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Abstract
In this paper, we study the problem of reconstructing special lattice sets from X-rays in a
6nite set of prescribed directions. We present the class of “Q-convex” sets which is a new class
of subsets of Z2 having a certain kind of weak connectedness. The main result of this paper is
a polynomial-time algorithm solving the reconstruction problem for the “Q-convex” sets. These
sets are uniquely determined by certain 6nite sets of directions. As a result, this algorithm can
be used for reconstructing convex subsets of Z2 from their X-rays in some suitable sets of four
lattice directions or in any set of seven mutually nonparallel lattice directions.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The present paper studies the problem of reconstructing special “lattice sets” from
a set of X-rays in certain directions. A lattice set is a non-empty 6nite subset of the
integer lattice Z2. A directing vector p∈Z2\{0} is called a lattice direction. Further,
the X -ray of a lattice set F in a lattice direction p is the function XpF giving the
number of points in F on each line parallel to this direction.
The computational complexity of various inverse problems in discrete tomography
is studied in [11] and the general problem of reconstructing two-dimensional lattice
sets from their X-rays in a set of m¿3 pairwise nonparallel directions is shown to be
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NP-hard. In most practical applications there is some a priori information concerning
the sets to be reconstructed. The algorithms can take advantage of this information to
reconstruct the set. Mathematically, it can be described in terms of properties of the
subsets of Z2, namely, of classes of lattice sets the solution must belong to. Many
authors have studied the case of determining a lattice set from its X-rays in the hor-
izontal and vertical directions and, in particular, there are polynomial-time algorithms
to reconstruct special sets having some convexity and connectivity properties like, for
example, horizontally and vertically convex polyominoes [3,4,6]. In [2] the authors
reconstruct connected lattice sets which are convex in the directions of the X-rays
including (1,0), (0,1) and (1,1). In this paper we present a new class of lattice sets
whose de6nition involves a certain kind of weak connectedness and convexity. These
sets are called “Q-convex” sets. Then, the basic question is whether it is possible to
reconstruct a “Q-convex” set from its X-rays in a 6nite set D of lattice directions. Let
us point out that we allow arbitrary lattice directions. We provide a polynomial-time
algorithm for solving this reconstruction problem. Moreover, the problems studied in
[3,4,6] are solvable as special cases of our problem.
The class of convex lattice sets (i.e., 6nite subsets F with F =Z2 ∩ conv F) is another
well-known and studied class in discrete tomography. Gardner and Gritzmann [10]
proved that the X-rays in four suitable or any seven prescribed mutually nonparallel
lattice directions uniquely determine all the convex lattice sets. The complexity of the
reconstruction problem on this class is an open problem raised by Gritzmann during
the workshop: Discrete Tomography: Algorithms and Complexity (1997). Since the
class of “Q-convex” sets contains that of convex lattice sets and “Q-convex” sets are
uniquely determined by certain 6nite sets of directions [8,7], for such directions the
proposed algorithm solves the reconstruction problem for the class of convex sets too.
2. Denitions and notations
2.1. Classical de;nitions
Lattice direction: A direction is an equivalence class for the relation of parallelism
on the straight lines of the plane. It can be given by an equation x + y= const or
by a directing vector (−; ). If  and  are integer then, the direction is a lattice
direction, and we can suppose that  and  are coprime. The horizontal direction is
directed by (1,0), the vertical one by (0,1), the diagonal one by (1,1).
Convexity: A lattice set F is line-convex with respect to a direction p if the inter-
sections of all lines of p with F are the sets of the points with integer coordinates
of straight line segments. In particular, F is hv-convex (resp. hvd-convex) if it is
line-convex with respect to the horizontal and vertical directions (resp. the horizontal,
vertical and diagonal directions). Finally, a lattice set is convex if it is the intersection
between Z2 and its convex hull.
Connectivity: A 4-path (resp. an 8-path, a 6-path) is a 6nite sequence (M0; M1;
g : : : ; Mn) of points of Z2 such that Mi+1 − Mi is in the set {(±1; 0); (0;±1)} (resp.
{(±1; 0); (0;±1); (±1;±1)}; {(±1; 0); (0;±1); (1; 1); (−1;−1)}). A lattice set F is
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4-connected (resp. 8-connected, 6-connected) if for any A, B in F there is a 4-path
(resp. an 8-path, a 6-path) from A to B. A 4-connected lattice set is also called a
polyomino.
2.2. New de;nitions and ;rst properties
Let D be a set of two prescribed lattice directions p= px+py and q= qx+qy.
Furthermore we call a p-line and a q-line any line having equation p(M)= const and
q(M)= const for each M ∈Z2, respectively. We point out that if = |det(p; q)|= |pq
− qp| 	=1, the intersection of a p-line and a q-line is not always in Z2 as the
reader may note in subsection 3.1. In [9] the authors give a condition to determine
whether the intersection of these lines is a point of Z2: a point M belongs to Z2 if
and only if j≡ i (mod ), where p(M)= i; q(M)= j and =(qu+qv) sign(pq−
qp) (mod ); pu+ pv=1.
We denote by 〈i; j〉p; q (or 〈i; j〉 if there is no ambiguity) the point M which satis6es
p(M)= i and q(M)= j.
We consider two directions p and q and a point M=〈i; j〉; it de6nes the following
four zones (called quadrants, see Fig. 1a)):
Z0(〈i; j〉) = {〈i′; j′〉 ∈ Z2: i′ 6 i and j′ 6 j)};
Z1(〈i; j〉) = {〈i′; j′〉 ∈ Z2: i′ ¿ i and j′ 6 j)};
Z2(〈i; j〉) = {〈i′; j′〉 ∈ Z2: i′ ¿ i and j′ ¿ j)};
Z3(〈i; j〉) = {〈i′; j′〉 ∈ Z2: i′ 6 i and j′ ¿ j)}:
Denition 2.1. A lattice set F is Q-convex (quadrant-convex) around D= {p; q} if
Zt(M)∩F 	= ∅ for all t∈{0; 1; 2; 3} implies M ∈F .
We denote the class of lattice sets which are Q-convex around the directions of D
by Q(D). When a lattice set is Q-convex around the speci6ed set of directions, we
shortly say that the set is Q-convex. Fig. 1 shows some examples of lattice sets having
diDerent kinds of convexity, when the considered directions are p= x and q=y.
Denition 2.2. A lattice set F is indivisible for the direction p, or p-indivisible, if
{i∈Z: |{N ∈F |p(N )= i}|¿0} is made up of consecutive integers.
By de6nition, if F is p-indivisible lattice set, then there are i1; i2∈Z such that the
line p= i contains a point of F if and only if i16i6i2. If F is p- and q-indivisible
with D= {p; q}, we say that F is D-indivisible or shortly, indivisible. The lattice set
shown in Fig. 1a is indivisible, whereas that in Fig. 1b is not. An example of an
indivisible lattice set which is line-convex with respect to the directions p= x − y
and q= x + y, but not Q-convex, is given in Fig. 2. In case p= x and q=y, we can
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Fig. 1. (a) A lattice set which is line-convex with respect to (1,0) and (0,1), but not Q-convex. (b) A lattice
set Q-convex around (1,0) and (0,1).
Fig. 2. An indivisible lattice set which is line-convex with respect to (1,1) and (–1,1), but not Q-convex.
establish the following interesting relationship between indivisible Q-convex sets and
hv-convex 8-connected sets.
Proposition 2.3. Let p= x and q=y. An indivisible lattice set F belongs to Q({p; q})
if and only if F is 8-connected and line-convex with respect to directions p and q.
Proof. Let p= x and q=y and let F be an 8-connected and hv-convex set. The
set F is 8-connected, so it is indivisible. Suppose that for any i∈{0; : : : ; 3} we have
a point Mi∈Zi(M)∩F . We are going to prove that M ∈F . Consider 6rst M0 and
M1 and let M0 =A0; : : : ; Ai; : : : ; Ak =M1 the shortest 8-path in F (it is the path which
minimizes k). Since this path is the shortest one and F is hv-convex, the path is
monotone, namely, the two sequences (p(Ai)) and (q(Ai)) are monotone. So, there is
a point N1∈F ∩ (Z0(M)∩Z1(M)) which is in the path (see Fig. 3a)). By consider-
ing a path from M2 to M3 we can prove in a similar way that there exists a point
N2∈F ∩ (Z2(M)∩Z3(M)). Since the point M is in the vertical segment [N1; N2], M
belongs to F .
Conversely, suppose F is an indivisible Q-convex set. F is hv-convex because of the
Q-convexity. Let M and N be two points of F and xM¡xN and yM¡yN (see Fig. 3b)).
We construct an 8-path from M to N . Let M1 = (xM ; yM + 1); M2 = (xM + 1; yM ) and
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Fig. 3. (a) An 8-path from M0 to M1 intersecting Z0(M)∩ Z1(M). (b) Constructing an 8-path from M to
N .
M3 = (xM +1; yM +1). Suppose that none of them belongs to F . Since F is Q-convex,
if M1 =∈F there is at least one zone Zi(M1) such that Zi(M1)∩F = ∅. We deduce i=3,
because N ∈Z2(M1) and M ∈Z0(M1)∩Z1(M1). By proceeding analogously for M2, we
deduce Z1(M2)∩F = ∅ and for M3, we have Z1(M3)∩F = ∅ or Z3(M3)∩F = ∅. If
Z1(M3)∩F = ∅, then the line x= xM + 1 does not contain points of F , contradicting
the hypothesis of indivisibility. If Z3(M3)∩F = ∅, then the line y=yM + 1 does not
contain points of F , also contradicting the hypothesis of indivisibility. Therefore one
of the three points M1; M2; M3 belongs to F , say M1, and (M;M1) constitutes the 6rst
step in the construction of any 8-path from M to N . Continuing in this way, we obtain
the searched path.
Let us now introduce the reconstruction problem. Consider any 6nite subset F of
Z2: the X -ray of F in a lattice direction p is the function XpF :Z→N de6ned by:
XpF(i)= |{N ∈F |p(N )= i}|, where i∈Z. By de6nition, XpF gives the number of
points in F on each line parallel to p. Let us de6ne
pmin = min{i: XpF(i) ¿ 0}; pmax = max{i: XpF(i) ¿ 0};
qmin = min{j: XqF(j) ¿ 0}; qmax = max{j: XqF(j) ¿ 0};
m = pmax − pmin+ 1; n = qmax − qmin+ 1:
The set F is 6nite and so the set of lines intersecting F is also 6nite. Thus, a vector of
non-negative integers gives a suitable representation for any X-ray of F . The inverse
reconstruction problem can be formulated as follows:
Reconstruction2Qconv (Reconstruction of Q-convex sets from X-rays in two
directions)
Instance: Two directions p and q and two vectors p=(ppmin; : : : ; ppmax); q=
(qqmin; : : : ; qqmax) of nonnegative integers.
Task: Reconstruct a set F∈Q({p; q}) such that XpF(i)=pi; XqF(j)= qj for all
i∈[pmin; pmax] and j∈[qmin; qmax], if one exists.
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3. Reconstruction algorithm for two directions
In this section we suppose that one instance of Reconstruction2Qconv is given.
Without loss of generality we can assume ppmin¿0; ppmax¿0; qqmin¿0; qqmax¿0.
Let $ denote the parallelogram:
$ = {M = 〈i; j〉p;q ∈ Z2 : pmin6 i 6 pmax; qmin6 j 6 qmax}:
If % and & are two subsets of Z2 we denote the set of all the solutions F of Recon-
struction2Qconv which verify %⊆F ⊆ & by E(%; &). The reconstruction problem just
consists in determining if E(∅;Z2) is empty or not and in reconstructing a member of
it in the latter case. We have trivially E(∅;Z2)=E(∅; $). We cannot determine E(∅; $)
directly, but if E(∅; $) 	= ∅ then there exist U1 and U2∈$ with p(U1)=pmin and
p(U2)=pmax such that E({U1; U2}; $) is not empty.
In the next part, we 6x U1; U2∈$ such that p(U1)=pmin; p(U2)=pmax. (These
points are called the p-base points). Our aim is to check if E({U1; U2}; $) is empty
or not. Moreover we suppose that q(U1)6q(U2). (The case q(U1)¿q(U2) is similar.)
3.1. The set H
The 6rst step consists in 6nding a set H such that E({U1; U2}; $)=E({U1; U2}; H).
For this we de6ne the four partial sums:
S0(〈i; j〉) = S0(i) =
∑
i′6i




S1(〈i; j〉) = S1(j) =
∑
j′6j






i=pmin pi is diDerent from S1(qmax)= S3(qmin)=∑qmax
j=qmin qj, then we know that there cannot be any solution. So we suppose that








These sums satisfy the following easy but fundamental lemma:
Lemma 3.1. Let M = 〈i; j〉 with i; j∈Z. If Sk(M) + Sk+1(M)¿S, then F ∩Zk(M) 	= ∅
for any F∈E(∅; $), where k + 1=0 for k =3.
Proof. At 6rst we take k =0 into consideration. If F ∩Z0(M)= ∅, then S0(M) +
S1(M)= |F ∩ (Z3(M)∪Z1(M))|6S. Analogously, cases k =1; 2; 3 can be proven.
For each line p= i such that pi¿0 we can de6ne two q-indices, as follows:
ai = min{j : S1(j) + S2(i) ¿ S}; (3.3)
bi = max{j : S3(j) + S0(i) ¿ S}: (3.4)
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Lemma 3.2. If pi¿0, then ai6bi, for i∈[pmin; pmax].
Proof. By (3.3) we have that S1(ai − 1)+ S2(i)6S. Since S1(ai − 1)= S − S3(ai) and
S2(i)= S−S0(i−1), the inequality can be rewritten as S3(ai)+S0(i−1)¿S. If pi¿0,
then S0(i − 1)¡S0(i) and therefore, S3(ai) + S0(i)¿S. In view of (3.4), this implies
ai6bi.
Now we de6ne the sequence ci as follows:
ci = q(U1) if ai ¡ q(U1);
ci = ai if q(U1)6 ai 6 bi 6 q(U2);
ci = q(U2) if bi ¿ q(U2):
Lemma 3.3. Let F∈E({U1; U2}; $} and C = 〈i; ci〉∈Q2. If pi¿0, then
Zk(C) ∩ F 	= ∅; ∀k ∈ {0; : : : ; 3}:
Proof.
• If ai¡q(U1), we have C = 〈i; q(U1)〉 and so U1∈Z0(C)∩Z3(C) and U2∈Z2(C)
because of q(U1)¡q(U2). Moreover, by the de6nition of ai it follows that S1(C) +
S2(C)¿S and then, by Lemma 3.1, we conclude Z1(C)∩F 	= ∅.
• If q(U1)6ai6bi6q(U2), then C = 〈i; ai〉. So, U1∈Z0(C) and U2∈Z2(C). By the
de6nition of ai; S1(C)+ S2(C)¿S and therefore Z1(C)∩F 	= ∅. Finally, we use the
fact that q(C)= ai6bi and S3(C) + S0(C)¿S to conclude that Z3(C)∩F 	= ∅.
• If bi¿q(U2), then we have C = 〈i; q(U2)〉. It follows that U2∈Z1(C)∩Z2(C) and
U1∈Z0(C). By the de6nition of bi; S3(C) + S0(C)¿S and so Z3(C)∩F 	= ∅.
Thus, if the point C is in Z2, then it is also in F for any F∈E({U1; U2}; $). But
the point C = 〈i; ci〉 can be in Q2\Z2. Let us de6ne c′i = max{j: j6ci and 〈i; j〉∈Z2}
and = |det(p; q)|. We have
c′i 6 ci 6 c
′
i +  and 〈i; c′i〉; 〈i; c′i + 〉 ∈ Z2:
Lemma 3.4. Let F∈E({U1; U2}; $). If pi¿0, then F ∩{〈i; c′i〉; 〈i; c′i + 〉} 	= ∅.
Proof. Let A= 〈i; c′i〉; B= 〈i; c′i + 〉, and C = 〈i; ci〉. Lemma 3.4 states that Zk(C)∩
F 	= ∅, for any k. Since pi¿0, there exists a point N ∈F such that p(N )= i.
• If q(N )6q(C), then N ∈Z0(A)∩Z1(A). We have Z2(C)⊆Z2(A); Z3(C)⊆Z3(A) and
therefore Z2(A)∩F 	= ∅; Z3(A)∩F 	= ∅. By the Q-convexity of F we deduce A∈F .
• If q(N )¿q(C), then N ∈Z2(B)∩Z3(B). Since Z0(C)⊆Z0(B); Z1(C)⊆Z1(B), by the
same arguments as above we can conclude that B∈F .
Now let us introduce the following set H :
H = {〈i; j〉 ∈ Z2: pi ¿ 0; qj ¿ 0; ci − pi ¡ j 6 ci + pi}:
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Using this de6nition we can reformulate the previous lemma as follows:
Lemma 3.5. E({U1; U2}; $)=E({U1; U2}; H}.
By the de6nition of H we also have:
Lemma 3.6. In each line p= i there are at most 2pi points of H for all i∈
{pmin; : : : ; pmax}.
3.2. The ;lling operations
The previous section shows that E({U1; U2};Z2)=E({U1; U2}; H). Now we look for
more precise pairs %; &⊂Z2 such that E({U1; U2};Z2)=E(%; &), where % is a subset
of any F∈E({U1; U2};Z2), whereas &\% contains indeterminate points in the sense
that we do not know whether they are in F or not.
So, at the beginning we instantiate %= {U1; U2} and &=H , and then we expand %
and reduce & by means of some operations. All the operations are performed separately
on the lines p= i and q = j.
Let us denote the set of points of the intersection between p= i (q= j) and & by
&ip (&
j











q(M); d(&ip) = max
M∈&ip
q(M):
Here are the four operations ⊕;⊗;; already described in [3] adapted to any direc-
tion p.
• If %ip 	= ∅, then ⊕%ip={〈i; j〉 : g(%ip)6j6d(%ip)}.
• ⊗%ip= {〈i; j〉 : d(&ip)− pi¡j¡g(&ip) + pi}.
• If %ip 	= ∅; 〈i; j′〉 	∈&ip with j′6g(%ip), then &ip= {〈i; j〉∈&ip : j¿j′}. If %ip 	= ∅; 〈i; j′〉 	∈
&ip with j
′¿d(%ip), then &ip= {〈i; j〉∈&ip : j¡j′}.
• If %ip 	= ∅, then &ip= {〈i; j〉∈&ip : d(%ip)− pi¡j¡g(%ip) + pi}.
To these four operations we add a last operation denoted by ′ which allows us to
delete in & a sequence of consecutive indeterminate points of p= i, when the sequence





{〈i; j〉 ∈ &ip : j ¡ j′ or j ¿ j′′}:
The 6lling operations on the q-lines are de6ned analogously.
The algorithm performs all these operations on the p-lines and on the q-lines and
repeats this procedure until a % 	⊂ & or no further changes in % and & are produced.
If we obtain % 	⊂ &, then E({U1; U2};Z2)= ∅. Therefore, the algorithm chooses two
diDerent p-base points and tries again.
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Table 1
The several types of lines
If %= &, then E({U1; U2};Z2)=E(%; &)⊆{%}. So, it only remains to check if % is
Q-convex. Finally, we can obtain the case in which % and & are invariant with respect
to the 6lling operations and %⊂&, so that &\% is not empty.
3.3. The types of lines
Now we suppose that %; & are invariant by the 6lling operations and verify
{U1; U2} ⊆ % ⊂ & ⊆ H:
We will prove in this section that % and & have very particular forms on the p-lines
and q-lines.
Table 1 shows four types of lines; black, gray and white-colored points represent a
point of %, an indeterminate point and a point which does not belong to &, respectively
(Table 1). More precisely, the line p= i is of type:
• t0, if &ip= ∅;
• t1, if %ip 	= ∅; then we have:
%ip = {〈i; j〉 : g(%ip)6 j 6 d(%ip)};
&ip = {〈i; j〉 : g(%ip)− (pi − |%ip|)6 j 6 d(%ip) + (pi − |%ip|)};
• t2, if %ip=∅ and &ip is made up of 2pi consecutive points. So we have
&ip = {〈i; j〉 : g(&ip)6 j ¡ g(&ip) + 2pi};
• t3, if %ip= ∅ and &ip consists of two separated sequences of pi points. So
&ip = {〈i; j〉 : g(&ip)6 j 6 g(&ip) + (pi − 1) or d(&ip)
−(pi − 1)6 j 6 d(&ip)} with d(&ip)− g(&ip)¿ 2pi:
Since we know that &⊆H , thanks to Lemma 3.6 we can claim that:
Proposition 3.7. After performing the ;lling operations, each line having equation
p = i is of type t0; t1 or t2; i∈[pmin; pmax].
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Let p= i be any p-line. From Proposition 3.7, we deduce that
|&ip| = 2pi − |%ip| for all i ∈ [pmin; pmax]:
By summing over i we have
|&| = 2S − |%|: (3.5)
Consider now the q-lines and let q= j be the equation of any line containing indeter-
minate points. Thanks to the operations ⊗ and ′, we have







(2qj − |%jq|) = 2S − |%|:
By (3.5) we deduce
|&jq| = 2qj − |%jq| for all j ∈ [qmin; qmax];
otherwise we get a contradiction. We note that this result allows us to determine the
type of the q-lines. In fact, when |%jq |¿0 we know that q= j is a line of type t1. If
|%jq |=0 then we have |&jq|=2qj; thanks to the operation ′ this means that the set &jq
is made up of two sequences having the same length, being either consecutive (in this
case q= j of type t2) or separate (in this case q= j of type t3).
Proposition 3.8. After performing the ;lling operations, each line having equation
q= j is of type t0; t1; t2 or t3; j∈[qmin; qmax].
3.4. Reduction to a 2-SAT formula
For each point M ∈$\% we associate a boolean variable VM expressing the presence
(resp. absence) of M in the 6nal solution if VM (resp. VM ) is true. Each instantiation
of the boolean variables VM gives a set %⊆F(V )⊆& where
F(V ) = % ∪ {M ∈ &\% : VM = TRUE}:
Now we construct a boolean formula whose variables are (VM )M∈&\% in such a way
that F(V ) is a Q-convex set having the given X-rays. Therefore the reconstruction
problem will be reduced to the search of a truth assignment of the variables for the
formula. Since this formula is a 2-SAT formula, its satis6ability can be easily checked
(see [1]).
3.4.1. Expression of XqF(j)= qj
We 6x a line q= j. This line is of type ti with i∈{0; : : : ; 3} and so, there are
exactly 2(qj − |%ip|) unknown points on each line q= j. If the line is of type t1 or t2,
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and A= 〈i; j〉; B= 〈i + pi; j〉∈&\%, then for any set F∈E(%; &) we have
A ∈ F if and only if B 	∈ F





V〈i;j〉 ⇔ V〈i′ ;j〉:
If the line is of type t3, then this line is made up of two sequences of consecutive
indeterminate points. Since we know that each set F∈E(%; &) contains exactly one of





V〈i;j〉 ⇔ V〈i′ ;j〉:
In the same way we can express that XpF(i)=pi by a similar formula FPi.
3.4.2. Expression of the Q-convexity
Now we impose that the set F(V ) is Q-convex. We can 6nd a direct boolean formula
which expresses that for any M 	∈F(V ) there is a quadrant Zi(M) containing no points
of F(V ) but this formula is a disjunction of 5 variables or negations of variables, that
is not a 2-SAT formula.
Remark 3.9. Let M = 〈i; j〉p; q be a point of Z2\% which veri6es one of the following
properties:
• q(M)= j (resp., p(M)= i) is a t1 q-line (resp., p-line) or a t2 q-line (resp., p-line).
• q(M)= j is a t3 q-line such that d(&jq − (qj − 1)6i or i6g(&jq) + (qj − 1).
Then, one of the two semi-lines 2−q (M)= {〈i′; j〉 : i′6i} and 2+q (M)= {〈i′; j〉 : i′¿i}
(resp., 2−p (M)= {〈i; j′〉 : j′6j} and 2+p (M)= {〈i′; j′〉 : j′¿j}) contains a point of F
for any F∈E(%; &). We denote this semi-line by 2q(M) (resp., 2p(M)). In fact:
• if the line is of type t1, then 2q(M) is the semi-line containing a point of %jq ;
• if the line is of type t2 or t3 and M 	∈&, then 2q(M) is the semi-line containing all
the points of &jq;
• if the line is of type t2 or t3 and M ∈&, then we have 2−q (M)∩2+q (M)= {M}⊆&jq
and |&jq|=2qj. So, one of the semi-lines veri6es |2·q(M)∩&jq|¿qj. This semi-line
contains at least one point of any F∈E(%; &).
Let g′(&jq)= g(&
j
q)+ (qj−1) and d′(&jq)=d(&jq)−(qj−1); as a summary, if g′(&jq)¿i,
then 2q(M)=2+q (M), whereas if d
′(&jq)6i, then 2q(M)=2−q (M).
Now we will express the Q-convexity of F(V ) around M ∈$\% by means of a
2-SAT boolean formula.
• At 6rst, suppose that p(M)= i and q(M)= j verify Remark 3.9. Thanks to the semi-
lines 2p(M) and 2q(M) we can 6nd an integer k∈{0; : : : ; 3} such that for any l 	= k
and any F∈E(%; &) we have Zl(M)∩F 	= ∅.
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◦ If M 	∈& and Zk(M)∩% 	= ∅, then we have E(%; &)= ∅, so we can express the
Q-convexity by the formula
FALSE: (3.6)
◦ If M 	∈& and Zk(M)∩%= ∅, the formula is
VN (3.7)
for any N ∈Zk(M)∩&.
◦ If M ∈& and Zk(M)∩% 	= ∅, the formula is
VM : (3.8)
◦ If M ∈& and Zk(M)∩%= ∅, the formula is
VN ⇒ VM (3.9)
for any N ∈Zk(M)∩&.
• Suppose now that M 	∈&, and at least one of the lines p(M)= i and q(M)= j does
not verify the conditions in Remark 3.9. Since we know that U1; U2∈%, there are at
most two quadrants which do not contain any point of %. If there is no or only one
such quadrant, then we can express the Q-convexity by formulas (3.6) and (3.7).
Otherwise there are exactly two quadrants Zl1 (M) and Zl2 (M) which do not contain
any point of %.
◦ If p= i is a t0-line, or q= j is a t0-line or a t3-line such that g(&jq)+ qj6i6d(&jq)
− qj, then we can express the Q-convexity around M by the formula
VN1 ∨ VN2 (3.10)
for any N1∈&∩Zl1 (M); N2∈&∩Zl2 (M).
Now we briePy summarize the reconstruction procedure, describing its main steps
and their complexities. The analysis of the computational cost of every step is given
in the appendix. The algorithm checks whether the given X-rays satisfy the necessary
condition on the cumulated sums to get a solution, and then it 6xes two p-base points
or two q-base points depending on the sizes of the X-ray vector. (If m¡n, the p-base
points are chosen). The cost of this choice is min{m2; n2}, the number of possible
positions of the base points. Furthermore let us assume that the p-base points U1 and
U2 are chosen. At this point, since E(∅; $)⊇E({U1; U2}; $), the problem is reduced to
checking if E({U1; U2}; $) is empty or not. To this goal, the algorithm works to reduce
the set containing the solution by computing the set H (only depending on the X-rays
and p-base points). This is made in O(mn) time. Then, sets % and & are initialized
and the 6lling operations are performed to expand % and reduce & in such a way that
the following property is preserved: E({U1; U2}; H)=E(%; &) The computational cost
of this step is O(mn(m + n)). Finally, the algorithm builds a boolean formula such
that each assignment of values of the variables satisfying the formula gives rise to
a solution F(V ) of our reconstruction problem. Since both the construction and the
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satis6ability of the formula take O(mn(m+ n)) time, one knows if E(%; &) is empty or
not in O(mn(m+ n)) time.
Proposition 3.10. Reconstruction2Qconv is solvable in O(min{m2; n2}(mn(m + n)))
time.
Remark 3.11. From the previous remark and Lemma 2.3 it follows that our algorithm
solves the problem reconstructing 8-connected hv-convex sets from its X-rays in direc-
tions p= x; q=y in polynomial time.
4. More than two X-rays
In this section, we study the general problem with more than two X-rays. Now the
question is the following: is it possible to reconstruct a Q-convex set from its X-rays
taken in a prescribed set of d directions? Let us concentrate on the case d=3. Let
D be a set of three lattice directions p= px + py; q= qx + qy; r= rx + ry.
Moreover we assume det(p; r)= pr −pr 	=0 and det(q; r)= qr −qr 	=0. Now
a point M of Z2 is the intersection of three lines having equations p(M)= i; q(M)= j
and r(M)= k and it determines three kinds of quadrants Zpqt (M); Z
qr
t (M) and Z
rp
t (M),
for t=0; 1; 2; 3 related to the pairs of directions {p; q}; {q; r} and {r; p}, respectively.
Denition 4.1. A lattice set F is Q-convex around {p; q; r} if it is Q-convex around
{p; q}, {q; r} and {r; p}. More generally, a lattice set is Q-convex around a set D of
directions if it is Q-convex around any pair of directions included in D.
Proposition 4.2. Let p= x, q=y and r= x−y be the horizontal, vertical and diagonal
directions. An indivisible lattice set F belongs to Q(D) if and only if F is 6-connected
and line-convex with respect to the directions q; p and r.
Proof. If F is 6-connected, it is also 8-connected and therefore F is indivisible and
Q-convex around {p; q}. Since there exists an isomorphism of Z2 which transforms
r-lines into q-lines but leaves p-lines invariant, we can conclude that F is indivisible
and Q-convex around {p; r}. Analogously, the isomorphism of Z2 which transforms
r-lines into p-lines, leaving q-lines invariant, allows us to say that F is indivisible and
Q-convex around {q; r}.
Conversely, suppose that F is an indivisible Q-convex set; we show that for each pair
(M;N ) of F points there is 6-path from M =(xM ; yM ) to N =(xN ; yN ) in F . Let N be
such that xM¡xN ; yM¡yN and yN6xN (the other cases can be proven by symmetry).
Moreover, let M1 = (xM + 1; yM + 1) and M2 = (xM + 1; yM ). By the indivisibility of
F , there is a point M ′ of F on the line x= xM + 1. If yM ′6yM2 (see Fig. 4a)), by
the Q-convexity of F around {p; r}; M2 belongs to F so that the 6rst step of the path
is determined. So, let us suppose yM ′¿yM2 (see Fig. 4b)); by the Q-convexity of F
around {p; r} M1 belongs to F so that the 6rst step of the path is determined.
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Fig. 4. (a) yM ′6yM2 . (b) yM ′¿yM2 .
Our algorithm can be easily extended in order to work for a set D= {p; q; r} of
three directions for reconstructing lattice sets which are Q-convex around D. First the
algorithm chooses the p-base-points U1; U2; then it constructs the set H just considering
the pairs p; q of directions and after that it performs the 6lling operations in all the
given directions. In this way, the set of all the solutions is more accurately speci6ed
at each step:
E({U1; U2}; $) = E({U1; U2}; H) = E(%; &):
It is easy to see that in this case too, all the p-lines, q-lines, r-lines are of type
ti; i∈{0; : : : ; 3}. All the formulas expressing that F(V ) is a solution are easily general-
izable to the three-directions case except the formulas (3.10) because in expressing the
Q-convexity in M around q; r the two points U1 and U2 can be in the same quadrant.
To study this case, we generalize Remark 3.9 to points of Q2.
Remark 4.3. Let M = 〈j; k〉q; r be a point of Q2\% which veri6es one of the following
properties: (M can be in Q2\Z2.)
• q(M)= j is a t1 q-line.
• q(M)= j is a t2 or t3 q-line and d′(&jq)6k or k6g′(&jq).
Then, one of the two semi-lines 2−q (M)= {〈j; k ′〉q; r : k ′6k} and 2+q (M)= {〈j; k ′〉q; r:
k ′¿k} contains a point of F for any F∈E(%; &). More precisely, if g′(&jq)¿k, then
2q(M)=2+q (M), whereas if d
′(&jq)6k, then 2q(M)=2−q (M).
Suppose that M = 〈j; k〉q; r is a point of $\& not verifying the conditions of Re-
mark 3.9 on the lines q(M)= j and r(M)= k. Moreover, U1 and U2 are in the same
quadrant, for example Z qr0 (M). If there exists a point N such that r(N )= r(M) and
q(N )¿q(M) verifying the conditions of Remark 4.3, then we know that Z qrh (M)∩F 	= ∅
with h∈{1; 2} for any F∈E(%; &) and this case is analogous to one of the two-
directions cases. Therefore, we can suppose that q(M)= j and r(M)= k are t0 or





q ). The same assumption is made for all the lines r= k ′ with k ′¿k.
As a consequence of formulas FQ and FR, each indeterminate point N ∈Z qr2 (M) is
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associated to a point N ′∈Z qr1 (M) and to a point N ′′∈Z qr3 (M), by the formulas
VN ≡ VN ′ ≡ VN ′′ : (4.11)
Therefore, we can express the Q-convexity in M as
VN1 ⇔ VN2 (4.12)
for any N1; N2∈(&\%)∩Z qr2 (M). The algorithm constructs the boolean formula and
checks its satis6ability in O(n3) time where n= max(pmax−pmin; qmax−qmin; rmax−
rmin). Since performing the 6lling operations takes O(n3) and the number of attempts
is bound by n2 (= number of possible choices for U1 and U2), the complexity of this
algorithm is O(n5).
Remark 4.4. From Lemma 4.2 it follows that our algorithm solves the problem of
reconstructing 6-connected hvd-convex sets from their X-rays in directions p= x; q=y;
r= x − y in polynomial time.
We can generalize the algorithm in order to work with any number d of directions.
The precise problem we solve is the following:
ReconstructionQconv
Instance: A set of directions D= {v1; : : : ; vd} and d vectors (pvi(minvi); : : : ;
pvi(maxvi))16i6d.
Task: Reconstruct a set F∈Q(D) such that XviF(j)=pvi(j) for all i∈[1; d] and
j∈[minvi ; maxvi ].
In this case the Q-convexity is expressed for all the pairs (vi; vj) such that 16i¡
j6d, so we can construct a solution in O(d2n5), where n is the maximal length of the
X-rays (n= max(maxvi − minvi)).
Proposition 4.5. ReconstructionQconv is solvable in O(d2n5) time.
This generalization is particularly interesting in view of a new result of Daurat [8,7]
establishing when subsets of Q(D) are uniquely determined by the data:
Theorem 4.6. If |D|¿7, or if one of the cross-ratios of the slopes of any four
directions, arranged in increasing order, is not in { 43 ; 32 ; 2; 3; 4} then for any sets E;
F∈Q(D) we have:
∀p ∈ D XpE = XpF ⇒ E = F:
In this paper we establish the complexity of the related algorithmic problem, showing
that the reconstruction problem in Q(D) is solvable in polynomial time. Let us stress
that the class of Q-convex sets contains the class of sets that are equal to the intersection
of their convex hull and Z2, namely, the class of convex sets. Thus, the most important
application of the proposed algorithm is that it allows to reconstruct a convex lattice
set from its X-rays taken in any certain set of directions, so answering the question
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proposed by Gritzmann during the workshop held in Dagstuhl in 1997. Precisely let
us de6ne the following problem:
ReconstructionConv
Instance: A set of directions D= {v1; : : : ; vd} such that d¿7 or one of the cross-
ratios of the slopes of four directions, arranged in increasing order is not in { 43 ; 32 ; 2; 3; 4}
and d vectors (pvi(minvi); : : : ; pvi(maxvi))16i6d.
Task: Reconstruct a convex set such that XviF(j)=pvi(j) for all i∈ [1; d] and
j∈ [minvi ; maxvi ].
Theorem 4.7. ReconstructionConv can be solved in O(d2n5) time.
Proof. Let (D; (pvi)16i6|D|) be an instance of ReconstructionConv. By the algorithm
of Proposition 4.5, we can check if there is a Q-convex set around D which has
X-rays (pvi). If there is no Q-convex solution, then a fortiori there is no convex
solution. Otherwise we have found the Q-convex set F whose X-rays are (pvi). By
Theorem 4.6 the set F is in fact the unique Q-convex set having (pvi) as X-rays. So,
we only have to check if F is convex. This check can be done by computing the
convex hull of F in R2 (see for example [12]) and then 6lling the convex polygon to
check that F =conv(F)∩Z2.
Remark 4.8. After the submission of this paper, the authors and A. Del Lungo have
found an algorithm designed for approximate reconstruction problems. It has already
been published in [5]. The class of lattice sets studied in [5] is obtained by extending
the De6nition 2.1 in a diDerent way than 4.1. The resulting class, so-called strongly
Q-convex, is a subclass of that of Q-convex sets. The algorithm proposed in [5] also
permits to reconstruct the convex sets as a special case, but it is much slower since d
(number of directions) appears at the exponent of n.
5. Some considerations and conclusions
The most signi6cant result of this paper is a polynomial-time algorithm for the
reconstruction of uniquely determined convex lattice sets. But this result leads to two
questions:
Can we decrease the complexity of our algorithm? This question is important because
the complexity of our algorithm can look still high for real applications. At a closer
look, the number of possible choices for U1 and U2 causes the growth of the exponent
of n from 3 to 5. Thus, in a smarter implementation of the algorithm, at 6rst no
base-points are chosen but the 6lling operations are performed; then, one base-point
is 6xed, and 6nally, only if necessary to reach the solution after failing the previous
attempts, two base-points are selected. This variant probably improves the average case.
Preliminary experiments [8] indicate an estimated average case complexity of O(n2:8)
because in most cases the bases need not to be chosen a priori, but much work should
be done, and in particular we need an algorithm which generates uniformly convex
lattice sets of a given size at random.
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Secondly what can we say about the reconstruction problem for any set of lattice
directions not uniquely determining convex lattice sets? Does there exist a polynomial
algorithm in this case? We could apply our algorithm until the reduction to a 2-SAT
formula, but then we do not see any way to express the convexity by a formula whose
satis6ability could be checked in polynomial time.
6. Appendix
In this section we analyze the computational cost of computing the main steps of
the reconstruction algorithm.
6.1. Performing the ;lling operations
In implementing the 6lling operations we use 5 supplementary variables for each
p-line and each q-line. Consider the line p= i; we denote these variables by toput⊕ip,
toput⊗ip, toremoveip, toremoveip, toremove′pi containing the points to be modi6ed
if we would apply the corresponding 6lling operations. Algorithm 1 describes the
procedure performing the 6lling operations. Let us now compute the time-complexity
of this algorithm. The procedure compute point to change needs O(m+n) operations. It
follows that put in alpha and remove from beta have also a complexity of O(m+n). In
the main procedure executing the repeat loop (lines 8–18) takes O(m+ n+ ki(m+ n))
operations, where ki is the number of the calls of the procedures put in alpha and
remove from beta at the ith iteration. Each time that put in alpha or remove from beta
are called, |&\%| decreases except when an EXIT call is made. Therefore, k1+k2+· · ·+
kr6mn + 1. Moreover we have that the number of repeat loop iterations is bounded
by mn. Therefore the 6nal complexity of the algorithm 1 is O(mn(m+ n)).
6.2. Constructing and satisfying the boolean formula
6.2.1. Two directions
In this part we prove that we can build a 2-SAT formula expressing the existence
of a solution F ∈ E(%; &) in O((m+ n)mn) time.
The formulas FP and FQ. The formulas FPi; FQj associated to t1 and t2 lines can
be trivially found in O(mn(m+n)) time. If q= j is of type t3, constructing the formula
FQj takes O(mn) time, since FQj is equivalent to the formula:
V〈g(&jq);j〉⇔ V〈g(&jq)+;j〉 ⇔ · · · ⇔ V〈g(&jq)+(qj−1);j〉
⇔ V〈d(&jq)−(qj−1);j〉 ⇔ · · · ⇔ V〈d(&jq);j〉
Therefore, all the formulas FPi; FQj can be found in O(mn(m+ n)) time.
Let us now search the formulas which express the Q-convexity. At 6rst we suppose
that we have precomputed the function g; d; g′; d′ for any p-line or q-line. This com-
putation takes O(mn) operations. So now, we can suppose that the time-complexity is
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constant.
Algorithm 1 Implementation of the 6lling operations
compute points to change(p; i)
1: for all  ∈ {⊕;⊗} do
2: toput ip ←  (%ip)\%ip
3: end for
4: for all  ∈ {;;′} do
5: toremoveip ← &ip\  (&ip)
6: end for
put in alpha(M)




5: compute points to change(p;p(M))
6: compute points to change(q; q(M))
remove from beta(M)




5: compute points to change(p;p(M))
6: compute points to change(q; q(M))
main()
1: for all i ∈ {pmin; : : : ; pmax} do
2: compute points to change(p; i)
3: end for
4: for all j ∈ {qmin; : : : ; qmax} do
5: compute points to change(q; j)
6: end for
7: repeat
8: for all i ∈ {pmin; : : : ; pmax} do
9: for all  ∈ {⊕;⊗} and M ∈ toputip do
10: put in alpha(M)
11: end for
12: for all  ∈ {;;′} and M ∈ toremoveip do
13: remove from beta(M)
14: end for
15: end for
16: for all j ∈ {qmin; : : : ; qmax} do
17: Idem by replacing p by q
18: end for
19: until all the sets toput and toremove are empty
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The formulas associated to the points M which verify Remark 3.9: We build
formulas (3.6), (3.7), (3.8), (3.9) line by line. Let us consider any line q= j; we
show that the formulas associated to the points M of this line can be found in O(mn)
time.
We look for the minimum and maximum p-indices such that 2p(M)=2−p (M) and
for the minimum and maximum p-indices such that 2p(M)=2+p (M). Formally, we
de6ne
i1 = min{i : d′(&ip)6j}; i2 = max{i : d′(&ip)6j};
i′1 = min{i : g′(&ip)6j}; i′2 = max{i : g′(&ip)¿j}:
These numbers can be computed in O(m)-time.
Thus, the points M ∈$\% of q= j under the hypothesis of the Remark 3.9 verify:
p(M) ∈ ([i1; i2] ∪ [i′1; i′2]) ∩ ([pmin; g′(&jq)] ∪ [d′(&jq); pmax]):
For instance, we look for all the clauses corresponding to the points M such that
p(M)∈ [i1; i2]∩ [pmin; g′(&jq)]. (The other cases are similar.) Since p(M)∈ [i1; i2];
Zl(M)∩F 	= ∅; l=0; 1, while by p(M)∈ [pmin; g′(&jq)] it follows that Z2(M)∩F 	= ∅,
for any F ∈E(%; &). If Z3(M)∩ % 	=0, clauses (3.6), (3.8) can be easily found in
O(mn) time. Clauses (3.7) can be found in O(mn) time, since we construct VN for any
N ∈Z3(M), where M =∈ & is the point of q= j maximizing p such that p(M)∈ [i1; i2]∩
[pmin; g′(&jq)].
Now we build formulas (3.9). At 6rst we express the line-convexity along the line
q= j by the formula:
V〈g(&jq);j〉 ⇒ V〈g(&jq)+;j〉 ⇒ · · · ⇒ V〈g(&jq)+(qj−1−|%jq|;j〉: (6.13)
Let lmin ; lmax de6ned by
{l : 〈g(&jq) + l; j〉 ∈ &\% and g(&jq) + l ∈ [i1; i2] ∩ [pmin; g′(&iq)]}
= {lmin ; : : : ; lmax}:
Then we construct the additional clauses
VNl ⇒ V〈g(&jq)+l;j〉 (6.14)
for all Nl ∈Z3(〈g(&jq)+l; j〉) if l= lmin and for all Nl ∈Z3(〈g(&jq)+l; j〉)\Z3(〈g(&jq)+
(l− 1); j〉) if l∈{lmin + 1; : : : ; lmax}. It is easy to see that formulas (6.13) and (6.14)
are equivalent to formulas (3.9) associated to all the points M on the line q= j. When
the q-line is 6xed, all these formulas can be found in O(mn) time. Since there are
n q-lines, the global construction takes O(mn2) time.
The formulas associated to the other points: Now we show that also clauses (3.10)
can be found in O((mn(m+ n)) time. These formulas are built for the points not in &
lying on a t0 p-line or on a t0; t3 q-line. Since there are n q-lines (resp., m p-lines),
if for each q-line (resp., p-line) we 6nd these formulas in O(mn + m2)-time (resp.,
O(mn+ n2)), then the construction will take O(mn(m+ n)) time.
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The points M that are on a t0-q-line q= j. Three cases should be considered:
j¡q(U1); q(U1)¡j¡q(U2); q(U2)¡j:
Let us examine the case: q(U1)¡j¡q(U2). Let us de6ne
i1 = max{i : d′(&ip)6 j}; i2 = min{i : g′(&ip)¿j}
the maximum and minimum p-index such that 2p(〈i1; j〉)=2−p (〈i1; j〉) and 2p(〈i2; j〉)
=2+p (〈i2; j〉). Thus, Z1(〈i1; j〉p; q)∩F 	= ∅ and Z3(〈i2; j〉p; q)∩F 	= ∅ for any F ∈E(%; &).
Since (〈i1; j〉p; q may not be in Z2, let i′1 = max(i: i6i1; 〈i; j〉p; q ∈Z2). So, we impose
the formula VN for any N∈Z3(〈i′1; j〉p; q). Analogously, let i′2= min(i: i¿i2; 〈i; j〉p; q ∈Z2):
we impose VN for any N ∈Z1(〈i′2; j〉p; q). Moreover, in each line p= i such that i1¡i
¡i2 and pi¿0 we select two special points Ai; Bi ∈ &\% de6ned by
q(Ai) = max
h¡j
{h : 〈i; h〉p;q ∈ &\%}; q(Bi) = min
j¡h
{h : 〈i; h〉p;q ∈ &\%}:
To express the Q-convexity around the points of q= j we impose the following clauses:
VAi ⇒ V〈i;q(Ai)−〉 ⇒ V〈i;q(Ai)−2〉 ⇒ · · · ⇒ V〈i;g(&ip)〉; (6.15)
VBi ⇒ V〈i;q(Bi)+〉 ⇒ V〈i;q(Bi)+2〉 ⇒ · · · ⇒ V〈i;d(&ip)〉; (6.16)
So, less than mn clauses are constructed. To these ones we should also add the clauses
VAh1 ∨ VBh2 ; (6.17)
for all pairs (h1; h2) with h26i6h1 such that 〈i; j〉p; q ∈Z2 and i′1 + 6i6i′2 − . The
pairs (h1; h2) can be found in O(m2)-time by the algorithm 2.
Algorithm 2 Enumeration of the pairs (h1; h2) with a6h26h16b when there









h2← h2 + 1
end while
h1← h1 + 1
end while
i← i + 
end while
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It is easy to check that if N1 ∈Z1(M) and N2 ∈Z3(M) the constructed clauses are
equivalent to VN1 ∨VN2 . Since we can build clauses (6.15) and (6.16) in O(n) time and
clauses (6.17) in O(m2) time, constructing clauses (3.10) takes O(mn(m+ n)) time in
case q(U1)¡j¡q(U2).
Now let us take case j¡q(U1) into consideration. If {i :d′(&ip)6j} is not empty,
let i1 and i2 be the minimum and maximum element of the set, respectively and again
i′1 = max{i : i6i2; 〈i; j〉p; q ∈Z2} and i′2 = min{i : i¿i1; 〈i; j〉p; q ∈Z2}. If i′1¿i′2, then
there is no solution in E(%; &); otherwise i′2 = i
′
1 +  and so the formulas VN , for any
N ∈Z0(〈i′1; j〉p; q) and N ∈Z1(〈i′2; j〉p; q) are imposed. If {i :d′(&ip)6j} is empty, then on
each line p= i such that pi¿0 we select the point Ai such that q(Ai)= max{h : 〈i; h〉p; q
∈ &\% and 16h¡j}.
Therefore, the Q-convexity around the points of q= j is expressed by
VAi ⇒ V〈i;q(Ai)−〉 ⇒ V〈i;q(Ai)−2〉 ⇒ · · · ⇒ V〈i;g(&ip)〉
and
VAh1 ∨ VAh2 ;
for all h26i6h1 such that 〈i; j〉p; q ∈Z2 with pmin6i6pmax. Since less than mn+m2
clauses are built, constructing clauses (3.10) takes O(mn(m+n)) time in case j¡q(U1).
Case q(U2)¿j can be similarly treated being the symmetric case.
The points M that are on a t0-p-line p= i. This case is very similar to the previous
one. As in the previous case we de6ne:
j1 = min{j : d′(&jq)6i}; j2 = max{j : d′(&jq)6i};
j′1 = min{j : g′(&jq)¿i}; j′2 = max{j : g′(&jq)¿i}:
It follows that j16q(U1)6j2 and j′16q(U2)6j
′




The Q-convexity around the points 〈i; j〉 which verify j16j6j2 or j′16j6j′2 are
expressed by the clauses (3.7).
The Q-convexity around the points 〈i; j〉 such that j6min(j1; j′1) or j26j6j′1 or
j¿max(j2; j′2) can be expressed by similar formulas to (6.15), (6.16), (6.17) in O(mn+
n2)-time.
The points M that are on a t3-q-line q= j. We should express the Q-convexity
in all the points 〈i; j〉 such that g(&jq) + qj6i6d(&jq) − qj. Let N be an arbitrary
indeterminate point such that q(N )= j and q(N )6g′(&jq). Since for each N ′; N ′′ ∈
&jq\% with p(N ′)6g′(&jq)¡d′(&jq)6p(N ′′) we have the formula VN ≡ VN ′ ≡ VN ′′ as
a consequence of FQj, we can express the Q-convexity by the clauses
(VN ⇒ VN2 ); (VN ⇒ VN1 ) (6.18)
56 S. Brunetti, A. Daurat / Theoretical Computer Science 304 (2003) 35–57
for each N1 ∈Zl1 (〈d(&qj )− qj; j〉)∩ & and N2 ∈Zl2 (〈g(&qj ) + qj; j〉)∩ & where
(l1; l2) = (0; 1) if j6q(U1)
= (3; 1) if q(U1)6j6q(U2)
= (3; 2) if j¿q(U2):
These clauses can be found in O(mn) time for each line q= j.
6.2.2. More than two directions
The expression of the Q-convexity in the points M which verify the Remark 3.9
can be computed exactly like in the case of two directions. Here we studied in details
the additional cases that need to be taken into account. So, let us consider a line
q= j of type t0 or t3. We should impose the Q-convexity around the two directions
(q; r) in any point M = 〈j; k〉q; r of $\& not verifying the conditions of Remark 3.9.
Moreover we suppose q(U1)6j and that U1 and U2 are in the same quadrant Z
qr
l with
l∈{0; : : : ; 3}. From a brutal computation, it may seem that the cost of the construction
of the formulas (4.12) is O(n4), so changing the performance of the reconstruction
algorithm considerably. Actually, we show that it takes O(n3). We determine the gaps
where the r-indices of the points in q= j need to be considered. Let
k1 = min
h¿j




k ′1 = min{k : g′(&kr )¿j or d′(&kr )6j)}; k ′2 = max{k : g′(&kr )¿j or d′(&kr )6j}:
The minima and maxima are taken only over lines intersecting &. The case in which
all lines are t0-lines is trivial. Since the line r= r(U1) is a t1-line, by de6nitions of
k ′1; k
′





We express the Q-convexity in all the points M = 〈j; k〉qr of the q-line q= j.
• If k¿k1, then 2q(〈h; k〉q; r)=2−q (〈h; k〉q; r); ∀h¿j. We know that F ∩Z qr1 (〈j; k1〉q; r)
	= ∅ for any F ∈E(%; &). So we can express the Q-convexity by the formulas (3.10),
which can be built by the method which is used for two directions.
• The case k6k2 is similar to the previous one (2q(〈h; k〉q; r)=2+q (〈h; k〉q; r); ∀h¿j).
• If k ∈ [k ′1k ′2], then we know that there exist l1 ∈{0; 1}; l2 ∈ {2; 3} such that Z qrl1 (〈j;
k ′1〉)∩F 	= ∅ and Z qrl2 (〈j; k ′2〉)∩F 	= ∅ for any F ∈E(%; &). So, we can also express
the Q-convexity by the formula (3.10).
• It remains the case k ∈]k2; k1[\[k ′1; k ′2]. If ]k2; k1[∩]−∞; k ′1[	= ∅, de6ne: k3 = max{k¡
min(k ′1; k2) : 〈j; k〉q; r ∈ Z2}. The Q-convexity in all the points 〈j; k〉 with k ∈ ]k2;
k1[∩]−∞; k ′1[ can be expressed by the formula:
VM1 ⇔ · · · ⇔ VMl ;
where M1; : : : ; Ml are the indeterminate points of Z
qr
1 (〈j; k3〉q; r).
In the same way if ]k2; k1[∩ ]k ′2;+∞[	= ∅ we de6ne: k4 = min{k¿max(k1; k ′2) :
〈j; k〉q; r ∈ Z2}. The Q-convexity in all the points 〈j; k〉 with k ∈]k2; k1[∩ ]k ′2;+∞[
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can be expressed by the formula:
VM1 ⇔ · · · ⇔ VMl ;
where M1; : : : ; Ml are the indeterminate points of Z
qr
2 (〈j; k4〉q; r).
Therefore, the construction of the formulas can be done in O(n2) time, for each
6xed line. In conclusion, since there are at most 2n q-lines and r-lines the clauses to
express the Q-convexity can be found in O(n3) time.
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