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ABSTRACT 
We describe how character values of certain Hecke algebras can be used to 
give linear combinations of immanants which are guaranteed to be positive on all 
Hermitian positive semidefinite matrices A. As an application, we present a short 
proof of a theorem of James and Liebeck that the permanent of A is greater than the 
normalized immanants which correspond to two-part partitions. 
1. WHAT THE HECKE ALGEBRAS? 
There are many applications for Hecke algebras, ranging from number 
theory to representation theory, and perhaps as a result of this diversity, there 
are several closely related, but not equivalent, ways of defining a Hecke 
algebra. Indeed, it might be said that the only thing the definitions have in 
common is that Hecke himself would recognize none of them. We therefore 
begin by saying what we understand by a Hecke algebra. 
An algebra R is a vector space which is also a ring in the usual way, and 
an idempotent in R is a nonzero element e of R such that e2 = e. Then 
eRe = {ere:: E R} 
is called a Hecke algebra. Note, in particular, that eRe is closed under 
addition, multiplication, and multiplication by scalars, and e is the identity 
element of eRe. 
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One point of studying Hecke algebras is that the algebra eRe is often 
easier to understand than the algebra R. 
EXAMPLE 1.1. Let K be a field, and let M,(K) denote the algebra of 
n X n matrices with entries in K. Suppose that 1 < m < n, and let e be the 
matrix whose y entry is 1 if 1 < i = j f m, and 0 otherwise. Then enci,( K)e 
consists of those matrices whose y entry is zero unless both i and j lie 
between 1 and m; thus, eM,( K)e is isomorphic to M,(K). 
EXAMPLE 1.2. Let G = (gl,. .., g,,} be a finite group. The group alge- 
bra @G of G consists of all formal linear combinations of g,, . . . , g, with 
entries from the field C of complex numbers: 
'y1g1+ *** +tng, (a,,...,a, E C). 
Let H be a subgroup of G. Then the element e given by 
e=lCh 
IHI hEH 
is an idempotent of CG. The special case where H = {l} gives e(CG>e = CG, 
and when H = G we have e(@G)e = {oe : a E C). Much more interesting 
is the case where G is the finite general linear group GL,(q) and H is the 
subgroup of lower triangular matrices; here, a deep and difficult theorem [l] 
shows that e(@G)e is isomorphic to CS,, the group algebra of the symmetric 
group S,, an object much simpler than the whole group algebra CG. 
2. CHARACTERS OF HECKE ALGEBRAS 
We shall be concerned with the group algebra @G of a finite group G. 
Given an irreducible character I,!J of a subgroup of H of G, it is well known 
[4, 2.121 that the element e of CC given by 
*cl> 
e = m ,C, Icr(h-l)h 
E 
is an idempotent. Let Z denote the Hecke algebra X = e(@G>e in this case. 
The notation remains in force throughout Section 2, and we shall describe 
some results which can be found in [2, $llD]. 
HECKE ALGEBRAS AND IMMANANTS 661 
Every character x of G can be regarded as a character of CG, by 
extending x linearly. If x is an irreducible character of CG, then the 
restriction of x to AY is either zero or an irreducible character of A? 
Moreover, every irreducible character of A?’ is the restriction of some 
irreducible character of CG. 
Since A? is spanned by elements of the form ege with g E G, every 
character x of Z is determined by its value on these elements. Now, 
x(ub) = x(ba) for all elements of a, b of CG, so x(ege> = x(e’g> = x(eg> 
for all g in G; this remark considerably simplifies the calculation of cha- 
racters of A? Note also that x(eg-‘e) = x( ege), where the bar denotes 
complex conjugation. 
EXAMPLE 2.1. Let G = S,, H = {1,(12)], and let (I, be the trivial 
character of H. Then e = i[l + (12>]. Recall that the irreducible characters 
of the symmetric group S, are indexed by partitions of r~. Here, the character 
table of G is 
1 (12) (123) 
There are two elements of the form ege with g E G, namely e and e(13)e 
[since ege = e if g E H, and ege = e(I3)e otherwise]. We find that 
e(13) = +[(13) + (123)], 
so that 
I 
1 if h=(3), 
x”(e(13)e) = x’(e(13)) = -f if A = (21), 
0 if A = (111). 
Hence the irreducible characters of A? are given by 
e e(13)e 
;Z(: -; ). 
The restriction of xC1il) to 9? is zero. 
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If l is an irreducible character of 2, then it is easy to derive an 
expression for the value of 5 at the identity element e of Z[2, 11.211: 
(2.2) 
where r+!tG denotes the character +!J of H, induced to G. In particular, the 
irreducible characters of % are the restrictions to A?+ of the irreducible 
characters of G which appear in r,kG. 
EXAMPLE 2.3. If G, H, and I/J are as in Example 2.1, then I,!J~ = xC3) + 
x@i); this accounts for the fact that xc’) and x@i) provide the two irreducible 
characters of &4 
Now, there are orthogonality relations for the characters of 2, similar to 
those for CG: 
PROPOSITION 2.4. Suppose that l and Q, are distinct irreducible charac- 
ters of A?. Then 
jjkj ,EG +(eg-le)J(w) = 0. 
E 
Proof. Follow the proof of [2, 11.32(n)], using the formula [2, (11.29)]. 
n 
EXAMPLE 2.5. Let G = S,, H = S, X S, = {1,(12),(34),(12)(34)}, and 
let $ be the trivial character of H. Then the character table of 8 is 
e e( 13) e e( 13)(24)e 
xC4) 
x(31) 1 
1 1 1 
1 0 -1 1 . 
x(22) 1 -; 1 
There are 4 elements g of G (namely, the elements g of H) for which 
ege = e; there are 16 elements g of G for which ege = e(13)e; and there are 
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4 elements g of G for which ege = e(13X24)e. Hence 
& x(22)( eg - ‘e) x(22)( ege) 
g=G 
= &(4x 1 x 1+ 16 x (-$) X (-+) + 4 X 1 X 1) 
1 xcz2)( e) 
z-z 
2 x(22)( 1) 
and 
$j ,ICG xc4’( eg- 1e)x(22)( egg> 
= &(4 x 1 x 1 + 16 x 1 x (-f) + 4 x 1 x 1) 
= 0, 
in agreement with (2.4). 
The relations (2.4) show that the rows of a character table of a Hecke 
algebra Zare linearly independent, so there will be at least as many columns 
as there are rows. But, in spite of the examples which we have given, it is not 
true that the character table of Z’is necessarily square. However, in the case 
where it is square, the following result turns out to be useful. 
THEOREM 2.6. Assume that the number of irreducible characters of R’is 
equal to the number of distinct elements of Z of the form ege (g E G). Let 
f 1, . . . , IJ~ be the irreducible characters of z and suppose that g, h E G with 
ege z ehe. Then 
Proof. Let gl,..., g, E G have the property that eg,e, . . . , egke are 
distinct, and assume that for 1 < i < k there are ci elements g of G such 
that ege = egie. For 1 < i < k and 1 < j < k, let 
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and let A4 be the k X k matrix whose q entry is mij for all i, j. Then 
MGf = Zk, by (2.4) (here Mt denotes the complex conjugate of the transpose 
of M, and I, is the identity k X k matrix). Therefore GtA4 = Zk. The result 
of the theorem follows by noting that the off-diagonal entries in M”M must 
be zero. n 
Our next result shows that if + is the trivial character then the characters 
of the Hecke algebra A? take their largest value at the identity e of A?I 
THEOREM 2.7. Suppose that H is a subgroup of G, and let 
Then for all characters ,y of G and all elements g of G, we have 
x(e) 2 I x(ege)l. 
Proof. (M. J. Richards). Let W be a left CC-module which affords x, 
let U = eW and V = (1 - e)W, and write m = dim U. Then W = U CB V, 
and e acts as the identity on V and as zero on V, so x(e) = m. Also, ege 
sends V into itself and acts as zero on V; let A,, A,, . . . , A, be the 
eigenvalues of ege on V. For all positive integers r, we have 
IA; + *** +A:1 =Itr[(ege)r]I =Itr[(eg)re]l 
1 
=- 
IHjr+’ ’ 
tr(hlghzg 
h I,..., h,+,eH 
.-a gh,+J / 
Thus, IA; + ..* + hkl is bounded above by dim W, so by Lemma 2.8 below, 
Ih,l + --- +lh,l < m. Now, 
1 x(ege)( =Itr(ege)l = IA, + *** +A,1 < IAll+ **f +(&I 
Q m = x(e), 
as required. n 
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LEMMA 2.8. Assume that A,, . . . , A, are complex numbers with the 
property that Ai + *** + hk remains bounded as r + ~0. Then I Ai I < 1 for all 
i with 1 Q i < m. 
Proof. Suppose, by way of contradiction, that [Ai1 > 1 for some i. 
We may assume that i = 1, that A, is real and positive, and that none of 
A is zero. Consider the points P,. = (arg AL, arg Ai, . . . , arg A;) in 
;: ,‘,]% 1. By the pigeon-hole principle, some subset I, X I, X ..* X 
z, of (-7r, 7rllm-1, where each of I,, Za,. . . , Z, is one of (- 7r, -T/2], 
( - r/2,01, (0, r/21, or (T/2, Tl, contains infinitely many points, say P,,, 
P,,, P,*, * * * with 0 < r,, < rl < e-e. Now, 
- 1r/2 < arg A?-‘0 < rr/2 for 2gj<m and k>O, 
so 
Re( A?-% + ,Q-‘O + . . . +A’--‘o) > A;L-‘O + cc 
as k + 0~). This contradicts the hypothesis that A; + *** +A; remains 
bounded. n 
3. IMMANANTS 
There are many unsolved problems which involve determining whether 
for a given function 4 : S, + @ the expression 
is nonnegative for all Hermitian positive semidefinite matrices A = (aij). If 
4(g) = 1 for all g E S,, then the above expression is the permanent of A, 
and more generally, if 4 is an irreducible character of S,, then we have an 
immanant of A. The purpose of this note is to point out that the character 
tables of certain Hecke algebras provide linear combinations 4 of immanants 
for which 
for all n X n Hermitian positive semidefinite matrices (aij>. 
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It is an unresolved conjecture that the permanent is the largest normal- 
ized immanant; that is, 
4 = x’“’ - -&)xA 
satisfies (3.1) for all partitions h of n. We shall illustrate our results by 
providing a quick new proof of the theorem of James and Liebeck [6] that the 
inequality is correct when A has just two parts. 
Variations of the following result are used in many constructions of 
functions 4 which satisfy (3.1). 
THEOREM 3.2 [3, Corollary 41. Assume that r, a, and n are integers with 
0 < r < a < n/2. Let H be the subgroup S, x S,_, of S,, let II, be an 
irreducible character of H, and let 
Let w = (1, a + 1x2, a + 2) *-a (r, a + r) E S,. Then the function 4 which 
is given by 
ewe= C cb(g)g 
gE% 
satisfies (3.1). 
We now apply Theorem 3.2 to obtain a linear combination 4 of 
immanants, where the coefficients are given by character values of a Hecke 
algebra, such that 4 satisfies (3.1). Let A + n denote the fact that h is a 
partition of n. 
THEOREM 3.3. Let H, e, and w be as in Theorem 3.2, and let 77 = 
c A+,, x”(ewe)x’. Then 
for all n X n Hermitian positive semidefinite matrices (aij>. 
Proof. First note that if the function <b : S, + C satisfies (3.1) and 
h E S,, then the function 4’ : S, + Cc given by 4’(g) = 4(hgh-‘) also 
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satisfies (3.1). Hence we deduce from Theorem 3.2 that the function 7: 
S, + @ given by 
C K’eweh = C q( g)g 
hss, g=sn 
satisfies (3.1). Now, n is a class function, so it is a linear combination of the 
irreducible characters of S,. Explicitly, 
where 
1 
=- 
n! 
XA ( c ?kk) 
gcs, 
1 
=- 
n! 
XA 
( 
hz /zF’eweh) 
” 
= x’(ewe). 
Thus, v = CA, n x “(ewe)x’“, and the theorem follows. n 
To apply Theorem 3.3, we construct the character tables of appropriate 
Hecke algebras, and use the entries from the columns for ewe (with w as in 
Theorem 3.2) to obtain linear combinations of immanants which will be 
nonnegative on all Hermitian positive semidefinite matrices. 
EXAMPLE 3.4. Referring to Example 2.5, we deduce that if 4 is any of 
the functions 
x(4) + x(31) + xw, 
X (4) - 1 (22) 2x ) 
X (4) - x(31) + xw), 
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l,l~“2,2~u3,3~u4,4~ 20 
CZE-s, 
for all 4 X 4 Hermitian positive semidefinite matrices (aij>. 
Finally, we show how to use the theory of Hecke algebras to show that, 
for a Hermitian positive semidefinite matrix, the permanent is at least as large 
as all normalized immanants for two-part partitions. 
THEOREM 3.5 [6]. Suppose that A is a two-part partition of n. Then 
for all n X n positive semidefinite matrices (aij). 
Proof. Suppose that A = (n - a, a), so that 0 < a < n/2. Let H = 
S, x S, _ a, and consider the Hecke algebra &“= e(@S,>e, where 
e=‘Ch. 
IHI heH 
There are a + 1 double cosets HgH of H in S,, and these have the form 
Hw, H, where 
w,= (l,a + l)(Z,u + 2)***(r,a + ?-), 
and 0 < r < a. Hence for every g E S,, the element ege of CS, has the 
form ew,e for some r with 0 < r < a. Moreover, when we induce the trivial 
character of H to S, we obtain 
X’“-b,b’ 
b=O 
(see [5, 914]), so by (2.2) every irreducible character of the Hecke algebra Z’ 
has the form x cnPb, b, for some b with 0 < b < a. Therefore, the character 
table of &” is square, and we may apply Theorem 2.6. 
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4, = C X’“-b.b)(ew,e)X(“-b.b). 
b=O 
By Theorem 3.3, 
for all n X n Hermitian positive semidefinite matrices (uij>. 
Now, Theorem 2.6 shows that the class functions +o, +i,. . . , 4a are 
linearly independent, so they span the same space as do the characters 
X (n-b,b) with 0 < b < a. Therefore, for some real numbers (Y, (0 ,< r < a), 
we have 
1 
x’“’ - x’“-“.“‘(l) x (n-a,n) = iI %4,. 
r=O 
In the light of the result (3.61, it is now sufficient to prove that each (Y, is 
nonnegative. 
We define an inner product (( , >> on the space of class functions on S, 
as follows: 
(( 
c &XA> c YPXP = c &%xX”(I) 
Abn PEn >) htn 
( PA, yA E C). In particular, for 0 < r ,< a and 0 Q s ,< a, 
((4.r 0 = 2 
X(n-b.b)(ew,e)X(“-b.b)(ezu,e)X(“-b.b)(I). 
b=O 
Since X(n-b,b)(e) = 1 [see (2.2)], Th eorem 2.6 implies that (( &.,, 4~~ > > = 0 
if r f s. Choose s with 0 Q s Q a. Then 
a,(( 4s 7 43 = 
= 
(( 1 x’“’ - ,cn-a,a,(l) x’“-“‘“‘. 4s )) 
x(“)( ew,e) - xc”-“,“‘( ew,e). 
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Now, Xcn)(ew e) = 1 and x(n-n,n)(ew e) < ,$n-o,a)(e) = 1 b Theorem 
2.7. Thus, (Y, G 0, and the proof of Theoiem 3.5 is complete. 
’ Y 
n 
The author is indebted to M. J. Richards for the proof of Theorem 2.7. We 
record, with sadness, that Mr. Richards died on 9 July 1993. 
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