Abstract. The purpose of this paper is to investigate the controllability of certain types of second order nonlinear impulsive systems with statedependent delay. Sufficient conditions are formulated and the results are established by using a fixed point approach and the cosine function theory. Finally examples are presented to illustrate the theory.
Introduction
In this paper, we establish sufficient conditions for the controllability of nonlinear second order impulsive functional differential equations with statedependent delay. More precisely, we consider the following abstract control system: (2) △x(t i ) = I i (x ti ), i = 1, 2, . . . , n, (3) △x ′ (t i ) = J i (x ti ), i = 1, 2, . . . , n, (4) where A is the infinitesimal generator of a strongly continuous cosine family of bounded linear operators (C(t)) t∈R defined on a Banach space X. The control function u(·) is given in L 2 (I, U ), a Banach space of admissible control functions with U as a Banach space and B : U → X as a bounded linear operator; the function x t : (−∞, 0] → X, x t (θ) = x(t + θ), belongs to some abstract phase space B described axiomatically; 0 < t 1 < · · · < t n < a are prefixed numbers; f : I ×B → X, ρ : I ×B → (−∞, a], I i (·) : B → X, J i (·) : B → X are appropriate functions and the symbol △ξ(t) represents the jump of the function ξ(·) at t, which is defined by △ξ(t) = ξ(t + ) − ξ(t − ).
t) = Ax(t) + Bu(t) + f (t, x ρ(t,xt) ), t ∈ I = [0, a], t ̸ = t i , (1)
Impulsive differential equations arise naturally from a wide variety of applications such as aircraft control, inspection process in operation research, population dynamics, drug administration and threshold theory in biology. That is why in recent years they form an object of investigations. However, the control theory of impulsive differential equations has not yet been sufficiently studied elaborately compared to that of ordinary differential equations. The concept of controllability plays an important role in the analysis and design of control systems. Controllability of nonlinear systems with and without impulses has been studied by many authors [3, 22, [26] [27] [28] 30] . For more details on impulsive differential equations and on their applications, we refer to the monographs of Lakshmikantham et al. [24] and Samoilenko and Perestyuk [31] and the references therein. Neutral differential systems with impulses arise in many areas of applied mathematics and these systems have been extensively investigated during the last decades.
On the other hand, delay-differential equations form one of the oldest branches of the theory of infinite-dimensional dynamical systems -theory which describes qualitative properties of systems, changing in time. Recently a new class of delay equations -equations with state-dependent delay (SDD) has attracted much attention of researchers. Functional differential equations with statedependent delay have become more important in some mathematical models of real phenomena. The reader is referred to [1, 4, 5, 7, 8, [11] [12] [13] [14] 32] and references therein for some examples and applications. The problem of the existence of solutions of functional differential equations with state-dependent delay has been treated recently in [2, [16] [17] [18] [19] [20] 25] . The literature related to second order nonlinear systems with state-dependent delay is not vast, to our knowledge, in the recent works [6, 15] . We also cite [9, 12, 35] for the case of neutral differential equations with dependent delay. To the best of our knowledge, the study of controllability of abstract nonlinear second order impulsive systems with state-dependent delay is an almost untreated topic in the literature and this fact is the main motivation for this article.
The rest of this article is organized as follows. In Section 2, we introduce some notations and necessary preliminaries. In Section 3, we establish the controllability results for the abstract Cauchy problem. In Section 4, we present some examples to show the application of the results.
Preliminaries
In what follows we recall some definitions, notations, lemmas and results that we need in the sequel.
Throughout this paper, (X, ∥ · ∥) is a Banach space and A is the infinitesimal generator of a strongly continuous cosine family of bounded linear operators (C(t)) t∈R on Banach space X. We denote by (S(t)) t∈R the sine function associated with (C(t)) t∈R which is defined by S(t)x = ∫ t 0 C(s)xds for x ∈ X and t ∈ R.
The notation [D(A)] stands for the domain of the operator A endowed with the graph norm ∥x∥ A = ∥x∥ + ∥Ax∥, x ∈ D(A). Moreover, in this work, E is the space formed by the vectors x ∈ X for which C(·)x is of class C 1 on R. It was proved by Kisynski [23] that E endowed with the norm ∥x∥ E = ∥x∥ + sup 0≤t≤1 ∥AS(t)x∥, x ∈ E, is a Banach space. The operator valued function
C(t) S(t) AS(t) C(t)
] is a strongly continuous group of bounded linear operators on the space E × X generated by the operator A = [ 0 I
A 0 ] defined on D(A)×E. From this, it follows that AS(t) : E → X is a bounded linear operator and that
This assertion is a consequence of the fact that
defines an E × X-valued continuous function. The existence of solutions for the second order abstract Cauchy problem
where g : I → X is an integrable function, has been discussed in [33] . Similarly the existence of solutions of semilinear second order abstract Cauchy problems has been treated in [34] . We only mention here that the function x(·) given by
is called a mild solution of (5)- (6) and that when u ∈ E, x(·) is continuously differentiable and
For additional details on the cosine function theory, we refer the reader to [10, 33, 34] .
To consider the impulsive conditions (3) In what follows, we put t 0 = 0, t n+1 = a and, for u ∈ PC, we denote byũ i ,
Moreover, for a set B ⊆ PC, we denote by B i , for i = 0, 1, . . . , n − 1, the set B i = { u i : u ∈ B}. We will herein define the phase space B axiomatically, using ideas and notations developed in [21] and suitably modify to treat retarded impulsive differential equations. More precisely, B will denote the vector space of functions defined from (−∞, 0] into X endowed with a seminorm denoted ∥ · ∥ B and such that the following axioms hold: 
are phase spaces in the sense defined above.
→ R be a non-negative measurable function which satisfies the conditions (g-5), (g-6) in the terminology of [21] . Briefly this means that h is locally integrable and there exists a non-negative, locally bounded function
The seminorm in this space is defined by
Proceeding, as in the proof of [21, Theorem 1.3.8], it follows that B is a space which verifies the axioms (A) and (B). Moreover, when r = 0, this space coincides with C 0 × L p (h, X) and if, in addition p = 2, we can take
Remark 2.3. Let ψ ∈ B and t ≤ 0. The notation ψ t represents the function defined by ψ t (θ) = ψ(t + θ). Consequently if the function x(·) in the axiom (A) is such that x 0 = ψ, then x t = ψ t . We observe that ψ t is well defined for t < 0, since the domain of ψ is (−∞, 0]. We also note that, in general, ψ t / ∈ B; consider, for example, functions of the type 
For completeness, we include the following well-known results.
Lemma 2.4 ([26, Lemma 3.1.]). Assume that (Hf 1), (Hf 2), (W ) hold. Then the operator
is completely continuous.
Lemma 2.5 ([29, Sadovskii's Fixed Point Theorem]). Let F be a condensing operator on a Banach space X. If F (S) ⊂ S for a convex, closed and bounded set S of X, then F has a fixed point in S.

Controllability results
In this section, we study the controllability results for the abstract nonlinear second order impulsive systems. Along this section N andÑ are positive constants such that ∥C(t)∥ ≤ N and ∥S(t)∥ ≤Ñ for every t ∈ I. To prove our results, we always assume that ρ : I × B → (−∞, a] is continuous and that φ ∈ B.
In the sequel, we introduce the following conditions:
The function t → φ t is well defined from R(ρ − ) into B and there exists a continuous and 
(iv) For every positive constant r, there exists an α r ∈ L 1 (I) such that
(H2) B is a continuous operator from U to X and the linear operator W :
has a bounded invertible operator W −1 which takes values in 
Remark 3.1. The condition (H φ ) is frequently satisfied by functions that are continuous and bounded. In fact, assume that the space of continuous and
It is easy to see that the space 
Definition 3.3. The system (1)- (4) is said to be controllable on the interval I, if for every φ ∈ D(A), η ∈ E and x 1 ∈ X, there exists a control u ∈ L 2 (I, U ) such that the mild solution x(t) of (1)- (4) 
Now we prove our main results.
Second-order impulsive systems
In this section, we study an impulsive control problem with state-dependent delay of the form (1)-(4). Motivated by (7), we introduce the following concept of mild solutions for the system (1)-(4). 
Proof. Consider the space Y = {x ∈ PC : u(0) = φ(0)} endowed with the uniform convergence topology. Using the assumption (H2), for an arbitrary function x(·), we define the control
Using this control, we shall show that the operator Ψ : Y → Y defined by
has a fixed point x(·). This fixed point x(·) is then a mild solution of the system (1)-(4). Clearly, (Ψx)(a) = x 1 , which means that the control u steers the system from the initial state φ to x 1 in time a, provided we can obtain a fixed point of the operator Ψ which implies that the system is controllable. Herex : (−∞, a] → X is such thatx 0 = φ andx = x on I. From the axiom (A) and our assumptions on φ, we infer that Ψx ∈ PC. Next we claim that there exists r > 0 such that Ψ(B r (y | I , Y )) ⊆ B r (y | I , Y ). If this property is false, then for every r > 0, there exist x r ∈ B r (y | I , Y ) and t r ∈ I such that r < ∥Ψx r (t r ) − y(t r )∥. By using Lemma 3.4, we get
and hence
which is contrary to our assumption. Let r > 0 be such that Ψ(B r (y |I , Y )) ⊂ B r (y |I , Y ). In order to prove that Ψ is a condensing map on B r (y |I , Y ) into B r (y |I , Y ). We introduce the decomposition Ψ = Ψ 1 + Ψ 2 where
Here we can apply the same technique that is used in Lemma 2.4. From the hypothesis (H φ ), (H1) and (H2), we infer that Ψ 2 is completely continuous. Moreover, from the estimate
it follows that Ψ 1 is a contraction on B r (y |I , Y ) which implies that Ψ is a condensing operator on B r (y |I , Y ). Finally, from Lemma 2.5, Ψ has a fixed point in Y . This means that any fixed point of Ψ is a mild solution of the problem (1)-(4) . This completes the proof. □
Second-order impulsive neutral systems
In this section, we prove the result on controllability of nonlinear systems with state-dependent delay. Consider the impulsive neutral control system of the form
where A, B, ρ, f, I i and J i are defined as in equations (1)
-(4). Here h : I × B →
X is an appropriate function. Furthermore we assume the following conditions:
(H5) The function h : I × B → X is completely continuous and there exists L h > 0 such that (9)- (12), if x 0 = φ, x ρ(s,xs) ∈ B for every s ∈ I; x(·)| I ∈ PC and
Theorem 3.8. Let the conditions (H φ ), (H1)-(H6) hold. Then the system (9)-(12) is controllable on (−∞, a] provided that
has a fixed point x(·). This fixed point x(·) is then a mild solution of the system (9)- (12) . Clearly, (Ψx)(a) = x 1 , which means that the control u steers the system from the initial state φ to x 1 in time a, provided we can obtain a fixed point of the operator Ψ which implies that the system is controllable. Herex : (−∞, a] → X is such thatx 0 = φ andx = x on I. From the axiom (A) and our assumptions on φ, we infer that Ψx ∈ PC. Next we prove that there exists r > 0 such that Ψ(B r (y |I , Y )) ⊆ B r (y |I , Y ). If we assume that this property is false, then for every r > 0, there exist x r ∈ B r (y |I , Y ) and t r ∈ I such that r < ∥Ψx r (t r ) − y(t r )∥. Then, from Lemma 3.4, we find that
which contradicts our assumption. Let r > 0 be such that Ψ(B r (y |I , Y )) ⊂ B r (y |I , Y ). In order to prove that Ψ is a condensing map on B r (y |I , Y ) into B r (y |I , Y ). We introduce the decomposition Ψ = Ψ 1 + Ψ 2 where
it follows that Ψ 1 is a contraction on B r (y |I , Y ) which implies that Ψ is a condensing operator on B r (y |I , Y ). Finally, from Sadovskii's fixed point theorem, Ψ has a fixed point in Y . This means that any fixed point of Ψ(·) is a mild solution of the problem (9) 
has a fixed point x(·). This fixed point x(·) is then a mild solution of the system (9)- (12) . Clearly, (Ψx)(a) = x 1 , which means that the control u steers the system from the initial state φ to x 1 in time a, provided we can obtain a fixed point of the operator Ψ which implies that the system is controllable. Herex : (−∞, a] → X is such thatx 0 = φ andx = x on I. From the axiom (A) and our assumptions on φ, we infer that Ψx ∈ PC. 
Since Φ i and Γ i are nondecreasing operators, we have
where
which contradicts our assumption. Arguing as in the proof of Theorem 3.8, we can prove that Ψ(·) is a condensing map on B r (y |I , Y ) and, from Lemma 2.5, we conclude that there exists a mild solution x(·) for (9)- (12 
Examples
In this section, we consider some applications for our results. We choose the
. It is well known that A is the infinitesimal generator of a strongly continuous cosine function (C(t)) t∈R on X. Moreover A has a discrete spectrum with eigenvalues of the form −n 2 , n ∈ N, and the corresponding normalized eigenfunctions given by z n (ζ) := ( 
[G(t) + G(−t)].
Hence it follows, see [10] , that A = B 2 where B is the infinitesimal generator of G and
Second order system
Consider the following impulsive differential equation with state-dependent delay and control
We have to show that there exists a control µ which steers (13) from any specified initial state to the final state in a Banach space X.
To 
Hence the second order impulsive system (13) is controllable.
Second order neutral system
Consider the following impulsive neutral differential equation with statedependent delay and control ∂ ∂t 
