Using a stochastic approach, we establish a multidimensional version of the classical Hermite-Hadamard inequalities which holds for convex functions on general convex bodies. The result is closely related to the Dirichlet problem.
Introduction
It is well known that, for every real convex function f on the interval [a, b], we have
These are the celebrated Hermite-Hadamard inequalities. In probabilistic words, they say that
where E denotes mathematical expectation, ξ (respectively, ξ * ) is a random variable having the uniform distribution on the interval [a, b] (respectively, on the set {a, b}), and C cx is the set of all real convex functions on [a, b] ; another way of expressing (1) is
where ≤ cx stands for the so called convex order of random variables ( [6] ). The preceding result has been generalized in several directions so generating an extensive literature (see, for instance, [2, 3] and the references therein).
In this paper, we consider multidimensional analogues of (1), where
, ξ is an arbitrary random vector taking values in K, and C cx is the set of all real continuous convex functions on K. In this multidimensional setting, the first inequality in (1) continues to hold, as it follows from Jensen's inequality, but for the second one we can distinguish two different problems, according to whether the role of {a, b} is played by the set of extreme points of K, to be denoted by K * , or by the boundary of K, to be denoted by K * .
Strong problem:
Find an H * -majorant of ξ, that is, (the probability distribution of) a random vector ξ * taking values in K * , such that
Weak problem: Find an H * -majorant of ξ, that is, (the probability distribution of) a random vector ξ * taking values in K * , such that
Since K * ⊂ K * , each solution to the first problem is also a solution to the second one, and both problems coincide when K * = K * (for instance, if K is an Euclidean closed ball). It should be remarked that, according to a theorem of Choquet (see [7, 8] ), a solution to the strong problem always exists, and the emphasis is on the construction of an explicit H * -majorant (or H * -majorant) of ξ. On the other hand, since real affine functions are both convex and concave, (2) (resp., (3)) entails Eξ = Eξ * (resp., Eξ = Eξ * ); in particular, when K is a d-dimensional simplex, this implies the uniqueness of the solution to the strong problem, the weights of the distribution of ξ * being the barycentric coordinates of Eξ. The strong problem has been considered in [2] (see also [3, 7] for some particular cases). As observed in that work, the problem of finding explicit versions of ξ * seems to require specific techniques depending heavily both on the geometric structure of K and on (the probability distribution of) ξ, so that we can hardly expect methods of full generality.
In the present paper we deal with the weak problem, and use a stochastic approach to show that, for each ξ, an explicit H * -majorant of ξ can always be exhibited (see the next section). The issue is closely connected with the Dirichlet problem, as it is shown in Section 3. In the last section, the (non)optimality of the constructed H * -majorant is briefly discussed.
Main result
To achieve our main result, we need the Brownian motion. For general notions and results concerning this topic, we refer to [5] .
We recall that a d-dimensional Brownian motion is an R d -valued stochastic process {ξ t : t ≥ 0} having the following properties:
(a) it has stationary independent increments, (b) for all s ≥ 0 and t > 0, ξ s+t − ξ s has the Gaussian distribution with density
(c) with probability 1, it has continuous paths.
(The random variable ξ 0 gives the (random) starting point of the process. The process {ξ t − ξ 0 : t ≥ 0} is a Brownian motion starting at 0, which is called standard Brownian process). Such a process is defined on some probability space (Ω, F, P), and it is well-known that it is a (continuous) martingale with respect to the right-continuous filtration {F
where, for s > 0, F s is the sub-σ-field of F generated by {ξ t : 0 ≤ t ≤ s}. Our main result is stated as follows. We use the standard convention that the infimum of the empty set is +∞, and we denote by K • the interior of K. Also, ξ = st ξ stands for the fact that the random vectors ξ and ξ have the same probability distribution. 
is a stopping time with respect to the filtration {F
and the random vector ξ τ is an H * -majorant of ξ.
Proof. For the fact that τ is a stopping time with respect to {F : |x| ≤ s} (s > 0), and take r > 0 such that K ⊂ B r . For t > 0, we have
and, therefore,
showing (4) . Thus, with probability 1, the random vector ξ τ is well-defined, and takes values in K * , because the process {ξ t : t ≥ 0} has continuous paths (a.s. 
(where E[· | ·] denotes conditional expectation). This finishes the proof of the theorem. 
Connection with the Dirichlet problem
In what follows, unless otherwise specified, we retain the notations in the preceding section.
Since K is convex, K 
, to be denoted by Hg, which is given by
We therefore have
(the last equality because ξ 0 = st ξ), and this yields the following corollary (where we write Hf instead of Hf | K * ).
Corollary 1. For each f ∈ C cx , the upper Hermite-Hadamard inequality Ef (ξ) ≤ Ef (ξ τ ) can be written in the form
This result holds true for each K-valued random vector ξ. Therefore, on taking ξ ≡ x (x ∈ K), we conclude the following.
be the probability distribution of ξ τ conditioned to the event {ξ 0 = x}, i.e.,
Then, if ν is the probability distribution of ξ (and ξ 0 ), the probability distribution of ξ τ , to be denoted by ν * , is given by
The measure µ . This fact will be useful in the next section.
where σ is the surface measure on K * , and
is the Poisson kernel. Thus, for each g ∈ C(K * ), we have
and, by Fubini's theorem,
the last equality because, for each y ∈ K * , k(·, y) is harmonic in K
• (see [4, p. 36] ). As a consequence, when f ∈ C cx and ξ has the uniform distribution on K, the upper Hermite-Hadamard inequality (6) becomes
a result that was already found in [2] by using a different approach.
A remark on optimality
It is natural to wonder if ξ τ is the best possible H * -majorant of ξ, that is, if we have
for every H * -majorant ζ of ξ.
The following simple example shows that, in general, this question has a negative answer.
Example 2. Let K be a d-dimensional closed hypercube with center at x, denote by S i (i = 1, . . . , 2d) the facets of K, and let s i be the center of S i . Set ξ ≡ x, and let ζ be a random vector having the uniform distribution on the finite set {s 1 , . . . , s 2d }. We claim that ζ is an H * -majorant of ξ better than ξ τ . To show this, we start by observing that the symmetry of K and the Brownian motion leads to
and
. Therefore, by using Jensen's inequality and the fact that x = (2d)
In other words
Now, since the probability distribution of ξ τ is absolutely continuous with respect to the surface measure on K * (recall Remark 2), we have Ef (ζ) < Ef (ξ τ ), for some f ∈ C cx (take, for instance, f (z) := |z − x|). This finishes the proof of the claim.
Remark 3. Let K, ξ and ξ τ be the same as in the preceding example, and let ξ * τ be an H * -majorant of ξ τ (which always exists, as said in Section 1). Then, we have
Now, since ξ * τ takes values in the vertex set of K, and the probability distribution of ξ τ is absolutely continuous with respect to the surface measure on K * , we have Ef (ξ τ ) < Ef (ξ
