Abstract. In this paper we consider the regularity of solutions of semilinear differential equations principal parts of which consist of linear polynomial operators constructed from real vector fields. Based on the study of fine properties of the principal linear parts we then obtain the regularity of solutions of the nonlinear equations. Some results obtained in this article are also new in the frame of linear theory.
Introduction
Regularity of solutions of linear differential equations has been extensively studied by many authors. In this direction many strong results were achieved. The books [3] , [9] , [17] , [18] are good references in the area (see also the recent paper [12] and the references therein). Regularity of solutions of elliptic nonlinear differential equations and systems was studied in [1] , [2] , [7] , [14] (see also the book [13] for more references). Regularity of classical solutions of semilinear nonelliptic differential equations was investigated in [20] , and recently in [19] . In this paper we deal with a subclass of nonlinear hypoelliptic operators, namely the class of semilinear hypoelliptic operators with multiple characteristics. The paper is organized as follows. In Section 2 we recall and introduce some notation, definitions and auxiliary results. In particular, we recall the definitions of hypoellipticity with loss of σ derivatives and of maximal δ-hypoellipticity, the Hörmander condition (H) l , and two theorems of Rosthchild and Stein. We then introduce the definitions of hypoellipticity for nonlinear operators, weakly maximal δ-hypoellipticity, extendedly maximal hypoellipticity in a system of given real vector fields, smoothness conditions of a system of given real vector fields, and of the (K) d l and (K ) d l conditions. We also define some operations on the set of multi-orders, and finally formulate without proofs some lemmas on commutators. In Section 3 we study semilinear hypoelliptic second order differential equations of Hörmander type. The main result of this section is Theorem 3.3 on hypoellipticity of the operator Ψ 2 . In Section 4 we deal with semilinear hypoelliptic high order differential equations. In Subsection 4.1 we study hypoellipticity with the requirement of the condition (K) The method we used in the paper is: based on the study of fine properties of the principal linear parts, we then obtain the regularity of solutions of the nonlinear equations. As a by-product we also obtain some new results even for linear differential operators. To be precise, let us recall and introduce some general basic notation, definitions and auxiliary results.
Notation, definitions and auxiliary results
Assume that Ω is a domain in R n , α-multi-index: α = (α 1 , . . . , α n ) ∈Z We must emphasize that according to Definition 2.2 there is a subtle difference between the notation of hypoellipticity for linear and nonlinear operators. In this article we will abbreviate linear operators as operators. From what we have just said it follows that if f (x) is infinitely differentiable, then the operator Φ(x, ∂ α ) |α| m is hypoelliptic in Ω if and only if Φ 1 (x, ∂ α ) |α| m is hypoelliptic in Ω. Nonlinear hypoelliptic second order equations are discussed in [20] and [19] .
In this paper we will study a class of semilinear operators principal linear parts of which consist of polynomials constructed from real vector fields in Ω. Such operators were first studied by Hörmander [10] and then subsequently by Kohn [11] , Rothschild and Stein [15] , Folland [6] , Helffer and Nourrigat [8] , .... Assume that {X j } k j=1 ∈ T (Ω), the space of real vector fields in Ω, and ι is a multi-order, i.e. a sequence (ι 1 , . . . , ι r ) with 1 ι s k, 1 s r. We will write
where [, ] is the commutation bracket. Put r = |ι| (called the length of the multiorder ι). For the reason of convenience we include the zero element (with zero length) into the set of multi-orders. Note that for ι = (ι 1 ), i.e. |ι| = 1, we write X ι = X ι 1 ; and X ι = 0 for |ι| = 0. By ι(j) we denote the number of all indexes l such that ι l = j. In the set of multi-orders it is convenient and possible to introduce the relation of orders. Namely, assume there are given two multiorders ι 1 = (ι 
Note that in Theorem 2.4 the number 1 l is the best possible value. In [10] Hörmander proved a little weaker a priori estimate than in [15] . For a fixed system of vector fields {X j } k j=1 , in their work [8] , Helffer and Nourrigat consider operators of the form (2.1)
where a ι (x) ∈ C ∞ (Ω) (in what follows it is convenient to assume that for ι = 0 the notation X ι stands for the unit operator). They introduced the following definition of maximal δ-hypoellipticity. Definition 2.5. Let δ ∈ (0, 1]. We say that Q m (x, ∂) is a maximally δ-hypoelliptic operator in Ω, if for any compact K in Ω there exists a constant C such that 
Indeed, we only need to prove the necessary condition since the other way is obvious. Let K be any compact in Ω. By induction on i with the use of Theorem 2.4, we have
The last inequality with ε = C 1 2 gives the estimate (2.2) for all highest derivatives in the definition of maximal δ-hypoellipticity. Using the just obtained inequality together with the condition (H) l it is not difficult to get the needed estimates for p,loc
(Ω) the set of functions f such that for any compact K in Ω the following inequality holds:
2,loc
(Ω) and S
(Ω) will simply be 
satisfy the condition (H) l , then they also satisfy the smoothness condition since S
loc (Ω) (see [15] ). e) If the vector fields {X j } k j=1 satisfy the smoothness condition, then
Indeed, the inclusion
holds. The converse is obvious.
Together with the linear operator Q m (x, ∂) in (2.1) we will as well consider its semilinear perturbation
where Φ(x, τ ι ) |ι| m−1 is a smooth function. , satisfying the smoothness condition, then it is hypoelliptic. Next we give some lemmas on commutators, which will be used frequently in the paper. We omit the proofs of these lemmas which can easily be executed by induction.
Lemma 2.14. Let A, B be elements of an algebra A. The following formulas hold:
in which we have used the following notation: 
Lemma 2.15. Let A, B be elements of an algebra A. Then we have
where the following notations are used:
Lemma 2.17. Let A be an operator acting on a space of functions. Then we have
X ι A = AX ι + ι 1 ⊆ι;ι 1 =ι [ ι\ι 1 X, A]X ι 1 , AX ι = X ι A + ι 1 ⊆ι;ι 1 =ι X ι 1 [A, ι\ι 1 X], in which [ ϑ X, A] = [X ϑ 1 [. . . [X ϑ r , A]]] and [A, ϑ X] = [[[A, X ϑ 1 ] . . . ]X ϑ r ] for arbi- trary multi-orders ϑ = (ϑ 1 , . . . , ϑ r ).
Lemma 2.18. The following formulas hold:
We conclude this section by introducing two conditions, which will be used later on:
is stronger than the condition (K)
is stronger than the condition (K) 
If the condition (H) l is satisfied, then the condition (K ) 
Semilinear hypoelliptic second order differential equations of Hörmander type
In this section we consider the following semilinear differential equation of Hör-mander type:
where
Note that in view of Theorem 2.4 the operator P 2 is maximally
For studying the nonlinear operator Ψ 2 (x, ∂ α ) we will use the following theorem, which is also due to Rothschild and Stein [15] .
Theorem 3.1. Assume that the vector fields {X
(Ω) for each nonnegative integer m. In other words, the operator P 2 is extendedly maximally hypoelliptic in Ω.
Proposition 3.2. Assume that the vector fields {X
j } k j=1 satisfy the condition (H) l in Ω and m > nl + q. If Φ(x, τ ϑ ) |ϑ| q ∈ C ∞ and f ∈ S m,{X j } k j=1 loc (Ω), then Φ(x, X ϑ f ) |ϑ| q ∈ S m−q,{X j } k j=1 loc (Ω).
Proof. It suffices to prove that
for all multiorders ϑ such that |ϑ| q. Furthermore by induction on |ι| it is easy to check that X ι Φ(x, X ϑ f ) |ϑ| q is a linear combination of terms of the form
. Proposition 3.2 will be proved if we can show that all the above terms in (3.1) and (3.2) belong to L 2 loc (Ω). Obviously, the terms in (3.1) are continuous and therefore
for all multi-orders ϑ such that |ϑ| q. For estimating the terms in (3.2) we put r = max{|ι
and we come to a contradiction. If j = j 0 and |ι
Thus, we conclude that the terms are in C(Ω), and therefore they belong to L 2 loc (Ω). B) m j 0 = 1 and there are no other elements j such that j = j 0 . Then the term will have form
C) m j 0 = 1 and there is at least one element j 1 such that j 1 = j 0 . As in part A) it is possible to establish that |ι
The proof of Proposition 3.2 is complete. 
(Ω) with m ≥ nl + 2. We have
(Ω) by Proposition 3.2 with q = 1. Put
and Remark 3.4. Results of the same nature as in Theorem 3.3 were established in [20] . However, our method is different from the one in [20] which works in the Hölder settings.
Remark 3.5. In Theorem 3.3 the condition of semi-linearity of Ψ 2 is essential. Otherwise the theorem may not be true. For example, consider the following operator in
. It is easy to see that
. Hence the nonlinear operatorΨ is not hypoelliptic in R 2 .
4. Semilinear hypoelliptic high order differential equations 4.1. Maximal δ-hypoellipticity and the (K) l condition.
Linear operator.
In this part we consider a linear operator of the form
In what follows, by small letters we will denote smooth functions, and by capital letters we will denote operators acting on a space of functions. Note that P 2 (x, ∂) is the Hörmander operator recalled in Section 2. Here, the factor (−1) m is introduced for the reason of convenience in the computation process that arises in the future.
Lemma 4.1. Let X ∈ T (Ω). The following formula holds:
Proof. This lemma can easily be proved by induction on |ι|. We omit the details. 
in some neighborhood
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Proof. For p = 1 the lemma is trivial. Assume that it is true for p t. We show it for p = t + 1. Obviously,
Now choosing ε 1 ε 2 sufficiently small, by the inductive assumptions we conclude that
from which the lemma follows. 
Proof. For i = 1 the estimate is true in view of Theorem 2.4. By assuming that the estimate (4.1) holds for i p we will prove it for i = p + 1. We have
where a j (x) ∈ C ∞ (Ω). From the just obtained estimate and the inductive assumptions, by choosing ε sufficiently small, with the help of Lemma 4.2 we deduce (4.1) in the case s = 0. It remains to prove the estimate in the general case. By Lemma 2.14 and the inductive assumptions we have
which shows the correctness of (4.1) for arbitrary real s ∈ R. Lemma 4.3 is now completely proved. 
Proof. For i 1 + i 2 = 1 the lemma is trivial. For i 1 + i 2 = 2 the lemma is true in view of Theorem 2.4. Assuming that the estimate (4.2) holds for i 1 + i 2 t d − 1, we prove it for i 1 + i 2 = t + 1. Clearly, we can suppose that i 1 ≥ 1, i 2 ≥ 1. By the inductive assumptions the following inequality holds:
Therefore the matter reduces to proving the estimate (4.2) for terms of the forms X t j 1 X j 2 f . By Lemma 2.14 we have
Using the inductive assumptions and the Cauchy-Schwarz inequality we obtain
In view of the condition (K) d l of the lemma, taking into account the inductive assumptions and the estimate (4.3) we deduce that
Further, for 2 i t + 1, by using the condition (K)
Finally, we estimate J 0 . We have
Altogether, from the obtained inequalities we find that
, from the last inequality we have
This is the estimate (4.2) in the case s = 0. We begin to prove the lemma in the general case by substituting G s f for f in (4.4):
On the other hand, by Lemma 2.16
From the last two inequalities we immediately get the desired result. 
Proof. For q = 1 the estimate (4.5) is trivial. Suppose that it is true for q t. Then we show that it is true for terms of the forms
Indeed, by the inductive assumption, from Lemma 4.5 we deduce that
Having established the estimate for X
f , we can then get the estimate
f in a similar way. Thus, Lemma 4.7 is proved.
NGUYEN MINH TRI
Remark 4.8. The estimate (4.5) is true for X
f since we can write
f with i 2t+1 = 0. Alternatively, it is also clear from the proof of Lemma 4.7. 
Proof. We begin by rewriting
Therefore using Lemmas 2.17 and 4.7 we obtain
First we estimate I 1 . We have
Since the order of the operator [ i X * j , G s ] equals s, for any ε > 0 the following estimate holds:
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Analogously, it can be shown that
Choosing ε sufficiently small we get the desired result. 
where i = 0, 1, . . . , 2m.
Proof. By Lemma 4.9 and Corollary 4.4, we have
).
Now, if in the estimate
we choose ε sufficient small, then from (4.7) we obtain
That is,
NGUYEN MINH TRI
By using Lemma 4.3, we finally conclude that
Thus, the estimate (4.6) is proved for i = 0, 1, . . . , m. We will show the estimate (4.6) for i = m+1, . . . , 2m. We will prove it by induction on m+i, for i = 0, . . . , m. For i = 0 the estimate (4.6) is true in view of (4.8) . Assuming that it is true for i = i 0 m − 1 we show its availability for i = i 0 + 1. In fact, taking the scalar product (−1)
f ) 0 , integrating by parts and with the help of Lemma 4.1 one obtain the following equality:
First we calculate I 2 . From Lemma 4.1, it follows that
Consider the terms of the highest order in (4.9). We have
Further, for any ε > 0 there exists a constant C(ε) such that
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Taking into account Lemmas 2.18 and 4.1, we conclude that
in which ε is any positive number. In the same way we can get
for any positive ε. Thus, it is shown that
Similarly, the following inequalities hold:
Summing up in j from 1 to k, one obtains
Choosing ε = 1 2k , we immediately deduce that
f in the just obtained estimate, in view of the result in the first part and by the inductive assumptions we get
which is exactly what we need to obtain.
Remark 4.11. In the course of the proof of Theorem 4.10 it is clear that the stronger estimates 
In other words, P 2m is maximally 
Lemma 4.14. Assume that the vector fields {X
Proof. Let χ ε * be the averaging operator. In view of the condition (K)
for all sufficiently small ε. Tending ε → 0 we obtain the desired result. 
comp . Repeating the argument again and again we come to the needed conclusion.
From Lemmas 4.14 and 4.15, it immediately follows that 
for all multi-orders ι 1 and ι 2 such that In the particular case when the condition (H) 2 is satisfied, the maximal 1 2 -hypoellipticity of the operator P 2m was proved in [4, 5] . In this particular case, from the condition (H) 2 alone we can deduce the condition (K) 2 . As was pointed out in [5] , the condition (H) 2 follows from the noninvolutiveness of the characteristic set of P 2m in the cotangent space. = (y 1 , . . . , y n 2 ), n 1 + n 2 = n. Consider the following system of vector fields:
Lemma 4.17. Assume that the vector fields {X
, . . . ,
Clearly, the system X 1 , . . . , X n 1 , X 1,1 , . . . , X 1,n 2 , . . . , X n 1 ,1 , . . . , X n 1 ,n 2 satisfies the condition (H) l+1 . Now we show that it satisfies the condition (K) l+1 , too. Indeed, only the commutators
, n 2 , differ from zero. We will estimate these commutators on the space C Hence,
From C 1 (ε) we can find a constant C 2 (ε) such that
Continuing the process, on the i-th (i l − 1) step we obtain
. The process will finish on the (l − 1)-th step, on which we have
. Now applying the estimate for commutators
], we conclude that from C l−1 (ε) there can be found a constant C l (ε) such that
On the other hand, based on the two well-known inequalities
where the constant C does not depend on C 1 (ε), . . . , C l (ε), and
By the same trick we can obtain similar estimates for x j ∂f ∂y j , j = 1, n 1 , j = 1, n 2 . Summing up all the obtained inequalities, then reducing similar terms in both sides, one can find
Since all the operators in the above estimate have order 1, by standard arguments we deduce max f s+ ], by choosing ε = 1, we arrive at the desired result. Thus, the system X 1 , . . . , X n 1 , X 1,1 , . . . , X 1,n 2 , . . . , X n 1 ,1 , . . . , X n 1 ,n 2 satisfies the condition (K) l+1 . Therefore, according to Subsubsection 4.1.1, we can formulate a theorem on the maximal 1 l+1 -hypoellipticity of the operator P 2m consisting of the vector fields from the system. Here we will not do it, leaving the details to the readers. But we note that the estimate (4.11), in fact, is stronger than the ones required in the condition (K) l+1 . b) Noncomplete system of vector fields degenerate on a submanifold. Let the variable x ∈ R n be separated into three groups x =(x , y, z), where x =(x 1 , . . . , x n 1 ), y = (y 1 , . . . , y n 2 ), z = (z 1 , . . . , z n 3 ), n 1 + n 2 + n 3 = n. Consider the following system of vector fields:
Again the system X 1 , . . . , X n 1 , X 
Hence from C l (ε) one can find C l+1 (ε) such that
Finally we can establish the following estimates for all s ∈ R:
Note that the estimates we get here in the variables z 1 , . . . , z n 3 are better than what is required in the condition (K) l+1 . Again a theorem on the maximal 1 l+1 -hypoellipticity can be formulated for the operator P 2m constructing from the vector fields
. . , Z n 3 . We omit the details.
Semilinear equations.
In this part we study a semilinear perturbation of the operator P 2m considered in Subsubsection 4.1.1:
First we establish a theorem of general character for the nonlinear operator Θ m given by the formula (2.3). 
Choosing ε = 1 2k 3 and then summing up the inequalities just obtained one gets
}, from which the needed estimate in the case s = 0 follows. To prove the estimate (4.14) in the general case s ∈ R we need to substitute G s f for f in the inequality just obtained. We have (4.15)
On the other hand,
Comparing the inequalities (4.15), (4.16) we arrive at the desired conclusion. We now go over to the proof of the maximal inΩ, where the new system is "free up" to the third step and satisfies the condition (H) 3 inΩ. First we prove a theorem concerning the "homogeneous" operator
inΩ. We will adopt the terminologies and definitions from the paper [15] . form a basis of the Lie algebra g k, 3 and dimΩ = dim G k,3 ). Consider the operator
By Theorem 4.33, the operator Q 4 and its formal adjoint are hypoelliptic on G k, 3 . Therefore by Proposition A in [15] , taking into account the fact that 4 < dim G k, 3 there can be found a fundamental solution K 4 (u) of the operator Q 4 , satisfying the following conditions: 1) Function K 4 is of type 4 on the group G k, 3 .
2) The following formula holds: ).
SinceT is of order 4, by Theorem 8 from [15] , operatorX ιT is of order 1 for |ι| = 3 and of order 0 for |ι| = 4. Therefore ), |ι| = 3.
Combining estimates (4.19) and (4.20) we get the desired estimates for {X ιf } |ι|=3 .
Similarly, one can prove the estimate for {X ιf } |ι|=4 .
Next we prove the extendedly maximal hypoellipticity ofP We now turn back to the original domain Ω. We can define the extension and restriction operators E, R as in [15] . To a given operatorT mapping functions onΩ into functions onΩ we associate with its restriction on Ω by the formula: T = RT E. in Ω.
Proof. In view of Theorem 4.33, by the same argument used in the proof of Theorem 4.13 one can state that if a function f is a solution of the equation Ψ 4 (x, ∂ α )f = g ∈ C ∞ (Ω) and f ∈ C 3(n+1) (Ω), then f ∈ C ∞ (Ω). 
