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Abstrakt
Tato práce se zam¥°uje na moºnosti vyuºití datové f·ze 3D skenu - point cloudu a barevného
digitálního videa v procesu vzdáleného ovládání robot·. Diskutují se zde výhody zobrazení
okolí robota kombinací dat z více senzor·, prost°edky umoº¬ující takovou f·zi a jsou navrºeny
dv¥ varianty graﬁcké vizualizace kombinovaných dat z point cloudu a barevného videa. První
navrºená alternativa se zabývá my²lenkou zobrazení výstupu barevné kamery, a tedy barevné
informace o okolí, v prostoru zobrazené 3D scény z dat laserového skeneru na polopr·h-
ledném polygonu umíst¥ném v pohledovém objemu robota. Druhou navrºenou moºností
je p°ímé obarvování dat 3D skeneru za vzniku barevného point cloudu reprezentujícího
barevnou i hloubkovou informaci o okolí.
Abstract
This thesis presents possibilities of 3D point cloud and true colored digital video fusion
that can be used in the process of robot teleoperation. Advantages of a 3D environment
visualization combining more than one sensor data, tools to facilitate such data fusion,
as well as two alternative practical implementations of combined data visualization are
discussed. First proposed alternative estimates view frustum of the robot's camera and
maps real colored video to a semi-transparent polygon placed in the view frustum. The
second option is a direct coloring of the point cloud data creating a colored point cloud
representing color as well as depth information about an environment.
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Kapitola 1
Úvod
Vzdálené ovládání robota je téma nabízející spoustu otázek pro r·zná odv¥tví nejen po£í-
ta£ové graﬁky. Samotný pojem vzdálené ovládání se týká dvou anglických pojm· teleopera-
tion a remote control, které v d·sledku ozna£ují stejnou £innost, p°estoºe výrazu teleopera-
tion je £ast¥ji pouºíváno ve v¥deckém kontextu. V²echny tyto pojmy jsou obvykle pouºívány
ve spojení s ovládáním robot·, nicmén¥ principieln¥ se mohou týkat ovládání jakéhokoliv
p°ístroje na libovolnou vzdálenost.
Jde o oblast dynamicky se vyvíjející a zvy²ující se nároky na ovládací prost°edí pro
teleoperátory s sebou p°iná²í veliké zvý²ení efektivity práce operátor·, jejich komfortu,
bezpe£nosti jak pro operátora, tak pro robota a mnoho dal²ího. Poºadavky na prost°edí pro
ovládání robot· se týkají p°edev²ím co nejpohodln¥j²ího p°ístupu k ovládacím prvk·m nebo
podoby a rozmíst¥ní vizualiza£ních prvk·. Vhodn¥ navrºené a rozmíst¥né prvky prost°edí
(jak vizualiza£ní, tak ovládací) pro vzdálené ovládání mohou usnadnit práci operátor·m,
zlep²it jejich pracovní výkonnost, nebo se vyhnout problém·m spojeným s dezorientací
operátora v prost°edí robota, která m·ºe vést v nejhor²ím p°ípad¥ aº k po²kození robota.
Tato práce pojednává o moºnostech vizualizace 3D scény, v níº se robot pohybuje, s ohle-
dem na co nejp°irozen¥j²í vjem pro vzdáleného operátora. Jsou zde navrºeny moºnosti zo-
brazení prost°edí robota za pomoci dat z 3D laserového senzoru a snímk· z barevné kamery,
a r·zných zp·sob· fúze t¥chto dat. Kaºdá z alernativ vizualizace p°iná²í jiné výhody a
nevýhody a jejich vyuºití je p°edev²ím otázkou preference o£ekávaných vlastností. První
navrhovaná alternativa po£ítá s moºností vhodného p°ekrytí vzájemn¥ zarovnaných dat
z obou senzor· tak, aby p°es trojrozm¥rná data laserového senzoru byl umíst¥n odpovída-
jící barevný snímek z kamery. Druhá varianta nabízí moºnost dopln¥ní jednotlivých bod·
point cloudu o jim p°íslu²ející reálnou barvu, odvozenou z barevného snímku kamery. Od
obou vizualizací, jakoºto kombinací trojrozm¥rné informace prost°edí a realistické barevné
informace, lze o£ekávat zlep²ení vnímání okolí robota operátorem.
Programová £ást práce vznikla pod zá²titou projektu Shadow Robotic System na plat-
formu Care-O-bot, o nichº je více napsáno v dal²ích sekcích 1.1 a 1.2. Navrºené zp·soby
vizualizace scény jsou implementovány jako sou£ást systému ROS (Robot Operating Sys-
tem), p°edev²ím prost°edí Rviz, které je v tomto systému b¥ºn¥ pouºívaným vizualiza£ním
nástrojem.
V následující kapitole 2 budou p°iblíºeny problémy, které s sebou p°iná²í ovládání robota
na dálku a moºnosti, jak se s t¥mito problémy lze vypo°ádat. V druhé sekci kapitoly 2 jsou
popsány moºnosti fúze dat z 3D senzoru a barevné kamery, a to od moºností po°izování dat
aº po algoritmy k p°ímému texturování point cloudu. Následuje kapitola 3, zabývající se
základy prjektivní geometrie, pot°ebnými pro praktickou £ást této práce.
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V kapitole 4 je ve stru£nosti popsán opera£ní systém ROS vyuºitý p°i tomto projektu.
V jednotlivých £ástech kapitoly jsou popsány postupn¥ konceptuální úrovn¥ systému ROS,
pouºitá prost°edí pro simulaci a vizualizaci a pouºité technologie, relevantní pro tuto práci.
Následuje oddíl, v n¥mº jsou °e²eny moºnosti návrhu vizualizace a praktického °e²ení obou
nabídnutých variant 5. Kapitola 6 popisuje podrobn¥ v²echny kroky, vedoucí k úsp¥²né
implementaci variant vizualizace. V kapitole 7 jsou stru£n¥ shrnuty výsledky práce. V záv¥ru
je krátké zamy²lení ohledn¥ vyuºitelnosti práce, p°ípadn¥ budoucích roz²í°ení 8.
1.1 Shadow Robotic System
Projekt Shadow Robotic System (dále SRS) je zam¥°en na vývoj a výrobu prototyp· dálkov¥
ovládaných semi-autonomních robotických systém· pro domácí pouºití, p°edev²ím pro výpo-
moc star²ím lidem. Konkrétn¥ SRS v sou£asné dob¥ vyvíjí systém nazvaný SRS robot pro
osobní domácí pé£i [15].
SRS robot je navrºen tak, aby byl schopen fungovat jako stín svého operátora (odtud
název projektu Shadow Robotic System). Je tím my²leno, ºe star²í lidé mohou mít robota
k dispozici jako stín svých d¥tí nebo pe£ovatel·. V tomto p°ípad¥ mohou operáto°i robot·
(tedy zmín¥ní potomci nebo pe£ovatelé) pomáhat uºivatel·m na dálku a p°esto fyzicky.
Tento cíl, který si SRS vyty£il, by m¥l být realizován s pomocí následujících inovací:
• Nový mechanismus vzdáleného ovládání, umoº¬ující robotovi být ovládán p°es exis-
tující komunika£ní sí´.
• Adaptivní mechanismus °ízení autonomity, umoº¬ující efektivní pln¥ní úkol·.
• Nový mechanismus samostatného u£ení robota, díky n¥muº m·ºe robot p°izp·sobovat
své chování podle svých p°edchozích zku²eností.
• Vyuºití frameworku zam¥°eného na bezpe£nost, vzniklého s vyuºitím rozsáhlých studií.
Systém ovládání robota je rozloºen do t°ech vrstev. To znamená, ºe robota je moºné
kontrolovat p°es t°i r·zná uºivatelská rozhraní. Na nejvy²²í úrovni je moºné robota ovlá-
dat p°íkazy zadávanými p°ímo na dotykovém panelu robota. Druhá úrove¬ uºivatelských
rozhraní bude provozována na za°ízeních typu smartphone nebo tablet. Stále by m¥lo jít
o vysokoúrov¬ové pokyny, p°ená²ené robotovi bezdrátov¥. Na nejniº²í úrovni by m¥l být
robot ovladatelný vzdáleným specializovaným operátorem, který bude mít k dispozici ve-
²keré senzorické informace a ovladací prvky robota. ím niº²í je úrove¬ ovladacího rozhraní,
tím je t°eba vy²²í technická zp·sobilost operátora. Od koncových uºivatel· se o£ekává pouºití
nanejvý² prvních dvou vrstev rozhraní, nejniº²í vrstva je ur£ena vy²koleným pracovník·m.
Princip vrstev uºivatelských rozhraní je vyobrazen na snímku 1.1.
Výroba prototyp· i celý projekt probíhá s podporou Evropské unie a podílí se na n¥m
°ada partner· (viz internetové stránky projektu [10]).
1.2 Care-O-bot
Jiº více neº deset let pracuje spole£nost Fraunhofer IPA ze Stuttgartu na vývoji mobilního
robotického asistenta s ozna£ením Care-O-bot, schopného pomáhat lidem s jejich kaºdoden-
ními pot°ebami. V sou£asnosti se pracuje na t°etí generaci robot· ozna£ovaných Care-O-bot
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Obrázek 1.1: Koncept vrstev ovládání systému Care-O-bot (p°evzato z [15])
3, která má veliký potenciál k tomu, aby mohla být úsp¥²n¥ nasazena do kaºdodenních
prost°edí.
Jakoºto interaktivní pomocník je Care-O-bot schopný bezpe£n¥ se pohybovat mezi lidmi,
detekovat b¥ºné p°edm¥ty a také je uchopovat nebo p°edávat lidem. Care-O-bot m·ºe být
také dopln¥n o aplika£n¥ speciﬁckou funkcionalitu nap°íklad do ﬁremních budov [10].
Platforma Care-O-bot 3 je 1.45 metr· vysoká na podvozku se £ty°mi koly. Manipulaci
s p°edm¥ty umoº¬uje jedno rameno s n¥kolika klouby a t°íprstou dlaní schopnou uchopovat
objekty. Detekce okolí, p°ekáºek £i p°edm¥t· je provád¥na s pomocí mnoºství senzor·, mezi
nimiº nechybí barevná stereo kamera, laserový skener nebo 3D kamera. Transport objekt·
z místa na místo usnad¬uje pohyblivý tác na p°ední stran¥ t¥la Care-O-bota, s nímº m·ºe
robot nap°íklad servírovat jídla nebo nápoje. P°i návrhu designu robota bylo zám¥rn¥ u-
pu²t¥no od existujících koncept· humanoidních robotických systém· a Care-O-bot by tedy
nem¥l p°ipomínat £lov¥ka [17].
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Obrázek 1.2: Historie platformy Care-O-bot. Zleva Care-O-bot I, Care-O-bot II a Care-O-
bot III (p°evzato z [10])
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Kapitola 2
Vzdálené ovládání robota
Obrázek 2.1: Robot Numbat UGV ﬁrmy CSIRO pro t¥ºební práce a jeho operátor (p°evzato
z [18])
Vzdálené nasazení robot· p°iná²í celou °adu moºností vyuºití samostatnosti robot· ve
spolupráci s lidským operátorem. V sou£asné dob¥ je vzdálené ovládání robota pouºíváno
pouze jako ovládání pasivního nástroje. Takovéto omezené vyuºití potenciálu robot· s sebou
p°iná²í krom¥ hor²ích výsledk· také veliké nároky na pracovní schopnosti operátora. Zárove¬
je operátor obvykle vystavován veliké zát¥ºi z d·vodu omezených komunika£ních moºností
s robotem, omezenou p°edstavou o okolí robota apod. [5].
2.1 Problémy spojené se vzdáleným ovládáním robot·
Sou£asným trendem vzdáleného ovládání robot· je zkoumání moºností spole£né koopera-
ce robota a vzdáleného operátora na °e²ení zadaného úkolu - tzv. "Human-robot interac-
tion"(HRI) [4]. Práce s robotem v zásad¥ spadá do dvou kategorií, vzdálené vnímání a
vzdálené ovládání. Potíºe s takovouto spoluprácí zp·sobuje n¥kolik faktor·. P°edev²ím jsou
výkony teleoperátora ovlivn¥ny omezenými motorickými schopnostmi, schopností z·stat ve
st°ehu a v neposlední °ad¥ schopností vytvo°it si mentální model prost°edí, v n¥mº robot
existuje (odhady vzdáleností, detekce p°ekáºek apod.) [8].
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2.1.1 Faktory ovliv¬ující vnímání okolí robota
V literatu°e (Chen a dal²í [8]) jsou shrnuty faktory, které nejvíce ovliv¬ují vzdálené vnímání
okolí robota, do následujících bod·:
• Omezený zorný úhel
Sledování prost°edí pouze pomocí kamer p°iná² tzv. efekt "klí£ové dírky"(keyhole ef-
fect). Znamená to, ºe operátorovi je p°edstavena pouze £ást reality zachycená kame-
rami, okolí operátor dostate£n¥ nevnímá, nebo je t°eba je dodate£n¥ prozkoumat po-
hybem kamer. Tento omezený rozsah pohledu zp·sobuje na p°íklad blokování robot·
o p°ekáºky, které nejsou viditelné ze sou£asného úhlu kamery. Tato situace je vy-
obrazená na obrázcích 2.2. Na snímcích je Care-O-bot 3 stojící p°ed p°ekáºkou, bránící
mu jet vp°ed. Na záb¥rech kamery v²ak p°ekáºka není viditelná, protoºe se nachází
niºe, neº je viditelný úhel kamery ze sou£asné pozice. Tato situace m·ºe snadno
vyústit v kolizi s p°ekáºkou, pokud nebude ovladací rozhraní robota dopln¥no o dal²í
prost°edky vizualizace scény.
Obrázek 2.2: Znázorn¥ní omezeného zorného úhlu robotických senzor·. Aktuální snímek
barevné kamery robota (vlevo) a pohled na scénu s robotem z v¥t²í vzdálenosti (vpravo)
• Poloha a orientace robota
asté potíºe jsou zp·sobeny tím, ºe si operátor ze záb¥r· kamer dostate£n¥ neuv¥do-
muje orientaci robota v prostoru, p°edev²ím náklon vzhledem k n¥které z os robota
(tzv. pitch a roll), coº m·ºe vyústit v p°evrácení robota. Tento jev je dob°e viditelný
na obrázku 2.3, zobrazujícím záchranného robota. Z pouhého záb¥ru kamery tohoto
robota v této situaci nebude moºné jednozna£n¥ ur£it, jak je t¥lo robota nakoln¥no vzh-
ledem k zemi. Tuto informaci lze odvodit na p°íklad z horizontu na záb¥rech kamery,
nebo pozorováním objekt·, na které z°eteln¥ p·sobí gravitace ur£itým sm¥rem. Práv¥
p°i záchranných pracech v troskách v²ak tuto moºnost operátor £asto nemá. K °e²ení
tohoto problému se nabízí pouºití gyroskop· a akcelerometr·.
• Umíst¥ní kamery
Kamery jsou nej£ast¥j²ím prost°edkem pro zobrazování prost°edí robota. Mohou být
umíst¥ny jak na t¥le robota, tak na jednotlivých manipula£ních prost°edcích (ramenech,
úchopech) £i jiných £ástech robot·. Na obrázku 2.4 je robotické rameno s kamerou
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Obrázek 2.3: Ukázka nejednozna£né orientace robota v prostoru (p°evzato z [7])
umíst¥nou t¥sn¥ za uchopujícím za°ízením. Takovéto pro £lov¥ka nep°irozené umíst¥ní
zdroje obrazu m·ºe zp·sobovat dezorientaci. asto má operátor k dispozici také více
obraz· s výsledky z r·zných senzor· (n¥kolika kamer, kinect, lidar atd.). Tyto roz²í°ené
moºnosti obecn¥ zlep²ují moºnosti vnímání reality robota, problémem z·stává, ºe po-
zornost operátora m·ºe být v jeden moment up°ena pouze na jediný obraz.
Obrázek 2.4: Robotické rameno s kamerou na úchopujícím za°ízení (p°evzato z [16])
• Omezené vnímání hloubky
V situaci, kdy jsou k dispozici jen záb¥ry z monokulárních 2D kamer, je £asté zkreslené
vnímání hloubky prostoru. Konkrétn¥ se toto zkreslení projevuje jako zkracování vní-
maných vzdáleností. Tuto skute£nost demostrují obrázky 2.5. Na obou obrázcích je
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fotograﬁe téºe chodby, ale na obou se m·ºe subjektivn¥ jevit jinak dlouhá zm¥nou úhlu
po°ízeného snímku. Zp·sob, jakým lze vyhodnotit správn¥ vzdálenosti ze zmín¥ných
snímk· je na p°íklad porovnání délky chodby s objekty známých rozm¥r·, v tomto
p°ípad¥ na p°íklad dve°mi.
Obrázek 2.5: Demonstrace problému s vnímáním hloubky záb¥r· z monokulární kamery
• Kvalita obrazu
Experimentáln¥ bylo zji²t¥no, ºe frekvence snímk· z kamery, které má operátor k dis-
pozici, nesmí být niº²í neº 10 Hz v p°ípad¥, ºe je t°eba vnímat nezkreslen¥ pohyb
robota v prostoru. Je-li t°eba robotem provád¥t operace vyºadující manipulaci s ob-
jekty, je t°eba frekvence alespo¬ 17,5 Hz.
• Zpoºdení obrazu
Podle experiment· ohledn¥ vlivu zpoºd¥ní obrazu na schopnost provád¥t s robotem
rozli£né úkony bylo zji²t¥no, ºe negativní vliv na výkonnost operátor· má v¥t²inou
zpoºd¥ní v¥t²í neº 170 ms. Pochopiteln¥ se výsledky li²í podle zam¥°ení zkoumaných
úkol· (°ízení, sledování okolí, manipulace s objekty atd.)
• Ovládání z pohybujícího se objektu
adu nep°íjemností p°iná²í nutnost ovládat robota z pohybujícího se dopravního
prost°edku. Takováto nezvyklá kombinace vjem· se m·ºe projevit r·zn¥ od sníºení
p°esnosti ovládání robota, p°es zpomalení reakcí aº po nevolnost.
2.1.2 Moºná °e²ení problém· s vnímáním okolí robota
Ve studii Chena a dal²ích [8] je nabídnuto °e²ení °ady vý²e zmín¥ných problém· v podob¥
tzv. multimodálních displej· £i multimodálního ovládání. Dnes je standardem okolí robot·
prezentovat vizuáln¥ a p°íkazy zadávat manuáln¥ (tedy pomocí joystick· £i klávesnice).
Pouºití multimodálního zobrazování by umoº¬ovalo zlep²it operátor·m vznímání reality
robota pomocí kombinace vizuální reprezentace v kombinaci s akustickými signály nebo
dokonce haptickými (tedy dotykovými, jako na p°íklad vibrace pomocí haptických displej·).
Stejn¥ tak jiº dnes není nereálné ovládat roboty hlasovými p°íkazy £i gesty pomocí optických
nebo haptických za°ízení, coº m·ºe v budoucnosti p°inést zlep²ení v moºnostech vzdáleného
ovládání robot·.
Exsitují £ty°i základní typy model· ovládání robota z hlediska jeho samostatnosti [6]:
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1. Tele mode je pln¥ manuální mód, p°i n¥mº operátor ovládá v²echny akce robota. Robot
je pouze pasivním nástrojem.
2. Safe mode je podobný Tele módu s tím rozdílem, ºe robot m·ºe v n¥kterých kritických
okamºicích p°evzít iniciativu °ízení, na p°íklad aby zabránil kolizi s p°ekáºkou.
3. Shared mode spo£ívá v dynamicky se m¥nících rolích mezi operátorem a robotem. Jde
o mód, kterého se snaºí návrhá°i robot· a ovladacích rozhraní dosáhnout k optimální
kooperaci mezi robotem a operátorem. Robot m·ºe na p°íklad samostatn¥ vyhledávat
trasu na zadanou pozici a na rozcestích, nebo se u p°ekáºek dotazovat na instrukce
operátora.
4. Autonomous mode je zaloºen na deﬁnovaných vysokoúrov¬ových úkolech jako sle-
dování trasy, hlídkování, prohledávání. Tyto úkoly je robot schopen plnit zcela samos-
tatn¥ a jediná zodpov¥dnost operátora spo£ívá v zadávání t¥chto úkol·.
Podle experiment· [4], kdy náhodn¥ vybraní ú£astníci z °ad ºen i muº· a v²ech v¥kových
kategorií, bez zku²eností s ovládáním robota, m¥li za úkol b¥hem ²edesáti sekund prohle-
dat um¥le vytvo°ené prost°edí pro p¥t vloºených objekt·, bylo dosaºeno o poznání lep²ích
výsledk· p°i pouºití Shared módu, neº p°i pouºití Safe módu. Vzhledem k tomu, ºe rozdíl
výsledk· nebyl patrný mezi muºi a ºenami ani mezi jednotlivými v¥kovými kategoriemi, je
výsledek takovéhoto experimentu motivací zam¥°it se na spolupráci robot· a jejich samostat-
nosti se vzdáleným operátorem.
Jiný experiment [4] m¥l za úkol objasnit, zda poskytuje operátorovi lep²í p°edstavu
o okolí robota záb¥r z kamery nebo virtuální 3D mapa. Polovin¥ náhodných ú£astník· bylo
dáno k dispozici rozhraní na obrázku 2.6. U druhé poloviny ú£astník· byl obraz kamery
nahrazen virtuální 3D mapou 2.7. Oproti p°edpoklad·m nebyl ve výsledcích pozorovatelný
znatelný rozdíl mezi pouºitím kamery a 3D mapy. Nicmén¥ bylo zji²t¥no, ºe p°i pouºití
3D mapy byly úkoly dokon£eny s pr·m¥rn¥ výrazn¥ men²ím mnoºstvím pohybu ovladacího
prvku a zárove¬ s men²ím mnoºstvím chyb v navigaci. Tento experiment tedy ukázal, ºe lze
s výhodou p°i vzdáleném ovládání robota pouºít 3D mapu okolí místo záb¥r· z kamery.
2.2 Fúze videa a point cloudu
Dv¥ma ze základních senzor·, poskytujících informaci o okolí robota, jsou 2D kamera a
laserový skener. Dále budou popsány moºnosti sjednocení výstupu t¥chto senzor· do jedi-
ného obrazu.
2.2.1 Techniky po°izování dat
Kamera je p°edstavitel tzv. pasivní technologie, zachycující jiº existující sv¥tlo ve sv¥t¥,
coº ji £iní závislou na momentálním osv¥tlení cíle, stínech apod. Oproti tomu laserový
skener, jakoºto aktivní technologie, vysílá vlastní laserový paprsek ke skenování sv¥ta. Tím
je výsledek skenu nezávislý na momentálních podmínkách p°i skenování. Bohuºel laserové
skeny umí zjistit pouze pro kaºdý bod obrazu jeho hloubku a hodnotu intenzity závislou na
vlastnostech odráºejícího povrchu. Pro zji²t¥ní barvy musí být laser dopln¥n o jiný senzor,
nej£ast¥ji tedy o digitální kameru [1].
• Pevn¥ p°ipevn¥ná kamera ke skeneru
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Obrázek 2.6: Rozhraní ovládání robota pouºité p°i experimentech popsaných v [4] (P°evzato
z [4])
První moºností, která se nabízí, je p°ipevnit digitální kameru p°ímo k laserovému
skeneru. V tomto p°ípad¥ je mezi laserovým skenem a videem z kamery konstantní
rozdíl zarovnání a korekce (registrace videa kamery a 3D skenu) m·ºe být provedena
jedním výpo£tem pro v²echna získaná data. S takto získanými záb¥ry je moºné vytvo°it
model prost°edí v podob¥ obarveného point cloudu. Tato medota je komplikována
t°emi základními problémy:
 Závislost kamery na osv¥tlení zp·sobuje, ºe p°i ²patných sv¥telných podmínkách
je kvalita videa z kamery neadekvátní kvalit¥ skenu, který na osv¥tlení závislý
není
 Úhlový rozsah kamery, který se pohybuje okolo 60◦, omezuje skener, jehoº rozsah
m·ºe být aº 300◦
 Dvoufázový sken, tedy nejprve skenování hloubky laserem a následn¥ snímání
barev kamerou, m·ºe zp·sobit nepsrávnou detekci barvy point cloudu v p°ípad¥
zachycení pohybujícího se objektu na jednom ze sken·.
• Volná ru£ní kamera
Druhou variantou je nep°ipev¬ovat kameru ke skeneru, ale obarvovat point cloud
ze snímk· po°ízených ze samostatné kamery. Výhodou této metody je, ºe kamerové
snímky nemusí být po°ízeny ve stejnou chvíli jako sken. To umoº¬uje na p°íklad po£kat
na vhodné osv¥tlení, aº zmizí pohybující se objekty a podobn¥. Po°izování kamerových
záb¥r· nezávisle na skenu zp·sobuje nutnost registrace videa [21] do sou°adného sys-
tému point cloudu pouºitím r·zných fotogrammetrických technik [1] [3].
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Obrázek 2.7: Virtuální 3D displej (P°evzato z [4])
Registrace snímk· kamery a laserového skenu m·ºe být provedena r·znými zp·soby.
Nej£ast¥j²í technikou je extrakce p°irozených význa£ných bod· ve snímcích kamery,
jako rohy budov, hrany a podobn¥. Stejné body by m¥ly být nalezitelné i ve skenu
a tedy je lze vzájemn¥ namapovat. Tato metoda je viditelná na obrázku 2.8. Jinou
moºností je vloºení um¥lých prvk· do scény p°edtím, neº jsou po°ízeny záb¥ry. Ob-
vykle se jedná o bílé kruhy na £erném pozadí. Tyto prvky jsou snadno rozeznatelné,
coº usnad¬uje registraci skenu a fotograﬁí. Toto °e²ení zjednodu²uje automatizaci re-
gistrace, ale zásadn¥ sniºuje ﬂexibilitu celého procesu získávání dat [2].
Obrázek 2.8: Registrace snímku kamery a point cloudu (P°evzato z [1])
2.2.2 Obarvování point cloudu - Point Cloud Painter algoritmus
V moment¥, kdy jsou k dispozici barevné snímky správn¥ registrované na point cloud, je
moºná f·ze t¥chto dat ze dvou r·zných senzor· [19]. Nej£ast¥j²í je obarvování point cloudu
barvama ze snímk· kamery, £emuº nebrání nic jiného, neº vzájemn¥ zastín¥né objekty.
Problémem je tedy fakt, ºe si objekty na n¥kterých záb¥rech vzájemn¥ stíní. V n¥kterých
p°ípadech objekt n¥kterou £ástí stíní sám sebe (self occlusion). Takovéto zasti¬ování zp·-
sobuje p°i obarvování skenu jediným snímkem nesprávný výb¥r barvy tak, jak je vid¥t na
obrázku 2.9 a 2.10. Takovéto nesprávné obarvování se obvykle °e²í ru£ní korekcí a ru£ním
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výb¥rem snímk· z r·zných úhl· pro r·zné oblasti point cloudu. Opravování t¥chto chyb je
viditelné na snímcích 2.10 a 2.11.
Obrázek 2.9: Point cloud a p°íslu²ný barevný snímek (P°evzato z [1])
Obrázek 2.10: Obarvený point cloud s chybou a opravný barevný snímek (P°evzato z [1])
Obrázek 2.11: Korektn¥ obarvený point cloud (P°evzato z [1])
Krom¥ ru£ní korekce chyb obarvování point cloud· je moºné vyhodnocovat barvu jed-
notlivých bod· s pomocí série snímk· scény z r·zných úhl·, automaticky. Algoritmus o²et°u-
jící problém stín¥ní objekt· a nesprávného obarvování se nazývá Point Cloud Painter Algo-
rithm (PCP) [1]. Tento postup vychází z analýzy obrázku 2.12. Na obrázku jsou znázorn¥ny
dv¥ plochy zachycené na 3D skenu, ozna£ené Plan I a Plan II, které jsou ve vzájemném
zákrytu (z pohledu kamery Plan II zakrývá £ást Plan I ). V pravém spodním rohu obrázku
2.12 je znázorn¥n snímek kamery, jímº je point cloud obarvován. V²echny p°ípady, které
mohou nastat, demonstrují t°i zkoumané body. Ve snaze obarvit snímkem bod C nedojde
k ni£emu neo£ekávanému, bod C p°íslu²í rovin¥ Plan II, která je v tomto míst¥ vyobrazena
i na snímku kamery, proto bude bod obarven korektn¥. Bod A na rovin¥ Plan I se promítne
na snímku do stejného pixelu, jako bod C. P°estoºe by se bod A m¥l obarvit nesprávn¥
barvou roviny Plan II, lze tuto chybu detekovat vzdáleností t¥chto bod· od místa pohledu
fotograﬁe. Paprsek z bodu B neprotne Plan II v ºádném konkrétním bod¥, proto nebude
zastín¥ní bodu B rovinou detekováno a tento bod se nesprávn¥ obarví barvou roviny Plan
II.
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Obrázek 2.12: Nesprávné obarvení point cloudu v p°ípad¥ zastín¥ní objekt· (P°evzato z [1])
Point Cloud Painter algoritmus bere point cloud ze skeneru a n¥kolik záb¥r· (snímk·)
barevné kamery, zachycujících stejný objekt jako sken, z r·zných úhl·. Princip vyhodnocení
výsledné barvy zkoumeného bodu point cloudu znázor¬uje obrázek 2.13. V n¥m je stejná
scéna jako na obrázku 2.12, v tomto p°ípad¥ je v²ak point cloud obarvován snímky ze
t°ech r·zných stanic - Station_1, Station_2 a Station_3. Zna£kami pod diagramem je
vyjád°eno vyhodnocování barvy pro jednotlivé zkoumané body. V p°ípad¥ bodu C je situace
jednozna£ná, protoºe v²echny 3 stanice zaznamenají pro tento bod stejnou barvu. Bod C je
správn¥ vyhodnocen jako £ervený. Bod A je vyhodnocen podle stanic Station_3 a Station_2
jako modrý, ze stanice Station_1 se jeví bod jako £ervený, ale je moºné detekovat chybu
(paprsek pro zkoumaný bod protne i bliº²í bod point cloudu). Bod A je tedy korektn¥
obarven mod°e. V p°ípad¥ bodu B je situace obdobná. Station_2 a Station_3 detekují
korektní barvu, Station_1 chybn¥. Tedy bod je obarven p°evaºující detekovanou barvou,
v tomto p°ípad¥ op¥t korektn¥ mod°e.
Z popisu algoritmu je z°ejmé, ºe kaºdý bod, který bude na v¥t²in¥ barevných snímk·,
které jsou k dispozici, viditelný nezastín¥ný, bude obarven správn¥. Algoritmus si nem·ºe
poradit s p°ípady, kdy je bod na v¥t²ím po£tu záb¥r· zastín¥n jinou barvou, neº bude
snímk·, na nichº bude barva správná..
Problematickou otázkou p°i obarvování point cloudu je také vyhodnocování, zda je barva
bodu na dvou snímcích skute£n¥ stejnou barvou, pozm¥n¥nou rozdílem sv¥telných podmínek
v jednotlivých úhlech pohledu, nebo zda se jedná o zcela jinou barvu. Pro tento ú£el byla
vymy²lena t°i kritéria, která musí být spln¥na, aby byly dva pixely povaºovány za pixely
stejné barvy [1].
∆R ≤ Criteria ∧∆G ≤ Criteria ∧∆B ≤ Criteria (2.1)
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Obrázek 2.13: Princip PCP algoritmu (P°evzato z [1])
(∆R ≥ 0 ∧∆G ≥ 0 ∧∆B ≥ 0) ∨ (∆R ≤ 0 ∧∆G ≤ 0 ∧∆B ≤ 0) (2.2)
∆max.−∆min. ≤ 0.75× (Criteria) (2.3)
Zde Criteria je parametr, podle n¥hoº m·ºe algoritmus vyhodnocovat, zda jsou dv¥
barvy p°ijateln¥ podobné. Obvyklá hodnota je mezi 10 a 20, podle míry tolerance sv¥telných
podmínek. ∆R, ∆G, ∆B jsou rozdíly jednotlivých barevných sloºek mezi body snímk·.
∆max. a ∆min. jsou nejv¥t²í, respektive nejmen²í rozdíl t¥chto hodnot (∆R, ∆G, ∆B).
Postup obarvování bod· nakonec probíhá následovn¥:
1. Není-li bod zobrazený na ºádné fotograﬁi, není moºné vyhodnotit barvu a neobarvuje
se.
2. Je-li bod vyobrazen pouze na jedné fotograﬁi, je otázkou nastavení algoritmu, zda
se touto barvou bod obarví, nebo se pro nedostatek informací o barv¥ nechá bod
neobarvený.
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3. Bod je vyobrazen na více fotograﬁích. Pro kaºdý pár fotograﬁí jsou vyhodnocena
kritéria podle rovnic 2.1, 2.2 a 2.3, zda jde o stejný bod (stejnou barvu). Vybere se
nej£ast¥ji vyskytující barva a bod se obarví pr·m¥rem dvou nejbliº²ích z t¥chto barev.
N¥kdy point cloud neposkytuje dostatek informací o celistvých hranicích objekt·. Proto
lze fotograﬁe scény také vyuºít k dopl¬ování míst mezi jednotlivými body point cloudu.
Prozkoumáním bod· fotograﬁí, které nebyly pouºity k obarvení point cloudu, je moºné získat
dopl¬ující informace o scén¥. Koordináty t¥chto bod· ve scén¥ je moºné odhadnout z bod·
jim blízkých, které se v point cloudu vyskytují a takto body p°idávat a model zp°es¬ovat.
Stejnou technikou je moºné doplnit tzv. mrtvé oblasti, tedy místa, která nejsou skenerem
v·bec zachycena, p°estoºe na fotograﬁích se vyskytují [2].
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Kapitola 3
Základy projektivní geometrie
V této kapitole je popsán zp·sob získávání snímk· z kamerových senzor· p°i simulaci. Tento
princip je ozna£ován jako model dírkové kamery (pinhole camera model). Jde o velice jedno-
duchý a zárove¬ velice efektivní model kamery sestávající z uzav°eného kvádru a jediného
otvoru bez jakýchkoliv £o£ek. V dal²í £ásti kapitoly jsou popsány parametry, které tento
model mohou p°esn¥ deﬁnovat.
3.1 Model dírkové kamery
Dírková kamera je zatíºená t°emi limitacemi, vyplívajících z jejího samotného principu.
První je omezené zorné pole. Dal²í je fakt, ºe v²echny paprsky musejí procházet otvorem
kamery (pinhole). T°etí je uniformní vzorkování celé zobrazované oblasti, neumoº¬ující
vzorkovat ﬂexibiln¥. P°es tyto problémy je dírková kamera nej£ast¥ji pouºívaným modelem
p°i vizualizacích [20].
Model dírkové kamery ur£uje vztah mezi bodem v prostoru a bodem jemu p°íslu²ným
v rovin¥ obrazu. V p°ípad¥ dírkové kamery je toto mapování z 3D do 2D perspektivní
projekcí. S modelem dírkové kamery je spojeno n¥kolik pojm·, které budou vysv¥tleny
vzhledem k obrázku, znázor¬ujícím model kamery 3.1. Obrázek zázor¬uje sou°adný systém
prostoru a jeho t°i osy x, y a z se st°edem v bod¥ O, který je zárove¬ dírkou (pinhole)
kamery. Od dírky je ve vzdálenosti f, která se nazývá ohnisková vzdálenost (focal length),
umíst¥na rovina obrazu, ur£ená osami u a v. P°ímka, procházející dírkou kamery, která je
kolmá na rovinu obrazu se nazývá optická osa (optical axis), která je v tomto p°ípad¥ shodná
s osou z. Bod R, který je pr·se£íkem roviny obrazu s optickou osou bývá ozna£ován jako
hlavní bod (principal point) [22].
3.2 Parametry kamery
Pro práci s takovýmto modelem kamery je t°eba znát n¥které d·leºité rozm¥ry. Pro výpo£ty
parametr· pot°ebných pro tuto práci posta£í znát vý²ku a ²í°ku obrazové roviny, ohniskovou
vzdálenost kamery a koordináty hlavního bodu. V prost°edí ROS má kaºdá simulovaná
kamera k dispozici sadu parametr·, které obsahují jednak práv¥ zmín¥nou vý²ku a ²í°ku
obrazové roviny, model zkreslení a £ty°i matice s dopl¬ujícími parametry.
Matice K svým obsahem p°esn¥ odpovídá pot°ebným parametr·m. Jednotlivá pole ma-
tice K znázor¬uje rovnice 3.1, kde fx a fy jsou fokální (ohniskové) vzdálenosti v jednotlivých
sm¥rech. Jelikoº je pouºit model planární dírkové kamery, jsou ohniskové vzdálenosti v obou
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Obrázek 3.1: Model dírkové kamery
sm¥rech stejné. Prvky cx a cy jsou sou°adnice hlavního bodu kamery, tedy pr·se£íku optické
osy s rovinou obrazu.
K =
 fx 0 cx0 fy cy
0 0 1
 (3.1)
Pro úplnost budou uvedeny i ostatní parametrické matice, p°estoºe jich nebude v této
práci dále vyuºíváno.
Matice D obsahuje parametry zkreslení a obsah i rozm¥ry této matice jsou závislé na
pouºitém modelu zkreslení.
Rektiﬁka£ní matice R se týká pouze stereo kamer. Jedná se o rota£ní matici, zarovnávající
koordináty kamer do ideální roviny tak, aby epipolární linie byly pro oba stereo obrazy
rovnob¥ºné.
Poslední maticí je projek£ní matice P. Její formát je uveden v rovnici 3.2. Jedná se
o matici, která provádí projekci 3D bodu v sou°adném systému kamery na 2D pixel v rovin¥
obrazu kamery. U monokulárních kamer je obvykle Tx = Ty = 0 a P [1 : 3, 1 : 3] = K, tedy
parametry uvedené v této matici jsou shodné s parametry matice K. Obecn¥ se v²ak tyto
parametry mohou li²it. U stereo kamer souvisí poslední sloupec s pozicí optického centra
druhé kamery vzhledem k sou°adnému systému první kamery.
P =
 fx′ 0 cx′ Tx0 fy′ cy′ Ty
0 0 1 0
 (3.2)
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S daným 3D bodem ur£eným sou°adnicemi [XY Z]′ je projekce (x, y) tohoto bodu ur£ena
rovnicí 3.3.
[
u v w
]′
= P · [ X Y Z 1 ]′
x = u /w
y = v /w
(3.3)
Zde je matice [uvw]′ vyjád°ením projekce bodu [XY Z] v homogenních sou°adnicích.
Bod (x, y) je pouze jejím p°evodem do b¥ºných dvourozm¥rných sou°adnic.
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Kapitola 4
Robot Operating System
Robot Operating System (ROS) je soubor nástroj· a knihoven k usnadn¥ní tvorby robotic-
kých aplikací. Poskytuje prost°edky k abstrakci hardwaru, ovlada£e, knihovny, prost°edky
k vizualizaci nebo komunikaci mezi procesy a podobn¥ [12]. ROS je k dispozici pod BSD
licencí, jde o open-source projekt. ROS se v jistých ohledech podobá jiným robotickým
framework·m jako Microsoft Robotics Studio [13] nebo Player [11]. Na rozdíl od obvyklých
framework· je cílem ROSu zam¥°it se p°edev²ím na znovupouºitelnost kódu, coº souvisí
se strukturou aplikací (viz 4.1). ROS je vyvíjen na platformy na bázi Unixu, p°edev²ím
Ubuntu.
4.1 ROS - koncepty
ROS má n¥kolik konceptuálních úrovní. Pro pochopení základních princip· funk£nosti soft-
waru v ROSu je d·leºitá p°edev²ím úrove¬ souborového systému a výpo£etní úrove¬. Úrove¬
soubor· se skládá z následujících prvk·:
• Package je základní stavební jednotka ve²kerého software v ROSu. Package m·ºe
obsahovat jak spustitelný proces (tzv. node), tak knihovnu, konﬁgura£ní soubor nebo
jiná uºite£ná data.
• Manifest (manifest.xml) obsahuje metadata ohledn¥ balí£ku (package), informace
o licenci, ale p°edev²ím závislosti na jiných balí£cích nebo p°epína£e kompileru apod.
• Stack je kolekce více spole£n¥ souvisejících balí£k·. ROSový software je oby£ejn¥ dis-
tribuován po stackách.
• Stack Manifest je podobný jako oby£ejný Manifest, ale týká se celého stacku
(stack.xml).
• Message type, tedy typ zprávy, je deﬁnice struktury zpráv, jimiº balí£ky komunikují.
• Service type, tedy typ sluºby, je deﬁnice komunikace s implementovanou sluºbou. De-
ﬁnuje datovou strukturu pro poºadavek (request) a odpov¥¤ na nej (response)
Výpo£etní úrove¬ program· pro ROS (Computation graph) je peer-to-peer kolekce pro-
ces·, které zpracovávájí data. Základními prvky jsou:
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• Node jsou základní procesy, které provád¥jí výpo£ty. V¥t²ina program· pro robota se
skládá z mnoha nod·, z nichº kaºdý poskytuje n¥jaké výpo£ty (na p°íklad zpracovává
data z jednoho senzoru, poskytuje plánování trasy a podobn¥.). Nody jsou implemen-
továny za pomocí knihoven ROSu (p°íkladem pro jazyk C++ je to roscpp).
• Master je základní proces, který se stará o registraci jmen a obecn¥ kontroluje komu-
nikaci mezi ostatními nody (vým¥nu zpráv a podobn¥).
• Parameter Server umoº¬uje proces·m centráln¥ ukládat data vyhledávatelná pod
daným klí£em.
• Message, tedy zpráva, je základní komunika£ní prvek pro nody. Jde o datovou struk-
turu se zadanými prvky libovolných primitivních datových typ· nebo polí primitivních
datových typ·, jejichº zasíláním mezi sebou si nody mohou p°edávat informace.
• Topic p°edstavuje prost°edek pro zasílání a p°ijímání zpráv. Zasílání zprávy probíhá
tím, ºe node publikuje zprávu (publishing) na n¥jaký konkrétní topic, £tení zpráv
probíhá zaregistrováním daného topicu nodem pro p°íjem zpráv (subscribing). Proto
je moºné, aby zprávu publikovanou na topic £etlo více nod· (v²echny, které mají topic
zaregistrovaný pro p°íjem), stejn¥ tak do topicu m·ºe posílat zprávy více nod·.
• Service °e²í pot°ebu komunikace typu poºadavek/odpov¥¤, pro kterou není systém
message/topic ideální. Node implementující service ho poskytuje pod ur£itým jménem
a klient vyuºívající sluºbu tak £iní zasláním zprávy typu request.
• Bag je prost°edek pro ukládání a op¥tovné p°ehrávání toku zpráv v ROSu. Jde o uºi-
te£ný prvek oby£ejn¥ pro uloºení zpráv ze senzor· robota a jejich op¥tovné vyvolání.
Komunikace mezi procesy je vyobrazena na obrázku 4.1, který je výstupem nástroje
rxgraph a zobrazuje b¥ºící procesy (Nody) a topicy, kterými spolu komunikují. Na obrázku
jsou elipsami znázorn¥ny nody, kaºdá £ára s ²ipkou je topic (za£átek £áry je u nodu, který
má topic zaregistrovaný pro publishing, konec £ár je u nodu, který registruje topic pro
subscribing). Nad kaºdou £árou je název topicu, pod kterým jej nody registrují.
Obrázek 4.1: ROS - komunikace mezi procesy (P°evzato z [12])
4.1.1 Vytvo°ení ROS package
Pro vytvá°ení nových balí£k· má ROS k dispozici konzolový nástroj roscreate-pkg s násle-
dující syntaxí:
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roscreate-pkg <package-name> [dependencies...]
V seznamu dependencies je t°eba vypsat v²echny dal²í balí£ky ROSu, které bude tento
balí£ek vyuºívat, aby byly korektn¥ p°ipojeny, p°ípadn¥ hierarchicky zkompilovány. Druhou
moºností je vloºit nový node do jiº existujícího balí£ku. V tom p°ípad¥ je t°eba závislosti
ru£n¥ dopsat do souboru manifest.xml mezi zna£ky <depend package="dependency"/>,
kde dependency je balí£ek, na kterém je nový node závislý. Mimoto je t°eba informovat
p°eklada£ o spustitelném souboru, který je t°eba vytvo°it. Tato informace se zapisuje do
souboru CMakeLists.txt s danou syntaxí:
rosbuild_add_executable(název_nodu relativní_cesta_k_programu)
V neposlední °ad¥ je t°eba napsat program pro node a umístit jej na místo, kam se
odkazuje p°idaný °ádek v CMakeLists.txt. Obvykle mají balí£ky pro ROS pevn¥ danou
strukturu, tedy zdrojové soubory jsou umíst¥ny ve sloºce src/, p°ípadné hlavi£kové soubory
ve sloºce include/.
4.2 Simula£ní a vizualiza£ní prost°edí
Tato £ást se zabývá popisem simula£ního prost°edí Gazebo a vizaliza£ního prost°edí Rviz,
pouºívaných systémem ROS.
4.2.1 Gazebo
Obrázek 4.2: Okno simulátoru Gazebo se zapnutou simulací robota Care-O-bot 3
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Gazebo je multi-robotický simulátor libovolných prost°edí. Je schopno simulovat exis-
tenci robota a objekt· ve t°írozm¥rném sv¥t¥. Dokáºe také generovat realistickou odezvu
senzor· a kolize objekt·.
Gazebo se spou²tí obvykle s jedním povinným parametrem, kterým je xml soubor. Tento
parametr je konﬁgura£ní soubor, který popisuje simulovaný sv¥t a v²e, co se v n¥m nachází
(tedy v£etn¥ robota). Takovýmto spu²t¥ním Gazebo zobrazí okno s pohledem na simulovaný
sv¥t s interaktivním ovládáním kamery pomocí my²i [9].
4.2.2 Rviz
Rviz je prost°edí pro vizualizaci robota s pouºitím ROSu. Na obrázku 4.3 je okno vizuali-
za£ního prost°edí se zapnutou vizualizací robota. Dominantní okno uprost°ed zobrazuje 3D
pohled, na n¥mº je momentáln¥ vyobrazen robot na map¥ a sou°adné m°íºce. Nalevo od
n¥j je Display list, coº je seznam na£tených prvk·, které se poté zobrazují ve 3D pohledu.
Momentáln¥ jsou v Display listu globální parametry zobrazení scény, model robota, mapa
scény a sou°adná m°íºka.
Obrázek 4.3: Okno vizualiza£ního prost°edí Rviz s vizualizací robota a mapy
P°idáním prvk· do Display listu se zapl¬uje t¥mito prvky 3D pohled uprost°ed okna.
P°ednastavené prvky (Displeje) v prost°edí Rviz jsou na p°íklad Camera pro zobrazení videa
(nevykresluje se do 3D pohledu, ale do nového renderovacího okna), Laser Scan zobrazuje
data z laserového skeneru, (Interactive) Markers pro zobrazení (interaktivních) geometric-
kých primitiv do 3D pohledu, nebo Point Cloud pro zobrazení point cloudu.
Kaºdý prvek Display listu má sadu nastavitelných vlastností. Pro display typu Point
Cloud jsou to na p°íklad moºnosti zobrazení jednotlivých bod·, jejich velikost, barvy, ale
p°edev²ím název topicu (viz 4.1), ze kterého má Rviz zprávy s point cloudem odchytávat.
Na obrázku 4.3 jsou viditelné vlastnosti displeje Robot Model, jako obnovací interval, nebo
pr·hlednost a podobn¥.
Mezi globálními nastaveními jsou d·leºité p°edev²ím dva parametry pro nastavení sou°ad-
nicových rámc· (frames). Fixed frame je pro správné zobrazování d·leºit¥j²í. Jde o referen£ní
rámec, ur£ující, k £emu se vztahuje poloha okolního sv¥ta. Není striktn¥ dáno, £ím musí být
ﬁxed frame ur£en, pro správné zobrazení je v²ak nutné, aby ²lo o n¥jaký prvek sv¥ta, který
se ve sv¥t¥ nepohybuje a má tedy ﬁxní pozici. Target frame je referen£ní rámec pohledu
kamery. Tedy pokud target frame je mapa, zobrazí se pohybující se robot ve statické map¥.
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Pokud je target frame na p°íklad podvozek robota, bude zobrazen statický robot a sv¥t se
bude pohybovat relativn¥ okolo n¥j.
Zajímavou moºností vykreslování do 3D pohledu prost°edí Rviz jsou tzv. markery. Mark-
ery umoº¬ují umístit do 3D pohledu p°ednastavená geometrická primitiva zasíláním zpráv
typu msg/Marker nebo msg/MarkerArray. Display typu marker má jednu nastavitelnou
vlastnost, kterou je topic, na n¥mº má Rviz o£ekávat zprávy s vlastnostmi marker· (ob-
vykle se jedná o tvar, barvu, velikost, pozici). Pouºití marker· zobrazených v 3D pohledu
v prost°edí Rviz ukazuje obrázek 4.4.
Obrázek 4.4: Rviz - zobrazení geometrických primitiv pomocí Marker· (P°evzato z [12])
4.3 Vyuºívané technologie
Následuje popis knihoven nezbytných pro funk£nost program· implementovaných v této
práci.
4.3.1 Balí£ek TF
TF je balí£ek ROSu, vytvo°ený pro zjednodu²ení práce s více sou°adnými systémy ve scén¥,
které se navíc mohou m¥nit v £ase. TF si uchovává informaci o vztazích mezi jednotlivými
sou°adnými systémy a jejich £asový pr·b¥h si ukládá do buﬀeru. Vytvá°í tak £asový záznam
o stromové struktu°e sou°adných systém·, £ímº umoº¬uje uºivatel·m pouºívat transformace
bod·, vektor· a podobn¥, mezi libovolnými sou°adnými systémy v poºadovaném £ase.
Robotický systém se typicky skládá z mnoha 3D sou°adných systém· v tomto kontextu
nazývané rámce (frames), které se m¥ní v £ase. Typicky se jedná o rámec scény, podvozku,
konkrétního kloubu ramena, kamery a podobn¥. TF udrºuje záznam o v²ech jejich vztazích
a zm¥nách. Díky tomu je moºné zji²´ovat za pomoci TF na p°íklad jaká je pozice podvozku
robota ve scén¥, jaká je vzdálenost ramena od objektu, který je t°eba uchopit, nebo jaká
byla poloha hlavy robota vzhledem k podvozku p°ed p¥ti sekundama.
P°estoºe TF je primárn¥ knihovna pouºitelná v kódech jednotlivých proces· ROSu
(nodes), zp°ístup¬uje i n¥kolik konzolových nástroj·. rosrun tf tf_monitor vypí²e do
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Obrázek 4.5: Zobrazení n¥kolika sou°adných systém· spojených s t¥lem robota (P°evzato
z [12])
konzole informace o celém aktuálním transforma£ním stromu. Je moºné si vypsat infor-
mace o monitorování transformace mezi dv¥ma zadanými sou°adnými systémy p°íkazem
rosrun tf tf_monitor <source_frame> <target_frame>, p°ípadn¥ je moºné nahlédnout
na konkrétní hodnotu transformace (tedy vektory posunu a rotace) mezi dv¥ma rámci -
rosrun tf tf_echo <source_frame> <target_frame>.
Nejnázorn¥j²ím nástrojem v rámci balí£ku TF je graf rámc·, který je moºné vytvo°it
p°íkazem rosrun tf view_frames. Po zavolání p°íkazu je k dispozici PDF soubor
frames.pdf, obsahující vizualizaci orientovaného stromu transformací a vztahy mezi jed-
notlivými rámci jsou reprezentovány hranami v tomto grafu. Zjednodu²ený nákres takového
stromu zobrazuje obrázek 4.6, který by reprezentoval systém s rámcem vztaºeným ke scén¥
v ko°eni stromu a n¥kolik dal²ích rámc· spojených s podvozkem a jednotlivými koly pod-
vozku.
4.3.2 OGRE
Vizualiza£ní prost°edí Rviz 4.2.2 pouºívá k renderování vizualizace graﬁckou knihovnu Ogre.
Aby bylo moºné upravovat graﬁcké prvky, které prot°edí Rviz vykresluje, je vhodné alespo¬
základním princip·m této knihovny rozum¥t.
Ogre je zkratka celého názvu Object-Oriented Graphics Rendering Engine, jde tedy o ob-
jektov¥ orientovaný graﬁcký renderovací engine. Jedná se o nástroj napsaný v C++ a slouºí
k usnadn¥ní a více intuitivnímu vytvá°ení aplikací s pouºitím hardwarov¥ akcelerované
graﬁky. Knihovna Ogre je abstrakcí nad systémovými knihovnami jako DirectX nebo
OpenGL, skrývá implementa£ní detaily niº²ích vrstev a poskytuje rozhraní k intuitivnímu
vytvá°ení grafu scény pomocí existujících objekt· [14].
Ogre není herní engine, poskytuje pouze graﬁcké prost°edky pro vytvo°ení a renderování
scény. Neumoº¬uje obohatit aplikaci o prvky jako zvuk, sí´ové sluºby, um¥lou inteligenci,
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Obrázek 4.6: Zjednodu²ený výstup nástroje view_frames se orientovaným stromem trans-
formací
kontrolu kolizí nebo reálnou fyziku.
Diagram 4.7 ukazuje n¥které nejd·leºit¥j²í objekty, vyskytující se v aplikacích vyuºí-
vajících Ogre. Na úplném vrchu diagramu je objekt Root. Ten funguje jako vstupní bod
do systému Ogre a pomocí n¥j se vytvá°ejí objekty nejvy²²ích úrovní jako manaºery scén,
renderovací systémy, renderovací okna, pluginy a podobn¥. Obvykle objekt Root posky-
tuje objekty, které teprve ud¥lají práci, která je poºadována, Root sám o sob¥ je tedy spí²
organiza£ním prvkem. V¥t²ina dal²ích objekt· v Ogre spadá do jedné ze t°ech kategorií.
• Management scény
Jde o jednotlivé reálné objekty ve scén¥, struktura scény, pozice a orientace kamery
a podobn¥. Objekty této kategorie poskytují p°irozené rozhraní ke sv¥tu, který je
modelován scénou.
• Management zdroj·
Zdroji (resources) se v tomto kontextu rozumí data, která jsou nezbytná ke správnému
vykreslení scény mimo samotnou strukturu rozmíst¥ní objekt·, tedy geometrie ob-
jekt·, textury, fonty a podobn¥. Objekty této kategorie se starají o to, aby byly tyto
zdroje korektn¥ na£ítány, efektivn¥ vyuºívány nebo odstra¬ovány z pracovní pam¥ti.
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• Renderování
Objekty týkající se niº²ích vrstev renderovací pipeline. Nej£ast¥ji se jedná o speciﬁcké
systémové objekty jako buﬀery a podobn¥.
Obrázek 4.7: Diagram n¥kterých d·leºitých objekt· v Ogre (p°evzato z [14])
Mimo tyto typy objekt· m·ºe být systém Ogre obohacen také o objekty typu plugin.
Ogre bylo navrºeno, aby bylo snadno roz²i°itelné a práv¥ pluginy jsou prost°edky k t¥mto
roz²í°ením. Z v¥t²iny t°íd Ogre lze vytvá°et podt°ídy a tak je roz²i°ovat. M·ºe se jednat
o nový SceneManager s vlastní organizací scény, novou implementaci renderovacího systému
nebo t°ídu poskytování na£ítání zdroj· z nestandardního umíst¥ní (na p°íklad z webového
umíst¥ní nebo databáze). Díky t¥mto moºnostem se Ogre °adí mezi renderovací prost°edky
s velice univerzálním vyuºitím, umoº¬ující vykreslit prakticky jakoukoliv scénu [14].
Z pohledu této práce mají v¥t²í význam objekty skupiny Managementu scény a zdroj·.
Krom¥ objektu Root, který by m¥l být prvním vytvo°eným objektem v aplikaci Ogre, je z°ej-
m¥ nejd·leºit¥j²ím prvkem SceneManager. Ten se stará o organizaci ve²kerého obsahu scény,
o vytvá°ení a spravování kamer, pohyblivých objekt· (entit), sv¥tel a materiál· (povrchových
vlastností objekt·, nikoliv textur). Není t°eba si uchovávat ºádné seznamy entit nebo kamer.
V²e je k dispozici prost°ednictvím SceneManageru a jeho metod jako getLight, getCamera a
podobn¥. Je to také objekt SceneManager, který zasílá prvku RenderSystem, co má vykreslit.
Obvykle v²ak není t°eba manuáln¥ volat metodu SceneManager::_renderScene, která má
tuto £innost na starost, ale renderovací cíl si ji zavolá sám vºdy, kdyº pot°ebuje obnovit
obraz. Základní objekt SceneManager implementuje funk£nost popsanou vý²e, ale organizace
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scény v n¥m je pouze velice jednoduchá. Je to zp·sobeno velikou rozmanitostí typ· scén
a poºadavk· na jejich spravování. Proto není moºné o£ekávat dobré výkonostní výsledky
základního SceneManageru na velikých scénách. Pro tyto ú£ely je t°eba pouºít n¥který ze
specializovaných typ·, na p°íklad BspSceneManager, který je optimalizovaný pro velké scény
organizované do BSP stromu (Binary space partition tree).
T°ída ResourceGroupManager je prost°edek pro správu zdroj· jako textury nebo meshe.
Tato správa probíhá prost°ednictvím n¥kolika ResourceManager·, které se zabývají vºdy
konkrétním typem zdroje, jako TextureManager nebo MeshManager. ResourceManagery
zaji²´ují, ºe jsou zdroje na£ítány vºdy jen jednou a sdílené v celém Ogre engine a zárove¬
spravují pam¥´ové poºadavky zdroj·.
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Kapitola 5
Návrh vizualizace pro ovládání
robota
V po£íta£ové graﬁce je pom¥rn¥ obvyklou technikou fúze 3D point cloudu a barevných
snímk· pro získání barevného 3D modelu scény 2.2. Zárove¬ je b¥ºnou praxí vyuºívat
k ovládání robot· jak barevný video stream, tak 3D mapu z laserových senzor· 2.1. Nabízí
se tedy moºnost vyuºití k ovládání robota kombinaci ²edotónové 3D mapy a barevného
videa pro dosaºení potenciáln¥ lep²í orientace vzdáleného operátora v okolí robota.
Z moºností fúze point cloudu a barevného videa byly vybrány následující:
• Zobrazení videa na polopr·hledném polygonu p°ed point cloudem.
Obrázek 5.1: Zobrazení videa na polopr·hledném polygonu p°ed point cloudem
Za pomoci znalosti pozice robota a jeho orientace ve scén¥ je moºné vykreslit do
prostoru polygon s dynamickou texturou, znázor¬ující vºdy aktuální snímek kamery.
P°i tomto návrhu °e²ení je t°eba °e²it následující otázky:
 Vzdálenost vykreslování polygonu od robota musí být dynamická.
S m¥nící se vzdáleností point cloudu od robota by se p°i pohybu robota p°i
konstantní pozici polygonu vzhledem k robotovi mohl obraz videa dostat za point
cloud, proto je t°eba jeho pozici vykreslování m¥nit podle aktuální situace.
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 Vykreslený polygon m·ºe zastínit velkou £ást point cloudu.
Tímto by p°i pohledu do scény nebyla viditelná znatelná £ást hloubkové informace
o scén¥. e²ením m·ºe být £áste£ná pr·hlednost polygonu se záb¥rem videa. To
zviditelní jak barevnou informaci, tak hloubkovou informaci, ale zobrazením dat
takto p°es sebe lze o£ekávat znep°ehledn¥ní vizualizace.
Více o tomto návrhu °e²ení v sekci 5.1
• Obarvení jednotlivých bod· point cloudu.
Obrázek 5.2: Obarvený point cloud
Jsou-li k dispozici dv¥ barevné kamery a 3D point cloud scény, je moºné se pokusit jed-
notlivé body point cloudu obarvit, nap°íklad s vyuºitím Point Cloud Painter algoritmu
2.2.2 [1]. U této varianty lze p°edpokládat následující vlastnosti:
 Tímto slou£ením informace o barv¥ i hloubce se z°ejm¥ zp°ehlední a zjednodu²í
vnímání t¥chto informací operátorem. Vizualizace je takto p°irozen¥j²í a podob-
n¥j²í realit¥.
 Rozli²ení point cloudu je mnohem men²í, neº rozli²ení barevných snímk·. P°i
obarvování bude t°eba °e²it otázku zda obarvovat bod point cloudu jeho nej-
bliº²ím pixelem, nebo barvu interpolovat z okolních pixel·. Vºdy v²ak dojde ke
ztrát¥ £ásti barevné informace.
Více o tomto návrhu °e²ení v sekci 5.2
5.1 Zobrazení videa na polygonu
První variantou, jak sjednotit point cloud a video do jediného renderovacího okna je moºnost
zobrazit video stream na polygonu p°ed robotem. P°edstava °e²ení je taková, ºe p°ed robotem
bude zobrazené pohledové t¥leso (jehlan nebo komolý jehlan) a v tomto pohledovém t¥lese
bude zobrazováno barevné video z kamery robota na obdélníkovém polygonu. Video by m¥lo
m¥nit framy v reálném £ase tak, jak p°ícházejí ze senzor· robota a celý polygon s videem i
pohledové t¥leso bude m¥nit svou pozici a nato£ení tak, aby se vºdy nacházelo p°ed robotem
a mí°ilo do sm¥ru jeho pohledu. Nákres této varianty °e²ení je znázorn¥n na obrázku 5.5, kde
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je £erven¥ vykresleno pohledové t¥leso a v n¥m zobrazen polopr·hledný polygon s aktuálním
snímkekm barevné kamery. Snímky, z nichº nákres vychází, jsou na obrázku 5.4, kde je
vizualizace simulovaných dat z 3D senzoru robota, a obrázku 5.3, kde je aktuální záb¥r
jedné z kamer.
Obrázek 5.3: Jeden snímek pravé kamery robota
5.1.1 Moºnosti °e²ení zobrazení videa na polygonu
Technické moºnosti °e²ení nabízí vizualiza£ní prost°edí Rviz popsané d°íve v kapitole 4.2.2.
Zobrazení point cloudu je moºné p°ímo ze senzor· p°es p°ednastavený typ displeje. Pohle-
dové t¥leso je moºné zobrazit s vyuºitím marker· 4.2.2 typu úse£ka.
Komplikovan¥j²í situaci zp·sobuje zobrazení videa. Triviálním °e²ením je odchytávání
fram· videa a zobrazování jednotlivých pixel· jako marker· typu bod, obarvených barvou
pixel·. Kaºdý marker se v²ak vytvá°í a m¥ní pomocí zpráv, coº by i p°i nízkém rozli²ení videa
znamenalo veliký komunika£ní tok mezi vizualiza£ním prost°edím a procesem zpracováva-
jícím video. Lep²ím °e²ením se zdá zobrazovat video jako marker typu polygon s texturou
v podob¥ aktuálního framu videa. Pro u²et°ení datového toku pot°ebného pro komunikaci by
bylo ideální, kdyby byl marker sám schopný odchytávat framy s texturou z video topicu. Pro
tyto ú£ely by bylo t°eba zderivovat implementaci markeru pro vlastní pot°eby a pouºít ve
vizualiza£ním prost°edí Rviz jako plugin. Zp·sob vytvo°ení pluginu je popsán dále v kapitole
6.1.4.
Dal²í otázkou p°i tomto °e²ení fúze je vzdálenost, v jaké se má video frame p°ed robotem
zobrazovat. Aby pasoval polygon s videem do pohledového t¥lesa, £ím blíºe bude robotovi,
tím bude muset být men²í. Proto se zdá být lep²í zobrazovat video dále od robota, nicmén¥
maximální vzdálenost zobrazení polygonu bude omezena okolím robota, tedy vzdáleností
point cloudu p°ed robotem. Tak by mohlo docházet k neºádoucím jev·m, jako zobrazení
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Obrázek 5.4: Vizualizace simulovaných dat z laserového skeneru robota
videa p°ed robotem za st¥nou nebo jiným objektem. Vzdálenost videa se tedy bude muset
dynamicky m¥nit podle okolí robota. Toho bude moºné dosáhnout relativn¥ snadno pr·cho-
dem jednotlivými body point cloudu a vyhledáním nejbliº²ího z nich, podle jehoº hloubky
bude odvozena maximální vzdálenost vykreslování polygonu.
5.1.2 Komponenty vizualizace
K tomu, aby mohly být provád¥ny výpo£ty na stran¥ robota, je t°eba vytvo°it ROS Package
a v n¥m napsat program pro ROS Node (viz ROS koncepty 4.1 a vytvo°ení ROS package
4.1.1).
V moment¥, kdy je vytvo°ený spustitelný node a je jasné, které výpo£ty bude provád¥t,
je moºné se zamyslet nad p°edpokládaným datovým tokem mezi jednotlivými z·£astn¥nými
prvky. Tato propojení znázor¬uje obrázek 5.6. V n¥m jsou znázorn¥ny jiº i zprávy pot°ebné
pro dynamicky texturovaný polygon. Pro pot°eby zobrazení pohledového objemu je d·leºitý
prvek view, coº je jméno procesu (node), který po£ítá ve²keré pot°ebné parametry pro vizu-
alizaci na stran¥ robota. ipky sm¥°ující do procesu jsou odebírané zprávy s pot°ebnými in-
formacemi. CameraInfo jsou parametry kamery, z nichº lze spo£ítat parametry pohledového
objemu. Tf umoº¬uje získat transformace mezi rozdílnými sou°adnými systémy senzorových
dat a je tedy pot°eba ke správnému umíst¥ní pohledového objemu vzhledem ke scén¥. Point-
Cloud2 jsou data z 3D senzoru, které je pot°eba vzít v úvahu aº p°i tvorb¥ texturovaného
polygonu. ipky sm¥°ující z procesu view jsou zprávy, které posílá vzdálenému operá-
torovi, konkrétn¥ vizualiza£nímu prst°edí Rviz. Marker je standardní zpráva ROSu typu
visualization_msgs::Marker pro zobrazení pohledového objemu. ButCamMsg je zpráva
s informacemi o texturovaném polygonu pot°ebná pro zobrazení displeje But_cam_display
a bude vysv¥tlena pozd¥ji. ipky sm¥°ující od operátora k robotovi do Parameter serveru
znázor¬ují zp¥tný tok informací o nastaveních ve vizualiza£ním prost°edí a budou vysv¥tleny
níºe.
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Obrázek 5.5: Nákres pohledového objemu a zarovananého framu z barevné kamery do scény
5.1.3 Analýza existujících displej· prost°edí Rviz
Jiº na obrázku 5.6, kde je znázorn¥n datový tok mezi jednotlivými komponentami vizu-
alizace, je z°ejmé, ºe o zobrazení polygonu otexturovaného aktuálním snímkem kamery
bude pot°eba vytvo°it nový display pro vizualiza£ní prost°edí Rviz. Principy vytvo°ení
takovéhoto nového displeje budou vysv¥tleny pozd¥ji v implementa£ní £ásti.
Ve²keré displeje prost°edí Rviz jsou objekty zd¥d¥né z bázového objektu rviz::Display.
Z n¥j je t°eba odvodit zcela nový display pro pot°eby navrºené vizualizace. P°estoºe jsou
pot°eby tohoto displeje p°íli² speciﬁcké, neº aby mohl být pouºit n¥který z p°eddeﬁnovaných
displej· prost°edí Rviz, jeho podoba bude zárove¬ dosti podobná n¥kterým konkrétním
rys·m t¥chto p°eddeﬁnovaných displej·. Proto se nabízí moºnost pouºít n¥který z t¥chto
displej· a jeho funkcionalitu pouze upravit tak, aby vyhovovala pot°ebám nového vizualiza-
£ního prvku. Vlastnosti, které jsou pot°eba pro nový displej, jsou následující:
• Moºnost zobrazit v 3D pohledu prost°edí Rviz obdélník viditelný z obou stran.
• Moºnost m¥nit pozici a velikost tohto obdélníku s informacemi publikovanými na
zvolených topicích.
• Nový display musí být schopen sám odchytávat snímky z barevné kamery publikované
na zadaném topicu.
• Textura zobrazeného obdélníku je dána aktuálním snímkem kamery a je synchronizo-
vaná s polohou obdélníku (tedy aby textura vºdy vizualizovala barevný snímek scény
viditelné "za"obdélníkem).
• Polygon by m¥l mít nastavitelnou pr·hlednost, aby nebránil výhledu na point cloud.
Jak je z°ejmé z p°edchozích kapitol návrhu vizualizace, kdy byl nový display ozna£ován
jako marker, první volbou p°eddeﬁnovaného displeje se nabízí být display typu Marker (viz
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Obrázek 5.6: Propojení a typy zpráv v robotovi a mezi robotem a vizualiza£ním prost°edím
4.2.2). Ten £áste£n¥ poºadované funkce implementuje, ale veliká £ást zcela chybí a n¥které
by byly relativn¥ komplikovan¥ implementovatelné.
+ Marker umoº¬uje zobrazit ve 3D pohledu prost°edí Rviz libovolný geometrický tvar.
+ Zárove¬ je moºné m¥nit pozici a orientaci tohoto tvaru pomocí zpráv ze zvoleného
topicu.
− Marker odchytává pouze jeden typ zprávy pro polohu geometrického primitiva, ode-
bírání snímk· kamery by bylo t°eba p°idat.
− Marker neumoº¬uje p°idávat geometrickým prvk·m texturu.
− V moºnostech úpravy vlastností Markeru také chybí moºnost upravit pr·hlednost.
P°i d·kladn¥j²ím zkoumání jiných typ· displej· prost°edí Rviz vy²lo najevo, ºe mnohem
lépe pot°ebám nového displeje vyhovuje pro základ funkcionalita displeje typu Map.
+ Map zobrazuje obdélníkový polygon v 3D pohledu prost°edí Rviz.
+ Polygon displeje Map má texturu, která je odebírána ze zadaného topicu.
+ Display Map má nastavitelnou pr·hlednost.
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− Map neumoº¬uje m¥nit pozici a orientaci polygonu s mapou.
− Zárove¬ Map neodebírá jiný topic, neº zmín¥ný topic s texturou (tedy se samotnou
mapou).
Z p°edchozích vý£t· je z°ejmé, ºe jako základ nového displeje bude lep²í pouºít display
typu Map.
5.1.4 O£ekávaný p°ínos vizualizace
Vzhledem k d°íve popsaným problém·m se vzdáleným ovládáním robota v sekci 2.1.1 lze
o£ekávat zlep²ení v n¥kterých ze zmín¥ných bod·. Jelikoº zorný úhel 3D kamery bývá ob-
vykle v¥t²í, neº je tomu u b¥ºných barevných kamer, p°ítmonost point cloudu ve stejném
okn¥ s barevným videem £áste£n¥ pom·ºe s problémy omezeného zorného úhlu barevné
kamery, bez pouºití modelu okolí z nasnímané hloubkové mapy i v tomto p°ípad¥ bude
omezený zorný úhel znatelný problém. Pokud by p°i vizualizaci bylo za°ízeno, ºe se model
robota bude vykreslovat ve skute£né poloze vzhledem k vodorovné hladin¥ (na p°íklad
s pouºitím gyroskop·, nebo pomocí telemetrie a modelu okolí z hloubkové mapy), m·ºe
tato vizualizace vy°e²it potíºe s nesprávným vnímáním polohy a orientace robota. Co v²ak
lze °íct s jistotou je, ºe díky zobrazenému point cloudu není moºné nesprávn¥ odhadnout
hloubku viditelné scény, protoºe operátor vidí p°esný model skute£né scény a zárove¬ ne-
ztratí informace o skute£ném vzhledu okolí, zobrazeném na barevných snímcích.
5.2 Texturování point cloudu
Druhou moºností °e²ení sjednocení point cloudu a videa je obarvovat jednotlivé body point
cloudu barvami pixel· videa. U této varianty je také moºnost zobrazení pohledového t¥lesa
stejn¥ jako u první varianty 5.1. Rozdíl je ale ve vizualizaci barevné informace z kamery.
V tomto p°ípad¥ není video zobrazováno na nový polygon ve scén¥, ale barva je p°ímo
aplikována na point cloud.
Princip jedné z moºných technik pouºitelných k obarvení point cloudu je popsán v £ásti
o PCP algoritmu 2.2.2.
5.2.1 Technické moºnosti obarvování point cloudu
Jelikoº jsou k dispozici dv¥ paraleln¥ umíst¥né kamery, je moºné vyhodnocovat barvu
kaºdého bodu point cloudu pomocí Point Cloud Painter algoritmu [1] (viz 2.2.2). Vzhledem
k tomu, ºe kamery jsou od sebe vzdálené jen n¥kolik centimetr·, je v²ak pravd¥podobné,
ºe výsledný rozdíl mezi takto obarveným point cloudem a obarvováním pouze jednou sadou
snímk· bude zanedbatelný.
U této varianty je o£ekáváno zlep²ení stejných problematických aspekt· vzdáleného
ovládání robota jako u p°edchozí varianty popsané vý²e v odstavci 5.1.4.
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Kapitola 6
Implementace vizualizace pro
ovládání robota
Ob¥ varianty vizualizace pro ovládání robota s vyuºitím fúze dat z laserového 3D senzoru
a barevné kamery byly popsány v p°edchozí kapitole 5. V následujících sekcích budou po-
drob¥ji popsány kroky pot°ebné k reálné implementaci navrºených prvk·.
6.1 Zobrazení videa na polygonu
Jak bylo nastín¥no v kapitole 5.1, v této variant¥ bude video z barevné kamery zobrazováno
na (polopr·hledném) polygonu p°ed robotem v dob°e zvolené vzdálenosti od robota. Vo-
liteln¥ m·ºe být v prostoru zvýrazn¥n také pohledový objem, ohrani£ující ve scén¥ v²e, co
je viditelné danou barevnou kamerou robota.
Nejprve bude p°iblíºena na první pohled snaz²í £ást, tedy zobrazení pohledového ob-
jemu, která ve ﬁnální verzi bude tvo°it relativn¥ samostatnou £ást. Podle p·vodního návrhu
z kapitoly 5.1 je moºné t¥leso znázornit pomocí marker·, coº je také nejjednodu²²í zp·sob.
Výpo£et v²ech parametr· pro marker je teoreticky moºný provád¥t kompletn¥ na stran¥
vizualiza£ního prost°edí s tím, ºe pot°ebné informace získá odebírání zpráv z p°íslu²ných to-
pic·. Tím by v²ak vznikl redundantní datový tok mezi robotem a vizualiza£ním prost°edím.
Vizualiza£ní prost°edí pot°ebuje pro zobrazení markeru pouze n¥kolik málo parametr·, jako
jsou pozice a orientace jednotlivých primitiv. Není proto nutné zasílat na stranu operátora
v²echny parametry kamery, nebo celý point cloud.
6.1.1 Výpo£et parametr· pohledového jehlanu
ROS pouºívá k získání snímk· z kamery model dírkové kamery 3. Pohledový objem je
tedy znázornitelný jehlanem s vrcholem v dírce kamery a sm¥°ující od roviny obrazu.
Výpo£et je proveden v sou°adném systému spojeném s kamerou a sou°adnice jsou aº pozd¥ji
p°evedeny do globálního sou°adného systému spojeného se scénou. Rozm¥ry pohledového
jehlanu lze spo£ítat z vnit°ních parametr· kamery, které jsou k dispozici ve zprávách typu
sensor_msgs::CameraInfo. Tyto zprávy jsou zasílány prost°edníctvím topic· pro kaºdou
kameru zvlá²´ (levou a pravou barevnou kameru a 3D hloubkovou kameru umíst¥nou níº
mezi nimi). Pro tento ú£el se není t°eba zabývat více kamerama najednou, protoºe by se
pohledové objemy i obrazy kamer p°ekrývaly, coº by zna£n¥ znep°ehled¬ovalo scénu a krom¥
toho by to ºádný uºitek nep°ineslo. Budou-li výpo£ty provád¥ny pro jednu konkrétní kameru,
moºnost volby této kamery by m¥la být na stran¥ operátora, tedy ve vizualiza£ním prost°edí.
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Jak je vid¥t v grafu 5.6, p°edstaveném v návrhu vizualizace, tok inforamcí od vizualiza£ního
prost°edí sm¥rem k robotovi sm¥°uje do tzv. Parameter serveru, coº je prost°edek ROSu pro
uchovávání globálních parametr·. Parametr lze snadno nastavit i získaz zp¥t jeho hodnotu
pomocí jednoho z dvojice p°íkaz·:
ros::param::set("/param_name", value);
ros::param::get("/param_name", value);
Zde /param_name je název parametru, pod nímº bude uloºen na serveru. Názvy pod-
porují hierarchické £len¥ní do namespaces, odd¥lených lomítky. Value je samotná hodnota
pro vkládání parameru, p°ípadn¥ prom¥nná pro vyzvednutí hodnoty. Parameter server pod-
poruje prom¥nné typu textový °et¥zec, logická hodnota, celé £íslo a £íslo s plovoucí °ádovou
£árkou. Zvolená kamera je tedy ukládána na parameter server pod názvem
/but_data_fusion/camera s ohledem na namespace balí£ku, je typu textového °et¥zce a
obsahuje typ zvolené kamery z níº si node pro výpo£et parametr· pohledového objemu
snadno odvodí topic s parametry dané kamery.
Proces tedy odebírá zprávy topicu /stereo/left/camera_info,
/stereo/right/camera_info nebo /cam3d/depth/camera_info, jimiº jsou zásílány parame-
try jednotlivých kamer. V dokumentaci jsou vysv¥tleny podrobn¥ v²echny atributy t¥chto
zpráv [12], pro tuto práci jsou nejd·leºit¥j²í pole width a height s ²í°kou a vý²kou obrazové
roviny dírkové kamery a matice K s vnit°ními parametry kamery. Matice K je blíºe popsána
v kapitole 3, pro pot°eby výpo£tu parametr· pohledového objemu sta£í v¥d¥t, ºe lze z této
matice získat sou°adnice dírky kamery a ohniskovou vzdálenost.
S t¥mito informacemi lze snadno spo£ítat pozice jednotlivých vrchol· pohledového je-
hlanu. Princip je znázorn¥n na obrázku 6.1. Ten zobrazuje, jak je moºné spo£ítat jednu
sou°adnici (v ose y) horního vrcholu pohledového jehlanu. Obdélník v levé £ásti obrázku
znázor¬uje dírkovou kameru p°i pohledu ze strany. Rozm¥r y je vzdálenost spodní hrany
roviny obrazu od hlavní osy kamery. Ten je moºné spo£ítat pomocí vý²ky obrazové roviny a
pozice hlavního bodu kamery (v²echny tyto údaje jsou k dispozici ze zprávy CameraInfo).
Vzdálenost fy je ohnisková vzdálenost. α je úhel, který svírá paprsek dopadající na spodní
hranu obrazové roviny s hlavní osou kamery a y' je výsledná sou°adnice, kterou je t°eba
spo£ítat. Vzdálenost depth je prom¥nná podle poºadované hloubky pohledového jehlanu.
Výpo£et této jedné sou°adnice °e²í rovnice 6.1, 6.2 a 6.3.
tgα =
y′
depth
(6.1)
tgα =
y
fy
(6.2)
y′ =
y
fy
depth (6.3)
6.1.2 Zobrazení pohledového objemu
Za p°edpokladu, ºe jsou spo£ítány parametry pohledového jehlanu v sou°adném systému se
st°edem v dírce kamery, je t°eba ke korektnímu zobrazení pohledového objemu u£init n¥kolik
krok·. K výpo£tu p°esných sou°adnic vrchol· je nutné zvolit poºadovanou hloubku jehlanu.
Ta je nastavena tak, aby se dynamicky m¥nila vzhledem k okolní scén¥. Konkrétn¥ je hloubka
jehlanu po£ítána ze vzdálenosti nejvzdálen¥j²ího bodu zobrazovaného point cloudu. Navíc
39
Obrázek 6.1: Výpo£et vrchol· pohledového jehlanu
byla vzhledem k testovacím dat·m a simulaci robota zvolena maximální hloubka jehlanu
15,0 m. Nyní, kdyº je ur£ena hloubka jehlanu, lze spo£ítat p°esné sou°adnice v²ech p¥ti bod·
jehlanu. Vrchol bude z°ejm¥ ve st°edu sou°adného systému, jehoº po£átek je spojen práv¥
s dírkou kamery, zbylé £ty°i jsou spo£teny postupem popsaným v p°edchozí sekci 6.1.1.
Dal²ím krokem je p°evedení sou°adnic do globálního sou°adného systému, jehoº poloha
se nem¥ní s £asem, tedy do sou°adného systému spojeného se scénou. Za tento sou°adný
systém poslouºí rámec /map, který je spojen s dvourozm¥rnou mapou scény, kterou si robot
m·ºe pomocí balí£ku cob_2dnav dynamický vytvá°et. O obecných principech p°evod· mezi
sou°adnými rámci je psáno v kapitole o balí£ku TF 4.3.1, jehoº je p°i t¥chto výpo£tech
s výhodou pouºíváno. Nyní budou popsány kroky nutné k p°evodu t¥chto konkrétních bod·
mezi t¥mito konkrétními sou°adnými systémy.
Programov¥ je p°evod mezi t¥mito sou°adnými systémy proveden pomocí objektu
tf::TransformListener z balí£ku ROSu TF. Jeho metoda waitForTransform zastaví na
ur£itý £as b¥h programu a £eká, dokud není k dispozici transformace (tedy cesta nap°í£
stromem sou°adných rámc·) mezi zadanými rámci. Mezi d·leºité parametry volání funkce
patrí p°edev²ím zdrojový a cílový sou°adný rámec, maximální £as, po který se má na trans-
formaci £ekat, a také £asová známka okamºiku, pro který chceme transformaci získat. Tato
metoda tedy umoº¬uje nalézt transformaci mezi dv¥ma rámci i z libovolného £asu p°ed-
chozího. Samotné zavolání waitForTransform transformaci nezji²´uje, pouze £eká, aº bude
p°ipravena, aby volání následující metody, konkrétn¥ lookupTransform, neskon£ilo chy-
bou. lookupTransform poºaduje stejné parametry, jako p°edchozí metoda, k nimº musí být
p°idán minimáln¥ jeden navíc, a to prom¥nná typu tf::StampedTransform, do níº má být
vyhledaná a vypo£tená transformace uloºena.
P°edtím, neº je v²ak moºné po£ítat vrcholy pohledového t¥lesa a transformovat je
do daného sou°adného systému, je t°eba se zamyslet nad synchronizací v²ech informací
získaných za b¥hu nodu z topic·. V tomto konkrétním p°ípad¥ si node odebírá pravideln¥
zprávy týkající se parametr· barevné kamery, informace o stromu sou°adných systém· a
transformací mezi rámcem barevné kamery a rámcem scény a k tomu v²emu zprávy s aktuál-
ním point cloudem snímaným 3D kamerou (pro výpo£et vykreslované hloubky pohledového
objemu a pozd¥ji i pro výpo£et vzdálenosti polygonu se zobrazeným videem). V²echny
tyto zprávy jsou £asov¥ závislé a je t°eba se postarat o to, aby v moment¥, co dojde k je-
jich zpracování, se v²echny týkaly stejného (pokud moºno co nejaktuáln¥j²ího) okamºiku.
V této situaci navíc p·jde o dva r·zné typy synchronizací. První se musí postarat o to,
ºe ke zpráv¥ o parametrech kamery bude k dispozici i strom transformací mezi rámcem
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kamery a scény. To °e²í t°ída tf::MessageFilter, jejímuº konstruktoru je zadán cílový
rámec (pro tuto aplikaci tedy /map) a stará se o to, aby událost p°íchodu nové zprávy byla
uskute£n¥na jen v p°ípad¥, ºe bude zárove¬ s ní k dispozici pr·chod stromem transformací
mezi danými dv¥ma rámci. Druhý typ synchronizace musí za°ídit, aby v p°ípad¥, ºe bude
k dispozici zpráva o parametrech kamery, byla zárove¬ p°ijata i zpráva s point cloudem se
stejnou £asovou známkou (tedy p°íslu²ná stejnému okamºiku v £ase). Pro tento typ syn-
chronizace je k dispozici t°ída message_filters::Synchronizer. Jde o generickou t°ídu,
která p°ijímá jako typový parametry synchroniza£ní politiku a jako parametry konstruktoru
p°edev²ím listenery jednotlivých zpráv (a´ uº jde o listener typu tf::MessageFilter nebo
message_filters::Subscriber). Synchroniza£ní politika je v tomto projektu nastavená na
typ ApproximateTime, která toleruje malý rozdíl £asových známek zpráv. D·vodem této to-
lerance jsou drobné nep°esnosti v £asových známkách v¥t²iny zpráv. Synchroniza£ní politika
typu ExactTime zprávy s £asovými známkami rozílnými by´ jen o desetitisícinu sekundy za-
hazuje jako nesesynchronizované. S takovouto politikou dorazila aº do zpracovávající funkce
pouze p°ibliºn¥ jedna z dvaceti zpráv.
Kdyº jsou vrcholy transformovány do vhodného sou°adného systému, je moºné jimi
vykreslit poºadovaný pohledový jehlan do vizualiza£ního prost°edí Rviz 4.2.2. Jak uº bylo
p°edloºeno v návrhu 5, ideálním prost°edkem k zobrazení jednoduchých geometrických pri-
mitiv ve vizualiza£ním prost°edí jsou takzvané markery 4.2.2. Pro vykreslení sady úse£ek
je k dispozici marker typu LINE_LIST, který obashuje pole bod·, v n¥mº jednotlivé dvojice
bod· ur£ují samostatné úse£ky .
P°ipravený objekt markeru se z b¥ºícího nodu posílá na zpracování vizualiza£nímu
prost°edí pomocí objektu typu ros::Publisher, kterému jsou v konstruktoru p°edány
parametry, ur£ující jaký typ zpráv bude publikovat nebo jaké bude jméno topicu, na který
se mají zprávy zasílat. Jsou-li zprávy korektn¥ zasílány na zadaný topic, v prost°edí rviz je
moºné pohledové t¥leso snadno zobrazit p°idáním zobrazování displeje typu marker a za-
dat mu zvolený topic, v n¥mº informace o geometrii primitiv proudí. Výsledek je ukázán na
obrázku 6.2. V centrální £ásti vizualiza£ního prost°edí je zobrazený pohledový objem robota.
V levé £ásti v seznamu displej· jsou vid¥t vlastnosti displeje, který toto t¥leso reprezentuje.
D·leºitá je p°edev²ím poloºka Marker Topic, coº je název topicu, na n¥hoº d°íve popsaný
proces publikuje zprávy s geometrií Markeru.
6.1.3 Výpo£et parametr· polygonu s obrazem kamery
K tomu, aby mohl být zobrazen uvnit° pohledového objemu polygon s aktuálním obrazem
kamery, je pot°eba n¥kolik dodate£ných výpo£t·. Teoretický základ je p°ipravený z výpo£tu
parametr· pohledového t¥lesa v kapitole 6.1.1, v níº bylo popsáno, jak vypo£ítat p°ede-
v²ím £ty°i vzdálen¥j²í vrcholy pohledového jehlanu v libovolné hloubce. K ur£ení geometrie
poºadovaného polygonu bude tento typ výpo£tu zcela sta£it. Pouze parametr depth v tomto
p°ípad¥ neznamená hloubku pohledového t¥lesa, ale vzdálenost od kamery, v níº se má poly-
gon vykreslit. K vy°e²ení z·stávají dv¥ otázky - v jaké hloubce polygon vykreslovat a jak
informace o jeho geometrii p°edat vizualiza£nímu prost°edí.
Co se týká vzdálenosti polygonu od kamery, dobrým °e²ením se zdá být odvození pozice
polygonu od aktuálního point cloudu, s nímº by mohlo teoreticky dojít ke kolizi. Vzdálenost
se tedy bude dynamicky m¥nit s pozicí jednotlivých bod· point cloudu. Aby bylo zaji²t¥no,
ºe nedojde k prolínání vykresleného polygonu se zobrazeným point cloudem, nejjednodu²²í
°e²ení je, aby se polygon vykresloval vºdy blíºe kame°e, neº je nejbliº²í bod point cloudu.
Navíc je v programu o²et°en p°ípad, kdy by i nejbliº²í bod point cloudu byl kame°e velice
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Obrázek 6.2: vizualizace pohledového objemu pomocí displeje typu Marker
vzdálený a polygon se záb¥rem kamery by se tak zobrazil p°íli² daleko od robota, coº by
znep°íjem¬ovalo navigaci robota. Je proto nastavena maximální vzdálenost vykreslení poly-
gonu na 15,0 m. Dále bylo p°i testování zji²t¥no, ºe je n¥kdy vhodné, aby m¥l operátor
sám moºnost p°izp·sobit vzdálenost vykreslení polygonu podle okolních podmínek, které
nelze programov¥ ohlídat. Proto byla displeji v pluginu p°idána nastavitelná vlastnost ve
formátu desetinného £ísla, kterou si m·ºe operátor nastavit relativní pozici polygonu mezi
maximální vzdáleností a polohou kamery (hodnota 1.0 vykreslí polygon v maximální vy-
po£ítané vzdálenosti, 0.5 v polovi£ní vzdálenosti vzhledem ke kame°e a tak dále). Moºnosti
polohování polygonu jsou znázorn¥ny na obrázku 6.3. Jelikoº výpo£et pozice polygonu není
provád¥n na stran¥ operátora, je nutné informaci o poºadované vzdálenosti vykreslení p°e-
dat zp¥tn¥ na stranu robota. Toho lze docílit na p°íklad vyuºitím Parameter serveru, stejn¥
jako p°i p°edávání informace o zvolené kame°e (viz 6.1.1).
Obrázek 6.3: Demonstrace renderování polygonu v pohledovém objemu robota s implicitní
texturou a se vzdáleností vykreslení nastavnou na hodnotu 1.0 (vlevo) a 0.4 (vpravo)
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K p°edání informací o geometrii polygonu vizualiza£nímu prost°edí Rviz jsou ideálním
prost°edkem v tomto p°ípad¥ zprávy (messages) proudící skrz topic (viz 4.1). Kompliko-
van¥j²í je v²ak volba typu zasílané zprávy a tedy formát, v jakém se bude informace o ge-
ometrii odesílat. K zaslání informací o poloze, orientaci, barv¥ a podobných vlastnostech
geometrických primitiv je ur£en typ zprávy visualization_msgs::Marker. Ten v²ak krom¥
poºadovaných informací obsahuje také typ markeru, akce markeru, ºivotnost a podobn¥. Aby
nedocházelo k zasílání redundantních informací ve zbyte£n¥ velké zpráv¥, byl deﬁnován nový
typ zprávy, který obsahuje jen nutná data k jednozna£nému ur£ení polohy polygonu. K tomu,
aby byl jednozna£n¥ ur£en obdélník v prostoru, sta£í jeden bod, jeho orientace a vý²ka a
²í°ka obdélníku. K zaslání informace o pozici a orientaci bodu je k dispozici p°ednastavený
typ zprávy geometry_msgs::Pose. Ta obsahuje atribut typu Point nazvaný position, tedy
pozici bodu v prostoru ur£enou t°emi sou°adnicemi v euklidovském prostoru. Druhý atribut
je typu Quaternion nazvaný orientation, který slouºí k speciﬁkaci nato£ení v prostoru,
ur£eného pomocí £ty° hodnot quaternionu. K zaslání informace o m¥°ítku se obvykle pouºívá
atribut typu geometry_msgs::Vector3, který zcela posta£í pot°ebám zaslání velikosti obdél-
ník· ve dvou sm¥rech. Tyto dva typy (geometry_msgs::Pose a geometry_msgs::Vector3)
byly zapouzd°eny do jednoho typu zprávy nazvaného srs_ui_but::ButCamMsg. Deﬁnice
typu zprávy se provádí velice jednodu²e, a to p°idáním souboru s názvem zprávy a kon-
covkou .msg do sloºky msg/ v ko°enovém adresá°i balí£ku, jemuº nový typ zprávy p°íslu²í.
Zpráva se skládá z hierarchicky tvo°ených prvk·, jak bylo popsáno vý²e, a v deﬁni£ním
souboru jsou tyto prvky zprávy deﬁnovány textov¥ pouze vý£tem. Deﬁnice nového typu
zprávy srs_ui_but::ButCamMsg je tak krátký, ºe následuje kompletní podoba souboru
ButCamMsg.msg:
Header header # header for time/frame information
geometry_msgs/Pose pose # Pose of the object
geometry_msgs/Vector3 scale # Scale of the object 1,1,1 means default
(usually 1 meter square)
6.1.4 Vytvo°ení pluginu pro prost°edí Rviz
Jak jiº bylo nazna£eno v p°edchozím návrhu této metody vizualizace, je t°eba vytvo°it
prost°edek pro zobrazení obdélníkového polygonu, který bude samostatn¥ naslouchat na
zadaném topicu a obrazem z n¥j se bude tento polygon dynamicky otexturovávat. Na rozdíl
od zobrazení pohledového objemu neposkytuje prost°edí Rviz pro tyto ú£ely ideální display,
a proto je nutné takovýto display vytvo°it. Toho lze dosáhnout vytvo°ením pluginu pro Rviz,
který bude poskytovat prost°edí nov¥ implementovaný display.
Plugin pro prost°edí Rviz se neli²í v mnohém od ostatních balí£k· v systému ROS.
Jeho vytvá°ení probíhá v n¥kolika krocích, prvním z nich je vytvo°ení balí£ku pro ROS se
závislostmi na balících rviz, ogre_tools, actionlib, tf, actionlib_msgs, geometry_msgs
a roscpp.
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roscreate-pkg jméno rviz ogre_tools actionlib tf actionlib_msgs
geometry_msgs roscpp
Dal²ím krokem je t°eba °íci kompileru, aby p°i p°ekladu na²el knihovnu wxWidgets a tu
spole£n¥ s knihovnou Ogre propojil s výsledným pluginem. Toho lze dosáhnout p°idáním
následujících °ádk· do souboru CMakeLists.txt nového balí£ku.
find_package(wxWidgets REQUIRED)
include(${wxWidgets_USE_FILE})
include_directories( ${wxWidgets_INCLUDE_DIRS} )
target_link_libraries(${PROJECT_NAME} ${wxWidgets_LIBRARIES}
${OGRE_LIBRARIES})
V p°edchozí ukázce z kódu je prom¥nná PROJECT_NAME °et¥zec ur£ující jméno projektu.
Do stejného souboru je nutné p°idat také °ádek, který kompileru °íká, ºe výsledkem p°ekladu
bude knihovna. Stejn¥ jako v p°edchozí ukázce i zde vystupují prom¥nné, které musí být
inicializovány.
rosbuild_add_library(${PROJECT_NAME} ${PROJECT_SOURCE_FILES})
Prom¥nná PROJECT_SOURCE_FILES je seznam v²ech zdrojových soubor· knihovny. Hla-
vi£kové soubory v adresá°i include si kompiler najde automaticky. Tato prom¥nná m·ºe být
inicializována následovn¥:
set( PROJECT_SOURCE_FILES src/but_data_fusion/but_cam_display.cpp
src/but_data_fusion/init.cpp )
Z pochopitelných d·vod· pot°ebuje kaºdý plugin zdrojové soubory s implementovanou
funkcionalitou (v p°ípad¥ této práce s implementací displeje) a zdrojový soubor pro inicia-
liza£ní metodu. Inicializa£ní metoda se nachází obvykle v souboru init.cpp, který se stará
o registraci nové t°ídy v prost°edí Rviz. Kód je velmi jednoduchý a o registraci t°ídy se stará
volaní jediné metody.
#include "rviz/plugin/type_registry.h"
#include "but_data_fusion/but_cam_display.h"
extern "C" void rvizPluginInit(rviz::TypeRegistry* reg)
{
reg->registerDisplay<rviz::ButCamDisplay>("CButCamDisplay");
}
V ukázce vý²e jsou zadány konkrétní hodnoty pro cesty k hlavi£kovému souboru, °et¥zec,
který bude výsledný display reprezentovat v prost°edí Rviz (CButCamDisplay) a t°ídu, která
tento display implementuje (ButCamDisplay). Tato t°ída je tedy implementována v zadaném
hlavi£kovém souboru a p°íslu²ném souboru se zdrojovým kódem. V tomto kódu je nutné
vytvo°it novou t°ídu, jejíº název je jiº pouºit v p°edchozím kódu, který tuto t°ídu registroval
pro Rviz. Nutností je, aby t°ída byla potomkem t°ídy rviz::Display. Dal²í nutností kódu
je implementace virtuálních metod nad°azené t°ídy. Jedná se o tyto:
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• virtual void targetFrameChanged()
Metoda, která se volá v p°ípad¥, ºe ve vizualiza£ním prost°edí byl zm¥n¥n rámec
Target Frame.
• virtual void fixedFrameChanged()
Metoda, která se volá v p°ípad¥, ºe ve vizualiza£ním prost°edí byl zm¥n¥n rámec Fixed
Frame.
• virtual void update( float wall_dt, float ros_dt )
Metoda volána periodicky vizualiza£ním prost°edím pro pot°eby p°ekreslení vizuali-
zace. Parametry jsou £asové údaje, ur£ující kdy bylo naposledy zavoláno obnovení
vizualizace.
• virtual void onEnable()
Metoda zavolaná v p°ípad¥, ºe byl display povolen ve vizualizaci (za²krtávací polí£ko
Enable ve vlastnostech displeje v prost°edí Rviz).
• virtual void onDisable()
Metoda zavolaná v p°ípad¥, ºe byl display zakázán ve vizualizaci (za²krtávací polí£ko
Enable ve vlastnostech displeje v prost°edí Rviz).
• virtual void reset()
Metoda volaná pro obnovení p·vodního stavu displeje (obnovení hodnot prom¥nných
a podobn¥).
• virtual void createProperties()
Metoda zabývající se vytvo°ením v²ech nastavitelných i informa£ních vlastností (prop-
erties) displeje viditelných a nastavitelných v graﬁckém rozhraní prost°edí Rviz.
Jelikoº jádrem v²ech balí£k· v systému ROS jsou soubory manifest.xml, je i v tomto
p°ípad¥ t°eba upravit jej tak, aby odkazoval na popis pluginu. Odkaz na popis se v manifestu
vytvá°í prvkem typu export.
<export>
<rviz plugin="${prefix}/lib/but_gui.yaml"/>
</export>
V t¥le prvku rviz je odkaz na soubor s koncovkou yaml, coº je textový soubor obsahující
popisek pluginu. Soubor yaml má následující formát:
name: but_gui
library: but_gui
displays:
-
class_name: ButCamDisplay
display_name: CButCamDisplay
description: |
This display allows to create rectangular polygon reading its position
from desired topic, with dynamic texture
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Za poloºkou name následuje název pluginu, poloºka library ur£uje základ názvu výsledné
knihovny bez p°edpony lib a bez koncovky .so, která se podle p°edchozí ukázky bude
tedy jmenovat libbut_gui.so. class_name ur£uje název t°ídy implementující display a
display_name ur£uje název displeje v prost°edí Rviz. Pod poloºkou description je moºné
doplnit roz²í°ený popis displeje. Takovýchto displej· je moºné v jednom pluginu implemen-
tovat pochopiteln¥ více, v souboru yaml by se jejich popis p°idal pod náv¥²tí displays i
s poml£kou.
Toto jsou v²echny kroky pot°ebné k vytvo°ení pluginu s novým displejem pro vizualiza£ní
prost°edí Rviz. Po p°eloºení vytvo°eného balí£ku p°íkazem rosmake se automaticky vytvo°í
knihovna s novým displejem a díky registracím v prost°edí Rviz bude nyní moºné plugin
na£íst. Na obrázku 6.4 je dialogové okno v prost°edí Rviz p°ístupné z menu poloºky Plugins.
V tomto okn¥ je seznam v²ech dostupných a registrovaných plugin·. U kaºdého z nich lze
nastavit, zda má být na£ten a zda má být na£ítán automaticky po spu²t¥ní. Na obrázku je
zvýrazn¥n £erveným ráme£kem plugin vytvo°ený v této práci.
Obrázek 6.4: Dialogové okno na£ítání plugin· v prost°edí Rviz. erven¥ zvýrazn¥ný je plugin
z této práce
Poté, co je plugin na£ten, sta£í pro jeho p°idání do vizualizace kliknout na tla£ítko Add
v levé £ásti prost°edí Rviz pod Display listem a ve výb¥ru dostupných displej· by m¥l být
k dispozici nov¥ deﬁnovaný display. Na obrázku 6.5 je dialogové okno pro výb¥r displeje,
který bude p°idán do vizualizace. erveným ráme£kem je zvýrazn¥ný nov¥ vytvo°ený display
ButCamDisplay.
6.1.5 Zobrazení polygonu s obrazem kamery
V této fázi, kdyº je vytvo°ený prázdný plugin s displejem zd¥d¥ným od základní t°ídy
rviz::Display, popsaný v p°edchozí kapitole, je pot°eba jiº jen implementovat pot°ebnou
funkcionalitu tohoto displeje. Zárove¬ byl v kapitole 5.1.3 zvolen vhodný p°eddeﬁnovaný
display Map, který poskytuje dostate£nou shodu funkcionality.
Pochopteln¥ je pot°eba ud¥lat °adu úprav. V kapitole 6.1.4 je seznam virtuálních metod,
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Obrázek 6.5: Dialogové okno p°idání displeje do vizualizace. erven¥ zvýrazn¥ný je plugin
z této práce
které je t°eba displeji implementovat. V¥t²ina z t¥chto metod nevykonává ºádnou zásadní
práci týkající se funkcionality displeje, proto je moºné v¥t²inu z nich pouºít s minimálními
zm¥nami z displeje Map, z n¥hoº je nový displej odvozen. V¥t²í zm¥ny je t°eba provést
v nastavení takzvaných vlastností (properties) displeje. U v²ech displej· se o nastavitelné
vlastnosti stará metoda createProperties() (existují i nenastavitelné vlastnosti, které
mají pouze informa£ní význam). Jedná se o virtuální metodu a o její spu²t¥ní je postaráno
v nad°azené t°íd¥ rviz::Display. V této metod¥ se nastavejí atributy objektu p°íslu²né
jednotlivým vlastnostem (properties) displeje. Kaºdá vlastnost má p°íslu²ný datový typ,
tedy na p°íklad pro atribut datového typu float má jeho p°íslu²ná vlastnost displeje da-
tový typ FloatPropertyWPtr, atribut typu string ur£ující topic systému ROS p°íslu²í
vlastnosti typu ROSTopicStringPropertyWPtr a podobn¥. Takto lze displeji nastavit vlast-
nosti r·zných datových typ· s moºností nastavení jejich hodnot samotným uºivatelem p°es
graﬁcké rozhraní prost°edí Rviz.
Krom¥ deﬁnice jednotlivých vlastností je nutné tyto prom¥nné nainicializovat. Toho lze
docílit pomocí objektu PropertyManager (op¥t zd¥d¥ného z nad°azené t°ídy) zavoláním jeho
metody createProperty. Jde o generickou metodu, která jako typový parametr o£ekává
datový typ dané vlastnosti. Mezi d·leºité parametry metody pat°í °et¥zec reprezentující
název vlastnosti, pod nímº se bude ve vizualiza£ním prost°edí zobrazovat, a ukazatele na
metody typu get a set, které se volají automaticky p°i zm¥n¥ hodnoty ve vizualiza£ním
prost°edí nebo pro získání hodnoty.
Pro vytvo°ený vizualiza£ní plugin jsou nejd·leºit¥j²í vlastnosti, do nichº uºivatel nas-
tavuje topiky, z nichº budou odebírány informace o pozici a textu°e vykreslovaného poly-
gonu. Díky metodám typu set t¥chto vlastností je moºné jejich nastavení uºivatelem provázat
s funkcema, které nastaví odebírání zadaných zpráv, jejich synchronizaci a následné volání
callback funkcí, které za°ídí pravidelné p°ekreslování polygonu a jeho textury. Odebírání a
synchronizace zpráv je provád¥na velice podobn¥ jako v p°ípad¥ nodu, provád¥jícího výpo£ty
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na stran¥ robota (viz odstavec 6.1.2).
Po p°íchodu synchronizovaných zpráv s geometrií i texturou polygonu je z callback funkce
zavolaná metoda load, které je jako parametr p°edána zpráva o geomterii polygonu (tedy
konstanta typu srs_ui_but::ButCamMsg (viz 6.1.3) a metoda loadImage, která dostává
zprávu se synchronizovaným snímkem kamery (tedy zprávu sensor_msgs::Image).
Plugin vykresluje do vizualiza£ního prost°edí pomocí knihovny Ogre (viz 4.3.2). Je-
likoº je nový displej potomkem t°ídy Display, která je p°ímo ur£ena k vykreslování do
vizualiza£ního okna prost°edí Rviz, je z této t°ídy zd¥d¥n také ukazatel na prvek typu
Ogre::SceneManager. Pomocí tohoto objektu lze snadno vytvo°it nový uzel scény, k n¥muº
je moºné p°ipojit objekty, které je t°eba p°idat do scény (metodou attachObject). Objekt
poºadovaného obdélníkového tvaru lze vytvo°it pomocí objektu Ogre::ManualObject. Ten
je inicializován mezi voláním své metody begin a end, p°i£emº begin dostává jako parame-
try materiál vytvá°eného objektu (objekt Ogre::MaterialPtr, v tomto p°ípad¥ prozatím
prázdný materiál, kterému bude posléze p°ipojena textura) a typ primitiv, z nichº se bude
objekt skládat (v tomto p°ípad¥ seznam trojúhelník·, p°esn¥ji dvou trojúhelník· typu
Ogre::RenderOperation::OT_TRIANGLE_LIST). Seznamu trojúhelník· je kaºdý dal²í vrchol
p°idáván trojicí metod ur£ující pozici, normálu a texturovací sou°adnice bodu. V této fázi
lze s výhodou vyuºít toho, ºe ve zpráv¥ s geometrií polygonu je informace jak o pozici poly-
gonu, tak o jeho orientaci v prostoru i rozm¥rech. Díky tomu je moºné polygon vytvo°it
v po£átku sou°adnic pouze jako jednotkový £tvercový polygon a jeho geometrii poté upravit
voláním trojice metod setPosition, setOrientation a setScale, kterým jsou p°edány in-
formace z obdrºené zprávy. Po kaºdé nov¥ obdrºené zpráv¥ pak sta£í jiº jen znovu zavolat
tyto transforma£ní funkce, £ímº je za°ízena vºdy správná pozice a orientace polygonu vzh-
ledem k pohybu robota. Zobrazený a korektn¥ umíst¥ný polygon je vyobrazený na obrázku
6.3.
Metoda loadImage obstarává korektní texturování polygonu aktuálním synchronizo-
vaným snímkem kamery, který tato metoda obdrºí ve svém parametru ve formátu ROS
zprávy sensor_msgs::Image. V této metod¥ je vytvo°ena nová textura (tedy objekt typu
Ogre::TexturePtr), která je napln¥na daty ze zprávy s obrazem kamery. Tato textura je
následn¥ napojena na materiál, který byl nastaven polygonu p°i jeho vytvá°ení. Je t°eba
si uv¥domit, ºe systém Ogre spravuje textury pomocí takzvaného TextureManageru, který
obstarává, aby ºádná textura nemusela být na£ítána vícekrát a byla vºdy k dispozici. P°i dy-
namickém texturování v²ak kaºdý nový snímek kamery vytvá°í novou texturu a ukládá ji do
pam¥ti. Je proto nutné p°edchozí textury z TextureManageru promazávat, aby nedocházelo
k chybám zp·sobeným zahlcením pam¥ti. Kompletní verze této vizualizace je znározn¥n na
obrázku 6.6. Více ukázek ﬁnální podoby je v pozd¥j²í kapitole 7.
6.2 Texturování point cloudu
Oproti p°edchozí variant¥ vizualizace, kde implementace p°esn¥ odpovídá návrhu z p°edchozí
kapitoly, se bude v tomto p°ípad¥ implementace li²it od p·vodních zám¥r·. V sou£asné dob¥
systém ROS p°i simulaci Care-O-bota umoº¬uje zobrazovat point cloud jiº obarvený samot-
nou informací ze za°ízení Kinect, které tak samo provádí f·zi získané hloubkové a barevné
informace. Výsledný obarvený point cloud je vyobrazený na snímku 5.2 v návrhu vizualizace.
P·vodní plán byl tedy zm¥n¥n z obarvování point cloudu na obarvování environmentálního
modelu, který je v rámci projektu SRS vyvíjen.
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Obrázek 6.6: Finální podoba první varianty vizualizace s vykreslovanou vzdáleností nas-
tavenou na 1.0 bez pr·hlednosti
6.2.1 Environmentální model
Model prost°edí je vytvá°en ze snímk· point cloudu po°ízených kinectem. Modul nazván
srs_env_model si vytvá°í strukturu tzv. oktomapu, v níº registruje v²echny doposud zazna-
menané snímky point cloudu do jediného point cloudu. Výstup p·vodního nebarevného výs-
tupu této oktomapy je na obrázku 6.7 vzniklém oto£ením robota kolem dokola a poskládáním
hloubkové informace o jaho okolí do jednoho modelu prost°edí.
Pro uchovávání nejen informace o pozici, ale také o barv¥ jednotlivých bod· environmen-
tálního modelu je nutné ud¥lat n¥kolik zm¥n v implementaci pouºité oktomapy a pouºitých
uzl· oktomapy.
6.2.2 Úprava uzl· oktomapy
V prvé °ad¥ je t°eba, aby jednotlivé uzly oktomapy byly schopny nést informaci o své barv¥.
Deﬁnice jak jednotlivých uzl· oktomapy, tak celé oktomapy z nich sloºené je v souborech
include/but_server/octomap.h a src/but_server/octomap.cpp. Po p°idání atribut· pro
uchování barvy v deﬁnici uzl· oktomapy (tedy v t°íd¥ EModelTreeNode) a metod pro uk-
ládání a £tení této barvy jsou jednotlivé uzly schopné nést informaci o své barv¥ p°ípadn¥
alfa kanálu.
Dále je pro budoucí pouºití pot°eba metoda, která zjistí, zda byla barva jiº d°ív¥ uzlu
p°i°azena. V tomto míst¥ je vyuºito toho, ºe v konstruktoru uzl· je implicitní barva nas-
tavená na £ist¥ bílou (#FFFFFF) a je velice nepravd¥podobné, ºe by v budoucnu byla £ist¥
bílá n¥kdy znovu n¥kterému z uzl· p°i°azena. Proto se zji²´ování, zda je barva implicitní £i
jiº nastavená, provádí pomocí porovnání s bílou barvou.
Dal²í metody, které jsou v p·vodní podob¥ nedosta£ující (protoºe se nezabývají barvou
uzl·), jsou prost°edky pro takzvané pro°ezávání uzl· (node pruning) a expandování uzl·
(node expanding). Jde o dv¥ v podstat¥ inverzní operace. Pro°ezávání v p°ípad¥, ºe mohou
být v²ichni potomci uzlu sjednoceni do nad°azeného uzlu, smaºe tyto potomky a pat°i£n¥
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Obrázek 6.7: P·vodní podoba oktomapy bez barevné informace
upraví pravd¥podobnostní parametr uzlu. Pro zachování barevné konzistence je p°idána £ást
kódu, která p°i pro°ezávání nastaví barvu nad°azeného uzlu zpr·m¥rovanou barvou v²ech
jeho zru²ených potomk·. Oproti tomu expandování jednomu uzlu vytvo°í osm potomk·
se stejnou hodnotou pravd¥podobnosti, jako má nad°azený uzel. Pro pot°eby barevné ok-
tomapy je p°i této operaci nov¥ vytvo°eným uzl·m kopírována také barva nad°azeného uzlu.
6.2.3 Úprava oktomapy
Pro implementaci oktomapy je d·leºitá funkce, která na zadané pozici v oktomap¥ upraví
barvu cílového uzlu s pouºitím nov¥ p°íchozí barevné informace. Vyhledávání pozice v ok-
tomap¥ je implementováno pomocí takzvaných klí£·, které lze vygenerovat z 3D sou°adnic
bodu. Jedinou otázkou tedy z·stává, jakým zp·sobem integrovat nov¥ p°íchozí barvu s jiº
d°íve deﬁnovanou barvou uzlu. Byly vytvo°eny dv¥ metody, kaºdá implementující odli²ný
p°ístup slu£ování barev.
Metoda averageNodeColor najde uzel, na£te jeho p·vodní barvu a tu jednodu²e zpr·-
m¥ruje s nov¥ p°íchozí barvou. P°i pouºití této metody oktomapa velice rychle reaguje na
náhlé zm¥ny barvy v okolní scén¥, ale stejn¥ rychle propaguje na výstup p°ípadné chyby
senzor·. Metoda integrateNodeColor z nalezeného uzlu slu£uje barvu s nov¥ p°íchozí bar-
vou s p°ihlédnutím k pravd¥podobnostnímu parametru vyhledaného uzlu. P°esn¥ji p·vodní
barva se uplat¬uje v nové barv¥ se stejnou váhou, jaká byla logaritmická pravd¥podobnost
uzlu oktomapy. Nová barva se uplat¬uje s pravd¥podobností p°evrácenou. P°i pouºití této
metody se tedy scéna postupn¥ s tím, jak p°icházejí nové snímky point cloudu, p°ekresluje,
dokud nedojde do jakéhosi ustáleného stavu. Stejn¥ tak zm¥ny ve scén¥ se prosazují ve
výsledné oktomap¥ postupn¥. Porovnání pouºití r·zných metod integrace nov¥ p°íchozích
barev je viditelné na snímcích 6.8 a 6.9
Poslední d·leºitou sou£ástí barevné oktomapy je metoda, která má na sv¥domí vkládání
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Obrázek 6.8: Obarvená oktomapa s pouºitím pr·m¥rování k integrování nových barev
nových sken· do existující oktomapy. O tuto £innost se obecn¥ stará metoda insertScan,
která na svém vstupu p°ijímá point cloud datového typu octomap::Pointcloud, coº je point
cloud bez barevné informace. Proto bylo t°eba pozm¥nit jak implementaci funkce za vzniku
nové metody insertColoredScan, tak její volání, aby obdrºela barevný point cloud. V¥t²ina
funkcionality je p°evzata z p·vodní funkce, nicmén¥ je zde p°idán kód pro ukládání barvy
do jednotlivých upravovaných uzl·. Práv¥ v tomto míst¥ dochází k volb¥ mezi jednotlivými
algoritmy integrace nové barvy v uzlu - tedy volb¥ mezi metodou averageNodeColor a
integrateNodeColor.
V záv¥ru je t°eba upravit n¥kolik drobností, jako nastavit odebírání správného tedy
obarveného point cloudu ze senzoru (konkrétn¥ se jedná o topic /cam3d/rgb/points) a
datové typy pr·chozích point cloud·. Finální podoba obarvené oktomapy vzniklé oto£ením
robota kolem dokola je na snímku 6.10.
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Obrázek 6.9: Obarvená oktomapa s pouºitím pravd¥podobností k integrování nových barev
Obrázek 6.10: Obarvená oktomapa
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Kapitola 7
Výsledky
V této kapitole jsou shrnuty výsledky praktické implementace navrºených vizualizací. Bude
popsáno, jak dob°e fungují jednotlivé sou£ásti a do jaké míry byla spln¥na o£ekávání zlep²ení
vnímání okolní scény robota s pouºitím nových vizualizací.
7.1 Zobrazení videa na polygonu
Tato první navrºená vizualizace okolí robota podle návrhu sjednocuje informaci o barv¥
scény a její hloubce reprezentované point cloudem jeho p°ekrytím barevným snímkem. Vzh-
led vizualizace vypadá podle o£ekávání, jedna z ukázek byla p°edstavena jiº v p°edchozí
kapitole (obrázek 6.6). Více ukázek s r·zným nastavením parametr· pr·hlednosti a pozice
polygonu s barevným snímkem je na obrázcích 7.1 a 7.2.
Obrázek 7.1: Finální podoba první varianty vizualizace s vykreslovanou vzdáleností nas-
tavenou na 0.6 a 50% pr·hledností
U poslední verze této vizualizace byla zárove¬ zm¥°ena obnovovací frekvence, která je
spole£ná jak pro obnovování pozice, tak textury polygonu, z d·vodu synchronizace t¥chto
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Obrázek 7.2: Finální podoba první varianty vizualizace s vykreslovanou vzdáleností nas-
tavenou na 0.8 a 80% pr·hledností
Skute£ná obnovovací frekvence Simula£ní obnovovací frekvence
6.05712 Hz 2.11988 Hz
Tabulka 7.1: Nam¥°ené obnovovací frekvence vizualizace
dvou typ· informace. P°i m¥°ení byla pr·m¥rná rychlost simulace 0.34-násobek skute£ného
£asu a výsledky jsou pr·m¥rem hodnot ze 150 snímk·. Výsledky jsou shrnuty v tabulce 7.1.
Z výsledku je z°ejmé, ºe p°i rychlosti simulace, v jaké byla vizualizace testována, se
bude pohledové t¥leso s texturovaným polygonem pohybovat velice neplynule. V reálném
vyuºití s frevencí p°es ²est snímk· za vte°inu jiº výsledek bude vypadat o poznání lépe.
P°esto bylo zmín¥no v kapitole týkající se problém· se vzdáleným ovládáním robot· 2.1,
ºe je v praxi pro navigaci robota nezbytná minimální frekvence senzorických informací 10
Hz. Takovéto rychlosti vizualizace nedosahuje a proto bude z°ejm¥ nedosta£ujícím zdrojem
vizuální informace pro manipulaci s robotem. Zlep²ení, které tato vizualizace p°iná²í, se týká
vnímání okolí robota operátorem, který se díky tomu m·ºe lépe zorientovat ve scén¥.
Budoucí zlep²ení funk£nosti programu by se mohlo týkat zvý²ení obnovovací frekvence
obrazu vizualizace. V prvé °ad¥ je zde omezení frekvencí samotných zdrojových informací,
tedy point cloudu a barevných snímk· videokamery, p°ípadné zlep²ení se tedy bude muset
týkat lep²í synchronizace t¥chto informací.
7.2 Texturování point cloudu
Tato varianta oproti návrhu neobarvuje samotný výstup z laserového senzoru, ale umoº¬uje
obarvování environmentálního modelu, který z toho výstupu vychází. I v tomto p°ípad¥
vypadá výsledek dle o£ekávání. V této variant¥ navíc jde o opravdovou f·zi hloubkové a
barevné informace, kde si tyto informace vzájemn¥ nestíní, na rozdíl od p°edchozí varianty.
První výstup z hotové vizualizace byl p°edstaven v p°edchozí kapitole na snímku 6.10.
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Rozli²ení oktomapy Barevná oktomapa Nebarvená oktomapa
0.5 7.08304 Hz 8.81438 Hz
0.1 2.59516 Hz 2.79103 Hz
0.05 1.4592 Hz 1.46624 Hz
Tabulka 7.2: Nam¥°ené obnovovací frekvence oktomapy
Dal²í ukázkou moºností barevné oktomapy je snímek 7.3 po°ízený se zvý²eným rozli²ením
oktomapy v porovnání s opravdovou podobou simulované scény na snímku 7.4.
Obrázek 7.3: Obarvená oktomapa se zvý²eným rozli²ením
Zárove¬ byla provedena m¥°ení obnovovací frekvence snímk· oktomapy v r·zných ro-
zli²eních a to jak u barevné, tak nebarvené varianty. Výsledky m¥°ení shrnuje tabulka 7.2.
Frekvence se vztahuje na reálný, nikoliv simula£ní £as.
Z nam¥°ených výsledk· vyplývá, ºe obarvování oktomapy má jistý negativní vliv na
její rychlost vytvá°ení a publikování. Tento vliv je v²ak nepatrný vzhledem k nam¥°eným
rychlostem u b¥ºn¥ pouºívaného rozli²ení (pro v¥t²inu naviga£ních úkol· a u v¥t²iny test·
bylo pouºíváno rozli²ení p°ibliºn¥ 0.1, kde obarvování zp·sobuje zpomalení o necelé dv¥
desetiny snímku za sekundu). Ze snímk· je z°ejmé, ºe p°i tomto zp·sobu vizualizace bude
z°eteln¥ posílena orientace operátora ve scén¥, v níº se robot pohybuje. Barevná informace
se vzájemn¥ p°ekrývá s hloubkovou informací, ale vzájemn¥ si nestíní. Oprátor by nem¥l
mít potíºe s vnímáním polohy a orientace robota £i se ²patným vnímáním hloubky scény.
Rychlost p°ekreslování a vytvá°ení oktomapy je zde úm¥rná rozli²ení oktomapy, coº je v pod-
stat¥ jediné omezení této vizualizace.
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Obrázek 7.4: Skute£ná podoba simulované scény
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Kapitola 8
Záv¥r
Vzdálené ovládání robota bývá £asto umoº¬eno vizualizací okolí robota pomocí video kamery
nebo pomocí 3D laserového skenu. Pro lep²í orientaci vzdáleného operátora v okolí robota
je moºnost sjednotit výstupy t¥chto dvou senzor· do jediného renderovacího okna.
Cílem této práce bylo navrhnout, implementovat a otestovat zp·soby fúze hloubkové a
barevné senzorické informace do jediného obrazu pro pouºití p°i vzdáleném ovládání robot·.
Byly navrºeny dva typy vizualizace okolí robota s pouºitím r·zných technik datové fúze.
V první variant¥ byla barevná informace vykreslována na polopr·hledném polygonu p°ed
hloubkovou informací, zobrazenou pomocí point cloudu. Tato varianta trpí slabou obnovo-
vací frekvencí vykreslování polygonu s obrazem videa, zp·sobenou snahou o co nejlep²í syn-
chronizaci informace o orientaci robota a aktuality snímku barevné kamery. Druhá varianta
vyuºívá environmentální model v podob¥ oktomapy a vzniklý point cloud p°ímo obarvuje
barvou z barevného senzoru. Tato varianta výborn¥ sjednocuje hloubkovou a barevnou in-
formaci o okolí robota. Vytvo°ení a udrºování environmentálního modelu je sice výpo£etn¥
mnohem náro£n¥j²í, neº provoz p°edchozí varianty, ale výsledek je relativn¥ p°esný model
prost°edí, v n¥mº robot existuje. Kaºdá varianta má tedy své výhody i nevýhody, ob¥ v²ak
pomáhají lep²í orientaci vzdáleného operátora v okolí robota.
Lze o£ekávat praktické vyuºití kteréhokoliv z navrhovaných °e²ení p°i vzdáleném ovládání
robot·.
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P°íloha A
Obsah CD
1. Adresá° src obsahující zdrojové kódy pot°ebné ke spu²t¥ní programové £ásti práce
2. Adresá° doc se zdrojovými soubory této teoretické £ásti práce
3. Soubor plakat.png s plakátem prezentujícím tuto diplomovou práci
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P°íloha B
Manuál
V této £ásti bude deﬁnováno, které zdrojové soubory nebo jejich £ásti byly vytvo°eny p°í-
padn¥ zm¥n¥ny v rámci této práce. Dále budou popsány kroky nutné ke spu²t¥ní programové
£ásti práce.
B.0.1 Zdrojové soubory
Oﬁciální manuálové stránky zdrojových soubor· v rámci SRS projektu se nacházejí na inter-
netové adrese http://ros.org/wiki/srs_public, kde lze nalézt podrobný popis ve²kerých
balí£k· projektu SRS, tedy i t¥ch vzniklých v rámci této práce.
V Adresá°i src/ jsou zdrojové soubory ve²kerých balí£k· pot°ebných ke spu²t¥ní pro-
gramové £ásti. Tato práce má na sv¥domí pouze £ást z nich, jejichº vý£et následuje.
Nov¥ vytvo°ené soubory
• srs_ui_but/src/but_data_fusion/but_cam_display.cpp
• srs_ui_but/src/but_data_fusion/view.cpp
• srs_ui_but/include/but_data_fusion/but_cam_display.h
• srs_ui_but/include/but_data_fusion/topics_list.h
Nov¥ vytvo°ené metody v existujících t°ídách
Soubor srs_env_model/src/but_server/octonode.cpp:
• void octomap::EMOcTree::insertColoredScan(const typePointCloud& coloredScan,
const octomap::point3d& sensor_origin, double maxrange, bool pruning, bool
lazy_eval)
• octomap::EModelTreeNode* octomap::EMOcTree::integrateNodeColor(const
OcTreeKey& key, const unsigned char& r, const unsigned char& g, const unsigned
char& b, const unsigned char& a)
• octomap::EModelTreeNode* octomap::EMOcTree::setNodeColor(const OcTreeKey&
key, const unsigned char& r, const unsigned char& g, const unsigned char& b, const
unsigned char& a)
• void octomap::EModelTreeNode::setAverageChildColor()
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• void octomap::EModelTreeNode::expandNode()
• bool octomap::EModelTreeNode::pruneNode()
• void octomap::EModelTreeNode::updateColorChildren()
Soubor srs_env_model/include/but_server/octonode.h:
• EModelTreeNode* setNodeColor(const ﬂoat& x, const ﬂoat& y, const ﬂoat& z, const
unsigned char& r, const unsigned char& g, const unsigned char& b, const unsigned
char& a)
• EModelTreeNode* averageNodeColor(const ﬂoat& x, const ﬂoat& y, const ﬂoat& z,
const unsigned char& r, const unsigned char& g, const unsigned char& b, const un-
signed char& a)
• EModelTreeNode* integrateNodeColor(const ﬂoat& x, const ﬂoat& y, const ﬂoat&
z, const unsigned char& r, const unsigned char& g, const unsigned char& b, const
unsigned char& a)
Upravené existující metody
Soubor but_srs/srs_ui_but/src/but_display/init.cpp:
• void rvizPluginInit(rviz::TypeRegistry* reg)
P°idán °ádek pro registraci displeje CButCamDisplay
Soubor srs_env_model/src/but_server/plugins/OctoMapPlugin.cpp
• void srs::COctoMapPlugin::insertScan(const tf::Point& sensorOriginTf, const tPoint-
Cloud& ground, const tPointCloud& nonground)
Zm¥n¥no volání p·vodní metody oktomapy z insertScan na volání nové metody
insertColoredScan
Soubor srs_env_model/src/but_server/plugins/PointCloudPlugin.cpp
• void srs::CPointCloudPlugin::insertCloudCallback(const
tIncommingPointCloud::ConstPtr& cloud)
Upraveno vkládání nového point cloudu a jeho reprezentace pro uchovávání barvy
jednotlivých bod·
B.0.2 Návod ke spu²t¥ní
Ke spu²t¥ní programové £ásti je pot°eba mít nainstalovaný ROS, programy jsou otestovány
na verzi Electric. Instalace je relativn¥ snadná, av²ak pouze na systému Ubuntu 10.10 nebo
11.04.
sudo sh -c 'echo "deb http://packages.ros.org/ros/ubuntu natty main" > \\
/etc/apt/sources.list.d/ros-latest.list'
wget http://packages.ros.org/ros.key -O - | sudo apt-key add -
sudo apt-get update
sudo apt-get install ros-electric-desktop-full
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Dále je nutné mít správn¥ nastavené prom¥nné prost°edí.
source /opt/ros/electric/setup.bash
export ROS_ROOT=/opt/ros/electric/ros
export PATH=$ROS_ROOT/bin:$PATH
export PYTHONPATH=$ROS_ROOT/core/roslib/src:$PYTHONPATH
export ROBOT=cob3-3
export ROBOT_ENV=ipa-kitchen
Pro spu²t¥ní simulace Care-O-bota je nutné doinstalovat pot°ebné balíky.
sudo apt-get install ros-electric-care-o-bot
N¥které sou£ásti balík· SRS projektu nejspí² budou pot°ebovat nejnov¥j²í verze závis-
lostí, stáhnutelné z githubu
sudo apt-get install git-core curl
wget https://github.com/ipa320/setup/raw/master/create_overlay.sh \
-N --no-check-certificate
chmod 755 create_overlay.sh
./create_overlay.sh cob_extern
./create_overlay.sh cob_common
./create_overlay.sh schunk_modular_robotics
./create_overlay.sh cob_driver
./create_overlay.sh cob_robots
./create_overlay.sh cob_environments
./create_overlay.sh cob_command_tools
./create_overlay.sh cob_simulation
./create_overlay.sh cob_navigation
Je nutné nastavit cestu k t¥mto staºeným balí£k·m a slou£it je s oﬁciální verzí.
export ROS_PACKAGE_PATH=~/git/care-o-bot:$ROS_PACKAGE_PATH
wget https://github.com/ipa320/setup/raw/master/githelper \
-N --no-check-certificate
chmod 755 githelper
./githelper merge
Kdyº jsou nainstalovány v²echny závislosti, je nutné, aby zdrojové soubory práce byly
viditelné pro systém ROS. K tomu je ur£ena systémová prom¥nná
ROS_PACKAGE_PATH, v níº musí být nastavená cesta k novým zdrojovým soubor·m.
Tyto soubory se necházejí bu¤ na p°iloºeném CD v adresá°i src/. V poslední fázi je t°eba
jiº pouze zkompilovat dané soubory.
rosmake cob_bringup_sim
rosmake srs_ui_but
rosmake srs_env_model
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V p°íkazech vý²e je cob_bringup_sim balí£ek, obstarávající kompletní spu²t¥ní simulace
care-O-bota. srs_ui_but je balík obsahující variantu vizualizace s barevným polygonem
zobrazeným p°ed point cloudem. Balík srs_env_model je kompletní aktuální verze environ-
mentálního modelu vytvo°eného v rámci projektu SRS, který byl upravován v této práci
pro vizualizaci obarveného point cloudu.
Je-li v²e korektn¥ p°eloºeno, ob¥ vizualizace by m¥ly být spustitelné kaºdá jediným
p°íkazem. Pro zobrazení první varianty sta£í zadat:
roslaunch srs_ui_but data_fusion_test.launch
Zobrazení pohledového t¥lesa a barevného polygonu je moºné dynamicky zapínat a vypí-
nat v levém panelu aktivních displej·. Nastavitelné parametry lze rovn¥º m¥nit v panelu
properties displeje CButCamDisplay.
Zobrazení barevného environmentálního modelu, tedy druhé varianty vizualizace je spou-
²t¥no p°íkazem:
roslaunch srs_env_model colored_dynmodel.launch
V této variant¥ lze m¥nit parametry zobrazení point cloudu reprezentující environmen-
tální model v panelu properties displeje PointCloud2.
Pohybovat s robotem lze u obou variant v perspektiv¥ Interact (tla£ítko poh hlavním
menu prost°edí Rviz, nebo klávesa i) taháním my²í za £ásti interaktivního markeru pod
robotem.
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P°íloha C
Plakát
Obrázek C.1: Náhled plakátu prezentujícího diplomovou práci
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