Abstract. This study introduces a novel fine-grained parallel implementation of a neural principal component analysis (neural PCA) variant and the maximum Likelihood Hebbian Learning (MLHL) network designed for modern many-core graphics processing units (GPUs). The parallel implementation as well as the computational experiments conducted in order to evaluate the speedup achieved by the GPU are presented and discussed. The evaluation was done on a well-known artificial data set, the 2D bars data set.
Introduction
Modern many-core GPUs have been successfully used to accelerate a variety of meta-heuristics and bio-inspired algorithms [6, 12, 13] including different types of artificial neural networks [1, 10, 11, 14, 15, 17, 18, 20, 22, 24] . To fully utilize the parallel hardware, the algorithms have to be carefully adapted to data-parallel architecture of the GPUs [21] .
Artificial neural networks (ANNs) performing PCA and MLHL are known to be useful for the analysis of high dimensional data [5, 25] . Their main aim is to identify interesting projections of high dimensional data to lower dimensional subspaces that reveal hidden structure of the data sets. Due to the relative simplicity of their operations and generally real-valued data structures, such a networks are suitable for a parallel implementation on multi-core systems and on the GPUs that reach peak performance of hundreds and thousands giga FLOPS (floating-point operations per second) at low costs.
This study presents a design and evaluation of a novel fine-grained dataparallel implementation of an ANN for PCA and MLHL for the nVidia Compute Unified Device Architecture (CUDA) platform.
Neural PCA and MLHL
PCA is a standard statistical technique for compressing data; it can be shown to give the best linear compression of the data in terms of least mean square error. There are several ANNs which have been shown to perform PCA e.g. [9, 19] .
The Negative Feedback Network [9] for the PCA is defined as follows. Consider an N-dimensional input vector x and an M-dimensional output vector y with W ij being the weight linking input j to output i and let η be the learning rate. The initial situation is that there is no activation at all in the network. The input data is feedforward via the weights from the input neurons (the x-values) to the output neurons (the y-values) where a linear summation is performed to get the output neuron activation value. It can be expressed as:
The activation is fed back through the same weights and subtracted from the inputs (where the inhibition takes place):
After that, simple Hebbian learning is performed between input and outputs:
The effect of the negative feedback is the network learning stability. This network is capable of finding the principal components of the input data [9] in a manner that is equivalent to Oja's Subspace algorithm [19] , and so the weights will not find the current Principal Components but a basis of the Subspace spanned by these components. Maximum Likelihood Hebbian Learning [2, 3, 4, 8] is based on the previous PCA-type rule and can be described as a family of learning rules based on the following equations: a feedforward step (1) followed by a feedback step (2) and then a weight change, which is as follows:
Maximum Likelihood Hebbian Learning (MLHL) [2, 3, 4, 8] has been linked to the standard statistical method of Exploratory Projection Pursuit (EPP) [4, 7] .
GPU Computing
Modern graphics hardware has gained an important role in the area of parallel computing. The data-parallel architecture of the GPUs is suitable for vector and matrix algebra operations and it is nowadays widely used for scientific
