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ABSTRACT
Automatic facial expression recognition has attracted significant attention over the
past decades due to its importance in a wide range of applications such as human-
computer interaction (HCI), image or video understanding and affective computing.
Although substantial progress has been achieved for certain scenarios (such as frontal
faces in strictly controlled laboratory settings), accurate recognition of facial expres-
sions in realistic environments remains unsolved for the most part. The research
presented in this thesis investigates solutions to three major issues: collecting a large
amount of realistic training data from the Web, devising several novel facial features
and a multi-modal recognition algorithm, and exploring facial expression recognition
on image sequences.
The problem of lacking realistic training data is the first focus of the thesis. The
majority of existing facial expression datasets are collected under controlled environ-
ments, which cannot represent the diverse set of variations found in the real world.
Since it is often costly to collect a large amount of training examples, they also suffer
from common limitations of being small in size. This thesis proposes to solve the
problem by utilizing a web search based framework to collect realistic facial expres-
sion dataset from the Web. By adopting an active learning based method to remove
noisy images from search results returned by commercial search engines, the proposed
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approach minimizes the human efforts during the dataset construction and maximizes
the scalability for future research.
Another focus is on developing robust facial feature extraction methods. Due to
the high intraclass variations and interclass similarities, effective feature extraction
is vital to facial expression recognition. The extracted features should represent dif-
ferent types of facial expressions in a way which is not significantly affected by age,
gender, or appearance of the subjects. It is also desirable to have features which
are robust to face localization errors and occlusions. In the thesis, three novel facial
feature extraction methods are introduced, namely Multiscale-WLD (MWLD), Spa-
tially enhanced Local Binary Pattern (SLBP) and Local Patch Pattern (LPP). The
first two features exploit the spatial layout of local texture patterns. LPP is proposed
to tackle the problem of facial expression recognition in unconstrained environments.
Comprehensive experiments on a range of benchmark datasets demonstrate their ef-
fectiveness.
The problem of facial feature combination is solved using a novel spectral em-
bedding based feature fusion framework. By assuming that facial expression features
extracted from one type of expressions form a manifold embedded in a high dimen-
sional feature space, a neighborhood graph is constructed to encode the structure of
the manifold locally. After the Laplacian matrices associated with the neighborhood
graph from each view are combined, a unified low dimensional feature space is ob-
tained by performing spectral analysis of the combined matrix. The experimental
results clearly demonstrate the effectiveness of the proposed feature fusion framework
on realistic facial expression data.
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Lastly, we systematically investigate how the number of frames of a facial expres-
sion sequence can affect the performance of facial expression recognition algorithms,
since facial expression sequences may be captured under different frame rates in re-
alistic scenarios. A facial expression keyframe selection method is proposed based
on keypoint based frame representation. Experimental results indicate that the pro-
posed keyframe selection method can reduce the number of frames without clearly
compromising recognition accuracy.
v
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CHAPTER 1
INTRODUCTION
This thesis investigates the problem of automatic facial expression recognition,
with the ultimate goal to identify facial expressions in unconstrained environments.
The chapter introduces the motivations behind our work and its objectives. Then the
challenges involved in automatic facial expression recognition are discussed. Finally,
it is concluded with a discussion of the major contributions and an outline of the
structure of the thesis.
1.1 Motivations
Facial expression is the most expressive way for human to communicate emotions
and signal intentions, which conveys non-verbal communication cues in human face
to face interactions. Previous studies [8] have demonstrated that faical expression
accounts for more than 50 percent to the effect of a spoken message. Facial ex-
pression recognition aims to identify emotional states of humans from faces. It is a
main component of the emerging affective computing, which focuses on understand-
ing the affective states of users and responding accordingly to the affecting signals.
Automatic facial expression recognition systems also play an important role for the
next generation human computing interaction where the user interfaces are argued to
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be human centered, and they are capable of sensing and reacting to user’s affective
feedbacks in a more natural way.
Although recognizing facial expressions is a relatively effortless task for the ma-
jority of human beings, it is a very challenging task for a computer. One reason is
that it has been observed that the variations among the images depicting the same
expressions due to the change of illumination and view directions are almost always
larger than variations from the change in facial expressions. These variations are in-
creased by additional factors such as occlusion, gender, and even ethnic origins. Such
appearance variations make it difficult to locate facial regions and extract the inher-
ent facial expression features. Under unconstrained environments, these variations
become even greater thus harder to model than under well controlled environments.
Feature extraction is a crucial step in facial expression recognition and largely
determines the effectiveness of the performance. Therefore, different types of features
and selecting a suitable type for facial expression representation play an essential role
in designing facial expression recognition systems. During the past decades, a large
number of facial expression features have been proposed. However, only relatively
few recent studies consider the combination of different features. In addition, most
of these comparisons are evaluated based on posed datasets rather than realistic data
which leads to our next point.
Most datasets used in previous studies are collected under highly constrained
laboratory environments. The resulting facial expression data cannot fully reflect the
variations found in real world, such as illumination, intensity and poses. Therefore,
most existing datasets are not optimal for evaluating facial expression recognition
systems toward real world applications.
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1.2 Objectives
The ultimate goal of this thesis is to investigate facial expression recognition in
unconstrained environments. Despite the effort of researchers over a couple of decades,
this problem has remained unsolved for the most part. Toward the goal, the objectives
of this thesis can be split into three parts which will be pursued separately.
The first objective is to deal with the problem of lacking training data. The
majority of the existing facial expression datasets were collected under controlled
environments which can not represent the diverse set of variations found in the real
world. Since it is often costly to collect a large amount of training examples, they
also suffer from common limitations of being small in terms of both the number of
human subjects and images which can lead to over-fitting problems in many learning
algorithms and result in poor recognition performance. In this thesis, we aim to
develop method that is able to construct large scale facial expression image dataset
from web images with minimum human efforts.
The second objective is to investigate novel feature extraction methods. Due to
the high intraclass variations and interclass similarities, effective feature extraction is
vital to facial expression recognition. The extracted features should represent different
types of facial expressions in a way which is not significantly affected by age, gender,
or appearance of the subject. It is also desirable to have features which are robust to
face localization errors and occlusions.
The third objective is to investigate feature selection and combination methods
for facial expression recognition. It is commonly acknowledged that the performance
of facial expression recognition can benefit from a combination of multiple features.
However there is often no obvious way to select and combine different types of features.
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If redundant or noisy features are chosen at the expense of discriminant features,
the recognition performance can be adversely affected. To make the matter worse,
facial expression features are typical of very high dimension. A simple concatenation
of different features may greatly increase the computation cost and lead to inferior
results. Therefore the third objective of this thesis is to investigate methods that can
combine different facial expression features to form a more descriptive representation.
1.3 Contributions
The main contributions of this thesis can be summarized as follows:
• A web search based framework is proposed to build a realistic facial expres-
sion dataset to solve the problem of lacking training and testing data. The
dataset contains a diverse set of human subjects and imaging environments.
By adopting an active learning based method to remove noisy images from the
search results returned by commercial search engines, the proposed approach
minimizes the human efforts during the dataset construction and maximizes the
scalability for future research. To the best of our knowledge, there exist very
limited studies in the literature on building general facial expression datasets
using web images.
• Development of three novel facial expression features, namely Multiscale Weber
Local Descriptor (MWLD), Spatially enhanced Local Binary Patterns (SLBP)
and Local Patch Patterns (LPP). The first two features are developed to en-
code the spatial layout of local texture patterns. LPP is proposed to tackle
the problem of unconstrained facial expression recognition by combining local
feature descriptors extracted from neighboring patches to form a second order
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representation. Experiments on a range of benchmark datasets demonstrates
their effectiveness.
• A spectral embedding based feature fusion framework is proposed to tackle
the problem of facial expression feature selection and combination. By as-
suming that facial expression features extracted from one type of expressions
form a manifold embedded in a high dimensional feature space, a neighborhood
graph is constructed to encode the structure of the manifold locally. After the
Laplacian matrices associated with the neighborhood graph from each view are
combined, a unified low dimensional feature space is obtained by performing
spectral analysis of the combined matrix.
• Systematic investigations are performed on how the number of frames of a facial
expression sequence can affect the accuracy of facial expression recognition. A
facial expression keyframe selection method is proposed based on keypoint based
frame representation.
1.4 Organization of the thesis
The reminder of this thesis is organized as follows.
Chapter 2 presents a general overview of different aspects of automatic facial
expression recognition and describes the state of art in this area.
Chapter 3 proposes a search based framework to harvest facial expression images
from the web to address the problem of lacking a large-scale facial expression dataset
that is collected under real world conditions. This chapter includes details about the
implementation of the method as well as comprehensive experiments demonstrating
the benefits of adapting realistic images for training the facial expression algorithms.
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Chapter 4 presents two novel facial feature extraction algorithms to handle fa-
cial expression images that are collected in highly unconstrained conditions using
the framework discussed in the previous chapter. The first feature incorporates the
spatial contextual information into the famous LBP descriptor using a shape context
based representation. The other one combines local feature descriptors extracted
from neighboring patches to form a second order representation. Both features are
more descriptive and robust in the presence of noise, which are commonly observed
in practical environments.
Chapter 5 focuses on the feature selection and combination methods. Due to the
high dimensionality, direct manipulation on facial expression feature descriptors is
highly computationally expensive and often results in suboptimal recognition perfor-
mance. Inspired by approaches from related domains, we propose a framework that
treats feature selection and fusion as a multiview dimension reduction problem and
aim to find a unified low dimensional subspace that captures information from all
sources (i.e. different feature spaces) by preserving local geometric properties of the
original features.
Chapter 6 presents the frame selection method that is able to choose a small subset
of frames to represent a facial expression sequence, such that the computational cost
can be greatly reduced without sacrificing the recognition accuracy.
Finally, Chapter 7 summarizes our work and key findings, and provides some
suggested directions for future research.
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CHAPTER 2
STATE-OF-THE-ARTS IN FACIAL EXPRESSION
RECOGNITION
This chapter reviews the state-of-the-arts in automatic facial expression recogni-
tion, with particular attention to the works relevant to our own investigations. Facial
expression has been systematically studied for over 150 years. To our knowledge, the
earliest publication with regard to facial expression analysis can be traced to 1862
[1] (see Figure 2.1). The interest of using facial expression as a key clue to human
emotions is renewed since 1960s, when Ekman linked expression to a group of univer-
sal emotions shared by all human beings [9]. The ideas of using facial expressions to
measure human emotions become the mainstream for the past 30 years in psychology
research. In 1978, Suwa et al . [10] proposed the first approach to automatic facial
expression analysis by tracking the motion of 20 identified spots on image sequences.
Since then, numerous systems have been developed to automatically analysis facial
expressions from static images and dynamic image sequences. The early works have
been summarized by Samal and Lyengar [11], Pantic and Rothkrantz [12], Fasel and
Luettin [13], Tian et al. [14]. Recent advances are surveyed by Zeng et al. [8].
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Figure 2.1: The earliest systematic investigation of facial expressions [1]
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Figure 2.2: The three main components of a typical facial expression recognition
system
The general approach to automatic facial expression recognition can be divided
into three components as shown in Figure 2.2. The first is face detection and reg-
istration. It involves the process of locating face regions from input data, and align
the faces to a common coordinate system. The second component is facial feature
extraction and representation which is responsible for extracting and representing the
facial changes caused by facial expressions. The last component is facial expression
classification. The facial changes can be identified as facial action units or proto-
typic emotional expressions. In the following sections, we review the relevant work
according to these three components.
2.1 Face Detection and Registration
The face detection and registration problem involves identifying the presence of
faces in an image and determining the locations and scales of the faces. The accuracy
of face detection and registration is particularly important in realistic conditions,
where the presence of face in a scene and the global locations of the face are not
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known a priori. This section reviews the eye finding and face normalization tasks.
Emphasis is placed on the most recent advances in the field. Readers can refer to [15]
for previous works.
A typical face detection algorithm [2, 16, 17, 18] performed the detection in the
following steps. Given a set of training images acquired in a fixed pose (e.g. frontal
or near-frontal), histogram equalization or standardization is performed to minimize
the effects of illumination. After this pre-processing step, certain face patterns are
extracted with knowledge based or learning based methods. Here the knowledge based
methods model the face patterns by some explicit rules, such as facial components,
face textures or skin color; the learning based methods model the face patterns by
learning from a set of data with some discriminant functions. With the extracted face
patterns, the system scans through the entire image to locate the faces. This scanning
process can be repeated at various coarser scales of the original image in order to find
faces at different scales. The raw detected face regions are further processed to remove
the overlapping matches. This section will focus on the cascade based face detectors
due to its dominance in the recent literature.
The AdaBoost based face detector by Viola and Jones [2] is arguably the most
commonly used face detector in automatic face recognition and expression analysis.
The basic idea of the approach is to train a cascade classifier (see Figure 2.3) for
haar-like rectangular features. The detector then scans an image at different scales
and positions by a sub-window, and the regions accepted by the classifier are declared
as faces. The haar-like rectangular features can be efficiently computed with integral
images [2], which allows the approach to achieve real time detection speed. To further
increase the detection speed while retaining the accuracy, AdaBoost [19] was used to
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Figure 2.3: A classifiers cascade with 3 levels [2]
select the representative haar-like features. Moreover instead of training a single
strong classifier, a number of weak classifiers are constructed. The weak classifiers
are combined into a cascade. The motivation is that simple classifiers at the beginning
of the cascade can efficiently rejects non-face regions, while stronger classifiers later in
the cascade simply need to classify the more face-like regions. The final face detector
with 38 layers achieves impressive accuracy and very rapid detection speed.
Several extensions have made to [2] for detecting faces from different views (e.g.
frontal and profile, faces with in plane rotations) [20, 21, 22]. In [20], separator Viola-
Jones face detectors [2] were trained for different fixed views of the faces. The face
detection is performed by estimating the view of each detection window with a deci-
sion tree constructed using features described in [2]. Based on the predicted view, the
detection windows are passed to the corresponding Viola-Jones face detectors. The
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union of all detected regions are reported as faces. Li et al. [21] proposed a modified
AdaBoost algorithm for learning face and non-face classifiers. To efficiently detect
multi-view faces, the classifiers are organized in a coarse-to-fine, simple-to-complex
pyramid-like structures. In [22], a width-first-search tree structure for constructing
face detector was proposed which is reported to obtain significant improvements in
speed and accuracy for multi-view face detections. In [20, 21, 22, 23, 24], the original
four type of Haar-like features were extended to represent complex or multi-view face
patterns.
Despite the excellent detection speed, Viola-Jones face detector has the drawback
of long training time. Some methods have been proposed to address this issue. In
[2], the classification learning algorithm is AdaBoost, which does feature selection
and classifier training simultaneously. Wu et al. [25] used a greedy feature selection
algorithm to determine the set of features before training the cascade classifier, they
reported that the training efficiency can be greatly increased with this approach. In
[26], Pham and Cham proposed an online learning algorithm that learns asymmetric
boosted classifiers with significant improvements in training time.
There are a few other face detection approaches besides the cascade face detectors
in the recent literature, including the component-based face detector using Naive
Bayes classifiers [18], the face detectors using support vector machines [27], the face
detectors trained with positive image only [28], and the energy-based method that
simultaneously detects faces and estimates the poses [29].
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2.2 Facial Feature Extraction and Selection
After the presence and location of a face are detected, the next step is to extract
the representative features about the shown facial expression. Obtaining effective
facial expression features from the detected face image is crucial for successful facial
expression recognition. The optimal features should minimize within-class variations
of expression while maximizing across-class variations. The common facial expression
features can be divided into two groups: geometric features and appearance features.
Geometric features represent the shape and location of facial components or pre-
defined facial feature points (see Figure 2.4), which are extracted to form a feature
vector to represent the face geometry. Appearance features represent the skin texture
changes of the face, such as wrinkles and furrows, which are normally obtained by
applying image filters (such as Gabor wavelets) to a face image.
Figure 2.4: Geometric Features [3] vs. Appearance Features [4]
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Geometric Feature Extraction
Geometric facial features have been widely used for facial representation [6, 30, 31,
32, 33, 34], where shapes and locations of facial components or facial feature points
are extracted to represent the face geometry. In [30], 34 fiducial points are used to
represent a face image. The fiducial points are manually selected at facial landmarks
(eg. corners of mouth, inner eye canthus), and the image coordinates of these points
are used as features. Hence each face image is represented by a vector of 68 elements.
Figure 2.5: ASM: The top row of images are manually labeled for training, the bottom
row shows the point distribution model(PDM) learned by PCA [5]
Active shape models (ASM) (see Figure 2.5) proposed by Cootes et al. [35] repre-
sent the shape of an object using a number of landmark points, and capture the shape
variations of the object with a point distribution model (PDM) which is constructed
by principal component analysis (PCA). Active shape models allow to simultaneously
determine shape, scale and pose by fitting appropriate point distribution models to
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objects of interest. Huang et al. [36] used a point distribution model to represent
the shape of a face, where shape parameters were estimated by employing a gradient-
based method. Most of ASM-based facial expression approaches use a single ASM
face model to represent one type of expressions. Naturally the models learnt from
face images in a specific view(eg. frontal view) cannot work on the other views(eg.
profile view). Wan et. al [37] extends the ASM to represent faces in different views
by modelling the shape of face counters and facial components separately. The basic
idea is that the shape of face contours will be much more similar than the individual
face components in different views. To represent the facial components, three models
are used depending on the face’s orientation: frontal view model, left profile view
model and right profile view model.
Tian et al. [6] proposed a Multistate Face Component Model to detect and track
changes of facial components in near front images, see Figure 2.6. They used a three-
state lip model to describe the lip states: open, closed and tightly closed. A two-state
model is used for each of the eyes: open or closed. Each brow and cheek has a one-
state model. This model is used to represent facial movements in an image sequence
by measuring the states transition of corresponding facial components.
In an image sequence, the facial movements can be modeled by measuring the
geometrical displacement of facial feature points between the current frame and the
initial frame. In [38], 20 facial points were manually selected and the facial movements
are represent by features calculated from the tracked facial points. In [39], they
extended the approach by proposing a fully automatic facial movement detection
system that can automatically localize facial points in the initial frame and recognize
the facial movements using the most representative features selected by AdaBoost.
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Figure 2.6: Multistate Face Component Model [6]
One may note here that, to extract geometric features, it usually requires accu-
rate and reliable facial feature detection and tracking. The automatic detection and
tracking of facial features is still an open problem in many real life situations, and
relying on manual labor on such task is very time expensive and error prone. This
motivates the use of appearance based features for facial expression analysis.
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Appearance Feature Classification
The appearance feature models the appearance change of faces. Holistic spa-
tial analysis including Principal Component Analysis (PCA)[40], Linear Discrimi-
nant Analysis (LDA) [41], Independent Component Analysis (ICA) [42], and Gabor
wavelet [43] have been applied to the whole face or specific face regions to extract the
facial appearance changes. Different techniques are explored by Donato et al . [44]
to represent face images for facial movement recognition, including PCA, ICA, LDA,
Local Feature Analysis and local schemes such as Gabor wavelet representation and
local principal components. They reported that best performance can be achieved
with Gabor wavelet representation and Independent Component Analysis.
Gabor filters are widely used to extract the facial appearance changes as a set
of multiscale and multiorientation coefficients. Ford [45] applied a family of Gabor
wavelets at five spatial frequencies and eight orientations to the whole face image. In
order to provide robustness to lighting conditions and to image shifts, they used a
representation in which the outputs of two Gabor filters in quadrature are squared
and summed. This representation is known as Gabor energy filters which models
complex cells of the primary visual cortex [46]. The Gabor filters can also be applied
to specific locations on a face [4, 30, 47, 48].
Since the computation of Gabor-wavelet representation is both time and memory
intensive, Ojala et al. [49] proposed the Local Binary Pattern (LBP) as a computa-
tional effective texture description. The original LBP operator labels the pixels of an
image by thresholding a 3 x 3 neighborhood of each pixel with the center value and
considering the results as a binary number. The derived binary numbers can be used
to represent texture primitives, see Figure 2.7. In order to capture dominant features
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with large scales, the original LBP operator was later extended to use neighborhood
of different sizes [50]. Using circular neighborhoods and bilinearly interpolating the
pixel values allow any radius and number of pixels in the neighborhood. The LBP his-
togram contains information about the distribution of the local micro-patterns, such
as edges and spots, over the whole image. Therefore, face images can be effectively
represented by LBP histograms as shown in [7, 51, 52]. Shan et al. [53] performed a
comprehensive study on facial expression recognition using LBP features. Different
machine learning methods are exploited to classify expressions on several databases,
including Support Vector Machines (SVM), Linear Discriminant Analysis (LDA) and
linear programming. They also tested the LBP features for low-resolution facial ex-
pression recognition.
Figure 2.7: Texture primitives represented by LBP [7]
Alternatively, Wang et al. [54] used four Haar-like rectangle features for facial
expressions recognition. These features are originally proposed by Viola et al. [2]
for face detection. Hence the ability for distinguishing different facial expression is
limited. Jung et al. [55] present new types of Haar-like rectangle features that are
suitable for facial expression recognition.
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2.3 Facial Expression Classification
The facial expression recognition component is responsible for interpreting the
extracted facial features and mapping the face images to some pre-defined categories,
which is essential a classification task. Different classifiers has been applied to tackle
this task, including Neural Network [56], Bayesian Network (BN) [57], Support Vector
Machine (SVM) [58], rule-based classifiers [34], Hidden Markov Models(HMM) [59].
The approaches can be divided into two groups: frame based recognition which only
relies on a single frame with or without a reference frame; image sequence based
approaches exploited the temporal behaviors of facial expressions.
Expression representation
There are generally two models for expression representation: discrete category
model and Facial Action Coding System (FACS) model. As its name suggests, dis-
crete category model describes expressions in terms of discrete categories. The most
popular example of this description is the prototypical (basic) emotion categories, in-
cluding happiness, sadness, surprise, anger, fear, and disgust [9, 60, 61]. All emotion
related expression can be described by one of the prototypical expressions and Ekman
et al. [9] claim that these six prototypical expressions can be perceived in the same
way across all human ethnicities and cultures. A large percent of automatic facial
expression analysis systems focus on recognizing these prototypical emotions.
The Facial Action Coding System (FACS) [62] is designed to detect subtle changes
in terms of Action Units (AU) in facial features. Any types of facial expression can
be represented by a combination of Action Units. The Facial Action Coding System
(FACS) is comprised of 44 Action Units, see Figure 2.8 for some example Action
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Units. As actions units are independent of interpretation, they can be used for any
high level decision making process, such as facial expression recognition.
Figure 2.8: Sample Action Units [62]
Frame based recognition
Frame based recognition relies on a single frame with or without a reference frame
for expression recognition. In general, any machine learning algorithm is applicable
for this task. In [43], the principal components of the feature vectors from training
images were analyzed by LDA to form discriminant. A test face image was classified
by projecting the input vector of the image along the discriminant vectors. The
proposed method was trained and tested on JAFFE [43] dataset. The recognition
rate was reported to be 92%.
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Bartlett et al. [58] performed systematic comparison of different techniques in-
cluding AdaBoost, SVM and LDA for facial expression recognition. Best results were
obtained by selecting a subset of Gabor filters using AdaBoost and training SVM on
the outputs of the selected filters. Shan et al. [53] compared the different learning
algorithms using the LBP features and achieved the best performance with SVM.
LBP features were further compared to Gabor wavelet features using SVM on the
Cohn-Kanade [63] dataset, and they reported that the recognition rate of LBP +
SVM was slightly higher than Gabor + SVM.
Tian et al. [6] proposed to use a three-layer neural network with one hidden layer
to recognize Action Units. Separate networks are used for the upper and lower face.
When Action Units are occur in combination, multiple output nodes are excited.
Pantic and Rothkrantz [64] proposed to use rule-based reasoning to recognize action
units and their combinations.
Image Sequence based recognition
Hidden Markov Models (HMMs) have been widely used to model the temporal
information. Cohen et al. [65] proposed a multilevel HMMs classifier for recognizing
facial expression and segmenting long image sequence to different expression segments.
The first level is comprised of independent HMMs related to different emotions. The
output state sequence is used as the input of the higher level HMM which enables
the segmentation.
Dynamic Bayesian Networks (DBN) have also been exploited for image sequence
based expression recognition [32, 66]. Kaliouby and Robinson [32] propose to use
multi-level DBN classifier to model complex mental states as a number of interacting
facial and head displays. Zhang and Ji [66] propose to use DBN and multi-sensory
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information fusion technique to model the temporal information of facial expression
in image sequences.
Lee et al. [67] proposed a framework to learn a decomposable generative model
to represent and analysis facial motions. The learned model can generate different
dynamic facial appearance for different people and for different emotions.
2.4 Summary
As disscused in this chpater, numerous approaches to automatic facial expression
recognition have been proposed. However, only relatively few recent studies consider
the problem in unconstrained environments, and the problem has remained unsolved
for the most part. As one major problem faced by the litearture is the lack of realistic
training and testing data, we tackle the problem by starting developing methods that
are able to construct large scale facial expression image datset form web images with
minimum human efforts. Various novel facial expression features are then proposed
to address the challenges imposed by the newly collected dataset. Finally, a feature
cmbination method is propsed to combine the proposed facial expression features to
form a more descriptive representation.
22
CHAPTER 3
HARVESTING WEB IMAGES FOR REALISTIC FACIAL
EXPRESSION RECOGNITION
3.1 Introduction
Facial expression image dataset is essential for the research of automatic facial
expression analysis, as it is required to learn facial expression models and to evaluate
recognition algorithms. Over the past decades, several facial expression datasets such
as CK [63, 68] and JAFFE [43] have been made available to the public [4, 64]. They
have played a significant role to address the issues of lacking facial expression data.
However, these datasets are generally of a small scale comprising mostly of photos
collected under controlled environments from a very small number of human subjects,
which results in the fact that they are not ideal for evaluating expression recognition
algorithms in realistic settings due to the following two reasons:
• They suffer from common limitations of being small in terms of both the number
of subjects and images and fail to represent the diverse set of variations found in
the real world [69]. Consequently, despite the promising performance reported
[53], facial expression recognition algorithms trained on such datasets cannot
be applied in practice.
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• The datasets are not sufficiently challenging to unveil the capabilities of compre-
hensive facial expression recognition algorithms. For example, some rudimen-
tary algorithms are able to match the performance of many state-of-art systems
on these datasets due to the well controlled data acquisition environments [51].
The benefits of utilizing a more advanced algorithm may not be thoroughly
studied.
There is a clear demand for a comprehensive large-scale facial expression dataset
that is collected under real world conditions [8, 69]. Ideally, the data need to be
collected manually to ensure the quality. However, obtaining such data is a tedious
and time-consuming task that requires tremendous efforts which are proportional to
the dataset size. Nowadays, the prosperity of the Internet and Web technologies
brings us a large quantity of web images containing faces. These face images are
taken by people all over the world, hence typically span a wide range of image settings
and cover a large number of human subjects with different ages, genders and ethnic
groups. Moreover, a large number of web images are associated with related textual
descriptions, such as surrounding texts, title, and URL. Together these form a solid
foundation on which high quality facial expression image datasets can be obtained
with limited user supervisions.
Motivated by the above observations, in this chapter we address the demand on
realistic facial expression image datasets and propose a search based framework to
harvest realistic facial expression images from the Web. Specifically, our framework
consists of two major components as shown in Fig. 3.1: initial keyword based search
and active learning based refinement of search results. Firstly, given emotional key-
words corresponding to one facial expression, we use image search engines to obtain a
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Figure 3.1: Overview of the active learning based framework for constructing facial
expression datasets.
raw dataset Sraw consisting of images that are potentially relevant to the expression.
In our experiment, Google is used for simplicity. However, it should be noted that our
framework is flexible for using multiple and differnt image search engines. As most
of the commercial search engines handle image search based on text analysis while
ignoring the actual visual content, Sraw is too noisy to be used directly for training
the facial expression recognition methods. Hence rather than treat all images in Sraw
as positive samples for the class of interest, we secondly use a binary Support Vector
Machine (SVM) classifier as a post-detector to select images visually relevant to the
query expression (keyword). The SVM classifier is learned from a training set that is
constructed by pool-based active learning [70]. The goal of the classifier is, for each
input image, to predict the presence of the facial expression of interest. Since the
active learning algorithm selects examples to be labeled, it requires much less human
effort during the classifier training. The final facial expression dataset is composed
of images selected by the SVM classifier.
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The newly collected facial expression dataset is very challenging for the Local
Binary Pattern (LBP) [53] and Weber Local Descriptor (WLD) [71] based facial
expression descriptors due to the level of variation in the data. Therefore, we propose
a novel facial expression feature based on WLD and histogram contextualization [72]
for multiscale analysis of facial expressions.
In summary, the main contributions are as follows:
1. We propose a web search based framework to build a realistic facial expression
dataset from the Web that contains a diverse set of human subjects and imaging
environments. Our approach is designed to minimize the human efforts during
the dataset construction and to maximize the scalability of the dataset for future
research. To the best of our knowledge, there are very limited studies in the
literature about building general facial expression datasets from web images.
2. We adopt an active learning based method to remove noisy images from the
search results returned by commercial search engines.
3. We propose an efficient facial expression feature based on the recent WLD de-
scriptor for multiscale analysis of faces, namely Multiscale-WLD. In addition,
spatial context is taken into account while histogram features are formed. Vari-
ous experimental results demonstrate that Multiscale-WLD is more robust than
other widely used descriptors such as conventional WLD and LBP.
4. We conduct comprehensive experiments to demonstrate that our facial expres-
sion dataset outperform other existing datasets in terms of generalization capa-
bilities.
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The rest of the chapter is organized as the follows. Section 3.2 briefly reviews the
related works. Sections 3.3 and 3.4 explain in detail the text based image collection
and content based image refinement approaches. Section 3.5 presents our Multiscale-
WLD based facial expression feature. Section 3.6 discusses the experimental settings
and results. Finally, concluding remarks are addressed in Section 3.7.
3.2 Related Work
In this section, we review the relevant literature on image understanding and facial
expression image feature extraction.
3.2.1 Image Understanding from Web Images
Training data acquisition is a key challenge in the development of large scale com-
puter vision and pattern recognition applications. In most cases, the cost of manual
data labeling is prohibitive due to the amount and range of the data. Therefore in
the recent years, there have been emerging interests in harvesting data or mining
knowledge from the Web.
A few approaches in this domain are related to our framework. Fergus et al . [73]
utilized images returned by Google image search to learn object categories automat-
ically. In their work, images were modeled as a mixtures of latent topics, which were
learned from Google image search results by an extended probabilistic Latent Seman-
tic Analysis (pLSA) model. Then top ranked image search results were used to select
a subset of topics corresponding to the object category of interest, and an object
classifier was built using these topics. However its performance might be strongly
affected by the accuracy of top ranked Google image search results, as it relies on
these images to select representative latent topics for each category. Li et al . [74] also
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aimed to collect an object category dataset from images returned by search engines
and learn the object category models simultaneously. They employed a Hierarchical
Dirichlet Process (HDP) model that was learned via an incremental learning process,
which gave their framework ability to incorporate novel images without being fully
re-trained. Hence the approach was more scalable than the work of Fergus et al .
[73]. Similarly, Collins et al . [75] applied a boosting based classifier to select relevant
images from image search results. To minimize the required number of supervised
training examples, the classifier utilized active learning and online learning to update
its model during the training process.
While the above works focus on utilizing the visual information, some other works
also exploit the meta data surrounding the web images. Berg and Forsyth [76] aimed
to build an animal dataset using Google search. They applied Latent Dirichlet Allo-
cation (LDA) model to learn a set of latent topics from surrounding texts of images
returned by Google image search, and select visual exemplars (images) for each topic
based on the nearby words of the images. Visual information obtained from visual
exemplars was then incorporated with textual information to build a classifier, which
can be used to determine whether a new image depicts an animal. This method
requires users to label visual exemplars as relevant or background. To completely
automate the data collection and cleaning tasks, Schroff et al . [77] proposed to use
a simple Bayesian posterior estimation to re-rank the image search results based on
textual information. The top ranked images were selected to build a training set.
A SVM classifier, learned from the training set, was adopted to re-rank the image
search results based on the visual information. Other recent work aiming at building
datasets from web images require manual data collection and cleaning [78, 79].
28
As in the domain of facial expression analysis, to our best knowledge, there exists
only two such datasets, GENKI dataset [69] and Static Facial Expressions In The
Wild (SFEW) dataset [80]. The GENKI dataset was developed for smile detection,
therefore it only provides the ground-truth data for one type of facial expression. Also
the images had to be manually labeled. These limitations make the GENKI dataset
impractical for the research of general purpose facial expression analysis. The SFEW
dataset [80] was collected from movies and covered six basic expressions angry, disgust,
fear, happy, sad, surprise and neutral. However, it also required human annotators
to manually label all the data. To address this issue, here we attempt to construct a
semi-automatic framework by harvesting facial expression images from the Web that
can be scaled to support diverse types of facial expressions.
3.2.2 Facial Feature Extraction
Face representation has been studied intensively for automatic expression recog-
nition over the past decades, and a variety of approaches have been presented. In
general, these approaches can be divided into two groups: geometric based approaches
[6, 30, 38, 39] and appearance based approaches [42, 53, 81, 82, 83].
Geometric based facial expression feature extracts the shape and locations of fa-
cial components to represent the face geometry. In an early work by Zhang et al .
[30], 34 fiducial points were utilized to represent a face image. The fiducial points
were manually selected at facial landmarks and the image coordinates of these points
were used as features, which results in a 68-dimension feature vector. Tian et al . [6]
proposed a Multistate Face Component Model to detect and track changes of facial
components in near frontal face images. This model represented facial movements
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by measuring the state transitions of corresponding facial components. In an image
sequence, the facial movements could be modeled by measuring the geometrical dis-
placement of facial feature points between the current frame and the initial frame.
Valstar et al . [38] manually selected 20 facial points and recognized Facial Action
Units (AUs) by classifying features calculated from tracked facial points. Their ex-
periments demonstrated that the facial representation based on tracked facial points
was well suited for facial expression analysis. This approach was further extended
by adopting a fully automatic facial movement detection system that could automat-
ically localize facial points in the initial frame and recognize the facial movements
using the most representative features selected by AdaBoost [39]. However, extract-
ing geometric features usually requires accurate and reliable facial feature detection
and tracking. The automatic detection and tracking of facial features is still an open
problem in many real world situations, and relies on manual labor which is very time
expensive and error prone. Therefore, appearance based features for facial expression
analysis have also been investigated.
Appearance based facial expression features model the appearance change of faces,
such as wrinkles and furrows, by directly utilizing pixel values. Holistic spatial anal-
ysis including Principal Component Analysis (PCA) [40, 84], Linear Discriminant
Analysis (LDA) [41], and Independent Component Analysis (ICA) [42] has been ap-
plied to the whole face or specific face regions to extract the facial appearance changes.
Typically these methods project face images onto a subspace, find a set of basis im-
ages, and represent faces as a linear combination of those basis images. The Active
Appearance Models (AAM) [85] was also applied to facial expression recognition,
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which used PCA to model both shape and texture variations. The models can be fit-
ted to new images by varying the shape and texture parameters within limits learned
from a training set. Abboud et al . [86] applied LDA to the AAM parameters to
obtain the most discriminative features and represent facial expression images. Sung
et al . [87] combined the AAM with Active Shape Models (ASM) [35] to reduce the
average model fitting errors. Ashraf et al . [88] utilized AAM derived representations
for recognizing facial expression of pain.
In recent years, researchers have turned toward local descriptor based facial ex-
pression features as local descriptors have been shown to be more robust to oc-
clusion, misalignment and moderate pose changes than traditional holistic methods
[81, 82, 83, 89]. Ojala et al . [49] proposed the Local Binary Pattern (LBP) as a com-
putational effective texture descriptor. The original LBP operator labels the pixels
of an image by thresholding a 3× 3 neighborhood of each pixel with the center value
and considering the results as a binary number, and use the derived binary number to
represent texture primitives. In order to capture dominant features at a large scale,
the original LBP operator was later extended to use neighborhood of different sizes.
Using circular neighborhoods and bi-linearly interpolating the pixel values allow any
radius and number of pixels in the neighborhood [50]. The LBP histogram contains
information about the distribution of the local micro-patterns. Thus face images can
be effectively represented by LBP histograms as shown in these works [53, 90]. Shan
et al . [53] performed a comprehensive study on facial expression recognition using
LBP features. Different machine learning methods have been employed to classify
expressions on several datasets, including SVM, Linear Discriminant Analysis (LDA)
and linear programming. It is argued that LBP is more robust and efficient than
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Gabor wavelet features. By combining Gabor filtering with LBP, Local Gabor Phase
Patterns (LGBP) [66] was proposed to extended LBP to multiple resolutions and
orientations. Xie et al . proposed Local Gabor XOR Pattern [91] to exploit the Gabor
phase information. Recently, Chen et al . [71] proposed the Weber Local Descriptor
(WLD) for face detection. WLD characterizes texture information of an image by
considering the ratio of changes in pixel intensity. Different to LBP, it uses the gra-
dient orientations to describe the direction of edges. In addition to LBP and WLD,
some other local descriptors originally proposed for object recognition tasks were also
used for facial representation, such as SIFT [92], Histogram of Oriented Gradients
(HOG) [93], and Haar-like rectangle features [54].
3.3 Text-based Web Image Search
In this section, we describe the procedures for collecting the initial pool of weakly
labeled images from the Web. We rely on text based image search engines to obtain
the initial image set which is motivated by the fact that the human face related
images are usually accompanied with emotional text information. Although it is
often the case that the retrieved images are not semantically relevant to the query
keyword, there still exist a considerable number of images with correct information
on facial expressions. For the scope of this chapter, interests are placed on the seven
basic facial expression categories including happiness, sadness, surprise, fear, disgust,
anger and neutral [94]. The initial list of query keywords are intuitively formed by
these category names.
Most of image search engines restrict the number of images to be returned. For
example, Google only returns the top 1,000 images for each query, in which there also
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exist quite a number of dead links. If one keyword is used for one facial expression,
we can only collect a very limited number of training images. In order to overcome
this restriction, we formulate emotionally related text queries using an affective-based
lexical datasets - WordNet-Affect [95] which models the affective words or synsets in
a hierarchical structure. Under a category parent in the hierarchy, the affective words
are semantically and emotionally similar. For example, joy, gladness, and cheerfulness
are affective words under a same category, and share very similar affective meaning
of happiness. Hence these affective words are also included in the query keywords list
as shown in Table 3.1. To further increase the number of potential training images,
the queries can also be performed on different image search engines and online image
sharing web sites in the future. Since only the human face related images are of our
interest, the above query keywords have been expanded with face related terms such
as face and expression. As a result, a raw dataset, denoted as Sraw, is created from
straightforward web image search.
Table 3.1: A list of keywords used for text based facial expression image search.
Original Keyword Extended Keywords
Anger fury, infuriation, umbrage, indignation, annoyance,
huffiness, dander
Disgust shame, dislike, repugnance, nausea
Fear scare, panic, horror, creeps, apprehension
Happiness joy, amusement, gladness, rejoicing, cheerfulness,
exhilaration, elation
Sadness cheerlessness, sorrow, misery, weepiness, depression,
forlornness, melancholy
Surprise astonishment, amazement, shock
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3.4 Content-based Refinement
3.4.1 Face Registration
Despite the efforts described in Section 3.3, many images in Sraw still do not
contain any face or are of low quality for training purpose (e.g . lack of frontal face).
The well known Viola-Jones face detector [2] is utilized to remove these noisy images.
After faces are detected, we firstly perform automatic eye localization on the de-
tected face region in order to align different face image data into a common coordinate
system based on eye locations. For this task, we adopt the Average of Synthetic Exact
Filters (ASEF) [96] which is a class of correlation filters. Then we align and normalize
the faces based on the detected eye locations and the distance between the two eyes.
Similar to the practice of Shan et al . [53], facial images of 110×115 pixels are cropped
from the original frames and are used to construct the initial facial expression dataset
denoted as Sface.
3.4.2 Active Learning based Refinement
The face registration process described in Section 3.4.1 removes most of images
not containing frontal faces. However, a fairly large proportion of the remaining face
images are still not related to the query expression. For example, the search results
may contain sad face images for the query of happiness. In order further improve the
quality of Sface, we have to further select images that are semantically relevant to the
query expression. Thus for each category of facial expression of interest, we apply a
binary SVM classifier that is learned from a training set constructed by a pool-based
active learning method.
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Support Vector Machine
Given a training dataset D = {(xi, yi)}li=1, where l is the size of the dataset,
xi ∈ Rn is a feature vector and yi ∈ {−1,+1} is the class label of xi. Support Vector
Machine (SVM) finds a hyperplane in the form of w · x + b = 0 that maximizes the
margin of separation between two data classes −1 and +1. Maximizing the margin is
a problem of constrained optimization that can be solved by Lagrange method. Thus
w can be solved as [97]:
w =
l∑
i=1
αiyixi, (3.1)
where the coefficients αi is a Lagrange multiplier. A non-zero αi indicates that xi
associated with αi is a support vector. New data point xnew can now be classified by
the decision function:
f(xnew) = sign
(
l∑
i=1
αiyi(xi · xnew) + b
)
, (3.2)
where positive (negative) utput means xnew belongs to the positive (negative) class.
It is often the case that two classes are not linearly separable, therefore SVM uses
a kernel function to perform non-linear mapping of the data into a higher dimensional
feature space, and finds a linear separating hyperplane with the maximum margin to
separate the data in this high dimensional space. The radial basis function (RBF)
kernel given in Eq. 3.3 is used in our experiments.
k(x, y) = exp(−γ‖x− y‖2) (3.3)
And the decision function in Eq. 3.2 can be rewritten to:
f(xnew) = sign
(
l∑
i=1
αiyik(xi, xnew) + b
)
, (3.4)
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where the dot product is substituted by the kernel function k(xi, xnew). In our exper-
iment, grid searching is used to find the optimal parameters of SVM.
Pool-based Active Learning with SVM
Active learning aims to reduce the number of labeled examples required to train
a classifier. This is achieved by selecting the most informative unlabeled examples to
require human labeling. The key challenge here is how to select the next unlabeled
instances to interact with users. Following the settings in [98], we use an uncertainty
sampling based approach that chooses the unlabeled examples with least classifica-
tion certainty. Though SVM does not give the probability of prediction directly, the
probability can be estimated by using a Sigmoid function [99]. In a binary classifi-
cation problem, the method is equivalent to find the data points with the smallest
margin to the decision hyperplane.
Given a seed training dataset D that contains labeled expression images, a un-
labeled dataset P , and a validation dataset V . Initially, D only contains a small
number of randomly selected examples. The workflow of the algorithm is as follows:
1. Train an SVM classifier with D;
2. Perform the classification on P and compute the class membership probability
estimates;
3. Remove the images with the lowest classification certainty to query the user,
and add the actively selected images along with user provided labels to D. In
our experiments, five images are returned to the user for manual labeling;
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4. Evaluate the model by performing classification on the manually labled valida-
tion dataset V ;
5. Go back to step (1) and repeat until the user is satisfied or the images have
been exhausted.
3.5 Multiscale-WLD Based Facial Expression Feature
Previous studies have shown that facial images can be effectively described as a
composition of micro-texture patterns, such as edges, spots and flat areas [53, 100].
Hence in this work, we propose to represent a facial image by its local textures and
the spatial layout of the textures. The spatial layout is captured by partitioning a
facial image into grids (as shown in Fig. 3.3) and each grid is represented with WLD
to capture its local texture. The local descriptors are then concatenated to form a
global description of the face. In the following sub-sections, we will describe our facial
feature in detail.
3.5.1 Weber Local Descriptor
The Weber’s law [101] states that the smallest change in the intensity of a stimulus
capable of being perceived is proportional to the intensity of the original stimulus.
This implies that the ratio of the change in the intensity of the stimulus reflects the
magnitude of human perception of the stimulus. Based on such motivation, the Weber
Local Descriptor (WLD) was recently developed by Chen et al . [71] to characterize
texture information of an image by considering the ratio of changes in pixel intensity
which can be considered as stimulus information for visual perception.
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WLD is comprised of two components, differential excitation and orientation.
Differential excitation ξ(xc) measures the ratio of change in pixel intensity between a
center pixel xc against its neighbors. It is computed in the following way [71]:
ξ(xc) = arctan
[
p−1∑
i=0
(
xi − xc
xc
)]
, (3.5)
where xi denotes the ith neighbors of xc and p is the number of neighbors (8 in the
case of 3×3 neighborhoods). The arctan function is applied to smooth out the results.
Differential excitation ξ(xc) captures the local salient visual patterns. For example,
a high ξ(xc) value indicates that xc potentially belongs to an edge or a spot as there
is a strong difference in pixel intensity between xc and its neighbors.
The orientation component θ(xc) of WLD is the gradient orientation of the pixel
xc. It is computed as [71]:
θ(xc) = arctan
(
x7 − x3
x5 − x1
)
, (3.6)
where x1, x3, x5 and x7 are neighbors pixels of xc as shown in Fig. 3.2. The orientation
component is then quantized into T dominant orientations.
After labeling the image with WLD, a 2D WLD histogram of the labeled image
can be defined as:
Hwld(c, t) =
I−1∑
i=0
J−1∑
j=0
I
(
ξ (xi,j) = c
)
I
(
θ (xi,j) = t
)
, c ∈ C, t ∈ T (3.7)
where I×J is the dimensionality of the image, xi,j is the pixel at location (i, j) in the
image coordinates, T is the number of dominant orientations as mentioned above,
C is the number of bins of the differential excitation histogram in each dominant
orientation θt, and
I(A) =
{
1 if A is true,
0 otherwise.
(3.8)
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Figure 3.2: Illustration of neighborhood pixels used for extracting the WLD descriptor
of xc.
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Figure 3.3: Multiscale-WLD Facial Expression Feature.
Note that in this 2D histogram, each column corresponds to a dominant orientation,
and each cell Hwld(c, t) corresponds to the frequency of a certain differential excitation
interval on a dominant orientation θt. The size of the interval is controlled by two
user defined parameters M and S. The 2D histogram is further encoded into a 1D
histogram by concatenating all of the cells Hwld(c, t). Therefore the size of the final
descriptor is T ×M × S.
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3.5.2 Multiscale-WLD Based Face Representation
As faces can be seen as a composition of micro texture patterns [53, 100], it
is intuitive to use WLD to represent facial images. However, a WLD histogram
computed over a global face image does not capture the spatial locations of the micro
texture patterns since the patterns tend to be averaged over the whole image area
which will reduce the discriminative power of the WLD descriptor for facial expression
recognition. Hence in order to overcome this issue, we divide a face image equally into
N rectangular regions R1, R2, ..., RN (Fig. 3.3), and a histogram Hn(n = 1, 2, ..., N)
is computed independently for each sub-region.
When perceiving facial expressions, human beings pay more attention to some
face regions (e.g . eyes and mouth) than others [53]. In order to take this observation
into account, each region can be assigned a weight wn(n = 1, 2, ..., N) according to
the importance of the region in human perception. The resulting N histograms are
then concatenated into a single spatially enhanced histogram:
H =
{
wnHn
}
, where n = 1, 2, ..., N. (3.9)
The histogram H effectively encodes both the local texture appearance and the global
spatial relationships among facial regions.
Multiscale analysis is achieved by down-sampling the original face image to form
an image pyramid followed by applying a WLD operator with fixed neighborhood
size of 3× 3 pixels. A spatially enhanced histogram is computed at each level of the
pyramid. The final Multiscale-WLD feature vector is formulated by concatenating
the histograms extracted at different scales. Since encoding not only the micro struc-
tures of a face image but also the macro structures which provides a more extensive
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description than the basic WLD operator, the Multiscale-WLD is more robust. The
distance between two Multiscale-WLDs reflects the extent to which two facial images
contain similar textures within corresponding spatial regions.
In summary, our Multiscale-WLD based facial expression feature is formed as
follows:
HM−WLD =
{
H1, H2, ..., HR−1, HR
}
, (3.10)
where R is the number of different scales and Hr is a spatially enhanced histogram
computed using (3.9). The dimension of the Multiscale-WLD based descriptor equals
to R × N ×M × T × S, where R denotes the number of scales that a face image
will be analyzed at, N denotes the number of rectangular regions that a face image
will be divided into, M , T , and S are WLD parameters, in which T determines the
number of dominant orientations of the WLD orientation components, and M and S
control the size of the interval of the WLD differential excitation components on a
certain dominant orientation.
3.5.3 Contextualized Multiscale-WLD Based Face Represen-
tation
As a histogram based feature, the Multiscale-WLD based face representation lacks
the ability to capture the spatial contextual information among the patterns. In or-
der to address this issue, we extend the Multiscale-WLD by utilizing contextualized
histogram [72] to encode spatial context in our face feature. The contextualized his-
togram CH is constructed by comparing an image indexed by the bins of a histogram
H with a set of predefined structures, followed by counting the occurrence of differ-
ent structures for each bin of H. As in [72], 30 predefined structures are used in this
chapter where each structure defines a homogeneity pattern and a different shape.
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Hence, the dimension of the contextualized Multiscale-WLD is becoming to 30 times
of that of the original Multiscale-WLD descriptor. PCA is then applied to reduce the
dimensionality for better classification performance.
3.6 Experiments and Discussions
3.6.1 Experimental Settings
Our experiments were conducted on 7 categories of universal facial expressions
[94]: happiness, sadness, anger, fear, disgust, surprise and neutral. After removing
non-face images, the number of images in each category varies from 2000 to 2500
images in image set Sface. For each category, a facial expression classifier is trained
from Sface using SVM with active learning where the following three datasets were
utilized:
1. Validation Set Gv: This will be used as the verification dataset to determine the
stopping criteria for active learning, as well as a realistic facial expression image
dataset to be compared with other well established facial expression datasets in
Section 3.6.3. In total, 350 images (50 images for each of the 7 categories) are
randomly drawn from the initial face dataset Sface and manually labeled.
2. Seed Training Sets: Seed training sets are the initial training data used in active
learning (see Section 3.4.2). Each facial expression category has a seed training
set. The positive examples are manually labeled and the negative examples are
uniformly-randomly drawn from other seed positive training sets. The number
of positive examples and negative examples are equal, which is set to 20 images
for each category in our experiment.
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3. Active Learning Pools: It is comprised of all remaining images in Sface, one
for each category of facial expressions. The number of images in each category
varies from 1900 to 2400.
In our experiments, the facial expression images are represented by Multiscale-
WLD features. We denote the Multiscale-WLD feature as M −WLDM,T,SR,N . Here, N
is experimentally set to 5× 5, R is set to 3 and each face image is down-sampled at
scale σ = 0.6, M is set to 2, T is set to 6, and S is set to 4. The weight value for
each region is empirically set according to our observation. The weighting scheme is
symmetric with respect to the center y-axis as shown in Fig. 3.4. This yields a 3600-
dimensional feature vector for each face image. In Section 3.6.7, we study the impact
of different parameter settings. The dimension for Contextualized Multiscale-WLD
facial feature (CM-WLD) is 10800, and PCA is applied to reduce the dimension to
400. The effectiveness of CM-WLD is analyzed in Section 3.6.6.
1.0
0.2
0.4
0.6
0.8
Figure 3.4: The weighting scheme used in our experiments.
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We also compare the proposed Multiscale-WLD facial feature with LBP descriptor,
which has been widely used in facial expression recognition. Following [90], we use the
59-bin LBP u28,2 operator. Similar to WLD, each facial image is segmented into a grid
of 5× 5 regions. We compute a LBP u28,2 operator for each of the 25 regions, yielding
a 1475-dimensional feature vector (59 × 25) for each face image. Multiscale-LBP is
realized by down-sampling the images into three resolution at scale σ = 0.6 which
gives a 4425-dimensional feature vector (3× 59× 25).
3.6.2 Quality of Our Dataset
In order to evaluate the quality of the data collected with our method, we pro-
duce a facial expression dataset Gw. Specifically, we apply the actively learned facial
expression classifiers to Google image search results, and select the top-ranked 100
images for each expression according to the estimated classification certainty. Some
true and false positive images from the resulting dataset are shown in Fig. 3.5. The
precision of the 100 images for each expression is compared with that of the top 100
images returned by Google image search. As can be seen in Fig. 3.6, our dataset
significantly outperforms Google image search for all 7 categories of facial expressions.
3.6.3 Diversity of Our Dataset
We demonstrate the diversity of our dataset by comparing the performance of
facial expression recognition algorithms trained with our dataset to the performance
of the recognition algorithms trained with other well established facial expression
datasets, JAFFE[4] and Cohn-Kanade DFAT (CK) [63]. For this purpose, we use
the actively collected facial expression dataset Gw (see Section 3.6.1) as our realistic
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Figure 3.5: Images from our actively collected facial expression dataset Gw.
training dataset and Gv as our realistic verification dataset. The JAFFE dataset con-
tains 213 images of the seven basic facial expressions which were posed by 10 Japanese
females. It is the most trivial dataset over the three, and serves as the baseline in the
experiments. The Cohn-Kanade DFAT dataset consists of approximately 500 images
from 100 subjects ranged in age from 18 to 30 years, of which 65% are female. The
distribution of the ethnic groups is: 81% Euro-American, 13% Afro-American and
6% other groups. An overview of the evaluation datasets is shown in Table 3.2. All
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Figure 3.6: Precision of images in Gw (blue and red, the left two bars) compared to
first 100 Google image search results (green, the right bar).
face images are resized to a fixed size of 110 x 150 pixels. Histogram equalization is
performed to remove the illumination effect in the images.
Here we provide a walk through of the facial expression recognition algorithm used
for evaluating the facial expression datasets. Given a set of training images, we first
extract the local texture features to represent the facial expressions. Then we train
an SVM classifier for each facial expression. Since SVM was originally developed
for binary classification, in order to extend SVM for multi-class classification, we use
the One-Versus-All approach, which trains a binary classifier to classify one class
of interest (positive) versus all other classes (negative). These independent SVM
classifiers are used to provide seven predictions of the presence or absence of the facial
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Table 3.2: Statistics of the evaluation datasets used in the experiments. The columns
of Male and female show the percentage of male subjects and female subjects respec-
tively.
Images Subjects Female Male
Gv 350 328 59.2% 40.8%
JAFFE 213 10 100% 0%
CK 500 100 65% 35%
expression in unseen face images and the class with the greatest class-membership
probability estimation value is output as the recognized facial expression.
In our experiments, we perform the 5-fold cross validation for CK and JAFFE.
For our dataset, the classifiers are trained on Gw and evaluated on Gv. The confusion
matrix of the classification results are reported in Tables 3.3, 3.4 and 3.5, where each
row represents a set of images corresponding to a type of expression and each column
represents the percentage of the images that is classified into a type of expression. It is
observed that the results have some key similarities across the three datasets, but also
some interesting differences. The happiness and neutral expressions are consistently
better recognized than the rest types of the expressions. However they are mostly
misclassified into each other which suggests that these two expressions share some
appearances to a certain extent. It is also noted that the classifiers are mostly confused
by the following three types of expressions: sadness, fear and anger. Interestingly,
these three types of expressions are relatively difficult to be distinguished by human
beings [102]. Another observation is that the disgust and surprise expressions are
comparatively well classified on the CK and JAFFE datasets, but not so well on
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our dataset. It is believed that these two expressions are over exaggerated in the
posed facial expression datasets (CK and JAFFE). In a real world environment which
our dataset Gw is trying to resemble, the difference among them is subtle, which
makes them difficult to be well recognized. Finally, it is noted that there is a strong
connection between Gw and the classification performance. The better classification
results are achieved when there is less noise in the training dataset.
The cross-dataset classification results are reported in Table 3.6. As can be seen,
the recognition algorithm performs well for the JAFFE and CK dataset with over
90% classification accuracy rate, but the performance is not ideal on our dataset Gw.
This suggests that Gw is much more challenging to the facial expression recognizer
compared to the other two datasets since it is collected in much more diverse imaging
conditions and contains a much larger variety of subjects (e.g . 350 face images from
328 different people). We then perform the cross dataset experiments. Specifically,
we train the classifiers using the Multiscale-WLD features obtained from face images
belong to one dataset and test the classifiers on the other two datasets. As shown in
Table 3.6, the recognition performance of the classifiers trained with our web facial
images does not vary significantly across different datasets. Because we preprocess the
images in the same way, the only difference between them is that they were collected
under different controlled environments. The poor generalization ability of JAFEE
and CK datasets suggests that the facial expression classifiers trained on a dataset
with uniformly controlled environment only works well for the same dataset. On the
other hand, it shows that our dataset is much more diverse compared to JAFFE and
CK as the decrease of classification performance is minimal for our dataset. Therefore,
it is more difficult to train the classifiers with our dataset, which may explain that
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the classification performance are similar for all three datasets even though JAFFE
and CK datasets are relatively easy to handle compared to Gw.
Table 3.3: Confusion matrix for the classification results on our Gw. The classifiers
are trained on Gw and evaluated on Gv.
Anger Disgust Fear Happiness Neutral Sadness Surprise
Anger 51.2% 13.5% 10.7% 6.5% 0.0% 8.0% 10.2%
Disgust 17.9% 43.8% 8.9% 6.0% 2.0% 13.7% 7.7%
Fear 14.4% 10.0% 37.0% 4.7% 4.0% 8.2% 21.8%
Happiness 5.0% 5.6% 3.6% 67.5% 11.8% 5.6% 1.0%
Neutral 4.5% 3.3% 5.0% 12.0% 54.4% 16.7% 4.1%
Sadness 14.7% 5.4% 8.2% 11.5% 11.2% 43.9% 5.3%
Surprise 9.5% 10.7% 17.4% 7.4% 3.1% 8.2% 43.7%
Table 3.4: Confusion matrix for the 5-fold cross validation results on the CK dataset.
Anger Disgust Fear Happiness Neutral Sadness Surprise
Anger 95.0% 3.2% 0.0% 1.0% 0.8% 0.0% 0.0%
Disgust 1.0% 97.4% 1.1% 0.0% 0.0% 0.0% 0.6%
Fear 0.6% 0.0% 86.1% 4.7% 6.9% 1.6% 0.0%
Happiness 0.0% 0.0% 0.0% 98.8% 1.4% 0.0% 0.0%
Neutral 0.0% 0.0% 0.0% 1.0% 98.6% 0.4% 0.0%
Sadness 1.6% 0.0% 0.0% 0.0% 2.5% 95.7% 0.0%
Surprise 0.0% 0.0% 2.0% 0.4% 0.0% 0.0% 97.5%
3.6.4 Active Learning vs Passive Learning
In this section, we perform experiments to investigate the reduction in number of
training examples required for active learning to obtain similar classification accuracy
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Table 3.5: Confusion matrix for the 5-fold cross validation results on the JAFFE
dataset.
Anger Disgust Fear Happiness Neutral Sadness Surprise
Anger 83.5% 6.2% 2.0% 1.5% 3.9% 1.0% 1.9%
Disgust 5.5% 86.5% 0.0% 4.5% 2.1% 1.2% 0.0%
Fear 4.0% 2.5% 82.4% 7.0% 4.0% 0.0% 0.0%
Happiness 0.0% 0.0% 1.6% 92.5% 5.8% 0.0% 0.0%
Neutral 4.0% 0.0% 0.0% 5.5% 89.4% 0.0% 1.0%
Sadness 7.2% 4.8% 5.0% 0.0% 2.6% 79.6% 1.0%
Surprise 0.0% 3.2% 5.8% 5.0% 0.0% 0.0% 86.0%
Table 3.6: Comparison of recognition performance when training and testing happen
on the same and different datasets. We use Gw as our training dataset and Gv as our
evaluation dataset.
Training
Testing
Our Gv CK JAFFE
Our Gw 48.8% 49.3% 45.1%
Cohn-Kanade (CK) 26.4% 95.6% 35.3%
JAFFE 24.2% 35.4% 85.7%
as passive learning. The passive learning is performed by randomly selecting 5 images
from the learning pool, in contrast to the active learning where images are “actively”
selected based on their rankings. We focus the study on the category of happiness
facial expression images for illustration purposes. For both learning approaches, we
begin with a pool of 25 randomly selected labeled examples. At each round of learning,
we select 5 images to query user for labels based on the estimated classification
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certainty for the active learning approach, while selecting 5 random images for passive
learning. The learned classifiers is then evaluated on Gv. We report the results of
classification accuracy after each iteration of learning in Fig. 3.7. It can be noted
that there is no much difference in classification accuracy during the first few rounds
of learning, which is mainly because we start with the same seed training set for both
approaches and the proportion of actively selected examples is far fewer than the
number of randomly selected examples. However, as the number of learning rounds
increases, it becomes evident that active learning reduces the significant number of
training examples required to obtain similar classification accuracy. In particular, the
classification accuracy of active learning with 150 images is better than the passive
learning with roughly 300 images as shown in Fig. 3.7.
3.6.5 Benchmarks with Near Frontal Face Images
Facial images in JAFFE and CK datasets are captured strictly at frontal view.
However, the images in our web dataset Gw are varied in pose with approximately of
±15◦ against the front view. This motivates us to study its impacts on near-frontal
facial expression recognition. The experiment is performed by training three sets of
facial expression recognition classifiers for the three datasets (JAFFE, CK and Gw)
respectively, and evaluating each set on a benchmark dataset. We use the same facial
expression recognition algorithms as discussed in Section 3.6.2. And BU-3DFE is
used as the benchmark dataset, which is a 3D facial expression dataset [103]. The
BU-3DFE dataset contains 100 subjects, of which 56% are female and 44% are male,
ranging from 18 years to 70 years old with a variety of ethnic backgrounds. For
each subject, the dataset captures six universal expressions (happiness, disgust, fear,
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Table 3.7: Benchmark results on BU-3DFE dataset with classifiers trained on Gw,
JAFFE and CK respectively.
Gw JAFFE CK
Classification Accuracy 58.2% 34.7% 38.9%
angry, surprise and sadness) with four levels of intensity plus the neutral expression.
In our experiment, we generate 9 facial images for each subject by rotating and
projecting the 3D expression models with the strongest intensity. Each facial image
corresponds to one near-frontal facial view with 3 yaw angles (−15◦, 0◦, +15◦) and 3
pitch angles (−15◦, 0◦, +15◦). Totally we have 6300 facial images. We believe that
the combination of yaw and pitch angels is able to resemble the near-frontal facial
views typically found in realistic environments.
As shown in Table 3.7, the classifiers trained onGw outperform the other two coun-
terparts by a great margin (more than 20%). The result demonstrates the benefits of
training facial expression algorithms using datasets with large variations of imaging
conditions. It also suggests that a diverse dataset be required to further develop facial
expression recognition system that will be practical in realistic environments.
3.6.6 Effectiveness of Multiscale-WLD Based Facial Feature
In this section, we compare our Multiscale-WLD face descriptor with the original
Singlescale-WLD descriptor. As described in Section 3.5, the Multiscale-WLD de-
scriptor is extracted at three image scales by factors of 1 (original resolution), 0.6,
and 0.3 in both horizontal and vertical dimensions. Meanwhile, the Singlescale-WLD
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descriptor is obtained from the image at its original resolution. We use the same WLD
parameter settings for both descriptors, and no weighting for local region is used for
this experiment. We perform the test on all three evaluation datasets and the result
is reported in Table 3.8. Multiscale-WLD yields clearly higher recognition rates than
the original approach, which provides evidence that the discrimination power of the
Multiscale-WLD facial feature outperforms the single scale based descriptor due to
its ability in capturing and encoding textures with different sizes from facial images.
The Multiscale-WLD descriptor is also compared with the Contextualized Multiscale-
WLD descriptor. It is noted that the Contextualized Multiscale-WLD descriptor out-
performs its conventional counterparts on Gv dataset while underperforming on CK
and JAFFE. The result suggests that incorporating the local spatial relationships
between the patterns into the descriptor can help reduce the issues caused by incon-
sistent face alignment which is commonly found in our dataset. However, the benefits
cannot be readily determined when the face images are collected in a well controlled
environments (i.e. JAFFE and CK).
To gain better understanding on the WLD based facial representation, we com-
pare it with Local Binary Pattern (LBP) descriptor. The results shown in Table. 3.8
indicate that the WLD based representations are more robust than LBP based repre-
sentations. Moreover, compared with their single-scale counterparts, both Multiscale-
WLD and Multiscale-LBP achieves better recognition performance.
3.6.7 Impact of Parameter Settings
As discussed in Section 3.5, there are six parameters that should be selected to
optimize the performance of Multiscale-WLD based facial representation. Of them,
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Table 3.8: A comparison of 5-fold cross validation results for different WLD and LBP
based facial feature on different evaluation datasets.
S-WLD M-WLD CM-WLD S-LBP M-LBP
Gv 57.6% 59.9% 60.5% 46.3% 48.8%
JAFFE 83.1% 85.7% 84.9% 83.5% 84.9%
CK 92.6% 95.7% 91.3% 92.0% 92.5%
three original WLD parameters (M , T , S) control the dimensions of a WLD descrip-
tor, N determines the number of regions that a facial image will be divided into, R
denotes the number of scales that a facial image will be analyzed at and σ is its scale
factor. In this section, we study the impact of each parameter by varying their values
one at a time while fixing the other ones. For instance, when N is the interest of
study, we only vary the value of N while fixing the values of all other parameters. The
experiment is performed using the dataset Gv in a 5-fold cross-validation manner.
The parameters M , T , and S determines the discriminability and statistical re-
liability of the WLD descriptor [71]. One should note that the experiment is per-
formed at original image resolution. The experimental results in Figs. 3.8(a), 3.8(b)
and 3.8(c) show that the overall performance is not necessarily affected, though the
changes of these parameters result in significant difference in the dimension of the
WLD descriptor. This suggests that WLD based facial representation is very robust
with respect to the change of parameters.
The size N is a trade-off between computational complexity, discriminative power
and tolerance against face localization errors. Fig. 3.8(d) shows its effects. As N
increases, both the discriminative power and computational complexity increase. This
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trend continues to a point that the proposed method starts to become sensitive to a
small change in face localization (25 in Gv), from where the discriminability starts
to decline. This is because the proposed methods computes histograms over local
regions so a small change in face registration relative to the grid only causes changes
in the labels on the borders of the local regions. Therefore as the number of region
N increases, the method becomes more prone to the localization errors.
Varying the size of R and σ enables Multiscale-WLD to deal with textures at
different scales. A large value can increase the redundant information while a small
value can cause loss of important information. Figs. 3.8(c) and 3.8(f) illustrate their
minor impacts to the recognition accuracy.
3.7 Conclusion
In this chapter, we present a semi-automatic and scalable framework for harvest-
ing facial expression images from the Web. The use of active learning minimizes
human efforts required for data collection and cleaning. In addition, a novel facial
feature based on Weber Local Descriptor (WLD) and histogram contextualization
is proposed for multi-resolution analysis of faces. Our comprehensive experimental
results on several benchmark datasets demonstrate that the proposed facial feature
is robust, and the framework is capable of constructing diverse and high quality fa-
cial expression datasets. Compared to other popular datasets collected in controlled
laboratory environments, the state-of-the-art facial expression recognition algorithm
trained using our dataset shows better generalization. Our work is one step further
toward more advanced affective analysis of realistic multimedia data.
55
30 60 90 120 150 180 210 240 270 300
0.5
0.55
0.6
0.65
0.7
0.75
Number of labeled examples
Cl
as
si
fic
at
io
n 
ac
cu
rc
y
 
 
Cl
as
si
fic
at
io
n 
ac
cu
rc
y
Active Learning (M−WLD)
Active Learning (M−LBP)
Passive Learning
Cl
as
si
fic
at
io
n 
ac
cu
rc
y
Cl
as
si
fic
at
io
n 
ac
cu
rc
y
Cl
as
si
fic
at
io
n 
ac
cu
rc
y
Figure 3.7: Comparison of classification performance between active learning and
passive learning for happiness expression in Gv. The classification accuracy is defined
as the ratio of the number of correctly classified images to the total number of images
in the test dataset.
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racy.
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CHAPTER 4
FACIAL EXPRESSION FEATURES
In this chapter, two novel facial feature extraction algorithms are presented to
handle facial expression images that are collected using the search based framework
discussed in the previous chapter. The first feature, namely spatially enhanced local
binary pattern, incorporates the spatial contextual information into the famous LBP
descriptor using a shape context based representation. The other one, namely Local
Patch Pattern, combines local feature descriptors exracted from neighboring patches
to form a second order representation. Experiment results show that both features are
more descriptive and robust in the presence of noise, which are commonly observed
in practical environments.
4.1 Spatially enhanced Local Binary Pattern
4.1.1 Introduction
Texture analysis plays an important role for many applications in image process-
ing and computer vision, such as facial expression recognition, image segmentation,
content based image retrieval, and medical imaging. Various methods have been pro-
posed for texture feature extraction over the past decades [104, 105]. In particular,
LBP based approaches have drawn significant attentions due to LBP’s discriminative
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power and computational simplicity. The original LBP operator proposed by Ojala et
al . [106] labels each pixel of an image with a binary number formed by thresholding
the 3×3 neighborhood of each pixel against the intensity of the pixel into a series of 0s
and 1s. The histogram of LBPs captures the distribution of the local micro-patterns
and is able to characterize texture content.
Since scale and rotation are important in representing texture content, the origi-
nal LBP operator has been extended to address such two issues. In order to capture
dominant features at different scales, the original LBP operator was extended to use
neighborhood of various sizes. Using circular neighborhoods and bi-linearly interpo-
lating the pixel values allow any radius and any number of pixels in the neighborhood
[50]. Another variant has considered the different shapes for the neighborhood calcu-
lation. The circular definition of neighborhood in the original LBP has been replaced
by ellipse, parabola, hyperbola and archimedean spiral of different sizes [107]. To ob-
tain rotation invariance, a bitwise shift was performed on the binary pattern until the
binary value was matched with one of 36 rotation invariant patterns [106]. It has also
been shown that a subset of LBPs can be used to describe most patterns occurring
in images; hence, the dimensionality of LBP descriptors can be greatly reduced [108].
Many other variants to the original LBP operator have also been proposed. Tan
and Triggs [109] quantized the difference between a pixel and its neighbors into three
levels (instead of 2 values as in the original LBP) with a three-valued code in order
to reduce LBP’s sensitivity to noise in near-uniform image regions. Nanni et al .
[107] extended this idea by using a five-value encoding in order to obtain a more
robust descriptor. Alternatively, the neighborhood pixels were thresholded against
their median and mean values, instead of the center pixel, to reduce the effect of
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noise [110]. Xie et al . [91] proposed Local Gabor XOR Pattern to exploit the Gabor
phase information by extracting LBP from images convolved with the Gabor filters.
Recently, Guo et al . [111] proposed the Local Configuration Pattern (LCP) which
integrates both the image microscopic configuration and the occurrences of the local
binary patterns.
Figure 4.1: Illustration of the spatial distribution of a same texture pattern in four
different texture images. It demonstrates the importance of spatial information in
describing textures.
However, the spatial distribution (i.e. structure) of the local micro-patterns has
not been exploited, which has been proved to be an important property of texture
[108] (see Figure 4.1). Since shape context [112] is very good at characterizing the
spatial relationship among the sample points along a contour, we propose a novel
texture descriptor, namely spatially enhanced LBP, by utilizing shape context based
representation to encapsulate the spatial distribution of LBPs. In order to make our
texture descriptor invariant to rotation, the original shape context is adapted to the
local property of each pixel. Firstly, a LBP-coded image is constructed with the LBP
operator for a given image, where each pixel value corresponds to the binary value
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of the LBP extracted from the pixel at the same location of the given image. A
sample case is shown in Fig. 4.2 where the circulation starts at the top-left position.
Secondly, shape context is extracted to capture the spatial distribution of the local
binary patterns. At each sampling point in the LBP-coded image, one modified shape
context histogram is constructed, where each bin of the histogram contains a sub-
histogram of the LBPs that fall within the area covered by the bin. We use a dense
sampling approach in our experiments. Finally, shape context histograms extracted
at all the sampling points are concatenated to form a texture descriptor.
The main contributions of the proposed method are summarized as follows: 1) We
propose a novel texture descriptor to encapsulate the spatial distribution of the local
binary patterns in a global context. Experimental results show that the proposed
method outperforms the original LBP in various well known texture databases under
different imaging conditions. 2) We solve the rotation invariance problem of the shape
context descriptor by rotating its coordinate system based on the dominant gradient
orientation within the neighborhood.
4.1.2 Local Binary Pattern
The original LBP operator undertaken at each pixel labels the neighbor pixels of
each pixel by thresholding a circular neighborhood with radius of R pixels with the
center pixel tc’s grayscale intensity value (see Fig. 4.2). Formally, the LBP operator
is defined as follows:
LBP (P,R) =
P−1∑
i=0
u(ti − tc)2i, (4.1)
where P denotes the number of pixels in the neighborhood, R is the radius in pixels of
the circular neighborhood, ti and tc are the intensity values of the neighbor i and the
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Figure 4.2: A sample illustration of applying the original LBP operator to a pixel,
where the circulation starts at the top-left position.
center pixel, respectively, and u(x) is a step function, i.e. u(x) = 1 when x ≥ 0 and
u(x) = 0 otherwise. A pattern is called uniform when containing at most two bitwise
transitions from 0 to 1, or vice versa when the binary string is considered circular.
For example, 00001100 and 11110111 are uniform patterns. Rotation invariance is
achieved by recognizing that LBP (P,R) originates from particular rotation-invariant
patterns.
4.1.3 Modified Shape Context Descriptor
Shape context (SC) captures the spatial relationship among the sample points
along a shape contour. Specifically, the shape context for a sampling point pi is a
histogram computed by partitioning an image with a log-polar coordinate system,
where the sampling point is the origin of the coordinate system and the value of
each bin in the histogram equals to the number of sample points fall within the
corresponding partition as shown in Fig. 4.4.
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However, shape context is not invariant to rotation. That is, when a shape is
rotated, the shape context of a sampling point will also change, since the starting
angle of the log-polar coordinate does not change adaptively. In order to achieve
rotation invariance, the starting angle of the log-polar coordinate for a sampling
point will be aligned to the dominant gradient orientation in the neighborhood of
pi. In addition, for a given sampling point pi, instead of counting the number of
sample points within a bin for a binary shape image, we construct a sub-histogram of
the local binary patterns within the partition corresponding to the bin for a texture
image.
4.1.4 Spatially Enhanced LBP
Figure 4.3: Illustration of a LBP coded face image.
There are three major steps to compute the spatially enhanced LBP descriptor
for a given image: obtaining LBP-coded image, computing modified shape context
descriptor for each sampling point, and forming the final texture descriptor. Let
63
Figure 4.4: Illustration of computing the shape context for the sampling point (i.e.
the origin of the log-polar coordinate system).
Hi denote the modified shape context descriptor for the i-th sampling point. The
final texture descriptor is the concatenation of all the Hi. That is, H = {Hk}, k =
0, 1, ..., K − 1, where K is the number of sampling points.
Note that the placement of sampling points can be modified and optimized accord-
ing to specific applications. In our experiment, a dense sampling of K points is used
and shown to give a good overall classification accuracy. A weighting scheme can be
also applied to each histogram Hk based on its importance for a better classification
performance.
4.1.5 Experiments
To evaluate the performance of the proposed approach, three widely used texture
image datasets were used as in [111]: 1) The Outex TC 00012 dataset [50] contains
9120 images representing 24 different texture classes captured under different illumi-
nation conditions and rotations. We used 20 images of each texture class for training
and the rest 8640 images for testing. 2) The KTH-TIPS2 dataset [113] contains 4752
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images from 11 different texture classes. Each texture class has 4 physical samples
and each sample has 108 images that are obtained at 9 different scales and 12 different
illumination and rotation settings. Similar to [111], the 108 images from one sample
were randomly selected from each class for training and other images were used for
testing. This was repeated 500 times with different training and testing sets. 3)
The Columbia-Utrecht (CUReT) dataset [114] consists of 61 different texture classes,
where each class has 205 images with different viewpoints and illuminations. Half of
the images of each texture class were used for training and the other half for testing.
In our experiment, we selected the original LBP operator with different parameters
as the baseline. They were also used to construct LBP-coded images. In order to
compute the modified shape context descriptor, 16 equally spaced sampling points
were placed on a given image. For each sampling point, a modified shape context
histogram was constructed with Nθ equally spaced angle bins and Nd logarithmic
spaced distance bins. Grid search was used to optimize the two parameters Nθ and
Nd, the optimal values were found to be Nθ = 6 and Nd = 3. The support vector
machine (SVM) was used as the classifier and the kernel for the SVM is the Gaussian
Radial Basis Function (RBF).
The experimental results with the three databases are reported in Table. 4.1.
As observed, the proposed method consistently outperform the conventional LBP
operators. In particular, the performance is increased more than 4% (the largest im-
provement among the three datasets) in the most challenging database KTH-TIPS2,
which demonstrates that the proposed method is more robust against varying illumi-
nation and pose conditions.
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To study the influence of the rotation invariant property of the modified shape
context descriptor, LBP-coded images were obtained using the LBP riu216,2 operator as
it was shown to be robust across all the three testing databases. The results reported
in Table. 4.2 show that the rotation invariant shape context descriptor outperforms
its conventional counterpart by a considerable margin in all test databases, which
indicates it is essential to adapt the conventional shape context.
Table 4.1: Classification accuracy of our method compared with LBP.
KTH-TIPS2 Outex CUReT
LBP u28,1 50.72% 58.94% 85.42%
LBP u216,2 49.87% 58.15% 81.12%
LBP u224,3 49.58% 50.33% 81.05%
LBP riu28,1 48.15% 75.25% 85.48%
LBP riu216,2 50.01% 78.89% 85.76%
LBP riu224,3 47.80% 78.63% 85.00%
LBP u28,1 + SC 54.15% 65.45% 85.57%
LBP u216,2 + SC 49.16% 65.00% 82.17%
LBP u224,3 + SC 46.95% 60.14% 78.55%
LBP riu28,1 + SC 52.30% 78.37% 87.01%
LBP riu216,2 + SC 54.13% 79.20% 87.15%
LBP riu224,3 + SC 52.94% 79.77% 86.90%
Table 4.2: Influence of rotation invariance.
KTH-TIPS2 Outex CUReT
Rotation Invariant SC 54.13% 79.20% 87.15%
Conventional SC 53.95% 75.94% 84.80%
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Table 4.3: Influence of rotation invariance.
JAFFE CK GWI
Conventional LBP 84.13% 89.50% 46.05%
LBP + SC 85.27% 89.73% 48.60%
We also study the proposed method for facial expression recognition. Three
datasets are used in our experiments:JAFFE [4], COhn-Kanade DFAT (CK) [68],
and the facial expression dataset constructed using Google web image search with
our image collection framework discussed in Chapter 3. The JAFFE dataset contains
213 images of seven basic facial expressions which were posed by 10 Japanese females.
The CK dataset consists of approximately 500 images from 100 subjects ranged in age
from 18 to 30 years, of which 65The GWI facial expression dataset includes 50 images
for each of the seven basic facial expressions. We compare the proposed method with
conventional LBP, and the bet results are reported in Figure 4.3.
4.1.6 Summary
In this section, we presented a texture feature extraction method by taking the
spatial distribution of the local binary patterns into account in a global context with a
shape context based approach. We also achieved the rotation invariance of the shape
context descriptor of a sampling point by rotating its coordinate system according
to the dominant gradient orientation within the neighborhood of the sampling point.
The proposed method has been evaluated against the conventional LBP descriptor
with three widely used benchmark datasets: Outex, KTH-TIPS2 and CUReT. Ex-
perimental results demonstrate the superior performance of our proposed descriptor
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in texture classification, in particular with challenging texture datasets. It would be
promising to extend the proposed idea to other LBP variants.
4.2 Local Patch Pattern
4.2.1 Introduction
Automatic facial expression recognition has attracted significant attention over the
past decades due to its importance in a wide range of applications such as human-
computer interaction (HCI), image or video understanding, and affective computing.
The state-of-art facial expression recognition methods are able to achieve impressive
accuracy in tightly controlled laboratory settings, where face images are normally
acquired in near frontal pose under strict lighting requirements. However, the perfor-
mance degrades abruptly in highly unconstrained conditions akin to those found in
the real world, thus limiting their practical use [8].
One major factor affecting the performance of existing facial expression recognition
methods in practical environments is the difficulty of handling the diverse head pose
variations. In general, head pose variations can be divided into two categories: those
resulting from in-plane rotations and those produced by out-plane rotations. The
former occurs when the head tilts to the left or right without turning, as shown in the
first row of Figure 4.5. The whole frontal faces are visible and toward the camera, but
they are not necessarily upright. The latter refers to cases where the faces are turned
away from the camera as depicted in the second row of Figure 4.5. Some parts of the
faces are occluded, thereby the rotated faces tend to be less informative and more
diverse in appearances. The intra-class variations introduced by head poses together
with some other factors are often more pronounced than the inter-class differences
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caused by different types of facial expressions, which can be attributed to the reasons
behind the decrease in recognition performance.
Figure 4.5: Illustrations of the two types of head pose variations. The first row shows
the head pose variations caused by in-plane rotations and the second row shows the
out-plane variations.
It has been widely acknowledged in the literature that incorporating face align-
ment procedures in the facial expression recognition pipeline can effectively remove
some undesired intra-class variations (such as head poses described above) and greatly
improve the recognition performance [115]. However, face alignment has to be typ-
ically performed either manually or by training algorithms with samples that have
been hand-labeled with facial components. Due to the amount of supervision required
by these methods, the alignment procedures are not always feasible in practical set-
tings. In addition, most face alignment methods are known to fail when large pose
variations are presented [116], even manual alignment is prone to human errors. The
misalignment may change the underlying semantic meanings of face images and neg-
atively affect the subsequent expression recognition accuracy.
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In this work, instead of requiring precise alignments of faces, we investigate ap-
proaches to model facial expression as an orderless collection of visual words, namely
bag-of-visual-words (BOVW) model. The orderless property is a double-edged sword.
The good part is that discarding the spatial information of the visual words allows
a degree of face misalignment and pose variations, making it ideal for practical envi-
ronments. The downside is that it limits the descriptive power for representing facial
expressions, thus it requires to work with more discriminative features for robust
codebook construction. To utilize the positive effects and to limit the negative im-
pacts, we propose a a novel local texture descriptor for BOVW based facial expression
recognition, namely Local Patch Pattern (LPP). The LPP descriptor aggregates the
statistics about the distributions of texture patterns around the neighborhood of a
keypoint. The idea is inspired by the Local Binary Pattern (LBP). However, instead
of using the pixel values directly, we propose to combine the local texture descriptors
extracted from neighboring patches for more robust feature representation. LPP can
be used in conjunction with any histogram based local texture features. In this work,
the SIFT descriptor is used to capture the local distribution of textures within a
patch.
In summary, the main contribution of our work can be highlighted as the follows:
1. A novel local descriptor, i.e. LPP, is proposed to aggregate the texture pat-
terns around a keypoint by combining local texture descriptors extracted from
neighboring patches in a way inspired by the Local Binary Pattern. The patch
based approach allows LPP to be more descriptive and robust in the presence
of noise and illumination changes which are commonly observed in practical
environments.
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2. We propose a bag-of-words based facial expression recognition framework. Our
method can tolerate face misalignments that are caused by face registration
errors. Although it requires only rough localization of faces which can be easily
obtained using popular face detectors such as Viola-Jones face detector [2], the
recognition performance is comparable to state-of-art methods relying on precise
face alignments.
3. We conduct comprehensive experiments to investigate the BOW based face
representations for expression recognition using the proposed feature comparing
to conventional SIFT descriptor. Experimental results demonstrate that the loss
of spatial information (due to the BOW approach) does not severely degrade
the recognition performance when adequate feature (e.g . LPP) is used; and it
allows a certain degree of face misalignments and pose variations which can
benefit practical applications. Further experiments also show that our method
can deal with multiview expression recognition to some extent.
The rest of this section is organized as follows. In Section 4.2.2, we review the
related works and introduce the motivations of this work. In Section 4.2.3, the BOW
based framework for facial expression recognition is described, which is followed by
presenting the proposed LPP descriptor. In Section 4.2.4, experimental results on
two publicly available databases are reported and discussed to demonstrate the effec-
tiveness of the proposed method.
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4.2.2 Related Work
Near-frontal facial expression recognition
Near-frontal facial expression recognition has been studied intensively over the
past decades, and a variety of approaches have been presented. In general, these
approaches can be divided into two groups based on the features used: geometric
based approaches [6, 30, 38, 39] and appearance based approaches [42, 81, 82, 83,
100, 117]. For details, please refer to Section 3.2.2.
Multiview facial expression recognition
Most of the existing methods focus on the near-frontal facial expression recogni-
tion since facial expression datasets primarily capture frontal view face images only.
Recent datasets such as BU-3DFE [103] allows investigation of multiview facial ex-
pression recognition, and a few researchers [116, 118, 119, 120] have begun to explore
this fascinating area. Based on the BU-3DFE datasets, they synthesized multiview fa-
cial images by rotating the 3D facial expression models in the database to the desired
poses and projecting them onto a 2D image plane.
By using the synthesized multiview facial images, Hu et al . [118] investigated
the problem of facial expression recognition from non-frontal views with five pan an-
gles, namely 0◦, 30◦, 45◦, 60◦ and 90◦, respectively. They combined the geometric
features, defined by the location of 83 manually labeled facial feature points, and var-
ious classifiers such as nearest neighbor and the support vector machine to recognize
six universal facial expressions. Zheng et al . [116] studied the same problem with
the same five pan angles. Instead of using the geometric features, they employed the
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texture features, defined as the scale-invariant feature transform (SIFT) feature vec-
tors. They divided a facial image into subregions, and then extracted SIFTdescriptors
from each subregion in the image. They proposed a novel method for feature selec-
tion based on the minimization of an upper bound of the Bayes error and reduced
the dimensionality of the SIFT feature vectors. The reduced-dimensional feature vec-
tors were then classified with the k-nearest-neighbor (KNN) classifier. Rudovic et
al . [120] proposed an approach to multiview facial expression recognition based on
a set of 39 manually labeled facial points. The facial points were projected into a
low dimensional manifold by multi-class Linear Discriminant Analysis (LDA), and
a Gaussian Mixture Model was used to estimate the head pose. They proposed a
Coupled Scaled Gaussian Process Regression (CSGPR) model to learn the mapping
between a discrete set of non-frontal poses and the frontal pose. Facial expression
recognition was achieved by applying a multi-class support vector machine classifier
to the pose-normalized facial points. Moore et al . [119] investigated Local Binary
Patterns (LBP) and its variants for multiview facial expression recognition, and use
it for pose normalization. Instead of using a set of manually labeled facial feature
points, they adopt a dense uniform sampling approach and use a multi-class support
vector machine to learn pose and pose dependent facial expression classifiers.
4.2.3 LPP based facial expression representation
Bag-of-words model represents faces as an orderless collection of visual words,
where each visual word is formed by a group of similar local descriptors. The order-
less property allows the representation to be invariant to face misalignments and pose
variations to a certain degree, making it ideal for practical environments. However,
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ignoring the spatial relationship will limit the descriptive power for representing fa-
cial expressions. In order to exploit the benefits of BOW model while maintaining
sufficient recognition accuracy, we use the LPP descriptor in conjunction with SIFT
for a more descriptive face representations. In the following, we first describe the
workflow of the bag-of-words based facial expression recognition framework. A re-
view of the SIFT descriptor is followed in Section 4.2.3 and we present the proposed
LPP descriptor in Section 4.2.3.
Workflow of the Framework
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(a) Face Detection (b) Feature Extraction (c) Codebook Construction (d) Face Representation
Figure 4.6: Workflow of the BOW based framework for facial expression recognition.
The red crosses in (b) refer to the densely sampled keypoint locations, and the different
shapes in (c) refer to different visual words obtained using KNN.
The workflow of the proposed BOW based framework for facial expression recogni-
tion is presented in Figure 4.6. First, face detection is performed using the Viola-Jones
[2] face detector for each input image, and the detected face regions are cropped. The
proposed method works on the raw output of the face detector and does not require
any other preprocessing steps such as face alignment. We then compute the LPP de-
scriptors densely sampled on the cropped face image with a fixed step size. It should
be noted that when the step size is small, there will be significant overlap between
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neighboring descriptors. Subsequently in an oﬄine step, the contextualized SIFT
descriptors randomly selected from a set of training images are quantized to build a
visual vocabulary using approximate K-means clustering. The clustering approach is
based on calculating data-to-cluster distances using the Approximate Nearest Neigh-
bor algorithm, and each cluster center represent a visual word. The effects of the
sampling step size w and the vocabulary size v will be discussed in Section 4.2.4. Fi-
nally, each feature descriptor can be mapped to the nearest visual word, and a given
face image can be represented as a histogram counting the occurrences of each visual
word in the image.
LBP
The LBP descriptor captures the first order circular derivative pattern of an image,
which is a micro texture pattern generated by concatenating the binary gradient
directions [49]. It labels the pixel of the image by thresholding a circular neighborhood
with radius of R pixels with the center pixel tc’s value in grayscale, and considering
the results as a binary number. Formally, the LBP operator is defined as follows:
LBP (P,R) =
p−1∑
i=0
u(ti − tc)2i,
where P denotes the number of pixels in the neighborhood, R is the radius in pixels
of the circular neighborhood, ti and tc are the intensity in grayscale of the neighbor
i and the center pixel respectively. u(x) is a step function, i.e. u(x) = 1 when x ≥ 0
and u(x) = 0 otherwise. Using circular neighborhoods and bi-linearly interpolating
the pixel values allow any radius R and number of pixels P in the neighborhood [50].
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SIFT
The SIFT descriptor encodes local gradient information in the neighborhoods of
some keypoint locations. For each keypoint, there are three steps to calculate its
SIFT descriptor. Firstly, gradient magnitudes m(x, y) and orientations θ(x, y) are
computed in a 16× 16 pixels sampling region centered on the interest point location
using pixel difference:
m(x, y) = √
(L (x+ 1, y)− L (x− 1, y))2 + (L (x, y + 1)− L (x, y − 1))2, (4.2)
θ(x, y) = tan−1
(
L (x, y + 1)− L (x, y − 1)
L (x+ 1, y)− L (x− 1, y)
)
, (4.3)
where L is the Gaussian smoothed image, x and y are pixel coordinates. In order to
reduce the influence introduced by small changes in the position of the window, the
gradient magnitudes are weighted with a Gaussian weighting function with σ equals
to one half the width of descriptor window. The weights are reduced smoothly from
center to the edge. Smaller weights are assigned to the gradients that are far from the
center of the descriptor as they are most likely to be affected by registration errors.
Next, the weighted gradient magnitudes are accumulated into an orientation his-
togram with 8 orientation bins at a step size of 45◦ over 4 × 4 pixels regions. Soft
assignment of values to adjacent histogram bins is performed by trilinear interpolation
to reduce the effects of location and dominant orientation mis-estimation. Specifi-
cally, each gradient magnitude into a bin is multiplied by a weight of 1 − d for each
dimension, where d is the distance between the corresponding gradient orientation
and the orientation the bin represents. For each keypoint, a 4×4 array of orientation
histograms are computed. The raw descriptor is obtained by concatenating the array
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of orientation histograms, resulting a 4 × 4 × 8 = 128 dimensional feature vector.
The peaks of the gradient orientation in the sampling region correspond to the dom-
inant orientation of the keypoint. Orientation invariance is achieved by rotating the
coordinates of the descriptor and the gradient orientation relative to its dominant
orientation.
The last step is to normalize the raw feature vector to reduce the effects of illu-
mination change. The vector is first normalized to unit length to enhance variance in
contrast change, as the change in contrast is equivalent to multiply the pixel values
by a constant which will cause the gradient magnitudes to be multiplied by the same
constant. The feature vector is invariant to brightness changes as they are computed
using pixel difference, so a constant added or removed from pixel values will not affect
the gradient values. The non-linear illumination changes such as camera saturation
can cause a large change in relative magnitudes for certain gradients [92]. The influ-
ence of large gradients are reduced by thresholding all dimensions of the unit vector to
a value of no more than 0.2 and, the resulting vector is once again normalized to unit
length to make the feature vector more robust to non-linear illumination changes.
LPP
LBP considers the spatial context in pixel level which is not sufficient to deal
with the high intraclass variations and interclass similarities of facial expressions. To
address this issue, we extract the LPP descriptor which is formed by aggregating SIFT
descriptors extracted from neighboring patches around a keypoint. Besides encoding
the local gradient distribution within a single patch like SIFT, the LPP descriptor
also considers the relationship among the gradient distributions extracted from its
neighboring regions.
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Figure 4.7: Illustration of the LPP descriptor. The red dot in the center indicates
the keypoint.
The descriptor is obtained in two steps. At the first step, SIFT descriptors are
extracted from five patches in a cross shaped neighborhood of each key point, as
shown in Figure 4.7. The red point in the middle refers to the sampling point p,
which is also the center point of the center region. The center patch is a square
with a size of n × n pixels. Assume the sampling point has a coordinate of (0, 0),
the center point for the left and right patches are at (−m
2
, 0) and (m
2
, 0) respectively.
Both of them have a size of m × n pixels. The top and bottom patches have their
centers at (0, m
2
) and (0,−m
2
) with a size of n×m pixels. The influence of the patch
size parameters m and n will be investigated in Section 4.2.4. Five SIFT descriptors
are extracted from the five patches individually, which will be used as the pooling
candidates for deriving the LPP descriptor.
At the second step, the proposed LPP descriptor is formed by combing the SIFT
descriptors obtained at the previous step. The objective is to construct a more descrip-
tive feature representation that preserves the neighborhood information. We define
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four operations to combine the descriptors, namely average neighborhood (AN ), max
neighborhood (MN ), average contrast (AC ) and max contrast (MC ). The average
neighborhood operation labels the sampling point by averaging the center descriptor
with its four neighbors, i.e. the SIFT descriptors extracted from the left, right, top
and bottom patches as shown in Figure 4.7. Formally, it is defined as follows:
hAN =
1
5
(
4∑
i=1
si + sc
)
, (4.4)
where si stands for the ith neighboring SIFT descriptor obtained from the first step
and sc refers to the center descriptor. The max neighborhood operation is performed
by assigning each bin of the histogram hMN the largest value out of the associated
bins from the five pooling descriptors, formally:
hMNj = max(sc,j, s1,j, · · · , s4,j), for j = 1, · · · , 128, (4.5)
where si,j refers to the jth bin of the SIFT descriptor (histogram) extracted from the
ith neighboring patches and sc,j refers to the jth bin of the center SIFT descriptor.
In the contrast based pooling operations, the four neighboring SIFT descriptors are
normalized by substracting the center descriptor. Formally, the average contrast
operation is defined as follows:
hAC =
1
4
4∑
i=1
(si − sc) , (4.6)
where hpi refers to the neighboring SIFT descriptors at sampling point p and h
p
c is the
center descriptor. And the maximum contrast operation is defined as follows:
hMCj = max(s1,j − sc,j, · · · , s4,j − sc,j), forj = 1, · · · , 128. (4.7)
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4.2.4 Experiments
Datasets
Two publicly available datasets are used in our experiments: Cohn-Kanade DFAT
(CK+) [68] and BU-3DFE [103] dataset. The Cohn-Kanade DFAT dataset consists
of approximately 500 images from 100 subjects ranged in age from 18 to 30 years, of
which 65% are female. The distribution of the ethnic groups is: 81% Euro-American,
13% Afro-American and 6% other groups. The BU-3DFE dataset is a 3D facial ex-
pression dataset [103]. It contains 100 subjects, of which 56% are female and 44% are
male, ranging from 18 years to 70 years old with a variety of ethnic backgrounds. For
each subject, the dataset captures six universal expressions (happiness, disgust, fear,
angry, surprise and sadness) with four levels of intensity plus the neutral expres-
sion. In our experiment, we generate 7 facial images for each subject by rotating and
projecting the 3D expression models with the strongest intensity. Each facial image
corresponds to one facial view with 7 yaw angles (−45◦, −30◦, −15◦, 0◦, +15◦, +30◦,
+45◦). In total we have 4900 facial images. We believe that the combination of yaw
angels is able to resemble the pose variations typically found in realistic environments.
An overview of the evaluation datasets is shown in Table 4.4.
Experimental Settings
The experiments were conducted on 7 categories of universal facial expressions:
happiness, sadness, anger, fear, disgust, surprise and neutral. The original face images
are cropped using the Viola-Jone face detector [2] before feature extraction. The LPP
descriptor works on the raw output of the face detector, and no other face alignment
procedures are performed. The conventional SIFT descriptor is used as a benchmark.
80
Table 4.4: Statistics of the evaluation datasets used in the experiments. The columns
of Male and female show the percentage of male subjects and female subjects respec-
tively.
Images Subjects Female Male
CK+ 500 100 65% 35%
BU − 3DFE 4900 100 56% 44%
In order to allow for a fair comparison, the parameters in both methods are optimized
empirically during a series of preliminary experiments. The effects of the parameter
settings will be discussed in the following sections.
We also compare the proposed method with LBP descriptor, which has been
widely used in facial expression recognition. The LBP descriptor captures the first
order circular derivative pattern of an image, which is a micro texture pattern gen-
erated by concatenating the binary gradient directions [49]. It labels the pixel of the
image by thresholding a circular neighborhood region with the center pixel’s value
in grayscale, and considering the results as a binary number. Following our previous
work [121, 122], we use the 59-bin LBP u28,2 operator. As the LBP based face repre-
sentation assumes faces are well aligned, we perform automatic eye localization on
faces detected by the Viola-Jones face detector. For this task, we adopt the Average
of Synthetic Exact Filters (ASEF) [96] which is a class of correlation filters. Then we
align and normalize the faces into a common coordinate system based on the detected
eye locations and the distance between the two eyes.
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Support Vector Machine (SVM) is used as the classifier, and one SVM classifier
is trained for each facial expression. The radial basis function (RBF) kernel given in
Equation 4.8 and the histogram intersection kernel given in Equation 4.9 are ued in
our experiments.
k(x, y) = exp
(−γ‖x− y‖2) (4.8)
k(a, b) =
n∑
i=1
min (ai, bi) (4.9)
SVM was originally developed for binary classification. In order to extend SVM
for multi-class classification, we use the One-Versus-All approach, which trains a
binary classifier to classify one class of interest (positive) versus all other classes
(negative). These independent SVM classifiers are used to provide seven predictions
of the presence or absence of the facial expression in unseen face images and the
class with the greatest class-membership probability estimation value is output as the
recognized facial expression. In our experiment, the dataset is randomly divided into
6 partitions of roughly equal number of subjects belonging to each facial expression
class. We use 4 partitions for training and 1 partition for estimating the parameters
of the SVM classifier. After the parameters are fixed, the SVM classifier is applied
to the last partition which is unseen during the training process of the classifier. The
process is repeated 5 times, and the average recognition performance on the test sets
are reported as the final result.
Parameter Settings
There are four parameters that need to be selected to optimize the performance of
the proposed bag-of-words facial expression recognition framework. The parameter w
and v introduced in Section 4.2.3 controls the dense sampling step size and vocabulary
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Figure 4.8: Impact of parameter settings. The y-axis denotes the recognition accu-
racy. The red solid line corresponds to the results obtained using Histogram Inter-
section kernel and the blue dotted line corresponds to the results obtained using the
RBF kernel.
(codebook) size, respectively. The parameter m and n introduced in Section 4.2.3
determines the pooling neighborhood size. We study the effects of each parameter by
varying their values one at a time while fixing all the others. For example, when w is
being studied, we only alter the value of d and keep the value of k and r unchanged.
We report the results on the CK+ database, as it is one of the most widely used
benchmark in the literature.
The results reported in Figure 4.8(a) demonstrate the impacts of w. As can be
seen, the recognition performance increases considerably as the sampling step size
decreases from 8 pixels to 2 pixels. Since computational efficiency is not the focus of
this work, a dense sample step size of 2 is used in the subsequent experiments.
The vocabulary size v determines the descriptive power of the proposed method.
If v is set to small, dissimilar feature descriptors can be mapped into the same visual
word leading to the decrease in recognition performance. With a large value, the
method becomes more descriptive but less robust to noises as similar feature are more
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Table 4.5: Frontal facial expression recognition results on CK+
RBF Histogram Intersection
LPP 67.47% 69.81%
SIFT 54.10% 60.66%
LBP 60.50% 60.52%
LPP (aligned) 74.60% 76.24%
LBP (aligned) 89.52% 89.52%
likely to be mapped to different visual words. In our experiments, it is found that
the recognition performance is increased linearly with v, peaked when v = 400. From
that point, the performance starts to decline for larger vocabulary sizes. The result
suggests that a vocabulary size of 400 is the optimal trade-off between descriptive
power and tolerance to noises.
Varying the size of m and n changes the size of the patches from where the LPP
descriptor will be extracted. With a fixed sampling step size, a larger value of m or
n will increase redundant information between the neighboring descriptors while a
small value can cause loss of important details. Figure 4.8(c) shows their impacts to
the recognition accuracy.
Frontal Facial Expression Recognition
In this section, we evaluate the proposed LPP descriptor for frontal facial expres-
sion recognition. The experimental results obtained from the CK dataset are shown
in the first three rows in Table 4.5. It is clear that the BOW based facial expression
framework using LPP descriptor clearly outperforms the conventional SIFT and LBP
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when no face alignment is performed. The result indicates that our proposed exten-
sion to the conventional SIFT descriptor is effective for facial expression recognition,
especially in the presence of severe face misalignment. Another interesting observation
comes from the comparisons between the two kernels used in SVM. The histogram
intersection kernel consistently outperforms the RBF kernel, which indicates that it
is very effective for histogram based features.
It is also worth to note that the performance of LBP is slightly worse than the
other two methods. One reason is that LBP utilizes the pixel value which is sensitive
to change. Additionally, LBP based facial expression representation relies on accurate
face alignment. The significant misalignment existed in our testing data will change
the semantic meaning of the underlying pixels thus negatively affect the recognition
accuracy. To make a more fair comparison, we perform the face alignment procedures
as described in Section 4.2.4. The experimental results on aligned faces are reported in
the last two rows of Table 4.5. As expected, the proposed method is outperformed by
the LBP based method, since it completely ignores the spatial information. However,
our method performs consistently in both experiments, suggesting that it is more
robust to face misalignments. This attribute makes it more suitable for practical use.
Multiview Facial Expression Recognition
The experiments are performed on the BU-3DFE dataset. The multiview facial
expression images are obtained by rotating and projecting the 3D expression models,
resulting in 7 different poses corresponding to (−45◦, −30◦, −15◦, 0◦, +15◦, +30◦,
+45◦) yaw angels. Pose estimation is normally performed before recognition, so a view
dependent facial expression classifier can be trained for each view individually. We
test LPP descriptors obtained using different configurations defined in Section 4.2.3
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Figure 4.9: Multiview Facial expression recognition results on BU-3DFE. Figure
4.9(a) corresponds to the results obtained using the RBF kernel and Figure 4.9(b)
corresponds to the results obtained using the Histogram Intersection kernel. (The
figure is best viewed in color.)
against the conventional SIFT descriptor, and the experimental results are shown in
Figure 4.9. As can be seen, the proposed method consistently outperforms the con-
ventional SIFT. The result demonstrates the ability of our method to handle multivew
facial expression images. Moreover, it is interested to note that best recognition re-
sults are obtained when faces are rotated at 45◦ in yaw, which is consistent to previous
findings [118].
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4.2.5 Summary
In this work, we present a novel texture descriptor for BOVW based facial expres-
sion recognition that are tolerant to face misalignments and pose variations. Due to
the loss of spatial information, bag-of-words based representation using conventional
SIFT alone does not provide adequate descriptive power to deal with the high intra-
class variations and interclass similarities of facial expressions. To address the issue,
we proposed a novel local texture descriptor by aggregating SIFT descriptor extracted
within a neighborhood, namely Local Patch Pattern (LPP). It is designed to be more
descriptive but less prone to noise. Extensive experimental results on two publicly
available datasets demonstrate that loss of spatial information does not significantly
decrease the performance of facial expression recognition; and conversely it allows a
certain degree of freedom to face misalignments and pose variations.
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CHAPTER 5
SPECTRAL EMBEDDING BASED FACIAL
EXPRESSION RECOGNITION
5.1 Introduction
Automatic facial expression recognition is an active research topic with a wide
range of potential applications including human-computer interactions, augmented
reality and affective computing [8]. Although recent years have witnessed significant
progress in the field [8], accurate recognition of facial expression remains a challeng-
ing problem, particularly for realistic facial expressions. One of the key reasons is
that the high variations exist in facial expression images of the same type, which
are caused by human face appearance, age, gender and ethnic groups. They are
commonly observed when different people execute the same expression. Meanwhile,
the problem is further hampered by high similarities among different facial expression
types, which often be found when a same person executes different expression without
explicit exaggeration. If the intensity of an expressions is low, the differences among
facial expressions can easily be shadowed by facial appearance, thus increasing the
difficulties for recognition.
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Due to the high intraclass variations and interclass similarities, effective feature
extraction is vital to facial expression recognition. In general, existing feature expres-
sion features can be categorized into two groups: appearance features [6, 30, 38, 39]
and geometric features [42, 53, 81, 82, 83]. The appearance features model the ap-
pearance changes of faces, such as wrinkles and furrows, by directly utilizing pixel
values. It can be extracted on either an entire face or local regions of a face im-
age. Alternatively, geometry based features utilize the shape and locations of facial
components (e.g . eyes and mouth) to represent the face geometry.
It is commonly acknowledged that different features extracted from a same pat-
tern can reflect different characteristics of the pattern [123]. Hence, it is anticipated
that the performance of facial expression recognition can benefit from multiview rep-
resentations, where a view is defined as a type of feature that describes a subset of
facial expression characteristics. However, there is often no obvious way to select
and combine different types of features. If redundant or noisy features are chosen at
the expense of discriminant features, the recognition performance can be adversely
affected. To make the matter worse, facial expression features are typical of very
high dimension. A simple concatenation of different features may greatly increase the
computation cost and lead to inferior recognition results.
In this chapter, we present a feature selection and fusion framework for faical ex-
pression recognition based on Multiview Spectral Embedding (MSE) [123]. Inspired
by the recent success of multiview features in related domains [124], our proposed
framework treats feature selection and fusion as a multiview dimension reduction
problem and aims to find a unified low dimensional subspace that captures informa-
tion from all sources (e.g . different features and labels) by preserving local geometric
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properties of the original features. Specifically, by assuming that facial expression
features extracted from one type of expressions forms a manifold embedded in a
high dimensional feature space, we construct a neighborhood graph that encodes the
structure of the manifold locally. In order to maximize the discriminative power, we
propose to build the neighborhood graph in a supervised manner by utilizing the label
information of training data. After we combine the Laplacian matrix associated with
the graph of each view with the multiview spectral embedding algorithm, a unified
low dimensional feature space is obtained by performing spectral analysis of the com-
bined matrix. Finally, a linearization method is utilized to map unseen data to the
learned unified subspace for facial expression recognition.
The main contributions of our work are summarized as follows:
1. Spectral embedding based feature fusion framework is proposed to combine the
appearance based and geometry based features for facial expression recognition.
2. A supervised multi-view spectral embedding algorithm is developed to achieve
more discriminative embedding. By utilizing the label information of the train-
ing data, the neighborhood graph of a feature space can be constructed in a
supervised manner to better capture the manifold structure of the feature space.
3. In order to solve the out-of-sample problem, we utilize a linearization method
to map unseen data to the unified low dimensional subspace discovered by the
MSE algorithm, where facial expression recognition can be performed.
4. We perform a comprehensive study of the widely used facial expression fea-
tures, including Active Appearance Model (AAM) [85], Local Binary Pattern
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(LBP) [50], Multiscale Weber Local Descriptor (Multiscale-WLD) [122], Scale-
Invariant Feature Transform (SIFT) descriptor [92] and Gabor filters [58]. Ex-
tensive experimental results show that our Multiview Spectral Embedding (MSE)
based multi-feature fusion method leads to clearly improved recognition perfor-
mance for challenging realistic facial expressions.
The rest of this chapter is organized as follows. In Section 5.2, we review the
popular facial expression features and feature level fusion techniques. In Section 5.3,
the theory and method of MSE used for facial expression features fusion are presented.
In Section 5.4, the facial expression features studied in our experiments are described.
In Section 5.5, experimental results on three datasets are reported and discussed to
demonstrate the effectiveness of the proposed method. Finally, conclusions are drawn
in Section 5.6
5.2 Related Work
Feature fusion refers to the process of integrating multiple features extracted sep-
arately from different modalities into a joint and unique representation. The most
intuitive approach is to simply concatenate the feature vectors from different modal-
ities to form a new vector. However, the concatenation is not physically meaningful
and leading to degrade the discriminative power of the individual feature. In addi-
tion, the structural information of each feature space is lost in such a straightforward
concatenation [125].
To better exploit the complementary properties of different features, Multiple
Kernel Learning has been used for feature fusion by a group of related methods
[126, 127, 128, 129]. It combines different features by building base kernels for each
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feature, then a weight is assigned for each base kernel indicating the contribution of
the associated feature. Gehler et al . [126] performed MKL in a boosting manner to
learn the weights of different features. Yang et al . [128] introduced an intermediate
representation “group” between low level images and high level semantic categories,
and apply MKL to find the optimal weights of each group for feature combination.
In [129], a group lasso regularizer is imposed to obtain a compact feature set.
Recently, graph based spectral embedding methods have emerged as a powerful
tool for feature fusion [123, 124, 130]. By assuming that similar features form a
manifold embedded in the high dimensional feature space, they aim to find a united
low dimensional subspace that best preserves their local neighborhood structures.
They work by firstly constructing a sparse graph for each feature. Then one can
construct matrices of which the spectral decomposition reveals the low dimensional
structure of the manifold. Finally, to utilize the complementary properties of different
features, the matrices are combined and the low dimensional subspace is represented
by the eigenvectors of the resulted combined matrix. Zhang et al . [130] proposed a
multiple feature combining algorithm based on spectral graph based manifold learning
and patch alignment framework. Yu et al . [124] explored the complementary nature
of different features with pairwise constraints.
5.3 Multiview Spectral Embedding
In this section, the principle of MSE will be reviewed followed by deriving a
modified version appropriate for facial expression feature fusion. Before proceeding
further, We will firstly define the notations used throughout the chapter. We use the
notation similar to that of [123]. Lower case letters represent feature vectors extracted
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from a single view, e.g ., x. Subscript n of xn refers to the nth element of x. Capital
letters represent feature matrix of a dataset, where each column refers to a feature
vector, e.g . x. Superscript (i) of X(i) and x(i) represent data from the ith feature
space.
5.3.1 Conventional Multiview Spectral Embedding
The principle of Multiview Spectral Embedding is to seek a unified low dimensional
subspace that best preserves the local neighborhood structures from different views.
Formally, given a multiview dataset X =
{
X(i) =
[
x
(i)
1 , . . . , x
(i)
N
]
∈ Rmi×N
}m
1
with
N images and m views, MSE aims to find a low dimensional representation Y =
[yi, . . . , yN ] ∈ Rd×N , where d <
∑m
i=1mi and mi corresponds to the dimension of the
ith view. According to the Patch Alignment Framework (PAF) [131], MSE can be
divided into two stages: local patches construction and global alignment.
A local patch refers to a neighborhood formed by a feature vector and its closest
related ones (e.g ., nearest neighbors). As the local neighborhood structures may differ
from different views, local patches construction is performed on each view separately.
Given an arbitrary feature vector x
(i)
j in the ith view X
(i) ∈ Rmi×n, the local patch
of xj is formed by itself and its k closest related ones, i.e., X
(i)
j =
[
x
(i)
j1
, . . . ,
(i)
jk
]
. One
local patch is computed for each feature vector on the view, resulting a total of N
local patches for the ith view. For each patch X
(i)
j , there exist a corresponding low
dimensional representation Y
(i)
j ∈ Rd×(k+1). In order to preserve the locality in the low
dimensional space, MSE aims to minimize the dissimilarities (e.g . distance) between
the given feature vector x
(i)
j and its k neighbors. Thereby, an objective function can
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be defined as:
arg min
Y
(i)
j
k∑
l=1
‖y(i)j − y(i)jl ‖2
(
w
(i)
j
)
l
, (5.1)
where (w
(i)
j )l is a weight determined by similarities between x
(i)
j and x
(i)
l . Equation
(5.1) can be rewritten as:
arg min
Y
(i)
j
tr
(
Y
(i)
j L
(i)
j
(
Y
(i)
j
)ᵀ)
, (5.2)
where L
(i)
j is the Laplacian matrix that encodes the local structures of the patch and
is defined as:
L
(i)
j =
∑kl=1 (w(i)j )l −(w(i)j )ᵀ
−w(i)j diag
(
w
(i)
j
)
 . (5.3)
After optimal low dimensional representations are obtained for each patch from
every view, global alignment is performed by summing up all the local patches as
follows:
arg min
Y,α
N∑
j=1
m∑
i=1
αi tr
(
Y
(i)
j L
(i)
j
(
Y
(i)
j
)ᵀ)
= arg min
Y,α
m∑
i=1
αri tr
(
Y L(i)Y ᵀ
)
, (5.4)
s.t. Y Y ᵀ = I, αi ≥ 0,
m∑
i=1
αi = 1.
In Equation (5.4), L(i) is the alignment matrix of the ith view and it is defined as
L(i) = D(i) −W (i) (5.5)
where
[
W (i)
]
pq
=
(
w
(i)
p
)
q
and D(i) is a diagonal matrix with its diagonal element
computed as the row sum of W (i). A set of m nonnegative weights α = [α1, . . . , αm]
are associated with the importance of each view. The larger a weight is, the more
important the view plays in learning the low dimensional subspace. By directly
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applying the weight αi to each view, the optimal solution is obtained when αi =
1 corresponds to the ith view with minimum tr
(
Y L(i)Y ᵀ
)
and αi = 0 otherwise.
However, the results are not desired because it only takes into account the information
from a single view while the discriminating information from the other views are
completely discarded. To avoid the trival solution and exploit the complementary
properties of differnt features, MSE substitutes ai to a
r
i with r > 1 so each has a
particular contribution to the final low diemsnonal subspace.
The solution to Equation (5.4) is a nonlinearly constrained nonconvex optimiza-
tion problem, and a local optimal solution can be obtained using alternating opti-
mization by iteratively updating Y and α in an alternating fashion.
For a fixed Y , we can compute α with Lagrange multiplier. The Lagrange function
is
L (α, λ) =
m∑
i=1
αri tr
(
Y L(i)n Y ᵀ
)− λ( m∑
i=1
ai − 1
)
. (5.6)
By setting the derivative of L(α, λ) with respect to αi and Λ to zero, αi can be
obtained by
αi =
(
1/ tr
(
Y L
(i)
n Y ᵀ
))1/(r−1)
∑m
i=1
(
1/ tr
(
Y L
(i)
n Y ᵀ
))1/(r−1) (5.7)
Afterwards, with a fixed α, Equation (5.4) is simplified to
min
Y
tr(Y LY T ) s.t. Y Y T = I, (5.8)
where L =
∑m
i=1 a
r
iL
(i)
n . Equation (5.8) has a global optimal solution Y , given as
the eigenvectors associated with the smallest d eigenvalues of L, in which d is the
predefined size of the target low dimensional subspace Y .
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5.3.2 Supervised Multiview Spectral Embedding
The conventional MSE (cMSE) algorithm proposed by Xia et al . [123] is designed
to be as general as possible with the intention of covering a wide range of applications.
In this section, we derived a modified MSE algorithm specifically tailored for facial
expression recognition. The contributions are twofold. First, we proposed to construct
the neighborhood graph in a supervised setting to exploit the class label information
of facial expression images used for training. Second, we present a way to handle
unseen data points, other than rebuilding the mapping from high dimensional to
low dimensional space which could be infeasible. The modified MSE algorithm is
described below.
Supervised Neighborhood Graph Construction
Neutral
Sadness
Happiness
Surprise
Triangle Rectangle Oval
(a) Conventionalneighborhoodgraphconstruction.(b) Supervisedneighborhoodgraphconstruction.
Figure 5.1: Illustration of conventional and supervised neighborhood graph construc-
tion methods. Assume the only available distance function is based on the face shape,
the data points representing different facial expression form a neighborhood in 5.1(a)
which is not intended. In contrast, the supervised graph illustrated in 5.1(b) is pre-
ferred as points depicting same type of expressions are connected by utilizing the
label information (i.e. color).
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MSE finds the low dimensional representation of a high dimensional dataset
through spectral decomposition of a weighted combination of Laplacian matrices.
The Laplacian matrices are associated with sparse graphs constructed from different
views separately, in which the vertices represent data samples and the edges represent
neighborhood relations. The underlying idea is to most faithfully preserve the local
structures of the graph at each vertex, i.e. mapping nearby inputs to nearby outputs.
Therefore, the resulting low dimensional representation is directly dependent on the
neighborhood graphs used for encoding the relationships of the data samples.
The nearest neighbor graph is used in the conventional MSE algorithm, where a
data sample is connected with its k nearest neighbors. However, the approach is not
ideal for facial expression recognition as the neighborhood graphs built unsupervised
may not capture the intended information. For example, assume there existed an
imaginary 2D feature space as illustrated in Figure 5.1(a), where horizontal axis
refers to the face shape and vertical axis refers to colors depicting different types of
facial expressions. Consider each facial expression image as a point in this space,
the distance between the data points should ideally be represented by color. Yet
the only available distance function is based on face shape, which is often the case
as an adequate distance function is normally hard to define. It can result in data
points depicting different facial expressions to be unintentionally connected in the
neighborhood graph, and accordingly change the low dimensional representation of
data.
To address this problem, we exploit the class label (i.e. color in our imaginary
feature space) of the training facial expression images by imposing a constraint that
a data sample can only be connected with its k nearest neighbors from the same
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facial expression class (e.g . happiness) when constructing the neighborhood graph as
shown in 5.1(b). The objective is to minimize the distance of the data samples in the
same class while separating them from semantically dissimilar ones in the obtained
low dimensional space.
Linearization
The conventional MSE algorithm finds a nonlinear mapping from high dimen-
sional space X to low dimensional space Y that are only defined on seen data. The
low dimensional representation need to be rebuilt each time when a novel data sam-
ple is presented, which is not feasible for two reasons. For one, the computational
complexity is squared with the number of data samples N , the problem may become
impractical to solve as N increases. Even when N is small, the rebuilding can still
be very time consuming and undesirable for facial expression recognition. For the
other, the class labels for novel data samples are unknown, thus making it difficult
to use the aforementioned supervised scheme exploiting the prior information of class
identities.
In order to deal with this issue, we apply a linearization procedure to obtain
a projection matrix U for embedding new image samples into the low-dimensional
space for recognition. Specifically, given the multiview dataset X ∈ R∑mi=1mi×N , we
seek a linear projection matrix U that can map X to the low dimension embedding
Y ∈ Rd×N where d < ∑mi=1mi, i.e. Y = UᵀX. By substituting for Y in Equation
(5.4), it can be rewritten as:
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arg min
U,α
m∑
i=1
αri tr
(
UᵀXL(i)XᵀU
)
, (5.9)
s.t. UᵀXXᵀU = I, αi ≥ 0,
m∑
i=1
αi = 1.
The solution to Equation (5.9) is obtained through alternating optimization as
discussed in Section 5.3.1. The global optimal solution U is given as the eigenvectors
associated with the smallest d eigenvalues of XLXᵀ. The projection matrix U can be
seen as an estimation of the transformation from the high dimension to low dimension
space, which is obtained from a training set using our supervised scheme. Novel image
samples can then be projected by U to the low dimensional space Y , where facial
expression recognition is performed.
5.4 Facial Expression Features
The goal of feature extraction is to convert pixel data into a high-level repre-
sentation of shape, motion, color, and texture of facial images. We represent facial
expression images using a combination of appearance and geometric features. In
order to find the optimal combination, we have selected five types of appearance fea-
tures and one type of geometric feature, including Multiscale Weber Local Descriptor
(Multiscale-WLD), Local Binary Pattern (LBP), Scale-Invariant Feature Transform
(SIFT) descriptor, Gabor filters and Active Appearance Model (AAM). The extracted
features are used for subsequent feature fusion.
The aforementioned five features have all achieved considerable success for facial
expression recognition. While some of them may share certain commonalities, all
of them have their own characteristics. For example, LBP, WLD and SIFT captures
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micro texture patters and use a histogram to represent the pattern distribution within
the block. Although the histogram based approach makes them more robust to local
changes (noise), the spatial location informations are discarded to a certain degree.
The Gabor filters, on the other hand, captures global shape information centered at a
pixel. However, it is more sensitive to small variations in expression and noise (such
as a blur at the pixel’s location). AAM is on another league of its own, as it tracks
the facial landmark points which can definitely be helpful for improving recognition
performance. Thus, it is clear that the selected five features are able to represent facial
expressions from distinct perspectives. This motivates us to propose a feature fusion
framework to effectively and efficiently exploit the complementary characteristics of
the features.
5.4.1 Multiscale Weber Local Descriptor (Multiscale-WLD)
WLD Based Face RepresentationMultiscale and Grid Representation 
. . .
. . . . . .
. . . . . .
WLD Feature Extraction
H1 H2 H3 H4 H5
H6 H7 H8
HN-2 HN
. . .
HN-1
FaceWLD = {H1, H2, H3, …, HN-1, HN}. . .
. . .
. . .
Figure 5.2: Multiscale-WLD Facial Expression Feature.
Weber Local Descriptor (WLD) characterizes texture information of an image by
considering the ratio of changes in pixel intensity, which is inspired by the high sen-
sitivity of human visual system to small changes in intensity of a stimulus. WLD
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includes two components, differential excitation and orientation. Differential excita-
tion measures the ratio of change in pixel intensity between a center pixel against its
neighbors. The orientation component is computed as the gradient orientation of a
pixel. After obtaining the two components for each pixel, a 2D WLD histogram is
constructed to represent the image.
WLD is extended to allow multiscale analysis of facial expression images[122].
It is achieved by down-sampling the original face image to form an image pyramid
followed by applying a WLD operator with fixed neighborhood size as shown in Figure
5.2. WLD histogram computed over a global face image does not capture the spatial
locations of the micro texture patterns since the patterns tend to be averaged over the
whole image area which will reduce the discriminative power. In order to overcome
this issue, a face image is equally divided into a set of rectangular regions and a
histogram is computed independently for each sub-region. The final Multiscale-WLD
feature vector is formulated by concatenating the histograms extracted at different
regions and scales. The distance between two Multiscale-WLD feature vectors reflects
the extent to which two facial images contain similar micro texture structures within
corresponding spatial regions. We divide a facial expression image to 5 × 5 blocks
and computes the WLD histogram from each block individually.
5.4.2 Local Binary Pattern (LBP)
The LBP descriptor captures the first order circular derivative pattern of an image,
which is a micro texture pattern generated by concatenating the binary gradient
directions [49]. It labels the pixel of the image by thresholding a circular neighborhood
with radius of R pixels with the center pixel tc’s value in grayscale, and considering
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the results as a binary number. Formally, the LBP operator is defined as follows:
LBP (P,R) =
p−1∑
i=0
u(ti − tc)2i,
where P denotes the number of pixels in the neighborhood, R is the radius in pixels of
the circular neighborhood, ti and tc are the intensity in grayscale of the neighbor i and
the center pixel respectively. u(x) is a step function, i.e. u(x) = 1 when x ≥ 0 and
u(x) = 0 otherwise. Using circular neighborhoods and bi-linearly interpolating the
pixel values allow any radius R and number of pixels P in the neighborhood [50]. The
patters are called uniform if they contain at most two bitwise transitions from 0 to 1
or vice versa when the binary string is considered circular. For example, 00001100 and
11110111 are uniform patterns. Rotation invariance is achieved by recognizing that
LBP (P,R) originates from some particular rotation-invariant patterns. Following
[53], we use the 59-bin LBP u28,2 operator. Similar to Multiscale-WLD, each facial
image is segmented into a grid of 6 × 7 regions. We compute a LBP u28,2 operator for
each of the 42 regions, and the concatenation of the histograms are used to represent
the facial expression image.
5.4.3 SIFT
SIFT [92] characterize local gradient information over square windows centered on
some interest point locations. Since we have applied AAM to locate facial landmarks
defining face shapes, the 68 points obtained by AAM are used as keypoints. For
each keypoint, there are three steps to calculate its SIFT descriptor. Firstly, gradient
magnitudes and orientations are computed, sampled from a square region around the
keypoint. Secondly, in order to eliminate the influence introduced by small changed
in the position of the window, the gradient magnitudes are weighted with a Gaussian
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weighting function. Thirdly, the weighted gradient magnitudes are accumulated into
an orientation histogram, whose peaks are considered as the dominant orientations
of the keypoint. Orientation invariance is achieved by rotating the coordinates of the
descriptor and the gradient orientation relative to its dominant orientation. The final
descriptor is obtained by concatenating the orientation histograms over all locations,
and the vector is normalized to unit length to reduce the effects of illumination change.
The facial expression images are represented using a bag of visual words model, where
the visual vocabulary is generated from the SIFT descriptors.
5.4.4 Gabor Magnitude Representation
Gabor filters characterize image textures by decomposing them into different ori-
entations and scales. It can be defined as follows:
ψµ,ν (z) =
‖kµ,ν‖2
σ2
e
(
‖kµ,ν‖2 ‖z‖
2
2σ2
) [
eikµ,νz − e−σ
2
2
]
,
where µ and ν define the orientation and scale of the Gabor filter respectively, z =
(x, y) denotes the pixel and the wave vector kµ,ν is defined as kµ,ν = kνe
iϕµ where
ϕµ =
piµ
8
is the orientation parameter. kν =
kmax
fν
, where f is the spacing factor
between filters in the frequency domain. The convolution of an image I with a Gabor
filter ψµ,ν is defined as Fµ,ν = I (z)∗ψµ,ν (z) where ∗ denotes the convolution operator.
Gabor magnitude representation is defined as
Mµ,ν (z) =
√
Im (Fµ,ν (z))
2 +Re (Fµ,ν (z))
2
where Im denotes the imaginary part and Re denotes the real part of F . Same as [58],
facial expression images are converted into Gabor magnitude representation using a
bank of Gabor filters at 8 orientations and 5 spatial frequencies.
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5.4.5 Active Appearance Model (AAM)
Figure 5.3: Illustration of AAM shape registration.
The AAM [85] is a generative method for modeling the shape and appearance of
an object. Given a training dataset T with m labeled objects, Procrustes analysis is
used to align the objects into a common coordinate system. The shapes of objects
are represented by the coordinates of the vertex of a 2D triangular mesh (see Figure
5.3), and their variations are captured by the principal components of the covariance
matrix of the aligned shapes. Similarly, the variations of appearance is obtained
by applying PCA to the object images, warped to a canonical frame defined using
the mean shape of the aligned shapes. Afterward, the shape s of a new object can
be represented as s = s + Psbs, where s is the mean shape, Ps are the principal
components defining the shape variations and bs are the shape parameters. And
its appearance t becomes t = t + Ptbt, where t is the mean appearance vector, Pt
encodes the appearance variations obtained from the training dataset and bt are the
appearance parameters. The parameters bs and bt are estimated by a gradient decent
method. By varying the parameters, the AAM is able to represent large variations
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in shape and appearance. Following [68], we use the coordinates of the 68 vertex
defining the face shape to represent facial expressions.
5.5 Experimental Results and Discussions
5.5.1 Datasets
Three datasets are used in our experiments: JAFFE [4], Cohn-Kanade DFAT (CK)
[68] and a facial expression dataset constructed using Google web images (GWI) [121,
122]. The JAFFE dataset contains 213 images of the seven basic facial expressions
which were posed by 10 Japanese females. It is the most trivial dataset of the three,
and serves as the baseline in the experiments. The Cohn-Kanade DFAT dataset
consists of approximately 500 images from 100 subjects ranged in age from 18 to 30
years, of which 65% are female. The distribution of the ethnic groups is: 81% Euro-
American, 13% Afro-American and 6% other groups. The GWI facial expression
dataset constructed using Google web image search includes 50 images for each of
the seven basic facial expressions. It is considered to be most challenging one as
it is collected in much more diverse imaging conditions and contains a much larger
variety of subjects. An overview of the evaluation datasets is shown in Table 5.1. All
face images are resized to a fixed size of 110 x 150 pixels. Histogram equalization is
performed to remove the illumination effect in the images.
5.5.2 Experimental Settings
The experiments were conducted on 7 categories of universal facial expressions:
happiness, sadness, anger, fear, disgust, surprise and neutral. The multiview repre-
sentation of facial expression images are constructed from the following five different
features: 3600 dimensional Multiscale-WLD (M-WLD) [122], 2478 dimensional LBP
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Table 5.1: Statistics of the evaluation datasets used in the experiments. The columns
of Male and female show the percentage of male subjects and female subjects respec-
tively.
Images Subjects Female Male
G 350 328 59.2% 40.8%
JAFFE 213 10 100% 0%
CK 500 100 65% 35%
[53], 400 dimensional SIFT features (SIFT) [68], 42650 dimensional Gabor filters [53],
and 136 dimensional AAM shape features [68]. In our experiments, three MSE pa-
rameters (d, k, r) are experimentally set to 200, 11, and 8 respectively. Here d is
the dimension of the embedding, k is the number of neighbors used for building the
neighborhood graph, and r determines the contributions of each view to the final
embedding. In Section 5.5.5, we study the impact of different parameter settings.
Face images are preprocessed to remove background noise before feature extrac-
tion. Given a face image, automatic face detection is firstly performed using the
Viola-Jones face detector [2]. After faces are detected, we perform automatic eye
localization on the detected face regions. In order to align different face images into
a common coordinate system based on eye locations. For this task, we adopt the
Average of Synthetic Exact Filters (ASEF) [96] which is a class of correlation filters.
Then we align and normalize the faces based on the detected eye locations and the
distance between the two eyes. Finally, facial images of 110× 115 pixels are cropped
from the original frames and are used in the experiments.
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Before proceeding further, we provide a walk through of the facial expression
recognition algorithm used for evaluating the facial expression datasets. Given a set
of training images, we first extract the multiview features to represent the facial ex-
pressions. Afterward, we perform the feature fusion using the proposed framework to
obtain a projection matrix, so the multiview features can be mapped to a low dimen-
sional space. And the facial expression recognition is conducted in the obtained low
dimensional subspace. Specifically, an SVM classifier is trained for each facial expres-
sion. Since SVM was originally developed for binary classification, in order to extend
SVM for multi-class classification, we use the One-Versus-All approach, which trains
a binary classifier to classify one class of interest (positive) versus all other classes
(negative). These independent SVM classifiers are used to provide seven predictions
of the presence or absence of the facial expression in unseen face images and the class
with the greatest class-membership probability estimation value is output as the rec-
ognized facial expression. In our experiments, the dataset is randomly divided into
6 partitions of roughly equal number of subjects belonging to each facial expression
class. We use 4 partitions for training and 1 partition for estimating the parameters
of the SVM classifier. After the parameters are fixed, the SVM classifier is applied
to the last partition which is unseen during the training process of the classifier. The
process is repeated 5 times, and the average recognition performance on the test sets
are reported as the final result.
5.5.3 Performance comparison with single view features
In this section, we compare the proposed multiview feature with the raw high
dimensional single view features. The experiment results on three datasets are show
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Table 5.2: Comparison of the multiview feature with single view features.
sMSE(ours) LBP M-WLD SIFT Gabor AAM
GWI 62.5% 46.1% 59.9% 40.5% 54.5% 35.7%
JAFFE 85.7% 84.1% 85.7% 75.4% 84.2% 77.0%
CK 96.0% 89.5% 95.7% 77.3% 89.2% 75.5%
in Table 5.2. As can be seen, the proposed multiview feature consistently outperform
the single view features on two out of the three datasets. The result indicates that
our MSE based framework is able to exploit the complementary properties of different
views to obtain an effective low dimensional representation for multiview data. On
the JAFFE dataset, it is a bit unexpected that the performance of the multiview
feature is the same as the best single view feature (namely M-WLD). The slightly
unsatisfactory performance can be attributed to the small size of the JAFFE dataset,
which can increase the density of the neighborhood graph and in turn make MSE
suffer from folding [132]. Moreover, the small dataset size will cause MSE more
sensitive to the noise and outliers in the data. If outliers are connected to their
k nearest neighbors when they are very distant, it will degrade the performance of
MSE and even may result in overfitting. Another observation from Table 5.2 is that
the geometry based method (AAM) is generally outperformed by appearance based
features. The main reason could be that AAM relies on accurate and reliable facial
feature detection which is very difficult and error prone. This becomes evident as
the worst performed texture feature (SIFT) is still roughly 5% better on the GWI
dataset, where the facial feature detection is the hardest to accomplish.
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5.5.4 Experiment on multi-modal features fusion
In this section, we demonstrate the effectiveness of the proposed facial feature
fusion framework (denoted as sMSE) by comparing it with other feature combination
techniques. Similar to [123], the following methods are used: 1) best single view
embedding (BSE): the best performed single view features in each dataset, Laplacian
Eigenmap (LE) is used for dimension reduction; 2) average single view embedding
(ASE): the average performance of the single view based spectral embedding using
LE; 3) conventional MSE (cMSE): the conventional MSE. To better understand the
capability of our frame, we also include these additional methods: 4) concatenated
features (CF): concatenate all feature vectors from different views to form a new
vector, normalization is performed before the concatenation; 5) LE-CF: applying LE
to the concatenated features to obtain the low dimensional subspace; 6) LLE-CF:
LLE is used to the concatenated features to build the low dimensional subspace.
The experimental results are reported in Table 5.3. As expected, the proposed
method achieves the best results on CK and GWI. The performance is slightly infe-
rior to the best single view embedding on JAFFE due to the problem of small dataset
size as discussed in Section 5.5.3. However, our method constantly outperforms the
conventional MSE on all three datasets. The result suggests that our modifications
are effective for facial expression recognition. It is also worth noted that the concate-
nation based methods performs the worst on all three datasets, which confirms that a
simple concatenation of feature vectors cannot effectively explore the complementary
nature of different views.
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Table 5.3: Comparison of different feature fusion techniques.
sMSE(ours) BSE ASE cMSE CF LE-CF LLE-CF
GWI 62.5% 59.9% 51.4% 60.7% 45.2% 52.0% 52.5%
JAFFE 85.7% 85.8% 80.8% 85.6% 70.8% 80.5% 81.4%
CK 96.0% 95.5% 88% 95.7% 82.0% 88.0% 90.3%
5.5.5 Impact of Parameter Settings
In this section, we study the impacts of the parameter settings of d, k and r. The
experiments are performed by varying their values one at a time while fixing all the
others. For example, when d is being studied, we only alter the value of d and keep
the value of k and r unchanged. The CK dataset is used for training and testing in
a 5-fold cross validation manner.
The parameter d controls the dimensions of the low dimensional subspace. In
order to investigate its effects on the recognition performance, we vary the value of
d from 50 to 500 by a step of 50. The experimental result is reported in Figure
5.4(a). It shows that the recognition performance is gained linearly with the value
of d, and the progress continues as d approaches to 200. When d becomes larger
than 200, there is no significant improvements in performance as d increases, but the
computational cost is greatly increased. The result suggests that the dimensionality
of 200 is adequate for facial expression representation, where the discriminative power
and computational cost are well balanced.
The parameter k determines the number of neighbors used for constructing the
neighborhood graph. If k is set too small, the neighborhood graph will be prone to
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the noise data within in the neighborhood. On the other hand, if it is set too large,
the local linearity assumption (i.e. each each data point and its k nearest neighbors
from the same facial expression class lie on a linear manifold locally embedded in
the high dimensional space) will be violated, resulting in an ineffective representation
of the manifold. In our experiment, the value of k is varied in the range between 5
and 20 with an increment of 1. Figure 5.4(b) demonstrates the relationship between
recognition performance and the value of k. As can be seen, there is initially a small
increase in recognition performance which is peaked at k = 11. The performance
keeps stable as k changes from 11 to 14, and starts to decline when k > 14. The
result suggests that the optimal value of k is 11.
The parameter r is introduced in Equation (5.9) to avoid a trivial solution of
the objective function. Paired with the weights of different views, it decides the
contribution of each view to the final low dimensional embedding. Theoretically, a
smaller r exaggerates the contribution from the most discriminative view, and a larger
r makes the contributions from all views similar. Therefore, the selection of r should
be based on the complementary characteristics all all views. Rich complementary
multiview features favor a large r, otherwise r should be small. Figure 5.4(c) shows
that the complementary properties of the five features used in our experiments can
be best exploited when r is set to 8.
5.6 Conclusion
In this chapter, we presented a novel facial expression recognition method by
fusing multiple features with spectral embedding techniques. Based on the existing
multi-view embedding algorithm, we propose a supervised implementation by taking
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Figure 5.4: Impact of parameter settings. The y-axis denotes the recognition accu-
racy.
label information of training data into account. In addition, a linearization method
is utilized for handling the out-of-sample problem. In our studies, five widely used
facial expression features, namely AAM, LBP, Multiscale-WLD, SIFT and Gabor
magnitude features, have been investigated. Extensive experimental results on two
benchmark datasets and one challenging web image dataset have demonstrated that
the resulted multi-view feature leads to clearly improved recognition performance
on the challenging realistic facial expressions, which shows the effectiveness of the
proposed feature fusion framework.
112
CHAPTER 6
TOWARDS VIDEO BASED FACIAL EXPRESSION
RECOGNITION
6.1 Introduction
Nowadays automatic facial expression recognition has attracted significant atten-
tion because of its usefulness in a wide range of applications such as human-computer
interaction (HCI), multimedia indexing and retrieval, image or video understand-
ing and clinical research, since facial expression plays a critical role in our social
communication[8]. Previous works on 2D facial expression recognition can be clas-
sified into two categories, single image (i.e. frame) based and image sequence (i.e.
video) based [8]. Image based methods typically assume that facial expression recog-
nition can be performed on one representative facial expression image. Alternatively,
image sequence based methods treat each facial expression as a temporally dynamic
process and aim to explore its dynamic characteristics besides the appearance in each
facial expression frame.
Due to the diverse imaging devices, various facial expression videos could have
different frame rates as well spatial resolutions. As a result, one algorithm workable
for one type of facial expression videos may not work very well for other types since
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some features (e.g. distance and angle between tracked facial points) highly depend
on the smoothness of image sequences. As indicated in [133], frame rate does influence
recognition performance of micro-expressions and a temporal interpolation method
was proposed to solve such frame rate issue. However, there are few studies on
the impact of the frame rates of image sequences on facial expression recognition
performance. In addition, the psychology study reveals that human beings are able to
readily recognize facial expressions from very short sequences [134]. Similar conclusion
was also drawn in human action recognition that only a subset of frames was enough
to achieve a performance similar to the one obtained from all the frames of an action
sequence [135], though how to select the right frames was not addressed.
Therefore, in this chapter we systematically investigate two issues, 1) how the
number of frames of a facial expression sequence influences facial expression recog-
nition accuracy, and 2) how to choose a set of appropriate frames (i.e. keyframe).
Uniform down-sampling of a given facial expression sequence is feasible, however,
not always effective due to the ignorance of expression dynamics. Therefore, we as-
sume that facial expression is characterized with a number keypoints and formulate
keyframe selection as identifying a set of frames which best covers the whole facial
expression sequence. Firstly, each frame is represented with a number of keypoints.
Secondly, keypoints of all frames are matched and traced to form a global keypoint
pool to characterize a facial expression sequence. Finally, a set of frames is selected
by maximizing their coverage against the global keypoint pool and minimizing the
redundancy among them. Our work will focus on the recognition of six prototypic
emotional expressions, i.e. happiness, sadness, surprise, anger, fear and disgust.
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6.2 Keypoint Based Keyframe Selection
In this section, we present the keypoints based keyframe selection framework [136].
The framework consists of three steps: 1) keypoints extraction, 2) keypoint pool
reconstruction through keypoint matching and chaining, and 3) keyframe selection.
Firstly, for a given video sequence, keypoints are identified from each frame and
descriptors are extracted for each keypoint. Lowe’s SIFT descriptor [92] is utilized
for keypoint extraction and representation. Hence, each keypoint is represented with
a 4 × 4 × 8 = 128 dimension feature vector, a 4 × 4 array of orientation histograms
with 8 orientation bins in each.
Secondly, a keypoints pool is formed to represent the video sequence through key-
point matching. In order to reduce computational cost, we adopt a matching strategy
that considers only those candidate keypoints within a certain radius R of the target
keypoint for potential matching. We present an Inter-window Keypoint Chaining
scheme for keypoint mathcing, where keypoints are matched within a temporal win-
dow of size W and chained across multiple windows. Assume there are three frames,
fi, fj and fm, as shown in Figure 6.1. When a keypoint k1 in frame fi is matched with
another keypoint k2 in frame fj, and the same keypoint k2 is matched with a third
keypoint k3 in frame fm, satisfying |i − j| <= W and |m − j| <= W , we link these
matches into a chain, which would finally contribute to the same unique keypoint in
the global pool K without matching keypoints between fi and fm (i.e. pairing fi and
fm). In our experiments, R is empirically set to 100, W to 5.
We also propose Intra-Window Keypoint Chaining. As shown in Figure 6.2, k1
is matched with k3 but not k2, and k2 is matched with k3. In this case, k1, k2 and
k3 will also be linked by a single chain, which could ease the problem of missed
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Figure 6.1: Inter-window chaining of keypoints.
matching (e.g . k1 should be a true match with k2). After the keypoint chaining on
frames, each keypoint either belongs to a chain of matched keypoints or becomes an
singleton without any connection. All singleton keypoints are removed. Each chain
is represented by its starting keypoint and the number of keypoints on that chain,
denoted by (kx, Nx), where kx is the starting keypoint of x-th chain and Nx is the
number of keypoints in the chain. The global pool of keypoint K is then formed by
aggregating all (kx, Nx).
To remove false-positive matches, the RANSAC algorithm [137] is iteratively in-
voked to detect sets of geometrically consistent keypoint matches. This process is
repeated until no further large set of matches (e.g . five matches in a group) can be
found.
Finally, keyframes are selected based on the criteria that the keypoints of those
frames should cover the keypoint pool as much as possible. A greedy algorithm is used
for this task. Specifically, the frame with the highest number of keypoints against the
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Figure 6.2: Intra-window chaining of keypoints.
keypoint pool is chosen as the first keyframe. Then at each iteration, a frame is chosen
based on two metrics, namely Coverage and Redundancy. Assume the keypoint pool
is divided into two sets, Kcovered and Kuncovered. At the beginning of the process,
Kuncovered contains all keypoints in K and Kcovered is empty. For frame fi, denote its
keypoint set as FPi, Coverage and Redundancy are computed as:
C(fi) = |FPi ∩Kuncovered|. (6.1)
R(fi) = |FPi ∩Kcovered|. (6.2)
A frame is ranked as (α is set to 1 empirically in the experiments):
Influence(fi) = C(fi)− αR(fi) (6.3)
At the end of each iteration, the frame with the highest influence value and positive
coverage will be selected as a keyframe, and all new keypoints will be moved from
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Kuncovered to Kcovered. The iteration repeats until all or a predefined percentage of
coverage STOP of the pool K are covered.
6.3 Facial Expression Recognition Method
As discussed in Section 6.1, the main focus of this chapter is to investigate the
impact of the number of frames in a facial expression sequence on facial expression
recognition accuracy, instead of developing novel facial expression recognition algo-
rithms. Hence, we adopt an robust facial expression recognition method proposed by
Zhao et al . [100] for our experiments and briefly describe it in the following sections.
6.3.1 Face Registration
Given a facial expression image sequence, face detection is firstly conducted on
all frames in the sequence using Viola-Jones face detector [2]. Secondly, we perform
automatic eye localization on the detected face region by utilizing a class of correlation
filters, the Average of Synthetic Exact Filters (ASEF) [96]. The purpose is to align
different face image data into a common coordinate system based on eye locations.
Finally, we align and normalize the faces based on the detected eye locations and the
distance between the two eyes. Facial images of 110 × 115 pixels are cropped from
the original frames.
6.3.2 Facial Feature Extraction
In our experiments, we use LBP [49] and LBP-TOP [100] for image based and
video (image sequence) based recognition, respectively. The two features are selected
becaused they are one of the most representative and top-performing methods in
the field. The LBP [49] descriptor labels the pixel of an image by thresholding a
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neighborhood of pixels with the center value in grayscale and considering the results
as a binary number (see Figure 6.3). The histogram of LBP labels computed over
a region is used as a texture descriptor. For image based recognition, we use the
59-bin LBP u28,2 operator [100]. Each facial image is segmented into a grid of 6 × 7
overlapping regions, which is the best partition discovered in [100]. We compute a
LBP u28,2 operator for each of the 42 regions, resulting a 2478-dimensional feature vector
for each face image.
7 1 4
8 5 9
4 2 6
1 0 0
1 1
0 0 1
Threshold
Binary Number: 10011001
Figure 6.3: Basic LBP operator.
LBP-TOP extends LBP into three planes by computing LBP from Three Or-
thogonal Planes, XY, XT and YT as shown in Figure 6.4, where X-Y represents
spatial plane and T represents temporal axis. The three LBP histograms computed
on the three planes are computed and concatenated into a single histogram. Fol-
lowing [100], we use the 177 bin LBP − TOP u28,8,8,3,3,3 descriptor in the experiments.
Similar to LBP, each face image from a sequence is also divided into 6×7 overlapping
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regions. A LBP − TOP u28,8,8,3,3,3 is computed for each of the 42 regions, yielding a
7434-dimensional feature vector.
Image Sequence
XY
XT
YT
X
Y
T
Figure 6.4: Three Orthogonal Planes, XY, XT and YT.
6.3.3 Classifier
We treat facial expression recognition as a classification problem to be solved by
SVM classifiers. The radial basis function (RBF) kernel is used since it provides
the best performance in our experiments. SVM was originally developed for binary
classification. In order to extend SVM for multi-class classification, we use the One-
Versus-All approach, which trains a binary classifier to classify one class of interest
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(positive) versus all other classes (negative). Six binary SVM classifiers are learned
for each of the six facial expressions. The independent classifiers are used to provide
six predictions of the presence or absence of the facial expression in unseen face
images and the class with the largest class-membership probability is output as the
recognized facial expression.
6.4 Experiments
6.4.1 Experimental Settings
Figure 6.5: Sample facial expression images from the CK dataset. In clockwise order,
happiness, sadness, fear, disgust, surprise and anger.
We use the Cohn-Kanade facial expression database [63] for our evaluation. The
Cohn-Kanade DFAT database, which has been the de-factor benchmark dataset for
facial expression recognition, consists of approximately 500 image sequences from 100
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subjects ranged in age from 18 to 30 years, of which 65% are female. The distribu-
tion of the ethnic groups is: 81% Euro-American, 13% Afro-American and 6% other
groups. The subjects were instructed to perform a series of 23 facial displays that
include single and combinations of action units, six of which are based on descrip-
tions of prototypical emotions, anger, disgust, fear, happiness, sadness and surprise.
A sample image of each expression is shown in Figure 6.5. Each expression sequence
was captured at frame rate 30 frames per second.
In our study, a sequence is chosen if it is one of the six basic emotions and has
more than 10 frames. In total, 310 sequences from the dataset are selected. In order
to minimize the influence caused by background noise, each face is preprocessed (e.g.
registration and cropping) as outlined in Section 6.3.1. Histogram equalization is
further applied to reduce the illumination difference among those images. In our
experiments, the coverage rate is set to 100% meaning that the selected keyframes
cover all the keypoints of the keypoint pool. We study the recognition accuracy
using the selected keyframes, which is defined as the ratio of the number of correctly
classified facial expression sequence to the total number of sequences in the test
database.
6.4.2 Keyframe Selection
As shown in Figure 6.6 and 6.7, each expression evolves from the neutral status
(the first frame) to the peak status (the peak frame). However, difference between
adjacent frames are hardly noticeable. As highlighted by red rectangles, the selected
keyframes are representative of different stages for a given expression sequence. It is
also observed from the selection order of those keyframes that the first two frames
122
Figure 6.6: Keyframe selection results for s052 004. The original sequence (the upper
part) is organized in temporal order from left to righ and top to bottom. The selected
keyframes are highlighted with red rectangles. The overlay numbers indicate the
selection order. Below each original expression sequence, the keyframes are organized
in the selection order. The numbers at the bottom are the frame numbers of the
original sequence.
corresponds to early neutral status and late peak status. When more frames are
allowed, the intermediate expression status will be better depicted.
6.4.3 How Many Frames?
Table 6.1: Comparison of recognition accuracy with keyframes, uniformly sampled
frames, and the whole sequence frames.
Keyframes Uniform Whole
Avg. # of Frames 7.51 10 20.22
Recognition Accuracy 85.13% 85.21% 88.21%
In this section, we compare expression recognition performance between a subset
of expression sequences and all expression frames and demonstrate the advantage of
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keyframe selection over uniform sampling on expression recognition. Uniform sam-
pling is to uniformly partition the whole sequence into n−1 segments, where n is the
number of frames to be selected. Then the first frame of each segment and the last
frame of the sequence will be chosen as the uniformly sampled frames.
After keyframe selection, the number of selected frames of each expression se-
quence varies from 4 to 8. In average, the length is reduced from original 20.22
frames per sequence to 7.51 frames per sequence. We also choose 10 frames through
uniform sampling from each sequence for the comparison. As shown in Table 6.1,
recognition performance with 10 uniformly sampled frames is comparable to that ob-
tained with all the frames. Particularly, recognition performance will maintain at the
same level, while the average number of frames used for recognition is further reduced
to 7.51 through our keyframe selection method. Therefore, a set of appropriately cho-
sen frames from an expression sequence is sufficient to achieve promising recognition
accuracy.
We further perform recognition experiments with different number of target frames,
n, from 3 (the minimum requirement for feature extraction with LBP-TOP) to 10.
Note that the average number of keyframes may be less than the target figure. For
example, when the target number is 6, it is true that 6 frames will be uniformly cho-
sen from a given expression sequence. However, through keyframe selection method,
one sequence could be covered with 4 frames to achieve 100% coverage rate.
As shown in Figure 6.8, recognition accuracy increases while more frames are
chosen, which indicates using more frames is helpful in facial expression recognition.
However, improvement slows down when the number of frames chosen is around 8.
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Figure 6.7: Keyframe selection results for s074 001
Therefore, there is a critical point we should balance performance and computational
resource.
It is also noticed that recognition performance is better with keyframes than with
uniform sampling for the same given number of frames, which indicates that our
keyframe selection method is able to choose more representative frames than uni-
form sampling. It is because uniform sampling selects the frames uniformly without
considering specific characteristics of different expressions. Note that in Figure 6.8
the curve of Keyframe terminates earlier than that of Uniform Sampling, since the
number of frames obtained with keyframe selection algorithm under full coverage is
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Figure 6.8: Comparison of recognition results with keyframes and with uniform sam-
pling under different numbers of target frames. Since the number of frames obtained
through keyframe selection algorithm under full coverage is fewer than 9, the results
of Keyframe-based approach is not available at 9 and 10.
fewer than 9. This indicates that redundancy exists in the whole sequence and it is
feasible to achieve comparable recognition accuracy with fewer frames.
6.4.4 Single Frame: Keyframe vs Peak frame
As shown in Figure 6.5, it is possible for human beings to recognize a facial
expression from one sample image. The question is how to choose the right frame.
In the CK dataset, an expression is captured from neutral status (i.e. neutral frame)
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Table 6.2: Image based facial expression recognition results of using a single keyframe
and the peak frame (i.e. the last frame).
Keyframe Peak-frame
Recognition Accuracy 91.36% 92.01%
to peak status (i.e. peak frame) in a controlled manner. The peak frame is generally
used for image based facial expression recognition. Our keyframe selection method is
able to select the frame with the highest number of keypoints against the keypoint
pool. It is noticed in our experiments that the first two selected frames generally
include a frame close to the neutral frame and one frame close to the peak frame.
Therefore, we choose one frame from the first two selected frames, which is temporally
later than the other. The accuracy of the peak-frame selection is 96.1%.
As shown in Table 6.2, the recognition performance with the keyframe automat-
ically selected by our algorithm is very close to that with manually controlled peak
frame. This provides further evidence that our keyframe selection method is very
good at identifying representative frame from a sequence.
It is also interesting to observe that the image based facial expression recognition
accuracy is higher than the image sequence based one. This could be explained with
the difference between two features utilized for each task respectively, LBP and LBP-
TOP. The feature dimension of LBP-TOP is twice more than that of LBP, which
could impose difficulty to SVM classifier. As seen in [100], LBP-TOP based facial
expression recognition accuracy could be improved to more than 90% with some
techniques.
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6.5 Conclusion
In this chapter, we systematically study the impact of the length of facial ex-
pression sequences (in terms of the number of frames) on the performance of facial
expression recognition with the widely used CK dataset. It has been shown that
a subset of the whole expression sequence (e.g. half of the frames) is sufficient to
achieve comparable recognition accuracy to that of the whole sequence. In addition,
the length can be further reduced without clearly compromising recognition perfor-
mance, when our well designed keyframe selection method replaces the conventional
uniform down-sampling scheme. Therefore, it is necessary to balance the performance
gain and excessive data, which will guide our future work on extracting features robust
to diverse temporal attributes.
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CHAPTER 7
CONCLUSION
This thesis investigates automatic facial expression recognition, with particular
interests in its applications in realistic environments. Three important issues have
been addressed: collecting a large amount of realistic training data from the Web,
devising several novel facial features and a multi-modal recognition algorithm, and
exploring facial expression recognition in image sequences. This chapter summarizes
the main contributions and suggests directions for future works.
7.1 Main Contributions
7.1.1 Search based framework for collecting realistic training
data from the Web
A large amount of realistic training data is required to develop robust facial ex-
pression algorithms. However, obtaining such data is a tedious and time consuming
task that requires tremendous efforts which are proportional to the dataset size. In
Chapter 3, we propose a search based framework to harvest realistic facial expression
images from the web. By adopting an active learning based method to remove noisy
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images from search results returned by commercial search engines, the proposed ap-
proach minimizes the human efforts during the dataset construction and maximizes
the scalability for future research.
7.1.2 GWI - A realistic facial expression dataset
A realistic facial expression dataset (namely GWI) is collected based on the text
based image search results from Google. The dataset contains a very diverse set of
human subjects and imaging environments. Comprehensive experiments have been
performed to demonstrate its distinguish characteristics compared with other widely
used datasets in the literature that were collected in strictly controlled environments,
which indicates the necessity to further advance facial expression recognition with
more realistic datasets.
7.1.3 Novel facial expression features
Due to the high intraclass variations and interclass similarities, effective feature
extraction is vital to facial expression recognition. The extracted features should rep-
resent different types of facial expressions in a way which is not significantly affected
by age, gender, or appearance of the subjects. It is also desirable to have features
which are robust to face localization errors and occlusions. In Chapter 3, Multiscale-
WLD (MWLD) is proposed to represent facial images by its local textures and the
spatial layout of the textures. The spatial layout is captured by partitioning a face
image into grids and each grid is represented with WLD descriptor to capture its
local textures. Additionally, Chapter 4 presents two novel facial expression features.
Spatially enhanced Local Binary Pattern (SLBP) considers the spatial distribution
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of the Local Binary Patterns (LBP) using a shape context based method. And Lo-
cal Patch Pattern (LPP) combines the local distributions of textures extracted from
neighboring patches for more robust feature representation.
7.1.4 Spectral embedding based multi-modal facial expres-
sion recognition algorithm
It is commonly acknowledged that the performance of facial expression recogni-
tion can benefit from a combination of multiple features. However there is often no
obvious way to select and combine different types of features. In Chapter 5, a spectral
embedding based feature combination algorithm is proposed for multi-modal analysis
of facial expressions. By assuming that facial expression features extracted from one
type of expressions forms a manifold embedded in a high dimensional feature space,
a neighborhood graph is constructed to encode the structure of the manifold locally.
After the Laplacian matrices associated with the neighborhood graph from each view
are combined, a unified low dimensional feature space is obtained by performing spec-
tral analysis of the combined matrix. The experimental results obtained using a set of
geometry and texture features clearly demonstrate the effectiveness of the proposed
feature fusion framework on realistic facial expression data.
7.1.5 Keypoint based frame selection for facial expression
recognition
Systematic investigations are performed on how the number of frames in a facial
expression sequence can affect the accuracy of facial expression recognition. And
we utilized a keyframe selection method through keypoint based frame representa-
tion. Experimental results on the popular CK facial expression dataset indicate that
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recognition accuracy achieved with half of the sequence frames is comparable to that
utilizing all the sequence frames. Our key frame selection method can further reduce
the number of frames without clearly compromising recognition accuracy which indi-
cates that it is important to derive framerate invariant visual features to characterize
facial expressions.
7.2 Future Work
7.2.1 Dynamic extensions of the proposed facial expression
features
Facial expressions are dynamic and occur over time. This dynamic nature of
facial expressions is important for the recognition process, as well as for making
finer distinction among facial expression categories [8]. The facial expression features
presented in this thesis focus on 2D facial expression images. We plan to extend them
to spatial-temporal to take full advantage of the motion information.
7.2.2 Trajectory based representation of facial expression se-
quence
In our keyframe based representation of facial expression sequence presented in
Chapter 6, a face is viewed as a whole without considering its individual compo-
nents, e.g . eyes, mouth, etc. However, a facial expression is comprised of complex
interactions between muscle movements of different facial components. Due to the
low intense of the muscle movements, the difference caused by facial expressions can
often be masked by other facial appearances (such as identity). We plan to investi-
gate trajectory based representation based on different facial landmarks which may
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exaggerate the difference and potentially improve the facial expression recognition
performance.
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