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Chronic pelvic pain is a condition believed to afflict millions of women throughout the 
world.  Depending on the population under study and the definition used chronic pelvic 
pain (CPP) is a condition that has been reported to affect an estimated 3-40% of women 
aged between 15 and 75 years 1-6.  According to one systematic review “it is the single 
most common indication for referral to gynaecology clinics” (p. 749) 3.  There currently 
exists no generally accepted definition of CPP however the European Association of 
Urology (EAU) 7 regard CPP as a pain that is non-malignant in nature and that the pain 
is `perceived’ as emanating from the structure of the pelvis.  As suggested by Hudson 1 
this can include, but is not limited to, the anterior abdominal wall, the lumbosacral back, 
or the buttocks.  Notwithstanding, the literature suggests that to be defined as CPP the 
pain must not be attributable to being pregnant, menstrual pelvic pain (dysmenorrhoea) 
nor associated with pain during intercourse or sex (dyspareunia) 4, 8. According to The 
American College of Obstetricians and Gynecologists 9 for pelvic pain to be considered 
chronic pain the pain must have been persistent for a minimum of 6 months.  However, 
the EAU 7 qualify that where non-acute pain mechanisms are reported pelvic pain can 
be regarded as chronic irrespective of the duration. 
 
A review of the literature of CPP reveal that most studies focus on select groups of 
women with paucity in the current literature for population based studies of CPP.  
However four significant papers do exist, providing population estimates on CPP in 
women.  One of these studies by Mathias et al 2 was a national telephone survey which 
asked over 5000 women, between the ages of 18 and 50, questions about CPP: almost 
15% of the those interviewed experienced CPP.  Zondervan et al 8 using a postal study 
surveyed over 3000 British women between 18 and 49 of which 24% had reported CPP.  
The third study, set in New Zealand, surveyed more than 2000 women aged 18 to 50: 
25% indicated experiencing CPP.  The last study by Pitts et al 10 (under review) 
surveyed almost 2000 Australian women aged between 16-49; one in five women 
reported CPP.  A limitation of these studies however is that the study designs are cross-
sectional, as such it is not possible to study the association of any factors over time. 
 
Although a few longitudinal studies of CPP have been published these do not 
incorporate representative samples of the population; rather the populations under study 
are specific.  For example Haggerty et al’s 11 study focused CPP as a primary sequelae 
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of pelvic inflammatory disease (PID) in a predominately black, urban cohort.  
Zondervan et al 12 explored the genetic characteristics of CPP using data from an 
Australian twin cohort.  The results of these studies do provide valuable insight into risk 
factors for CPP but are limited in the degree to which the information can be 
generalised to the broader community. 
 
It quickly becomes apparent from the literature that the aetiology of CPP for most 
women is often considered unidentifiable, poorly understood and or quite varied 8, 12-14.  
Obviously, this can result in a distressing and frustrating time for suffers and 
practitioners alike.  Many of the factors thought to contribute to the development of 
CPP are assumed to be organic and include gynaecological problems such as (PID), 
endometriosis or adhesions, or problems associated with bowel or bladder function 11, 15.  
Furthermore, although CPP is a condition that by its definition does not include 
dysmenorrhoea or dyspareunia it is a condition that may be experienced concurrently 
with either of these 1, 15.  As such, disentangling risk factors for CPP from confounding 
effects of dysmenorrhoea or dyspareunia can be challenging. 
 
With most studies in the literature generally focusing on organic aetiological aspects of 
CPP it is instructive to also identify social or demographic correlates of CPP.  
According to Hudson 1 women with CPP (compared to women without CPP) are 
typically no different in terms of age, race, ethnicity, education, socioeconomic status 
(SES), or employment.  Similar findings have been reported by others 2, 3, 8, 16.  Other 
studies (detailed below) are quick to note strong associations between CPP and a history 
of sexual abuse, sexually transmitted infections and depression or anxiety. 
 
The prevalence of sexual abuse or sexual coercion, unfortunately, in most cultures, is 
substantially high; although reported rates between countries do vary.  For example, a 
summary study of rape and sexual coercion in South Africa 17 reported seven percent 
prevalence of forced sex whereas a United States study indicated a prevalence of 20% 
18.  According to the World Health Organisation 19, worldwide, almost one in four 
women have indicated experiencing forced or attempted forced sex: and this was by an 
intimate partner. A recent study of a representative sample of Australian women aged 
between 16 and 59 indicated that over 20% had reported experiencing sexual coercion 
in their lifetime 20.  The reported association between CPP and sexual abuse is 
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frequently noted 3, 21-25 however many studies reporting an association between CPP and 
sexual abuse are based on historical reports from a sample of women reporting CPP .  
Furthermore, these studies are typically based on small sample sizes (often less than 100 
cases).  It is possible that the design of such studies may lead to results that, whilst 
being significant, are misleading.  
 
Given the gynaecological location of CPP it is not surprising that sexually transmitted 
infections (STIs) may be risk factors contributing to CPP.  Research suggests that STIs 
such as chlamydia or gonorrhoea can lead to PID, and PID is regarded as a major risk 
factor for CPP 11, 26, 27.  Furthermore, STIs can be considered a marker for sexual health 
risk 28.  Evidence suggests that a history of STIs not only contributes in the transmission 
of other STIs but also the acquisition of other STIs 29.  That is, people reporting a 
history of one STI are more likely to also report a history of other STIs.  Also, those 
who are at risk of STIs tend to report engaging in sexual activities at younger ages and 
having a history of many sexual partners 30, 31: it is considered that these factors may 
also be associated with CPP 23.  Finally, it must be emphasised that a history of STIs are 
also associated with a history of sexual abuse 20, 32. 
 
Among the social and biological factors of CPP described other literature has also 
indicated significant associations between psychological factors and CPP: namely, 
depression and anxiety 13, 21, 22. Whilst much of the literature reports strong associations 
between depression and/or anxiety and a history of CPP some studies do not 33.  Given 
the cross-sectional design of inherent in many of these studies it is impossible to 
determine whether CPP is a result of depression and anxiety or a risk factor.  Zondervan 
et al 12 noted “since symptoms of depression and anxiety are often found in women with 
CPP, reduced psychological well-being has also been regarded as a potential cause 
(rather than a result) of the persistent pain” p177).  Notwithstanding, women who have 
reported experiencing sexual coercion are also more likely to report a history of 
depression and/or anxiety 20, 21, 34. 
 
Most research regarding CPP stems from data collected through cross-sectional studies 
the data in this paper comes from longitudinal study which presents a number of 
benefits.  Cross-sectional studies are typically inexpensive and provide snap-shots of 
information at a given point in time.  Longitudinal studies collect information from 
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repeated observation over a given time span and, as such, are typically expensive 35.  
Cross-sectional studies only provide prevalence rate information whereas longitudinal 
studies provide both prevalence and incidence rate data.  In longitudinal studies subjects 
can act as his/her own control however this also means observations are not independent 
and that any correlation within subject needs to be accounted for 36.  For longitudinal 
studies it becomes imperative that analysis needs to accommodate the correlation or the 
observational dependence of the data that is intrinsic within such studies. 
 
Numerous textbooks identify a variety of approaches to ‘best’ model longitudinal data 
37-39.  A question which is imperative to choosing the most appropriate model relates to 
the research focus: is the focus of the study about population averages or individual 
changes? If the outcome of interest is about the population, marginal models such as 
generalised estimated equations (GEE) with working correlation structures; if the 
outcome of interest is about individual changes across time then random effects models 
are appropriate 40. 
 
Using data from a nationally representative cohort of Australian women this paper is an 
expansion to the recent cross-sectional study reported by Pitts et al 10 (under review) on 
correlates of CPP.  Consisting of data from three interview panels the focus of this 
paper is to explore a number of risk factors associated with CPP across time.  The focus 
of this paper centres on individual changes thus any correlation of data within 
individuals will be treated as a nuisance parameter 40.  Utilising a simple random effects 
model to produce subject-specific effects the aim of this paper is to build the ‘best’ 
model for predicting risk factors of CPP. 
Model description 
Simple random effects models refers to models were only the intercept of a slope is 
assumed to vary in contrast to a random effects model where both the slope and the 
intercept may vary 40.  Analysis for this data is performed using the following maximum 
likelihood model for conditional effects (1.1) given the fixed effects (covariates) and the 
random effects (the intercept) of the model.  It is assumed than random effects follow a 
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  (0.1) 
Where *pβ  represents the effect of covariate ijpx  of an individual’s chance i  of having 
the outcome at time j .  The exponential of *pβ , 
*
peβ , provides the odds of the outcome 
of interest for an individual i  having the covariate ijpx compared to not having the 
covariate at time j .  The parameter ib  represents the random intercepts of the model.  
The model assumes that all covariates added in are fixed effects except for the intercept.  
When random-effects models are implement it is essential to specify what particular 
integration method will be used to account for the random-effects (i.e., intercept).  
Differing methods with differing number of integration points impact the results of the 
likelihood estimate as well as coefficients and standard error of the model.  With Stata 
the default method is the mean and variance adaptive Gauss-Hermite method using 12 
integration points 42. 
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Method 
Data for this study is from the Australian Longitudinal Study of Health and 
Relationships 43.  Participants were from a random sample of Australians aged 16-64 
years who completed a computer assisted telephone interview. Household sampling was 
drawn using random digit dialling as in our previous study 44. Where more than one 
household member was eligible, the participant was chosen at random.  For the first 
panel of data collection a total of 4,382 women were interviewed; the response rate was 
57%.  The data consists of responses to the first three interview panels 1.  Data from this 
study includes all women who were aged between 16 and 49.  For each data panel 
women were excluded from analysis if they reported currently being pregnant. 
 
Survey items 
In this study the definition of pelvic pain was ‘any type of pain in the lower part of your 
belly.  That is, from your belly button down’.  During the interview, women were asked 
a number of questions about their experiences of pelvic pain during the previous twelve 
months.  They were asked questions about dysmenorrhoea, dyspareunia, and any other 
pelvic pain not associated with sexual intercourse or periods. Dysmenorrhoea was 
described as ‘pelvic pain with periods, including irregular bleeding while on the pill or 
on hormone replacement therapy’.  Dyspareunia was defined as ‘pelvic pain during or in 
the 24 hours after intercourse’ and other chronic pelvic pain as ‘pelvic pain not 
occurring with periods or intercourse, either on and off or constantly’.  Questions 
related to dyspareunia were only asked of women who reported having sex in the last 12 
months; similarly questions about dysmenorrhoea were only asked of women who 
reported have a period.  To overcome data reduction due to the design of the 
questionnaire, data for both the dyspareunia and dysmenorrhoea covariates were 
restructured: data options for dyspareunia now include ‘sex, no pain’, ‘sex, pain’ and 
‘no sex’ (in the last 12 months) and for dysmenorrhoea now include ‘period, no pain’, 
‘period, pain’ and ‘no period’ (in the last 12 months).  
 
                                                 
1 Data collection for panel 3 is still underway as such data from panel three represents only half of the 
respondents interviewed at the second panel. 
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Main covariates of interest 
Other variables of interest included a history of sexual coercion, the age at first vaginal 
intercourse, the number of heterosexual (and sexual) partners ever and in the last 12 
months, a history of STIs, and questions about depression and anxiety.  Data for these 
covariates were obtained from the following questions listed below.  A number of 
demographic questions were also canvassed: year of birth, education, employment 
status, rurality and relationship status. 
Sexual coercion: ‘Have you ever been forced or frightened into doing 
something sexually that you did not want to do?’ 
Age at first sex: ‘How old were you when you first had vaginal 
intercourse?’ 
Number of heterosexual2 
partners in lifetime: 
‘In your whole life, with how many different males 
have you had any form of sexual experience? 
Number of heterosexual 
partners in previous 12m: 
‘In the last 12 months with how many different males 
have you had any form of sexual experience?’ 
Sex in the previous 4 weeks: How many times in the past 4 weeks have you had sex 
with him? (recode as yes/no) 
STIs: ‘Have you ever had …?’: chlamydia; genital herpes; 
genital warts; syphilis; gonorrhoea; pelvic 
inflammatory disease (PID); bacterial vaginosis; 
trichomoniasis; vaginal candida; urinary tract infection 
(UTI); crabs 
History of depression: ‘Have you ever been told by a doctor that you have 
depression?’ 
Depression in the last 12 
months: 
‘Are you taking medication prescribed by a doctor for 
this? (depression) 
Anxiety in the last 4 weeks: ‘During the past 4 weeks, how much have you been 
bothered by emotional problems, such as feeling 
anxious, depressed, or irritable?’ 
 
A number of covariates to be modelled are continuous in form.  Before these are entered 
into a model it is appropriate to determine whether the data are linear on the logit scale.  
Each variable is first categorised into quintiles with each quintile being defined by its 
mean value.  The categorised variable is then added as a covariate to the base model: 
first in a continuous form and then in a categorical form.  A Likelihood Ratio (LR) test 
is used to test the null hypothesis that the linear relationship between the transition rates 
of the model and the covariate is equal to the categorical relationship. 
 
                                                 
2 As less than 8% of women reported a history of same-sex experiences it was decided not to incorporate 
a combine total of sexual partners. 
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Results 
A summary of the data structure for this study is detailed in table 1: a dot ‘.’ means no 
observations a ‘1’ means an observation.  The data represents women across three 
panels of data collection.  In total there were 6104 observations across 2993 women of 
which approximately 32% of the data represents women providing data at all three time 
points (n = 954): 1110 (~37%) women provided responses at the first two data panels 
and 776 (~26%) provided information at the first interview.  The remaining 4% of data 
represent other combinations of participation patterns.  The average number of 
interviews per women was two.  Given the information in table 1, it is apparent the 
dataset is not balanced: a balanced dataset has observations for each subject at all time 
points.  Given the nature of this study the majority of women who are indicated as 
missing from a data collection panel (particular from the panel 2 or panel 3) would be 
regarded as ‘drop-outs’ and treated as ‘loss to follow-up’3.  The remaining pattern 
variability observed in table 1 would be due to the exclusion criteria for analysis. 
Table 1: Distribution pattern of data (allowing for exclusions) 
Pattern Frequency Percent 
111 954 31.87 
11. 1110 37.09 
1.. 776 25.93 
.1. 59 1.97 
1.1 55 1.84 
.11 38 1.27 
..1 1 0.03 
 
It is first instructive to examine the baseline model of CPP with no covariates fitted.  
This model provides parameter estimates for both within-subject variance ( )ib  and an 
estimation of the intraclass correlation coefficient (ICC; )ρ ; that is, the correlation 
between the total residuals for CPP from any two panels of data.  The variance for the 
random effects component, on the log scale, was 1.21 (95% CI 0.99-1.42) which is quite 
large and, as such, suggests that the variability in the person-specific prevalence of CPP 
is considerable.  The ICC at 0.50 (95% CI 0.45-0.56) was also moderately large 
indicating the appropriateness of using models that adjust for subject-specific intercepts.  
The ICC also indicates that the degree of reliability of responses to CPP is satisfactory 
                                                 
3 During each panel of data collection some participants may not be contacted within the time frame.  
Attempts to contact these participants will occur in the successive panels.  However, if during the course 
of the study a participant withdrawals no further attempt for future interviews are undertaken.  These 
participants are regarded as ‘loss to follow up. 
 10 
38.  A likelihood ratio (LR) test comparing the ICC of the panel data against a model 
were the ICC is assumed to be 0 (i.e., a logit model with an independent correlation 
structure) was highly significant 2(1)( 326.57; 0.001)pχ = < : providing support that for 
this data, at a minimum, a simple random-effects model is appropriate. 
 
Given that the dataset is longitudinal in nature it is important to determine whether the 
outcome variable CPP is dependent on time.  Whilst it is desirable that each interview 
be undertaken exactly 12 months apart (preferable to the day) this was frequently 
impossible.  A time covariate is added to the model denoting the number of days 
elapsed since the first interview.  The results from the LR test modelling time as a 
contributing factor for CPP compared to the base model was not significant 
2
(1)( 3.07; 0.080)pχ = = .  As such, time will not be included as a covariate in further 
models. 
 
As stated previously research has suggested that both dyspareunia and dysmenorrhoea 
are strongly associated with women reporting chronic pelvic pain.  Results from this 
study concur. When modelling CPP with both dyspareunia4 and dysmenorrhoea5 fitted 
to the model both covariates were significantly associated to CPP.  The Wald 6tests, 
testing the joint hypotheses for each of the covariates was: 
dyspareunia 2(2)( 125.41; 0.001)pχ = < ; dysmenorrhoea 
2
(2)( 60.21; 0.001)pχ = < .  These 
results suggest that the odds of reporting CPP for a woman who reports having 
dyspareunia relative to the same woman not reporting dyspareunia is 4.05 (95% CI 
3.17-5.17; when controlling for dysmenorrhoea).  Similarly, when controlling for 
dyspareunia, the odds of reporting CPP when a women reports dysmenorrhoea relative 
to when she does not report dysmenorrhoea is 2.41 (95% CI 1.92-3.03).  A test for any 
significant interaction effects between dysmenorrhoea and dyspareunia were not 
supported 2(4)( 4.85; 0.303)pχ = = .  In light of these results, to control for any 
confounding effects, all further models fitted will include dyspareunia and 
dysmenorrhoea as covariates.  Moreover, any likelihood ratio tests to determine models 
                                                 
4 Reference group was ‘sex, no pain’ 
5 Reference group was ‘period, no pain’ 
6 Likelihood ratio tests may not be appropriate techniques due to missing responses in the demographics 
variables across waves.  Assumptions of the test are violated when the samples differ. 
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with additional covariates will be compared to the baseline model including both 
dyspareunia and dysmenorrhoea. 
 
Demographic correlates 
A number of demographic covariates were modelled to determine if associations were 
present in this data.  The following covariates age, level of education, employment 
status, regional classification and relationship status were all fitted to the model as main 
effects.  A summary of these covariates is presented in table 2.  
Table 2: Summary statistics of the demographic covariates 
  Overall Between Within 
  Frequency Percent Frequency Percent Percent 
Education 
Less than 
secondarya 1347 22.07 666 22.25  
 Secondary 3033 49.69 1494 49.92  
 Post-secondary 1724 28.24 833 27.83  
 Total 6104 100 2993 100  
Employment Nonea 1603 26.28 1039 34.74 75.4 
 Part-time 2319 38.02 1397 46.71 75.49 
 Full-time 2177 35.69 1248 41.73 81.63 
 Total 6099 100 3684 123.17 77.54 
Rurality Citiesa 3070 50.95 1527 51.73  
 Regional 2663 44.2 1287 43.6  
 Remote 292 4.85 138 4.67  
 Total 6025 100 2952 100  
Relationship No 1165 19.09 707 23.62 76.14 
 Yesa 4939 80.91 2561 85.57 93.4 
 Total 6104 100 3268 109.19 89.67 
       
  Overall Between Within 
Age Mean 35.92     
 SD 8.87  8.98  0.73 
 Total 6104  2993  6104 
a Reference group for the covariates 
 
The information in table 2 indicates that the majority of women have at least a 
secondary education, were employed at the time of interview, tend not to live in remote 
areas and are currently in a relationship.  The information in table 2 also provides detail 
about within unit variations.  For example, those who report not being in a relationship 
tend to remain this way for 76% of the time interviewed.  Those who indicate they are 
in a relationship tend to remain this way for 93% of the time.  This suggests that those 
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who are in a relationship stay in a relationship whilst those not in a relationship seek to 
be in one.  The mean age of women in this study was approximately 36 years of age. 
 
An LR test testing the linearity of age of the logit scale (of CPP) was not significant 
2
(3)( 2.30; 0.512)pχ = =  and thus considered suitable to be fitted to a model in a 
continuous form.  Categories for each of the covariates and the reference group are 
denoted in table 2. Data for rurality and education were based on information provided 
at the initial interview due to little variation in the variables from respondents at other 
interview times.  Using Wald tests the results suggest that all of the demographics were 
not significantly associated with the reporting of chronic pelvic pain: age 
2
(1)( 1.93; 0.165)pχ = = , education 
2
(2)( 0.46; 0.796)pχ = = , employment 
2
(2)( 3.30; 0.192)pχ = = , region 
2
(2)( 0.87; 0.646)pχ = =  and relationship status 
2
(1)( 3.06; 0.080)pχ = = . 
Sexual forcing 
Table 3: Summary statistics of the sexual coercion covariates 
  Overall Between Within 
Coercion  Frequency Percent Frequency Percent Percent 
Ever Noa 4017 68.69 2045 71.23  
 Yes 1831 31.31 826 28.77  
 Total 5848 100 2871 100  
12 months Noa 5779 98.72 2863 99.55 99.02 
 Yes 75 1.28 67 2.33 46.3 
 Total 5854 100 2930 101.88 97.82 
a Reference group 
 
The data in table 3 highlight that the majority of women experiencing any sexual 
coercion experienced this prior to the initial interview.  More than 1 in 4 women 
reported ever experiencing sexual coercion. Less than 3% of women reported 
experiencing sexual coercion within the last twelve months of interview.  Given the low 
‘within women’ variability value (46.3%), this suggests that women reporting any 
sexual coercion within the last twelve months of being interviewed tended to only report 
this once.  The mean age of women who reported ever experiencing forced sex was 16.7 
(SD 6.58): however not all women provided an answer to this question (~4%). 
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When adding ‘ever’ experienced forced sex to the model as a main effect the results 
were significant: a woman reporting a history of experiencing forced sex was 
significantly more likely to report CPP compared to the same woman not reporting a 
history of coerced sex (OR 1.66; 95% CI 1.34-2.05).  The LR test comparing this model 
to the baseline model was also significant 2(1)( 21.54; 0.001)pχ = < .  However, when 
examining those reporting forced sex within the last twelves months as a main effect 
this covariate was not  a significant factor of CPP (OR 0.83; 95% CI 0.40-1.73). 
 
Sexual history 
The impact of a woman’s sexual history on the reporting of CPP is also explored.  
Summary statistics for these covariates are presented in table 4 (with reference groups 
for analysis indicated).  The majority of women in the study had reported having had 
sex: 99% of women reporting having had sex prior to the first interview.  Almost 1 in 6 
women had reported having sex prior to their 16th birthday: 75% of women had had sex 
before their 19th birthday.  There was no clear distinction in the lifetime number of 
heterosexual partners a woman had, however most women had reported only having one 
partner in the previous 12 months.  The mean number of partners reported by women 
was approximately 7 with moderate variation between women (SD = 9.56) yet little 
difference for each woman (SD = 0.20).  The majority of women had reported having 
sex in the previous four weeks prior to interview.  Approximately 90% of women who 
reported having sex within the last 4 weeks at any given interview were more likely to 
report having sex during the past four weeks at any other interview.  
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Table 4: Summary statistics of the sexual history covariates 
  Overall Between Within 
  Frequency Percent Frequency Percent Percent 
Ever had sex Noa 226 3.73 122 4.11 85.28 
 Yes 5830 96.27 2875 96.93 99.32 
 Total 6056 100 2997 101.05 98.75 
Age first sex <16 1020 17.53 492 17.15  
 16+a 4797 82.47 2377 82.85  
 Total 5817 100 2869 100  
Heterosexual partners 
(lifetime) 0 209 3.56 113 3.93 86.01 
 1-2 1650 28.12 841 29.27 98.04 
 3-4 1174 20.01 581 20.22 98.08 
 5-9 1390 23.69 692 24.09 99.43 
 10+a 1445 24.63 680 23.67 100 
 Total 5868 100 2907 101.18 98.37 
Heterosexual partners 
12m 0a 745 12.24 493 16.5 72.05 
 1 4804 78.92 2553 85.47 90.56 
 2+ 538 8.84 384 12.86 60.79 
 Total 6087 100 3430 114.83 84.56 
Heterosexual sex last 4 
weeks Noa 1470 24.15 963 32.24 70.13 
 Yes 4618 75.85 2487 83.26 89.32 
 Total 6088 100 3450 115.5 83.97 
a Reference group 
 
Test for linearity in the logit scale of CPP for the continuous covariates age at first sex  
2
(3)( 8.23; 0.042)pχ = =  and number of lifetime heterosexual partners 
2
(3)( 8.01; 0.046)pχ = =  were both rejected as such each covariate was modelled in 
categorical form (see table 4).  The covariates presented in table 4 were all entered into 
the model as main effects.  Wald tests results indicated that the following covariates had 
no observed effect on whether a woman reported CPP: the number of heterosexual 
partners during the previous twelve months 2(2)( 2.73; 0.256)pχ = =  or having sex 
during the previous four weeks 2(1)( 0.04; 0.839)pχ = = .  Significant main effects on 
CPP were observed for the following ever having sex, age at first sex, and number of 
partners.  If a woman reports having ever had sex compared to not having had sex the 
odds of CPP are 2.34 (95% CI 1.26-4.33); A woman who reported first having vaginal 
intercourse at an age under 16 compared to 16 or over had odds of reporting CPP at 
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1.58 (95% CI 1.23-2.04); and Comparing a woman who had few heterosexual partners 
as the number of heterosexual partners increases so to do the odds of reporting CPP 
2
(4)( 12.37; 0.015)pχ = = . 
 
Sexually Transmitted Infections and sequelae 
Table 5: Summary statistics of ever having an STI  
  Overall Between 
STIa (ever)  Frequency Percent Frequency Percent 
Chlamydia No 5567 95.7 2743 95.88 
 Yes 250 4.3 118 4.12 
 Total 5817 100 2861 100 
Genital herpes No 5827 95.62 2863 95.82 
 Yes 267 4.38 125 4.18 
 Total 6094 100 2988 100 
Genital warts No 5589 91.82 2753 92.23 
 Yes 498 8.18 232 7.77 
 Total 6087 100 2985 100 
Syphilis No 5826 99.85 2864 99.83 
 Yes 9 0.15 5 0.17 
 Total 5835 100 2869 100 
Gonorrhoea No 5802 99.47 2853 99.51 
 Yes 31 0.53 14 0.49 
 Total 5833 100 2867 100 
Vaginosis No 5944 97.8 2913 97.78 
 Yes 134 2.2 66 2.22 
 Total 6078 100 2979 100 
Trichomoniasis No 5780 99.23 2840 99.2 
 Yes 45.00 0.77 23.00 0.80 
 Total 5825 100 2863 100 
PID No 5662 97.3 2790 97.52 
 Yes 157 2.7 71 2.48 
 Total 5819 100 2861 100 
Candida No 2388 39.18 1214 40.64 
 Yes 3707 60.82 1773 59.36 
 Total 6095 100 2987 100 
UTI No 3387 55.56 1678 56.18 
 Yes 2709 44.44 1309 43.82 
 Total 6096 100 2987 100 
a Reference group for all STIs is No 
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Table 5 presents a breakdown of women reporting a history of having STIs.  STIs such 
as syphilis and gonorrhoea were quite rare (less than 1% of women) whereas women 
reporting candida or having a UTI was common.  Having a history of STIs have been 
attributed to women experiencing CPP.  Moreover, as STIs have also been reported to 
contribute to the acquisition of other STIs it seems appropriate to model the effects of 
an STI on CPP controlling for the presence of all other STI covariates.  At the 95% 
confidence level, the resulting model indicated three STIs significantly associated with 
reporting  CPP.  Wald tests for the reduced model with only the three significant STIs 
fitted (to the base model) are presented: pelvic inflammatory disease 
2
(1)(PID: 11.44; 0.001)pχ = < , candida 
2
(1)( 10.59; 0.001)pχ = = , and urinary tract 
infections 2(1)(UTI: 21.87; 0.001)pχ = < .  The odds of reporting CPP for each of the 
three significant STIs, when a woman reports the STI compared to the same woman not 
reporting the STI, are also noted: PID (OR 2.64; 95% CI 1.50-4.62), candida (OR 1.44; 
95% CI 1.16-1.80), UTI (OR 1.65, 95% CI 1.34-2.04).  The likelihood ratio test for this 
model (compared to the base model) was significant 2(3)( 64.77; 0.001)pχ = <  
 
Mental health: depression and anxiety 
The mental health conditions depression and anxiety have frequently been reported to 
be associated with CPP.  Information about ever being diagnosed with depression was 
taken only from responses in the first panel.  Table 6 provides summary results of the 
three mental health conditions addressed in the study.  Almost 1 in 4 women reported a 
history of ever being depressed with 10% of women reportedly taking medication prior 
to any interview panel.  A history of medication was not consistent within women with 
approximately 25% of women reporting to take medication at one interview but not 
others.  Overall, only 20% of all observations (n=6102) were women reporting no 
anxiety in the previous four weeks; 20% of observations where from women reporting 
being anxious ‘quite a lot’.  For all classifications of anxiety there was moderate 
instability between panels; this is not surprising given that the question refers to 
emotional problems during the four weeks prior to interview. 
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Table 6: Summary statistics of mental health conditions 
  Overall Between Within 
Mental health  Frequency Percent Frequency Percent Percent 
Depression (ever) No 4577 75.11 2277 76.2  
 Yes 1517 24.89 711 23.8  
 Total 6094 100 2988 100  
Depression (12m) No 5588 91.7 2818 94.31 97.06 
 Yes 506 8.3 305 10.21 74.08 
 Total 6094 100 3123 104.52 94.82 
Anxiety (last 4 weeks) Not at all 1252 20.52 955 31.92 59.53 
 Slightly 2249 36.86 1644 54.95 61.6 
 Moderately 1379 22.6 1108 37.03 54.61 
 Quite a lot 1222 20.03 938 31.35 58.64 
 Total 6102 100 4645 155.25 58.91 
 
When controlling for dyspareunia and dysmenorrhoea results for modelling the three 
mental health main effects were statistically significant.  If a woman reported a history 
of depression, the odds of reporting CPP was 1.98 (95% CI 1.58-2.49) compared to the 
same woman not reporting a history of depression.  Similarly, if a woman reported 
depression during the previous twelves months, compared to the same woman reporting 
no depression, the odds of reporting CPP was 1.60 (95% CI 1.16-2.20).  For women 
responding to the anxiety question the Wald test for the four levels of anxiety was 
significant 2(3)( 66.95; 0.001)pχ = < .  Compared to a woman reporting no anxiety the 
more anxiety the woman reported the greater the odds of reporting CPP: for being 
‘slightly’ bothered by emotional problems the odds were 1.59 (95% CI 1.22-2.06); 
‘moderately’ bothered 2.29 (95% CI 1.73-3.03) ‘quite a lot’ bothered 3.02 (95% CI 
2.27-4.02).  Given that depression and anxiety are frequently indicated as comorbid 
states it is appropriate to model the effects of these mental health conditions on CPP 
together.  The results (not shown) from this model ‘drops out’ depression in the last 12 
months.  Fitting a reduced model (sans depression during previous twelve months) the 
odds of reporting CPP for a woman with or without a history of depression is 1.70 (95% 
CI 1.35-2.13); when controlling for depression, for a woman reporting a one level 
increase in anxiety compared to the same woman reporting no anxiety the odds (on 
average) increase by 1.38 (95% CI 1.27-1.51). 
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It becomes intuitive to look at a model that incorporates all significant covariates, 
namely: dyspareunia, dysmenorrhoea, a history of coerced sex, ever having sexual 
intercourse, age at first intercourse, lifetime number of heterosexual partners, the three 
STIs (PID, candida, and UTI) and a history of depression and anxiety during the 
previous four weeks.  The results of this model suggest that the following covariates are 
not significantly associated with CPP7: lifetime number of heterosexual partners 
2
(3)( 6.09; 0.108)pχ = =  and age at first sex 
2
(1)( 3.05; 0.080)pχ = = .  These covariates 
are therefore removed from the model: further reanalysis of the model does not produce 
any other non-significant covariates.  An analysis of different quadrature points (in 
increments of 4) revealed that the results from the differing models converge when 20 
or more quadrature points are used.  The results of the final model using a 20 point 
adaptive Gauss-Hermite method are presented in table 7. 
Table 7: Final model fitting significant covariates of CPP 
  95% Confidence Interval  
 OR Lower Upper P 
Dyspareunia 3.30 2.58 4.22 0.000 
Dyspareunia (no sex) 1.30 0.94 1.79 0.11 
Dysmenorrhoea 2.06 1.63 2.59 0.000 
Dysmenorrhoea (no period) 2.13 1.54 2.94 0.00 
Forced sex (ever) 1.31 1.06 1.63 0.014 
Pelvic Inflammatory Disease (PID) 2.50 1.43 4.36 0.001 
Candida 1.35 1.08 1.68 0.009 
Urinary Tract Infection (UTI) 1.55 1.25 1.91 0.000 
Depression (ever) 1.38 1.10 1.74 0.006 
Emotional problems (4 weeks)     
Not at all reference    
Slightly 1.48 1.14 1.93 0.003 
Moderately 1.89 1.42 2.51 0.000 
Quite a lot 2.28 1.70 3.06 0.000 
( )2Ln υσ  0.82 0.56 1.07  
ρ  0.41 0.34 0.47  
 
                                                 
7 Ever having sex was automatically dropped due to collinearity 
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Discussion 
The results in table 7 highlight that CPP, in light of all other covariates, is strongly 
associated with both dyspareunia and dysmenorrhoea.  As such any future studies of 
CPP should control for the comorbid effects of these two conditions.  When controlling 
for the other covariates in the model the odds of a woman reporting CPP increases by 
3.30 when she also reports dyspareunia compared to not reporting dyspareunia and by 
2.06 when she reports dysmenorrhoea compared to not reporting dysmenorrhoea. 
 
Consistent with previous research the impact of a history of coerced sex on CPP is 
significant, however it is imperative that future research controls for other covariates.  
The prevalence of sexual abuse in this study was 28% which is comparable with 
previous research 19, 20.  Analysis of the association between a history of forced sex and 
CPP (controlling only for the effects of for dyspareunia and dysmenorrhoea) revealed an 
odds ratio of 1.66.  When controlling for all covariates (see table 7) the odds ratio was 
1.31.  The presence of the additional covariates resulted in a decrease in odds of almost 
30%.  These results highlight that whilst a history of being forced into having unwanted 
sex does impact on CPP it is not the only story.  Forced sex for most women was 
something experienced when they were young; for 90% of women this was experienced 
more than 5 years prior to being interviewed.  As such, it was not surprising that only a 
small number of women reported experiencing forced sex within the last twelve months.  
It is likely that this small data pool contribute to this covariate not being significant. 
 
Whilst research has identified associations between a history of forced sex and STIs 20, 
32 the results in table 7 highlight that even when controlling for women with a history of 
forced sex, PID, candida and UTI are all significantly associated with the reporting of 
CPP during the previous twelve months from each interview panel.  The magnitude of 
the odds ratio for a woman reporting CPP if she also reports a history of PID compared 
to a woman without (OR=2.50) is reflective of the research advocating the strong 
association between PID and CPP 11, 26.  The lack of any direct association between 
STIs such as chlamydia, gonorrhoea or trichomoniasis is surprising; however given the 
small number of women reporting these cases significant results would be unlikely. 
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Having a history of depression or anxiety were both significantly associated with CPP.  
However, despite this association, it is still difficult to distinguish the natural order of 
events leading to CPP, particularly for depression.  That is, does depression lead to the 
reporting of CPP or vice-versa?  Whilst Zondervan 12 contends that depression or 
‘reduced psychological well-being’ could be a potential cause of pain (i.e, CPP) in the 
present analysis it is difficult to determine anything other than an association.  Similar 
questions could be raised about the association between emotional problems (i.e, 
anxiety) and CPP.  However, with the current data, it becomes apparent that the more 
emotional problems a woman has experienced during the past four weeks the odds for 
reporting CPP also increases.  The odds of reporting CPP increased by 48% when 
comparing a woman who reports ‘not at all’ bothered by emotional problems to the 
same woman reporting being ‘slightly’ bothered; a further increase of 27% in the odds 
if a woman reported being ‘moderately’ bothered compared to the same woman 
reporting being ‘slightly’ bothered.  The odds increased a further 20% if a woman 
reported being bothered ‘quite a lot’ compared to being ‘moderately’ bothered.  These 
increases in the odds ratios are all significant except in the last comparison. 
 
This study concurs with a number of the studies reporting on CPP 3, 10, 11, 24 but the 
information presented in the final model should be interpreted with caution given the 
unbalanced nature of the data.  The modelling of information used in unbalanced data is 
derived from estimating the association between the covariates fitted to the model and 
the outcome (CPP) by combining within-subject and between-subject effects 40.  
Caution is necessary as it is assumed that the strength of association for within-subject 
effects and between-subject effects are the same.  Furthermore, although the random-
effects variance component of the final model was 0.82 (95% CI 0.56-1.07), and could 
be considered large, this was a 46% reduction compared to the model with CPP only.  
This indicates that the variability in the person-specific prevalence of CPP is 
considerable.  However, given that estimated ICC is 0.41 the results presented should 
still be considered valid. 
 
Unlike many of the previous studies of CPP, which are cross-sectional in design, this 
study is longitudinal.  Longitudinal studies are dynamic processes and as such provide 
more intuitive information about change and causal effects.  The methods implemented 
in this study were chosen to address individual changes across time (i.e., random 
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effects) and not population changes (i.e., marginal models).  Unfortunately, given that 
the sample consists primarily of adult women, this time-span is potentially too small for 
subject-specific variation within covariates to occur.  That is, the incidence rate for 
particular events such as sexual forcing in the last twelve months or depression in the 
last twelve months means many years of observation are required before enough events 
have occurred to adequately model changes.  Although historical data were collected at 
the first interview information in the present study only spans three interview panels – 
these undertaken at yearly intervals.  The analysis presented here would therefore 
benefit from information being collected across more panels and it is believed that the 
additional data would better illuminate causal patterns of CPP. 
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