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GLOBAL STRONG Lp WELL-POSEDNESS OF THE 3D PRIMITIVE EQUATIONS
WITH HEAT AND SALINITY DIFFUSION
MATTHIAS HIEBER, AMRU HUSSEIN∗, AND TAKAHITO KASHIWABARA
Abstract. Consider the full primitive equations, i.e. the three dimensional primitive equations coupled
to the equation for temperature and salinity, and subject to outer forces. It is shown that this set of
equations is globally strongly well-posed for arbitrary large initial data lying in certain interpolation
spaces, which are explicitly characterized as subspaces of H2/p,p, 1 < p < ∞, satisfying certain boundary
conditions. In particular, global well-posedeness of the full primitive equations is obtained for initial
data having less differentiability properties than H1, hereby generalizing by result by Cao and Titi [6]
to the case of non-smooth data. In addition, it is shown that the solutions are exponentially decaying
provided the outer forces possess this property.
1. Introduction
The convective flow in ocean dynamics is often described by the Boussinesq equations, which are
the Navier-Stokes equations of incompressible flows coupled to the heat and salinity diffusion-transport
equations. Considering the situation of ocean dynamics, the shallowness of the ocean or atmosphere is
taken into account by modeling the vertical motion of the fluid with the hydrostatic balance. This leads
to the primitive equations, which are considered nowadays to be a fundamental model in geophysical
flows. This set of equations was introduced and analyzed first by Lions, Temam and Wang in a series
of articles [25–27]. For more information on these equations we also refer to the work of Majda [29],
Pedlosky [32], Vallis [35] and Washington-Parkinson [36]. The full primitive equations, i.e. the equations
describing the conservation of momentum and mass of the fluid coupled with the equations for temperature
as well as salinity are given by

∂tv + u · ∇v −∆v +∇Hπ = f, in Ω× (0, T ),
div u = 0, in Ω× (0, T ),
∂tτ + u · ∇τ −∆τ = gτ , in Ω× (0, T ),
∂tσ + u · ∇σ −∆σ = gσ, in Ω× (0, T ),
∂zπ + 1− βτ (τ − 1) + βσ(σ − 1) = 0, in Ω× (0, T ),
(1.1)
with initial conditions v(0) = a, τ(0) = bτ , σ(0) = bσ and forcing terms f , gτ and gσ. Here Ω =
G× (−h, 0) ⊂ R3, with G = (0, 1)× (0, 1). The velocity u of the fluid is described by u = (v, w), where
v = (v1, v2) denotes the horizontal component and w the vertical one. In addition, the temperature and
salinity are denoted by τ and σ, respectively, and π denotes the pressure of the fluid. Moreover, we
assume βτ , βσ > 0. Denoting the horizontal coordinates by x, y ∈ G and the vertical one by z ∈ (−h, 0),
we use the notation ∇H = (∂x, ∂y)T , whereas ∆ denotes the three dimensional Laplacian and ∇ and div
the three dimensional gradient and divergence operators.
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The system is complemented by the boundary conditions

∂zv = 0, w = 0, ∂zτ + ατ = 0, ∂zσ = 0 on Γu × (0,∞),
v = 0, w = 0, ∂zτ = 0, ∂zσ = 0 on Γb × (0,∞),
v, π, τ, σ are periodic on Γl × (0,∞),
(1.2)
where
Γu = G× {0}, Γb = G× {−h} and Γl = ∂G× (−h, 0),
and α > 0. The rigorous analysis of the primitive equations started with the pioneering work of Lions,
Temam and Wang [25–27], who proved the existence of a global weak solution for this set of equations
for initial data a ∈ L2 and bτ ∈ L2, bσ ∈ L2. For recent results on the uniqueness problem for weak
solutions, we refer to the work of Li and Titi [28] and Kukavica, Pei, Rusin and Ziane [21].
The existence of a local, strong solution for the decoupled velocity equation with data a ∈ H1 was
proved by Guille´n-Gonza´lez, Masmoudi and Rodiguez-Bellido in [15].
In 2007, Cao and Titi [6] proved a breakthrough result for this set of equation which says, roughly
speaking, that there exists a unique, global strong solution to the primitive equations for arbitrary initial
data a ∈ H1 and bτ ∈ H1 neglecting salinity. Their proof is based on a priori H1-bounds for the solution,
which in turn are obtained by L∞(L6) energy estimates. Note that the boundary conditions on Γb ∪ Γl
considered there are different from the ones we are imposing in (1.2). Kukavica and Ziane considered
in [23, 24] the primitive equations subject to the boundary conditions on Γu ∪ Γb as in (1.2) and they
proved global strong well-posedness of the primitive equations with respect to arbitrary H1-data. For a
different approach see also Kobelkov [20].
Modifications of the primitive equations dealing with either only horizontal viscosity and diffusion or
with horizontal or vertical eddy diffusivity were recently investigated by Cao and Titi in [7], by Cao, Li
and Titi in [8–10]. Here, global well-posedness results are established for initial data in H2. For recent
results concerning the presence of vapor, we refer to the work of Coti-Zelati, Huang, Kukavica, Teman
and Ziane [37].
The existence of a global attractor for the primitive equations was proved by Ju [19] and its properties
were investigated by Chueshov [11].
For local well-posedness results concerning the inviscid primitive equations, we refer to Brenier [4],
Masmoudi and Wong [30], Kukavica, Temam, Vicol and Ziane [22] as well as Hamouda, Jung and Temam
[16].
Recently, the first and third author of this paper developed in [17] an Lp-approach for the primitive
equations, hereby not taking into account the coupling of the momentum equation with temperature
and salinity. They proved the existence of a unique, global strong solution to the primitive equations for
initial data a ∈ V1/p,p for p ∈ [6/5,∞). Here, V1/p,p denotes the complex interpolation space between
the ground space Xp and the domain of the hydrostatic Stokes operator, which was introduced and
investigated in [17]. Choosing in particular p = 2, the space of initial data V1/2,2 coincides with the space
V introduced by Cao and Titi in [6] (up to a compatibility condition due to different boundary conditions),
see also [6, 15, 23, 33]. Note that V1/p,p →֒ H2/p,p(Ω)2 for all p ∈ (1,∞). Hence, choosing p ∈ [6/5,∞)
large, they obtained a global well-posedness result for initial data a having less differentiability properties
than H1(Ω).
In this article we continue to develop the Lp approach for the primitive equations, now coupled to
the heat and salinity diffusion-transport equations and aim for a global strong well-posedness result for
these equations subject to initial data which are allowed to be rougher than the ones being obtained
in the L2-setting and described in the above references. It should be emphasized that the coupled
system cannot be approached considering velocity and diffusion-transport equations separately, in fact
the coupled equations have to be solved simultaneously.
The aim of this article is threefold: First we extend the existing Lp-approach to the full primitive
equations including temperature and salinity. The local existence result given in Section 5 allows us
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to take initial data in an interpolation space V1/p,p, and a local solution is constructed by an iteration
scheme which is inspired by the Fujita-Kato scheme for the Navier-Stokes equations. The smoothing
effect of the three analytic semigroups involved (hydrostatic Stokes semigroup for the velocity, diffusion
semigroups for temperature and salinity) regularizes the initial values such that solutions lie in H2,p
after short time. Unlike it is known for the Navier-Stokes equations, we show that local solutions can be
extended to global Lp solutions by proving a priori L∞(H2) estimates on the solutions in L2, which by
appropriate embeddings give sufficient bounds in Lp as well. Note that there is an anisotropic structure
in the primitive equations due to different scales for horizontal or vertical velocities including in particular
the assumption of a hydrostatic balance in the vertical direction. Thus anisotropic estimates play a key
role in the study of global strong well-posedness of the three dimensional primitive equations.
Secondly, we show that the Lp-approach is not restricted to the case p ∈ [6/5,∞), as proved in [17],
but extends to the full range of all p ∈ (1,∞). The latter assertion is based on an explicit characterization
of the interpolation spaces Vθ,p in terms of boundary conditions, which is of own interest. Our charac-
terization result is inspired by a related result of Amann [1] where interpolation of boundary conditions
is investigated for mixed boundary conditions for smooth domains and second order elliptic operators.
Thirdly, we consider forcing terms for velocity, temperature and salinity and prove the existence of a
unique, global, strong solution to the primitive equations, whenever the forces are in H1,2loc ((0,∞);L2(Ω)∩
Lp(Ω)). Decay conditions on the right hand sides assure exponential decay of the solutions also in the case
of external forces. Considering external forces is important for various situations, e.g. when considering
periodic solutions to the primitive equations with large periodic forces, see [13] and [14].
This article is organized as follows: In Section 2 we give an equivalent reformulation of the problem,
and collect various facts about our functional setting as well as on the linearized problem concerning
in particular the hydrostatic Stokes and diffusion semigroups. Section 3 presents the main results on
the existence of a unique, global, strong solution including decay properties in the case without salinity.
Proofs are given in the subsequent sections characterizing first the space of initial values in Section 4,
then proving existence of a unique, local, strong solution in Section 5. Subsequently a priori estimates
are derived in Section 6 hereby proving the existence of a unique, global, strong solution. Finally, decay
properties of strong solutions are investigated.
2. Preliminaries
We start by reformulating the primitive equations equivalently as

∂tv + v · ∇Hv + w · ∂zv −∆v +∇Hπs = f +Π(τ, σ), in Ω× (0, T ),
divHv = 0, in Ω× (0, T ),
∂tτ + v · ∇Hτ + w · ∂zτ −∆τ = gτ , in Ω× (0, T ),
∂tσ + v · ∇Hσ + w · ∂zσ −∆σ = gσ, in Ω× (0, T ),
(2.1)
using the notation
divHv = ∂xv1 + ∂yv2 and v :=
1
h
∫ 0
−h
v(·, ·, ξ)dξ,
where we took into account the boundary condition w = 0 on Γb. Taking into account the boundary
condition w = 0 on Γu, the vertical component w of the velocity u is determined by
w = −
∫ z
−h
divHv(·, ·, ξ)dξ.
Furthermore, the pressure π is determined by the surface pressure πs(x, y) = π(x, y,−h), while the part
of the pressure due to temperature and salinity is given by
Π(τ, σ) = −∇H
∫ z
−h
βτ τ(·, ξ)− βσσ(·, ξ)dξ, βτ , βσ > 0,
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compare [26, Equations (2.4) and (2.60)], [23, Section 4] for the case with salinity and [6, Subsection 2.1]
for the case only with temperature.
The boundary conditions (1.2) considered here for temperature and salinity on Γb and Γu are as
in [26, Equation (2.61)] which is also in agreement with those in [6] for the temperature. The periodicity
on Γl is chosen for consistency with the velocity considered in [17] or [23, Remark 3.1]. For different
choices of boundary conditions compare [25, Equation (1.37) and (1.37)’] to [26, Equations (2.5), (2.61)].
The case of Neumann boundary conditions for the velocity on both Γb and Γu is considered in [6], and
such boundary conditions allow for a splitting of the linearized problem into a horizontal and a vertical
part, which is not the case for the mixed boundary conditions considered here.
Periodic boundary conditions in the horizontal direction are modeled using function spaces as in [17,
Section 2]. In fact, a smooth function f : Ω → R is called (horizontally) periodic of order m on Γl if for
all k = 0, . . . ,m, where m ∈ N,
∂kf
∂xk
(0, y, z) =
∂kf
∂xk
(1, y, z) and
∂kf
∂yk
(x, 0, z) =
∂kf
∂yk
(x, 1, z).
Periodicity for g : G→ R is defined analogously. Considering
C∞per(Ω) = {ϕ ∈ C∞(Ω) | ϕ periodic of order m on Γl for all m ∈ N},
and
C∞per(G) = {ϕ ∈ C∞(G) | ϕ periodic of order m on Γl for all m ∈ N},
we define for p ∈ (1,∞) and s ∈ [0,∞)
Hs,pper(Ω) := C
∞
per(Ω)
‖·‖Hs,p(Ω)
, Hs,pper(G) := C
∞
per(G)
‖·‖Hs,p(G)
,
where H0,pper := L
p. We denote by Hs,p the Bessel potential space, which for s ∈ N coincides with the
classical Sobolev space, and if there is no ambiguity we write Hs for Hs,2. Cylindrical boundary value
problems including periodicity are discussed in great detail in [31].
The linearized problem for the velocity is given by the hydrostatic Stokes equation
∂tv −∆v +∇Hπs = f,
divHv = 0
with initial value v(0) = a and boundary conditions as in (1.2). The study of the hydrostatic Stokes
system has been commenced by Ziane in [38, 39], where the L2 situation was discussed. The general Lp
setting for p ∈ (1,∞) has been studied in detail in [17, Section 3 and 4]. In particular, it has been shown
that the hydrostatic solenoidal space
Lpσ(Ω) = {v ∈ C∞per(Ω)2 | divHv = 0}
Lp(Ω)2
is a closed subspace of Lp(Ω)2, compare [17, Proposition 4.3]. Furthermore, there exists a continuous
projection Pp onto it – called the hydrostatic Helmholtz projection, and one has L
p
σ(Ω) = RanPp. In
particular,
Lpσ(Ω) = {v ∈ Lp(Ω)2 | 〈v,∇Hπs〉Lp′(G) = 0 for all πs ∈ H1,p
′
per (G)},
where 1p +
1
p′ = 1. Following [17] we then define the hydrostatic Stokes operator Ap by
Apv := Pp∆v, D(Ap) := {v ∈ H2,pper(Ω)2 | (∂zv)|Γu = 0, v|Γb = 0} ∩ Lpσ(Ω).
Resolvent estimates for Ap have been proven in [17, Theorem 3.1], and therefrom the following result was
proved in [17].
Proposition 2.1. For p ∈ (1,∞), the operator Ap generates an analytic semigroup Tp(t) on Lpσ(Ω),
which is exponentially stable with decay rate βv > 0.
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Remark 2.2. After solving the equation ∂tv − Apv = Ppf , v(0) ∈ Lpσ(Ω), the pressure can be recon-
structed using the fact that ∂t and Pp commute by
∇Hπs = (1− Pp)f + (1− Pp)∆v,
since the gradient is injective on H1per(G) ∩ Lp0(G), Lp0(G) := {v ∈ Lp(G) |
∫
G v = 0}.
Considering the diffusion equations
∂tτ −∆τ = gτ , τ(0) = bτ , ∂tσ −∆σ = gσ, σ(0) = bτ ,
we define operators ∆τ for α > 0 and ∆σ by
∆ττ = ∆τ, D(∆τ ) = {τ ∈ H2,qτper (Ω) | (∂zτ + ατ) |Γu= 0, ∂zτ |Γb= 0},
∆στ = ∆σ, D(∆σ) = {σ ∈ H2,qσper (Ω) | ∂zσ |Γu= 0, ∂zσ |Γb= 0}.
These operators were investigated in detail by Nau in [31, Section 8.2.2], and therefrom and by direct
computations we conclude the following result.
Proposition 2.3. Let q ∈ (1,∞). Then the operators ∆τ and ∆σ are the generators of analytic con-
traction semigroups Tτ (t) and Tσ(t) on L
q(Ω). Moreover, Tτ (t) is exponentially stable with decay rate
βτ > 0.
We end this section by noting that H1,2loc ((0,∞);Lp(Ω) ∩ L2(Ω)) denotes the space consisting of func-
tions, which are in H1,2((0, T );Lp(Ω) ∩ L2(Ω)) for any T <∞.
3. Main results
After reformulating the original system (1.1) and (1.2) into its equivalent form (2.1), we are now in
the position to formulate the main results of this article.
Theorem 3.1 (Existence of a Unique Global Strong Solutions).
Let p, qτ , qσ ∈ (1,∞) with qτ , qσ ∈ [ 2p3 , p] ∩ (1, p] and suppose that
f ∈ H1,2loc ((0,∞);Lp(Ω)2 ∩ L2(Ω)2),
gτ ∈ H1,2loc ((0,∞);Lqτ (Ω) ∩ L2(Ω)), gσ ∈ H1,2loc ((0,∞);Lqσ (Ω) ∩ L2(Ω)).
a) Assume that
a ∈ {u ∈ H2/p,pper (Ω)2 ∩ Lpσ(Ω) | v |Γb= 0}, bτ ∈ H2/qτ ,qτper (Ω), bσ ∈ H2/qσ ,qσper (Ω).
Then there is a unique, global, strong solution to (2.1) and (1.2) satisfying
v ∈ C1((0,∞);Lpσ(Ω)) ∩ C0((0,∞);D(Ap)),
πs ∈ C0((0,∞);H1,pper(G) ∩ Lp0(G)),
τ ∈ C1((0,∞);Lqτ (Ω)) ∩ C0((0,∞);D(∆τ )),
σ ∈ C1((0,∞);Lqσ (Ω)) ∩ C0((0,∞);D(∆σ)).
b) If in addition
a ∈ D(Ap) and bτ ∈ D(∆τ ), bσ ∈ D(∆σ)
then the above solution extends to [0,∞).
Considering the primitive equations without salinity we obtain the following result.
6 MATTHIAS HIEBER, AMRU HUSSEIN∗, AND TAKAHITO KASHIWABARA
Theorem 3.2 (Decay at infinity).
In addition to the assumptions of Theorem 3.1, let bσ = 0 and gσ = 0, and assume that there are βf ≥ βv,
βgτ ≥ βτ , such that
‖f‖Lp(Ω)2 = O(e−βf t) and ‖gτ‖Lqτ (Ω) = O(e−βgt), as t→∞,
where βv, βτ are given as in Proposition 2.1 and 2.3, respectively. Then the strong solution (v, πs, τ)
satisfies
‖∂tv‖Lp + ‖∆v‖Lp = O(e−βvt), ‖∂tτ‖Lqτ + ‖∆τ‖Lqτ = O(e−βτ t), ‖∇Hπs‖Lp = O(e−βt)
as t→∞ and where β := min{βv, βτ}.
Remarks 3.3. a) Note that the global strong solution exists for arbitrary large data, and Theorem 3.1
and Theorem 3.2 generalize [17, Theorem 6.1] on the one hand side to the non-isothermal situation and
secondly to the case of outer forces, which is important for example for treating the associated problem
for periodic solutions.
b) Exponential decay for the salinity cannot be expected in general since the corresponding semigroup is
not exponentially decaying due to the Neumann boundary conditions.
4. Interpolation Spaces
In this section we give an explicit characterization of the complex interpolation spaces space arising
in the construction of local solutions given in Section 5. To this end, consider
Vθ,p := [L
p
σ(Ω), D(Ap)]θ, Vˆ
τ
θ,q := [L
q(Ω), D(∆τ )]θ, Vˆ
σ
θ,q := [L
q(Ω), D(∆σ)]θ
for 0 ≤ θ ≤ 1 and where [·, ·]θ denotes the complex interpolation functor; see also [17, Equation (4.10)].
Then the above spaces are characterized as follows.
Proposition 4.1. Let p, q ∈ (1,∞). Then
Vθ,p =


{H2θ,pper (Ω)2 ∩ Lpσ(Ω) | ∂zv |Γu= 0, v |Γb= 0}, 1/2 + 1/2p < θ ≤ 1,
{H2θ,pper (Ω)2 ∩ Lpσ(Ω) | v |Γb= 0}, 1/2p < θ < 1/2 + 1/2p,
H2θ,pper (Ω)
2 ∩ Lpσ(Ω), θ < 1/2p,
Vˆ τθ,q =
{
{H2θ,qper (Ω) | (∂zτ + ατ) |Γu= 0, ∂zτ |Γb= 0}, 1/2 + 1/2q < θ ≤ 1,
H2θ,qper (Ω), θ < 1/2 + 1/2q,
Vˆ σθ,q =
{
{H2θ,qper (Ω) | ∂zσ |Γu= 0, ∂zσ |Γb= 0}, 1/2 + 1/2q < θ ≤ 1,
H2θ,qper (Ω), θ < 1/2 + 1/2q.
Proof. Let us note first that, following the work of Amann [1], results on the interpolation of boundary
conditions for Sobolev spaces are known for elliptic second operators on domains with C∞-boundaries
subject to mixed boundary conditions on disjoint parts of the boundaries. In the following proof we
construct retractions of interpolation couples from such a situation to the one considered here.
Note first that there is a C∞ domain Ω˜ extending Ω such that the boundary of Ω˜ extends Γu ⊂ Γ˜u
and Γb ⊂ Γ˜b for Γ˜u, Γ˜b ⊂ ∂Ω˜. Such an Ω˜ is schematically depicted in figure 1.
Consider now a partition of unity of Ω with respect of the topology induced by the periodicity, that
is, considering Ω with the topology of S1 × S1 × (−h, 0). Since this space is compact, there is a finite
covering Ui, i ∈ I, |I| <∞, and smooth partition of unity ϕi : Ω→ [0, 1] with suppϕi ⊂ Ui such that∑
i∈I
ϕi ≡ 1.(4.1)
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Ω
Γu
Γb
Ω˜
Γ˜u
Γ˜b
Figure 1. Extension of Ω to Ω˜
(a) G1 (b) G2 (c) G3 (d) G4
Figure 2. Covering {Gi}i=1,...,4 for G ∼= S1 × S1
Take now for each i ∈ I a copy Ω˜i of Ω˜. Assume that Ui is sufficiently small such that Ui can be
identified – taking advantage of the periodicity at Γl – with an open subset U˜i ⊂ Ω˜i, compare figure 2
where such Ui = Gi × (−h, 0), i = 1, . . . 4, are given with U˜i = G˜i × (−h, 0), G˜i dashed.
We then define the co–retract S and the corresponding retract R by
Sv = {χiv}i∈I , Ru =
∑
i∈I
χiui, where χi :=
√
ϕi,
respectively. This defines for s ∈ [0,∞) and p ∈ (1,∞) maps which are preserving boundary conditions
imposed on Γu,Γb and Γ˜u, Γ˜b, respectively,
S : Hs,pper,b.c.(Ω)→
⊕
i∈I
Hs,pb.c.(Ω˜i), R :
⊕
i∈I
Hs,pb.c.(Ω˜i)→ Hs,pper,b.c.(Ω),
where abbreviating Hs,pper,b.c.(Ω) and H
s,p
b.c.(Ω˜) denote spaces with boundary conditions as considered here.
From (4.1) we conclude that S ◦ R ≡ 1 and that R is indeed a retraction, and therefore [34, Theorem
1.2.4] yields for θ ∈ [0, 1]
[Lp(Ω), H2,pper,b.c.(Ω)]θ = [R(⊕i∈ILp(Ω˜i)), R(⊕i∈IH2,pb.c.(Ω˜i))]θ
= R(⊕i∈I [Lp(Ω˜i), H2,pb.c.(Ω˜i)]θ).
Now, by [1, Theorem 5.2]
[Lp(Ω˜), H2,pb.c.(Ω˜)]θ =


H2θ,p(Ω˜) all b.c., 1 + 1/p < θ ≤ 2,
H2θ,p(Ω˜) only Dirichlet part, 1/p < θ ≤ 2,
H2θ,p(Ω˜) without b.c., 0 ≤ θ ≤ 1/p.
Therefore,
[Lp(Ω), H2,pper,b.c.(Ω)]θ = R(⊕i∈I [Lp(Ω˜i), H2,pb.c.(Ω˜i)]θ)
=


H2θ,pper (Ω) all b.c, 1 + 1/p < θ ≤ 2,
H2θ,pper (Ω˜) only Dirichlet part, 1/p < θ ≤ 2,
H2θ,pper (Ω˜) without b.c., 0 ≤ θ ≤ 1/p.
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Using finally [34, 1.7.1 Theorem 1] we conclude for the velocity
[Lpσ(Ω), D(Ap)]θ = [L
p(Ω) ∩ Lpσ(Ω), H2,pper,b.c.(Ω) ∩ Lpσ(Ω)]θ
= [Lp(Ω), H2,pper,b.c.(Ω)]θ ∩ Lpσ(Ω).

For the construction of local solutions the following lemma will be needed.
Lemma 4.2. Let p, q ∈ (1,∞), 0 ≤ θ1, θ2 ≤ 1 with θ1 + θ2 ≤ 1. Then
(a) Vθ,p ⊂ H2θ,p(Ω)2 and Vˆ τθ,q ⊂ H2θ,q(Ω), Vˆ σθ,q ⊂ H2θ,q(Ω), 0 ≤ θ ≤ 1;
(b) There exist constants Cv, Cτ , Cσ > 0 and βv, βτ > 0 such that for t > 0
‖etApf‖Vθ1+θ2,p ≤ Cvt−θ1e−βvt‖f‖Vθ2,p , f ∈ Vθ2,p,
‖et∆τgτ‖Vˆ τθ1+θ2,q ≤ Cτ t
−θ1e−βτ t‖gτ‖Vˆ τθ2,q , gτ ∈ Vˆ
τ
θ2,q,
‖et∆σgσ‖Vˆ σθ1+θ2,q ≤ Cσt
−θ1‖gσ‖Vˆ σθ2,q , gσ ∈ Vˆ
σ
θ2,q;
(c) tθ1‖etApf‖Vθ1+θ2,p → 0,
tθ1‖et∆τgτ‖Vˆ τθ1+θ2,q → 0 and t
θ1‖et∆σgσ‖Vˆ σθ1+θ2,q → 0 as t→ 0.
The proof is analogous to [17, Lemma 4.6] and therefore omitted.
5. Local Strong Solutions
In this section we prove the existence of a unique, mild solution to (2.1) and (1.2) for initial data
belonging to the spaces Vδ,p and Vˆ
τ
δ,p, Vˆ
σ
δ,p defined above for suitable values of δ. Our method is inspired
by the Fujita-Kato approach for the Navier-Stokes equations and the one developed in [17, Section 5] for
the primitive equations.
Adopting the short hand notation
ζ := (τ, σ), g := (gτ , gσ) and b := (bτ , bσ),
and setting for simplicity qτ = qσ along with
q := qτ = qσ, Vˆq,θ := Vˆ
τ
q,θ × Vˆ σq,θ and ∆ζ := ∆τ ⊕∆σ,
where ∆ζ is now a vector valued Laplacian writing ∆q,ζ in case of ambiguity. Also we represent the
non-linear terms by
Fp(v, ζ) := −Pp (v · ∇Hv + w∂zv −Π(ζ)) ,(5.1)
Gq(v, ζ) := − (v · ∇Hζ + w∂zζ) .(5.2)
Taking advantage of the product structure of Ω = G× (−h, 0), we introduce for r, s ≥ 0 and 1 ≤ p, q ≤ ∞
the spaces
Hr,qz H
s,p
x,y := H
r,q((−h, 0);Hs,p(G))
equipped with the norm ‖v‖Hr,qz Hs,px,y := ‖‖v(·, z)‖Hs,p(G)‖Hr,q(−h,0). Note that
Hr+s,p(Ω) ⊂ Hr,pz Hs,px,y.
Applying the Ho¨lder inequality separately for vertical and horizontal components, we derive
‖fg‖LqzLpxy ≤ ‖f‖Lq1z Lp1xy‖g‖Lq2z Lp2xy , 1p = 1p1 + 1p2 , 1q = 1q1 + 1q2 .
We also obtain the embedding properties
Hr,qz H
s,p
x,y →֒ Hr
′,q′
z H
s,p
x,y, whenever H
r,q
z →֒ Hr
′,q′
z ,
Hr,qz H
s,p
x,y →֒ Hr,qz Hs
′,p′
x,y , whenever H
s,p
x,y →֒ Hs
′,p′
x,y .
GLOBAL STRONG Lp-WELL-POSEDNESS OF THE FULL PRIMITIVE EQUATIONS 9
Lemma 5.1. Let p, q ∈ (1,∞) be as in Theorem 3.1, and let γ(r) := 12 + 12r . Then (Fp, Gq) maps
Vγ(p),p × Vˆγ(q),q into Lpσ(Ω)× Lq(Ω)2, and there exists a constant C > 0 such that
(a) For v ∈ Vγ(p),p and ζ ∈ Vˆγ(q),q
‖Fp(v, ζ)‖Lpσ(Ω) ≤C
(
‖v‖2Vγ(p),p + ‖ζ‖Vˆγ(q),q
)
,
‖Gq(v, ζ)‖Lq(Ω)2 ≤C
(
‖v‖2Vγ(q),q + ‖ζ‖2Vˆγ(q),q
)
.
(b) For v, v′ ∈ Vγ(p),p and ζ, ζ′ ∈ Vˆγ(q),q
‖Fp(v, ζ) − Fp(v′, ζ′)‖Lpσ(Ω) ≤C
(‖v‖Vγ(p),p + ‖v′‖Vγ(p),p) ‖v − v′‖Vγ(p),p
+ C‖ζ − ζ′‖Vˆγ(q),q ,
‖Gq(v, ζ) −Gq(v′, ζ′)‖Lq(Ω)2 ≤C
(‖v‖Vγ(p),p + ‖v′‖Vγ(p),p) ‖ζ − ζ′‖Vˆγ(q),q
+ C
(
‖ζ‖Vˆγ(q),q + ‖ζ
′‖Vˆγ(q),q
)
‖v − v′‖Vγ(p),p .
Proof. Observe that
Fp(v, ζ) = F
∗
p (v) + PpΠ(ζ),
with F ∗p (v) := −Pp (v · ∇Hv + w∂zv). By [17, Lemma 5.1 (a)] the term F ∗p can be estimated by F ∗p (v) ≤
M‖v‖2Vγ(p),p for some M > 0, and it hence remains to estimate ‖Π(ζ)‖Lp(Ω)2 . Interchanging ∇H and
integration with respect to z, we obtain
‖∇H
∫ z
−h
τ(·, ·, ξ)dξ‖Lp(Ω)2 = ‖
∫ z
−h
∇Hτ(·, ·, ξ)dξ‖Lp(Ω)2 ,
and hence by Jensen’s inequality
‖
∫ z
−h
∇Hτ(·, ·, ξ)dξ‖pLp =
∫
Ω
∣∣∣∣
∫ z
−h
∇Hτ(·, ·, ξ)dξ
∣∣∣∣
p
≤
∫
Ω
(∫ 0
−h
|∇Hτ(·, ·, ξ)|dξ
)p
≤ hp−1
∫ 0
−h
∫
G
(∫ 0
−h
|∇Hτ(·, ·, ξ)|p
)
dξ
≤ hp‖∇Hτ‖pLp ≤ hp‖τ‖pH1,p(Ω).
For σ, an analogous statement holds, and therefore ‖Π(ζ)‖Lp(Ω)2 ≤ h‖ζ‖H1,p(Ω)2 . The embeddings
Vˆγ(q),q ⊂ H1+1/q,q(Ω) ⊂ H1,p(Ω), for 2p3 ≤ q,
compare Lemma 4.2 (a), combined with usual Sobolev embeddings yield
‖PpΠ(ζ)‖Lpσ(Ω) ≤ ‖Π(ζ)‖Lp(Ω)2 ≤ hCq,p‖ζ‖Vˆγ(q),q
for some Cq,p > 0. Hence, the claim for Fp follows with C := max{M∗, hCq,p}.
In order to show the estimate for Gq we use arguments analogous to the ones used in the proof
of [17, Lemma 5.1]. In particular, for v ∈ Vγ(p),p and ζ ∈ Vˆγ(q),q we have
‖v · ∇Hζ‖Lq(Ω)2 ≤ ‖v‖L∞z L2qxy‖∇Hζ‖LqzL2qxy ≤ C‖v‖LpzL2qxy‖ζ‖LqzH1,2qxy ,
≤ C‖v‖
LpzH
1+1/p,p
xy
‖ζ‖
LqzH
1+1/q,q
xy
≤ C‖v‖H1+1/p,p(Ω)‖ζ‖H1+1/q,q(Ω)
≤ C‖v‖Vγ(p),p‖ζ‖Vˆγ(q),q
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for some C > 0, where anisotropic Ho¨lder estimates, the embeddings L∞(−h, 0) ⊂ Lp(−h, 0),H1+1/p,p(G) ⊂
L2q(G), H1+1/q,q(G) ⊂ H1,2q(G) and Lemma 4.2 (a) have been used. Similarly,
‖w · ∂zζ‖Lq(Ω) ≤ ‖w‖L∞z L2qxy‖∂zζ‖LqzL2qxy ≤ C‖w‖H1,pz L2qxy‖∂zζ‖LqzH1/q,qxy
≤ C‖divHv‖LpzL2qxy‖ζ‖H1,qz H1/q,qxy ≤ C‖v‖LpzH1+1/p,pxy ‖ζ‖H1,qz H1/q,qxy
≤ C‖v‖H1+1/p,p(Ω)‖ζ‖H1+1/q,q(Ω) ≤ C‖v‖Vγ(p),p‖ζ‖Vˆγ(q),q ,
where the embedding
H1+1/p,p(G) ⊂ H1,2q(G) for q ≤ p
has been used. The claim follows then by Young’s inequality.
The assertion (b) follows from similar arguments and a detailed proof is omitted here. 
We now turn our attention to the iteration scheme. To this end, we fix p, q ∈ (1,∞) and introduce
with a slight abuse of notation the abbreviations
Vθ := Vθ,p and Vˆθ := Vˆθ,q.
For T > 0, δ = δ(r) = 1r , γ = γ(r) =
1
2 +
1
2r , r ∈ {p, q}, consider the spaces
ST :=
{
v ∈ C0([0, T ];Vδ) ∩ C0((0, T ];Vγ) : ‖v(t)‖Vγ = o(tγ−1) as t→ 0
}
,
SˆT :=
{
ζ ∈ C0([0, T ]; Vˆδ) ∩ C0((0, T ]; Vˆγ) : ‖ζ(t)‖Vˆγ = o(tγ−1) as t→ 0
}
.
These become Banach spaces when equipped with the norms
‖v‖ST := sup
0≤s≤T
‖v(s)‖Vδ + sup
0≤s≤T
s1−γ‖v(s)‖Vγ ,
‖ζ‖SˆT := sup
0≤s≤T
‖ζ(s)‖Vˆδ + sup
0≤s≤T
s1−γ‖ζ(s)‖Vˆγ .
The pair (v, ζ) with v ∈ C([0, T ];Vδ), ζ ∈ C([0, T ]; Vˆδ) is called a mild solution to the primitive equations,
if v and ζ satisfy for t ∈ [0, T ]
v(t) = etApa+
∫ t
0
e(t−s)Ap (Ppf(s) + Fp(v(s), ζ(s))) ds,
ζ(t) = et∆ζb+
∫ t
0
e(t−s)∆ζ (g(s) +Gq(v(s), ζ(s))) ds.
Our local existence results reads as follows.
Proposition 5.2. Let p, q ∈ (1,∞) be as in Theorem 3.1 and T > 0.
a) Assume that a ∈ Vδ, b ∈ Vˆδ and that Ppf ∈ C0((0, T ];Lpσ(Ω)) as well as g ∈ C0((0, T ];Lq(Ω)2) satisfy
‖Ppf(t)‖Lpσ(Ω) = o(t
2γ−2) and ‖g(t)‖Lq(Ω)2 = o(t2γ−2) as t→ 0.
Then there exists T ∗ ∈ (0, T ) and a unique, mild solution (v, ζ) ∈ ST∗ × SˆT∗ to (2.1) and (1.2).
b) If in addition a ∈ Vδ+ε and b ∈ Vˆδ+ε for some ε ∈ (0, 1− γ], then
v ∈ C0([0, T ∗];Vδ+ε) ∩ C0((0, T ∗];Vγ), ζ ∈ C0([0, T ∗]; Vˆδ+ε) ∩ C0((0, T ∗]; Vˆγ),
where T ∗ := min{T ∗v , T ∗τ , 1/2C2} for some C > 1 depending only on Ω and p, q and
T ∗v = 32C
3(‖a‖Vδ+ε + C max
t∈[0,T ]
‖f‖Lp(Ω)2)−1/ε, T ∗τ = 32C3(‖b‖Vˆδ+ε + C maxt∈[0,T ]‖g‖Lp(Ω)2))
−1/ε.
c) If in addition f ∈ Cη((0, T ];Lp(Ω)2) and g ∈ Cη((0, T ];Lq(Ω)2) for some η ∈ (0, 1), then the pressure
πs described as in (2.2) is well defined and (v, ζ, πs) is a strong solution to (2.1) and (1.2) on (0, T
∗]. If
a ∈ D(Ap) and b ∈ D(∆ζ) then the solution extends to [0, T ∗].
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Proof. The subsequent construction of local mild solutions follows the strategy described in [17, Propo-
sition 5.2], and it is based on Lemmas 4.2 and 5.1 and an adaption of the Fujita-Kato approach, see [12],
to the present situation. This method has been applied to the Bousinessq equation as well, see e.g. [18].
We start by defining (vm, ζm) ∈ ST × SˆT , m ∈ N0, for t > 0 by
v0(t) := e
tApa+
∫ t
0
e(t−s)ApPpf(s)ds,
ζ0(t) := e
t∆ζb+
∫ t
0
e(t−s)∆ζg(s)ds,
vm+1(t) := v0(t) +
∫ t
0
e(t−s)ApFp(vm(s), ζm(s))ds,
ζm+1(t) := ζ0(t) +
∫ t
0
e(t−s)∆ζGq(vm(s), ζm(s))ds.
We prove inductively that this sequence is well-defined in ST × SˆT , and that it converges in this space
by proving
(a) (vm, ζm) ∈ ST × SˆT for all m ∈ N0,
(b) for dm+1 = (vm+1, ζm+1)− (vm, ζm) one shows that dm(0) = 0,
(c) there is some C(T ∗) < 1 for 0 < T ∗ ≤ T sufficiently small such that
sup
0≤s≤t
s1−γ‖dm+1(s)‖Vγ×Vˆγ ≤ C(T ∗) sup
0≤s≤t
s1−γ‖dm‖Vγ×Vˆγ , m ∈ N0,
and by showing that the above limit is a mild solution. The induction basis for v0 is covered already
by [17, Equation (5.5)]; the proof for ζ0 is analogous and uses Lemma 4.2. In particular,
t1−γ‖v0(t)‖Vγ ≤ t1−γ‖etApa‖Vγ + CB(1 − γ, 2γ − 1) sup
0≤s≤t
(
s2−2γ‖Ppf(s)‖Lpσ(Ω)
)
,
t1−γ‖ζ0(t)‖Vˆγ ≤ t1−γ‖et∆ζb‖Vˆγ + CB(1 − γ, 2γ − 1) sup
0≤s≤t
(
s2−2γ‖g(s)‖Lq(Ω)2
)
,
where B(x, y), for Rex,Re y > 0 denotes the Euler’s beta function.
Proving the induction step m→ m+1, notice that by Lemma 5.1 one has Fp(v, ζ) ∈ Lpσ(Ω), Gq(v, ζ) ∈
Lq(Ω)2, for v ∈ Vγ , ζ ∈ Vˆγ . Since by induction hypothesis vm ∈ ST and ζm ∈ SˆT , it follows by Lemma 5.1
(b) that
Fp(vm, ζm) ∈ C0((0, T ];Lpσ(Ω)) and Gq(vm, ζm) ∈ C0((0, T ];Lq(Ω)2).
Now Lemma 4.2 (b) with θ1 = 0, θ2 = γ shows that e
(t−s)Ap maps V0 to Vγ . Hence e
(t−s)ApFp(vm, ζm) ∈
C0((0, T ];Vγ) and analogously e
(t−s)∆ζGq(vm, ζm) ∈ C0((0, T ]; Vˆγ). In addition
‖
∫ t
0
e(t−s)ApFp(vm, ζm)ds‖Vγ ≤ tγ−1CB(1− γ, 2γ − 1)[ sup
0≤s≤t
(
s1−γ‖vm(s)‖Vγ
)2
+ t1−γ sup
0≤s≤t
s1−γ‖ζm(s)‖Vˆγ ],
‖
∫ t
0
e(t−s)∆ζGq(vm, ζm)ds‖Vˆγ ≤ tγ−1CB(1− γ, 2γ − 1)[ sup
0≤s≤t
(
s1−γ‖vm(s)‖Vγ
)2
+ ( sup
0≤s≤t
s1−γ‖ζm(s)‖Vˆγ )2].
Now, for m ∈ N0 and t > 0 consider
kvm(t) := sup
0≤s≤t
s1−γ‖vm(s)‖Vγ and kζm(t) := sup
0≤s≤t
s1−γ‖ζm(s)‖Vˆγ ,
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and notice that limt→0 k
v
l (t) = 0 and limt→0 k
ζ
l (t) = 0 by induction hypothesis for l ≤ m. The above
estimates can be reformulated stating that there is a C > 1 such that for t > 0
kvm+1(t) ≤ kv0(t) + C
(
(kvm(t))
2 + t1−γkζm(t)
)
,(5.3)
kζm+1(t) ≤ kζ0(t) + C
(
(kvm(t))
2 + (kζm(t))
2
)
.(5.4)
Using the induction hypothesis, it follows that
lim
t→0
kvm+1(t) = 0 and lim
t→0
kζm+1(t) = 0.
Hence (vm, ζm) ∈ ST × SˆT for all m ∈ N0. Now, consider for m ∈ N0 and t > 0
um(t) := vm+1(t)− vm(t) and ωm(t) := ζm+1(t)− ζm(t).
Using Lemma 5.1 we arrive at
sup
0≤s≤t
s1−γ‖um+1(s)‖Vγ ≤ C[(kvm(t) + kvm−1(t)) sup
0≤s≤t
s1−γ‖um(s)‖Vγ + t1−γ sup
0≤s≤t
s1−γ‖ωm(s)‖Vˆγ ]
sup
0≤s≤t
s1−γ‖ωm+1(s)‖Vγ ≤ C[(kvm(t) + kvm−1(t)) sup
0≤s≤t
s1−γ‖ωm(s)‖Vˆγ + (kζm(t) + k
ζ
m−1(t)) sup
0≤s≤t
s1−γ‖um(s)‖Vγ ].
Inductively we prove that if kv0(t) < 1/32C
3 and kζ0(t) < 1/32C
3, where assuming C > 1 and as in
(5.3) and (5.4), then kvm(t), k
ζ
m(t) < 1/4C
2 for any m ∈ N0. In fact, the base step is m ∈ {0, 1}, and the
induction step for m > 1 is
kvm+1(t) ≤ kv0(t) + C
{
kvm(t))
2 + kv0(t) + C
[
(kvm−1(t))
2 + (kζm−1(t))
2
]}
,
≤ 1/32C3 + 1/16C3 + C/32C3 + C2/16C4 + C2/16C4 < 1/4C2,
kζm+1(t) ≤ kζ0(t) + C
[
(kvm(t))
2 + (kζm(t))
2
]
≤ 1/32C3 + 1/16C3 + 1/16C3 < 1/4C2.
Hence, for T ∗ satisfying kv0(t) < 1/32C
3 and kζ0(t) < 1/32C
3 for t ∈ (0, T ∗], and restricting T ∗ such that
also Ct1−γ ≤ 1/(2C) < 1 for all t ∈ [0, T ∗], we have
sup
0≤s≤t
s1−γ‖um+1(s)‖Vγ + sup
0≤s≤t
s1−γ‖ωm+1(s)‖Vˆγ ≤ 1/C
(
sup
0≤s≤t
s1−γ‖um(s)‖Vγ + sup
0≤s≤t
s1−γ‖ωm(s)‖Vˆγ
)
.
Using t ≤ (1/2C2)1/(1−γ) we have
T ∗ := min
{
(1/2C2)1/(1−γ), T ∗v , T
∗
ζ
}
,(5.5)
where T ∗v is such that k
v
0(t) < 1/32C
3 and T ∗ζ such that k
ζ
0(t) < 1/32C
3. By a similar argument for the
uniform convergence with respect to the ‖·‖Vδ and ‖·‖Vˆδ in [0, T ∗], we see that the series
v(t) := v0(t) +
∞∑
m=0
um(t), ζ(t) := ζ0(t) +
∞∑
m=0
ωm(t),
converge uniformly for t ∈ (0, T ∗] in ST∗ × SˆT∗ . In particular,
lim
t→0
sup
0≤s≤t
s1−γ‖v(s)‖Vγ = 0 and lim
t→0
sup
0≤s≤t
s1−γ‖ζ(s)‖Vˆγ = 0.
Hence v and ζ are elements of ST∗ and SˆT∗ , respectively.
By the choice of T ∗ we obtain
‖Fp(vm(s), ζm(s)‖Lpσ(Ω) ≤
sγ−1
2C
and ‖Gq(vm(s), ζm(s)‖Lq(Ω)2 ≤
sγ−1
2C
,
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where the right hand side is integrable on (0, T ∗). Therefore, by Lebesgue’s theorem, we may interchange
limit and integration which yields that v, ζ is a mild solution to (2.1) and (1.2).
It remains to prove that the solution constructed this way is unique in ST∗ × SˆT∗ . This follows by
combing Lemma 5.1 with the argument given in [17].
For a ∈ Vδ+ε, b ∈ Vˆδ+ε the proof of local existence differs only by showing that the limits of v0(s) and
ζ0(s) for s → 0 exist in the Vδ+ε and Vˆδ+ε norms, respectively. In order to estimate T ∗ we use (5.5).
Note that by Lemma 4.2 for ε > 0
‖etApa‖Vγ ≤ tε‖a‖Vδ+ε , ‖et∆ζb‖Vˆγ ≤ tε‖b‖Vˆδ+ε
and if f(·) ∈ C([0, T ];Lp(Ω)2) and g(·) ∈ C([0, T ];Lq(Ω)2)
sup
0≤s≤t
s2−2γ‖Ppf(s)‖Lpσ(Ω) ≤ tεt2−2γ−ε sup
t∈[0,T ]
‖Ppf(s)‖Lpσ(Ω),
sup
0≤s≤t
s2−2γ‖g(s)‖Lq(Ω)2 ≤ tεt2−2γ−ε sup
t∈[0,T ]
‖g(s)‖Lq(Ω)2 .
Since t2−2γ−ε ≤ 1 for t ∈ [0, 1] and ε ∈ (0, 2 − 2γ) we may simplify the calculation by choosing T ∗ ≤ 1.
Given T ∗v and T
∗
ζ we have k
v
0 (t) < 1/32C
3 and kζ0(t) < 1/32C
3 and the claim follows by (5.5).
The assertion (c) can be proven analogously to the proof of [17, Proposition 5.8], the details are omitted
here. 
6. Global Well-Posedness
Our strategy to construct a unique, global, strong solution to (2.1) and (1.2) within the Lp-setting
is to consider the L2-situation first. To this end, a priori estimates will be constructed. In the second
step we consider the existence of unique, strong, local Lp solution to (2.1) and (1.2), which due to the
regularization properties of the underlying linear equation, lies after short time, inside L2. In the following
we give a detailed proof of Theorem 3.1 only for the case qτ = qσ; this simplifies the notation considerably.
The general case qτ 6= qσ can be treated in the same way. In order to simplify our notation further we
set ‖·‖ := ‖·‖L2(Ω).
6.1. A priori estimates in L2.
Lemma 6.1 (A priori estimates). Let a ∈ D(A2), b ∈ D(∆ζ) for q = 2, and
f ∈ H1,2((0, T );L2(Ω)2), g ∈ H1,2((0, T );L2(Ω)2).
Assume that v, πs, ζ is a strong solutions to (2.1) and (1.2) on [0, T ]. Then there are functions B
v
H2 ,
BpisH1 , B
ζ
H2 , continuous on [0, T ], such that for all t ∈ [0, T ]
‖ζ(t)‖2H2(Ω)2 ≤ BτH2(t), ‖v(t)‖2H2(Ω) ≤ BvH2(t), ‖πs(t)‖2H1(G) ≤ BpisH1 (t),
where the bounds depend on ‖b‖H2 , ‖a‖H2 , ‖f‖H1,2(L2), ‖g‖H1,2(L2) and T , only.
Proof. Step 1: L2 bound on the temperature and salinity.
Multiplying temperature and salinity equations in (2.1) with ζ, and integrating over Ω we derive∫
Ω
∂tζ · ζ −
∫
Ω
∆ζ · ζ = −
∫
Ω
(v∇Hζ · ζ + w∂zζ · ζ) +
∫
Ω
g · ζ.
Integration by parts with respect to the horizontal components x and y yields∫
Ω
v∇Hζ · ζ =1
2
∫
Ω
v1∂xζ
2 + v2∂yζ
2 = −1
2
∫
Ω
(∂xv1 + ∂yv2) ζ
2 = −1
2
∫
Ω
(divHv)ζ
2,
where ζ2 = (τ2, σ2), and integrating by parts with respect to the vertical component z gives∫
Ω
w∂zζ · ζ = 1
2
∫
Ω
(∫ z
0
−divHv
)
∂zζ
2 =
1
2
∫
Ω
(divHv)ζ
2.
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Hence, the non-linear terms vanish, and the equation simplifies to become
1
2
∂t‖ζ‖2 + ‖∇ζ‖2 + α‖τ‖2L2(Γu) =
∫
Ω
g · ζ.
Integrating with respect to t, and using Gronwall’s lemma yields
‖ζ(t)‖2 ≤
(
‖b‖+
∫ t
0
‖g(s)‖2ds
)
e2t =: BζL2,1(t)∫ t
0
‖∇ζ(s)‖2ds ≤ 1
2
(
‖b‖+
∫ t
0
‖g(s)‖2ds+
∫ t
0
‖ζ(s)‖2ds
)
≤ 1
2
(
‖b‖+
∫ t
0
‖g(s)‖2ds+
∫ t
0
BζL2(s)ds
)
=: BζL2,2(t).
Adding
∫ t
0‖ζ(s)‖2ds ≤ tBζL2,1(t) which uses monotonicity of BζL2,1(t) gives
‖ζ(t)‖2 +
∫ t
0
‖ζ(s)‖2H1(Ω)2ds ≤ (1 + t)BζL2,1(t) +BζL2,2(t) =: BζL2(t).
Step 2: L2 bound on the velocity
Multiplying the velocity equation (2.1) by v = P2v, and integrating over Ω delivers while annihilating
the pressure term∫
Ω
∂tv · v −
∫
Ω
∆v · v = −
∫
Ω
(v∇Hv · v + w∂zv · v) +
∫
Ω
P2 (f +Π(ζ)) · v.
A similar computation as for the temperature delivers that∫
Ω
v∇Hv · v + w∂zv · v = 0.
Since −A2 is a positive self-adjoint operator associated with the form tv defined by
tv[v, v
′] = 〈∇v,∇v′〉L2(Ω)2×3 , v, v′ ∈ {v ∈ H1,2per(Ω)2 ∩ L2σ(Ω) | v|Γb = 0},
we have λ1‖v‖2 ≤ ‖∇v‖2 for v ∈ {v ∈ H1per ∩X2 | v |Γb= 0}, where λ1 > 0 is the smallest eigenvalue of
−A2, and hence for ε ≤ λ1
∂t‖v‖2 + ‖∇v‖2 ≤ 1
ε
‖f +Π(ζ)‖2 + (ε− λ1) ‖v‖2 ≤ 1
ε
‖f +Π(ζ)‖2
Recalling that ‖Π(ζ)‖2 ≤ C‖∇Hζ‖2 one obtains by integration
‖v(t)‖2 ≤ ‖a‖2 + 1
ε
∫ t
0
‖f(s)‖2ds+ C
ε
∫ t
0
‖∇Hζ‖2ds,(6.1)
and since
∫ t
0‖∇Hζ‖2ds ≤ BζL2(t) and choosing ε = λ1 one gets
‖v(t)‖2 +
∫ t
0
‖∇v(s)‖2ds ≤ ‖a‖2 + 1
λ1
∫ t
0
‖f(s)‖2ds+ C
λ1
BζL2(t) =: B
v
L2(t).
Step 3: H1 bound on the velocity.
A priori bounds on the H1 norm of the velocity have been proven for f ≡ 0 in [17, Section 6]. This has
been adapted to the situation, where f ∈ L2((0, T );L2(Ω)2) in [13, Equation (4.1)]. Now, consider the
right hand side f +Π(ζ), where f ∈ L2((0, T );L2(Ω)2) and Π(ζ) ∈ L2((0, T );L2(Ω)2) by Step 1. Hence,
by [13, equation (4.1)] there is a function BvH1 continuous on [0, T ], such that
‖∇v(t)‖2 +
∫ t
0
‖∆v(s)‖2ds ≤ BvH1 (‖∇a‖,
∫ t
0
‖f‖2,
∫ t
0
‖∇Hζ‖2t).
The proof of this bound is the most demanding part in proving a priori bounds on the primitive equations.
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Step 4: H1 bound on the temperature and salinity.
Multiplying temperature and salinity equations in (2.1) by −∆ζ, and integrating over Ω, gives
1
2
∂t
(
‖∇ζ‖2 + α‖τ‖2L2(Γu)
)
+ ‖∆ζ‖2 =
∫
Ω
(v∇Hζ ·∆ζ + w∂zζ ·∆ζ)−
∫
Ω
g ·∆ζ.
By Ho¨lder’s inequality, the embedding H2(Ω) →֒ L∞(Ω) and Young’s inequality∫
Ω
|v∇Hζ ·∆ζ| ≤ ‖v‖L∞‖∇Hζ‖L2‖∆ζ‖L2 ≤ C‖v‖H2‖∇ζ‖L2‖∆ζ‖L2
≤ 3C
2
2
‖v‖2H2‖∇ζ‖2 +
1
6
‖∆ζ‖2.
Taking into account the estimate ‖v‖2H2 ≤ C‖∆v‖2, and adding the non-negative term C‖∆v‖2α‖τ‖2L2(Γu) ≥
0 we arrive at ∫
Ω
|v∇Hζ ·∆ζ| ≤ C‖∆v‖2
(
‖∇ζ‖2 + α‖τ‖2L2(Γu)
)
+
1
6
‖∆ζ‖2.
Using
‖w‖L∞ ≤ C‖w‖H1zL∞xy = C‖∂zw‖L2zL∞xy = C‖divHv‖L2zL∞xy
≤ C‖divHv‖L2zH1xy ≤ C‖v‖L2zH2xy ≤ C‖∆v‖,
and applying Poicare´ inequality to w yields by adding on the right hand side C‖∆v‖2α‖τ‖2L2(Γu) ≥ 0∫
Ω
|w∂zζ ·∆ζ| ≤ C‖∆v‖2
(
‖∇ζ‖2 + α‖τ‖2L2(Γu)
)
+
1
6
‖∆ζ‖2.
Then, using ∫
Ω
|g ·∆ζ| ≤ 3
2
‖g‖2 + 1
6
‖∆ζ‖2
we arrive at
∂t
(
‖∇ζ‖2 + α‖τ‖2L2(Γu)
)
+ ‖∆ζ‖2 ≤ C‖∆v‖2
(
‖∇ζ‖2 + α‖τ‖2L2(Γu)
)
+ 3‖g‖2.
Integrating with respect to time and applying Gronwall’s inequality yields
‖∇ζ(t)‖2 + α‖τ(t)‖2L2(Γu) ≤
(
‖∇b‖2 + α‖bτ‖2L2(Γu) + 3
∫ t
0
‖g(s)‖2ds
)
e‖
∫ t
0
∆v(s)‖2ds
≤
(
C‖b‖2H1 + 3
∫ t
0
‖g(s)‖2ds
)
eB
v
H1
(t)
=: B˜τH1(t),
where due to Step 3 the integral
∫ t
0 ‖∆v(s)‖2ds is bounded by BvH1(t) and ‖∇b‖+α‖bτ‖2L2(Γu) ≤ C‖b‖H1 .
Adding on both sides ‖ζ‖2, we conclude that
‖ζ(t)‖2H1 +
∫ t
0
‖∆ζ(s)‖2ds ≤ ‖b‖H1 +BζL2(t) + CB˜ζH1(t)
∫ t
0
‖∆v(s)‖2ds+ 3
∫ t
0
‖g(s)‖2ds
≤ ‖b‖H1 +BζL2(t) + CB˜ζH1(t)BvH1 (t) + 3
∫ t
0
‖g(s)‖2ds =: BζH1(t).
Step 4: L2 bound on ∂tv and ∂tζ.
In this step we derive estimates on ∂tζ by using the method of difference quotients. Hence, following [17,
Section 6, Step 7], define for η > 0
(sηζ)(t) := ζ(t+ η), (sηv)(t) := v(t+ η) for t ∈ (0, T − η],
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and the difference quotients
(Dηζ)(t) :=
1
η ((sηζ)(t)− τ(t)) , (Dηv)(t) := 1η ((sηv)(t)− v(t)) ,
where t ∈ (0, T − η]. Following the computation for the velocity given in [17, Equation (6.14)] including
now a right hand side g we consider
∂tζ + (v · ∇Hζ + w∂zζ)−∆ζ = g, t ≥ 0.
Applying Dη, multiplying by Dηζ and integrating over Ω gives
1
2
∂t‖Dηζ‖2 + ‖∇Dηζ‖2 + α‖Dητ‖2L2(Γu) = −
∫
Ω
Dη(v · ∇Hζ + w∂zζ)Dηζ +
∫
Ω
DηgDηζ.
A direct computation shows that
Dη(v · ∇Hζ + w∂zζ) = (sηv · ∇HDηζ + (sηw)∂zDηζ) + (Dηv · ∇Hζ + (Dηw)∂zζ) .
Now,∫
Ω
(sηv · ∇HDηζ + (sηw)∂zDηζ) ·Dηζ = 1
2
∫
Ω
(sηv1)∂x(Dηζ)
2 + (sηv2)∂y (Dηζ)
2
+ (sηw)∂z(Dηζ)
2
=
1
2
∫
Ω
−divH(sηv)(Dηζ)2 + 1
2
∫
Ω
(sηdivHv)(Dηζ)
2 = 0,
where we used the notation (Dηζ)
2 = ((Dητ)
2, (Dησ)
2) and in particular that (sηdivHv) = divH(sηv).
Hence,
1
2
∂t‖Dηζ‖2 + ‖∇Dηζ‖2 + α‖Dητ‖2L2(Γu) = −
∫
Ω
(Dηv · ∇H) ζ ·Dηζ −
∫
Ω
Dηw∂zζ ·Dηζ −
∫
Ω
Dηg ·Dηζ
=: I1 + I2 + I3.
The term I1 is estimated by Ho¨lder’s inequality and Ladyzhenskaya’s inequality ‖φ‖L4 ≤ C‖φ‖1/4L2 ‖∇φ‖
3/4
L2
for φ ∈ H1(Ω) if φ vanishes on some part of the boundary and ‖ψ‖L4 ≤ C‖ψ‖1/4L2 ‖ψ‖
3/4
H1 for arbitrary
ψ ∈ H1(Ω) as
|I1| ≤ ‖Dηv‖L4‖∇Hζ‖L2‖Dηζ‖L4 ≤ C‖∇Hζ‖L2‖Dηv‖1/4L2 ‖Dη∇v‖
3/4
L2 ‖Dηζ‖
1/4
L2 ‖Dηζ‖
3/4
H1 ,
and by Young inequality as
|I1| ≤ C‖∇Hζ‖4‖Dηv‖‖Dηζ‖+ 1
4
‖Dη∇v‖‖Dηζ‖H1
≤ C
2
‖∇Hζ‖4‖Dηv‖2 + C
2
‖∇Hζ‖4‖Dηζ‖2 + 1
8
‖Dη∇v‖2 + 1
6
‖Dη∇ζ‖2 + 1
6
‖Dηζ‖2.
The second term |I2| is estimated using iterated anisotropic Ho¨lder estimates as
|I2| ≤ ‖Dηw‖L∞z L2xy‖∂zζ‖L2zL3xy‖Dηζ‖L2zL6xy .
Similarly to the above, we obtain
‖Dηw‖L∞z L2xy ≤ C‖DηdivHv‖L2(Ω)2 ≤ C‖Dη∇v‖L2(Ω)2 .
For the embedding H2/3(G) →֒ L6(G) we obtain ‖Dηζ‖L2zL6xy ≤ C‖Dηζ‖L2zH2/3xy . Since L
2
zH
2/3
xy ⊂
H2/3(Ω), H2/3(Ω) = [L2(Ω), H1(Ω)]2/3 and Dηζ ∈ H1(Ω), we arrive by interpolation at
‖Dηζ‖L2zH2/3xy ≤ C‖Dηζ‖
1/3‖Dηζ‖2/3H1 .
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Applying again Young’s inequality yields
|I2| ≤ C‖∇ζ‖L2zL3xy‖Dη∇v‖‖Dηζ‖1/3‖Dηζ‖
2/3
H1
≤ C‖∇ζ‖3/2L2zL3xy‖Dη∇v‖
3/2‖Dηζ‖1/2 + 1
6
‖Dη∇ζ‖2 + 1
6
‖Dηζ‖2
≤ C‖∇ζ‖2L2zL3xy‖Dηζ‖
2 +
1
8
‖Dη∇v‖2 + 1
6
‖Dη∇ζ‖2 + 1
6
‖Dηζ‖2.
Finally, consider the term I3. By Young’s inequality |I3| ≤ 12‖Dηg‖2 + 12‖Dηζ‖2. Hence,
1
2
∂t‖Dηζ‖2 + ‖∇Dηζ‖2+α‖Dητ‖2L2(Γu) ≤ C‖∇Hζ‖4
(‖Dηv‖2 + ‖Dηζ‖2)+ 1
8
‖Dη∇v‖2 + 1
6
‖Dη∇ζ‖2
+ C‖∇ζ‖6L2zL3xy‖Dηζ‖
2 +
1
8
‖Dη∇v‖2 + 1
6
‖Dη∇ζ‖2 + 1
2
‖Dηg‖2 + 5
6
‖Dηζ‖2.
For the velocity we obtain analogously
1
2
∂t‖Dηv‖2 + ‖∇Dηv‖2 ≤ C‖∇Hv‖4‖Dηv‖2 + 1
8
‖Dη∇v‖2 + C‖∇v‖6L2zL3xy‖Dηv‖
2 +
1
8
‖Dη∇v‖2
+ C‖Dηf‖2 + C‖Dηv‖2 + 1
6
‖Dη∇ζ‖2,
where we used ‖DηΠ(ζ)‖2 ≤ C‖Dη∇ζ‖2. Adding both inequalities, absorbing the ‖Dη∇ζ‖2 and ‖Dη∇v‖2
terms gives
1
2
∂t‖Dηv‖2 + 1
2
∂t‖Dηζ‖2 + 1
2
‖∇Dηζ‖2 + α‖Dητ‖2L2(Γu) +
1
2
‖∇Dηv‖2
≤ C
(
‖∇Hv‖4 + C‖∇Hζ‖4 + ‖∇v‖6L2zL3xy + 1
)
‖Dηv‖2
+ C
(
‖∇Hζ‖4 + ‖∇ζ‖6L2zL3xy + 1
)
‖Dηζ‖2 + C
(‖Dηf‖2 + ‖Dηg‖2) .
Note that ϕv given by
ϕv(t) = ‖∇Hv‖4 + C‖∇Hζ‖4 + ‖∇v‖6L2zL3xy + 1
is integrable on [0, T ], since ‖∇Hv(t)‖4 ≤
(
BvH1(t)
)2
and ‖∇Hζ(t)‖4 ≤
(
BζH1(t)
)2
. In addition, ‖∇v‖6L2zL3xy
is integrable on [0, T ] due to the embedding H1/3(G) →֒ L3(G), L2zH1/3xy ⊂ H1/3(Ω) and the interpolation
inequality for H1/3(Ω) = [L2(Ω), H1(Ω)]1/3. This gives
‖∇v‖6L2zL3xy ≤ C‖∇v‖
6
L2zH
1/3
xy
≤ C‖∇v‖4‖∇v‖2H1 ≤ C‖∇v‖4‖∆v‖2 ≤ max
s∈[0,T ]
(BvH1(s))
2‖∆v‖2,
and note ‖∆v‖2 is integrable by Step 3. Analogously, ϕζ given by
ϕζ(t) := ‖∇Hζ‖4 + ‖∇ζ‖6L2zL3xy + 1
is integrable on [0, T ] and hence also ϕ(t) = max{ϕv(t), ϕζ(t)}. Integrating with respect to t yields
‖Dηv(t)‖2 + ‖Dηζ(t)‖2 ≤ ‖Dηv(0)‖2 + ‖Dηζ(0)‖2 + C
∫ t
0
(‖Dηf(s)‖2 + ‖Dηg(s)‖2) ds
+ C
∫ t
0
ϕ(s)
(‖Dηv(s)‖2 + ‖Dηζ(s)‖2) ds.
By Gronwall’s lemma
‖Dηv(t)‖2 + ‖Dηζ(t)‖2 ≤
(
‖Dηv(0)‖2 + ‖Dηζ(0)‖2 + C
∫ t
0
(‖Dηf‖2 + ‖Dηg‖2)
)
e
∫ t
0
Cϕ(s)ds,
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and by taking lim η → 0, we obtain
‖∂tv(t)‖2 + ‖∂tζ(t)‖2 ≤
(
‖∂tv(0)‖2 + ‖∂tζ(0)‖2 + C
∫ t
0
(‖∂tf‖2L2 + ‖∂tg‖2L2)
)
e
∫ t
0
Cϕ(s)ds,
where the limits to zero exist by assumption.
It remains to estimate the initial values ‖∂tv(0)‖, ‖∂tζ(0)‖. We obtain
‖∂tv(0)‖ ≤ ‖A2a‖+ ‖a∇Ha‖+ ‖w(0)∂za‖+ ‖f(0)‖+ ‖Π(b)‖,
‖∂tζ(0)‖ ≤ ‖∆b‖+ ‖a∇Hb‖+ ‖w(0)∂zb‖+ ‖g(0)‖,
where ‖Π(b)‖ ≤ C‖∇b‖ and ‖a∇Ha‖ ≤ C‖∆a‖‖∇a‖, ‖a∇Hb‖ ≤ C‖∆a‖‖∇b‖, ‖w(0)∂za‖ ≤ C‖∆a‖‖∇a‖
and ‖w(0)∂zb‖ ≤ C‖∆a‖‖∇b‖. Hence,
‖∂tv(t)‖2 + ‖∂tζ(t)‖2 ≤ B˜∂t(v,ζ)(t),
where B˜∂t(v,ζ) depends on ‖∆a‖, ‖∆b‖, f(0), g(0),
∫ t
0‖∂tf(s)‖2ds,
∫ t
0 ‖∂tg(s)‖2ds, BvH1(t), BζH1(t) and T .
Remark 6.2. Note that the estimate for ‖∂zv‖L3zL3xy which has been used in [17, Section 6, Step 6] has
been avoided here. Instead the known L∞(H1) estimate is applied to ‖∂zv‖L2zL3xy . This is necessary since
the estimate in [17] on ‖∂zv‖L3zL3xy is not suitable to include right hand sides f or f +Π(ζ).
Step 5: H2 bound on v and ζ, H1 bound on πs.
Note that the graph norms of −A2 and −∆ζ for q = 2, respectively, are equivalent to the H2 norm.
There are are hence constants c, C > 0 satisfying
‖v‖H2 ≤ c‖∆v‖ ≤ C‖A2v‖, for v ∈ D(A2).
So, using as in [17, Section 6, Step 8] first the estimate,
‖v∇Hv‖ ≤ C‖v‖L6‖v‖H1,3 ≤ C‖v‖3/2H1 ‖v‖
1/2
H2 ≤ C‖∇v‖+
1
4
‖A2v‖,
hereby using the embeddingH1(Ω) →֒ L6(Ω) as well as the estimate ‖v‖H1,3 ≤ ‖v‖1/2H1 ‖v‖
1/2
H2 , and secondly
‖w∂zv‖ ≤C‖w‖L∞z L4xy‖∂zv‖L2zL4xy ≤ C‖v‖L2zH1,4xy ‖v‖H1,2z L4xy ≤ C‖v‖L2zH3/2,2xy ‖v‖H1,2z H1/2,2xy .
Now since ‖v‖Hr,qz Hs,pxy =
∥∥‖v(·, z)‖Hs,p(G)∥∥Hr,q(−h,0) and since by interpolation
‖v‖H3/2,2(G) ≤ ‖v‖1/2H1,2(G)‖v‖
1/2
H2,2(G), for v ∈ H2,2(G),
‖v‖H1/2,2(G) ≤ ‖v‖1/2H1,2(G)‖v‖
1/2
L2(G), for v ∈ H1,2(G),
Young’s inequality implies
‖v‖
L2zH
3/2,2
xy
≤ ∥∥‖v(·, z)‖H3/2,2(G)∥∥L2(−h,0) ≤
∥∥∥∥1ε‖v(·, z)‖H1,2(G) + ε‖v(·, z)‖H2,2(G)
∥∥∥∥
L2(−h,0)
≤ 1
ε
‖‖v(·, z)‖H1,2(G)‖L2(−h,0) + ε
∥∥‖v(·, z)‖H2,2(G)∥∥L2(−h,0)
≤ C 1
ε
‖v(·, z)‖H1,2(Ω) + Cε‖v(·, z)‖H2,2(Ω).
Similarly, using the triangle inequality for the H1,2(−h, 0) norm gives
‖v‖
H1,2z H
1/2,2
xy
≤
∥∥‖v(·, z)‖H1/2,2(G)∥∥H1,2(−h,0) ≤
∥∥∥∥1ε‖v(·, z)‖L2(G) + ε‖v(·, z)‖H1,2(G)
∥∥∥∥
H1,2(−h,0)
≤ 1
ε
∥∥‖v(·, z)‖L2(G)∥∥H1,2(−h,0) + ε ∥∥‖v(·, z)‖H1,2(G)∥∥H1,2(−h,0)
≤ C 1
ε
‖v(·, z)‖H1,2(Ω) + Cε‖v(·, z)‖H2,2(Ω).
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Choosing ε > 0 small enough gives
‖A2v(t)‖ ≤‖∂tv(t)‖ + ‖P2(v(t)∇Hv(t))‖ + ‖P2(w(t)∂zv(t))‖ + ‖P2f(t)‖ + ‖P2fτ (t)‖
≤‖∂tv(t)‖ + 1
2
‖A2v(t)‖+ C
ε
‖∇v(t)‖+ ‖f‖+ C‖∇ζ‖.
It follows that
‖∆v(t)‖ ≤ C(B˜∂t(v,ζ)(t))1/2 +
C
ε
BvH1(t) + ‖f‖+ C(BζH1 (t))1/2 =: BvH2(t),
where BvH2 is a continuous function involving all the quantities which have appeared so far.
Finally, assuming that we solved the equation
∂tv(t)−A2v + P2(v∇Hv + w∂zv) = P2(f +Π(ζ)),
we may reconstruct the gradient of the pressure by
∇Hπs = (1− P2) {(f +Π(ζ)) − (∆v + v∇Hv + w∂zv)} .(6.2)
Hence
‖∇Hπs(t)‖ ≤ ‖f(t)‖+ C(BζH1 (t))1/2 + CBvH2(t) =: BpisH1 (t)
and by equivalence of norms in H1(G)∩L20(G) one has ‖πs‖H1 ≤ C‖∇Hπs‖ for some C > 0. Considering
the equations for the temperature and the salinity we obtain
‖∆ζζ(t)‖ + ‖ζ(t)‖ ≤ ‖∂tζ(t)‖ + ‖v(t)∇Hζ(t)‖ + ‖(w(t)∂zζ(t))‖ + ‖g(t)‖+ ‖ζ(t)‖
≤ (B˜∂t(v,ζ)(t))1/2 + CBvH2 (t) + CBζH1 (t) + ‖g(t)‖ =: BζH2(t), t ∈ [0, T ],
where BζH2 is a continuous function involving all quantities which have appeared so far. 
6.2. Strong Global Well-Posedness.
Proof of Theorem 3.1. If f ∈ H1,2((0, T );Lp(Ω)), then f(t) = f(0) + ∫ t0 ∂tf(s)ds, (see e.g. [2, Theorem
III.1.2.2]). Hence f is continuous and the trace in 0 is well defined and even f ∈ Cη((0, T );Lp(Ω)) for
0 < η < 1/2, see e.g. [3, Theorem 3.9.1].
Step 1: Local Existence and regularization to L2.
According to Proposition 5.2 (c) there exists T ∗ > 0 such that there is a strong solution to (2.1) and
(1.2) on [0, T ∗]. For p, q ∈ [2,∞) we have for t ∈ (0, T ∗]
v(t) ∈ D(Ap) ⊂ D(A2) and ζ(t) ∈ D(∆q,ζ) ⊂ D(∆2,ζ),
and hence the solution constructed in Proposition 5.2 is also a solution in L2.
Consider p, q ∈ (1, 2). Proposition 5.2 implies that v, ζ is a strong solution to (2.1) and (1.2) with
v(t) ∈ D(Ap) ⊂ H2,p(Ω)2 and ζ(t) ∈ D(∆q,ζ) ⊂ H2,q(Ω) for t ∈ (0, T ∗].
By Sobolev’s embeddings, Proposition 4.1 and using the consistency of the trace operators it follows that
D(Ap) →֒ V1/p1,p1 , D(∆q,ζ) →֒ Vˆ1/q1,q1 for p ≥
3p1
2p1 + 1
and q ≥ 3q1
2q1 + 1
.(6.3)
This fact has been used in [17] to prove global existence for the case p = 6/5 with p1 = 2, see Figure 3.
In the following we iterate this procedure by defining the recursive sequences (pn) and (qn) by
p0 := 2, pn+1 :=
3pn
2pn + 1
and q0 := 2, qn+1 :=
3qn
2qn + 1
, n ∈ N0,
By induction, (pn) and (qn) are strictly decreasing with limn→∞ pn = limn→∞ qn = 1. Hence, for any
p, q ∈ (1, 2), there are m,n ∈ N0 such that pm < p ≤ pm−1 ≤ 2 and qn < q ≤ qn−1 ≤ 2. So, for t0 > 0 we
have
(v(t0), ζ(t0)) ∈ D(Ap)×D(∆q,ζ) ⊂ V1/pm−1,pm−1 × Vˆ1/qn−1,qn−1 .
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t
0 t1
v ∈ D(Ap) →֒ V1/2,2 v ∈ D(A2)
global strong L2 solution
Figure 3. Regularization for the velocity v and p ≥ 6/5
We now use v(t0), ζ(t0) as new initial values for a solution in L
pm−1
σ (Ω) × Lqn−1(Ω)2. By uniqueness of
strong solutions, both the original solution and the newly constructed solution coincide in L
pm−1
σ (Ω) ×
Lqn−1(Ω)2. By Proposition 5.2 for t1 > t0 and by (6.3)
(v(t1), τ(t1)) ∈ D(Apm−1 )×D(∆qm−1,ζ) ⊂ V1/pm−2,pm−2 × Vˆ1/qm−2,qm−2 .
Again we construct solutions in L
pm−2
σ (Ω) × Lqm−2(Ω)2 by using (v(t1), ζ(t1)) as new initial values.
Iterating this procedure we arrive at a solution at time 0 < tm < T
∗ satisfying
(v(tm), ζ(tm)) ∈ V1/2,2 × Vˆ1/2,2.
Using these values as initial values it follows by uniqueness of strong solutions that for tm < t ≤ T ∗,
the local strong solution constructed in Proposition 5.2 is already an L2 solution. We hence may assume
without loss of generality initial values at tm < tm+1 < T
∗
(v(tm+1), ζ(tm+1)) ∈ D(Ap′ )×D(∆q′,ζ),
where
p′ := max{p, 2} and q′ := max{q, 2}.
Step 2: Global existence for p, q ∈ [2,∞).
Consider
I0 = [0, T1], I1 = [T
′
1 − ε1, T1], I2 = [T ′1, T2], . . . , In = [T ′n, Tn+1], . . . ,
where T ∗ = T1 < T2 < . . . with Tn →∞ and T ′n− εn with suitable εn > 0 such that T ′n− εn > Tn−1. We
thus obtain a sequence of finite intervals with neighbor intervals overlapping, where the union of all these
intervals covers the whole interval [0,∞). Iteratively, we may then construct unique strong solutions on
each of these intervals. The induction basis is provided by the local existence in I0 = [0, T1]. Assume
that there is a unique strong solution on all Im for m ≤ n. By the uniqueness of the local solutions,
the solutions coincide on the overlaps Il ∩ Ik, k, l ≤ n and hence by assumption there is a unique strong
solution on [0, Tn] = ∪m≤nIn. Now, by assumption v(T ′n) ∈ D(Ap) and ζ(T ′n) ∈ D(∆q,ζ) are bounded
since by induction hypothesis
v ∈ C0((0, Tn];D(Ap)) and ζ ∈ C0((0, Tn];D(∆q,ζ)).
For ε > 0 small, one has for all p, q ≥ 2
D(A2) ⊂ Vδ+ε, D(∆2,ζ) ⊂ Vˆδ+ε.
Therefore, combing the a priori estimates from Lemma 6.1 on ‖v(s)‖D(A2) and ‖τ(s)‖D(∆2,ζ) with the
assumption
sup
s∈In+1
‖f(s)‖Lp(Ω)2 <∞ and sup
s∈In+1
‖g(s)‖Lq(Ω) <∞,
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and using Proposition 5.2 (b), the time interval length T ∗n can be chosen uniformly. This allows one to
construct local solutions within the intervals
[T ′n + kT
∗
n , T
′
n + (k + 1)T
∗
n ] ∩ [T ′n, Tn+1], k = 0, 1, 2, . . . kn,
where kn ∈ N is the smallest number such that T ′n + (kn)T ∗n ≥ Tn+1. By the uniqueness of the local
strong solutions this extended solution is unique as well, and hence it is proven that there is a unique
solution even on (0, Tn+1].
Step 3: Global existence for p, q ∈ (1, 2).
If p ∈ (1, 2) or q ∈ (1, 2), then by step 2 there is a global strong solution in Lp′ and Lq′ , respectively, for
p′ := max{p, 2} and q′ := max{q, 2}.
Since
D(A2) ⊂ D(Ap) and D(∆2,ζ) ⊂ D(∆q,ζ), p, q ∈ (1, 2),
this is already a unique, global, strong solution in Lp and Lq, respectively.
Step 4: Recovering the pressure.
The pressure can be recovered to be
∇Hπs = (1− Pp) {(f +Π(ζ)) − (∆v + v∇Hv + w∂zv)} ,
and it exists globally since both ‖v‖D(Ap) and ‖v‖D(∆q,ζ) exist globally. 
6.3. Decay at infinity.
Proof of Theorem 3.2. By the regularization properties we may assume without loss of generality that
v(0) ∈ D(Ap) and τ(0) ∈ D(∆τ ). As in the proof of Proposition 5.2 we consider a fixed point iteration,
this time with exponential weight. To this end, let β˜v, β˜τ such that
0 < β˜v < βv and 0 < β˜τ < βτ with β˜v ≤ β˜τ .
For instance, we may set β˜τ = βτ and β˜v = min{βv, βτ} − ε for ε ≥ 0 sufficiently small. Then we define
k˜v,∞m := sup
s∈(0,∞)
eβ˜vs‖vm(s)‖Vγ , k˜τ,∞m := sup
s∈(0,∞)
eβ˜τs‖τm(s)‖Vˆγ , m ∈ N0.
Similarly to the proof of Proposition 5.2 we show that
eβ˜vt‖v0(t)‖Vγ ≤ Ce(β˜v−βv)t‖a‖Vδ + C sup
s∈(0,t)
{eβfs‖Ppf(s)‖Xp},
eβ˜τ t‖τ0(t)‖Vˆγ ≤ Ce(β˜v−βv)t‖bτ‖Vˆδ + C sup
s∈(0,t)
{eβgs‖g(s)‖Lp}.
Further, using β˜v ≤ β˜τ ,
eβ˜vt‖vm+1(t)‖Vγ ≤ eβ˜vt‖v0(t)‖Vγ + C sup
s∈(0,t)
{eβ˜vs‖vm‖Vγ}2 + C sup
s∈(0,t)
{eβ˜vs‖τm‖Vˆγ},
eβ˜τ t‖τm+1(t)‖Vγ ≤ eβ˜τ t‖τ0(t)‖Vγ + C sup
s∈(0,t)
{eβ˜τs‖vm‖Vγ}2 + C sup
s∈(0,t)
{eβ˜vs‖τm‖Vˆγ}2.
Hence
k˜v,∞m+1 ≤ k˜v,∞0 + C(k˜v,∞m )2 + Ck˜τ,∞m ,
k˜τ,∞m+1 ≤ k˜τ,∞0 + C(k˜v,∞m )2 + C(k˜τ,∞m )2, for m ∈ N0.
For k˜v,∞0 and k˜
τ,∞
0 small enough, the sequence (k˜
v,∞
m , k˜
τ,∞
m ), m ∈ N0 is uniformly bounded. In particular,
the limits of eβ˜vsvm(s) and e
β˜τsτm(s) exist in Vγ and Vˆγ , respectively, defining a global solution with
exponential decay. Since locally solutions are unique the constructed solution coincides with the global
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solution constructed before. In particular, then the non-linear remainders Fp(v, τ, 0) and Gp(v, τ, 0) are
exponentially decaying.
It remains to prove that there are initial values such that k˜v,∞0 and k˜
τ,∞
0 are indeed sufficiently small.
Consider first the case p = 2. By assumption f ∈ L2(0,∞;L2(Ω)2) and g ∈ L2(0,∞;L2(Ω)). We conclude
from (6.1) and analogously for µ1 > 0, the smallest eigenvalue of −∆τ ,
‖τ(t)‖2 +
∫ t
0
‖∇τ(s)‖2 + α‖τ(s)‖2L2(Γu)ds ≤ ‖bτ‖+
1
µ1
∫ t
0
‖g(s)‖2ds.
Therefore, ‖v(t)‖2H1(Ω) and ‖τ(t)‖2H1(Ω) are integrable on (0,∞). Hence,
inf
t∈(0,∞)
(
‖v(t)‖2H1(Ω) + ‖τ(t)‖2H1(Ω)
)
= 0,
and it follows that there is t0 ≥ 0 such that ‖v(t)‖2H1(Ω) = ‖v(t)‖2V1/2 and ‖τ(t)‖2H1(Ω) = ‖τ(t)‖2Vˆ1/2 are
small enough. Hence, mimicking the proof of [17, Theorem 6.1, Step 9], it follows form the above that
‖v(t)‖2D(A2) and ‖τ(t)‖2D(B2) are exponentially decaying. For p ∈ (1,∞) one has D(A2) ⊂ V1/p and
D(B2) ⊂ Vˆ1/q by Proposition 4.1. Thus, there for all p, q ∈ (1,∞) there exist initial values for which
k˜v,∞0 and k˜
τ,∞
0 are small enough. We conclude as in [17, Theorem 6.1, Step 9] that
‖∂tv‖Lp + ‖v‖D(Ap) ≤ Ce−βvt, ‖∂tτ‖Lp + ‖τ‖D(∆τ) ≤ Ce−βτ t, for some C > 0.
Reconstructing the pressure term we obtain
‖∇Hπs‖Lp ≤ C
(
‖v‖2D(Ap) + ‖τ‖D(∆τ) + ‖f‖
)
≤ Ce−min{βv,βτ}t.

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