This paper describes an approach for the dynamic simulation of complex computer-aided engineering models where large collections of rigid bodies interact mutually through millions of frictional contacts and bilateral mechanical constraints. Thanks to the massive parallelism available on today's GPU boards, we are able to simulate sand, granular materials, and other complex physical scenarios with one order of magnitude speedup when compared to a sequential CPU-based implementation of the discussed algorithms.
The GPU was used for both dynamics and collision detection between tracks, sprockets, and pebbles [2] . mechanical joints pose numerical solution challenges because of the discontinuous nature of the motion; the dynamics is nonsmooth because of the presence of noninterpenetration, collision, and adhesion constraints. Consequently, even relatively small systems composed of a few hundred parts and constraints may require significant computational effort. More complex scenarios such as vehicles running on pebbles and sand as in Fig. 1 and Fig. 2 , soil and rock dynamics, and flow and packing of granular materials, such as in Fig. 3 , would require prohibitively long computational times, hindering the effectiveness of multibody dynamics simulation in the CAE landscape. Results reported in [3] indicate that the most widely used commercial software for multibody dynamics runs into significant difficulties when handling simple problems involving hundreds of contact events, and cases with thousands of contacts become intractable. The method embraced in this work can solve efficiently problems with millions of contacts in a sequential CPU implementation, and improved performance can be obtained with the GPU implementation discussed herein.
Until recently, because of a price barrier, taking advantage of the potential of large-scale parallel computing was the privilege of a relatively small number of research groups, thus limiting the spectrum of applications benefiting from efficiency gain induced by parallel computing. This scenario is rapidly changing as a result of a trend set by general-purpose computing on GPUs. Few GPU projects, however, are concerned with the dynamics of multibody systems. The two most significant ones can be traced back to the Havok and the Ageia physics engines. Both are commercial proprietary libraries used in the video-game industry. Given these circumstances, the goal of this work was to implement an open source, general-purpose GPU solver for multibody dynamics backed by rigorous convergence results that guarantee the accuracy of the solution. To this end, the parallel version implemented on the GPU builds on an analytical framework defined in [4, 5] , which can robustly accommodate bilaterally constrained rigid bodies undergoing frictional contacts.
Unlike the so-called penalty or regularization methods, where the frictional interaction can be represented by a collection of stiff springs combined with damping elements that act at the interface of the two bodies [6] , the approach embraced here relies on a different mathematical framework. Specifically, the algorithm draws on time-stepping procedures producing weak solutions of the differential variational inequality (DVI) problem that describes the time evolution of rigid bodies with impact, contact, friction, and bilateral constraints. When compared to penalty methods, the DVI approach has a greater algorithmic complexity but avoids the small time steps that plague the former approach.
Early numerical methods based on DVI formulations can be traced back to the early 1980s and 1990s [7, 8, 9] , while the DVI formulation has been recently classified by differential index [10] . Recent approaches based on time-stepping schemes have included both acceleration-force linear complementarity problem (LCP) approaches [11, 12] and velocity-impulse, LCPbased time-stepping methods [13, 14, 15] . The LCPs, obtained as a result of the introduction of inequalities accounting for nonpenetration conditions in time-stepping schemes, coupled with a polyhedral approximation of the friction cone, must be solved at each time step in order to determine the system state configuration as well as the Lagrange multipliers representing the reaction forces [8, 13] . If the simulation entails a large number of contacts and rigid bodies, as is the case for granular materials, the computational burden of classical LCP solvers can become significant. Indeed, a well-known class of numerical methods for LCPs based on simplex methods, also known as direct or pivoting methods [16] , may exhibit exponential worst-case complexity [17] . Moreover, the three-dimensional Coulomb friction case leads to a nonlinear complementarity problem (NCP). The use of a polyhedral approximation to transform the NCP into an LCP introduces unwanted anisotropy in friction cones and significantly augments the size of the numerical problem [13, 14] .
In order to circumvent the limitations imposed by the use of classical LCP solvers and the limited accuracy associated with polyhedral approximations of the friction cone, a parallel fixed-point iteration method with projection on a convex set has been proposed, developed, and tested [5] . The method is based on a time-stepping formulation that solves at every step a coneconstrained quadratic optimization problem [18] . The time-stepping scheme has been proved to converge in a measure differential inclusion sense to the solution of the original continuous-time DVI. This paper illustrates how this problem can be solved in parallel by exploiting the parallel computational resources available on NVIDIA's GPU cards.
Core Method
The formulation of the equations of motion, that is, the equations that govern the time evolution of a multibody system, is based on the so-called absolute, or Cartesian, representation of the attitude of each rigid body in the system. The state of the system is denoted by the generalized positions q = r
where n b is the number of bodies, r j is the absolute position of the center of mass of the jth body, and the quaternions (Euler parameters) ǫ j are used to represent rotation and to avoid singularities. Instead of using quaternion derivatives inq, it is more advantageous to work with angular velocities expressed in the local (body-attached) reference frames; in other words, the method described will use the vector of generalized velocities
Note that the generalized velocity can be easily obtained asq = L(q)v, where L is a linear mapping that transforms eachω i into the corresponding quaternion derivativeǫ i by means of the linear algebra formulaǫ i = 1 2 G T (q)ω i , with 3x4 matrix G(q) as defined in [19] . We denote by f A (t, q, v) the set of applied, or external, generalized forces.
Bilateral constraints
Bilateral constraints represent kinematic pairs, for example spherical, prismatic or revolute joints, and can be expressed as algebraic equations constraining the relative position of two bodies. Assuming a set B of constraints is present in the system, they lead to the scalar equations Ψ i (q, t) = 0, i ∈ B. Assuming smoothness of constraint manifold, Ψ i (q, t) can be differentiated to obtain the Jacobian
Constraints are consistent at velocity level provided that
Contacts with friction
Given a large number of rigid bodies with different shapes, modern collisiondetection algorithms are able to find efficiently a set of contact points, that is, points where a gap function Φ(q) can be defined for each pair of nearenough shape features. Where defined, such a gap function must satisfy the nonpenetration condition Φ(q) ≥ 0 for all contact points.
Note that a signed distance function, differentiable at least up to some value of the interpenetration, can be easily defined if bodies are smooth and convex. However, this situation is not always possible, for instance when dealing with concave or faceted shapes often used to represent parts of mechanical devices.
When a contact i is active, that is, Φ i (q) = 0, a normal force and a tangential friction force act on each of the two bodies at the contact point. We use the classical Coulomb friction model to define these forces [14] . If the contact is not active, that is, Φ i (q) > 0, no contact or friction forces exist. This implies that the mathematical description of the model leads to a complementarity problem [13] . Given two bodies in contact A and B, let n i be the normal at the contact pointing toward the exterior of the body of lower index, which by convention is considered to be body A. Let u i and w i be two vectors in the contact plane such that n i , u i , w i ∈ R 3 are mutually orthonormal vectors.
The frictional contact force is impressed on the system by means of multipliers γ i,n ≥ 0, γ i,u , and γ i,w , which lead to the normal component of the force F i,N = γ i,n n i and the tangential component of the force
The Coulomb model imposes the following nonlinear constraints:
where v i,T is the relative tangential velocity. The constraint F i,T , v i,T = −||F i,T || ||v i,T || requires that the tangential force be opposite to the tangential velocity. Note that the friction force depends on the friction coefficient
An equivalent convenient way of expressing this constraint is by using the maximum dissipation principle:
In fact, the first-order necessary Karush-Kuhn-Tucker conditions for the minimization problem (1) correspond to the Coulomb model above [20, 9] .
The complete model
Considering the effects of both the set A of frictional contacts and the set B of bilateral constraints, the time evolution of the dynamical system is governed by the following differential variational inequality (a differential problem with set-valued functions and complementarity constraints): 
where we use 
The time-stepping scheme
We formulate the dynamical problem in terms of measure differential inclusions [15] , whose numerical solution can be obtained by using the following time-stepping scheme based on the solution of a complementarity problem at each time step.
Given a position q (l) and velocity v (l) at the time step t (l) , the numerical solution is found at the new time step t (l+1) = t (l) +h by solving the following optimization problem with equilibrium constraints [4] :
i ∈ B :
Here, γ s represents the constraint impulse of a contact constraint; that is,
) term achieves constraint stabilization; its effect is discussed in [21] . Similarly, the term 1 h Φ i (q (l) ) achieves stabilization for bilateral constraints. The scheme converges to the solution of a measure differential inclusion [18] when the step size h → 0.
Several numerical methods can be used to solve (4)- (7) [22] . Our approach casts the problem as a monotone optimization problem by introducing a relaxation over the complementarity constraints, replacing Eq. (6) with i ∈
The solution of the modified time-stepping scheme will approach the solution of the same measure differential inclusion for h → 0 as the original scheme [18] .
Previous work [5] showed that the modified scheme is a cone complementarity problem (CCP), which can be solved efficiently by an iterative numerical method that relies on projected contractive maps. Omitting for brevity some of the details discussed in [5, 23] , we note that the algorithm makes use of the following vectors:k
The solution, in terms of dual variables of the CCP (the multipliers), is obtained by iterating the following contraction maps until convergence:
At each iteration r, before repeating (12) and (13), also the primal variables (the velocities) are updated as
Note that the superscript (l + 1) was omitted.
The iterative process uses the metric projector Π Υ i (·) [4] , which is a nonexpansive map Π Υ i : R 3 → R 3 acting on the triplet of multipliers associated with the ith contact. Thus, if the multipliers fall into the friction cone, they are not modified; if they are in the polar cone, they are set to zero; in the remaining cases they are projected orthogonally onto the surface of the friction cone. The overrelaxation factor ω and η i parameters are adjusted to control the convergence. Interested readers are referred to [5] for a proof of the convergence of this method.
The previous algorithm has been implemented on serial computer architectures and proved to be reliable and efficient. In the following, the timeconsuming part of the methodology, the CCP iteration, will be reformulated to take advantage of the parallel computing resources available on GPU boards.
Algorithms, Implementations, and Evaluations
A detailed analysis of the computational bottlenecks in the proposed multibody dynamics analysis method reveals that the CCP solution and the prerequisite collision detection represent, in this order, the most computeintensive tasks of the numerical solution at each integration (simulation) time step. The rest of this section concentrates on two approaches that expose a level of fine-grained parallelism that allows an efficient implementation of these two tasks on the GPU.
Parallel, rigid multibody dynamics solver on the GPU
Modern GPU processors can execute thousands of threads in parallel, providing teraflops-level computing speed. These processors, usually devoted to the execution of pixel shading fragments for three-dimensional visualization, can be exploited also for scientific computation thanks to development environments such as CUDA from NVIDIA, which provide C++ functions to easily manage GPU data buffers and kernels, that is, operations to executed in parallel on the data. The proposed algorithm fits well into the GPU multithreaded model because the computation can be split into multiple threads each acting on a single contact, or kinematic constraint, or rigid body depending on the stage of the computation.
Buffers for data structures
In the proposed approach, the data structures on the GPU are implemented as large arrays (buffers) to match the execution model associated with NVIDIA's CUDA. Specifically, threads are grouped in rectangular thread blocks, and thread blocks are arranged in rectangular grids. Four main buffers are used: the contacts buffer, the constraints buffer, the reduction buffer, and the bodies buffer.
Special care should be paid to minimize the memory overhead caused by repeated transfers of large data structures. We organized data structures in a way that minimizes the number of fetch and store operations and maximizes the arithmetic intensity of the kernel code, as recommended by the CUDA development guidelines.
The data structure for the contacts has been mapped into columns of four floats, as shown in Fig. 5 . Each contact will reference its two touching bodies through the two pointers B A and B B , in the fourth and seventh rows of the contact data structure.
There is no need to store the entire D i matrix for the ith contact because it has zero entries for most of its part, except for the two 12x3 blocks corresponding to the coordinates of the two bodies in contact. In fact, once the velocities of the two bodiesṙ (12) can be performed as
with the adoption of the following 3x3 matrices:
Since
, there is no need to store both matrices. Therefore, in each contact data structure only a matrix D T i,v AB is stored, which is then used with opposite signs for each of the two bodies.
The velocity update vector ∆v i , needed for the sum in Eq. (14) also is sparse: it can be decomposed into small subvectors. Specifically, given the masses and the inertia tensors of the two bodies m A i , m B i and J A i , J B i , the term ∆v i will be computed and stored in four parts as follows:
Note that those four parts of the ∆v i terms are not stored in the ith contact data structure or in the data structure of the two referenced bodies (because multiple contacts may refer the same body, they would overwrite the same memory position). These velocity updates are instead stored in the reduction buffer, which will be used to efficiently perform the summation in Eq. (14) . This will be discussed shortly.
The constraints buffer, shown in Fig. 6 , is based on a similar concept. Jacobians ∇Ψ i of all scalar constraints are stored in a sparse format, each corresponding to four rows 
. Also, the four parts of the sparse vector ∆v i can be computed and stored as Figure 7 shows that each body is represented by a data structure containing the state (velocity and position), the mass moments of inertia and mass values, and the external applied force F j and torque C j . Note that to speed the iteration, it is advantageous to store the inverse of the mass and inertias rather than their original values, because the operation M −1 D i ∆γ r+1 i must be performed multiple times.
The parallel algorithm
A parallelization of computations in Eq. (12) and Eq. (13) is easily implemented, by simply assigning one contact per thread (and, similarly, one constraint per thread). In fact the results of these computations would not Figure 7 : Grid of data structures for rigid bodies, in GPU memory.
overlap in memory, and two parallel threads will never need to write in the same memory location at the same time. These are the two most numerically intensive steps of the CCP solver, called the CCP contact iteration kernel and the CCP constraint iteration kernel.
However, the sums in Eq. (14) cannot be performed with embarrassinglyparallel implementations: it may happen that two or more contacts need to add their velocity updates to the same rigid body. A possible approach to overcome this problem is presented in [24] , for a similar problem. We adopted an alternative method, with higher generality, based on the parallel segmented scan algorithm [25] that operates on an intermediate reduction buffer (Fig. 8) ; this method sums the values in the buffer using a binary-tree approach that keeps the computational load well balanced among the many thread processors. In the example of Fig. 8 , the first constraint refers to bodies 0 and 1, the second to bodies 0 and 2; multiple updates to body 0 are then accumulated with parallel segmented reduction.
Since collision detection is the biggest computational overhead after the CCP solution, we also developed a GPU-based parallel code for collision detection, obtaining a 20x speedup factor when compared to the serial code of the Bullet library. The GPU collision code requires the use of multiple kernels and complex data structures that we cannot describe here because of limited space; details are available in [26] .
The following pseudocode shows the sequence of main computational phases at each time step, for the most part executed as parallel kernels on the GPU.
Algorithm 1: Time Stepping Using GPU
(GPU or host)
Perform collision detection between bodies, obtaining n A possible contact points within a distance δ, as contact positions s i,A , s i,B on the two touching surfaces, and normals n i .
(Host, serial)
If needed, copy contact and body data structures from host memory to GPU buffers. Copy also constraint data (residuals b i and Jacobians) into the constraint buffer.
3. (GPU, body-parallel) Force kernel. For each body, compute forces f (t (l) , q (l) , v (l) ), if any (for example, gravity). Store these forces and torques into F j and C j . 9. (GPU, body-parallel) Body velocity updates kernel. For each j body, add the cumulative velocity updates that can be fetched from the reduction buffer, using the index R j .
10. Repeat from step 6 until convergence or until number of CCP steps reached r > r max .
(GPU, body-parallel) Time integration kernel.
For each j body, perform time integration as q
12. (Host, serial) If needed, copy body, contact, and constraint data structures from the GPU to host memory.
Parallel collision detection algorithm
The collision detection algorithm implemented performs a two-level spatial subdivision. The first partitioning occurs at the CPU level, which leads to a relatively small number of large boxes. The second partitioning of each of these boxes occurs at the GPU level, which leads to a large number of small bins. The collision detection occurs in parallel at the bin level. Specifically, an exhaustive collision detection process is carried out by one GPU thread to check for collisions between all the bodies that happen to intersect the associated bin. Since the bin size can be made arbitrarily small, the number of possible collisions inside the bin is kept small. Figure 9 outlines the software and hardware stack associated with this methodology.
Four OpenMP threads control the four GPUs available on the computer. The coarse-grained partitioning at the CPU level is straightforward: the volume occupied by the objects is partitioned into boxes whose edges are aligned with a global Cartesian reference frame. Typically, this operation results in hundreds of boxes, which are subsequently assigned in a round robin fashion to each of the four GPUs. For instance, if there are 125 boxes it is expected that on average each of the four GPUs will have to process about 31 or 32 boxes. Objects that span two or more boxes are automatically assigned to each box when the data is sent down for fine-level partitioning on the GPU. A mechanism is in place on the GPU side to avoid double counting of potential collisions in this case. The specifics of the GPU collision detection are discussed in detail in the following subsections. Once the collision data has been computed for each box, it is merged together on a single CPU thread.
Stages of GPU collision detection algorithm
A high-level overview of the GPU-based collision detection is as follows. The collision detection process starts by identifying the intersections between objects and bins. The object-bin pairs are subsequently sorted by bin id. Next, each bin's starting index is determined so that the bins' objects can be traversed sequentially. All objects inside a bin are subsequently checked against each other for collisions by one GPU thread. This high-level process is implemented in a sequence of nine stages, each of which is discussed next. Figure 10 shows what a typical set of data used for collision detection looks like and will be used in what follows to explain the proposed approach. The collision detection process begins by identifying all object-tobin intersections. As Figure 11 shows, an object (body) can "touch" more than one bin; there is no limit to how many intersections take place. The proposed approach, for performance reasons, had bins sized so that spheres would intersect only up to eight bins; however, because the actual number of intersections between an object and a bin is computed, an object can intersect any number of bins. This feature allows the proposed algorithm to be extended to any geometry.
In this stage, the bounds of the simulation space are calculated first. Both the largest and outermost objects are determined, allowing the required bin size to be calculated. In order for the grid and bins to remain uniform, each side of the grid, like a cube, has equal length. The bin size is set to be twice as large as the radius of the largest object, which ensures that each sphere can touch a maximum of eight bins. The issue of choosing an optimal bin size is further discussed in [26] as it relates to efficient use of the GPU. If one knows the bin size, the number of bins used in the collision detection process can be determined.
Next, the minimum and maximum bounding points of each object are determined and placed in their respective bins. For example, Fig. 11 shows that object 4's minimum point lies in B4 and its maximum point in A5. The entire object must fit between the minimum and maximum points; therefore the number of bins that the object intersects can be determined quickly by counting the number of bins between the two points in each axis and multiplying them. In this case the number is 4. This number is then saved into an array, T ( see Fig. 12 ), which is the size of the number of objects N . As a result of this stage, array T contains at index i the number of bins that object i touches.
Stage 2 An inclusive parallel prefix sum is next performed on T, which was created in Stage 1. A parallel prefix sum (scan) operation takes an array of N elements and returns a second array in which element i is the sum of the first i entries of the original array [25] . The CUDA-based Thrust library implementation [27] of the scan algorithm used operates on T to return in S the memory offset for each object in T ( see Fig. 13 ). Stage 3 In Stage 3, an array B (see Fig. 16 ), is allocated of size equal to the value of the last element in S. This value is equal to the total number of object-bin intersections in the uniform grid. Each element in B is a key-value pair of two unsigned integers. The key in this pair is the bin number and the value is the object number. The bin number is calculated as described in the pseudocode of Fig. 15 , where [i, j, k], in 3D, are the coordinates of the bin in the uniform grid. This process is equivalent to a 3D geometric hash function and ensures that each bin number is unique. Additional checks make sure that the bin number is within the valid bounds of the uniform grid. As Fig. 14 shows, objects not fully contained within the outer edge of the grid are restricted so that their maximum bound cannot be greater than the bounds of the uniform grid. The process used to determine the intersections is essentially the same as Stage 1 with the difference being that intersections are written rather than just being counted. In this stage, the memory offsets contained in S are used so that the thread associated with each body can write data to the correct location in B.
Stage 4 In Stage 4, the key-value array B is sorted by its key, that is, by bin id. This stage utilizes a GPU-based radix sort from the Thrust library [27] . This stage effectively inverts the body-to-bin mapping to a bin-tobody mapping by grouping together all bodies in a given bin for further processing. Stage 5 Once the key value pairs are sorted by bin id, the start of each bin needs to be determined. The total number of elements in array B is known and is equal to the total number of object-bin interactions. The process for this stage is outlined in the pseudocode of Fig. 18 . Each element in the array is processed in parallel by one thread. Each of these threads reads the current and previous bin value. If these values differ, then the start of a bin has been detected. The first thread reads only the first element and records it as the initial value. The starting positions for each bin are written into an array C of key-value pairs of size equal to the number of bins in the 3D grid. When the start of a bin is found in array B, the thread and bin id are saved as the key and value, respectively. This pair is written to the element in C indexed by the bin id. Not all bins are active. Inactive bins (i.e., bins touched by zero or one bodies), are set to 0xffffffff, the largest possible value for an unsigned integer on a 32-bit, X86 architecture. This simplifies the sorting process in the next stage, since such bins cannot host any contacts. Figure 19 shows the outcome of this stage.
Stage 6 In Stage 6, the bins that are not used are pushed to the end of the array. To accomplish this, array C is sorted by key and invalid entries (the 0xffffffff entries, represented for brevity as 0xfff in the figure) are moved to the end of the array; see Fig. 20 . This stage allows C to be traversed sequentially, so that the number of active bins can be determined for the next stage. To this end a second radix sort is utilized. Once sorted, the array is processed in parallel, and the index of the last valid entry in the array is determined. No bins after this index will be processed. Stage 7 At this point, one GPU thread is assigned to each active bin to perform an exhaustive, brute-force, bin-parallel collision detection. This is effective because the number of objects being tested for collisions has become relatively small. First, the total number of active bins is determined by finding the index in the sorted C array where the bin value is a valid number and the next value is an invalid 0xffffffff. Because the values were sorted in the previous stage, there is only one place in the array where this can occur. Determining this value allows memory and thread usage to be allocated accurately. In this manner no threads will be wasted on passive bins, that is, bins that are touched by one or no object at all. In this stage, each thread computes the total number of collisions in its bin and writes that number to an array D of unsigned integers with a size equal to the number of active bins. The bin starting number (from Stage 5) is read for the current and next bins, the starting value for the next bin being the ending value for the current one, allowing the list of objects to be iterated through.
The algorithm used to check for collisions between spheres does so by calculating the distance between both objects. Because all objects are spheres, contacts can occur only when the distance between each object's centroid is less than or equal to the sum of their radii. Because one object could be contained within more than one bin, caution was required to prevent re- peated detection of the same collision. For example, if two objects intersect within two separate bins, each thread processing its respective bin shouldn't find the exact same collision pair. Therefore, several conditions need to be satisfied in order to guarantee unique collisions.
The principle used is simple; the midpoint of a collision volume can be contained only within one bin. Therefore, only one thread will find a collision pair. For example, in order to determine the midpoint of the collision volume, the vector going from centroid of object 4 to the centroid of object 7 is determined; see Fig. 21 . Then the point where this vector intersects each object is determined. The midpoint between these two points is used as the midpoint of the collision volume. If one object is completely inside the other, the midpoint of the collision volume is the centroid of the smaller object. Using this process, the number of collisions are counted for each bin and written to D. This stage is outlined in the pseudocode of Fig. 22 .
Stage 8
Once the number of collisions per bin is returned, an inclusive prefix scan operation is performed on it. This stage returns an array E whose last element is the total number of collisions in the uniform grid. This allows an exact amount of memory to be allocated in the next stage. The Thrust scan algorithm [27] was again used for this stage.
Stage 9
The final step of the collision detection algorithm is to write the contact information to the contact pair array. Concretely, an array of contact information structures F is allocated with a size equal to the value of the last element in E. The collision pairs are then found by using the algorithm outlined in Stage 7. At this point, instead of simply counting the number of collisions, actual contact information is written to its respective 
Final Evaluation
The GPU iterative solver and the GPU collision detection have been embedded in our C++ simulation software Chrono::Engine. We tested the GPUbased parallel method with benchmark problems and compared it with the serial method in terms of computing time.
For the results in Table 1 , we simulated densely packed spheres that flow from a silo. The CPU is an Intel Xeon 2.66 GHz; the GPU is an NVIDIA Tesla C1060. The simulation time increases linearly with the number of bodies in the model. The GPU algorithm is at least one order of magnitude faster than the serial algorithm.
Other stress tests were performed with even larger amounts of spheres, such as in the benchmark of Fig. 30 . Similarly, the test of Fig. 29 simulates 1 million rigid bodies inside a tank being shaken horizontally (the amount of available RAM on a single GPU board restricted us from going beyond that limit).
Using the proposed GPU method, we are already able to simulate granular soil (pebbles, sand) under the tracks of a vehicle; see Fig. 2 . In fact our GPU collision detection code is able to handle nonconvex shapes by performing spherical decomposition. In order to simulate larger scenarios, with smaller grains of sand, future efforts will address the possibility of using domain decomposition, with clusters of multiple GPU boards on multiple hosts. Table 1 : Stress test of the GPU CCP solver and GPU collision detection. A first set of experiments was carried out to validate the implementation of the algorithm using various collections of spheres that display a wide spectrum of collision scenarios: disjoint spheres, spheres fully containing other spheres, spheres barely touching each other, and spheres that are in contact but not full containment. The first column of Table 2 reports the number of objects in the test for five scenarios. For each test the error between the reference algorithm and the implemented algorithm is reported for the total number of contacts identified, the average error and standard deviation of the contact distance, contact unit normal, and point of contact. The reference algorithm used for validation was the sequential (nonparallel) collision detection implementation available in the open source, state-of-theart Bullet Physics Engine [28] .
These results showed that the error in the proposed algorithm, when com-pared to the CPU implementation, is minimal and is due to floating-point error. The CPU-based algorithm relies on double precision, while the GPU algorithm relies on single precision. While this had an effect on the overall contact data, the number of contacts was the same. Furthermore, the small errors reported above show that no collisions were missed by the algorithm. Because the data was sorted, if a contact had been missed, subsequent contacts would have also been incorrect, leading to large error values.
A second set of numerical experiments was carried out to gauge the efficiency of the parallel CD algorithm developed. The reference used was the same sequential CD implementation from Bullet Physics Engine. The CPU used in this experiment (relevant for the Bullet implementation) was AMD Phenom II Black X4 940, a quad core 3.0 GHz processor that drew on 16 GB of RAM. The GPU used was NVIDIA's Tesla C1060. The operating system used was the 64bit version of Windows 7. Three scenarios were considered. The first one gauged the relative speedup gained with respect to the serial implementation. This test stopped when dealing with about 6 million contacts (see horizontal axis of Fig. 24 ), when Bullet ran into memory management issues. The plot illustrates that the relative speedup is up to 180. The second scenario determined how many contacts a single GPU could determine with this algorithm before running short on memory. As Fig. 25 shows, approximately 22 million contacts were determined in less than 4 seconds. This was followed by a third scenario, where the problem size was increased up to 1.6 billion contacts; see Fig. 26 . This experiment relied on the software/hardware stack outlined in Fig. 9 . Specifically, the test combined the use of OpenMP, for multiple GPU management, with CUDA, for GPU-level computation management.
Collision detection scaling for relevant dynamics application
Our second set of experiments was designed to illustrate how the proposed algorithm performs when interfaced with a physics based dynamics simulation package. The goal was to understand how the algorithm scaled when the objects were tightly packed rather than randomly distributed as in the previous test. The simulation consisted of a cylindrical tank that had a constant height with the radius varying with the number of spheres added to the tank. Specifically, the number of spheres in the tank was increased with each simulation without increasing the depth of the tank. Instead, the radius of contacts detected. This graph shows that the multi-GPU algorithm scales linearly and can detect more than a billion contacts in less than a minute. the cylinder, which had to increase, was determined for each simulation using the number of spheres and their packing factor. Each test was run using an NVIDIA Tesla C1060 until the number of collisions and thus the simulation time per time step reached steady state. The open source dynamics engine Chrono::Engine was used for this simulation [1] . The GPU solver in Chrono::Engine was used in conjunction with the proposed algorithm.
In this simulation spheres were first dropped into the tank at fixed intervals until the number of objects in the tank reached the desired amount, at which time a hole in the bottom of the tank was opened. The simulation was then run until steady state flow was reached. The results are presented in Table 3 and graphed in Fig. 27 and Fig. 28 . They indicate that even in a dynamics application, the collision detection algorithm scales linearly. Furthermore, the results show that the bulk of each time step was spent on the GPU dynamics solver portion of the simulation, with a small amount of time taken up by the collision detection step. These times are larger than the raw collision detection times presented earlier due to the pre-and postprocessing required by the physics engine as it transfers and organizes data for use between the solver and collision detection. 
Future Directions
A parallel numerical method has been proposed for the simulation of multibody mechanical systems with frictional contacts and bilateral constraints. The parallel method is based on an iterative approach that falls within the mathematical framework of measure differential inclusions and is backed by a rigorous convergence analysis.
Results obtained with the proposed method demonstrate that the GPU version of the dynamics solver is about 20x faster than the CPU version. A similar speedup has been obtained for the collision detection.
