The arbuscular mycorrhizal symbiosis formed between arbuscular mycorrhizal fungi (AMF; Glomeromycota) and plant roots is probably the most abundant symbiosis in the world. This symbiosis is formed by the majority of plant species and contributes to improving plant growth and promotes plant diversity (Smith and Read, 2008) . Mycorrhizal fungi increase plant growth by improving acquisition of phosphate, an essential nutrient for plant growth. With the rapidly expanding human population, world phosphate reserves are at a critical level, and improved strategies of phosphate use and cycling in agro-ecosytems are essential (Gilbert, 2009; Gross, 2010) . Furthermore, producing superphosphate fertilizer is energy intensive and expensive. Clearly, AMF have the potential to improve the sustainable use of phosphate in agro-ecosystems, especially in tropical acidic soils. The fungi can be applied to the soil in the form of spores. The spores are normally applied with a substrate carrier, most often soil, and the fungus with the carrier is known as inoculum. However, for several reasons they have had limited use in agriculture. First, most crops are naturally colonized by AMF in the soil and so adding more AMF may not seem necessary. Second, a given AMF may improve the growth of some plant species but not others. So, there is unlikely to be any universal inoculum that is effective for all crops. Third, and economically the most significant, is that most AMF species have to be grown in unsterile conditions with plants. It is labour intensive, expensive and does not guarantee that the inoculum is free of other soil microorganisms that could be potential pathogens. However, by coupling recent advances in understanding the ecology, natural genetic diversity and genetics of AMF with technological advances in inoculum production, it may be possible in the future to create 'designer' mycorrhiza; using inoculum that have been manipulated for a desired growth effect with a given crop and that can be produced in an economically viable way.
For years, researchers working on the mycorrhizal symbiosis have been able to cultivate AMF in vitro in sterile growth conditions on artificial media with plant roots transformed with Agrobacterium rhizogenes (Declerck et al., 2005) . This culture system could potentially provide the solution to producing clean inoculum in an economically viable way. The problem is that fungal growth in that culture system is generally quite slow and researchers have had difficulty getting many different AMF species into, or to grow well, in that culture system. One of the few AMF species that seems well adapted to growing in that system is known as Glomus intraradices. It is widely found in agricultural soils. So the question is whether the genetic variation within an AMF species, which is cultivable in vitro, is large and can lead to large variation in how the fungi affect plant growth? Furthermore, is it possible to manipulate this genetic variation within the fungus in an environmentally acceptable way to develop new AMF lines that have improved effects on plant growth with a given crop plant. All these features should be interesting for commercial AMF inoculum producers.
Studies have revealed surprisingly high levels of within-species genetic variability in the AMF G. intraradices. A recent study of G. intradices isolates available worldwide demonstrated very high diversity in rDNA sequences (Stockinger et al., 2009) . In that study, two distinct clades were identified, but even within each clade extremely high levels of sequence variation were observed. Amplified fragment length polymorphism and sequence-based markers revealed a very large number of polymorphisms among G. intraradices isolates all originating from one small field in Switzerland (Koch et al., 2004) . To obtain very clean DNA, those studies were restricted to a collection of isolates that had been put into the sterile in vitro culture system with transformed carrot roots. Importantly, within that collection, genetic differences were shown to translate into different fungal phenotypes and differential effects on plant growth (Koch et al., 2006; Croll et al., 2008) . Thus, natural genetic variation within an AMF species is indeed interesting for development of improved inoculum, both in terms of the growth rate of the fungus in culture and because of its effects on plant growth.
However, an exciting new study reveals even higher levels of genetic diversity within field populations of G. intraradices (Bö rstler et al., 2010) . Bö rstler et al. revisited the same Swiss field. Instead of restricting themselves to G. intraradices from the in vitro cultivated collection, they looked at the diversity of mitochondrial large-subunit rDNA haplotypes of G. intraradices colonizing roots. Their study predicts much higher levels of diversity in G. intraradices populations than previously thought. Furthermore, the study also included another agricultural field and two grassland sites. This revealed that genetic variability in G. intraradices was also very high among sites, with higher diversity in the agricultural fields than the grasslands. This new level of genetic diversity within one AMF species, which can be cultured in a clean in vitro system, is exciting news for the potential of this fungus for inoculum development. It seems that there is, indeed, a very high level of diversity in this fungus that could be used to select for improved inoculum growth and for its symbiotic effects on plants.
So, how could this genetic variability be used to develop effective new inoculum with a specific growth effect on a given crop? One way is to manipulate the genetics of AMF. Until recently, it was assumed that AMF are completely clonal and that no genetic exchange takes place between genetically different AMF. However, recently genetic exchange has been shown to take place between genetically different G. intraradices and that this gives rise to 'hybrid' progeny with phenotypes that are sometimes novel compared with those of the two parents (Croll et al., 2009) . AMF are able to harbour genetically different nuclei within a common cytoplasm (Hijri and Sanders, 2005) . In a recent study, Angelard et al. (2010) took lines of G. intraradices that actually gave a negative growth effect on rice and manipulated their genetics. These manipulations used naturally existing biological processes in the fungus; namely, genetic exchange and segregation rather than any laboratory-engineered gene insertion. They produced genetically novel G. intraradices lines that could induce up to fivefold growth increases in rice. The manipulations involved taking pairs of genetically distant G. intraradices isolates, allowing them to fuse to produce crossed lines. The crossed lines did not improve rice growth. However, by making single spore lines from crossed lines, genetically different nuclei of the fungus were partitioned in newly forming spores in different proportions; a type of partial segregation. Thus, siblings from one AMF line are genetically different from the parental line and from each other. The genetically different fungal lines induced strong differences in rice growth. Interestingly, some of the segregated AMF lines that did not alter rice growth gave different growth effects on another plant, Plantago lanceolata, showing that genetic changes in the fungus can have specific effects on different plant species. Rice is a globally important food crop. The ability to take an AMF that is not beneficial and produce an AMF line that is highly beneficial on such a plant using 'environmentally acceptable' manipulations of the genetics of the fungus is exciting. Perhaps more exciting is that this was carried out with G. intraradices, which, as we now know, is a genetically very diverse AMF. Furthermore, because segregated lines have specific effects on crops, this means that inoculum producers may now be in a position to manipulate natural genetic variation in AMF to make 'designer' mycorrhizas, with fungi selected for their symbiotic effects on a particular crop.
Although geneticists have been making advances in understanding genetic variability in AMF and how AMF genetics contributes to the symbiotic effects with plants, biotechnologists have made significant breakthroughs increasing the efficiency of AMF inoculum production in the in vitro system. Some companies are now able to produce AMF in vitro in very large quantities at relatively low cost. As the demand for phosphate fertilizer goes hand -in hand with the growth in the world's population, prices of this important resource will certainly rise. Initial field trials in Colombia with such mass in vitro-produced G. intraradices inoculum show promising results for maintaining food crop yields while greatly reducing phosphate inputs, making the cost of inoculum a minor factor in the production costs (A Rodriguez; personal communication). With the exciting possibly for geneticists and inoculum producers to now manipulate the fungus to produce effective inoculum for a given crop or soil type, the mass-produced 'designer' mycorrhiza appears to be a step closer and more of an economic reality. Cultivated bacteria generally have small cell sizes and are adapted to rapid growth and efficient substrate uptake of ambient solutes. Most bacteria in the environment, however, in particular in the sub-surface soil or seabed, live under strongly substrate-limited conditions. They also have small cell sizes but grow only very slowly, with mean generation times of many years. The lithotrophic and mostly autotrophic bacteria of the genera Beggiatoa, Thioploca and Thiomargarita have followed a very different path of prokaryotic evolution. These big sulfur bacteria show unique and fascinating specializations to a life in gradients between sulfide and oxygen or nitrate. Beggiatoa are best known from visible mass occurrences on sheltered coastal sediments or decaying algal debris in which they aggregate as white films at the oxygen-sulfide interface. They also form distinct benthic mats around cold seeps and hydrothermal vents, which are discovered in large numbers through the increasing access to the deep sea by manned submersibles and remotely operated vehicles . The most widespread occurrence of Beggiatoa, however, is in the oxidized but anoxic zone of sediments in which neither their electron donor nor their electron acceptor seems to be available. The Beggiatoa are rarely detected here because they are too few to be discovered by normal cell counting techniques and their 16S ribosomal RNA (rRNA) genes have been difficult to amplify by PCR. Owing to their large individual cell size Beggiatoa may constitute a significant fraction of the entire prokaryotic biomass and yet belong to the rare biosphere in surface sediments. Techniques generally used for meiofauna studies are required to find and quantify the mm-long filaments of Beggiatoa .
So what is the unique adaptation of Beggiatoa, Thioploca and Thiomargarita, which makes large size of selective advantage? A majority of the big sulfur bacteria studied so far seem to have different variants of the same general specialization. They are storage tanks for a soluble electron acceptor, nitrate, and a solid electron donor, elemental sulfur. With sufficient storage capacity they are no longer dependent on the concurrent presence of their substrates or bound to their diffusion interfaces. The bacteria may occasionally visit these interfaces but can otherwise move around freely in between them. During anaerobic periods when they reduce internal nitrate to ammonium they seem to save energy and accumulate elemental sulfur, but when they reach oxygen they increase respiration rates and grow at the expense of internal sulfur oxidation.
The following example from Preisler et al. (2007) illustrates this mode of life. The common marine Beggiatoa of 25-30 mm diameter were found to have 100-300 mM nitrate in their vacuoles and 300-400 mM elemental sulfur in cytoplasmic invaginations, both concentrations calculated per total cell volume. With a measured metabolic rate consuming 13 mM nitrate and 15 mM S 0 per day they have energy reserves for almost a month. Even with their slow gliding speed of 2 mm per second they are able to move 5 m before they run out of energy and electron acceptor. The distance between the 1 and 2 mm deep oxygen/nitrate zone at the surface of the sediment and the zone of free sulfide several cm deeper is thus crossed multiple times before the bacteria need to refuel with nitrate. Although moving around in the intermediate zone between free oxygen and free sulfide, the bacteria still have access to sulfide from ongoing dissimilatory sulfate reduction but they are able to maintain the H 2 S concentration below a detection limit of ca. 1 mM. Simple phobic responses to both elevated oxygen and elevated sulfide concentrations apparently help to keep the bacteria within the intermediate zone. Interestingly, in this intermediate zone the bacteria may compete for sulfide with a very different mode of oxidation that takes place over a couple of cm through extracellular electron transport between sulfide and oxygen. Such a bioelectric current may involve bacterial nanowires and authigenic minerals and was recently discovered in marine sediment to remotely couple sulfide oxidation and oxygen reduction (Nielsen et al., 2010) .
The chemotactic responses of gliding Beggiatoa filaments may seem simple at first sight, yet they enable the entire community to respond in complicated patterns to environmental clues. For example, when inside their optimal environment, the oxygensulfide interface, Beggiatoa filaments glide a shorter distance than their own filament length before reversing direction. Thereby, they remain anchored and do not leave the interface. When outside the oxygen-sulfide interface they glide a longer distance than their own filament length and thereby test a new environment before spontaneous reversal. As a result, the gliding filaments move effectively through the environment until they hit the interface again (R Dunker and H Røy, personal communication) . A similar observation can be made in filaments of the related marine Thioploca that live as bundles in common slime sheaths. The filaments glide back and forth and stretch far out of the sheaths but generally do not leave the sheaths, irrespective of the ambient chemical gradients. In this case, it is not clear whether a chemical or a mechanical clue directs the reversal of gliding but novel tactic mechanisms as well as quorum sensing may well be at play (Høgslund et al., 2009) .
The cell size of the nitrate-accumulating sulfur bacteria may reach 4100 mm in Beggiatoa and even 1 mm in Thiomargarita. Such dimensions challenge our understanding of the constraints to prokaryotic cell size. Recent studies indicate that the cells have multiple genome copies (HN Schulz-Vogt, personal communication), which opens for interesting questions of how the cellular processes are genetically controlled. Different species of Thiomargarita also have introns in the 16S rRNA genes (V Salman, personal communication). These apparently non-coding inserts are common in eukaryotic mRNA while in prokaryotes they are found occasionally in rRNA genes and may possibly have a role in regulating gene expression. Owing to their large size, Beggiatoa were also pioneers of whole genome sequencing from bacteria picked individually from environmental samples (Mussmann et al., 2007) . The sequencing of individual, morphologically distinct sulfur bacteria now leads to a new phylogeny of these fascinating microorganisms in which taxonomy, morphology and function can be correlated (V Salman, personal communication The vast majority of bacteria live in highly organized communities called biofilms that are usually associated with surfaces or with interfaces. Compared with their planktonic lifestyle, the physiological behavior of biofilm community members is profoundly altered, resulting in an increased resistance to a wide variety of environmental stresses, including antibiotics, desiccation, predation and host immune response (Stoodley et al., 2002) . Because the biofilm responds as a community rather than as an assemblage of individual cells, cell-to-cell coordination and therefore communication and signaling are imperative. Quorum sensing, the secretion and detection of a diffusible molecule by the community members, can lead microbial species to suddenly change their behavior, for example, the production of virulence factors (Fuqua and Greenberg, 2002) . Beveridge and colleagues for decades have advocated for membrane vesicles as an important but overlooked component of the matrices of biofilms (Schooling and Beveridge, 2006) , and more recently have suggested that membrane vesicles may have an important role for intercellular DNA transfer (Schooling et al., 2009) . Mashburn and Whiteley (2005) have invoked membrane vesicles as a mechanism for the direct cell-to-cell transmission of a certain quorum-sensing signal that has been implicated in the initiation and control of biofilm formation (Davies et al., 1998) .
To study the organization of bacterial biofilms at macromolecular resolution, we resorted to Myxococcus xanthus, a poster child for complex social behavior and biofilm formation. The key for meaningful ultrastructural studies was the faithful preservation of the biofilm using high-pressure freezing and freeze-substitution, which overcomes artifacts typically associated with classical chemical fixation, and room-temperature sample preparation protocols (reviewed in McDonald and Auer, 2006) .
With such faithful preservation it became apparent that the abundance of extracellular vesicle structures, found at unprecedented levels, needed to be further examined by electron tomography three-dimensional (3D) ultrastructural imaging.
These structural data are presented in our recent paper in the Journal of Bacteriology (Palsdottir et al., 2009) , with a full description of the manner in which biofilms were grown, and a full description of the sophisticated preparative and 3D imaging technologies. Electron tomography of biofilms formed by cells of M. xanthus growing on a cellulose substratum shows that the spaces between these cells are virtually full of vesicles that range in size between 30 and 60 nm ( Figure 1a ). Because our preparative methods maintain true volumes, without shrinkage, we can assume that the number and distribution of the intercellular vesicles are representative of their profusion in the natural biofilm. In areas of biofilms grown on a plastic surface, in which the cells are less tightly packed (Figure 1b ), we can see that the vesicles are formed at the surfaces of cells, and the details of their structure and of the manner in which they are tethered to the cell (Figures 1c and d ) are especially well resolved in these electron tomograms. We have noticed that the vesicles contain protein cargo, and have proposed that the vesicle may be the vehicle by which the transfer of outer membrane proteins such as Tgl and CglB, which are involved in social and adventurous motility (respectively), can occur. It has been shown that outer membrane proteins involved in the type-IV-pili-based mechanism of social motility can be passed from cells with the genomic capability of producing them to cells of mutants that lack the gene for their production without transfer of DNA/RNA-coded information (Nudleman et al., 2005) .
Lotte Sogaard-Andersen's team, at the Max Plank Institute for Terrestrial Microbiology (Marburg, Germany), in a recent review (Konovalova et al., 2010) embraced our vesicle hypothesis for protein transfer between cells within a biofilm. Proteins and any cell signaling molecules that may accompany them could be packaged into vesicles and left on swarming tracks for later uptake by neighboring or trailing cells that would then participate in motile excursions or even in fruiting body formation. We note that cell-cell signaling by diffusion of signal molecules has inherent limitations in distance and in time, because of dilution of the molecule with radial diffusion, but that the vesicular mechanism has no such limitations.
Electron tomography and 3D reconstruction allow us to resolve the membranes of the vesicles and those of the cells from which they form. Electron tomography of resin-embedded biofilms, in which fixation artifacts have been minimized through high-pressure ultrarapid freezing approaches, also allows us to resolve the structures of bacterial cell outer membranes that are very closely apposed to each other in areas (Figures 1e-g ). The data show that the envelope structures of neighboring cells in biofilms can be very closely apposed, with little or no intervening material mediating the contact between cells in M. xanthus biofilms of high density, but we have not observed fusion of outer membranes as was hypothesized by Kaiser and colleagues (Nudleman et al., 2005) .
Dr Sogaard-Andersen makes a suggestion that the surfaces of M. xanthus cells may contain truncated assemblies of FrzCD proteins that can 'sense' the differences between the surfaces of adjacent Myxococci and inert surfaces. These sensory assemblies could only operate in regions in which the cells are in very close contact, without extensive exopolysaccharide between adjacent cells, and the appositions we observed between tightly packed cells (Figures 1e-g ) could represent such proposed intimate contacts. These paired observations, in which molecular data are placed in a structural context, are a powerful tool in the examination of intact microbial communities. We submit that this revelation that cells of M. xanthus may exchange proteins, by means of vesicles and/or intimate cell-cell contacts, represents another layer of complexity in the continuing story of the biofilms that predominate in natural ecosystems. Furthermore, the notion that individual cells in a biofilm community can exchange proteins, and thus endow their neighbors with characteristics (for example, specific forms of motility) for which they lack the genomic capability, represents a new level of sophistication in biofilm communities.
Further ultrastructural analysis of more mature biofilms revealed a high density of membrane structures (see Figure 2 ) that have the potential to connect bacteria within a biofilm and allow them to share energy and substrate and signaling molecules. With conventional sectioning and transmission electron microscopy imaging approaches, it is nearly impossible to follow such long membrane structures in a biofilm from one cell to another. We therefore have begun to use a brand new imaging approach, known as focused ion beam scanning electron microscopy, which allows the study of such mature dense biofilm communities in depth of several microns. We anticipate that this novel 3D imaging approach will yield macromolecular-resolution insight into community organization and allow visualization of its distinguished intracellular and extracellular macromolecular machines inventory. We believe that a combination of in-depth highresolution ultrastructural 3D analysis, genetics, biochemistry and correlative physiological assays are needed to understand and possibly model the coordinated, tissue-like behavior of bacteria in biofilms as a collective organism rather than individual independently acting cells. Rapid climate change in the Arctic has begun to affect the ecology of plants and animals throughout the region, with impacts on species ranges, population dynamics and food web interactions (Grebmeier et al., 2006; Post et al., 2009) . By comparison, little attention has been given to the impacts on Arctic microbial communities, despite the major and often dominant contribution of microbes to total ecosystem biomass, biodiversity, nutrient cycling and energy flow. Some Arctic microbial ecosystems appear to be in rapid decline, whereas others are shifting towards new states, with implications for food webs and biogeochemical fluxes including greenhouse gas emissions. Given the accelerated rate of climate warming in the Arctic (Screen and Simmonds, 2010) and its potential effects on large-scale microbial processes (Kirchman et al., 2009; Schuur et al., 2009) , Arctic microbiota can be viewed both as sentinels and amplifiers of global change. Ice forms the structural basis for many types of microbial ecosystem in the polar regions; small changes in temperature across the melting point can therefore have pronounced impacts on polar habitats and communities (Vincent, 1988) . Global warming is causing a general attrition of the cryosphere, the ensemble of ice-containing environments on Earth. The continuous decline in annual sea ice is reducing the growing season for microbial communities that live in brine channels between the ice crystals and in the water column at the edge of the pack ice (marginal ice zone). In the Bering Sea region, these effects may account for decreased organic carbon fluxes to the seafloor and the observed reduction in benthic respiration rates (Grebmeier et al., 2006) . Over the last decade, there has been a severe loss of multi-year sea ice, the 43-m thick ice formed by multiple years of accumulation. Only 20 years ago, this ice type covered about 80% of the Arctic Ocean (time series details at http://www.seaice.apl.washington.edu/), but little attention has been given to its microbial ecology. It can be expected that ongoing climate change will lead to the disappearance of this and other ice types, and their associated biota.
JP Remis is at
The thickest multi-year sea ice occurs as land-fast ice shelves along the northern coast of Ellesmere Island in high Arctic Canada. In addition to basal accretion by freezing of seawater, these also derive part of their mass from snowfall, and in the case of the Milne Ice Shelf, from glacier input. Abundant lakes and ponds melt out over the ice shelves each summer and these contain bottom sediments and benthic microbial mats. The mats are consortia of diverse Bacteria, Archaea and Eukarya (and associated viruses), but their main biomass constituents are oscillatorian cyanobacteria, including genotypes that are 499% similar (in terms of 16S rRNA gene sequences) to taxa previously thought to be endemic to Antarctica (Jungblut et al., 2010) . The ice shelves are diminishing rapidly (Figure 1) , and after millennia of existence their unique microbial ecosystems are now facing imminent extinction (Vincent et al., 2009) .
The high Arctic ice shelves dam bays and fiords to create 'epishelf lakes', an unusual ecosystem type of freshwater overlying saltwater that is in tidal exchange with the sea. The fracturing and break-up of ice shelves is causing the draining and loss of their fresh and brackish water microbial communities. Epishelf lakes are well known from Antarctica, but after numerous losses over the last century, only one such ecosystem is thought to remain in the High Arctic, and it is vulnerable to ongoing warming (Veillette et al., 2008) . A different type of ice-dammed lagoon occurs at the mouth of Arctic rivers. These persist for 6-9 months each year behind thick barriers of rubble ice (stamukhi) that form in the ice convergence zone, at the outer limit of land-fast sea ice. Studies on one such ecosystem at the mouth of the Mackenzie River showed that it is an active microbial ecosystem with distinct physical and microbiological properties (Galand et al., 2008) . Stamukhi lakes are found throughout the circumpolar region and most likely have a key functional role in processing riverine inputs to the Arctic Ocean. Given their dependence on ice dynamics, these systems will respond strongly to ongoing climate change, with implications for the upstream flooding and residence time of water over river deltas, and for the transport of organic carbon and other terrigenous materials into the offshore ocean.
Melting sea ice combined with increasing freshwater delivery from river inflows is affecting the physical characteristics of the Arctic Ocean by causing reductions in the salinity of the surface mixed layer, which in turn results in greater Commentaries hydrodynamic stability of the water column. These changes have been accompanied by increased bacterial concentrations, and also by a shift in phytoplankton size structure towards small microbial eukaryotes, notably, cold-adapted picoprasinophytes (Li et al., 2009) . The latter are likely to be more competitive and less subject to sinking losses relative to larger phytoplankton in stratified, nutrient-poor conditions. However, these small cells are much less efficiently transferred within marine food webs and the resultant shifts may alter organic carbon export to fish communities and to benthic ecosystems. Such effects could be exacerbated by warmer temperatures that speed up respiration and microbial loop processes. A warmer Arctic Ocean may also be more susceptible to invasive species from the south, for example, the eventual replacement of picoprasinophytes by picocyanobacteria, and modification of dinoflagellate assemblages by the arrival of harmful algal bloom species. Both of these microbiological scenarios would most likely affect food quality, trophic processes and ecosystem services such as fisheries and shellfish harvesting (a traditional Inuit practice).
Arctic climate change is also influencing nonmarine microbial ecosystems. For example, northern lakes are experiencing longer periods of open water conditions, resulting in potentially greater primary production rates, but also disruption by windinduced mixing of vertically stratified microbial communities (Vincent et al., 2009) . Erosion, warmer water temperatures and greater evaporation are causing a drying up of some Arctic freshwaters, but permafrost thawing in other regions is leading to the expansion of thermokarst lakes and ponds. These microbiological hot spots on the tundra are intense sites of microbial respiration and methanogenesis, and have the potential to produce globally significant effluxes of greenhouse gases from soil organic carbon pools that have accumulated over thousands of years (Laurion et al., 2010; and references therein) . The microbiota of permafrost soil is itself responding to warming and deepening of the surface active layer. Gas flux studies have shown that permafrost thaw can result in microbial CO 2 production rates that exceed plant carbon uptake, making permafrost a potentially large carbon source to the biosphere with ongoing climate change (Schuur et al., 2009) .
As the Arctic continues to warm, psychrotrophs with their broad thermal tolerances are likely to flourish at the expense of psychrophiles. Microbial generalists invading from warmer latitudes will likely displace many of the resident specialists, and the retraction and loss of certain ice features such as perennial snow banks, multiyear sea ice, land-fast ice, glaciers and ice shelves will further reduce the opportunities for niche specialization. Arctic microbial ecosystems will retain their strong seasonality; however, there is likely to be greater biodiversity reflecting invasions from the south, faster biogeochemical kinetics in a warmer environment, increased extents of anaerobic and methane-based ecosystems, and in some regions, greater net production and emission of greenhouse gases. In the ocean, these changes will be compounded by the impacts of acidification and contaminants, and throughout the north polar region by increased human activities including shipping, mining, oil drilling and urbanization. In the new state of the Arctic, close attention will need to be paid to the structure and functioning of its diverse microbial ecosystems as global indicators and amplifiers of change. Screen JA, Simmonds I. (2010 
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One of the unique characteristics of our planet is that 71% of its surface is covered by water. This life-nurturing ocean has an overridingly important role in determining the physical, chemical and biological characteristics of Earth and is, in many ways, the 'heart and lungs' of our planet. Damaging the ocean will place Earth and our future in jeopardy and hence must be avoided. Although there is considerable uncertainty about how key planetary services provided by the ocean will change in the future, there are growing signs that conditions in the world's oceans have shifted significantly away from where they have been for millions of years. Evidence is also mounting that these changes are having profound impacts on the marine ecosystems with potentially serious consequences for all life on our planet. Given this, reducing human emissions of greenhouse gases to zero must be our number one International priority over the next few decades.
Unprecedented physical and chemical change
The ocean has a disproportionately large role in Earth's climate. Not only is more than 85% of the energy trapped by the enhanced greenhouse effect absorbed by the ocean, but 30-40% of the carbon dioxide emitted by human activities dissolves into the oceans (Bindoff et al., 2007) . The ocean has consequently reduced the impact of human emissions on Earth's atmosphere and terrestrial ecosystems. The added energy and carbon dioxide has, however, caused fundamental changes in the physical and chemical properties of the ocean. The average temperature of the upper layers of the ocean has increased by 0.6 1C over the past century and average pH has decreased by 0.1 units (Doney et al., 2009) . Changes in temperature have been 2-3 times greater in polar regions, leading to the rapid loss of Arctic sea ice and an accelerated melting of landlocked ice sheets in Greenland and western Antarctica. As the volume of the ocean has expanded, average global sea level rise has accelerated (0.013±0.006 mm per year 2 , Church and White, 2006) and is currently 3.3 ± 0.4 mm per year (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) . Empirically based projections place sea levels 0.5-1.2 m higher than today by 2100, which will put enormous pressure on coastal ecosystems as well as human communities and infrastructure.
Human activities have already pushed the conditions of the ocean outside the limits of where they have been for millions of years (Bindoff et al., 2007; Hoegh-Guldberg and Bruno, 2010) . Although change has been a characteristic of Earth throughout its history, recent anthropogenically driven climate change has been extremely rapid and is comparable in scale and rate to that associated with four out of five mass extinction events (Ward, 2007) . As seen in periods of slower change (for example, the ice age transitions) biological systems trail the current rate of physical and chemical change, with little or no evidence that they are adapting sufficiently to the current rapid shift in conditions. Consequently, ocean ecosystems are beginning to change fundamentally, putting crucial ecosystem goods and services at risk and ultimately threatening the food and livelihoods of hundreds of millions of people.
Marine ecosystems are now in uncharted waters
Warming of the upper layers of the ocean has led to an increased stratification of the water column, which has implications for nutrient cycles and consequently the productivity of marine ecosystems from the polar to tropical regions. Nutrient-poor 'ocean deserts' have increased in the Pacific and Atlantic Oceans by 6.6 million km 2 over the past decade, primarily due to the heat-generated stratification of the water column and loss of nutrients in the upper layers of the ocean in these regions (Polovina et al., 2008) . These changes have contributed to the 6% decline in ocean productivity reported since the 1980s (Gregg et al., 2003) . Observations increasingly support the notion that ocean ecosystems will become less productive as we warm the atmosphere and ocean (Behrenfeld et al., 2006) . Changes in ocean circulation are also linked to decreasing oxygen concentrations as well as an alarming increase in the spread of deepwater anoxia and 'dead zones' across the world (Diaz and Rosenberg, 2008) .
Changes in temperature are also influencing the ratio of photosynthesis to respiration, and consequently net primary productivity. The photosynthetic activities of microbes within the plankton respond more slowly to temperature than do respiratory rates, leading to reduced net primary productivity. Increasing temperatures are also influencing other components of the plankton. Invertebrate larvae, for example, develop faster at higher temperatures (Hoegh-Guldberg and Pearse, 1995). These changes have the potential to produce mismatches between the timing the appearance of larvae in the water column and their food sources such as phytoplankton. Increased developmental rates and decreased larval periods will also reduced connectivity between marine populations with consequences for the replenishment of marine populations and ecosystems, and ultimately human resources such as fisheries.
Rapid changes in conditions are also affecting habitat complexity from polar to tropical regions. Key habitat-creating organisms such as corals, sea grasses and mangroves face enormous pressure from both global and local stresses. In the case of reefbuilding corals, increasing temperatures are causing increasingly frequency and severity of mass coral bleaching and mortality, while steadily acidifying ocean waters are decreasing the ability of corals to build their calcareous skeletons and consequently maintain reef structures (Hoegh-Guldberg et al., 2007) . Together with local factors such as overfishing and declining water quality, these changes have resulted in a 1-2% per year decline in coral abundance and a reduction in coral calcification of 15% since 1990. These impacts on corals and other marine calcifiers are putting at risk hundreds of thousands of species that use coral reefs for their habitat. Impacts of climate change and ocean acidification on habitat creating species are not restricted to tropical waters. Similar issues are appearing along temperate coastlines where the contraction of kelp forests is also reducing the availability of habitats for thousands of dependent species. Similarly, the rapid decrease in the extent of summer sea ice in the Arctic is putting pressure on associated biodiversity from ice algae to polar bears (Wegner et al., 2010) .
Marine microbial systems provide approximately 50% of Earth's net primary production (Field et al., 1998) and are critically important to global nutrient cycles (Arrigo, 2005) . These systems also underpin globally important processes such as the biological 'pump' that transports massive amounts of carbon from the sunlit surface to the ocean's interior. Despite their importance, however, our current understanding of how climate change and ocean acidification will affect marine microbial processes is relatively undeveloped. Improving our knowledge and understanding of these changes and their potential impacts will become increasingly important if not vital as we navigate the uncharted waters of rapid anthropogenic climate change.
Planetary emergency: a compelling case for deep and immediate action on emissions It may seem far-fetched to some that human activities are causing such large-scale and fundamental changes to the world's oceans. However, the rapidly accumulating evidence and understanding of these changes is largely irrefutable (Bindoff et al., 2007; Hoegh-Guldberg and Bruno, 2010) and should be of serious concern given the ramifications of these changes for the well-being of humans everywhere. In acknowledging the problem, however, we have no other choice but to mitigate the source of the problem (that is, reduce greenhouse gas emissions) and adapt to the consequences of climate change that are already 'in the pipeline'. Mitigation of the problem relies heavily on identifying safe levels of CO 2 and other greenhouse gases in the atmosphere. In this regard, there is compelling evidence that atmospheric CO 2 of 450 p.p.m. and average global temperatures that are þ 2 1C above those of the preindustrial period are dangerous for a wide array of planetary components from coral reefs and Southern Ocean ecosystems to the stability of the Greenland and Antarctic ice sheets (Hoegh-Guldberg et al., 2007; McNeil and Matear, 2008; Naish et al., 2009; Pollard and DeConto, 2009; Rockströ m et al., 2009; Hoegh-Guldberg and Bruno, 2010) .
Aspiring to stabilize atmospheric CO 2 concentrations at 450 p.p.m. requires global emissions to be reduced to less than 10% of today's level by 2050, which means a reduction in global emissions of 3-4% from 2010 onwards for the next 30 years (Meinshausen et al., 2009) . While it may seem an enormous and ambitious task, inaction is not an option given the scale and seriousness of the planetary scale risks involved. Current estimates of the cost of achieving this target are not excessive and involve the sacrifice of a few percent of global GDP growth over the next 3-4 decades (IPCC, 2007) . Pressure to adopt this pathway is heightened by the fact that we are unlikely to be able to adapt successfully to future scenarios in which atmospheric carbon dioxide rises beyond 450 p.p.m.
There is little doubt in the minds of many that we are at a crossroad regarding facing up to and responding to anthropogenic climate change. Given the scale and rapidity of the changes, however, time is fast running out. At the current annual increase in atmospheric CO 2 (42 p.p.m. per year) we will exceed 450 p.p.m. within the next 30 years. This will produce major challenges for human communities as they struggle to understand and manage ocean conditions that are completely novel and which are changing in rapid and unpredictable ways. Given their central role in how this future will unfold, there is an urgent need to increase our understanding of the response of marine microbial ecosystems to climate change. Given the strong evidence, however, that we are fundamentally changing Earth's 'heart and lungs', there is no longer any excuse for international community not to pursue deep and rapid cuts in the use of fossil fuels and other greenhouse gas emitting sources. If we continue to ignore this evidence, we will place our planet, and the future of ourselves and our children, in extreme jeopardy. Ammonia oxidation, the first step of nitrification, has been known to be performed by certain groups of chemolithoautotrophic proteobacteria for more than a hundred years. The recent discovery of homologs of ammonia monooxygenase genes in archaea and the cultivation of archaeal ammonia oxidizers has radically changed this view, indicating that an additional, quite predominant group of microorganisms is able to perform this process. Based on the distribution of archaeal amoA and 16SrRNA genes, it seems that archaea with the potential capacity to oxidize ammonia (AOA) are found in almost every environment on Earth, including ocean waters, estuaries, sediments and soils, hot springs, the guts of animals, plant leaves, and even in the ultra-clean rooms of NASA (Moissl et al., 2008) . Astonishingly, estimates based on gene counts (quantitative polymerase chain reaction) indicate that AOA, which have been overlooked for so many years, outnumber ammoniaoxidizing bacteria (AOB) in most environments, often even by orders of magnitude.
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Many questions arise from these studies, as very little is known about the physiology of ammonia-oxidizing archaea. Do they really extensively contribute to nitrification on this planet as their sheer numbers might suggest? Are they all chemolithoautotrophs like probably most of their bacterial counterparts, growing exclusively on inorganic carbon and nitrogen? Or is their metabolism perhaps more versatile, as they are so abundant in many different environments? Do bacterial and archaeal ammonia oxidizers compete for the same resources, that is, are they functionally redundant or do they rather occupy different niches?
As maxima of nitrite and nitrate production in the oceanic water column have been shown to correlate positively with amoA genes of archaea and with archaeal cell counts (for example, Wuchter et al., 2006) , it is assumed that AOA indeed perform the bulk ammonia oxidation in the oceanic plankton. In contrast, no such correlation was found earlier between the dynamics of bacterial ammoniaoxidizing populations and nitrification rates. In line with these findings are physiological studies of the only marine cultivated isolate of ammonia-oxidizing archaea, Nitrosopumilus maritimus (Martens-Habbena et al., 2009) . The organism appears to be adapted to very low amounts of its substrate ammonia. Both its extremely low substrate threshold and its halfsaturation constant are unprecedented, but coherent with the conditions in the oligotrophic open ocean. In total, these studies strongly indicate that certain lineages of ammonia-oxidizing archaea contribute to a large extent to the nitrogen cycling in the ocean.
The situation is not so clear in terrestrial environments, as conflicting results have been reported when nitrification rates in soils were directly analyzed in the context of both AOB and AOA populations. Jia and Conrad (2009) saw growth of AOB in an agricultural soil in response to amendment of inorganic fertilizer that correlated with ammonia oxidation activity. AOA growth, however, seemed to be independent of nitrification and, in contrast to AOB, the archaea did not incorporate 13-C-labelled bicarbonate, indicating incorporation of organic carbon rather than an autotrophic growth mode. In contrast, in one out of two agricultural soils analyzed by Schauss et al. (2009) , growth of amoA-containing archaea was demonstrated in response to added organic fertilizer. On addition of the antibiotic sulfadiazine that inhibited growth of AOB, nitrification seemed to be taken over by AOA. A different outcome again was seen in the studies of soils in New Zealand also amended with organic fertilizer. Di et al. (2009) found a positive correlation between nitrification and growth of AOB only. The population of archaea increased in control soils with low nitrogen load and low nitrification rates (Di et al., 2010) . In a series of elegant experiments, colleagues from Aberdeen demonstrated the growth and nitrification activity of AOA in soils, again under conditions of no external nitrogen input (Tourna et al., 2008; Offre et al., 2009) . The activity of AOA varied in mesocosms of different temperatures in parallel to changes in nitrification activity. Furthermore, growth of this transcriptionally active population was inhibited upon addition of low amounts of acetylene, which also inhibited nitrification. However, phylogenetic analyses showed that the active archaeal population in this particular soil was associated with the 'marine' group of AOA, often referred to as group I.1a, whereas a second clearly distinct group (group I.1b) is found in the majority of soils that have been investigated in different countries and on different continents. Thus, these particular experiments do not allow extrapolation to the physiology of the dominating lineage of AOA in soil. No study appears to have been able yet to clearly link ammonia-oxidizing activity in a natural environment to group I.1b archaea, although considerable amounts and a large diversity of amoA genes of this group have been identified in a diverse range of soils (Leininger et al., 2006) and transcriptional activity and growth suggests their metabolic activity. It is just quite possible that group I.1b exhibits a broader range of metabolism and adaptations and that organisms of this group might effectively compete with AOB or other bacteria in soils and other environments. Only laboratory cultures of AOA from soil as well as further careful molecular environmental studies will help to elucidate the physiological diversity and ecosystem functioning of this enigmatic group of archaea.
Nevertheless, all three cultured representatives of ammonia-oxidizing archaea are adapted to low ammonia concentrations. In addition, the occurrence and activity of AOA in hot springs, in pristine environments, in deeper soil layers and in soils of low pH all suggest that many ammonia-oxidizing archaea are adapted to extreme growth conditions and to substrate concentrations that are considerably lower than those consumable by known cultured AOB species, thus indicating a niche separation between AOA and AOB.
C Schleper is at Department of Genetics in Ecology, University of Vienna, Vienna, Austria E-mail: christa.schleper@univie.ac.at Microbiology laboratories are laden with flasks, plates, and freezer stocks containing axenic cultures and their products. In contrast, virtually every other habitat on Earth is filled with microbial communities of varying degrees of complexity. In this context, microorganisms are interdependent components of ecosystems; deciphering this dynamic requires a move from microbial organisms studied in isolation to model microbial communities studied under conditions that mimic those encountered by their members in their native habitats. Here, we focus on model communities consisting of microbes that inhabit the human body habitat containing our largest collection of organisms-the gut.
The adult human gastrointestinal tract is a microbial bioreactor, containing all three domains of life. This ecosystem is teeming with microorganisms at its distal end (10 11 -10 12 cells ml À1 luminal contents in the colon) and less so at its proximal end (an estimated 10 3 -10 4 cells ml À1 luminal contents in the duodenum). The gut microbiota affects myriad aspects of our systems physiology, ranging from processing and harvesting of macronutrients and micronutrients (and xenobiotics!) from our diets, to shaping the features of our innate and adaptive immune system. Recently, deep sampling of the fecal microbial community has revealed that each of us harbor a collection of a several hundred bacterial phylotypes (Qin et al., 2010; Turnbaugh et al., 2010) . The exact set of microbes differs from person to person although there is a greater degree of similarity between family members (Turnbaugh et al., 2009a . A catalog of several million genes present in the fecal microbiome has been assembled from analysis of a 577-Gbp data set obtained from shotgun sequencing of fecal community DNA prepared from 124 Europeans (Qin et al., 2010 ) and a 10.1-Gbp data set generated from a set of deeply sampled obese monozygotic co-twins living in the United States . These data sets provide a starting point for making in silico predictions about functions that can be attributed to the gut microbiota. Measurements of expressed mRNAs , proteins (Verberkmoes et al., 2009) , and metabolites (Hoverstad et al., 1984; Li et al., 2008; Martin et al., 2008) in gut samples represent a first step toward testing these predictions.
Generating germ-free mice via embryo transfer
Germ-free (GF) mice provide a complementary approach for characterizing the properties of the human gut microbiome. Methods for establishing and propagating inbred strains of mice under GF conditions were established 450 years ago by several groups. Re-derivation was based on caesarian section of a conventionally raised (microbe laden) mother, passaging the intact uterine horns containing the pups through a germicidal bath, and delivery of her pups in a GF isolator where they were suckled by a lactating foster mother (the original GF foster mothers were generated by caesarian delivery of litters, hand feeding of pups in an GF isolator with an autoclaved artificial liquid diet until a male and female reached reproductive maturity; colonies were established from these GF progenitors and their offspring distributed to other gnotobiotic facilities; for example see http://gordonlab.wustl.edu/SuppInfo/Reyniers_ Sacksteder_1957.pdf). This approach requires precise timing and is also inefficient: in our experience, 0-5 wild-type pups survive to weaning age per re-derivation (n ¼ 100 C-sections performed between 1998 and 2007). Therefore, we have replaced this method with embryo transfer: embryos are harvested 1 day after mating, and transferred under sterile conditions to a pseudopregnant GF mother generated by mating to a vasectomized GF male (Table 1 ). This technique yields 5-8 live born animals/25 embryos transferred/recipient mother (n4250 procedures). GF status is verified by PCR of feces using universal bacterial 16S rRNA gene primers and by culturing fecal and skin swabs under conditions that support growth of a broad range of anaerobic and aerobic bacterial species and fungi.
Studies of complex microbial communities in gnotobiotic mice
GF mice can be colonized with microbial communities of varying complexity and origin at defined stages of their life. For example, gut microbial communities can be harvested from various body habitats of conventionally raised mice with defined genotypes and physiological phenotypes, and introduced into GF recipients (possessing a desired genotype) to determine how much of the donor phenotype is transferable to the resulting conventionalized mice via the microbiota. If complete or even partial phenotypic transfer occurs, follow-up studies can be performed to define composition of the donor community, the mechanisms by which the donor community impacts host physiology, and how the recipient affects the transplanted microbiota/ microbiome. These types of studies have typically been performed using gut contents (Turnbaugh et al., 2006; Vijay-Kumar et al., 2010) , but in principle can be extended to communities harvested from any body habitat.
We have developed procedures for subjecting GF and conventionalized mice to a variety of surgical and non-surgical manipulations while maintaining their gnotobiotic environments: these procedures include (1) endurance training through swimming in a warmed sterile water tank placed within the isolator (a 'gnotatorium'; Crawford et al., 2009) ; (2) using a plexiglass gnotobiotic transporter to bring mice to an irradiator for whole body irradiation; (3) bone marrow transplantation after whole body irradiation using marrow harvested from animals of varying genotypes (Crawford and Gordon, 2005) ; (4) using specialized transporters that fit inside a magnetic resonance imager to determine adiposity; and (5) techniques for generating aggregation chimeras using morula-stage embryos (for a discussion and illustration of why the stem cell hierarchy of intestinal crypts make chimeric mice such a powerful tool for studying cell autonomous versus non-autonomous regulation in the gut epithelium, see Wong et al., 2000) .
We have also validated procedures for transplanting human fecal microbial communities into GF mouse Table 1 Procedure for generating GF mice via embryo transfer
Step 1: A 6-10-week-old female GF Swiss-Webster mouse is checked for estrus and mated to a vasectomized GF Swiss Webster male; the female is checked for a vaginal plug the next day; if plugged, the mouse is transferred to a 2X2X2 foot flexible film gnotobiotic isolator containing a sterilized transfer pod, a sterilized anesthetic solution, and sterilized surgical equipment (all sterilizations are performed in the port of the gnotobiotic isolator by fogging the materials with a solution of chlorine dioxide (Clidox-S)).
Step 2: Embryos are harvested from 3-4-week-old conventionally raised, super-ovulated females of the desired genotype 1 day after they have been mated to conventionally raised males of the desired genotype. Using a laminar flow tissue culture hood, embryos are obtained by flushing the fallopian tubes with Brinster's BMOC-3 medium supplemented with penicillin (10 000 units ml À1 ) and streptomycin (10 mg ml À1 ). They are then cleaned by serial washes in drops of the same medium (6-10 wash cycles of 2-4 min each; note that these drops are submerged in embryo-tested sterile mineral oil (Sigma)).
Step 3: The pseudopregnant GF Swiss-Webster female from step 1 is anesthetized, placed in the transfer pod, brought into a laminar flow hood, and an incision made along the back to expose ovary and oviduct. The oviduct is then pierced with a 22-gauge needle. The needle is withdrawn and embryos are transferred (25/recipient mother) in BMOC-3/antibiotic solution into the oviduct using a microtransfer pipette, analogous to the ones used for pronuclear injections of oocytes when generating transgenic animals.
Step 4: The ovary and oviduct are placed back into the abdomen, the dorsal incision is closed, the anesthetized animal is placed in the transfer pod, and the pod is put into the port of the gnotobiotic isolator. The pod is then chemically sterilized with chlorine dioxide for 15-20 min, re-introduced into the gnotobiotic isolator, and the mother is allowed to revive (a warm-heating pad is placed below the plastic isolator). One to two pseudopregnant mice can be processed at the same time using this procedure.
recipients that are then fed diets that do or do not resemble those of the human donors (Turnbaugh et al., 2009b) . We have found that a remarkable proportion of human fecal microbial diversity can be transferred in this manner even if the donor specimen had been frozen at À80 1C for 1-2 years (all bacterial phyla, up to 90% of class-level and genus-level taxa, and 60-90% of species level-phylotypes in donor samples are identifiable in recipient mice using 16S rRNA-based pyrosequencing). Once engrafted, the transplanted human microbial communities are remarkably stable, can be reliably transmitted across generations of animals, and exhibit well defined and reproducible biogeographical features along the length of the mouse gut (Turnbaugh et al., 2009b) . Efficient intergenerational transfer of transplanted human fecal microbiota allows the microbiota and the host's innate/adaptive immune system to co-evolve beginning at birth in 'second generation' mice. 'Humanized' gnotobiotic mice can be used for proof-of-mechanism studies that cannot be readily conducted in humans where potentially confounding variables, including variations in host genotype, diet, and antibiotic consumption are notoriously difficult to control. A derivative of this procedure is to capture as much diversity as possible by culturing a donor's fecal microbiota, and then transferring this culture collection en masse to wild-type or genetically engineered GF recipients (culturable 'humanized' mice).
Assembling defined model communities in vivo using gnotobiotic mice As more members of the human gut microbiota are cultured and their genomes sequenced (Nelson et al., 2010) , an opportunity exists to create model human gut communities in gnotobiotic mice where all community members and their complement of microbial genes are known. Members present in these synthetic human gut microbial communities can be selected from culture collections based on various criteria, including their consistent association with specific human physiologic or pathophysiologic states, their representation in a fecal microbiota that when transferred en masse confers a phenotype to recipient GF mice, their phylogenetic features, and/or by the results of in silico predictions of their functions based on inspection of their genomes. These communities can be used to address a number of basic questions in the field: for example (1) to what extent do priority effects, where established species are able to sequester limiting space or resources and are thereby able to exclude potential colonizers, determine community composition; (2) what is the strength of interspecific interactions (a key to generating predictive models of community structure and dynamics; Trosvik et al., 2010); (3) what are the genetic predictors of niche overlap; (4) how robust are the assembled communities to various environmental perturbations; and (5) what is the microbial host range of viruses and the determinants of viral lifecycles in various regions of the gut ecosystem (Reyes et al., 2010) .
To date, these model communities have consisted of as few as 2 and as many as 15 members and have been used to explore some of the metabolic interactions that take place in the distal gut (both microbial-microbial and microbial-host; see Sonnenburg et al., 2006; Denou et al., 2009; Mahowald et al., 2009; Rey et al., 2010) . These communities have also been extremely useful for technology development. For example, if the complete genome sequence of each member is known, then the relative abundance of each member can be used to infer the proportional representation of genes encoding various functions (for example metabolic and signaling pathways) in that community using quantitative metagenomic methods (Morgan et al., 2010) . With the current capacity of the Illumina GAIIx DNA sequencer (B30 million reads per lane), relative and absolute species abundance is quantifiable for all microbes representing at least 0.01% of the community, while allowing X100 barcoded samples to be pooled in a single lane of the eight-lane flow cell for multiplex sequencing. These inexpensive assays of community member abundance support the large sample sizes needed for computational modeling of the responses of a defined (synthetic) community to various perturbations (including systematic alterations in macronutrient and micronutrient composition of the diet), across time.
Understanding how different gut communities modulate their gene expression in response to changes in diet, host physiological status, or invasion with microbial species is another key step in understanding the operations of the gut microbiota. RNA-Seq allows quantification of transcriptomes at high resolution and over a broad dynamic range. In the case of synthetic communities, where all the species and genes are known, this high-resolution data can be used to verify gene structure/operons, generate in silico reconstructions of expressed metabolic pathways for each member in the community, and make predictions concerning the metabolic niches of each species. These predictions can be informed by RNA-Seq analysis of individual community members during monoculture under highly defined conditions (for example minimal medium supplemented with systematically varied carbon sources), then be validated using quantitative mass spectrometry-based analyses of products of microbial metabolism. These studies can prompt follow-up, hypothesis-based studies of metabolic niches where the investigator manipulates the species used to construct these model communities, or uses other approaches to perturb the activities of key members in ways that provide proof-of-principle tests for affecting community function and host physiology (for example devising ways to manipulate the hydrogen economy of the gut to affect the efficiency of fermentation and host energy extraction; Rey et al., 2010) . In addition, gnotobiotic mice harboring defined collections of sequenced organisms provide an opportunity to further develop methods for extracting and characterizing, by LC-MS, the proteins expressed by their model microbiota (peptides can be readily mapped as all genes are known; Mahowald et al., 2009) .
Community genetics provides another powerful technology to dissect the operations of microbial communities and to identify potential avenues (targets) for microbiome-directed therapeutics. Addition or removal of organisms before gavaging the model microbiota into GF mice provides the simplest genetic perturbation to identify species that confer a benefit or detriment to other community members or the host. Another method is insertion sequencing, which combines genome-wide transposon mutagenesis with massively parallel sequencing (Goodman et al., 2009) . In this approach, complex populations of tens of thousands of transposon mutants of a given sequenced community member are generated and simultaneously introduced into wild-type or genetically manipulated GF mice in the presence or absence of other (sequenced) microbes. The representation of each mutant in the input community is determined by targeted, sequencing of transposon-adjacent chromosomal DNA, and compared with their representation in the output community recovered from the mouse. Differences in mutant representation in input versus output communities indicate which microbial genes confer a fitness advantage as a function of whatever selective pressure is intentionally applied to the system (Goodman et al., 2009 ).
Creating more realistic defined microbial communities: the challenges ahead A look to the near future reveals a number of pressing needs. With genome sequences available for almost 200 human gut isolates from eight bacterial phyla and Archaea, our ability to move toward larger model communities in gnotobiotic mice is limited by our ability to grow microbes in parallel; therefore, we need to identify media capable of supporting growth of diverse sets of microbes, scale-up methods for growing anaerobic cultures in parallel (for example move from tubes to 96-well plates or microfluidic chips with individually addressable strains), and modify sequencing pipelines to allow for rapid assays of purity of single cell-derived cultures. The current set of sequenced human gut bacteria isolates are largely from different individuals. Using microbial communities obtained from a single individual is desirable for reasons described above, including the fact that co-existing microbial species have co-evolved, creating distinct collections of strain-level phylotypes. Thus, to move toward increasingly realistic communities, we need high-throughput methods to isolate and array in multi-well plates, single cell-derived cultures of hundreds of bacteria from a single individual. Sequencing capacity will likely be available to many individual laboratories in the next few years to generate draft genomes from hundreds of these arrayed organisms. In the context of human microbiome projects, the ultimate informative model microbiota would contain microbes isolated from single individuals that confer the donor's phenotype to the recipient gnotobiotic mice. The full model community 'tool kit,' both experimental and computational (including application of existing and new methods for modeling) could be applied to these communities in an attempt to expedite understanding of how their component organisms and genes confer a donor phenotype. However, for these efforts to benefit and build the field, we also need to create the infrastructure necessary to readily share both communities and their associated data between laboratories. The knowledge base for model microbial community biology (conditions for culturing its members, microbial genome sequences, quantitative data about community membership as a function of various perturbations, associated meta-transcriptome, meta-proteome, and metabolomic data sets; information about their impact on host physiology) requires systems for data deposition, annotation, and retrieval, which combine computer automation and error checking with as little human curation as necessary. Finally, currently license agreements, biological safety regulations, and shipping procedures are designed to distribute individual strains or multiple variants of the same strain. We must streamline the regulatory and infrastructure hurdles for multi-species distribution to ensure that the best model communities developed over the coming years have the opportunity to earn their 'model' designation as they follow the path of Escherichia coli and Bacillus subtilis as facilitators of biological discovery.
