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1. INTRODUCTION 
The main motivation for this study is a recent paper by Drabek and 
Invernizzi [S]. In that paper the authors study the periodic boundary 
value problem of Duffing type: 
u”(t)+ku’(t)+g(t,u(t))=f(t), t E (0,2n), 
u(0) = 24(2x), u’(0) = u’(27c). 
(1) 
The main result in [S, Theorem 3.11 gives conditions on the growth of 
g(t, U) so that, for all f~ L’(0, 27r), problem (1) has at least one solution. 
The authors use the growth conditions of the well-studied problem 
u”(t) +g(t* u(t)) =f(th t E (0,2nL 
u(0) = 24(2n), u’(0) = u’(27c), 
and show that if the growth is restricted further, depending on k2/4, then 
(1) has at least one solution. 
Others have studied problem (1) (cf. Reissig [9], Mawhin and Ward 
IS]), but in each case the growth of g(t, u) is restricted by the spectrum 
(A,, = n2) of the associated linear self-adjoint problem (k = 0). Reissig shows 
in [9] that if the growth of g(t, U) at “infinity” lies between PZ’ and (n + 1)2, 
then (1) has a unique solution. And in [8] the authors use Wirtinger’s 
inequality to show that if the growth of g(t, u) is between 0 and 1 and 
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exceeds 0 by a certain amount, then (1) still has a solution. These results 
hold for any k E R. 
If one interprets ku’ in problem (1) as a damping term (at least when 
k > 0), then it is natural to wonder whether in fact the presence of k (k # 0) 
improves the results that are known for k = 0. The answer to this question 
will be shown to be affirmative in some cases (for example, see Theorems 
10 and 12 in conjunction with Theorem 2) and in other cases the growth 
restriction simply “shifts,” depending on k2/4 (see, for example, 
Theorem 8). In any case we are able to improve the results of [S, and 91. 
Our paper is organized as follows. In Section 2 we introduce “sets with 
property P” (see Definition 1). We then prove a general existence result 
which shows that if the growth of g(t, U) at infinity lies in a “set with 
property P,” then, for every f E L’(0, 27c), (1) has at least one solution. In 
Section 3 the focus will be on these “sets with property P.” We will use a 
Sturm comparison theorem, phase-plane arguments, and operator theory 
techniques to obtain such sets. The results in Section 3 only deal with 
so-called nonresonance problems. Finally, in Section 4 we will prove the 
existence of solutions to some resonance problems. If k # 0, then resonance 
can only occur at the only real eigenvalue 0. 
Finally, let us make a remark about our notation. R$ denotes all real 
numbers greater than zero. C“( [0, 27r]) denotes the space of all k-times 
continuously differentiable functions defined on [0, 2x] with norm 
Iflk:= ,yk If'W 
I E [O, 2771 
Let Lp(O, 27c), 1 6p < co, denote the usual Lebesgue spaces with norm 
11 .IIP. The norm in L’(O, 27r) however will simply be denoted by /I.([. The 
Sobolev spaces Wk’P(O, 27c), k = 1,2, ..,, 1 <p < 00, are defined by 
Wk-P(O, 27~) := (UE Lp(O, 27~) I u(‘)E Lp(O, 2n), i= 1, 2, . . . . k} 
with norm 
Ilullk,p:= (j. llu(qp~ 
Here u(‘) denotes the distributional derivative of U. As usual we set 
Hk(O, 271) := Wk’2(0, 2x), k = 1, 2, . . . . 
with norm )I.IJk,2. The weak convergence of a sequence will be denoted 
by -. 
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2. A GENERAL EXISTENCE RESULT 
In this section we define what we call “property P” and use it to prove 
a general existence theorem for solutions of problem (1). 
DEFINITION 1. A set A s [0, 27~1 x R2 has property P if 
(i) there exist p, VE L”(O,27c) such that (t, p(t), v(t))~A, for all 
t E (0,27c), and 
(ii) whenever p, VEL~(O, 271) satisfy (i) above, then the problem 
u”(t)+ku’(t)+p(t)u+(t)-v(t)u-(c)=0, 
u(0) = #(27c), u’(0) = u’(2n) 
(2) 
has only the trivial solution u(t) = 0. 
LEMMA 1. Let ke R and A E [0,27c] x R2 be a compact set so that 
A(t) : = {(p, v) 1 (t, p, v) E A} is the product of two closed intervals. Zf A has 
property P, then there exists some E > 0 so that 
A, : = { (6 P, VIE R3 I dist((p, v), A(t)) 6 E) 
also has property P. 
Proof. Assume the lemma were false. Then for every n EN there exist 
sequences pL,, v, E L”(O,27c) and U, E W2, ‘(0,27z), U, # 0, such that 
(t, PL,(~), v,(t)) 6 AI,, for all t E [0, 27r] (3) 
and 
u,:+ku:,+pL,u,+ -v,u, =O, 
u,(O) = u,WL u;(o) = uL(27r). 
(4) 
A simple regularity argument shows that in fact u, E H2(0, 27~) and since 
(4) is positive homogeneous, we may in fact assume that l]un/12, 2 = 1. 
Therefore, by going to a subsequence, we have that U, - u in H2(0, 211) for 
some u E H*(O, 2~). From the compact embedding H2(0, 2~) -+ H’(O,2z) it 
follows that 
u:, -+ u’ and 24, + u in L2(0, 2~). (5) 
Likewise, since both {,u,,} and {v,,} are bounded sequences in L2(0, 27~), 
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we may, without loss of generality, assume that p,, -p and v, - v in 
L2(0, 2rc), for some p, v E L’(O, 2~). Using (5) we get 
AC+ -w+ and v,u; -vu- in L’(O, 2~). (6) 
Taking the weak limit of (4) in L2(0, 27r) and using (5) and (6) we have 
u”+ku’+pu+ -vu- =O. (7) 
Because the embedding H2(0, 271) + C’( [0,271]) is compact, u also satisfies 
24(0)=24(27r), u'(O)= u'(27T). (8) 
Note that we cannot have u ~0, because otherwise (4) and (5) would 
imply that II tl, II *, 2 + 0, which is impossible. Again the boundedness of A, 
implies that there exists a constant ME R such that Ip,,(t)l GM and 
Iv,(t)1 d M, for all ncN and all TV [0,27c]. Therefore 
a(t) : = lirr Ef p,(t) Q p(t) G liF+stp p,(t) = : 6(t) (9) 
and 
c(t):= liminf v,(t)bv(t)dlimsupv,(t) =:d(t) 
n-cc n-m (10) 
for a.e. t E (0,27c). By changing p and v on a set of measure zero we may 
assume that (9) and (10) hold for all t E [0,27t]. From the properties of 
A(t) it now follows that 
and therefore (t, p(t), v(t)) E A, for all t E [0,271]. By assumption, A has 
property P and therefore problem (7)-(8) cannot have a nontrivial 
solution. This is a contradiction and so the lemma is true. 1 
Our next result shows that certain one-point sets have property P. This 
result will also be needed in the proof of the main theorem of this section. 
THEOREM 1. Let k #O and (p, V)E R2. Then the set A := [0,27c] x 
{ (p, v)} has property P if and only if p # 0 and v # 0. 
Proof. If p = 0 or v = 0, then it is clear that (2) has nonzero constant 
solutions and so A does not have property P. 
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Conversely, assume that p # 0 and v # 0 and let u be a solution of (2). 
Then 
j;’ [u”(t)+ku’(t)+uu+(t)-vu-(t)] u’(t)dt=O=k j-In [u’(t)12dt. 
Therefore u is constant and since p # 0, v # 0, this implies u s 0. 1 
Remark. When k = 0, then the sets A := [0,2x] x {(p, v)} with 
property P have been completely described by FuEik [7] (see also [S] ). In 
fact the set 
F:= {(~,v)~R~l3u&0,3~“+~~+-vu~=O,~(O)=~(27~), 
u’(0) = u’(271)) 
is known explicitly and consists of countably many smooth curves in the 
plane (cf. [S]). 
Define the differential operator L: (dom L, I/j2, 1) -+ L’(0, 2n) by 
Lu : = u” + ku’ + Au, (11) 
where 1 E R and dom L : = {u E W2x ‘(0,27c) 1 u(O) = u(27c), u’(0) = u’(2n)). 
It is well known that L is a Fredholm operator of index 0. The spectrum 
of L, a(L), consists of eigenvalues only. If 0 4 o(L), then L- ’ : L’(0, 27~) + 
W2y1(0, 271) is continuous and L-l: L’(O,27r) + C’([O, 27~1) is compact. 
Let us state our main result of this section. 
THEOREM 2. Let kER\{O},fEL’(O,27t), andg:[O,2x]xR+R bea 
Caratheodory function, Assume the following: 
(i) for every r E R,+ there exists a function fr E L’(0, 271) such that for 
all (t, u) E [IO, 27~1 x 03 with JuI <r we haue 
Is(t, u)l Gfr(t); 
(ii) there exist functions a, b, c, dE L”(0, 271) such that 
Q(t)< lim g(t,u)u-l<U~~mg(t,u)u-l<b(t), “d +m 
c(t) < l& g(t, u) u-l < lim g(t, u) u-’ <d(t), 
u+ -cc u- -m 
uniformly a.e. in t E [0, 2rc]; 
(iii) the set 
A := { (1, pu, v) E R3 I a(t) G p < b(t), c(t) < v < d(t)} 
has property P; 
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(iv) there either exist constants p,,>O, v,>O or pO<O, v,<O such 
that for all t E [0,2n] we have 
(t, PO, vo) E A. 
Then problem (1) has a solution u E W*z ‘(0, 2~). 
Proof: By Lemma 1 there exists some E > 0 so that 
a:= {(t,p,v)I a(t)-E<p<b(t)+E, c(t)-&EvVd(t)+E} 
has property P. Assumption (ii) allows us to choose R > 0 so that 
a(t)-E<g(t,u)~~~<b(t)+E for u>R 
and 
c(t)-&<g(t, u)u-‘<d(t)+& for u Q -R. 
Let A : = p. in (11) and observe that 0 I$ a(L) for any k E R! \ (0). Next 
define G and N: L’(O,2n) + L’(O,27c) by 
G(u)(t) := pou(t) - g(t, u(t)) +f(t), 
N(u):= pou-/Lou+ +v,u-. 
Then clearly both G and N are continuous operators. Problem (1) can now 
be written in the equivalent form 
Lu = GM. (12) 
Consider the homotopy 
Lu=rGu+(l-T)&, TEL-07 11 (13) 
and suppose that the set of all solutions of (13) is unbounded with respect 
to the 1.1 ,-norm. That is, we assume that there exist sequences 
{un} zdom L and {T”} c [0, l] such that lim,,, ]u,I, = cc and 
Lu,=r,Gu,+(l -t,)Nu,. (14) 
Let us set u n := u, Iu,] r’, then (14) becomes 
Lv,=l~,l;~z,Gu,+(l-t,)Nv,. (15) 
From assumptions (i) and (ii) it follows that the right hand side of 
Eq. (15) is bounded in L’(O,27c). Using the compactness of L-l: 
L’(0, 27~) + C’( [0, 2711) we may assume, by going to a subsequence, that 
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v, + v in C’( [0,271]), for some VE C’( [0,2n]). We also may assume that 
lim, _ o. z, = : tO, for some z0 E [0, 11. For sufftciently large n we have 
Iu,( , >, R and so we define 
and 
/ 
g(t, u,(t)) 
v,(t) : = u,(t) 
VO 
if u,(t) > R, 
if u,(t) i R 
if u,(t)< -R, 
if u,(t)> -R. 
Note that (t, p,(t), v,(t)) E a and by the boundedness of a we may again 
assume that p, -p and v, -v in L2(0, 27~) for some p and v in L”(O,27c). 
By the same argument as in the proof of Lemma 1 we have that for all 
t E [IO, 27c] 
(6 /J(t), v(t)) E A (16) 
Now observe that 
h(t) := g(c %(t))-A(t) C(t)+ v,(t) u,(t) 
vanishes if lu,,(t)l B R and therefore is bounded in L’(0, 271). It follows 
that (u,( ;’ r,Gu, + (1 - r,)Nv, converges weakly to pov - [r,~ + 
(~-~o)~o~++~ToV+(~-TO)VO~V- in L’(O,2n). Again using the com- 
pactness of L-l: L’(O,27c) -+ C’( [0,2]) and Eq. (15) we obtain 
.h=/ioV- [T&+(1 -To)/.lo]V+ + [?,V+(l -To)Vo]V-, 
or equivalently 
From (16), the assumption (iv), and from the convexity of A it follows that 
for all t E [0,27c] 
(t, TOP(~) + (1 - To)Po, To”(t) + (1 - To)“o) Ea. 
It now follows that we have a contradiction since a has property P and 
v # 0. Hence there exists a constant Ci L 0 such that any solution u of (13) 
satisfies 
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This in turn implies that IItGu + (1 - T) Null 1 is bounded. Thus there exists 
some Y > 0 so that any solution u of (13) lies in 
Q := {XE L’(0, 27c)I llxll 1 < r}. 
We have shown now that 
d(Z-L-‘G,Q,O)=d(Z-L-‘N,SZ,O), (17) 
where d(., ., .) denotes the Leray-Schauder degree. Now consider the 
homotopy 
I-TL-‘N, T E [o, l]. 
It follows from Theorem 1 that for all T E [0, l] we have 
o$ (I-TL-'N)(dfi). 
Therefore d(Z- L-IN, $2, 0) = d(Z, 52, 0) = 1 and so (17) implies that 
d(Z- L-‘G, Q, 0) #O, which finally proves that Eq. (12) and hence 
problem (1) has a solution. i 
Remark. Theorem 2 also holds if k = 0. In this case it is well known 
that there exists a C’ curve (p(z), V(T)), TE [0, 11, from (p,,, v,,) to some 
point (a, a) such that for all fixed TE [0, l] the set A, := {(f, p(z), V(T)) 1 
t E [0,27r] } has property P. This curve is then used to define the last 
homotopy in the proof of Theorem 2. In the definition of the operator L in 
(11) we set J. : = a instead of 2 = p,,. With these modifications one can use 
the above proof to treat the case k = 0. 
3. SETS WITH PROPERTY P 
When k = 0, sets with property P are found from the set 
F:= ((p, v)ER' 13~ f O~d'+puu+ -vu- =O, u(O)=u(27c), 
u’(0) = U’(2rc)}, 
which therefore determines the solvability of problem (1). For Dirichlet 
boundary conditions one has similar results (see, for example, FuEik [7], 
Dancer [2], Arias [ 11). In a recent paper Drabek and Invernizzi [S] 
made use of this set F when solving problem (1) for any k E R. 
In this section we will use three different ideas to determine sets with 
property P. First we use a Sturm comparison theorem, then a phase-plane 
argument, and finally a functional analytic approach to solve our problem. 
As might be expected from the case k = 0, the sets with property P of real 
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interest are those with 11, v > 0. That this is true in general, i.e., k E R, 
follows from the next two theorems. 
But first let us make the following convention. We say that a set 
A G [0,2n] x R2 does not contain 0, if for all p, v E L”(O,2n) neither the 
graph of (p(t), 0) nor the graph of (0, v(t)) is a subset of A. This is of 
course equivalent to saying that for all CL, v E L”(0, 271) with (t, p(t), v(t)) E 
A, t E [0,27r], we have p(t) # 0 on a set of positive measure and also 
v(t) # 0 on a set of positive measure. 
THEOREM 3. Let k E R, and assume that A E [0,27~] x R- x R- is a set 
for which there exist functions p, v E L”(O,27z) with (t, p(t), v(t)) E A, 
t E [0, 2x1. I f  A does not contain 0, then A has property P. 
ProojI Let u be a nonzero solution of (2). Then 
0 = j;n u[u” + ku’ + puu + - vu ] dt 
Hence U’ E 0 and so u is constant. From (2) it follows that either p(t) = 0 
or v(t) E 0. This contradiction shows that A has property P. 1 
THEOREM 4. Let k E R. Then any set A G [IO, 2711 x R + x R - or 
A G [0,27c] x Rp x R+ for which there exist functions p, v E L”(O,27c) with 
(t, p(t), v(t)) E A, t E [0, 27~1, but does not contain 0, has property P. 
Proof: Integrating (2) from 0 to 2x we get 
0= jIn (/AU+ -vu-)dt. 
Since the function pu + - vu- has only one sign on [0,27r], it follows that 
p+ - VU- E 0. Then (2) implies that u is a constant function. Since p f: 0 
and v f 0 we have u = 0. Therefore (2) has only the trivial solution. 1 
Remark. Theorem 4 cannot be used in conjunction with Theorem 2 to 
assert the existence of solutions of (1) because condition (iv) of Theorem 2 
can never be satisfied. In case the hypotheses (i), (ii), and (iii) of 
Theorem 2 hold, with A c [0, 2x1 x R+ x R-, let us write f(t) =f + y(t), 
where f is a constant and 7 is a function satisfying sp T(‘ct) dt = 0. Then 
there exists a constant C so that for every f  E L’(O,27r) for which (1) has 
a solution we have 
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This follows by integrating (1) from 0 to 27c and using (i) and (ii) of 
Theorem 2. In fact in this case Fabry, Mawhin, and Nkashama [4] have 
shown that, under some appropriate assumptions, there exists a constant 
C E R such that, if f > C, there is no solution of (1) and, if f < C, then (1) 
has at least two solutions. 
We will now deal exclusively with set A G [0,27c] x R+ x R+. 
LEMMA 2 (Sturm Comparison Theorem). Let ui be a solution of 
u;’ + ku; + qi(t) ui = 0, i= 1,2, 
where q,, q2 E L”(O,2n:). Assume that u1 has consecutive zeros at t, and 
t,> t, and that qz(t)>q,(t) on [tl, t,]. 
Then uz has a zero at a point to E (t, , tz), except in the trivial case when 
q1(t)=q2(t), t E [t,, t,], and u2 is a multiple of u, on the interval [tl, t,]. 
Proof Multiply the equations by ekr and use the “standard” Sturm 
comparison theorem (see, for example, [6]). 1 
THEOREM 5. Let k E R, and let b E L”(O,27c) be a positive function. 
Assume that b(t) is extended 2x-periodically to R and consider the equation 
u” + ku’ + bu = 0. (18) 
Suppose that for every z1 E [0, 2~) Eq. (18) has a solution u,(t) with 
u,(t)>0 on (r,,t,+2n). Let A~{(t,p,v)~R~j tE[O,2n], O<u<b(t), 
v > O> be a set for which there exist functions u, v E L”(0, 2~) with 
(t, u(t), v(t)) E A, t E [0, 2x1, but does not contain 0. Then A has property P. 
Proof Assume that (2) has a nontrivial solution u,(t) with 
0 ; At) d b(t) and 0 2 v(t). 
If uO( t) = uz (t), then u0 satisfies 
u;+ku;+uug+ +u, =O, 
240(O) = u,(27r), u;(o) = 2&(2X). 
But this is impossible since the set A, : = {(t, u(t), -1) 1 t E [0, 27r]} 
clearly satisfies the conditions of Theorem 4. Similarly one proves that u,,(t) 
cannot be a negative function. 
Hence u0 must have at least two zeros and extending u0 by periodicity, 
if necessary, we can pick z, E [0,27r) and TV E (r , , r I + 271) such that 
and u,(t) ’ 0 on (T,, tZ). 
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Next we choose a solution u,(t) of (18) such that ui(t) > 0 on (r,, r1 + 27~). 
It follows then from Lemma 2 that ui(t) has a zero in (ri, z2] E 
(zi , 5, + 2x), which is a contradiction. fl 
Of course Theorem 5 still holds if we interchange p and v. In fact the 
following holds. 
THEOREM 6. A E [0,27c] x R2 has property P if and only if the set 
A”:= ((t,p,v)ER31(t,v,p)EA} haspropertyp. 
Proof: Immediate. 1 
THEOREM 7. Let k E R and 
b(r) := 
B, + k2/4 if t E co, 7th 
,j2 + k2/4 if t E [?r, 2x), 
where O</?,<a<f12< 1 and 
JB [ ,tan :(1-J&) =JBt ] 2 a$$QL]. (19) 
Then the set 
A : = {(t, At), v(t)) I t E co, 2n], p, v E L”(0, 2n), 
0 $ p(t) < b(t), 0 2 v(t)} 
has property P. 
Prooj: It follows from Theorem 5 that we only need to show that 
for every r1 E [0, 271) Eq. (18) has a solution u,(t) with u,(t)>0 on 
(T,, TI + 271). 
So let u(t) be the solution to the initial value problem 
u” + ku’ + bu = 0, 
U(T,) = 0, U’(T,) = 1. 
Then the change of variable 
(20) 
u(t)=e- w12K-~l)X(f _ T,), s=t-T, 
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tranforms (20) into 
where b(s) is either the function 
B(s):= {;; 
ifsE[0,S1)u[S1+n,27C), 
ifsE[s,,s,+rc) 
or the function 
B(s):= {;; 
if s E [0, s1 ) u [s, + 71,27c), 
ifsE[s1,.s1+7c), 
(21) 
(22) 
(23) 
for some sr E (0, n]. 
We will assume that (22) holds in what follows. The case (23) is treated 
similarly. 
Let us introduce the polar coordinates (r, 13) such that 
JBT -4s) = 4s) cos Q), 
$ (s) = r(s) sin 0(s). 
Note that r(s) > 0, for otherwise x(s) ~0, which contradicts (21). 
Therefore u(t) > 0 on (r,, r, + 27r) if we can show that 0(s) E ( --n/2, n/2) 
for all SE (0,271). Now 0(s) satisfies the differential equation 
sin* 0(s) + pO cos* e(s) 1 PI ’ e(o) = i. 
This shows that 0(s) is a decreasing function and so we must show that 
0(2rc) > -7c/2. A lengthy and tedious calculation in fact shows that the 
minimum e(2g can ever attain is -rc/2. i 
THEOREM 8. Let kER\{O} and c(, j, y, 6ER$ be such that cr</?, yG6. 
Assume that for some n E N we have 
1 1 1 1 -+-=- and ‘,‘=- 
a Y n jl 6 n+l’ 
(24) 
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Then the set 
k2+u2 
(t+,v)ER31 tE[0,2x],4<p<4,4, 
k2+p2 k2+y2<v<k2+b2 
,- 
4 
has property P. 
Proof: It suffices to show that (ii) of Definition 1 holds. So suppose on 
the contrary that we have a nontrivial solution u0 of (2). As in the proof 
of Theorem 5 one shows that uz f 0 and UC f 0. 
If u0 is extended 2n-periodically to all of R, then u0 must have 
consecutive zeros to < t, < t2 < . . < t2, = to + 27~ such that for i = 1, . . . . I 
u,(t) = u,+(t) on Ctzi-2, t2i- 11, 
u,(t)= -u,(t) on Ct2i- 19 t2il. 
Note that the function 
is a solution of U” + ku’ + ((k’ + y2)/4)u = 0 and has consecutive zeros 
t2i- i, t2jp, + 27r/y. By Lemma 2 we must have that 
<2n t2j - t2i- I \ 
Y’ 
with equality if and only if v(t) = (k2 + y2)/4. Similarly we obtain 
271 
-<t2;-t2;--1, 6 
with equality if and only if v(t) E (k2 + S2)/4. 
The same argument also gives us 
271 27r 
- < t2i- 1 
B 
-t2i-2dp-, 
u 
with equality holding if and only if either p(t) E (k2 +b2)/4 on 
[t,i-,, tzi-11, or p(t)E(k2+tL2)/4 on [t,i-Z, t,i-11. 
Now summing up i= 1, . . . . 1 we get 
I -.l,f. 
n+l n 
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So either I= n or I = n + 1. If I = n, then v(t) E (k2 + y2)/4 on [t2i- i, tzi] 
and p(t) = (k2 + cr2)/4 on [fZie2, t2;- i]. Therefore u,,(t) satisfies 
k2+a2 
u;+kub+- u 4 “+-yy 
k2+y2 ,=o 
Theorem 1 implies that u0 z 0. The same conclusion is reached if I = n + 1. 
Hence (2) cannot have a nontrivial solution u0 and the theorem is 
proved. 1 
Remarks. (1) This theorem generalizes the main result in [S]. 
(2) Theorem 8 is no longer true if k=O. In this case we can take 
functions a, b, c, dc L”(0, 271) with 
; 2 a(t)<b(t) + T < b2 and lif< < d2 4 + c(t)Gd(t) + 4 
and define the set A by 
A:= {(t,~,v)~R*~a(t)~~<b(t),c(t)~v~d(t),t~[0,2~]}. 
Then the proof of Theorem 8 can be used to show that A has property P. 
THEOREM 9. Let ke R\(O), a, c E L”(O,2x), and p, 6 E R,+ be such that 
a(t), c(t) ; 0 and 
‘+L 1. 
B 6 
Then the set 
has property P. 
Proof: The proof is similar to the proof of Theorem 8. 1 
We next use some elementary phase-plane methods to obtain sets with 
property P. 
LEMMA 3. Let -k, ~1, 8, y, 6 E R,+ and ne:N be such that a G/?, y <6 
and 
Pexp E < 1. 
w  11 n 
(25) 
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Let p, v E L”(0, 270 satisfy for all t E [0,2n] 
Then any nontrivial solution u0 of (2) has at least 2(n+ 1) zeros in (0,27r). 
Proof: Again we extend the functions p, v, and u,2r-periodically to all 
of R. Now consider the sectors in the u - U’ phase-plane: 
s, := 
1 
(u, u’) 1 u>o, u!+i u>o 
I 
) 
s,:= 
1 
(u, u’) 1 u>o, d+i u<o 
I 
, 
s,:= (U,#‘)IU<O, ut+;u<o ) 
i I 
s,:= (u, u’) 1 u<o, d+; u>o 
1 
One easily shows that there exists a sequence t, < t i < . . . < t,, = t, + 271 
such that 
h(t) E Si on tf4j+i- 13 t4j+i)3 j= 0, 1, . ..) m- 1; i= 1, . . . . 4. 
In every sector we define a function which is nondecreasing along the 
solution ZQ,. In S, we consider the function 
[( 
2 V,(t) := ub(t)+t u,(t) ‘f$- (uo(t))2 ek’, 
> 1 te(t 413 t4j+ 1 1. 
Now V;(t) > 0 and therefore we get 
B’ 
(26) 
Similarly we define functions V,, V,, and V4 in the sectors S,, S3, and Sq, 
respectively, where V,, V,, and V, are defined like V, except that fl is 
replaced by ~1, 6, and y, respectively. We obtain the inequalities 
Lx2 
4 Ui(t4j+ I) e 
k’41+1 < uA2(t4,+,) ek’41+2, (27) 
d2 
(28) 
f 
4 4(f4j+3) e 
k’++j < U&2(t4j+4) @Q/+4. (29) 
505/78/l-2 
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Combining inequalities (26)-(29) we get 
Using inequality (30) for j = 0, 1, . . . . m - 1 and applying (25) we finally get 
2m eWf4m--10)U~2(t4 0 ) m, 
[ !!!! 1 2m= eWm Uf2(t,) 0 9 UY 
< !? eWn [ 1 
2m 
uh2(to) if m < n, 
a7 
< u;‘( to). 
This shows that we get a contradiction if m 6 n. Hence m 2 n + 1 and so u. 
has at least 2(n + 1) zeros in (0,27r). 1 
LEMMA 4. Let kER\{O), /?, SERB+, and HEN be such that 
A+‘> 1 
p S’n+l’ (31) 
Let p, v E L”(0, 27c) satisfy for all t E [0,27c] 
k*+j?* 
0 ; P(tK~ and 
k* + 6* 
0 $ v(t) < - 
4 . 
Then any nontrivial solution a0 of (2) has at most 2n zeros in (0,2x). 
Proof: Again, extend the functions /.L, v, and u,Za-periodically to all of 
R and note that there exists a sequence to < tl < . . . < t2,,, = to + 212 such 
that 
uo(t) = u,‘(t) on Cf*i-2v t2ipll, 
uo(t)= -u,(t) on Ct*i- I 9 t2i13 
where i = 1, . . . . m. As in the proof of Theorem 8 we get 
2lc 
--<t -t*i-l* 
6 ’ 2i 
2”<t. 
B 
L 2,--l - t*i-2, 
(32) 
(33) 
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with equality holding if and only if v(t) = (k2 +a2)/4 on [tzi_l, t2J or 
p(t) E (k’ + f12)/4 on [t2i-1, tzi- 1], respectively. Hence by Theorem 1 it 
follows that form some i either inequality (32) or inequality (33) is strict. 
Using (31) we get 
m274nm ‘,’ < f (tj-f;-1)=27c. 
n+l ( > B 6 i=l 
This shows that m <n + 1. 1 
THEOREM 10. Let kER\{O}, ~1, fi, y, 6~R,f and nEN be such that 
a</?, y<6 and 
(i) BWwev{lkl +I, 
(ii) l/p + l/6 3 l/(n + 1). 
Then the set 
k2+y2 k2+a2 
4’4 I 
has property P. 
Proof. If k < 0, then Theorem 10 follows clearly from Lemmas 3 and 4. 
If k > 0, then we reduce the problem to the previous one by the transfor- 
mation u(t) H u( - t). 1 
Remark. Suppose that fl, 6 E R,t are such that l/j? + l/S = l/(n + l), for 
some n EN. It is easily seen that if f16e-lk1ff’n < 4n*, then Theorem 10 
implies Theorem 8. One can also give a condition so that Theorem 8 
implies Theorem 10. Of course in general Theorems 8 and 10 are not 
comparable. Loosely speaking we can say that for (kl “large” Theorem 10 
is better and for (kl “small” Theorem 8 is better. 
THEOREM 11. Let k E R\ (0) and a, /?, y, 6 E R,f be such that a < fl, y < 6 
and 
Then the set 
(34) 
A:= [0,27c]x 
k*+a* k*+fl* k*+y* k2+d2 
4,-y--- 
4’4 1 
has property P. 
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ProoJ We consider again the U- U’ phase-plane. In the half plane 
U’ 2 0 let us consider the orbit r1 corresponding to 
u(0) = -q < 0, 
We will assume first that k ~0. Let r> 0 denote the point at which r, 
crosses the positive u axis. Then in the half plane U’ ~0 we consider the 
orbit r, corresponding to 
u(O)=r>O, u’(0) = 0, 
and let --P-C 0 denote the point at which r, crosses the negative u axis. 
It is not difficult to show that 
r=q[$-$]1’2exp{-~[tan~1(~)+n]+~tan~’(f)}, (35) 
P=r[$-$$]1’2exp {-g[tan’([)+rc]+itan-i(i)}. (36) 
Assume that o! < j? or y < 6, for otherwise the problem is trivial. Using the 
fact that the function f(x) := (k/x) tan’(x/k) is decreasing in Eq. (36) 
and combining it with Eq. (35) we get 
From this and inequality (34) it follows that p > q. 
Now let M denote the open region bounded by rl, r,, and the segment 
C-p, -q]. Let u0 be a nontrivial solution of (2) and extend 
u,2rr-periodically. Then for some t, the solution must cross the negative 
u-axis. Set - q : = uo(tO). It is easily seen that the curve (z+,(t), ub( t)) cannot 
enter the region M. Hence u,,( t, + 2~) < -p < -q = uo(to). This contra- 
diction shows that (2) has no nontrivial solutions. Since part (i) of 
Definition 1 obviously holds it follows that A has property P. 
The case k > 0 is similar; one simply reverses the time direction. See the 
proof of Theorem 10. 1 
Finally, we will use a functional-analytic idea to find sets with property 
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P. We consider the differential operator K: dam(K) E L*(O, 2n) + L’(O, 27r) 
defined by 
Ku := u” + ku’, (37) 
where dam(K) : = {u E W*,*(O, 27r) 1 u(O) = u(27r), u’(0) = ~‘(27~)). If k # 0, 
then clearly K is not self-adjoint since the operator is not even symmetric. 
We therefore must study the complexification of the operator K, K,. Let 
Lc(O, 277) denote the complex-valued square-integrable functions and note 
that dom(K,) = ( u E Lc(O, 271) 1 Re(u), Im(u)Edom(K)} and K,: 
dom(K,-) E Lg(O, 271) + Ls(O, 27~) is given by K,(u) = u” + ku’. Since 
(Kc)* = (K*),, we simply write Kg for the adjoint of K,. 
LEMMA 5. (a) dom(KE)=dom(K,) and K;lju=u”-ku’. 
(b) Kc is a normal operator. 
Proof (a) If u, v E dom(K,), then 
s 
f’ (u”+ku’)iTdt=j*= u( v” - ku’) dt, 
0 
which shows that v E dom(Kz) and KjJv = v” - kv’. Therefore dom(K,) E 
dom( Kz). 
Conversely, let u E dom(K$) G Lc(O, 27c), then v” - kv’ is a distribution 
and so for all rp E CF(O, 2n) we have 
(v” - kv’)(cp) = Ncp”) + kv(cp’) = 1,2’ (cp” + kqf)v = i‘,‘” rp(K,*v) dt. 
Hence K$ = v” - kv’ E Lc(O, 271). Since v E Lg(O, 2n) and JIv” - kv’(l* = 
I(v”II 2 + k* (10’/1* < co it follows that v E W’,*(O, 277). A simple calculation 
shows that u(O) = u(2n), and u’(O) = u’(2n). Hence u E dom(K,). Therefore 
dom(KE) = dom(K,) and K,*v = vfl - kv’. 
(b) It remains to be shown that IIK,ul/ = llK~ul/ for all uEdom(K,) 
(see [12]). Now I~K,ull*= /u”)l*+k* llu’ll*= IIK,*ul(*. 1 
Since K, is normal it follows that for 2 E p(K,), II(Kc - 2)) ‘(1 is just the 
spectral radius of the operator (Kc-A)-‘. We also have for 
;IG [p(K,)nR] that II(K,-A)-‘l( = II(K--A)-‘(I. 
Using Fourier series one easily shows that a(K,) = { -n2 + kin I n E Z> 
and o(Kr) = { -n* -kin I n E Z}. So a(K,-) = a(K,*) and the eigenspaces of 
K, and K,* corresponding to lea(Kc) are span{e’“‘} and span{e-““1, 
respectively. If k E R\ { 0}, then every A E a(K,) is an eigenvalue of multi- 
plicity one and the eigenspaces corresponding to distinct eigenvalues are 
orthogonal. 
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THEOREM 12. Let ke R, o~Ro+, and y E L”(O,2n) be such that for all 
t E [0,27-c] we have 
y(t) d r : = dist(a(K,), -0) 
and y(t) < r on a set of positive measure. Then the set 
A := {(t,pL, v)eR3 I tE CO, 2711, b-01 <y(t), Iv--o1 <y(t)) 
has property P. 
Proof. We only need to verify condition (ii) of Definition 1. So let p, 
v E L”(O,27r) be such that (t, p(t), v(t)) E A and let u be a nontrivial 
solution of problem (2). Note that the set {t E [0,27c] 1 u(t) = 0} has 
measure zero. 
Now problem (2) is equivalent to Ku + pp+ - vu- = 0 and therefore to 
(K+w)u=(w-p)u+ +(v--w)u-. Observe that II(K+w)ull >r IIuII, but 
II(K+o)ull*= II(w-p)u+l/*+ II(v-w)upI(2<r2 IIuj12. This contradiction 
shows that (2) cannot have a nontrivial solution. 1 
THEOREM 13. Let kE R\(O), p, qE R$, and YE L”(O,27c) be such that 
.for all t E [0,27c] we have 
y(t) < r : = 2 min(p, q)/( 1 + [ 1 + 4 min(p, q)/k2] ‘I*) 
and y(t) < r on a set of positive measure. Then the set 
A := {(t, PL, vkR3 I tE CO, 27~1, ~--PI <r(t), Iv-q Q(t)} 
has property P. 
Proof: As in the preceding proof we assume that (2) has a nontrivial 
solution u. Set f := (p-p)u+ -(q-v)u-, then 
u”+ku’+pu+-qu-=f. (38) 
Taking the inner product of (38) with u’ gives us 
llu’ll d IN -’ llfll. (39) 
Taking the inner product of (38) with u and using (39) gives us 
min(p, 4) Ilull G llf II II4 + k-’ Ilf I12. 
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This implies that 
21 
,,u,, < ,,f,, l+ Cl +4minh 4Yk211’2=r-, ,,f,,. . 
2 min(p, 4) 
Observe that llfll <r jlulj and therefore we have a contradiction. 1 
4. EXISTENCE RESULTS AT RESONANCE 
Finally we will prove the existence of solutions of problem (1) at 
resonance, that is, when the nonlinearity is allowed to “interact” with the 
spectrum of the linear part. In this case one has to add a condition on f 
so that (1) has a solution. We will consider a so-called “Landesman-Lazer 
condition” (cf. [7]) and a condition due to DeFigueiredo and Ni [3]. 
DEFINITION 2. We say that a set A G [0, 2n] x R2 has property Q if 
(i) there exist functions p, v~L”(0, 2n) such that (t, p(t), v(t))~A 
for all t E (0, 2n), and 
(ii) whenever p, v E L”(O,2n) satisfy (i) above, then problem (2) has 
only constant solutions. 
DEFINITION 3. We say that a set A E [0,27c] x R* has property Q* if 
(i) there exist functions p, v~L”(O,27r) such that (t, p(t), v(t))EA 
for all t E (0, 2n), and 
(ii) whenever p, v E L”(O,2n) satisfy (i) above, then all solutions of 
problem (2) have constant sign. 
LEMMA 6. Let k E R, 6, dE L”(0, 2n), and aE R,f be such that ad b(t), 
d(t). Assume that any subset B of 
A:= ((t,p,v)ER31 tE[O,2x], O<p<b(t), O<v<d(t)}, 
which does not contain 0 has property P. 
Then A has property Q. 
Proof: First note that condition (i) of Definition 2 is clearly satisfied. 
Now let u be a solution of (2). If U= u+, then by integrating (2) we get 
J&(t)u(t)dt=O. Th ere ore f FLU E 0 and so from U” + ku’ = 0 we conclude 
that u(t) is constant. The same conclusion follows if we assume 
that U= --u-. We therefore may assume that u(t) changes sign. So let 
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Z, JG [IO, 27~1 denote two disjoint intervals of positive measure so that u 
is positive on Z and negative on .Z. Define pl, vr E Zm(O, 2~) by 
p,(t) := p(z) if t$J, and VI(t) := v(t) if t$Z, 
b(t) if teJ, d(t) if tel. 
Then u also satisfies u”+ ku’+ p,u+ - v,z.- = 0 and if we set 
B:= {(t, PI(t), VI(t)) ( tE [0, 27r]}, then BE A, and B does not contain 0. 
Hence B has property P. This contradiction shows that u must be 
constant. 1 
Lemma 6 can now be applied to Theorems 7, 9, 12, or 13 to obtain sets 
with property Q. That there are sets with property Q* is clear since every 
set with property Q also has property Q*. However, there are sets with 
property Q* which do not have property Q. This will follow from the next 
lemma. 
LEMMA 7. Let k~R\{0}, a, CE L”(O,27c), and /I, 6 E R,+ be such that 
a(t) Q (k2 + /?*)/4, c(t) < (k2 + d2)/4, and 
Then the set 
A:= {(t,~,v)ER3ItE[O,27C],a(t)d~~(k2+B2)/4,c(t)~v~(k2+62)/4} 
has property Q*. 
ProoJ: Let q, be a solution of (2) which changes sign and assume that 
u0 is extended 2n-periodically to all of R. Then u,, must have consecutive 
zeros t,<t,<t,<t,+2q such that u,(t)=u$(t) on [to, t,] and 
uo(t)= -u&(t) on [t,, t2]. 
As in the proof of Theorem 8 we get that either 
27c 27l 
t,-t,>p+6=28 
or that u0 is a solution of 
u,(O) = %(27c), u;(o) = 4)(2?r). 
Using the assumption of Lemma 7 and Theorem 1 we have a contradiction 
in either case. 1 
SOLUTIONS OF DUFFING EQUATIONS 23 
In the subsequent two lemmas we will show that the characteristic of 
having properties Q or Q* is invariant under small perturbations. 
LEMMA 8. Let kER, 6, dEL”(O,2n), aER,+, and Ac[O,27r]xR+x 
R+ be as in Lemma 6. Then there exists some E > 0 so that 
A,:= {(t,p,v)~R~I t~[O,27r], O<p<b(t)+E, O<v<d(t)+c} 
has property Q. 
Proof: Assume that the lemma is false. Then for every n E N there exist 
functions pL,, v,, E L”(0, 271) and u,, E W2~‘(0, 271) so that for t E [0,2n] we 
have 
W,(t)<b(r)+; and O<v,,(t)<d(t)+l 
n 
and Eq. (4) holds. Regularity implies that in fact u, E H2(0, 27~). Now write 
u, = c, + w, for some c, E R and w, E H2(0, 271) with sp w, = 0 and let us 
assume that Iw,,I, = 1. From (4) we get that 
w; + kw:, + ,a, u,’ - v, u; = 0. (40) 
Case I. {c,} is bounded. Then (40) shows that {w,} is bounded in 
H2(0, 271) and subsequently so is {u,}. Using the compact embedding 
H2(0, 271) + C’([O, 27r]) we may assume that for some WEH*(O, 27~) we 
have lim, _ o. Iw, - WI, = 0. We also may assume that lim, _ o. c, = c, for 
some c E R. As in the proof of Lemma 1 we obtain Eq. (7) with u = c + w, 
and p, v satisfying the conditions of Lemma 6. Since sp w  = 0 and w  # 0 it 
follows that u is not a constant and so we have a contradiction. 
Case II. {c,} is unbounded. Without loss of generality we may 
assume that lim, _ ix: (c,I = co. For each n E N let us define pn E L”(O,271) 
by 
P,(l) : = 
At) if u,(t) >, 0, 
v,(t) if u,(t) < 0. 
Then Eq. (40) becomes 
w:: + kw:, = -pnu, = -p,,c,, -p,,w,,. (41) 
Integrating (41) over [O, 2x1 we get 
C” I 
:‘p”= - 
I 
2npnW”. 
0 
Since JF pn w, is bounded, it follows that If p,, + 0 as n + cc and hence 
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that for 1 d P < 03, P, + 0 in LP(O, 27c), as n + cc. This in turn implies that 
for 1~p<co,p,w,-+Oandc,p,, + 0 in Lp(O, 27r), as n + 00, and therefore 
(41) shows that (wn} is bounded in H2(0, 27~). As in Case I we may assume 
that there exists some w  E H2(0, 27~) so that lim, _ 3D (w, - WI i = 0. Then 
[w/i= 1 and Jp w=O. 
Now consider the operator L as defined in (11) with A# 0. Then 0 $ e(L) 
and L- ‘: L’(O,27c) --) (dom L, ) .I i) is continuous and (41) is equivalent to: 
w,=l.L~‘w,-L--1( p,,u,,). Taking limits we get Lw = Iw which means that 
w  is constant. Therefore this case also leads to a contradiction. 1 
LEMMA 9. Let k E R and let A E [0,27c] x R2 be a compact set so that 
A(t):= ((wJH (t,p,v)EA) is the product of closed intervals. If A has 
property Q*, then there exists some E > 0 so that 
A, : = {(t, p, v) E R3 I dist((p, v), A(t)) GE} 
also has property Q*. 
Proof. The proof is similar to the proof of Lemma 1. So, if we assume 
that Lemma 9 were false, then there exists a sequence (un} G Wz3’(0, 271) 
such that (3) and (4) holds, with llun112,2 = 1 and each u, changing sign. 
Continuing as in the proof of Lemma 1 it follows that some subsequence 
of {u,> converges in the Cl-norm to some u E H2(0, 2~). Then u satisfies 
Eq. (7) with (t, p(t). v(t))E A, for all t E [0, 2711. 
Next, let us show that the function u must change sign. Suppose then 
that u has constant sign. If /u(t)1 > 0, for all t E [0,27r], then for n 
sufficiently large u, would have constant sign, which is a contradiction. If 
however for some t,E [0,2rr] we have u(t,) = 0, then it also follows that 
u’(to) = 0. But this would imply that u - 0, which is also impossible. 
Therefore the function u must change sign. 
Now, since u changes sign, we get a contradiction to the fact that A has 
property Q*. This proves the lemma. 1 
Now we come to the main existence results of this section. 
THEOREM 14. Let kE R\(O), f e L’(O,2n), and g: [0,27c] x R + R be a 
Caratheodory function. Assume the following: 
(i) for every r E R,+ there exists some function f, E L’(0, 27~) such that 
for all (t, u) E [0, 2711 x R with IuI d r we have 
Ig(t, UN <f,(t); 
(ii) there exists some ME R,f and some ZE L’(O,2rc) so that for 
tE[O,27c] and lul>Mwehave 
uCg(t, u) - z(t)1 B 0; 
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(iii) there exist functions b, dE L”(0, 2~) and a6 R,f so that for 
t E [0,271] we have a 6 b(t), d(t) and 
0~ lim g(t,u)u’<b(t) and O< lim g(t,u)u-‘<d(t), 
U’cc u+ -cc 
uniformly a.e. in t E [0, 27t]; 
(iv) the set 
A := {(t, p, v)ER~ I O<u<b(t), O<v<d(t)} 
has property Q; 
(v) with g(t, -co) := lim 24’ --m g(t,u) and g(t,~):=lim.+,g(t,u) 
we have 
I 
2n 
g(t,-w,)dt< 
0 
l;‘f(t)dt<j;‘g(t, co)dt. 
Then problem (1) has a solution u E W2”(0, 27~). 
Proof Let E be as in Lemma 8. It is easy to see that for every n E N, 
with l/n < E, the set A* : = {(t,p,v)ER31 l/n<p<b(t)+l/n, l/n<v< 
d(t) + l/n} has property P. From Theorem 2 it follows that for such n the 
problem 
u..+ku’+;u+g(t,u)=f(t), 
(42) 
u(0) = u(27r), u’(0) = u’(271) 
has a solution U,E W’,‘(O, 271). Also, choose some RkM so that the 
following holds 
g(t,u)ul<b(t)+e if u > R, 
g(t,u)u-‘<d(t)+& if u< -R, 
and 
z(t)u-‘d g(t, u) u-l if ju( > R. 
Let G: L’(O,271) -+ L’(0, 27r) denote the substitution operator correspond- 
ing to g(t, u) and define p,, E L”(O,2n) by 
‘Jr) ‘= 
0 if lu,(t) < R, 
max(O, g(t, u,(t)))[u,(t)]-’ if [u,(t)\ > R. 
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Moreover, let L denote the differential operator as defined by (11) with 
A = a, i.e., Lu = U” + ku’ + au. Then U, satisfies 
Lu,+;u,+Gu,=au,+$ 
It is clear now that if the sequence {un} is bounded in C’( [0,2rc]), then 
a subsequence converges to some u in the C-norm. Then Lu + Gu = au + f 
and therefore (1) has a solution. 
It remains to consider the case when {u,) is possibly unbounded in 
C ‘( [0,27c]). Then we set u, : = U, 1 u,[ ; ’ and, using the compactness of 
L-‘:L’(0,21c)+C1([0,2n]), wemayassumethatlim,,,~u,~i=cc and 
that {u,} converges to some 0 # u E C ‘( [0,27c]) in the 1 .I ,-norm. 
Dividing (43) by In,, , and using (u,[ ;’ pnu, = p, u,,, we get 
By going to a subsequence we may assume that p, -p in L*(O, 27~) as 
n + cc and therefore p,,u,, -pu in L’(O, 2n) as n + co. Also observe that 
lim, + m Iu,,( ;’ L-‘(G-pn)q = 0. Now let n + cc in (44) and we get 
v+LP’pv=aL-‘u 
or equivalently 
If we set 
v”+kv’+pv=O, 
u(0) = u(27r), u’(0) = u’(27c). 
(45) 
if u(t) 2 0, 
and 
if u(t) < 0, 
if u(t)<0 if u(t)>O, 
then of course pu = pu + - vu ~ and CL, v satisfy the conditions of Lemma 8. 
Therefore u is a nonzero constant. 
Now integrating (42) over [0,27c] gives us 
1 - s2= u,(t)dt+ J’” g(t, u,(t))dt= l;zf(l) df. 
n 0 0 
If u > 0, then u,(t) -+ cc uniformly in t E [0, 2711 and therefore 
(46) 
fZn g(t, oa)dr</2rf(r)dr. 
0 0 
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If u < 0, then u,(t) + --co uniformly in t E [0, 2~1 and therefore 
So in either case we reach a contradiction. This then proves the 
theorem. 1 
The proof of Theorem 14 shows that, if in condition 14(v) we have either 
sp g(t, -co) dt = -cc or sp g(t, co) dt = co, or both, then Theorem 14 still 
holds. 
If one restricts the interaction of the nonlinearity g(t, U) with the spec- 
trum (condition (iii) in the above theorem) somewhat, then one can modify 
the so-called Landesman-Lazer condition (condition (v)) in Theorem 14. 
This is the subject of the next theorem. 
THEOREM 15. Letk~R\(O),f~L’(O,2n),andg:[O,2n]xR+Rbea 
Caratheodory function. Assume the following: 
(i) for every r E R,f there exists some function f, E L’(0, 21~) such that 
for all (t, u)E [0, 2n] xR with IuI <r we have 
Is(t, u)l <f,(t); 
(ii) there exists some ME R,f and some z E L’(0, 2n) so that for all 
t E [0,27c] and all u 2 M we have 
(iii) there exist functions b, c, de L”(O,27t) and aE R,f so that for 
t E [0, 27~3 we have c(t) < a < b(t), d(t) and 
0~ !~IJ g(t, u) u-l d b(t), 
u-m 
0 2 c(t)< lim g(t,u)u’d lim g(t,u)u-‘<d(t), 
U’ -cc “’ -m 
uniformly a.e. in t E [0, 27-c-J; 
(iv) the set 
A:= {kw’)~R3 I Odu<b(t), c(t)<v<d(t)} 
has property Q; 
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(v) with g(t, co) := l&,, g(t, u) we have 
J;nf(t) dt < fir g(t, co) dt. 
Then problem ( 1) has a solution u E W*x ‘(0,271). 
Proof: We proceed as in the proof of Theorem 14. The only difference 
is that the function v(t) must satisfy c(t) < v(t), for all t E [0,2rc]. This 
implies’that the nonzero constant function u in (45) cannot be negative. 
Proceeding with (46) we get the desired contradiction. m 
Loosely speaking one can say that in Theorem 15 we allow the non- 
linearity g(t, u) to interact with the spectrum at + co, but not at - co. It 
is clear that a similar result can be obtained for the opposite interaction. 
We simply have to change conditions 15(ii), (iii), (iv), and (v) in the 
obvious way. 
Next we will prove a similar type of result employing sets with 
property Q*. 
xR+Rbea THEOREM 16. Let k E R\ {0}, f~ L’(O,27c), and g: [0,2x] 
Carathtodory function. Assume the following: 
(i) for every r E R,f there exists a function fr E L’(0, 2n 
all (t, u) E [0, 2711 x R with lul < r we have 
) such that for 
I dt, UN Qf,(t); 
(ii) there exists some ME R,+ and some z E L’(O,271) so that for 
t E [0,2n] and lul > M we have 
dg(t, u) - z(t)1 2 0; 
(iii) there exist functions a, b, c, dE L”(0, 27~) such that 
a(t) < lim g(t, U) up’ < lim g(t, u) up1 <b(t), 
u-m U’oo 
c(t)< lim g(t,u)u-‘< lim g(t,u)u-‘<d(t), 
U’ -00 u- -m 
uniformly a.e. in t E [0, 2n3; 
(iv) the set 
A:= {(t,p,~)ER~Ia(t)<p<b(t),c(t)dv<d(t)} 
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has property Q* and there exist constants p0 2 0, v,, 3 0 such that for ail 
t E [0,27c] we have 
(4 PO? vo) E 4 
(v) if ess inf a 6 0 < ess sup b, then 
j-Ix f(t) dt < j-;’ g(t, 03) dt, 
if ess inf c 6 0 < ess sup d, then 
where g(t, 00) := l&.,, g(t, u) and g(t, -0o) :=& u---m ‘dt, u). 
Then problem (1) has a solution u E W2s1(0, 271). 
Proof, By Lemma 9 we choose E > 0 such that 
A:= {(t,p,v)ER3 (a(t)-E<p<b(t)+z, c(t)-z<v<d(t)+E) 
has property Q*. We now proceed as in the proof of Theorem 2. That is, 
we consider the homotopy (13) and assume that the set of all solutions of 
(13) is unbounded in the ) .I ,-norm. This then implies that for some 
function u E H*(O, 271) with 1~1, = 1 and some r. E (0, 1 ] we have 
u”+ko’+[q#+(l-~O)#u(O]U+-[CZOV+(l-~o)VO]u-~O, 
u(0) = u(2n), u’(0) = u’(2n). 
(47) 
Since A has property Q*, it follows that the function u has constant sign. 
Let us assume that u = u +. Integrating (47) we get 
I 1” [~O~++l-ZO)&ju+=0. 
Since a(t) < [r,p + (1 - 70) po] < b(t), it follows immediately that 
ess inf a 6 0 d ess sup b. Therefore 
by condition (v) of Theorem 16. On the other hand we have for n 
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suhiciently large that u,(t) > 0 and 5, > 0 and so by integrating Eq. (14) we 
obtain 
jo2n At, u,(f)) dt < j;’ f(t) dt. 
From (i) and (ii) it follows that there exists some p~L’(0, 2x) with 
p(t) < g(t, u), for all (t, U) E [0, 27r] x R+. Therefore we can apply Fatou’s 
lemma and we get 
5 
2n 
I 
2n 
g(t, ~0) dt < lim df, u,(t)) dt 
0 0 n-m 
<liIIJ j’” g(t, u,(t)) dt < j;xf(t) dt. 
n--r00 0 
This of course contradicts (48). 
The case when v is negative is handled similarly. Therefore we conclude 
that the set of all solutions of (13) is bounded. To finish this proof we 
simply follow the rest of the proof of Theorem 2. 1 
When the assumption po, v. 20 in Theorem 16(iv) is changed to po, 
v. < 0, then a similar theorem can be formulated. 
THEOREM 17. Letk~R\{O},f~L1(0,2~),andg:[0,2~]xR+Rbea 
Carathkodory function. Assume the following: 
(i) for every r E R,+ there exists a function fr E L’(O,27c) such that for 
all (t, u) E [0, 27~1 x R with IuI < r we have 
Idt, UN <f,(t); 
(ii) there exists some MER,+ and some ZE L’(O,271) so that for 
TV [0,27c] and IuI z M we have 
uCg(t, u) - z(t)1 G 0; 
(iii) there exist functions a, 6, c, dE L”(0, 2~) such that 
a(t) 6 lim g(t, U) U-’ < lim g(t, u) u-r <b(t), 
u-cc u-cc 
7 
c(t)< lim g(t, u)up’d hm g(t, u)u-‘<d(t) 
U’ -cc U’ -cc 
uniformly a.e. in t E [0, 27~1; 
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(iv) the set 
A:= {(t,~,u)~R~~a(t)6~~~(t),c(t)6~6d(t)} 
has property Q* and there exist constants p0<O, v,<O such that for all 
t E [IO, 2711 we have 
(4 PO, vo) E A; 
(v) if ess inf a < 0 6 ess sup 6, then 
j;‘f(~)d~>j;‘iT(t, a)dt, 
if ess inf c < 0 < ess sup d, then 
j2nR([,-m)dt>j2~f(t)dr, 
0 0 
where g(t, co):= lim,+, g(t, u) andg(t,-co):= l&., --5 g(t, u). 
Then problem (1) has a solution u E W**‘(O, 2~). 
Proof: The proof is essentially the same as the proof for 
Theorem 16. 1 
Remarks. ( 1) Conditions such as (v) in Theorems 14, 15, 16, and 17 
are often referred to as Landesman-Lazer conditions. 
(2) Since we are interested primarily in the case when k E R\ (O}, 
resonance can only occur at 0 because the only real eigenvalue of 
Lu = u” + ku’ is 0. 
(3) Results in this section have been motivated by Arias [l] and 
Sanchez [lo]. In [l] the author treats the one-dimensional Dirichlet 
problem and proves the existence of solutions at resonance. The growth of 
the nonlinearity g(t, u) is restricted by the so-called FuEik spectrum. In our 
case, when k # 0, the FuEik spectrum cannot be used for that purpose but 
rather we have to focus on sets with property P (see conditions (iii) and 
(iv) of Theorem 14). 
If now the functions g(t, --co) and g(t, co) of Theorem 14 are identical, 
then a condition such as 14(v) cannot hold. This case was considered by 
DeFigueiredo and Ni in [3] in a more general setting with a bounded 
nonlinearity g(u). Subsequently this was generalized to unbounded 
nonlinearities by Ward [ 111. 
505.78; 1-3 
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THEOREM 18. Let k~R\{O},f~L'(0,271), andg: [0,2n]xR-+R bea 
Carathtodory function. Assume that (i), (ii), (iii), and (iv) of Theorem 14 
hold. If 
5,'" f(t) dt=JbZn z(t) dt, (49) 
then problem (1) has a solution UE W’,‘(O, 271). 
Proof: The proof is exactly the same as the proof of Theorem 14 up 
to Eq. (46). Then using either u,(t) + 00 or u,(t) -+ --oo uniformly in 
TV [O, 2711 and condition (ii), we obtain a contradiction to (49). 1 
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