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DIMENSION n REPRESENTATIONS OF THE BRAID
GROUP ON n STRINGS
INNA SYSOEVA
1. Introduction
Let Bn be the braid group on n strings. In his paper [1] Ed Formanek
classified all irreducible representations of Bn of dimension at most
(n − 1). Since then there were some attempts to classify irreducible
representations of Bn of dimension n. In particular the classification is
known for very small n. Case n = 3 was done by Ed Formanek ([1],
Theorem 24). Woo Lee has classified the four-dimensional irreducible
representations of B4 ([2]).
In this paper we solve this problem completely for n ≥ 9. Before
stating our main classification theorem let us describe the following
representation of Bn of dimension n.
Definition 1. The standard representation is the representation
τn : Bn → GLn(Z[t
±1]
defined by
ρ(σi) =


Ii−1
0 t
1 0
In−1−i

 ,
for i = 1, 2, . . . , n− 1, where Ik is the k × k identity matrix.
We call the above representation standard because of its simplicity.
Surprisingly, it does not seem to be well-known. In fact it looks like
it was first discovered only in 1996 by Dian-Min Tong, Shan-De Yang
and Zhong-Qi Ma ( [4], Equation (19)).
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Theorem 1. Suppose that ρ : Bn → GLn(C) is an irreducible repre-
sentation of Bn of dimension n ≥ 9. Then it is a tensor product of a
one-dimensional representation and a specialization for u 6= 0, 1 of the
standard representation.
To explain the ideas of the proof, we need the following definition.
Definition 2. Suppose ρ is a representation of the Artin braid group
Bn. The corank of ρ is the rank of ρ(σi), where σi are the standard
generators of Bn. (This makes sense because all σi are conjugate.)
If one looks at the proof of the classification theorem of Formanek
in [1], it can be separated into two parts. The first is to classify all
irreducible representations of braid groups of corank 1. The second is to
prove that apart from a few exceptions, the irreducible representations
of braid groups Bn of dimension at most (n− 1) can be obtained as a
tensor product of a one-dimensional representation and an irreducible
representation of corank 1.
Our proof follows a similar strategy. The first part of it, the classifi-
cation of irreducible representations of corank 2 was carried out in [3].
In this paper we complete the proof of Theorem 1 by proving that for
n ≥ 9 every irreducible representation of Bn of dimension n is the ten-
sor product of a one-dimensional representation and a representation
of corank 2.
Acknowledgments: The author wishes to express her deep grat-
itude to Ed Formanek for numerous helpful discussions and support.
His remarks simplified considerably the proof of the main theorem. In
particular, Lemma 4 is due to him.
2. Proof of Theorem 1
We proved in [3], Theorem 5.5 and Corollary 5.6 that for n ≥ 7 every
irreducible complex representation of Bn of corank 2 is a specialization
of the standard representation (see Definition 1.) So to complete the
proof of Theorem 1 it is enough to show that for n ≥ 9 every irreducible
representation of Bn of dimension n is the tensor product of a one-
dimensional representation of corank 2. This will be done in Theorem
5. Before that we need some preparatory results. The key of the proof
is the following theorem, which is similar to Theorem 16 of [1].
Theorem 2. Suppose that ρ : Bn+1 → GLn+1(C) is an irreducible
representation of Bn+1 of dimension n + 1 (n ≥ 4). Suppose that the
restriction of ρ, ρ|Bn−1× < σn >, stabilizes one-dimensional subspace
Cv of Cn+1.
Then rank(ρ(σ1)− yI) = 2 for some y ∈ C
∗.
BRAID GROUP REPRESENTATIONS 3
Proof. For notational simplicity we will write σ instead of ρ(σ) for
σ ∈ Bn.
By hypothesis,
ρ|Bn−1× < σn > : Cv → Cv
is a one-dimensional representation of Bn−1 ×B2, so there exist x, y ∈
C∗ such that
σ1v = σ2v = · · · = σn−2v = yv, σnv = xv
Consider θ = θn+1 = σ1σ2 . . . σn, σ0 = θσnθ
−1,
vn = v, vn+1 = θv, v1 = θ
2v, . . . , vn−1 = θ
nv.
Conjugation by θ permutes σ1, . . . , σn, σ0 cyclically.
Because ρ is an irreducible representation and θn+1 is central in Bn+1,
ρ(θn+1) = dI for some d ∈ C∗. Thus, the left action of θ permutes
Cv1,Cv2, . . . ,Cvn+1 cyclically.
We have:
σivi = xvi,
σivi+j = yvi+j
for
i = 1, . . . , n+ 1, j = 2, . . . , n− 1,
where indices are taken modulo n + 1.
The following table summarizes the above calculations:
v1 v2 v3 . . . vn−1 vn vn+1
σ1 xv1 yv3 . . . yvn−1 yvn
σ2 xv2 . . . yvn−1 yvn yvn+1
σ3 yv1 xv3 . . . yvn−1 yvn yvn+1
...
...
...
...
. . .
...
...
...
σn−1 yv1 yv2 yv3 . . . xvn−1 yvn+1
σn yv1 yv2 yv3 . . . xvn
σ0 yv1 yv2 yv3 . . . yvn−1 xvn+1
Suppose that v1, . . . , vn+1 are linearly dependent. Consider
a1v1 + a2v2 + · · ·+ atvt = a1v1 + a2θv1 + · · ·+ atθ
t−1v1 = 0,
a linear dependence relationship with minimal t.
In the equation above, a1 6= 0, since θ is invertible, and at 6= 0 by
the minimality of t.
We claim that t ≥ n. Indeed, suppose that t ≤ n − 1. Then vn−1
is a linear combination of v1, . . . , vn−2, which are eigenvectors for σn
with σnvi = yvi, i = 1, . . . , n − 2. So, σnvn−1 = yvn−1. Applying θ
3
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implies that σ2v1 = yv1, which means that Cv1 is Bn+1−invariant,
which contradicts the irreducibility of ρ. So, t ≥ n.
Thus, v1, . . . , vn−1 are linearly independent.
Assume that rank(σ1 − yI) > 2. Then, as
dim(Ker(σ1 − yI)) + rank(σ1 − yI) = n+ 1,
dim(Ker(σ1 − yI)) ≤ n− 2.
Note that v3, . . . , vn are n− 2 linearly independent elements of L =
Ker(σ1−yI). So, dim(Ker(σ1−yI)) = n−2, and L = span{v3, . . . , vn}.
Since vectors {v1, . . . , vn−1} are linearly independent, {v2, . . . , vn}
and {v3, . . . , vn+1} are also linearly independent. Therefore v2 /∈ L,
and vn+1 /∈ L.
The action of θ implies that for i = 1, . . . , n+ 1
Ker(σi − yI) = span{vi+2, . . . , vi−2},
vi−1 /∈ L, and vi+1 /∈ L, where indices are taken modulo n+ 1.
σ1 commutes with σn, and n ≥ 4, so
(σn − yI)σ1v2 = σ1(σn − yI)v2 = 0.
Thus, σ1v2 ∈ Ker(σn − yI), so
σ1v2 = b1v1 + b2v2 + · · ·+ bsvs,
where 1 ≤ s ≤ n− 2 and bs 6= 0.
We claim that s ≤ 2. Indeed, if s ≥ 3, then
0 = σ1(σs+1 − yI)v2 = (σs+1 − yI)σ1v2 =
= (σs+1 − yI)(b1v1 + b2v2 + · · ·+ bsvs) = (σs+1 − yI)bsvs.
This contradicts the fact that vs /∈ Ker(σs+1 − yI).
Thus,
σ1v2 = b1v1 + b2v2, b1, b2 ∈ C.
By a symmetric argument which reverses the roles of σ1 and σn, and
starts with the equation
(σ1 − yI)σnvn−1 = σn(σ1 − yI)vn−1 = 0,
we obtain
σnvn−1 = c1vn−1 + c2vn, c1, c2 ∈ C.
Using the action of θ, we get the following table:
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v1 v2 . . . vn vn+1
σ1 xv1 b1v1 + b2v2 . . . yvn c1vn+1 + c2v1
σ2 c1v1 + c2v2 xv2 . . . yvn yvn+1
σ3 yv1 c1v2 + c2v3 . . . yvn yvn+1
...
...
...
. . .
...
...
σn−1 yv1 yv2 . . . b1vn−1 + b2vn yvn+1
σn yv1 yv2 . . . xvn b1vn + b2vn+1
Span{v1, v2, . . . , vn+1} is Bn+1−invariant. Thus, if {v1, v2, . . . , vn+1}
are linearly dependent, then ρ is reducible. So,{v1, v2, . . . , vn+1} are
linearly independent, and they form a basis for Cn+1.
In this basis:
σ1 =


x b1 c2
0 b2
y
. . .
y
c1


, σ3 =


y
c1
c2 x b1
b2
y
. . .
y


.
Using the (3, 2)−entry of the matrix σ1σ3 = σ3σ1, we have
b2c2 = yc2.
If c2 = 0, then Cv1 is invariant under Bn+1, which contradicts the
irreducibility of ρ. So, c2 6= 0. Thus, b2 = y. Then rank(σ1 − yI) ≤ 2,
a contradiction.
So, rank(σ1 − yI) ≤ 2. But by [1], Theorem 10, the case rank(σ1 −
yI) = 1 is impossible. Thus, rank(σ1 − yI) = 2.
The following argument is due to E. Formanek. He also used it in [1],
Lemma 17 and Corollary 18. My original argument was much longer.
The next Lemma 3 is a corollary of Theorem 23 of [1], which classifies
the irreducible representations of Bn of dimension at most n− 1.
Lemma 3. If ρ : Bn → GLr(C) is irreducible and r ≤ n− 3, then ρ is
one-dimensional.
Lemma 4. Let ρ : Bn → GLr(C) be a representation, where n ≥ 6.
Suppose that λ is an eigenvalue of ρ(σn−1). Suppose that the largest
Jordan block corresponding to λ has size s and multiplicity d.
If d ≤ n−5, then ρ|Bn−2× < σn−1 > has a one-dimensional invariant
subspace.
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Proof. Let f(t) be the minimal polynomial of ρ(σn−1). Set m(t) =
f(t)/(t − λ). Let V be the image of Cr under m(ρ(σn−1)). Then V is
invariant under ρ|Bn−2× < σn−1 >, and dimV = d. If d ≤ n− 5, then
by Lemma 3, all composition factors of
ρ|Bn−2× < σn−1 > : V → V
are one-dimensional.
Theorem 5. For n ≥ 9, every n−dimensional complex irreducible rep-
resentation ρ of the braid group Bn is equivalent to a tensor product of
a one-dimensional representation χ(y), y ∈ C∗, and an n-dimensional
representation of corank 2.
Proof. Assume not. Then by Theorem 2 and Lemma 4, the largest
Jordan block corresponding to every eigenvalue of ρ(σn−1) has multi-
plicity ≥ n− 4.
If ρ(σn−1) has two or more eigenvalues, we get
(n− 4) + (n− 4) ≤ n,
a contradiction, since n ≥ 9. Similarly, if some eigenvalue has the
corresponding largest Jordan block of size s ≥ 2, we get a contradiction
2(n− 4) ≤ n.
Thus, ρ(σn−1) has only one eigenvalue λ and the Jordan canonical
form of ρ(σn−1) consists of 1 × 1 elementary Jordan blocks. But then
ρ(σn−1) = λI, which contradicts the irreducibility of ρ.
This completes the proof of the theorem, and thus the proof of The-
orem 1.
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