Bandits with Knapsacks" (BwK) is a general model for multi-armed bandits under supply/budget constraints. While worst-case regret bounds for BwK are well-understood, we focus on logarithmic instance-dependent regret bounds. We largely resolve them for one limited resource other than time, and for known, deterministic resource consumption. We also bound regret within a given round ("simple regret"). One crucial technique analyzes the sum of the confidence terms of the chosen arms. This technique allows to import the insights from prior work on bandits without resources, which leads to several extensions. *
Introduction
We study multi-armed bandit problems with supply or budget constraints. Multi-armed bandits is a simple model for exploration-exploitation tradeoff, i.e., the tension between acquiring new information and making optimal decisions. It is an active research area, spanning computer science, operations research, and economics. Supply/budget constraints arise in many realistic applications, e.g., a seller who dynamically adjusts the prices may have a limited inventory, and an algorithm that optimizes ad placement is constrained by the advertisers' budgets. Other motivating examples concern repeated actions, crowdsourcing markets, and network routing and scheduling.
We consider a general model called Bandits with Knapsacks (BwK ), which subsumes the examples mentioned above. 1 There are d ≥ 1 resources that are consumed over time, where each resource i starts out with budget B i . In each round t, the algorithm chooses an action (arm) a = a t from a fixed set of K actions. The outcome is a vector in [0, 1] d+1 : it consists of a reward and consumption of each resource. This vector is drawn independently from some distribution over [0, 1] d+1 , which depends on the chosen arm but not on the round, and is not known to the algorithm. The algorithm observes bandit feedback, i.e., only the outcome of the chosen arm. The algorithm stops at a known time horizon T , or when the total consumption of some resource exceeds its budget. The goal is to maximize the total reward, denoted REW. For a concrete example, consider dynamic pricing. The algorithm is a seller with limited supply of one or more products. In each round, a new customer arrives, the algorithm chooses the per-unit price of each product, and the customer decides what to buy at these prices. Prices correspond to 'arms', and products to 'resources'.
BwK is much more challenging than bandits without supply/budget constraints. First, algorithm's choices constrain what it can do in the future. Second, the algorithm is no longer looking for arms with maximal expected per-round reward (because such arms may have very high resource consumption). Third, the best fixed distribution over arms can be much better than the best fixed arm. Accordingly, we compete with the best fixed distribution benchmark: the total expected reward of the best distribution, denoted OPT FD .
BwK were introduced in Badanidiyuru et al. (2018) , and subsequently studied and extended in (Agrawal and Devanur, 2014; Badanidiyuru et al., 2014; Agrawal et al., 2016; Agrawal and Devanur, 2016a; Sankararaman and Slivkins, 2018; Immorlica et al., 2019; Rangi et al., 2018) . Various special cases with budget/supply constraints were studied previously, e.g., Besbes and Zeevi (2009); Babaioff et al. (2015) ; Badanidiyuru et al. (2012) ; Singla and Krause (2013) ; Combes et al. (2015) . In particular, the optimal worst-case regret rate is
where B = min i B i is the smallest budget (Badanidiyuru et al., 2018) . However, logarithmic instance-dependent regret rates are not well-understood. Without resources, one can achieve regret O K ∆ log T , where ∆ is the "reward-gap": the gap in expected reward between the best and the second-best arm. This regret bound is optimal in terms of K and ∆ (Lai and Robbins, 1985; Auer et al., 2002a) .
Our contributions. We largely resolve instance-dependent regret for BwK with one limited resource other than time. This is an important special case which subsumes the main motivating examples of BwK, e.g., see the list in Chapter 10.1 of Slivkins (2019) . First, we achieve logarithmic instancedependent regret rate when the best distribution over arms reduces to the best fixed arm. We provide a very general lower bound to argue that this assumption is essentially necessary. Second, we identify a suitable instance-dependent parameter: a non-obvious generalization of the "rewardgap" in terms of Lagrangians of the underlying linear relaxation; we call it the Lagrangian gap G LAG . Surprisingly, our regret bound scales as 1/G 2 LAG rather than 1/G LAG . We provide a lower bound to argue that this scaling is optimal. Third, our algorithm essentially matches the worst-case optimal regret bound (1.1) (see Remark 1 for a detailed comparison). All these results carry over to multiple resources with known, deterministic consumption.
Our algorithm starts with an "optimistic" BwK algorithm from prior work (UcbBwK, Agrawal and Devanur, 2014) . We add extra rounds in which we resample high-uncertainty arms, and a new analysis which uses these rounds to guarantee logarithmic regret. The worst-case analysis bounds the "damage" from the extra rounds.
We also provide an auxiliary result which bounds the "simple regret" of UcbBwK. We show that between rounds 1 and T , the expected reward in all but a few rounds is close to OPT DP /T . If each round corresponds to a user, and the reward is this user's utility, then all but a few users receive close to the "fair share" of the total expected reward.
One crucial technique in all these results is an argument about the "confidence sums": the sums of the confidence terms of the arms chosen by the algorithm. While some aspects of this argument have been implicit in prior work (namely, Claim 3.3), the entire argument has not been conceptualized and systematically used, to the best of our knowledge.
Finally, we provide general template for extensions, where the confidence-sum argument allows to import insights from bandits without resources. If prior work on a particular scenario in bandits provides an upper bound on the confidence sum, we immediately obtain several results for BwK, with appropriately modified regret bounds. We recover all results described above, as well as a worst-case regret bound for a version of UcbBwK. We apply this template to combinatorial semibandits and linear contextual bandits; in both scenarios, the confidence-sum bounds are implicit in the original analyses. To put this in perspective, each scenario has been a separate paper on BwK (Agrawal and Devanur, 2016b; Sankararaman and Slivkins, 2018) , for the worst-case regret bounds alone.
Discussion. It is unclear if our approach for the logarithmic-regret result can be extended to multiple resources with general (stochastic) consumption. We identify two specific arguments that need to be extended: Claim 3.4 and Eq. (3.4).
While the worst-case regret bounds also hold against a stronger "best algorithm" benchmark OPT DP , our logarithmic-regret result is (only) against the best fixed distribution benchmark. A lower bound from Flajolet and Jaillet (2015) shows that √ T regret is broadly unavoidable against OPT DP , as long as resource consumption is stochastic.
More related work. More background on bandits can be found in (Bubeck and Cesa-Bianchi, 2012; Slivkins, 2019; Lattimore and Szepesvári, 2019) ; see Slivkins (2019, Ch. 10) for a survey of BwK. Below we only discuss the most related work not cited above.
In a yet unpublished manuscript, Flajolet and Jaillet (2015) achieve logarithmic regret bounds for BwK with a single resource other than time, under several substantial caveats: the logarithmic regret bounds scales as c −4 min , where c min is the minimal expected consumption among arms; the worst-case regret bound of the same algorithm scales as √ T /c 2 min ; and the algorithm needs to know some parameter of the problem instance. The generalization of reward-gap that they use is meaningful only if the best distribution is the best fixed arm. Flajolet and Jaillet (2015) also achieve a result for the general case, under similar but somewhat stronger assumptions. However, their regret bounds scale as K K /gap 6 , and a worst-case, gap-independent regret bound for the same algorithm is not provided.
Vera et al. (2019) study a contextual version of BwK with two arms, one of which does nothing. (So, their results do not apply to BwK.) They obtain logarithmic regret for a single resource other than time, assuming that c min ≥ Ω(1).
BwK with only one constrained resource (and unlimited number of rounds) tends to be an easier problem: e.g., the best distribution over arms is now the best fixed arm. György et al. (2007) ; Tran-Thanh et al. (2010 , 2012 ; Ding et al. (2013) obtain instance-dependent polylog(T ) regret bounds under various assumptions. Immorlica et al. (2019) provide another reduction from bandits to BwK. Their reduction is very different: it is from adaptively-adversarial bandits, even if the conclusion only needs to hold for stochastic BwK, and it "inputs" an algorithm rather than a lemma. In addition to the worst-case regret bound, their reduction extends to the adversarial version.
Preliminaries
Problem statement. The Bandits with Knapsacks (BwK) problem is as follows. There are K arms, d resources, and T rounds. Initially, each resource j is endowed with budget B j . In each round t = 1 , . . . , T , an algorithm chooses an arm a t , and observes an outcome vector o t = (r t ; c 1,t , . . . , c d,t ) ∈ [0, 1] d+1 , where r t is the reward, and c j,t is the consumption of each resource j. The algorithm stops when the consumption of some resource j exceeds its budget B j , or after T rounds, whichever is sooner. We maximize the total reward, REW = τ t=1 r t , where τ is the stopping time of the algorithm.
We focus on the stochastic version: for each arm a, there is a distribution D a over [0, 1] d+1 such that each outcome vector o t is an independent draw from the corresponding distribution D at . Note that this distribution depends only on the chosen arm a t . A problem instance consists of parameters (K, d, T ; B 1 , . . . , B d ) and distributions D a , a ∈ [K].
Simplifications. Following most/all prior work, we make three assumptions which simplify analysis without losing generality. First, all budgets are the same: B 1 = . . . = B d = B. This is w.l.o.g. because one can divide the consumption of each resource j by B j / min i B i . Effectively, dependence on the budgets is driven by the smallest B j . Second, resource d corresponds to time: each arm deterministically consumes B/T units of this resource in each round. It is called the time resource and denoted time. Third, there is a null arm, denoted null, whose reward and consumption of all resources except time is always 0. 2
Setting up the results
Benchmarks. Prior work on BwK studies three "all-knowing" benchmarks. For a given problem instance I, these benchmarks maximize the total expected reward over a class of algorithms. The best dynamic policy benchmark OPT DP allows arbitrary algorithms. This is the benchmark in all worst-case regret bounds on BwK, including ours. The best fixed distribution benchmark OPT FD optimizes over algorithms that always sample an arm from the same distribution. This is the benchmark used in our instance-dependent results. The best fixed arm benchmark OPT FA is restricted to algorithms that always choose the same arm. A crucial property of BwK is that OPT FD can be as much larger than OPT FA : e.g., OPT FD ≥ 2·OPT FA −o(T ) in many simple examples (Badanidiyuru et al., 2018) .
Notation. Let [n], n ∈ N, denote the set {1 , . . . , n}. Let ∆ n denote the set of all distributions on [n] . The set of all arms (action set) is denoted [K] , and the set of all resources (resource set) is denoted [d] . Let r(a) and c j (a) be, resp., the expected reward and expected resource-j consumption of each arm a: (r(a); c 1 (a) , . . . , c d (a)) := E o∼Da [o]. We sometimes write r = (r(a) : a ∈ [K]) and c j = (c j (a) : a ∈ [K]), as vectors over arms. We also wrote the expected reward and resource-j consumption for a distribution X over arms as r(X) := E a∼X [r(a)] = r · X and c j (X) := E a∼X [c j (a)] = c j · X.
Linear Relaxation. Following prior work, we consider a linear relaxation:
Here X is a distributions over arms, the algorithm does not run out of resources in expectation, and the objective is the expected per-round reward. Let OPT LP be the value of this linear program. Then OPT LP ≥ OPT DP /T (Badanidiyuru et al., 2018) . Associated with this LP is a Lagrange function L : ∆ K × R d + → R defined as follows:
The vector λ in (2.2) corresponds to the dual variables from the dual LP. We have the following max-min property (e.g., Theorem D.2.2 in Ben-Tal and Nemirovski (2001)):
In particular, the min and max in (2.3) are attained. Further, (X, λ) is maximin pair if and only if it is minimax pair; such pair is called a saddle point.
Lagrangian gap. For distribution X over arms, we measure its suboptimality as follows:
where λ * is a minimizer in (2.3). The Lagrangian gap of a problem instance is defined as
This notion generalizes the standard notion of minimal gap in multi-armed bandits.
Best-arm-optimal instances. Our logarithmic regret bounds holds whenever some arm is optimal in the linear relaxation. More formally, we focus on instances such that (i) OPT LP = B T · r(a * )/ max j∈ [d] c j (a * ) for some arm a * , (ii) the linear program (2.1) has a unique optimal solution X * , and (iii) X * (a * ) ≥ Ω log KdT
. Such problem instances are called best-arm-optimal, and a * is called the best arm. Note that a * ∈ supp(X * ) ⊂ {a * , null}.
Deterministic consumption. One of our results assumes deterministic consumption: for each arm a, the consumption of each resource j is the same in all rounds. The algorithm knows this fact. We assume that c j (a) is known, 3 and redefine c ± j,t (a) = c j (a) and Rad t,j (a) = 0 for each arm a, round t, and resource j.
(2.4)
Confidence and optimism
Confidence radius. Given an unknown quantity µ and its estimator µ, a confidence radius is an observable high-confidence upper bound on |µ − µ|. More formally, it is some quantity Rad ∈ R ≥0 such that it is computable from the algorithm's observations, and |µ − µ| ≤ Rad with probability (say) at least 1− 1 /T 3 . Throughout, the estimator µ is a sample average over all available observations pertaining to µ, unless specified otherwise. 5) and N is the number of samples. If µ is a sample average of N independent random variables with support in [0, 1], and µ = E[µ], then with probability at least 1 − (Kdt) −2 we have
Confidence bounds. Fix arm a = null, round t, and resource j = time.
Let S t (a) = {s < t : a s = a} be the set of all previous rounds in which this arm has been chosen, and let N t (a) = |S t (a)|. Letr t (a) := 1 t s∈St(a) r s (a) andĉ j,t (a) := 1 t s∈St(a) c j,s (a) denote, resp., the sample average of reward and resource-j consumption of this arm so far.
Define the confidence radii Rad 0,t (a) and Rad j,t (a) for, resp., expected reward r(a) and resource consumption c j (a), and the associated upper/lower confidence bounds:
where proj(x) := arg min y∈[0,1] |y − x| denotes the projection into [0, 1]. Then, the event
holds for each round t with probability (say) at least 1 − log(KdT ) et al., 2015) . Note that all confidence radii in (2.7) are upper-bounded by
which is a version of a more standard confidence radius O(1/ N t (a)).
There is no uncertainty on the time resource and the null arm. So, we set Rad time, t (·) = 0 and c ± time, t (·) = B/T , and Rad 0,t (null) = Rad j,t (null) = r ± (null) = c ± j,t (null) = 0. Notation. Fix distribution X over arms. Recall that the expected reward and resource-j consumption are r(X) := E a∼X [r(a)] and c j (
, and also Rad t (X) := E a∼X [Rad t (a)]. Optimism under uncertainty. We build on the "optimistic" algorithm from Agrawal and Devanur (2014) , which we call UcbBwK. Consider a version of the LP (2.1) in which the last constraint, for each resource j = time, is rescaled by a factor of 1 − η lp , where
(2.10)
We call it the rescaled LP (see (A.1)). Its value is (1 − η lp ) OPT LP . The algorithm forms an "optimistic" version of this LP at each round t, upper-bounding the rewards and lower-bounding the resource consumption:
0 ≤ X(a) ≤ 1.
(2.11)
UcbBwK solves (2.11), obtains distribution X t , and samples an arm a t independently from X t . The algorithm achieves the worst-case optimal regret bound in (1.1).
Logarithmic regret bounds
We design an algorithm with logarithmic instance-dependent regret bounds and near-optimal worstcase performance. We achieve logarithmic regret for best-arm-optimal problem instances, under two important scenarios: when there is only one resource other than time, or when resource consumption is deterministic and known (in the sense of (2.4)).
To simplify presentation, we first define an algorithm that uses the null arm, and then transform it so that the null arm is "pruned". To make this well-defined, the algorithm runs indefinitely until it is stopped. All regret bounds are proved for the "pruned" version.
Our algorithm is a version of UcbBwK algorithm from Agrawal and Devanur (2014) , defined in Section 2.2, with additional exploration steps that are crucial for obtaining logarithmic regret. In a given round t, we compute the solution X t to the optimistic LP (2.11), and sample from this distribution. We may add an extra round, called resampling round, where we focus on reducing uncertainty on the arms in X t . We focus on the maximal-uncertainty arm in X t , as measured by the confidence radius Rad t (·):ã
Rad t (a).
( 3.1) We resample this arm if its confidence radius is large enough. See Algorithm 1.
Obtain optimal solution X = X t to the optimistic LP (2.11).
The "pruned" version, called Prune(ResampledUcbBwK), is defined as follows: in each round t, call ResampledUcbBwK as an oracle, repeat until it chooses a non-null arm a, and set a t = a. (In one "oracle call", ResampledUcbBwK outputs an arm and inputs an outcome vector for this arm.) The algorithm stops after it makes the total of N max oracle calls, 4 where N max = Θ(T 2 log T ) (with a sufficiently large absolute constant).
Theorem 3.1 (logarithmic regret). Consider a best-arm-optimal instance with Lagrangian gap
. Assume either one of the following: (a) there is only one resource other than time (i.e., d = 2), (b) the resource consumption is deterministic and known, in the sense of (2.4). Then algorithm Prune(ResampledUcbBwK) achieves regret
2)
Theorem 3.2 (worst-case). Assume η lp ≤ 1 2 in (2.10), with a sufficiently large absolute constant in Θ(). Algorithm Prune(ResampledUcbBwK) achieves regret
. It is optimal up to constant factors when B = O(OPT DP ). Moreover, we match a corollary of (1.1) in which OPT DP is replaced with an upper bound Λ ≥ OPT FD such that Λ ≥ Ω(B).
Action-confidence sum
Our analysis centers on the sum of confidence terms of the chosen arms. We define this object, and use it to derive an important tool (Lemma 1). We work in a version of BwK in which the algorithm runs for exactly N rounds, for some fixed N ∈ N, regardless of the time horizon and the resource consumption; call it the BwK version with predetermined stopping time N . Consider an arbitrary algorithm ALG in this version. Recall the confidence radius Rad t (·), as defined in (2.9). For an arbitrary subset S ⊂ [N ] of rounds, define
A standard argument implies an upper bound on W act (·) which holds for any ALG. 5
Our "confidence-sum argument" is encapsulated in the following lemma:
Lemma 1. Consider the BwK version with predetermined stopping time N . For any algorithm ALG and threshold θ 0 > 0, there are at most O θ −2
For each realization of this random set, Claim 3.3 implies that θ 0 · |S| ≤ W act (S) ≤ O |S|KC rad + KC rad . We obtain the Lemma by solving this inequality for |S|.
Logarithmic regret: Proof of Theorem 3.1
Let us analyze algorithm ResampledUcbBwK in the BwK version with predetermined stopping time N max = Θ(T 2 log T ), under the assumptions in Theorem 3.1. Without further mention, this is the setup throughout this subsection. In particular, the linear program (2.1) has a unique optimal solution X * , and its support has only one arm a * = null.
The crux of the proof is that there are only a few rounds when the chosen distribution over arms does not have an optimal support. Let us make this statement more precise. A distribution X over arms is called support-optimal if a * is the only non-null arm in its support: a * ∈ supp(X) ⊂ {a * , null}. Let Y t be the distribution over arms chosen in round t: i.e., this is armã t in a resampling round, and the solution to the LP (2.1) in a UCB round. The round is called supportoptimal if so is Y t . We make a high-probability statement: we condition on the event that (2.8) holds for all rounds t ∈ [N max ], call it the "clean event". Recall that its probability is at least
Lemma 2. Consider the BwK version with predetermined stopping time N max . Under the clean event, at most O(KG −2 LAG log(KdT )) rounds are not support-optimal. By Lemma 1, there are at most O(KG −2 LAG log(KdT )) rounds t such that Rad t (a t ) ≥ G LAG , call them heavy rounds. They are the "exceptional" rounds in the argument below.
Let us partition the time-line into phases of one or two rounds each. One phase consists of the four steps in Algorithm 1: the resampling round (if any), followed by the UCB round. A phase is called support-optimal if the LP-solution X t is support-optimal, and suboptimal otherwise. Note that in a suboptimal phase, both rounds are support-optimal.
To prove Lemma 2, it suffices to show that every suboptimal phase contains a heavy round. To this end, we argue about sensitivity of linear programs to perturbations, more specifically about sensitivity of the support of the optimal solution. We rely on the clean event to upper-bound the size of perturbations in terms of the confidence radius.
Claim 3.4 (LP-sensitivity). Condition on the "clean event". Let t be the first round in some phase. Then Rad t (a) ≥ G LAG for each arm a ∈ supp(X t ) \ {a * , null}.
Proof Sketch. We use some standard facts about LP-sensitivity, the details are spelled out in Appendix A. Treat the optimistic LP as a perturbation of the rescaled LP, and use the appropriate fact to conclude that Rad t (a) > G LAG (a) ≥ G LAG for each arm a ∈ supp(X t )\{a * , null}. Specifically, we use Theorem A.2 for Theorem 3.1(a) and Theorem A.3 for Theorem 3.1(b). We use δ(a) = Rad t (a) as an upper bound on the perturbation size.
Proof of Lemma 2. We claim that every suboptimal phase contains a heavy resampling round. Indeed, let t be the first round in a suboptimal phase. Then Rad t (ã t ) ≥ G LAG by Claim 3.4. Since G LAG ≥ ( K /B) 1 /4 by assumption, the phase contains a resampling round. In the latter, armã t is chosen, hence it is a heavy round. Claim proved.
In the remainder, we (only) rely on Lemma 2. W.l.o.g., assume OPT FD ≥ 1/(1 − η lp ). Proof Sketch. Fix round t, and suppose ResampledUcbBwK chooses the null arm in N consecutive rounds, starting from t. All these rounds must be UCB rounds (since in resampling rounds only non-null arms are chosen). No new data is added, so the optimistic LP stays the same throughout. Consequently, the solution X t stays the same, too. Thus, we have N consecutive independent draws from X t that return null. It follows that r(X t ) < 1 /T with high probability, e.g., by (2.6). On the other hand, assume the clean event. Then r(X t ) ≥ OPT sc LP by definition of the optimistic LP, and consequently r(X t ) ≥ (1 − η lp ) OPT DP /T . We obtain a contradiction.
Consider the intersection of the high-probability events from Lemma 2 and Claim 3.5. By Claim 3.5, algorithm ResampledUcbBwK chooses a non-null arm in at least T rounds. By Lemma 2, it can choose an arm other than a * or null in at most N 0 = O(KG −2 LAG log(KdT )) rounds. The previous two statements imply a strong claim about the pruned algorithm: 
The theorem follows since the total reward of the pruned algorithm is at least REW(a * | B − N 0 ).
Worst-case guarantees: proof sketch of Theorem 3.2
The intuition is as follows. Since Rad t (a t ) ≥ ( K /B) 1 /4 in each resampling round t, Lemma 1 implies that there are at most O( √ KB log(KdT )) resampling rounds. Therefore, our algorithm loses at most this much in total reward compared to UcbBwK.
Making this intuition formal is quite subtle. Let N 0 = O( √ KB log(KdT )) be the guarantee in Lemma 1 with θ 0 = ( K /B) 1 /4 . Throughout, consider algorithm ResampledUcbBwK in the BwK version with predetermined stopping time T + N 0 . By Lemma 1, there are at most N 0 resampling rounds. Consequently, there are at least T UCB rounds. Let S ⊂ [T + N 0 ] be the set of the first T UCB rounds. (It is a random set with exactly T elements.) Claim 3.7. For each resource j = time,
Note that W 0 (·) and W j (·) are versions of the action-confidence sum for the confidence radii defined in (2.7), and Claim 3.7 can be seen as a refinement of Claim 3.3. Eq. (3.5) holds for UcbBwK, i.e., for the algorithm without the resampling rounds, and the corresponding proof is implicit in the analysis of UcbBwK in Agrawal and Devanur (2014) . Claim 3.7 is proved similarly, almost wordby-word. Further, the analysis of UcbBwK hinges on Eq. (3.5), and easily carries over to the analysis of ResampledUcbBwK on the rounds in S, giving the following lemma. Consider the first T rounds of an execution of ResampledUcbBwK, under the high-probability event in Lemma 3. The algorithm does not run out of resources by (3.6). The total reward is at least OPT DP − Reg − N 0 by (3.7), where Reg is the right-hand side in (3.7). Therefore, ResampledUcbBwK achieves regret OPT FD − E[REW] ≤ Reg + N 0 in the (original) BwK problem, and Prune(ResampledUcbBwK) can only do better.
Bounds on "simple regret"
We analyze the simple regret of UcbBwK, defined, for a given round t, as the difference OPT DP /T − r(X t ). Here X t is the distribution chosen by the algorithm, i.e., the solution to the optimistic LP (2.11), so r(X t ) is the expected per-round reward. (With high probability, UcbBwK continues till time T (Agrawal and Devanur, 2014), so X t is always well-defined.) If each round corresponds to a user, and the reward is user's utility, then OPT DP /T is the "fair share" of the total reward. We prove that all but a few users receive close to their fair share. Proof Sketch. For distribution X over arms, its value in the linear program (2.1) (after proper rescaling) is V (X) := B /T · r(X)/ max j∈ [d] c j (X). We focus on the difference G LP (X) := OPT LP − V (X), called the LP-gap of X, and bound the number of rounds in which this quantity is large. This suffices because r(X t ) ≥ V (X t )(1 − η lp ) for each round t with high probability. (This holds under the "clean event" in (2.7), since X t being the solution to the optimistic LP implies that max j c j (X t ) ≥ B /T (1 − η lp ).)
First, we upper-bound G LP (X t ) in terms of the confidence radius Rad t (X t ). Then, we bound the number of rounds t when Rad t (X t ) is large using an extension of the confidence-sum technique from Section 3.1. The details are in Appendix C.
Lower-Bounds
We provide two lower bounds to complement Theorem 3.1. We show that the G −2 LAG dependence is essentially optimal, and that the best-arm-optimal assumption is essentially necessary.
Theorem 5.1 (dependence on G LAG ). For any time horizon T and any ǫ ∈ (0, 1 2 ), there are two problem instances I, I ′ (with budget B = T /2) such that (i) G LAG = ǫ/2 on both instances, and (ii) any algorithm incurs regret OPT FD − E[REW] ≥ Ω G −2 LAG on either I or I ′ .
We consider problem instances with three arms {A 1 , A 2 , null}, and two resources, one of which is time; call them 3 × 2 instances. Problem instance I is as follows. For arm A 1 , the reward and resource consumption is deterministically 1 /4 and 1 /2, respectively. For arm A 2 , the consumption is deterministically 1, and the reward is drawn from Bernoulli( 1 2 − ǫ 2 ). Instance I' is a "perturbation" of I where the reward of arm A 2 is drawn from Bernoulli( 1 2 + ǫ 2 ). Next, we show that if the problem instance I is not best-arm-optimal in a substantial way -in the sense that an optimal distribution puts at least a constant probability on each non-null armthen regret Ω( √ T ) is inevitable. The algorithm faces either I or an ǫ-perturbation of I: a problem instance I ′ in which one arm is changed so that its expected reward increases by ǫ, and expected consumption decreases by ǫ. This is a very general result: it holds for any 3 × 2 problem instance I under mild assumptions.
Theorem 5.2. Fix an arbitrary time horizon T and budget B ≥ Ω(T ). Fix any 3 × 2 problem instance such that (i) r(A 2 ) − r(A 1 ) ≥ Ω(1), c 1 (A 2 ) − c 1 (A 1 ) ≥ Ω(1) (ii) OPT ≥ 2B, and (iii) some optimal solution X * to LP (2.1) puts at least a constant probability on each non-null arm. Let I ′ be an ǫ-perturbation of I, where ǫ is an absolute constant times 1 √ T . Then any algorithm incurs regret
Extensions
We extend our results to any problem which can be cast as a special case of BwK and admits a generic upper bound on action-confidence sums, in the style of Claim 3.3. We obtain a general result, and apply it to two specific scenarios when the said upper bound is known. Thus, we can take a guarantee on action-confidence sums -a result from prior work on bandits without resources, and immediately obtain several corollaries for BwK. Let us formally extend the setup in Section 2.2 to an abstract notion of confidence radius.
Definition 1. For each round t, a formal confidence radius is a mapping Rad t (a) from algorithm's history and arm a to [0, 1] such that with probability at least 1 − O(T −4 ) it holds that |r(a) −r t (a)| ≤ Rad t (a) and |c j (a) −ĉ j,t (a)| ≤ Rad t (a) for each resource j.
Rad t (a) induces a version of UcbBwK with confidence bounds r ± t (a) = proj (r t (a) ± Rad t (a) ) and c ± j,t (a) = proj(ĉ j,t (a) ± Rad t (a) ), where proj() is as in (2.7). We posit a generic bound on the action-confidence sum:
t∈S Rad t (a t ) ≤ |S| β, for any algorithm and any subset S ⊂ [T ].
( 6.1) where β can depend on the parameters in the problem instance, but not on S. 
Proof Sketch. We carefully trace how the bound in (6.1) propagates through the various proofs. The only substantial change is that Claim 3.7 is replaced with (6.1).
We apply Theorem 6.1 to combinatorial semi-bandits with knapsacks (SemiBwK; Sankararaman and Slivkins, 2018) and linear contextual bandits with knapsacks (LinCBwK; Agrawal and Devanur, 2016b) . For both scenarios, the confidence-sum bound (6.1) is implicit in prior work on the version without resources -resp., combinatorial semi-bandits and linear contextual bandits. The guarantees in part (i) match those in prior work (and are optimal) when B = Ω(T ); parts (ii-iv) are new. The details are spelled out in Appendix D. We prove Claim 3.4 using some well-known results on sensitivity of linear programs, which we state below in a convenient form. We focus on the sensitivity of the support of the optimal solution. The results follow e.g., from Chapter 5 of Bertsimas and Tsitsiklis (1997); we provide a proof for completeness. We refer the reader to standard textbooks, e.g., Boyd and Vandenberghe (2004) ; Bertsimas and Tsitsiklis (1997); Ben-Tal and Nemirovski (2001), for detailed background on LP sensitivity and duality.
Throughout this appendix, we consider a best-arm-optimal problem instance with best arm a * . Let X * denote the optimal solution for the linear program (2.1). Recall that the support of X * is either {a * } or {a * , null}. Further, we assume that G LAG ≥ ( K /B) 1 /4 . We consider perturbations in the rescaled LP, as defined in Section 2.2:
Recall that r, c j ∈ [0, 1] K are vectors of expected rewards and expected consumption of resource j.
The d-th resource is time. The rescaling parameter η lp is given in Eq. (2.10). Let OPT sc LP denote the value of this LP; it is easy to see that OPT sc LP = (1 − η lp ) OPT LP . We observe that a * is the best arm for the rescaled LP, too, because G LAG is large enough. Formally, a distribution over arms is called null-degenerate if its support includes exactly one non-null arm.
Claim A.1. The rescaled linear program (A.1) has a null-degenerate optimal solution with non-null arm a * .
Proof. From the theory in Chapter 5 in Bertsimas and Tsitsiklis (1997) , if the optimal basis to LP (2.1) remains feasible to the rescaled LP (A.1) then the basis is also optimal to this LP. This is because LP (A.1) is obtained by a small perturbation to the right-hand side values in LP (2.1). Let X * denote the optimal solution to LP (2.1). From assumption this is a null-degenerate optimal solution. Using the same analysis in section 4.4 of Bertsimas and Tsitsiklis (1997) we only have to show that the perturbation is smaller than X * (a * ). Since the perturbation is Bηlp
, this perturbation does not change the basis. Thus, the rescaled LP has a null-degenerate optimal solution.
Theorem A.2 (perturbed rewards). Consider a perturbation of the rescaled LP (A.1), where the reward vector r is replaced with a perturbed reward vectorr. LetX * denote its optimal solution.
Assume that 0 ≤r − r ≤ δ, for some vector δ ∈ [0, 1] K . Then for each arm a = a * , δ(a) > G LAG (a) if and only if a ∈ supp(X * ).
Theorem A.3 (perturbed rewards and consumption). Suppose there is only one resource other than time. Consider a perturbation of the rescaled LP (A.1), where the reward vector r is replaced withr, and the consumption vector c 1 for the non-time resource is replaced withc 1 . LetX * be its optimal solution. Assume 0 ≤r − r ≤ δ and 0 ≤ c 1 −c 1 ≤ δ, for some vector δ ∈ [0, 1] K . Then for each arm a = a * , δ(a) > G LAG (a) if and only if a ∈ supp(X * ).
Proof of Theorem A.2. This theorem follows from the discussion in Chapter 5 in Bertsimas and Tsitsiklis (1997) combined with some simple observations. After converting the linear program to the standard form as required in Bertsimas and Tsitsiklis (1997) , the upper-bound for maximum possible δ(a) before the basis changes is given by δ(a) ≤
whereλ * is the optimal dual solution to the that of LP (A.1). Note that λ * := 1 1−ηlp λ * is an optimal solution to the dual of the LP (2.1).
Consider G LAG (a) = L(X * , λ * ) − L(X a , λ * ). From definition this can be written as
λ * j c j (a) − r(a).
We will now argue 6 that r(X * ) − T B j∈[d] λ * j c j (X * ) = 0. This implies that δ(a) ≤ G LAG (a). If for some arm a we have that δ(a) > G LAG (a) then from Section 5 in Bertsimas and Tsitsiklis (1997) this implies that a ∈ supp(X * ).
Consider the dual of the LP (2.1). It can be seen that the objective of this dual is j∈[d] λ j . Thus, from strong duality (Section 5.2.3 in Boyd and Vandenberghe (2004)) we have that OPT LP = j∈[d] λ * j . As proved in Immorlica et al. (2019) , we have that L(X * , λ * ) = OPT LP . Thus, this implies that
This implies that r(X * ) − T B j∈ [d] λ * j c j (X * ) = 0. Proof of Theorem A.3. Let λ * 1 ≥ 0 denote the dual variable corresponding to the single resource. Note that since OPT LP ≤ 1 and the dual vector λ * ≥ 0 coordinate wise, we have λ * 1 ≤ 1. Recall that in the proof of Theorem A.2 we showed that the reduced cost used in Bertsimas and Tsitsiklis (1997) for any arm a is same as G LAG (a). From Section 5.1 in Bertsimas and Tsitsiklis (1997) on local sensitivity when non-basic column of A is changed, we have that the maximum allowable change to any single column δ(a) ≤ GLAG(a)
we have that the basis remains unchanged. Combining this with Theorem A.2 we get the "if " part of the theorem. The "only if " part of the theorem follows from the discussion in Section 5.1 in Bertsimas and Tsitsiklis (1997) combined with the observation that λ * 1 ≤ 1.
B Other missing proofs in Section 3
B.1 The confidence-sum bound: proof of Claim 3.3
Consider the quantity t∈S Rad t (a t ). Let N t (a) denote the number of times arm a has been played until time-step t. Thus, we have, N t (a t ) ).
To find an appropriate upper-bound on t∈S Rad t (a t ) we want to maximize the quantity t∈S f rad (1, N t (a t )) for all choices of S and all realizations of a t . Doing so, we get,
Using the definition of f rad (.), we get the RHS in Eq. (B.1) is at most
B.2 Proof of Equation (3.4)
We rely on Wald's identity:
Theorem B.1. Let X 1 , X 2 , . . . , X N be a set of random variables such that N is a random variable corresponding to the stopping time of a given stochastic process. Let µ := E[X i ] for every i ∈ N.
Then we have,
Let τ B ′ denote the stopping time of the algorithm that chooses arm a * in every time-step, given that the total budget is B ′ . From definition we have REW(a * | B ′ ) = t∈[τ B ′ ] r t (a * ). Using Wald's identity (Theorem B.1), we have that E[REW(a * | B ′ )] = E[τ B ′ ]r(a * ).
We consider two cases corresponding to the assumptions in the premise of Theorem 3.1. In the first case, we assume that the consumption is deterministic. From definition this implies that we have For convenience, let us restate the theorem:
Theorem. Assume B ≥ Ω(T ) and η lp ≤ 1 2 . With probability at least 1 − O(T −3 ), for each ǫ > 0, there are at most O K ǫ 2 log KT d rounds t such that OPT DP /T − r(X t ) ≥ ǫ. The proof consists of two major steps: we extend the confidence-sum technique, and we upperbound simple regret in terms of the confidence radius.
C.1 Distribution-confidence sum
We extend the confidence-sum technique to sums over distributions, and derive Lemma 4. Consider an arbitrary algorithm ALG for the BwK version with predetermined stopping time T . Posit that in each round t, the algorithm chooses a distribution Y t over arms, and samples arm a t independently from this distribution. For an arbitrary subset S ⊂ [T ] of rounds, define W dis (S) := t∈S Rad t (Y t ) (distribution-confidence sum of ALG).
The two confidence sums are close to each other (by Azuma-Hoeffding inequality, since t∈S Rad t (a t )− Rad t (Y t ) is a martingale difference sequence).
|W dis (S) − W act (S)| ≤ O( |S| log T ) with probability at least 1 − T −3 .
(C.1)
We extend this to random sets S. We obtain the Lemma by simplifying and solving this inequality for |S|.
It remains to prove Claim C.1. By definition of time-consistent set, for each round t,
is martingale difference sequence. Claim C.1 follows from the concentration bound stated below. 2015)). Let Z 1 , Z 2 , , . . . , Z T be a martin-
C.2 Bound simple regret in terms of confidence radius
As per the proof sketch, for distribution X over arms, we define its LP-gap as
c j (X).
Here V (X) is value of X in the LP (2.1), after the necessary rescaling.
Claim C.3. Fix round t, and assume the "clean event" in (2.7). Then
Proof. By (2.7) and because X t is the solution to the optimistic LP, we have
It follows that r(X t ) ≥ V (X t )(1 − η lp ). Finally, we know that OPT LP ≥ OPT DP /T . Now, we connect the LP-gap and the confidence radius. In what follows, let B sc = B(1 − η lp ) be the budget in the rescaled LP.
Lemma 5. Fix round t ∈ [T ], and assume the "clean event" in (2.7). Then
Proof. Let α := B sc /T . For any distribution X, let V + (X) := Bsc /T · r(X)/ max j∈ [d] c − j (X).
denote the value of X in the optimistic LP (2.11), after proper rescaling. Let X * be an optimal solution to the (original) LP (2.1). Then
Since V + (X t ) is the optimal solution to the optimistic LP (2.11) we have,
Moreover, since X * is feasible to the optimistic LP (2.11) with the scaled budget B sc , we have,
Thus Eq. (C.3) an be upper-bounded by,
We will now upper-bound the RHS above. For a given distribution X
. From the definition of the value of a linear program we have this is at most
Under the clean event in Eq. (2.7) we have that Eq. (C.4) can be upper-bounded by,
.
(C.5)
Since time is one of the resources, we have that c − max (X t ) ≥ Bsc T . Thus, Eq. (C.5) can be upperbounded by
Eq. (C.6) uses the fact that α r(Xt) cmax(Xt) ≤ B T r(Xt) cmax(Xt) = V (X t ) ≤ 1. Eq. (C.7) uses the fact that time is one of the resources and thus, c − max (X t ) ≥ Bsc T .
C.3 Putting things together
Condition on the high-probability event that (2.7) holds for all rounds t ∈ [T ], and the highprobability event in Lemma 4. (Take the union bound in Lemma 4 over all thresholds θ 0 ≥ 1/ √ T , e.g., over an exponential scale.) Fix ǫ > 0. By Claim C.3 and Lemma 5, any round t with simple regret at least ǫ satisfies ǫ ≤ OPT DP /T − r(X t ) ≤ η lp + (2 + T /Bsc) Rad t (X t ).
Therefore, Rad t (X t ) ≥ θ 0 , where θ 0 = ǫ−ηlp (2+ T /Bsc) ≥ Θ(ǫ) when ǫ ≥ 2η lp . Now, the theorem follows from Lemma 4. Note, when ǫ < 2η lp , then the total number of rounds in the theorem is larger than T and hence not meaningful.
D Extensions: details for Section 6
In this section, we show two applications of the Theorem 6.1: Linear Contextual Bandits with Knapsacks and Combinatorial Bandits with Knapsacks. We obtain these corollaries by using the bounds on the confidence sum which was proved in the corresponding problems without the knapsack constraints. Using our reduction we obtain worst-case bounds that are optimal when B ≥ ω(T ).
Linear Contextual Bandits with Knapsacks (Agrawal and Devanur (2016b) ). In the linear contextual bandits with knapsacks problem, we have K actions, a budget B and time-horizon T . At each time-step t ∈ [T ], the algorithm first obtains a context x t (a) ∈ [0, 1] m for every arm a ∈ [K]. The algorithm then chooses an action a t ∈ [K] and obtains an outcome o(a t ) := (r t (a t ); c 1,t (a t ), . . . , c d,t (a t )) ∈ [0, 1] d+1 . The goal as before is to maximize the total reward across all time-steps until T or the algorithm exhausts one of the d resources (whichever occurs first). We compare against a set of static policies Π that maps contexts to actions. Additionally, we make the following stochastic assumptions: in every round t ∈ [T ], the vector {x t (a), o t (a)} a∈[K] is chosen i.i.d from a latent distribution D. Additionally, there exists an unknown matrix W * ∈ [0, 1] m×(d+1) such that for every arm a ∈ [K] and history H t−1 at time t we have, E[o t (a) | x t (a), H t−1 ] = W T * · x t (a) (i.e., linearity assumption).
We obtain the following corollary of Theorem 6.1.
Corollary 1 (Logarithmic regret bounds for LinCBwK). For the linear contextual bandits with knapsacks problem, Theorem 6.1 holds with β = m 2 d 2 log mT d.
Proof. Combining Lemma 13 of Auer (2002) and Theorem 2 of Abbasi-Yadkori et al. (2011), we obtain that the upper-bound on the confidence radii in Equation (6.1) with β = O(m 2 d 2 log mT d).
Combinatorial Semi-bandits with Knapsacks (Sankararaman and Slivkins (2018)). In the Combinatorial Semi-BwK problem, there are K arms, a budget B and T time-steps. Actions correspond to subsets of the finite ground set [K] . There is a fixed family F ⊂ 2 [K] of feasible actions. In each round t, the algorithm chooses an action A t ∈ F and observes the outcome vector {o t (a)} a∈At corresponding to all the arms in the chosen action. For re-scaling purposes, we assume that each o t (a) ∈ [0, 1 n ] d+1 where n := max A∈F |A|. The outcome matrix (o t (a) : a ∈ [K]) are chosen i.i.d. at each time-step from some unknown distribution D over such matrices. The goal of the algorithm is to maximize the total reward across T steps or whenever it runs out of its first resource. As before we compare against the best fixed distribution over feasible actions, that knows the distribution D.
Since, X(A 1 )r(A 1 ) + X(A 2 )r(A 2 ) = OPT T , using the assumptions in the premise of the lower-bound this term is lower-bounded by,
≥ Ω(ǫX(A 2 )).
Since X(A 2 ≥ Ω(1), we get this to be at least Ω(ǫ). Consider instance I 2 . Note that X is a feasible solution to I 2 . From optimality condition, we have that
≥ (X(A 1 ) − δ)r(A 1 ) + (X(A 2 ) + δ)(r(A 2 ) + ǫ) − X(A 1 )r(A 1 ) − X(A 2 )(r(A 2 ) + ǫ) ≥ −δr(A 1 ) + δr(A 2 ) + ǫδ ≥ δ(r(A 2 ) − r(A 1 ))
The last inequality uses the assumptions in the premise of the Theorem.
We now prove Theorem 5.2. Set ǫ such that T ≤ α ǫ 2 . Fix any round t. Using Lemma 6 we have that the probability of choosing the wrong arm in this round is at least 1 4 . The expected regret accumulated in this step for choosing a wrong prediction is at least Ω(ǫ). Thus, the expected regret at every time-step t is at least Ω(ǫ). Summing over the T rounds, we get that the total expected regret is at least α ′ ǫT for some absolute constant α ′ > 0. Letting ǫ = α ′ T gives the required lower-bound.
