We show that for every n-point metric space M and positive integer k, there exists a spanning tree T with unweighted diameter O(k) and weight w(T ) = O(k · n 1/k ) · w(MST (M )), and a spanning tree T with weight (rt, v) , for an arbitrarily small constant > 0.
Introduction

Background and Main Results
Spanning trees for finite metric spaces have been a subject of an ongoing intensive research since the beginning of the nineties [3, 11, 12, 18, 32, 29, 13, 37, 10, 46, 9, 49] . In particular, many researchers studied the notion of shallowlight trees, henceforth SLTs [13, 37, 10, 9, 49, 4, 46] . Roughly speaking, an SLT of an n-point metric space M is a spanning tree T of the complete graph corresponding to M whose total weight is close to the weight w(MST (M )) of the minimum spanning tree MST (M ) of M , and whose 1 This research has been supported by the Israeli Academy of Science, grant 483/06. Additional funding was provided by the Lynn and William Frankel Center for Computer Sciences 2 Partially supported by the Lynn and William Frankel Center for Computer Science. weighted diameter is close to that of M . (See Section 2 for relevant definitions.)
In addition to being an appealing combinatorial object, SLTs turned out to be useful for various data gathering and dissemination problems in the message-passing model of distributed computing [10] , in approximation algorithms [49] , for constructing spanners [9, 4] , and for VLSI-circuit design [23, 25, 24] . Near-optimal tradeoffs between the weight and diameter of SLTs were established by Awerbuch et al. [9] , and by Khuller et al. [39] .
Even though the requirement that the spanning tree T will have a small weighted-diameter is a natural one, it is no less natural to require it to have a small unweighted diameter (also called hop-diameter). The latter requirement guarantees that any two points of the metric space will be connected in T by a path that consists of only a small number of edges or hops. This guarantee turns out to be particularly important for routing [36, 1] , computing almost shortest paths [21, 22] , and in other applications.
In this paper we investigate a related notion of low-light trees, henceforth LLTs, that combine small weight with small hop-diameter. We present near-tight upper and lower bounds on the parameters of LLTs. In addition, our constructions of LLTs have optimal maximum degree.
To specify our results, we need some notation. For a spanning subgraph G of a metric space M , let H = H(G) denote the hop-diameter of G, and Ψ = Ψ(G) = w(G) w(MST (M )) denote the ratio between its weight and the weight of the minimum spanning tree of M , henceforth the lightness of G. The hop-radius h(G, rt) of G with respect to a distinguished vertex rt is the maximum unweighted distance between rt and some vertex v in G. Obviously, h(G, rt) ≤ H(G) ≤ 2 · h(G, rt). For a rooted tree (T, rt), the hop-radius (called also depth) of (T, rt) is the hopradius of T with respect to rt. The hop-radius of G, denoted h(G), is defined by h(G) = min{h(G, rt) | rt ∈ V }.
We show the following bounds that are tight up to con-stant factors in the entire range of the parameters.
1. For any sufficiently large integer n and positive integer h, and any n-point metric space M , there exists a spanning tree of M with hop-radius at most h and lightness at most O(Ψ), for Ψ that satisfies the following relationship. If h ≥ log n then (h = O(Ψ · n 1/Ψ ) and Ψ = O(log n)). In the complementary range h < log n, it holds that Ψ = O(h · n 1/h ). Moreover, this spanning tree is a binary one whenever h ≥ log n, and it has the optimal maximum degree n 1/h whenever h < log n. In addition, in the entire range of parameters the respective spanning trees can be constructed in optimal time O(n 2 ).
2. For n and h as above, and h ≥ log n, there exists an npoint metric space M * = M * (n) for which any spanning subgraph with hop-radius at most h has lightness at least Ω(Ψ), for some Ψ satisfying h = Ω(Ψ · n 1/Ψ ).
3. For n and h as above, and h < log n, any spanning subgraph with hop-radius at most h for M * (n) (see item 2) has lightness at least Ψ = Ω(h · n 1/h ).
(Note that the equation x · n 1/x = Θ(log n) holds if and only if x = Θ(log n).) See Figure 1 for an illustration of our results. The small maximum degree of our LLTs may be helpful for various applications in which the degree of a vertex v corresponds to the load on a processor that is located in v. The requirement to achieve small maximum degree is particularly important for applications in Computational Geometry. (See [6, 14, 8, 36] , and the references therein.)
We extend our constructions and devise trees that also provide a good approximation of all weighted distances from any given designated root vertex rt. The resulting spanning trees achieve small weight, hop-diameter, and weighted-diameter simultaneously! In other words, these trees combine the useful properties of SLTs and LLTs in one construction, and thus we call them shallow-low-lighttrees, henceforth SLLTs. Specifically, for M and n as above, a positive real number > 0, and a designated point rt, our construction provides a spanning tree T with the same (up to a factor of O( −1 )) optimal guarantees on the weight and hop-radius as in our construction of low-light trees, and which also satisfies that for every
. (However, the maximum degree of our SLLTs may be unbounded.)
Observe that to represent a general n-point metric space M one needs O(n 2 ) space. Thus, the running time O(n 2 ) of our algorithm is linear in the input size. Moveover, there is a variant of our algorithm that runs in time O(n·log n) for Euclidean n-point metric spaces of any constant dimension.
We remark that our constructions of LLTs and SLLTs apply to metric spaces, and not to general graphs. We show that there are graphs with constant hop-diameter for which any spanning tree has either huge hop-diameter or huge weight, and thus our results cannot be extended to general graphs.
Lower Bounds for Euclidean Spanners
While our upper bounds apply to all finite metric spaces, our lower bounds apply to an extremely basic metric space M * = ϑ n . Specifically, this metric space is the 1dimensional Euclidean space with n points v 1 , v 2 , . . . , v n lying on the x-axis with coordinates 1, 2, . . . , n, respectively. The basic nature of ϑ n strengthens our lower bounds, as they are applicable even for very limited classes of metric spaces. One particularly important application of our lower bounds is in the area of Euclidean Spanners. For a set U of n points in R 2 , and a parameter α, α ≥ 1, a subset H of the n 2 segments connecting pairs of points from U is called a (Euclidean) α-spanner for U, if for every pair of points u, v ∈ U, the distance between them in H is at most α times the Euclidean distance between them in the plane. Euclidean spanner is a very fundamental geometric construct with numerous applications in Computational Geometry [6, 7, 8] and Network Design [36, 43] . (See also the recent book of Narasimhan and Smid [45] for a detailed account on Euclidean spanners and their applications.)
A seminal paper that was a culmination of a long line of research on Euclidean spanners was published by Arya et al. [6] in STOC'95. One of the main results of this paper is a construction of (1 + )-spanners with O(n) edges that also have lightness and hop-diameter both bounded by O(log n). As an evidence of the optimality of this combination of parameters, Arya et al. cited a result by Lenhof et al. [42] . Lenhof et al. showed that any construction of Euclidean spanners that employs well-separated pair decompositions cannot achieve a better combination of weight and hop-diameter. However, the fundamental question of whether this combination of parameters can be improved by other means was left open in Arya et al. [6] . A partial answer to this intriguing problem was given by Agarwal et al. [2] in SODA'05. Specifically, it is shown in [2] that any Euclidean spanner of ϑ n with lightness (respectively, hopdiameter) O(log n) must have hop-diameter (resp., lightness) at least Ω( log n log log n ). Consequently, Agarwal et al. problem of [6, 2, 42, 45 ].
The h-hop MST problem
Our construction of LLTs can be also used to derive improved approximation algorithms for the bounded diameter MST (henceforth BDMST) and the h-hop MST problems for metric spaces. In these problems we are given a metric space M and a positive integer h. The objective in the BDMST problem is to minimize the weight of a spanning tree T of M with hop-diameter at most h. In the closely related h-hop MST problem the objective is to minimize the weight of a rooted spanning tree with hop-radius at most h. Both problems are among the classical and most well-studied NP-hard problems. (See the book of Garey and Johnson [34] , page 206, and [40, 17, 5, 38, 41, 35] .) Kortsarz and Peleg [40] and Charikar et al. [17] devised an O(log n)-approximation algorithm for these problems when h is a constant, and an O(n )-approximation algorithm for an arbitrarily small > 0, which is applicable for all values of h. (These algorithms provide the same approximation guarantees for significantly more general problems.) Althaus et al. [5] devised a randomized O(log n)approximation algorithm for all values of h, but the algorithm of [5] requires a very high running time of O(n 5 · h). Kantor and Peleg [38] devised 2 O(h) -approximation algorithms for these problems. Laue and Matijevic [41] presented a PTAS for 2-dimensional Euclidean metric spaces when h is a constant. These problems were also studied empirically. (See [35] , and the references therein.)
Our constructions of LLTs give rise directly to improved approximation guarantees for these problems in the range h = Ω(log n). Specifically, our approximation
In particular, for h = Θ(log n) we obtain a deterministic O(log n)-approximation algorithm. Though the approximation guarantee of our algorithm for h = Θ(log n) is the same as that of Althaus et al. [5] , its running time O(n 2 ) is drastically better than the running time O(n 5 · log n) of the algorithm of [5] . In addition, the algorithm of [5] is randomized, while our algorithm is deterministic. Moreover, for ω(log n) = h = O(n) the approximation guarantee of our algorithm becomes sublogarithmic. Thus, in this range our algorithm improves the current state-of-the-art both in terms of the approximation guarantee and running time. Finally, when h = n , for some constant > 0, our approximation guarantee becomes constant. See also Table 1 .
To summarize, the problem of understanding the inherent tradeoff between different parameters of LLTs is a fundamental one in the investigation of spanning trees for metric spaces. In addition, this basic and combinatorially appealing problem has important applications in Computational Geometry and Approximation Algorithms. We believe that further investigation of LLTs will expose their additional applications, and connections to other areas.
Overview and Our Techniques
The most technically challenging part of our proof is the lower bound for the range of h ≥ log n. The proof of this lower bound consists of a number of components. First, we restrict our attention to binary trees. Second, we adapt a linear program for the minimum linear arrangement problem from the seminal paper of Even, Naor, Rao and Schieber [31] on spreading metrics to our needs. Third, we analyze this linear program and show that the problem of providing a lower bound for its solution reduces to a clean combinatorial problem, and solve this problem. This enables us to establish the desired lower bounds for binary trees. Finally, we extend these lower bounds to general trees. This part of our proof demonstrates that techniques from the area of Low Distortion Embeddings (such as linear programs based on spreading metrics) may be useful for proving lower bounds in Computational Geometry. We anticipate that our approach will be applicable to other open problems in this area. The proof of our lower bounds for h < log n combines some ideas from Agarwal et al. [2] with numerous new ideas. Specifically, Agarwal et al. reduce the problem from the general family of spanning subgraphs for ϑ n to a certain restricted family of stack graphs. This reduction of [2] provides an elegant way for achieving somewhat weaker bounds, but it is inherently suboptimal. In our proof we tackle the general family of graphs directly. This more direct approach results in a more technically involved proof on the one hand, and in more accurate bounds on the other.
For upper bounds we essentially reduce the problem of constructing LLTs for general metric spaces to the same problem on ϑ n .
Related work
SLTs have been extensively studied for the last twenty years [13, 37, 10, 9, 23, 25, 24, 39, 4] . However, all these constructions of SLTs may result in trees with very large hop-diameter, and the techniques used in these constructions appear to be inapplicable to the problem of constructing LLTs.
Euclidean spanners are also a subject of a recent extensive and intensive research (see [6, 27, 2, 7] , and the references therein). However, the basic technique for constructing them relies heavily on the methodology of wellseparated pair decomposition due to Callahan and Kosaraju [15] . This powerful methodology is, however, applicable only for Euclidean metric spaces of constant dimension, while our constructions apply to general metric spaces.
Tight lower bounds on the hop-diameter of Euclidean spanners with a given number of edges have been recently established by Chan and Gupta [16] . Specifically, it is shown in [16] that for any > 0 there exists an n-point Euclidean metric space M = M (n, ) for which any Euclidean (1 + )-spanner with m edges has hop-diameter Ω(α(m, n)), where α is the functional inverse of the Ackermann's function. Moreover, the metric space M is 1dimensional. (On the other hand, the space M is still not as restricted as ϑ n .) However, this lower bound provides no indication whatsoever as to how light can be Euclidean spanners with low hop-diameter. In particular, the construction of Arya et al. [6] that provides matching upper bounds to the lower bounds of [16] produces spanners that may have very large weight.
In terms of the techniques, Chan and Gupta [16] start with proving their lower bounds for metric spaces induced by binary hierarchically-separated-trees (henceforth, HSTs), and then translate them into lower bounds for metric spaces induced by n points on the real line using known results. Their proof of the lower bound for HSTs is an extension of Yao's proof technique from [50] . As was discussed above, our lower bounds are achieved by completely different proof techniques that involve analyzing a linear program based on spreading metrics. In particular, our lower bounds are proved directly for ϑ n .
The study of spanning trees of the 1-dimensional metric space ϑ n is related to the well-studied problem of computing partial-sums. (See the papers of Yao [50] , Chazelle and Rosenberg [20] , Pȃtraşcu and Demaine [47] , and the references therein.) For a discussion about the relationship between these two problems we refer to the introduction of [2] . We anticipate that our techniques will be useful in proving lower bounds for the problem of computing partial sums as well.
The spreading metric linear program for the minimum linear arrangement problem that we use for our lower bounds was studied in [31, 48] . There is an extensive literature on the minimum linear arrangement problem itself.
(See [19, 33] , and the references therein).
There is a large body of literature dealing with bicriteria approximation algorithms (see e.g., [44] ). Despite the seeming similarity between the bicriteria setting and our setting, the bicriteria results are inapplicable to our problem. For an illustration, consider an algorithm from [44] that, given a metric space M and a positive integer h, constructs a spanning tree T of hop-diameter O(log n) · h and weight O(log n) · w(T * h ), where T * h is the spanning tree of minimum weight among all spanning trees of hop-diameter at most h. If h is set to a constant, one obtains hop-diameter O(log n), but the weight bound of O(log n) · w(T * h ) may be much larger than O(log n) · w(MST (M )). On the other hand, if h = h(n) tends to infinity as n grows, then the bound on hop-diameter will be greater than logarithmic. To summarize, the result of [44] does not imply the existence of an LLT with hop-diameter and lightness O(log n), which follows as an immediate corollary of our upper bounds.
The Structure of the Paper
Due to space limitations, in this extended abstract we focus on binary LLTs. Section 3 is devoted to lower bounds for binary trees, and Section 4 is devoted to upper bounds. At the end of Section 3 we outline the argument for deriving lower bounds for Euclidean spanners from our lower bounds for LLTs. Most proofs are omitted from this extended abstract.
Preliminaries
For a positive integer n, an n-point metric space M = (V, dist M ) can be viewed as the complete graph G = G(M ) = (V, V 2 , dist M ) in which for every pair of vertices u, w ∈ V , the weight of the edge e = (u, w) between u and w in G is defined by w(u, w) = dist M (u, w). The distance function dist M is required to be non-negative, equal to zero when u = w, and to satisfy the triangle in-
. A graph G is called a spanning subgraph (respectively, spanning tree; minimum spanning tree) of M if it is a spanning subgraph (resp., spanning tree; minimum spanning tree) of G(M ).
For a weighted graph G = (V, E, w), and a path P in G, its (weighted) length is defined as the sum of the weights of edges along P , and its unweighted length (or hop-length) is the number |P | of edges (or hops) in P . For a pair of vertices u, w ∈ V , the weighted distance in G between u and w, denoted dist G (u, w) , is the smallest weighted length of a path connecting between u and w in G. The weighted (respectively, unweighted or hop-) diameter of G is the maximum weighted (resp., unweighted) distance between a pair of vertices in V .
Whenever n can be understood from the context, we write ϑ as a shortcut for ϑ n . We will use the notion ϑ-tree as an abbreviation for a "rooted spanning tree of ϑ".
Finally, for a pair of non-negative integers k and n, k ≤ n, we denote the sets {k, k +1, . . . , n} and {1, 2, . . . , n} by [k, n] and [n], respectively.
Lower Bounds
In this section we devise lower bounds for binary ϑ-trees in the entire range of parameters.
We start with describing a relationship between the problem of constructing LLTs and the minimum linear arrangement (henceforth, MINLA) problem [31, 48] .
The MINLA problem is defined as follows. Given an undirected graph G = (V, E), we would like to find a permutation (called also a linear arrangement) of the nodes σ : V → {1, . . . , n = |V |} that minimizes the cost of the linear arrangement σ, LA(G, σ)
The minimum linear arrangement of the graph G, denoted MINLA(G), is defined as the minimum cost of a linear arrangement, i.e., MINLA(G) = min{LA(G, σ) | σ ∈ S n }, where S n is the set of all permutations of [n]. Next, we study the family B n (h) of binary ϑ-trees of depth no greater than h, and show a lower bound on the value MINLA(B n (h)) = min{MINLA(G) | G ∈ B n (h)}. It is easy to see that this lower bound will apply also to the minimum weight of a ϑ-tree from B n (h).
In a seminal work on spreading metrics, Even et al. [31] studied the following linear program relaxation LP 1 for the MINLA problem. The variables of this linear program { (e) | e ∈ E} can be viewed as edge lengths. For a pair of vertices u and v, dist (u, v) stands for the distance between u and v in the graph G equipped with length function (·) on its edges.
and ∀e ∈ E : (e) ≥ 0.
It is well-known that the optimal solution of LP 1 is a lower bound on MINLA(G) [31, 48] . Next, we present a variant LP 2 of LP 1 which involves only a small subset of constraints that are used in LP 1. Clearly, the optimal solution of LP 2 is a lower bound on that of LP 1. Consider a rooted tree T = (T, rt) in B n (h).
For a vertex v in T , let T v be the subtree of T rooted at v, and U v be its vertex set. While in LP 1 there is a constraint for each pair (U, v), U ⊆ V , v ∈ U , there are only the constraints that correspond to pairs (U v , v) present in LP 2 for T .
For a vertex v in T , let Ineq(v) be the inequality
. We replace all inequalities Ineq(v) by equations Eq(v) in LP 2. By the following lemma, the value of LP 2 remains intact.
Lemma 3.1 For a binary tree T , in any optimal solution to
Intuitively, if one of the inequalities is strict for some solution to LP 2, it allows some slack, and this slack can be used to decrease the value of the objective function. However, it is not a-priori clear that one can indeed exploit this slack without violating all the other constraints. Using the special tree structure of the constraints, we prove that this is indeed the case for LP 2.
Consider a subtree T v rooted at an inner vertex v. Without loss of generality, v has a left child v L , and possibly a right child v R , each being the root of the corresponding subtrees T vL and T vR , respectively.
Lemma 3.2 For an optimal solution for
Let I = I(T ) denote the set of inner vertices of T . By Lemma 3.2, for any optimal assignment for the values { (e) | e ∈ E(T )} of the linear program LP 2 holds:
We call the right-hand side expression the cost of T , and denote it Cost(T ). In the sequel we provide a lower bound for min{Cost(T ) | T ∈ B n (h)}, which would apply to MINLA(B n (h)) as well. For a tree T = (T, rt) in B n (h), we call the subtree rooted at the left (respectively, right) child of rt the left subtree (resp., right subtree) of T , and denote it by T.left (resp., T.right). Also, let |T | denote the size of the tree T , that is, the number of vertices in T . Consider the following cost function on binary trees: Cost (T ) = Cost (T.left) + Cost (T.right) + min{|T.left|, |T.right|}. It is easy to verify that Cost (T ) can be equivalently expressed as Cost (T ) = v∈I(T ) min{|U vL |, |U vR |}. By definition, for any binary tree T , 2 · Cost(T ) ≥ Cost (T ). We will henceforth focus on proving a lower bound for Cost (T ), and use the notion "cost" to refer to the function Cost .
Fix a pair of positive integers n and h, n − 1 ≥ h. A rooted binary tree on n vertices of depth at most h will be called an (n,h)-tree. Let R(n, h) denote the minimum cost taken over all (n, h)-trees. Next, we outline the proof of the following theorem, which establishes lower bounds on R(n, h), for all h ≥ log n.
Remark: Note that for h > 2 log n , h+1 log n > 2 3 · n, and thus f (h) is well-defined in this range. As was argued above, Theorem 3.3 implies the respective lower bounds for the weight of binary trees of any given depth. Proof: Let n and h be non-negative integers. Given a binary rooted tree T , we restructure it without changing its cost and depth, so that for each vertex v in T , the size of its right subtree v.right would not exceed the size of its left subtree v.lef t. Specifically, if in the original tree T it holds that |v.lef t| ≥ |v.right|, then no adjustment occurs in v. However, if |v.lef t| < |v.right|, then the restructuring process exchanges between the left and right subtrees of v. We refer to this restructuring procedure as the rightadjustment of T , and denote the resulting binary tree byT . By construction, T and its right-adjusted treeT have the same cost and depth. Thus we henceforth restrict our attention to right-adjusted trees. By definition, in a right-adjusted treeT , for any v ∈ V (T ), it holds that |v.right| ≤ |v.lef t|, and consequently, Cost(T ) = v∈V (T )
|v.right|.
A set of n binary words with at most h bits each will be called an (n,h)-vocabulary. Next, we define an injection S from the set of (n, h)-trees to the set of (n, h)-vocabularies. For a vertex v in a binary tree T , denote by P v = (rt = v 0 , v 1 , . . . , v k = v) the path from rt to v in T , and define B v = b 1 b 2 . . . b k to be its corresponding binary word, where for i ∈ {1, 2, . . . , k}, b i = 0 if v i is the left child of v i−1 , and b i = 1 otherwise. Given an (n, h)-tree T , let S(T ) be the (n, h)-vocabulary that consists of the |T | binary words that correspond to the set of all root-to-vertex paths in T , namely,
For a binary word α, denote its Hamming weight (the number of 1's in it) by H(α). For a set S of binary words, define its total Hamming weight, henceforth Hamming cost, HCost(S), as the sum of Hamming weights of all words in S, namely, HCost(S) = B∈S H(B). Finally, denote the minimum Hamming cost of a set of n distinct binary words with at most h bits each by H(n, h) . Observe that the function H(n, h) is monotone non-increasing with h.
The next lemma shows that it is sufficient to prove the desired lower bound for H(n, h). Its proof follows from the observation that for every right-adjusted treeT , Cost(T ) = HCost(S(T )).
Lemma 3.4 For all positive integers n and h such that h ≤ n − 1, H(n, h) ≤ R(n, h).
Consider a set S * = S * (n, h) realizing H(n, h), that is, a set that satisfies HCost(S * ) = H(n, h). For a non-negative integer i, i ≤ h, let S(h, i) be the set of all distinct binary words with at most h bits each, so that each word of which contains precisely i 1's. Observe that
To contain the minimum total number of 1's, the set S * needs to contain all binary words with no 1's, all binary words that contain just a single 1, etc. In other words, there exists an integer r = r(h) for which
Note that for a pair of distinct indices i and j, 0 ≤ i, j ≤ h, the sets S(h, i) and S(h, j) are disjoint. Since |S * | = n, it holds that
Since for every non-negative integer i, i ≤ h, each word in S(h, i) contains precisely i 1's, it follows that
denote the number of words with Hamming weight r + 1 in S * . Hence
HCost(S(h, i)) + N · (r + 1)
A direct calculation shows that for h ≥ 2 log n , r ≤ h+1 4 − 1. The next lemma establishes lower bounds on H(n, h) for h ≥ 2 log n . Since H(n, h) is monotone non-increasing with h, it follows that the lower bound for h = 2 log n applies for all smaller values of h. Lemma 3.5 (1) H(n, 2 log n ) ≥ 2 3 · n · 1 8 log n .
(2) For any 2 log n < h ≤ n − 1, H(n, h) > 2 3 · n · (f (h) − 2).
To prove this lemma we start with showing that H(n, h) ≥ 2 3 · n · r. This inequality follows from (1) by a rather simple computation. Then the argument splits into two cases, depending on the value of h. (The cases are h = 2 log n and h > 2 log n .) In both cases the proof proceeds by establishing a lower bound on r in terms of n and h. This lower bound, in turn, implies the lemma. Lemmas 3.4 and 3.5 imply Theorem 3.3.
The next theorem follows from Theorem 3.3.
Theorem 3.6
For sufficiently large integers n and h, h ≥ log n, the minimum weight of a binary ϑ-tree that has depth at most h is at least Ω(Ψ · n), for some Ψ satisfying h = Ω(Ψ · n 1/Ψ ).
We prove that this lower bound also applies to general trees. A particular case of this lower bound which is of special interest appears in the following corollary. 
Upper Bounds
In this section we devise upper bounds for binary LLTs. Our upper bounds are tight up to constant factors in the entire range of parameters.
Consider a general n-point metric space M . Let T * be an MST for M , and D be an in-order traversal of T * , starting at an arbitrary vertex u. For every vertex x, remove from D all occurrences of x except for the first one. It is well-known ( [26] , ch. 36) that this way we obtain a Hamiltonian path L = L(T ) of M of total weight w(L) = e∈L w(e) ≤ 2 · w(MST (M )). Let (u 1 , u 2 , . . . , u n ) = L be the order in which the points of M appear in L. Consider an edge e = (u i , u j ) connecting two arbitrary points in M , and an edge e = (u q , u q+1 ) ∈ E(L), q ∈ [n − 1]. The edge e is said to load e (with respect to L) if i ≤ q < q + 1 ≤ j. When L is clear from the context, we write that e loads e.
For a spanning tree T of M , the number of edges e ∈ E(T ) that load an edge e of E(L) is called the load of e by T and it is denoted ξ(e) = ξ T (e). The load of the tree T , ξ(T ), is the maximum load of an edge e ∈ E(L) by T , i.e., ξ(T ) = max{ξ T (e) | e ∈ E(L)}. Observe that w(T ) ≤ e∈L(T ) ξ T (e) · w(e) ≤ ξ(T ) · w(L), and so, ξ(T ) ≥ w(T ) w(L) ≥ 1 2 · Ψ(T ). In the sequel we provide an upper bound for the load ξ(T ) of a tree T , which yields the same upper bound for the lightness Ψ(T ) of T , up to a factor of 2. It is not difficult to see that without loss of generality one can assume that u i is located in the point i on the x-axis.
Consequently, the problem of providing upper bounds for general metric spaces reduces to the problem of providing upper bounds for ϑ. Next, we devise a construction of LLTs for ϑ. This construction exhibits tight up to constant factors tradeoff between load and depth, when the tree depth is at least logarithmic in the number of vertices. In addition, the constructed trees are binary.
We start by defining a certain composition of binary trees. Let n and n be two positive integers, n = n + n . Let ϑ , ϑ , and ϑ be the n -, n -, and n-point metric spaces ϑ n , ϑ n , and ϑ n , respectively. Also, let {u 1 , u 2 , . . . , u n }, {u 1 , u 2 , . . . , u n }, and {ũ 1 ,ũ 2 , . . . ,ũ n } denote the set of points of ϑ , ϑ , and ϑ, respectively. Consider spanning trees T and T of ϑ and ϑ , respectively. Let u = u i be a vertex of T . Consider a treeT that spans the vertex set {ũ 1 ,ũ 2 , . . . ,ũ n +n } formed out of the trees T and T in the following way. The root rt of T is added as a right child of u inT . The vertices u 1 , u 2 , . . . , u i = u of T retain their indices, and are translated into verticesũ 1 ,ũ 2 , . . . ,ũ i inT , respectively. The vertices u 1 , u 2 , . . . , u n of T get the index i of u i , added to their indices, and are translated into verticesũ i+1 ,ũ i+2 , . . . ,ũ i+n inT , respectively. Finally, the vertices u i+1 , u i+2 , . . . , u n of T get the number n of vertices of T added to their indices, and are translated into verticesũ i+1+n ,ũ i+2+n , . . . ,ũ n +n inT , respectively. We say that the treeT is composed by adding T as a right subtree to the vertex u in T . (See Figure 2 for an illustration.)
Consider a family of binary ϑ-trees T (ξ, h) with n = N (ξ, h) vertices, load ξ and depth h, h ≥ ξ − 1, ξ ≥ 1. These trees are all rooted at the point 1. For ξ = 1, and h = 0, the tree T (1, 0) is a singleton vertex, and so N (1, 0) = 1. For convenience, we define the load of T (1, 0) to be 1. For ξ = 1 and h ≥ 1, the tree T (1, h) is the path P h+1 = (u 1 , u 2 , . . . , u h+1 ). Clearly, the depth of T (1, h) is h, its size N (1, h) is h + 1, and its load is 1.
For ξ ≥ 2 and h ≥ ξ − 1, the tree T (ξ, h) is constructed as follows. Let T = P h+1 be the path (u 1 , u 2 , . . . , u h+1 ), and for each index i, i ∈ [h], define for technical conve-
Observe that for each i ∈ [h], h i ≥ ξ i − 1, and thus the tree T i is well-defined. For every i ∈ [h], we add the tree T i as a right subtree of u i in T .
Lemma 4.1
The depth of the resulting tree T (ξ, h) with respect to the vertex u 1 is h, and its load is ξ.
Finally, we analyze the number of vertices N (ξ, h) in the tree T (ξ, h). By construction, N (ξ, h) 
Observe that for each index i, i ∈ [h−ξ+1], h−i ≥ ξ−1. Hence, by the induction hypothesis, the latter sum is at least
The following theorem summarizes the properties of the trees T (ξ, h). Theorem 4.3 For a sufficiently large n, and h, h ≥ 2 log n, there exists a binary ϑ n -tree that has depth at most h and load at most ξ, where ξ satisfies (h = O(n 1/ξ · ξ) and ξ = O(log n)).
The next corollary employs Theorem 4.3 to deduce an analogous result for general metric spaces.
Corollary 4.4
For sufficiently large n and h, h ≥ 2 log n, there exists a binary spanning tree of M that has depth at most h and lightness at most 2 · Ψ, where Ψ satisfies (h = O(n 1/Ψ ·Ψ) and Ψ = O(log n)). Moreover, this binary tree can be constructed in time O(n 2 ).
We remark that if M is a Euclidean 2-dimensional metric space, the running time can be further improved to O(n · log n). This is because the running time of this construction is dominated by the running time of the subroutine for constructing MST, and an MST of a Euclidean 2dimensional metric space can be constructed in O(n · log n) time [30] . By the same considerations, for Euclidean 3dimensional spaces our algorithm can be implemented in a randomized time of O(n · log 4/3 n), and more generally, for dimension d = 3, 4, . . . it can be implemented in deterministic time O(n 2− 2 d/2 +1 + ), for an arbitrarily small > 0 (cf. [30] , page 5). Even better time bounds can be shown if one uses a (1 + )-approximation MST instead of the exact MST for Euclidean metric spaces (cf. [30] , page 6). Specifically, this technique enables us to obtain running time of O(n · log n) for any constant dimension d.
Corollary 4.4 provides tight upper bounds for the range of h ≥ 2 log n. A full balanced binary tree does the job for the range log n ≤ h < 2 log n. Tight upper bounds for the range h < log n are achieved by full balanced d-regular trees with d = n 1/h . See the full version [28] for the details.
