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Abstract
We consider the spaces Fµ of polynomial µ-densities on the line as sl(2)-modules
and then we compute the cohomological spaces H1
diff
(sl(2),Dλ¯,µ), where µ ∈ R, λ¯ =
(λ1, . . . , λn) ∈ R
n and Dλ¯,µ is the space of n-ary differential operators from Fλ1⊗· · ·⊗Fλn
to Fµ.
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1 Introduction
Consider the space of polynomial µ-densities:
Fµ =
{
fdxµ, f ∈ R[x]
}
, µ ∈ R.
The Lie algebra Vect(R) of polynomial vector fields Xh = h
d
dx
, where h ∈ R[x], acts on Fµ
by the Lie derivative Lµ:
Xh · (fdx
µ) = LµXh(fdx
µ) := (hf ′ + µh′f)dxµ. (1.1)
For λ¯ = (λ1, . . . , λn) ∈ R
n and µ ∈ R we denote by Dλ¯,µ the space of n-ary differential
operators A from Fλ1 ⊗ · · · ⊗ Fλn to Fµ. The Lie algebra Vect(R) acts on the space Dλ¯,µ of
these differential operators by:
Xh ·A := L
λ¯,µ
Xh
(A) = LµXh ◦ A−A ◦ L
λ¯
Xh
(1.2)
where Lλ¯Xh is the Lie derivative on Fλ1 ⊗ · · · ⊗ Fλn defined by the Leibnitz rule. The spaces
Fµ and Dλ¯,µ can be also viewed as sl(2)-modules, where sl(2) is realized as a subalgebra of
Vect(R):
sl(2) = Span(X1, Xx, Xx2).
According to Nijenhuis-Richardson [8], the space H1 (g,End(V )) classifies the infinitesimal
deformations of a g-module V and the obstructions to integrability of a given infinitesimal
deformation of V are elements of H2 (g,End(V )).
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For λ¯ ∈ R the spaces H1diff(sl(2),Dλ¯,µ) are computed by Gargoubi [6] and Lecomte [7],
the spaces H1diff(Vect(R), sl(2),Dλ¯,µ) are computed by Bouarroudj and Ovsienko [3] and the
spaces H1diff(Vect(R),Dλ¯,µ) are computed by Feigen and Fuchs [4]. For λ¯ ∈ R
2 the spaces
H1diff(sl(2),Dλ¯,µ) are computed by Bouarroudj [2]. For λ¯ ∈ R
3 the spaces H1diff(sl(2),Dλ¯,µ) are
computed by O. Basdouri and N. Elamine [1]. In this paper we are interested to compute the
spaces H1diff(sl(2),Dλ¯,µ) for λ¯ ∈ R
n.
2 Cohomology
Let us first recall some fundamental concepts from cohomology theory (see, e.g., [5]). Let
g be a Lie algebra acting on a space V and let h be a subalgebra of g. (If h is omitted it
assumed to be {0}). The space of h-relative n-cochains of g with values in V is the g-module
Cn(g, h, V ) := Homh(Λ
n(g/h), V ).
The coboundary operator ∂ : Cn(g, h, V ) −→ Cn+1(g, h, V ) is a g-map satisfying ∂2 = 0. The
operator ∂ is defined by
(∂f)(u0, . . . , un) =
n∑
i=0
(−1)iuif(u0, . . . , ıˆ, . . . , un)+
+
∑
0≤i<j≤n
(−1)i+jf([ui, uj ], u0, . . . , ıˆ, . . . , ˆ, . . . , un).
The kernel of ∂|Cn , denoted Z
n(g, h, V ), is the space of h-relative n-cocycles, among them,
the elements of ∂(Cn−1(g, h, V )) are called h-relative n-coboundaries. We denote Bn(g, h, V )
the space of n-coboundaries.
By definition, the nth h-relative cohomology space is the quotient space
Hn(g, h, V ) = Zn(g, h, V )/Bn(g, h, V ).
Here we consider Hn(g, V ) where g = sl(2) and V = Dλ¯,µ. In this paper we are interested to
the differential cohomology H1diff (i.e., we consider only cochains that are given by differential
operators).
3 The spaces H1diff(sl(2),Dλ¯,µ)
Consider µ ∈ R, α = (α1 . . . , αn) ∈ N
n and λ¯ = (λ1 . . . , λn) ∈ R
n, we define
|λ¯| =
n∑
i=1
λi, δ = µ− |λ¯| and |α| =
n∑
i=1
αi.
We also consider the canonical basis (ε1, . . . , εn) of R
n where εi is the n-tuple (0, . . . , 0, 1, 0, . . . , 0)
(1 in the ith position). The space Dλ¯,µ is spanned by the operators Ω
α defined by
Ωα(f1dx
λ1 ⊗ · · · ⊗ fndx
λn) = f
(α1)
1 . . . f
(αn)
n dx
µ.
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Lemma 3.1. The action of Xx on Dλ¯,µ is diagonalizable. The operators Ω
α are eigenvectors:
Xx · Ω
α = (µ − |λ¯| − |α|)Ωα = (δ − |α|)Ωα.
The following lemma gives a first reduction of any 1-cocycle.
Lemma 3.2. We have
H1diff(sl(2),Dλ¯,µ) = H
1
diff(sl(2),X1,Dλ¯,µ).
Moreover, up to a coboundary, any 1-cocycle f ∈ Z1diff(sl(2),Dλ¯,µ) can be expressed as follows:
f(Xh) =
∑
α
Bαh
′Ωα +
∑
α
Cαh
′′Ωα, Xh ∈ sl(2),
where, for any α, the coefficients Bα+εi and Cα are constants satisfying:
2(δ − |α| − 1)Cα +
∑
i
(αi + 1)(αi + 2λi)Bα+εi = 0. (3.1)
Proof. Any 1-cocycle on sl(2) should retains the following general form:
f(Xh) =
∑
α
UαhΩ
α +
∑
α
Vαh
′Ωα +
∑
α
Wαh
′′Ωα,
where Uα, Vα and Wα are, a priori, functions. First, we prove that the terms in h can be
annihilated by adding a coboundary. Consider the n-ary differential operator
g : Fλ1 ⊗ · · · ⊗ Fλn → Fµ, g =
∑
α
DαΩ
α, Dα ∈ R[x].
We have
∂g(Xh) = hg
′ + µh′g − g ◦ Lλ¯Xh
=
∑
α
D′αhΩ
α +
∑
α
(δ − |α|)Dαh
′Ωα
− 12
∑
α
n∑
i=1
αi(αi + 2λi − 1)Dαh
′′Ωα−εi .
(3.2)
Thus, if D′α = Uα then f − ∂g does not contain terms in h. So, we can replace f by f − ∂g.
That is, up to a coboundary, any 1-cocycle on sl(2) can be expressed as follows:
f(Xh) =
∑
α
Bαh
′Ωα +
∑
α
Cαh
′′Ωα.
Now, for Xh1 , Xh2 ∈ sl(2), consider the 1-cocycle condition:
f([Xh1 ,Xh2 ])−Xh1 · f(Xh2) +Xh2 · f(Xh1) = 0,
which can be expressed as follows:∑
α
B′α(h1h
′
2 − h
′
1h2)Ω
α +
∑
α
C ′α(h1h
′′
2 − h
′′
1h2)Ω
α
+12
∑
α
(
2(δ − |α| − 1)Cα +
n∑
i=1
(αi + 1)(αi + 2λi)Bα+εi
)
(h′1h
′′
2 − h
′′
1h
′
2)Ω
α = 0.
Thus, for all α, we have B′α = C
′
α = 0, and, moreover, the Bα+εi and Cα satisfy (3.1).
✷
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Theorem 3.3. 1) If δ /∈ N then H1diff(sl(2),Dλ¯,µ) = 0.
2) If δ = k ∈ N then, up to a coboundary, any 1-cocycle f ∈ Z1diff(sl(2),Dλ¯,µ) can be
expressed as follows:
f(Xh) =
∑
|α|=k
Bαh
′Ωα +
∑
|β|=k−1
Cβh
′′Ωβ, Xh ∈ sl(2), (3.3)
where, for any β such that |β| = k − 1, the Bβ+εi are constants satisfying:∑
i
(βi + 1)(βi + 2λi)Bβ+εi = 0. (3.4)
3) If the Bα are not all zero then the cocycles (3.3) are nontrivial.
Proof. Consider the 1-cocycle f defined by (3.2) and consider the operator ∂g where
g =
∑
|α|6=δ
1
δ − |α|
BαΩ
α.
We have
∂g(Xh) =
∑
|α|6=δ
Bαh
′Ωα −
1
2
∑
|α|6=δ
n∑
i=1
αi(αi + 2λi − 1)
δ − |α|
Bαh
′′Ωα−εi
=
∑
|α|6=δ
Bαh
′Ωα −
1
2
∑
|β|6=δ−1
n∑
i=1
(βi + 1)(βi + 2λi)
δ − |β| − 1
Bβ+εih
′′Ωβ.
According to (3.1) we have
−
1
2
n∑
i=1
(βi + 1)(βi + 2λi)
δ − |β| − 1
Bβ+εi = Cβ.
Therefore, we have
∂g(Xh) =
∑
|α|6=δ
Bαh
′Ωα +
∑
|β|6=δ−1
Cβh
′′Ωβ
and
(f − ∂g)(Xh) =
∑
|α|=δ
Bαh
′Ωα +
∑
|β|=δ−1
Cβh
′′Ωβ.
Thus, if δ /∈ N then f − ∂g = 0 (since |α| ∈ N then |α| can not be equal to δ), therefore
H1diff(sl(2),Dλ¯,µ) = 0. If δ ∈ N then the condition (3.4) is coming from (3.1), since, in (3.3)
we have δ − |β| − 1 = 0. Moreover, if δ = µ− |λ| = |α| = k, then there are no terms in h′Ωα
in the expression of ∂g(Xh) for any g ∈ Dλ¯,µ (see (3.2)), therefore, the non vanishing cocycle
f(Xh) =
∑
|α|=k Bαh
′Ωα are nontrivial.
✷
Now, we prove that, generically, we can annihilate the term in h′′ in the expression of the
1-cocycle (3.5) by adding a coboundary and we describe completely the space H1(sl(2),Dλ¯,µ)
for generic λ¯.
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Theorem 3.4. If δ = k ∈ N and −2λ¯ /∈ {0, . . . , k − 1}n then, we have
dimH1diff(sl(2),Dλ¯,µ) =
(
n+ k − 2
k
)
.
These spaces are spanned by the cocycles:
f(Xh) =
∑
|α|=k
Bαh
′Ωα,
where the Bα are constants satisfying the conditions (3.4).
Proof. By Theorem 3.3, for δ = k ≥ 1, any 1-cocycle f can be expressed as follows:
f(Xh) =
∑
|α|=k
Bαh
′Ωα +
∑
|β|=k−1
Cβh
′′Ωβ. (3.5)
Consider
g =
∑
|α|=k
DαΩ
α.
We have
∂g(Xh) = −
1
2
∑
|α|=k
n∑
i=1
αi(αi + 2λi − 1)Dαh
′′Ωα−εi
= −12
∑
|β|=k−1
n∑
i=1
(βi + 1)(βi + 2λi)Dβ+εih
′′Ωβ.
(3.6)
Now, consider the linear system
1
2
n∑
i=1
(βi + 1)(βi + 2λi)Dβ+εi = Cβ, |β| = k − 1 (3.7)
which express that ∑
|β|=k−1
Cβh
′′Ωβ = −∂g(Xh).
Without loss of generality, assume that −2λ1 /∈ {0, . . . , k − 1}. Choose arbitrarily the Dα
where α = (0, α2, . . . , αn) ∈ N
n with |α| = k. Now, for any α = (1, α2, . . . , αn) ∈ N
n with
|α| = k, consider β = (0, α2, . . . , αn) (then |β| = k − 1). The coefficient Dα is uniquely
defined by (3.7), in function of Cβ and the Dβ+εi , for i ≥ 2, (indeed, Dα = Dβ+ε1 , β1 = 0
and λ1 6= 0). Similarly, by (3.7), we define the coefficients Dα with α1 = 2, in function of
those with α1 = 1 and C(1,α2,...,αn). So, step by step, we define all the coefficients Dα so that
(f + ∂g)(Xh) does not contain terms in h
′′.
The non vanishing 1-cocycles defined be (3.4) are non trivial, since any coboundary does
not contain terms in h′ (see (3.6)). Thus, the space H1diff(sl(2),Dλ¯,µ) is isomorphic to the
space of solutions of the system of linear equations (3.4). As before, we assume that −2λ1 /∈
{0, . . . , k − 1}, the space of solutions of the system of linear equations (3.4) is generated by
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the arbitrary coefficients Bα where α = (0, α2, . . . , αn) ∈ N
n with |α| = k. The number of
such Bα is the well known binomial coefficient with repetition
Γkn−1 =
(
n+ k − 2
k
)
,
which is equal to the dimension of H1diff(sl(2),Dλ¯,µ).
✷
4 Singular cases
Now assume that
−2λ¯ = (t1, t2, . . . , tn) ∈ {0, 1, . . . , k − 1}
n.
We cut the system of equations (3.4) into the two following subsystems (S1) and (S2):
(S1) :
n∑
i=1
(αi + 1)(αi + 2λi)Bα+εi = 0, α1 6= t1. (4.1)
(S2) :
n∑
i=1
(αi + 1)(αi + 2λi)Bα+εi = 0, α1 = t1. (4.2)
From (S1) we extract the following system (S
′
1)
(S′1) :
n∑
i=2
(αi + 1)(αi + 2λi)Bα+εi = 0, α1 = t1 − 1. (4.3)
The space H1diff(sl(2),Dλ¯,µ) is managed by the system (3.4), which is a system with Γ
k
n
unknowns and Γk−1n equations. Any equation is coming from a given α = (α1, . . . , αn) with
|α| = k − 1. The rank of (3.4) is then less or equal to Γk−1n . The cocycles generating
H1diff(sl(2),Dλ¯,µ) are of two types:
type 1 :
∑
|α|=k
Bαh
′Ωα or type 2 :
∑
|β|=k−1
Cβh
′′Ωβ.
If the rank of (3.4) is Γk−1n − ℓ then the dimension of the space of cocycle of type 1 is
Γkn − Γ
k−1
n + ℓ = Γ
k
n−1 + ℓ.
The dimension of the space of classes of cocycles of type 2 is equal to the dimension of the
space of all Cβ, with |β| = k − 1, from which we subtract the rank of (3.7) (or (3.4)). Thus,
the dimension of the space of classes of cocycles of type 2 is ℓ since the space of parameters
Cβ, with |β| = k − 1, is Γ
k−1
n -dimensional. Thus,
dimH1diff(sl(2),Dλ¯,µ) = Γ
k
n−1 + 2ℓ =
(
n+ k − 2
k
)
+ 2ℓ.
Theorem 4.1. If σn < k − 1, then
dimH1diff(sl(2),Dλ¯,µ) =
(
n+ k − 2
k
)
.
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Proof. This is equivalent to the fact that, in this case, the system (3.4) is of maximal rank.
We proceed by recurrence to prove this result. It is true for n = 2 (see [2]). Assume that the
result is true for n−1. Consider the subsystems (S1) and (S2), it is easy to prove that (S1) is
of maximal rank, while, by the recurrence hypothesis, the subsystem (S2) is also of maximal
rank. Indeed, the subsystem (S2) can be considered as a system of equations related to the
(n− 1)-tuple (α2, . . . , αn). So, we are in the case n− 1 with
α2 + · · ·+ αn = k − 1− t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn < k − t1 − 1 = k
′ − 1.
If t1 = 0 then, combining the two subsystems (S1) and (S2), we get a system with maximal
rank, since there are no common unknowns. Indeed, the unknowns B(α1,...,αn) of (S1) are all
with α1 6= 0, while those of (S2) are all with α1 = 0.
If t1 > 0 then the unknowns B(α1,...,αn) of (S2) are all with α1 = t1. The unknowns
B(α1,...,αn) with α1 = t1 can also appear in (S1), but they appear only in the equations
corresponding to (α1, . . . , αn) with α1 = t1−1. Therefore, we consider the system (S
′
1) which
can be also considered as a system of equations related to (α2, . . . , αn), but, here we have
α2 + · · ·+ αn = k − t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn < k − t1 − 1 = k
′ − 2 < k′ − 1.
For (S′1) we are in the case n − 1, therefore, by the recurrence hypothesis, the system (S
′
1)
is of maximal rank, therefore, there are no nontrivial combination of some equations of (S1)
belonging to (S2), since there are no nontrivial combination of some equations of (S1) killing
the Bα with α1 = t1 − 1. That is, the spaces of the equations respectively of (S1) and (S2)
are supplementary. Thus, combining the two subsystems (S1) and (S2), we get a system of
maximal rank which is the system (3.4). Theorem 4.1 is proved.
✷
Theorem 4.2. If σn = k − 1 then
dimH1diff(sl(2),Dλ¯,µ) =
(
n+ k − 2
k
)
+ 2.
Proof. This is equivalent to the fact that, in this case, the system (3.4) is of rank Γk−1n −1.
We proceed by recurrence to prove this fact. This is true for n = 2 (see [2]). Assume that
the result is true for n − 1. Consider the subsystems (S1) and (S2). As before (S1) is of
maximal rank, it is of rank Γk−1n − Γ
k−t1−1
n−1 . The subsystem (S2) is of rank Γ
k−t1−1
n−1 − 1 (by
the recurrence hypothesis).
If t1 = 0 then, as before, we see that the subsystems (S1) and (S2) are independent of
each other. Therefore, combining the two subsystems (S1) and (S2), we get a system of rank
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 − 1 = Γ
k−1
n − 1.
Indeed, the unknowns B(α1,...,αn) of (S1) are all with α1 6= 0, while those of (S2) are all with
α1 = 0 (there are common unknowns).
If t1 > 0 then the unknowns B(α1,...,αn) of (S2) are all with α1 = t1. The unknowns
B(α1,...,αn) with α1 = t1 appear in (S1) only in the equations corresponding to (α1, . . . , αn)
with α1 = t1 − 1. As before, we consider the system (S
′
1). We are in the case n− 1 with
α2 + · · ·+ αn = k − t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn = k − t1 − 1 = k
′ − 2 < k′ − 1.
7
By the recurrence hypothesis, the system (S′1) is of maximal rank, therefore, there are no
nontrivial combination of some equations of (S1) killing the Bα with α1 = t1 − 1, therefore,
combining the two subsystems (S1) and (S2), we get a system with rank
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 − 1 = Γ
k−1
n − 1.
Theorem 4.2 is proved.
✷
Remark 4.3. If σn = k − 1, we see that the equation corresponding to (t1, . . . , tn) is trivial,
so, it’s enough to prove that, if we subtract this equation from (3.4), we get a maximal rank
system. In this case the space of cocycles of type 2 is one dimensional, spanned by
ω(Xh) = h
′′Ω(t1,...,tn).
Theorem 4.4. If σn = k then
dimH1diff(sl(2),Dλ¯,µ) =
(
n+ k − 2
k
)
+ 2(s − 1),
where s is the number of ti ≥ 1.
Proof. We proceed by recurrence to prove that the rank of (3.4) is
Γk−1n − (s− 1) =
(
n+ k − 2
k − 1
)
− (s− 1).
This is true for n = 2 (see [2]), indeed, for n = 2 we have necessarily s = 2. Assume that the
result is true for n−1. As before, if t1 = 0 then the subsystems (S1) and (S2) are independent
of each other. The subsystem (S1) is of rank Γ
k−1
n −Γ
k−1
n−1, while, according to the recurrence
hypothesis, the subsystem (S2) is of rank Γ
k−1
n−1 − (s− 1). Therefore, the rank of (3.4) is
Γk−1n − Γ
k−1
n−1 + Γ
k−1
n−1 − (s− 1) = Γ
k−1
n − (s− 1) =
(
n+ k − 2
k − 1
)
− (s− 1).
Now, for t1 > 0, the subsystem (S1) is of rank Γ
k−1
n − Γ
k−t1−1
n−1 , while, according to the
recurrence hypothesis, the subsystem (S2) is of rank
Γk−t1−1n−1 − (s− 2).
Consider the subsystem (S′1). We are in the case n− 1 with
α2 + · · ·+ αn = k − t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn = k − t1 = k
′ − 1.
Therefore, the subsystem (S′1) is of rank
Γk−t1n−1 − 1.
The equation corresponding to (t1 − 1, t2, . . . , tn) appear as a trivial equation in (S
′
1), corre-
sponding in (S1) to the equation
B(t1,t2,...,tn) = 0. (4.4)
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The equation (4.4) appears also in (S2) corresponding to any (t1, t2, . . . , tn)− εi for i ≥ 2.
Obviously, if we subtract the trivial equation from (S′1) we obtain a system of maximal
rank. Thus, the system (3.4) is of rank
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 − (s− 2)− 1 = Γ
k−1
n − (s− 1).
Theorem 4.4 is proved.
✷
Remark 4.5. The result of the previous theorem can be explained by the fact that the equations
(3.4) corresponding to (t1, . . . , tn) − εi, for ti > 0, are the same. They are all equivalent to
(4.4). So, it’s enough to prove that, if we subtract (s − 1) equations from these s equivalent
equations we get a maximal rank system. The space of cocycles of type 2 is spanned by
Γi(Xh) = h
′′Ωγi , γi = (t1, t2, . . . , tn)− εi, ti ≥ 1.
Theorem 4.6. If σn = k + 1, then
dimH1diff(sl(2),Dλ¯,µ) =
{
Γk−1n + s(s− 1)− 2r if max ti ≥ 2
Γk−1n if max ti = 1.
where s is the number of ti ≥ 1 and r is the number of ti = 1.
Proof. Assume that t1 ≥ 1 and consider the system (S
′
1). We are in the case n− 1 with
α2 + · · ·+ αn = k − t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn = k + 1− t1 = k
′.
Therefore, it was proved in the proof of Theorem 4.4 that the system (S′1) is of rank
Γk−t1n−1 − (s− 2).
In (S′1) the equations corresponding to (t1 − 1, t2, . . . , tn)− εi, for ti ≥ 1, are equivalent to
B(t1−1,t2,...,tn) = 0.
But, the correspondent equations in (S1) are
B(t1,t2,...,tn)−εi +B(t1−1,t2,...,tn) = 0, ti ≥ 1. (4.5)
Case 1: max ti ≥ 2. Assume that t2 ≥ 2. We proceed by recurrence to prove that the
rank of (3.4) is
Γk−1n −
1
2
s(s− 1) + r.
This is true for n = 2 (see [2]), indeed, for n = 2 we have necessarily s = 2 and r = 0. Assume
that the result is true for n− 1.
Assume that t1 = 1. By the recurrence hypothesis, the subsystem (S2) is of rank
Γk−t1−1n−1 −
1
2
(s− 2)(s − 1) + r − 1.
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We have t2 ≥ 2, then, in (S2) the equation corresponding to (t1, t2 − 2, . . . , tn) gives
B(t1,t2−1,...,tn) = 0.
Therefore, the equation corresponding to (t1, t2 − 1, . . . , tn)− εi, for ti ≥ 1, gives
B(t1,t2,...,tn)−εi = 0, ti ≥ 1, (4.6)
and the (s − 2) correspondent equations (4.5) in (S1), for i ≥ 3, become trivial (we can also
say that the equations (4.5) of (S1), for i ≥ 3, are combination of some equations of (S2)).
If we subtract the equations (4.6), for i ≥ 3, from (S′1), we obtain a maximal rank system.
Therefore, the rank of (3.4) is
Γk−1n − Γ
k−t1−1
n−1 +Γ
k−t1−1
n−1 −
1
2
(s− 2)(s− 1) + r− 1− (s− 2) =
(
n+ k − 2
k
)
−
1
2
s(s− 1) + r.
If t1 ≥ 2, then the subsystem (S2) is of rank
Γk−t1−1n−1 −
1
2
(s− 2)(s − 1) + r.
But, here we have B(t1−1,t2,...,tn) = 0 as equation corresponding to (t1 − 2, t2, . . . , tn). There-
fore, the equation corresponding to (t1 − 1, t2, . . . , tn) − εi gives B(t1,t2,...,tn)−εi = 0. So, the
(s− 2) correspondent equations (4.5) in (S1) (for i ≥ 3) become trivial, but, the equation in
(S1): B(t1,t2−1,...,tn) = 0, appear also in (S2) as equation corresponding to (t1, t2 − 2, . . . , tn).
Thus, the rank of (3.4) is
Γk−1n − Γ
k−t1−1
n−1 +Γ
k−t1−1
n−1 −
1
2
(s− 2)(s− 1) + r− (s− 2)− 1 =
(
n+ k − 2
k
)
−
1
2
s(s− 1) + r.
Case 2: max ti = 1. In this case we prove the rank of (3.4) is
Γk−1n =
(
n+ k − 2
k
)
.
By the recurrence hypothesis, the subsystem (S2) is of rank
Γk−t1−1n−1 .
Assume that t1 = t2 = 1. Therefore, the (s − 2) equations, in (S
′
1), corresponding to
(t1 − 1, t2, . . . , tn)− εi, ti = 1 for i ≥ 3, are equivalent to B(t1−1,t2,...,tn) = 0. Obviously, if we
subtract these equations from (S′1), we get a maximal rank system. Therefore, the rank of
(3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 =
(
n+ k − 2
k
)
.
Theorem 4.6 is proved.
✷
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Remark 4.7. In the previous theorem, if there exist some ti ≥ 2, then, for any ti ≥ 2, (3.4)
applied to (t1, t2, . . . , tn)− 2εi gives B(t1,t2,...,tn)−εi = 0. We use one of ti ≥ 2 to prove that
B(t1,t2,...,tn)−εj = 0 for tj = 1. That is, we have r equations: B(t1,t2,...,tn)−εj = 0, corresponding
to (t1, t2, . . . , tn)− εi0 − εj for a fixed ti0 ≥ 2 and tj = 1. Therefore, all other equations
corresponding to (t1, t2, . . . , tn)− εi − εj , for i < j and ti, tj ≥ 1, become trivial. We prove
that if we subtract these trivial equations we get a maximal rank system. Thus, the rank of
(3.4) is
Γk−1n −
1
2
s(s− 1) + r =
(
n+ k − 2
k
)
−
1
2
s(s− 1) + r.
Theorem 4.8. If σn = k + 2, then
dimH1diff(sl(2),Dλ¯,µ) =
(
n+ k − 2
k
)
+ s(s− 1),
where s is the number of ti ≥ 3.
Proof. We proceed by recurrence to prove that the rank of (3.4) is
Γk−1n −
1
2
s(s− 1) =
(
n+ k − 2
k
)
−
1
2
s(s− 1).
This is true for n = 2. Assume that it is true for n− 1. As usually, the result is true if t1 = 0.
If max ti = 1 then (S2) is of rank
Γk−t1−1n−1 ,
and the system (S′1) is of maximal rank. Therefore, the rank of (3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 =
(
n+ k − 2
k
)
.
If max ti = 2 then we can assume that t1 = 2. In this case (S2) is of rank
Γk−t1−1n−1 .
For (S′1) we distinguish two cases. maxi>1 ti = 1 or maxi>1 ti = 2. In the first case, the
system (S′1) is of maximal rank. Therefore, the rank of (3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 =
(
n+ k − 2
k
)
.
In the second case, the system (S′1) is of rank
Γk−t1n−1 −
1
2
(s′ − 2)(s′ − 1) + r′,
where s′ is the number of ti ≥ 1 and r
′ is the number of ti = 1. Indeed, for the system (S
′
1),
we are in the case n− 1 with
α2 + · · · + αn = k − t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn = k + 2− t1 = k
′ + 1.
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Assume that t2 = 2. In the system (S
′
1), for i ≥ 2 such that ti ≥ 2, the equations corresponding
to (t1 − 1, t2, . . . , tn)− 2εi are
B(t1−1,t2,...,tn)−εi = 0, ti ≥ 2, i ≥ 2. (4.7)
In particular, we have B(t1−1,t2−1,...,tn) = 0. Therefore, there are r
′ equations
B(t1−1,t2,...,tn)−εi = 0, ti = 1, i ≥ 3, (4.8)
corresponding to (t1 − 1, t2 − 1, . . . , tn)− εi, for i ≥ 3 and ti = 1. Therefore, all other equa-
tions corresponding to (t1 − 1, t2, . . . , tn)− εi − εj , for i < j and ti, tj ≥ 1, become trivial in
(S′1). The number of these trivial equations is
1
2(s
′− 2)(s′ − 1)− r′. Of course, if we subtract
these trivial equations from (S′1) we obtain a maximal rank system. Therefore, the rank of
(3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 =
(
n+ k − 2
k
)
.
Indeed, these trivial equations of (S′1) are associated in (S1) to
B(t1,t2,...,tn)−εi−εj = 0. (4.9)
But, (4.9) appears also in (S2) as equation corresponding to (t1, t2 − 1, . . . , tn)− εi − εj , since
we have also B(t1,t2−1,...,tn)−εi = 0, for ti ≥ 2.
Now, if t1 ≥ 3, then (S2) is of rank
Γk−t1−1n−1 −
1
2
(s− 2)(s − 1).
The rank of (S′1) is
Γk−t1n−1 −
1
2
(s′ − 2)(s′ − 1) + r′.
In (S′1), for i ≥ 2 such that ti ≥ 2, the equations corresponding to (t1 − 1, t2, . . . , tn)− 2εi are
B(t1−1,t2,...,tn)−εi = 0, ti ≥ 2, i ≥ 2. (4.10)
Moreover, there are r′ equations
B(t1−1,t2,...,tn)−εi = 0, ti = 1, i ≥ 2, (4.11)
corresponding to (t1 − 1, t2, . . . , tn)− εi0 − εi, for a fixed i0 ≥ 2 such that ti0 ≥ 2 and i ≥
2 such that ti = 1. All other equations corresponding to (t1 − 1, t2, . . . , tn)− εi − εj , for
i < j such that ti, tj ≥ 1, become trivial in (S
′
1). The number of these trivial equations is
1
2(s
′ − 2)(s′ − 1)− r′. These trivial equations in (S′1) appear in (S1) as
B(t1,t2,...,tn)−εi−εj = 0. (4.12)
For any ti ≥ 3, the equation corresponding to (t1, t2, . . . , tn)−3εi gives B(t1,t2,...,tn)−2εi = 0.
Therefore, the equation (4.12) appear in (S2) as equation corresponding to (t1, t2, . . . , tn)−3εi
only for i ≥ 2 such that ti ≥ 3. Thus, the rank of (3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 −
1
2
(s− 2)(s − 1)− (s− 1) =
(
n+ k − 2
k
)
−
1
2
s(s− 1).
Theorem 4.8 is proved.
✷
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Theorem 4.9. If σn = k +m, with m ≥ 2, then
dimH1diff(sl(2),Dλ¯,µ) =
(
n+ k − 2
k
)
+ s(s− 1),
where s is the number of ti > m.
Proof. Assume that m ≥ 3, since the case m = 2 was treated in the previous theorem.
We proceed by recurrence to prove that the rank of (3.4) is
Γk−1n −
1
2
s(s− 1).
This is true for n = 2. Assume that it is true for n− 1.
4.1 If t1 ≤ m.
In this case the system (S2) is of rank
Γk−t1−1n−1 −
1
2
s(s− 1).
The system (S′1) is of rank
Γk−t1n−1 −
1
2
s′(s′ − 1)
where s′ is the number of ti ≥ m for i ≥ 2. Indeed, for the system (S
′
1), we are in the case
n− 1 with
α2 + · · ·+ αn = k − t1 = k
′ − 1 and σn−1 = t2 + · · ·+ tn = k +m− t1 = k
′ +m− 1.
In (S′1), for any ti ≥ m, the equation corresponding to α = (t1 − 1, t2, . . . , tn)−mεi is
B(t1−1,t2,...,tn)−(m−1)εi = 0. (4.13)
Case 1: m = 2h + 1 with h ≥ 1. In (S′1), for i 6= j, ti ≥ 2h + 1 and tj ≥ 1, according to
(4.13), the equation corresponding to (t1 − 1, t2, . . . , tn)− 2hεi − εj gives
B(t1−1,t2,...,tn)−(2h−1)εi−εj = 0.
Step by step, for ti ≥ (2h+1) and tj ≥ (2h+1), i 6= j, the equations corresponding respectively
to (t1 − 1, t2, . . . , tn)− (h+ 1)εi − hεj and (t1 − 1, t2, . . . , tn)− hεi − (h+ 1)εj are equivalent
to the same equation which is
B(t1−1,t2,...,tn)−hεi−hεj = 0. (4.14)
Therefore, if we subtract from (S′1) the
1
2s
′(s′−1) equations corresponding to (t1−1, t2, . . . , tn)−
(h+ 1)εi − hεj , where ti, tj ≥ (2h+ 1) and i < j, we get a maximal rank. Thus, the rank of
(3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 −
1
2
s(s− 1) =
(
n+ k − 2
k
)
−
1
2
s(s− 1).
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Case 2: m = 2h. In (S′1), for i 6= j, ti ≥ m and tj ≥ 1, according to (4.13), the equation
corresponding to (t1 − 1, t2, . . . , tn)− (2h− 1)εi − εj gives
B(t1−1,t2,...,tn)−(2h−2)εi−εj = 0.
Consider a fixed ti0 > 1. The equation corresponding to (t1−1, t2, . . . , tn)−(2h−2)εi−εi0−εj,
for ti ≥ m, gives
B(t1−1,t2,...,tn)−(2h−3)εi−εi0−εj = 0.
Step by step, for ti, tj ≥ m, i 6= j, the equations corresponding respectively to (t1 −
1, t2, . . . , tn)− εi0 − (h− 1)εi−hεj and (t1− 1, t2, . . . , tn)− εi0 −hεi− (h− 1)εj are equivalent
to the same equation which is
B(t1−1,t2,...,tn)−εi0−(h−1)εi−(h−1)εj = 0. (4.15)
Thus, we have the same result as in the previous case.
4.2 If t1 > m
In this case the system (S2) is of rank
Γk−t1−1n−1 −
1
2
(s− 2)(s − 1).
The system (S′1) is of rank
Γk−t1n−1 −
1
2
s′(s′ − 1)
where s′ is the number of ti ≥ m for i ≥ 2. We proceed as in the previous case, but here,
since t1 > m, we prove that in (S
′
1) the equations (4.14) and (4.15) become trivial for i = j
and ti > m. The corresponding (s− 1) equations in (S1) are respectively
B(t1,t2,...,tn)−(2h+1)εi = 0 and B(t1,t2,...,tn)−εi0−(2h−1)εi = 0.
But, these equations appear also in (S2) as equations corresponding respectively to (t1, t2, . . . , tn)−
(2h + 2)εi and (t1, t2, . . . , tn) − εi0 − 2hεi for any i ≥ 2 such that ti > m. Thus, the rank of
(3.4) is
Γk−1n − Γ
k−t1−1
n−1 + Γ
k−t1−1
n−1 −
1
2
(s− 2)(s − 1)− (s− 1) =
(
n+ k − 2
k
)
−
1
2
s(s− 1).
Theorem 4.9 is proved
✷
Note that for n = 2 and σ2 ≥ k − 1, we have always
s(s− 1) = 2(s − 1) = s(s− 1)− 2r = 2
and we know that, in this case, we have H1diff(sl(2),Dλ¯,µ) = 3 =
(
2 + k − 2
k
)
+ 2.
Now, we summarize our results in the following theorem
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Theorem 4.10.
dimH1diff(sl(2),Dλ¯,µ) =


Γkn−1 if σn < k − 1,
Γkn−1 + 2 if σn = k − 1,
Γkn−1 + 2(s − 1) if σn = k,
Γkn−1 + (s+ r)(s+ r − 1)− 2r if σn = k + 1, and max ti ≥ 2
Γkn−1 if σn = k + 1, and max ti = 1
Γkn−1 + s(s− 1) if σn = k +m, m ≥ 2,
.
where s is the number of ti > σn − k, r is the number of ti = 1 and Γ
k
n−1 =
(
n+ k − 2
k
)
.
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