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Abstract—Transducers with larger aperture size are desirable
in ultrasound imaging to improve resolution and image quality. A
coherent multi-transducer ultrasound imaging system (CoMTUS)
enables an extended effective aperture through coherent combi-
nation of multiple transducers. In this study, the discontinuous
extended aperture created by CoMTUS and its performance for
deep imaging and through layered-media are investigated by both
simulations and experiments. Typical image quality metrics - res-
olution, contrast and contrast-to-noise ratio - are evaluated and
compared with a standard single probe imaging system. Results
suggest that, the image performance of CoMTUS depends on
the relative spatial location of the arrays. The resulting effective
aperture significantly improves resolution, while the separation
between the arrays may degrade contrast. For a limited gap
in the effective aperture (less than few centimetres), CoMTUS
provides benefits to image quality compared to standard single
probe imaging system. Overall, CoMTUS shows higher sensitivity
and reduced loss of resolution with imaging depth. In general,
CoMTUS imaging performance was unaffected when imaging
through a layered-medium with different speed of sound values
and resolution improved up to 80% at large imaging depths.
Index Terms—multi-probe, large aperture, ultrasound imaging,
acoustic clutter
I. INTRODUCTION
L IMITED resolution and a restricted field of view (FoV)are two of the main challenges in ultrasound (US)
imaging that, in principle, are fundamentally limited by the
extent of the transmitting and receiving apertures. The image
lateral resolution of ultrasonography is diffraction limited and
mostly depends on the wavelength of the transmission wave,
the imaging depth and the aperture size (measured by F-
number) [1]. However, since high frequency acoustic waves
are easily absorbed and attenuated, the use of low frequencies
is the only choice when the imaging region is located in deep
areas. Consequently, a large aperture size is desired to decrease
the F-number, improve resolution and FoV.
Nevertheless, it is not clear that a large aperture will
overcome the expected resolution loss through depth in the
presence of tissue heterogeneity [2]. Inhomogeneities and
tissue layers with different acoustic properties cause phase
errors restricting the improvements provided by large arrays
[3]. Transabdominal US imaging is particularly difficult in
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obese patients because of the increased imaging depth with
longer attenuation paths and the presence of clutter associated
with boundaries between regions with dissimilar properties
[4], [5]. Difficult abdominal imaging tasks require an array
design that provides sufficient penetration for the chosen target
depth, adequate resolution for the diagnostic task and toler-
ance to acoustic clutter effects that degrade the backscattered
echo signals. The need for the development of large arrays
for high resolution abdominal diagnostic imaging has been
already suggested by previous studies, where a large array was
synthesized through a synthetic aperture method by combining
the received data from multiple positions of the same probe
[6], [7]. However, in such a method the final coherent aperture
is limited by the long acquisition times and the image quality
is very sensitive to calibration errors and noise in the tracking
system.
Despite a large aperture being desirable, the practical aper-
ture size is often limited by the complexity and cost of
scanners and probes based on large channel count arrays and
the low flexibility for some applications. Using collections of
conventional existing arrays to extend the aperture may be a
way to approach this problem. Indeed, the use of multiple
conventionally sized arrays to create a large aperture instead
of using a single big array may be more flexible for diverse
applications, e.g. for intercostal imaging, where the acoustic
windows are narrow. In practice, multiple probes can be
manipulated using a single and potentially adjustable holder
that allows the operator to hold multiple probes with only
one hand while keeping them directed to the same region
of interest [8]. In that study incoherent image compounding
was used, achieving benefits from view diversity but without
directly achieving the gains in resolution and sensitivity that
could be realised if the multiple probes were fully combined
into a one large effective aperture. To achieve this requires co-
herent multi-transducer ultrasound (CoMTUS) imaging, which
coherently combines all radio frequency (RF) data received by
multiple synchronized transducers that take turns to transmit
plane waves (PWs) into a common FoV [9], [10]. Hence,
CoMTUS improves ultrasound imaging performance, yielding
images that in general present an extended FoV and higher
resolution along with a high acquisition frame rate. Previously
coherent combination required precise telemetry to achieve
the subwavelength localization accuracy required to combine
information from multiple transducers poses [6], [7], but
[10] demonstrated this can be achieved without the use of
any external tracking device by optimizing the beamforming
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2parameters. These optimal beamforming parameters, which
include the transducer locations and the average speed of
sound (SOS) in the medium, are deduced by maximizing the
coherence of the received RF data resulting from different
targeted scatterers in the medium by cross-correlation. CoM-
TUS provides the first step toward large aperture imaging
using independently placed transducers to form discontinuous
extended apertures with more flexibility than a conventional
large probe may have.
One key feature of CoMTUS is the resulting discontinuous
aperture. Preliminary studies showed that, as a consequence
of the discontinuous aperture there is a trade-off between
resolution and contrast [11], [12]. However, how much the
discontinuities dictated by the spatial separation between the
multiple transducers may affect the global performance of the
method is still unclear. Moreover, so far, CoMTUS has been
validated only in a constant SOS media and little is known
about its behavior in the case of different and spatially varying
speeds of sound. Notwithstanding, since the average SOS is
a beamforming parameter that is optimized along with the
location of the probes, an improvement in beamformation with
tolerance for some path dependent speed might be expected.
The purpose of this study is to further investigate the feasibility
of CoMTUS as different aspects of the geometry and material
properties are varied to better assess its potential benefits and
describe its implications for imaging.
II. THEORY. COHERENT MULTI-TRANSDUCER
ULTRASOUND IMAGING
A CoMTUS system consists of N synchronized US arrays
that take turns to transmit PWs into a common FoV. Only
one individual array transmits at each time while all N arrays
simultaneously receive. The subwavelength localization accu-
racy required to coherently combine RF data from multiple
probes is achieved without the use of any external tracking
device. The method is briefly summarized in this section, but
more details can be found in [9], [10], [13].
In this study, we consider a CoMTUS system formed by
N = 2 identical linear arrays that lie in the same elevational
plane (y = 0) and are angled relative to each other so
as to share part of the FoV, as shown in Fig. 1. In such
a configuration, the following nomenclature is used. For a
sequence in which array i transmits and array j receives, the
RF data received on channel h of array j at time t is named
TiRj(h, t). The resulting image and all transducer coordinates
are defined in a global coordinate system arbitrarily located in
space (xˆ0, zˆ0). For a given linear array i, a local coordinate
system (xˆi, zˆi) is defined at the center of the array surface
with the zˆ direction orthogonal to the transducer surface and
directed away from array i. The position and orientation of
array i are then characterized in the global coordinate system
with 3 parameters that define a translation vector ri and a
rotation angle θi [14].
Standard delay and sum beamforming for PW imaging [15]
can be extended to the present multi-transducer set-up taking
into account the full path length between the transmit array
and the receive elements. Considering that array i transmits
Fig. 1. CoMTUS beamforming scheme. Global and local coordinates of arrays
are shown. In this example, array T1 transmits a PW at angle α and array T2
receives the resulting echoes backscattered from the scatter Qk .
a PW at certain angle α, the image point to be beamformed
located at Qk and described by the vector rk can be computed
from the echoes received at transducer j as:
si,j(Qk;α) =
H∑
h=1
TiRj (h,Qk;α) =
H∑
h=1
TiRj
(
h,
Di,j,h(Qk;α)
c
) (1)
where H is the total number of elements in the array and
c is the average SOS of the propagation medium. The total
distance Di,j,h(Qk) between the transmit array i, the imaging
point Qk and the receive element h of array j is defined by,
Di,j,h(Qk;α) = d(Li(α), rk) + ‖rj,h − rk‖ (2)
where d(rk, Li(α)) is the distance from rk to the line Li(α)
that defines the transmitted PW, and ‖rj,h − rk‖ is the
Euclidean distance between rk and the receive element h of
array j. These distances are represented in Fig. 1.
Finally, the total beamformed image S(Qk;α) can be
obtained by coherently adding the individually beamformed
images acquired in a sequence in which both probes transmit:
S(Qk;α) = s1,1(Qk;α) + s1,2(Qk;α)
+ s2,1(Qk;α) + s2,2(Qk;α)
(3)
In the same way, several PWs transmitted at different angles,
a = 1, . . . , A may be coherently combined to generate an
image,
S(Qk;A) =
N∑
i=1
N∑
j=1
A∑
a=1
si,j(Qk;α
i
a) (4)
The optimum beamforming parameters that determine equa-
tion (1) (P = {c, θ1, r1, θ2, r2}), not a priori accurately
known, are calculated by maximizing the cross-correlation of
backscattered signals from common point-like targets acquired
3by individual receive elements, by using gradient-based opti-
mization methods,
P¯ = arg max
P
χ(P) (5)
where the cost function χ(P) is defined as follows,
χ(P) =
K∑
k
H∑
h
{NCC(T1R1(h,Qk;P), T2R1(h,Qk;P))W1,1W2,1
+ NCC(T1R2(h,Qk;P), T2R2(h,Qk;P))W1,2W2,2}
(6)
NCC is the normalized cross-correlation and Wi,j is a weight-
ing factor defined as,
Wi,j(P) = 1
2
+
1
2H
H∑
hb 6=h
NCC(TiRj(h;P), TiRj(hb;P))
(7)
A minimum of 2 points are needed to solve this trilateration
problem. Although since the approach relies on a measure of
coherence, which may well be more tolerant, previous results
suggest that the method may work when there are identifiable
prominent local features. On the other hand, isolated point
scatterers can be artificially generated by other techniques,
for instance by inclusion of microbubble contrast agents [16].
Preliminary results show the potential of microbubble to
optimize the beamforming parameters in CoMTUS, which
could be implemented in vivo wherever the FoV contains
vasculature [17].
III. MATERIALS AND METHODS
A. Simulations
The k-Wave Matlab toolbox was used to simulate the non-
linear wave propagation through an inhomogeneous dispersive
medium [18], [19]. A CoMTUS system formed by two identi-
cal linear arrays, similar to the ones experimentally available,
was simulated as follows. Each of the arrays had a central
frequency of 3 MHz and 144 active elements in both transmit
and receive, with element pitch of 240 µm and kerf of 40 µm.
For PWs the modelled transducer had an axial focus of infinity
with all 144 elements firing simultaneously. A simulation was
performed for each transmit event, i.e. each PW at a certain
angle. In total 7 transmit simulations per linear array were
performed to produce a PW data set, which covers a total
sector angle of 30o (from -15o to 15o, 5o step). In the case of
CoMTUS this results in 14 transmit events in total (7 PWs per
array). This PW sequence was chosen to match in resolution
a focused system with F-number 1.9, decimating the required
number of angles by a factor of 6 to optimize the simulation
time without affecting resolution [20]. The computational grid
was set following convergence testing from a previous study
[21]. The spatial grid was fixed at 40 µm (six grid points
per wavelength) with a time step of 1.3 ns. The power law
exponent to model frequency-dependent attenuation was set to
1.5 [22]. Received signals were downsampled at 30.8 MHz.
Channel noise was introduced to the RF simulated data as
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Fig. 2. Example of the SOS map of a propagation medium with a muscle
layer of 8 mm and a fat layer of 25 mm thickness. Locations of US probes,
point-like targets and anechoic lesion are shown. (a) Medium expressed in
the local coordinate system of the array T1 and used to simulate the RF
data T1R12, i.e. when the array T1 transmits. (b) Medium expressed in the
local coordinate system of the array T2 and used to simulate the RF data
T2R12, i.e. when the array T2 transmits. In this example, the angle between
the probes that defines their position in space is 60o and the corresponding
imaging depth 75 mm.
white Gaussian noise. The signal to noise ratio (SNR) for all
simulated data was set to 35dB at 50 mm imaging depth.
The US pulses were propagated through heterogeneous scat-
tering media using tissue maps defined by the SOS, density,
attenuation and nonlinearity (see Table I). A medium defined
only with the properties of general soft tissue was used as
control case. To model the scattering properties observed in
vivo, sub-resolution scatterers were added to the tissue maps.
A total of 15 scatterers of 40 µm diameter, with random
spatial position and amplitude (defined by a 5% difference in
SOS and density from the surrounding medium), were added
per resolution cell, in order to fully develop speckle [23].
Three point-like targets and an anechoic lesion were included
in the media to allow the measurement of the basis metrics
for comparing the imaging quality for different scenarios. A
circular anechoic lesion of 12 mm diameter located at the
center of the aperture of the common FoV, was modeled as a
region without scatterers. The point-like targets were simulated
as circles of 0.2 mm diameter with a 25% difference in SOS
and density with the surrounding tissue to generate appreciable
reflection. The same realization of scatterers was superimposed
on all maps and through the different simulations to keep the
speckle pattern in the CoMTUS system, so any changes in the
quality imaging metrics are due to changes in the overlying
tissues, the imaging depth and the acoustical field.
The k-Wave Matlab toolbox uses a Fourier co-location
method to compute spatial derivatives and numerically solve
the governing model equations, which requires discretisation
of the simulation domain into an orthogonal grid. Conse-
quently, continuously defined acoustic sources and media
need to be sampled on this computational grid, introducing
staircasing errors when sources do not exactly align with
the simulation grid [24], [25]. To minimize these staircasing
errors, the transmit array was always aligned to the com-
putational grid, i.e. simulations were performed in the local
coordinate system of the transmit array. This implies that to
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Fig. 3. (a) Schematic representation of the spatial location of the two linear
arrays, T1 (red) and T2 (blue), three point-like targets and the anechoic lesion
in the local coordinate system of T1. Different geometrical parameters are
shown: angle between probes (θ) and the gap (Gap) in the resulting effective
aperture (Ef ). (b) Associations between θ, Gap and resulting Ef .
simulate a sequence in which the array T2 transmits, the
propagation medium, including the sub-resolution scatterers,
was converted into the local coordinate system of probe T2
using the same transformation matrix that defines the relative
position of both arrays in space. A sample tissue map with the
transducers, targets and anechoic lesion locations, represented
in both local coordinate systems, is shown in Fig. 2.
1) CoMTUS discontinuous effective aperture: Previous re-
sults showed that the discontinuous effective aperture obtained
by CoMTUS determines the quality of the resulting image [9],
[11]. To investigate the effects of the discontinuous aperture,
determined by the relative location of the CoMTUS arrays
in space, different CoMTUS systems with the arrays located
at different spatial locations were modeled. Simulations were
performed in the same control medium, where only soft tissue
material was considered. To modify the relative location of
the probes while keeping the imaging depth (fixed at 75 mm),
the angle between the arrays was changed. The array T1 was
always positioned at the center of the x-axis of the simulation
grid while the array T2 was rotated around the center of the
propagation medium. Then, different cases of CoMTUS with
two arrays located at different angles (30o, 45o, 60o and 75o)
were simulated. Fig. 3(a) shows a schematic representation of
the probes in space, where the different spatial parameters
(angle between probes, θ, and gap, Gap, in the resulting
effective aperture, Ef ) are labeled. Note that, at larger angles,
both the effective aperture of the system defined by both
probes and the gap between them increase. The relationships
between probe position, and the resulting effective aperture
and gap are shown in Fig. 3(b).
2) CoMTUS image penetration: The image penetration of
CoMTUS was investigated by changing the local orientation
of the arrays and using the same control propagation medium
(only soft tissue). For a given effective aperture (fixed gap
∼45.3 mm), each probe was rotated around its center the
same angle but in the opposite direction. In that way, a certain
given rotation, for example negative in T1 and positive in T2
will result in a deeper common FoV, and the opposite for the
counter rotation. Fig. 4 shows the imaging depth dependence
on the transducer orientation (defined by the position of the
common FoV of both arrays). Using this scheme, four different
imaging depths were simulated: 57.5 mm, 75 mm, 108 mm,
and 132 mm.
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Fig. 4. Schematic representation of the spatial location of the two linear
arrays, T1 (red) and T2 (blue), and their FoV at different imaging depth. The
circle indicates the center of the common FoV, which defines the imaging
depth in CoMTUS. Four different imaging depths are shown: (a) 57.5 mm;
(b) 75 mm; (c) 108 mm and; (d) 132 mm.
3) CoMTUS through layered-media: To investigate the
effect of layers with different speed of sound in the medium,
three different kinds of tissue were defined in the propagation
media (general soft tissue, fat and muscle). The imaging depth
was set to 75 mm with a configuration of the arrays in space
that defines an effective aperture of 104.7 mm with 45.3 mm
gap. The acoustic properties assigned to each tissue type were
chosen from the literature [26] and are listed in Table I. A
medium defined only with the soft tissue properties was used
as control case. Then, clutter effects were analysed by using
heterogenous media in which two layers with the acoustic
properties of muscle and fat were introduced into the control
case medium. In the different studied cases, the thickness of
the muscle layer was set to 8 mm while fat ranged from 5 to
35 mm thickness. Fig. 2 shows an example of the propagation
medium with a muscle layer of 8 mm thickness and a fat layer
of 25 mm.
TABLE I
TISSUE MAP PROPERTIES.
Tissue SOS Density Attenuation Nonlinearity
type [m/s] [kg/m3] [dB/MHz/cm] B/A
Soft tissue 1540 1000 0.75 6
Fat 1478 950 0.63 10
Muscle 1547 1050 0.15 7.4
5Aberration parameters were estimated using a one-
dimensional version of the reference waveform method [27].
In these measurements, a source located at the center of
the shared FoV of both arrays that emits a spherical wave
pulse that propagates through the different tissue layers and
is received by the CoMTUS effective aperture (i.e. the 2
linear arrays) was simulated. Then, the arrival time fluctuations
(ATF) across the receiving effective aperture caused by each
layered medium were calculated by subtracting a linear fit
from these calculated arrival times. Energy level fluctuations
(ELF) in the data were calculated by summing the squared
amplitudes of each waveform over a 1.5 ms window which
isolated the main pulse, converting to decibel units, and
subtracting the best linear fit from the resulting values. More
details of these measurements can be found in [28].
B. In vitro Experiments
A sequence similar to the one used in simulations was
used to image a phantom. The imaging system consisted of
two 256-channel Ultrasound Advanced Open Platform (ULA-
OP 256) systems (MSD Lab, University of Florence, Italy)
[29], [30]. The systems were synchronized, i.e. with the same
trigger and sampling times in both transmit and receive mode.
Each ULAOP 256 system was used to drive an ultrasonic
linear array made of 144 piezoelectric elements with a 6
dB bandwidth ranging from 2 MHz to 7.5 MHz (imaging
transducer LA332, Esaote, Firenze, Italy). The two probes
were mounted on xyz translation and rotation stage (Thorlabs,
USA) and were carefully aligned in the same elevational plane
(y = 0). For each probe in an alternating sequence, i.e. only
one probe transmits at each time while both probes receive,
7 PWs, covering a total sector angle of 30o (from -15o to
15o, 5o step), were transmitted at 3 MHz and pulse repetition
frequency (PRF) of 1 kHz. RF data backscattered up to 135
mm deep were acquired at a sampling frequency of 19.5
MHz. No apodization was applied either on transmission or
reception.
A subset of the simulated results was experimentally vali-
dated in vitro. A phantom custom made as described in [10],
with three point-like targets and an anaechoic region, was im-
aged with the imaging system and pulse sequences described
above. The averaged SOS of the phantom was 1450 m/s. The
phantom was immersed in a water tank to guarantee good
acoustic coupling. To model a layered-medium with changes
in SOS, a layer of paraffin wax of 20 mm thickness was placed
between the probes and the phantom. The measured SOS
of paraffin wax was 1300 m/s. The control experiment was
performed first without the paraffin wax sample present. After
the control scan, the paraffin wax sample was positioned over
the phantom without movement of the phantom or tank. Then,
the target was scanned as before. The paraffin wax sample was
positioned to sit immediately over the phantom, coupled to the
transducers by water. A final control scan was performed to
verify registration of the phantom, tank and transducers, after
the paraffin wax sample was scanned and removed.
C. Data processing
The RF data, both simulated and experimentally acquired,
were processed in different combinations to study image
quality. The multi-transducer beamforming was performed as
described in Section II, equations (1)-(3) and the optimum
beamforming parameters, calculated as described in Section
II (equation (5)), were used to generate CoMTUS images.
For the simulated RF data, where the actual position of the
arrays in space is known, an additional image, noted as 2-
probes, was beamformed by assuming a SOS of 1540 m/s and
using the spatial location of the array elements. Note that, in
the experimental case this is not possible because the actual
position of the arrays in space is not accurately known. Finally,
the data corresponding to the sequence when the array T1
transmits and receives, i.e. T1R1, and noted here as 1-probe,
was used as a baseline for array performance, providing a
point of comparison to the current coherent PW compounding
method [15] in both simulated and experimental scenarios.
Note that, for all the cases except CoMTUS, an assumed value
of the SOS was used to beamform the data (1540 m/s for
simulated data and 1450 m/s for experimental data).
In order to achieve a comparison between imaging modal-
ities that is as fair as possible in terms of transmitted en-
ergy, the CoMTUS and the 2-probes images are obtained by
compounding only 6 different PWs, while the 1 probe system
images are generated compounding the total number of the
transmit PWs, i.e. 7 PWs from −15o to 15o, in 5o step.
Specifically for the CoMTUS and 2-probes images, the results
use compounded RF data when the array T1 transmits PW at
zero and positive angles (0o,5o,10o) and the array T2 transmits
PW at zero and negative angles (0o,-5o,-10o). An even number
of transmissions was set because the CoMTUS optimization
is based on pairs of transmissions, one per array (equation
(6)). In addition, firing at opposite angles with the 2 arrays
guarantees the CoMTUS performance since an overlap of the
isonated regions is mandatory to determine the relative probe-
to-probe position [10].
For each resulting image, lateral resolution (LR), contrast
and contrast-to-noise ratio (CNR) were measured to quan-
tify the impact of both the aperture size and the clutter.
LR was calculated from the point-spread-function (PSF) of
the middle point target. An axial-lateral plane for 2-D PSF
analysis was chosen by finding the location of the peak value
in the elevation dimension from the envelope-detected data.
Lateral and axial PSF profiles were taken from the center
of the point target and aligned with the principal resolution
directions. LR was then assessed by measuring the width of
the PSF at the −6 dB level. The contrast and CNR were
measured from the envelope-detected images [31]. Contrast
and CNR were calculated as: Contrast = 20 log10(µi/µo), and
CNR =| µi−µo | /
√
µ2i + µ
2
o, where µi and µo are the means
of the signal inside and outside of the region, respectively,
and at the same imaging depth. A circular region of 10 mm
diameter was used for the these calculations.
IV. RESULTS
A. Simulation results
6Fig. 5. Simulated point targets and lesion images of the control medium obtained by 1-probe (a,f) and CoMTUS (b-e, g-j) with different effective aperture
(Ef) and gap between the two arrays (Gap).
1) Control case: conventional aperture imaging: The con-
ventional aperture image, corresponding to the sequence when
the array T1 transmits and receives (1-probe) provides the
base line for imaging quality through the different scenarios.
Fig. 5(a,f) illustrate the resulting point target and lesion
images at 75 mm depth and without any aberrating layer in
the propagation medium. A SOS of 1540 m/s was used to
reconstruct these images. The point target (Fig. 5(a)) has a
LR of 1.78 mm and the lesion (Fig. 5(f)) is visible with a
contrast of -16.78 dB and CNR of 0.846. Note that, while the
lesion is easily identified from the background, it is difficult
to delineate its edges.
2) CoMTUS discontinuous effective aperture: Fig. 5 shows
the simulated PSF and lesion images from the same non-
aberrating medium and for increasing effective aperture and
gap of the CoMTUS system. The control case (1-probe) is
used for comparison (Fig. 5(a,f)). It can be seen that, the
PSF depends on the size of the effective aperture and the gap
between the probes. As expected, the central lobe of the PSF
reduces in width with increase in size of the effective aperture
and so does the speckle size. However, while at extended
apertures the width of the main lobe decreases, the amplitude
of the side lobes increases with the corresponding gap in the
aperture, affecting contrast as can be seen in the lesion images
(Fig. 5(g-j)).
The corresponding computed image quality metrics (LR,
contrast and CNR) as function of the obtained effective aper-
ture are compared with the 1-probe system in Fig. 6. Results
show that both the main lobe of the PSF and the LR decrease
with larger effective aperture size. Since an increasing effective
aperture represents also a larger gap between the probes,
contrast and resolution follow opposite trends. In general,
comparing with the 1-probe system, CoMTUS produces the
best lateral resolution in all the cases but shows degradation
in contrast with increasing probe separation. At the minimum
separation CoMTUS produces an improvement in resolution
compared to 1-probe of more than 50% (0.70 mm vs 1.78 mm)
combined with an improvement in contrast and CNR (-17.23
dB vs -16.78 dB, and 0.854 vs 0.846, respectively). At the
maximum effective aperture simulated, resolution is the best
with 0.34 mm, while the contrast and CNR drop to a minimum
of -15.51 dB and 0.82, respectively.
3) CoMTUS image penetration: Fig. 7 compares the 1-
probe with the CoMTUS (gap ∼45.3 mm) images at two
different imaging depths (100 mm and 155 mm). Image
degradation with depth is clearly observed in all the cases.
However at larger depths the 1-probe shows a greater level of
degradation. At the maximum imaging depth shown (155 mm),
the point targets and the lesion can still be clearly identified in
the CoMTUS image while they are barely discernible in the
1-probe image.
The computed image metrics as function of the imaging
depth are summarized in Fig. 8. As expected, in both systems,
all image metrics worsen at larger imaging depths. Never-
theless, results show that their dependence on the imaging
depth is different. LR is always larger (worse) with 1 probe
and increases more rapidly with depth (Fig. 8(a)). While at
reduced imaging depths (< 100 mm) contrast and CNR seem
to be affected in a similar way in both systems, the loss in
contrast metrics are less accentuated in the CoMTUS system
at depths larger than 100 mm. In those cases, the CoMTUS
method exceeds the performance of the 1-probe system not
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Fig. 6. (a) Lateral PSF extracted from Fig. 5 at the depth of peak point
intensity and in the principal direction. Corresponding computed quality
metrics as function of the effective aperture size in CoMTUS (solid line)
compared with 1-probe system (dashed line): (b) Lateral resolution (LR); (c)
contrast and; (d) contrast-to-noise-ratio (CNR).
only in terms of resolution but also in contrast, despite in the
used configuration the gap in the aperture is not minimum
and leads to greater side lobes (Fig. 5(d)). The extended
effective aperture created by CoMTUS consequently increases
the sensitivity of the imaging system, particularly at large
imaging depths.
4) CoMTUS through layered-media: Aberration parameters
measured from the simulated data are listed in Table II. ATF
and ELF are defined relative to the arrival time and en-
ergy profiles expected for an undistorted spherical wavefront.
Comparing with the range of rms ATF values from previous
studies [32], the aberrating strength introduced by the layered-
model can be considered from weak to moderate. Received
wavefronts after geometric compensation are shown in Fig.9.
Shape distortions, resulted from propagation of the wavefront
through the tissue layers, are apparent in the receiving aperture
in all cases.
Fig. 10 shows the simulated images for the control case
(medium only with soft tissue) and for imaging through fat and
muscle layers of 35 mm and 8 mm thickness. respectively. The
different methods (i.e. 1-probe, 2-probes coherently combined
assuming probe locations are known and the SOS is constant,
and fully optimised CoMTUS) are compared. It can be seen
that in the presence of aberration, the PSF and contrast of the
2-probes image significantly degrade when comparing with
the control case. Indeed, in the presence of aberration, it is
not possible to coherently reconstruct the image using the
two separate transducers with fixed parameters (Fig. 10(e)).
However the CoMTUS system retains its performance (Fig.
Fig. 7. Comparison of simulated images acquired by a conventional aperture,
1-probe (a,c), and CoMTUS method (b,d) of the non-aberrating medium at
different imaging depths.
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Fig. 8. Computed quality metrics as function of the imaging depth: (a)
Lateral resolution (LR); (b) contrast and; (c) contrast-to-noise-ratio (CNR).
Two different methods are compared: 1-probe (dashed line) and CoMTUS
(solid line).
10(f)).
Fig. 11 shows an example of the delayed echos from the
point-like target for the 2-probes and CoMTUS cases, corre-
sponding to a propagation medium with a fat layer of 35 mm
thickness. These flat echoes are obtained by coherently adding
the 4 delayed backscattered echoes from the same point-like
target (T1R1, T1R2, T2R1, T2R2) using equation (3) and the
corresponding beamforming parameters. In the 2-probes case,
the different echoes do not properly align, creating interference
when forming a coherent addition of signals. However, after
8TABLE II
ABERRATION PARAMETERS. ROOT-MEAN-SQUARED (RMS) VALUES OF
AND FULL-WIDTH AT HALF-MAXIMUM CORRELATION LENGTHS (CL) OF
ARRIVAL TIME AND ENERGY LEVEL FLUCTUATIONS (ATF AND ELF,
RESPECTIVELY).
Fat+muscle rms ATF ATF CL rms ELF ELF CL
thickness [mm] [ns] [mm] [dB] [mm]
5+8 0.94 0.35 2.48 4.86
10+8 13.74 8.17 2.49 4.84
15+8 22.09 9.75 2.48 4.84
20+8 23.03 8.76 2.47 4.82
25+8 32.53 9.34 2.47 4.80
30+8 35.64 7.44 2.48 4.80
35+8 39.64 9.37 2.49 4.75
Fig. 9. Simulated received wavefronts by the effective aperture after geometric
compensation. Wavefronts are shown on a linear gray scale with time as the
vertical axis and element number as the horizontal axis. The temporal range
shown is 2.92 ms for 288 elements. Cases with different thickness of fat layer
are shown: (a) 0 mm (control case); (b) 5 mm; (c) 10 mm; (d) 15 mm; (e)
20 mm; (f) 25 mm; (g) 30 mm; (h) 35 mm.
optimizing the beamforming parameters in the CoMTUS,
all echos substantially align and can be coherently added
together, minimizing the aberrating consequences. Similar
effects are seen in the anechoic lesion. While differences
in the background speckle pattern are observed between the
different imaging methods, a higher loss of contrast due to
aberration can be appreciated only in the 2-probes images. No
significant changes in image quality resulting from aberration
are appreciated in either the 1-probe or CoMTUS systems.
Although both systems are able to image through aberrating
layers, they show clear differences. The CoMTUS shows more
detailed images than the 1-probe system. The speckle size is
reduced and the different tissue layers are only visible in the
CoMTUS images.
The corresponding imaging metrics as function of fat layer
thickness are shown in Fig. 12. As expected, in the absence of
aberration, resolution improves with increasing aperture size.
In this case, the worst lateral resolution corresponds to the 1-
probe system with 1.78 mm, which is the one with smallest
aperture size, while the 2-probes and CoMTUS images are
similar with 0.40 mm. The trends show that if aberration
is not corrected, there are no significant improvements in
the imaging metrics related to the aperture size for thicker
thickness of fat layers. At clutter thickness larger than 10
Fig. 10. Comparison of simulated images for the control case (a,b,c) and
imaging through fat and muscle layers of 35 mm and 8 mm thickness,
respectively (d,e,f). Different methods are compared: 1-probe, 2-probes and
CoMTUS.
Fig. 11. Simulated delayed RF data for a medium with a fat layer of 35 mm
thickness and backscattered from a point-like target, obtained by coherently
adding the 4 delayed backscattered echoes from the same point-like target
(T1R1, T1R2, T2R1, T2R2) using different beamforming parameters: (a) 2-
probes; (b) CoMTUS.
mm, image quality of the system formed by 2 transducers
without aberration correction (2-probes) is significantly de-
graded, while CoMTUS imaging metrics are not affected by
aberration errors, following the same trend as a conventional
aperture (1-probe) and providing a constant value of resolution
over clutter thickness without any significant loss of contrast.
At the thickest fat layer simulated, resolution is 1.7 mm and
0.35 mm for the 1-probe and CoMTUS images, respectively,
while in the case of 2-probes images is no longer possible to
reconstruct point-targets with sufficient definition to measure
resolution. Contrast and CNR also show a similar significant
loss for the 2-probes images. With the thickest aberrating layer,
2 probes case gives contrast of -10.84 dB and CNR of 0.69,
while those values are significantly better for the 1-probe (-
18.44 dB contrast and 0.87 CNR) and CoMTUS (-17.41 dB
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Fig. 12. Computed quality metrics: (a) lateral resolution (LR); (b) contrast
and; (c) contrast-to-noise-ratio (CNR), as function of the clutter thickness (fat
layer). Three different methods are compared: 1-probe (solid line), 2-probes
(dot line) and CoMTUS (dashed line).
contrast and 0.86 CNR) images.
B. Experimental results
Coherent PW imaging with a conventional aperture (using
a single probe) provides the reference for image quality
with and without the paraffin wax layer. To reconstruct these
images the reference SOS in water of 1496 m/s was used
and 7 PWs were compounded. Fig. 13 shows a comparison
of the phantom images acquired with 1-probe and CoMTUS
in the control case and through the paraffin wax sample.
The CoMTUS images were reconstructed using the adaptively
optimised beamfoming parameters, which include the average
SOS and compounding 6 PWs. All images are shown in
the same dynamic range of -60 dB. In both cases, 1-probe
and CoMTUS images, little variation is observed between
the control and the paraffin images, which is consistent with
the simulation results. The values of the optimum beamform-
ing parameters used to reconstruct the CoMTUS images are
{c = 1488.5 m/s, θ2 = 30.04o, r2 = [46.60, 12.33] mm} for
the control case and {c = 1482.6 m/s, θ2 = 30.00o, r2 =
[46.70, 12.37] mm} for the paraffin. There are slight changes
in all the values and a drop in the average SOS which
agrees with the lower SOS of the paraffin wax. Fig. 14
summarizes the computed image metrics for both the control
and the paraffin cases. Little variation was observed in all the
imaging metrics. Although minimum image degradation by
aberrating layers was observed in the CoMTUS, the overall
image quality (particularly resolution) improved compared
with the conventional single aperture and the observed image
degradation follows the same trend.
The first point target located at 85 mm depth was described
using its lateral PSF (Fig. 15), with and without the paraffin
wax layer. No significant effects due to aberration are observed
in the PSF in any of the cases. The PSF shape is similar with
and without the paraffin wax layer and agrees with the one
observed in simulations. In general the CoMTUS method leads
to a PSF with significant narrower main lobe but also with
side lobes of bigger amplitude than the 1-probe conventional
imaging system. Fig. 16 shows the coherent summation of
the delayed echos from the point-like target before and after
optimization. The effects of the paraffin layer are clearly seen.
When the beamforming parameters, including the averaged
SOS, are optimized by the CoMTUS method, all echos align
better, minimizing the aberrating paraffin effects.
Fig. 13. Experimental images of the control (a,c) and the paraffin cases (b,d).
Two different methods are compared: 1-probe (a,b) and CoMTUS (c,d).
V. DISCUSSION
The implications for imaging using the CoMTUS method
with two linear arrays have been further investigated here
with simulations and experiments. This analysis has shown
that, the performance of CoMTUS depends on the relative
location of the sub-arrays, the CoMTUS sensitivity increases
with the imaging depth and the resulting extended aperture
preserves in layered-media with different SOS. These findings
show that, if the separation between the transducers is limited,
the extended effective aperture created by CoMTUS confers
benefits in resolution and contrast that improve image quality,
particularly at large imaging depths, compared with a single
probe standard system, and even in the presence of acoustic
clutter imposed by tissue layers of different SOS (Fig. 10, 13).
Extra analyses would be needed to quantify the significance
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Fig. 14. Computed quality metrics experimentally measured. (a) Lateral
resolution (LR) measured at 85 mm depth; (b) Changes in LR measured
in the 4 point targets when imaging through the paraffin and relative to the
control case; (c) contrast and; (d) contrast-to-noise-ratio (CNR). Two different
methods are compared: 1-probe and CoMTUS.
of the results in different scenarios and further support these
claims.
Unlike the improvement achieved in resolution, benefits
in contrast are not so significant. Indeed simulation results
suggest that, the discontinuous effective aperture may degrade
contrast when the gap in the aperture is bigger than a few
centimeters. In probe design, there is a requirement of half
wavelength spacing between elements in order to avoid the
occurrence of unwanted grating lobes in the array response
[33]. Moreover, previous studies indicated that, unlike res-
olution, contrast does not continue to increase uniformly at
larger aperture sizes [34], [7]. Nevertheless, while the contrast
may be degraded by big discontinuities in the aperture, the
main lobe resolution continues to improve at larger effective
apertures. Since the lesion detectability is a function of both
the contrast and resolution [35], overall there are benefits
from extended aperture size, even when contrast is limited.
A narrow main lobe allows fine sampling of high resolution
targets, providing improved visibility of edges of clinically
relevant targets. Both numerical and experimental results show
how the speckle size significantly reduces when there is an en-
larged receiving aperture produced by coherent combination of
multiple probes (Fig. 5 and 15). In addition, when imaging at
larger depths, an extended aperture has the potential to improve
the attenuation-limited image quality. In those challenging
cases at large imaging depths, CoMTUS shows improvements
not only in resolution but also in contrast, even for effective
apertures with significant gaps that rise the sidelobes (Fig. 7
and 8).
Our results agree with the hypothesis that in the absence
Fig. 15. Experimental point target images. Column (a) corresponds to the
control and column (b) to the paraffin. First row corresponds to 1-probe system
and middle row to CoMTUS. Bottom row shows the corresponding lateral
point spread functions for the two cases displayed: 1-probe system (dashed
line) and CoMTUS (solid line).
Fig. 16. Experimental delayed RF data acquired from the phantom with
the paraffin wax sample. CoMTUS flat backscattered echo from a point-
like target, obtained by coherently adding the 4 delayed backscattered echoes
from the same point-like target (T1R1, T1R2, T2R1, T2R2) using different
beamforming parameters: (a) initial guess values; (b) optimum values.
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of aberration, the aperture size determines resolution [1].
However, previous works suggest that despite predicted gains
in resolution, there are practical limitations to the gains made
at larger aperture sizes [3]. Inhomogeneities caused changes
in the sidelobes and focal distance, limiting the improvement
in resolution. The resulting degradation is primarily due to
the arrival time variation called phase aberration. The outer
elements on a large transducer suffer from severe phase errors
due to an aberrating layer of varying thickness, placing limits
on the gains to be made from large arrays [36]. Findings
presented here agree with these previous studies when there
are fixed average parameters (coherent 2-probes case) in the
presence of aberration clutter. However, the adaptive optimi-
sation deployed in the CoMTUS method takes into account
the average SOS along the propagation path in the medium
and shows promise for extending the effective aperture be-
yond this conventional practical limit imposed by the clutter.
More accurate SOS estimation improves beamforming and
allows higher order phase aberration correction. However
others challenges imposed by aberration still remain. Recent
studies reveal that both phase aberration and reverberation are
primary contributors to degraded image quality [37]. While
phase aberration effects are caused by variations in SOS due
to tissue inhomogeneity, reverberation is caused by multiple
reflections within inhomogeneous medium, generating clutter
that distorts the appearance of the wavefronts from the region
of interest. For fundamental imaging, reverberations have been
shown to be a significant cause of image quality degradation
and are the principal reason why harmonic US imaging is
better than fundamental imaging [38]. Since CoMTUS relies
on detecting backscattered echoes from targeted scattered
points, the optimization may be corrupted if the reverberation
clutter overlays these echoes. The magnitude of this effect will
depend mostly on the clutter strength and the signal-to-noise
ratio. For all the cases described here, it was possible to detect
the backscattered echoes of the targets used for calibration
and CoMTUS optimization succeeded. However, there may
be more complex situations in vivo and further investigations
are needed. Future work will focus on the role of redundancy
in the large array in averaging multiple realizations of the
reverberation signal as a mechanism for clutter reduction.
Finally, it should be acknowledged that some choices made
in the design of this study may not directly translate to clinical
practice, but we believe that they do not compromise the con-
clusions drawn from these results. The available experimental
setup drove the election of the frequency, which was higher
than is traditionally used in abdominal imaging (1-2 MHz). In
addition, both the simulated and experimental phantoms are
a rather simplistic model of real human tissue. Simulations
were limited to a 2-dimensional model while real ultrasound
propagation occurs in 3 dimensions. In 3 dimensions, extra
clutter can be generated also by off-axis scattering, arising
from scatterers located away from the beam’s axis. Second,
although tissue properties were taken from literature, it is
well known that ultrasonic tissue properties vary considerably
among individual tissue specimens and different measurement
techniques. Finally, the main limitation is the lack of tissue
microstructure in the model. Only with a more complete
description of tissue microstructure it is possible to capture
the phase and amplitude errors observed in vivo in pulse echo
measurements. However, results presented here can capture
the main time-shift fluctuations and then help in further
understanding of CoMTUS. Previous simulation studies have
shown that a simple model like the one used in this study
successfully predicts the magnitudes and large-scale trends
of time-shift fluctuations, but not the energy-level fluctuations
and waveform distortions [28]. Further studies using more so-
phisticated models are needed to describe the wave distortions,
including phase and energy fluctuations.
VI. CONCLUSION
In this study, the implications for imaging using the CoM-
TUS method have been further investigated by simulation and
experiments. A CoMTUS system formed by two identical
linear arrays has been simulated using the k-wave Matlab
toolbox to analyze the implications of different spatial pa-
rameters for imaging. A parametric study is presented, where
the resulting effective aperture size, separation between the
arrays, imaging depth and the presence of acoustic clutter
have been investigated. Results show that, the performance
of CoMTUS depends on the relative location of the arrays,
that CoMTUS sensitivity increases with imaging depth and
that the resulting extended aperture maintains its performance
when imaging through a layered-medium with different speed
of sound. Both simulated and experimental results show that
CoMTUS improves US imaging quality in terms of resolution
and shows higher sensitivity with imaging depth, providing
benefits to image quality compared with conventional 1-probe
imaging systems.
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