ABSTRACT. Classification algorithms are proposed based on information entropy and applied to 13 human immunodeficiency virus type 1 inhibitors. A number of results are compatible with the data suffering combinatorial explosion. After the equipartition conjecture, entropy production is most uniformly distributed. In ddI the formula is N 4 O 3 S 0 P 0 X 0 , X = F, Cl; it is selected as a reference <11111>. In most cases (ddI, ddC, d4T, novel proposed ligand) the formula is N 3-4 O 3 S 0 P 0 X 0 , while in 3TC the formula is N 3 O 3 S 1 P 0 X 0 . The analysis compares well with other classification taken as good.
Introduction
Ab initio theoretical calculations, molecular dynamics simulations and docking are useful tools for investigating important biological complexes. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] At least three anti-human immunodeficiency virus type The advent of so many new compounds, other than those that have been formally approved for the treatment of HIV infections, will undoubtedly improve the prognosis of patients with AIDS and AIDS-associated diseases. Nucleoside analogues constitute a family of biological molecules (ddI, d4T, ddC and T3C), which play an important role in the transcription process of HIV. The normal nucleoside substrates, used by reverse transcriptase (RT) to synthesize DNA, are mimicked by these nucleoside analogues, which lacked a 3'-OH group and, consequently, act as chain terminators when incorporated into DNA by RT. Although these nucleoside analogues show good activity as inhibitors of HIV, their long-term usefulness is limited by toxicities. Resistance and mutation are also problems. The development of better drugs requires a better understanding of how the drugs work, the mechanism of drug resistance and the interaction with the receptor, as well as the stability of the drugs inside the active site. A novel HIV RT inhibitor ligand was proposed, which indicated the highest docking scores and more hydrogen-bond interactions with the residues of the RT active site. 13 A simple computerized algorithm, useful for establishing a relationship between chemical structures and their biological activities or significance, is proposed and exemplified here. The starting point is to use an informational or configurational entropy for pattern recognition purposes. The entropy is formulated on the basis of a matrix of similarity between two chemical or biochemical species. As entropy is weakly discriminating for classification purposes, the more powerful concept of entropy production and its equipartition conjecture are introduced. 14 In earlier publications the periodic classification of local anaesthetics was analyzed. 15 The aim of the present report is to develop the learning potentialities of the code and, since molecules are more naturally described via a varying size structured representation, the study of general approaches to the processing of structured information. 
Results and Discussion
Many A comparative analysis of the set of 1-13 classes is in agreement with previous results obtained for Entries 4-8. Once more NRTI ddI and novel proposed ligand are grouped into the same class and NRTI ddC, d4T and 3TC. The inclusion in the radial tree (cf. Figure 1 ) is in agreement with partial correlation diagrams, dendrograms, binary trees and previous results for Entries 4-8. Moreover, the classification presents lower bias and greater precision, with lower divergence with regard to the original distribution. Program SplitsTree analyzes cluster analysis (CA) data. 23 Its split decomposition takes a distance matrix and produces a graph representing the relationships between taxa. For ideal data this graph is a tree whereas less ideal data will give rise to a tree-like network. As split decomposition does not force data onto a tree, it can provide a good indication of how tree-like given data are. The splits graph for the 13 HIV-1 inhibitors of Table 1 (cf. Figure 2 ) reveals no conflicting relationship. The splits graph is in general agreement with partial correlation diagrams, dendrograms and binary trees (Figure 1 ). (Figures 1-2 ). 
Experimental Procedures
The key problem in classification studies is to define similarity indices, when several criteria of The similarity index between two inhibitors i = <i 1 ,i 2 ,…i k …> and j = <j 1 ,j 2 ,…j k …> is defined as:
where 0 ≤ a k ≤ 1 and
property involved in the description of molecule i or j. The grouping algorithm uses the stabilized matrix of similarity, obtained by applying the max-min composition rule o defined by:
where R = [r ij ] and S = [s ij ] are matrices of the same type, and (RoS) ij , element (i,j)-th of matrix RoS.
When applying this rule iteratively so that R(n+1) = R(n) o R, there exists an integer n such that: R(n) = R(n+1) = … The matrix R(n) is called the stabilized similarity matrix. Its importance lies in the fact that in the classification it will generate a partition into disjoint classes. It is used and designated by
The grouping rule is the following: i and j are assigned to the same class if r ij (n) ≥ b.
The class of i noted )
i is the set of species j that satisfies rule r ij (n) ≥ b. The matrix of classes is:
where s stands for any index of a species belonging to the class means finding the largest similarity index between species of two different classes. In information theory, the information entropy h measures the surprise that the source emitting the sequences can
give. 16, 17 For a single event occurring with probability p the degree of surprise is proportional to -ln p.
Generalizing the result to a random variable X (which can take N possible values x 1 , …, x N with probabilities p 1 , …, p N ), the average surprise received on learning the value of X is -Σ p i ln p i . The information entropy associated with similarity matrix R is: For a given charge or duty, the best configuration is that in which entropy production is most uniformly distributed. Equipartition implies a linear dependence, so that the equipartition line is described by:
Since the classification is discrete, a way of expressing equipartition would be a regular staircase function. The best variant is chosen to be that minimizing the sum of squares of the deviations:
Learning procedures are implemented as follows. 18 Consider a given partition into classes as good or ideal from practical or empirical observations, which corresponds to a reference similarity matrix S = [s ij ] obtained for equal weights a 1 = a 2 = … = a and for an arbitrary number of fictious properties.
Next consider the same set of species as in the good classification and the actual properties. The similarity degree r ij is then computed with Equation (1) giving matrix R. The number of properties for R and S may differ. The learning procedure consists in trying to find classification results for R, as close as possible to the good classification. The first weight a 1 is taken constant, and the following weights a 2 , a 3 ,…, subjected to random variations. A new similarity matrix is obtained using Equation (1) and the new weights. The distance between the partitions into classes characterized by R and S is given by:
The result of the algorithm is a set of weights allowing adequate classification. The procedure has been applied in the synthesis of complex flowsheets using of information entropy. 19 From the present results and discussion the folllowing conclusions can be drawn. 
