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We study a 1D chain of non-interacting bosonic cavities which are subject to nearest-neighbour
parametric driving. With a suitable choice of drive phases, this model is strongly analogous to
the celebrated Kitaev chain model of a 1D p-wave superconductor. The system exhibits phase-
dependent chirality: photons propagate and are amplified in a direction that is determined by the
phase of the initial drive or excitation. Further, we find a drastic sensitivity to boundary conditions:
for a range of parameters, the boundary-less system has only delocalized, dynamically unstable
modes, while a finite open chain is described by localized, dynamically stable modes. While our
model is described by a Hermitian Hamiltonian, we show that it has a surprising connection to
non-Hermitian asymmetric-hopping models.
Superconducting fermionic systems are by now well
known to exhibit unique kinds of topological behaviour.
Perhaps the best known example is the Kitaev chain
model [1], the simplest possible model of a spinless p-
wave superconductor: one takes a 1D tight-binding chain
of spinless fermions with nearest neighbour hopping, and
adds pairing terms on each bond. This model exhibits
topologically protected end Majorana zero modes, and
underpins the current quest to realize Majorana-based
topological quantum computation [2–6].
Parametrically-driven bosonic systems have quadratic
Hamiltonians with the same basic form as that of a
fermionic superconductor; recent research has shown that
they too can exhibit unique topological behaviour. The
parametric drive corresponds to coherent two photon ad-
dition and removal, and is analogous to a superconduct-
ing pair potential. The lack of any exclusion principle im-
plies that such bosonic models can differ strongly from
their fermionic counterparts. Recent work has demon-
strated that non-interacting parametrically-driven mod-
els can realize unique forms of topological phases, with
bands characterized by an integer Chern number, and
with edge states that act as ideal amplifying/squeezing
channels [7–14]. Work has also shown that in 1D, strong
interactions fermionize bosons, letting parametric drives
directly realize the fermionic Kitaev chain [15].
In this work, we consider a one dimensional, parametri-
cally driven system whose quadratic Hamiltonian has an
almost identical form to the fermionic Kitaev chain. Un-
like Ref. [15], we do not require strong on-site repulsive
interactions, but instead consider the effects of break-
ing inversion symmetry. Remarkably, we find that this
system has striking features reminiscent of the Kitaev
chain: the system is best understood in terms of Her-
mitian quadrature operators, not photonic annihilation
operators, and exhibits a strong sensitivity to bound-
ary conditions, including the presence of highly localized
states. The system also has unique transport properties:
photons propagate and are amplified in a chiral fashion,
with the direction being set by the phase of the initial
Fig. 1. (a) Schematic of the setup: an array of tunnel-coupled
cavities (hopping t) is subject to resonant parametric driving
(amplitude ∆) on each bond. We require a purely imaginary
hopping matrix element, which is gauge-equivalent to having
staggered parametric drive phases. (b) When written in terms
of local cavity quadratures xˆj and pˆj , the model describes a
spatially asymmetric pattern of couplings, strongly reminis-
cent of the asymmetric coupling of Majorana operators in the
fermionic Kitaev-Majorana chain.
excitation. As we discuss, this is reminiscent of the be-
haviour of edge modes in the spin Hall effect[16–18]. We
also point out a surprising connection between our model
and non-Hermitian asymmetric hopping models [19].
In what follows, we introduce our model, outline its ex-
ceptional properties, and discuss implementations based
on superconducting quantum circuits.
I. MODEL
We start by recalling the fermionic Kitaev model [1]:
spinless electrons on a 1D lattice subject to a p-wave pair-
ing potential. In momentum space and at zero chemical
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2potential it takes the form
HˆF =
∑
k
[
t cos k cˆ†k cˆk + i
∆
2
sin k
(
cˆ†k cˆ
†
−k − h.c.
)]
, (1)
where cˆk is a fermionic annihilation operator, and
the sum runs over the first Brillouin zone; we take
t > 0,∆ > 0 throughout. The remarkable features of
this model can be related to its topological properties.
To see this, we define C†k = (c
†
k, c−k) and write Eq. (1) as
HˆF =
1
2
∑
k
C†k (hF (k) · σˇ)Ck, (2)
where hF (k) = (0,−∆ sin(k), t cos(k)) and σˇ is a vector
of Pauli matrices in particle-hole space. The Hamiltonian
HˆF has chiral symmetry as the first component of the
vector hF (k) is zero for all momenta. This allows us to
define a topological number associated with the number
of times that hF (k) encircles the origin. In the Kitaev
model, the topological number is non-zero as the vector
hF (k) winds once.
Can we construct a similar bosonic model with mo-
mentum space winding? At first glance, the answer is
no. Simply replacing fermionic operators in Eq. (1) with
bosonic ones does not work: since bosonic operators com-
mute (not anti-commute), the two-photon term must now
be an even function of k, and thus cannot be proportional
to sin k. As a result, a bosonic model with the identical
real-space form as the fermionic Kitaev chain has no non-
trivial topology, and no unusual properties (see Appendix
A).
To obtain a bosonic model that has a non-zero winding
in momentum space, we can keep the pairing term even
in k, but instead make the kinetic energy vary as sin k:
HˆB =
∑
k
[
t sin k aˆ†kaˆk + i
∆
2
cos k
(
aˆ†kaˆ
†
−k − h.c.
)]
,
(3)
where hF (k) from the fermionic case is replaced by
hB(k) = (0,−∆ cos k, t sin k). The form of HˆB in real
space,
HˆB =
1
2
∑
j
(
itaˆ†j+1aˆj + i∆aˆ
†
j+1aˆ
†
j + h.c.
)
, (4)
is almost identical to that of the Kitaev chain, except
that we now have a purely imaginary hopping matrix el-
ement. Due to the non-zero pair potential, this pi/2 phase
cannot be gauged away. It breaks the symmetry of the
Hamiltonian under spatial inversion (i.e. the operation
taking site j to −j). As we will now explore in detail,
this model has a number of remarkable properties. The
case of an arbitrary phase for the hopping matrix element
is treated in Appendix B; for a range of parameters such
models exhibit analogous physics to the model in Eq. (4).
II. QUADRATURE REPRESENTATION
Recall that the fermionic Kitaev chain is best under-
stood in terms of Hermitian Majorana fermion operators,
as opposed to the original (Dirac) fermions [2]. The Ma-
jorana operators are defined via cˆj = (γˆ
A
j +iγˆ
B
j )/2. When
the Hamiltonian in Eq. (1) is expressed using these op-
erators, one finds that A-type Majoranas only couple to
B-type Majoranas on neighbouring sites. Morever, this
coupling is spatially asymmetric. This unusual pairing
directly leads to the existence of unpaired Majorana end
modes in an open chain.
Remarkably, the bosonic model in Eq. (4) exhibits an
analogous structure when we express it in terms of Her-
mitian quadrature operators xˆj ,pˆj on each site, defined
via aˆj = (xˆj + ipˆj) /
√
2. A direct substitution yields:
HˆB ≡ 1
2
∑
j
(−(t−∆)xˆj+1pˆj + (t+ ∆)pˆj+1xˆj) (5)
The structure here is analogous to the fermionic case:
xˆ quadratures are only coupled to pˆ quadratures, and
further, there is an asymmetry in the coupling between
xˆj and pˆj±1.
In the fermionic Kitaev chain, the system is gapped:
the hopping asymmetry leads to isolated Majorana
modes on the edges while the bulk can only carry su-
percurrent. Conversely, the asymmetric coupling in the
bosonic version gives rise to unusual propagation within
the bulk which has no fermionic counterpart. Indeed,
perhaps the most dramatic consequence of the quadra-
ture pairing structure in Eq. (5) is in the dynamics.
The Heisenberg equations of motion corresponding to HˆB
(with ~ = 1 throughout) are:
˙ˆxj =
t+ ∆
2
xˆj−1 − t−∆
2
xˆj+1 (6)
˙ˆpj =
t−∆
2
pˆj−1 − t+ ∆
2
pˆj+1. (7)
We see that the dynamics of the xˆ quadratures are com-
pletely independent of the pˆ quadratures. Further, each
quadrature is forced in a spatially-asymmetric manner
by its neighbours. As t approaches ∆, we have com-
plete asymmetry: xˆ quadratures are only forced by their
neighbours to the left, and pˆ quadratures are only forced
by their neighbours to the right. Viewing quadratures
as particles, we would thus expect chiral propagation: x
“particles” would only propagate to the right, and p par-
ticles only to the left. As we will see, this basic expec-
tation is borne out: Eqs. (6)-(7) imply that the trans-
port of a photonic wavepacket in our chain will be di-
rectional, with the direction determined by the phase of
the wavepacket. This is reminiscent of edge states in the
quantum spin Hall effect, where directionality of an edge
state is determined by its spin [16–18].
Before proceeding, it is important to ask whether our
system is dynamically stable: can HˆB be diagonalized?
3Unlike a fermionic system, the pairing terms in Eq. (5)
can lead to dynamical instability, analogous to a stan-
dard parametric instability. Focusing on a finite chain
with open boundary conditions, we find that the sys-
tem is stable as long as t > ∆, independent of the chain
length. In the stable regime, the Hamiltonian is unitarily
equivalent to a simple tight-binding chain with no para-
metric drive, as we now show.
Defining the parameter r via
e2r = (t+ ∆)/(t−∆), (8)
we consider a position-dependent local squeezing trans-
formation defined by
Uˆ xˆjUˆ
† = er(j−j0) ˆ˜xj , Uˆ pˆjUˆ† = e−r(j−j0) ˆ˜pj . (9)
Here ˆ˜xj , ˆ˜pj are new canonical quadratures, and j0 is an
arbitrary real number. One finds that
UˆHˆBUˆ
† =
t˜
2
∑
j
(
−ˆ˜xj+1 ˆ˜pj + ˆ˜pj+1 ˆ˜xj
)
=
1
2
∑
j
(
it˜ˆ˜a†j+1ˆ˜aj + h.c.
)
, (10)
with
t˜ =
√
t2 −∆2 = t/ cosh(r). (11)
Thus, in the stable regime t > ∆, the system is uni-
tarily equivalent to a a simple (excitation-conserving)
tight-binding chain with a hopping matrix element it˜.
Note that the transformed Hamiltonian is completely
independent of the parameter j0. This reflects the in-
variance of HˆB under any spatially uniform squeezing
transformation that does not mix xˆ and pˆ quadratures,
i.e. xˆj → ezxˆj , pˆj → e−z pˆj .
We also briefly comment on the special case t = ∆. In
this case, Eq. (5) implies a complete coupling asymme-
try: xˆj is only coupled to pˆj+1 (and not to pˆj−1). For
an open chain with N sites, there are thus two local-
ized quadrature operators at the ends of the chain, pˆ1
and xˆN , that drop out of the Hamiltonian. While in
the fermionic model, the corresponding decoupled modes
are of great interest, they are of less interest here. Un-
like with fermions, these decoupled quadrature opera-
tors cannot be recombined to form a new, delocalized
canonical bosonic mode. While these decoupled quadra-
tures do represent quantum non-demolition (QND) ob-
servables, their existence here requires precisely tuning
to the threshold of instability.
III. PHASE-SENSITIVE CHIRAL
PROPAGATION
Eqs. (6),(7) imply that photonic excitations in our
lattice propagate in a chiral fashion, with a direction
that depends on the phase of the excitation. To fully
characterize this behaviour, we calculate the retarded
single-particle Green’s functions for our system in po-
sition space, focusing on an N -site open chain. To make
the chirality explicit, we calculate quadrature-quadrature
Green’s functions. This is easily done using the position-
dependent squeezing transformation in Eq. (9). One finds
that the only non-zero Green’s functions are:
GRx [j, j
′;ω] ≡ −i
∫ ∞
0
dt eiωt〈[xˆj(t), pˆj′(0)]〉
= iG˜R0 [j, j
′;ω]er(j−j
′) (12)
GRp [j, j
′;ω] = −iG˜R0 [j, j′;ω]e−r(j−j
′) (13)
Here, G˜R0 [j, j
′;ω] is the retarded photon Green’s func-
tion of an N -site tight-binding chain with tunnel matrix
element it˜ (see Appendix C).
The Green’s function GRx [j, j
′;ω] describes propaga-
tion of the x quadrature in the lattice; more explicitly,
it describes how xˆj responds to a perturbation which di-
rectly forces xˆj′ . G
R
p [j, j
′;ω] is interpreted analogously.
The Green’s functions above directly manifest the ex-
pected chirality: x quadrature signals are amplified (de-
amplified) as they propagate from left to right (right to
left); the p quadratures exhibit the opposite behaviour.
Note that the local Green’s functions (j = j′) have no
explicit r dependence or phase-sensitivity: they are iden-
tical to those of a particle-conserving tight-binding model
with hopping it˜.
Remarkably, the above structure still holds if we
break translational invariance by introducing position-
dependent loss on each site. We treat this loss as Marko-
vian, and model it using standard input-output theory
[20, 21]. The loss gives rise to a damping rate κj on each
lattice site; it could be due to a deliberate coupling to
waveguides, or to internal loss. The Heisenberg-Langevin
equations for the xˆ and pˆ quadratures on each site now
read
˙ˆxj =
t˜
2
(
erxˆj−1 − e−rxˆj+1
)− 1
2
κj xˆj −√κj xˆ(in)j , (14)
˙ˆpj =
t˜
2
(
e−rpˆj−1 − erpˆj+1
)− 1
2
κj pˆj −√κj pˆ(in)j . (15)
xˆ
(in)
j (t) and pˆ
(in)
j (t) describe the quadratures of the input
field associated with the loss port κj ; in the simplest case,
they just describe vacuum fluctuations.
Despite the additional terms due to loss, we can
still map our system to a simple tight-binding model
with no pairing terms. One simply applies the local
site dependent squeezing transformation in Eq. (9) to
the Langevin equations. After this transformation, the
Heisenberg-Langevin equations describe a simple tight-
binding model with renormalized hopping t˜ (c.f. Eq. (11))
and decay rate κj on each site. While the input noise
operators now describe squeezed noise, the linearity of
the equations means that this does not have any effect
on the Green’s functions. As a result, even with loss,
4Fig. 2. Scattering properties of the bosonic Kitaev-Majorana chain: (a) Schematic of the setup. The leftmost, middle and
rightmost sites are attached to waveguides (coupling rates κL, κM and κR respectively). A signal with a frequency ω and global
phase θ = 0, corresponding to an x excitation, is injected in the middle of the middle waveguide and is amplified (deamplified)
as it propagates to the right (left). (b) Amplitude squared of the scattering matrix elements plotted as a function of frequency
of the input signal. As expected, signals propagating to the right (left) and amplified (deamplified). Note the reflection
probability (black) is bounded by unity. (c) Same setup as in (a), except the phase of the signal is now θ = pi
2
, corresponding
to a p excitation. (d) The signal is now amplified (deamplified) as it propagates to the left (right). For (b),(d), we take N = 13
sites, ∆ = t/2, uniform on-site internal loss rate κ = 10−2t, and waveguide couplings κM = 2κL = 2κR = 2t.
the Green’s functions of our system still have the form
of Eqs. (12-13), where now G˜R0 [j, j
′;ω] is the photonic
Green function of a tight-binding chain with hopping t˜
and on-site loss rates κj (see Appendix C).
Finally, we stress that the phase-dependent chirality
manifested by the Green functions also reflects itself
in simple wavepacket dynamics. To be concrete, sup-
pose we initially prepare our lattice in a coherent state
wavepacket with zero average momentum . Such a state
is characterized by 〈aˆj(0)〉 = eiθfj , where θ is the global
phase of the excitation and fj > 0 describes the envelope
of the wavepacket. We can now directly use Eqs. (6),(7),
to determine the evolution of 〈aˆj(t)〉 and hence the mo-
tion of the wavepacket. We see that the wavepacket will
split into two: the cos θ component of the wavepacket cor-
responds to an x quadrature excitation that propagates
and is amplified as it moves to the right, while the sin θ
component is a p quadrature excitation that propagates
to the left.
IV. SCATTERING PROPERTIES
We now consider the case where input-output waveg-
uides are attached to our lattice, and ask how fields
incident on the lattice from these waveguides are scat-
tered. The relevant scattering matrix follows im-
mediately from the input-output boundary condition
aˆ
(out)
j = aˆ
(in)
j +
√
κj aˆj [20, 21] and the Heisenberg-
Langevin equations in Eqs.(14),(15). As x and p quadra-
tures are dynamically decoupled in our system, scattering
does not mix these quadratures. The scattering matrix
thus takes a simple form in the quadrature basis, and is
defined by
xˆ
(out)
j [ω] =
∑
j′
sxjj′ [ω]xˆ
(in)
j′ [ω],
pˆ
(out)
j [ω] =
∑
j′
spjj′ [ω] pˆ
(in)
j′ [ω] (16)
The scattering matrix is directly determined by the sys-
tem Green’s functions, and thus inherits their structure:
sxjj′ [ω] = e
r(j−j′)s˜jj′ [ω], (17)
spjj′ [ω] = e
−r(j−j′)s˜jj′ [ω]. (18)
Here s˜jj′ [ω] is the scattering matrix of a N -site tight-
binding chain with tunnel matrix element it˜ and decay
rate κj on each site (see Appendix C); the scattering in
such a system is insensitive to phase, and hence the same
for any quadrature. We see that in our full system, as
expected, the xˆ quadrature is amplified (deamplified) in
transmission from left to right (right to left) whereas the
pˆ quadrature exhibits the opposite behavior (see Fig. 2).
Our system thus represents a unique kind of phase-
sensitive amplifier. Such devices amplify only one
quadrature of an input signal (deamplifying the other
conjugate quadrature), and are capable of quantum am-
plification with zero added noise [21]. They also serve
as sources of non-classical quadrature squeezed light.
Standard phase sensitive amplifiers either only amplify
in one direction (due to phase matching), or are re-
ciprocal, and amplify the same quadrature irrespective
of transmission direction. In contrast, we obtain am-
plification in both directions, but in different orthogo-
nal quadratures. Note that the end-to-end transmission
5Fig. 3. Spectrum of the system with periodic boundary condi-
tion (PBC) EPBCk,± = t sin(k)±i∆ cos(k) versus open boundary
conditions (OBC) EOBCk =
√
t2 −∆2 cos(k) with ∆ = t/2.
The spectrum with PBC is complex for any non-zero ∆, in-
dicating parametric instability. In contrast, the system with
OBC is stable as long as t > ∆, regardless of system size.
gains |sxN1[ω]|2 = |sp1N [ω]|2 scale like e2rN , while the am-
plification bandwidth scales like t˜ = t/ cosh(r). Our sys-
tem is thus not limited by a standard gain-bandwidth
product: by using a long chain and a small r, large gain
is possible without sacrificing bandwidth.
Viewed as an amplifier, our system has another re-
markable property: while there is strong gain in trans-
mission, there is never any gain in reflection. This fol-
lows immediately from Eqs.(17),(18), which tells us that
sxjj [ω] = s
p
jj [ω] = s˜jj [ω]: the reflection amplitude coin-
cides with that of a simple tight-binding model with hop-
ping it˜, and hence can never be larger than unity. The
lack of reflection gain is of practical utility in many set-
tings, where one wishes to protect a fragile signal source
coupled to an input port.
For an intuitive picture of the lack of reflection gain,
consider trajectories and the equations of motion in
Eqs. (6)-(7). Any reflection process requires an equal
amount of left-to-right propagation and right-to-left
propagation. In our system, the directional nature of
the amplification means that the net amplification for
such a process will always be zero: amplification in one
direction is perfectly compensated by de-amplification in
the opposite direction.
V. EXTREME SENSITIVITY TO BOUNDARY
CONDITIONS
A key feature of the fermionic Kitaev-Majorana chain
is a marked sensitivity to boundary conditions: for peri-
odic boundary conditions, the system has an energy gap
centered around zero energy, whereas with open bound-
ary conditions, there exist localized, zero energy Majo-
rana edge modes. We find that our bosonic analogue of
the Kitaev chain also exhibits an extreme sensitivity to
boundary conditions: with periodic boundary conditions,
the system is always characterized by unstable, spatially
extended eigenmodes, whereas with open boundary con-
ditions it can be completely stable (all mode energies
real), and further, have completely localized wavefunc-
tions. We explain this further in what follows.
Consider first the system with periodic boundary con-
ditions and no dissipation. The Heisenberg equations of
motion in momentum space take the form(
i∂t − Mˇk
)( aˆk
aˆ†−k
)
Mˇk = t sin(k)1ˇ + i∆ cos(k)σˇx (19)
As usual, the mode energies are the eigenvalues
of the dynamical matrix Mˇk, and are given by
Ek,± = t sin(k) ± i∆ cos(k). The fact that the eigenval-
ues are complex for all k (except ±pi/2) indicates that for
any nonzero ∆, the system is past the threshold for para-
metric instability, and will exhibit exponential growth in
the time domain. This is not surprising as the paramet-
ric drive is resonant: the drive is adding pairs of photons
with zero total momentum, and the energy detuning of
such a pair is always zero. Note that the wavefunctions of
these modes are simple planewaves, consistent with the
translational invariance of the model.
While intuitively reasonable, the behaviour of the pe-
riodic boundary condition system is in stark contrast to
the open-boundary condition system. As already shown
in Eq. (9), in this case we can make a unitary squeez-
ing transformation for any ∆ < t to map our system to
a simple tight-binding model with hopping matrix ele-
ment it˜ = i
√
t2 −∆2. As such, there is no instability: all
mode eigenvalues are real, given by En = t˜ cos kn, with
kn = npi/(N + 1). We thus have a dramatic difference
in the spectrum of the model depending on the choice of
boundary conditions (see Fig. 3). Note that this conclu-
sion is independent of system size.
The difference between a ring and chain geometry goes
beyond just the spectrum: the wavefunctions are also
completely different in the two cases. Naively, one would
expect that for the open chain, the eigenstates are simple
standing waves, formed by taking linear combinations of
the plane wave eigenstates of the ring. This is not the
case. For an N -site open chain, the diagonalized Hamil-
tonian can be written as HˆOBCB =
∑
nEnβˆ
†
nβˆn. The
quasiparticle βˆn are given by a Bogliubov transformation
of our original real-space photon operators,
βˆn =
N∑
j=1
[
un(j)aˆj − vn(j)aˆ†j
]
, (20)
with the functions un(j), vn(j) representing the “parti-
cle” and “anti-particle” parts of the wavefunction. Using
the squeezing transformation in Eq. (9) which diagonal-
izes our Hamiltonian, one finds easily
un(j) =
√
2
N + 1
i−j sin(knj) cosh(r(j − j0)) (21)
vn(j) =
√
2
N + 1
i−j sin(knj) sinh(r(j − j0)). (22)
6Fig. 4. (a) An x excitation is amplified as it propagates to
the right. After being reflected off the boundary, it remains
an x excitation as propagates to the left while being deampli-
fied. The scattering mechanism is the same if we we consider
reflecting off of on-site loss. (b) An x excitation can turn
into a p excitation after scattering off an impurity (dark blue
site). In combination with the chiral nature of amplification,
multiple reflections between impurities can lead to instability.
where the squeeze parameter r is defined in Eq. (8). Note
that the chiral symmetry of our system implies that there
are many possible choices of eigenmode basis; this corre-
sponds to the freedom to pick the parameter j0 defining
our squeezing transformation.
We see that the particle and anti-particle parts of the
mode wavefunction are each localized: they have an ex-
ponential dependence on position, and their weight is
concentrated at the ends of the chain. On the other
hand, for a given eigenmode, the total contribution of
each site to the symplectic norm |un(j)|2 − |vn(j)|2 does
not exhibit any sort of localization. This quantity is in
fact completely independent of the two-photon driving
amplitude ∆. This is consistent with the local Green’s
function being phase-insensitive and independent of r.
The upshot is that it is difficult to detect the localization
of mode wavefunctions in our system using purely local
probes; one must instead consider a non-local probe such
as transmission.
For an intuitive picture of our model’s striking sen-
sitivity to boundary conditions, we return to our pic-
ture of chiral wavepacket dynamics. Recall that e.g. an x
quadrature excitation propagates to the right with ampli-
fication, and to the left with de-amplification. Thus, in a
ring geometry, an initial x excitation can propagate and
be amplified indefinitely as it traverses the ring several
times in a clockwise direction. This infinite amplification
directly leads to dynamical instability. In contrast, in a
finite chain, the disturbance will eventually hit the right
boundary of the system and be reflected. As it now prop-
agates to the left, it will be de-amplified. There is thus
no possibility for indefinite amplification, and the system
remains stable (see Fig. 4).
VI. DISORDER EFFECTS
We now explore the sensitivity of our lattice to var-
ious types of disorder, focusing on the case of an open
chain with N sites. The simplest kind of disorder in
our model is random on-site losses κj . We have already
seen that such disorder is innocuous: while random loss
breaks translational invariance causes reflections within
the chain, it never causes any instability: the system re-
mains unitarily equivalent to a simple tight binding chain
with disordered loss, c.f. Eqs. (14)-(15).
The situation is markedly different if we have non-zero
on-site energies, described by:
Hˆdis =
N∑
j=1
ωj aˆ
†
j aˆj (23)
Such potential disorder can induce instability in our sys-
tem even if t < ∆. Formally, this can be understood from
the local squeezing transformation in Eq. (9) that maps
our system onto a simple tight-binding chain. While
on-site loss terms are invariant under this mapping, on-
site potential terms transform to particle non-conserving
parametric drive terms, i.e.:
UˆHˆdisUˆ
† =
∑N
j=1 ωj
(
cosh(2r(j − j0))ˆ˜a†j ˆ˜aj
+ 12 sinh(2r(j − j0))
[
ˆ˜a†j ˆ˜a
†
j +
ˆ˜aj ˆ˜aj
] )
(24)
where we’ve thrown away terms proportional to the iden-
tity. It is thus generically impossible to transform to a
frame where our system conserves particle number, and
thus one can generically get dynamical instability. Note
that in the special case where there is just a single impu-
rity at site j = jimp, the system is still always stable: for-
mally, we could pick the origin j0 of our squeezing trans-
formation to coincide with jimp, and thus map our system
onto a particle conserving model. This is no longer the
case if we were to add even one additional impurity at
any other lattice site.
For a more heuristic understanding of how impurities
cause instability, we return to the equations of motion
for local quadratures. With disorder, they now read:
˙ˆxj =
t˜
2
(
erxˆj−1 − e−rxˆj+1
)− 1
2
κj xˆj + ωj pˆj , (25)
˙ˆpj =
t˜
2
(
e−rpˆj−1 − erpˆj+1
)− 1
2
κj pˆj − ωj xˆj . (26)
We see that while loss never dynamically couples x and p
quadratures, the same is not true of frequency disorder.
Scattering off impurities can now change the phase of
an excitation, (i.e. convert x to p and vice-versa). The
chiral nature of amplification in our lattice implies that
multiple scatterings of this type can lead to indefinite
amplification and thus instability (see Fig. 4). This is
in contrast to scattering off of local on-site loss or off
the boundaries of a finite-sized system, processes which
manifestly preserves the phase of excitation and hence do
not lead to any instability.
To quantitatively assess the impact of frequency dis-
order, we numerically perform a disorder average. We
7Fig. 5. Disorder averaged transmission coefficient
〈|sxRM[ω]|2〉dis for the same setup as is Fig. 2, but with on-site
disorder (disorder strength W = 10−3t). The shaded region
corresponds to the variance and the dashed orange line cor-
responds to the clean system. Although stability is no longer
guaranteed after introducing the disorder potential, with the
chosen parameters, instability only occurs in less than 0.01%
of realizations. For smaller values of r and/or N , one can tol-
erate even larger amounts of disorder. Parameters: N = 13
sites, ∆ = t/2, uniform on-site internal loss κ = 10−2t, waveg-
uide coupling rates κM = 2κL = 2κR = 2t.
take the ωj in Eq. (23) to be independent random vari-
ables drawn from a uniform distribution on the inter-
val [−W,W ], with W representing the disorder strength.
While multiple scatterings can lead to instability if there
is significant amplification, disorder effects should be
weak if W  t˜ and r,N are not too large. This is borne
out by our simulations. Fig 5 shows results for disorder-
averaged scattering probabilities (104 realizations) for a
chain analogous to that in Fig. 2 (N = 13, r ≈ 0.55), but
with disorder strength W = 10−3t. For these parameters,
less than 0.01% of disorder realizations yield instability.
In the remaining instances, the scattering closely resem-
bles the behaviour of the clean system.
VII. GENERATION OF MULTI-PARTITE
ENTANGLEMENT
We now consider our system’s ability to emit entangled
photons. Consider the case where M ≤ N sites of the
lattice are coupled to input-output waveguides. Even if
simple vacuum noise is incident in each of these channels,
the outgoing light will have non-zero photon number, and
will exhibit entanglement.
While entanglement generation is generic to any sort
of bosonic quantum amplifier, our system has unique
features. In particular, the state of the output light
has a remarkably transparent form: it is identical to
sending a product of single mode squeezed states into
a beam-splitter network, with the squeezing parameters
and beam-splitter unitary being directly determined (in
a simple way) by the Hamiltonian. This is depicted in
Fig. 6, and follows immediately from Eqs (17)-(18). First,
one prepares M single mode squeezed states (one each
channel), with squeeze parameter Rj = rj (c.f. Eq.(8))
in the waveguide coupled to site j. This populates each
channel with photons, but does not create correlations.
Next, the resulting state is sent into an effective beam-
splitter network described by a M×M unitary matrix K;
this is just the scattering matrix of a (particle-conserving)
tight-binding model with hopping it˜ (c.f. Eq. (11)) and
waveguide couplings κj . Finally, we apply another set
of local, single-mode squeezing transformations on each
channel. As this is a product of purely local unitaries,
this last step does not modify entanglement properties.
Note that the resource complexity of such states can
be quantified by the number of independent single mode
squeezed states required for their production [22]; in our
case, this is M and can be extremely large. The standard
method for producing them requires the experimentally
challenging task of first preparing M squeezed states,
then transporting and injecting them with high efficiency
into a complex beam-splitter network. Our system allows
one to circumvent these difficulties by having all the re-
quired squeezing generated locally.
States of the form depicted in Fig. 6 have received
considerable recent attention. They are of interest as a
means to demonstrate “quantum supremacy” [23]. Com-
puting their photon statistics (i.e. Gaussian boson sam-
pling [24]) requires calculating the halfnian of a M ×M
matrix, something that is known to be computationally
hard classically (being in the ]P complexity class). Out-
put states of this form are also a resource for simulating
molecular vibronic spectra [25], and for solving certain
classically-hard graph-theoretic problems [26].
For applications, one ideally wants the ability realize a
variety of beam-splitter operations K appearing in Fig. 6.
The requisite tunability can be achieved by allowing the
magnitude of the hopping and parametric driving on each
bond to vary, i.e. t→ tj , ∆→ ∆j . As shown in Appendix
D, as long as ∆j < tj on each bond, our system remains
dynamically stable, and the scattering continues to cor-
respond to the schematic in Fig. 6. Now however the
beam-splitter unitary K corresponds to the scattering
matrix of a non-uniform tight-binding chain with hop-
pings t˜j =
√
t2j −∆2j . Thus, in realizations of our model
where one can control tj ,∆j , one has the ability to realize
a wide class of non-trivial multi-mode entangled output
states.
VIII. CONNECTIONS TO NON-HERMITIAN
MODELS
It is natural to ask whether the striking features of
our bosonic model can be given a topological underpin-
ning. To address this, we first make the simple obser-
8Fig. 6. Schematic showing an equivalent depiction of scatter-
ing off our lattice when there are M coupling waveguides. In-
put states in each waveguide are first locally squeezed (squeeze
parameters Rj). They then pass through a beam-splitter net-
work, and are then finally locally anti-squeezed at the out-
puts. Crucially, the squeeze parameters Rj and beam-splitter
unitary matrix K have a direct and simple relation to the sys-
tem Hamiltonian. In particular, K is the unitary of a simple
tight-binding model (see Eqs. (D5-D6)).
vation that while our Hamiltonian is clearly Hermitian,
the mode eigenvalues follow from diagonalizing the sys-
tem’s dynamical matrix (e.g. Mˇk in momentum space,
c.f. Eq. (19)). This matrix is explicitly non-Hermitian.
As such, there is an intimate connection between our
model (and parametrically-driven bosonic systems in
general) and the study of non-Hermitian quantum mod-
els. In particular, recently developed topological invari-
ants for non-Hermitian systems can be directly applied
to our system.
Note that the dynamical matrix Mˇk (c.f. Eq. (19)) of
our model is unitarily equivalent to the non-Hermitian
Hamiltonian:
HˇHN = t sin(k)1ˇ + i∆ cos(k)σˇz
=
−i
2
(
t−eik − t+e−ik 0
0 t+e
ik − t−e−ik
)
(27)
where t± ≡ t±∆. This non-Hermitian Hamiltonian de-
scribes two decoupled 1D chains with asymmetric near-
est neighbour hopping, i.e. two copies of the well-known
Hatano-Nelson model [19]. One chain has stronger left-
to-right hopping, while the other has stronger right-to-
left hopping. These two effective chains correspond di-
rectly to the chirality of quadrature propagation as de-
scribed by Eqs.(6)-(7).
Non-Hermitian asymmetric hopping models have been
the subject of several recent studies exploring topology.
In particular, Ref. [27] argues that the winding of the
complex spectrum of a single band, 1D, non-Hermitian
model can be used to define a topological invariant, and
that this invariant gives rise to a kind of bulk-boundary
correspondence between an infinite system and a semi-
infinite system. This invariant could be applied to each
of the decoupled 1D chains described by Eq. (27): the
top chain would have a winding +1, the bottom chain
a winding −1. In another study, Ref. [28] demonstrated
that non-Hermitian asymmetric hopping models exhibit
striking differences in both their spectrum and wavefunc-
tions when comparing a ring versus open chain configu-
ration; this is also reminiscent of our model.
Non-Hermitian asymmetric hopping models are often
introduced without any clear sense of how they could
be physically realized; in addition, any such realization
would involve dissipation, and the corresponding fluc-
tuations could disrupt interesting behaviour. Our work
shows that parametrically driven bosonic systems give a
physically-realizable platform for a class of effective non-
Hermitian models, and moreover, can do this without
any necessity for dissipation and noise.
IX. PHYSICAL REALIZATION
The parametrically-driven coupled cavity model stud-
ied in this work could be realized in a variety of dif-
ferent photonic and phononic systems. HˆB in Eq. (4)
describes a 1D array of tunnel-coupled cavities subject
to parametric driving on each bond, where we work in a
rotating frame at the parametric drive frequency (which
is the same for each bond). To construct simple physi-
cal implementations of our system, it is easiest to work
in a gauge where the Hamiltonian is real, but where the
pairing amplitude ∆ is spatially dependent. Making the
gauge transformation aˆj → aˆjeipij/2 yields:
HˆB =
1
2
∑
j
(
taˆ†j+1aˆj + (−1)j∆aˆ†j+1aˆ†j + h.c.
)
. (28)
In this gauge, the pairing amplitude phase is modulated
from site to site, corresponding to parametric driving
where we inject pairs with a centre-of-mass momentum
ktot = pi. Our system can thus be realized by using a
cavity array with passive nearest-neighbour tunneling,
and nearest-neighbour parametric driving with staggered
phases.
A generic implementation is depicted schematically in
Fig. 7, where on each link of our main lattice, we have a
nonlinear three-wave mixing interaction with an auxiliary
mode bˆj :
Hˆint = g0
∑
j
(
aˆj+1 + aˆ
†
j+1
)(
aˆj + aˆ
†
j
)(
bˆj + bˆ
†
j
)
. (29)
By coherently driving the bˆj mode with the appropriate
frequency and phase, this nonlinear Hamiltonian (within
mean-field and rotating-wave approximations) yields the
Hamiltonian in Eq. (28), with ∆ = g0|〈bˆj〉|. Note that
pure three-wave mixing elements can be realized in sev-
eral different ways in superconducting quantum circuits.
Examples includes the Josephson ring modulator [29],
and the recently developed SNAIL Josephson device [30].
9Fig. 7. A possible realization of the bosonic Kiatev-Majorana
chain. On each bond, adjacent cavity modes aˆj and aˆj+1 are
tunnel-coupled with hopping amplitude t. In addition, they
are both coupled to a coherently driven auxiliary mode bˆj
via a three-wave mixing interaction (Eq. (29)). At the mean-
field level, this interaction yields the parametric two-photon
drive in our model. Staggering the drive phases results in a
Hamiltonian that is gauge-equivalent to a purely imaginary
hopping phase, a key ingredient in our setup.
X. CONCLUSIONS
In this work, we have introduced and analyzed a
bosonic version of the well known fermionic Kitaev chain.
Our system does not require strong photon-photon inter-
actions, but instead exploits the presence of non-trivial
phases in a quadratic, particle non-conserving Hamilto-
nian. It exhibits a spatially-asymmetric coupling be-
tween local quadrature operators, which in turn results
in a variety of remarkable features. This includes phase-
dependent chiral propagation, and a striking sensitivity
to boundary conditions impacting both the localization
and dynamic stability of system eigenmodes. Further,
despite being non-dissipative, our system has a direct
connection to non-Hermitian asymmetric hopping mod-
els; this allows us to give our model a topological under-
pinning.
In terms of outlook, the physics we discuss here could
be exploited for applications. As we have discussed, our
system can serve as unique kind of phase-sensitive am-
plifier, in which orthogonal quadratures are amplified in
opposite directions. It also is a unique tool for preparing
entangled multi-mode Gaussian states.
Our work also suggests directions for future basic re-
search. We have established a surprising connection be-
tween fermionic Majorana modes and bosonic quadrature
operators: it is only natural to ask whether this can be
taken further. Future work could thus investigate the role
played by symmetry and dimensionality in generalized
bosonic Kitaev models. The role of true photon-photon
interactions in this setting would also be extremely in-
teresting.
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Appendix A: Real-Valued Hopping
In this appendix, we demonstrate that the same model
as in Eq. (4) without any hopping phase is trivial. For
the case of an infinite lattice, the Heisenberg equations
of motion for the momentum space operators are
(
i∂t − Mˇk
)( aˆk
aˆ†−k
)
Mˇk = t cos(k)σˇz + i∆ cos(k)σˇx
(A1)
The mode energies are readily obtained from the eigen-
values of the dynamical matrix Mˇk and are given by
Ek,± = ±
√
t2 −∆2 cos(k). The condition for stability
t > ∆ is thus the same throughout the band.
To understand why this model displays trivial physics,
we now consider a finite chain of N sites with open
boundaries. The Hamiltonian is
HˆB =
1
2
N−1∑
j=1
(
taˆ†j+1aˆj + i∆aˆ
†
j+1aˆ
†
j + h.c.
)
. (A2)
Translational invariance being broken by the boundary,
momentum is not conserved and we can no longer diag-
onalize the Hamiltonian by moving to a basis of plane
waves. Instead, the Hamiltonian is diagonal in the basis
of standing waves, which are simply linear combination
of plane waves
HˆB =
N∑
n=1
[
t cos kn aˆ
†
kn
aˆkn + i
∆
2
cos kn
(
aˆ†kn aˆ
†
kn
− h.c.
)]
,
(A3)
with aˆkn a standing wave annihilation operator
aˆkn =
√
2
N + 1
N∑
j=1
sin(knj)aˆj , (A4)
and kn = npi/(N+1). The finite chain with open bound-
ary conditions is essentially no different from the infinite
lattice or the chain with periodic boundary conditions.
One readily sees that stability is achieved throughout the
band if and only if t > ∆, just like in the system without
boundaries. Furthermore, the eigenstates of the finite
sized system are standing waves and thus do no exhibit
any localization, unlike the model presented in the main
text (c.f. Eqs.(21)-(22)).
Appendix B: Arbitrary Hopping Phase
Here, we study a similar Hamiltonian to that in Eq. (4),
except now the hopping matrix element has an arbitrary
phase it→ eiφt. As in the main text, we will assume that
t > ∆. We find that, depending on the magnitude of the
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real and imaginary part of the hopping, this more general
model exhibits similar physics either to the one presented
in the main text, or a trivial tight-binding model. We
explain further in what follows.
First, let’s assume that t| cos(φ)| < ∆. One can easily
verify that
HˆB =
1
2
∑
j
(
eiφtaˆ†j+1aˆj + i∆aˆ
†
j+1aˆ
†
j + h.c.
)
=
1
2
∑
j
(
it′βˆ†j+1βˆj + i∆
′βˆ†j+1βˆ
†
j + h.c.
)
, (B1)
where t′ = t sin(φ) and ∆′ =
√
∆2 − t2 cos2(φ). The βˆj
are Bogoliubov modes of the original photonic operators
βˆj = cosh(ξ)aˆj + i sinh(ξ)aˆ
†
j (B2)
and the squeeze parameter ξ is defined via
tanh(2ξ) =
t cos(φ)
∆
. (B3)
This is exactly equivalent to the model presented in the
main text with renormalized parameters t→ t sin(φ) and
∆→√∆2 − t2 cos2(φ).
On the other hand, if t| cos(φ)| > ∆, the previous
squeezing transformation is not well defined. We can
no longer map our Hamiltonian to a similar model with
purely imaginary hopping phase and renormalized pa-
rameters. What we can do instead however, is make a
similar transformation that maps the Hamiltonian onto
a simple tight binding model. More concretely, we have
HˆB =
1
2
∑
j
(
eiφtaˆ†j+1aˆj + i∆aˆ
†
j+1aˆ
†
j + h.c.
)
=
1
2
∑
j
(
eiφ˜t˜αˆ†j+1αˆj + h.c.
)
(B4)
where, as in the main text, t˜ =
√
t2 −∆2. Here we’ve
introduced the operators αˆj , which are also Bogoliubov
modes of the orginal photonic operators
αˆj = cosh(ρ)aˆj + i sinh(ρ)aˆ
†
j (B5)
with ρ the squeeze parameter defined via
tanh(2ρ) =
∆
t cos(φ)
, (B6)
and φ˜ is the phase
eiφ˜ =
it sin(φ) + sgn(cos(φ))
√
t2 cos2(φ)−∆2√
t2 −∆2 . (B7)
To see why this model does not display any interest-
ing physics, we note that the transformation defined
in Eq. (B5) is valid regardless of boundary conditions.
Thus, in the regime t| cos(φ)| > ∆, one can always
map the system onto a simple particle conserving tight-
binding model. This is in constrast with the model con-
sidered in the main text which was unitarily equivalent to
an excitation conserving Hamiltonian only in the case of
open boundary conditions. Furthermore, the unitary op-
erator was a local position dependent squeezing transfor-
mation (c.f. Eq. (9)), whereas here the relevant operator
is spatially uniform.
Appendix C: Scattering matrix of a regular
tight-binding chain
For completeness, here we derive the expression of the
photon scattering matrix of a regular tight-binding chain
s˜jj′ [ω], from which we immediately obtain the quadra-
ture scattering matrices, c.f. Eqs (17)-(18). The first
step is to compute the Green’s function G˜0[ω] of the un-
perturbed system, i.e. without the spatially dependent
loss. By definition,
G˜0[ω] =
(
(ω + i
κ
2
)1−H
)−1
(C1)
where κ is the uniform on-site decay rate and H is the
single particle Hamiltonian which, in real space, has ma-
trix elements (c.f. Eq. (10))
Hij = i
t˜
2
δi,j+1 − i t˜
2
δi,j−1. (C2)
Note that we could make a local gauge transformation
to make the Hamiltonian matrix H real valued. How-
ever, this transformation would also alter the scattering
matrix, and we therefore choose to keep the imaginary
phase factors in the definition of the Hamiltonian. With
Eq. (C1) in combination with Eq. (C2), one easily verifies
that the Green’s function for a finite chain of N sites is
G˜0[j, j
′;ω] = ij−j
′ 2 sin (q[ω] min(j, j′)) sin (q[ω](N + 1−max(j, j′)))
t˜ sin (q[ω]) sin (q[ω](N + 1))
where q[ω] is the complex wavevector satisfying the dis-
persion
ω + i
κ
2
− t˜ cos(q[ω]) = 0. (C3)
The introduction of spatially dependent loss κj intro-
duces an effective imaginary potential V at each lattice
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site. In real space it has matrix elements
Vij = −iκj
2
δij . (C4)
The full Green’s function G˜[ω] is given by Dyson’s equa-
tion
G˜[ω] = G˜0[ω] + G˜0[ω]VG˜[ω] =
1
1− G˜0[ω]V
G˜0[ω].
(C5)
Standard input-output theory [20, 21] then gives a simple
relation between the scattering matrix and the Green’s
function
sjj′ [ω] = δjj′ − i√κjκj′G˜[j, j′;ω] (C6)
Appendix D: Spatially Varying Hopping and Pairing
We now consider a generalized version of our model
where the hopping and parametric drive amplitudes vary
from bond to bond:
HˆB′ ≡ 1
2
N−1∑
j=1
(−(tj −∆j)xˆj+1pˆj + (tj + ∆j)pˆj+1xˆj)
(D1)
As long as tj > ∆j for all j, the model can still be
mapped to a particle-conserving model. Defining
e2rj =
tj + ∆j
tj −∆j , Rj =
j−1∑
m=0
rm, (D2)
with r0 an arbitrary real number, we make a local
position-dependent squeezing transformation:
Uˆ xˆjUˆ
† = eRj ˆ˜xj , Uˆ pˆjUˆ† = e−Rj ˆ˜pj (D3)
One finds that
UˆHˆB′Uˆ
† =
1
2
∑
j
(
it˜j ˆ˜a
†
j+1
ˆ˜aj + h.c.
)
, (D4)
with t˜j =
√
t2j −∆2j .
Thus, in the case where tj > ∆j for all j, HˆB′ is unitar-
ily equivalent to a particle conserving tight-binding chain
with a spatially varying tunnel matrix element it˜j . This
mapping also implies a simple form for the scattering
matrices that corresponds to Fig. 6:
sxxjj′ [ω] = e
Rj−Rj′ s˜jj′ [ω], (D5)
spp
′
jj′ [ω] = e
−(Rj−Rj′ )s˜jj′ [ω] (D6)
where now s˜jj′ [ω] is the scattering matrix of an N -site
tight binding chain with hopping matrix elements it˜j and
on-site decay rates κj .
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