A new family of Petrov-Galerkin nite element methods on triangular grids is constructed for singularly perturbed elliptic problems in two dimensions. It uses divergence-free trial functions that form a natural generalization of one-dimensional exponential trial functions. This family includes an improved version of the divergence-free nite element method used in the PLTMG code. Numerical results show that the new method is able to compute strikingly accurate solutions on coarse meshes.
Introduction
We consider the problem Lu = ?div(Ju) = f on = (0; 1) 2 ; (1.1) where Ju = "ru ? u~ ; with u = 0 on @ :
Here " is a small positive parameter and~ = ( 1 ; 2 ) > (0; 0) on . We assume that 1 ; 2 and f are di erentiable functions. Then the problem is well-posed and has a unique solution.
If~ is O(1), then (1.1) is an example of a convection-di usion problem, where convection dominates di usion. This occurs, for example, in linearised Navier-Stokes problems at high Reynolds numbers. We have written (1.1) in divergence form for our own convenience, but it is often the natural physical formulation (e.g., the driftdi usion model that is used widely in semiconductor device simulation 13]).
The one-dimensional analogue of (1.1) has been exhaustively studied by numerical analysts 15]. In particular, it is well known that good results are obtained when using a nite element method whose trial functions lie locally in the null space of the di erential operator; this construction generates the exponentially tted Il'inAllen-Southwell nite di erence scheme 14], which is also known to semiconductor device modellers as the Scharfetter-Gummel scheme 18] .
The solution to (1.1) usually exhibits boundary and interior layers. It is often di cult to compute an accurate approximate solution to it. Since the Il'in scheme is so successful in dealing with such problems in one dimension, many attempts have been made to generalize it to two dimensions: nite element methods that use approximate L-splines (i.e., trial functions that lie locally in the null space of an approximation of L) 10, 11, 12, 16, 17] , mixed nite element methods 4], nite volume methods (and the box method) 3, 9, 13] and exponentially tted nite di erence schemes 8, 15] are some of the generalizations suggested in the literature.
In the present paper, we shall work with nite element methods, using a trial space of approximate L-splines that was recently devised in 17]. We rst discuss the construction of this space, then consider its use in a Galerkin method and a family of Petrov-Galerkin methods. In particular we shall prove that one member of this family yields the same nodal values as the exponentially upwinded scheme used in Bank's PLTMG code. We give numerical results showing that, on a coarse mesh, a member of the family yields a remarkably accurate solution to a challenging convection-di usion problem that has an interior and a boundary layer.
A related technique is based on the use of Slotboom variables in convectiondi usion problems; we show that this approach is theoretically awed.
Divergence-free trial functions on triangles
In one dimension it is easy to construct a nite element basis consisting of functions that are approximate L-splines, by using linear combinations of constants and exponentials. Taking tensor products of such functions yields approximate L-splines that are a useful basis on rectangular grids in two dimensions 11]. On triangular grids however, it is not obvious how to extend the one-dimensional approach successfully. Attempts were made in 12] and 16], but each construction su ered from certain de ciencies. A much more natural two-dimensional approximate L-spline basis on triangles, which has all the properties that one would expect, was introduced by Sacco, Gatti and Gotusso 17]. We now describe this basis.
Assume that we have a subdivision T of into triangles T , and that~ and f are approximated by piecewise constants on T . For notational simplicity we still write~ and f for these piecewise constant functions.
We useT to denote the unit reference triangle, whose vertices are at (0,0), (1,0) and (0,1). As usual in nite element methodology, we rst de ne our trial basis functions onT, then extend this de nition to triangles T in T by mapping each T toT. In particular this means that we can treat~ as constant onT.
OnT, we follow 17] in choosing the trial function spacê S := spanf1; e~ x=" ;~ xg;
wherex := (x 1 ; x 2 ),~ x := 1 x 1 + 2 x 2 , and~ x := 1 x 2 ? 2 x 1 is the twodimensional cross product. It is easy to verify thatŜ is linearly independent, sincẽ 6 = (0; 0). We note that L^ = 0 for all^ 2Ŝ, so our trial functions are approximate L-splines. Furthermore,Ŝ is essentially an enrichment of the standard L-spline space for one-dimensional problems by the addition of the function~ x. Thuŝ S is a natural extension of familiar ideas from one dimension to triangles in two dimensions.
In Figure 1 we display the function^ 2Ŝ that satis es^ (0; 0) = 1;^ (1; 0) = (0; 1) = 0, with~ = (1; 1), and " = 0:01.
For any^ 2Ŝ, the ux J^ = ?"r^ +~ ^ lies in (P 1 (T)) 2 , i.e., J^ is a linear vector-valued function. Indeed, Sacco et al. 17] show that, if we require a priori that each basis function^ satis es div(J^ ) = 0 and that J^ 2 (P 1 (T)) 2 , then^ 2Ŝ. For each T 2 T , let T be the a ne one-to-one mapping takingT onto T . Our trial space S consists of functions : = T 2T T ! < de ned as follows: for each 2 S and each T 2 T , we require that j T =^ ?1 T for some^ 2Ŝ; with : ! < continuous at the nodes of T , and = 0 at nodes lying on @ .
Thus the functions in S may be discontinuous across edges of triangles; continuity is enforced only at the nodes of the triangulation. Our method is nonconforming. In the di usion-dominated case, i.e., when " is large compared with j~ j, then S spanf1; x 1 ; x 2 g. That is, our trial functions then approximate standard piecewise linears. When j~ j=" is large, the functions in S have steep layers (like typical solutions of (1.1)). Thus S automatically adjusts to suit the local mesh P eclet number.
For general " and~ , we can regardŜ as a perturbation of the piecewise linear case. Each^ 2Ŝ can be written as^ =^ L +^ B ; (2.1) where^ L is linear and interpolates to^ at the nodes ofT. The function^ B is a generalisation of the \bubble" functions used by various authors (see, e.g., Brezzi and Russo 5]). It vanishes at vertices ofT but may be nonzero on the rest of @T, the boundary ofT. Bubble functions previously considered in the literature vanish on all of @T. We investigate the structure of^ B . Consider the function BT(x) := e~ x=" ? IT(e~ x=" ); where IT(z) denotes the linear function that interpolates to z at the vertices ofT.
We claim that^ B = cTBT ; (2.2) where the constant
(we assume for the moment that the denominator here is non-zero). 
A Galerkin method
In a nite element framework, the simplest approach with S as trial space is a Galerkin method. We examine such a method in the present section.
We use H 1 in the usual Sobolev space sense. Let H 1 loc ( ) be the space of realvalued functions de ned on T 2T T whose restriction to T lies in H 1 (T) for each T since then the coercivity resultã(v; v) = "jvj 2 1 follows immediately. This yields existence and uniqueness of a discrete solution and leads, via standard techniques, to a bound on the error of this discrete solution (measured in the H 1 seminorm).
We have chosen to retain the simpler bilinear from a( ; ) for two reasons: (i) our numerical experience shows that (3.2) is quite stable, despite a lack of underlying theory; (ii) the method (3.2) can then be embedded in a framework common to all the methods of this paper, as we shall see in Section 5. 1; when x = 0, 1; when y = 0 and 0 x 1=3, 0; otherwise. (Of course our trial space S is altered slightly to accommodate the inhomogeneous boundary data.) Take " = 10 ?6 , f = 0 and~ = (cos ; sin ), where = 71:565 degrees.
The discontinuity in the boundary conditions causes an interior layer in the solution, which also has a boundary layer along part of the out ow boundary y = 1.
We use a uniform triangular mesh with 21 21 nodes. Our computed solution is shown in Figure 2 . We see that it displays no non-physical oscillations, but the layers are rather di use. We also solved this problem using the exponentially tted box method 3, 13], which is popular with semiconductor device modellers. Its solution, shown in Figure  3 , was even more di use along the interior layer than the Galerkin solution of Figure  2 which has a boundary layer along the side y = 1, and is essentially equal to 1 on the rest of . Brezzi and Russo 5] show numerically that the standard streamline di usion method (SUPG) 6, 7] displays a certain local instability when applied to this problem. They then exhibit a solution computed by a Galerkin method using a nite element space consisting of piecewise linears with bubble functions. This solution is quite stable and is an accurate approximation of the true solution.
We have applied (3.2) to this problem, incorporating the natural Neumann boundary condition into the discretization in the standard way. Our numerical solution is stable and accurate, and is visually identical to Brezzi and Russo's. 2 
A Petrov-Galerkin method
In Hegarty et al. 8] , where exponential splines were used to solve (1.1) on rectangular grids, numerical experiments showed that a Galerkin analogue of (3.2) had the same drawbacks as those noted in Example 3.2. When the method of 8] was replaced by a Petrov-Galerkin method with the same exponential trial space but bilinear test functions, this produced a much more accurate scheme (but with reduced stability). We therefore consider in this Section the analogue of the Petrov-Galerkin method of 8]. c T I T (e~ x=" ):
Clearly z is piecewise linear on T ; since J(e~ x=" ) = 0, we have a(z; w) = a(u P G ; w) = 0; for all w 2 S 0 ;
nally, from (4.6), z can be written in the form of the right-hand side of (4.3). Assuming that the method of 2] has a unique solution, we conclude that z = .
That is,
c T e~ x=" : (4.7)
Remark 4.1 The above analysis shows that our computed solution u P G has certain advantages over the solution of 2]. First, we generate u P G in a standard PetrovGalerkin framework, whereas is de ned in 2] in a rather unusual way (by means of \edge conditions"). Second, while is discrete-divergence-free, in the sense of (4.2), it may be discontinuous across triangle boundaries; to compute nodal values one must consider, instead of , its projection onto the continuous piecewise linear function u L . In u P G , on the other hand, we have a discrete-divergence-free solution (see (4.5) ) that is well-de ned at each node since B T = 0 at the vertices of T { in fact u P G = u L at the nodes of T , by (4.3) and (4.7).
2
It follows from (4.7) that the discrete ux J(u P G ) = J( ). Some elementary calculations show that J(u P G ) lies locally in the span of Figure 4 . We see that the interior and boundary layers are now sharp, but there is some overshoot along the interior layer. In 17], (4.1) is used to compute an accurate solution to a di cult problem from semiconductor device modelling whose solution has a curved interior layer.
A new family of Petrov-Galerkin methods
Numerical experiments with the Galerkin method of Section 3 show that it is generally stable but sometimes the layers in its solutions are too di use. The PetrovGalerkin method of Section 4 is less stable, but can compute much sharper layers. Contemplating these two types of behaviour, we are naturally led to ask: can we construct methods that lie \between" the above two methods and that retain the desirable features of both?
Towards this end, we shall show in this Section that our earlier pair of methods are particular cases in a new family of nite element methods.
On the unit reference triangleT, we de ne a family of test spaces. For each non-zero real number , setŜ = spanf1; e ~ x=" ;~ xg:
Hence de ne a corresponding test space S on T as in Section 2. Then S = S 1 , and the space S 0 of piecewise linears de ned in Section 4 is consistent with this notation; for we can think of S 0 as \lim !0 S ", in the imprecise sense that, for xedx and~ , From our earlier observations, we expect that as decreases from 1 to 0, the method (5.1) becomes less stable but is better able to capture sharp layers. Thus to solve any particular example of (1.1), we can tune so as to optimize the quality of the computed solution. Using the same mesh, we tested (5.1) on this problem for several values of the tuning parameter . The dependence of the computed solutions on is as expected: as decreases from 1 to 0, the solutions begin to display small overshoots of increasing amplitude, but at the same time the method computes sharper layers. We found that = 10 ?4 gives the best solution overall; this solution, which combines sharp layers with minimal overshoot, is displayed in Figure 5 . Despite the coarseness of the mesh, our method has generated a remarkably accurate solution. Remark 5.3 It is possible to vary the test space S of (5.1) in a local manner, by choosing on each triangle separately. We shall investigate this more general method in a later paper.
6 A Galerkin method with Slotboom variables
A particular application of (1.1) is the drift-di usion equation of semiconductor device modelling. In this model,~ = r for some scalar . An idea due to Slotboom 19] that is frequently used in the semiconductor literature is to introduce the change of variable := ue ? =" :
Then Ju =J := "e =" r . The point of this substitution is that the di erential equation (1.1) becomes ?div(J ) = f. Its structure has been simpli ed by the removal of the convection term, so its associated bilinear form is clearly symmetric, unlike a( ; ).
We therefore de ne the following Galerkin method, where our trial space has also been transformed by the Slotboom change of variable.
LetS be the space of functions in H Then compute u S := e =" S . Note that u S 2 S, since we can take =~ x.
As the bilinear form on the left-hand side of (6.1) is symmetric, one can derive an error estimate for the computed solution using Strang's Lemma 17] .
Nevertheless, despite its elegance, the Slotboom approach is usually dismissed as impractical, because for small " one anticipates that over ow problems will arise in its implementation, due to the presence of the exponentials. In fact, there is also a serious theoretical di culty here. We shall show that, irrespective of implementation di culties, the method (6.1) is fundamentally awed and should not be used.
Standard nite element theory applied to (6.1) tells us that S is the best ap- The crux of the matter is that jjj jjj ? is, for small ", a very weak norm. For suppose that~ is constant and w = 1, so jjj1jjj ? = j~ j 
7 Conclusion
We have investigated divergence-free trial functions on triangular grids in a new family of Petrov-Galerkin methods for singularly perturbed problems in two dimensions. These trial functions are a natural extension of the exponential trials that are well known in one-dimensional problems. The family of methods includes an improved version of the divergence-free nite element method of Bank et al. 2] that is used in the PLTMG code. The most important members of the family range from Galerkin (with our special trial functions) to Petrov-Galerkin, where the test functions are piecewise linear. Our numerical results show that one can choose a member of the family to compute a satisfactory approximation of the solution to a given singular perturbation problem.
We also show that a Galerkin method based on the use of Slotboom variables is theoretically unsatisfactory. The argument sheds light on a previously unexplained deterioration in performance that occurs when certain Petrov-Galerkin methods that work well in one dimension are generalized to two dimensions.
