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In this paper， based on the graph theoretical approach， some considerations on the 
system diagnosis wIth the Internal test-termInals (edges or verteces) are given. The system 
under considerations is modeled fundamentally as .the a-cyclic SEC graph (a-cyclic single-
entry single-exit connected graph) with a single fault (that is， a single malfunction). 
Under these assumptions， the following important articles are considered for the three 
types (U， L and UL methods) of system diagnosis. 
(1) In order to be 1-distinguishable any a-cyclic SEC graph by the internal test-terminals， 
the alternative necess訂 yand su妊icientconditions for 1・distinguishabilityused the new 
concept of the dummy edges are given for each method of system diagnosis. These 
conditions make easy and simple determine the minimum internal test-terminals. 
(2) The unifi.ed necessary and sufficient conditions for the absolute internal test-terminals 
-the ones to be selected without the regards of system structures for al possible a-cyclic 
SEC graphs-are shown in chapter 2 for each method of system diagnosis. 
(3) Furthermore， inorder to investigate the effectiveness of these system diagnosis， 
the greatest lower bounds and the least upper bounds on the number of internal test-
terminals are derived for each system diagnosis. The necessary and sufficient conditions 
for the fault table of 1-distinguishable graph and the important properties of the vertex-range 
defi.ned later are also shown. 
(4) Based on the above results (1)， (2) and (3)， the e妊ectivealgorithm of determination 
for the minimum internal test-terminals is shown in chapter 4 and the FORTRAN coded 
program is also given in appendix 1. 
(5) The mutual relationship between the system diagnosis with internal test-edges 
and the one with internal test-verteces are discussed in detail in chapter 5. 
*電気工学科
136 
1. まえがき
マイクロ・エレクトロニクス技術における大規模集
積化(largescale integration) の利用がますます普
及していること，ならびに非常に複雑な電子計算機シ
ステムの開発，利用が進展していることなどは，シス
テム故障診断ならびに保守のより有効な手法を開発す
る必要性をさらに増大させつつある。システムの故障
診断には，システムの入出力関係のみによる方法*と
さらにシステム内に入出力機能をもった端子(すなわ
ち， 内部テスト端子)を導入して診断する方法 (1]， 
( 8)， (9)とに大別される。
本論文は，後者の立場の故障診断法にグラフ理論的
考察を適用する乙とにより，故障診断の有効さを最大
にする乙ととシステム構造の関係を明らかにするため
の第一段階の検討を行なったものであるo(1O}--(13)， 
(14) ...(16) 
機能的に結合されたユニットから構成されているシ
ステムのユニットを節点に，各ユニット聞の情報また
は信号の流れを有向枝に対応させる乙とによってシス
テムを a-cyc1ic SECグラフ (a-cyc1icsingle-entry 
single-ex.it connected graphの略称) であらわす乙
とができる。ここでは対象とするシステムに，さらに，
つぎの3つの基本的な機能を仮定する。すなわち，各
ユニットに対して，
(i)規定入力が入っているときp 規定出力を出すな
らば，そのユニットは正常状態にある。
(i)規定入力が入っているのに規定出力を出さな
いならば，そのユニットは故障状態にある。
(ii)ユニットが正常状態でも規定入力が入らなけれ
ば，規定出力を出さない。
このようにモデノレ化された一部の a-cyc1icSECグ
ラフを対象にして Mayeda氏等は単一の故障節点を
確定的に抽出するために内部テスト端子の備えるべき
必要十分条件を与えた(1)。その後，中野および中西
両氏は一般的な a-cyc1icSECグラフに対する必要十
分条件を明らかにした(9)。しかし，最少内部テスト
端子をディジタル計算機を用いて実際に求めることを
考えると，上述のそれら必要十分条件は必ずしも適当
でない。そ乙で本論文では， dummyedgeなる新し
*:この一部には従来のディジタルシステム故障診
断における最小入力系列の設計問題があり(4)，その
他にはアナログシステムをも含めたシステム内に積極
的に信号の流れをブロックする機能をもったユニット
を設けて行なう場合がある。 (2)，(3) 
い概念を導入してディジタJレシミュレーションに適し
た必要十分条件の別表現を与えている。
さらに，最少内部テスト端子を求めるとき，グラフ
構造の如何に関係なく必ず選定されるべき端子を前も
って明らかにしておくことは，その探索手順および探
索時間の両面からみても大切な乙とである。本論文で
は，可能なすべてのテスト法に対して，この絶対内部
テスト端子のもつ諸性質を明らかにしているo
他方，高信頼度をもっシステムを開発するためにも，
また，本論文で述べる故障診断法を最大限有効に活か
してゆくためにも，システム設計の段階にはじめから
故障診断および保守を考慮に入れておくととが重要で
ある。とのためには，まず，節点数nが与えられたも
とでの可能なすべての a-cyclicSECグラフの内部テ
スト端子数の下限およびそのグラフの構造や生成法な
どを明らかにする必要がある。従来，下限に関しては
一部のテスト法に対する推測式が与えられていたにす
ぎなかったが，本論文の第3章ではこれを厳密に論じ
て下限式を与えている。さらに，付録2では，特別な
グラフ構造に対する下限式をのべている。
さらに，第4章では，第2章および第3章において
得られた結果をもとにした最少内部テスト端子の決定
アルゴリズムを与えている。(また， FORTRAN町
によるプログラム例を付録1に与えてある。)
第4章までは内部テスト端子を枝に設けた場合(技
レベノレ)の詳細な検討であるが，内部テスト端子を節
点に設ける立場(節点レベル)も考えられる。第5章
では，両者における諸概念および手法の相互関係を明
示して，枝レベルでの諸結果および手法がある種の条
件のもとで節点レベノレに適応できる乙とをのべている。
2. システムの故障診断に関する基本定理(10)
2.1諸定義(その1) 
ととでは以下の議論に必要な諸定義をのべる。有向
グラフは，節点の集合 V(キゆ)と有向枝(以下では枝
と略する)の集合 E(キのおよび定義域がEであり
値域がVである関数 f，s によって記述される。すなわ
ち， vEV，eEEとすれば， f(e)は枝 eの始まる点(始
点)を示し，s(e)は技eの終わる点(終点)を示す。
また，f-l(v)は節点 Uから出る枝の集合を示し，
S-l(V)は節点V!と入る枝の集合を示す。 f-l(V)の元の
数を節点Uのout-degreeと呼びod(v)で示し， s-l(v) 
*:ただし，ff-l(v)=V， f-lf(e)二2e(sS-l(v) =v， 
s-ls(e)ヨめである。
の元の数を節点vの in-degreeと呼び id(v)で示すo
u， VEVに対して，節点 Uから節点Uに到達可能であ
るということはUから Uに至る有向道(directedpath) 
が存在する乙とであり，uzvと示す。(ただし，u二三u)
u卒vとはUから VI乙到達可能でないことを示す。 Vの
部分集合vにおいてその任意の2つの節点が互いに到
達可能であるとき，節点部分集合vを strongcompo-
nentという。S-1(V)=併となる節点Uを入力節点(entry
vertex)， f-1 (v) =りとなる節点 Uを出力節点 (exit
vertex)という。
1個の入力節点と 1個の出力節点をもち， cycleを
合まない連結グラフを a-cyclicSECグラフと呼ぶ。
入力節点および出力節点をそれぞれ2個以上有し，
cycleを含むグラフをつぎのようにすることによって
a -cy c1ic SEC グラフに変換することができる。すな
わち， strong componentを1つの節点に置き換えた
のち，新たな入力節点を導入して，その節点から以前
の入力節点に向う枝を挿入する。さらに新たな出力節
点を導入して以前の出力節点から新たな出力節点に向
う枝を挿入する。
以下では， a-cyclic SEC グラフGを対象にして考
える。そのとき， Gの入力節点を V}，出力節点を Vn
とする。
定義1 グラフGの枝 eEEによる vertexrange V(V}， 
f(e))および V(s(e)，Vn)をそれぞれつぎのように定
める，
V(V1， f(e))会 {V'I V'EV， V1ZV'， v'zf(e)}， 
V(s(e)， Vn)ヰ{V'I V'EV， s(めとV'，v'ミVn}. 
また，E{V1XV2}を一般に節点集合V1およびV2聞を
結ぶ技集合，すなわち，カットセットとする。(定義終)
すると，V1会 V(V1，f(e))， V2ムV(V1，f(e))とす
るときの E{V1XV2}は有向カットセットになるが，
以後乙れを枝eによる上方有向カットセットと呼び，
U-DCくe>と記す。ただし，V=V1UV2である。
V1~V(s(e) ， V叫)， V2~ V (s(e)， Vn) とするとき
のE{VIXV2} は有向カットセットになるが，以後乙
れを枝eによる下方有向カットセットと呼び， L-DC 
くe>と記す。ただし， このときも，V=V1UV2であ
る。
2.2システムの故障診断法
まえがきにのべたシステムモデルに，さらに，つぎ
の2つの事項を仮定する。
(1) 1つのシステム内に故障は 1つのユニット(節点)
にしか生じない。そして，それは保守されない限り恒
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久的である。 (2戸任意の枝e(EE)に対してつぎのい
ずれかが行なえる。 (i) f(りの出力を枝eで代表し
て観測できる。 (i) s(めへの入力を枝eから代表し
て行なえる。 (ii) (i)および(ii)をともに行なえる。
2.2.1 故障の検出
上述の仮定から，入力節点 Vlに規定入力を入れた
とき，出力節点 VnIζ規定出力が現われれば，そのシ
ステムは正常状態にあり，規定出力が現われなければ
故障状態にあると定められる。以後に扱うシステムは
故障状態にあるものとする。
2.2.2故障の location法
上述の仮定を考慮に入れると故障節点の location法
としてつぎの3つが考えられる。
U法入力節点V1からテスト信号を入れて任意の技
eによって節点(すなわち，ユニット)f(めの出力を
観測した結果によって，それが規定出力ならば故障節
点は V(V1，f(e))内に存在し，規定出力でないなら
ば故障節点は V(Vl，f(e))内に存在する， と判断で
きる。
L法任意の枝e(EE)から節点s(e)にテスト信号
を入れて出力節点 Vnの出力を観測した結果によって，
それが規定出力ならば故障節点は V(s(e)，Vn) 内に
存在し，規定出力でないならば故障節点は V(s(e)，
Vn)内に存在する，と判断できる。
UL法任意の枝eに対してつぎの(i)， (i)および
(ii)のように判断できる，(i)入力節点V1にテスト信号
を入れて，枝eによって節点 f(e)の出力を観測した
結果，その出力が規定出力でないならば，故障節点は
V(V1， f(e))内に存在する， (ii)枝eから節点 s(め
にテスト信号を入れて出力節点 h の出力を観測した
結果，それが規定出力でないならば故障節点はV(s(e)，
Vn)内に存在する， (ii) (i)および (i)のように出力
を観測した結果，出力がともに規定出力ならば故障節
点は {V(V}，f(e)) n V(s(e)， Vn)}内に存在する。
以上の各 location法に用いられる枝 eをとくに内
部テスト端子(internaltest-edge or test-terminal) 
と呼び，乙の集合をそれぞれのテスト法に対して EUt，
ELt， E札と記すととにする。
2.3 1-識別可能であるための必要十分条件
乙とでは，上述の各テスト法に対して故障節点を確
*以下乙の機能により行なう故障診断を第5章の場
合と対比させて，“技レベルの故障診断"と呼ぶ。
1沼
定的に抽出するための内部テスト端子の条件を調べる。
定義2 UL法の内部テスト端子集合 E6Lによって
a-cyclic SECグラフ G (すなわち， システム)が
1-識別可能 (1-distinguishability)であるとは，つぎ
のような枝 e(EE6L) が少なくとも 1つ存在する乙
とである。すなわち，Gの任意の節点対 Vi，Vj (EV) 
が枝eによって区分される節点集合 V(Vl，f(e))， V 
(s(e)， Vπ)， {V(Vi， f(e)) n V(s(e)， Vn)}のうちの
同一集合に含まないような枝eである。(定義終)
定義3 a-cyclic SECグラフGのすべての節点対Vi，
Vj(ξv)に対して，Vi宇VjかっVi芋Vjのとき.Viと
りの聞を結ぶ双方向枝を挿入して得られるグラフを
Gaと示す。このとき新たに挿入された双方向枝を
dummyedgeと呼び， その集合を Eaと記す。(定
義終)
これらの定義を用いてあらわされる1-識別可能の必
要十分条件をつぎに示す。
定理 a-cyclicSECグラフGが UL法の内部テ
スト端子E6Lによって1-識別可能であるための必要十
分条件は次式が成立することである，
ぶ{(U・DCくe的 U(L-DCく向>)} =EUEa . '(1)* 
UL 
乙乙で.eiEE6Lr:;;Eである。
く証明〉必要性 GがUL法の意味で1-識別可能な
らば定義2，3よりグラフGの任意の節点対的，Vjは
少なくとも 1つのテスト端子 etEE6Lによる節点集合
V(Vl， f(et))， V(s(eり，Vn)， {V(Vl. f(eり)円
V(s(et)， Vn)}の同一節点集合に含まれなし、。それゆ
え ViとVjを結ぷ pathに含まれる枝**の一つは et
の上方または下方有向カットセットに必ず含まれるこ
とになる。*林すなわち，式(1)が成立する。
十分性;定義より Gaの任意の節点対的，Vj聞に
は必ず pathが存在する。いま，式(1)が成立するとそ
の pathの枝は内部テスト端子の上方または下方有向
カットセットに必ず含まれているから，とくに内部テ
スト端子がの上方有向カットセットに含まれている
とする，すなわち
ViE V(Vl， f(et))， VjE V(Vl， f(et)) 
または VjE V(Vl， f(et))， ViE V(Vl， f(et)) 
車:文献(1)の必要十分条件は定理1でEa=ゆとしグフ
フを対象にしたものに相当する。
** :とのとき，Viとり聞を結ぶ枝は dummyedgeで
あるととも存在する。
***: t:こだし，GaのdUIrmyedgeは U-DCくが>and
/or. L-DCくが〉に含ませて考えるものとする。
となる。すると，Vi， Vjは常にf(et)の出力を観測す
るととによって識別可能となる。他方，Viとり閣の
枝ががの下方有向カットセットに含まれる場合も同
様である。以上の乙とがらが Gdの任意の節点対的，
Vj I乙対して成立するととにより，グラフGはE6Lで1-
識別可能となることがいえる。(証明終)
定義4 節点数がnである a-cyclicSECグラフGの
節点に任意に番号付けを行なってその 1つを Viとあ
らわす。(ただし，入力節点は Vl，出力節点は h で
あるとする)そのとき，i>jならば的手Vjが成立す
れば，Gを節点の orderingがなされた a-cyclicSEC 
グラフであるという。さらに，その orderingがただ
1通りしかないとき，それを uniqueorderingと呼ぶ事。
unique orderingな a-cyclicSECグラフの入力節
点円から出力節点 h への最長有向道の枝集合を Ec
であらわす。料(定義終)
すると， unique orderingな a-cyclicSECグラフ
G においては G=Ga(すなわち Ea=めとなる。この
ときは dummyedgeを挿入する必要がなく，定理1
はさらにつぎのように簡単化される。
定理2 unique orderingな a-cyclicSECグラフ
Gが内部テスト端子 E6Lによって1ー 識別可能であるた
めの必要十分条件は次式が成立することである，
占L{(U-DCくei>)UιDCく向>)}三島 -・(2)
ただし，eiEEULCEである。
く証明〉 必要性は定理1から明らかである。十分
性;グラフGの任意の節点対的，Vjは必ず枝集合長
のつくる path上にある。しかも Ecは式(2)によって
E6Lの上方または下方有向カットセットに含まれてい
る。したがって，Viとりは定理1の十分性の証明と
同様に処理されて識別可能となって，最終的には結論
が得られる。(証明終)
つぎに， U(L)法に対する条件を与える。
定義5 U(L)法の内部テスト端子Eut(ELりによっ
て a-cyclicSEC グラフGが1-識別可能であるとは，
任意の節点対Vi，Vj(巴V)が少なくとも 1つの内部テ
スト端子 etEElJt (ELりによって区分される節点集合
V(Vl， f(et))， V(Vl，J(et)) (V(s(et)， Vn)， V(s(et)， 
Vn))のうちの同一集合に含まれないことである。
(定義終)
* : unique orderingが可能である必要十分条件は第4
章， 4.2節にあるアルゴリズムの step4を参照された
し、。
** :このとき，dimEc=n-1となる。
定理3 a-cyclic SECグラフGがU(L)法の内部テス
ト端子 EUt (ELりによって1-識別可能であるための
必要十分条件は次式が成立するととである，
U弘L削JムんμUザut{戸zイやU.D心羽配Cく<e向伶吋tひ斗〉斗}ト=EUEd (e向ぷt品Lt{L-D民CくQ向φt心〉
=川d)..(3剖) 
ただし，e向4εEuザt三E (μe向tεELtCE島)である。
(証明略)
定理4 unique orderingな a-cyclicSECグラフ
Gが U(L)法の内部テスト端子 Eut(ELりによって 1-
識別可能であるための必要十分条件は次式が成立する
ことである，
eふやDCくの}三島 (ei当Lt{L-DCくei>}
豆島)
ただし，eiEEutCE (向εELtCE)である。
(証明略)
2.4 絶対内部テスト端手の性質
-・(4)
定義6 絶対内部テスト端子とは rテスト法によ
って1-識別可能となるために，グラフの構造の如何を
問わずに一意的に内部テスト端子とすべき技をいい，
ekatと記す。また，その集合を Ekatとあらわす。
(Ii:=U， L， UL) 
定義7 R(v)および R-l(めをそれぞれつぎのよ
うに定める，
R(v)ヰ{v'I v'E V， v'ミv}
R-l(めよ{v'I v'Ev， v~v'} 
絶対内部テスト端子の性質をのべるまえに，つぎの
2つの補題を与えておく。
補題 1 eEU-DCくeo>と，
eoEf-1 {R-l(f(e)) -R-l(s(e))}， e， Oo 
ξEは等価である。
(eEL-DCくeo>と，l'OES-l {R(s(e)) -R(f(e))}， 
e， eoEEは等価である。)
く証明> vR.!:..R(f(eo))とすると定義1， 7より
U-DCくeo>= f-1 (VR) -S-1 (VR)となる。他方，f-1 
(VR)コS-1(VR)であるから U-DCくeo>ヨeとなる
のは f-1(VR)ヨeかっ S-1(VR) lieの場合である。
それゆえ VR3f(e)，vRlis(e)となる。したがって，
R(f(eo))3f(めかっ R(f(eo))三日s(めであるから，
乙れらを変形すれば結論を得る。この逆も成立する。
(証明終)
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補題2 eEU-DCくeo>かっ，dim[f-1{R-l(f(e)) 
-R-l (s(e))} J =1ならば e=eoである。 (eEL-DC
くeo>かっ， dim [S-1 {R(s(e))-R(f(e))} J=lなら
ばe=eoである。)
く証明〉 条件より {R-1(f(e)) -R-1 (s(e))}には1
つの節点要素しかないから，それを voとすれば R-1
(f(e)) =eoUR-l (s(e))となる。ゆえに，vO=R-1 
(f(e)) -R-1 (s(e)) = f(めとなる。また， dim {j-l 
(f(e))} =1であるから od(f(e))=1となって， eoE 
/ー1(f(e)) =eとなる。 したがって，e=eoとなる。
(証明終)
定理5 枝eがU(L)法の絶対内部テスト端子であ
る乙とと，つぎの3つの事柄は等価である。
(i) 枝eを被覆する上(下)方有向カットセット
はその枝自身による上(下)方有向カットセットのみ
である。
(ii) od(f(e)) =1 (id(s(e)) =1) 
(ii) dim[f-1 {R-1(f(e))-R-l(.¥(e))} J=l 
(dim[s-1 {R(s(e))-R(f(e))} J=l) 
く証明> (ii)ならば補題2によって(ii)が成立す
るととがいえるo (ii)ならば補題1において od(f(e))
=1を代入すればeoEeとなり明らかに(i)が成立する。
そして， (i)ならば補題1において e=eoとおいたこ
とになるから(ii)が成立する。(証明終)
UL法の絶対内部テスト端子についてはつぎの定理
が成立する。
定理6 枝eがUL法の絶対内部テスト端子である
ことと，つぎの 3つの事柄は等価である。
( i ) 枝eを被覆する上方または下方有向カットセ
ットはその枝自身による上方および下方有向カットセ
ットのみである。
(ii) od(f((e)) =id(s(e)) =1 
(ii) dim[f-1 {R-1(f(e)) -R-1(s(e))} J =dim 
[S-1 {R(s(e))-R(f(e))} J=1 
く証明> UL法の絶対内部テスト端子はU法かっ
L法に対して絶対内部テスト端子となるもののみであ
る。したがって，証明は定理5のそれから明らかであ
る。(証明終)
以上，本章の結果は第4章でのべる最少内部テスト
端子の決定アノレゴリズムを考えるための基礎となるも
のである。
3. 内部テスト端子数の上，下限[11J， [14J.-.[16J 
本章では，節点数nをもったすべての a-cyclicSEC 
グラフを考えたもとで，第2.2節でのベた各故障診断
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法によってク守ラフが1-識別可能となるための内部テス
ト端子数の上，下限を求めている。従来，乙の下限に
関しては明確にされておらず，わずかにUL法の推測
式が与えられているにすぎない。 (lJ
3.1 vertex rangeの諸性質
まず，第2.1節で定義した vertexrangeのいくつか
の性質を考察する。
補題3 a-cyclic SECグラフGの任意の枝eに対して
V(Vl， f(e))nV(s(e)， Vn)=。
となる。
く証明〉 いま，V(Vl， f(e)) n V(s(e)， Vn) 3Vo 
キゆとすると V(Vl，f(e))ヨVoかっ V(s(e)，内)ヨVo
であるからん二三f(e)かっ s(e)~Vo となる。他方，
f(e) ~s(のであるから，全体として vo ?， f(e)?，s(e) 
~vo となって cycle を形成する O このことはGが
a-cyclic SECグラフであったことに反するから命題が
成立する。(証明終)
定義8 UL法の内部テスト端子 EUL={elt， e2t， 
" eNt}によって得られる D-partitionとは，次式
によって与えられる節点集合の分割をいう，
N戸 ，、
n 1 {V(vl，f(eit)) or V(Vl， f(eit)) ~ 
z=l'-、 J
n{V(伽り.Vn) or V(s(向り， vn)} ] ...(5) 
(定義終)
すると，乙のUL法の D-partitionにはつぎの重要
な性質がある。
定理7 UL;法の内部テスト端子 {elt，e2t，' 
eNt}によって得られた D-partitionが{Vl，V2，' 
Vk} であったとする。 乙のとき， さらに新たな内部
テスト端子 eN+ltを加えて得られる D-partitionにお
いて，もとの Vi(i=l，2，……， k)は3つ以下に分割
され 3つに分割されるもとの Viは1つ以下である。
く証明> {elt， e2t，・…・ ，eNt}による D-partition
は式(5)によって
N戸 ，、
円 1 ~ V(Vl. f(eit)) or V(Vl， f(eit)) ~ 
z=l'-、 J
円{V(s(eit)， Vn) or V(s(が)， vn)} ] 
= {Vl， V2，・…・ ，Vk} …・・(6)
となる。すると，式(5)および(6)によって {elt， e2t，・
eNt， eN+lt}の D-partitionは
vzn{ V(vl，f(eN+lt)) ，?r V(Vl. f(eN+lり5}
内{V(s(eN+lt)， Vn) or V(s(引いρ} ..(7) 
(l=1， 2，……p め
で与えられる。さらに補題3によって，式(7)は
{Vzn V(Vl， f(eN+lt)) n V(s(eN+l t). Vη)， 
vzn V(Vl， f(eN+lり)門 V(s(eN+lt)， V四)，
竹内 V(vl，f(eN+lり)n V(s(eN+l t)， V叫)}…(8)
と変形されるので， Vzとvertexrangeの包含関係を
考慮すれば， Vzが3つ以下に分割されるととがいえ
る。 (/=1，2，……，k) 
つぎに 3つに分割されるもとの Vjは1つ以下で
あるととを示すために，f(eN+lt)， s(eN+lりおよび Vj
の包含関係によって以下の(i)および(ii)の場合に分
けて検討する。
(i) 巧コ {f(eN +1 t)， S(eN +1 t)}の場合:とのとき，
Vjは内部テスト端子 eN+ltによってさらにつぎのよ
うに分割される，
Vj円V(vl，f(eN+lt)〉円 V(s(eN+lt)内)ヨf(eN+lt)キ。
v川 V(vl，f(eN+lt)) nVI(s(eN+l t)，V叫 )3S(eN+l t)キO
vjn V(Vl，/(eN+lり)n V(S(eN+lt)，V叫)=世 or寺。
したがって，乃は3つ以下に分割される。さらに，
eN+lt によって3つに分割される旧の D-partitionの
要素が高々 1つ(すなわち，高々 Vjだけ)であると
とを示すために，対偶をとる。すなわち，eN+lt によ
図1 定理7を証明するための説明図
って Vjの他に3つに分割される旧の D-partitionの
要素を Vl'，V2'，……，Vt'と仮定する。(図 1参照)
すると
Vs'n V(Vl， f(eN+lt)ヨVslキ仇
Vs'什V(s(eN+lり，Vn) 3 Vs2キ併
なる Vslおよび Vs2が存在して
Vsl ~f(eN+l t) S(eN+tl)ミVs2
となる(s=l，2，……， t)。したがって，Vslから f(eNはり
に向う pathに含まれる枝集合のうちで，Vs'から Vs'
に向う枝が必ず存在するからその枝を esとする。ま
た，Vs'なる D-partitionの要素が存在することから
esを上方または下方有向カットセットにもつ内部テス
ト端子が存在するので，その端子を estと記すことに
する (s=l，2， ……， t)。そこで，まず，estの上方有
向カットセットに esが含まれる場合を考える。乙の
とき，Vs2辛Vslであり (':cycleをつくらない乙とを
要するから)， Vsl~と f(esりであるから ， V(vl，!(est)) 
ヨ VSl，V(vl，f(est))車内2 となる。すると，Vs'が
内部テスト端子 {elt，e2t，……， eNt} によって得られ
た D-partitionの要素でないことになるが， これは前
述の仮定に反する。したがって，eN+lt によって3つ
に分割される可能性のある旧の D-partitionの要素は
Vjだけであるという結論を得る (s=1，2，……，t)他
方，esが estの下方有向カットセットに含まれる場合
も同様に証明される。
(i) (i)以外の場合: れョ f(仰はりかっ Vjヨ
s(eN+lりなる要素ViとVj(iキβ，またはVkl!(f(eN+lt)，
s(eN+lり〉なる要素 Vkが eN+ltによってどのように
分割されるかが残っている。まず，前者の場合を考え
る。すると，Vi， Vjは eN+ltによってつぎのように
分割されるととがいえる，
Vi n V(Vl， f(eN+lt)) n V(s(eN+lり，Vn) 、
ヨf(eN+lt)キゆ …(a) I 
Vi円V(Vl，f(eN+1り)円 V(s(eN+lt)， Vn) 
} (9) 
=世…(b)l
Vi円V(Vl，f(eN+lt))円V(s(eN+lt)，Vn) 
=世 orキ世 …(c)' 
Vj n V(VIJ(eN+lt)) n V(S(eN+lt)， V叩)、
=件…(a)I 
Vj n V(VIJ(eN+lり)円 V(s(eN+lt)，Vn) 
} 日目
ヨs(eN+lt)キゆ …(b) I 
Vj n V(Vl， f(eN+lt))門 V(s(eN+lり，Vn) 
=世 or寺神 …(c) ， 
式(9b)および式(10a)以外は式(5)より明らかである。
したがって，式(9b)， (10α)が成立するととをいえば，
この場合のれおよび Vjは高々 2個に分割されるこ
とになる。ここでは，式 (9b)の成立することを代表
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として示すが，それには式 (9b)の十分条件である次
式が成立することを示せばよい
Vi円 V(s(eN+lt)，Vn)=世
いま，対偶をとって Vin V(s(eN+l t， Vn)ラVjキ手
とする。 Viヨf(eN+lり，わヨ s(eN+lt)の場合には
eN+ltは elt，e2t，・…・ ，eNtのいずれかの上方または
下方有向カットセットに含まれている。そこで，まず，
eN+ltが elの上方有向カットセットに含まれていた
とする。すると，Vjは V(vl，f(el))ヨVjまたはl!
Vjのいずれかであるから，まず V(Vl，f(ejり〉ヨ Vj
とする。他方，Vi円V(s(eN+lt)，Vn)ヨVjなる仮定
から s(eN+lt)主的であるから
V(Vl， f(el))ヨVj，f(eN+lt)， s(eN+lt) 
となって，elの上方有向カットセットに eN+ltが含
まれなくなる。したがって，V(Vl， f(ejt))ヨVjとな
らなければならないのでp 以上の場合は存在しないこ
と[となる。
つぎに，V(Vl， f(ejり)車内の場合を考える。乙の
ときも次式が成立する。
V(Vl， f(ejt))ヨf(eN+lt)， ViヨVj，f(eN+lり
すると，Vよはel(j=1，2，……，N)によって得られる
D-partitionの要素でなくなる。乙れはれが旧の D-
partition の要素であったことに反するから Vin V 
(s(eN+lt)， Vn) =併 とならなければならない。したが
って結論を得る。他方，eN+ltが elの下方有向カッ
トセットに含まれている場合も同様に証明される。な
お，式 (10a)についても上記と同様に証明される。
最後に，Vし円以外の D-partitionの要素，すな
わち，Vk l! f(eN+lt)， s(eN+lりなるVkが eN+ltに
よって3つに分割されないととは(i)の場合の Vs'な
る要素について考えたのと同様に示される。
以上ですべての場合が尽きれた。(証明終)
つぎの定理8は vertexrangeの定義より明らかで
ある。
定理8 a-cyclic SECグラフGにおいて
V(Vl， Vi) 二三 V(Vl， Vj) (V(Vi， V叫);2 V(Vj， Vn)) 
となるための必要十分条件は
Vj~ Vi (Vi 註Vj)
である。
(証明略)
定理g 町宇Vjならば次式が成立する
{V(Vl， Vj)} n {V(Vi， Vn)} =併
く証明> V(Vl， Vj) = {v I Vl~V， VミVj}，V(Vi‘Vn) 
={vl町二三V，V2Vn}であるから，もし {V(Vl，Vj)}円
{V(Vi， Vn)}ヨVoキ世とすると，Vo二三Vj， Vi~VO となり，
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Vi之内となるから，命題が成立する。(証明終)
3.2 故障衰とグラフ構造の関係
故障診断のすべての情報を内在する表，すなわち故
障表とグラフ構造の関係を調べる。まず，故障表の定
義を明示する。
定義9 a-cyclic SECグラフGにおいて内部テスト
端子 Ekt={elt， e2t，……，eNt}の故障表とは， 行に全
節点 Vを，列に内部テスト端子Ektをそれぞれ対応さ
せたとき，要素 αijがつぎのように定められる行列
(IC=U，Lのとき nxN次， /i:=ULのとき n>く2N次
の行列)である。
U法(/i:=U) lutEVMげ))な川j=l
viEE V(Vl. f(e/))ならば aij=O
L法(.'i:=L) (ViEV(s(ejt)， Vn)ならば aij=l
lViEEV(s(ei)' Vn)ならば aij=O
UL法(/i:=UL)rViE V(Vl， f(ei))ならば αij=l
l viEE V(Vl， f(ei))ならば aij=O
( 町限山山EV刊町川(
U的4在V(付s(e匂jtり)， V冗)ならばai，N+j=O 
i=l， 2，……，n j=l， 2，……，N 
t _t ~t _t _t _t e，ea es e，e2e亘
〉
?????
???
??
?
?
?
?
?
???
. o 0 0 
o 1 o 0 0 
o 1 o 0 0 
o 0 0 o 0 0 
o 0 0 o 1 0 
o 0 0 1 1 O 
o 0 1 1 00 
o 0 0 1 1 
表1 図21己対するUL法の故障表
法の故障表であるための必要十分条件は次式をみたす
行ベクトル (JlI0，(Jl20，……，(JlNOが存在するととである。
jJ31lj! ? ，? ???
なお，故障表の第 i番目の行ベクトノレを酌で示す ただし，行列の積演算において和は二値論理和および
(定義終) 積は二値論理積として行なわれるものとし，さらに，
たとえば，図2のグラフで，el t， e2tおよび egtを (Jl l~(l， 1，………，1J， (Jln~(O， 0，……，OJ 
UL法の内部テスト端子としたときの故障表を求める (JljOE {(Jll， (Jl2，'"…，(Jln} j=1， 2，・h ・"，N
と表1に示すようになる。 とする。以後 (JlI0，(Jl20，……， (JlNOを故障表の基底と
つぎに，0， 1要素からなる任意の nxN次行列が 呼ぶ。
U(L)法の故障表であるための必要十分条件を与える。 く証明〉 この定理で同じ行ベクトノレをもたないと
定理10 同じ行および列ベクトルをもたない0，1要 するのは1-識別可能な a-cyclicSECグラフを考えて
素からなるn行N列行列[(JllT，(Jl2T，… "，(JlnTJTがU(L) いるからであり，同じ列ベクトノレをもたない行列を考
えているのはつぎの理由による。列ベクトルに同じも
のがh個 (kミ2)存在する行列を故障表としてもつ
a-cyclic SECグラフが存在する場合と存在しない場
合がある。しかし，グラフが存在する場合においても
必ず伸一1)個の内部テスト端子は冗長である。乙乙
では，乙のような冗長性のある内部テスト端子ははじ
めから考えていないからである。したがって，同じ行
および列ベクトルを有しない行列だけを対象lとすれば
十分である。
十分性 (JlIT，(Jl2T，….，(JlnT)Tの基底が(JlI0，(Jl20，…，
(JlNOであるから，いま (JliO を内部テスト端子 eitの
始点(終点)に対応する行ベクトノレとする。他方，式
(1)は行列 (JllT， (Jl2T，…・・同nT)Tの各行ベクトノレ (Jlj図2 a-cyclic SECグラフG
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B型 :A型の行ベクトルの他l乙第1から第N要素
までに非零要素を含むとともに第(N+l)から第2N要
素までにも非零要素を含む行ベクトルが存在するもの。
(表2-(b)参照)
!'IA1Io 
101ん
よIB182
‘d.td.t.....d.t e唖… .e!e: eMM 
、4n 
Vn 
o 
O 
B型
、 、 ， ?? ??， ? ?
A型(a) 
UL法の故障表
UL法の故障表であるための必要十分条件はA型に
対して求めると定理11のごとくなるが， B型に対して
は現在のところ明らかlとされていない。
定理1 0， 1要素からなる同一行および列ベクトノレ
を有しない似X2N)次のA型の行列がUL法の故障表
であるための必要十分条件は表2ー(a)!とおける A1お
よび A2なる部分行列にそれぞれ定理10でのべた基底
が存在する乙とである。 (tlLn=(0，0，・…一， 0Jは含まれ
なくてもよい。〉
く証明> A型の行列の行に表2-(a)のごとく節点
V1， V2，・…'，Vp，Vq，…"'，Vnを対応させると，V1から
Vpはテスト法Uによって，Vqから U叫まではテスト
法Lによってそれぞれ識別される。したがって，定理
10より命題が成立することは明らかである。(証明終)
乙れらの定理によって，故障表が与えられたときそ
の内部テスト端子の始点および、終点が求められ，さら
には後述の内部テスト端子数の下限を与えるグラフ構
造ならびに生成法などを議論する乙とが可能であるが，
詳細は別報にゆずる。 (14J，-.，(16J 
カットセット関空間の定義
つぎに，内部テスト端子数の下限，すなわち，つぎ
の問題を考える。
問1 節点数nが与えられたとき，可能なすべての
a.cyclic SECグラフをト識別可能lこするために必要な
内部テスト端子数の最小値 Nkはいくらか? 換言す
れば，Nk個の内部テスト端子によって1-識別可能と
A2 
A1 
表2
3.3 
がいくつかの基底の論理和であらわされることを示し
ている。乙のととから行列 ((!llT，(!l2T，・…・，(!lnT)Tの
各行を節点に対応させれば vit4.f(eit) (Vit4.S(eit)) 
と全節点 Vとの到達関係が一意に定まる。 ζこで，
i=1，2，……，N。また，入力節点 Vlおよび出力節点h
はそれぞれ tlL1およびa叫((!lnおよび tlL1)に対応する
節点であり，いま考えている行列においてはすべての
行ベクトノレが異なっているからグラフは cycleを含ま
ない。したがって，(tlL1T， tlL2T，・…・ ，(!lnTJTを故障表
とする a-cyclicSECグラフが存在する。
必要性:同一行および列ベクトノレをもたない nxN
次の故障表が与えられるとき，グラフ Gでは内部テス
ト端子 e1t，e2t，・・・，eNtが定理3または4により既知
となっている。また，その故障表はf(のり (s(ei))に
対応するN個の行ベクトルをも含んでいる。他方，故
障表の定義9から故障表の第 i行自の行ベクトルの意
味することはつぎの 2つであることがいえる， (1)その
行ベクトノレに対応する節点的がどの f(ei)に到達可
能であるか? (その行ベクトノレに対応する節点的に
どの s(ejりから到達可能であるか?) (2)さらに，Vi 
から(に)到達可能な f(匂り (s(el)) には他の内部
テスト士晶子の始点(終点)を経ないで直接に到達可能
なものと間接的に到達可能なものがある。すなわち，
向から(に)直接到達可能な f(ept)(s(ept))がある
とき，f(epりから (s(ept)に)さらに f(eqりに (s(eqり
から)到達可能ならば，当然的はf(eqりにも (s(eqり
からも)到達可能である。
つぎに目を式日1)に転ずるつすなわち，f(ei)(s(ejり)
に対応する行ベクトノレを (!ljOとする卒。すると，上記
(1)の意味するところは，式(1)左辺で Vjに相当する
(tlL1T， tlL2T，…・・，(!lnTJTの行ベクトルと ((!l10T，(!l20T， 
・…・，tlLNOTJTとの論理積をとる乙とに相当し， (2)の意
味すると乙ろは式(1)の左辺で(1)の結果零行ベクトルと
ならなかった (tlL10T，……，tlLNOTJTの行論理和をとる
乙とに相当する。したがって，式(1)が成立する。ただ
し，j=1. 2，……，N (証明終)
つぎに， UL法の故障表について考えると，
つぎの2つの型に分類される。
A型:故障表の行ベクトル (!lj(lX2N次)が第 1か
ら第N要素まですべて零であるか，または第 (N+1) 
から第 2N要素まですべて零であるもの。 j=l，2，… 
・，n(表2-(a)参照)
本 f(ejt)(s(e/)) に対応する故障表の行ベクトルは，
独立な行ベクトノレであるととによるo このことは故障
表が列 fullrankである乙とからもいえる。
それは
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なるグラフの節点数の最大値はいくらか?ただし，
A:=U， L， ULである。
との聞の答を求めるために，まずカットセット関空
間なるものを定義するヘ
カットセット閉空間 Su(のおよび SL(i)はグラフ
のvertexrange ~乙素空閉めはグラフの D-partition
の各要素に対応づけられた概念である，すなわち，
全関空間 S ~ 全節点v
Su(i) ~ V(Vl， f(eit)) ~ 
SL(i) 手 V(s(eit)，Vn) 
"'U2) 
補題3および式聞の対応関係を考慮に入れて Su(i)
と SL(のにつぎの性質を付与する。
定義10 カットセット関空間 Su(りと SL(i)は
Su(i)， SL(i)CS， Su(i)円SL(i)=仇 i=1，2，…・:'，N
なる性質をもっ。
定義1 Su(1)， Su(2)，….，Su(N) (SL(1)， SL(2)， 
…， SL(N))の素空間とは次式によって得られる意
味ある空間林をいう。
N ， 、
円 ~Su (i) or高石)1 耳石)~S-Su(i)
i=1 ¥. 
n ~，いS削 or 瓦顕訂町町弓可向7万刀} 玄釘切町てび窃7巧加C5
1
{ 、
i=  ¥.
また， Su(i)および SL(i)，i=1， 2，……，Nの素空間
とは次式によって得られる意味ある空間をいう。
if
1
(十u(i)or同)寸日 or町)(定義終)
この定義から素空間 Sp(ρ=1，2，……，n)は必ず Si
n 
nSj=ゆ(ただし，iキj)，U Sp=Sが成立することが
ρ=1 
オっかる。
さらに，定理7および式仰の対応関係を考慮して，
Su(のと SL(i)i=1， 2，…・・，Nにつぎの性質を付与
する。
*U(L)法に対する答は故障表の基底を用いても求め
られる。しかし， UL法の答を求めるためにカットセ
ット関空間なる概念を用いた方が都合がよいので，乙
とでは統ーしてU(L)法の場合も含めてカットセット
閉空間を用いて論ずるととにする。
料 N(
n ~Su(i) or Su(i) ~の計算において結果が空に
i =1l 
なる場合がある。意味ある空間とはとのような場合を
除いたものをいう。
定義12 Su(i)および SL(i)i=1， 2，……，Nのつく
る素空間はつぎの性質をもっ。 Su(i)および SL(i)
i=1， 2，……，Nのつくる素空間を SI，S2，……，Snとす
るとき，さらに新たなカットセット閉空間 Su(N+1)
および SL(N十1) を加えて得られた新たな素空聞に
おいて， 旧の素空間 Sp，ρ=1，2，……，nはそれぞれ
3つ以下の素空聞に分割され，さらに 3つに分割さ
れる旧の素空間は高々 1つである。(定義終)
定義13 Su(i)と Su(j)(SL(i)と SL(j))が包含
関係をもっとはつぎの関係が成立する乙とをいう。
Su(i) n Su(j) =Su(i) or Su(j)， (SL(i) nSL(j) = 
SL(i) or SL(j)) (定義終)
このように定義されたUおよひ工カットセット閉空
間 Su(i)，SL( i)においてつぎの問題を考える。
問I SU(i)(SL(i)) i=1， 2，…....N によって構成
される素空間数の最大値はいくらか。
問mSu(りかっSL(i)i=1， 2，・…一，Nによって構成
される素空間数の最大値はいくらか。
補題4 Su(i) (SL(i)) i=1， 2，…"'，Nの素空間
が{SI.S2，・… ...S~} であったとする。新たな U(L)
カットセット閉空間 Su(N十1)(SL(N+1))を加え
たSu(i)(SL(i)) i=1， 2，.…・ .N，N十1によってつくら
れる素空間数は 2α 以下である。また 2α になるため
の必要十分条件は，
SjnSu(N十1)キ仇 SjnSu(N+1)キ仇j=1，2，…，α 
(Sjr寸SL(N+1)キ仇 SjnSL(N十1)キ札j=1，2，…，α〉
である。(証明略)
補題4によって明らかなようにつぎの定理が得られ，
それは問Eの解でもある。
定理12 Su(i) (SL(i)) i =1，2，・…一，Nによる素
空間数の最大値は 2N である。 (証明略)
つぎに問Eの答はつぎの定理によって与えられる。
定理13 Su(のおよびSL(i)，i=1. 2，・…・，Nによる
素空間数 sNの最大値は 2N+l-1である。また sN=
2N+1-1となるときはSu(i)および SL(i) i=1， 2， 
"，N が包含関係をもたない場合である。
く証明> N=1のときは明らかに向ζ21+1-1=3 
が成り立つ。いま，sN-l ~2 <N-l) +1-1が成立したと
する。定義12によってSu(i)と SL(i) i=1， 2，…"'，j 
によって構成される素空間数んは
ßj~2ßj-l +1， j=2， 3，……，N・..…間
である。したがって，式仰を用いて sNを計算すると，
sN三(2<N-ll +1-1)X2+1=2N+1-1 
となる。と乙で等号の成立する場合は式仰において
j=2， 3，……，N のすべてに対して等号が成立する場合
Eut(ELりによって1-識別可能であるためには， dimVj 
=1， (j=1，2，……，2N)でなければならない。すると表
4は表5になる。しかし，カットセット関空間の定義
は，それに対応する verte玄 rangeをもっ a-cyclic
SEC グラフが存在するための必要条件であって十分
条件ではない。したがって，一般には表5を故障表と
してもつ a-cyclicSECグラフの存在することを確認
しなければならない。ととろが，定理10によって表5
を故障表としてもつ a-cyclic SEC グラフが存在す
ることは明らかである。 なぜなら， 故障表の基底を
V C2N -N-わから VC2N -1) !r対応する行ベクトルに選
べば式(1)をみたすからである。したがって，このこと
と定理13からテスト法U(L)の場合の問Iの答を得る。
定理14 n個の節点をもっ可能なすべての a-cyclic 
SECグラフにおいて，それをU(L)法によって1-識別
可能にするための内部テスト端子数Nはつぎのように
なる。
n三2N ……….・H ・H ・H ・..……聞
すなわち，Nミ[log2n]…………(15) 
ここで，[x]はx以上の最小の整数を示す。(定理終)
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であるから Su(i)および SL(i)i=1，2，.…・，N が互
いに包含関係をもたない場合である。(証明終)
U(L)法における内部テスト端子数の下限
Su(i) (SL(i))による素空閉めにつぎのように N
次元ベクトル &jを対応させる。
Sjt=Su(i) (Sjt= SL(i))ならば bji=l
SjEESu(i) (SjEE SL(Z"))ならば bji=O
ただし，&j=[bjl， bj2，…・・，bjN]， i=1，2，……，Nお
よび j=l，2，……，2N である。
Sjは素空間であるから jキhならば必ずんキ&kで
ある。したがって， &jを表に示すと表3になる*。
前にのベた式日2)の対応関係を表31と適用すれば表4
を得る。表4は定義9によって，内部テスト端子 Eut
(ELt) = {el t， e2t，……， eNt}による故障表に対応するこ
とになる。表4において， dim Vj>lならば Vj1乙含
まれる節点は，Eut(ELりによる故障診断に対して同一
情報を与えるから，互いIr1-識別可能とはならない。
*:表3の Siおよび表5の的はともに 1行を意味す
るが，表4のれは一般に 1行以上を意味する。
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UL法の下限を与える故障表
場合の問 Iの答が得られる。
定理15 n個の節点をもっ可能なすべての a.cyclic
SECグラフGにおいて， テスト法ULによって1ー識別
可能にするための内部テスト端子数 NULはつぎのよ
うになる
n~2(NuL+1) -1 ……………(1日
すなわち， NUL;;:::[log2(n十1)-1J……間(定理終)
定理15は W.Mayeda氏らが文献(1Jで推測した
値に一致する。今までの議論は内部テスト端子を枝に
設けた場合(枝レベル)(6 Jであるが，節点に端子を設
けた場合(節点レベル)(6 Jを第5章で論じることに
する。
また，内部テスト端子数の上限については定理16の
ようになる。
定理16 節点数nの可能なすべての a-cyclic SEC 
グラフGがテスト法 Eの内部テスト端子によって1-識
別可能となるための端子数Nkは (n-1)より多い必
要はない。すなわち，
Nk~(n-1) ， /C=U， L， UL 証明略)
以上で，各テスト法に対する故障表の性質および内
部テスト端子数の上，下限が明らかになった。
表6
式仰の対応関係から， UおよびLカットセット閉空
間の包含関係をグラフに対応させると，つぎのように
なる。
Su(i)尋SU(j)手 V(Vl，f(eit))辛 V(Vl，f(ejり)
SL(i)零SL(j)手 V(s(eit)，Vn)苓 V(s(el)，V叫)
定理13によって Su(i)とSL(i)(i=1， 2，……，N)に
よる素空間数が最大値(2N+1-1)であるときは，それ
ぞれUおよびLカットセット閉空間には包含関係がな
い。したがって上記の対応関係によって，
V(Vl， f(eit)) :t V(Vl， f(el))， 
V(s(eit)， Vn)二TV(s(ei)， Vn) 
(iチj i.j=1， 2，……，N) 
となる。とのととと定理8によれば，素空間数が最大
値(2N+1-1)のときのカットセット閉空間に対応する
グラフにおいては，内部テスト端子 EUL={elt， e2ケ・
…，eNt} の聞に到達関係がないことになる。すなわち，
f(eit)毛沢el) s(eit)宇s(ejt)(iチj， i， j=1， 
2....，N) 
である。したがって，f(eit)二三s(ejりまたは f(ejりミ
s~eit) は許される。以上の準備をもとにつぎの補題を
与える。
補題5 ULj法の内部テスト端子{elt， e2t，……， eNt} 
の聞に s(eit)ミf(ejり (iキj)なる関係をもっ i，jが
存在しないならば，{elt， e2t，……，eNt} による故障表
はA型になり，存在するならばB型になる。逆も成り
立つ。
く証明〉
UL法における内部テスト端子数の下限3.5 
4. 最少内部テスト端子の決定アルゴリズムおよび
、(12Jディジタル・シミュ
第2章において， a-cyclic SECグラフで表現される
システムのユニットが内部テスト端子によって1-識別
必要性:故障表がA型ならば，
V(Vl， f(ejt))ヨVp，V(s(eit)， Vn) 33vp 
or V(Vl， f(el)) 33vp， V(s(eit)， Vn)ヨVp
である。したがって，前者の場合，s(eit)字均二三f(ei)，
であり，後者の場合s(向りとり辛f(ejりとなる。ゆえ
に s(eit)平f(ejりとなる。
故障表がB型の場合は，
V(Vl， f(ejt))ヨVp，V(s(eit)， Vn)ヨVp
となるから，s(eit) ;::f(ejりとなる。
十分性:対偶をとると上の証明において， A型とB
型の立場が逆になり証明される。(証明終)
定理9と補題5を考慮して表6のように，組み合せ
的に2N次の行ベクトノレを求めたものよりnX2N次の
行列をつくる。 U(L)法の場合と同様に表6を故障表
としてもつ a-cyclicSECグラフの存在を確認しなけ
ればならない。しかし，乙れは定理11によって存在が
保証されている。したがって，この乙とから UL法の
可能となるための必要十分条件を各テスト法について
明らかにした。しかし，実際上は1-識別可能となる最
小数の内部テスト端子集合を見出すことが重要である。
乙のような問題は被覆問題と呼ばれ，その解法として
論理関数の簡単化に用いられる prime-implicant法が
有効である乙とが知られている。 (4J
乙乙では，故障診断のディジタル・シミュレーショ
ンの立場から上述の事項をできるだけ簡単に実行でき
るように工夫している。
4.1 諸定義(その2)
ことでは，本章で用いる記号の定義を述べる。
A4，[aij]巴抗郁仰節点間接続行列 (adjacency
matrix) 
aijヰ(0:向から Vjに向う枝が警在しない場合
II : Viからりに向う枝が存在する場合
ただし，aii=Oとする。
Ao主[aijO]E抗nxn ordered adjacency matrix : 
節点の orderingを完了したグラフのA行列であって，
Aoは上三角行列(ただし，aiio=O)となる。
R.f，与[rij]ξ抗が伺到達可能行列(reachabi1itymatrix): 
(0 : Vi 芋 Vj
rii~' 
"J= II : Vi ~と Vj， ただし ， rii=lとする。
節点の orderingを完了したグラフのRを Ro4，[rijO] 
と記すと，Roは上三角行列(ただし，rio=l)とな
る。
AO*4，[aijo本]巴抗nx伺:節点の orderingを完了した
グラフ Gdの節点間接続行列である。すなわち R。
の rijO=OUくj)となるすべての要素に対して，節点
的と Vjの聞に双方向枝である dummyedgeを挿入
して得られるグラフ Gtlの節点間接続行列である。乙
乙で，GのvertexrangとGd のそれを同じくするた
めにグラフGとGdの到達可能行列は同じであるとする。
C~[Cij]kE筑間〉くdim(EUEd) K-DCくe>の被覆
行列 (coveringmatrix) 
(0 : K-DCく向〉ヨヨej
Cij~， 
U
J=ll : K-DCくei>ヨej
ただし，ei巴E，ejE(EUEd)， m主dim(E)であり， Ck 
の行順および列順は第i行，第i7Uが同ーの枝ei(ξE)
に対応するようにとられるものとする。また j>m
なるCkの第j列には ed(EEa) を対応させるものと
する。ただし， κ=U，L， ULo (以後， とくにことわ
らないときは同様の意味をもっとする。)
mxdim[Ec] . C'k晶[Ci/Jk己批 .第2章における定理
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2， 4に対応する uniqueordering可能なグラフの被
覆行列であって，各要素の定義は Ckと同じである。
dim[E-Ekat] xdimE' Ckab = [Cijab] kヨfi: 恒三(E-
Ek叫)): Ckからつぎのような行および列を除去して
得られる行列である。すなわち，絶対内部テスト端
子Ekatに対応する行および，K-DCくeiat>(ただし，
eiatEEkat) によって，被覆される枝に対応する列であ
る。乙こに，Eとは上記の操作によって除去されずに
残った列に対応する枝集合である。
4.2 最少内部テスト端子の決定アルゴリズム
定義14 グラフGが内部テスト端子集合Ektによって
1-識別可能であって，かっ， dim (EktJ が最小となる
Ektを最小内部テスト端子集合と呼び，Ekmtで表わす。
また，Ekmtの要素を ekmtで表わし，Ekmtの全集合を
Ekmt で表わす。(定義終)
Ekmtの決定アノレゴリズムの流れ図は，それぞれのテ
スト法とグラフ構造を考慮に入れると図3のようにな
る。以下では最も一般的な “non-unique ordering 
a-cyclic SECグラフを UL.法によって故障診断する
アルゴリズム"を示す。その他の場合には，図3の流
れ図にしたがってこれの一部を実行すれば目的が達成
される。
step 1. システムを a-cyclicSECグラフGに変換
し，節点集合Vの番号付けを任意に行なう。そし
てグラフGをA行列で表わす。
step 2. 節点集合Vの orderingを実行する。
step 3. Ao行列および Ro行列を求める。
step 4. Vの orderingが non-uniqueであると
とを確認する。 (αOi，i+l=1， i=l， 2，……， (n-1) 
でない乙と，または， Roが要素をすべて1とし
た上三角行列でない乙とを確認する。)
step 5. Ao*行列を求める。
step 6. テスト法がULであることを確認するo
step 7. . CUL行列を求め，EULatを決定する。
EULat=世ならば CUL=CULab として step9へ
移る。
step 8. CULab行列を求める。
step 9. CULabのすべての列を被覆する最小数の
行集合を求め EULmt'とし，そのすべての組であ
るんLmt'を求める。そして EULmt=EULmt'u
EULat とすれば最少内部テスト端子集合族が求
まる。
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図3 最少内部テスト端子の決定アルゴリズム
4.3 ι悦 t決定のディジタル・シミュレーション
上述のアノレゴリズムにしたがって実際に作成したプ
ログラムの概略を説明する。(付録にFORTRANN 
を用いたプログラムを掲載してある。)
4.3.1 入力
乙のプログラムの入力はグラフのA行列とテスト法
のみである。
4.3.2 Ao行列の求め方
節点らを ordering完了後の orderiの節点，あ
が入力時に有した節点番号を ORD(ふ)とする。
step 1. GをG'と表現し，z'=l と設定する。
step 2. order となり得る節点集合 ViはG'に
おいてS-l(Vi)=世 (Vi， vjE三Vi)なる性質を有す
るから，乙の乙とを用いて析を求め，その中の
1つの節点VjをViとする。 したがって ORD(お)
=円である。
step 3. かの出力校f-l(あ)をG'から除去して得
られるグラフを新たにG'とする。
step 4. i=nならば， ordeingが完了し， ORDゅの，
z'=1，2，・・・，nが求まる。 したがって， step 5へ
ゆく。 iくnならば，iをi+1として， step 2にも
どる O
step 5・A行列の行と列の順序を {Vl， V2..…，Vn} 
から {ORD(れ)， ORD(V2)，……，ORD(合叫)}キに
入れ替えを行なうと Ao行列となる。
4.3.3 Ro行列の求め方
有向グラフのR行列は一般につぎの式から求まる。
(5J 
R=I+A+A2+A3+・・・ +An-l
乙乙で，1は (nxn)次の単位行列である。
しかしp この式を用いると n(節点数〉が大きくなる
ほど計算時聞が長くなり実用的でない。 S.H. Unger 
氏は，最近，計算時間を短縮できるアノレゴリズムを報
告した(6J。本論文では先にA行列の orderingが完
* : ORD(ふ)はおに対応している。 ORD(Vi)は入力時
の情報を保存するため町を旧の節点番号で示したも
のである。
了されているために， S. H. Unger氏のアルゴリズム
を用いてもそのうちの passnの手順だけで Ro行列
が求まり計算時聞が%に短縮される。
4.3.4 Ao*行列の求め方
Ao*の定義から求め方は明らかであろう。ただし，
Ao*行列の要素には枝番号を入れるものとする。
4.3.5 U-DCくe>(L-DCくe>)の求め方
eEE， f(e) =v'， s(e) =V"とする。
step 1. v'にreachableな節点。"から reachable
な節点)をRoから求め，乙れらの節点を{Vl，V2， 
…，vs}とする。
step 2. Ao*において {Vl，V2，…"，Vs}に対応する
行(列〉に含まれ，かっ {Vl，V2，...，Vs}に対応
する列(行〉に含まれない枝集合を求める。この枝
集合がU-DCくe>(L-DCくe>)である。
4.3.6 Ckの求め方
乙の前で求めた U-DCくe>，(L-DCくe>)を用い
て Ckの定義にしたがって求める。そのとき，つぎの
2つの補題が成り立つ。
補題6 Ckの左端から m個の列をとって得られる
m次正方行列の対角要素は非零である。
く証明〉このことは Ckの定義から明らかである。
(証明柊)
補題7 CULおよび CU(CL)の校内(EEd)に対
応する列にはそれぞれ必ず4個および2個以上の非零
要素が含まれる。
く証明>Cuについて証明する。入力節点 Vlおよ
び出力節点 Vnはそれぞれ他のすべての節点と到達可
能であるから内および h につながる dummyedge
edは存在しない。そこで，eaの両端点を Vi，りとす
ると，
f-l(的)ヨeiキ仇 f-l(Vj)ヨejキ仇 ei，ejEE， 
i， jチ1，n 
であるから，後述の定理17によってU-DCく向〉ヨed，
U-DCくej>ヨeaとなり， ed!ζ対応する Cuの列には
2個以上の非零要素がある。 CLについても同様に示
される。 CULについては， Cu， CLの2つから明らか
である。(証明終)
4.3.7 絶対内部テスト端子集合Ek叫の求め方
第2章における定理5，定理6にしたがって求める
ればよいが，乙乙では，つぎのようにして求めた。す
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なわち，Ckでただ1個の非零要素を有する列に対応
する枝を求める*。その集合が Ekatである。
4.3.8 Ckαb行列の求め方
Ckと Ekatを用いて定義のごとく求める。
4.3.9 Ekmtの求め方
Ekmt を求める問題は被覆問題K.帰着する。すなわ
ち，Ckubの行に対応する枝向(巴(E-Ekut)) にブー
ノレ変数約を割り当て 1つの列における非零要素の
行に対応する技に割り当てたプール変数の論理和をつ
くる。さらに，各列について上述のととを行なって得
られる論理和のすべての論理積をとって論理関数Fを
求める。そして，最後にはFをprimeimplicant法を用
いて基礎項の和に変形して，その最小数の変数からな
る基礎項に対応する枝を求める乙とである。しかしな
がら， (i)上述のような論理演算による変形をシミュ
レーションすることは困難である， (ii)故障診断にお
いては，すべての基礎項を必要としないp という 2つ
の理由によって，ここではつぎのように実行すること
を提案する。
U法およびL法においては h=日ogzn)-dimEkut，
ULi法のときは h=口og2(n十1)-lJ -dimEkutと設定
してつぎの手順を行なう料。
step L Ckub行列の行に対応する枝から h個とり
出してそれを内部テスト端子候補 E，/' とする。
step 2. Ekt'が Ckab行列の列に対応する E'をす
ベて被覆するか否かを調べる。具体的には，
Ekt'に対応する行ベクトノレの各列和をとり，その
列和がすべて非零であるか否かを調べる。非零な
らば Ekmt'=Ekt'となる。
step 3. Ekt'の組み合せを変えてstep2を実行する。
step 4. step 2で被覆されなければ step5へ，被
覆されれば step6へ移る口
step 5. h=h十lとして step1へもどる。
step 6. Ekmt'の全集合が fk叫'であり， 最少内
部テスト端子集合族 Ekmtは fkmt=fk枇 t'U Ekutで
求まる。
以上のディジタル・シミュレーションの演算時間に
* :これは定理5または定理6の絶対内部テスト端子
の必要十分条件と等価な性質であるが，より簡単明瞭
である。
* :乙れは内部テスト端子数の下限および絶対内部テ
スト端子の性質を利用して，組み合わせの数を減じて
いることに注意されたい。
20 Ao行列を求める。節点番号をつぎのように変
換すると上三角行列である Ao行列が得られる。節点
番号を変更した結果を図5に示す。
ついてつぎの乙とがいえる。(i)入力時のグラフの節
点数が多い程演算時間が長い。 (ii)U(L)法の方がUL
法よりも演算時間が長い。(ii)絶対内部テスト端子
が多い程演算時間が短い。
すなわち，このシミュレーションの演算時間を決定
するのは Ckabの次数であることがいえよう。 FAC-
OM 270-20/30による実施例によると n=12，m= 
20のもとでのCPU時間は60秒前後，また，n=8， 
=12のもとでのCPU時間は10秒前後となった。
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Ao*行列に対応するグラフ
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毒=辛 dummy
図5
V，→v， 
V2→ V2 
V3→ V7 
V4→む8
Vs→ V3 
V6→V4 
V7→ Vs 
V8→1}6 
ディジタル・シミュレーションの例
ディジタノレ・シミュレーションの例を図4のグラフ
に対するUL法について示す。
4.4 
Ro= 
40 Ao*を求めるとつぎのようになる。乙乙で，
dummy edge Edと E とを区別するために dummy
edgeには biasとして100番台の枝番号をわり当てて
ある。この Ao*のグラフを図51ζ併記する。
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Ro行列を求めるとつぎのようになる。30 例題のための
a-cyclicSECグラフG図4
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《??????
10 入力データとして任意の節点番号を付して得ら
れる図4のA行列と，テスト法ULを入れる O
?
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80 CULab から EULmt' を求めると EULmt'=
{(3，12)}となり最少内部テスト端子集合族 EULmt'は
{(3， 7， 12)}の1組だけとなる。
以上に述べた最少内部テスト端子決定アノレゴリズム
およびそのディジタJレ・シミュレーションの特徴を列
挙すればつぎのごとくなる。(i)入力データおよびそ
の前処理が簡単である， (ii)節点の orderingを実行
することにより，途中の行列に関する諸処理に必要な
手順および時間を節約している(ii)dummy edge 
の挿入によって，すべてのグラフを一様な手法で処理
できる， (iv)絶対内部テスト端子および内部テスト
端子数の下限を考慮に入れて，内部テスト端子候補の
組み合せ数の減少を図っている。 (v)被覆問題を行列
の一部の行ベクトルに対する列和をとる演算におきか
えて行なっているためにプライム・インプリカaントそ
のものを行なうよりも簡単である。
さらに，シミュレーションに用いる言語をグラフ的
構造の表現が容易な言語(17)を用いるとか，または，
データの性質を考慮に入れてピット処理を行なえば，
さらに記憶容量および CPU時間を減少させることが
可能であると考える。
V8 
O 
O 
0 
0 
10 
12 
13 
0 
?
????
V3 V4 V5 V6 
2 0 0 3 
4 506 
o 101 7 103 
101 0 102 104 
o 102 0 105 
103 104 105 0 
o 0 0 0 
000 0 
?
????????
《?
?Vl 
vlfO 
v210 
ValO 
A":>一弘 10ー.
VslO 
仏 10
v710 
v8l0 
被覆行列 CULを求めるとつぎのようになる。
ここで Cij=2となる Cijは枝 ejが枝向の上方およ
び下方有向カットセットの両方に含まれていることを
示すの
50 
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5. 内部テスト端子を枝および節点としたときの相
互関係(13)
60 絶対内部テスト端子を CULから求めると EULat
=げ}となる。 いままで，内部テスト端子を枝に設定した場合につ
いて議論してきた。本章では内部テスト端子を節点に
設定した場合(8)(9) (13)と枝に設定した場合との相
互関係および，節点に設定した場合の絶対内部テスト
端子の質性などを明らかにする。
節点レベルのテスト法5.1 
70 EULatを用いて，CULから CULabを求めると
つぎのようになる。すなわち.EULat= {7}に対応する
CULの行{7};および EULat= {7}の上方または下方有
向カットセットに包含される枝に対応する CULの列
{3，5，6，7，8，11，12，101，102，103，105}を除去して得ら
れる行列が CULabである。 内部テスト端子を枝および節点に設定した場合をそ
れぞれ枝レベル，節点レベルと呼ぶ乙とにする。
故障の検出は枝レベルの場合と同様である。また，
故障節点の location法は枝レベルに対応してつぎの
3つの場合が考えられる。
U法入力節点 Vlにテスト信号を入れて，任意の
節点的の出力を観測し，その出力が規定出力ならば
V(Vl， Vi)に故障節点が存在し，規定出力でないなら
ば V(Vl，Vi，)に存在する。
L法任意の節点的にテスト信号を入れて出力節
点 h からの出力を観測したとき，それが規定出力な
らば故障節点は V(Vi，V心に存在し，規定出力でない
ならば，V(Vi， V心 lと存在する。
UL法任意の節点的に対してつぎの3つの場合が
????????
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??
??
????
?
?
????
???
????
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生じる。
( i) 入力節点 VlIrテスト信号を入れて，節点的
からの出力を観測したとき，その出力が規定出力でな
いならば，故障節点は V(Vl，Vt) Iと存在する。
(ii) 節点的にテスト信号を入れて，出力節点向
からの出力を観測したとき，その出力が規定出力でな
いならば，故障節点は V(Vi，Vπ)内Ir存在する。
(ii) (i)および(ii)の結果，出力がとも規定出力
ならば故障節点は{V(Vl，Vi) n V(Vi， Vn)}に存在する。
以上の各location法に用いられる節点的を内部テ
スト端子(internaJtest vertex)と呼び，それらの集
合をそれぞれのテスト法に対応して Vut，VLt， VULと
表わす。
5.2'枝レベルと節点レベルの内部テスト端子の対
応関係
文献(8)において，つぎの定理が報告されている。
定理17 グラフGにおいて， f-1 (V) = {el， e2，'・H ・
…ep} とすれば，つぎの関係が成立する，
U-DCく向>-;;;).f-l(V).
U-DC(v)~U-DCくel>=U・DCく匂>=・
.・=U-DCくep>
また， 5-1 (V) = {el， e2，・・・…，ep} とすれば
L-DCくei>ヨ5-1(V)， 
L-DC(v)去しDCく内>=L-DCく匂>=・.
・=L-DCくep>
ただし， i=1，2，・・…'，p(定理終)
5.2.1 U法およびL法の内部テスト端子の対応関係
定理17から表7に示す内部テスト端子の対応表を得
る*。
テスト三五 枝レベjしの表現.I節点レベJ¥，1)表現
U当 OELI:ftv沼 ・-会f(昔巨;)当日(e~)芝 ←ー芝
L;ま EAi厄? s(iな白立5(e~~~OÖ[5""(VZ)]"一一芝V~三 | 
一一一→uniquetransformation 
+・・….non-unique transformation 
表7U(L)法における枝レベルと節点レベルの対応
関係
乙の表7の対応によってつぎの乙とがわかる。
ReDl.ark 1 U法おびよL法において，故障診断の
*:表7および81ごおけるOO(A)はA集合の要素から
lつだけを任意に選定する乙とを意味するものとする。
ための内部テスト端子数および診断のためのデータ測
定回数は技レベルにおける場合と節点レベルにおける
場合とは同一である。
5.2.2 UL法における内部テスト端子の対応
定理17から表8に示す対応表を得る。
テスト法 枝レベlしの表現 I~時点 L穴jしの急成
技以lしの fOE~)=析。
UL法 16L -s (lE~J=~よ
跡怠LぺJ¥，O) 民。=芝。o[lfEI許v制ue，VI UL==E vt 
UL去 IE~o=芝O
一一→uniquetransformation 
+…… non-unique transformation 
表8UL;法における枝レベノレと節点レベ、ルの対応関係
OO(AJ:集合Aの1つの要素(Qnly-Qneelement) 
のみをとる
VkO: IC法のみに用いる節点レベルの内部テスト
端子
EkO: IC法のみに用いる技レベルの内部テスト端子
したがって，節点レベルにおける内部テスト端子の
必要十分条件は，第2章の定理1，3を表7および8
によって変換すれば得られる。その結果，つぎの定理
を得る。
定理18 節点レベルにおける内部テスト端子 Vut， 
VLt，および VULtによって a-cyclicSECグラフGが
1-識別可能となるための必要十分条件はそれぞれ次式
が成立することである。
U法:U{U-DCくV>}=EUEd 
vEVut 
L法:しJ{L-DCくV>}=EUEd 
VE三VLt
UL法:U({U・DCくv>}U {L-DCくv>}J=EUEd
VEVUL 
(証明略)
また，定理2，4に対応する uniqueorderingなa-cyclic
SECグラフに対する結果も同様にして得られる。
さらに，表8によってつぎの2つの乙とがわかる。
ReDl.ark 2 UL法における枝レベルと節点レベル
の内部テスト端子をそれぞれ節点レベルおよび枝レベ
ルに変換すると，内部テスト端子の機能がU法および
L法に分かれ，個々のレベルにおける UL法本来の意
味をもたなくなる。ゆえに，乙の変換には上述の意味
で注意を要する。
ReDl.ark 3 unique orderingな a-cyclicSECグ
ラフがUL法の意味で1-識別可能となるための内部テ
スト端子の決定法についてつぎのととがいえる。節点
レベルについては節点の orderingにしたがって内部
テス b端子が決定される*。
しかし，枝レベルにおいては，一般にバイパスの枝
が存在するために節点レベルよりも内部テスト端子決
定の手順が複雑になる。
5.3 節点レベルにおげる絶対内部テスト端子の性
質および内部テスト端子数の上，下限
5.3.1 節点レベルの絶対内部テスト端子の性質，
定理5に対応して，節点レベルの絶対内部テスト端
子の性質はつぎの定理19で与えられる。その前に補題
を与える。
補題8 eEU-DCくvo>であるととと， voE {R-l 
(f(e)) -R-1 (s(e))}は等価である。 (eEL-DCくvo>
であるととと voE{R(s(e)) -R(f(e))} は等価であ
る。)
く証明〉 下方有向カットセットに対しでも同様に行
なえるので以下には，上方有向カットセットに対する
証明だけを行なう。 e巴U-DCくvo>口 f-l(R(vo))-
s-l(R(vo))であり，
f-1 (R(vo))コs-l(R(vo))
であることから，eEf-1 (R(vo))かっ e告s-l(R(vo))
が成立する。ゆえに，voER-l(f(e))かつ Vo庄R-l
(s(e))となって
voE {R-l(f(e)) -R-l(s(e))} 
なる結論を得る。
乙の逆は上記の証明の逆をたどれば明らかである。
(証明終)
定理 19 つぎの 3つの事柄は等価である。
( i) 節点 VoはU(L)法による絶対内部テスト端
子である。ただし，voEVUt(VLりとする。
(ii) dim (R-l(f(e))-R-l(s(e))J=lとなる技e
がf-l(VO)に存在する。 (dim(R(s(e)-R(f(e))J =1 
となる枝eが S-l(VO)存在する。)
(ii) R-l (s(e)).~ s(f-l(f(e))) となる枝 eが
f-l(VO)に存在する。 (R(f(e))~f(s-l(s(e))) と
なる技eがs-l(VO)に存在する。〉
く証明> U法のみについて証明する。(図6参照)
(i)手(ii) 補題8より明らかである。
*:節点レベルのU法においては出力節点を除くすべ
ての節点が， L法においては入力節点を除くすべての
節点が内部テスト端子に定まる。また， UL法の場合
は全節点数が奇数のときは orderingが偶数番目の節
点に，全節点数が偶数のときは orderingが奇数また
は偶数番目の節点が内部テスト端子に定まる。
‘ 、、-同.，
‘・ー-ー..--
."，. 
-' 
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図6 節点レベルのU法における絶対内部テスト端子
の説明図
(ii)→(ii) R-1(f(e))-I?-1(s(e))=vo ならば
vo=f(めであるから
S(f-l(VO)) CR-l (s(e)) 
である。(ii)→(i)は上記の逆をたどれば明らかであ
る。(証明終)
定理 20 節点レベルのUL;法において，絶対内部テ
スト端子は存在しない。
く証明>f(e)の上方有向カットセットを考えれば，
E{V(V1， f(e)) X V(Vl， f(e))}ヨe
となり，s(e)の下方有向カットセットを考えれば，
E {V(s(e)， Vn) X V(s(e)， Vn)} 3e 
となり，枝eをカットセットに含む節点は必ず2個以
上存在するo'したがって，節点レベルのUL法には絶
対内部テスト端子は存在しない。(証明終)
5.3.2 節点レベルにおける内部テス卜端子数の上
限および下限。
枝レベ、ルと節点レベルの内部テスト端子数の上限お
よび下限を付表1に示す。
以上にのべたように，枝レベルと節点レベルの相互
関係の基本は表7および表8であるが，枝レベルによ
って得られた結果を節点レベソレへ変換する方法は各テ
スト法ともに一意的であるが，その逆は一般にそうで
はなし可。本論文で技レベルを中心にした議論を行なっ
たのは主としてとの理由による。
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6. むすび
本論文では，システム内部にテスト用端子を導入し
た故障診断法の基本的な性質を検討するために，シス
テムを a-cyclicSECグラフでモデル化して，グラフ
理論的検討を行なった。
a-cyclic SECグラフ Gでモテツレ化した単一故障を
有するシステムにおいて，可能なるすべてのテスト法
U，L， UL法のそれぞれについて， (i) dummy edge 
なる概念を導入して a-cyclicSECグラフ Gを1-識別
可能にするための内部テスト端子の必要十分条件を明
らかにし， (ii)また，絶対内部テスト端子であるため
の必要十分条件をも明らかにした。(ii)故障表の必要
十分条件および a-cyclic SEC グラフに対応するカ
ットセット関空間の性質を明らかにした。さらに，こ
れらを用いて各テスト法における内部テスト端子数の
下限を与えた。そして，乙れらの事項をもとにした最
少内部テスト端子決定の有効なアルゴリズムを示した。
また，上記の下限を与えるときの内部テスト端子と
節点の閣の到達関係を与える故障表が明らかにされた。
とれらのことは，本故障診断法を最も有効ならしめる
グラフ構造およびその生成法を知るための第一段階と
なり(14}''(16) ，故障診断を考慮した論理回路の設計
に役立つと思われる。最後にp 枝レベル(内部テスト
端子を枝に設定した場合)と節点レベル(内部テスト
端子を節点に設定した場合)の故障診断の相互関係の
詳細を示した。
今後の問題点としてつぎの3つがあげられる。
( i ) 本故障診断法を最も有効ならしめるグラフの
生成法(14)--(16)，
(ii) 本故障診断法における仮定をみたし，かっ，
上述のグラフ構造をもった任意の論理回路を設計でき
るような節点(すなわち，ユニット)の系統的研究.
(ii) UL法のB型故障表の必要十分条件
本論文でのべたグラフ理論的なとらえかたは，乙の
種の故障診断問題のすべての答を与えてくれるもので
はないが，基本的な性質および問題点を的確にとらえ
ることを可能ならしめるものである。したがって， こ
れらから得られた結果をいかした前記(i)の問題の解
決がとくに望まれる。
最後に，本論文lと関し，ど指導いただいた阪大工学
部中西義郎教授にお礼申し上げます。また，有益な討
論をいただいた阪大工学部中野氏，ならびに本学学生
山本君(現在 日立製作所勤務)，北嶋君(現在沖
電気株式会社勤務)に感謝する。
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付録1 FORTRANIVによる最少内部テスト端
子の決定プログラム
入力データの記号の注釈
N : a-cyclic SECグラフGの節点数
METHOD:テスト法，U法→1L法→2ULj法→3
BIAS 1 : dummy edge の枝番号を実在の枝番号
と区別するための数，例においては100と
してある。
A:グラフGの adjacencymatrix 
C 料*宇DETERM1NAT10NOF THE M1N1MUM 1NTERNAL TEST EDGES仲林
1NTEGER A(12， 12)， A1(12， 12)， R(12， 12)， B(20)， C(20)， UDC(50)， DC(50)， COV 
*(20， 50)， NUM(40)， LSUM(50)， AABS (20) ， ABSROW(50)， COVER(20， 50)， ORD(12)， 
事NO(40)，B1AS1， B1AS2 
READ(5， 1000) METHOD， N， B1AS1 
10∞FORMAT (13/13/13) 
DO 1502 M01=1， N 
1502 READ(5，.1500) (A(M01， M02)， M02=1， N) 
1500 FORMAT(2513) 
DO 550 1=1， N 
550 AABS (I) = 1 
WR1TE(6， 1504) 
1504 FORMAT(1H1，////5X，23H 1NPUT ADJACENCY MATR1X) 
CALL MATR1X(A， 12. 12， N， N， AABS， N， AABS， N) 
C ヰ本本本DEC1S10NOF ORDERED ADJACENCY 乱1ATR1X器本*本
DO 868 M01=1， N 
DO 868 M02=1， N 
868 R(M01， M02) =A(M01， M02) 
恥1B1=0
876 MB2=0 
DO 870 MB3=1， N 
乱1COL=0
DO 872 MB4=1， N 
872 MCOL=MCOL+R(MB4， MB3) 
1F(MCOL. EQ. 0) GO TO 874 
870 CONT1NUE 
874 MB1=MB1十1
ORD(MB1) =MB3 
DO 878 MB5=1， N 
878 R(MB5， MB3) =1 
DO 880 MB5=1， N 
156 
880 R(乱t1B3，MB5)=0 
IF(MB1. NE. N) GO TO 876 
C 材料 CHANGINGOF COLUMN AND ROW 料料
DO 882 MB5=1， N 
MB6=ORD(MB5) 
DO 882 MB7=l， N 
882 R(MB7， MB5) =A(MB7， MB6) 
DO 884 MB5=l， N 
乱1:B6=ORD(乱1:B5)
DO 884 MB7=1， N 
884 A1(乱1:B5，MB7)=R(乱1:B6，MB7) 
WRITE(6， 1013) 
1013 FOR乱1:AT(!/ / 5X， 22H * VERTEX ORDERING 本勺
WRITE(6， 5000) (MB5， MB5=1， N) 
50∞FORMA T(5X， 2513) 
WRITE( 6， 500的 (ORD(MB5)，MB5=1， N) 
WRITE(6， 1014) 
1014 FORMAT(! / / 5X， 31H 本本 ORDEREDADJACENCY MATRIX串*)
CALL MATRIX(Al， 12， 12， N， N， AABS， N， AABS， N) 
DO 850 MBl=l， N 
DO 850 MB2=1， N 
850 R(MB1， MB2)=Al(MBl， MB2) 
MB1=N 
852 乱1:B1=乱1:Bl-1
DO 856 MB2=MB1， N 
IF(R(MB1， MB2). EQ. 0) GO TO 856 
DO 857 MB3= MB2， N 
857 R(MBl， MB3) =R(MBl， MB3) + R(MB2， MB3) 
856 CONTINUE 
IF(MB1. NE. 1) GO TO 852 
DO 858 MA1=1， N 
858 R(MA1， MA1)=1 
DO 860 MA1=1， N 
DO 860 MA2=1， N 
IF(R(乱1A1，乱1A2).EQ. 0) GO TO 860 
R(MA1， MA2) =1 
860 CONTINUE 
WRITE(6. 1010) 
1010 FORMATC/ / / 5X， 26H林 REACHABILITYMATRIX林)
CALL乱1:ATRIX(R，12， 12， N. N， AABS， N， AABS， N) 
DO 702 MA1=l， N 
DO 702 MA2=1， N 
702 A(MA1， MA2) =0 
MEDGE=O 
DO 17 MA1=1， N 
DO 17 MA2=1， N 
IF(Al(MAl， MA2). EQ. 0) GO TO 17 
MEDGE=MEDGE十1
A(MAl， MA2) =MEDGE 
17 CONTINUE 
DO 14 MA1=1， N 
DO 14 MA2=1， N 
14 A1(MA1， MA2)=A(MA1， MA2) 
BIAS2=BIAS1 
NN=N-l 
DO 15 MAl=3， NN 
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MA2=MA1 
DO 15 MA3=2， MA2 
IF(R(MA3， MA1). NE. 0) GO TO 15
BIAS1=BIAS1十1
A1(MA3， MA1) =BIAS1 
A1(MA1， MA3) =BIAS1 
15 CONTINUE 
N1 =MEDGE+ BIAS1-BIAS2 
WRITE(6， 1007) 
1007 FORMA(jん1/5X，32H川 MOD1F1ED ADJACENCY MATR1X キキ)
CALL MATRIX(A1， 12， 12， N， N， AABS， N， AABS， N) 
DO 16 MA1=1， N 
DO 16 MA2=1， N1 
16 COV(MA1， MA2)=O 
IF(METHOD. EQ. 2) GO TO 125 
C 本串串本 THEEDGES COVERED BY UDC(EDGE)*本牢*
1=1 
10 J=1 
20 IF(A(1， J). EQ. 0) GO TO 30 
MB1=A(I， J)
K1=1 
K2=0 
60 1F(R(K1， 1). EQ. 0) GO TO 70 
K2=K2十1
B(K2)=K1 
70 K1=K1+1 
IF(K1. LE. N) GO TO 60 
K3=1 
MA1=0 
80 K4=B(K3) 
K5=1 
90 IF(A1(K4， K5). EQ. 0) GO TO 100 
K6=1 
110 IF(K5. EQ. B(K6)) GO TO 100 
K6=K6+1 
IF(K6. LE. K2) GO TO 110 
MA1=MA1十1
UDC(MA1) =A1(K4， K5) 
MB2=A1(K4， K5) 
IF(恥1B2.LE.乱1EDGE)GO TO 105 
MB2=MB2-BIAS2+ MEDGE 
105 COV(MB1， MB2) =COV(MB1， MB2)十1
100 K5=K5+1 
IF (K5. LE. N) GO TO 90 
K3=K3+1 
IF(K3. LE. K2) GO TO 80 
IF(METHOD. EQ. 1) GO TO 30 
C 本車串本 THEEDGES COVERED BY LDC(EDGE) 本本本*
125 乱11=1
M2=0 
120 IF(R(J， M1). EQ. 0) GO TO 130 
乱12=お12+1
C(M2)=Ml 
130 M1=乱11十l
IF (M1. LE. N) GO TO 120 
M3=1 
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MA2=O 
140 M4=C(M3) 
M5=1 
150 IF(A1(M5， M4). EQ. 0) GO TO 160 
M6=1 
170 IF(M5. EQ. C(M6)) GO TO 160 
M6=M6+1 
IF(M6. LE. M2) GO TO 170 
MA2=MA2+1 
DC(MA2)=Al(M5， M4) 
MB2=DC(MA2) 
IF(MB2. LE. MEDGE) GO TO 155 
乱1B2=乱1B2-BIAS2+乱1EDGE
155 COV(MB1， MB2) =COV(MB1， MB2) + 1 
160 M5=M5+1 
IF(M5. LE. N) GO TO 150 
M3=M3十1
IF(M3. LE. M2) GO TO 140 
30 J=J+1 
IF(J. LE. N) GO TO 20 
1=1+1 
IF(I. LE. N) GO TO 10 
WRITE(6， 4004) 
4004 FORMAT(1Hl， ////5X， 22日持本 COVERINGMATRIX事事)
DO 32 MA1=1， N1 
32 ABSROW(MA1)=MA1 
CALL. MATRIX(COV， 20， 50， MEDGE， N1， ABSROW， N1， ABSROW， N1) 
DO 34乱1A1=1，MECGE 
DO 34 MA2=1， N1 
IF(COV(MA1， MA2). EQ. 0) GO TO 34 
COV(MA1， MA2) =1 
34 CONTINUE 
C 林料 PROGRAMOF REDUCED COVERING MATRIX串林事
乱1ABS=0
DO 902 MA1=1，乱1EDGE
MABST=O 
DO 901 MA2=1， MEDGE 
901 MABST=MABST+COV(MA2， MA1) 
IF(MABST. NE. 1) GO TO 904 
MABS=MABS十1
AABS(MA1)=1 
GO TO 902 
904 AABS(MA1) =0 
902 CONTINUE 
IF(MABS. NE. 0) GO TO 950 
JEDGE=乱1EDGE
N2=N1 
DO 910 MA1=1， JEDGE 
910 AABS(MA1)=MA1 
WRITE(6， 2002) 
2002 FORMAT(j / / 32H 本串 THEREIS NO ABSOLUTE EDGE *勺
GO TO 955 
950 DO 906 MA1 = 1， N1 
906 ABSROW(MA1)=0 
DO 908乱1A1=1，乱1EDGE
IF(AABS(MA1). EQ. 0) GO TO 908 
C 
C 
DO 908 MA2=1， N1 
ABSROW(MA2) = ABSROW(MA2)十COV(MA1，MA2) 
908 CONTINUE 
JINDEX=1 
DO 907 MAl=1， N1 
JINDEX=JINDEX串 ABSROW(MA1)
IF(JINDEX. EQ. 0) GO TO 909 
907 JINDEX=1 
GO TO 913 
909 JEDGE=O 
DO 912 MB1=1， MEDGE 
IF(AABS(MB1). NE. 0) GO TO 912 
JEDGE=JEDGE十1
N2=0 
DO 912 MB2=1， N1 
IF(ABSROW(MB2). NE. 0) GO TO 912 
N2=N2+1 
COVER(JEDGE， N2) =COV(MB1， MB2) 
912 CONTINUE 
913 
7000 
7002 
7001 
WRITE(6， 7000) (MB2， MB2=1， MEDGE) 
FOR恥1AT(1H1， / / / 21H串串 ABSOLUTEEDGES *汽/(/2513))
WRITE(6， 7002) (AABS(MA1)， MA1=1， MEDGE) 
FORMAT(/ (/2513)) 
IF(JINDEX. EQ. 0) GO TO 915 
WRITE(6， 7001) 
FORMAT(/ /39H料 COVERINGEND WITH ABSOLUTE EDGES紳)
GO TO 900 
915 MAl=O 
DO 914 MA2=1， MEDGE 
IF(AABS(MA2). NE. 0) GO TO 914 
MAl=MA1+1 
AABS(MA1) = MA2 
914 CONTINUE 
MAl=O 
DO 916 MA2=1， Nl 
IF(ABSROW(MA2). NE. 0) GO TO 916 
MAl=MAl十1
ABSROW(MAl) =MA2 
916 CONTINUE 
7004 
WRITE(6， 7004) 
FORMATC/ / / 32H事事 DECREASEDCOVERING MATRIX者時)
CALL MATRIX(COVER， 20，50， JEDGE， N2， AABS， JEDGE， ABSROW， N2) 
材料 PROGRAMOF MINIMUM EDGES料亭*
GO TO (956， 957， 958)， METHOD 
WRITE(6， 6008) (AABS(K1)， K1=1， JEDGE) 
159 
955 
956 
6008 FORMAT(1H1， / / /45H林 MINIMUMEDGES OF U特 INTERNALTEST EDGES ** //U 
ヰ5X，2513))
957 
6009 
958 
6010 
GO TO 959 
WRITE(6， 6009) (AABS(Kl)， Kl=l， JEDGE) 
FORMAT(1Hl， ///45H ヰキ MINIMUMEDGES OF Lヰ INTERNALTEST EDGES 牢本//(/
*5X， 2513)) 
GO TO 959 
WRITE(6， 6010) (AABS(Kl)， Kl=l， JEDGE) 
FORMAT(1H1， ///46H林 MINIMUMEDGES OF ULホINTERNALTEST EDGES *串//(
ヰ/5X.2513)) 
本本串串 (NKOSU) = (NUMBER OR INTERNAL TEST TERMINALS) *牢*車
160 
C *本*キ NO(l)， NO(2)，……，NO(J)，・
C WHERE *NO(J)* 1S THE J-TH 1NTERNAL TEST EDGE材料
959 1NDEX=O 
IF(METHOD. EQ. 3) GO TO 660 
SHO=ALOG (SHO)j ALOG (2) 
SHE=AINT (SHO) 
1F(SHO-SHE) 652， 652， 654 
652 SHE=SHE-1. 0 
654 NKOSU =SHE 
GO TO 666 
660 SHO=ALOG(N+1)jALOG(2) 
SHE=AINT(SHO) 
1F(SHO-SHE) 662， 662， 664 
662 SHE=SHE-1.0 
664 NKOSU=SHE-1.0 
666 NKOSU=NKOSU-MABS 
1F(NKOSU. LT. 0) NKOSU =0 
600 IF(INDEX. NE. 0) GO TO 900 
NKOSU=NKOSU+1 
NO(l) =0 
JTOP=l 
602 DO 604 NA1=JTOP， NKOSU 
NO(NA1) =NO(NA1) + 1 
IF(NO(NA1). GT. (JEDGE-NKOSU十NA1))GO TO 606 
NA6=NO(NA1) 
NUM(NA6)=1 
IF(NKOSU. EQ. NA1) GO TO 700 
NA2=NA1+1 
604 NO(NA2) =NO(NA1) 
GO TO 700 
606 1F(NA1. EQ. 1) GO TO 600 
JTOP=NA1-1 
GO TO 602 
700 NZERO=O 
DO 608 NZERO=l， JEDGE 
DO 610 NA3=1， NKOSU 
1F(NZERO. EQ. NO(NA3)) GO TO 608 
610 CONTINUE 
608 
C 
801 
NUM(NZERO) =0 
CONT1NUE 
本*本*CACULATION OF LOGICAL SUN 本本本事
DO 802 IA=l， N2 
802 LSUN(IA) =0 
1F(MABS. NE. 0) GO TO 810 
DO 804 NN1 =1， MEDGE 
IF (NUM (NN1). EQ. 0) GO TO 804 
DO 804 NN2=1， N1 
LSUM(NN2) =LSUM(NN2)十COV(NN1，NN2) 
804 CONTINUE 
GO TO 815 
810 DO 814 NN1=1， JEDGE 
IF(NUM(NN1). EQ. 0) GO TO 814 
DO 814 NN2=1， N2 
LSUM(NN2) = LSUM(NN2)十COVER(NN1，NN2) 
814 CONTINUE 
815 LPROD=l 
DO 806 NNl =1， N2 
LPROD=LPRO*DLSUM(NNl) 
IF(LPROD. EQ. 0) GO TO 808 
806 LPROD=l 
INDEX= INDEX + 1 
WRITE(6， 6000) INDEX， (NUM(NN4)， NN4=l， JEDGE) 
6000 FORMATC!/I5， 2513/(5X， 2513)) 
808 JTOP=NKOSU 
GO TO 602 
900 STOP 
END 
C 紳柿 TRANSFORMATIONOF WRITE STATEMENT串*林
SUBROUTINE MATRIX(MATl， N， M， JAl， JA2， MAT2， JCl， MAT3， JC2) 
DIMENSION MATl(N， M) MAT2(JCl)， MAT3(JC2) 
JA3=0 
JA4=JA2 
550 IF(JA4. LE. 25) GO TO 552 
JBl=25申JA3+1
JB3=JA3十1
JB2=25*JA3 
JA4=JA4-25 
WRITE(6， 5600) (MAT3(JA5j， JA5=JBl， JB2) 
DO 554 JA5=1， JAl 
554 WRITE(6， 5500) MAT2(JA5)， (MATl(JA5， JA6)， JA6=JBl， JB2) 
GO TO 550 
552 IF(JA3. EQ. 0) GO TO 558 
JB2=JB2+1 
WRITE(6，5600) (MAT3(JA5)， JA5=JB2， JA2) 
DO 556 JA5=1， JAl 
556 WRITE(6， 5500) MAT2(JA5)， (MATl(JA5， JA6)， JA6=JB2， JA2) 
RETURN 
558 WRITE(6，5600) (MAT3(JA5)， JA5=1， JA2) 
DO 560 JA5=1， JAl 
560 WRITE(6， 5500) MAT2(JA5)， (MATl(JA5， JA6)， JA6=1， JA2) 
RETURN 
5500 FORMAT(I5， 2513) 
5600 FORMATC! /5X， 2513) 
END 
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料 ORDEREDADJACENCY MATRIX林
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処理データの例
付図uと示す a-cyc1icSECグラフを UL法によっ
て1-識別可能にするための最少内部テスト端子を求め
た結果は以下のごとくである。
持#
|、、
↓ 1 
1 1 
2 0 
3 0 
4 0 
5 0 
6 0 
7 0 
8 0 
9 0 
10 0 
11 0 
12 0 
例題のための a-cyclicSECグラフ付図1
INPUT ADJACENCY MATRIX 
*本MODIFIEDADJACENCY MATRIX*キ
桝
i、
↓ 1 2 3 4 5 6 7 8 9 10 11 12 
1012030000000 
2 0 0 11 4 102 5 0 0 19 0 0 0 
3 0 101 0 6 103 105 107 0 7 0 0 0 
4 0 0 0 0 104 106 108 8 110 9 116 0 
5 0 102 103 104 0 10 0 0 11 0 0 0 
6 0 0 15106 0 0 12 0111 13 0 0 
7 0 0107108 0 0 0 14112114 15 0 
8 0 0 0 0 0 0 0 0113115117 16 
9 0 109 0 110 0 111 112 113 0 17 18 0 
10 0 0 0 0 0 0 114 115 0 0 118 19 
11 0 0 0 116 0 0 0 117 0 118 0 20 
u 0 0 0 0 0 0 0 0 0 0 0 0 
?
??????
?? ?????? ???
? ?
???????????
。???????????
??
??
?????????????????? ???
????????????
???? ? ????
??????????
?
??
、???
??
料 VERTEXORDERING*本
10 11 12 
11 12 8 
9 
10 
8 
4 
7 
7 
6 
6 
?? ?4 
3 
3 
5 
2 
2 
榊→1
排→1
101....18は dummyedgeの番号である。
静:入力時の節点番号
柑:orderingされた節点番号
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**COVERING MATRIX*本
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?????? ???
??????????
?????? ???
? ?
? ?
???
? ?
???
? ?
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???
? ? ? ?
? ??? ???? ????????
? ?
? ? ?
??
?
????
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?
? ? ? ? ? ? ? ? ? ? ?
? ????ヮ?
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**THERE IS NO ABSOLUTE EDGE串本
????????
??
???
??
?????
??
??????
料 MINIMUMEDGES OF UL本INTERNALTEST EDGES林
Eの枝番号、
最少内部テスト端子、 1 2 345 6 7 8 
集合の組番号 1 000 1 000 0 
200 0 0 0 0 0 1 
300 0 0 0 0 0 1 
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レベル
U主.L:去?
? ?
????
? ?
jレ
U悲.L主
ぺレ枝
UL去
???????
Nsn-1 
@INと[lOQ2同
nsO+1l・2仲i
Nsn-2 
a勺N+1:5:lI't. J +N-1 
N:sn-1 
N注目ogJn+1)寸]INと[[092刊
n三{2(1 +0 ，2伶~11
+ (i-1)ぬ…
n孟0+1)・2N-i
Nsn-1 
tN・i)個
(N-i)個
?
??????????????
?
? 内静テスト蛾号、tm相互関係内齢テストB晶子IE!の相主関偽
枝レベルおよび節点レベルの内部テスト端子数の上限および下限 式側および式側においてi=l
とすると，それぞれ枝レベルの一般下限式式側および節点レベルの一般下限式式側になる。
(注)付表1の式仰は nζ{2(i+1)2N吋 -1}十(i-1)i/2+N が正しいととを付記する。
付表1
.....凶
...(23) 
-・側
jチk，j=i+1， i+2，…・・，N
k=1，2，・…・，N
V(s(elt)， V心手V(s(e2t)，Vn)宇・ . 
…・手V(s(向t)，Vn) 
V(s(ei)， Vn)章V(s(ekt，V叫〉
jヲf:k，j=i+l， i+2，.…・ ，N
k=1，2，……，N ……凶
なる関係がある。そとで，式凶， (22)，間，凶を考慮し
て最大の相異なる行数をもった故障表を書くと付表2
のようになる。
したがって，行の数は2({i+1)2N-i_1} + (i-1)・i/2
となる。ゆえに，
nζ{2(i+1)2N-i-1} +(i-1)・I/2
が得られる。
また，付表1の枝レベルのU(L)法の場合は付表2
の故障表のU(L)法のところのみに注目すれば，相異
なる最大行数は (i十1)2N-iとなる。したがって，U
(L)法に対して次式が得られる，
n三二(i+1)2N-i.
..(25) 
付録2
枝レベノレおよび節点レベルにおける内部テスト端子
数の上限および下限を各テスト法について表にしたも
のを付表 11<:示す。付表1には内部テスト端子の聞に
特別の到達可能関係を与えたときの各テスト法に対す
る内部テスト端子数の下限をも示しである。いま，式
聞においてi=lとすれば，定理15の関係式を得る ζと
に注意されたい。
また，式仰において i=lとすれば，節点レベルの
UL法における下限を与える式を得る。
付図2には，枝レベ、ルの UL法の内部テスト端子数
Nと節点数nの関係が示されており，点線は式仰の関
係を示すものである。
付表1の式闘の説明
内部テスト端子に付表1に示されるような関係をも
たせると，まず，枝レベルのUL法のとき，
V(Vl， f(elt))手V(Vl，f(e2t))手……
……手V(Vl.f(ett)) 
V(Vl， f(el))章V(Vl，f(ekt)) 
..(21) 
(i + 1)2N-i 
(i + 1)2N-i 
i(i-l】/2
2N-i 
2N-i 
2N-i 
2N-i 
2N-i 
1 
2 
3 
t.....t .......t......t.....1 ....t _t. _t "，t J"¥.t "，t e'J， ei， e3， . . . e'j e;+J， ei+2， .. eN ei， e2， e3' • • • e'j e;+h ej'+2'・・ eN
111・・・ 1 000・・・ 0 000・・・ 0 000・・・・・0
100・a・O
010・・・ 0
110・e・ 0
001・・・ 0
111・・・ 1 111・・・ 1 000・・・ 0 000・・・ 0
011・・・ 1 000・・・ 0 000・・・ 0 000・・・ 0
100・・・・・0
010・・・ 0
110・・・ 0
001・・・ 0. 
011・・・ 1 111・e・ 1 000・・・ 0 000・・・ 0
001・・・ 1 000・・・ 0 000・・・ 0 000・・・ 0
001・・・・・ 1 111・・・ 0 000・・・ 0 000・・・・・ 0
000・・・ 0 000・・・ 0 000・・・ 0 000・・・・・ 0
000・・・ 0 111・・・ 1 000・・・ 0 000・・・ 0
000・・・ 0 000・・・ 0 111・・・・・ 1 000・・・ 0
100・・・・・0
010・・・・・0
110・・・ 0
000・・・ 0 o 0 0.....0 111・・・・・ 1 111 ・・・ 1
000・・・ 0 000・・・ 0 111・ 10 000・・・ 0
100・・・ 0
010・・・ 0
110・・・ 0
000・・・・・ 0 000・・・ 0 111・ 10 111・・・ 1
111・100000・・・ 0
111・100 111・・・ 1
000・・・ 0 000・・・ 0 000・・・ 0 000・・・0
000・・・・・ 0 000・・・ 0 000・・・ 0 111・・・ 1
011・・・・・ 1 000・・・0 100・・・ 0 000・・・ 0
001・・・・・ 1 000・・・ 0 100・・・ 0 000・・・・・0
110・・・ 0 000・・・ 0
000 1...1 000・・・ O 100・・・ 0 000・・・ 0
110・・ .0
1 1 1 0・ O 000・・・ 0
000・ o1 000・・・ 0 100・・・ 0 000・・・・・ 0
100・・・・・0
1 1 1 0・ 0
o 0 0...0 1 o 0 0 ..... 0 111・ 10 o 0 0 ..... 0 
U法部分
(Ai，O) 
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この行ベクトルは
L法と重なる
L法部分
O，A2) 
この行ベクトルは
U法と重なる
B1， B2) 
付表2 付表11と示すように内部テスト端子の一部に到達関係を許したときの故障表
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式⑮に品
人
上限:N~n-l 
????
『
で、下限 :Nさ[lOg2(η叶
との範囲で¥i1・誼事J可能に~IJ 脅fël:L)0 
5 10 50 100 500 1000 2000 :n 
付図2 UL法における内部テスト端子数Nと節点数nの関係
