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1.はじめに
近年、ニューラルネッ トワーク(NN)が多くの
分野で利用されていることは衆知のことであり、
制御関係問～〔31においても例外でない。NNに
よる学習の最も魅力的なことの一つは、NNが非
線形関数を任意の精度で近似できることである。
従って、非線形性を考慮 した制御システムの同定
と解析に関して多くの研究が行われている。 しか
し、その学習には時間が多くかかることから、適
応制御・のようなオンラインでの実行には、かなり
無理があるように思われる。現在までの多くの方
法は、学習を行い、その結果を(適応)許1御に利用
する考え方であるが、見方を変えれば、適応制御
は元々学習を行っていると考えられる。すなわち、
パラメータIfF定は一種の学習であり、その学習結
果を適応的に制御に用いているのが適応制御であ
ると解釈できる。ただ、そのパラメータ推定が、
パラメータに関して線形なシステムに限定されて
いるのが現状である。従って、NNを利用 して非
線形耳t定をおこなえば、非線形系の適応制御とな
るはずである。問題は、オンラインでの実行に耐
えうるだけの高速な学習アルゴリズム(プF線形適
応アルゴリズム)を開発することである。
本論では、適応制御の一つの形式を非線形系に
拡張した形に、新しく提案しているEBP学習ア
ルゴリズム[4〕を応用した結果を報告す。まづ第
2章でEBP学習アルゴリズムを述べのべ、この
方法を非線形関数の一つである正弦関数の学習に
応用した結果を第3章で記す。第4章では、正弦
関数を非線形項としてもつ非線形系の適応制御に
NNを利用し、提案するアルゴリズムを応用した
結果を述べる。この問題で最も難しい点は、どの
ようなNNの構成にするかである。本論でも、2
つの構成法を提案しているが、NNを制御に応用
した研究はすでに数多く発表されており、どの形
式が最も一般的かは今後の検討課題である。
2.EBP学習アルゴリズム
入力をb上、出力をckとする3層ニューラルネ
ットワークを次式で表す。
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Ck=f(Zk), Z帝=Wゝ―IT a卜.
ak=f(yk), yk=Vk―lTbk
ここでは代表的な非線形関数の一つである正弦
関数を提案するアルゴジズムを用いて学習させ
る。すなはち、教師信号として
y,=0.9si■(Xぃ)                (4)
を考える。学習データとしての入力x"は、以下
の二通 りを行った。
[方法 11 閉区間[0, 2π]を等間隔にT-1分
割 したT点、すなわち、
2冗 iXl=T-1          (5)
とする。このときの学習誤差を
E=井目(yl―yl)2   0
とし、学習の終了条件をE<0,001とする。また、
汎化能力の評価としてのテス ト誤差を
1  99  ^Et=坂汀島 (yt一y12    (D
とする。Et<0,0015のとき充分に汎化できてい
るとする。
[方法 2〕 閉区関〔0, 2π]の値をとる疑似乱数
とする方法。このときのテス ト誤差は()式のEt
とし、終了条件をEt<0.Oo15とする。
用いるNNは1入力1出力の3層NNとし、中
間層ユニット数を25とした。出力層の非線形関
数 fは線形とし、中間層の各 fは双曲線関数
虫り=      o
とする。このときのシミュレーション結果は以下
のとおりである。まづ方法 1によりM=3で学習
点数Tにたいするテス ト誤差の結果を Table lに
示す。この結果から、汎化能力の向上のためには
学習点数を増すことが必要である。木例ではT=
8以上あれば充分である。 しかし、Tをさらに増
や しても、学習誤差、テス ト誤差ともに単調減少
となっていない。ただしこのことは、学習終了時
点での結果であり、学習終了条件をさらに激 しく
すれば、単調減少の範囲は広がっていく。学習回
数にかんしてもT=6までは大きく増加 し、その
後急速に減少するが、やはり単調減少となってい
(la)
(lb)
ここに添え字kは時刻を表す。また、ベク トル、
行列のサイズは適切とする。このとき d贅をもkに
対する教師信号(目標信号)として以下のような学
習アルゴリズム[4〕が提案 されている。
[学習アルゴリズム]
1)酒Ak=w卜I(WトーlT Wi-1)~i(:~!(dk)
―wttlTAk)T(2a)
2)ANk'=Ar+ZAk         (2b)
3)AN=ゝH*ANr'         (2c)
4)2Vk_1=B卜(Bkt B贅)1(f~'(ANk)
一VI_]TB長)T(2d)
5)Vk=Vk l+塑Vk l       (2e)
6)酒wk_1=Ak(A NkTA Nk)1(fコ(dk)
―wk lTAょ)T(2o
7)w残=w卜:+∠Wk_】        (28)
ただ し、 このアル ゴ リズムは(1)式のデー タを
M組一括 した場合であ り、
Ak=(ak,aキl,Ⅲ….,ak_Mキ1)     (3a)
Bk=(b贅,bk l,…… ,bk_Mキ1)      (3b)
dk=(dr,d‐_1,_..,d世一M千1)        (3c)
である。(2c)式のHは、関数 fの値域 を越 えた分
をカッ トす る操作を表す。
このアルゴリズムを論理関数の学習に用いる
と、文献[5〕にみられるように良好な結果を得て
いる。また別の特徴としては、NNをaを入力と
する(la)式の2層NNとすれば、アルゴリズムは
(2o式のみとなり、さらにユニットを線形、すな
わち 〔=1とすれば、(2つ式は文献i5〕,[6〕で与えら
れ て い る TLSM適応 ア ル ゴ リズ ム と 一 致 す る。
すなわち、提案する学習アルゴリズムは、従来の
適応アルゴリズムの非線形系への自然な拡張であ
り、学習アルゴリズムは、その用い方によっては
適応アルゴリズムと見なすことができる。そこで
本論では、このアルゴリズムを非線形系の適応制
御に応用した結果を以下に記す。
3.非線形関数の学習
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Tablc l Silnulation resuit of illcdlodl、vidl M=3 Table 2 Siinulation ttsult of lllediod l Ⅵrit l T=11
M 学習回数 学習誤差 テス ト誤差
1 110) (0.572)(0.494)
2 110) (0.357)(0,388)
3 1」_0 0,0002o.0003
4 (110)(1.374)(1.497)
5 110 0.0010.0011
している。次に、Mにたいする変化を Table 2に
示す。表中括弧付きは収束しなかった場合であり、
学習回数 HOのときの値を参考に記している。こ
のときのグラフをFiB 2に示す。
1
ないことは興味深い。Mの値にたいする最適なT
の値が存在すると思われる。この中で最小の学習
回数であるT=11の場合の学習が収束する様子
を Fig lに示す。繰り返しの初期のうちは図中左
0。9
0.6
O`
T 学習回数 学習誤差 テス ト誤差
4 3910.00100093
5 153180.00100069
6 815090001000018
7 17500.0010,0015
8 1008000090,0011
9 4410.00080.0009
10 1600.000500004
1100,000200003
12 1560.00090.0010
2340.0010.0010
14 3220.00050,0532
4.71 6.28
1.57     3.14     4.71~~    inpuitrad,〕
Outplits of hJN、vit  T=1l andヽ1=1,2,3
3.14
inputtrad.〕
Fig.2 2 0utputs of blN lllidl T=1l and M=4,5
Tabic 3 Sil■u13tiOn rcsu1l of inctllod 2
M 3 4 5 6 7
N 14634146 77 6 6
Eι 0,147013300750.0040.002
｝?
?
?っ
?
-1
o    l.57  inp311と
d.〕
Figl.1 011lputs of NN witil M=3 and T=H(No l)
1.
O.
0.6
刊.57     3.14     4.71
input trad.〕
Fig l.2 011lputs of NN witll M=3 alld T=110W02)
側から収束 しているのは、学習点に起因している。
すなわち、学習する3点では教師信号とほぼ一致
り入力点を選択する方法2の結
3は各Mにたいする学習結果で
ともに回数、誤差ともに急激に
O
?。
?。
?。
?．
〕?
?
｝?
?
次に、 舌し数 |こよ
果を記す。Tおlc
あり、Mの増加と
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減少している。M=3を除けば、方法1よりも良
好であるといえる。M=5のときの出力を Fig。3
1こテ漁〕~。
y氏十二=θTVk
ただ し、
θT=(pl,p2,ri,■っ,f(y,u))
V kT=(―yk,一y貨-1,uk,uk_1, 1)
(12)
(13a)
(13b)
｝?
?
??
?
-1.乳 1.57     3,14     4.71      6.28
input trad〕
Fiと301】tplit or NN with M=5 Q?ed10d 2)
4.適応制御
ここでは簡単のため、次の2次系を考える。よ
リー般化が可能であることは当然である。
y貰Ⅲl=-1)lyk―p2y★_i
+rtuk+r2uゝi+f(y,u) (9)
ここに y上は出力、u生は入力であり、最後の非
線形項の変数の添え字は省略する。また、希望出
力をyJ、|+1とする。この希望出力は
yd贅キi=~lD a】yJ象― pa2ydゝl
+r di udk+r d2 u dk-1(lo)
なる規範モデルの出力としてもよい。このとき、
制御入力ukは、システムの出力yk+Iが希望出力
yd贅キiと~致するように、
uk=ri~・(yむ、上+1+ptyk+p2y卜I
― r2uk l―f(y,u))(11)
とすればよい。ただし、 ri≠oを仮定する。
ここで、パラメータ(pl,p2,ri,r2)と非線
形関数 f(y,u)が未知の場合、これ らをそれぞれ
推定値で置き換えることにより、システム(9)式
の同定器をNNで構成することになるが、その方
法として以下の2つを考える。
4.1方法 1
システム(9)式を次のように表現する。
とする。この(7)式に対する同定器を
,k+1‐θ常Tv牧          (14)
とし、これをNNlと呼ぶことにする。すなわち、
θk=(θ!r,θ熟,03k,04貨,θ5k)  (15)
であり、 θ lk～θ4kはpl,p2,ri,■2の推定値で
ある。θ5kは非線形関数 f(y,u)の推定値であり、
以下に示すNN2の出力 c卜である。もしciが定
数であれば、すでに知られている任意の適応アル
ゴリズムを用いることができる。 しか し、 c贅は
非線形関数 f(y,u)の推定値であり、定数でない
ので、NNlの推定(学習)としては、提案 してい
る学習アルゴリズムをM=1として用いることに
する。このとき、NNlに対する教師信号は yむ
贅キiである。一般に、このような推定では、Mの
値が大きいほうが安定した推定値が得られる。従
って、サンプリング時間や応答の速さにもよるが、
M=2, 3,・・ として、局所的にckを定数と
近似するのも一つの方法と思われる。
次に、NNとで更新 した θ sk+1をdkとし、こ
の d長を仮の教師信号として、dkの推定値を与え
るのが(1)式であり、これをNN2と呼ぶことに
する。すなわち、NN2は非線形関数 f(y,u)の
同定器の役割を果たすことになる。いま仮に、パ
ラメータ(pl,p2,■1 ■2)の値が既知であれば、
d資はNN2に対する真の教師信号となるが、 dト
が推定値であるので、真の教師信号 yd、ゝ+1から
眺めると、NNlとNN2とを合わせた4層のN
Nであるとも解釈できる。以上をまとめると次の
アルゴリズム1となる。
[アルゴリズム 1]
1)θ5k=Ckとした(12)式から、θkの修正を行 う。
その結果を O Nkと記す。
2)θN上の第5成分をθ sNk=d卜とする。
3)dとを仮の教師信号として、NN(1)式の学習を
行い、その出力をcI十iとする。
4)c嶺+:をθ 卜+この 第 5成 分 、 1～ 4ま で は O NI
―O.3
-O.6
-0,
一一sin
―・output
0 1oarning dala
?
‐
システム(9)式を、次のよ うに表現す る。
yk+1=OTvゝ
ただ し、
OT=(1):,p2,■1,r2,1)
V kT=(V Ik,V21,V3k,V4k,V Sk)
'上
+:=θ ttT v k
とする。ただし、
θl=(θ lk,θっ長,θ3k,94k,1)
とする。従って、
VI崇=一yk,v2k=一y贅_1,v3H=uk,
V4k=u"1,v5?=f(y,u),     (18)
と対応している。ここで以下のようにNNを構成
する。最初に出力層を
と同じとする。
5)θk+lを用いて、制御(11)式、および同定出力(14)
式を再kめる。
4.2方法2
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(16)
(17a)
(17b)
(19)
(20)
らθ‖子1=0,士*g,N貨0=1,2,3,4)とする。
3)v5Nk=d佐とし、これを(1)式に対する仮の教
師信号として、学習アルゴリズムを実行する。
4)その出力ckをθ3ユ+:として制御(11)式、およ
び 同定出力(19)式を求める。
(注意)M=1のときはこれでよいが、Mが2以上
のときはv Nkが行列で与えられ θ‖+1がM通り与
えられる。このときにはそれらの平均値をθ,日i
とする。
以上2つのアルゴリズムの違いは、2以上のM
に対して顕著である。アルゴリズム1ではNN2
の仮の教師信号を定数と近似するのに対して、ア
ルゴリズム2では、線形部のパラメータを平均化
している。
4.シミュレーション結果
数値例として
pl=-1.6,p2=0,6,■1 29,r2=0,
f(y,u)=0.29Ksin(y上-1)          (23)
を用いている。非線形関数の Kは非線形の強さ
を可変にするために導入している。このときシス
テム(9)式の平衡点は0とπであり、K=1のと
きの平衡点近傍での線形近似式の極zは
z=0.8±0.5j(y=0)
z=■37,0.23 (y=冗)      (24)
である。従って、これは実際のシステムを対象と
したモデルではないが、倒立振子の主要な特徴を
備えている。
次に(1)式の構成が重要となる。非線形関数が
まったく未知の場合には、NNの入力 bとしては、
システムの入手可能な入出力変数を多く用いるこ
とが必要となる。同時に、中間層ユニットaの個
数も影響を与える。Fig.4は、M=1,K=1と
し、bをyk-1の1入力、aの個数を10としてい
る。また、(la)式のユニッ トは線形、(lb)式には
双曲線関数をもちいている。重みパラメータの初
期値は、NNlの線形部は真値 *0.1とし、NN
2は乱数を用いている。また、希望出力は
TO,8,p d2=0.15,
03125, rJヮ=00375
である。次の層を2つに分けて考える。
Vl贅=~gik y上,V夕k=一g2kyk_1,
V3k=g3kui, V4士=g4ru貨―t,   (21)
g‖=19=1,2,3,4)
および
V5k=C豪 (22)
とし、(22)式の c慎以下は(1)式とする。結局、全
体としては4層のNNとなり、アルゴリズムを以
下のようにする。
[アルゴリズム2]
1)出力誤差から次の層への仮の教師信号を決定
する。 これは(2a)式に相当する。言い換えれ
ば、(19)式に対 して、 θkでなくvンの修正を
行 う。その結果をv wkと記す。
2)(21)式よりg,w k ti=1,2,3,4)が求まり、これか (25)
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とした(10)式であり、udはoとπの矩形関数 と
したもその結果、出力応答はかなりうまくいって
いるようにみえるが、これは線形部の補償による
ものが大である。実際、非線形部を無視した適応
制御でも同程度の出力応答が得 られ、K=2,
3,,,とすると、応答はどちらの場合も同様に
悪化する。この理由の一つとして、フィー ドバッ
ク補償が うまくいくことにより出力応答はほとん
どが日標値0, 冗の近傍に集中してお り、非線形
関数の学習としてのデータが偏っていることも理
由の一つと考えられる。方法2の結果は類似であ
るので省略する。
5。 まとめ
本論では、EBP学習アルゴリズムによる非線
形関数の学習とその非線形系の適応制御の一つの
試みを示した。正弦関数の学習は成功 しているが、
初期値にたいする問題は残っている。一方、非線
形系の適応制御にたいしては、期待 しただけの結
果は得られなかった。その最も大きな理由は、N
Nを用いた制御系の構成にあると思われる。線形
部のパラメータも同時に推定しているので、非線
形部に対する教師信号が近似的なものとなり、学
習がうまく行われないものと推定される。第2の
理由としては、学習アル ゴリズムとして逐次修正
法を用いていることである。文献[41からも明 ら
かなように、一括処理法のほうがすぐれているが、
その適応制御に適 した形式については現在検討中
である。 3番目として、(9)式の表現に問題があ
るのかもしれない。非線形部が線形部を含むかど
醤´建
■
うかで、(9)式の表現に一意性がない。たとえば、
Sin(y)はyを線形部として含んでいる。今後は、
これらの点を考慮して、改善していきたい。
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