Abstract-There is a growing need to estimate the absorbed dose to small animals from preclinical investigations involving diagnostic and therapeutic radiopharmaceuticals. This paper introduces a Monte Carlo-based dosimetry platform called RAPID, which is capable of calculating murine-specific three-dimensional (3D) dose distributions. A comparison is performed between absorbed doses calculated with RAPID and absorbed doses calculated in a commonly used reference mouse phantom called MOBY. Four test mice containing different xenografts underwent serial PET/ CT imaging using a novel diagnostic therapy (theranostic) agent NM404, which can be labeled with 124 I for imaging or 131 I for therapy. Using the PET/CT data, 3D dose distributions from 131 I-NM404 were calculated in the mice using RAPID. Mean organ doses in these four test mice were compared to mean organ doses derived by using two previously published 131 I S-values datasets in MOBY. In addition, mean tumor doses calculated in RAPID were compared to mean organ doses derived from unit density spheres. Large differences were identified between mean organ doses calculated in the test mice using RAPID and those derived in the MOBY phantom. Mean absorbed dose percent errors in organs ranged between 0.3% and 333%. Overall, mass scaling improved agreement between MOBY phantom calculations and RAPID, where percent errors were all less than 26%, with the exception of the lung in which percent errors reached values of 48%. Percent errors in mean tumor doses in the test mice and unit density spheres were less pronounced but still ranged between 8% and 23%. This work demonstrates the limitations of using precomputed S-values in computational phantoms to predict organ doses in small animals from theranostic procedures. RAPID can generate accurate 3D dose distributions in small animals and in turn offer much greater insight on the ability of a given theranostic agent to image and treat diseases. Health Phys. 114(4): 450-459; 2018 
INTRODUCTION
PRECLINICAL POSITRON emission tomography (PET) enables the non-invasive characterization of biological processes in mice (e.g., metabolism, perfusion, and protein expression). It helps aid in drug discovery and development by providing useful information about the biodistribution, pharmacokinetics and pharmacodynamics (PKPD), and efficacy of new drugs. Typical preclinical PET studies require relatively large amounts of radioactivity to achieve a desired level of sensitivity and specificity. As a result, absorbed doses in mice can be quite large, resulting in unintended effects such as change in gene expression, alteration of tumor characteristics and increased toxicity. Furthermore, the use of PET to characterize the biodistribution and dosimetry of novel diagnostic therapy (theranostic) agents is rapidly growing in the preclinical setting, which has increased the need to estimate absorbed doses to mice during these studies.
A variety of investigators have attempted to estimate absorbed doses to mice from radioactive agents by coupling reference mouse phantoms with Monte Carlo simulations. Initially, stylized phantoms of mice containing organs with simplified geometries were used to perform Monte Carlo dose calculations (Hui et al. 1994; Flynn et al. 2001; Hindorf et al. 2004) . It was eventually realized that voxel phantoms developed using high-resolution imaging information were much more anatomically realistic compared to stylized models. Voxel phantoms have been produced from CT (Stabin et al. 2006) , MRI (Kolbert et al. 2003) , and digital photographs of frozen cadaver slices (Bitar et al. 2007a and b) . Significant dosimetric differences between using stylized and voxel phantoms in Monte Carlo simulations have been documented (Bitar et al. 2007a and b) . However, one of the biggest drawbacks associated with these different phantoms is that they still represent a single reference animal and fail to account for variation in shape, size, density, and location of organs between mice.
Alternatively, a digital mouse phantom called MOBY was developed by Segars et al. (2004) using non-uniform rational b-spline (NURBS) surfaces to define organ boundaries. Several groups have used the MOBY phantom to estimate absorbed doses to organs from radioactive agents (Larsson et al. 2007 (Larsson et al. , 2011 Taschereau and Chatziioannou 2007; Keenan et al. 2010; Xie and Zaidi 2013; Kostou et al. 2016) . The NURBS method offers the ability to alter organ surfaces using affine or other transformation methods, which, in theory, could be applied to conform the MOBY phantom to better match the specific mice under investigation. However, this process is laborious and requires familiarity with modeling tools that are generally not easily accessible to most users. Furthermore, Mauxion et al. (2013) showed that a comparison between two similar digital mouse phantoms generated from the same software led to very different dose distributions in some organs, demonstrating limitations of using digital mouse phantoms for performing Monte Carlo-based dosimetry for radioactive agents.
CT scans, which accompany most preclinical PET scans, provide an anatomical reference for the imaging agent in vivo and improve the accuracy of PET scans through attenuation and scatter correction methods. Since the voxel-based representation of a mouse anatomy and biodistribution of an imaging agent are acquired during a PET/CT scan, it seems logical to use this murine-specific information for dosimetry calculations instead of relying on reference phantoms that may not accurately reflect the anatomy of the mouse being imaged. This work presents a Monte Carlo-based platform for murine-specific dosimetry called RAPID (Radionuclide Assessment Platform for Internal Dosimtery) (Besemer and Bednarz 2014; Besemer et al. 2015) . A comparison between mean organ and tumor doses calculated using RAPID and those calculated using look-up tables produced in two standard mouse phantoms is provided. For all animals under consideration, organ and tumor doses were estimated following the delivery of the theranostic agent NM404. NM404 is an intravenously (IV) administered phospholipid ether analog that has shown universal tumor targeting properties in over 60 in vivo cancer and cancer stem cell models. NM404 can be labeled with 124 I for imaging or 131 I for therapy, making it a powerful theranostic agent. Moreover, the imaging and therapy agents are chemically identical and administered at the same mass dose, this assuring the same in vivo biodistribution characteristics between the two molecules. This agent has been or is currently being evaluated clinically in multiple imaging and therapy trials (Grudzinski et al. 2014; Weichert et al. 2014; Lubner et al. 2015; Morris et al. 2015) . This work highlights the advantages and disadvantages of performing murine-specific dosimetry when PET/CT imaging data is available.
MATERIALS AND METHODS

Xenograft tumor models
Four 6-to 8-week-old male laboratory mice of the strain NOD. 
PET/CT image acquisition
PET/CT imaging was performed using the Inveon microPET/CT (Siemens, Nashville, TN, USA). Each of the four mice were administered 8.4-10.1 MBq 124 I-NM404 by tail vein injection. During scanning, mice were anesthetized with 2% isoflurane. Each PET scan was terminated after 40 million counts were collected and followed by a CT scan without removing the animals from the scanner. The counts were binned in 3D histograms, and the resulting images were reconstructed using ordered-subset expectation maximization (OSEM) followed by maximum a posteriori (MAP) algorithm. Important information about the mice and imaging time points is shown in Table 1 .
Dosimetry workflow
Following acquisition, PET/CT data at each time point was co-registered and then resampled to match the CT voxel resolution. A CT mask was created at each time point to remove background activity that persists outside of the mouse volume. The image pre-processing and ROI contouring were performed using the AMIRA software (AMIRA, I-NM404 were estimated using the pre-treatment PET images of 124 I-NM404. Therefore, the radioactivity concentration of the imaging/ tracer radionuclide was converted to that of the therapeutic radionuclide at each time point by accounting for the difference in physical decay rates. The tumor and normal tissue ROIs were contoured manually based on both anatomical and functional images.
All simulations in this work were performed using the MC code Geant4 version 9.630 (Agostinelli 2003) . Geant4 is a versatile object-oriented simulation toolkit that allows for the modeling of complex geometries, radiation sources, and detectors. Geant4 has been benchmarked for a variety of different medical physics applications (Faddegon et al. 2009; Bednarz et al. 2010; Titt et al. 2012; Besemer et al. 2013; Yang and Bednarz 2013; Yang et al. 2016) . The CT and PET images were used in the MC simulation to define the geometry and source distribution, respectively. The CT images were also used to define the material composition and mass density of the simulation geometry. Mouse tissue compositions were defined by segmenting the entire range of units (HUs) into 27 materials based on tissue compositions defined by Schneider et al. (2000) . Each HU was given a unique mass density according to the CT scanner-specific calibration. The PET images were used to define the source distribution of 131 I activity in the mice. The decay is simulated using the G4RadioactiveDecay module (Hauf et al. 2013) , which allows the simulation of the decay of more than 2,000 radioactive nuclei using the decay information from the ENSDF database (Bhat 1992) . The decay point is sampled uniformly throughout each voxel.
Absorbed dose rates in each voxel were calculated for each time point. A total of 4,000 131 I decays were simulated per voxel. Enough decays were simulated so that the relative error in each voxel was less than 1%. Simulations were performed on a 16-node cluster (64 Intel® XeonTM 2.8 GHz processors). The cluster has been uniquely constructed to perform direct or parallel Monte Carlo simulations. Following the simulations, each ROI volume segmented in the CT was co-registered to a corresponding ROI volume at a reference time point using normalized mutual informationbased affine co-registration. Each respective CT transformation matrix was then applied to each corresponding dose-rate volume. A time-integral was performed on the co-registered dose rate distributions to calculate total absorbed doses in each voxel using Matlab (Mathworks, Natick, MA, USA).
Reference phantom data
Murine-specific organ doses were compared to reference data calculated in the MOBY phantom. Reference phantom data in the form of S-values were taken from Keenan et al. (2010) and Koustou et al. (2016) for a 25-g and 28-g MOBY mouse reference phantom, respectively. Both groups calculated S-values in the MOBY for 131 I using the Monte Carlo code Geant4. The S-value is defined as the product of the emitted energy per disintegration and the absorbed fraction for a given combination of source and target regions and type of radiation emitted, divided by the mass of the target organ. The S-values for the MOBY phantoms and several source/target organs used in this study are provided in Table 2 .
Two different methods were used to derive absorbed doses to organs in the MOBY phantom reflecting the availability of S-values provided in the literature. In Method 1, organ-specific S-values were used to calculate the selfabsorbed dose to each organ, which is typically designated S(target ← target). Of course, this method neglects any dose contribution to the organ from the rest of the body or "cross-fire." Method 2 sums the contributions of all the source organs listed in Table 2 (including the target organ) to determine the mean organ doses. Therefore, both S(target ← target) and S(target ← source) were used. Tabulated S-values were multiplied by the cumulative activities in representative organs in both methods.
Furthermore, it is often customary when performing human patient dosimetry calculations to scale S-values calculated on a reference model in order to account for differences in tissue masses between the model and the patient. For this work, the authors used a similar scaling approach for each individual mouse organ that is often used for Table 2 . S-values for 131 I calculated using the 25-g MOBY phantom (Keenan et al. 2010 ) and 28-g MOBY digital phantom (Kostou et al. 2016 ). human patients. If the source and target are the same, the scaling factor is, simply, Note that the 1 m −1 scaling corrects for energy deposition under the assumption that no electron escapes the source region. Scaling for g-rays in human patients is also performed, but it is neglected in this work because it is assumed that almost all g-rays escape the smaller organs in the mice. Also mass corrections for crossfire S-values were not used in this work.
Cumulative organ activities were calculated for each mouse imaged in this investigation by integrating the organspecific time activity curves that are derived from the longitudinal PET/CT imaging scans. In particular, a trapezoidal integration was used where the initial time point was determined by linearly extrapolating back to the ordinate and assuming only exponential physical decay after the last imaging time point.
Unit density sphere data
Finally, tumor doses in the test mice were compared to representative tumor doses calculated using unit density sphere S-values. S-values for 131 I were taken from OLINDA (Stabin et al. 2005) . Following the same method as above, the S-values were multiplied by the cumulative activities in each tumor volume, which were derived by integrating the time activity curve for the tumor volume in each mouse. Given the dependency of S-values on mass, the corresponding S-values for each tumor volume had to be interpolated from the OLINDA S-value data. For these data, it was determined that a reasonable fit (R 2 = 0.9998) was produced Table 3 . Organ mass (g) comparison between the test mice, the 25-g MOBY phantom (Keenan et al. 2010 ) and the 28-g MOBY phantom (Kostou et al. 2016 using a simple power regression of the form ax b where x is the mass of the sphere and both a and b are coefficients with values 0.0302 and −0.958, respectively. Also as a benchmark, S-values were calculated using RAPID for spheres with masses of 1, 10, 100, and 1,000 g. For the four masses considered, the percent difference from OLINDA S-values based on the aforementioned fit were 0.1%, 0.6%, 0.3%, and 0.5%, respectively. In addition to mean doses, dose volume histograms (DVH) were also calculated in the tumors using RAPID to determine the amount of dose heterogeneity in these tumors.
RESULTS
Organ Masses
A comparison between organ masses of the test mice investigated in this study and the two reference phantoms are provided in Table 3 . As expected, there are appreciable differences between the estimated organ masses of the test mice and those used in the reference phantoms. In most cases, organ masses of the test mice were smaller than organ masses in the reference phantom except in the lungs where the test mice lung masses were significantly larger than the reference lung masses. Table 3 highlights the discrepancies between the CT-based anatomies and reference anatomies used in mice phantoms, which will ultimately impact the final dose calculation.
Imaging and pharmacokinetics
Fig. 1 presents time activity curves (TAC) of NM404 (%ID/g) in organs of interest. TACs are produced by decaycorrecting the longitudinal 124 I-NM404 PET data representing the actual amount of NM404 present at a given time point. Although the absolute concentrations in each mouse are comparable, it is evident from the images that the biodistribution of radiopharmaceutical concentration is noticeably different. For example, the peak concentration in the heart ranged between 11 and 15% ID g −1 and the minimum concentration ranged between 2 and 5% ID g −1 , in the four mice considered, reflecting mouse-specific variations in uptake and clearance from the blood.
Absorbed dose distributions and comparison to reference phantom data
The Monte Carlo derived absorbed dose rate distributions per injected activity as a function of time are illustrated for each mouse as 3D colorwashes in Fig. 2a-d. Fig. 3a-d provides the mean absorbed doses in each organ for the four mice evaluated using RAPID, along with those derived using mass scaled S-values in the two MOBY phantoms for the two methods considered. Similar to the activity distributions, it is evident that the absorbed dose distributions vary between the different mice. The largest absolute percent difference between the maximum and minimum mean absorbed dose calculated using RAPID was in the liver with a value of 64%. The heart, liver, kidneys, and lungs typically received the highest absorbed dose per injected activity, whereas the brain received the lowest absorbed dose per injected activity. The relatively high dose to the heart, liver, kidney, and lung can be attributed to the fact that NM404 slowly clears from the blood. It should be noted that the entire heart contour contains both the heart wall and blood pool. The authors expect that the absorbed dose to the heart wall would be less than the dose to the entire heart. Table 4 provides the percent error between the absorbed dose to each organ derived using S-values in the two MOBY phantoms for the two methods considered and the absorbed dose calculated with RAPID. It is clear that absorbed dose differences between organs in the test mice and organs in the MOBY phantoms were significant. In general, the agreement between RAPID organ doses and MOBY organ doses calculated using S-values provided by Keenan et al. (2010) was better than MOBYorgan doses calculated using S-values provided by Kostou et al. (2016) . In all but four organs, the agreement improved when mass scaling was performed using the S-values of Keenan et al. (2010) . Mass scaling only led to improvement in 10 out of 20 organs when RAPID organ doses were compared to those calculated using the S-values of Kostou et al. (2016) . The better agreement observed when using the S-values of Keenan et al. (2010) is likely due to the fact that organ masses in the 25-g MOBY phantom better matched organ masses in the test mice compared to the 28-g MOBY phantom as shown in Table 3 . As depicted in Fig. 3 , accounting for organ "cross-fire" in Method 2 only slightly increased the absorbed doses to the target organs when compared to Method 1. However, in most cases, the increase in absorbed dose did not lead to better agreement with RAPID.
Likely, multiple factors led to the discrepancies reported between RAPID and MOBY. First, as shown by Mauxion et al. (2013) , minor geometric variations between mice may lead to significantly different S-values representing self-absorbed dose and "cross-fire" dose in organs. Such differences will be further exacerbated by using microCT images to characterize organ sizes and tissue densities. Also, motion artifacts will influence the ability of microCT scanners to characterize tissue densities accurately. This issue is especially problematic in the lung, which likely led to the major discrepancies between RAPID and both MOBY phantoms reported in this investigation. The average measured density of tissues in the lung across all test mice was~0.6 g cc , which is much higher than the uniform density generally assumed for the MOBY lung of 0.3 g cc −1
. The larger, and likely erroneous, lung densities used by RAPID significantly impacted the final absorbed dose estimation in this organ. Finally, the microPET images used for the dose calculations in RAPID are also subject to uncertainty. The limited resolution of the microPET scanner leads to partial volume effects, which will be exacerbated in small volumes. Partial volume effects will influence both RAPID and MOBY calculations but may be more significant in RAPID, where heterogeneous activity distributions are used.
Tumor absorbed dose vs. unit density sphere models Table 5 provides a comparison between the mean absorbed doses to the tumor calculated in the test mice and the mean absorbed doses calculated assuming the tumor is a unit density sphere based on OLINDA S-value estimates (Stabin et al. 2005 ). All of the percent errors in absorbed doses were less than 23%. The OLINDA sphere dose was consistently larger than the MC dose, which is opposite of the trend detected when comparing absorbed doses in most organs between the test mice and MOBY phantom. It is believed that the shape of the tumor impacted the ability of unit density spheres to accurately predict absorbed dose to the tumor. The tumor volumes in the test mice were more ellipsoidal than spherical, as illustrated in Fig. 4 . Amato et al. (2009) showed that specific absorbed fractions in spheres and ellipsoids depend on the volume to surface area ratio. The specific absorbed fraction for prolated ellipsoids tend to be smaller than spheres with equivalent volumes. The OLINDA sphere dose likely overestimated the tumor doses because of the oblong nature of the tumor volumes. It is interesting to note that the two tumor volumes that were less oblong, Mouse 2 and 4, had smaller differences when compared to the OLINDA sphere absorbed doses. Furthermore, unlike healthy organs, tumors in the test mice were each inoculated on the side flank, making them much less susceptible to "cross-fire" dose from adjacent organs and tissues.
DISCUSSION
There is a compelling need to estimate absorbed doses to mice from radionuclides used in preclinical studies, which has increased recently due in large part to the development of novel theranostic agents. PET imaging is often used to characterize the biodistribution of theranostic agents, thus providing useful information in the early stages of drug development. These PET images can then be used to estimate absorbed doses to organs or tumors to Table 4 . Percent error (D MOBY −D RAPID /D RAPID ) between the absorbed dose to each organ calculated with RAPID and those derived using S−values in the MOBY phantom for the three methods considered. S−values for a whole body source to a heart target and S−values for a marrow target from several source organs were not available. Table 5 . Percent error (D SPHERE -D RAPID /D RAPID ) between the absorbed dose to each organ calculated with RAPID and those derived using assuming the tumor is a unit density sphere based on OLINDA S-value estimates (Stabin et al. 2005) .
Mean MC dose (Gy) Mean OLINDA sphere dose (Gy) % Diff help evaluate the potential efficacy of molecular radiotherapy treatments prior to being used on patients. Reference phantoms, such as MOBY, have been used commonly to represent the anatomy of the animals during the preclinical dosimetry process. However, it seems appropriate to use CT scans that are acquired during most preclinical PET studies to perform dosimetry on the actual anatomy of the animals under investigation. In this work, a murine-specific dosimetry platform called RAPID was introduced, and a comparison between mean organ and tumor absorbed doses in four different test mice was done using either RAPID or reference phantoms.
In general, significant discrepancies were found between mean organ doses calculated with RAPID and the two MOBY phantoms. These discrepancies can be attributed to differences in organ sizes, tissue densities and the characterization of the pharmacokinetic behavior of the agent in the mice. Mean absorbed dose percent errors ranged between 0.5% and 48%, even when a scaling approach was applied to account for the large differences in organ masses between the test mice and the MOBY phantom. These discrepancies are likely due to multiple factors, including the sensitivity of S-values on even small variations in mice anatomy, motion artifacts in the CT data, and partial volume effects in the PET data. Furthermore, it is clear from this study that improved scaling methods for murine dosimetry need to be devised for murine animals.
Alternatively, organ masses can be deformed in the MOBY phantom to better match the mouse it is attempting to model, but the deformable registration process can be laborious, and a unique dose calculation for each individual mouse would still be required. S-value tables can be produced for a range of mouse sizes by scaling the MOBY phantom (Xie and Zaidi 2013) , but even improved models may not be able to characterize dose distributions accurately for some radioactive agents since the particle ranges of decay products involved in small animal imaging are of the same order of magnitude as organ dimensions, as pointed out by Mauxion et al. (2013) . Uniform organ densities are also used in the MOBY phantom, albeit most organs in mice contain a distribution of tissue densities. Differences in tissue densities between the test mice and the MOBY phantoms also contributed to the dose discrepancies observed in this study.
The RAPID platform has clear advantages over reference models. One such advantage is that the specific heterogeneous distribution of an agent that is captured on a voxel level with PET/CT can be directly translated into 3D absorbed dose distributions using Monte Carlo simulations. This means that the heterogeneity of the absorbed dose in organs and tumors can be assessed, as exemplified for tumor volumes in Fig. 5 . Conversely, absorbed doses calculated using reference phantoms are commonly averaged over the entire organ or tumor. Furthermore, the voxel level heterogeneity of the absorbed dose afforded by RAPID leads to implementation of better predictors of radiationinduced effects for radionuclide therapy, such as the biological effective dose (BED) (Grudzinski et al. 2010) . Despite being outside the scope of this paper, RAPID is currently configured to perform voxel-level BED calculations. In addition, there has been recent attention to investigate the combination of radionuclide therapy and external beam radiotherapy. Small animal irradiators with 3D treatment planning capabilities are currently available, affording the ability to deliver conformal dose distributions in mice. Understanding the total 3D dose distribution from radionuclide therapy and EBRT seems imperative when assessing the treatment efficacy of this combination approach (Morris et al. 2015) . Finally, quantitative 3D data can prove very important when designing maximum tolerable dose studies because starting doses can be better optimized with respect to the actual mouse. This has the potential to save both time and money during the drug development process. Despite these advantages, the approach presented in this paper also has drawbacks. Respiratory and cardiac motion led to blurring in the microCT images, impacting the ability to characterize material properties accurately in these organs. This was most impactful in the lung where average density of tissues in the lung across all test mice was~0.6 g cc −1 , which is much higher than the uniform density generally assumed for the lung of~0.3 g cc −1
. These likely erroneous lung densities used by RAPID significantly impacted the final absorbed dose estimation in this organ. Lung dosimetry can be improved by using respiratory gating approaches during microCT scanning or by assuming a uniform density in the lung during the Monte Carlo simulations. In addition, peristalsis along with respiratory and cardiac motion make imaging the bowel difficult (Jelicks 2010) . Typically, differentiation of vital organs in the bowel cannot be done without suitable oral contrast agents, but the impact of these agents on drug pharmacokinetics and dosimetry has never been investigated. Finally, a significant amount of effort is required for organ and tumor volume segmentation at each time point for each mouse. Automated segmentation would significantly improve the workflow of murine-specific dosimetry, which for some pre-clinical trials could involve a large number of mice. It seems reasonable to suggest the use of the MOBY phantom as an atlas to help guide the automated segmentation process (Scheenstra et al. 2009; Nie and Shen 2013) .
CONCLUSION
This work demonstrates the limitations of using S-values computed in digital mouse phantoms for preclinical dosimetry with focus on theranostic agents. If S-values are to be used for preclinical dosimetry, then improved scaling methods that adequately reflect electron transport in small organs need to be developed. The most accurate representation of the geometry and material composition of a mouse along with the biodistribution of a radiolabeled theranostic agent within is obtained with PET/CT scanning. These images, coupled with Monte Carlo simulations, can generate accurate 3D dose distributions in small animals and in turn offer useful insight on the ability of a given theranostic agent to treat diseases. Given the increased use of novel theranostic agents clinically, either alone or in combination with another treatment approach, we envision a greater need to perform murine-specific dosimetry in the future.
