I show how to avoid a two level nested conjugate gradient procedure in the context of Hybrid Monte Carlo with the overlap fermionic action. The resulting procedure is quite similar to Hybrid Monte Carlo with domain wall fermions, but is more flexible and therefore has some potential worth exploring.
By now it is clear that strictly massless QCD can be put on the lattice without employing fine tuning [1] . At the moment, all practical ways to do this are theoretically based on the overlap [2, 3] . The procedures are practical only because the fermionic matrix admits a simple expression in terms of a function of a very sparse matrix. The fermionic matrix itself cannot be sparse in exact arithmetic, so maybe we have the best one could hope for. That only a function of a sparse matrix enters makes it possible to use polynomial Krylov space methods and avoid full storage of the fermion matrix.
The explicit form of the massless fermionic matrix D is:
where ǫ ′ and ǫ are hermitian and square to unity. Thus, V ≡ ǫ ′ ǫ is unitary. Replacing 1 by a parameter ρ slightly larger (smaller) than unity corresponds to giving the fermions a positive (negative) mass.* Switching the sign of the physical mass corresponds to replacing ρ by trǫ is the topological charge of the background [1, 2] . ǫ is defined by
where D W is the Wilson lattice Dirac operator with hopping κ in the range (.125, .25). ǫ is defined for all gauge orbits with H 2 W > 0. The exclusion of the "zero measure" set of gauge fields where dim(Ker(H W )) > 0 is necessary [1, 2] both to cut the space of gauge orbits up into different topological sectors and to provide a base manifold capable of supporting the nontrivial U (1) bundles needed to reproduce chiral anomalies [4] .
Gauge fields with relatively small local curvature will have H 2 W bounded away from zero, so the above exclusion is compatible with the continuum limit. Indeed, the spectrum of H W is gauge invariant and has a gap around zero on the trivial orbit. Thus, the above is evident by continuity. More formal arguments have recently appeared in [5] .
The action of ǫ on a vector φ is computed by approximating the sign function ε(x) by a ratio of polynomials
where the deg(Q) = deg(P )+1 = 2n. A simple choice, which obeys in addition |ε n (x)| < 1, is [6] :
Abandoning |ε n (x)| < 1, the quantity max x∈(a,b) |ε(x) − ε n (x)| (a < H W < b) can be minimized for fixed n and the needed n for a given accuracy can be reduced relative to (4) [7] .
Whichever polynomials one uses, the main point is that a fractional decomposition as in (4) makes it possible to evaluate the action of ǫ at the rough cost of a single conjugate gradient inversion of H 2 W [6] . (The parameter n only affects storage requirements, and even this can be avoided at the expense of an increase of the order of unity in computation [8] .) In both types of rational approximants [6, 7] there exists a polynomial q of rank n such that
In quenched simulations one needs quantities of the form [3] :
The inversion of D, or ǫ ′ + ǫ, needs yet another conjugate gradient iteration, and one ends up with a two level nested conjugate gradient algorithm. This is not prohibitive in the quenched case [9] , but makes the entire approach only tenuously feasible with present computational resources when dynamical simulations using Hybrid Monte Carlo are contemplated [10] . Luckily, in the context of Hybrid Monte Carlo, a nested conjugate gradient procedure can be avoided. Of course, this comes at some cost and only future work can tell how well the idea works. At this stage I only wish to draw attention to an alternative to using a nested conjugate gradient procedure in simulations with dynamical fermions. As usual with Hybrid Monte Carlo, we work with an even number of flavors. Obvi-
But,
For example, with the polynomials of (4) we have q(
The denominator det[Q] in (8) can be implemented by pseudofermions. Note that Q > 0 and one does not need an even power here to ensure positivity. The need for an even power arises from the fermion matrix, M , we need to invert in the course of computing the Hybrid Monte Carlo force. M = q(H W )γ 5 q † (H W )+P (H W ) and is not positive definite.
In equation (8) I chose to factor the expression in such a way that M come out hermitian.
(Other factorizations are possible: For example, using the approximation in (4),
The matrix in the denominator is positive definite.) It is possible that the operators
will end up playing a central role so some comments about how they relate to D are in order [7, 9, 11] :
On the complement of K, K ⊥ , eigenvalues of H + , h, satisfy 0 < |h| < 1 and come in pairs h ± = ±|h| ≡ ± cos The two pairs of eigenvectors are linearly related. States relevant to the continuum limit have α ≈ π. These features generalize to the massive case, where one has to deal with H ab and H ba , where the matrix pencils are defined as H ab = aǫ + bǫ ′ with real a, b.
To see why the H ± are special we follow [12] and represent them using two distinct bases, one associated with ǫ and the other associated with ǫ ′ :
showing that det H ± factorizes [13] since matrix elements corresponding to ǫ ′ i ± ǫ j = 0 vanish. Exactly half of the ǫ ′ i are 1 and the rest are −1. When ǫ is approximated, |ǫ i | will no longer be precisely unity and we get some right-left mixing.
The appearance of pseudofermions renders this case even closer to another truncation of the overlap [3] , known as domain wall fermions [14] . The trade-off is between an extra dimension there and the higher degree polynomials here. In the present approach there is more flexibility and one does not keep unneeded degrees of freedom in memory; still, it would be premature to decide which approach is best. Optimizing [7] to make n as low as possible seems worthwhile even more so that in the quenched case. The cost of an M · φ operation is roughly 4n times the cost of an H W · φ operation.
The condition number of M may also be larger than that of H W and increase with n. It is therefore important to find out what the smallest n one can live with is. It could be that it turned out to be too hard to maintain ε n (x) a good approximation to ε(x) while keeping the condition number of M manageable. If one focuses only on the quality of the approximation to the sign function it is actually likely that the condition number of M will be large* because of the high degrees of the polynomials. One can try to avoid this problem by introducing extra fields; this is how domain wall fermions avoid it [3, 14] .
Consider a bilinear action S 0 :
The fields with bars are rows, the ones without are columns and A i ,Ā i , B i are commuting matrices.
where,
Usually, P in (3) is odd and Q is even:
. P 1 is of degree n − 1 and Q 1 is of degree n. Therefore, one has a continued fraction representation:
. . , n produces the desired expression. Again, one needs pseudofermions to compensate for the prefactor det(H 2 W + β i ) in (11) . For this to work we need β i ≥ 0. A similar trick can be used if one wants to implement Clearly, n plays a role analogous to the size of the extra dimension, N , in domain wall simulations. Thus, these two truncations of the overlap may end up being similar not only conceptually, but also numerically. Essentially, the derivation of equations (8) (9) (10) (11) (12) (13) went through the same steps as that of eq. [2.12] in [3] only now in reverse order. Equation (9) and the comment above are particularly close to the domain wall situation in the form presented in [3] . However, while a finite N always corresponds to a finite, exponentially suppressed [12] positive mass, finite n may play different roles, depending on whether |ε n (x)| < 1 or not. As observed before [6] , one can always rescale H W in the expressions above and this provides another "tuning knob". I guess that the amount of work needed to convert a traditional, efficient, Wilson-fermion code to an implementation on the lines of this note is quite small because I have not separated the chiral components ofψ, ψ [3] . Of course, if there is an efficiency reason, one can separate them here too.
