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1. Preliminaries 
In the literature of graph theory 1, much attention has been focused on the problem 
of finding a collection of cliques which covers all vertices of a graph. This problem 
is important because it is equivalent to the problem of finding a coloring of the com- 
plement G c. Not as much attention has been focused in the literature on the prob- 
lem of finding a collection of cliques which covers all edges of a graph. In this paper, 
we present a variety of results on edge clique coverings, and emphasize the many 
applied problems in which such coverings arise. We are writing this paper at this 
time because dge clique coverings eem to have a wide variety of applications, and 
because there has recently been a large amount of work on these coverings, much 
of which is in widely scattered places in the literature. It is remarkable how similar 
these widely scattered results are. 
In this section, we present some basic definitions. Section 2 presents everal his- 
torically important results on edge clique coverings. The remaining sections discuss 
some general problems to which edge clique coverings are relevant, state basic 
theorems, describe important applications, and present open problems. 
Throughout his paper, G=(V,E)  will be a graph with n=n(G)  vertices and 
e = e(G) edges. A clique of G is a complete subgraph, but not necessarily a maximal 
one. An edge clique covering (ECC) is a collection of cliques which cover all the 
edges of G and a vertex clique covering (VCC) is a collection of cliques which cover 
all the vertices of G. We shall denote by Oe(G) and 0v(G) the size of the smallest 
ECC and VCC respectively. 
2. Some results about edge clique coverings 
Perhaps the best known result about ECC's is the following. 
l We adopt he graph-theoretical notation and terminology of Roberts [1976, 1978b]. In particular, 
graphs and digraphs have no loops, except when stated otherwise. 
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Theorem 1 (Erd6s, Goodman, and Posa [1966]). I f  G is any graph, then O~(G)<_ 
LnZ/4J. Moreover, there is a covering with Ln2/4] edges and triangles. 
The result in Theorem 1 is best possible, as can be seen by considering the 
complete bipartite graph K(p,p) if n=2p and the complete bipartite graph 
K(p,p+l)  if n=2p+l .  
Lov~isz [1968] showed that Theorem 1 can be improved if we know the number 
of edges, e. I f  e_< [nZ/4J, then a trivial improvement is given by Oe(G)<-e. I f  
e> LnZ/4J, then the bound given in the next theorem is at most [.nZ/4J. 
Theorem 2 (Lov~isz [1968]). Suppose  k = (~) - e and  t is the greatest natural number 
so that t2-t<_k. Then O~(G)<_k+t. 
Karp [1972] shows that the problem of deciding if 0v(G) is at most k is an 
NP-complete problem. (See Garey and Johnson [1979] for background on NP-com- 
pleteness.) By transformation from this problem, the following theorem is estab- 
lished. 
Theorem 3 (Kou, Stockmeyer, and Wong [1978], Orlin [1977]). The problem of 
deciding if Oe(G) is at most k is NP-complete. 
Since Theorem 3 suggests that it is unlikely that there will be a polynomial 
algorithm for computing the exact value 0e(G), it is of interest o see whether or 
not there could be a polynomial algorithm to approximate Oe(G). In particular, we 
might like to find an algorithm which always comes up with an estimate of Oe(G) 
which is at most c Oe(G)+ d for nonnegative constants c and d. 
Theorem 4 (Kou, Stockmeyer, and Wong [1978]). Suppose apolynomial algorithm 
computes a number Oe(G) so that for some nonnegative constants c and d, 
Oe(G ) <_ c Oe(G) + d (1) 
for all graphs G. I f  Pg :NP  z, then c>_2. 
A result for VCC's which is analogous to Theorem 4 is proved by Garey and 
Johnson [1976], and Theorem 4 is proved by means of Garey and Johnson's result. 
Theorem 4 says that the ratio of the estimate to the actual value of 0 e is at least 2 
for some graphs. Kou, Stockmeyer, and Wong speculate that in fact, this ratio can 
be arbitrarily large for any estimate obtained by a polynomial algorithm; i.e., there 
are no c and d. The question of whether there is a polynomial estimate 0e and there 
are c and d so that (1) holds, remains an important open question. 
2For definitions of P and NP and the significance of the assertion p~eNp, see Garey and Johnson 
[1979]. 
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For other recent results on 0e and ECC's, see the papers by Brigham and Dutton 
[1983b], Cacetta nd Pullman [1982, 1983], de Caen, Gregory, and Pullman [1984], 
Gregory and Pullman [1982], McMorris and Meacham [1983], Pullman [1984], 
Pullman and de Caen [1980, 1981], Pullman and Donald [1981], Pullman, Shank, 
and Wallis [1982], Taylor, Dutton, and Brigham [1983], and Wallis [1982]. See 
Pullman [1982] for a survey of much of the work in these papers. 
3. The intersection number 
3. I. The connection between the intersection umber and ECC "s 
Suppose g is a family of subsets of a set X. The intersection graph of g has the 
sets in J as vertices, with two distinct vertices joined by an edge if and only if the 
corresponding sets have a non-empty intersection. Marczewski [1945] showed that 
every graph G arises as the intersection graph of some family of sets, in the sense that 
there is an assignment of a set S(x) to each vertex of G so that for all x~y in V(G), 
{x,y} eE(G) ~ S(x)nS(y) ~0. (2) 
An assignment S(x) satisfying eq. (2) is called an intersection assignment. 
The intersection number of G, denoted i(G), is the minimum cardinality of a set 
X such that G is the intersection graph of a family of subsets of X. Equivalently, 
i(G) is the minimum IU S(x) l over all intersection assignments S(x) for G. A related 
number is i0(G), the minimum cardinality of a set X such that G is the intersection 
graph of a family of subsets of X, no two of which are the same subset. We shall 
concentrate on i(G). The number io(G ) is studied by Erd6s, Goodman, and P6sa 
[1966], Poljak, R6dl, and Turzik [1981], and others. The intersection umber has 
many applications, some of which we shall discuss below. First, we shall describe 
the relationship between this number and ECC's. 
The following theorem states a result which has been observed either explicitly or 
implicitly by many authors, among them Berge [1973], Erd6s, Goodman, and P6sa 
[1966], Kou, Stockmeyer, and Wong [1978], Opsut and Roberts [1981], Orlin 
[1977], Poljak, R6dl, and Turzik [1981], and Slater [1976]. 
Theorem 5. For all graphs G, i(G) = Oe(G). 
Proof. If Cl, C2 ... . .  Cp are cliques covering E(G), let S(x) = {i: xe  Ci}. Note that 
S(x) might be empty if x is isolated. Then G is the intersection graph of the family 
of S(x), and so i(G)<_Oe(G). Next, suppose G is the intersection graph of the 
family J of subsets of a set X, and let S(x) be the set in Y- corresponding to vertex 
x of G. For each i in X, let Ci= {x: ieS(x)}. Then {Ci} is an ECC of G. It follows 
that Oe(G-)<-i(G). [] 
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Corollary (Erd6s, Goodman, and P6sa [1966]). i(G)< Ln2/4J. 
Corollary 3. For any graph G, i(G)<_e. Moreover, i(G) =e if and only if G has no 
triangles. 
Theorem 6 (Opsut and Roberts [1981]). I f  G is an interval graph 4, then i(G) is the 
number of maximal cliques of G minus the number of  isolated vertices of G. 
Arundhati Raychaudhuri [personal communication] has recently found poly- 
nomial algorithms for computing i(G) for rigid circuit graphs, graphs which do not 
have a circuit Zn as a generated subgraph for any n > 3. It would be interesting to 
find similar results for other important classes of perfect graphs, and perhaps for 
all perfect graphs. 
3.2. Applications of the intersection umber 
The intersection number arises in a variety of applied problems. Kellerman [1973] 
and Kou, Stockmeyer, and Wong [1978] study a keyword conflict problem. In this 
problem, we are concerned with computing binary strings (bit strings) to be asso- 
ciated with a given series of keywords. We start with a conflict matrix P, whose i, j 
entry is 1 if the ith and j th  keywords conflict, and 0 otherwise. We assume that P 
is symmetric and has all l 's down the diagonal. We wish to replace the ith keyword 
by a bit string qil, qi2, . . . ,  qik of length k, so that the ith and j th  keywords do not 
conflict if and only if qirqjr = 0 for all r = 1, 2 .. . . .  k. The keyword conflict problem 
is the combinatorial optimization problem of finding the smallest k for which such 
bit strings exist. By thinking of the matrix P as the adjacency matrix of a graph (with 
a loop at each vertex), and by thinking of a bit string of length k as corresponding 
to a subset of a k-element set (the subset of those digits which have a 1), we see that 
the keyword conflict problem is simply the problem of computing the intersection 
number of a graph. (This observation is due to Kou, Stockmeyer, and Wong 
[1978].) 
Another problem where intersection umber plays a role is the traffic phasing 
problem, which has been studied by Roberts [1976, 1978b, 1979], Opsut and Roberts 
[1981, 1983a] and Stoffers [1968]. There is a stream of requests for use of a facility, 
e.g., a traffic intersection, a computer, or a classroom. The available time is to be 
broken up into periods, and each stream of traffic is to be assigned one or more 
'green light' periods during which it may use the facility. Certain uses are incom- 
patible with each other. We wish to assign green light periods o that only compatible 
streams receive overlapping times. What is the smallest number of time periods 
3A similar result for id(G ) was proved by Harary [1969a,b]. 
4An interval graph is the intersection graph of a family of real intervals. 
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needed? Suppose a graph G has the streams of traffic in question as vertices, with 
an edge between two streams if and only if they are compatible. We want each x 
in V(G) to correspond to a set S(x) of time periods so that if S(x)0 S(y):gO, then 
x and y are joined by an edge. We want to minimize the cardinality of U S(x). Note 
that S(x) defines an intersection assignment for a spanning subgraph H of G. 
Hence, as Roberts [1979] points out, minimizing the cardinality of U S(x) is equiva- 
lent to minimizing the intersection umber of all spanning subgraphs H of G. 
A similar observation shows that a number of other problems involve minimizing 
the intersection umber of spanning subgraphs of G. These problems include the 
assignment of sets of allowable mobile radio frequencies to vehicles operating in dif- 
ferent zones; the assignment of scheduled time periods to subtasks of a large and 
complicated task; and the assignment of spaces in a maintenance facility to vehicles 
scheduled in for regular maintenance. See Opsut and Roberts [1981] for a discussion 
of these problems, and for reference to the appropriate literature. 
Perhaps the most important open problems with regard to intersection umber 
arise when we seek intersection assignments S(x) satisfying special conditions. See 
Roberts [1979] for a survey of such problems, and see Opsut and Roberts 
[1981, 1983a,b] and Poljak, R6dl, and Turzik [1981] for some recent results. 
4. The optimal score of an intersection assignment 
In the traffic phasing problem discussed in Section 3.2, it is often desirable to find 
an assignment of time periods S(x) so that the total amount of green time is maxi- 
mized, i.e., so that £ IS(x)] is maximized. This will allow maximum use of the 
facility. This suggests the problem of finding the maximum £ IS(x)] over all inter- 
Section assignments S(x) for a given graph G. The problem is trivial if there is no 
upper bound on the number of periods, i.e., on ]US(x)], for then ~ ]S(x)l can be 
made arbitrarily large. However, in practice, a period cannot be arbitrarily small in 
duration, and so it is reasonable to have a bound N on the number of periods. If  
we call £ IS(x)] the score of an intersection assignment S(x), we are interested in 
computing iN(G), the maximum score of an intersection assignment S(x) of G sub- 
ject to the constraint ]US(x)I _N .  Note that iN(G) is undefined if N<i(G). The 
number iN(G) was introduced by Roberts [1979] and it also arises in the radio 
frequency, task assignment, and fleet maintenance problems. See Opsut and 
Roberts [1981]. 
Our first result relates iN(G) to ECC's. Let ~o(G) be the size of the largest clique 
of G. 
Theorem 7. 5 I f  N>_i(G), then iN(G) is the maximum value of the expression 
5 The author thanks Mike Saks and Tom Trotter for helping him to formulate this result. The result 
has also been obtained in another form by Bob Opsut [personal communication]. 
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P 
~( J )  = ~ IGI  +o)(G)[N-p], (3) 
i=1  
taken over all ECC's f=  {C1, C2 .. . . .  Cp} which are minimal and have p<N.  
Note that we may as well limit consideration to ECC's by maximal cliques, since 
we want to maximize ?(Y-). Note also that an ECC can be minimal and have more 
than Oe(G) cliques. 
Proof  of Theorem 7. The proof is analogous to the proof of Theorem 5. Suppose 
.Y-= {C1, C2 ..... Cp} is a minimal ECC of G andp_<N. Since i(G)<_N, there is such 
an Y. For each j,  p<j<_N, let Cj be a clique of size re(G). Let 
S(x) = {i: l_<i<_N and xeCi}.  
Clearly S(x) is an intersection assignment for G and 
N 
E ISKx)l = E IC, I = y ( f ) .  
i=1  
Hence, iN(G) is at least as great as the maximum 7( J ) .  
Now suppose S(x) is an intersection assignment for G satisfying [L.J S(x) l< N and 
r~ ISKx)l = iN(G). Note that [U S(x)[ =N,  for otherwise adding one new element o 
one S(x) would give a new intersection assignment S'  satisfying [U S'(x)[ <_N and 
r~ Is'(x)l > r IS(x)l, which contradicts optimality of S(x). 
Suppose without loss of generality that US(x)={1,2  .. . . .  N}. Let Ci = 
{x: ieS(x)}. Then Ci is a clique of G. Moreover, ~= {C1, C2 . . . . .  CN} is an ECC. 
Let Y be a minimal ECC contained in ~. Then 
iN(G) = E IS(x)l = E ICil = E ICil + E ICil 
- Z IC/] +(N- [Y I )og(G)  = y(Y). 
Thus, iN(G) is at most the maximum y( J ) .  [] 
Corollary (Opsut and Roberts [1981]). I f  G is an interval graph and N>_ i(G), then 
P 
iN(G) = E [Cil +o)(G)[N-p],  
i=1  
where {Cl, C2 ..... Cp} are all the maximal cliques of G of size larger than 1. 
It would be useful to find similar results, or at least good algorithms, for com- 
puting iN(G) for special classes of graphs, such as transitively orientable graphs 
and rigid circuit graphs. What has already been done has been to study analogues 
of iN(G) if the sets S(x) satisfy certain special conditions. See Roberts [1979] and 
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5. Competition graphs 
5.1. Competition graphs from food webs 
Sections 5, 6, and 7 give applications involving ECC's having certain properties. 
Suppose D= (V,A) is a digraph. Its competition graph G has vertex set V and has 
an edge between x~y in V if and only if for some a in V, there are arcs (x,a) and 
(y, a) in A. The motivation for this concept comes from ecology, where D is a food 
web, i.e., V is a set of species in an ecosystem and (u, o) e A means u preys on o. 
Then two species compete if and only if they have a common prey. 
The notion of competition graph is due to Cohen [1968], and is studied exten- 
sively in Cohen [1978]. See also Cohen [1977] and see Cohen [1983] for recent 
references to the literature. The term niche overlap graph is also used. It is usual 
to assume that digraph D, coming from a food web, is acyclic. Roberts [1978a] first 
studied the question: what graphs are competition graphs of acyclic digraphs? The 
answer to this question involves ECC's. 
Suppose G is the competition graph of an acyclic digraph D. It is well known that 
D has to have a vertex with no outgoing arcs, and so G must have an isolated vertex. 
Roberts [1978a] observes that if G is any graph at all, and e = e(G), then G together 
with e isolated vertices is a competition graph of an acyclic digraph. (Add a vertex 
x a corresponding to each edge a = {a, b} of G, and let a and b prey on x~.) Thus, 
it makes sense to define the competition umber k(G) as the smallest k so that G 
together with k isolated vertices is a competition graph of an acyclic digraph. 
Generalizing a result of Roberts [1978a], Opsut finds the following. 
Theorem 8 (Opsut [1982]). For any graph G of n vertices, 
Oe(G) - n + 2 <_ k(G) <_ Oe(G). 
We also have the following result. 
Theorem 9 (Opsut [1982]). Recognizing a competition graph of an acyclic digraph 
is an NP-complete problem. 
The idea of the proof of Theorem 9 is to reduce the problem of recognizing a com- 
petition graph of an acyclic digraph to the problem of determining if Oe(G)<_ p. 
A characterization of competition graphs of acyclic digraphs was obtained by 
Dutton and Brigham. 
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Theorem 10 (Dutton and Brigham [1983]). A graph G of  n vertices is a competition 
graph of  an acyclic digraph if and only if there is an ECC {C l, C2 .. . . .  Cn-2} of  G 
such that for 1 <j<<_n-2, 
IC, UCzU... u Cjl  j+l. (4) 
This theorem shows that if Zp is the circuit of length p, then k(Zp)= 2 if p> 3, 
a result previously observed by Roberts [1978a]. For if G is Zp plus one isolated 
vertex, then G has no ECC by n -2  =p-1  cliques. However, if G is Zp plus two 
isolated vertices, then the ECC by the p edges satisfies eq. (4). 
An alternative characterization is the following. 
Theorem 11 (Dutton and Brigham [1983]). G is a competition graph of  an acycfic 
digraph if and only i f  G has an ECC {C1, C2 .. . . .  Cn} and a labelling of  vertices as 
Ol, 02, ..., on so that 
Disc  j :~ i > j .  
Theorem 11 is generalized as follows. 
Theorem 12 (Lundgren and Maybee [1983b]). Suppose m < n. Then k(G ) <_ m if  and 
only if G has an ECC {C~, C2 ... . .  Cn} and a labelling o f  vertices as ol, 02 .. . . .  on so 
that 
o ieC  j = i> j -m+l .  
Dutton and Brigham [1983] also consider the problem of characterizing the com- 
petition graphs of arbitrary digraphs. They allow loops in the digraphs. 
Theorem 13 (Dutton and Brigham [1983]). A graph G of  n vertices is the competi- 
tion graph of  an arbitrary digraph (loops allowed) i f  and only if Oe(G)<-n. 
Roberts and Steif [1983] ask what happens if loops are not allowed in the digraph. 
They observe that the complete graph K 2 is a competition graph if loops are 
allowed, but not if loops are disallowed. However, /{2 is the only such example. 
Theorem 14 (Roberts and Steif [1983]). A graph G of  n vertices is the competition 
graph of  an arbitrary digraph without loops i f  and only if G=/:K 2 and Oe(G)<-n. 
To prove Theorem 14, Roberts and Steif develop the following result. 
Theorem 15 (Roberts and Steif [1983]). G is a competition graph of  an arbitrary 
digraph without loops if and only if G has an ECC {Cj, C 2 .. . . .  Cp} and a collec- 
tion of  distinct vertices Vl, 02 ... . .  Vp such that vi =# Ci. 
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Perhaps the major open problem regarding competition graphs arises from the 
empirical observation (Cohen [1978], Roberts [1978b]) that (almost) all food webs 
give rise to competition graphs which are interval graphs. Hence, one can ask the 
question: what acyclic digraphs have competition graphs which are interval graphs? 
This question, first raised in Roberts [1978a], remains open. Steif [1982] has shown 
that there could be no forbidden subgraph answer and Lundgren and Maybee [per- 
sonal communication] have obtained some results which are interesting but not 
practical. 
5.2. Generalized competition graphs 
Suppose D is a digraph and B and C are two (not necessarily disjoint) subsets of 
V(D). The generalized competition graph corresponding to D, B, and C has vertex 
set B and has an edge between x and y in B if for some a in C, arcs (x, a) and (y, a) 
are in D. For instance, in communication over a noisy channel (cf. Shannon [1956], 
Berge [1973], or Roberts [1978b]), we have a transmitting alphabet B and a receiving 
alphabet C, and there is an arc from x in B to a in C if when x is transmitted, a 
can be received. The generalized competition graph then tells whether or not two 
letters in the transmission alphabet can be confused in the sense of being received 
as the same letter. The generalized competition graph is called the confusion graph 
in this context. 
A similar problem arises in TV or radio transmission if B is a set of transmitting 
stations and C is a set of receiving stations, and there is an arc from x in B to a 
in C if a signal sent at x can be received at a. Then two transmitting stations conflict 
if and only if there is a receiving station which can receive messages from both 
stations. 
The notion of generalized competition graph arises also in the work on row 
graphs and column graphs to be described in Section 6. 
Theorem 16. Every graph is a generalized competition graph. 
This simple theorem is proved by Roberts [1978b] in the context of studying 
Shannon's problem of communication over noisy channels, and by Greenberg, 
Lundgren, and Maybee [1984a], who prove that every graph is a row graph of some 
matrix, to use terminology defined below. 
Although the problem of characterizing the class of all generalized competition 
graphs is trivial (Theorem 16), it remains interesting to characterize generalized 
competition graphs under various assumptions about D, B, and C, for instance the 
case where B and C are sets of points in the plane and an arc from x to a means 
that the distance from x to a is at most some fixed positive number. Also interesting 
are the problems of finding i(G) and iN(G) for special classes of generalized com- 
petition graphs. Perhaps the properties of the underlying digraph D could be 
exploited to find useful results about i(G) and iN(G). 
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6. Row graphs and column graphs 
The notion of generalized competition graph arises also in the work of Greenberg, 
Lundgren, and Maybee [1981a,b, 1983, 1984a,b] on row graphs and column graphs. 
This work is motivated by large scale computer models, for example dealing with 
energy or economic systems. We are given a matrix M, for example representing the 
constraints in a linear program. We build a digraph D by letting B be the rows of 
M and C the columns of M, and including an arc from x in B to a in C if the x, a 
entry of M is nonzero. Greenberg, Lundgren, and Maybee define the row graph of 
M to be the generalized competition graph of D. The column graph of M is defined 
similarly by reversing the roles of rows and columns. 
Greenberg, Lundgren, and Maybee [1984a] study the problem of determining for 
what matrices M a given graph is the row graph of M. For simplicity, they deal with 
matrices M which are regular in the sense that each row and each column has at least 
one nonzero entry. 
Theorem 17 (Greenberg, Lundgren, and Maybee [1984a]). Suppose that G & a graph 
and M is a regular matrix. Then G is the row graph o f  M i f  and only i f  M has n(G) 
rows and the vertices o f  G can be associated with the rows o f  M so that the rows 
having a 1 in the ith column form a clique Ci o f  G and the cliques Ci form an 
ECC. 
I f  follows from this theorem that if G is a graph and we can find a collection 
{C1, C2 . . . . .  Cp} which is an ECC of G and also a VCC, then we can find a matrix 
M such that G is the row graph of M. We take one row of M corresponding to each 
vertex of G, and one column corresponding to each C i. The fact that we have a 
VCC gives us a regular matrix. (The requirement that we have a VCC is added to 
take care of the case where G has isolated vertices.) Conversely, if G is the row 
graph of a regular matrix, then G has an ECC which is also a VCC. 
Greenberg, Lundgren, and Maybee obtain similar results for signed graphs. Sup- 
pose G is the row graph of matrix M. If there is an edge between x and y in G, then 
for some a, the x, a and y, a entries of M are both nonzero. We assign to edge {x, y} 
the sign + or - of the product of these two entries of M. The assignment of sign 
is unambiguous if this product is the same whenever the x, a and y, a entries of M 
are both nonzero. If  an unambiguous assignment of sign + or - can be given to each 
edge of G, we call the resulting signed graph G + the signed row graph of M. Signed 
row graphs arise in large scale computer models, where an edge indicates an 
economic correlation between two commodities and the sign indicates positive or 
negative correlation. See Greenberg [1981]. 
A signed graph is called balanced if every circuit has an even number of - edges. 
(For a variety of results on and applications of balance, see Berger et al. [1977], 
Cartwright and Harary [1956], Harary [1954], Harary and Kabell [1980], Roberts 
[1978b], and Taylor [1970].) A clique in a signed graph is called balanced if it is 
balanced as a signed graph. 
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Theorem 18 (Greenberg, Lundgren, and Maybee [1984b]). Suppose that G + is a 
signed graph and M is a regular matrix. Then G + is the signed row graph o f  M i f  
and only i f  M has n(G) rows and the vertices o f  G + can be associated with the 
rows o f  M so that the rows having a 1 in the ith column form a clique C i o f  G +, 
the cliques Ci are all balanced, and they form an ECC o f  G +. 
Perhaps the most interesting open problems dealing with (signed) row or column 
graphs involve characterizing the (signed) row or column graphs of special types of 
matrices which are relevant o applications. For instance, Greenberg, Lundgren, 
and Maybee [1983] study the signed row graphs of the so-called quasi-Morishima 
matrices important in mathematical economics and Provan [1983] and Provan and 
Kydes [1980] study the rectangular matrices corresponding to network problems. 
Other open problems involve row and column digraphs (see Greenberg, Lundgren, 
and Maybee [1981a]). A digraph D is the row digraph of a matrix M if its vertices 
are the rows of M and there is an arc from i to j if for some k, the i, k entry of M 
is negative and the j, k entry of M is positive. The column digraph is defined simi- 
larly. We can ask: under what circumstances is a digraph D the row digraph (column 
digraph) of a matrix M? 
7. Other applications requiring ECC's with certain properties 
7.1. Upper bound graphs 
Suppose (X, <) is a partial order (an irreflexive, transitive, binary relation). The 
upper bound graph corresponding to (X, <) has vertex set X and an edge between 
x ~:y in X if for some a in X, x_  a and y < a. (Here u _< o means u < o or u = o.) The 
strict upper bound graph corresponding to (X, <) has vertex set X and an edge 
between x :~y in X if for some a in X, x < a and y < a. (This is the competition graph 
of the digraph corresponding to the partial order.) 
Upper bound graphs arise from a problem in taxonomy. Estabrook [1972] intro- 
duced the notion of cladistic character as a tool to estimate some of the branching 
patterns in the evolutionary tree for a given collection of organisms. Since cladistic 
characters are only partial estimates of branching patterns, some cladistic characters 
extend or refine others. 'Is refined by' determines a natural partial order on the set 
of all cladistic characters. This partial order is studied by Estabrook and McMorris 
[1980], who say that two cladistic characters are evolutionarily consistent or com- 
patible if they have a common upper bound in the partial order 'is refined by?'  The 
upper bound graph is then the compatibility graph on the set of all cladistic 
characters. 
Using this as motivation, McMorris and Zaslavsky [1982] investigated upper 
bound graphs and discovered the following result. 
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Theorem 19 (McMorris and Zaslavsky [1982]). G & an upper bound graph if and 
only i f  G has an ECC {C1, C2 . . . . .  Cp} and a collection of  vertices ol, Vz . . . . .  Op so 
that oi ~ Ci - Uj~:i c j .  
A related result using the results on row and column graphs can be found in 
Lundgren and Maybee [1983c]. 
Choudom, Parthasarathy, and Ravindra [1975] characterize graphs G for which 
Or(G) = Oe(G) as graphs l%r which there is an ECC as in Theorem 19. Hence, as 
noted by McMorris and Zaslavsky, we have the following corollary. 
Corollary. Upper bound graphs are exactly the graphs G for which 0v(G) = Oe(G). 
For more results on graphs for which 0v = 0e, see Brigham and Dutton 
[1981, 1983a]. 
McMorris and Myers [1983] and Myers [1982] study the uniqueness of the partial 
order (X,<) corresponding to an upper bound graph. McMorris and Zaslavsky 
[1982] also point out that upper bound graphs are related to the consanguinity 
graphs studied by Florence [1980] and Lundgren and Maybee [1983a]. G is a 
consanguinity graph if there is a digraph D with the same vertex set and such that 
vertices xgy  are joined by an edge of G if and only if for some a (possibly x or 
y), there are paths from a to x and from a to y in D. 
The next result characterizes strict upper bound graphs. 
Theorem 20 (McMorris and Zaslavsky [1982]). G is a strict upper bound graph if  
and only if G has p &olated vertices and Oe(G-Ip)<- p, where G- Ip  is the sub- 
graph obtained from G by deleting the p isolated vertices. 
There are many interesting open problems about upper bound graphs. For 
example, what are the upper bound graphs of certain well-known families of partial 
orders? Myers [1982] solves this problem for upper bound graphs of interval orders 
and semiorders. However, as McMorris [personal communication] points out, the 
problem is still open for upper bound graphs of lattices with greatest elements 
removed until there is more than one maximal. Also, most of the standard graph 
parameters have not been studied for upper bound graphs. 
7.2. Square roots and neighborhood graphs 
Suppose G has adjacency matrix A. The kth power G ~ of G is defined to be the 
graph with the same vertex set as G and with an edge between x and y if and only 
if the distance between x and y in G is at most k. A problem of interest in the graph 
theory literature concerns which graphs have kth roots, i.e., arise as kth powers. 
Theorem 21 (Mukhopadhyay [1967]). Suppose G has n vertices. Then G has a 
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square root if  and only if G has an ECC {C 1, C2 ... . .  Cn} and a labelling of  vertices 
as Ul, v2,..., on such that for all i, oi ~ Ci, and for all i, L 
v isC  s ~ vinci.  
This result is generalized to graphs having kth roots by Escalante, Montejano, 
and Rojano [1974]. 
The open neighborhood of a vertex x is the set 
0 x = {y--/:x: {x,y} 6E(H)} 
and the closed neighborhood of x is the set Ox U {x}. The open neighborhood 
graph of H is the intersection graph of the family of open neighborhoods of H, and 
the closed neighborhood graph of H is the intersection graph of the family of closed 
neighborhoods of H. Acharya and Vartak [1973] observe that the open neighbor- 
hood graph of H is just the row graph of the adjacency matrix of H. (See also Cook 
[1970].) Acharya and Vartak also observe that the closed neighborhood graph of H 
is isomorphic to H 2. Thus, it is not surprising that the following characterization 
of open neighborhood graphs is closely related to Theorem 21. 
Theorem 22 (Acharya and Vartak [1973]). Suppose G has n vertices. Then G & 
an open neighborhood graph of  some graph H if  and only if G has an ECC 
{C1, C2 ... . .  Cn} and a labelling of  vertices as Ol, v2, ..., On such that for all i, vi ~ Ci, 
and for  all i, j, 
vi~C s ~ vseci. 
A generalization of this result can be found in the characterization f n-path 
graphs by Escalante, Montejano, and Rojano [1974]. 
7.3. Clique graphs 
If H is a graph and K1, K 2 .. . . .  K n are its maximal cliques, then the clique graph 
of H is the intersection graph of the family of K/. This concept is due to Hamelink 
[1968]. In this subsection, we present a characterization f clique graphs. Let us say 
a family : f  of sets satisfies the Helly property if whenever S~, S 2 .. . . .  Sq are in ,~- 
and SiOSj-ffz~ for all i and j,  then ~q=~ Si--/:O. 
Theorem 23 (Roberts and Spencer [1971]). G is a clique graph of  some graph H if 
and only if G has an ECC {C l, C2 .. . . .  Cp} with the Helly property. 
For more on the Helly property, see Berge [1973, pp. 397ff]. See also Acharya 
[1980] and Escalante [1973], who investigated the Helly property in connection with 
iteration of the operation of taking the clique graph. 
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