Abstract. In this note we show that the problem of characterizing two weight norm inequalities for the Bergman projection under the assumption of doubling measures admits a surprisingly simple solution. Our principal discovery is that Sawyer-type testing can be avoided. This stands in sharp contrast with the current folklore in two weight theory and with the corresponding result for the Hilbert transform.
INTRODUCTION AND MAIN RESULTS
The problem of characterizing the boundedness of two weight inequality T : L 2 (μ) → L 2 (ω) for a classical operator T is, in general, a notoriously difficult problem. Since Sawyer's seminal work [13] , it has been part of the folklore among experts that one needs an A 2 -type condition, plus Sawyer-type testing, to characterize these inequalities. This is amply manifested in the case of the Hilbert transform, due to a series of deep works [6, 7, 8, 11, 15] . Moreover, for concrete situations, the hard-to-verify part is usually Sawyer-testing. After the Hilbert transform, the Bergman projection naturally becomes a focus point along this line of research. The purpose of this note is to exhibit a pleasant surprise for the Bergman projection.
We first introduce a new concept called the reverse doubling property for measures over the unit disk. This property enables us to prove a result which not only solves the problem referred in the title, but also includes Bokelle-Bonami's classical result [3] on the one weight problem for the Bergman projection as a special case.
Definition 1.
A measure μ on the unit disk D ⊂ R 2 has the reverse doubling property if there is a constant δ < 1 such that
is the Carleson box associated with I, and
∈ I}, where |I| is the normalized arc length so that |T| = 1.
loc (D) be weights. By Sawyer's duality trick [13] , the Bergman projection
Our main result in this note is the following Theorem 2. Its proof is surprisingly simple when compared with currently known results in two weight theory. 
Theorem 2. Let σ and ω be two weights. If both σ and ω have the reverse doubling property, then
where the Berezin transform is given by
where
Corollary 3 follows from Theorem 2 and the following lemma.
Lemma 4.
If σ is a B 2 -weight, then both σ and σ −1 have the reverse doubling property.
Corollary 5. If both σ and ω are doubling measures, then
P σ : L 2 (D, σ) → L 2 (D, ω
) is bounded if and only if the joint Berezin condition (1) holds.
In [11, 15] Nazarov, Treil and Volberg developed a deep program and solved the corresponding problem for the Hilbert transform H using an A 2 condition, corresponding to (1) above, and the Sawyer-type testing condition; see Theorem 15.1 in [15] . As of today, it is probably part of the folklore that one needs these two types of conditions to characterize two weight inequalities. Hence, it is somehow surprising to see that Sawyer-testing is not needed in Corollary 5. In other words, the hard-to-verify part is indeed unnecessary.
Later, the two weight problem for H was solved in its full generality by Lacey, Sawyer, Shen, Uriarte-Tuero and Hytonen in [7, 8] and [6] . Also in [2] , Aleman, Pott and Reguera proved a special case of two weight inequalities for P , but their answer still depends on Sawyer-testing.
Corollary 5 follows from Theorem 2 and the following lemma.
Lemma 6. If σ is a doubling measure on D, then σ has the reverse doubling property.

PROOFS OF LEMMA 4 AND LEMMA 6
Proof of Lemma 4. Let Q I = B I ∪ T I be a Carleson box induced by an interval I ⊂ T, where
Assume that sup Q I :I⊂T σ −1
and
Proof of Lemma 6. Let I ⊂ T be an interval. Since σ is doubling, there is a constant c 2 > 1 such that
PROOF OF SUFFICIENCY IN THEOREM 2
Let Z + = N ∪ {0}. Consider the following well known dyadic grids on T,
For each β ∈ {0, 
Proof. For simplicity, we fix β = 0. Also fix any
Observe that C (1) (Q K ) has two members: Q I 11 and Q I 12 , and B K = Q I 11 ∪ Q I 12 . By induction, for any j ≥ 2, we define
By the reverse doubling property, it is not hard to observe that for any j ≥ 1,
where δ is from Definition 1. It follows that
Now, we need the next lemma which illustrates the relationship between an arbitrary interval J ⊂ T and intervals in D β , β ∈ {0, 
For a proof, one can consult [2, 5] . By Lemma 8 and Lemma 9, there is a constant c 5 such that for any f ≥ 0 and z ∈ D,
and for β ∈ {0,
Next we need a result on Carleson embedding.
then there is a constant c 7 such that
Remark. For the proof, one can easily adopt known arguments on Carleson embeddings, say, Theorem 3.1 in [10] or Theorem 5.8 in [14] . So we skip the details. Now we are ready to wrap up the proof of sufficiency in Theorem 2. Observe that it is sufficient to show that T 
Since σ and ω have the reverse doubling property, by Lemma 10 and Lemma 7, there is a constant c 10 such that for β ∈ {0,
is bounded, and so is P σ .
PROOF OF NECESSITY
We show that the joint Berezin condition is always necessary for two weight norm inequalities for the Bergman projection P . We define a rank one operator 
