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EXACT RECOVERY OF COMMUNITY DETECTION IN K-PARTITE
GRAPH MODELS
ZHONGYANG LI
Abstract. We study the vertex classification problem on a graph in which the vertices
are in k(k ≥ 2) different groups, or communities, and edges are only allowed between ver-
tices in distinct groups. The observation is the weighted adjacency matrix, perturbed by
a Gaussian Orthogonal Ensemble (GOE), or Gaussian Unitary Ensemble (GUE) matrix.
Different from the standard symmetric Z2-synchronization in which there are 2 commu-
nities with equal number of vertices, we do not assume that the number of vertices in
each group is the same. For the exact recovery of the maximum likelihood estimation
(MLE) with various weighted adjacency matrix, we prove a sharp phase transition result
with respect to the intensity σ of the Gaussian perturbation. These weighted adjacency
matrices may be considered as natural models for the electric network. Surprisingly, the
threshold, or critical value, of σ does not depend on whether or not the sample space for
MLE is restricted to the classifications such that the number of vertices in each group
is the same as the true value. In contrast to the well-studied Z2-sychronization, a new
complex version of the semi-definite programming (SDP) is designed to efficiently imple-
ment the community detection problem when the number of communities k is greater
than 2, and a common region for σ such that SDP exactly recovers the true classification
is obtained, which is independent of k.
1. Introduction
Most graphs of interest display community structure, i.e., their vertices are organized
into groups, called communities, clusters or modules. In some cases, edges are concen-
trated within groups. For example, vertices of a graph may represent scientists, edges
join coauthors. Vertices representing scientists working on the same research topic, where
collaborations are more frequent. Likewise, communities could represent proteins with sim-
ilar function in protein-protein interaction networks, groups of friends in social networks,
websites on similar topics on the web graph, and so on. In some other cases, edges may
only be possible between vertices in distinct groups. For instance, in an electrical network,
electrical current can only be observed where there is a difference in electrical potential.
Identifying communities may offer insight on how the network is organized. It allows us
to focus on regions having some degree of autonomy within the graph. It helps to classify
the vertices, based on their role with respect to the communities they belong to. For in-
stance we can distinguish vertices totally embedded within their clusters from vertices at
the boundary of the clusters, which may act as brokers between the modules and, in that
case, could play a major role both in holding the modules together and in the dynamics of
spreading processes across the network.
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Identifying different communities in the stochastic block model is a central topic in many
fields of science and technology; see [1] for a summary. A lot of spectacular work has been
done when the graph has two equal-sized communities, see, for example, [7, 8, 2] for an
incomplete list. Community detection with two equal-sized communities has also been
studied on hyper-graphs, see [6]. In this paper, we instead study the community detection
on a graph in which there are k(k ≥ 2) distinct clusters, not necessarily equal-sized, and
edges are only allowed between vertices in different communities. This corresponds to the
well-known k-partite graph in graph theory. The observation is a weighted adjacency ma-
trix, perturbed by a Gaussian Orthogonal Ensemble (GOE), or Gaussian Unitary Ensemble
(GUE) matrix. These weighted adjacency matrices, as explained later, may be considered
as natural models for the electric network. Given the observation, we prove a sharp phase
transition result with respect to the intensity σ of the Gaussian perturbation for the ex-
act recovery of the maximum likelihood estimation (MLE). Interestingly, the threshold, or
critical value, of σ does not depend on whether or not we restrict the sample space for
MLE to those classifications in which the number of vertices of each group, or community,
is the same as the true value. These results are obtained with the help of analyzing the
Gaussian distribution through various inequalities.
Semidefinite programming (SDP) is one of the most exciting developments in mathemat-
ical programming in the 1990s. SDP has applications in such diverse fields as traditional
convex constrained optimization, control theory, and combinatorial optimization. A linear
programming problem is one in which we wish to maximize or minimize a linear objec-
tive function of real variables over a polytope. In semidefinite programming, we instead
use real-valued vectors and are allowed to take the dot product of vectors; non-negativity
constraints on real variables in LP (linear programming) are replaced by semi-definiteness
constraints on matrix variables in SDP (semidefinite programming). Because SDP is solv-
able via interior point methods, most of these applications can usually be solved very
efficiently in practice as well as in theory.
It is well-known that the community detection problem with k = 2 equal-sized commu-
nities may be efficiently solved by a semi-definite programming algorithm; see, for instance,
[4, 5]. When there are k ≥ 3 different communities, we can design a “complex version”
of the semi-definite programming for efficient recovery. The idea is to relax the constraint
on the rank of the optimal solution, solve the optimization problem on a larger space of
the semi-definite matrices, and then achieve efficient recovery. We also obtain an interval
of σ to guarantee the exact recovery of the SDP, by applying the celebrated result of the
Tracy-Widom fluctuation of the maximal eigenvalue of the GOE matrix; see [9].
2. Main Results.
In this section, we shall state the main results proved in the paper. We first discuss the
basic definition and notation of the k partite graph, where k is a positive integer whose
value is at least 2.
A k-partite graph G = (V,E) is a graph whose vertices can be colored by k different
colors such that any two vertices of the same color cannot be adjacent. Assume V = [n] =
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{1, 2, . . . , n} be a set of vertices. Let
Rk = {c1, . . . , ck} ⊂ R
be a set consisting of k distinct real numbers, where k ≥ 2 is a positive integer.
Let y : [n]→ Rk be a mapping from the set of vertices to the set of colors, i.e., it assigns
a unique color in Rk to each vertex in {1, 2, . . . , n}. Also assume for each color ci ∈ Rk,
where 1 ≤ i ≤ k ∣∣y−1(ci)∣∣ = ni
where ni’s are positive integers satisfying
k∑
i=1
ni = n.sc (2.1)
and for 1 ≤ i ≤ k
y−1(ci) = {j ∈ [n] : y(j) = ci}.
We consider the following cases:
(1) n1 ≥ n2 ≥ . . . ≥ nk are fixed and satisfy (2.1); let Ωn1,...,nk be the set of all mappings
defined by
Ωn1,...,nk = {x : [n]→ Rk|∃η ∈ Σk : x−1(ci) = ni; |x−1(c1)| ≥ |x−1(c2)| ≥ . . . |x−1(ck)|}
(2) let Ω be the set of all mappings defined by
Ω = {x : [n]→ Rk}.
2.1. Real Weighted Adjacency Matrix with Gaussian Perturbation. We first con-
sider the community detection problem when the observation is a real weighted adjacency
matrix with Gaussian perturabtion.
m1 Theorem 2.1. Let n1 ≥ . . . ≥ nk are the numbers of vertices in the k different colors,
respectively. For a mapping y ∈ Ωn1,...,nk, let G(y) be the n×n square matrix whose entries
are defined by
Gi,j(y) = y(i)− y(j);gij (2.2)
where 1 ≤ i, j ≤ n. Let
T = G(y) + σWtgw (2.3)
where W is a random n × n matrix with i.i.d. standard Gaussian entries. Let k be fixed
and let n→∞. Let (v1 = n1n , . . . , vk = nkn ) be fixed as n→∞. We have
Let
yˆ = argminx∈Ωn1,...,nk ‖T−G(x)‖
2
F ;hy (2.4)
yˇ = argminx∈Ω‖T−G(x)‖2F .cy (2.5)
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(1) Assume there exists δ > 0, such that
σ2 <
(1− δ)min1≤i<j≤k(ci − cj)2n
4 log n
ss2 (2.6)
Then
lim
n→∞ p(yˆ;σ) = 1; and limn→∞ p(yˇ;σ) = 1
(2) Assume there exists δ > 0, such that
σ2 >
(1 + δ)min1≤i<j≤k(ci − cj)2n
4 log n
s2 (2.7)
then
lim
n→∞ p(yˆ;σ) = 0; and limn→∞ p(yˇ;σ) = 0.
m2 Theorem 2.2. Let n1 ≥ . . . ≥ nk are the numbers of vertices in the k different colors,
respectively. Let K(y) be the n× n square matrix whose entries are defined by
Ki,j(y) =
{
1 if y(i) 6= y(j)
0 if y(i) = y(j)
;kij (2.8)
where 1 ≤ i, j ≤ n. Let
R = K(y) + σWrgw (2.9)
where W is a random n× n matrix with i.i.d. standard Gaussian entries as before. Let k
be fixed and let n→∞. Let (v1 = n1n , . . . , vk = nkn ) be fixed as n→∞. We have
Let
y˜ = argminx∈Ω‖R−K(x)‖2Fty (2.10)
y = argminx∈Ωn1,...,nk ‖R−K(x)‖
2
F .by (2.11)
(1) Assume there exists δ > 0, such that
σ2 <
(1− δ)(nk + nk−1)
4 log n
ss2 (2.12)
Then
lim
n→∞ p(y˜;σ) = 1; and limn→∞ p(y;σ) = 1
(2) Assume there exists δ > 0, such that
σ2 >
(1 + δ)(nk + nk−1)
4 log n
s2 (2.13)
then
lim
n→∞ p(y˜;σ) = 0; and limn→∞ p(y;σ) = 0.
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In Theorems 2.1 and 2.2, we observe different weighted adjacency matrix for the k-
partite graph, both of which are perturbed by a constant multiple, i.e. multiplied by a
parameter σ, of a matrix with i.i.d. standard Gaussian entries. The weighted adjacency
matrix in 2.1 can be considered as a natural model for an electrical network; where each
one of the n vertices has one of the k distinct electric potentials. The weight of each
(oriented) edge is the difference of electric potentials between the initial point and terminal
point; which is proportional to the electric current on the edge. Given the observation,
the goal is to identify the electric potential differences of any two vertices. We consider
the probability of the exact recovery of the maximum likelihood estimate (MLE), and
find a sharp threshold with respect to the parameter σ. In theorem 2.2, we observe the
uniformly-weighted adjacency matrix for the undirected graph, perturbed by a noise which
is a σ-multiple of a matrix with i.i.d. standard Gaussian entries. Given the observation,
the goal is to determine whether two vertices have the same color or not. Again we find a
sharp threshold for the probability of the exact recovery of the MLE with respect to the
parameter σ. From these two theorems, we can see that we may either choose the sample
space for the maximum likelihood estimate as all the possible assignments of k potentials to
n vertices in Theorem 2.1 (all the possible classifications of n vertices in k distinct groups
in Theorem 2.2), or choose the sample space for the maximum likelihood estimate to be
restricted on all the classifications such that the number of vertices of each type coincides
with that of the true value - either way we obtain the same threshold.
Theorem 2.1 is proved in Sections 3 and 4; Theorem 2.2 is proved in Sections 5 and 6.
The proofs are based on various inequalities of Gaussian distributions.
2.2. Complex Unitary Matrix with Gaussian Perturbation. Now we consider the
community detection problem with k ≥ 2 different communities when the observation is a
complex unitary matrix with Gaussian perturbation. Community detection problems with
such an observation matrix may be efficiently recovered by the semi-definite programming.
Let d1, . . . , dk ∈ [0, 2π) be k distinct real numbers. Let i satisfy i2 = −1 be the imaginary
unit. Let y : [n]→ {eid1 , . . . , eidk} be a mapping which assigns each vertex in [n] a unique
color represented by a complex number of modulus 1. Let Θ be the set consisting of all
such mappings.
For a mapping y ∈ Θ, let P(y) be an n× n matrix whose entries are given by
Pa,b(y) = y(a)y(b) = e
Log[y(a)]−Log[y(b)]
where y(b) is the complex conjugate of y(b) and Log[y(b)] is the principal branch of the
complex logarithmic function.
For each x ∈ Θ, if we consider x as an n× 1 vector given by
x = (x(1), . . . , x(n))t,
then
P(x) = xxt;
which is a rank-1 positive semi-definite Hermitian matrix whose diagonal entries are 1.
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Define
U = P(y) + σWc
where Wc is the standard GUE random matrix. More precisely, Wc is a random Her-
mitian matrix whose diagonal entries are i.i.d. standard real Gaussian random variables
(N (0, 1)R), and upper triangular entries are i.i.d. standard complex Gaussian random
variables (N (0, 1)C).
ap1 Assumption 2.3. (1) The number of vertices in each color is the same.
(2) eid1 , . . . , eidk are the kth root of unity. Without loss of generality, assume that
dl =
2(l−1)π
k , for l = 1, . . . , k.
Let ΘA be the subset of Θ consisting of all the mappings satisfying the above two as-
sumptions.
Given each observation U, the goal is to determine the colors of all the n vertices. Let
yA = argminx∈ΘA‖U−P(x)‖2Fys (2.14)
Note that for any x ∈ Θ,
‖P(x)‖2F =
∑
1≤a,b≤n
x(a)x(b)x(b)x(a) = n2,
which is independent of x. Hence we have
yA = argmaxx∈ΘAℜ〈U,P(x)〉
where ℜ denotes the real part of a complex number, and 〈·, ·〉 denotes the inner product of
two matrices defined by
〈M1,M2〉 =
∑
i,j∈[n]
M1(i, j)M2(i, j).cip (2.15)
where M1,M2 ∈ Cn×n.
m3 Theorem 2.4. Let k be fixed and let n→∞. Under Assumption 2.3 we have
(a) If there exists δ > 0, such that
σ2 <
(1− δ) [n(1− cos 2πk )]
2 log n
sc1 (2.16)
then
lim
n→∞ p(y
A;σ) = 1
(b) If there exists δ > 0, such that
σ2 >
(1 + δ)
[
n(1− cos 2πk )
]
2 log n
then
lim
n→∞ p(y
A;σ) = 0.
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Define
V = P(y) + σdiag(y)Wsdiag(y)
whereWs is the standard GOE random matrix. More precisely,Ws is a random symmetric
matrix whose diagonal entries and upper triangular entries are i.i.d. standard real Gaussian
random variables (N (0, 1)R).
Given each observation V, the goal is to determine the colors of all the n vertices. We
may consider the following optimization problem
maxℜ〈V,X〉co (2.17)
subject to Xii = 1
and X  0
where X  0 means that X is a positive semi-definite Hermitian matrix.
Then we have the following theorem
m5 Theorem 2.5. Let p(Y ;σ) be the probability that the solution Y of (2.17) coincides with
yyt where y is the true mapping for colors of vertices. If there exists a constant δ > 0
independent of N , such that σ < (1−δ)
√
n√
2 logn
, then
lim
n→∞ p(Y ;σ) = 1
In Theorem 2.5, it turns out that the bound (1−δ)
√
n√
2 logn
on σ to guarantee the exact recovery
of the SDP is independent of k - the total number of communities. However, if we instead
use the GUE matrixWc instead of diag(y)Wsdiag(y) to represent the noise, Theorem 2.4
shows that threshold of σ to guarantee the exact recovery of MLE does depend on k. This
threshold is of order O
(
1√
n logn
)
when k ∼ n. Since the SDP is an algorithm obtained
relaxation of constraints of the MLE, one may naturally expect a smaller common bound
for σ to guarantee the exact recovery of the SDP for all k, when the noise is represented
by Wc.
Theorem 2.4 is proved in Section 7.1; and Theorem 2.5 is proved in Section 7.2.
3. Proof of Theorem 2.1 when the number of vertices in each color is fixed
pm11
We first consider Case (1), and assume that n1 ≥ . . . ≥ nk are the numbers of vertices
in the k different colors, respectively. For a mapping y ∈ Ωn1,...,nk , let G(y), T be defined
as in (2.2), (2.3), respectively.
Given a sample T, the goal is to determine the color y of all the vertices. Let yˆ be
defined by (2.4). Then
yˆ = argmaxx∈Ωn1,...,nk 〈G(x),T〉
Let
p(yˆ, σ) = Pr(yˆ = y)
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For x ∈ Ωn1,...,nk , define
f(x) = 〈G(x),T〉
Then
p(yˆ, σ) = Pr
(
f(y) > max
x∈Ωn1,...,nk\{y}
f(x)
)
Note that
f(x)− f(y) = 〈G(y),G(x) −G(y)〉+ σ〈W,G(x) −G(y)〉.
The expression above shows that f(x) − f(y) is a Gaussian random variable with mean
〈G(y),G(x) −G(y)〉 and variance σ2‖G(x)−G(y)‖2F .
For i, j ∈ {1, 2, . . . , k}, let
Si,j(x, y) = {1 ≤ l ≤ n : x(l) = ci, y(l) = cj};sij (3.1)
i.e., Si,j(x, y) consists of all the vertices which have color ci in x and color cj in y.
Let ti,j(x, y) = |Si,j(x, y)|. We may write ti,j instead of ti,j(x, y) when there is no
confusion. We have ∑
j∈{1,2,...,k}
ti,j = ni, ∀i ∈ {1, 2, . . . , k}t1 (3.2)
∑
i∈{1,2,...,k}
ti,j = nj , ∀j ∈ {1, 2, . . . , k}t2 (3.3)
For each vertex l ∈ Si,j, the inner product of the row in G(x) corresponding to l and the
row in G(y) corresponding to l is
k∑
u=1
k∑
v=1
tu,v(ci − cu)(cj − cv)
Then
〈G(x),G(y)〉 =
n∑
l=1
〈Gl(x),Gl(y)〉
=
∑
i,j,u,v∈{1,2,...,k}
ti,jtu,v(ci − cu)(cj − cv)
= 2

 ∑
i,j∈[k]
ti,j · ci · cj



 ∑
u,v∈[k]
tu,v

− 2

 ∑
i,j∈[k]
ti,j · ci



 ∑
u,v∈[k]
tu,v · cv


= 2n

 ∑
i,j∈[k]
ti,j · ci · cj

− 2

∑
i∈[k]
ni · ci


2
,
where the last identity follows from (3.2) and (3.3).
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Note that
ti,j(y, y) =
{
ni if i = j
0 else
Therefore
〈G(y),G(y)〉 = 2n
∑
i∈[k]
[
ni · c2i
]− 2

∑
i∈[k]
ni · ci


2
Let
M(x, y) = −E[f(x)− f(y)] = −〈G(y), G(x) −G(y)〉
= 2n
∑
i∈[k]
[
ni · c2i
]− 2n

 ∑
i,j∈[k]
ti,j · ci · cj


Then
Var[f(x)− f(y)] = 2σ2M(x, y)
Then for x ∈ Ωn1,...,nk \ {y}
Pr (f(x)− f(y) > 0) = Prξ∼N (0,1)
(
ξ ≥
√
M(x, y)√
2σ
)
Using the standard Gaussian tail bound Prξ∈N (0,1)(ξ > x) < e−
1
2
x2 , we obtain
Pr (f(x)− f(y) > 0) ≤ e−M(x,y)4σ2
Then
1− p(yˆ;σ) ≤
∑
x∈Ωn1,...,nk\{y}
Pr(f(x)− f(y) ≥ 0)
=
∑
x∈Ωn1,...,nk\{y}
Prξ∼N (0,1)
(
ξ ≥
√
M(x, y)√
2σ
)
≤
∑
x∈Ωn1,...,nk\{y}
e−
M(x,y)
4σ2
Lemma 3.1. Under the constraint (3.2) and (3.3), M(x, y) achieves its minimum when
ti,i = ni
ti,j = 0, if i 6= j.
and the minimal value of M(x, y) is 0.
Proof. Note that
∑
i,j∈[k]
ti,j · ci · cj ≤
∑
i,j∈[k]
(c2i + c
2
j )ti,j
2
=
∑
i∈[k]
[ni · c2i ];
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where the identity holds when ci = cj whenever ti,j 6= 0. Then the lemma follows from the
assumption that ci 6= cj whenever i 6= j. 
Let
ui,j =
ti,j
n
, ∀1 ≤ i, j ≤ k;
vi =
k∑
j=1
ui,j =
n∑
j=1
uj,i =
ni
n
, ∀1 ≤ i ≤ k
Note that
∑k
i=1 vi = 1. Let B be the set given by
B =

(t1,1, . . . , tk,k) ∈
∏
i,j∈[k]
[min{ni, nj}] :
k∑
i=1
ti,j = nj,
k∑
j=1
ti,j = ni

 .
Note also that for each (t1,1, . . . , tk,k) ∈ B, the number of mappings x ∈ Ωn1,...,nk with
ti,j(x, y) = ti,j for all i, j ∈ [k] is no more than∏k
l=1[nl!]∏
1≤i,j≤k[ti,j]!
,
then ∑
x∈Ωn1,...,nk\{y}
e−
M(x,y)
σ2 ≤
∑
(t1,1,...,tk,k)∈B
∏k
l=1[nl!]∏
1≤i,j≤k[ti,j ]!
e−
M(x,y)
4σ2
By Stirling’s formula, we obtain that when each one of n1, . . . , nk is large,∏k
l=1[nl!]∏
1≤i,j≤k[ti,j]!
∼
∏
1≤l≤k
√
vl
(2nπ)
k2−k
2
∏
1≤i,j≤k
√
ui,j
[ ∏k
l=1 v
vl
l∏
1≤i,j≤k(ui,j)ui,j
]n
lsf (3.4)
Then we have ∑
x∈Ωn1,...,nk\{y}
e−
M(x,y)
4σ2 ≤ I1 + I2
where
I1 =
∫
D\Dǫ
n
(k−1)(k−2)
2
∏
1≤l≤k
√
vl
(2π)
k2−k
2
∏
1≤i,j≤k
√
ui,j
[ ∏k
l=1 v
vl
l∏
1≤i,j≤k(ui,j)ui,j
]n
e−
M(x,y)
4σ2 dV
and
I2 =
∑
x∈Ωn1,...,nk\{y}:
(
t1,1
n
,...,
tk,k
n
)
∈Dǫ
e−
M(x,y)
4σ2 .
Here D is the domain given by
D =

(u1,1, . . . , uk,k) : ui,j ≥ 0, for 1 ≤ i, j ≤ k;
k∑
j=1
ui,j = vi,
k∑
i=1
ui,j = vj

 .
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For a small positive number ǫ > 0, let Dǫ be the domain given by
Dǫ = {(u1,1, . . . , uk,k) ∈ D : ui,i ≥ vi − ǫ,∀1 ≤ i ≤ k}
Note that the dimension of D is k2 − 2k + 1.
l22 Lemma 3.2. Assume (u1,1, . . . , uk,k) ∈ D \ Dǫ. Then
M(x, y) ≥ C0ǫn2
where C0 > 0 is a constant given by
C0 = min
i,j∈[k],i 6=j
(ci − cj)2c0 (3.5)
Proof. When (u1,1, . . . , uk,k) ∈ D \ Dǫ, we have there exists 1 ≤ i ≤ k,∑
j∈[k],j 6=i
ui,j ≥ ǫ
Note that
M(x, y) = 2n


∑
i∈[k]
[ni · c2i ]−

 ∑
i,j∈[k]
ti,j · ci · cj




= n
∑
i∈[k]
∑
j∈[k]
ti,j(ci − cj)2 ≥ ǫC0n2.
Then the lemma follows. 
Proposition 3.3. Let k be fixed and let n→∞. Assume there exists δ > 0, such that
σ2 <
(1− δ)C0n
4 log n
ss2 (3.6)
where C0 > 0 is a constant given by (3.5). Then for any fixed (v1, . . . , vk) satisfying vi > 0
and
∑k
i=1 vi = 1
lim
n→∞ p(yˆ;σ) = 1.
Proof. First of all, for any fixed ǫ > 0, if (4.6) holds, then σ ∼ o(√n), by Lemma 3.2 and
the fact that for any fixed (v1, . . . , vk) satisfying
∑k
i=1 vi = 1,∏k
l=1 v
vl
l∏
1≤i,j≤k(ui,j)ui,j
≤ k
We obtain that limn→∞ I1 = 0.
Now let us consider I2. We consider the following “smoothing” process for ti,j’s: for
i, j ∈ [k] and i 6= j, choose a vertex in Si,i(x, y), change its color in x from ci to cj ; choose
a vertex in Sj,j(x, y), change its color in x from cj to ci. Then the change in M(x, y) is
[−n(ti,j + tj,i) + n(ti,j + 1 + tj,i + 1)](ci − cj)2 = 2n(ci − cj)2 ≥ 2nC0,
where C0 is given in (3.5).
We continue this process until the resulting (u1,1, . . . , uk,k) is outside Dǫ.
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I2 ≤
∞∑
l=1
n2le−
nlC0
2σ2
It is straightforward to check that when σ satisfies (4.6), there exists sufficiently small
ǫ > 0, such that limn→∞ I2 = 0. Then the proposition follows. 
Proposition 3.4. Let k be fixed and let n→∞. Assume there exists δ > 0, such that
σ2 >
(1 + δ)C0n
4 log n
s2 (3.7)
then
lim
n→∞ p(yˆ;σ) = 0.
Proof. Assume u, v ∈ [k], u 6= v such that
(cu − cv)2 = min
i,j∈[k],i 6=j
(ci − cj)2 = C0
For y ∈ Ω, a, b ∈ {1, 2, . . . , n} such that cu = y(a) 6= y(b) = cv. Let y(ab) be the coloring
of vertices defined by
y(ab)(i) =


y(i) if i ∈ {1, 2, . . . , n} \ {a, b}
cv if i = a
cu if i = b
yab (3.8)
Then
1− p(yˆ;σ) ≥ Pr
(
∪a,b∈[n],cu=y(a)6=y(b)=cv [f(y(ab))− f(y) > 0]
)
,
since any of the event [f(y(ab))− f(y) > 0] implies yˆ 6= y. Recall that
f(y(ab))− f(y) = 〈G(y),G(y(ab))−G(y)〉 + σ〈W,G(y(ab))−G(y)〉
= −2n(cu − cv)2 + σ〈W,G(y(ab))−G(y)〉.
So 1− p(yˆ;σ) is at least
Pr
(
∪a,b∈[n],cu=y(a)6=y(b)=cv [f(y(ab))− f(y) > 0]
)
≥ Pr
(
maxa,b∈[n],cu=y(a)6=y(b)=cvσ〈W,G(y(ab))−G(y)〉 > 2nC0
)
For i ∈ {u, v}, let Hi ⊂ y−1(ci) such that |Hi| = nlog2 n = h. Then
1− p(yˆ;σ) ≥ Pr
(
maxa∈Hu,b∈Hvσ〈W,G(y(ab))−G(y)〉 > 2nC0
)
Let (X ,Y,Z) be a partition of [n]2 defined by
X = {α = (α1, α2) ∈ [n]2, {α1, α2} ∩ [Hu ∪Hv] = ∅}
Y = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩ [Hu ∪Hv]| = 1}
Z = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩ [Hu ∪Hv]| = 2}
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For η ∈ {X ,Y,Z}, define the n× n matrix Wη from the entries of W as follows
Wη(i, j) =
{
0 if (i, j) /∈ η
W(i, j), if (i, j) ∈ η
For each a ∈ Hu and b ∈ Hv, let
Xab = 〈WX ,G(y(ab))−G(y)〉
Yab = 〈WY ,G(y(ab))−G(y)〉
Zab = 〈WZ ,G(y(ab))−G(y)〉
Claim 3.5. The followings are true:
(1) Xab = 0 for a ∈ Hu and b ∈ Hv.
(2) For each a ∈ Hu and b ∈ Hv, the variables Yab and Zab are independent.
(3) Each Yab can be decomposed into Ya+Yb where {Ya}a∈Hu ∪{Yb}b∈Hv is a collection
of i.i.d. Gaussian random variables.
Proof. It is straightforward to check (1). (2) holds because Y ∩ Z = ∅.
For s ∈ Hu ∪Hv, let Ys ⊆ Y be defined by
Ys = {α = (α1, α2) ∈ Y : α1 = s, or α2 = s}.
Note that for s1, s2 ∈ Hu ∪Hv and s1 6= s2, Ys1 ∩ Ys2 = ∅. Moreover, Y = ∪s∈Hu∪HvYs.
Therefore
Yab =
∑
s∈Hu∪Hv
〈WYs ,G(y(ab))−G(y)〉
Note also that 〈WYs ,G(y(ab))−G(y)〉 = 0, if s /∈ {a, b}. Hence
Yab =
∑
α∈Ya∪Yb
[W(α)] · {[G(y(ab))−G(y)](α)}
Note that for α ∈ Ya,
[G(y(ab))−G(y)](α) =
{
cv − cu if α1 = a
cu − cv if α2 = a.
So,
Ya :=
∑
α∈Ya
[W(α)] · {[G(y(ab))−G(y)](α)}
=


∑
α∈Ya;α1=a
[W(α)] −
∑
α∈Ya;α2=a
[W(α)]

 (cv − cu)
Similarly, define
Yb :=


∑
α∈Yb;α2=b
[W(α)] −
∑
α∈Yb;α1=b
[W(α)]

 (cv − cu)
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Then Yab = Ya + Yb and {Ys}s∈Hu∪Hv is a collection of independent Gaussian random
variables. Moreover, the variance of Ys is equal to (2n − 4h)C0 independent of the choice
of s. 
By the claim, we obtain
〈W,G(y(ab))−G(y)〉 = Ya + Yb + Zab
Moreover,
max
a∈Hu,b∈Hv
Ya + Yb + Zab ≥ max
a∈Hu,b∈Hv
(Ya + Yb)− max
a∈Hu,b∈Hv
(−Zab)
= max
a∈Hu
Ya + max
b∈Hv
Yb − max
a∈Hu,b∈Hv
(−Zab)
Recall the following tail bound result on the maximum of Gaussian random variables:
mg Lemma 3.6. Let G1, . . . , GN be Gaussian random variables with variance 1. Let ǫ > 0 be
a constant independent of N . Then
Pr
(
max
i=1,...,N
Gi > (1 + ǫ)
√
2 logN
)
≤ N−ǫ
and moreover, if Gi’s are independent,
Pr
(
max
i=1,...,N
Gi < (1− ǫ)
√
2 logN
)
≤ exp(−Nω(ǫ))
By the lemma we obtain
max
a∈Hu
Ya ≥ (1− 0.01ǫ)
√
2 log h · 2C0 (n− 2h)
max
b∈Hv
Yb ≥ (1− 0.01ǫ)
√
2 log h · 2C0 (n− 2h)
max
a∈Hu,b∈Hv
Zab ≤ (1 + ǫ)
√
4 log h ·maxVar(Zab)
with probability 1− on(1).(Here on(1)→ 0 as n→∞.) Moreover,
VarZab = ‖G(y(ab))−G(y)]‖2F −Var(Ya)−Var(Yb)
= 4C0n− 4C0 (n− 2h)
= 8C0h
which is o(n). Hence
max
a∈H1,b∈H2
〈W,G(y(ab))−G(y)〉 ≥ 2(1 − 0.01ǫ − o(1))
√
2 log n · 2C0(n− 2h)
≥ 4(1 − 0.01ǫ − o(1))
√
C0n log n
with probability 1− on(1). Since σ2 > (1+δ)C0n4 logn , we have
Pr
(
maxa,b∈{1,2,...,n},y(a)6=y(b)σ〈W,G(y(ab))−G(y)〉 > 2C0(1 + δ)n
)
≥ 1− on(1)
Then the lemma follows. 
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4. Proof of Theorem 2.1 when the number of vertices in each color is
arbitrary
pm12
Now we consider Case (2), and assume that for each x ∈ Ω, n1(x), . . . , nk(x) are arbitrary
positive integers satisfying (2.1) and denoting the number of vertices in the colors c1, . . . , ck
under the mapping x, respectively. For a mapping y ∈ Ω, let G(y) be defined as in (2.2);
and let T be defined as in (2.3).
Given a sample T, the goal is to determine the color y of all the vertices. Let yˇ be
defined by (2.5). Then
yˇ = argminx∈Ω‖G(x)‖2F − 2〈G(x),T〉
Let
p(yˇ, σ) = Pr(yˇ = y)
For x ∈ Ω, define
d(x) = ‖G(x)‖2F − 2〈G(x),T〉
Then
p(yˇ, σ) = Pr
(
d(y) < min
x∈Ω\{y}
d(x)
)
Note that
d(x)− d(y) = ‖G(x)‖2F − ‖G(y)‖2F − 2〈G(y),G(x) −G(y)〉 − 2σ〈W,G(x) −G(y)〉.
The expression above shows that d(x) − d(y) is a Gaussian random variable with mean
‖G(x)‖2F − ‖G(y)‖2F − 2〈G(y),G(x) −G(y)〉 and variance 4σ2‖G(x) −G(y)‖2F .
For i, j ∈ {1, 2, . . . , k}, let Si,j(x, y) be defined as in (7.17), and let ti,j(x, y) = |Si,j(x, y)|.
Then ∑
j∈{1,2,...,k}
ti,j(x, y) = ni(x), ∀i ∈ {1, 2, . . . , k}tt1 (4.1)
∑
i∈{1,2,...,k}
ti,j(x, y) = nj(y), ∀j ∈ {1, 2, . . . , k}tt2 (4.2)
Note that
〈G(x),G(y)〉 =
n∑
l=1
〈Gl(x),Gl(y)〉
=
∑
i,j,u,v∈{1,2,...,k}
ti,jtu,v(ci − cu)(cj − cv)
= 2

 ∑
i,j∈[k]
ti,j · ci · cj



 ∑
u,v∈[k]
tu,v

− 2

 ∑
i,j∈[k]
ti,j · ci



 ∑
u,v∈[k]
tu,v · cv


= 2n

 ∑
i,j∈[k]
ti,j · ci · cj

− 2

∑
i∈[k]
ni(x) · ci



∑
j∈[k]
nj(y) · cj

 ,
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where the last identity follows from (4.1) and (4.2).
In particular
〈G(y),G(y)〉 = 2n
∑
i∈[k]
[
ni(y) · c2i
]− 2

∑
i∈[k]
ni(y) · ci


2
Let
Q(x, y) = E[d(x)− d(y)] = ‖G(x)‖2F + ‖G(y)‖2F − 2〈G(x),G(y)〉qxy (4.3)
= 2n
∑
i,j∈[k]
ti,j(x, y)(ci − cj)2 − 2

∑
i∈[k]
ni(x)ci −
∑
j∈[k]
nj(y)cj


2
=
∑
u,v,i,j∈[k]
tu,v(x, y)ti,j(x, y)(cu − cv − ci + cj)2
Then
Var[d(x) − d(y)] = 4σ2Q(x, y)
Then for x ∈ Ω \ {y}
Pr (d(y)− d(x) > 0) = Prξ∼N (0,1)
(
ξ ≥
√
Q(x, y)
2σ
)
Using the standard Gaussian tail bound Prξ∈N (0,1)(ξ > x) < e−
1
2
x2 , we obtain
Pr (d(y)− d(x) > 0) ≤ e−Q(x,y)8σ2
Then
1− p(yˇ;σ) ≤
∑
x∈Ω\{y}
Pr(d(y) − d(x) ≥ 0)
=
∑
x∈Ω\{y}
Prξ∼N (0,1)
(
ξ ≥
√
Q(x, y)
2σ
)
≤
∑
x∈Ω\{y}
e−
Q(x,y)
8σ2
Lemma 4.1. Under the constraint (4.2), Q(x, y) achieves its minimum when
ti,i = ni(y)
ti,j = 0, if i 6= j.
and the minimal value of Q(x, y) is 0.
Proof. The lemma follows from the expression (4.3). 
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Let
ui,j(x, y) =
ti,j(x, y)
n
, ∀1 ≤ i, j ≤ k;uij (4.4)
vi(y) =
n∑
j=1
uj,i(x, y) =
ni(y)
n
, ∀1 ≤ i ≤ kvi (4.5)
Note that
∑k
i=1 vi(y) = 1. Let B be the set given by
B =

(t1,1, t2,1 . . . , tk,k) ∈
∏
j∈[k]
[nj(y)]
k :
k∑
i=1
ti,j(x, y) = nj(y)

 .
Note also that for each (t1,1, t2,1, . . . , tk,k) ∈ B, the number of mappings x ∈ Ω with
ti,j(x, y) = ti,j for all i, j ∈ [k] is no more than∏k
l=1[nl(y)]!∏
1≤i,j≤k[ti,j(x, y)]!
,
By Stirling’s formula as in (3.4), we obtain that∑
x∈Ωn1,...,nk\{y}
e−
Q(x,y)
8σ2 ≤ J1 + J2
where
J1 =
∫
D\Dǫ
n
k2−k
2
∏
1≤l≤k
√
vl(y)
(2π)
k2−k
2
∏
1≤i,j≤k
√
ui,j
[ ∏k
l=1 vl(y)
vl(y)∏
1≤i,j≤k(ui,j)ui,j
]n
e−
Q(x,y)
8σ2 dV
and
J2 =
∑
x∈Ω\{y}:
(
t1,1
n
,...,
tk,k
n
)
∈Dǫ
e−
Q(x,y)
8σ2 .
Here D is the domain given by
D =
{
(u1,1, . . . , uk,k) : ui,j ≥ 0, for 1 ≤ i, j ≤ k;
k∑
i=1
ui,j = vj(y),
}
.
Note that the dimension of D is k2 − k.
For a small positive number ǫ > 0, let Dǫ be the domain given by
Dǫ = {(u1,1, . . . , uk,k) ∈ D : ui,i ≥ vi(y)− ǫ,∀1 ≤ i ≤ k}
l32 Lemma 4.2. Assume (u1,1, . . . , uk,k) ∈ D \ Dǫ. Then if ǫ > 0 is small enough,
Q(x, y) ≥ 4C0ǫ2n2
where C0 > 0 is a constant given by (3.5).
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Proof. When (u1,1, . . . , uk,k) ∈ D \ Dǫ, we have there exists 1 ≤ i ≤ k,∑
j∈[k],j 6=i
uj,i ≥ ǫ
The following cases might occur
(1) there exists l ∈ [k], such that
ul,l > vl(y)− ǫ
Then
Q(x, y) =
∑
u,v,i,j∈[k]
tu,v(x, y)ti,j(x, y)(cu − cv − ci + cj)2
≥ tl,l(x, y)
∑
j∈[k],j 6=i
tj,i(x, y)(ci − cj)2
≥ (vl(y)− ǫ)ǫC0n2
(2) for all the p ∈ [k], we have ∑
q∈[k],q 6=p
uq,p ≥ ǫ
Without loss of generality, assume that c1 > c2 > . . . > ck. Then
Q(x, y) =
∑
u,v,i,j∈[k]
tu,v(x, y)ti,j(x, y)(cu − cv − ci + cj)2
≥
∑
i∈[k],i 6=1
∑
j∈[k],j 6=k
ti,1(x, y)tj,k(x, y)(ci − c1 − cj + ck)2
≥ 4C0ǫ2n2
When ǫ is sufficiently small, the lemma follows.

Proposition 4.3. Let k be fixed and let n→∞. Assume there exists δ > 0, such that
σ2 <
(1− δ)C0n
4 log n
ss2 (4.6)
where C0 > 0 is a constant given by (3.5). Then for any fixed (v1(y), . . . , vk(y)) satisfying
vi(y) > 0 and
∑k
i=1 vi(y) = 1
lim
n→∞ p(yˇ;σ) = 1.
Proof. First of all, for any fixed ǫ > 0, if (4.6) holds, then σ ∼ o(√n), by Lemma 4.2 We
obtain that limn→∞ J1 = 0.
Now let us consider J2. Recall that
Q(x, y) = 2n
∑
i,j∈[k]
ti,j(x, y)(ci − cj)2 − 2

 ∑
i,j∈[k]
ti,j(x, y)(ci − cj)


2
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Note also that when (u1,1, . . . , uk,k) ∈ Dǫ, we obtain∣∣∣∣∣∣
∑
i,j∈[k]
tu,v(x, y)(cu − cv) + (cj − ci)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
∑
i∈[k]
(ni(x)− ni(y))ci
∣∣∣∣∣∣ ≤ k2ǫn max1≤i≤k |ci|
We consider the following “smoothing” process for ti,j’s: for i, j ∈ [k] and i 6= j, choose a
vertex in Si,i(x, y), change its color in x from ci to cj . Then the change in Q(x, y) is
2n(ci − cj)2 + 2

 ∑
u,v∈[k]
tu,v(x, y)(cu − cv)


2
− 2

 ∑
i,j∈[k]
tu,v(x, y)(cu − cv) + (cj − ci)


2
,
= (2n− 2)(ci − cj)2 + 4(ci − cj)

 ∑
u,v∈[k]
tu,v(x, y)(cu − cv)

 ≥ (2n− 2)C0 −C1ǫn
where C0 is given in (3.5), and C1 > 0 is a constant given by
C1 := 4k
2max
l∈[k]
|cl| max
p,q∈[k]
|cp − cq|
We continue this process until the resulting (u1,1, . . . , uk,k) is outside Dǫ.
J2 ≤
∞∑
l=1
nle−
[(2n−2)C0−C1ǫn]l
8σ2
It is straightforward to check that when σ satisfies (4.6), there exists sufficiently small
ǫ > 0, such that limn→∞ I2 = 0. Then the proposition follows. 
Proposition 4.4. Let k be fixed and let n→∞. Assume there exists δ > 0, such that
σ2 >
(1 + δ)C0n
4 log n
s2 (4.7)
then
lim
n→∞ p(yˇ;σ) = 0.
Proof. Assume u, v ∈ [k], u 6= v such that
(cu − cv)2 = min
i,j∈[k],i 6=j
(ci − cj)2 = C0
For y ∈ Ω, a ∈ [n] such that cu = y(a). Let y(a) be the coloring of vertices defined by
y(ab)(i) =
{
y(i) if i ∈ [n] \ {a}
cv if i = a
yab (4.8)
Then
1− p(yˇ;σ) ≥ Pr
(
∪a∈[n],cu=y(a)d(y(a))− d(y) < 0]
)
,
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since any of the event [d(y(a))− d(y) < 0] implies yˇ 6= y. Recall that
d(y(a))− d(y) = ‖G(y(a))−G(y)‖2F − 2σ〈W,G(y(a))−G(y)〉
= (2n − 2)(cu − cv)2 + 4(cu − cv)

 ∑
i,j∈[k]
ti,j(y
(a), y)(ci − cj)

− 2σ〈W,G(y(ab))−G(y)〉.
= (2n − 6)C0 − 2σ〈W,G(y(ab))−G(y)〉
So 1− p(yˇ;σ) is at least
Pr
(
∪a,b∈[n],cu=y(a)[d(y(a))− d(y) < 0]
)
≥ Pr
(
maxa,b∈[n],cu=y(a)6=y(b)=cvσ〈W,G(y(ab))−G(y)〉 > (n− 3)C0
)
Let Hu ⊂ y−1(cu) such that |Hu| = nlog2 n = h. Then
1− p(yˇ;σ) ≥ Pr
(
maxa∈Huσ〈W,G(y(a))−G(y)〉 > (n − 3)C0
)
Let (X ,Y,Z) be a partition of [n]2 defined by
X = {α = (α1, α2) ∈ [n]2, {α1, α2} ∩Hu| = ∅}
Y = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩Hu| = 1}
Z = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩Hu| = 2}
For η ∈ {X ,Y,Z}, define the n× n matrix Wη from the entries of W as follows
Wη(i, j) =
{
0 if (i, j) /∈ η
W(i, j), if (i, j) ∈ η
For each a ∈ Hu, let
X (a) = 〈WX ,G(y(a))−G(y)〉
Y(a) = 〈WY ,G(y(a))−G(y)〉
Z(a) = 〈WZ ,G(y(a))−G(y)〉
Claim 4.5. The followings are true:
(1) X (a) = 0 for a ∈ Hu.
(2) For each a ∈ Hu, the variables Y(a) and Z(a) are independent.
(3) {Y(a)}a∈Hu is a collection of i.i.d. Gaussian random variables.
Proof. It is straightforward to check (1). (2) holds because Y ∩ Z = ∅.
For s ∈ Hu, let Ys ⊆ Y(a) be defined by
Ys = {α = (α1, α2) ∈ Y : α1 = s, or α2 = s}.
Note that for s1, s2 ∈ Hu and s1 6= s2, Ys1 ∩ Ys2 = ∅. Moreover, Y = ∪s∈HuYs. Therefore
Y(a) =
∑
s∈Hu
〈WYs ,G(y(a))−G(y)〉
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Note also that 〈WYs ,G(y(a))−G(y)〉 = 0, if s 6= a. Hence
Y(a) =
∑
α∈Ya
[W(α)] · {[G(y(a))−G(y)](α)}
Note that for α ∈ Ya,
[G(y(a))−G(y)](α) =
{
cv − cu if α1 = a
cu − cv if α2 = a.
So,
Y(a) =
∑
α∈Ya
[W(α)] · {[G(y(ab))−G(y)](α)}
=


∑
α∈Ya;α1=a
[W(α)] −
∑
α∈Ya;α2=a
[W(α)]

 (cv − cu)
and {Y(a)}a∈Hu is a collection of independent Gaussian random variables. Moreover, the
variance of Y(a) is equal to (2n − 2h)C0 independent of the choice of s. 
By the claim, we obtain
〈W,G(y(a))−G(y)〉 = Y(a) + Z(a)
Moreover,
max
a∈Hu
Y(a) + Z(a) ≥ max
a∈Hu
[
Y(a)
]
− max
a∈Hu
[
Z(a)
]
By the Lemma 3.6 we obtain
max
a∈Hu
Y(a) ≥ (1− 0.01ǫ)
√
2 log h · 2C0 (n− h)
max
a∈Hu
Z(a) ≤ (1 + ǫ)
√
2 log h ·maxVar(Z(a))
with probability 1− on(1).(Here on(1)→ 0 as n→∞.) Moreover,
VarZ(a) = ‖G(y(a))−G(y)]‖2F −Var(Y(a))
= (2n − 6)C0 − 2C0 (n− h)
= C0(2h − 6)
which is o(n). Hence
max
a∈H1,b∈H2
〈W,G(y(a))−G(y)〉 ≥ (1− 0.01ǫ − o(1))
√
2 log n · 2C0(n− h)
≥ 2(1 − 0.01ǫ − o(1))
√
C0n log n
with probability 1− on(1). Since σ2 > (1+δ)C0n4 logn , we have
Pr
(
maxa,b∈{1,2,...,n},y(a)6=y(b)σ〈W,G(y(a))−G(y)〉 > C0(1 + δ)n
)
≥ 1− on(1)
Then the lemma follows. 
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5. Proof of Theorem 2.2 when the number of vertices in each color is
arbitrary
pm21
Now we consider Case (2), and assume that for each x ∈ Ω, n1(x) ≥ . . . ≥ nk(x) are
arbitrary positive integers satisfying (2.1) and denoting the number of vertices in each color
under the mapping x, respectively. Let K(y) be defined as in (2.8), and R be defined as
in (2.9).
Given a sample R, again we want to determine the color y of all the vertices. Let y˜ be
defined as in (2.11).
Again for i, j ∈ [k], let Si,j(x, y) be defined as in (7.17), and ti,j(x, y) = |Si,j(x, y)|. Then∑
i∈[k]
ti,j(x, y) = nj(y);
∑
j∈[k]
ti,j(x, y) = ni(x);
∑
i,j∈[k]
ti,j(x, y) = ntij (5.1)
and
〈K(x),K(y)〉 =
∑
i,j∈[k]
ti,j(x, y) [n− ni(x)− nj(y) + ti,j(x, y)]
= n2 −
∑
i∈[k]
[ni(x)]
2 −
∑
j∈[k]
[nj(y)]
2 +
∑
i,j∈[k]
[ti,j(x, y)]
2
In particular,
〈K(y),K(y)〉 = n2 −
∑
j∈[k]
[nj(y)]
2
Hence we obtain
y˜ = argmaxx∈Ω

 k∑
j=1
n2j(x) + 2〈K(x),R〉


Define
g(x) =
k∑
j=1
n2j(x) + 2〈K(x),R〉;
then
g(x)− g(y) = 2σ〈K(x)−K(y),W〉 + 2
∑
i,j∈[k]
[ti,j(x, y)]
2 −
k∑
i=1
[ni(x)]
2 −
k∑
j=1
[nj(y)]
2
Note that g(x) − g(y) is a Gaussian random variable with mean 2∑i,j∈[k][ti,j(x, y)]2 −∑k
i=1[ni(x)]
2 −∑kj=1[nj(y)]2 and variance 4σ2‖K(x) −K(y)‖2F .
Let
L(x, y) =
k∑
i=1
[ni(x)]
2 +
k∑
j=1
[nj(y)]
2 − 2
∑
i,j∈[k]
[ti,j(x, y)]
2
lxy (5.2)
Then
Pr(g(x) − g(y) > 0) = Prξ∼N (0,1)
(
ξ >
√
L(x, y)
2σ
)
≤ e−L(x,y)8σ2
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For y ∈ Ω, let C(y) consist of all the x ∈ Ωn1(y),...,nk(y) such that x can be obtained from y
by a permutation of colors with the same number of vertices. More precisely, x ∈ C(y) ⊂ Ω
if and only if the following condition holds
• for 1 ≤ i, j ≤ n, y(i) = y(j) if and only if x(i) = x(j).
We define an equivalence relation on Ω as follows: we say x, z ∈ Ω are equivalent if and
only if x ∈ C(z). Let Ω be the set of all the equivalence classes in Ω. We have the following
elementary lemma:
Lemma 5.1. If x, z ∈ Ω are equivalent, then∑
i,j∈{1,2,...,k}
[ti,j(x, y)]
2 =
∑
i,j∈{1,2,...,k}
[ti,j(z, y)]
2
Proof. By definition if x, z ∈ Ω are equivalent, then there exists a permutation σ of
{1, 2, . . . , k}, such that for 1 ≤ l ≤ n, we have
z(l) = σ(x(l))
and for 1 ≤ i ≤ k,
|x−1(i)| = |z−1(σ(i))|
Then we have
ti,j(x, y) = tσ(i),j(z, y)
by summing over all the i, j’s in {1, 2, . . . , k}, and using the fact that σ is a permutation
of {1, 2, . . . , k}, we obtain the lemma. 
l12 Lemma 5.2. If x and z are equivalent elements in Ω, then for any chosen sample W, we
have
g(x) = g(z).
Proof. By definition we have
g(x) = 2〈K(x),K(y)〉 + 2σ〈K(x),W〉 +
k∑
j=1
nj(x)
2
Recall that Ki,j(x) = 1 if and only if x(i) 6= x(j); if x(i) = x(j), Ki,j(x) = 0. Since x and
z are equivalent x(i) 6= x(j) if and only if z(i) 6= z(j), therefore
K(x) = K(z).
Moreover, if x and z are equivalent, then x ∈ Ωn1(z),...,nk(z); in particular this implies
k∑
j=1
[nj(x)]
2 =
k∑
j=1
[nj(z)]
2
Then the lemma follows. 
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Let
p(y˜, σ) = Pr(y˜ = y)
Then
p(y˜, σ) = Pr
(
g(y) > max
x∈Ω\C(y)
g(x)
)
;
hence
1− p(y˜, σ) ≤
∑
x∈Ω\C(y)
Pr(f(x)− f(y) ≥ 0) ≤
∑
x∈Ω\C(y)
e−
L(x,y)
8σ2 .
Lemma 5.3. For any x, y ∈ Ω, L(x, y) ≥ 0; where the equality holds if and only if
x ∈ C(y).
Proof. By (5.1) and (5.2) we have
L(x, y)lxy1 (5.3)
= 2

∑
i∈[k]
∑
1≤j1<j2≤k
ti,j1(x, y)ti,j2(x, y) +
∑
j∈[k]
∑
1≤i1<i2≤k
ti1,j(x, y)ti2,j(x, y)

 ≥ 0
Obviously L(x, y) = 0 if x ∈ C(y). We only need to show that if L(x, y) = 0, then x ∈ C(y).
Note that if L(x, y) = 0, then
ti,j1(x, y)ti,j2(x, y) = 0, ∀i ∈ [k], 1 ≤ j1 < j2 ≤ k; and
ti1,j(x, y)ti2,j(x, y) = 0, ∀j ∈ [k], 1 ≤ i1 < i2 ≤ k
Then for any fixed i ∈ [k], there exists exactly one j ∈ [k], such that ti,j 6= 0; and for
each fixed j ∈ [k], there exists exactly one i ∈ [k], such that ti,j 6= 0. Then the lemma
follows. 
We have the following theorem
l2a Theorem 5.4. Let k be fixed and let n→∞.
(1) If there exists δ > 0, such that
σ2 <
(1− δ)[nk(y) + nk−1(y)]
4 log n
spp (5.4)
then
lim
n→∞ p(y˜;σ) = 1
(2) If there exists δ > 0, such that
σ2 >
(1 + δ)[nk(y) + nk−1(y)]
4 log n
then
lim
n→∞ p(y˜;σ) = 0.
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Proof. We first prove Part (1). Let B˜ be the set given by
B˜ =

(t1,1, t1,2, . . . , tk,k) ∈

∏
i∈[k]
[ni]


k
:
k∑
i=1
ti,j = nj

 .
Note that for each (t1,1, t1,2, . . . , tk,k) ∈ B˜, the number of C(x) ∈ Ω such that for all
1 ≤ i, j ≤ k, ti,j(x, y) = ti,j is no more than∏k
l=1[nl!]∏
1≤i,j≤k[ti,j]!
,
Then we have ∑
x∈Ω\C(y)
e−
L(x,y)
8σ2 ≤ I3 + I4
where
I3 =
∫
D˜\D˜ǫ
n
k2−k
2
∏
1≤l≤k
√
vl(y)
(2π)
k2−k
2
∏
1≤i,j≤n
√
ui,j
[ ∏k
l=1 vl(y)
vl(y)∏
1≤i,j≤k(ui,j)ui,j
]n
e
−L(x,y)
8σ2 dV
and
I4 =
∑
C(x)∈Ω:
(
t1,1
n
,...,
tk,k
n
)
∈D˜ǫ,C(x)6=C(y)
e
−L(x,y)
8σ2 .
Here for 1 ≤ i, j ≤ k, ui,j and vi(y) are given as in (4.4) and (4.5)
D˜ is the (k2 − k)-dimensional domain given by
D˜ =
{
(u1,1, . . . , uk,k) : ui,j ≥ 0, for 1 ≤ i, j ≤ k;
k∑
i=1
ui,j = vj(y)
}
.td (5.5)
For a small positive number ǫ > 0, let D˜ǫ be the domain given by
D˜ǫ =
{
(u1,1, . . . , uk,k) ∈ D˜ : ∀ i ∈ [k],∃j ∈ [k], s.t. uj,i ≥ vi(y)− ǫ, and |vj(x)− vi(y)| < ǫ
}
Lemma 5.5. When (u1,1, . . . , uk,k) ∈ D˜ \ D˜ǫ, by (5.3) we have
L(x, y) ≥ ǫ
k2
n2
Proof. By (5.3), we obtain
L(x, y) ≥
∑
j∈[k]
max
i∈[k]
ti,j(x, y)
[
nj(y)−max
i∈[k]
ti,j(x, y)
]
≥
∑
j∈[k]
nj(y)
k
ǫnj(y) ≥ ǫ
k
(∑
j∈[k] nj(y)
)2
k
=
ǫn2
k2

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For any fixed ǫ > 0, if (5.4) holds, then σ ∼ o(√n), therefore limn→∞ I1 = 0.
Now let us consider I2. For i ∈ [k], assume
uw(i),i = max
j∈[k]
uw,i,
where w(i) ∈ [k]. When (u1,1, . . . , uk,k) ∈ D˜ǫ, then uw(i),i > vi(y)− ǫ and vw(i)(x) = vi(y)
We consider the following “smoothing” process for ti,j’s: choose a vertex in Sw(i),i(x, y),
change its color in x from cw(i) to cs; where s ∈ [k] an s 6= j. Then the change in L(x, y) is
[nw(i)(x)− 1]2 + [ns(x) + 1]2 − [nw(i)(x)]2 − [ns(x)]2 − 2(tw(i),i − 1)2 − 2(ts,i + 1)2 + 2t2w(i),i + 2t2s,i
= −2nw(i)(x) + 2ns(x) + 4(tw(i),i − ts,i)− 2 ≥ 2 [nk(y) + nk−1(y)− 3ǫn] ,
when n is sufficiently large. We continue this process until the resulting (u1,1, . . . , uk,k) is
outside D˜ǫ.
I2 ≤
∞∑
l=1
klnle−
nk(y)+nk−1(y)−3ǫn
4σ2
l
It is straightforward to check that when σ satisfies (4.7), there exists sufficiently small
ǫ > 0, such that limn→∞ I2 = 0. Then Part (1) the theorem follows.
Now we prove Part (2) of the theorem. For y ∈ Ω, a ∈ {1, 2, . . . , n} such that ck−1 = y(a).
Let y(a) be defined by
y(a)(i) =
{
y(i) if i 6= a
ck if i = a.
Then
1− p(y˜;σ) ≥ Pr
(
∪a∈[n]∩y−1(ck−1)[g(y(a))− g(y) > 0]
)
Since any of the event [g(y(a))− g(y) > 0] implies y˜ 6= y. Recall that
〈K(y),K(y(a))−K(y)〉 =
∑
i,j∈[k]
[ti,j(y
(a), y)]2 −
∑
i∈[k]
[ni(y
(a))]2 = −2nk(y)kn1 (5.6)
Then
g(y(a))− g(y) =
∑
i∈[k]
[ni(y
(a))]2 −
∑
i∈[k]
[ni(y)]
2 + 2〈K(y),K(y(a))−K(y)〉+ 2σ〈W,K(y(a))−K(y)〉
= −2nk−1(y)− 2nk(y) + 2 + 2σ〈W,K(y(a))−K(y)〉.
Let Hk−1 ⊂ y−1(ck−1), such that |Hk−1| = nlog2 n = h. Then 1− p(y˜;σ) is at least
Pr
(
∪a∈[n]∩y−1(ck−1)[g(y(a))− g(y) > 0]
)
≥ Pr
(
maxa∈[n]∩y−1(ck−1)σ〈W,K(y(a))−K(y)〉 > nk(y) + nk−1(y)− 1
)
≥ Pr
(
maxa∈Hk−1σ〈W,K(y(a))−K(y)〉 > nk(y) + nk−1(y)− 1
)
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Let (X ,Y,Z) be a partition of [n]2 defined by
X = {α = (α1, α2) ∈ [n]2, {α1, α2} ∩ [Hk−1] = ∅}
Y = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩ [Hk−1]| = 1}
Z = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩ [Hk−1]| = 2}
For η ∈ {X ,Y,Z}, define the n× n matrix Wη from the entries of W as follows
Wη(i, j) =
{
0 if (i, j) /∈ η
W(i, j), if (i, j) ∈ η
For each a ∈ Hk−1, let
Xa = 〈WX ,G(y(a))−G(y)〉
Ya = 〈WY ,G(y(a))−G(y)〉
Za = 〈WZ ,G(y(a))−G(y)〉
Claim 5.6. The followings are true:
(1) Xa = 0 for a ∈ Hk−1.
(2) For each a ∈ Hk−1, the variables Ya and Za are independent.
Proof. It is straightforward to check (1). (2) holds because Y ∩ Z = ∅. 
For s ∈ Hk−1, let Ys ⊆ Y be defined by
Ys = {α = (α1, α2) ∈ Y : α1 = s, or α2 = s}.
Note that for s1, s2 ∈ Hk−1 and s1 6= s2, Ys1∩Ys2 = ∅. Moreover, Y = ∪s∈H2Ys. Therefore
Ya =
∑
s∈Hk−1
〈WYs ,K(y(a))−K(y)〉
Note also that 〈WYs ,K(y(a))−K(y)〉 = 0, if s 6= a. Hence
Ya =
∑
α∈Ya
[W(α)] · {[K(y(a))−K(y)](α)}
Note that for α ∈ Ya,
[K(y(a))−K(y)](α) =


−1 if {α1, α2} ∩ [y−1(ck)] = 1
1 if {α1, α2} ∩ [y−1(ck−1)] = 2
0 else.
So,∑
α∈Ya
[W(α)] · {[K(y(a))−K(y)](α)} =
∑
α∈Ya;{α1,α2}∩[y−1(ck)]=2
[W(α)] −
∑
α∈Ya;{α1,α2}∩[y−1(ck)]=1
[W(α)]
{Ys}s∈Hk−1 is a collection of independent Gaussian random variables. Moreover, the vari-
ance of Ys is equal to 2(nk(y) + nk−1(y)− h) independent of the choice of s.
By the claim, we obtain
〈W,K(y(a))−K(y)〉 = Ya + Za
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Moreover,
max
a∈Hk−1
Ya + Za ≥ max
a∈Hk−1
Ya − max
a∈Hk−1
(−Za)
By Lemma 3.6 about the tail bound result of the maximum of Gaussian random variables,
we obtain
max
a∈Hk−1
Ya ≥ (1− 0.01ǫ)
√
2 log h · 2 (nk(y) + nk−1(y)− h)
max
a∈Hk−1
Za ≤ (1 + ǫ)
√
2 log h · max
a∈Hk−1
Var(Za)
with probability 1− on(1). (Here on(1)→ 0 as n→∞.) Note that
〈K(y(a)),K(y(a))−K(y)〉 = −
∑
i,j∈[k]
[ti,j(y, y
(a))]2 +
∑
i∈[k]
[ni(y)]
2
kn2 (5.7)
= 2nk−1(y)− 2
Moreover, by (5.6) and (5.7)
VarZa = ‖K(y(a))−K(y)‖2F −Var(Ya)
= 2 [nk−1(y) + nk(y)]− 2− 2 (nk−1(y) + nk(y)− h)
= 2h− 2
which is o(n). Hence
max
a∈Hk−1
〈W,K(y(a))−K(y)〉 ≥ (1− 0.01ǫ − o(1))
√
2 log n · 2(nk(y) + nk−1(y))
≥ 2(1 − 0.01ǫ− o(1))
√
[nk(y) + nk−1(y)] log n
with probability 1− on(1). Since σ2 > (1+δ)[nk(y)+nk−1(y)]4 logn , we have
Pr
(
maxa,b∈{1,2,...,n},y(a)6=y(b)σ〈W,K(y(a))−K(y)〉 > (1 + δ)[nk(y) + nk−1(y)]
)
≥ 1− on(1)
Then the lemma follows.

6. Fixed Number of Vertices in Each Color and Adjacency Matrix
pm22
We again consider Case (1). Let y ∈ Ωn1,...,nk . Let K(y) be defined as in (2.8), and let
R be defined as in (2.9). For given sample R, let y be defined as in (2.11).
We have the following theorem
Theorem 6.1. Let k be fixed and let n→∞.
(1) If there exists δ > 0, such that
σ2 <
(1− δ)[nk−1 + nk]
4 log n
then
lim
n→∞ p(y;σ) = 1
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(2) If there exists δ > 0, such that
σ2 >
(1 + δ)[nk−1 + nk]
4 log n
then
lim
n→∞ p(y;σ) = 0.
Proof. The theorem can be proved in a similar way as the proof of Theorem 5.4. 
7. Complex Unitary Matrix with Gaussian Perturbation
Now we consider the community detection problem when the observation is a complex
unitary matrix plus a multiple of a GUE or GOE matrix. In the former case, we prove a
threshold with respect the intensity σ of the GUE perturbation for the exact recovery of
the MLE. In the latter case, we develop a “complex version” of SDP algorithm for efficient
recovery, and explicitly prove the region of the intensity of the GOE perturbation for the
exact recovery of the SDP.
pm3
7.1. GUE perturbation. In this section, we prove Theorem 2.4.
For x ∈ ΘA, define
r(x) = ℜ〈U,P(x)〉
Note that
r(x)− r(y) = ℜ [〈P(y),P(x) −P(y)〉+ σ〈Wc,P(x)−P(y)〉]rxy (7.1)
which is a real Gaussian random variable with mean ℜ[〈P(y),P(x)−P(y)〉], and variance
4σ2
∑
i<j{1−ℜ[x(i)x(j)y(i)y(j)]}. Moreover,
ℜ〈P(x),P(y)〉 = n+ 2
∑
i<j
ℜ[x(i)x(j)y(i)y(j)]
Hence
ℜ[〈P(y),P(x) −P(y)〉] = −2
∑
i<j
[1−ℜ[x(i)x(j)y(i)y(j)]]
Let
J(x, y) = −E[r(x)− r(y)] = 2
∑
i<j
[1−ℜ[x(i)x(j)y(i)y(j)]]jxy (7.2)
Then for x ∈ ΘA
Pr(r(x)− r(y) > 0) = Prξ∈N (0,1)
(
ξ >
√
J(x, y)√
2σ
)
≤ e−J(x,y)4σ2
l63 Lemma 7.1. For any x, y ∈ ΘA, J(x, y) ≥ 0; J(x, y) = 0 if and only if there exists a fixed
angle α, such that eiαx = y.
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Proof. First of all, J(x, y) ≥ 0 follows from the fact that
∣∣∣x(i)x(j)y(i)y(j)∣∣∣ = 1. Moreover,
J(x, y) = 0 if and only if for any 1 ≤ i < j ≤ n, x(i)x(j)y(i)y(j) = 1. Then the lemma
follows. 
We define an equivalence class on ΘA as follows. We say x, y ∈ ΘA are equivalent if there
exists a fixed angle α, such that eiαx = y. For each y ∈ Θ, let C(y) be the equivalence
class containing y. Then
l64 Lemma 7.2. If x, y ∈ ΘA are equivalent, then r(x) = r(y).
Proof. Note that if x ∈ C(y), then P(x) = P(y). Then the lemma follows from (7.1). 
By Lemmas 7.1 and 7.3, we obtain
p(yA;σ) = Pr
[
r(yA) > max
x∈ΘA,x/∈C(y)
r(x)
]
Hence
1− p(yA;σ) ≤
∑
C(x)⊆[Θ\C(y)]
e−
J(x,y)
4σ2p1 (7.3)
For i, j ∈ {1, 2, . . . , k}, let
Si,j(x, y) = {1 ≤ l ≤ n : x(l) = eidi , y(l) = eidj};ssij (7.4)
i.e., Si,j(x, y) consists of all the vertices which have color ci in x and color cj in y.
Let ti,j(x, y) = |Si,j(x, y)|. Again ti,j(x, y) satisfies (4.1) and (4.2). From (7.5), we obtain
J(x, y) =
∑
i,j,p,q∈[k]
ti,j(x, y)tp,q(x, y)[1 − cos(−di + dp + dj − dq)]
=
∑
i,j,p,q∈[k]
ti,j(x, y)tp,q(x, y)
[
1− cos
(
2π(p + j − q − i)
k
)]
When p, q, i, j ∈ [k], p+ j − q − i ∈ [−(2k − 2), 2k − 2]; hence cos
(
2π(p+j−q−i)
k
)
= 1 if and
only if p+ j − q − i ∈ {−k, 0, k}. Therefore,
J(x, y)jxy (7.5)
=
∑
i,j,p,q∈[k],p+j−q−i/∈{−k,0,k}
ti,j(x, y)tp,q(x, y)
[
1− cos
(
2π(p + j − q − i)
k
)]
For 1 ≤ i, j ≤ k, let ui,j(x, y) and vi(y) be defined as in (4.4) and (4.5). By Assumption
2.3,
n1(x) = n2(x) = . . . = nk(x) = n1(y) = n2(y) = . . . = nk(y) =
n
k
Let Dˆ be a domain defined by
Dˆ =

(u1,1, . . . , uk,k) ∈
[
0,
1
k
]k2
:
∑
j∈[k]
ui,j =
1
k
,
∑
i∈[k]
ui,j =
1
k


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Note that the dimension of Dˆ is (k − 1)2. For a fixed ǫ > 0, let
Dˆǫ =

(u1,1, . . . , uk,k) ∈ Dˆ :
∑
i,j,p,q∈[k],p+j−q−i/∈{−k,0,k}
ui,jup,q ≤ ǫ

hde (7.6)
Then we have ∑
C(x)⊆[Θ\C(y)]
e−
J(x,y)
4σ2 ≤ Iˆ1 + Iˆ2p2 (7.7)
where
Iˆ1 =
∫
Dˆ\Dˆǫ
n
(k−1)(k−2)
2
∏
1≤l≤k
√
vl(y)
(2π)
k2−k
2
∏
1≤i,j≤n
√
ui,j
[ ∏k
l=1 vl(y)
vl(y)∏
1≤i,j≤k(ui,j)ui,j
]n
e
−J(x,y)
4σ2 dV
and
Iˆ2 =
∑
C(x)⊆Θ\C(y):
(
t1,1
n
,...,
tk,k
n
)
∈Dˆǫ
e
−J(x,y)
4σ2 .
l64 Lemma 7.3. For any fixed ǫ > 0,
lim
n→∞ Iˆ1 = 0.
Proof. From the definition of the domains Dˆ and Dˆǫ, as well as the expression (7.5), we
obtain that when (u1,1,, . . . , uk,k) ∈ Dˆ \ Dˆǫ
J(x, y) ≥ ǫn2
[
1− cos
(
2π
k
)]
.
Then the lemma follows. 
From (7.5), we obtain
J(x, y) =
⌊k
2
⌋∑
u=1
∑
{i,j,p,q∈[k], (p+j−q−i) mod k=u}
ti,j(x, y)tp,q(x, y)
[
1− cos
(
2uπ
k
)]
l65 Lemma 7.4. For each x ∈ ΘA satisfying
(
t1,1(x,y)
n , . . . ,
tk,k(x,y)
n
)
∈ Dˆǫ, there exists y′ ∈
C(y) such that ∑
i,j∈[k],i 6=j
ui,j(x, y
′) < δ(ǫ) :=
2(k − 1)ǫ
1 +
√
1− 4ǫxyp (7.8)
Proof. From the definition (7.6) and the fact that
∑
i,j∈[k] ui,j(x, y) = 1, we obtain∑
i,j,p,q∈[k],p+j−q−i∈{−k,0,k}
ui,j(x, y)up,q(x, y) ≥ 1− ǫ;
which is the same as the following inequality
k−1∑
l=0

 ∑
[i,j∈[k],(i−j) mod k=l]
ui,j(x, y)


2
≥ 1− ǫgoe (7.9)
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Let a = 2ǫ
1+
√
1−4ǫ . Again using the fact that
∑
i,j∈[k] ui,j(x, y) = 1; if there exists l1, l2 ∈
{0, . . . , k − 1} and l1 6= l2 and
min


∑
[i,j∈[k],(i−j) mod k=l1]
ui,j(x, y),
∑
[i,j∈[k],(i−j) mod k=l2]
ui,j(x, y)

 ≥ a;
then
k−1∑
l=0

 ∑
[i,j∈[k],(i−j) mod k=l]
ui,j(x, y)


2
≤ a2 + (1− a)2 = 1− 2ǫ
which is a contradiction to (7.9). Hence there exists at most one l ∈ {0, 1, . . . , k− 1}, such
that ∑
[i,j∈[k],(i−j) mod k=l]
ui,j(x, y) ≥ a
Therefore ∑
[i,j∈[k],(i−j) mod k=l]
ui,j(x, y) ≥ 1− (k − 1)a = 1− δ(ǫ)
Let y′ = e
2lπi
k y, then the lemma follows. 
For given x ∈ ΘA, an elementary move of x is obtained by swapping the colors of two
vertices u, v ∈ [n] satisfying
(x(u) − x(v)) mod k ∈ {±l},em (7.10)
where l ∈ [k − 1]. We can obtain any x ∈ ΘA by finitely many elementary moves starting
from y.
For each x ∈ ΘA satisfying
(
t1,1(x,y)
n , . . . ,
tk,k(x,y)
n
)
∈ Dˆǫ, let y′ ∈ C(y) such that (7.1)
holds. Let x′ ∈ ΘA be obtained from x by an elementary move of swapping the colors of
two vertices u and v such that
• u and v satisfy (7.10); and
• y′(u) = x(u), y′(v) = x(v)
Then
tx(u),x(u)(x, y
′)− 1 = tx(u),x(u)(x′, y′)
tx(v),x(u)(x, y
′) + 1 = tx(v),x(u)(x′, y′)
tx(v),x(v)(x, y
′)− 1 = tx(v),x(v)(x′, y′)
tx(u),x(v)(x, y
′) + 1 = tx(u),x(v)(x′, y′)
Let
βu,v := (x(u), x(u)), (x(u), x(v)), (x(v), x(u)), (x(v), x(v)).
If (i, j) 6∈ βu,v, we have ti,j(x, y) = ti,j(x′, y). Hence we have
J(x, y) − J(x′, y) = J(x, y′)− J(x′, y′) = B1 +B2 +B3
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where
B1 = 2
[
(tx(u),x(u)(x, y
′) + tx(v),x(v)(x, y′))(tx(v),x(u)(x, y′) + tx(u),x(v)(x, y′))
−(tx(u),x(u)(x′, y′) + tx(v),x(v)(x′, y′))(tx(v),x(u)(x′, y′) + tx(u),x(v)(x′, y′))
] [
1− cos
(
2lπ
k
)]
= 4[tx(u),x(u)(x
′, y′) + tx(v),x(v)(x′, y′)− 1]
[
1− cos
(
2lπ
k
)]
= −8n
k
[
1− cos
(
2lπ
k
)]
+O(ǫn) +O(1);
B2 = 2[tx(v),x(u)(x, y
′)tx(u),x(v)(x, y′)− tx(v),x(u)(x′, y′)tx(u),x(v)(x′, y′)]
[
1− cos
(
4lπ
k
)]
= O(ǫn) +O(1);
B3 = 2
∑
(i,j)∈βu,v,(p,q)/∈βu,v
[ti,j(x, y
′)tp,q(x, y′)− ti,j(x′, y′)tp,q(x′, y′)]
[
1− cos
(
2π(p + j − q − i)
k
)]
= 2[tx(u),x(v)(x, y
′) + tx(v),x(u)(x, y′)− tx(u),x(v)(x′, y′)− tx(v),x(u)(x′, y′)]
 ∑
i/∈{x(u),x(v)}
ti,i(x, y)

[1− cos(2lπ
k
)]
+O(ǫn) +O(1)
= −4n(k − 2)
k
[
1− cos
(
2lπ
k
)]
+O(ǫn) +O(1)
Therefore,
J(x′, y)− J(x, y) ≥ 4n
(
1− cos 2lπ
k
)
−O(ǫ)n −O(1)
≥ 4n
(
1− cos 2π
k
)
−O(ǫ)n−O(1)
Proof of Theorem 2.4. We first prove Part (a). By Lemma 7.4, for each x ∈ ΘA
satisfying
(
t1,1(x,y)
n , . . . ,
tk,k(x,y)
n
)
∈ Dˆǫ, let y′ ∈ C(y), such that holds. Moreover, x may
xyp
be obtained from y′ by finitely many times of fundamental moves of the following type:
choose two vertices u, v ∈ [n] such that they have colors e i2lπk and y(v) = e i2(l+1)πk for some
l ∈ [k], respectively; then exchange the colors of u and v. We may continue this process
until the resulting mapping does not satisfy
(
t1,1(x,y)
n , . . . ,
tk,k(x,y)
n
)
∈ Dˆǫ any more. Then
Iˆ2 ≤
∞∑
l=1
kn2le−
nl[1−cos( 2πk )]
σ2
If (2.16) holds, then limn→∞ Iˆ2 = 0, then Part (a) of the lemma follows from (7.3), (7.7)
and Lemma 7.3.
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Now we prove Part (b). For y ∈ ΘA, a, b ∈ [n] such that 1 = y(a) 6= y(b) = e 2πik . Let
y(ab) be the coloring of vertices defined by
y(ab)(i) =


y(i) if i ∈ {1, 2, . . . , n} \ {a, b}
e
2πi
k if i = a
1 if i = b
yab (7.11)
Then
1− p(yA;σ) ≥ Pr
(
∪
a,b∈[n],1=y(a)6=y(b)=e 2πik [r(y
(ab))− r(y) > 0]
)
,
since any of the event [r(y(ab))− r(y) > 0] implies yA 6= y. Recall that
r(y(ab))− r(y) = 〈P(y),P(y(ab))−P(y)〉 + σ〈Wc,P(y(ab))−P(y)〉
= −4(n− 2)
(
1− cos 2π
k
)
− 2
(
1− cos 4π
k
)
+ σ〈Wc,P(y(ab))−P(y)〉.
Let
E(n) := 4(n − 2)
(
1− cos 2π
k
)
+ 2
(
1− cos 4π
k
)
For l ∈ {0, 1}, let Hl ⊂ y−1
(
e
2lπi
k
)
such that |Hl| = nlog2 n = h. Then
1− p(yA;σ) ≥ Pr
(
maxa∈H0,b∈H1σ〈W,P(y(ab))−P(y)〉 > E(n)
)
Let (X ,Y,Z) be a partition of [n]2 defined by
X = {α = (α1, α2) ∈ [n]2, {α1, α2} ∩ [H0 ∪H1] = ∅}
Y = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩ [H0 ∪H1]| = 1}
Z = {α = (α1, α2) ∈ [n]2, |{α1, α2} ∩ [H0 ∪H1]| = 2}
For η ∈ {X ,Y,Z}, define the n× n matrix Wη from the entries of W as follows
Wη,c(i, j) =
{
0 if (i, j) /∈ η
Wc(i, j), if (i, j) ∈ η
For each a ∈ H0 and b ∈ H1, let
Xab = 〈WX ,c,P(y(ab))−P(y)〉
Yab = 〈WY ,c,P(y(ab))−P(y)〉
Zab = 〈WZ,c,P(y(ab))−P(y)〉
Claim 7.5. The followings are true:
(1) Xab = 0 for a ∈ H0 and b ∈ H1.
(2) For each a ∈ H0 and b ∈ H1, the variables Yab and Zab are independent.
(3) Each Yab can be decomposed into Ya+Yb where {Ya}a∈H0 ∪{Yb}b∈H1 is a collection
of i.i.d. Gaussian random variables.
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Proof. It is straightforward to check (1). (2) holds because Y ∩ Z = ∅.
For s ∈ H0 ∪H1, let Ys ⊆ Y be defined by
Ys = {α = (α1, α2) ∈ Y : α1 = s, or α2 = s}.
Note that for s1, s2 ∈ H0 ∪ H1 and s1 6= s2, Ys1 ∩ Ys2 = ∅. Moreover, Y = ∪s∈H0∪H1Ys.
Therefore
Yab =
∑
s∈H0∪H1
〈WYs,c,P(y(ab))−P(y)〉
Note also that 〈WYs,c,P(y(ab))−P(y)〉 = 0, if s /∈ {a, b}. Hence
Yab =
∑
α∈Ya∪Yb
[Wc(α)] · {[P(y(ab))−P(y)](α)}
Note that for α ∈ Ya,
[P(y(ab))−P(y)](α) =
{
(e
2πi
k − 1)y(α2) if α1 = a
y(α1)(e
− 2πi
k − 1) if α2 = a.
So,
Ya :=
∑
α∈Ya
[Wc(α)] · {[P(y(ab))−P(y)](α)}
=


∑
α∈Ya;α1=a
[y(α2)Wc(α)] +
∑
α∈Ya;α2=a
[y(α1)Wc(α)]


(
cos
2π
k
− 1
)
+i


∑
α∈Ya;α1=a
[y(α2)Wc(α)] −
∑
α∈Ya;α2=a
[y(α1)Wc(α)]

 sin 2πk
Similarly, define
Yb : =


∑
α∈Yb;α2=b
[y(α2)Wc(α)] −
∑
α∈Yb;α1=b
[y(α1)Wc(α)]


(
1− cos 2π
k
)
−i


∑
α∈Ya;α1=b
[y(α2)Wc(α)] −
∑
α∈Ya;α2=b
[y(α1)Wc(α)]

 sin 2πk
Then Yab = Ya + Yb and {Ys}s∈H0∪H1 is a collection of independent Gaussian random
variables. Moreover, the variance of Ys is equal to 8(n − 2h)
(
1− cos 2πk
)
independent of
the choice of s. 
By the claim, we obtain
〈Wc,P(y(ab))−P(y)〉 = Ya + Yb +Zab
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Moreover,
max
a∈H0,b∈H1
Ya + Yb + Zab ≥ max
a∈H0,b∈H1
(Ya + Yb)− max
a∈H0,b∈H1
(−Zab)
= max
a∈H0
Ya +max
b∈H1
Yb − max
a∈H0,b∈H1
(−Zab)
By Lemma 3.6 we obtain
max
a∈H0
Ya ≥ (1− 0.01ǫ)
√
2 log h · 8(n− 2h)
(
1− cos 2π
k
)
max
b∈H1
Yb ≥ (1− 0.01ǫ)
√
2 log h · 8(n− 2h)
(
1− cos 2π
k
)
max
a∈H0,b∈H1
Zab ≤ (1 + ǫ)
√
4 log h ·maxVar(Zab)
with probability 1− on(1).(Here on(1)→ 0 as n→∞.) Moreover,
VarZab ≤ 32h2
which is o(n). Hence
max
a∈H1,b∈H2
〈Wc,P(y(ab))−P(y)〉 ≥ 2(1− 0.01ǫ − o(1))
√
2 log n · 8(n− 2h)
(
1− cos 2π
k
)
≥ 8(1− 0.01ǫ − o(1))
√(
1− cos 2π
k
)
n log n
with probability 1− on(1). Since σ2 > (1+δ)[n(1−cos
2π
k
)]
2 logn , we have
Pr
(
maxa∈H0,b∈H1σ〈W,G(y(ab))−G(y)〉 > E(n)
)
≥ 1− on(1)
Then the lemma follows. 
pm5
7.2. Algorithm: Complex Semi-Definite Programming and GOE perturbation.
In this section, we prove Theorem 2.5.
Assume
V = V1 + iV2; X = X1 + iX2
where U1 and X1 are n × n real symmetric matrices, and U2 and X2 are n × n real anti-
symmetric matrices.
Let
X˜ =
(
X1 −X2
X2 X1
)
U˜ =
(
V1 V2
−V2 V1
)
,
EXACT RECOVERY OF COMMUNITY DETECTION IN K-PARTITE GRAPH MODELS 37
then the complex optimization problem (2.17) is equivalent to the following real optimiza-
tion problem
max〈V˜ , X˜〉ro (7.12)
subject to X˜ii = 1, for 1 ≤ i ≤ 2n
X˜p,q = X˜p+n,q+n, for 1 ≤ p ≤ n, 1 ≤ q ≤ n
X˜p,q+n = −X˜p+n,q, for 1 ≤ p ≤ n, 1 ≤ q ≤ n.
and X˜  0
The dual program of (7.12) is
min tr(Z)dro (7.13)
subject to Z − V˜ +
(
A 0
0 −A
)
+
(
0 B
B 0
)
 0
Z is diagonal
By complementary slackness
X = X1 + iX2 = yy
t = (y1 + iy2)(y1 − iy2)t
is the unique optimum solution of (2.17) if and only if there exists a dual feasible solution
(Z,A,B), such that〈
Z − V˜ +
(
A 0
0 −A
)
+
(
0 B
B 0
)
,
(
y1y
t
1 + y2y
t
2 y1y
t
2 − y2yt1
y2y
t
1 − y1yt2 y1yt1 + y2yt2
)〉
= 0;
which is equivalent to〈
Z − V˜ + λ1
(
11t 0
0 11t
)
,
(
y1y
t
1 + y2y
t
2 y1y
t
2 − y2yt1
y2y
t
1 − y1yt2 y1yt1 + y2yt2
)〉
= 0.rf (7.14)
Assume
Z =
(
Z1 0
0 Z2
)
,
where Z1, Z2 are n× n real diagonal matrices. Then (7.14) is equivalent to
ℜ [yt(Z1 + Z2 − 2V)y] = 0eqs (7.15)
Note that
ℑ [yt(Z1 + Z2 − 2V)y] = 〈Z1 + Z2 − 2V1,y2yt1 − y1yt2〉 − 〈2V2,y1yt1 + y2yt2〉
which is identically zero since each term on the right hand side of (7.16) is the inner product
of a symmetric matrix and an anti-symmetric matrix. Moreover, if the minimizer of (7.13)
is unique, then as a Hermitian matrix, the second smallest eigenvalue of
S := Z1 + Z2 − 2V
is strictly positive.
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From (7.15) and the fact that S is positive semi-definite, we obtain Sy = 0. Hence
Z1(i, i) + Z2(i, i) = 2
n∑
j=1
y(i)[V(i, j)]y(j);
and therefore,
S(i, i) = 2
∑
j∈[n],j 6=i
y(i)V(i, j)y(j) − 2V (i, i)sii (7.16)
For i 6= j,
S(i, j) = −2V (i, j)sij (7.17)
For a Hermitian matrix M , we define the Laplacian ∆(M) of M by
∆(M) := diag(M1) −M
where 1 is the column vector all of whose entries are 1. Then from (7.16), (7.17), explicit
computations show that
S = 2diag(y)[∆(diag(y)Vdiag(y))]diag(y)
Moreover,
diag(y)Udiag(y) = diag(y)[yyt + σdiag(y)Wsdiag(y)]diag(y)
= 11t + σWs
Therefore
∆[diag(y)Udiag(y)] = n
(
In×n − 1
n
11t
)
+ σ∆[Ws].dd (7.18)
The matrix n
(
In×n − 1n11t
)
has rank (n − 1) and two distinct eigenvalues: 0 and n. The
eigenvalue 0 has multiplicity 1 and n has multiplicity (n − 1). Note that 0 is also an
eigenvalue of the matrix ∆[Ws], and the n-dimensional vector 1 is an eigenvector with
respect to the eigenvalue 0 for both the matrix n
(
In×n − 1n11t
)
and the matrix ∆[Ws].
Therefore the matrix (7.18) is positive definite if
σ‖∆[Ws]‖ ≤ n,c1 (7.19)
where ‖ · ‖ is the spectral norm of a matrix defined to be the largest modulus of its
eigenvalues. We have, by the triangle inequality,
‖∆Ws‖ ≤ max
i∈[n]
∣∣∣∣∣∣
n∑
j=1
Ws(i, j)
∣∣∣∣∣∣ + ‖Ws‖.c2 (7.20)
The matrix Ws is a standard GOE matrix. Recall the following proposition about the
largest eigenvalue of the standard GOE matrix.
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tw Proposition 7.6. (Tracy-Widom [9]) Let λ
(n)
max be the largest eigenvalue of an n×n GOE
matrix, then when n is large,
λ(n)max ∼
√
2n+
n−
1
6 ξ1√
2
where ξ1 is a random variable independent of n with the GOE Tracy-Widom distribution.
By Proposition 7.6, for any fixed δ > 0,
lim
n→∞P(‖Ws‖ ≥ (1 + δ)
√
2n) = 0.c3 (7.21)
Now we consider the distribution of maxi∈[n]
∣∣∣∑nj=1Ws(i, j)∣∣∣. Since we require thatWs
is a symmetric matrix, the identically distributed Gaussion random variables {∑nj=1Ws(i, j)}i∈[n]
are no longer independent. In our case the random vector (
∑n
j=1Ws(1, j), . . . ,
∑n
j=1Ws(n, j))
is a Gaussian random vector with mean 0 and covariance matrix given by
Σ =


n 1 . . . 1
1 n . . . 1
. . .
1 . . . 1 n


We have the following proposition
p6 Proposition 7.7. (Theorem 2.2 of [3])Consider a triangular array of normal random vari-
ables ξn,i, i = 1, 2, . . . ,, and n = 1, 2, . . . , such that for each n, {ξn,i, i ≥ 0} is a stationary
normal sequence. Assume ξn,i ∼ N (0, 1). Let ρn,j := E(ξn,i, ξn,i+j) and assuming that
(1− ρn,j) log n→ δj ∈ (0,∞], for all j ≥ 1 as n→∞
Assume that there exist positive integers ln satisfying ln = o(n) and for which
lim
n→∞ supj≥n
|ρn,j| log n = 0.
and
lim
m→∞ lim supn→∞
ln∑
j=m
n
− 1−ρn,j
1+ρn,j
(log n)
− ρn,j
1+ρn,j
(1− ρ2n,j)
1
2
= 0
Then
lim
n→∞Pr( max1≤i≤n
ξn,i ≤ un(x)) = exp[−θ exp(−x)]
where
un(x) =
x
an
+ bn;
and
an =
√
2 log n
bn =
√
2 log n+
log log n+ log 4π
2
√
2 log n
and θ ∈ [0, 1] is a constant. In particular θ = 1 if δj =∞ for all j ≥ 1.
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By Proposition 7.7,
max
i∈[n]
∣∣∣∣∣∣
n∑
j=1
Ws(i, j)
∣∣∣∣∣∣
≥ (1− δ)
√√√√√2 log n

max
i∈[n]

Var

∑
j∈[n]
Ws(i, j)






= (1− δ)
√
2n log n
with probability 1− on(1). Moreover, by Lemma 3.6, for any fixed ǫ > 0
max
i∈[n]
∣∣∣∣∣∣
n∑
j=1
Ws(i, j)
∣∣∣∣∣∣ ≤ (1 + ǫ)
√
2n log nc4 (7.22)
with probability 1− o(1).
Then Theorem 2.5 follows from (7.19), (7.20), (7.21) and (7.22).
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