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Abstract
This research is themed around development of a tidal turbine simulation platform
based on a three-dimensional oceanographic numerical modelling environment; more
speciﬁcally, parameterization of eﬀects of tidal turbine on ﬂow current, turbulence,
waves and sediment transport. In this context, the author adopts concepts in the
current module, the turbulent module, the wave module and the sediment transport
module of Finite-Volume, primitive equation Community Ocean Model (FVCOM) to
simulate the eﬀects of tidal turbines.
The retarding force concept is employed in the current module, working as an ad-
ditional body force exerted on the water to simulate the turbine induced water decel-
eration. Three terms are added into the MY-2.5 turbulence closure to model turbine
related turbulence generation, dissipation and turbulence length-scale interference. The
built-in feature `OBSTACLE' of the wave module is used to simulate the reduction of
wave height caused by the turbine. The enhanced sediment suspension due to the tur-
bine in motion is represented by an additional bottom shear stress term, entraining an
extra portion of sediment particles from the bed into the water. Due to the fact that
the bedload sediment transport module of FVCOM is not fully developed, it is not
considered in this research; development of such a module is beyond the scope of this
project.
Coeﬃcients of the turbine simulation terms are calibrated based on experimental
data collected in the `Total Environment Simulator laboratory ﬂume' at the University
of Hull, in which a prototype experiment was conducted. Small scale simulations carried
out using ANSYS FLUENT also provided complementary calibration data. An idealized
water channel model with mesh resolution ﬁned down to the size of the simulated
turbine is built to carry out the coeﬃcient calibration. In general, the developed turbine
simulation platform is capable of predicting reliable ﬂow velocity, turbulent level, wave
height and suspended sediment transport in the far wake region of the turbine, given
proper values assigned to the relating coeﬃcients. In addition, preliminary sensitivity
tests are carried out to investigate the impact of these coeﬃcients to the model's overall
prediction to reveal the model's application range.
Upon the satisfactory choices of the coeﬃcients, the platform is applied to a 15m
scale idealized single turbine case as well as a regional scale case based on the realistic
i
hydrodynamics oﬀ the Anglesey coast, north-west of Wales. A series of single turbine
tests are carried out with and without the turbine implementations, i.e. the coeﬃcients
represent turbine eﬀects being switched on and oﬀ, in order to reveal the diﬀerences
between the baseline case (no turbine) and case with turbine eﬀects. Under realistic
natural tidal and wave conditions, the Anglesey coast case showcases impact from a
large scale turbine farm to both local and regional processes.
ii
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Chapter 1
Introduction
1.1 Background
As a response to the natural energy resource shortage and worldwide climate change,
due in part to burning of fossil fuels to fulﬁl ever growing energy requirements, clean and
renewable alternatives have been gaining signiﬁcant attention. For example, the UK is
aiming for 15% of the country's total energy production to be produced from renewable
resources by 2020 [13]. In this regard, kinetic energy carried by ocean ﬂows, known
as `tidal stream energy', is considered to be a very promising avenue of investigation,
particularly due to its consistent predictability and availability. At the time of writing,
119 Tidal Energy Converter (TEC) concepts, developed by diﬀerent companies, are
listed on the European Marine Energy Centre (EMEC)'s website1, with full-scale tests
of such devices currently underway in coastal waters around the world. The Roosevelt
Island Tidal Energy (RITE) project, one of the leaders in this ﬁeld, began the process
of commercialization of tidal stream energy in 2012. In the UK waters, the natural
large tidal range means it is particularly advantageous to develop tidal stream schemes.
The Carbon Trust believes that practical and economic sources of tidal power could
meet 5.5% of UK's current electricity demand (this amounts to 21TWh per year based
on 381TWh of total electricity generated in the UK in 2010) [118]. Although still in
its infancy in terms of development, 1GW installation capacity has already been per-
mitted in recent years. In other countries, like in China, despite having generally lower
tidal ranges, a number of hot spots with strong tidal currents also provide considerable
potential of energy sources that can be harvested through the tidal stream devices.
However, the present understanding on impacts from such device on the ocean envi-
ronment is still at its early stage, most of it is obtained through laboratory experiments
and numerical simulations. Observational data collected from a site experiment through
which the short-term and long-term impacts can be directly analysed is not yet avail-
able, despite the number of on-site projects undergoing around the world. Laboratory
experiments and Computational Fluid Dynamics (CFD) simulations are often used to
1http://www.emec.org.uk/marine-energy/tidal-developers/
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investigate the potential performance and related impacts from any particular turbine
design. However, they are limited in terms of experiment scale, ﬂow complexity and
accuracy of device representation method. Consequently, they often concentrate on
small scale and near ﬁeld studies, and most are carried out in the context of steady
ﬂow with very simple ﬂow structure which is rarely observed in coastal waters. In
addition, these studies focus largely on single turbine, rather than large scale arrays
which are considered to be a more realistic operating scheme. On the other hand, large
scale oceanographic numerical models are able to simulate a desired water region with
fairly realistic ocean dynamics outputs which are particularly useful in predicting im-
pacts from the devices on the ocean circulation, wave propagation, sedimentation and
hence long term morphological evolution at the adjacent coastal region. But it is very
challenging to realistically represent turbine devices in such models, mainly due to the
mesh resolution usually used in these models. Currently available turbine modelling
in oceanographic numerical models employs far too simple representations without sys-
tematic calibration. Therefore, there is a clear lack of suitable modelling systems which
are able to represent a turbine array, operating in realistic ocean environment; this
leads to the aforementioned knowledge gap in understanding the impacts from these
devices to the surroundings. The present study aims to ﬁll in this gap and develop a
new cross-scale modelling system to improve current knowledge of such crucial process
that could aﬀect our society in the long term.
The large scale tidal turbine simulation system developed herein, as well as the
revealed impacts of tidal turbine farms on hydrodynamic and sediment transport pro-
cesses, are expected to be interesting and useful for engineers, governmental depart-
ments, institutes and companies that focus on the environmental impacts of tidal tur-
bine systems.
1.2 Aims and objectives of the study
The main aim of this project is to develop a three-dimensional numerical representa-
tion of a large scale array of tidal stream devices that is often the envisaged optimal
operation scheme into the future in a three-dimensional oceanographic numerical en-
vironment. This is carried out based on understandings obtained through analyzing
experimental and detailed CFD computational results. Finally, the newly developed
three-dimensional oceanographic model is applied to a coastal site to investigate the
eﬀects of large scale arrays on their surrounding marine environment.
Objectives:
1. Experimental data analysis
Analyse the most recent available experimental laboratory data to formulate a
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comprehensive dataset for model calibration.
2. CFD modelling of single turbine operation
Develop CFD models for single turbine operation in combined wave-current con-
dition to provide complementary data and extra parameterisation for ocean model
calibration.
3. Tidal stream device parameterisation in a three-dimensional large-scale wave-
current-sediment fully coupled oceanographic model
Parameterize tidal stream devices into `engineering' parameters that can be used
in oceanographic models and implement them in one of the available open source
packages  Finite Volume Coastal Ocean Model (FVCOM). Systematic calibra-
tion of the turbine modelling platform will be carried out.
4. Application of the model
Investigate impacts from large scale arrays of tidal stream devices on ocean circu-
lation at oﬀshore and impacts on near shore hydrodynamics, wave dynamics and
sediment transport using the developed turbine modelling platform.
1.3 Structure of the thesis
The overall structure of this thesis is given as follows:
Chapter 2 provides relevant basic information about tidal stream energy devices,
coastal processes upon which this research focuses, discusses possible impacts of tidal
stream energy devices on coastal processes, recalls device representation methods used
in currently available large-scale research through literature review and points out ques-
tions this research aims to answer.
Chapter 3 gives details of the three-dimensional numerical model; where the original
modules of current, turbulence, waves and sediment transport and the numerical repre-
sentation of tidal stream energy devices in each of these modules are introduced in detail.
Chapter 4 provides information about the laboratory environment in which the ex-
perimental measurements were taken as well as the settings of CFD simulations. Coeﬃ-
cients related to the numerical representation of tidal stream energy devices in FVCOM
are calibrated in this chapter based on experimental data and CFD calculated results.
The model calibration work is carried out in an idealized water channel model built
within FVCOM.
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Chapter 5 answers the scale-up question: how the tidal stream energy device related
parameters in FVCOM should vary according to the physical scale of the model. Sen-
sitivity of the model to the variation of the turbine related coeﬃcients is also discussed
in this chapter.
Chapter 6 records benchmarking single turbine tests discussing the signiﬁcance of
the device simulation related coeﬃcients. This chapter also focuses on the application
of the model in the N-W Welsh coastal area. Calibration of the model and eﬀects of
the tidal stream energy device array on current, turbulence, waves, bottom shear stress
and suspended sediment transport are presented in this chapter.
Chapter 7 gives the concluding remarks of the overall research outcomes and high-
lights recommendations for future research.
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Chapter 2
Literature review
2.1 Introduction
After giving a list of major tidal turbine designs, this literature review focuses on three
major topics: physical processes in coastal regions, impacts caused by tidal turbines in
both the near and far ﬁelds and tidal turbine modelling approaches developed so far.
Based on the review, the rationale of the present research is discussed in the end.
2.2 Tidal stream device types
This research aims to study the impacts of devices that are designed particularly to
exploit tidal stream energy, i.e. the kinetic energy carried by the sea currents. So far,
six major types of such device are widely recognized: (a) Horizontal Axis Tidal Turbine
(HATT), (b) Vertical Axis Tidal Turbine (VATT), (c) Oscillating hydrofoil, (d) Enclosed
tips, (e) Archimedes screw and (f) Tidal kite. Figure 2.1 gives one example of each of the
device types. Detailed introduction of these devices can be found on EMEC's website1,
with animated videos illustrating how they interact with tidal currents.
It should be noted that they inﬂuence the adjacent hydrodynamics and sediment
transport in very diﬀerent ways. For example, the swiping area of a HATT is perpen-
dicular to the coming ﬂow. It uses lift force of the passing ﬂow to generate torque.
A `w' shaped x-direction velocity proﬁle can be observed closely behind the turbine.
However, blades of a VATT are parallel to the turbine axis which is perpendicular to
the seabed and are pushed by the ﬂow to rotate around the vertical axis. The swiping
area of a VATT is therefore a cylinder which exerts an inﬂuence on the passing ﬂow
rate identically along its height. The scenario may be even more diﬀerent when the
other four types of tidal stream devices are considered. So far, among these diﬀerent
schemes, the HATT design has been widely recognised as the most viable and many
developments have been made based on this concept. Therefore, this research focuses
on HATT devices.
1http://www.emec.org.uk/marine-energy/tidal-devices/
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(a) HATT (b) VATT
(c) Oscillating hydrofoil (d) Enclosed tips
(e) Archimedes screw (f) Tidal kite
Figure 2.1: Tidal stream device types (Source: AQUARET)
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2.3 Coastal processes
2.3.1 Current
Current in the ocean is the general movement of seawater. It can be generated by a
number of sources such as tides, waves, winds and pressure gradients, among which
tidal current is the main focus in this work. In a numerical model, a typical tidal ﬂow
includes a logarithmic proﬁle across the depth at a given tidal phase with the near-bed
boundary layer described via a prescribed bed roughness. Under the presence of waves,
the logarithmic proﬁle is bound to be changed and the changes are dependent on the
propagation direction of the waves in relation to the carrying current. This is discussed
in more detail in Section 2.3.3. In coastal areas, waves often bring obvious cross-shore
and long-shore velocities. The cross-shore ﬂow (undertow) distribution typically has
an onshore ﬂow near the surface and a returning oﬀshore ﬂow close to the bed. The
long-shore ﬂow, however, is more likely to have a typical tidal current proﬁle with a
logarithmic distribution. Hence, the overall ﬂow in a coastal area is often found to have
a three-dimensional structure.
In terms of ﬂow speed at potential tidal stream energy extraction sites, recent surveys
suggest that the ﬂow speed at such sites is often high (>1.0m/s) most of the time to
be suitable for energy generation. For example, current speed at one of the well-known
prospective sites the Pentland Firth is reported to exceed 1m/s for 80% of each
tidal cycle [105]. Also, a tidal current power plant is planned at the eastern shoreline of
Taiwan where the strong Kuroshio current passes by and leaves a characteristic speed
of 1.0-1.5m/s [56].
2.3.2 Waves
Surface waves can be classiﬁed into a variety of types according to their period or wave
length. From the longest to the shortest in terms of wave length, trans-tidal waves, tides,
storm surges, tsunamis, seiches, infra-gravity waves, wind-generated surface gravity
waves and capillary waves can be observed in the ocean [54]. As far as a coastal region
is concerned, short period surface waves largely generated by wind are of the greatest
importance. Wind-generated surface waves are characterized by their period of 0.25-30s
and corresponding wave length of 0.1-1500m [54].
Waves can normally be deﬁned by amplitude, frequency and phase. In nature,
deﬁnitions of wave characteristics are given to describe a single wave in detail. For
example, wave height or amplitude is deﬁned as the vertical distance between the highest
and lowest surface elevation in a wave. In oceanographic and coastal modelling, even
though the deﬁnitions still represent the same physical meanings, waves are described
statistically using their power spectrum. A stationary wave spectrum characterises
frequency dependent wave power during a certain period, and makes it possible to
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describe the ocean surface composed of random waves. Under the spectrum method,
signiﬁcant wave height, peak period and dominant angle are the most commonly used
terms.
Waves in the nature or in the spectrum of a numerical model undergo transformation
constantly during the propagation process due to reasons such as the change of water
depth and the encounter of obstacles which happen very often in coastal regions. The
typical resulting phenomena are wave shoaling, wave breaking, reﬂection, refraction
and diﬀraction. These processes are commonly considered in the state-of-the-art wave
models.
Tidal turbines, even though are submerged in the water (sometimes quite deep),
interfere with wave transmission. The aforementioned behaviour of the ﬂow velocity
ﬁeld under the presence of turbines either facilitate or partially block the transmission
of the waves, depending on the wave propagation direction, leading to changes in wave
height, wave period and wave direction [113].
2.3.3 Wave-current interaction
Current and waves are not independent processes in the ocean or coastal waters. They
interact with and exert impacts on each other[16, 90, 134]. Tidal stream turbines are
supposed to be installed at sites with strong tidal ﬂows. Likely sites are commonly
exposed to sea waves. Studies, both experimental [60, 61, 63, 83, 122] and numerical
[18, 62, 87, 121], on wave-current interaction revealed that the non-linear eﬀects between
the aforementioned two components have signiﬁcant inﬂuence on the vertical proﬁle of
the current. For example, it was concluded in [87] that in the presence of following
waves, the current velocity between the wave crest and trough was increased while it
was reduced below the wave trough. And the signiﬁcance of the changes is related to the
wave height. Scenarios of opposing and perpendicular waves are also discussed in detail
in [87]. A wave-induced streaming layer in the direction of wave propagation near the
bottom was also pointed out by [18] and was believed to have signiﬁcant inﬂuence on
sediment transport. An increase of 40% in sediment transport rate, which was believed
to be caused by the wave-induced streaming, was observed in [18] under propagating
waves.
Realizing the changes currents and waves may impose on each other, [49] and [50]
assessed wave energy resources at the north-west European sea and tidal energy po-
tential along the Anglesey coast numerically under both wave-only/current-only and
wave-current coupled scenarios respectively, aiming to ﬁnd out the magnitude of signif-
icance of these two processes on each other in terms of energy potential prediction. It
was concluded that both impacts of tides on wave energy estimation and consequences
of waves on tidal energy evaluation are signiﬁcant. The diﬀerence in terms of percentage
of the energy calculated under the wave-only or current-only scenario can be over 10%
8
and 15% respectively.
It is, therefore, considered as worthwhile to parameterize tidal stream devices to pre-
dict their impacts on the surrounding environment in a current-wave coupled numerical
modelling system.
2.3.4 Sediment transport
Sediment particles tend to rest on the sea bed due to gravity. When water ﬂows over
the surface of sediment, it causes two forces on sediment grains: drag force and lift
force. Another force sediment particles experience in the water is buoyancy, which is
an upward force exerted by the water. The balance of these forces can be expressed in
a dimensionless form which is known as the Shields parameter:
θ =
τ0
(ρs − ρ0)gd (2.1)
where g is the acceleration due to gravity; d is the diameter of the sediment particles;
ρs is the density of the sediment particles; ρ is the density of water and τ0 is the shear
stress experienced by the particles.
Sediment transport, in the form of bedload, which takes place just above the bed
and reacts instantaneously to the local conditions [102], occurs once the shear stress
reaches a threshold: the critical shear stress τc. This can also be expressed in terms of
Shields parameter as the critical Shields parameter θc [111].
Another form of sediment movement is suspended transport in which sediment par-
ticles are carried by the water over large spatial and temporal scales [102]. An important
term associated with suspended sediment transport is settling velocity (ws) which de-
picts how fast sediment particles fall in ﬂuids. It depends upon particle properties, such
as particle size, the shape and density of the particles, as well as the viscosity and den-
sity of the ﬂuid. Bed shear stress is another important factor that inﬂuences suspended
sediment transport. Again, once it reaches a critical value, sediment particles settled
on the seabed are picked up and become suspended in the water.
Turbulence induced mixing also has impacts on suspended sediment transport in
terms of particle pick-up and turbulent diﬀusion of particles. Intuitively, as the tur-
bulence level increases, eddies close to the bed and mixing eﬀects of the water become
stronger. Hence, the sediment particles get to be transported from the near-bed satu-
rated layer into the water column at a faster speed. Also, three dimensionally, a high
turbulent level facilitates the diﬀusion of particles in the water column, promoting the
form of a well-mixed condition.
A functioning turbine in the water, as mentioned before, would accelerate the water
close to the bed and therefore increase the bed shear stress exerted on local sediment
particles. It would also largely increase the turbulent level by inducing a large velocity
gradient as well as mechanical turbulence brought up by the motion of the blades.
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2.4 Impacts of HATTs
Impacts from extracting energy from the tidal stream can be generalized as impacts
from four main stages: transportation, installation, operation and maintenance as well
as decommissioning. In this section, only the impacts incurred during the operation
stage are reviewed. Impact of HATTs on the surrounding environment can be further
categorized into that caused by the supporting structure and that caused by the rotating
rotor which captures the energy and slows down the water leading to a wake downstream
of the device. As the wake recovers, diﬀerent features are displayed longitudinally along
the wake from the point immediately downstream of the structure to the point where the
wake is dissipated, according to which near wake and far wake are diﬀerentiated. Eﬀects
brought up by the interaction of the rotor and the passing ﬂow are not simply limited to
water velocity changes. Other physical processes, such as turbulence level, surface waves
and sediment transport, may also be aﬀected to some extent. This section, through
reviewing published works, discusses possible impacts of HATTs on their neighbouring
environment.
2.4.1 Impacts of the supporting structure
Rotors of a HATT are normally mounted on a supporting structure which is ﬁrmly
ﬁxed onto the sea ﬂoor (Figure 2.2). The supporting structure keeps the entire device
in place and is necessary. Like all other structures or objects seated on the seabed, e.g.
bridge piers, the supporting structure of a HATT alters the dynamics of the passing ﬂow
as well as that of sediment transport. However, due to the diﬃculty of separating the
supporting structure of a HATT from the entire device during the tests, impacts of the
supporting structure are rarely discussed independently either in small-scale studies, i.e.
laboratory and CFD simulations, or oceanographic-scale simulations. In fact, instead
of being mounted on the ﬂoor, the representative devices are usually hung in the water
in many experimental studies [58, 70, 117].
The drag force exerted on the ﬂow by the supporting structure was omitted in [37]
for the reason that `the cross-sectional area of the support structure would be very much
smaller than the swept area of the turbine and thus the support structure drag force
would be negligible compared to the turbine thrust'. Following the same argument and
given the fact that reliable data for calibration is not currently available, the supporting
structure of the device is not presented in the hydrodynamic simulations in this research.
However, supporting structures do lead to local bed scour in the near-wake ﬁeld (see
Section 2.4.2). [26] summarized the scouring patterns of diﬀerent supporting structure
geometries. [53] separated the supporting structure from the whole device and tested
the local scour associated with it in terms of scour depth downstream of the turbine.
The results showed that the local scour induced by the supporting structure is much
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(a) SeaGen (b) AR1500
Figure 2.2: Examples of HATTs and their supporting structures
smaller than that caused by a fully operational turbine, when a fully operational turbine
could lead to a scour depth of approximately 30-35% of the rotor diameter. Therefore,
the scouring eﬀect of the supporting structure are considered in this research. The local
scour caused by the supporting structure is integrated into the total turbine-related
scour by modifying the bottom shear stress calculation. The same issue concerning
Turbulent Kinetic Energy (TKE) computation was also pointed out in a CFD based
research project, which aimed to adapt the turbulence closures for turbine simulation
[106]. A similar approach was applied in [106] to compensate eddies from support
structures by integrating the extra TKE into a source term added to the turbulence
closure equations.
2.4.2 Near-wake ﬁeld impacts
Within the near wake, research focus is put on wake recovery in terms of free-surface
elevation, depth-averaged ﬂow rate, vertical velocity proﬁles, TKE level, etc. a few
diameters downstream of the device. Such understandings are mostly obtained through
laboratory experiments and small scale CFD simulations, due to the lack of on-site
observation. In fact, such laboratory and numerical investigations merit in a way that
various upstream conditions can be created easily and, thus, experiments providing
information concerning impacts of HATTs over a wide range of surrounding circum-
stances are achievable at a relatively low cost. Results of such tests can serve as useful
calibration input for HATT parameterization in oceanographic scale models.
Hydrodynamics
The typical logarithmic current velocity proﬁle is shown to be perturbed by the intro-
duction of tidal turbines in a way that turbines slow the incoming water down, resulting
in the acceleration of the surrounding water, i.e. water ﬂows around the turbine [81].
Depending on various features of the device, e.g. dimension, blade shape, rotation
speed, etc., the perturbation diﬀers [58, 70, 80, 117].
One of the major changes an HATT causes to its passing ﬂow is the reduction of ﬂow
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Figure 2.3: A wind turbine wake velocity proﬁle (produced based on Figure 6 in [3])
velocity. Water at the immediate downstream region of an HATT normally moves at a
lower speed than the free stream mainly due to energy loss and the blockage eﬀect of the
device. This region is commonly known as the wake. A wake can be further categorized
into near wake and far wake based on the velocity gradient condition. The longitudinal
limit of near wake is deﬁned as the point at which the shear layer (Figure 2.3) reaches
the centreline turbine axis [80]. [123] reported that near wake is usually observed within
2-5 rotor diameters downstream of a wind turbine. A similar extent of near wake was
also observed for porous disc rotor simulators (a porous disc rotor simulator is a thin
porous disc which replicates ﬂow deceleration caused by tidal turbines) [5, 80]. However,
it should be noted that the extent of near wake is very likely to be dependant on the
medium and the conﬁguration of the turbine. For instance, it was observed in [70] to
be 2D (D  Diameter of the turbine) when the ambient turbulent intensity was 25%
and 5D when the turbulent intensity was reduced to 8%.
Experimental and CFD work studying the evolution of free-surface elevation, and
velocity structure along the depth in the near wake in detail can be found in [4, 5, 48,
58, 70, 80, 82, 114, 117, 128], among which [58, 70, 117] used scaled rotors and the
others used porous disc rotor simulators.
To study the evolution of free-surface elevation and depth-averaged velocity around
an energy absorption disc, [114] built a water ﬂume model using ANSYS FLUENT [39].
The dimension of the ﬂume was 10m (L) × 1.5m (W) × 1.0m (D). When approximately
10% of the total kinetic energy was dissipated due to the presence of the disc, a drop
of free surface of 0.1m (10% of the water depth) behind the energy extraction site was
observed, accompanied by an increase of water level by 0.05m (5% of the water depth)
in the upstream region. The normalised depth-averaged velocity deﬁcit peaks at 1.2%
right after the disc. The changes to surface elevation and the depth-averaged velocity
in the wake region gradually reduces, yet it is not fully recovered at 6D downstream of
the disc.
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To study the wake behaviours behind a scaled HATT, [117] conducted an experiment
in a 3.7m (L) × 1.4m (W) × 0.8m (D) ﬂume. The diameter and tip speed ratio of the
model HATT were 0.5m and 6.15 respectively. The data show that along the length
of the channel, a typical development of streamwise velocities behind a turbine can be
found. A W-shaped velocity proﬁle with the opening facing the right-hand side can
be measured immediately downstream the turbine. The largest velocity deﬁcit can be
found at the tip of the blades. These two jets of large velocity deﬁcit gradually merge
into a single one as the wake recovers. Flow speed above and below the highest and
lowest points of the turbine is increased as the water seeks to go around the turbine.
In this particular case where the inlet ﬂow rate is 1.0m/s, the ﬂow speed is reduced to
0.35m/s at the tip of the blades and it is increased to 1.2m/s in areas beyond the tips.
Velocity proﬁles observed from the longitudinal slice of the channel demonstrate similar
characteristics. They are, however, dependent on the proximity of the turbine to the
surface/bed and thus can be less symmetrical.
Turbulence characteristics
Water ﬂow within the near wake features a high turbulent level. Apart from the back-
ground turbulence, turbines bring in extra turbulence: ﬂow accelerates and decelerates
around blades, turbulent mixing in the wake and its interaction with the free stream
[80] and mechanical turbulence resulted from the rotating motion of the turbine [120].
Figure 2.4 demonstrates a swirl angle of the ﬂow to the free stream caused by the rota-
tion of the rotor in the near wake. The persistence of this swirl eﬀect is believed to be
weak and decays swiftly in the downstream [92]. Another phenomenon observed within
the near wake region is the vortex shed from the tip of the rotor (tip vortex, see Figure
2.5). A tip vortex can persist beyond the near-wake region, especially when the ambient
turbulent level is low [92]. The turbulence level of a tip vortex varies depending on the
design of the blades. [107] characterized the turbulence in the wake of two HATTs with
diﬀerent blade designs, one with narrower blades and the other one with wider blades.
It was observed that the vortex shed from the tip was signiﬁcantly greater in magnitude
for the wider-blade design and TKE measured downstream of the wider-blade design is
twice as much as that of the narrower-blade design.
Using a scaled turbine, [117] observed W-shaped TKE proﬁles within a certain
distance downstream of the turbine. The highest turbulence level occurs at the tips of
the blades. The aforementioned mechanical turbulence, however, is generally missing
in some of the laboratory and CFD studies in which porous discs are submerged as
substitutes for turbines [4, 5, 6, 48, 80, 81, 82, 114]. The mechanical turbulence also
tends to be omitted in oceanographic scale studies, owing to the resolution of meshes
normally used in large scale oceanographic models [1, 19, 20, 30, 33, 37, 71, 91, 96, 99,
119, 136].
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Figure 2.4: Swirling ﬂow behind a wind turbine [110]
Figure 2.5: Visualisation of tip vortex behind a windmill [2]
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Waves
Velocity recovery and turbulence dissipation are two of the many processes experienced
behind a rotating HATT. As the most important variables reﬂecting hydrodynamic
changes behind a turbine, they are the most reported. Up until the time of writing,
results and understandings regarding impacts of HATTs on surface waves are sparse.
Realizing the fact that tidal turbines are going to be installed in coastal regions where
waves are not less visible and important than the current, researchers have started to
examine the power eﬃciency of tidal turbines under wave-current interactive systems
[7, 8, 32, 38, 40, 44, 67, 68, 76, 130].
On the impact assessment side, even less attention has been given to the signiﬁcance
of wave-current combined ﬂow on wake recovery or impacts of HATTs on surface waves.
[88] studied changes of wake recovery of a turbine subjected to opposing waves and drew
a very basic conclusion that waves facilitate the wake recovery and the more energy the
waves contain, the more wake recovery occurs. [113] also studied the eﬀect of turbines
under wave-current coupled ﬂows. It simulated a turbine in a 7m long, 1.4m wide and
0.78m deep ﬂume. The diameter of the turbine was 0.5m which gave a blockage ratio
of 16% and the turbine was placed midway along the depth. A mono-chromic wave was
imposed on a current with mean velocity of 0.9m/s, following the current. The wave
had a wave height of 86mm, a period of 0.75s and a wavelength of 2m. Impacts of the
turbine on the wave was assessed after the calculated velocity proﬁles were validated
by comparing them with data collected in a laboratory [32]. It was observed that the
overall wave height was reduced by 17% during one wave cycle. The wave length was
also reported to be aﬀected by the turbine it was increased by 19%.
Sediment transport
Flow dynamics within the near-wake ﬁeld can have signiﬁcant inﬂuence on local bed
scour. In fact, the interaction between the tidal stream device and the local sediment
environment has been identiﬁed as a key issue awaiting investigation [23]. [114] observed
a considerable ﬂow acceleration around the energy extraction site which was believed
by [27] to increase bed scour. [27] hence conducted a three-dimensional simulation of
a three-blade rotor operating at various depths (0.9D, 1.1D, 1.3D and 1.5D above the
bed) in a uniform ﬂow using a CFD solver package OpenFOAM to reveal the impacts
of the rotor on the three velocity components below the rotor tip and the boundary
layer in the near-wake region. The results revealed that (1) the maximum steam-wise
velocity component below the rotor tip is around 1.07 times of the background inlet
ﬂow; (2) the radial velocity component due to the blockage of the rotor plane and the
tangential velocity component caused by the rotation of the blade, even though are
increased under the presence of the rotor, make small contribution to the magnitude
of the velocity and thus have negligible impacts on scouring; (3) the ﬂow rate within
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the boundary layer is increased while the velocity gradient is reduced. The changes
to the boundary layer are still obvious even when the rotor hub is located 1.5D above
the seabed. While noting that the ﬂow acceleration may result in increased turbulence
level and hence larger shear stress imposed on the seabed which causes the sediment
to transport, the eﬀects of these aforementioned changes on local bed scouring are not
quantiﬁed in [27].
The local scour associated with a fully operational turbine with a supporting struc-
ture was quantiﬁed in terms of scour depth downstream of the turbine in [53]. Two
experiments, clear water (u∗/u∗cr = 0.6) and live-bed (u∗/u∗cr = 2.1), were carried out
in a 15m (L) and 0.9m (W) tilting water ﬂume. The diameter of the turbine was 0.15m
and the hub of the turbine was located 0.86D above the bed. It was reported that, after
approximately 2.0-2.5h of run time, the maximum scour depth of the clear water case
was 15% of the rotor diameter and that of the live-bed case was 1.5 times deeper (24%
of the rotor diameter). Similar scour and sediment transport pattern was also observed
in [58]. [58] also pointed out that the vertical variation of the turbine location, i.e. the
height of the turbine hub, leads to variations in bed shear stress which directly aﬀects
the sediment transport pattern and morphological evolution. However, not too much
detail was given in [58].
Two laboratory scale CFD cases were run in [113] to looked at bottom shear stress
changes in the vicinity of two turbine rotors with diﬀerent blockage ratios. In these two
cases, the dimension of the ﬂume was 6.0m long, 4.2m wide and 0.85m deep. Diameter
of the rotor was 0.5m and it was placed at the mid-depth of the water. The two blockage
ratios were 5.3% and 16%, respectively. The inlet ﬂow speed was 0.9 m/s. It was found
in this research that the bottom shear stress of a large area in the vicinity of the rotor
was aﬀected. For the larger blockage case, along the centreline, the bottom shear stress
started to increased at -0.5D and the enhancement peaked at the turbine location (0D)
due to ﬂow diversion. A second peak which was due to vortex generation was observed
at 2.5D behind the turbine following a gentle weaken of enhancement. The two peaks
have about the same value and are about 9 times larger than the background bottom
stress. The investigation stopped at 6D downstream where the stress on bed was still
6 times larger than the background stress. The smaller blockage case demonstrated
similar trend. But the overall stress is 19% smaller than the larger blockage case.
2.4.3 Far-wake ﬁeld impacts
The far wake is the region beyond the near wake, where the research focuses on HATTs'
impacts on large scale coastal hydrodynamics. Such research, as mentioned in Section
1.1, relies heavily on oceanographic scale modelling tools due to the spatial and temporal
scales involved.
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Impacts on coastal hydrodynamics
Nowadays, many prototype tidal stream device projects, as mentioned in Section 1.1,
are being carried out around the world, despite our immature understandings of the
possible eﬀects tidal stream devices may bring up to the marine environment. Some of
the projects studied potential environmental and ecological disturbance of tidal turbines
through on-site observations [93, 133]. However, hydrodynamic impact analysis has yet
to be a primary focus of any of these projects. Thus, hydrodynamic changes caused
by tidal stream devices are usually obtained through lab experiment and numerical
modelling.
As tidal stream devices are designed to exploit kinetic energy carried by the ocean
to which the tides contribute the most, tidal variables, such as tidal amplitude, phase,
surface elevation and tidal current velocity, are receiving the most attention as far as
impacts of such devices are concerned.
Disturbance of such devices to their surrounding environment is usually case-speciﬁc:
it varies along the unique topography in the vicinity of the devices, the coastline of the
study domain, the meteorology of the area and so forth. Thus, many case studies
predicting large-scale and long-term inﬂuence of tidal stream devices at acknowledged
promising energy extraction sites are conducted, using two-dimensional numerical mod-
els [1, 33, 37, 71, 91, 99, 104, 119].
A two-dimensional model was applied in [33] to simulate turbines along the Georgia
coast, USA. The impacts on hydrodynamics were obtained under the scenario where the
power extracted was 11.8MW (45% of the available kinetic power). It was discovered
that the maximum drop of velocity downstream of the turbine array was 0.72m/s. The
change of the water level was less than 0.05m which is not particularly signiﬁcant. The
implementation of the turbine array also caused the high tides to be delayed by up
to approximately 10 minutes. Similar patterns were also recorded in the other works
mentioned above. Impacts of the array on water level were also examined in the rest of
the work listed above. Again, only slight changes were observed. These results suggest
that the impacts are largely within the local region and the regional changes are small.
Impacts on sediment transport
The perturbation of turbine arrays on bedload and suspended sediment transport in
the Alderney Race was investigated by [119] through looking at changes caused to the
critical stress excess (τ − τc) and erosion and deposition ﬂux diﬀerence (E-D). A two-
dimensional model was applied. It was discovered that the presence of turbine arrays
reduced the bottom stress within the turbine farms which is opposite to what was
observed in the near-wake region(Section 2.4.2). It was also concluded in this work
that the turbines did not change the spatial deposit pattern of suspended sediment, but
they did inﬂuence the magnitude. Further, it was observed that the modiﬁcation of
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the suspended sediment pathways was due to the change of ﬂow ﬁeld rather than that
of the erosion and deposition condition. Again, using a two-dimensional model, [71]
focused on perturbation of bed shear stress caused by a turbine array in a case study
in the Pentland Firth. The main diﬀerence between these two researches, in terms of
model setting up, is the mesh size deployed. The mesh sizes around the device array in
[119] and [71] were 150m and 18m, respectively. The ﬁne resolution around the device
farm used in the latter study allowed each turbine within the farm to be represented
individually, which made observation of simulated hydrodynamics within the near-wake
zone possible. However, reduction of bed shear stress within the turbine array was again
reported in [71]. It should be noted that the reduction of bed shear stress was derived
directly from water velocity reduction in both research.
With a two-dimensional model employed, [99] assessed potential impacts of a turbine
array on sedimentary processes along the Anglesey coast. As an enhancement of the
above-mentioned studies, wave-induced bed shear stress was included in the analysis, yet
assumed no wave-current interaction. The concept of `natural intra-seasonal variability'
was introduced to quantify impacts of energy extraction on oceanographic processes.
It was discovered that at the location of energy extraction, bedload transport was the
most aﬀected  it was reduced to 82% of its baseline value when 141MW power was
removed by the turbines. A marginal impact (less than 2% for the 141MW array) was
detected at a point 10km away from the farm site.
Impacts on large-scale morphology
As the ﬁrst published study concerning impacts of tidal stream devices on large-scale
morphology, [85] carried out research using a 1D numerical model, emphasising depen-
dency of sediment transport changes due to energy extraction on tidal symmetry at
the device location. The research was based on a case study conducted in the Bristol
Channel. A 250MW tidal stream device farm west of Hinkley Point was conﬁgured
implementing bulk method (box the turbine array up) according to one of the leading
HATT concepts  `Seagen'. The farm was parameterized as an additional bed friction
source term (See Section 2.5.1). The main conclusions of this research are:
1. The magnitude of bed level change is damped by the introduction of the turbine
farm compared with the natural scenario, regardless of the location of energy
extraction;
2. Extracting energy from a region of strong tidal asymmetry has more signiﬁcant
eﬀects on bed level change compared with extracting energy from a tidal symmetry
region;
3. Bed level change resulting from energy extraction is evident up to a distance of
50km from the device location rather than being restricted to the vicinity of the
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array;
4. The bed level change is of the order of 3-4m over 30 years which is the typical life
cycle of a tidal stream device.
Based on parameterization of the tidal stream device as additional bed friction, [84]
investigated impacts of tidal device arrays on the sediment dynamics of headland sand
banks where strong tidal ﬂow often occurs and hence are identiﬁed as potential tidal
stream energy exploitation sites. A two-dimensional model was used to investigate the
complex hydrodynamics and sediment transport. Again, the farm was presented in the
model applying the bulk method. An idealized case simulating a headland within a 60km
long and 50km wide channel led to the conclusion that the sedimentation pattern which
results in the formation of one sand bank on each side of the headland is qualitatively
similar but is reduced in magnitude after including the turbine array. The model was
then applied to a case study around the Alderney island south of which sand banks
are likely to form. The main aim of this study was to predict the changes caused by
a 300MW turbine array on the sand banks south of the Alderney island. An erosion
of 2mm over a spring-neap tidal cycle which corresponds to 10% of the deposition
calculated by the background case was observed to the sand banks.
2.5 Modelling turbines in an oceanographic model
This section reviews how turbines are parameterized in modules of a large-scale oceano-
graphic model. To include tidal stream turbines into an oceanographic model, modiﬁca-
tions often have to be carried out to the model system. Overall, two diﬀerent approaches
can be found in the literature, including implementing an additional bottom friction on
the seabed and simulating the eﬀects of turbines by modifying the ﬂow motion with
added turbine-induced forces. Both methods have their advantages and disadvantages
when compared against the reality. The present review will examine each method in
detail and highlight their characteristics and suitability.
2.5.1 Additional bottom friction
In the two-dimensional numerical model used in [115], natural energy dissipation due
to the seabed was computed by:
P =
∫∫
A
ρCd |u¯|3 dA (2.2)
where Cd is the quadratic bottom friction coeﬃcient (drag coeﬃcient), u is the tidal
current speed, and A is the area of the tidal turbine farm.
In analogue, the turbines can be simulated as an enhanced bed roughness that
dissipates energy in the form of Equation 2.2. The total energy dissipated over the
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device farm is therefore the sum of the natural dissipation and the energy extracted by
the farm:
P =
∫∫
A
ρ(Cd + Cdt) |u¯|3 dA (2.3)
where Cdt is the friction coeﬃcient associated with the turbines.
This method was also adopted by [59, 124]. This concept was also adopted in [19]
where, instead of the bottom friction coeﬃcient, the bed shear stress (τ) is increased
when tidal stream devices are present. The relation between the bottom friction coeﬃ-
cient and the bed shear stress is explained in Section 3.3.1. [91] also implemented the
`additional shear stress' method in a two-dimensional numerical model. However, in
this work, the bed shear stress was calculated from the thrust of the turbine (τ = T/A,
one could refer to Equations 2.12 and 2.13 for the calculation of T). The advantage of
this method is that the link between the averaged energy output of the devices and the
value of Cdt is straightforward. Thus, it is very easy to control the installed capacity.
This is of importance since the relationship between energy output and impacts is often
of signiﬁcant interest. However, using this method, the drag of the devices is exerted on
the seabed, rather than in the water body, rendering the eﬀects predicted unrealistic.
2.5.2 Linear Momentum Actuator Disc Theory (LMADT)
This line of research started with early power potential assessment work aiming to
ﬁnd suitable energy extraction sites around world coastal waters as well as to calculate
maximum exploitable power at various sites. One of the widely recognized methods is
the 1D Linear Momentum Actuator Disc Theory (LMADT), which was initially used in
the wind power industry [12]. This theory was later adopted in the study domain of tidal
power after it was modiﬁed to accommodate properties of water ﬂows and was expanded
into a more general LMADT framework that takes into account multi-dimensions and
boundary features of regions from where the energy is extracted [42, 43, 55, 129].
Figure 2.6 shows a sketch of a two-dimensional approximation to the ﬂow passing an
actuator disc (representing tidal devices). LMADT, developed under the assumptions
that the cross-ﬂow is negligible and that there is no pressure loss downstream of the
disc, gives the thrust coeﬃcient (CT ) and power coeﬃcient (CP ) of the turbine in the
form:
CT (α) =
T
1
2ρU
2st
= (τ2 − α2) (2.4)
CP (α) =
P
1
2ρU
3st
= β(τ2 − α2) (2.5)
where T and P are the thrust force on the disc and the power taken by the disc respec-
tively; ρ is the density of the water; U is the water velocity upstream of the device; st
is the area occupied by the disc; α = Uw/U , β = Ut/U , τ = U2/U and Uw, Ut and U2
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Figure 2.6: Sketch of a two-dimensional approximation to the ﬂow past an actuator disc
[129]
are water velocities within the streamtube containing the disc but far downstream of
the device, water velocity across the disc and water velocity outside the stream tube far
downstream of the disc, respectively.
This work was later extended by [35] to include downstream mixing which is another
source of energy loss (Pw) apart from energy extraction (P ) and discussed the eﬃciency
of the device (P/(P + Pw)) under various blockage ratios and Froude numbers. The
energy loss caused by these two processes is reﬂected by change in water depth upstream
and downstream of the device (∆z = z1 − z2) which is given by:
1
2
(
∆z
z1
)3 − 3
2
(
∆z
z1
)2 + (1− Fr2 + CTBFr
2
2
)× ∆z
z1
− CTBFr
2
2
= 0 (2.6)
where B is the blockage ratio of the device and Fr = U/
√
gz1 is the Froude number.
In the same work, the extended LMADT was applied in conjunction with a depth-
averaged numerical model to describe tidal devices in a water channel, in which the
relative water depth change (∆z/z1) across the device is implemented into the numerical
model as a boundary condition representing the devices. Results with good agreement
to that calculated by analytical models were obtained.
LMADT provides `a theoretical argument that links a tidal device, deﬁned by a
blockage ratio and porosity, to the equivalent momentum sink that the device should
impart within a depth-averaged domain' [35]. It helps to distinguish between power
available to the turbines which is normally calculated based on the undisturbed kinetic
energy ﬂux [15] and the power extracted by the turbines. However, due to the many
assumptions required, LMADT is a near-ﬁeld approximation. The implementation of
LMADT within a numerical model is only acceptable when the lengthscale of the wake
behind the turbine/turbine array is much smaller than the mesh size. Also, even though
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the link between tidal device and the momentum sink proposed by the LMADT is
relatively solid, the calculation requires the blockage ratio (B) and the wave velocity
coeﬀcient (α) to be prescribed; and they are often assigned arbitrarily by the modellers,
which weakens the link extensively.
2.5.3 Additional retarding force
[30] proposed a new method to parameterize tidal stream devices in which the act of
power extraction was regarded as an additional retarding force exerted on the water
body. The retarding force (F ) on the water as it passes through the device is given by:
F = −Pext
U
(2.7)
where Pext is the power being extracted and U is the velocity of the passing water.
This concept is widely adopted in site-speciﬁc large-scale impact assessment work at
the Georgia coast, USA [33], the Bristol channel [1], the Tory Channel [91], the Shannon
Estuary [37], the Alderney Race [119], the Pentland Firth [71] and the north-west coast
of Anglesey [99] and to an idealized model of a channel connecting a bay to an ocean
[136].
Among these work, [33] considered Pext as a fraction of the kinetic power density P
of the passing ﬂow at the extraction location as:
Pext = Cext · P (2.8)
where Cext is a coeﬃcient denoting the fraction of power being extracted, and P is given
by:
P =
1
2
ρU3 (2.9)
Combining Equations 2.7, 2.8 and 2.9 results in the retarding force terms being
added into the momentum equations in x and y directions, respectively, as:
Fx = −1
2
ρCextu
∣∣∣~U ∣∣∣ (2.10)
Fy = −1
2
ρCextv
∣∣∣~U ∣∣∣ (2.11)
where Fx, Fy, u and v denote the retarding force and the velocity components in x and
y directions, respectively.
Alternatively, in the rest of the work within which the concept of retarding force
was applied [1, 37, 71, 91, 99, 119, 136], the retarding force terms are calculated from
the turbine thrust as:
Fx = Tx = −1
2
ρCTAu
∣∣∣~U ∣∣∣ (2.12)
Fy = Ty = −1
2
ρCTAv
∣∣∣~U ∣∣∣ (2.13)
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where Tx and Ty are the thrust of the turbine in x and y directions, respectively, and
CT is the thrust coeﬃcient of the turbine. It should be noted that the thrust coeﬃcient
is a function of the turbine design. It is an important indicator of the performance of a
turbine and is normally measured and provided by the developer. The value of CT was
kept as a constant in [1, 37, 136] whereas, in [71, 91, 119], `cut-in' and design speeds
were introduced, below or above which, CT had diﬀerent values.
This `additional retarding force' concept, in general, as noted in [30], is more scien-
tiﬁcally rigorous in comparison with the `additional bottom friction' method. Also, the
extension of this concept to three-dimensional is more logically feasible when compared
to the other two ways mentioned above. Regarding the two approaches realizing the
`additional retarding force' concept, the latter, as argued in [91], `is more complete in
that it allows for ineﬃciencies in power extraction'. The energy removed from the ﬂow
goes partially to the turbulence generated, instead of entirely to power generation. Fx
and Fy calculated based on CT reﬂect directly the force the turbine exerts on the ﬂow.
Therefore, the work done by Fx and Fy in this case includes both power extracted by the
turbine and the power dissipated due to the incurring of turbulence. On the contrary,
Fx and Fy calculated through Cext are associated speciﬁcally with power extracted by
the turbine. Power dissipation due to turbulence generated is not included. Impacts
predicted, hence, can be underestimated. Also, the introduction of CT links the retard-
ing force with the actual design of the selected device. However, as CT is a coeﬃcient
indicating the general performance of the device, it is diﬃcult to split it up to a set
of coeﬃcients to be applied to each layer of the water column, which is particularly
important when a three-dimensional numerical model is employed. In fact, most of the
work employing the latter approach used two-dimensional models [1, 37, 71, 91, 99, 119]
except for [136]. However, the additional retarding force term was applied in only one
of the sigma layers in each simulation in [136], assuming that the turbine occupied only
one single sigma layer. This is not entirely correct when the height of each of the sigma
layers is smaller than the diameter of the turbine. Further, the values of CT were cho-
sen arbitrarily in all these studies, which means, rather than real turbine designs, the
retarding force exerted on the passing ﬂow is linked to conceptual turbines which pro-
vided no data for model validation. In contrast, the value assignment of the coeﬃcient
Cext in the former approach is more ﬂexible as it is not related to a speciﬁc turbine
design rigorously. Thus, it can be easily extended into three-dimensional. However, the
value of Cext still needs to be calibrated. In [33], the two retarding force terms given by
approach one were implemented in a two-dimensional numerical model and the value
of Cext was decided iteratively through successive model runs until the desired power
removal was achieved. This is the only work, among all above-mentioned work, that
carried out calibration for the coeﬃcient involved.
Apart from the work mentioned above which focus on site-speciﬁc large-scale im-
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pact assessment, [101] also adopted the second approach of `additional retarding force'
in a three-dimensional model. More impressively, this work initially addressed turbu-
lence perturbations in the model (see Section2.5.4). A laboratory scale water channel
(21m(L) × 1.35m(W) × 0.3m(D)) was used to test the reliability of the extended model.
However, the application of the additional force term is not explicitly presented in this
work. Whether the body force is applied to one or more of the vertical layers is unclear.
Among the work mentioned in this section, [37], [71], [99] and [101] treated turbines
in the array individually while arrays were boxed up arbitrarily in the other studies. For
example, [1] simulated a turbine array in the Severn Estuary using a one-dimensional
and two-dimensional linked model. The array was conﬁgured with 2000×10m diameter
turbines in an area of 7.2 km2 when the ﬁnest grid size of the computation mesh was
200m which was far larger than the diameter of an individual turbine. Clearly, the
wake within the device farm is masked by boxing up the array. The possible changes in
physical processes in the near ﬁeld, such as wave height modulation and bottom shear
stress increase, which should as well be parameterized into the model, are consequently
skipped.
2.5.4 Modiﬁcation of turbulence closures
Until the time of writing, little attention has been paid to turbulence closures in oceano-
graphic models in terms of parameterizing impacts of tidal turbines on turbulence within
the wake. Similar work, however, has been carried out extensively to study the wake
of canopy. [97] pointed out that apart from the conventional shear production term
(Ps ∝ (u2z + v2z)), canopy causes an additional `wake production' term enhancing TKE
(k) production within the wake and TKE generated through this process is at length
scale much smaller than the typical length scales of the shear-generated eddies, short-
circuiting the natural eddy cascade. It also pointed out that because the wake generated
TKE is of smaller length scale, the wake energy is dissipated more rapidly to heat; in
other words, the dissipation rate () for large-scale TKE in the canopy is accelerated.
These processes were later modelled in a two-equation turbulence closure with a
source term (Pp1 ∝ |u|3) and a sink term (Pd ∝ |u| · k) for k added in the turbulence
transport controlling equations, accounting for the production and dissipation by the
short-circuited eddy cascade respectively [46] . At the same time, the enhancement of
TKE dissipation was modelled by an additional source term on the right-hand side of
the  equation: P1 ∝ k (Pp1−Pd). The authors of the same work, however, pointed out
that even though Pp1 has a clear physical meaning being the kinetic energy lost by the
perturbation of canopy that is converted into TKE, the other two terms, Pd and P1,
have no clear physical basis. Nevertheless, these additional terms are adopted in some
later researches [103, 109, 98].
On the other hand, [28] proposed a general approach to adjust the dissipation rate.
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A production range time scale related TKE transfer rate from large-scale turbulence to
small-scale turbulence was added onto the right-hand side of the  equation: P2 ∝ P
2
s
k
(see Ps in Section 3.3.2), rationale being `to allow the dissipation rate to respond to the
mean strain more eﬀectively'. In other words, the dissipation rate is enhanced when
the shear production of TKE (Ps) is strong and vice versa. This approach was tested
in the same paper for several problems and good results were obtained. P2 was later
implemented in the area of wind turbine research [36, 94]. In [36], an extended turbu-
lence closure featuring the additional dissipation term P2 was tested over three wind
turbines and it was shown to produce much better results than the original turbulence
closure, particularly in the near wake, where rapid changes in turbulent kinetic energy
production and dissipation rates were observed.
In the research area of tidal turbines, P2 was applied in a CFD based research,
combined with a TKE production augmenting term Pp2 = ζsPs (ζs is a coeﬃcient)
added onto the k transport equation which modelled the total eﬀects of tidal turbines
on TKE production [106]. The combination was able to produce correct wake turbulence
as long as the coeﬃcients are tuned properly. Three of the above mentioned terms, Pp1,
Pd and P2, were applied in an oceanographic model to parameterize impacts of tidal
turbines on turbulence generation and transport in the wake in [101]. Again, good
results were obtained given the related coeﬃcients were chosen properly.
2.6 Summary
This chapter gives basic information on tidal stream device types and coastal processes
this research focuses on. More importantly, this chapter reviews relevant work to identify
hydrodynamic impacts associated with tidal stream energy exploitation. Comprehensive
understanding of potential hydrodynamic impacts caused by extensive implementation
of such technology is obtained. Most of the reviewed works were based on laboratory
or numerical experiments. In general, the velocity immediately behind the device is
reduced with water going around the device accelerated, forming a W-shaped ﬂow ﬁeld
within a certain distance downstream of the turbine. Turbulence in the vicinity of the
device is increased due to larger velocity gradient induced by the turbine as well as
mechanical turbulence shed from the rotating motion of the rotor. Less research focus
on the inﬂuence of tidal turbines on waves and sediment is found. The available studies
demonstrate dropped wave height and enhanced sediment scour around the turbine.
These observations provide important guidelines and inputs for turbine implementation
in oceanographic models.
Methods for tidal stream device representation in oceanographic models are also re-
viewed in this chapter. The aforementioned large scale modelling based work provides
a general framework for simulating energy generation of turbines in a numerical model.
However, there are still challenges to produce reliable predictions using such methods.
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Most of the work published in this area relies on two-dimensional models. An imme-
diate shortcoming of any two-dimensional model is it confuses the physical meanings
of turbine representation methods. For instance, the additional retarding force which
is supposed to be exerted on a certain part of the water body would be implemented
vertically uniform over the water column and, therefore, could be equally regarded as
additional bottom friction in a two-dimensional model. Further, two-dimensional mod-
els could result in incomplete prediction of the vertical ﬂow structure downstream of the
turbine and hence the mixing in the wake. Local to the turbines, there are signiﬁcant
changes to the ﬂow ﬁeld with increased ﬂow rate around the turbines that mixes with
the slower moving water which has passed through the rotor plane [104]. The eﬀects of
ﬂow above and below the plane of extraction and the complex mixing process cannot be
modelled accurately with any depth-integrated model [20]. (Objective 3 of this research
listed in Section 1.2 responds to this knowledge gap.)
The `additional retarding force' method for turbine-induced velocity reduction was
indeed implemented in a three-dimensional model [136]; however, in each simulation
the additional force term was applied in only one of the sigma layers, which assumed
that the turbine occupied only a single layer. Hence, the evolving vertical velocity
structure formed due to the disturbance of the turbine was not captured in this man-
ner. [101] developed a relatively thorough three-dimensional parameterization which
not only captured the details of the vertical velocity structure but also took the dis-
turbance of turbines on the turbulence equilibrium into consideration in the Regional
Ocean Modelling System (ROMS). Calibration of the coeﬃcients was carried out based
on a set of experimental data. The turbulence closure module to which the research
made modiﬁcation was the k −  module. However, despite using a large-scale ocean
circulation model, the validation case simulated a small-scale rectangular water channel
(rotor diameter was 100mm). The system was yet to be applied to larger scale models.
(Objective 3 of this research listed in Section 1.2 responds to this knowledge gap.)
Also there is scope for development in this line of research as not too much emphasis
has been put on wave-current interaction and implementation of eﬀects of turbines on
waves and sediment transport in corresponding numerical modules. Little research has
looked at changes on waves. All the reviewed work that focused on impacts on sediment
dynamics and large-scale morphology assumed that changes to the ﬂow pattern are
suﬃcient to account for the potential impacts caused by turbines on bottom stress
and sediment transport and reported results contradict observation of local scour in
the near-wake. (Objectives 3 & 4 of this research listed in Section 1.2 respond to this
knowledge gap.)
Lack of calibration is another outstanding issue. Among the existing studies, work
that calibrated the turbine simulation related coeﬃcients before model application are
sparse. Aside from ensuring that the hydrodynamic conditions match on-site measure-
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ments prior to the inclusion of turbines in the model, little other calibration work is
done. This is primarily due to the lack of observational data after the installation of
tidal turbines. The philosophy is that the models are regarded as functionally accurate
as long as they have the ability to reproduce the background hydrodynamic conditions,
provided good quality bathymetry distribution, open boundary condition and meteoro-
logical condition etc. Hence, based on the proven properly functioning model, as long
as the representation of the turbine is sound, the modiﬁed model predicted results are
assumed reliable. Unfortunately this is seldom the case as all turbine implementation
methods require arbitrary choice of values of coeﬃcients which decide directly the sig-
niﬁcance of the impacts predicted. Thus, calibration of these coeﬃcients is considered
as necessary in this research. (Objectives 1 & 2 of this research listed in Section 1.2
respond to this knowledge gap.)
Responding to the knowledge gaps summarized above, this research aims to de-
velop a three-dimensional thorough turbine simulation platform. Based on a three-
dimensional wave-current-sediment fully coupled oceanographic model, the ﬁrst ap-
proach regarding the `additional retarding force' method is implemented in the present
research three-dimensionally to mimic the ﬂow ﬁeld behind the turbine. The turbulence
closure is modiﬁed based on the scheme proposed in [101] to account for inﬂuence of
turbines on downstream turbulence. Impacts on waves is also considered in this research
and the implementation is realized through modiﬁcation of wave energy ﬂux across the
device. This research also aims to verify the necessity of modifying the bottom shear
stress calculation which simulates the local scour caused by turbines and provides a way
of doing so. The related coeﬃcients are calibrated based on laboratory measurements
and CFD calculations. Scaling-up which lays the foundation for large-scale application
of the turbine simulation platform is discussed. This research also aims to cover the
discussion of impacts of variations of the turbine simulating coeﬃcients on the overall
prediction of the model. The extended model is then applied to the Anglesey coast to
study the large-scale inﬂuence of turbine arrays.
One simpliﬁcation over the supporting structure is made in this research after the
discussion in Section 2.4.1: Impacts of the supporting structure on the passing ﬂow and
the mixing downstream is not accounted for in this research. However, its more obvious
impacts on local scour is integrated into the address of bed shear stress.
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Chapter 3
Modelling system
3.1 Introduction
In order to study the processes in both the near ﬁeld and far ﬁeld in the region aﬀected by
the turbine, two distinct modelling systems are used in the present work: the FLUENT
based Computational Fluid Dynamics (CFD) modelling system to resolve the near ﬁeld
processes, particularly under wave-current coupled conditions, and the Unstructured
Grid Finite Volume Community Ocean Model (FVCOM) [25] to simulate the far ﬁeld
to coastal region with large-scale turbine farms implemented. In particular, the turbine
parameterization in FVCOM is based on available data and CFD modelled results.
Until now, there is no single model that is capable of simulating both near ﬁeld and
far ﬁeld ﬂow dynamics, turbulence characteristics and sediment transport processes, due
to the fact that the basic assumption in oceanographic models, the linearised pressure
distribution in vertical direction, violates the complex nature of the water in the near
ﬁeld region, while the computational costs and uncertainties in a CFD model are too
great to cover the entire far ﬁeld region. The combined approach provides the best
possible opportunity to represent the physical processes at both scales accurately.
3.2 ANSYS FLUENT  a CFD solver
A wide range of CFD solver packages have been developed throughout application
history, such as OpenFOAM, ANSYS FLUENT and STAR-CCM+. The package used
in this research is ANSYS FLUENT (Version 14.5).
3.2.1 Modelling basic ﬂuid ﬂow
FLUENT solves the three-dimensional Reynolds-averaged Navier-Stokes (RANS) equa-
tions which can be written in tensor form as follows:
∂ρ
∂t
+
∂ρu¯i
∂xi
= 0 (3.1)
∂(ρu¯i)
∂t
+
∂(ρu¯iu¯j)
∂xj
= − ∂P¯
∂xi
+
∂
∂xj
[µ(
∂u¯i
∂xj
+
∂u¯j
∂xi
)− 2
3
µ
∂ul
∂xl
δij ]+
∂
∂xj
(−ρui′uj ′)+Fi (3.2)
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where ρ is the water density; t is time; µ is the molecular viscosity; δij is the Kronecker
delta and Fi are external body forces in the i directions (x, y, z). u¯i (u¯, v¯, w¯) and
u′i (u
′, v′, w′) are the time-averaged (mean) and ﬂuctuating water velocities in the xi
(x, y, z) directions, respectively. The combination of these two velocity components
forms the instantaneous (exact) velocities:
ui = u¯i + ui
′ (3.3)
Likewise, P¯ is the time-averaged static pressure and for all scaler variables:
φ = φ¯+ φ′ (3.4)
where φ denotes a scaler quantity such as pressure and φ¯ and φ′ are the mean and
ﬂuctuating components of a scaler variable.
The Reynolds stress terms, −ρui′uj ′, which appear on the right hand side of Equa-
tion 3.2 represent the eﬀects of turbulence and need to be modelled in order to close
the RANS equations.
3.2.2 Modelling turbulence
To model the Reynolds stress terms in Equation 3.2, FLUENT provides a good variety
of turbulence closures which can be in general grouped into two approaches: one is to
employ the Boussinesq hypothesis to relate the Reynolds stresses to the mean velocity
gradients and the other one is to solve transport equations for each of the terms in the
Reynolds stress tensor, namely Reynolds Stress Model (RSM). The ﬁrst approach which
includes the popular two-equation models such as k−  and k− ω is widely adopted in
engineering calculations. The second approach which requires seven additional transport
equations to be solved in three-dimensional problems is expected to perform better than
the ﬁrst approach in certain conditions. However, it normally requires 50-60% more
CPU time and 15-20% more memory per iteration compared to the k −  and k − ω
models [39]. Thus, the RSM is not used in this research.
There is another turbulence closure, namely Shear-Stress Transport (SST) k − ω
Model, which combines the robust and accurate formulation of the k − ω closure in
the near-wall region with the free-stream independence of the k −  closure in the far
ﬁeld. The traditional two-equation turbulence closures, k −  and k − ω, and the SST
k−ω closure were compared in [47, 72] and it was reported that the SST k−ω closure
produced the highest accuracy in terms of predicting near ﬁeld turbulence of turbines.
Therefore, turbulence in the present research is calculated based on the Shear Stress
Transport (SST ) k− ω turbulence closure. For completeness, the (SST ) k− ω closure
is introduced as following:
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Transport equations for the SST k − ω model
In the SST k − ω closure, the turbulent kinetic energy, k, and the speciﬁc dissipation
rate, ω, are deﬁned as:
k =
1
2
u
′
iu
′
i (3.5)
ω = /k (3.6)
where , the turbulence dissipation rate, is deﬁned as:
 =
µ
ρ
· ∂u
′
i
∂xj
(
∂u
′
i
∂xj
+
∂u
′
j
∂xi
)) (3.7)
The calculations of these terms are based on the following transport equations:
∂
∂t
(ρk)− ∂
∂xi
(ρkui) =
∂
∂xj
(Γk
∂k
∂xj
) +Gk − Yk (3.8)
∂
∂t
(ρω)− ∂
∂xi
(ρωui) =
∂
∂xj
(Γω
∂ω
∂xj
) +Gω − Yω +Dω (3.9)
where Gk represents the generation of k due to mean velocity gradients; Gω represents
the generation of ω; Γk and Γω represent the eﬀective diﬀusivity of k and ω, respectively;
Yk and Yω represent the dissipation of k and ω due to turbulence; Dω is the cross-
diﬀusion term. Calculation of these terms are described as below:
Modelling the eﬀective diﬀusivity
Γk = µ+
µt
σk
(3.10)
Γω = µ+
µt
σω
(3.11)
where µt is the turbulent viscosity computed as following:
µt =
ρk
ω
1
max[ 1α∗ ,
ΩF2
a1ω
]
(3.12)
where Ω =
√
2ΩijΩij , Ωij =
1
2(
∂ui
∂xj
− ∂uj∂xi ) is the mean rate-of-rotation tensor; α∗ damps
the turbulent viscosity causing a low-Reynolds-number correction and it is given as:
α∗ = α∗∞(
α∗0 +Ret/Rk
1 +Ret/Rk
) (3.13)
where
α∗0 =
βi
3
(3.14)
Ret =
ρk
µω
(3.15)
Terms σk and σω in Equation 3.10 and 3.11 are the turbulent Prandtl numbers for
k and ω, respectively, calculated as following:
σk =
1
F1/σk,1 + (1− F1)/σk,2 (3.16)
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σω =
1
F1/σω,1 + (1− F1)/σω,2 (3.17)
The blending functions, F1 and F2, are given by
F1 = tanh(Φ
4
1) (3.18)
Φ1 = min[max(
√
k
0.09ωy
,
500µ
ρy2ω
),
4ρk
σω,2D
+
ω y2
] (3.19)
D+ω = max[2ρ
1
σω,2
1
ω
∂k
∂xj
∂ω
∂xj
, 10−20] (3.20)
F2 = tanh(Φ
2
2) (3.21)
Φ2 = max[2
√
k
0.09ωy
,
500µ
ρy2ω
] (3.22)
where y is the distance to the next surface.
Values of constants in the above equations are: a1 = 0.31, σk,1 = 1.176, σk,2 = 1.0,
σω,1 = 2.0, σω,2 = 1.168, α
∗∞ = 1, βi = 0.072, Rk = 6.
Modelling the turbulence production
Production of k (Gk)
Gk = µtS
2 (3.23)
S =
√
2SijSij (3.24)
Sij =
1
2
(
∂uj
∂xi
+
∂ui
∂xj
) (3.25)
Production of ω (Gω)
Gω =
α
νt
Gk (3.26)
α =
α∞
α∗
(
α0 +Ret/Rω
1 +Ret/Rω
) (3.27)
α∞ = F1α∞,1 + (1− F1)α∞,2 (3.28)
α∞,1 =
βi,1
β∗∞
− κ
2
σω,1
√
β∗∞
(3.29)
α∞,2 =
βi,2
β∗∞
− κ
2
σω,2
√
β∗∞
(3.30)
νt =
µt
ρ
(3.31)
where µt is the turbulent viscosity calculated according to Equation 3.12, α
∗ is the
damping coeﬃcient calculated according to Equation 3.13, F1 computed according to
Equation 3.18.
Values of newly introduced constants are α0 =
1
9 , Rω = 2.95, βi,1 = 0.075, βi,2 =
0.0828, β∗∞ = 0.09, κ = 0.41.
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It should be noted that the SST k − ω model does not include the additional
turbulence generation at the tip of the blade as highlighted by previous research due
to the fact that the tip vortex shed from the tip of turbine blades is not simulated by
the turbine representation method (see Section 3.2.4). The model is therefore likely to
under-predict the turbulence level in the near ﬁeld region. For example, due to the same
reason, the TKE level was found to be under-estimated by 40% at 2D-6D downstream of
the rotor simulated in [106]. The extent of under-estimation, however, is case dependant.
Results in Section 4.3.1 of the present study suggest an under-estimation of 17% in the
near wake for the turbine rotor and scenario simulated.
Modelling the turbulence dissipation
Dissipation of k (Yk)
Yk = ρβ
∗kω (3.32)
β∗ = β∗∞(
4/15 + (Ret/Rβ)
4
1 + (Ret/Rβ)4
) (3.33)
Dissipation of ω (Yω)
Yω = ρβω
2 (3.34)
β = F1βi,1 + (1− F1)βi,2 (3.35)
where Ret is given by Equation 3.15 and the newly applied constants are Rβ = 8,
β∗∞ = 0.09.
3.2.3 Modelling waves
In the present study, the Volume of Fluid (VOF) method is used to simulate the wind-
wave-induced free surface eﬀects.
The VOF model
The VOF model is for free-surface representation and its formulation relies on the fact
that the modelled phases are not immiscible. It calculates the fractions (αi, 0 < αi < 1)
of the simulated phases (water and air in the present research) in each computational
cell and in each control volume. The volume fractions of all phases sum to unity. Based
on the local value of αi, the appropriate properties and variables will be assigned to
each control volume within the domain.
A single momentum equation which is dependent on the volume fractions of all
phases through the properties ρ and µ is solved throughout the calculation domain, and
the computed velocity ﬁeld is shared among the phases. The momentum equation is
given by
∂
∂t
(ρ~v) +5 · (ρ~v~v) = −5 p+5 · [µ(5~v +5~vT )]+ ρ~g + ~F (3.36)
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where ρ is the volume-fraction-averaged density ρ =
∑
αiρi (i is the ith phase simulated,
e.g. water and air in the present research) and µ the volume-fraction-averaged viscosity
calculated in the same manner.
A continuity equation for the volume fraction of one (or more) of the phases helps
to track the interface(s) between the phases. For the ith phase, this equation takes the
form of the following:
∂αi
∂t
+ ~v · 5αi = 0 (3.37)
Additional scaler equations, such as those solving turbulence quantities, are also
processed applying the shared-ﬁelds approach, i.e. only a single/a single set of transport
equations is solved and the variables (e.g., k and ω) are shared by the phases throughout
the domain.
The wave generation boundary conditions
The open channel wave boundary condition enables the simulation of wave propagation.
It is an upstream boundary condition applied to the velocity inlet of the VOF model.
FLUENT provides a good variety of wave theories such as ﬁrst order linear wave theory
and second/higher order Stokes wave theories. The choice of wave theory should be
made based on Ursell number (Ur =
HL2
d3
) and wave steepness (H/L), where H, L and
d are wave height, wave length and water depth, respectively. Linear wave theory is
suitable when Ur < 40, given H/L < 0.04 and second/higher order Stokes wave theories
are more appropriate when Ur < 40 and H/L > 0.04 [52].
In FLUENT, the wave number (k) is given by:
k =
2pi
L
(3.38)
The vector form for the wave number is:
~K = kxxˆ+ kyyˆ (3.39)
where kx and ky are wave numbers in the xˆ and yˆ directions, respectively, and are
deﬁned by:
kx = kcosθ (3.40)
ky = ksinθ (3.41)
where θ is the wave heading direction. The wave speed c is deﬁned as:
c =
ω
k
(3.42)
where ω is the wave frequency.
For linear waves, the time-dependent surface elevation is given as:
ζ(X, t) = Acosα (3.43)
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where
α = kxx+ kyy − ωt+  (3.44)
in which A is the wave amplitude, x and y are space coordinates in the xˆ and yˆ directions,
respectively,  is the phase diﬀerence and t is time.
The wave frequency ω is related to wave number and water depth as following for
shallow/intermediate waves:
ω =
√
gktanh(kd) (3.45)
The wave induced velocity components in the xˆ, yˆ and zˆ directions are described as
follows for shallow/intermediate waves:(
u
v
)
=
gkA
ω
cosh[k(z + d)]
cosh(kd)
(
cosθ
sinθ
)
cosα (3.46)
w =
gkA
ω
cosh[k(z + d)]
cosh(kd)
sinα (3.47)
For higher order (second to ﬁfth orders) wave theories, the generalized expression
for surface elevation is:
ζ(X, t) = Acosα+A2k(b22 +A
2k2b24)cos2α+A
3k2(b33 +A
2k2b35)cos3α
+A4k3b44cos4α+A
5k4b55cos5α
(3.48)
The generalized expression for the associated velocity potential is:
Φ(X, t) = c

A(a11 +A
2k2a13 +A
4k4a15)coshkdsinα+
A2k(a22 +A
2k2a24)cosh2kdsin2α+
A3k2(a33 +A
2k2a35)cosh3kdsin3α+
A4k3(a44)cosh4kdsin4α+
A5k4(a55)cosh5kdsin5α
 (3.49)
The wave frequency is:
ω = [gk(1 +A2k2c3 +A
4k4c5)tanhkd]
1/2 (3.50)
The wave induced velocity components are:
u =
∂Φ
∂x
cosθ (3.51)
v =
∂Φ
∂x
sinθ (3.52)
w =
∂Φ
∂z
(3.53)
When wave-current interaction is taking place, the eﬀective wave frequency (ωe) is
deﬁned as:
ωe = ω + ~K~U (3.54)
where ~U is the averaged velocity of the ﬂow current.
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Figure 3.1: Schematic diagram of the lift and drag forces.
The ﬁnal velocity vector is represented as:
~V = ~U + uxˆ+ vyˆ + wzˆ (3.55)
Once the wave is generated at the upstream boundary, it will propagate downstream
governed by the ﬂuid dynamics until it reaches the downstream boundary and dissipates
outside the domain. In addition to the waves, the steady current is also produced by a
given inﬂow velocity at the upstream boundary.
3.2.4 Representation of HATT
The Virtual Blade Model (VBM) is adopted in this research to simulate HATT in
FLUENT. It requires a reasonable computational cost, but still models the turbulent
wake downstream of a turbine with acceptable approximation [78]. In VBM, the actual
blades are not directly present. Instead, the rotor is simulated inside a rotor disk ﬂuid
zone across which the virtual blades swipe. The virtual blades are achieved through
adding a body force in the x, y and z direction. This method is an application of a
built-in blade simulating scheme  Blade Element Method (BEM)  within ANSYS
FLUENT. In BEM, each blade is divided into small sections from root to tip. The lift
and drag forces exerted on each segment (see Figure 3.1) are calculated based on the
blade design as well as the lift and drag coeﬃcients of each section:
fL,D = cL,D · c(r/R) · ρ · V
2
tot
2
(3.56)
where cL,D is lift/drag coeﬃcient speciﬁed by the user; c(r/R) is the chord length; ρ is
the ﬂuid density and Vtot is the ﬂuid velocity relative to the blade.
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The lift and drag forces are then averaged over a full turbine rotation to calculate
the force on each cell in the discretized domain:
FL,Dcell = Nb ·
dr · dθ
2pi
· fL,D (3.57)
~Scell = −
~Fcell
Vcell
(3.58)
where Nb is the number of blades and Vcell is the volume of a grid cell.
Developed initially to model the aerodynamics of rotors [137], VBM has been applied
in a number of tidal turbine studies [9, 10, 78, 113, 120]. The major disadvantage of
VBM, as pointed out by [113], is that the ﬂow characteristics in the near-wake ﬁeld is
poorly captured due to two reasons: ﬁrst, the blade geometry is not directly present
and second, the eﬀects of the blade on the ﬂow is averaged over a full rotation circle.
Another noticeable problem with VBM is that among the three sources of turbulent
mixing downstream of the rotating turbine, the ambient turbulence, the wake edge
shear generated turbulence and the mechanical turbulence caused by the blade in the
form of tip and hub vortex and the blade trailing edge wake [22], the last one is not yet
accounted for in the VBM approach, which leads to under-predicted TKE level behind
the turbine as mentioned above. However, the overall performance of the approach is
satisfactory, as shown in later chapters. For the present study, the CFD model is used
to generate calibration data for the oceanographic model in the far ﬁeld simulation. Its
accuracy within 1D-4D distance from the turbine is less critical as discussed in later
sections.
3.3 Three-dimensional FVCOM The Unstructured Grid
Finite Volume Community Ocean Model
FVCOM is selected to model the impacts of tidal stream devices on the coastal re-
gion in this research. FVCOM is a three-dimensional, free surface, terrain-following
oceanographic scale model for solving shallow water equations numerically using the
ﬁnite-volume method [25]. There are several considerations for choosing FVCOM as
the basic modelling tool in the present work: ﬁrstly, the model system includes fully
coupled wave-current-sediment modules that is critical for any realistic far ﬁeld mod-
elling at a coastal regional scale; secondly, the unstructured triangular mesh which is
advantageous to mesh size transition is used to discretise computational domains. Such
a treatment in spatial descretisation is particularly important in the present model so
that the mesh can be reﬁned to particular high resolution around individual turbine
site to resolve the small-scale impacts and maintain a smooth transition to a fairly
large mesh size at far region so that the total computational costs can be restricted;
thirdly, the FVCOM is maintained as an open source code so that the users can access
the full model system without any restrictions, which make the necessary modiﬁcation
36
of the code straightforward; fourthly, FVCOM comes with a three-dimensional turbu-
lence closure `MY 2.5' which is suitable for implementing the turbine eﬀects as well as
oceanographic scale simulations.
3.3.1 Modelling current
In Cartesian coordinates, without taking into consideration snow and ice, the governing
equations of FVCOM are:
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+w
∂u
∂z
− fv = − 1
ρ0
∂(PH + Pa)
∂x
− 1
ρ0
∂q
∂x
+
∂
∂z
(Km
∂u
∂z
) + Fx (3.59)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+ fu = − 1
ρ0
∂(PH + Pa)
∂x
− 1
ρ0
∂q
∂y
+
∂
∂z
(Km
∂v
∂z
) + Fy (3.60)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= − 1
ρ0
∂q
∂z
+
∂
∂z
(Km
∂w
∂z
) + Fw (3.61)
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 (3.62)
where x, y, and z are the east, north, and vertical axes in the Cartesian coordinate
system; u, v, and w are the three velocity components in the x, y, and z directions
respectively; ρ0 is water density; Pa is the air pressure at sea surface; PH is the hydro-
static pressure; q is the non-hydrostatic pressure; f is the Coriolis parameter and Km
is the vertical eddy viscosity coeﬃcient. Fx, Fy represent the horizontal momentum,
thermal, and salt diﬀusion terms. The total water column depth is h = H + ζ, where
H is the bottom depth and ζ is the height of the free surface.
The surface and bottom boundary conditions for u, v, and w are:
Km(
∂u
∂z
,
∂v
∂z
) =
1
ρ0
(τsx, τsy), w =
∂ζ
∂t
+ u
∂ζ
∂x
+ v
∂ζ
∂y
+
E − P
ρ
, z = ζ(x, y, t) (3.63)
Km(
∂u
∂z
,
∂v
∂z
) =
1
ρ0
(τbx, τby), w = −u∂H
∂x
− v∂H
∂y
, z = −H(x, y) (3.64)
where (τsx,τsy) and (τbx, τby) = Cd
√
u2 + v2(u, v) are the x and y components of sur-
face wind and bottom stresses. The drag coeﬃcient Cd is determined by matching a
logarithmic bottom layer to the model at a height zab above the bottom:
Cd = max
 k2
ln2
(
zab
z0
) , 0.0025
 (3.65)
where k = 0.4 is the von Karman constant and z0 is the bottom roughness parameter.
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3.3.2 Modelling turbulence
FVCOM contains a three-dimensional MY-2.5 turbulence closure module which is used
in the current research and the controlling equations of this module are brieﬂy intro-
duced as following:
∂q2
∂t
+ u
∂q2
∂x
+ v
∂q2
∂y
+ w
∂q2
∂z
= 2(Ps + Pb − ε) + ∂
∂z
(Kq
∂q2
∂z
) + Fq (3.66)
∂q2l
∂t
+ u
∂q2l
∂x
+ v
∂q2l
∂y
+ w
∂q2l
∂z
= lE1(Ps + Pb − W˜
E1
ε) +
∂
∂z
(Kq
∂q2l
∂z
) + Fl (3.67)
where q2 = (u′2 + v′2)/2 is the turbulent kinetic energy; l is the macroscale; Kq is the
vertical eddy diﬀusion coeﬃcient of the turbulent kinetic energy; Fq and Fl represent
the horizontal diﬀusion of the turbulent kinetic energy and macroscale; Ps = Km(u
2
z +
v2z) and Pb = (gKhρz)/ρ0 are the shear and buoyancy production terms of turbulent
kinetic energy; ε = q3/B1l is the turbulent kinetic energy dissipation rate; W = 1 +
E2l
2/(κL)2 is a wall proximity function where L−1 = (ζ − z)−1 + (H + z)−1; κ = 0.4
is the von Karman constant. Fq and Fl are parameterized using the Smagorinsky eddy
parameterization method [108]. A constant value can also be assigned to the horizontal
diﬀusion coeﬃcient in FVCOM, which means the turbulence closure model can be run
with both Fq and Fl set to zero.
The turbulent kinetic energy and macroscale equations are closed by deﬁning:
Km = lqSm, Kh = lqSh, Kq = 0.2lq (3.68)
Terms Sm and Sh are stability functions calculated through:
Sm =
0.4275− 3.354Gh
(1− 34.676Gh)(1− 6.127Gh) (3.69)
Sh =
0.494
1− 34.676Gh (3.70)
where Gh =
l2g
q2ρ0
ρz. This is the simpliﬁed version of the MY-2.5 turbulent model in
which Sm and Sh depend only on Gh. An upper bound of 0.023 for the case of unstable
(ρz > 0) stratiﬁcation and a lower bound of -0.28 for the case of stable (ρz < 0)
stratiﬁcation are assigned to Gh [41].
The surface and bottom boundary conditions for the turbulent kinetic energy and
macroscale equations are:
q2l = 0, q2 = B
2
3
1 u
2
τs, z = ζ(x, y, t) (3.71)
q2l = 0, q2 = B
2
3
1 u
2
τb, z = −H(x, y) (3.72)
where uτs and uτb are the water friction velocities associated with the surface and
bottom. Since q2 6= 0 at the surface and bottom, l = 0 at both boundaries, which
means Km, Kh and Kq are always 0 at the surface and bottom.
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3.3.3 Modelling waves
To simulate surface wave propagation, Simulating Waves Nearshore (SWAN) [17] is in-
tegrated with FVCOM. The reason to choose SWAN is based on a few considerations:
ﬁrstly, SWAN is designed for simulating wave propagating in coastal regions, with nearly
all processes included, e.g. shoaling, breaking, diﬀraction, refraction, wave-wave inter-
action and wave-current interactions. Secondly, the same unstructured mesh used by
FVCOM can be used directly by SWAN, which saves considerable eﬀorts in data storage
and exchange between modules. Thirdly, the inclusion of tidal stream turbines in the
module can be implemented straightforwardly in SWAN as discussed in later sections.
The governing equation of the wave action density spectrum is given as follows:
∂N
∂t
+5 ·
[(
~Cg + ~V
)
N
]
+
∂CσN
∂σ
+
∂CθN
∂θ
=
Stot
σ
(3.73)
where N is the wave action density spectrum, t is the time, ~Cg is the group velocity
vector, ~V is the ambient water current vector, σ is the relative frequency, θ is the wave
direction and Cσ and Cθ are the wave propagation velocities in frequency space and
directional space respectively. S(tot) is the source-sink term considering wind-induced
wave growth, wave decay due to white capping, wave decay due to bottom friction
and wave decay due to depth-induced wave breaking. More details are available in the
SWAN technical manual [116].
3.3.4 Bottom boundary layer
Due to the presence of surface waves, the bottom boundary layer is aﬀected and the
shear stress is much higher than that due to current alone [65]. To take this into ac-
count, a special treatment is needed close to the bed, which is implemented in the
bottom boundary layer module (BBL). BBL calculates the bottom shear stresses under
the condition of combined waves and currents. The calculation of bottom shear stress
is important as it inﬂuences the ﬂow ﬁeld as well as determines the suspension rate
of suspended sediment and the transport rate of bedload sediment. The BBL mod-
ule developed by [127] based on the theory proposed by [69] was converted into an
unstructured-grid ﬁnite-volume version and implemented in FVCOM. It is, hence, used
in the present research. This section discusses this BBL model in brief. More details
can be found in [127].
The BBL model calculates the current component of the maximum wave-current
combined bottom shear stress (τc), the wave component of the maximum wave-current
combined bottom shear stress (τw) and the maximum wave-current combined bottom
shear stress due to waves and currents (τcw):
τc = u
2
∗c (3.74)
τw = u
2
∗w (3.75)
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τcw = u
2
∗cw (3.76)
where u∗c, u∗w and u∗cw are friction velocities due to current, waves and combined
waves and current respectively calculated iteratively according to [69] as following:
u∗c =
u∗cw
2
ln( zrδwc )
ln( δwcz0 )
(−1 +
√√√√1 + 4κln( δwcz0 )
ln( zrδwc )
2
ucr
u∗cw
) (3.77)
where ucr is current velocity at reference elevation zr from the current model; δwc is
wave boundary layer (WBL) thickness determined by:
δwc =
{
2κu∗cw/ωr for Cµubr/(kNωr) > 8
kN for Cµubr/(kNωr) < 8
(3.78)
where ubr and ωr are wave-orbital velocity amplitude outside WBL and angular wave
frequency respectively from the wave model; kN = 30.0z0 is the equivalent Nikuradse
roughness of the bottom; the total bottom roughness length z0 is calculated as follows:
z0 = z0N + z0ST + z0BF (3.79)
where z0N , z0ST and z0BF are roughness lengths associated with grain roughness, sedi-
ment transport and bedform respectively. They are estimated as:
z0N = 2.5D50/30 (3.80)
z0ST = αD50a1
T∗
1 + a2T∗
(3.81)
z0BF = arη
2
r/λr (3.82)
where α = 0.056, a1 = 0.068 and a2 = 0.0204ln(100D
2
50) + 0.0709ln(100D50) are
sediment-transport coeﬃcients according to [132]; D50 is the median grain diameter;
ar is set as 0.267 which was suggested in [86]; T∗ is the ratio of τcw calculated from
the previous time step and the bottom critical erosion stress τce; ηr and λr are ripple
height and ripple wavelength calculated using information from the previous time step
according to [131].
Term Cµ in Equation 3.78 is calculated according to:
Cµ = (1 + 2µ|cos(φcw)|+ µ2)1/2 (3.83)
where φcw is the angle between current direction and direction of wave propagation and
µ is deﬁned as:
µ = τc/τw =
u2∗c
u2∗w
(3.84)
The determining factor in Equation 3.78 is also used to calculate fwc, namely wave
friction factor, which is used in u∗w calculation:
u∗w = (0.5fwcu2br)
1/2 (3.85)
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fwc =
Cµexp
{
7.02(
Cµubr
kNωr
)−0.078 − 8.82
}
for 0.2 < Cµubr/(kNωr) < 10
2
Cµexp
{
5.61(
Cµubr
kNωr
)−0.109 − 7.30
}
for 102 < Cµubr/(kNωr) < 10
4
(3.86)
The maximum wave-current combined bottom shear stress due to waves and currents
(τcw) is then deﬁned as:
u∗cw = (Cµu2∗w)
1/2 (3.87)
3.3.5 Modelling suspended sediment transport
The suspended sediment transport is calculated in FVCOM by integrating ﬂow velocity
and suspended sediment concentrations over the depth. The controlling equation for
the concentration-based suspended load calculation is as following:
∂Ci
∂t
+
∂uCi
∂x
+
∂vCi
∂y
+
∂ (w − wi)Ci
∂z
=
∂
∂x
(
AH
∂Ci
∂x
)
+
∂
∂y
(
AH
∂Ci
∂y
)
+
∂
∂z
(
Kh
∂Ci
∂z
) (3.88)
where Ci is the concentration of the ith sediment class; AH the horizontal eddy viscosity;
Kh the vertical eddy viscosity and wi the settling velocity of the ith sediment class. A
sediment ﬂux boundary condition is used at the bottom as:
Kh
∂Ci
∂z
= Ei −Di (3.89)
where Ei and Di are the erosion and depositional rates respectively. The erosion rate
Ei is calculated as following:
Ei = 4tQi (1− Pb)Fbi
(
τb
τci
− 1
)
(3.90)
where Qi is the erosive ﬂux; Pb the bottom porosity; Fbi the fraction of the ith sediment
class in the bottom; τb the bottom shear stress and τci the critical shear stress of the ith
sediment class. Without waves, the calculation of bottom shear stress τb is explained in
Section 3.3.1. With waves, it equals τcw introduced in Section 3.3.4. The depositional
rate Di is calculated by solving the convection-diﬀusion equation.
It should be noted that total sediment transport consists of suspended and bedload
sediment transport. However, bedload sediment transport is not yet considered in this
research due to the reason that the bedload sediment transport module of FVCOM is
not fully developed. Two published works in the literature that modelled bedload sed-
iment transport using FVCOM reported development of the bedload sediment trans-
port module [31, 135]. However, it is beyond the scope of this project to develop the
bedload sediment transport module itself. Therefore, bedload sediment transport is
recommended as future work.
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3.3.6 Wave-current-sediment coupling
FVCOM includes a wave-current-sediment fully coupled system. Figure 3.2 is the ﬂow
chart of the coupling scheme. After initialization, the wave model starts to solve the
wave dynamics, providing information of signiﬁcant wave height (Hs), wave direction
(Dir), average wave length (L), surface wave relative peak period (Tp), wave bottom
orbit velocity (Ub), bottom wave period (Tb) and so on.
The interactions between the current model and the wave model are achieved through
radiation stress terms according to Mellor's theory [73, 74, 75]. The momentum equa-
tions in the current model (Equation 3.59 and Equation 3.60) become:
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
− fv = − 1
ρ0
∂(PH + Pa)
∂x
− 1
ρ0
∂q
∂x
+
∂
∂z
(Km
∂u
∂z
) + Fx −
∂Sxx
∂x
− ∂Sxy
∂y
+
∂Spx
∂z
(3.91)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
+ fu = − 1
ρ0
∂(PH + Pa)
∂x
− 1
ρ0
∂q
∂y
+
∂
∂z
(Km
∂v
∂z
) + Fy
∂Syx
∂x
− ∂Syy
∂y
+
∂Spy
∂z
(3.92)
where Sxx, Sxy = Syx, Syy, Spx and Spy are radiation stress terms. The detailed form
of these radiation stress terms is introduced in [74].
Results from the current model, velocities (u, v) and surface elevation (ζ) in partic-
ular, provide the wave model feedback for the next time step calculation. Results from
the above mentioned models then will be sent to the bottom-boundary layer (BBL)
model (see Section 3.3.4) to calculate the bottom stresses under the combined inﬂuence
of waves, current and, theoretically, sediment transport. These stresses are then used
to solve the momentum equations in the current model and suspended and bedload
transport in the sediment transport model.
3.3.7 Numerical method of FVCOM
Grids
FVCOM discretizes its calculation domains into unstructured triangles on the horizontal
plane and divides the water column into layers using a terrain-following σ-coordinate
system. Figure 3.3 illustrates the unstructured triangular grid design in FVCOM. Solid
circles are mesh nodes on which scaler variables such as water depth and free surface
elevation are calculated. Three nodes decide an unstructured triangle. Lines connecting
nodes are the sides of triangles. Another typical calculation location is the centroid of
the triangles denoted by circles with crosses in Figure 3.3. Calculation of u and v
takes place on centroids. Using a ﬁnite volume approach, variables at the centroids are
calculated based on the net ﬂux through the three sides of the triangles. The triangles
are consequently also called the `momentum control elements'. Meanwhile, the shaded
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Figure 3.2: Coupling scheme of waves, current and sediment transport in FVCOM [24].
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Figure 3.3: Unstructured triangular grids design in FVCOM [24].
Figure 3.4: An example of σ-coordinate and locations of variables in the σ-coordinate.
area surrounded by lines connecting the centroids and the mid-points of the sides is
a `tracer control element'. A net ﬂux through the sides of a `tracer control element'
determines the scalar variables being calculated. Figure 3.4 shows an example of σ-
coordinates. All variables, except for vertical velocity (w) and turbulence variables
such as q2 and q2l, are placed at the mid-level of each σ layer.
Discrete procedure
FVCOM applies a mode-split approach to solve the two-dimensional external mode
and three-dimensional internal mode using two distinct time steps. The free surface
elevation (ζ) is computed using vertically integrated equations in the two-dimensional
external mode. The three-dimensional equations are then solved under the given free
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surface elevation. A mode-split approach requires an adjustment to be made in every
internal time step to ensure the conservation of the volume transport throughout the
water column, unless the times steps of the two modes are equal to each other (see [24]
for detailed explanation). In FVCOM, the correction is to adjust the internal velocities
by distributing the diﬀerence between the external and vertically integrated internal
water transport uniformly throughout the water column.
3.4 Representation of HATT in FVCOM
The aforementioned FVCOM provides this study the platform on which the HATT
modelling is conducted. This section describes the modiﬁcations made to FVCOM to
incorporate HATT's eﬀects on current, turbulence, surface waves and sediment trans-
port modelling.
3.4.1 Modelling HATT in current module
Deceleration of the passing ﬂow, largely due to energy loss around the turbine as well
as the blockage eﬀect of the device, is widely recognized as the impact of a turbine on
its ambient current. In this work, the energy extraction process is modelled based on
the additional sink term put forward by [33] as:
Fu = −Cext · 1
2
· ρ · u
∣∣∣~V ∣∣∣ (3.93)
Fv = −Cext · 1
2
· ρ · v
∣∣∣~V ∣∣∣ (3.94)
where Fu and Fv are the additional sink term components per unit area; Cext is the
energy extraction coeﬃcient which determines the strength of the sink term. These
two terms are added onto the right hand side of Equations 3.59 and 3.60 respectively.
It should be noted that the purpose of these modiﬁcations is not to simulate detailed
hydrodynamics immediately around each individual turbine, but to represent the mod-
iﬁed ﬂow ﬁeld at 4D-6D away from the turbine further downstream, i.e. the far ﬁeld.
The complex ﬂow-structure interactions in the near ﬁeld violate the basic assumption
in oceanographic models like FVCOM, i.e. the pressure distribution across water depth
is linear, resulting in the exclusion of non-hydrostatic pressure terms. This particular
diﬃculty means that the predictions from FVCOM are hardly valid within the near
ﬁeld. But further downstream, i.e. 6D away from the structure, most existing data
and available CFD modelling results suggest that the pressure distribution starts to
recover towards a linear one. Therefore, the aim of the proposed modiﬁcations in the
above-mentioned equations is to introduce accurate turbine eﬀects to the passing ﬂow
beyond a far-ﬁeld distance (6D) downstream of the device.
The present study identiﬁes each individual turbine structure within a farm, rather
than treating the entire turbine farm as a whole as discussed in previous studies. It is
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therefore proposed that an unstructured mesh is used with particularly ﬁne resolution
at each turbine device site. In the present study, mesh size at the turbine sites is
the diameter of the simulated device in each case. The triangular element in which
the turbine device sits is selected to exert the energy extraction coeﬃcient set (Cext)
across the water depth. Energy extraction coeﬃcient of each sigma layer is treated
individually in order to achieve a full three-dimensional representation of the ﬂow ﬁeld.
Such an approach is very diﬀerent from previously mentioned two-dimensional studies
and the three-dimensional study in which a single value was assigned to one of the
layers, both of which failed to distinguish the velocity diﬀerence across various depths
due to the turbine presence.
It should be noted that FVCOM is a mode-split model which calculates the velocity
in both the two-dimensional external and three-dimensional internal modes. To ensure
the consistency of the two modes, an adjustment is made in every internal time step
to the three-dimensional internal mode, according to the results of the two-dimensional
mode. Therefore, the sink term is also added into the two-dimensional external mode.
The corresponding depth averaged Cext is used in the two-dimensional mode. The
eﬀective velocity terms modifying the velocity involved in the sink term calculation
based on the angle between the hub of the turbine and the ﬂow direction proposed
by [1] is not adopted in this research, as it is assumed that the turbine may rotate to
maintain a normal angle towards the incoming ﬂow. Tidal turbines usually have an
operational velocity window below which no power is generated and above which the
power output is thresholded to the rated power output. The parameterization of this
power limitation is discussed in detail in [91]. However, as the operating window is
application-speciﬁc and this work simulates a hypothetical turbine, the limit on power
output is not accounted for in the present study.
3.4.2 Modelling HATT in turbulent module
As mentioned in Section 2.5.4 there are three turbine incurred turbulence perturbations
that are not accounted for in standard turbulence closures. In short, processes to be
considered can be classiﬁed into three categories:
• Turbine-induced turbulence generation, Ptp
The strong velocity gradient can generate additional turbulence in the wake region.
Meanwhile, the swirling wake and the tip vortex within the near-wake also add
kinetic energy to turbulence. The ﬁrst type of turbulence is intrinsically handled
by the shear production term Ps commonly seen in any 2-equation turbulence
closure model, whereas the second type of TKE production needs an additional
source term of TKE to be added onto the k transport equation when the details
of turbine motion are not explicitly described. In the present research, following
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[101], this additional source term of k is deﬁned as proportional to the cube of
ﬂow velocity:
Ptp = Ctp · u
3
∆x
(3.95)
• Turbine-induced turbulence dissipation, Ptd
The presence of a turbine is also believed to produce TKE of smaller length scale
which can facilitate TKE dissipation into heat. This term is deﬁned as propor-
tional to the ﬂow velocity multiplied by TKE in the present research following
[101]:
Ptd = Ctd · u · k
∆x
(3.96)
• That of an interference for the turbulence length-scale (L), Pl
Under the presence of a turbine, the turbulence ﬁeld within the turbine near-
wake will exhibit a reduced spectrum of length-scale due to the `short-circuiting' of
natural eddy cascade. As suggested by [101], this phenomenon could be addressed
as enhancement of turbulence dissipation rate () as mentioned in Section 2.5.4.
However, because the present research uses the MY-2.5 turbulence closure which
solves instead the TKE and length scale equations, a similar additional term
deﬁned as proportional to the TKE shear production is added to the right-hand
side of the l equation:
Pl = Cl · Ps (3.97)
Terms Ctp, Ctd and Cl in the aforementioned equations are coeﬃcients decided
empirically through parameter studies. The above mentioned terms are activated only
at turbine locations.
3.4.3 Modelling HATT in wave module
More recent studies highlight the changes of wave dynamics around turbine sites, in-
cluding the wave height reduction and wave length increase [113]. Such changes reﬂect
the variation in energy propagation due to the presence of turbines underneath the wa-
ter surface. In the present study, the wave height drop due to the inclusion of turbines
is modelled using one of the built-in features of SWAN  OBSTACLE.
An obstacle is represented by a line between two locations across which wave energy
is absorbed and dissipated as required (see Figure 3.5). Such an obstacle would reduce
the wave height of waves propagating through or over the obstacle all along its length.
The numerical realization of obstacles is given as the additional sink term as explained
below.
The wave model will ﬁrst determine which grid lines of the mesh cross the obstacle.
In calculating the action densities for the target grid point (point 0 in Figure 3.6),
if the line between the two grid points crosses the obstacle, the contribution of the
47
Figure 3.5: An obstacle as a line in computational grid.
Figure 3.6: Schematic sketch of wave energy transmission in SWAVE.
neighbouring grid point (point 1 in Figure 3.6) is reduced by a constant transmission
coeﬃcient Kt. The value of Kt is decided by the user through parameter studies. When
there is no obstacle crossing in between, the contribution from the neighbouring point
in the computation of the target point is not reduced; Kt is taken as 1 in the calculation.
See connection between point 2 and point 0 in Figure 3.6 as an example.
Applying OBSTACLE to model the eﬀects of turbines on waves, the obstacles in the
model take the diameter of the simulated turbine as their length, although the length
of the obstacles should not cause any diﬀerence as long as the ends are in the same
triangles. The obstacles are placed in a way that they pass through the centres and
cross two sides of the triangles selected to exert retarding force, i.e. to locate turbines.
The numerical realization procedure of OBSTACLE has also made the directions of the
obstacles not a big concern; the results should be the same as long as the obstacles cross
the same grid lines.
3.4.4 Modelling HATT in sediment module
Among the research reviewed in Section 2.4, some studies have already started to put
attention on modelling the eﬀects of tidal turbines on sediment transport. However,
only the secondary eﬀects on the sediment transport due to ﬂow rate reduction were
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analysed in these studies. The swirling eﬀect of the turbine has not yet been consid-
ered. Unfortunately, laboratory experiment or CFD simulation is hardly found. This
study, therefore, considers that the rotation of the turbine blades aﬀects the immediate
sediment transport in two ways: (1) it enhances the vertical transport of suspended
sediment due to the additional vertical mixing caused by the rotating blades and (2) it
increases the bottom shear stress and, consequently, the erosion rate at the bottom. The
ﬁrst inﬂuence is largely taken into account by enhancing turbulent mixing in the water
column as shown previously. The additional bottom shear stress is assumed to have a
similar form as equation (τbx, τby) = Cd
√
u2 + v2(u, v) mentioned in Section 3.3.1, but
also takes the vertical location of the turbine into account. This concept has the form
as following:
τr = Cr ∗ U2r ∗
D
z
(3.98)
where τr is the additional bottom shear stress caused by the rotation of the turbine; Cr
is a coeﬃcient analogue to Cd; Ur is the tip speed of the turbine; D the diameter of
the turbine and z is the distance between the lower tip of the blade and the sea bed.
A simple linear combination of τb and τr is applied, leading to the total bottom shear
stress (τbt) as:
τbt = τb + τr (3.99)
The value of Cr is chosen by the user.
3.5 Summary
This chapter introduced two diﬀerent numerical modelling systems used in the present
research  ANSYS FLUENT and FVCOM. As a small scale CFD solver, ANSYS
FLUENT allows the geometry of the simulated objects, in this case tidal turbines, to
be resolved in the mesh. However, instead of directly resolving the structure of the
turbine in the mesh, the present study uses VBM to implement the rotational motion
of turbine blades on a disc in the mesh, which is a good trade-oﬀ between accuracy
and computational eﬀort. The small-size mesh grid used in ANSYS FLUENT also
means that turbulence, which is often a sub-grid process in oceanographic models, can
be resolved and hence simulated at a higher level of accuracy. Among the available
turbulence calculation approaches, SST k−ω closure in the middle range is used in the
present research, again providing a good balance between accuracy and computational
eﬀort.
The three-dimensional oceanographic scale model, FVCOM, based on which the
turbine simulation platform is developed is a thorough ocean-coast modelling package,
including, but not limited to, fully coupled wave-current-sediment modules, a three-
dimensional turbulence closure and a bottom boundary layer module devoted especially
to the calculations near the bed under the presence of surface waves. The development of
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Figure 3.7: Work ﬂow of the following chapters.
the turbine simulation platform involves the modules mentioned above. In summary, a
body force is employed in the current module to simulate the turbine-induced water de-
celeration. Three terms are added into the three-dimensional MY-2.5 turbulence closure
to model turbine-related turbulence generation, dissipation and turbulence length-scale
interference. The built-in feature `OBSTACLE' of the wave module is used to simulate
the reduction of wave height caused by the turbine. An additional bottom shear stress
term is added to represent the enhanced sediment suspension due to turbines in motion.
Figure 3.7 provides a ﬂow chart for the work in the following chapters. Exper-
imental work and ANSYS FLUENT (CFD) simulations, together providing data for
coeﬃcient calibration of the FVCOM model, are introduced in Chapter 4. In Chapter
5, the turbine-related coeﬃcients for diﬀerent physical scales are tested and the model's
prediction over various values of the coeﬃcients are studied. Application of the turbine
simulation platform, to both a water channel (single turbine) and a UK coastal area
(turbine farm), is introduced in Chapter 6.
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Chapter 4
Model Calibration
4.1 Introduction
This chapter calibrates the coeﬃcients involved in tidal stream device representation in
the current, turbulence, waves and sediment modules of FVCOM according to exper-
imental data and small scale CFD (ANSYS FLUENT) simulation results. The labo-
ratory measurements include current-only [58], wave-current and current-sediment [95]
conditions, providing the most reliable data for numerical model calibration and vali-
dation. However, these data are limited to a relatively small area around the rotor and
measurements of certain variables. Therefore the small scale CFD solver ANSYS FLU-
ENT is used to replicate the experiments and provide a wider range of data for FVCOM
model calibration. Detailed discussion of FVCOM model calibration is presented in this
chapter, after validation of the small scale CFD models.
4.2 Experimental conditions
The experiments took place at the University of Hull using their `Environment Simulator
Laboratory Flume' [58]. The ﬂume is 11m long, 1.6m wide and 0.8m deep. A horizontal
axis rotor with a diameter of 0.2m is mounted on a thin, rigid support that can be
vertically re-located. Figure 4.1 provides a stream-wise view of the ﬂume as well as the
rotor. Figure 4.2 shows a side-view of the rotor and its housing structure. It can been
seen that the rotor is connected to a rather thick cylinder which is part of the housing
structure and the cylinder extends to about 1D downstream of the rotor. Details of
these experiment settings are given below. Hydrodynamic and rotor settings are also
listed concisely in Table 4.1.
4.2.1 Experiment - current only
In the current-only case, the water depth was 0.6m and the rotor was positioned at
300mm above the bed. The tip speed ratio (TSR) of the rotor was 5.5. The inlet ﬂow
velocity was 0.5m/s. The ﬂume bed was constructed from marine plywood boards with
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Figure 4.1: The `Environment Simulator Laboratory Flume' and the rotor (provided by
the University of Hull).
Figure 4.2: A side-look of the rotor and its housing structure (provided by the University
of Hull).
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Table 4.1: Hydrodynamic and rotor settings of the University of Hull experiments
Case name
Inlet ﬂow
rate
Wave
period
Wave
height
Hub location
Rotor di-
ameter
TSR
Current-only 0.5 m/s - -
300mm above
bed
0.2m 5.5
Wave-
current
0.3 m/s 1s 0.15m
200mm above
bed
Current-
sediment
0.5 m/s - -
150mm above
sediment layer
Distance along channel (Diameters)
D
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th
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Figure 4.3: Streamwise velocity contour of the current-only case measured in the Uni-
versity of Hull experiment.
sand (D50 = 425um) ﬁxed onto them to maintain a scaled bed roughness. Figure 4.3
is a contour image of the streamwise velocity of the current-only case produced based
on the data collected in the laboratory. Measurements of velocities in three directions
and TKE were taken along the centreline within 5D downstream of the rotor using a
two-camera Particle Image Velocimetry (PIV) system, despite the fact that the ﬂume
length behind the rotor was much longer than 5D. On the ﬁgure, 0mm on the vertical
axis represents the location of the rotor hub and depth below the hub is denoted by
negative values. The contour shape around 1D downstream of the rotor and above
0mm clearly reﬂects the existence of the supporting structure as well as its eﬀects on
the water velocity. Due to the supporting structure, the streamwise velocity around the
depth of 0mm drops to about 0m/s at 1D downstream of the rotor. The eﬀects of the
housing structure could reach beyond 1D behind the rotor.
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4.2.2 Experiment - wave-current
In the combined wave with current case, the water depth was kept as 0.6m, the rotor
was positioned at 200mm above the bed. The tip speed ratio (TSR) of the rotor was
again 5.5. The bed roughness was kept the same as mentioned above. The inlet ﬂow
velocity reduced to 0.3m/s in this case. A sinusoidal wave with wave period of 1s and
wave height of 0.15m was imposed at the inlet propagating in the same direction as the
steady ﬂow. The wave was generated using a wavemaker consisting of wave paddles.
Measurements of velocities were taken along the centreline within 4D downstream of
the rotor, using the same PIV system.
4.2.3 Experiment - current-sediment
In the current-sediment experiment, the water level was set at 0.5m above the rigid ﬂoor
of the ﬂume. A layer of sediment of 0.1m thick was placed on the ﬂoor of the ﬂume. The
sediment layer consisted of sand of about 425µm with density of 2650 kg/m3. The rotor
was located 0.15m above the surface of the sediment layer. The tip speed ratio (TSR)
of the rotor was again 5.5 and ﬂow velocity at the inlet was 0.5m/s (u∗/u∗cr = 5.9).
Measurements of streamwise velocity and sediment concentration were taken along the
centreline at 5D, 7.5D, 10D, 12.5D and 15D downstream of the rotor, using an Acoustic
Doppler Velocimeter (Nortek Vectrino). The suspended sediment concentration was
measured using a Bedform and Suspended Sediment Imager [77].
4.3 CFD model validation
4.3.1 Current-only case
Model setup
This case models the current-only experiment aforementioned. The ﬂume has the same
dimension as the one in the laboratory. The water velocity is speciﬁed as a uniform speed
of 0.5m/s at the inlet (upstream boundary). The rotor is located 300mm above the bed
and 6.6m downstream from the inlet. Figure 4.4 and Figure 4.5 show the computational
mesh for the channel and the rotor cross-section respectively. The calculation domain
is discretized into 1.36M Hexa cells. Figure 4.6 shows the details of mesh distribution
around the turbine rotor. The area the virtual blades swipe over is discretised by ring-
shaped cells. The centre of the ring, where the hub is, is blocked by a shaft which
simulates the cylinder which had signiﬁcant inﬂuence on the near-ﬁeld wake dynamics
in the laboratory experiment.
Essential conﬁgurations of VBM, i.e. geometrical setup and running parameters of
the rotor, are speciﬁed according to previous research [113] and are listed in Table 4.2
and Table 4.3, respectively. These settings are validated and shown to produce results
that agree well with experimental measurements [113].
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Table 4.2: Geometrical setup of the rotor
Radius (r/R) Chord (m) Twist (deg)
0.2 0.025 19
0.3 0.022 1
0.4 0.02 6
0.5 0.018 4
0.6 0.015 2
0.7 0.015 1.5
0.8 0.01 0.8
0.9 0.008 0.4
1.0 0.008 0
Table 4.3: Running parameters of the rotor
Parameter name Value
Number of blades 3
Rotor radius 0.1m
TSR 5.5
Tip eﬀect 96%
Blade pitch 4
Blade ﬂapping 0
Figure 4.4: Surface mesh of the ﬂume. The body mesh and mesh for the ﬂume bed are
deactivated.
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Figure 4.5: Mesh of the rotor cross-section.
Figure 4.6: Shape and mesh of the disk on which VBM is implemented to simulate the
rotor.
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Table 4.4: %RMSE for the two CFD cases against the experimental data
Cases Velocity TKE
1D 2D 3D 4D 5D 1D 2D 3D 4D 5D
Current-
only
5.7 - 14.3 18.4 20.8 12.8 - 13.9 15.8 17.3
Wave-
current
21.5 15.5 17.9 17.8 - - - - - -
Results and discussion
As mentioned in the introduction, CFD models created here are mainly to produce a
wider range of data for FVCOM model calibration. Hence, instead of discussing the
hydrodynamic alterations brought up by the rotor, this section aims to validate the CFD
model by comparing the predictions against the measurements [58], so that the results
calculated by the CFD model can be used with conﬁdence. Two diagnostic variables,
streamwise water velocity and TKE, are selected to validate the model.
Velocity validation results are presented in Figure 4.7. It can be seen that the shaft
modelled has eﬀectively brought the velocity at the hub at 1D downstream of the rotor
down to 0m/s which agrees with the observation in the laboratory. The velocity proﬁles
at the other locations also match well with the laboratory data with root mean square
error percentage (%RMSE) of 14.3 at 3D, 18.4 at 4D and 20.8 at 5D (These values are
also presented in Table 4.4). %RMSE is calculated according to the method described
in [101]. However, the model predicted velocity below the rotor is consistently slightly
slower than the measured data. This is largely due to the under-predicted near bed
boundary layer eﬀects in the model. In addition, the omission of experimental data
within the region above the rotor also means the performance of the model in this area
is uncertain. However, the overall agreements between the computed and measured
velocities are considered to be satisfactory at all sites and the CFD model can be used
to produce calibration data for the large scale FVCOM simulations.
The computed TKE results are compared with the measured data in Figure 4.8.
At 1D downstream of the rotor, the modelled data follow the measurements very well,
including the maximum and minimum values of TKE around the rotor position. Further
downstream at 3D, 4D and 5D, the model predicted TKE proﬁle shapes agree with
those measured in the laboratory (%RMSE refer to Table 4.4), i.e. the model is able to
reproduce the enhanced turbulence at the rotor intercepted levels. The values at these
levels, however, tend to be under-estimated by 15-20%. This is likely due to the CFD
model not accounting for turbulence generated at the tip of rotor blades when in motion
as mentioned in previous chapters. Similar ﬁndings are reported in [106] in which the
TKE level is found to be underestimated by about 40% at 2D-6D downstream of the
rotor simulated.
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In general, the CFD predicted velocities in the region >4D downstream of the tur-
bine can be used with conﬁdence in later FVCOM model calibration while the TKE
levels need to be used with caution.
(a) 1D (b) 3D
(c) 4D (d) 5D
Figure 4.7: Normalized velocity proﬁles of the CFD case against those measured in the
laboratory at 1D, 3D, 4D and 5D downstream of the rotor.
4.3.2 Wave-current cases
Model setup
Similar to the steady current case, the wave-current test aims to supplement the limited
measurements taken in the laboratory. The numerical ﬂume created in this case is 3.1m
in length to reduce the computational time required. The total height of the ﬂume
is increased to 0.9m while the water depth is still 0.6m to accommodate the surface
changes. The extra 0.3m above the water is deﬁned as air zone which is required for
multi-phase simulations. The width of the ﬂume remains the same, so is the rotor
design and running parameters. However, the rotor is located 200mm above the bed
and the inﬂow velocity is set at 0.3m/s. These are set according to the properties of
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(a) 1D (b) 3D
(c) 4D (d) 5D
Figure 4.8: Normalized TKE proﬁles of the CFD case against those measured in the
laboratory at 1D, 3D, 4D and 5D downstream of the rotor.
the provided data (see Table 4.1). The entire calculation domain is descretized to 1.8M
Hexa cells with a vertical resolution of 2mm (≤ 1/30 wave height) to reduce intrinsic
wave decay as it propagates to the minimum. To reduce the wave energy being reﬂected
back into the ﬂume from the exit, three porous zones, with thickness of 0.2m, 0.2m and
0.1m, are set at the outlet boundary, with porosity declining from 0.95 to 0.9 to 0.8.
In total, ﬁve diﬀerent cases are tested in this section, for diﬀerent purposes: Case
1 is to test the reliability of waves produced by FLUENT. A linear wave (wave height
of 0.06m) is used in this case, as it is easier to validate a linear wave; Case 2 is to
provide the baseline conditions against which results of Case 3 are compared; Case 3 is
to observe the changes incurred by the rotor on wave dynamics. Velocity proﬁles behind
the rotor of Case 3 are compared against laboratory measurements to validate the rotor
design and running parameters. Wave height in Case 2 and Case 3 is 0.15m. Case 4 and
Case 5, on the one hand, have the same purposes as Case 2 and Case 3, respectively.
On the other hand, by only reducing the wave height to 0.06m, they are also designed
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Table 4.5: Settings of wave-current CFD cases
Case name Rotor Wave period
Wave
height
Inlet fow rate
1 No 1s 0.06m 0.0m/s
2 No 1s
0.15m
0.3m/s
3 Yes 1s
4 No 1s
0.06m
5 Yes 1s
to provide calibration data for FVCOM-SWAN cases (see Section 4.4.2), in which the
wave height is 0.06m. 0.06m, instead of 0.15m, is used in the FVCOM-SWAN cases
because the FVCOM-SWAN system was found unstable when the wave height was set
to 0.15m.
Settings of these ﬁve cases are presented in Table 4.5. The inclusion of Case 2 and
Case 4 is to avoid false interpretation caused by possible intrinsic wave height drop
along the channel. Intrinsic wave height drop is very commonly observed in FLUENT
simulations. The possible causes could be insuﬃcient mesh resolution, insuﬃcient time
resolution, incorrect choices of solution methods, etc.
Results and discussion
Figure 4.9 shows the velocity proﬁles of case 1 under wave trough and peak. The two
black dashed lines on Figure 4.9 indicate the theoretical ﬂuctuation range of the free
surface: 0.4 ± 0.03m. It is clear that the calculated ﬂuctuation range agrees with the
theoretical one well. Also, the two proﬁles are symmetrical below the free surface, which
is typical for linear waves. However, close to the free surface, the velocity is larger at
peak. One possible explanation of this is that the sampling point did not capture the
lowest point of the trough. Nevertheless, it can be seen from Figure 4.10 that the
calculated free surfaces follow the theoretical ones very well. Since the main focus of
this research with respect to surface waves is wave height, and wave height in FLUENT
is derived from free surfaces, the performance of FLUENT in terms of simulating surface
waves is considered as satisfactory.
2nd-order Stokes wave theory was used in Case 2 and 3, being coupled with steady
current. These two cases diﬀer from each other with respect to the presence of rotor.
Without rotor, Case 2 provides the undisturbed hydrodynamics, in comparison to which
changes to the hydrodynamics incurred by the rotor can be observed in Case 3, where
the rotor is present. Velocity proﬁles behind the rotor predicted by Case 3 are validated
against observed data collected at the University of Hull.
Figure 4.11 shows the comparison of computed wave-period-averaged stream-wise
ﬂow velocity against the measured data. It should be noted that there are overlaps in
the measured proﬁles. This is because in the laboratory, the centreline slice on which
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Figure 4.9: Velocity proﬁles of Case 1 at trough and peak.
Figure 4.10: Free surfaces of Case 1 at moments when (A) trough and (B) peak pass the
turbine site. Areas coloured by yellow and green are air and water zones, respectively.
Red solid lines denote the corresponding theoretical free surfaces. Rotor is located at
0m on the Distance axis.
61
the velocities were measured was divided into 9 sub-slices and each of these sub-slices
overlaps with its neighbour sub-slices. The overlaps provide a way to ensure the sub-
slices are aligned correctly. The computed velocity proﬁles at all 4 locations (1D-4D)
downstream of the rotor agree well with the measurements at the rotor swiping layers
(%RMSE refer to Table 4.4. The %RMSE is calculated based on Equation 4.1 for each
location.). In contrast to the current-only case, the wave-current model over-estimates
the velocities in the region below the rotor. This over-estimation is likely due to a
slightly over-predicted near bed wave boundary layer eﬀect which was absent in the
current-only model. Also, the rotor is located 100 mm closer to the bed in the wave-
current case, which might have caused a larger blockage eﬀect to the ﬂow squeezing
through the area below the rotor. Unfortunately the hub location was a property of the
provided data and could not be altered. In general, the model is able to predict reliable
velocities behind the turbine and hence wave properties.
%RMSE =
√
1
n
∑n
i=1(qi − qiest)2
qmax − qmin × 100 (4.1)
where n is the number of records in the validation data; qi is the validation data; qiest
is the calculated result; qmax and qmin are the maximum and minimum records in the
calculated result respectively.
Free surfaces at trough and peak of Case 2 and Case 3 are drawn and presented
in Figure 4.12. Rotor is place at 0m. It can be seen from Figure 4.12 that the wave
height is reduced when the rotor is present and the reduction is roughly 3%. The wave
height drops partly because the ﬂow velocity close to the free surface is increased. On
the other hand, wave length is slightly increased under the inﬂuence of the rotor.
The same behaviours are observed in [113]. The changes detected in the present
research, however, are small compared to those reported in [113]. Wave height was
reported to be reduced by 13% in [113]. This is possibly because the wave height of
the imposed wave itself is rather small in the present research. Also, the blockage ratio,
which is deﬁned as the ratio between the swiping area of the rotor and the area of the
cross section of the water channel, of the rotor in the present research is 3.3% whereas
it was 16.5% in [113]. Proximity of the rotor to the free surface is likely another factor
determining the inﬂuence of the rotor on the passing waves: a closer proximity to the
free surface is expected to result in more signiﬁcant eﬀects. The rotor of the present
research is located relatively far from the free surface.
Free surfaces at trough and peak of Case 4 and Case 5 are shown in Figure 4.13.
Again, the presence of the rotor is causing the wave height to drop and the wave length
to increase. The wave height drop is again roughly 3% in this case. As the main purpose
of this case is to provide calibration data for FVCOM-SWAN cases, more detailed results
are put in Section 4.4.2, along with analysis of FVCOM-SWAN predicted results.
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(a) 1D (b) 2D
(c) 3D (d) 4D
Figure 4.11: Normalized velocity proﬁles of Case 3 against those measured in the labo-
ratory at 1D, 2D, 3D and 4D downstream of the rotor.
4.4 FVCOM calibration
4.4.1 Hydrodynamic modelling
Model set-up
In order to calibrate the coeﬃcients involved, FVCOM models are setup to resemble
the experimental environment in the laboratory and the ANSYS FLUENT (CFD) sim-
ulations. The mesh covering the computational domain has 5,320 nodes and 10,254
elements in total. The spatial resolution of the mesh is uniform in both stream-wise
and cross-stream directions with a mesh size of 0.2m (diameter of the simulated tur-
bine). Vertically, the water column is evenly divided into 50 sigma layers. A uniform
ﬂow speed is achieved through maintaining a constant water level diﬀerence between
the two ends of the channel.
To represent a single turbine, a triangle in the calculation domain is selected to exert
the energy extraction coeﬃcient (Cext) set along the water depth. Energy extraction
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Figure 4.12: Free surfaces of Case 2 (Without rotor) and Case 3 (With rotor) at trough
(A) and peak (B). Rotor is place at 0m on the `Location' axis.
Figure 4.13: Free surfaces of Case 4 (Without rotor) and Case 5 (With rotor) at trough
(A) and peak (B). Rotor is place at 0m on the `Location' axis.
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Figure 4.14: Illustration of three-dimensional application of Cext.
coeﬃcient of each sigma layer is treated individually in this research. Figure 4.14
illustrates the three-dimensional application of the Cext set. Layers between the two
dotted lines are intercepted by the turbine. These layer are controlled by assigning Cext
values. In the present case, 17 out of 50 sigma layers are occupied by the turbine. Cext
of the middle layer of these 17 layers is 12. Cext of the other controlled layers vary
linearly  decreasing from the hub towards the tip. The equation describing this linear
trend is: σ = −6.7Cext + 8. Layers that do not directly interact with the turbine are
called `free layers'. Cext of these layers are 0. The depth-averaged value of this Cext set
is 0.408. Coeﬃcients required to simulate the impacts of the turbine on the turbulence,
Ctp, Ctd and Cl, are set to 0.08, 0.1 and 2.8, respectively. These values are the calibrated
results based on the above-mentioned experimental data and CFD model predictions.
The calibration results are given as below.
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Results and discussion
(a) 5D (b) 7D
(c) 9D (d) 11D
Figure 4.15: Normalized velocity proﬁles of two FVCOM cases (with and without tur-
bulence modiﬁcation terms) against those predicted by the CFD case and measured in
the laboratory at 5D, 7D, 9D and 11D downstream of the rotor.
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(a) 2D (b) 4D
(c) 5D (d) 7D
(e) 9D (f) 11D
Figure 4.16: Normalized TKE proﬁles of two FVCOM cases (with and without turbu-
lence modiﬁcation terms) against those predicted by the CFD case and measured in the
laboratory at 2D, 4D, 5D, 7D, 9D and 11D downstream of the rotor.
To calibrate the model, again, normalized velocity and TKE proﬁles are selected as the
diagnostic variables. These results are compared against data collected at the University
of Hull [58] and the CFD predicted results. Two FVCOM cases are tested: with and
without the additional turbulence terms as discussed in Section 3.4.2 activated at the
67
Table 4.6: %RMSE for the four FVCOM cases
Cases Velocity TKE
5D 7D 9D 11D 5D 7D 9D 11D
current- TbM 20.4 13.3 16.7 23.4 16.3 28.0 25.1 15.3
only TbO 26.9 22.1 12.9 22.1 41.3 22.1 21.7 29.6
wave- TYO 39.6 38.9 41.7 31.9 - - - -
current TNO 39.6 39.0 42.3 32.0 - - - -
For TbM and TbO current-only cases at 5D errors are given against the experi-
mental data; and against CFD results otherwise
turbine location. These two cases are hereafter named TbM (with the terms) and TbO
(without the terms) respectively.
Comparison of velocity proﬁles at 5D, 7D, 9D and 11D downstream of the turbine
are shown in Figure 4.15 (for %RMSE of these results refer to Table 4.6). Within the
turbine swiping area, velocity proﬁles of both TbM and TbO show a satisfactory agree-
ment with the experimental measurements at 5D. Slight under-prediction is observed
in the near bed boundary layer, which is attributed to the under-predicted bed friction.
Further downstream, there is signiﬁcant overall agreement between the FVCOM and
CFD predicted velocities, especially beyond 7D downstream of the turbine. Hence, the
new model system is capable of predicting the far-wake of the turbine correctly in terms
of velocity, given appropriate Cext values assigned. Beyond 9D downstream, both FV-
COM and CFD model results show near uniform distributions of the velocity across the
depth, indicating that the ﬂow is less aﬀected by both bottom and upper boundaries as
well as the turbine operations in the far-wake.
Comparison of TKE level downstream of the turbine estimated by the FVCOM cases
and that measured in the laboratory and predicted by CFD calculation are presented in
Figure 4.16, again, for %RMSE of these results refer to Table 4.6. As the CFD calculated
TKE levels are underestimated in comparison with laboratory data (see Section 4.3.1),
two more locations within the near-wake, 2D and 4D downstream of the turbine, where
the experimental data is available are also included to carry out the calibration. It
can be observed that the additional turbulence modiﬁcation terms discussed in Section
3.4.2 have improved the TKE level predicted by FVCOM noticeably. When the terms
are activated at the turbine location, FVCOM calculated TKE proﬁles agree well with
the measurements. Without them, the TKE level is signiﬁcantly under-estimated. The
diﬀerence in TKE between case TbM and case TbO becomes less as the wake recovers.
In general, the turbulence modiﬁcation terms are required to model tidal stream energy
devices in FVCOM using the MY-2.5 turbulence closure module. The original MY-2.5
module is insuﬃcient to predict the perturbation of turbulence induced by turbines
correctly. The additional terms proposed can lead to desired model performance when
appropriate coeﬃcients are used.
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4.4.2 Wave dynamic modelling
Model set-up
This section discusses the introduction of OBSTACLE in the wave module to model the
eﬀects of turbines on wave height and, in particular, the calibration of the wave energy
transmission coeﬃcient Kt.
Three cases are tested: baseline case where turbine is absent and the hydrodynamics
resemble those of the laboratory experiment; case TNO where the turbine is present
but OBSTACLE is deactivated; case TYO where both the turbine and OBSTACLE are
implemented. In cases where the turbine is present, the calibrated Cext set is assigned
to corresponding sigma layers. The turbulence modiﬁcation terms are also activated in
these cases, with the related coeﬃcients, Ctp, Ctd and Cl, set to the calibrated values.
Wave parameters are the same as those used in two of the CFD cases (Case 4 and 5 in
Table 4.5) wave height is 0.06m and wave period is 1s. In case TYO, the wave energy
transmission coeﬃcient of OBSTACLE, Kt, is 0.98.
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(a) 5D (b) 7D
(c) 9D (d) 11D
Figure 4.17: Normalized velocity proﬁles of two FVCOM cases, TYO and TNO, against
those predicted by a CFD case (Case 5 in Table 4.5) at 5D, 7D, 9D and 11D downstream
of the rotor.
Results and discussion
Figure 4.17 demonstrates the normalized velocity proﬁles of two FVCOM cases, TYO
and TNO, against those predicted by one of the CFD cases (Case 5 in Table 4.5) at
5D, 7D, 9D and 11D downstream of the rotor. It is observed that the inﬂuence of
OBSTACLE on velocity proﬁles is negligible when Kt is 0.98. Velocity proﬁles of both
FVCOM cases match well with those computed by the CFD case (%RMSE refer to
Table 4.6), especially from 7D downstream of the turbine. The distance within which
the wake recovers is slightly shorter in the FVCOM cases than it is in the CFD case:
The velocity proﬁle at 5D of the CFD case is in a more obvious W-shape than it is in
the FVCOM cases. The diﬀerence between the CFD case and FVCOM cases reduces
as distance downstream increases. Overall, the signiﬁcant agreement between velocity
proﬁles indicates the validity of FVCOM in predicting the ﬂow ﬁeld of a turbine wake
under the presence of waves.
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Figure 4.18: Wave height drop in percentage along the channel of two FVCOM cases,
TYO and TNO, and of a CFD case (Case 5 in Table 4.5).
Figure 4.18 compares the drop of wave height as a percentage along the channel for
the two FVCOM cases, TYO and TNO, and one of the CFD cases (Case 5 in Table 4.5).
Wave height drop (in percentage) is deﬁned as the ratio between the decrease in wave
height and the background wave height. Case TNO demonstrates the wave height drop
under the inﬂuence of retarding force and the turbulence closure terms. It is obvious
that the wave height drop at the turbine location predicted by TNO is about 1.0% less
than that predicted by the CFD case. This diﬀerence is quite signiﬁcant given that
the reference (CFD calculated) drop is only about 2.5% at the turbine location. Result
of case TYO shows that the wave height drop is increased to the reference level by
activating OBSTACLE, and, at the same time, an appropriate value of Kt is used. The
wave height drop is enhanced by 0.923% at the turbine location due to the introduction
of OBSTACLE.
4.4.3 Suspended Sediment Transport Modelling
Model set-up
This section assesses the sediment transport module of FVCOM in predicting sediment
suspension with the presence of a tidal turbine rotor, and calibrates coeﬃcient Cr which
is related to turbine enhanced bottom shear stress. To fulﬁl these objectives, the model
is ﬁrst tuned to replicate the hydrodynamics measured in the laboratory experiment as
much as possible, by adjusting the bed roughness. Calculation of suspended sediment
transport under the presence of the turbine is then tested with model parameters given
in Table 4.7. Among the parameters, settling velocity and critical stress are calculated
based on the given D50 according to Van Rijn's formulae [65]. The erosion ﬂux (Qi) is
tuned according to the measured suspended sediment concentration at the bottom at
15D downstream of the rotor (See Figure 4.20 and its related discussion). Cext, Ctp,
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Table 4.7: Model parameters for suspended sediment calculation
Model parameter Value
Bottom roughness 0.04m
D50 425µm
Settling velocity 50.2 mm s-1
Critical stress 0.2 N m-2
Erosion ﬂux (Qi) 3 × 10-4 kg m2 s-1
Ctd and Cl are set to the corresponding calibrated values.
Results and discussion
In order to achieve a good ﬁt of hydrodynamics, a few numerical experiments are carried
out with the bottom roughness varying over the range of 0.005-0.1m. Figure 4.19
compares the velocity proﬁles at 5 locations (5D, 7.5D, 10D, 12.5D, 15D) downstream of
the rotor obtained under diﬀerent bottom roughness against the measured data. In order
to have a better look at the velocities close to the bottom boundary layer, the vertical
axis is shown on a logarithmic scale. It can be seen from the ﬁgure that the model results
agree with the experimental measurements fairly well above the bottom boundary layer
(above -1 on the ﬁgure). There is, however, noticeable discrepancy within the boundary
layer. The bottom roughness (z0 in Equation 3.65) aﬀects the velocities close to the
bed. The performance of the model in terms of predicting velocities at the bottom
improves as the bottom roughness increases from 0.005m to 0.04m. However, bottom
roughness larger than 0.04m results in under-predictions. Bottom roughness of 0.04m
is, therefore, used in the following calibrations in this section. It should be pointed
out that z0 = 0.04m is 100 times greater than D50. In theory, z0 should be 3-6 times
the characteristic length of the surface roughness elements. However, because the D50
here is the diameter of the suspended sediment, rather than representing the actual
bottom roughness, D50 is not the deciding factor of z0. The value of z0 used here
is decided based on the above-mentioned calibration results to recreate the measured
hydrodynamics.
It should be noted that there are negative streamwise velocity values within the
bottom boundary layer in the measurements, indicating that water close to the bottom
is ﬂowing towards the inlet. It contributes to the discrepancy between the model results
and the measured values within this region.
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With bottom roughness assigned to 0.04m, a series of simulations are carried out to
tune the erosion ﬂux Qi based on the settings given in Table 4.7. Suspended sediment
concentration at 1cm above the bed calculated with the erosion ﬂux Qi set to 3 × 10-4
kg m2 s-1 and without the turbine incurred additional bottom shear stress τr activated
(hereafter Case 1) is compared against the measured data in Figure 4.20. Due to the
lack of baseline measurements, i.e. suspended sediment concentration measured under
undisturbed ﬂow, sediment concentration at the bottom layer at 15D downstream of the
rotor measured in the laboratory is used as the reference to tune Qi in the model. In
this case, an assumption is made that the impact of the rotor on sediment entrainment
has dropped to a negligible level at 15D and beyond. It can be seen from Figure 4.20
that the computed suspended concentration at 15D downstream of the rotor agrees
very well with the measured value, indicating a right choice of Qi. There is, however,
obvious disagreement at the other locations. The calculated sediment concentration at
the bottom layer is under-estimated in comparison to the laboratory measurements at
all other 4 locations.
Suspended sediment concentration proﬁles of the above-mentioned case (Case 1) at
5 locations downstream of the rotor and those measured in the laboratory are drawn in
Figure 4.21. It is observed that without τr, even though the calculated concentration
at the bottom layer of Case 1 is noticeably underestimated at 5D and 3 other locations
< 15D downstream of the rotor, the concentration proﬁle at 5D demonstrates a fairly
good agreement with the experimental data. However, substantially underestimated
proﬁles are observed at the other 4 locations further downstream.
Hypothesising that this is caused by the under-predicted concentration at the bot-
tom, two bottom shear stress compensating cases are run with diﬀerent Cr settings:
Case 2, τr is activated only at the turbine location and Cr = 0.5 and Case 3, τr is acti-
vated from -1D (1D upstream of the turbine location) to 12D and Cr is 0.035, 0.0325,
0.03, 0.0275, 0.025, 0.0225, 0.02, 0.015, 0.01, 0.0075, 0.005, 0.0035, 0.002, 0.001, respec-
tively. The Cr setting of Case 3 is inspired by a CFD study [113] mentioned in Section
2.4.2.
It can be seen from Figure 4.20 that although by giving τr a large value at the
turbine location might have increased the bottom sediment concentration immediately
downstream of the turbine signiﬁcantly, not too much change is observed to the sediment
concentration at the bottom layer beyond 5D downstream of the turbine. Compared to
the almost negligible inﬂuence on the bottom sediment concentration beyond 5D, the Cr
scheme of Case 2, however, does demonstrate a signiﬁcant impact on the concentration
proﬁles (see Figure 4.21). The proﬁles at 5D, 7.5D and 10D are greatly over-estimated.
After satisfactory agreement at 12.5D, the proﬁle at 15D starts to indicate a trend
of under-estimation. This result suggests that the extra point source of sediment at
the turbine location has largely enhanced the suspended sediment concentration in the
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water body close to the turbine. However, the sediment concentration drops at a very
fast rate as it goes downstream.
Instead of a very strong point source, Case 3 represents a rather mild line source of
extra bottom shear stress and hence suspended sediment stretching from -1D to 12D. It
can be seen from Figure 4.20 that the calculated sediment concentration at the bottom
layer of Case 3 agrees fairly well with the measured result and is generally enhanced at
the ﬁrst 4 out of the 5 investigated locations compared to Case 1 and Case 2. Proﬁle-
wise, with a slightly over-estimated bottom sediment concentration at 5D, sediment
proﬁle at 5D is again over-estimated, at a larger level in comparison to Case 2. Proﬁles
at 7.5D and 10D are still over-estimated. Satisfactory agreement is obtained at 12.5D
and 15D.
There are several conclusions to be drawn from the above discussion:
1. Without any further modiﬁcation, the background case (Case 1) produced a rather
satisfactory proﬁle at 5D downstream of the turbine, despite under-estimated bot-
tom sediment concentration. This result indicates that the suspension capability
of the ﬁrst 5D of the wake is at a correct to over-estimated level;
2. This is further proven by the fact that once there is an extra bottom shear stress
source, i.e. sediment source, sediment concentration in the water body at 5D-10D
is over-estimated;
3. Sediment concentration drops very quickly after 5D, suggesting an insuﬃcient
suspension strength of the far wake.
Following the third conclusion listed above, an exploratory test (Case 4) strength-
ening the suspension capability, in particular, optimizing values of Kh, in the far wake
is carried out. In this case, Kh from 7D to 15D is enhanced by multiplying a coeﬃcient
which linearly increases from 1.55 to 1.7. τr is overall deactivated. Bottom sediment con-
centration and sediment proﬁles are again given respectively in Figure 4.20 and Figure
4.21. Without τr, sediment concentration at the bottom is as expected under-estimated.
Also, the inﬂuence of enhancing Kh on bottom sediment concentration is negligible. It
can be seen from Figure 4.21 that by increasing Kh, sediment concentration in the water
body in the far wake is enhanced to a reasonable level at all locations. However, in-
terestingly, sediment concentration proﬁle at 5D is slightly aﬀected and over-estimated
even though Kh at 5D is not directly modiﬁed.
In general, this section discusses the performance of the model in predicting sus-
pended sediment transport behind a tidal turbine. Without any further modiﬁcation,
the inclusion of a retarding force and three turbulent terms is able to produce a good
level of suspended sediment at 5D downstream of the turbine. However, suspended
sediment concentration further downstream is signiﬁcantly under-estimated. Under-
prediction is also observed in sediment concentration at the bottom layer. Activating
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Figure 4.20: Suspended sediment concentration at the bottom layer of cases 1-4. u∗/u∗cr
of these four cases are 5.0, 4.8, 4.0 and 4.0, respectively.
the extra bottom shear stress term, especially as a line source, can lead to a fairly
good agreement in sediment concentration at the bottom. It, however, causes sediment
concentration in the water body to be largely over-estimated at 5D, 7.5D and 10D down-
stream of the turbine rotor. Also, sediment concentration in the water body drops very
quickly after 5D, indicating an under-estimated suspension strength of the far wake. By
solely enhancing Kh in the far wake, reasonable proﬁles are obtained, despite under-
estimated sediment concentration at the bottom. This result opens a question: Why
is the suspension capability of the far wake, speciﬁcally Kh, underestimated, given Km
has been shown to be in an acceptable range?
There are two possible reasons. First, the turbulence closure used relates the tur-
bulence stresses to the mean ﬂow and hence only calculates the mean of turbulence.
Turbulence in reality could be very much diﬀerent from the mean calculated and inter-
act with sediment particles diﬀerently. For instance, [45] pointed out that, instead of
mean turbulence, sediment particles respond to peak stress. Second, the eddy viscosity
theory is to parameterize turbulence in continuous ﬂuid medium like water. However,
sediment particles are discrete unless they are very small. Therefore, Kh calculated
by the turbulence closure could be unsuitable for describing diﬀusive behaviours of
sediment particles, especially particles in strong swirling ﬂuids.
However, due to the lack of similar research, especially laboratory measurements, it
is considered as more proper to regard this section as an open discussion. More research
and data is required for any solid conclusion.
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4.5 Summary
This chapter started with a brief introduction of experimental data collected at the
University of Hull, based on which the model calibration was carried out. Before cal-
ibrating the turbine simulation platform, a series of CFD models built with ANSYS
FLUENT replicating the experimental conditions, including current-only, wave-only
and wave-current cases, were run to provide model calibration a wider range of data.
The coeﬃcients to simulate tidal turbines in the developed turbine simulation plat-
form are Cext for retarding force; Ctp, Ctd and Cl for turbulence generation and dissi-
pation; Kt for OBSTACLE and Cr for enhanced bottom shear stress calculation. The
results demonstrated that given proper values assigned to Cext, Ctp, Ctd, Cl and Kt,
the turbine simulation platform is able to predict reliable hydrodynamics, including
velocity ﬁeld, TKE ﬁeld and wave height, behind the turbine. More research, however,
is required to understand the eﬀects of turbines on sediment suspension and transport
and to develop a reliable method of simulating it in an oceanographic numerical model
like FVCOM.
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Chapter 5
Scale up and sensitivity
5.1 Introduction
In Chapter 4, the developed turbine simulation platform is shown to be able to reproduce
hydrodynamic impacts caused by a standalone tidal stream energy device accurately.
However, the model coeﬃcients required are based on limited data at laboratory scale.
To enable the model's application in realistic large scale natural conditions, these coef-
ﬁcients need to be tested for various physical scales. In addition, the impacts from the
variation of these coeﬃcients to the model's overall prediction should also be investi-
gated to reveal the model's application range.
5.2 Scale up
Overall, there are 6 model coeﬃcients related to the turbine implementation in the
developed simulation platform: Cext used for ﬂow retarding force; Ctp, Ctd and Cl used
for turbulence generation and dissipation; Kt for OBSTACLE implementation in wave
simulation and Cr for enhanced sediment transport modelling. This section investigates
the consistency of the values of the ﬁrst 5 coeﬃcients throughout diﬀerent physical
scales, given the protocol that one mesh grid in the model represents one simulated
device. This is considered as necessary due to the fact that the calibration of these
coeﬃcients is carried out at the laboratory scale and therefore their application to ﬁeld
scale needs to be veriﬁed. Cr is not discussed because it is not yet proven to be the
right option for solving the problem mentioned in Section 4.4.3 and hence is not applied
in later on large scale applications.
As guidelines of performing scaling of ﬂuid dynamics problems, Froude number and
Reynolds number are often used to ensure the similitude between two diﬀerent cases.
Where Froude number has the form of:
Fr =
inertialforces
gravity
=
u
gL
(5.1)
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and Reynolds number is normally written as:
Re =
inertialforces
viscousforces
=
uL
ν
(5.2)
where u is the ﬂow velocity; g is the acceleration due to gravity; L is the characteristic
length and ν is the kinematic viscosity.
It is obvious that these two scaling guidelines cannot be satisﬁed simultaneously. In
fact, either of them on its own is suﬃcient to guarantee the similitude as ﬂuid ﬂow is
complex enough to be sensitive to changes of any aspects. Thus, a diﬀerent scaling up
approach  achieving the same turbine induced eﬀects in a non-dimensionalized sense
 is implemented in this research.
5.2.1 Velocity and turbulence
Two scaled cases, with turbine diameter of 5m and 15m, are carried out to test the con-
sistency of the turbine related coeﬃcients Cext, Ctp, Ctd and Cl. The three dimensions
of the ﬂume in the tests are linearly scaled up from the laboratory scale case based on
the turbine diameter. Inlet velocity and TSR of the two up-scaled cases are 0.5m/s and
5.5 respectively. The Reynolds numbers of the 0.2m, 5m and 15m cases are 0.1 ∗ 106,
2.5 ∗ 106, 7.5 ∗ 106; all indicating fully turbulent ﬂow.
Figure 5.1 and Figure 5.2 demonstrate the normalized velocity and TKE proﬁles of
the small-scale and the two prototype scaled cases. The turbulence terms are activated
at the turbine location in all cases. It can be seen that proﬁles of both normalized
velocity and TKE of the up-scaled cases agree with each other very well and, at the
same time, follow those of the small scale case well. The calibrated values of Cext, Ctp,
Ctd and Cl, therefore, can be applied to large scale cases to produce the same level of
eﬀects.
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(a) 5D (b) 7D
(c) 9D (d) 11D
Figure 5.1: Normalized velocity proﬁles of case 0.2m, 5m and 15m at 5D, 7D, 9D and
11D downstream of the turbine.
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(a) 5D (b) 7D
(c) 9D (d) 11D
Figure 5.2: Normalized TKE proﬁles of case 0.2m, 5m and 15m at 5D, 7D, 9D and 11D
downstream of the turbine.
5.2.2 Waves
Unlike retarding force and the turbulence closure terms which together with some other
terms determine the output velocity and turbulence variables through rather complex
computations, OBSTACLE, the strength of which is controlled by the energy transmis-
sion coeﬃcient Kt, determines directly the percentage of wave energy being transmitted
through or over an obstacle. Combined with the numerical procedure explained in Sec-
tion 3.4.3, it is highly likely that the eﬀect of energy transmission coeﬃcient Kt is not
sensitive to the physical scale. To verify this assumption, the two above-mentioned
scaled cases are tested and the computed wave height drop behind the turbine is com-
pared. In these two cases, identical incident waves with 2.4m signiﬁcant wave height and
7s peak period propagate over two turbines with diameter of 15m and 30m respectively.
Each of the obstacles takes the size of the turbine it represents as its length.
The obstacles are placed at the same relative locations and apply the same energy
transmission coeﬃcient Kt (Kt=0.98). To make sure the environment in which the
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Figure 5.3: Wave height drop as a percentage for two cases with diﬀerent turbine sizes
- 15m and 30m. The trend of wave height drop along the channel is identical, despite
the diﬀerence in turbine size.
waves propagate is the same, water depth is 45m in both cases. Retarding force is
deactivated so that the wave height variation results exclusively from the OBSTACLE.
Figure 5.3 shows the wave height drop along the channel of both cases. It can
be seen that the trend of wave height development along the channel in these two
cases is identical. The wave energy transmission coeﬃcient produces a same level of
wave height drop, despite the diﬀerence in physical scale between the two cases. It is
therefore concluded that Kt is not sensitive to physical scale, as long as the settings of
the turbine simulating OBSTACLE follow the rules mentioned in Section 3.4.3 and the
environment in which the waves propagate remains the same.
5.3 Sensitivity
This section discusses the sensitivity of the model's overall prediction to changes in the
above-mentioned coeﬃcients. This is done through a series of control experiments in
which each of the controlled coeﬃcients is given a ±5% perturbation while the others
are held constant. Cr is also included in this discussion. The present discussion is based
on the line source scheme of Cr mentioned in Section 4.4.3. To evaluate the sensitivity,
velocity and TKE are again selected as the diagnostic variables for hydrodynamics,
while suspended sediment concentration is chosen to quantify the sediment transport
module's response to coeﬃcient ﬂuctuation.
Results are displayed in Figure 5.4, Figure 5.5 and Figure 5.6 for velocity, TKE and
suspended sediment concentration, respectively. In Figure 5.4, the velocity ﬂuctuation
in percentage is obtained through dividing the maximum velocity diﬀerence by inlet
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ﬂow rate (U) which is 1m/s. Similarly, dividing the maximum TKE diﬀerence by U2,
the TKE variation in percentage in Figure 5.5 is gained. For sediment concentration,
the ﬂuctuation in Figure 5.6 is obtained through dividing the maximum concentration
diﬀerence by the maximum concentration found in the background case.
It is observed in Figure 5.4 that the model's prediction of velocity is sensitive to Cext
which works directly on velocity calculated. Increasing or decreasing Cext by 5% results
in roughly 5% ﬂuctuation in calculated velocity. The velocity, however, is slightly more
sensitive to the wave OBSTACLE coeﬃcient Kt, suggesting a noticeable impact from
wave height to water velocity. However, the greatest aﬀected velocity is at the surface,
due to the change in Stokes drift  the mass transport between the wave trough and
crest. In the present case, the waves follow the ﬂow direction and hence as the wave
height increases, the velocity near the surface also increases. Similar result is reported
in [87], where an increase of wave height from 0.15m to 0.3m was reported to accelerate
velocity at the surface by about 70%.
The velocity calculation is generally less sensitive to the turbulence modiﬁcation
terms, especially Ctd. However, there is sensitivity observed to Ctp and Cl. Overall,
the sensitivity of the model's velocity prediction to turbulence is because the vertical
eddy viscosity coeﬃcient Km seen in Equations 3.59, Equations 3.60 and Equations
3.61, which plays a big role in the vertical distribution of velocity, is calculated based
on outputs from the turbulence closure (see Equation 3.68).
Sensitivity response of TKE to variation of turbine simulating coeﬃcients is shown in
Figure 5.5. It is seen that the model's prediction of TKE is at a similar sensitivity level
to Cext, Ctp, Ctd and Cl, but at a smaller sensitivity level to Kt. However, asymmetry
is observed between the two corresponding cases of each coeﬃcient. When Cext is
decreased by 5%, the biggest change it causes to the calculated TKE is larger than when
Cext is increased by 5%. In fact, the overall change behind the turbine demonstrates
the same asymmetry. It is largely because the velocity behind the turbine is larger in
the former case when Cext is decreased and it is resulting in a more signiﬁcant shear
production of TKE. The largest changes Ctp, Ctd and Cl respectively cause to TKE
are also asymmetrical. A possible explanation is that the changes in TKE caused by
varying these three coeﬃcients lead to changes in Km which alter the shape of the
velocity proﬁle and cause secondary changes in TKE production.
In terms of suspended sediment concentration, it can be seen from Figure 5.6 that
variation in Cr causes the strongest sensitive response in suspended sediment concen-
tration calculation, which is expected. Very small sensitivity is observed towards Cext
and Kt. On the other hand, there is moderate sensitivity seen towards the three tur-
bulence modiﬁcation terms. This is probably because, as mentioned in Section 4.4.3,
turbulent mixing (Kh) decides the suspension ability of the water to some extent and
Kh is related to TKE (q
2) and lengthscale (l) through Equation 3.68. Hence, variation
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Figure 5.4: Sensitivity response of velocity to variation of turbine simulating coeﬃcients.
in turbulence closure outputs could result in noticeable changes of calculated suspended
sediment concentration.
Due to limit in time and computational ability, only a small number of tests are
carried out to obtain the observations and discussion given above. In order to obtain
more thorough sensitive dependency of the model's performance on the above-listed
coeﬃcients and clearer understanding of the sensitive dependency mechanism, more
sophisticated and intensive research is recommended.
5.4 Summary
This chapter discussed the dependency of the turbine simulating coeﬃcients on physical
scales, under the prerequisite that the mesh around the turbine site is resolved to the
size of the simulated turbine and each individual device is represented by a mesh grid.
The results showed that the investigated coeﬃcients are not sensitive to the physical
scale to predict the same turbine-induced eﬀects on velocity, TKE and wave height in
a non-dimensionalized sense.
This chapter also studied impacts from variation of the turbine simulating coeﬃ-
cients to the model's overall prediction. Results of a limited number of tests revealed
that the model-calculated velocity is sensitive to Cext and an increase or decrease of 5%
in Cext results in roughly 5% ﬂuctuation in calculated velocity. The velocity is slightly
more sensitive to the wave OBSTACLE coeﬃcient Kt, due to the change in Stokes drift
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Figure 5.6: Sensitivity response of suspended sediment concentration to variation of
turbine simulating coeﬃcients.
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level at the surface. The velocity calculation is generally less sensitive to the turbulence
modiﬁcation terms. The slight sensitivity observed can be attributed to the sensitivity
of the vertical distribution of velocity to Km which is calculated based on outputs from
the turbulence closure.
The model's prediction of TKE has similar sensitivity level to Cext, Ctp, Ctd and
Cl, but is at a smaller sensitivity level to Kt. Asymmetry is observed between the
two corresponding cases of each coeﬃcient, possibly because the vertical structure of
velocity behind the turbine is diﬀerent under the two corresponding scenarios.
Suspended sediment concentration is highly sensitive to Cr. Very small sensitivity
is observed to Cext and Kt. It however has moderate sensitivity to the turbulence mod-
iﬁcation terms, mostly because they decide the turbulent mixing (Kh) which strongly
aﬀects the strength of suspension in the wake.
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Chapter 6
Model application
6.1 Introduction
In this chapter, the model system is applied to single turbine tests under steady current
and wave-current combined scenarios within an water channel to examine the impacts
to local ﬂow hydrodynamics and sediment suspension. To evaluate the impacts from
a large scale turbine farm to regional processes, the model is applied to the Anglesey
coast, north-west Wales under realistic natural tidal and wave conditions. Results from
hydrodynamics and sediment transport modelling are analysed to reveal potential eﬀects
to both coastal and regional processes.
6.2 Single turbine test
A series of tests are carried out to reveal impacts from a single turbine to the surround-
ings using a prototype scale 15m idealised water channel (825m long, 135m wide and
45m deep) model as the test bed. Flow rate of these cases is 1.0m/s, which is the av-
eraged velocity over a full tide cycle (see Figure 6.1) at a location within the proposed
tidal turbine farm oﬀ the Anglesey coast. The signiﬁcant wave height is 2.4m and wave
period is 7s. These are of a typical storm condition observed along the Anglesey coast.
Sediment tests include clear water and live-bed cases. Parameters required for sediment
calculations are listed in Table 6.1. These tests are conducted with and without the
turbine implementations, i.e. the coeﬃcients represent turbine eﬀects being switched
on and oﬀ, in order to reveal the diﬀerences between the baseline case (no turbine) and
cases with turbine eﬀects. In particular, the focus is placed on the eﬀects of enhanced
turbulence and OBSTACLE as shown in the following sections.
6.2.1 Inﬂuences of turbulence closure terms
Free-surface elevation and normalized depth-average velocity
Figure 6.2 and Figure 6.3 display the calculated free-surface elevation and normalized
depth-average velocity along the water channel of two test cases: TbM turbulent
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Figure 6.1: A sketch of averaged velocity over a tide cycle (not to scale). The signs
indicate directions of the ﬂow.
Table 6.1: Model parameters for suspended sediment calculation
Model parameter Live-bed Clear water
D50 0.22mm 4.00mm
Settling velocity 21.0 mm s-1 250.3 mm s-1
Critical stress 0.154 N m-2 2.400 N m-2
terms activated and TbO turbulent terms deactivated. Retarding force is activated
in both cases at the turbine location. Locations upstream and downstream of the
turbine are indicated with distance away from the turbine in terms of diameter of the
turbine. 0D is where the turbine is placed. A water level increase upstream of the
turbine accompanied by a substantial drop of water velocity is observed in both cases.
The passing ﬂow is slowed down due to energy loss. The decelerated water accumulates
in front of the turbine, causing the water level rise upstream of the turbine. Free-surface
elevation drop is observed at the turbine location. The water level keeps dropping until
1D downstream of the turbine while the water velocity commences recovery immediately
downstream of the turbine. These behaviours are consistent with measurements from a
previously published laboratory experiment [114].
There are slight diﬀerences between the free surface elevation and depth-averaged
velocity predicted by the two test cases. Water elevation in TbM is lower at 0D and
1D but quickly becomes higher at 2D downstream the turbine. The two lines merge
from 3D downstream of the turbine. The depth-averaged velocity predicted by case
TbM, on the other hand, is larger at 0D but soon drops lower at 1D until 5D down-
stream of the turbine and the diﬀerence becomes very small from 6D downstream of
the turbine. These diﬀerences are in general negligible. Both free surface elevation and
depth-averaged velocity recover very fast. The depth-averaged velocity has recovered to
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Figure 6.2: Free-surface elevation along the channel.
96% of its original value before the recovery starts to slow down at 2D downstream of
the turbine in both scenarios. The recovery of surface water elevation also slows down
after the fast recovery region of the ﬁrst 3D downstream of the turbine. The water
elevation is still slightly below its undisturbed value at 20D downstream of the turbine.
A full recovery of depth-averaged velocity is not observed within a distance of 20D.
Bottom boundary layer
Water ﬂow velocity, bed shear stress and suspended sediment concentration in the
bottom boundary layer along the centreline calculated under diﬀerent scenarios with
turbine and with turbulent terms being activated (TbM, red lines with markers), with
turbine but without turbulent terms being activated (TbO, blue lines with markers)
and undisturbed ﬂow (black lines with markers) are drawn and compared in Figure
6.4. Two sediment transport cases, clear water and live-bed, with respect to the same
hydrodynamics are run.
Obvious changes caused by the turbine as well as the turbulent mixing are observed.
Inﬂuence of the turbine on ﬂow velocity and bed shear stress reaches a maximum roughly
at 1D downstream of the turbine. The downstream inﬂuential range of the turbine is
greater than 25D for bottom layer water velocity and bottom shear stress in both
cases TbM and TbO. The presence of the turbine increases the water velocity in the
bottom layer, regardless of the calculating scheme of turbulence. However, the increase
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Figure 6.3: Normalized depth-average velocities along the channel.
is noticeably larger when the turbulent terms are activated (case TbM). Bottom shear
stress which is largely dependant on water velocity in the bottom layer, expectedly, is
also increased. The diﬀerences in water velocity in the bottom layer and bottom shear
stress caused by the turbulence calculation scheme starts to become negligible from 10D
downstream of the turbine.
The changes in suspended sediment concentration can be seen from around 3D
upstream of the turbine in both cases. However, downstream, the changes in the live-
bed case extend beyond 25D whereas it is within 20D in the clear water case, which
demonstrates the grain size eﬀects to the overall sediment suspension.
Suspended sediment concentration in the bottom layer demonstrates opposite be-
haviours in the clear water (Figure 6.4 (C)) and live-bed (Figure 6.4 (D)) cases. It can
be seen from Figure 6.4 (C) that in the clear water case, the bottom stress under the
undisturbed ﬂow is below the critical stress. The enhanced bottom shear stress, due to
the inclusion of turbine, is above the critical stress, entraining sediment particles into
the water column. Sediment concentration in the bottom layer, therefore, is higher in
case TbM where the bottom stress is larger in comparison to case TbO.
It is, however, a very diﬀerent scenario in the live-bed case. Suspended sediment
concentration in the bottom layer is decreased in case TbM in the vicinity of the turbine
and it is slightly decreased in case TbO at -1D. This result could be counter-intuitive,
given an enhanced bottom shear stress within the same area. However, apart from
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bottom shear stress, turbulent mixing coeﬃcient Kh close to the device is also increased
due to the inclusion of turbine, especially in case TbM. The enhanced mixing is able to
mix sediment concentration into a more uniform state close to the bed surface where
the concentration is high. In this particular case, the enhanced bottom shear stress and
hence increased sediment supply from the bed is not enough to compensate the amount
of sediment being transported upwards out of the bottom layer due to the mixing
process, suspended sediment concentration in the bottom layer is therefore decreased.
The distribution of suspended sediment concentration along the water channel in
case TbO is not exactly the same. The sharp drop of suspended sediment concentration
in the vicinity of the turbine seen in case TbM is not observed in case TbO. Instead,
only a very slight decrease of suspended sediment concentration is observed at -1D. This
is because, without the turbulence modiﬁcation terms, a much lower turbulent mixing
level is found in case TbO in the vicinity of the turbine, and hence less sediment is being
transported upwards out of the bottom layer. At 0D, the turbine location, sediment
concentration in the bottom boundary layer has a very similar value as that in the
undisturbed case. It then rises above the concentration of the undisturbed case from
1D downstream of the turbine. From 3D downstream of the turbine, the suspended
sediment concentration of these three cases demonstrates a similar behaviour as that
observed in the clear water test: concentration is the highest in case TbM, its value in
case TbO is in the middle and it is the lowest in the undisturbed case. This is because
the turbulent mixing is gradually recovering to the undisturbed level in the wake and
from 3D downstream of the turbine, the mixing level in both turbine present cases has
dropped to an extent where the amount of sediment being transported upwards out of
the bottom layer is smaller than that being picked up from the bed into the bottom
layer through erosion. Under such circumstances, larger bottom shear stress leads to
stronger erosion and therefore higher suspended sediment concentration in the bottom
layer.
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Suspended sediment distribution across water depth
Figure 6.5 demonstrates the computed suspended sediment concentration across the
water depth for the clear water test calculated under scenarios TbM, TbO and undis-
turbed water. Clearly, due to the size of the particles, vertical transport of sediment
from the seabed upwards is very limited. Suspended sediment transport is restricted to
the very bottom layers.
Suspended sediment concentration across the water depth for the live-bed test calcu-
lated under the three aforementioned scenarios is presented in Figure 6.6. It is observed
that sediment suspension is largely restricted to the lower body of the water in the
undisturbed ﬂow. Sediment concentration remains constant in this case. Changes in
suspension are clearly seen in the other two cases where the turbine is present. Con-
sistent with results discussed in Figure 6.4, sediment concentration close to the bottom
is reduced in case TbM around the turbine where changes in concentration within the
same region in case TbO is less apparent. Sediment concentration close to the bed
further downstream is observed to be increased in both cases TbM and TbO and the
increase is more apparent in case TbM.
Apart from changes caused to sediment distribution close to the bed, sediment
concentration at the upper part of the water column is also aﬀected. It can be seen
from Figure 6.6 that the turbine clearly enhances the turbulence-induced mixing and
results in a higher sediment concentration at the upper part of the water in both case
TbM and case TbO. This is more apparent in case TbM where the turbulent terms are
activated, resulting in a higher TKE level.
Sediment transport rate
Figure 6.7 and Figure 6.8 demonstrate suspended sediment transport rates along the
channel calculated under three scenarios of the clear water test and the live-bed test,
respectively. The suspended sediment transport rate is calculated according to the
following equation at each location:
R =
∫ hs
hb
Uz ∗ Czdz (6.1)
where hb is the height at bottom, hs is the height at surface, Uz and Cz are the water
velocity and suspended sediment concentration.
Similar to the distribution of sediment concentration at the bottom layer, the sus-
pended sediment transport rate is increased due to the presence of the turbine in the
clear water case and it is further increased when the turbulence closure terms are ac-
tivated. The sediment transport rate reaches its maximum at 2D downstream of the
turbine and then starts to fall thereafter. In the live-bed case, on the contrary, the pres-
ence of the turbine slightly reduces the suspended sediment transport rate upstream of
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(TbM) with turbine and with turbulent terms being activated, Case B (TbO) with
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the turbine. But it increases in the downstream. The sediment transport rate becomes
larger than that of the undisturbed case at 0D in case TbO and at -2D in case TbM.
In general, the transport rate of case TbM is larger than that of case TbO.
It can be seen from the above tests that the inﬂuences of turbine operation on
sediment suspension are not always the same. In the clear water condition, the enhanced
turbulence and bed shear stress both tend to increase the sediment suspension and hence
lead to a rise in sediment concentration. On the contrary, in the live bed condition,
the rise in bed shear stress certainly increases the sediment entrainment from the bed
surface. The enhanced turbulence, however, mixes the sediment more uniformly and
hence demands a high level of sediment supply. With the right grain size, starvation of
sediment in suspension is seen under these two competing mechanisms, which leads to
the reduction of concentration near the bottom.
It is therefore noted that the sediment grain size contributes to the fundamental
eﬀects on the results. The tests carried out are certainly not exclusive and further
experiments with a wider range of grain size should be tested to verify these ﬁndings.
6.2.2 Inﬂuence of waves and OBSTACLE
This section discusses the extent to which the inclusion of waves aﬀects the bottom
shear stress and sediment transport under the presence of turbine. This is done by
comparing the results of a current-only TbM case and a wave-imposed TbM case without
OBSTACLE. This case is hereafter named as case TNO15. Another wave-current-
sediment coupled case with OBSTACLE activated is also tested in this section to further
discuss how OBSTACLE aﬀects the bottom shear stress and sediment transport. This
case is named as TYO15. Sediment conditions for the live-bed case mentioned above in
Table 6.1 are used in this section. Bottom shear stress of these three cases are calculated
through BBL.
In the two tests with wave present, waves with 2.4m signiﬁcant wave height and
7s peak period propagate over the calculation domain which is discretized into a mesh
with a constant resolution of 15m. The turbine-representing OBSTACLE is 15m long
and Kt is set to the calibrated value of 0.98.
Figure 6.9 compares the computed bottom shear stress, suspended sediment con-
centration in the bottom boundary layer and sediment transport rate for cases TbM,
TNO15 and TYO15. It is observed that the inclusion of surface waves increases bottom
shear stress by 7% in general upstream of the turbine and in the far wake (9D beyond)
of the turbine. This agrees with the conclusions `Due to the presence to surface waves,
the bottom boundary layer is aﬀected and the shear stress is much higher than that
due to current alone.' by [65] which inspired the implementation of the BBL module.
Diﬀerence in bottom shear stress caused by the waves from the turbine location to 9D
downstream is relatively small. The retarding force which represents the turbine opera-
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tion is playing the major role within this region enhancing the bottom shear stress of all
three cases. In the far wake region, as expected, OBSTACLE slightly reduces bottom
shear stress in comparison with case TNO15.
Suspended sediment concentration in the bottom layer in the vicinity of the turbine
is decreased in all three cases for the reason given in Section 6.2.1. In general, compared
to case TbM, suspended sediment concentration in the bottom layer of the other two
cases is reduced by the presence of waves by roughly 4%, due to the fact that the
inclusion of waves increases turbulent mixing level, in particular Kh, of the water and
hence, more sediment particles are being transported upwards out of the bottom layer.
In terms of suspended sediment transport rate, the change in the vicinity of the turbine
is small. In the wake region, suspended sediment transport rate is depressed by the
inclusion of waves.
In general, although the changes caused by waves and OBSTACLE to the above-
mentioned processes are detectable, they are small in the particular case considered
here.
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6.3 Irish Sea test
This section applies the model to a sea region identiﬁed to have potential for tidal current
energy extraction, the Anglesey coast, north-west Wales (denoted by a red box in Figure
6.10). As a part of the Irish Sea which is a high-energy shelf sea region, the Anglesey
coast features high tidal ranges and relatively large current velocities as the water ﬂow
here is constricted between the mainland and a group of small rocky islands known
as the Skerries [34]. Location of the Skerries is again depicted by a red box in Figure
6.11. The vision of converting this coastal sea region into a tidal energy extraction site,
therefore, is promising. In fact, this site has been identiﬁed as one of the seven sites of
interest for tidal current energy exploitation in the UK [14]. Attention has been drawn
to tidal current power potential assessment at this site [124, 104, 57, 50, 66, 100].
Figure 6.10: Location of the Anglesey Coast and the study domain of the model. An-
glesey Coast is depicted by the red box and the study domain is enclosed by the blue
lines (open boundaries) and two natural coasts.
In addition, this site has been selected by a tidal current turbine company, Sea
Generation, to install a 10MW array of its SeaGen S 2MW devices. This project is
named the Anglesey Skerries Tidal Array (ASTA). According to the project website,
the location of the proposed array is in the Sound between the Skerries and Carmel
Head on mainland Anglesey, where the water depth is approximately 20 to 40m.
6.3.1 Model set up
The study domain, enclosed by the two natural coasts, east coast of Ireland and the
west coast of England, and two blue lines, latitudes of which are 52.808◦N and 53.842◦N,
shown on Figure 6.10, is discretized into 67,066 triangular elements. The largest element
100
Figure 6.11: Location of the Skerries.
size is 1600m at the north and south open boundaries. The smallest element size
is 15m at the turbine farm location to allow turbines within the farm to be presented
individually. Suitable element sizes are assigned to coastal areas to allow good resolution
of coastlines and islands. This is a three-dimensional model and the water column is
divided into 50 sigma layers with identical layer thickness. The bathymetry of the
model is extracted from a model covering the west coast of the United Kingdom [21].
Figure 6.12 demonstrates the bathymetry of the model with locations of tidal level,
tidal current, waves and sediment validation datasets imposed.
The model is driven by tidal level time series imposed on each of the nodes on the
two open boundaries, with the initial mean sea level set as static and at a constant
elevation of 0m. The tidal level time series is obtained through harmonic analysis of 15
tidal constituents (M2 Q1 O1 P1 S1 K1 2N2 MU2 N2 NU2 L2 T2 S2 K2 M4) extracted
from the High Resolution UK Continental Shelf Model (CS20-15HC3) developed and
maintained by the National Oceanography Centre (NOC).
Coriolis eﬀect is considered in this research and the turbulence is modelled using
the MY-2.5 model. River discharge is not included despite the presence of several fresh
water inﬂows, considering that ﬁrst the river discharges are far away from the focused
study area and second the water volume carried by the rivers is small compared to the
total water volume exists in the modelled area.
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Table 6.2: Locations of the tidal gauge sites
Site name Latitude Longtitude
Liverpool-Gladstone Dock (LIV) 53.44969◦N 3.01800◦W
Llandudno (LLA) 53.33167◦N 3.82522◦W
Table 6.3: Tidal harmonic analysis comparison for M2 constituent
Site name Observations FVCOM
Hn(m) ϕn(
◦) Hn(m) ϕn(◦)
LIV 3.08 320.12 3.00 318.78
LLA 2.72 309.83 2.83 309.32
6.3.2 Model calibration
Tidal level
The model predicted tidal water level is calibrated against measurements at two gauges
provided by the UK Tide Gauge Network located within the study domain. Table 6.2
gives the locations of these two gauges. They are also indicated as circles on Figure
6.12. The model is run over a month and two days, covering the period from 28/04/2006
00:00:00am to 01/06/2006 00:00:00am. The free surface elevation comparison presented
in Figure6.13 shows 750-hour results out from the total model running period.
The model results show overall good agreement with the tide gauge measurements
at both sites. No obvious phase lag is observed. The comparison at site LLA shows a
slight better agreement. There are some discrepancies in amplitude at site LIV during
several spring tides, although the error is small. To quantify the diﬀerence, harmonic
analysis is carried out at both sites. In total, 29 tidal constituents are recognized by
the analysis and M2 and S2 are suggested as the dominant constituents. Table 6.3 and
Table 6.4 compare the model predicted tidal harmonic constants of M2 and S2 against
those measured on-site. The model results agree very well with the observations for
both amplitude and phase at both sites. The discrepancy between model predicted
and measured results in terms of amplitude is within 4.5% at site LLA and 8.1% at
site LIV. The model predicted tidal amplitude and angles are slightly smaller than
those measured on-site, suggesting that the high tide in the model arrives ahead of that
obtained in the observation. However, the phase diﬀerence is within 3 minutes. These
diﬀerences could be due to the uncertainties in the bottom bathymetry at the gauge
sites. Also the wind eﬀect is not considered in the simulation which may contribute to
these errors. Overall, the model is able to provide accurate predictions in tidal elevation
within this particular region.
103
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750
−5
0
5
Time (h)
Fr
ee
 s
ur
fa
ce
 le
ve
l (m
)
 
 
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750
−5
0
5
Time (h)
Fr
ee
 s
ur
fa
ce
 le
ve
l (m
)
 
 
LIV measurement Model result
LLA measurement Model result
Figure 6.13: Comparison of free surface elevation at the two tide gauge sites.
Table 6.4: Tidal harmonic analysis comparison for S2 constituent
Site name Observations FVCOM
Hn(m) ϕn(
◦) Hn(m) ϕn(◦)
LIV 0.92 345.05 0.88 344.08
LLA 0.83 332.07 0.83 331.35
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Table 6.5: A brief summary of the tidal current validation data
Site name Coordinates (◦) Time Surface Mid-
depth
Bottom
Latitude Longitude
HR
1 53.426 -3.01 1983 Yes Yes Yes
5 53.515 -3.11 1983 Yes No Yes
BODC
1 53.4 -4.67 1970 No 10/35 30/35
2 53.445 -4.33 1982 No No 35/38
Tidal current
To exam the reliability of the model in terms of predicting tidal current, model predicted
velocities at the sea surface, mid-depth and bottom layers are compared against two
measured data sources. These two data sources are:
• Measurements taken by HR Wallingford during the Mersey Barrage study back
in the year of 1983 [126]. Velocities at the surface, mid-depth and bottom layers
were measured at ﬁve locations within the Liverpool Bay, among which four sites
were located at the mouth of the Mersey Estuary and were very close to each
other. The other one was located oﬀ the Formby coast. Data measured at two of
these sites is used for validation in the present research. Coordinates of these two
sites are given in Table 6.5. They are marked in Figure 6.12 as diamonds.
• Current meter data downloaded from the British Oceanographic Data Centre
(BODC). The BODC current meter data archive was obtained through a number
of projects covering a large area as well as a long time span. Vertical coverage of
this data source varies among datasets. Data collected at two sites, one located
oﬀ the north-west coast of the Anglesey island and another one located oﬀ the
north coast of the Anglesey island which is very close to the proposed turbine
farm site, is used in the present research to check the reliability of the model in
predicting tidal current. These two datasets date back to years 1970 and 1982,
respectively. Locations of these two sites are given in Table 6.5. They are also
marked as diamonds in Figure 6.12.
Table 6.5 gives a brief summary of the tidal current validation data. Data availability
along the water depth varies among these sites. For example, the current was measured
at three depth at site HR1 while it was only measured very close to the bottom at site
BODC2.
Figure 6.14 and Figure 6.15 present the model computed tidal current velocities
against HR Wallingford measured data at locations HR1 and HR5. Model predictions
and on-site measurements agree very well at three depth at site HR1. Predicted peak
velocities during ﬂood and ebb tides are fairly close to the on-site measurements. A
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Figure 6.14: Comparison of model predicted and measured ﬂow velocity at three levels
at HR1.
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Figure 6.15: Comparison of model predicted and measured ﬂow velocity at two levels
at HR5.
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Figure 6.16: Comparison of model predicted and measured ﬂow velocity at two levels
at BODC1.
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Figure 6.17: Comparison of model predicted and measured ﬂow velocity at bottom at
BODC2.
noticeable feature of the current at site HR1, i.e. rapid increase and prolonged decrease
of ﬂow speed during ﬂood tide and, conversely, prolonged increase and sharp decrease of
ﬂow speed during ebb tide, is also being simulated correctly by the model. The model's
performance at site HR5, however, is less accurate. Peak velocity during ﬂood tide is
over-estimated and it is largely under-estimated during ebb tide. These discrepancies
could be attributed to the inaccurate bathymetry used in the model. It should be noted
that HR5 is positioned further inside the estuary and close to the bank, where the
uncertainty in the bed level in the model is large.
Figure 6.16 and Figure 6.17 show the model's performance at the 2 BODC measuring
sites. In general, the result is in good agreement with the measurements. Peak velocity
is slightly under-estimated during both ﬂood and ebb tides at site BODC1. The model
clearly shows a very good agreement with the measurements at site BODC2. Again,
inaccurate bathymetry used in the model could contribute to the discrepancies men-
tioned above. Unfortunately, no detailed bathymetry data is available. In addition, the
surface wind which is not included in the present simulation could also have had eﬀects
on the measured data as discussed. Nonetheless, the general performance of the model
in terms of simulating three-dimensional current ﬂow structure is satisfactory.
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Figure 6.18: Comparison of modelled signiﬁcant wave height and wave direction against
measurements over a month.
Wind and waves
To validate the reliability of the model in terms of predicting waves, the current-
wave-sediment fully coupled system is tested against measurements. A time series of
wave condition is imposed on each open boundary mesh point according to dataset
`ERA-Interim' available on the European Centre for Medium-Range Weather Forecasts
(ECMWF) website. A time varying uniform wind ﬁeld created based on data mea-
sured at the Hilbre Island weather station is applied to all the nodes within the mesh.
White-capping is considered in the model using the method introduced in [64]. The
calculation of wave breaking follows the approach proposed by [11]. Formulation ac-
counting for bottom friction is the JONSWAP formulation [51]. The friction coeﬃcient
is set to 0.067m2s-3 in the present study.
As for current validation case, the wave model is run over a month and two days,
covering the period from 28/04/2006 00:00:00am to 01/06/2006 00:00:00am. The com-
puted results are validated against data collected by a WaveNet buoy. The coordinates
of the buoy deployment location are 53.5315◦N, 3.3713◦W and the location of the buoy
is marked by a star marker in Figure 6.12.
Figure 6.18 presents the modelled wave height and direction of 820-hour results
against the WaveNet buoy data. The on-site data is missing at 180-240 hours. In
general, the model-predicted values agree with the data well. The model is capable of
predicting the magnitude and phase changes of wave height and direction, particularly
for the large storms at 80-100 hours, 480-540 hours and 590-610 hours.
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Sediment transport
The predicted sediment concentrations at various phases over two tidal processes, spring
tide and neap tide, are compared with measurements from a Mersey barrage feasibility
study carried out in year 1990 by HR Wallingford [125]. Suspended sediment concen-
trations were collected at point HRA (point A in [125]). The coordinates of point HRA
are 53.368◦N, 2.984◦W. The relative location of point HRA can be found in Figure
6.12. The measurements were taken over a spring tide as well as a neap tide at several
heights above the seabed. Model time and parameters required to calculate the sus-
pended sediment concentration were adjusted accordingly. The sediment particle size is
speciﬁed as D50 = 0.22mm across the entire study domain according to [125]. Uniform
distribution of sediment with D50 = 0.22mm is also used in [29]. Waves are absent in
this simulation.
Figure 6.19 and Figure 6.20 present the model predicted and measured ﬂow velocity
and suspended sediment concentration at point HRA along the water depth, over tidal
cycles of a spring tide and a neap tide. The model results demonstrate a good agreement
over the tidal cycles in terms of predicting the ﬂow velocity. There are diﬀerences in
the computed suspended sediment concentration in the region close to the bed surface,
which could be attributed to the uncertainties in the measurements. The measurements
were also collected sequentially which may lead to uncertainties in the timing of the
data that is diﬀerent from the simulation. In addition, the model used a uniform grain
size which is diﬀerent from the real size distribution across the computational domain.
The involvement of mud material in the computational domain is not considered in the
present study. Absence of waves might also have contributed to the errors. Nevertheless,
the overall performance of the model in predicting concentration of suspended sediment
is considered to be good.
6.3.3 Model application
After calibration, the model is applied to assess the impact of a tidal turbine farm on
coastal processes around the Anglesey coast. Model results obtained through a wave-
current-sediment fully coupled system are analysed in detail to identify short term
impacts of the farm. Turbine simulating terms introduced in the previous chapters are
activated with each of the coeﬃcients set to the calibrated value except the bottom
stress term. The additional bottom stress term is not activated because it is not yet
proven to be the right option for solving the problem mentioned in Section 4.4.3.
The model is run from 17/05/2006 07:00:00am to 20/05/2006 05:00:00am which
includes ﬁve and a half tidal cycles. Averaged tide range of these tidal cycles at LLA is
5.71m. The reason to select this time period is that the wave height peaks at 2.32m at
the wave buoy location and 3.62m at the selected farm location (see Figure 6.21) during
this time slot, representing moderate wave to stormy wave conditions. Free surface level
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Figure 6.19: Comparison of model predicted and measured ﬂow velocity and suspended
sediment concentration at diﬀerent height above the bed at point HRA over a spring
tide. Four panels on the left-hand side are ﬂow velocity proﬁles and the four panels
on the right-hand side are suspended sediment concentration proﬁles. The solid lines
denote model calculated values and the symbols are for the measured results.
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Figure 6.20: Comparison of model predicted and measured ﬂow velocity and suspended
sediment concentration at diﬀerent height above the bed at point HRA over a neap tide.
Four panels on the left-hand side are ﬂow velocity proﬁles and the four panels on the
right-hand side are suspended sediment concentration proﬁles. The solid lines denote
model calculated values and the symbols are for the measured results.
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(a) Free surface level at LLA and wave height measured by the Wavenet buoy.
(b) Model calculated free surface level and wave height at the turbine farm location.
Figure 6.21: Sea conditions from 17/05/2006 07:00:00am to 20/05/2006 05:00:00am.
at LLA and wave height measured by the Wavenet buoy during this time period are
given in Figure 6.21 (a). Model calculated free surface level and wave height at the
farm location are given in Figure 6.21 (b). The three grey dash-dot lines indicate three
moments, High Water, Slack water and Low Water, at which some analysis in Section
6.3.4 and Section 6.3.5 is made.
The model domain shown in Figure 6.12 covers an area larger than the focused region
oﬀ the Anglesey coast. Figure 6.22 presents the water depth over the focused area. It
can be seen from the ﬁgure that the water depth increases gradually towards the open
sea. The water depth between north-west Anglesey and the Skerries is approximately
30m which is acceptable for tidal turbine installation. Figure 6.23 depicts a typical
ﬂow pattern based on depth-averaged velocity between north-west Anglesey and the
Skerries, with the locations of the tidal turbines highlighted. The location of the farm
is chosen based on the above-mentioned two factors, i.e. acceptable water depth and
large ﬂow rate. The farm is also located in the middle of the waterway to minimize its
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impacts on the local shores. The farm consists of 18 turbines. In the current research,
each turbine is assigned a diameter of 15m and is represented by an individual mesh
cell. Vertically, the turbines are located at the mid-depth. The turbines in the farm
are aligned in a staggered way. They are separated from each other by 8D laterally and
15D in the up/downstream ﬂow direction. The staggered layout is suggested by a few
researches to be eﬃcient, as it can reduce wake interference between consecutive rows
and the ﬂow upon which the downstream row turbines extract energy is accelerated and
thus carries more available kinetic energy [81, 6, 79].
The two black solid lines indicate slices of which samples of computed free surface
elevation and bottom shear stress and vertical contours of velocity and TKE are drawn
in Section 6.3.4. The one parallel to the Skerries, namely `slice 1', crosses through the
device farm along the direction of the dominant ﬂow (east-westerly). Two individual
turbines sit on slice 1 with another one very close to it. The other one, namely `slice 2',
crosses through the device farm perpendicularly to the direction of the dominant ﬂow.
It has a close proximity to the third row of devices counting from the left-hand side
of the ﬁgure. In general, it is about 3D away from the third row of devices counting
from left-hand side of the ﬁgure and 12D from the second row of devices counted in
the same manner. It provides information to study the near wake of the third row
of devices at High Water, when water ﬂows from north-east towards south-west. At
Low Water, when the water ﬂows in the opposite direction, it provides information of
hydrodynamics in front of the 5 turbines in the third row of devices.
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Figure 6.22: Water depth oﬀ the Anglesey coast.
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Figure 6.23: A typical pattern of water depth averaged velocity between the north-
west Anglesey and the Skerries, with the locations of the tidal turbines highlighted
(arrows imposed just to indicate the ﬂow direction). The two black solid lines indicate
locations at which trend lines of free surface elevation and bottom shear stress and
vertical contours of velocity and TKE are drawn in Section 6.3.4.
6.3.4 Results  Local impacts
This section studies local impacts of the turbine farm on hydrodynamics and suspended
sediment concentration in the vicinity of the farm within the waterway between the
north-west Anglesey and the Skerries. Analysis features horizontal slices at the surface,
the mid-layer and the bottom of the area depicted in Figure 6.23 at the three selected
phases of the tide indicated in Figure 6.21 (b). The computed free surface elevation,
ﬂow velocity, TKE and bottom shear stress are drawn along two vertical slices, locations
of which are displayed as solid black lines in Figure 6.23.
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Figure 6.24: Surface elevation changes in the vicinity of the farm (arrows imposed to
indicate the ﬂow direction).
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Figure 6.25: Surface elevation with and without turbine farm along slice 1 at the three
selected phases of the tide.
Changes in the computed surface elevation due to the implementation of the turbine
farm at High Water (HW), Slack water and Low Water (LW) are presented in Figure
6.24. Positive values indicate rise in water surface and negative numbers refer to drop
in surface. At HW, the current ﬂows towards south-west, the surface elevation around
the farm site reduces by 5-15mm. Close to the turbine structures, the elevation change
shows a serrated pattern in the near-ﬁeld of the farm at the downstream of the turbines.
The serrated pattern is also observed at LW, when the current ﬂows towards north-east.
However, at LW, slight increase in water level around the ﬁrst 2 rows upstream of the
farm is observed, indicating a strong obstruction of the farm. This agrees with what
was seen in Figure 6.2. As expected, water level downstream the farm reduces, but at a
less extent in comparison to that at HW. At Slack water, at south of the turbine farm
the current ﬂows northwards, meeting a westwards ﬂow within and around the farm.
The blockage eﬀect of the turbine farm and the conﬁning Skerries together is causing
the surface elevation within the area to increase by a range of 5-15mm.
Figure 6.25 shows surface elevation with and without the device farm along slice 1
at the three selected phases of the tide. The black dotted lines indicate locations where
turbines are present (locations 1 and 2) or nearby (location 3). Typical inﬂuence of
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Figure 6.26: Surface elevation with and without turbine farm along slice 2 at the three
selected phases of the tide.
117
turbines on surface elevation is observed at both HW and LW. During HW, the ﬂow
direction is, in the ﬁgure, from 800m to 0m. Compared to the no turbine case, elevation
around turbine present locations 2 and 3 undergoes a slight increase followed by a
substantial decrease then an increase back to the undisturbed level. Similar disturbance
to the elevation is observed at turbine present location 1. However, the elevation is
generally reduced which could be attributed to the overall decrease of surface elevation
at the downstream end of the farm. Similar behaviour is observed during LW, when
the water ﬂows, in the ﬁgure, from 0m to 800m, but with a smaller magnitude than
that at HW. The typical disturbance pattern is not observed at Slack water. Increase
in surface elevation is the rather dominant process which agrees with that observed in
Figure 6.24.
Figure 6.26 shows surface elevation with and without the device farm along slice 2
at the three selected phases of the tide. The black dotted lines indicate locations of
the 5 turbines on the third row of devices counting from the left-hand side of Figure
6.23. Figure 6.25 at HW shows inﬂuence of the 5 turbines on surface elevation in the
near wake. It is observed that the presence of the turbine row has, overall, reduced
the elevation in the near downstream. On the other hand, the comparison at LW
demonstrates changes the surface elevation undergoes in front of the 5 turbines on the
third row of devices. It can be seen that at all ﬁve turbine locations, surface elevation
is increased due to the blockage eﬀect of the turbine. Another useful observation is the
rather small gaps between the two curves in between two neighbouring turbines observed
at LW. It indicates that inﬂuence of the upstream second row of devices on elevation in
front of the third row of devices has diminished to a negligible level. Plots at the Slack
water, again, do not show any typical pattern. However, compared to the dominant
increase in elevation observed in Figure 6.25, elevation along slice 2 experiences both
increase and decrease across the slice.
Flow Hydrodynamics
Figure 6.27 and Figure 6.29 present the ﬂow ﬁelds in the vicinity of the farm at HW
and LW across the surface layer, middle layer and bottom layer, together with the
corresponding diﬀerences between the with- and without-turbine cases. The wake of
each turbine can be seen clearly at both phases of the tide. It is found on the right
panels that while the surface and the mid-layer mainly undergo water deceleration, and
the depth averaged ﬂow ﬁelds constantly suggest overall decelerated ﬂow in the wake,
the water at the bottom in the vicinity of the farm is accelerated at both phases of
the tide, indicating that, vertically, the decelerated water due to the blockage of the
farm squeezes its way through the bottom layers. This is bound to increase the bottom
shear stress calculated. In comparison, the near wake length during LW in Figure 6.29
is shorter than that during HW in Figure 6.27, largely due to the weaker ﬂow speed at
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that time. Figure 6.28 displays the ﬂow ﬁelds in the vicinity of the farm at Slack water.
Instead of the typical wake pattern observed above at HW and LW, the ﬂow ﬁeld in the
vicinity of the farm is rather chaotic at this phase of the tide, due to the complicated
combination of the turbine farm and the meeting of the northerly ﬂowing water from
the south and the westerly-going water from the east. Changes caused to the velocity
are also the least strongest, mainly due to the weakest ﬂow speed in comparison to the
other two phases of the tide.
Figure 6.30 shows the velocity changes through the depth along slice 1 at the three
selected phases of the tide. Flow speed deceleration at and above mid-layer is clearly
observed during HW and LW at locations 1 and 2 where turbines are present and
location 3 where a turbine is nearby. The deceleration is less strong at location 3
as expected. Such deceleration at and above mid-layer is also seen at Slack water at
locations 1 and 2, but with a less extent, possibly due to the reason mentioned above.
It is however absent at location 3. On the other hand, ﬂow acceleration is observed
at nearly 1/3 of the water depth near the bottom at the investigated locations except
location 3 during Slack water. However, the spatial span of the accelerated ﬂow is in
general shorter than that of the decelerated ﬂow. Another ﬁnding is that the turbines
are still very likely to operate within the wake of the devices at the upstream, despite
the rather large spatial spacings and the staggered layout design.
Figure 6.31 demonstrate the velocity changes across the depth along slice 2 at the
three selected phases of the tide. The contour at HW indicates the wake at roughly
3D downstream of the third row of devices counting from the left-hand side of Figure
6.23. The ﬁve turbines are clearly reﬂected on the ﬁgure. The ﬂow speed in between
two adjacent turbines is decelerated, instead of being accelerated, under the present
lateral spacing. The turbines are weakly reﬂected in the contour at Slack water. Flow
acceleration near the bottom is also observed in the contour at LW, implying that the
inﬂuence of the turbines can reach 3D upstream or even beyond. Flow at and above
mid-layer at this phase of the tide is decelerated, which is a combined result of the
blockage of the turbines on the third row of devices and the wake from the upstream
turbines.
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Figure 6.27: Flow ﬁelds with turbine farm and ﬂow ﬁeld change contours in the vicinity
of the farm imposed with velocity vectors and turbine locations at HW. (unit: m/s)
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Figure 6.28: Flow ﬁelds with turbine farm and ﬂow ﬁeld change contours in the vicinity
of the farm imposed with velocity vectors and turbine locations at Slack water. (unit:
m/s)
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Figure 6.29: Flow ﬁelds with turbine farm and ﬂow ﬁeld change contours in the vicinity
of the farm imposed with velocity vectors and turbine locations at LW. (unit: m/s)
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Figure 6.30: Velocity changes along slice 1 at the three selected phases of the tide. (unit:
m/s)
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Figure 6.31: Velocity changes along slice 2 at the three selected phases of the tide. (unit:
m/s)
Turbulence kinetic energy
Figure 6.32 to Figure 6.34 present the TKE level in the vicinity of the farm at the
surface, middle and bottom layers. It can be seen from the ﬁgures that the changes in
TKE downstream of each of the turbines stretch up to a distance of approximately 15D
and the farm as a whole does not extend the length any longer. Comparing to the other
2 layers, the TKE level is the highest in the middle layer due to the presence of turbine.
The pattern of TKE diﬀerence in Figure 6.32 and Figure 6.34 on the right hand side
panel changes: as the turbine-produced TKE is transported downstream, it spreads
laterally, forming a cone-shaped highly turbulent area. The width of the cone-shaped
area reaches its maximum of roughly 8D before the impact becomes negligible. The
TKE level and TKE level changes at the three investigated depths observed at Slack
water in Figure 6.33 are both weaker compared to those at the other two phases of the
tide.
Figure 6.35 shows the TKE changes across the depth along slice 1 at the three
selected phases of the tide. The inclusion of turbines, without exception, increases the
downstream TKE level. It is observed that, throughout the depth, there are two TKE
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peaks, one above and one below the hub of the turbines, for some of the well developed
wakes. Similar behaviour is reported in [117]. This is because the vortex shed from
the tip of the blades is being represented by the three turbulence modiﬁcation terms
in the model. The peaks however almost always occur at about 1D downstream of
the turbines. This is probably because even though the three additional turbulence
terms are activated at the turbine locations, the velocities at the turbine locations
are substantially smaller than those at a certain distance downstream of the turbines,
resulting in a rather weaker TKE production. The longitudinal stretch of the wake
in terms of TKE is in general longer during HW when compared to that during LW.
However, it is very likely that the wake of most of the turbines has recovered to a
very weak turbulent level after a distance of 15D. As a result, among the investigated
turbines and phases of the tide, only the turbine at location 2 is likely to operate in a
slight turbulent environment due to the turbine upstream during HW.
Figure 6.36 shows the TKE changes across the depth along slice 2 at the three
selected phases of the tide. Again, the ﬁve turbines on the third row of devices counting
from the left-hand side of Figure 6.23 are clearly reﬂected in the contour at HW. Gaps
where TKE is not aﬀected by the presence of the turbines are observed between adjacent
devices. At LW, slight increase of TKE is detected in front of the 5 turbines on the
third row of devices. TKE between the neighbouring turbines is also slightly increased,
meaning that the turbulence caused by the turbines on the second row of devices is not
yet completely dissipated after a distance of roughly 13D. But, overall, a latitudinal
spatial interval of 8D and a longitudinal spatial interval of 15D is a good choice for the
turbines of the current case to avoid operating in highly turbulent ﬂows.
125
  
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(a) With turbine, surface
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(b) Diﬀerence, surface
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(c) With turbine, mid-layer
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(d) Diﬀerence, mid-layer
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(e) With turbine, bottom
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(f) Diﬀerence, bottom
Figure 6.32: TKE ﬁelds with turbine farm and TKE ﬁeld change contours in the vicinity
of the farm at HW. (unit: m2/s2)
126
  
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(a) With turbine, surface
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(b) Diﬀerence, surface
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(c) With turbine, mid-layer
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(d) Diﬀerence, mid-layer
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(e) With turbine, bottom
 
 
−4.61 −4.6 −4.59 −4.58 −4.57
53.4
53.41
53.42
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
(f) Diﬀerence, bottom
Figure 6.33: TKE ﬁelds with turbine farm and TKE ﬁeld change contours in the vicinity
of the farm at Slack water. (unit: m2/s2)
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Figure 6.34: TKE ﬁelds with turbine farm and TKE ﬁeld change contours in the vicinity
of the farm at LW. (unit: m2/s2)
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Figure 6.35: TKE changes along slice 1 at the three selected phases of the tide. (unit:
m2/s2)
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Figure 6.36: TKE changes along slice 2 at the three selected phases of the tide. (unit:
m2/s2)
Surface Wave Dynamics
Figure 6.37 looks at wave height in the vicinity of the structures at the 3 instances.
It is observed that at both HW and LW, wave height reduces immediately behind the
turbines. However, wave height downstream of the farm is aﬀected by the turbines in
opposite ways at HW and LW. During HW, wave height downstream of the farm is
decreased by maximum of 7% of the baseline wave height. On the other hand, during
LW, wave height downstream of the farm is increased by maximum of 2% of the baseline
wave height. However, instead of direct impact from the turbine farm, changes in wave
height are more likely to result from variations in ﬂow dynamics. After all, the more
obvious wave height changes are observed along the ﬂow directions while the waves are
propagating at almost perpendicular directions to them.
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Figure 6.37: Signiﬁcant wave height ﬁelds with turbine and signiﬁcant wave height ﬁeld
change contours in the vicinity of the farm imposed with wave direction vectors and
turbine locations at HW, Slack water and LW. (unit: m on the left panel and % on the
right panel)
Bed Shear Stress
Bottom shear stress and changes of it caused by the turbines in the vicinity of the
device farm are presented in Figure 6.38. The maximum bottom shear stress at LW
is 4.5 N/m2, about 2 N/m2 larger than it is at HW, mainly due to shallower water
depth and similar ﬂow speed. Also, wave height is larger at LW. The shear stress is the
weakest at Slack water in spite of a medium wave height at this moment, thanks to the
slow current.
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Diﬀerent from reduced bottom shear stress observed in most two-dimensional studies
reviewed in Section 2.4.3, bottom shear stress in the vicinity of the turbine farm is
observed to be enhanced by the devices in the present study and the enhancement
can be up to 2.5N/m2 (120%) around the structures at both HW and LW. This is
mainly due to the accelerated ﬂow near the bottom in the wake. This result agrees
with observations obtained in the laboratory [53, 58] and results predicted by three-
dimensional CFD simulations [113].
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Figure 6.38: Bottom stress ﬁeld with turbine and bottom stress ﬁeld change contours
in the vicinity of the farm. (unit: N/m2)
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Figure 6.39: Bottom shear stress with and without the farm along slice 1 at the three
selected phases of the tide. (unit: N/m2)
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Figure 6.40: Bottom shear stress with and without the farm along slice 2 at the three
selected phases of the tide. (unit: N/m2)
Figure 6.39 shows the calculated bottom shear stress of scenarios with and without
the farm along slice 1 at the three selected phases of the tide. Turbine-induced shear
stress enhancement is seen in both ﬁgures and at all three phases of the tide, although
the baseline bottom shear stress and its enhancement are both quite weak at Slack
water. It is observed from Figure 6.39 that the inﬂuential range of individual turbines
on bottom shear stress can be longer than the longitudinal spatial spacing between two
adjacent turbines at both HW and LW. Also, it is seen that the bottom shear stress
increases gradually towards the direction of north-east (on the ﬁgure 0-800). It is caused
by a smooth rise of wave height resulting from a steadily decreasing water depth in the
same direction.
Figure 6.40 presents the calculated bottom shear stress of the two scenarios along
slice 2 at the three selected phases of the tide. Again the turbine-induced bottom shear
stress enhancement is clearly seen at HW, curves of which reﬂect the near wake impact
of the turbines on the third row of devices counting from the left-hand side of Figure
6.23. It is observed that shear stress in the area between two neighbouring turbines is
also enhanced, agreeing with the pattern shown in Figure 6.31. Similarly, bottom shear
stress enhancement seen at LW is corresponding to ﬂow dynamic variations at the same
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moment in Figure 6.31 and it is likely to be showing the impact of the third row of
devices on the shear stress at the upstream.
Suspended Sediment Transport
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Figure 6.41: Suspended sediment concentration ﬁelds with turbine farm and suspended
sediment concentration ﬁeld change contours in the vicinity of the farm at HW. (unit:
kg/m3)
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Figure 6.42: Suspended sediment concentration ﬁelds with turbine farm and suspended
sediment concentration ﬁeld change contours in the vicinity of the farm at Slack water.
(unit: kg/m3)
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Figure 6.43: Suspended sediment concentration ﬁelds with turbine farm and suspended
sediment concentration ﬁeld change contours in the vicinity of the farm at LW. (unit:
kg/m3)
Figure 6.41 to Figure 6.43 present suspended sediment concentration in the vicinity
of the turbine farm at the three selected phases of the tide. Again, at Slack water,
the patterns are rather chaotic. However, clear patterns are observed at the other two
phases of the tide. Sediment concentration near the bottom is reduced due to the
presence of the turbines. This is largely due to the fact the same grain size as that
used in Section 6.2.1, has been tested. The choice of the grain size leads to a live-
bed condition at the turbine site. Consequently, the sediment concentration near the
bottom is reduced as discussed in Section 6.2.1. It is, however, increased in the upper
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part of the water, especially close to the free surface. These results suggest that the
turbines have a strong inﬂuence on the vertical dispersion of the sediment particles. The
signiﬁcant increase of suspended sediment in the surface layer is clearly visible along a
very long wake, which could cause noticeable changes in sea surface colour and potential
ecological consequences.
6.3.5 Results  regional impacts
This section looks at impacts of the turbine farm on hydrodynamics and suspended
sediment concentration on a regional scale. The study area includes most of the north
coast of Anglesey and coast around Holy island. Analysis features horizontal slices at
the surface, the mid-layer and the bottom of the area, at the three selected phases of
the tide.
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Figure 6.44: Surface elevation changes at the three selected phases of the tide (arrows
imposed to indicate the ﬂow direction).
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Figure 6.44 shows surface elevation changes due to the presence of the device farm at
the three selected phases of the tide, with ﬂow vectors imposed. At HW, the current
ﬂows towards the south-west, the surface elevation around the farm site reduces by
5-15mm. The reduction continues to be observed west of the Skerries and it expands
both southerly and northerly at the west edge of the ﬁgure. Elevation reduction at
this moment is also observed within the Cymyran strait separating Holy island from
Anglesey. Increase of elevation can be seen both further upstream and downstream of
the device farm. Two eddies are observed  one slightly south-west of the farm and
another one oﬀ the west coast of Holy island. Elevation increase is seen at the centres
of these two eddies.
At Slack water, the ﬂow ﬁeld pattern is similar to that at HW, but with a much
smaller ﬂow rate. Surface elevation within the local area of the farm is mostly increased.
A stripe of decreased elevation is seen along the main ﬂow direction at the downstream
of the farm. Further upstream is dominated by increased elevation and the opposite
within the further downstream area. Changes in the Cymyran strait at this phase of
the tide are a mix of increase and decrease. The two eddies are still observed at almost
the same locations, and so are the two hotspots of increased surface elevation.
At LW, the current ﬂows towards the north-east, and in comparison, the surface
elevation change around the farm site is less signiﬁcant. Reduction is observed west of
the Skerries and a large area downstream of the farm, with four hot spots where the
elevation is increased dot about in this region. Changes in the Cymyran strait at this
phase of the tide is again a mix of increase and decrease. Another patch of increased
elevation is found oﬀ the very west point of the Holy island.
In general, the aﬀected area in terms of surface elevation at all three phases of the
tide is very likely to be larger than the region covered by the graphs which is roughly
1540km2. The change is within the range of -25mm to +15mm, which is very slight
compared to the tidal range in this area.
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Flow dynamics
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Figure 6.45: Flow ﬁelds with turbine farm and ﬂow ﬁeld change contours imposed with
velocity vectors and turbine locations at HW. (unit: m/s)
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Figure 6.46: Flow ﬁelds with turbine farm and ﬂow ﬁeld change contours imposed with
velocity vectors and turbine locations at Slack water. (unit: m/s)
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Figure 6.47: Flow ﬁelds with turbine farm and ﬂow ﬁeld change contours imposed with
velocity vectors and turbine locations at LW. (unit: m/s)
Figure 6.45 displays ﬂow ﬁelds at the surface, the mid-layer and the bottom as well
as depth-averaged ﬂow ﬁelds for the case with the turbine farm on the left panel and
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the changes caused by the farm to the ﬂow ﬁelds on the right panel at HW, when the
current is ﬂowing towards the south-west. An eddy is observed oﬀ the west coast of
Anglesey. A strong jet of decelerated ﬂow downstream of the farm is observed at the
surface layer, sandwiched by two jets of accelerated ﬂow, suggesting that the ﬂow is
diverted due to the blockage eﬀect of the farm. The length of the decelerated ﬂow jet
(the wake) is roughly 4.5 km (300D). The accelerated ﬂow jets are also observed in
the depth-averaged ﬂow ﬁeld. They are however much less visible at the mid-layer and
the bottom. The mid-layer shows the maximum decrease of water velocity due to the
strongest Cext it undergoes. The aﬀected area in terms of water velocity is consistent
throughout the water depth and, unlike surface elevation, it mainly follows the ﬂow
direction. Area south to the Holy island also undergoes ﬂow deceleration.
The above-mentioned two panels at Slack water are presented in Figure 6.46. The
eddy observed at HW oﬀ the west coast of Anglesey is still visible. A chaotic pattern
of changes caused by the farm to the ﬂow ﬁeld is observed at the surface layer. The jet
of decelerated ﬂow along the main ﬂow direction is not observed. Changes at the other
two depths are slight, with also chaotic patterns.
Figure 6.47 displays the similar distribution at LW when the current is ﬂowing
towards north-east. Impact of turbine operation on the current is largely ﬂow reduction
around the farm site. The wake at this phase of the tide is slightly shorter with a length
of roughly 3.5 km (230D). Flow diversion is again clearly seen at the surface, but not
the mid-layer and the bottom. The maximum decrease in ﬂow velocity is also found at
the mid-layer for the same reason mentioned above. However, at this particular instant,
the aﬀected area is no longer along the main ﬂow direction. Instead, a much larger area
towards the open sea is under the inﬂuence of the turbine farm.
Turbulence kinetic energy
Figure 6.48 to Figure 6.50 show TKE ﬁelds at the surface, the mid-layer and the bottom
of the case with turbine farm on the left panel and changes due to the implementation
of the farm on the right panel at HW, Slack water and LW, respectively. It can be
seen from the ﬁgures that the impact of the turbines on TKE is very much restricted to
the local area of the device farm. Although the presence of the turbine farm increases
local TKE around the devices from nearly 0 to 0.09 m2/s2 at the mid-layer and causes
less signiﬁcant, but detectable, local TKE enhancement at the other layers, no TKE
changes is detected elsewhere within the investigated region.
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Figure 6.48: TKE ﬁelds with turbine farm and TKE ﬁeld change contours at HW. (unit:
m2/s2)
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Figure 6.49: TKE ﬁelds with turbine farm and TKE ﬁeld change contours at Slack
water. (unit: m2/s2)
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Figure 6.50: TKE ﬁelds with turbine farm and TKE ﬁeld change contours at LW. (unit:
m2/s2)
Surface wave dynamics
Figure 6.51 shows signiﬁcant wave height distribution with the turbine farm on the left
panel and its changes caused by the turbine farm on the right panel at HW, Slack water
and LW, respectively. It can be seen from the ﬁgures that a fairly large area is aﬀected
by the implementation of the turbines, even though the eﬀect is quite small outside the
vicinity of the farm. At HW, when the current is ﬂowing towards the south-west, the
eﬀect at regional scale is mainly a reduction of wave height in both the vicinity and
downstream of the farm. Wave height in the upstream is also slightly reduced. Three
small hotspots of increased wave height are found with far distance from each other. On
the other hand, when the current is ﬂowing towards north-east at LW, apart from the
decreased wave height in the very vicinity of the farm and in the far ﬁeld, wave height
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is found to be increased within a large area downstream of the farm. The dominant
cause of wave height changes, as pointed out in early sections, is very likely to be the
corresponding ﬂow ﬁeld variations which aﬀect surface waves under the wave-current
interaction framework, instead of OBSTACLE. This is supported by the fact that the
wave height change observed during Slack water has a chaotic pattern very similar to
the one of the ﬂow ﬁeld at the surface (see Figure 6.46 (b)).
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Figure 6.51: Signiﬁcant wave height ﬁelds with turbine and signiﬁcant wave height ﬁeld
change contours imposed with wave direction vectors. (unit: m)
Bed shear stress
Figure 6.52 shows bed shear stress distribution with the turbine farm on the left panel
and its changes on the right panel at HW, Slack water and LW respectively. It can be
seen from the ﬁgure that the presence of the turbine farm alters the bed shear stress of
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a large area. This is not surprising as the calculation of bottom shear stress depends
highly on ﬂow velocity and wave height, both of which undergo regional changes due to
the implementation of the turbine farm. However, with the turbine-induced shear stress
enhancement reaching a maximum of about 2.5N/m2 within the device farm, reduction
in bottom shear stress observed outside the turbine farm is relatively small  the most
severe reduction being about 0.3N/m2.
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Figure 6.52: Bottom stress ﬁelds with turbine and bottom stress ﬁeld change contours.
(unit: N/m2)
Suspended sediment transport
Figure 6.53 to Figure 6.55 show suspended sediment concentration ﬁelds at the surface,
the mid-layer and the bottom for the case with the turbine farm on the left panel
and changes due to the implementation of the farm on the right panel at HW, Slack
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water and LW, respectively. An eddy-like pattern is observed oﬀ the west coast of
Anglesey at both HW and Slack water, with suspended sediment concentration generally
higher at HW. The location of the eddy-like pattern agrees with the location of the
eddy observed in Figure 6.45 and Figure 6.46. Changes caused by the turbine farm
to sediment concentration are mainly along the eddy at these two phases of the tide.
At HW, a jet of increased suspended sediment concentration, sandwiched by decreased
sediment concentration, is clearly observed along the eddy at the surface. A similar
pattern is observed at the mid-layer, with the changes being less signiﬁcant. Sediment
concentration in the vicinity of the farm is decreased at the bottom at HW, but with
sediment concentration still increased at the downstream of the eddy. Changes at Slack
water demonstrate similar patterns, but more chaotic. The changes are also generally
less signiﬁcant in comparison.
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Figure 6.53: Suspended sediment concentration ﬁelds with turbine farm and suspended
sediment concentration ﬁeld change contours at HW. (unit: kg/m3)
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Figure 6.54: Suspended sediment concentration ﬁelds with turbine farm and suspended
sediment concentration ﬁeld change contours at Slack water. (unit: kg/m3)
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Figure 6.55: Suspended sediment concentration ﬁelds with turbine farm and suspended
sediment concentration ﬁeld change contours at LW. (unit: kg/m3)
At LW, no eddy-like pattern is observed within the investigated area. Again, in the
vicinity of the farm, sediment concentration is increased at the surface and mid-layer
and is decreased at the bottom. The inﬂuenced area, however, is smaller in comparison
to that at LW. Outside the obvious wake, a patchy pattern of decreased concentration
is observed across the investigated area at the surface and bottom and it is a mix
of increase and decrease at the mid-layer. These changes are, however, very small,
compared to the changes the vicinity of the farm undergoes.
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Figure 6.56: Box for integrating suspended sediment transport rate into and out of the
turbine farm.
Figure 6.57: Time series of suspended sediment transport rate calculated with and
without the turbine farm and changes caused by the turbine farm to suspended sediment
transport rate around the turbine farm.
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Suspended sediment transport ﬂux
This section studies suspended sediment transport ﬂux in and out of the turbine farm.
It is calculated by integrating the transport rate along the edges of a box surrounding
the farm as shown in Figure 6.56. Transport rates on the left, right, top and bottom
lines of the box are calculated separately according to Equation 6.1. The individual
transport rates are then summed up to get the transport ﬂuxes in and out of the box.
Figure 6.57 shows the transport ﬂux around the box under scenarios with and with-
out the device farm. Diﬀerence in transport ﬂux between these two scenarios is also
given in the ﬁgure. Positive and negative values on lines suggest net ﬂux into and out of
the box respectively. In general, the inﬂuence of the particular turbine farm considered
in the present study on suspended sediment transport rate in the vicinity of the farm
is small. Sudden big change in transport ﬂux is observed during the two time periods
highlighted by grey boxes. These two instances also correspond to the large wave height
and High Water shown in Figure 6.21.
Residual sediment transport
This section looks at the impacts of the turbine farm on regional residual sediment
transport pathways. Figure 6.58 (a) shows the residual sediment transport pathways
of the baseline case (no turbine farm) around the Anglesey coast, based on calcula-
tions of suspended sediment and velocity ﬁelds over one tidal cycle from High Water
at 19/05/2006 03:00 to the next High Water as shown in Figure 6.21. One dominant
feature of the sediment transport pathways observed from the ﬁgure is the large resid-
ual sediment transport directed eastwards along the north coast of Anglesey. Similar
sediment transport pathways within this region are documented in earlier researches
[112, 89]. Also, an anti-clockwise eddy-like residual sediment transport is observed in
front of the turbine farm location, which is likely caused by the blockage eﬀect of the
headland opposite the Skerries on the current.
Figure 6.58 (b) gives the changes in residual sediment transport caused by the tur-
bine farm. The impact of the farm is not localized. The large residual sediment trans-
port along the entire north coast of Anglesey observed in the baseline case is reduced
by the inclusion of the turbine farm by 2.3 kg/m/s (3%). The sediment transport is
reduced by a larger extent just oﬀ the coast, east of the headland opposite the Skerries.
The largest reduction in this area is 17.1 kg/m/s (11%). These two observations suggest
that over a long period of time, coastal and oﬀshore geomorphic structures oﬀ the north
coast of Anglesey are under risk of erosion. The residual sediment transport rate west
of the turbine farm is enhanced by 8.8 kg/m/s (10%). This could be attributed to the
blockage eﬀect caused by the turbine farm.
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Figure 6.58: Residual sediment transport pathways around the Anglesey coast.
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Chapter 7
Conclusions and future research
7.1 Introduction
The current study aimed to develop a new model system for investigation of large
scale tidal stream turbine farm impact to the surrounding environment. The three-
dimensional coastal-oceanographic model FVCOM was used as the basis and several
important parameterisations have been implemented in the model system to adapt it
for the intended studies. These parameterisations include application of CFD model
FLUENT with the VBM method to examine details of ﬂow and turbulence character-
istics around an individual turbine device at near ﬁeld scale, together with analysis of
available experimental data for a range of ﬂow conditions. Based on these parameteri-
sations and model simulations, several important ﬁndings were obtained.
7.2 Major Findings
The major ﬁndings of the present study have been listed below:
7.2.1 Model development
• The comparison between the FVCOM calculated results and the data obtained
through laboratory experiments and CFD simulations suggested that calculations
of ﬂow ﬁeld, turbulence ﬁeld, wave height and sediment transport dynamics in
FVCOM needed further modiﬁcation in order to predict the above-mentioned
processes in the wake of a turbine correctly.
Through comparing FVCOM calculated results with laboratory experimental data
and CFD simulations,
• The approaches implemented in the present study, i.e. retarding force for ﬂow
ﬁeld, three additional terms for turbulence ﬁeld and the built-in feature `OB-
STACLE' in SWAN for wave height, can improve the performance of the model
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in predicting hydrodynamics and wave dynamics in the wake of a turbine, given
corresponding coeﬃcients assigned properly.
• Preliminary tests of the additional bottom shear stress term proposed to simulate
impact of tidal turbines on sediment transport suggest that the additional stress
term could potentially be a good way to simulate the initial pick-up of sediment
particles under the presence of turbines. However, further modiﬁcations could
also be required to obtain a correct suspension capability at the far wake.
• The model is sensitive to Cext and Kt in terms of velocity calculation. The sensi-
tivity is observed to be symmetrical. The model's prediction of TKE has similar
sensitivity level to Cext, Ctp, Ctd and Cl. The sensitive responses, however, are
asymmetrical. Suspended sediment concentration is highly sensitive to Cr, then
moderately sensitive to the turbulence modiﬁcation terms. Very small sensitivity
is observed to Cext and Kt.
7.2.2 Physics
• A tidal turbine simulation platform developed based on a wave-current-sediment
fully coupled numerical model is applied to a single turbine ﬂume test. Under
a steady current, despite the fact that the turbine is causing ﬂow deceleration
in the water column, velocity near the bottom is increased, which also leads to
enhancement of bottom shear stress. For the sediment types used in the single
turbine tests, sediment concentration near the bottom responds in opposite ways
to the inclusion of turbines. While sediment concentration near the bottom is
increased in the clear water case, it is decreased in the live bed case due to the
deﬁcit in the sediment pick-up and suspension balance caused by the turbine.
However, in general, the inclusion of a turbine increases sediment concentration
in the upper part of the water.
• Waves and OBSTACLE considered in the single turbine ﬂume test cause a very
small variation to bottom shear stress and sediment transport patterns.
• The tidal turbine simulating platform has also been applied to the Anglesey coast,
NW Wales for a case study. By using a very ﬁne mesh resolution at the turbine
farm site, hydrodynamic features and sediment transport patterns in the near wake
of the turbines are identiﬁed. The particular turbine farm considered in the present
study causes regional impact to free surface elevation. The impact, however, is
generally small (-25mm to +15mm, i.e. ∼ 0.5%) compared to the usual large tidal
range in this area. Thanks to the three-dimensional model used in the present
study, apart from ﬂow deceleration observed at the upper levels of the water and
from the depth-averaged ﬂow ﬁelds, accelerated ﬂow is commonly observed at
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layers near the bottom in the wake, together with enhanced bottom shear stress
within the wake. This result agrees with observations obtained in the laboratory
and results predicted by three-dimensional CFD simulations and is very diﬀerent
from conclusions drawn in work applying two-dimensional models in which bottom
stress was weakened due to decelerated depth-averaged ﬂow (see Section 2.4.3).
The variation in velocity is not localized to the turbine farm, but extended a
distance of up to 4.5 km from the farm. However, impact from the devices on TKE
is very much restricted to the local area of the farm. Wave energy immediately
downstream of the individual turbines is slightly dissipated; this is reﬂected by
the drop in near-wake wave height observed. However, further downstream of the
farm, the dominant factor determining changes in wave height is instead variations
in ﬂow ﬁeld which aﬀect the wave dynamics through the interactive mechanism of
waves and current. The device farm has a strong inﬂuence on the vertical mixing
of suspended sediment in the wake: sediment concentration near the bottom is
reduced yet that near the surface is increased. Regionally, the strong residual
sediment transport directed eastwards along the north coast of Anglesey is found
to be weakened by the device farm, which, in the long run, may put the nearby
coastal and oﬀshore geomorphic structures under risk of erosion.
7.3 Future Research
The present study only starts to look into the potential impacts from a tidal turbine farm
for limited scenarios. There are many limitations that restrict the application of current
ﬁndings to a wider range of natural conditions. The follow-on study can therefore aim
to overcome these limitations and extend and improve the ﬁndings for more realistic
applications in the future. Some general remarks are given in the following list:
• Better representations of turbine.
A three-dimensional extension of retarding force, even though resolves the velocity
proﬁles in the wave very well, still lacks of rotation motion, resulting in under-
predicted turbulent mixing and subsequent suspended sediment transport. Also,
the mechanism of turbine-wave interaction is not fully resolved by the model, but
relies on simple application of OBSTACLE.
• Use higher order turbulence closures.
Higher order turbulence closures, such as Shear Stress Transport (SST) models
or Large Eddy Simulation (LES) model, can lead to better simulation of eddy
shedding.
• Further model sensitivity tests.
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Due to limit in time, sensitivity test on the model in the present study focused
only on limited variables (velocity, TKE and suspended sediment concentration).
Sensitivity tests on more variables and deeper analysis on the sensitive response
mechanism are suggested.
• Turbine-sediment interaction.
Future research can focus on the dynamics of sediment transport under the pres-
ence of the turbine and its representation in numerical models. Further testing
on responses of grains with diﬀerent sizes to the inclusion of turbine is also rec-
ommended.
• Include more physical processes.
Apart from hydrodynamics, wave dynamics and suspended sediment transport,
future work on assessment of changes in bed scour, temperature and salinity struc-
ture and biological system is also possible. Further, bedload sediment transport
is not yet considered in this research due to the reasons mentioned in previous
chapters  it can be included in future studies.
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Appendix A
Nomenclature
%RMSE % Root Mean Square Error
δwc The wave boundary layer thickness
 The phase diﬀerence
ηr The ripple height
κ The von Karman constant
λr The ripple wavelength
ν The kinematic viscosity
ω The wave frequency
ωe The eﬀectivewave frequency
ωr The angular wave frequency
ρ0 The density of water
ρs The density of sediment particles
σ The relative frequency
τ0 The shear stress experienced by sediment particles
τb The bottom shear stress
τr The additional bottom shear stress caused by the rotation of the turbine
τbt The total bottom shear stress
τbx The bottom stress in the x direction
τby The bottom stress in the y direction
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τce The critical erosion stress
τci The critical shear stress of the ith sediment class
τcw The maximum wave-current combined bottom shear stress
τc The current component of the maximum wave-current combined bottom shear
stress
τsx The surface wind stress in the x direction
τsy The surface wind stress in the y direction
τw The wave component of the maximum wave-current combined bottom shear
stress
θ The wave direction
θc The critical Shields parameter
W˜ The wall proximity function
ε The turbulent kinetic energy dissipation rate
~Cg The group velocity vector
~V The ambient water current vector
~V The ﬂow velocity vector
ζ The height of the free surface
A The wave amplitude
AH The horizontal eddy viscosity
B1 A model coeﬃcient B1 = 16.60
c The wave speed
Cσ The wave propagation velocity in frequency space
Cθ The wave propagation velocity in directional space
Cd The drag coeﬃcient
Ci The concentration of the ith sediment class
Cr A coeﬃcient analogue to the drag coeﬃcient
Cext The energy extraction coeﬃcient
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cL,D The lift/drag coeﬃcient
Cl The coeﬃcient of term Pl
Ctd The coeﬃcient of term Ptd
Ctp The coeﬃcient of term Ptp
d The diameter of sediment particles
Di The depositional rate of the ith sediment class
Dir The wave directions
E1 A model coeﬃcient E1 = 1.80
E2 A model coeﬃcient E2 = 1.33
Ei The erosion rate of the ith sediment class
f The Coriolis parameter
Fl The horizontal diﬀusion of the marcroscale
Fq The horizontal diﬀusion of the turbulent kinetic energy
Fu The horizontal momentum term in the x direction
Fv The horizontal momentum term in the y direction
Fbi The fraction of the ith sediment class
FL,D The lift/drag force
g The acceleration due to gravity
H The bottom depth
h The total water column depth
Hs The signiﬁcant wave height
k The wave number
Kh The vertical eddy viscosity
Km The vertical eddy viscosity coeﬃcient
Kq The vertical eddy diﬀusion coeﬃcient of the turbulent kinetic energy
Kt The wave energy transmission coeﬃcient of OBSTACLE
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L The average wave length
l The macroscale
N The wave action density spectrum
n The number of records in the validation data
Nb The number of blades
Pa The air pressure at sea surface
Pb The bottom porosity
Pb The buoyancy production terms of turbulent kinetic energy
PH The hydrostatic pressure
Ps The shear production terms of turbulent kinetic energy
Pl The turbine-induced interference for the turbulence length-scale (l)
Ptd The turbine-induced turbulence dissipation term
Ptp The turbine-induced turbulence generation term
q The non-hydrostatic pressure
q2 The turbulent kinetic energy
Qi The erosive ﬂux of the ith sediment class
qi One record in the validation data
qiest One record in the calculated result
qmax The maximum record in the calculated result
qmin The minimum record in the calculated result
Sh A stability function
Sm A stability function
Stot The source-sink terms
Sxx, Syy, Sxy, Syx, Spx,Spy The radiation stress terms
t Time
Tb The bottom wave period
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Tp The surface wave relative peak period
u The velocity component in the x direction
u∗ The shear velocity
u∗cr The critical shear velocity
Ub The wave bottom orbit velocity
Ur The tip speed of the turbine
u∗cw The friction velocity due to combined waves and current
u∗c The friction velocity due to current
u∗w The friction velocity due to waves
uτb The water friction velocity associated with the bottom
uτs The water friction velocity associated with the surface
ubr The wave-orbital velocity amplitude outside the wave boundary layer
ucr The current velocity at a reference elevation
v The velocity component in the y direction
w The velocity component in the z direction
wi The settling velocity of the ith sediment class
x The east axis in the Cartesian coordinate system
y The north axis in the Cartesian coordinate system
z The vertical axis in the Cartesian coordinate system
z0 The bottom roughness parameter
zr The refernce elevation
z0BF The roughness length associated with bedform
z0N The roughness length associated with grain roughness
z0ST The roughness length associated with sediment transport
zab The reference hight
CFD Computational Fluid Dynamics
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D The diameter of turbine
EMEC European Marine Energy Centre
FVCOM Finite Volume Coastal Ocean Model
HATT Horizontal Axis Tidal Turbine
RITE Roosevelt Island Tidal Energy
SWAN Simulating Waves Nearshore
TEC Tidal Energy Converter
TKE Turbulent Kinetic Energy
TSR Tip Speed Ratio
VATT Vertical Axis Tidal Turbine
VOF The Volume of Fluid method
WBL The wave boundary layer
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