Abstract-We consider the use of lattice codes over Eisenstein integers for implementing a compute-and-forward protocol in wireless networks when channel state information is not available at the transmitter. We prove the existence of a sequence of infinite-dimensional nested lattices over Eisenstein integers where the coarse lattice is simultaneously good for quantization and additive white Gaussian noise (AWGN) channel coding and the fine lattice is good for AWGN channel coding. Using this, we show that the information rates achievable with nested lattice codebooks over Eisenstein integers can be higher than those achievable with nested lattices over integers considered by Nazer and Gastpar in [1] for some set of channel realizations. We also propose a practical coding scheme based on the concatenation of a non-binary low density parity check code with a modulation scheme derived from the ring of Eisenstein integers.
I. INTRODUCTION
Compute-and-forward is a novel relaying paradigm in wireless communications in which relays in a network directly compute or decode functions of signals transmitted from multiple transmitters and forward them to a central destination. One of the most effective ways to implement a compute-and-forward scheme is to use lattice codes at each transmitter. Since a lattice is closed under integer addition, lattice codes are naturally suited to decoding integer linear combinations of transmitted signals.
When channel state information is available at the transmitter, the transmitter can compensate for the channel gains and the relay can decode to the sum of the transmitted signals. Such a scheme can be shown to be optimal for asymptotically large signal-to-noise ratios and has been shown to provide substantial gains over other relaying paradigms such as amplify-and-forward and decode-and-forward [1] , [14] .
In this paper, we consider the case when channel state information is not available at the transmitter. In this case, an effective way to implement a compute-and-forward scheme is to allow the relay to adaptively choose the integer coefficients depending on the channel coefficients. Nazer and Gastpar analyzed such a scheme which uses lattices over integers and derived achievable information rates in [1] . In [2] , Feng, Silva and Kschischang introduce an algebraic framework for designing good lattice codes which allow recovery of linear combinations of transmitted signals over a finite field. They also show that Nazer and Gastpar's scheme in [1] can be seen as a special case of the general framework in [2] .
In this paper, we show that higher information rates than reported in [1] can be achieved by using lattices over Eisenstein integers instead of lattices over integers. The main improvement is a result of the fact that the use of lattices over Eisenstein integers permits the relay to decode a linear combination of the transmitted signals where the coefficients are Eisenstein integers instead of Gaussian integers. In this paper, we prove the existence of a sequence of lattices over Eisenstein integers which are simultaneously good for quantization and additive white Gaussian noise (AWGN) channel coding. Using this result, we construct lattice codes which under lattice decoding provide higher information rates than in [1] for some channel realizations. We also present a practical coding scheme based on the use of low density parity check (LDPC) codes over a prime-sized field and modulation alphabets derived from the ring of Eisenstein integers. This scheme is shown to provide performance close to theoretical limits with practical encoding and decoding complexities. Our proposed scheme also belongs to the general framework introduced by Feng et al.; however, this scheme has not been analyzed in detail in the literature.
A. Notational Convention
Throughout the paper, we use R to denote the field of real numbers, C to denote the field of complex numbers, and F q to denote the finite field of size q. Z, Z[i], and Z[ω] are used to denote the set of integers, Gaussian integers, and Eisenstein integers, respectively. We use underlined variables to denote vectors and boldface uppercase variables to denote matrices, e.g., x and X, respectively. Also, we use superscript H to denote the Hermitian operation, e.g., x H and X H . We define log + (x) max(log(x), 0). For a lattice Λ, let r cov Λ denote the covering radius, r eff Λ denote the effective radius, and ρ cov Λ denote the covering ratio. We refer to lattices over integers as Z-lattices and lattices over Eisenstein integers as Z[ω]-lattices.
II. SYSTEM MODEL
We consider an AWGN network as shown in Fig. 1 
We denote the information vector at the source node S l as w l ∈ F k q . Without loss of generality, we assume that each transmitter l has the same information vector length k. Each transmitter is equipped with an encoder E l : F k q → C n that maps w l to an n-dimensional complex codeword x l = E l (w l ). Each codeword is subject to the power constraint
Due to the superposition nature of the wireless medium (assuming perfect synchronization), each relay m observes
where h ml ∈ C is the channel coefficient between D m and
T denote the vector of channel coefficients to relay m from all the source nodes. We assume that relay m is only required to know the channel coefficient from each transmitter to itself, i.e., h m .
Each relay attempts to recover the linear combination f m (over 
III. COMPUTE-AND-FORWARD WITH LATTICES OVER INTEGERS
A rather naive way to implement this form of network coding is for each relay to decode to w l individually then form f m and forward it through the network. However, a much more efficient implementation would be for relay m to directly decode to f m from y m . Such an approach is commonly referred to as compute-and-forward which was introduced by Nazer and Gastpar in [1] and results in achieving substantially higher rates than other forwarding paradigms such as amplify-and-forward, decode-andforward, compress-and-forward in many situations.
In [1] , Nazer and Gastpar use lattice codes to implement the compute-and-forward paradigm. Since lattices are closed under integer combinations over the complex field, the relays attempt to decode to a linear combination of codewords with integer coefficients. This can then be shown to correspond to decoding linear combinations over the finite field. We briefly discuss how lattice codes are constructed to implement the compute-and-forward paradigm in [1] .
An n-dimensional fine lattice over integers Λ f and an ndimensional coarse lattice over integers Λ nested in Λ f , i.e., Λ ⊆ Λ f , is chosen such that Λ f is good for AWGN channel coding and Λ is simultaneously good for quantization and AWGN channel coding (these concepts will be explained later in the paper). Denote the fundamental voronoi region of Λ as V. The quotient group Λ f /Λ is referred to as a lattice partition [13] . Both Λ and Λ f are scaled such that the second moment of Λ is equal to P/2. Following this, the lattice codebook Λ f ∩ V is constructed.
Source node l partitions its information vector w l ∈ F 2k q , where q is prime, into w 
The relay approximates h m , in some sense, by a Gaussian
L and its goal will be to recover the following:
It proceeds by removing the dithers and scaling the observation with α m and therefore,
where α m is the MMSE scaling coefficient that minimizes the variance of z to the closest lattice points in the fine lattice Λ f modulo the coarse lattice Λ and estimates the following:
where Q denotes the quantization with respect to Λ f . Finally, the relay mapsv 
where 
L are decoded with average probability of error ǫ if
Definition 2 (Computation rate of relay m):
For a given channel coefficient vector h m and equation coefficient vector a m , the computation rate R (h m , a m ) is achievable at relay m if for any ǫ > 0 and n large enough, there exist encoders E 1 , . . . , E L and there exists a decoder G m such that relay m can recover its desired equation with average probability of error ǫ so long as the underlying message rates R 1 , . . . , R L satisfy
(
17) Definition 3 (Computation rate of AWGN network):
, where A is full rank, the achievable computation rate of an AWGN network is defined as
Given H, the maximum achievable computation rate of the network is defined as
In [1] , Nazer and Gastpar show the following theorem using the coding scheme we have described in this section.
Theorem 4 (Nazer and Gastpar):
is achievable.
IV. COMPUTE-AND-FORWARD WITH LATTICES OVER EISENSTEIN INTEGERS
The main result in this section is that for some channel realizations, higher information rates than those in Theorem 4 are achievable. The improved information rate is obtained by considering infinite-dimensional lattice partitions over Eisenstein integers which allow the mth relay to decode a linear combination of the form L l=1 a ml t l , where a ml ∈ Z[ω]. This result is made precise in Theorem 9.
One of the key challenges in proving this achievability result is to show the existence of lattices over Eisenstein integers, also referred as Z[ω]-lattices, that are simultaneously good for quantization and good for AWGN channel coding. In what follows, we first provide some preliminaries on Eisenstein integers and summarize Construction A for Z[ω]-lattices. Afterwards, we show that Z[ω]-lattices which are simultaneously good for quantization and good for AWGN channel coding can be obtained through Construction A. The existence result can then be used to prove Theorem 9. Since Z[ω] quantizes C better than Z[i], on the average (over the channel realizations), higher information rates are achievable by using Z[ω]-lattices compared to using Z-lattices.
A. Preliminaries: Eisenstein Integers
An Eisenstein integer is a complex number of the form = a + bω where a, b ∈ Z and ω = − 1) π is equal to the product of a unit and any natural prime congruent to 2 mod 3. 2) |π| 2 = 3 or |π| 2 is any natural prime congruent to 1 mod 3.
An n-dimensional Z[ω]-lattice can be written in terms of a complex lattice generator matrix B ∈ C n×k :
. The mapping σ can be extended to vectors in a straightforward manner by mapping the elements of the vector componentwise to another vector [5, page 197] . We can now define Construction A for Z[ω]-lattices.
Let π be an Eisenstein prime and q = |π| 2 . Note that q is either a natural prime or the square of a natural prime. Also let k, n be integers such that k ≤ n and let G ∈ F n×k q . One way to obtain a Z[ω]-lattice is to use the following steps called Construction A.
1) Define the discrete codebook C = {x = Gy : y ∈ F k q } where all operations are over F q . Thus,
An example of such a construction with k = 1, n = 1, G = [1], π = 2 − √ 3j and q = 7 is shown in Fig. 2 and Fig. 3 . The labeling of points in Λ C with elements from F 7 is also shown in Fig. 3 . It can be verified that this labeling, i.e., σ is indeed a homomorphism. Given n, k, q, we define an (n, k, q) ensemble as the set of Z[ω]-lattices obtained through Construction A where for each of these lattices, G ij are i.i.d with a uniform distribution over F q . We would like to note that all the (n, k, q) ensembles in this paper are obtained through Construction A.
Theorem 5: A Z[ω]-lattice Λ drawn from an (n, k, q) ensemble, where k ≤ βn for some β < 1 but grows faster than log 2 n and where k, q satisfy
π n r eff n .
• HEX GRID:
n , where π is an Eisenstein prime.
• x * = x mod HEX = x mod Z[ω] n = x − ⌊x⌉ where x ∈ C n and ⌊·⌉ means rounding to the nearest ndimensional Eisenstein integer vector.
• A * = A mod HEX, where A is any set in C n and the mod HEX operation is done elementwise.
i.e., Λ ⊂ HEX GRID.
• Vol(·): Volume of a closed set in C n .
• HEX GRID * : HEX GRID ∩ HEX.
Also, the volume of an n-dimensional HEX is √ 3 2 n ; therefore, the volume of the Voronoi region of Λ is equal to [3, (25) and (26)] should be replaced by (22) and (23), respectively. In order to make sure that we can always find a q as stated in the theorem when n and k grow, we use the result in [10] which states that there always exists a natural prime congruent to 1 mod 3 between integers m and 2m where m > 4. Moreover, since we now have a Z[ω]-lattice, the definition of d in [3, (30) ] should be changed to be half of the largest distance between any two points that lie within the hexagonal cell of an element in HEX GRID. It can be shown that
With these changes and the fact that an n-dimensional complex lattice can be equivalently thought of as a 2n-dimensional real lattice [5, page 54], the theorem can be proven by following the steps in [3, Section IV].
Corollary 6: A Z[ω]-lattice Λ drawn from an (n, k, q) ensemble, where k ≤ βn for some β < 1 but grows faster than log 2 n and where k, q satisfy (22) and (23) is good for quantization, i.e.,
in probability as n → ∞, where
is the normalized second moment of Λ.
Proof: It was shown in [6] that a lattice ensemble which is good for covering is necessarily good for quantization. Thus from theorem 5, the result follows.
Theorem 7: A Z[ω]-lattice Λ drawn from a (n, k, q) ensemble where k ≤ βn for some β < 1 where q, k satisfy equations (22) and (23), is good for channel coding, i.e.,
with probability tending to 1 as n → ∞ under the condition that r eff Λ > r z . Proof: We choose the same sequence of Z[ω]-lattices which have been shown to be good for covering and scale them by γ in order to keep the volume of the fundamental Voronoi region constant as in [11] . The proof techniques used in proving this theorem are very similar to those in [11] ; hence, once again, we only point out the main differences. Similar to the proof for Theorem 5, we consider everything in C n . Now that we consider lattices over Eisenstein integers obtained through Construction A, the volume of the fundamental Voronoi region of these lattices scaled by γ should be modified from [11, (4) ] to
and [11, (10) ] becomes
where the approximation becomes exact in the limit γ → 0 and γ q → ∞. With this modification, one can show that Minkowski-Hlawka Theorem holds for our construction of Z[ω]-lattices. Then, the theorem can be proven by following the same steps that lead to [11, Theorem 6] . Theorem 8: A Z[ω]-lattice Λ drawn from the (n, k, q) ensemble , where k ≤ βn for some β < 1 but grows faster than log 2 n and where k, q satisfy (22) and (23), is simultaneously good for quantization and good for AWGN channel coding in probability as n → ∞.
Proof: The result follows from combining corollary 6 and theorem 7. Now, we are ready to state the main theorem in the paper.
Theorem 9:
At relay m, given h m and a m , a computation rate of
where
is chosen such that Λ f is good for AWGN channel coding and Λ is simultaneously good for quantization and AWGN channel coding. Denote the fundamental voronoi region of Λ as V. Both Λ and Λ f are scaled such that the second moment of Λ is equal to P . Following this, the lattice codebook Λ f ∩ V is constructed.
Source node l maps its information vector w l ∈ F k q , where q = |π| 2 and π is an Eisenstein prime, to a lattice codeword t l ∈ Λ f ∩ V, respectively, via a bijective mapping φ, i.e., φ (w l ) = t l . It then constructs a dither vector d l , which is uniformly distributed within V and subtracts this dither vector from the lattice codeword t l and transmits the following:
Given a channel coefficient vector h m ∈ C L , relay m observes
The relay approximates h m , in some sense, by an Eisenstein integer vector a m ∈ Z[ω] L and its goal will be to recover the following:
where α m is the MMSE scaling coefficient that minimizes the variance of z eq,m . The relay quantizesỹ m to the closest lattice point in the fine lattice Λ f modulo the coarse lattice Λ and estimates the following:
where Q denotes the quantization with respect to Λ f . Finally, the relay mapsv m tof m via φ −1 :
where b ml = σ (a ml ) and σ is the ring homomorphism mentioned in Section IV-B. Note that due to dithering, z eq,m in (35) is uncorrelated with the x l 's. Furthermore since Λ is good for quantization, the density of z eq,m can be upper bounded (times a constant) by a zero-mean Gaussian with a variance that approaches
. The remaining steps of the proof would then be identical to the steps in the proof of Theorem 5 in [1] .
C. Numerical Results
In this section, we present some numerical results on the achievable computation rates with Z[ω]-lattices and compare them to the maximum achievable rates with Z-lattices. We consider the case of L = 2 transmitters and there is M = 1 relay. For a given channel coefficient vector h, let R E (h) and R G (h), denote the maximum achievable rate using Z[ω]-lattices and Z-lattices, respectively, i.e.,
and
We fix h 1 = 1 and choose Fig. 4 , we plot the region where
For a total of 1681 realizations considered, R E > R G for 887 channel realizations, R E < R G for 422 channel realizations, and R E = R G for 372 channel realizations. As expected, Z[ω]-lattices attain a greater maximum achievable rate when h 2 is closer to an Eisenstein integer and similarly, Z-lattices attain a greater maximum achievable rate when h 1 is closer to a Gaussian integer. If h 2 is closer to a complex number which can be expressed as both an Eisenstein integer and a Gaussian integer, then both schemes attain the same maximum achievable rate.
In Fig. 5 , we plot the outage probability with Z[ω]-lattices and Z-lattices as a function of SNR. We choose the target rate to be 1.4 bits/symbol and let In this section, we consider the design of a practical coding scheme for compute and forward using LDPC codes over F q and constellations obtained as lattice partitions over Z [ω] . We show that these schemes can approach, and for some channel realizations, exceed the achievable computation rates in (20) or (31). In contrast to practically implementable lattice coding schemes that are available in the existing literature such as low density lattice codes [7] and signal codes [8] , the proposed coding scheme enables us to separately improve the coding gain and shaping gain, thus resulting in increased computation rates.
A schematic of the proposed encoder and decoder is shown in Fig. 6 . Let u 1 , u 2 ∈ F k q where q = |π| 2 and π is an Eisenstein prime. Each source node uses a (n, k) linear code C over F q in order to encode u 1 , u 2 to c 1 , c 2 , respectively. Then, define the constellation
and there is a bijective mapping σ : φ → F q . We would like to note that a similar mapping
Fig. 6. Encoder and decoder for proposed scheme was used in [2] . Finally, the transmitters map their codeword components c
2 to the corresponding constellation points x
2 ), respectively and transmit x 1 , x 1 ∈ C n through the channel. Note that φ is simply used as a modulation scheme for our codeword components.
The relay observes
and due to its knowledge of h 1 , h 2 , it can compute the modified constellation in each dimension as φ = h 1 φ h 2 φ where denotes the direct sum. Hence,
n . Suppose that the relay chooses equation coefficients
We can now think of the MAC channel as an equivalent point-to-point channel in the following way. The information that is transmitted is b 1 u 1 ⊕ b 2 u 2 which is encoded to the codeword b 1 c 1 ⊕ b 2 c 2 . Then, each component of b 1 c 1 ⊕ b 2 c 2 , which we denote as b 1 c
2 ), and transmitted over the AWGN channel where the relay observes y 1 in (40).
Given b 1 , b 2 and the variance of z 1 , namely θ 2 , the relay first implements an optimal soft-output demodulator which computes the a posteriori probabilities given by
for all j ∈ F q and for each codeword dimension i. Then, the relay decodes to
Note that the relay does not take into account that c 1 and c 2 are valid codewords. Instead, it attempts directly to decode to a valid codewordĉ which is an estimate of b 1 c 1 ⊕ b 1 c 2 .
A. Achievable Computation Rate
A natural question to ask is what information rates can be achieved with the decoder considered when random linear block codes over F q are used. For notational simplicity, we shall introduce the random variablesC and Y which are defined asC = b 1 c
have a uniform distribution over F q and therefore, so doesC. Hence I(C; Y ) corresponding to the uniform input distribution is achievable. Although obtaining a closed form solution of this achievable rate is not an easy task, it can be approximated quite accurately using Monte-Carlo methods.
B. Compute-and-Forward with LDPC codes
In order to approach to the achievable rate I(C, Y ) arbitrarily closely, the linear code C can be chosen as a (n, k) LDPC code over F q where n → ∞. A message passing algorithm can be used for decoding as follows. First, b 1 , b 2 are chosen such that I(C; Y ) is maximized. Then, the algorithm is initialized at the variable nodes by computing the q dimensional posterior probability vector p(ĉ (i) = j y
) for all j ∈ F q , where p(
) is the same as (41), for each variable node (i) and sent to the check nodes. Once the initialization is completed, the remaining steps would be identical to the message passing algorithm for decoding any (n, k) non-binary LDPC code over F q .
The main advantage of using our proposed scheme is that the shaping gain and coding gain have been completely separated. The coding gain is related entirely with the performance of the linear code that we use and the shaping gain is determined by the constellation which each codeword component is mapped to. Furthermore, since an optimal soft-output demodulator is used, the self-interference is not combined with the noise. Therefore, the performance of the decoder is more robust to self-interference and, hence, this decoder can perform better than the lattice decoder considered in [1] .
VI. SIMULATION RESULTS
The proposed scheme defined in section V was implemented with the following parameters. The partition
is used to define our constellation φ where |φ| = |2 − √ 3j| 2 = 7. Then a length 10000 LDPC code with variable node degree distribution Λ(x) = 0.5x 2 + 0.3x 3 + 0.15x 4 + 0.05x 10 and check node degree of 6, resulting in a rate 1/2 code, is built over F 7 . We map each component of the LDPC codewords to an element in φ according the mapping σ, which was defined in section IV-B. The channel coefficients are set to be h 1 = −1.17+2.15j and h 2 = 1.25 − 1.53j which are the same channel coefficients used in [2] .
It can be observed from Fig. 7 that for this channel realization and SNR of -3.44 dB, the coding schemes in Sections III and IV achieve the same computation rate which is 1.4037 bits/symbol. An SNR of -2.61 dB was required to achieve the same computation rate using our proposed scheme in Section V and at an SNR of -1.9 dB, the LDPC code was able to decode with a symbol error rate of 10 −5 . In Fig. 8 , results are shown for a different channel realization, namely h 1 = 1.7993 + 0.5463j h 2 = 0.5671 + 1.8423i. For this channel realization, we have used the lattice partition Z[ω]/(4 + √ 3j)Z[ω] to define our constellation φ with |φ| = |4 + √ 3j| 2 = 19. Once again, we use a length 10000 LDPC code, with the same variable node degree distribution as the previous case but this time with check node degree 15 resulting in a rate 4/5 code, is built over F 19 . Once again, the mapping σ is used to map each component of the LDPC codewords to an element in φ. It can be observed from Fig. 8 that for this channel realization, the coding scheme in Section IV has a significant advantage over the coding scheme in Section III, i.e., it requires an SNR of 4.53 dB in order to achieve a computation rate of 3.39 bits/symbol, whereas the coding scheme in Section III requires an SNR of 11.86 dB to achieve the same rate. An SNR of 5.86 dB was required to achieve the same rate using our proposed scheme in Section V and at an SNR of 6.63 dB, the LDPC code was able to decode with a symbol error rate of 10 −5 .
VII. CONCLUSION
In this paper, we have showed the existence of lattices over Eisenstein integers that are simultaneously good for quantization and good for AWGN channel coding. These lattices were then used to generate lattice partitions over Eisenstein integers for compute-and-forward. The proposed lattice partitions enable the relays to decode to linear combinations of lattice points with Eisenstein integer coefficients. Numerical results suggested that on average, our proposed scheme achieves higher rates than that in [1] . We have also proposed a coding scheme where a linear code is used for channel coding and a constellation generated from the proposed lattice partitions (with a small dimension) is adopted for modulation. This separation has allowed us to keep the constellation size small so that optimal demodulation is feasible. The proposed decoder is not limited by selfinterference unlike the lattice decoder that is analyzed in [1] . A more detailed study of this left for future work.
