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ON TREES WITH REAL ROOTED INDEPENDENCE
POLYNOMIAL
FERENC BENCS
Abstract. The independence polynomial of a graph G is
I(G, x) =
∑
k≥0
ik(G)x
k,
where ik(G) denotes the number of independent sets of G of size k (note
that i0(G) = 1). In this paper we show a new method to prove real-
rootedness of the independence polynomials of certain families of trees.
In particular we will give a new proof of the real-rootedness of the inde-
pendence polynomials of centipedes (Zhu’s theorem), caterpillars (Wang
and Zhu’s theorem), and we will prove a conjecture of Galvin and Hilyard
about the real-rootedness of the independence polynomial of the so-called
Fibonacci trees.
1. Introduction
The independence polynomial of a graph G is
I(G,x) =
∑
k≥0
ik(G)x
k,
where ik(G) denotes the number of independent sets of G of size k (note that
i0(G) = 1). In this paper we study the independence polynomials of trees. For
trees, it is a well known conjecture that the sequence (ik(T ))k≥0 is unimodal.
Recall that a sequence (bk)
n
k=0 is unimodal ([7]), if there exists an index k, such
that
b0 ≤ b1 ≤ · · · ≤ bk−1 ≤ bk ≥ bk+1 ≥ · · · ≥ bn.
A stronger property for positive sequences is the so called log-concavity: for any
0 < i < n we have b2i ≥ bi−1bi+1. An even stronger property is the real-rootedness
of the polynomial p(x) =
∑n
i=0 bix
i (any complex zero of the polynomial is real).
This prompted many mathematicians to study trees with real-rooted independence
polynomials. In this paper we show a general method to construct such trees or
prove real-rootedness.
In particular we will give a new proof for real-rootedness of the independence
polynomials of certain families of trees, which includes centipedes (Zhu’s theorem,
see [12]), caterpillars (Wang and Zhu’s theorem, see [9]), and we will prove a
conjecture of Galvin and Hilyard about the real-rootedness of the independence
polynomial of the Fibonacci trees (Conj. 6.1. of [3]).
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(a) The centipede
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(b) The caterpillar
r4
r3
r2
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(c) The first 5 Fibonacci trees
Figure 1. Some families of trees
Recall that the n-centipede Wn is a graph (Fig. 1a), such that we take a path
on n vertices and we hang 1 pendant edge from each vertex of it. Similarly the n-
caterpillar Hn is the graph (Fig. 1b) obtained by taking a path on n vertices and by
hanging 2 pendant edges from each vertex of it. The Fibonacci trees were defined
by Wagner [8] as follows (Fig. 1c): let F0 = K1 and F1 = K2 with roots r0 ∈ V (F0)
and r1 ∈ V (F1). Then for n ≥ 2 the nth Fibonacci tree Fn is obtained from the
disjoint union of Fn−1, Fn−2 and a new vertex, labeled by rn and connecting rn to
the roots of Fn−1 and Fn−2. Define rn as the root of Fn.
1.1. Methods and motivations. To motivate our method we will use certain
results from the theory of matching polynomials. Recall that the matching poly-
nomial of a graph G is defined as:
µ(G,x) =
∑
k=0
(−1)kmk(G)x
n−2k,
where mk(G) is the number of matchings with k edges (note that m0(G) = 1).
One of the best known theorems about matching polynomials is that for any finite
graph G and u ∈ V (G) there exists a rooted tree (T, r), such that
µ(G− u, x)
µ(G,x)
=
µ(T − r, x)
µ(T, x)
(1.1)
A well-known construction for T is the path-tree [4] (a.k.a. Godsil tree), which
is the tree on paths of G starting from u, and the edges are the strict inclusions.
(For an example see Figure 2.)
In this paper we will prove an ”independence version” of this theorem through a
quite similar construction. More precisely, we will show that there exists a rooted
tree (T ′, r), such that
I(G− u, x)
I(G,x)
=
I(T ′ − r, x)
I(T ′, x)
.
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(a) A graph G with labeled vertices.
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(b) Path tree of G from vertex 1. The
labels of the vertices denote endpoints of
paths.
Figure 2. A graph with its path tree.
We will call the constructed tree a stable-path tree. This construction already
appeared in in the work of Scott and Sokal (see [6]) and variant of this construction
in the work of Weitz (see [10]). We will see that the key property of a stable-path
tree is that its independence polynomial is a product of independence polynomials
of some induced subgraphs of G.
Chudnovsky and Seymour showed that the independence polynomial of any
claw-free graph is real-rooted (see [2]). Since any induced subgraph of a claw-free
graph is also claw-free, this enables us to conclude that any stable-path tree of
a claw-free graph has real-rooted independence polynomial. In section 3 we will
construct claw-free graphs such that their stable-path trees will be n-centipedes,
n-caterpillars and Fibonacci trees. In the same section we will give further appli-
cations of this method.
1.2. Notation. We denote the vertex set and edge set of a graph G by V (G)
and E(G), respectively. Let NG(u) denote the set of neighbours of the vertex u
and d(u) the degree of the vertex u. Let NG[u] = NG(u) ∪ {u} denote the closed
neighbourhood of the vertex u. If it is clear from the context, then we will write
N(u) and N [u] instead of NG(u) and NG[u]. Let G− v denote the graph obtained
from G by deleting the vertex v. If S ⊆ V (G), then G[S] denotes the induced
subgraph of G on the vertex set S, and G− S denotes G[V (G) − S].
1.3. This paper is organized as follows: in the next section we will define
stable-path trees of graphs, and we will prove some properties of it. In the last sec-
tion we will prove real-rootedness of independence polynomials of certain graphs.
2. Tree of stable paths
In this section we will give two variants of the definition of the stable-path tree,
where the first one is a special case of the latter one. For the applications it is
enough to get familiar with the first definition. But first let us recall the following
properties of the independence polynomial, which we will use intensively in the
proofs. For proof see [5].
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Lemma 2.1. Let G be a graph with connected components G1, . . . , Gk, and let
u ∈ V (G) be a fixed vertex. Then
I(G,x) = I(G− u, x) + xI(G−NG[u], x)
I(G,x) =
k∏
i=1
I(Gi, x)
Definition 2.2 (Tree of stable paths). Let G be a graph, where we have a total
ordering ≺ on V (G) and let u ∈ V (G) fixed. Then we define a tree (T<G,u, u¯) as
follows. Let us denote by N(u) = {u1 ≺ · · · ≺ ud}, and let
Gi = G[V (G) \ {u, u1, v2, . . . , ui−1}]
(T i, ri) = (T<Gi,ui , u¯i),
where we take the induced ordering of the vertices on V (Gi) for 1 ≤ i ≤ d. Consider
the disjoint unions of T i with roots ri and a new vertex with label u¯, and add edges
(u¯, ri) for 1 ≤ i ≤ d. In this way we gain a tree T<G,u and let u¯ be the root of this
tree. See an example in Fig 3.
1 2
3
5
4
(a) A graph G with labeled vertices.
1 2
3
5
4 3
5
4
(b) The graph T<G,1. The labels of the
vertices denote endpoints of stable-paths.
Figure 3. A graph with its stable-path tree. The ordering
on the vertices of G is induced by its labeling
Theorem 2.3. Let G be a graph, u ∈ V (G). Then for T = T<G,u we have that
I(G− u, x)
I(G,x)
=
I(T − u, x)
I(T, x)
,
Proof. We will prove the statement by induction on the number of vertices of G. If
G has exactly one vertex, then T<G,u is constructed to be a graph with one vertex.
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Let N(u) = {u1 ≺ · · · ≺ ud}, and then let G
i = G[V (G) \ {u, u1, v2, . . . , ui−1}]
and (T i, ri) = (TGi,ui , u¯i) for 1 ≤ i ≤ d as in the definition. Then
I(G,x)
I(G − u, x)
=
I(G− u, x) + xI(G−N [u], x)
I(G− u, x)
= 1 +
xI(G−N [u], x)
I(G− u, x)
=
= 1 + x
I(G− u− u1, x)I(G − u− {u1, u2}, x) . . . I(G− u− {u1, . . . , uk}, x)
I(G− u, x)I(G − u− u1) . . . I(G− u− {u1, . . . , uk−1})
=
= 1 + x
I(G1 − u1, x)
I(G1, x)
I(G2 − u2, x)
I(G2, x)
. . .
I(Gd − ud, x)
I(Gd, x)
=
= 1 + x
I(T 1 − r1, x)
I(T 1, x)
I(T 2 − r2, x)
I(T 2, x)
. . .
I(T d − rd, x)
I(T d, x)
=
=
I(T − r, x) + xI(T −N [r], x)
I(T − r, x)
=
I(T, x)
I(T − r, x)
.

We would like to remark that in all applications it will be enough to use this
definition, however, for the completeness we will give a a more general form.
The following construction already appeared in the work of Scott and Sokal (see
[6]), where they called the this tree as pruned SAW-tree.
Definition 2.4 (Tree of σ-stable paths). Let Pu be the set of paths from u in G,
and let
AG,u = {(P, e) ∈ Pu × E(G) | P = (v0, . . . , vk), vk ∈ e}.
A function σ : AG,u → R is called deep decision if it satisfies that whenever
(P, e), (P, f) ∈ AG,u and σ(P, e) = σ(P, f), then e = f . Then a path P =
(v0, v1, . . . , vk) from u is σ-stable, if whenever (vi, vj) ∈ E(G) and i + 1 < j,
then σ(P ′, (vi, vi+1)) < σ(P
′, (vi, vj)), where P
′ = (v0, . . . , vi) is a subpath. If the
path P = (u, v1, . . . , vk) is stable with respect to σ, then P
′ = (u, v1, . . . , vk−1) is
also stable with respect to σ.
Let T σG,u be a tree, whose vertices are the σ-stable paths from u, and the edges
correspond to the strict inclusion. In that tree the path (u) (with length 0) appears,
which we will denote by u.
To see the relation between the two definitions, let us assume, that G has a
total ordering on its vertices, so we may assume, that (V (G),≺) = ({1, . . . , n}, <).
Then for a (P, e) ∈ AG,u, such that P = (u, v1, . . . , vk) and e = (vk, vk+1) let
σ(P, e) = vk+1. Then it is easy to check that T
σ
G,u = T
<
G,u. Indeed the second
definition is a generalization of the first one.
For the completeness we will prove Theorem 2.3 also for the generalized σ-stable-
path tree.
Theorem 2.5. Let G be a graph, u ∈ V (G) and let σ : AG,u → R be a deep
decision. Then for T = T σG,u we have that
I(G− u, x)
I(G,x)
=
I(T − u, x)
I(T, x)
,
Proof. We will prove the statement by induction on the number of vertices. If G
has exactly one vertex, then T σ(G,u) is constructed to be a graph with one vertex.
Furthermore we may assume that G is connected, since if G1, . . . , Gk are the
connected components of G, where u ∈ V (G1), then by using the multiplicity of
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the independence polynomial, we have:
I(G− u, x)
I(G,x)
=
I(G1 − u, x)I(G2, x) . . . I(Gk, x)
I(G1, x)I(G2, x) . . . I(Gk, x)
=
I(G1 − u, x)
I(G1, x)
.
and by AG,u = AG1,u we have that T
σ(G1, u) = T
σ(G,u), which is the appropriate
tree.
For the rest assume that G is connected. Then let N(u) = {u1, . . . , ud} in such
a way, such that σ(u, (u, ui)) < σ(u, (u, uj)), whenever 1 ≤ i < j ≤ d. Then for
any 1 ≤ i ≤ d and for any (P, e) ∈ AG−{u,u1,...,ui−1},ui let σi be defined as follows
(where P = (ui, v1, . . . , vk)):
σi(P, e) = σ((u, ui, v1, . . . vk), e).
Then
I(G,x)
I(G − u, x)
=
I(G− u, x) + xI(G−N [u], x)
I(G− u, x)
= 1 +
xI(G−N [u], x)
I(G− u, x)
=
= 1 + x
I(G− u− u1, x)I(G − u− {u1, u2}, x) . . . I(G− u− {u1, . . . , ud}, x)
I(G− u, x)I(G − u− u1) . . . I(G − u− {u1, . . . , ud−1})
=
= 1 + x
I(G− u− u1, x)
I(G− u, x)
I(G− u− {u1, u2}, x)
I(G− u− u1)
. . .
I(G− u− {u1, . . . , ud}, x)
I(G− u− {u1, . . . , ud−1})
=
= 1 + x
I(T σ1G−u,u1 − u1, x)
I(T σ1G−u,u1 , x)
I(T σ2G−u−u1,u2 − u2, x)
I(T σ2G−u−u1,u2 , x)
. . .
I(T σdG−u−{u1...ud−1},ud − ud, x)
I(T σdG−u−{u1...ud−1},dk , x)
=
=
I(T, x)
I(T − r, x)
,
where T is a tree that is obtained from a star with k leaves, whose root is r, and
the ith leaf is glued to the root of T σiG−u−{u1...ui−1},ui . On the other hand this T
is isomorphic to T σG,u, since any σ-stable path P = (u, ui, v1, . . . , vk) (specially if
1 ≤ j < i, then uj /∈ {v1, . . . , vk}) the path P
′ = (ui, v1, . . . , vk) is σi-stable. And
for any σi-stable path P
′ = (ui, v1, . . . , vk) is a P = (u, ui, v1, . . . , vk) σ-stable
path. So
I(T − r, x)
I(T, x)
=
I(T σG,u − u, x)
I(T σG,u, x)

We would like to remark that Weitz’s construction of the self-avoiding path tree
is a special case of the previously defined stable-path tree of a deep decision. Let
φ : E(G) → {1, . . . ,m} bijection, where m = |E(G)|. Then for a (P, e) ∈ AG,u let
σ(P, e) = φ(e). Then T σG,u is the Weitz-tree.
Remark 2.6. Observe that if we have a deep decision for a connected graph,
then we can perform the DFS-algorithm with respect to σ, in the following way.
Whenever we arrive into the vertex v along the path P and there is an unvisited
neighbor of v, then we will move to that unvisited vertex w for which σ(P, (v,w))
is the smallest.
Formally, let us assume, that there is a given connected graph G, u ∈ V (G)
and a σ deep decision from u. Then one can construct a spanning tree FG,u,σ (call
as σ-DFS tree of G) as follows. Let G1, . . . , Gk be a the connected components
of G − u, ui = argminv∈V (Gi)∩NG(u)(σ(u, (u, v))) for 1 ≤ i ≤ k and the functions
σi : AGi,ui → R are
σi((ui, v1, . . . , vk), e) = σ((u, ui, v1, . . . , vk), e).
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Then we gain FG,u,σ as we take the disjoint union of FGi,ui,σi for 1 ≤ i ≤ k and
we connect a new vertex called u with ui for 1 ≤ i ≤ k.
By induction we can prove the following properties of a stable-path tree.
Proposition 2.7. Let G be a connected graph, u ∈ V (G), σ a deep decision, and
let F be a σ-DFS tree. Denote by F the set of paths from u in F (they are σ-stable
paths). Then
(1) there exists a sequence G1, . . . , Gk of induced subgraphs of G, such that
I(T σG,u, x) = I(G,x)I(G1, x) . . . I(Gk, x),
(2) and
I(G,x) =
I(T σG,u)
I(T σG,u − F, x)
.
Proof. We will prove the first part by induction on the number of vertices of G.
The proof of the second part goes similarly. From the proof of the previous theorem
(and with its notations) we know that
I(T σG,u, x) =
I(G,x)
I(G− u, x)
I(T σG,u − u, x) =
=
I(G,x)
I(G− u, x)
I(T σ1G−u,u1 , x)I(T
σ2
G−{u,u1},u2
, x) . . . I(T σdG−{u,u1,...ud−1},ud , x) =
=
I(G,x)
I(G− u, x)
d∏
i=1
li∏
j=0
I(Gij , x),
where Gi0 is the connected component of G− {u, u1, . . . , ui−1}, which contains ui;
and each Gij is an induced subgraph of G
i
0. So each G
i
j is an induced subgraph of
G. Let {H1, . . . ,Ht} the set of connected components of G− u, and
I = { min
ui∈V (Hj)
(i) | 1 ≤ j ≤ t}.
By definition of I we have that the set {Gi0 | i ∈ I} is the set of connected
components of G− u. This implies that the product
∏
i∈I I(G
i
0, x) = I(G− u, x),
therefore
I(T σG,u, x) = I(G,x)
∏
i∈I′
I(Gi0, x)
d∏
i=1
li∏
j=1
I(Gij , x),(2.1)
where I ′ = {1, . . . , d} \ I. 
Remark 2.8. Sometimes, it is useful to follow the induction to determine explicitly
the multiplicites of the subgraphs occuring in the formula (2.1).
3. Applications of stable-path tree
In this section we will present various applications of the following corollary of
Proposition 2.7:
Corollary 3.1. Let G be a graph, v ∈ V (G), and let σ be a deep decision. If G is a
claw-free graph, then I(T σG,u, x) is real-rooted. Moreover I(G,x) divides I(T
σ
G,u, x).
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Proof. Assume that G is a claw-free graph. Then by Proposition 2.7 we have a
sequence of induced subgraphs G1, . . . , Gk of G, such that
I(T σG,u) = I(G,x)
k∏
i=1
I(Gi, x).
Since each Gi is an induced subgraph of a claw-free graph, therefore it is also
claw-free. Then by the result of Chudnovsky and Seymour, Thm. 1.1. of [2], we
have that each polynomial I(Gi, x) and the polynomial I(G,x) are real-rooted, so
their product is also real rooted. 
In this section will show some applications of this corollary. In all applications,
of Corollary 3.1 the vertices of G will be labelled by integers. This labeling will
induce a total order on the vertices in the most natural way, the order of two
vertices will be the order of their labels.
3.1. Trees with real-rooted independence polynomial. In this subsection we
will show that some families of trees have real-rooted independence polynomials.
Definition 3.2. Let us recall that, the n-centipede Wn is a graph such that we
take a path on n vertices and we hang 1 pendant edge from each vertex of it.
The n-caterpillar Hn is a graph such that we take a path on n vertices and we
hang 2 pendant edges from each vertex of it.
The Fibonacci tree F0 = K1 and F1 = K2 with roots r0 ∈ V (F0) and r1 ∈ V (F1).
Then for n ≥ 2 the nth Fibonacci tree Fn is obtained from the disjoint union of
Fn−1, Fn−2 and a new vertex, labeled as rn, and connecting rn to the roots of
Fn−1 and Fn−2. Define rn as the root of Fn.
The proof of the real-rootedness of the independence polynomial of Wn was in
[12], then a unified proof for Wn and Hn appeared in [9]. The statement for Fn
was verified in [3] for n ≤ 22, and conjectured for arbitrary n. Our proofs will
follow the following strategy: for each mentioned T tree we will define a claw-free
graph G˜ with integer labels, such that the stable-path tree of G˜ from one of its
vertex will be isomorphic to T .
Proposition 3.3. For any n, the independence polynomial of Wn is real-rooted,
hence log-concave and unimodal.
Proof. Let W˜n be a graph (Fig. 4), such that we take a path on {1, . . . , n} and we
attach a triangle to every (2k + 1)th edge of the path. If n is odd, then we attach
a pendant edge to n. Also label all the new vertices by numbers bigger than n.
. . .
1 2 3 n− 2 n− 14
n+ 1 n+ 3
n
2n− 1
(a) The graph W˜n, when n is even
. . .
1 2 3 n− 2 n− 14
n+ 1 n+ 3
n
2n− 2 2n
(b) The graph W˜n, when n is odd
Figure 4. The graph family W˜n
These graphs are claw-free, and
T<
W˜n,1
∼= Wn.
Therefore by Corollary 3.1 we have the desired statement. 
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Proposition 3.4. For any n, the independence polynomial of Hn are real-rooted,
hence log-concave and unimodal.
Proof. Let H˜n be a graph (Fig. 5), such that we take a path on {0, . . . , n+1} and
we attach a triangle to each edge, which is not the first or the last. Also label all
the new vertices with numbers bigger than n.
. . .
0 1 2 n− 1 n3 n+ 1
n+ 2 n+ 3 2n
Figure 5. The graph H˜n
These graphs are claw-free, and
T<
H˜n,0
∼= Hn.
Therefore by Corollary 3.1 we have the desired statement. 
Proposition 3.5. For any n, the independence polynomial of Fn are real-rooted,
hence log-concave and unimodal.
Proof. Let F˜n be a graph (Fig. 6), such that we take the set {0, . . . , n− 1} and we
connect i and j if 0 < |i− j| ≤ 2.
. . .
0 1 2 n− 3 n− 23 n− 1
Figure 6. The graph F˜n
These graphs are claw-free, and
T<
F˜n,0
∼= Fn.
Therefore by Corollary 3.1 we have the desired statement. 
Remark 3.6. If someone carefully examine the formula (2.1), then one might get
the following identities:
I(Wn, x) = I(W˜n)(1 + x)
⌊n/2⌋,
I(Hn, x) = I(H˜n)(1 + x)
n−2,
I(Fn, x) =
n∏
k=0
I(F˜k, x)
fn−k ,
where f0 = 1, f1 = 0 and fn = fn−1 + fn−2 for n ≥ 1.
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3.2. Some real-rooted graph families. In this subsection we show another ap-
proach to verify real-rootedness of independence polynomials of some graphs. The
idea is that for a graph G we construct a stable-path tree T , which is real-rooted.
Then by Corollary 3.1 we know that I(G,x) divides I(T, x), so it means that
I(G,x) is also real-rooted.
Definition 3.7. Let us define the following graph families.
The nth apple graph An is a graph (Fig. 7a), such that we take a path on
{1, . . . , n}, and we add the edge (2, n).
The n-sunlet graph Nn is a graph (Fig. 7b), such that we take a cycle on
{1, . . . , n}, and we attach a new vertex to each vertex of the cycle. Also label all
the new vertices with numbers bigger than n.
Let Mn be a graph (Fig. 8), such that we take a path on {1, . . . , n}, and we
attach 2 triangles to any 2k + 1th edge of the path. If n is odd, then we attach 2
pendant edges to n. For the new vertices choose different numbers greater than n
as labels.
. . .
1 2 3 n− 2 n− 14 n
(a) The apple graph (An)
. . .
(b) The sunlet graph (Nn)
Figure 7. Some graph families
. . .
(a) The graph Mn, when n is even
. . .
(b) The graph Mn, when n is odd
Figure 8. The graph family Mn
A proof for real-rootedness of the independence polynomial of Mn and Nn was
given in [9].
Proposition 3.8. For any n, the independence polynomial of Mn is real-rooted,
hence log-concave and unimodal.
Proof. By Proposition 3.4 we have that Hn has real-rooted independence polyno-
mial. However we can see that
T<Mn,1
∼= Hn.
By Corollary 3.1 we know that I(Mn, x) divides I(Hn, x), which implies, that
I(Mn, x) is real-rooted polynomial. 
Proposition 3.9. For any n, the independence polynomial of Nn is real-rooted,
hence log-concave and unimodal.
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Proof. By Proposition 3.3 we have that Wn has real-rooted independence polyno-
mial. However we can see that
T<Nn,1
∼= W2n−1.
By Corollary 3.1 we know that I(Nn, x) divides I(W2n−1, x), which implies, that
I(Nn, x) is real-rooted polynomial. 
Proposition 3.10. For any n ≥ 4, the independence polynomial of An is real-
rooted, hence log-concave and unimodal.
Proof. Let A˜n be a graph (Fig. 9), such that we take a path on {1, . . . , n}, and
add the edge (2, 4).
. . .1 2
4
3
5 6 n− 1 n
Figure 9. The graph A˜n
Since A˜n is a claw-free graph, so for any n ≥ 4 we have that TA˜n,1 has a real-
rooted independence polynomial. However we can see that
T<
A˜n,1
∼= T<An,1,
which means that I(T<An,1, x) is real-rooted. By Corollary 3.1 we know that
I(An, x) divides I(T
<
An,1
, x), which implies, that I(An, x) is real-rooted polyno-
mial. 
4. Final remarks
We would like to remark, that this method can be also capable of proving the
real-rootedness of the independence polynomial of the ladder graph (Thm. 5.1. of
[11]), the polyphenyl ortho-chain (O¯n of [1]), k-ary analogue of the Fibonacci tree
(Remark of [8]).
One might ask that it is true that any tree with real-rooted independence poly-
nomial is a stable path tree of a non-tree graph G. The answer is no, as the
following example shows:
Let T be a tree on 9 vertices as on the Figure 10 and assume that there exists
a graph G, a deep decision σ and a vertex u ∈ V (G), such that T = T σG,u. Then
Figure 10. A tree T with real-rooted independence polyno-
mial, which is not a stable-path tree of any non-tree graph
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the independence polynomial of T is
I(T, x) = (1 + 3x+ x2)(1 + 5x+ 6x2 + x3) + x(1 + 2x)3 =
(1 + x)(1 + 8x+ 20x2 + 16x3 + x4),
where the factors are real-rooted and irreducible polynomials in Q[x]. By Propo-
sition 2.7 we have that I(G,x) divides I(T, x), and clearly G cannot be K1 or the
empty graph, therefore I(G,x) should be 1 + 8x + 20x2 + 16x3 + x4. However it
can be proved, that there is no such a graph G.
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