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1. 
ABSTRACT 
This thes examines a modified empirical Bayes decision 
problem in which the a priori distribution is assumed to 
change with each successive component problem. Firstly, 
the usual empirical Bayes problem and associated rates of 
convergence to optimality is considered and rates are given 
for certain parametric examples. General results on 
asymptotic optimality for the modified problem are given. 
The problem is then examined for location parameter families 
in which the a priori mean is assumed to change in a linear 
fashion. Asymptotically optimal estimators are given for 
both the two action problem and the estimation problem under 
squared error loss. Generalised convergence rates are 
developed for the exponential family of densities. Some 
examples of parametric a priori distributions are also 
considered. 
The problem of the selection of the 'best' of several 
populations is studied in the modified empirical Bayes 
framework. Asymptotically optimal procedures for this 
problem, under a linear loss structure, are developed. The 
modified empirical Bayes method is applied to a system 
reliability model. Finally the modified problem is extended 
to examine the case where the a priori means are random 
variables, generated by a martingale process. Asymptotically 
optimal estimators, with associated rates of convergence, are 
established here under the assumption that the a priori 
distributions are members of a parametric family. 
CHAPTER I 
INTRODUCTION 
I. GENERAL INTRODUCTION AND SUMMARY OF CONTENTS 
Consider the following problem. A random variable X, 
assuming values in a set X is distributed according to a 
distribution function in the class {P 8 (x): 8 E Q}. For 
each value 8 En, P8 (x) is completely specified. If an 
observation X = x is taken, we are required to make a 
decision t(x) about the unknown value of 8. For example 
2. 
this may be the calculation of a point estimate of e or a 
choice between hypothetical values of e. Dependence of the 
decision on the observation x is indicated by the use of t(x), 
a function which maps the set X into a set A of possible 
actions (or decisions). In any given ision problem, there 
will be many possible decision functions and the problem is 
to select one which has acceptable properties. 
In the Bayesian approach to the problem, the parameter 
e is regarded as a random variable assuming values in Q 
according to the distribution function G(8). However in 
to apply the Bayesian method, randomness of the parameter 
e is not sufficient. The a priori distribution G must be 
known. 
In the empirical Bayes approach existence of G is 
postulated, but it is not assumed to be known. It is supposed 
that certain previous data is available, suitable for the 
estimation of G or for the estimation of the Bayes procedure 
3. 
tG(x). In particular we have the sequence X1, X2, ... Xn 
of observed values, each x. is drawn independently according 
l 
to the density f(•l8). The object is then to obtain a 
sequence of decision rules t (x) 
n 
converge, according to suitable criteria,to the optimal 
Bayes rule. 
This general approach has been established in a paper 
by Robbins (1955) who has developed empirical Bayes procedures 
for certain estimation problems which are asymptotically 
optimal in the sense that the expected risk for the nth 
decision problem converges to the optimal Bayes risk. Since 
then the problem has received a great deal of attention and 
the results of Robbins have been extended by Johns (1957), 
Samuel (1963), Robbins (1963, 1964), Deely (1965) to mention 
only a few. 
In parts II and III of this chapter, the Bayesian and 
empirical Bayesian decision models will be formally set up. 
The remainder of the chapter gives some optimality results 
due to Robbins (1964). 
The usefulness of empirical Bayes decision procedures 
in any practical statistical applications will depend on 
the rapidity with which the risks, incurred in successive 
decision problems, approach the optimal Bayes risk. This 
question of rate of convergence was first raised in Robbins 
(1963). Johns and Van Ryzin (1971, 1972) have provided 
an excellent study of generalised convergence rates for the 
hypothesis testing problem under a linear loss structure, 
with the assumption that f(xl8) is a member of the exponential 
4. 
family of densities. Lin (1971, 1975) has extended the 
analysis to the problem of squared error loss estimation of 
e. These results are reported in Chapter II and some analysis 
is performed on their small sample properties. If a parametric 
assumption is made on the a priori distribution then the 
empirical Bayes problem is made easier. Rates of convergence 
and small sample properties are generally much better in this 
case than for the case of nonparametric G. Several examples 
of this type are also studied in Chapter II. 
One of the principal assumptions in the empirical Bayesian 
method is that the component problems are identical with the 
a priori distribution G(O) being fixed for every successive 
decision problem. Suppose however that the a priori 
distribution is itself subject to change. That is, at 
stage i, the a priori distribution is Gi(8). This change 
must be a structured one because if not, the observations 
X1, 1 Xn taken on f(xl8d~ ... , f(xle ), with e. 
n ~ 
distributed according to Gi, i = 1, 1 n, would not be 
useful for determining the value of the 'present' parameter 
In Chapter III the problem of changing G is examined and 
some general optimality results are derived. It is then 
assumed that f(xiO) and g(8) G' (0) are location parameter 
densities and that the change in the a priori distribution 
takes the form of a linear change in the mean. Asymptotically 
optimal procedures are then established for both the two 
action problem under linear loss and the squared error loss 
estimation problem. Rates of convergence to optimality for 
5. 
exponential family densities are given. Examples for which 
a parametric form is assumed for the {Gi} are also given and, 
as with the usual empirical Bayes case, it found that 
these rates are better than for the nonparametric case. 
The problem of selecting the 'best' of several populations, 
(sometimes referred to as the vendor-ranking problem}, is 
important to several applications. For example, a manufacturer 
wanting to buy quantities of a component from k possible 
suppliers will want to determine which supplier produces the 
component with the longest mean lifetime. Several authors 
have studied this problem using empirical Bayesian methods 
including Deely (1965), Van Ryzin (1970), Van Ryzin and 
Susarla (1977}. In Chapter IV the study of changing G is 
continued. In fact it is assumed that the a priori distri-
bution of each of the populations changes in the manner 
described in Chapter III. Asymptotically optimal procedures 
are given for selecting best population under a linear loss 
structure and, for the normal-normal case, under zero-one loss. 
The modified empirical Bayes model is applied to a model 
of system reliability in Chapter V. Two examples are considered: 
one where the system is subject to wearout failure and also 
one in which a random failure may occur. 
The general model discussed above is extended in Chapter 
VI to cover the case where the change in the a priori mean is 
a stochastic one. It is assumed that Gn is a member of a 
parametric family and that mean, An' follows a martingale 
process. Using results of martingale theory, empirical Bayes 
procedures are given and shown to be asymptotically optimal, 
according to a modified definition. Examples of this type 
are then considered. This thesis concludes with a short 
discussion. 
II THE BAYES APPROACH 
6. 
The basic structure of the statistical decision problem 
we consider is as follows: 
(a) A parameter space Q, with generic element 8. The parameter 
value 8 or "state of nature'' will generally be unknown. 
{b) An action space A, with generic element a. 
(c) A loss function L(a,8) ~ 0, which represents the loss we 
incur upon choosing action a when the value of the parameter 
is e. 
(d) An a priori distribution G on n. 
(e) An observable random variable X, assuming values in a 
space X on which a o-finite measure ~ is defined. When the 
parameter is 8, X will have the specified probability density 
function f 8 with respect to~. 
The general problem is to choose a decision function t, 
defined on X and assuming values in A, such that when we have 
observed X = x, we will take action t(x) and thereby incur the 
loss L(t(x}, 8}. 
For any decision function t, the expected loss incurred 
when the parameter is 8 E Q, is 
R(t,8) = J L(t(x),8)f 8 (x)d~(x) 
X 
Since it has been assumed that 8 is a random variable with 
a priori distribution G , R(t,8) will be a random function 
7 . 
(1.1) 
and the true expected loss will be the Bayes risk, defined by 
R(t,G) = I R(t,8)dG(8) 
n 
=I l L(t(x) ,8)f 8 (x)d~(x)dG(8) 
n * 
Provided L(t(x) ,8)f8 (x) is integrable on the product space 
of X and n, use of Fubini's theorem will give 
R(t,G) 
Setting 
¢G(a,x) =I L(a,8)f 8 (x)dG(8) 
n 
for each a E A, we have 
R(t,G) = J ¢G(a,x)d~(x) 
X 
If a decision procedure tG has the property 
for all decision procedures t, then tG is defined as the 
Bayes decision procedure with respect to the a priori 
distribution G. 
(1.2) 
(1.3) 
(1.4) 
(1.5) 
(1.6) 
Assume now that there exists a decision rule tG with 
the property that, for almost all x E X 
min 
= a EA ¢ G (a ' x } • 
Thus, for any other decision function t, for almost all 
X EX 
¢G(t(x),x)~ 
Condition (1.8) now guarantees (1.6}. Consequently we may 
define 
i ¢G (tG (x) ,x)df.l (x} 
X 
and it follows that 
R (G) min t R(t,G} • 
R(G) is called the Bayes envelope functional. When G is a 
8. 
(1.7) 
( l. 8} 
(1.9) 
(1.10) 
known distribution we may use tG to attain the minimum possible 
Bayes risk, R(G). 
Application of this 'Bayesian' method demands that G 
is a known distribution function. The empirical Bayes approach 
is concerned with the problem where existence of G is postulated, 
but that it is initially unknown to the decision maker. Thus 
the Bayes decision procedure tG is not available to us, but 
if we are in a repetitive decision situation it is possible to 
9. 
use observed data to estimate G and to base the next decision 
on this estimate. If the data and the sequential decision 
procedure are of a suitable form, then it is possible under 
certain conditions to provide, at each successive stage of 
observation, estimates of G which converge to G and for which 
the decision procedures corresponding to these estimates 
converge to tG. 
III THE EMPIRICAL BAYES APPROACH: MODEL AND DEFINITIONS 
The empirical Bayes approach, introduced by Robbins (1955) 
tries to overcome this difficulty of lack of knowledge of G. 
The basic assumption is that the experiment at hand was pre-
ceded by a series of comparable experiments. Generally 
speaking there are three possible approaches: 
(i) Estimate G, say by G, and use tG as an approximation 
for tG. 
(ii) Estimate <!JG(·,x) (defined in (1.4)), say by 
1'. 
</JG(•,x) and use the decision rule which minimises 
i) Estimate tG(x) directly. 
Specifically,suppose (8t,Xd,(8z,Xz), •.. , (8n,Xn) is 
a sequence of pairs of random variables, each pair being 
independent of all other pairs. The en are identically 
distributed according to the a priori distribution G and 
the conditional density function of xn given e = e is 
10. 
specified by f 8 (·). At stage n+l, i.e. when the decision 
about the value of en+l has to be made, the "prior" observations 
, Xn = xn' as well as the "present" observation 
Xn+l = xn+l' are available. (The values 81 = 81, ••. , 8n = 8n 
will in most cases remain unknown). Thus, any decision about 
en+l may be made by a function of xn+l whose form depends 
on x1, • • • I X • 
n 
Formally, let 
tn ( • ) = tn ( x 1 , • • • , xn ; • ) (1.11) 
be a mapping from ~ into A such that upon taking action 
tn(x) in A, the loss incurred is L(tn{x),8). We then define 
an empirical Bayes decision procedure to be a sequence 
T = {tn} of functions of the form (1.11). As in the 
previous section we define the risk, or expected loss for a 
given sequence (x1, ... , xn) as 
where ~G is defined in (1.4). The overall expected loss, 
or Bayes risk of the sequence T relative to G, is 
(1.12} 
(1.13) 
where E denotes expectation with respect to the independent 
variables X1, ... , Xn' given by 
where 
(xi) = J f 8 (xi)dG(8), 
n 
i = 1,2, ... , n, 
the marginal probability density function for each of 
the random variables X1 , , xn. From (1.6) and (1.13) 
follows that, for all n 
Rn (T,G) ~ R(G) • 
Intuitively, the closeness of the quantity Rn(T,G) to 
R(G) would seem to be a good measure of the effectiveness 
an empirical Bayes decision procedure T and a desirable 
11. 
(1.14) 
(1.15) 
(1.16) 
property of T would therefore be the convergence of R (T,G) 
n 
to R(G}. 
Definition 
The sequence of decision procedures T = {tn} is said to 
be asymptotically optimal (a.o.} relative to G if 
lim Rn (T, G) 
n+oo 
R (G) (1.17) 
Most of the literature on empirical Bayes has been concerned 
with the possibility constructing empirical Bayes rules 
which are a.o. for all priors Gin some class 9· 
12. 
IV OPTIMALITY RESULTS 
The general results on asymptotic optimality in this 
section are due to Robbins (1964), generalising those of 
Robbins (1955) and Samuel (1963). Using {1.9) and (1.13) 
we first note that 
f { E [ ¢ G ( tn {X) , X) ) - ¢ G ( t G (X) 1 X) } d ]..1 (X) • 
X 
We also make the rather restrictive assumption 
L (e) = sup L ( e, a) < oo, 
aEA 
Lemma 1.1 
v e E n . 
The sequence T {tn} is asymptotically optimal if 
(1.19) holds and if 
p lim ¢ (t (x) 1x) = ¢G(tG(x) ,x) 
n+oo G n 
a.e. []..I]X , 
[where p lim denotes convergence in probability]. 
Proof 
Define H(x) = J L(8)f 8 (x}dG(8) 
Q 
From (1.4) we have a.e. [J-1) 
¢G(a,x} < H(x) V a E A 
Thus, for any T = {tn}, 
Vn I a.e. []..1] 
(1.18) 
(1.19) 
(1.20) 
13. 
and by assumption 
I H(x)d~(x) = J L(8)dG(8) < oo 
X n 
(1.21) 
Hence H(x) < oo a.e.[~] and the Helly-Bray theorem gives 
lim E[¢G(tn(x),x)] = ¢G(tG(x),x) 
·n+oo 
a.e. [~] (1.22) 
Furthermore 
and it follows, from the Lebesgue Dominated Convergence 
theorem and (1.22) that 
lim{Rn(T,G) - R(G)} = 0 
n+oo 
i.e. T = {tn} is asymptotically optimal. 
The following method has been suggested by Robbins (1964) 
as a means to find an a.o. empirical Bayes rule. 
Suppose a
0 
is any arbitrary element of A and define 
D.G(a,x) = J [L(a,e) - L(a
0
,8)]f8 (x)dG(8) , 
n 
L (x) 
0 
J L(a0 ,8)f 8 (x)dG(8) 
n 
Thus we have from (1.4) 
(1.23) 
(1.24) 
Provided L0 (x) < oo (a condition guaranteed by (1.19)) then 
in order to satisfy (1.20) it is sufficient to find a 
14. 
sequence, T = {tn} , of decision procedures which satisfies 
p lim ~G(tn(x) ,x) a.e. (ll] (1.25) 
n-+oo 
Since by assumption, G is not known it follows that neither 
tG(x) nor ~G(•,x) are known. Hence, before finding a 
sequence of decision procedures {t } which is asymptotically 
n 
optimal, it is necessary to find a sequence ~n(a,x) which 
converges in probability to ~G(a,x) for all a E A, for almost 
all X E *. 
Theorem 1.2 
Let G be such that (1.19) holds. Let ~ (a,x) = 
n 
~n(x11 ••. , xn; a, x) be a sequence of functions satisfying 
the condition 
p lim sup l~n(a,x) - ~G(a 1 x) l = 0 
n-+oo aEA 
a.e. [ll]X 
Then the sequence of the decision functions T = {tn(x)} , 
defined as 
= tn (x 1 1 • • • 1 x ; n x) = a* E A 
such that 
~ (a* 1x) ~ inf ~ (alx) + En 
n aEA n 
(1.26) 
for any sequence E tending to zero, is asymptotically optimal 
n 
relative to G. 
15. 
Proof 
By (1. 24) 
= 11G (tn (x), x) - t,.G (tG (x) ,x) 
(1.27) 
Condition (1.26) guarantees that for any s > 0 there exists 
an N such that n # N implies 
with probability greater than 1-s. Hence by the definition 
of tn(x), the right hand side of (1.27) becomes 
with probability as near to 1 as we like for n sufficiently 
large. 
i.e. p lim $G(tn(x),x) = ¢G(tG(x) ,x) a.e. [\.1] 
n-+oo 
and thus by Lemma 1.1
1
T = {tn} is asymptotically optimal with 
respect to G. 
16. 
Unfortunately the result does not give a method for 
determining the sequence {6n}, so that in its most general 
form this theorem is not useful for applications. However, 
when this result is applied to finite action problems, and 
in particular to hypothe s testing problems, its simpler 
formulation renders it useful for a range of common distributions. 
Corollary 1 
Let A = {a
0
, 
such that 
, am} be a finite set and let G be 
J L(ai,8)dG(8) < oo 
Q 
it::{O, ... , m} 
and let 6. (x) 1,n 6. {x1, ... , x; x) fori= 1, ... , m 1,n n 
and n = 1,2, .•. be such that for a.e. [~)x, 
p lim 6. (x) 1,n 
n+oo 
= J 
n 
[L(a. ,8) - L(a ,8) ]f8 (x)dG(O). 1 0 
(1.28) 
(1.29) 
Set 6 (x} = 0 and define tn(x) = ak where k 
o,n 
any integer 
0 ~ k ~ m such that 
6k (x) 
,n 
min { 0 , 6 1 (X) 1 • • • 1 6 (X) } ,n m,n 
Then T = {tn} is asymptotically optimal relative to G. 
Corol 
Let A= {a0 ,al} and let G be such that 
J L(ai 1 8)dG(8) < oo , i = 0,1, 
Q 
17. 
and let 
~n(x) = ~n(x1, ..• , xn; x) be such that for a.e. [~]x 
p lim ~n(x} = ~G(x) 
n-*oo 
= J [L(a1,8) - L(a0 ,8)]f8 (x)dG(8). 
Define T = {tn} as. 
I 
Q 
if ~ (x) ~ 0 
n 
if·~ (x) < 0 
n 
Then T = {tn} is asymptotically optimal relative to G. 
V EXAMPLES OF EMPIRICAL BAYES RULES 
(1) Hypothesis Testin~ 
Consider the example of testing the hypotheses 
for some 80 • Based on the observation X we shall make one 
of two decisions. i.e. A= {a0 ,ad, where a 0 is equivalent 
to accepting H
0 
and a 1 rejects H0 • Following Johns (1957) 
we use the linear loss function 
= {max {0, 
L(a.,e) 
1 
-min {0, 
e-e } 0 
e-e } 0 
' 
i = 0 
I i = 1 
(1.30) 
(1.31) 
(1.32) 
18. 
This yields 
V 8 E r2 
which, from (1.23), gives 
f.:.G(x) = f.:.G(a1,X) 
= J [L(a1,8) - L(a0 ,8)]f8 (x)dG(8) 
r2 
= J (8 0-8) f 8 (x)dG(8) (1.33) 
r2 
Consider the family of Poisson distributions with parameter 
8, 8 > 0. 
8xe -8 
f 8 (x) = ' X = 0,1,2, ... 
x! 
Hence, 
J: X -8 f.:.G(x) ( 8 0-8) 8 e dG(8) = x! 
I 
where 
is the unconditional density of X. 
Corollary 2 of Theorem 1.2 requires a sequence f.:. (x) 
n 
(1.34) 
(1.35) 
converging in probability to f.:.G(x). From (1.34) we see that 
what is needed is an estimate of fJx) . The natural estimator 
is just the empirical density function 
19. 
. . . , xn = x 
(1.36) 
n 
The Weak Law of Large Numbers gives 
fn(x) a.e. []1]. 
Hence, forming 
~ (x) = e f (x) - (x+l) fn(x+l) 
n o n 
we have satisfied the conditions of the corollary for all 
distributions G with a finite st moment. The empirical 
Bayes procedure is now 
=t 
if ~ (x) > 0 I n 
t (x) 
n 
if ~ (x) < 0 I n 
and this procedure is asymptotically optimal. 
Other examples of this type may be found in Robbins 
(1963) and Samuel (1963). 
(2} Estimation 
Suppose A = n and consider the problem of estimating the 
parameter 8 E n under the following (squared-error) loss 
function. 
L ( a , 8 ) = (a- 8 ) 2 
Immediately, for any decision procedure t 
<PG (t (x) ,x) J (t(x) - 8) 2 f 8 (x)dG(8) 
n 
(1.37) 
(1.38) 
It is well known that ¢G(t(x) ,x) is minimised over t by 
the choice of tG(x) as the 
J ef 8 (x)dG(8} 
Q 
posterior mean 
the denominator being the unconditional density fG(x). 
As an example of this consider again the Poisson 
distribution with parameter 8 > 0 in (1.33). The Bayes 
rule is 
= E[ejx=xr = 
J: e x -e . e e 
x! 
fG(x) 
fG(x+l} 
(x+l) 
fG(x) 
dG (8) 
Using the empirical density function as before we have 
(x+l) 
f (x+l) 
n 
20. 
(1.39} 
(1.40) 
(1.41) 
We cannot establish asymptotic optimality using Theorem 1.2 
because the loss function does not satisfy (1.19). This is 
a general difficulty in the problem of squared error loss 
estimation. However, for this case Johns (1957) has shown 
that tn(x) is asymptotically optimal for all priors G for 
which 
21. 
The following lemma is often of assistance when computing 
the difference in Bayes risk between the Bayes estimator 
tG(x) and an empirical Bayes estimator tn(x). 
Lemma 1.3 
R(T,G) - R(G) I E[tn(x) - tG(x)] 2 fG(x)d~(x) 
X 
(1.42} 
where, as before,E denotes expectation over the n random 
variables Xt, ... , Xn. 
Proof 
R(T,G) =I J E[tn(x) - 8] 2 f 8 (x)dG{O)d~(x) 
x n 
~ 1l E[tn(x) - tG(x)] 2 £ 6 (x)dG(6)dv(x) 
+ il (tG(x)- 6) 2 f 6 (x)dG(6)dv(x) 
+ 2 i J E[tn(x)- tG(x)] [tG(x) - 8]f0 {x)dG(8)d~(x) 
)E Q 
By (1.38) the third term on the right hand side is zero 
and the second term is simply the Bayes risk for the Bayes 
rule R(G) ~ 
From this lemma we see that asymptotic optimality of 
t implies that, as n + ro 
n 
a.e. I~l 
22. 
However, in contrast to the hypothesis testing problems, it 
is not easy to find general conditions to give asymptotic 
optimality for this estimation problem. In general we need 
to consider particular estimators to determine asymptotic 
optimality. 
CHAPTER II 
RATES OF CONVERGENCE TO OPTIMALITY 
I. INTRODUCTION 
When considering an empirical Bayes decision rule 
T = {tn}, then clearly asymptotic optimality is the minimum 
desired goal. However, a very important factor, which must 
be taken into account when considering the applicability of 
such rules, is the number of "previous" observations that 
are necessary in order to achieve some required degree of 
accuracy. For a given s > 0 we require an N = N(s) such 
that 
23. 
0 ~ Rn(T,G) - R(G) < s, for all n;;;;:. N. (2.1) 
i.e. we require a rate of convergence to optimality. 
This subject has received some attention in recent years, 
significant contributors being Johns and Van Ryzin (1971) , 
(1972) and Lin (1971), (1975). 
(1) Discrete Case 
(a) Finite Action Problem 
Consider the hypothesis testing problem 
H o : 8 < 8 o vs H 1 : 8 ;;;;:. 8 o 
under the loss structure (1.32) for the case where the 
24. 
observations have the conditional probability mass function 
X = 0, 1, 2 1 ( 2. 2) 
o < e <a. 
The Poisson, geometric and negative binomial distributions are 
members of this family. We have A= {a 0 ,al} and with a 
priori distribution G and using a decision procedure t(x} = 
Pr(accepting HoiX = x), the Bayes risk is 
R(t,G} L {t(x) J [L(ao,8) - L(al,8)]f8 (x)dG(S)} 
X ~ 
+ I J L(al,8)f8 (x)dG(8) X ~ 
= I a(x}t(x) + f L (a 1 , e) dG (e) 
X ~ 
(2.3) 
where 
a(x) I ef8 (x)dG(8) -eo I f 8 (x)dG(8) 
~ ~ 
h(x) 
= h ( x+ 1 ) f ( x+ 1) - e o f ( x) ( 2. 4} 
[f{x) being the unconditional probability mass function 
of the observation X) . 
To ensure finiteness of the Bayes risk we will assume 
I 8dG(8) < 00 • 
~ 
The Bayes procedure for this problem is now 
if a (x) 0 
if a.(x) > 0 
As before this rule is known only if G is a known 
distribution. When G is not known we must construct a 
sequence of estimates a.n(x) of a.(x) using the observations 
X1, •.• , Xn. From this we obtain an empirical Bayes 
procedure analagous to (2.5) as 
if a (x) < 0 
n 
if an(x) > 0 
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( 2. 5) 
( 2. 6) 
From (2.4) it is seen that estimation of the marginal density 
f(x) is sufficient for the estimation of a(x). The natural 
estimator is again the empirical probability mass function 
fn(x) of (1.36), and we form 
h (x) 
== h(x+l) fn(x+l) - 8ofn(x) (2.7) 
By the Law of Large Numbers fn(x)~f(x) a.e. [~] and hence 
a.n(x) ~ a(x) a.e. [~]. Thus, corollary 2 to Theorem 1.2 
yields asymptotic optimality for the procedure (2.7) provided 
only that E[0] < 00 • The following rate result is due to 
Johns and Van Ryzin (1971). 
Define 
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Theorem 2.1 
Consider the discrete exponential family (2.2) under 
the loss function (1.32). If for some 0 < o < 2 there exists 
a K > 0 such that 
then with T {tn} given by (2.6) and (2.7) 
0 ~ R (T,G) - R(G) ~ Kn-~0 
n 
Proof: 
where 
From (2.3) 
0 Rn(T,G) - R(G) 
= I a(x)[Pr(a (x) ~0)- tG(x)] 
xEX n 
I a(x)Qn(x) 
xEX. 
{
Pr(a (x) > 0), 
Qn(x) = n . 
Pr(a {x) ~ 0), 
n 
if a(x) ~ 0 
if a (x) > 0 
Pr d a (x) - a (x) I ~ I a (x) I) 
n 
o I o = Pr (I an (x) - a (x) I ~ I a (x) ) 
( 2. 8) 
( 2. 9) 
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E I a.n (x) - a. (x) 1 8 
~ ----------~----- , 
la.(x) I 
by the Markov inequality. This gives the desired result. 
This theorem as it stands is basically unintuitive and 
the following corollaries give simpler conditions for 
asymptotic optimality. 
Corollary 1: 
Consider the family (2.2). If for some 0 < o < 2 there 
exist constants C 0 , C1 such that 
(l') {h(x) max h(x+l) ' f(x+l)} f(x) <Co <co 
( i i) I h (X) f ( x+ 1) - e 0 I > c 1 > 0 
h (x+l) • f (x) 
for all sufficiently large x, and 
then there exists a K > 0 such that 
-1:0 0 ~ R (T,G) - R(G) ~ Kn 2 
n 
Corollary 2: 
If there exists a constant C 0 such that 
(l') f(x) C f(x+l) < 0 < oo 
(ii) 
(iii) 
h(x) + 
h(x+l) 001 
I h (x) 
xE X h (x+l) 
as x + co 
[f(x+l)]l-~o <co 
then, for the family (2.2), there exists a K >a such that 
(2.9) holds. 
[f(x) is the unconditional p.d.f. of X] 
Example 
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Suppose that X1, ... , Xn is a sequence of independent 
and identically distributed random variables, each with the 
conditional probability mass function of (2.2) with h(x) = 1 
and S(8) = 1-e. i.e. we have the geometric mass function with 
parameter e. 
x = 0,1,2, .•. , a 8<1. (2.10) 
In addition suppose that the prior distribution G has the 
following density 
G I ( 8) g{8) = ) (1-0)a, 
This yields the unconditional 
f {x) = (a+l) r 8X (1- 8) a+ld8 
0 
{a+l)f(x+l)f{a+2) 
r(a+x+3) 
0 A < 1; a > -1 • 
( 2 .11) 
(2.12) 
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where r is the gamma function. 
Since 
f(x+l) x+l 
= f(x) a+x+3 
we have that on choosing C 0 = 1 we can satisfy condition (i) 
of Corollary 1 to Theorem 2.1. The other two conditions are 
satisfied for 
X > eo (a+3) 1- eo 
and provided 
L X 
x=l 
< 00 
These conditions can be satisfied by restricting 8 to 
8 < 2(l+a) 2+a 
The corollary now guarantees that for a given value of a 
we have a rate of convergence arbitrarily close to 
a+l} 
a+2 
The practical effectiveness of this result must now be 
determined by numerical example. This will therefore involve 
evaluation of the constant Kin (2.9). From (2.4) we have 
a(x} ( x+l ) a+x+3 - eo f(x) 
and therefore 
Also, from (2.7) 
n~(x) 1 { f ( x+ 1) + e ~ f ( x) } n 
= 1 { x+l + e~}f(x) 
n a+x+3 
u, say. 
From Theorem 2.1 we therefore need to bound 
(u] 
I 
x=O ( ]
1-o ( )~o 8 _ x+l x+l + 8 2 {f(x)}l-~o 0 x+x+3 a+x+3 ° 
+ I 
x=(u]+l [ 
x+l ) 
a+x+3 - eo 
30. 
(2.13) 
In particular consider the present problem with a = 1, 
8 0 = 0.5. This gives u = 2 and 
4f(x+l) 4 f (x) = r{x+4) (x+l) (x+2) (x+3) 
< 
4 X= 0,1,2, ... 
Choose o 1.33 < 2(l+a)/2+a) 4/3. The value of the 
first sum in (2.13) is 0.835. Using, for x > 3, 
x+l 1 1 
_,;;;_ 
2 14 and 
co 
will now be necessary to find a bound for I 
x=3 
This is done using the integral bound. Thus we obtain 
I 
x=O 
ja(x) 11 - 0{/Iln (x} }~ 0 ~ 0.835 
n 
128.48 
Thus the theorem now gives 
Rn (T,G} - R(G) 
Remarks 
128.48 -0.6665 n 
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The above example establishes a result of the form (2.1) 
and we note that for E = 0.1 say, N = 46177. Whether or not 
this represents a reasonable figure will depend upon the type 
of experiment. It is, however, necessary to note that 
although Theorem 2.1 and its corollaries give a general 
rate of convergence result, the actual convergence rate 
is not determined until the a priori family is specified. 
That , when one knows that the prior is a member of a 
given parametric family, then it is possible to further 
determine the rate of convergence to optimality. 
Further to this, the determination of the constant K 
in (2.8) requires the exact specification of the value of 
a - i.e. the exact prior distribution. This, however, means 
that the problem is placed into the pure Bayesian framework. 
The ideal is to find empirical Bayes rules {tn} which 
guarantee (2.1) for a sufficiently wide class of a priori 
distributions. 
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(b) Estimation 
Consider now the problem of point estimation of a parameter 
8 E Q under the squared error loss (1.37}. As for the two-
action case, we consider the discrete exponential family 
(2.2}. The Bayes estimator is the posterior mean E(GjX=x] 
given by (1.39), which for this case is 
= 
h (x) 
h(x+l) 
f(x+l} 
f(x) 
With G unknown we have that using the empirical Bayes rule 
T = {tn}, Lemma 1.3 gives the excess risk as 
Rn(T,G) - R(G) = 
00 
2 E[tn(x) - tG(x)] 2 f(x) 
x=O 
Observing (2.14) we can find an empirical Bayes 
(2.14) 
(2.15) 
estimator by replacing f(x) with the empirical p.m.f. fn(x) 
to get 
h (x) 
= h(x+l) {2.16) 
We now have the problem of what to do if fn{x) = 0. To this 
00 • 
end suppose {on}n=l lS a sequence of positive constants with 
(2.17) 
for some 0 < c1 cz < oo The estimator now proposed is 
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h(x) f (x+l) n if f n (x) 0 h(x+l} fn (x) n 
* tn(x) ::::: ( 2 .18) 
h(x) f (x+l} n if fn(x) < 0 h (x+l) on n , 
The following rate result is due to Lin (1971). 
Theorem 2.2 
Let f (x} be given by (2.2) with G an a priori distribution 
e 
on 8 with a finite second order moment and such that f(x) > 0 
for all x. For the squared error loss problem, if tG(x) and 
* t (x) are given by (2.14) and (2.18) respectively and if 
n 
00 2 ~~~~~l) I f(x)f(x+l) < oo (i) I 
x=O 
00 2 
( ii) I lh(x} I f 2 (x+l} < 00 h(x+l) 
x=O 
00 2 
(iii) I I h (x) I f 2 (x+l)/f(x) < 00 
x=O h(x+l) 
and if for sane 0 <t 1 
P({x:f(x) < on}} <co~ 
with {o } satisfying (2.17), then the sequence of estimators 
n 
T = {tn} is asymptotically optimal, and moreover 
(2.19) 
As before the above conditions are difficult to determine 
intuitively and we use an example to illustrate the result. 
Example: 
Suppose f 8 (x) is the Poisson mass function (1.34) and 
that the prior G is such that 
g(O) = G' (8) -ae = ae 6 > 0, 0 < a < ro • 
In this case h(x) = x+l and h(x+l) 
f(x) a (a+l)x+l 
00 
Since L x 2 b-x = b(b+l) (b-1)- 3 for b > 1 we have 
x=l 
L (x+l) 2 f (x) f (x+l) = a 2 (a+l) [ (a+l) 2 +l] [ (a+l) 2 -1]- 3 
x=O 
L (x+l) 2 f 2 (x+l) = a 2 [ (a+l) 2 +1] [ (a+l) 2 -1] - 3 
x=O 
I (x+l) 2 f 2 (x+l)/f(x) = (a+2) [a 2 (a+l)]- 1 • 
x=O 
0 
Also since P({x: f(x) < on}) < l~a , we have satisfied the 
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requirements of the theorem with t = 1. i.e. we have a rate 
1 
of convergence of O(n- 3 ). 
As in the hypothesis testing case the evaluation of 
the bounding constant in this order of convergence requires 
knowledge of the actual a priori distribution. Furthermore 
its value is critical in determining N such that (2.1) holds. 
As an example when s = 0.1 and a 1, N is as large as 6 x 10 9 • 
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(2) Continuous Case 
(a) A Finite Action Problem 
The model for the continuous case two-action problem 
is similar to that for the discrete case. The observations 
are assumed to have a density function of the exponential type 
e-ex S(O)h(x) x > a, A in some interval 
(2.20) 
0 otherwise 
where a may be finite or infinite and h(x) > 0 for x > a. 
The hypothesis Ho: 8 
under the piecewise linear loss (1.32). 
Analagous to the discrete case, the risk of the decision 
procedure t under the a priori distribution G is 
where 
R(t,G) = i a(x)t(x)dx + J L(a 1 ,8)dG(8) 
X n 
a(x) = J Of 8 (x)dG(8) - 8 0 f(x) 
n 
(2.21) 
The Bayes procedure is again given by (2.5) and an empirical 
Bayes procedure based on X1, ... , Xn is constructed upon 
estimating a(x) by a (x) =a (x 1 , •.. , xn; x), for each x, n n 
and using (2.6). 
For this exponential family 
f(x) h(x) J S(O)e-exdG(O) 
n 
(2.22) 
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By Theorem 2.9 of Lehman (1959) the above integral is 
infinitely differentiable and its derivative may be evaluated 
under the integral sign. Thus differentiability of f(x) 
will be guaranteed by the differentiability of h(x). 
Assuming then, the existence of h(l) (x) we may write 
J 8f 8 (x)dG(8) = v(x)f(x) - f(l) (x) 
n 
where v(x) 
This gives 
·a (x) 
h (l) (x) 
h(x) 
(v(x)- 8o)f(x)- f(l)(x) 
(2.23) 
(2.24) 
so that finding an estimate a (x) for a{x} now involves only 
n 
estimating f(x) and its derivative f(l) (x). The following 
estimators are based on those given by Parzen (1962) and 
modified by Johns and Van Ryzin (1972} • 
Let fn(x) = fn(X1, •.. , Xn;x) be an estimate of f(x} 
given by 
where {an} is a sequence satisfying 
a t 0 , na 3 + oo as n + oo 
n n 
and K1 (u) is a real-valued measurable function on the real 
line such that 
(2.25) 
K1 (u) = 0 if u ~ 0 or u ~ u 1 > 0 
sup I K 1 ( u) I < co 
u 
To estimate f(l) (x) 1 let f(l) (x) n 
given by 
f(l) (x) = 
n 
n 
I j=l 
f (X 1 1 • • • 1 X ; x) be 
n n 
37. 
(2 .26) 
(2 .27) 
where {an} is as before and K2(u) is a real valued function 
for which 
Kz(U) = 0 if U 
Juz uK 2 (u)du = 1 
0 
sup I K 2 (u) I < oo 
u 
0 or u ~ u 2 > 0 
(2.28) 
The Bounded Convergence Theorem guarantees that both estimates 
(2.25) and (2.27} are asymptotically unbiased i.e. 
E [fn (x)] -+ f (x} , E[f(l} (x)] -+ f(l) (x), as n-+ co 
n 
We may now form the estimate 
(2.29) 
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given by (2.6). 
Lemma 2.3 
The excess risk satisfies 
0 ~Rn(T,G)- R(G) ~ r:x> ja:(x)jjPr {ja:n(x)- a(x)l ~ ja:(x)j}jdx 
a 
~ Joo ja(x) ll-o la:n(x) - a(x) j 6dx (2.30) 
a 
The proof of this is the continuous analogue of Theorem 2.1. 
The next result stated without proof gives general conditions 
for rates of convergence in the exponential family. 
Theorem 2.4 
Let f 8 (x) be defined by (2.20) with t (x) and a: (x) given n n 
by (2.6) and (2.29) respectively. The estimates fn(x), f~l) (x) 
are defined by (2.25) and (2.27}. If h(r) (x) exists for some 
integer r 2 (for x > a), and if for some o, 0 < o < 2, and 
some £ > 0 
co 
J I 1
1-o I I 6 * 012 a a ( x ) ( 1 + v ( x) ) { f £ ( x) } dx < co 
* where f£(x) = 0 
sup {f(x+t)} , 
t ~ £ 
J co I a: ( x ) 11-6 ( 1 + v ( x ) ) o { q ~ r ) ( x ) } o dx < oo 
a 
where q(r) (x) 
£ 
sup If (r) (x+t) I 
0 ~ t ~ £ . 
(2.31) 
(2.32) 
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then, choosing an= o[n- 2;+l) and kernels K1 and K, satisfying 
(2.26) and (2.28) respectively such that 
for i 
u. 
I 1 ui+j-lKi(u)du = 0 
0 
1,2, j = 1,2, •.. , r-l,provides that T 
asymptotically optimal of order n-Y, where y (r-1) 8/ (2r+l). 
This result depends on the following, derived from the 
c 0 - inequality (Loeve, pl55). 
The remainder of the proof consists in finding rate bounds 
Elfn(x) - f(x} 18 and Elf~l} (x) - f{l) (x} 1° • 
This theorem basically that of Johns and Van Ryzin 
(1972). Their additional assumptions that I 8dG(8) < oo and 
~ 
that h(r) (x) is continuous, while not being unduly restrictive, 
are not necessary for the proof of the above result. The 
conditions (2.31) and (2.32) are unintuitive and the following 
example illustrates that these can be reduced to simple moment 
conditions on the a priori distribution. 
Example 
Consider the simple scale exponential density 
8>0,x>O 
(2.33) 
elsewhere 
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This density is a member of the family (2.20} with h(x} = 1 
if x > 0 and h(x) = 0 if x < 0 1 and 6(8) = e fore> 0. Since 
f 8 (x) is monotonically decreasing in X 1 so too is f(x) and 
thus 
for all x 1 for all £ > 0. Similarly 
lf(r)(x)l = f 8rf8 (x)dG(8) is decreasing 
n 
to give 
lq(r)(x)l = lf(r)(x)l I v XI v £ > 0 £ 
This leads to the next result. 
Corollary: 
For the scale exponential (2.33) 1 the hypotheses of 
Theorem 2.4 hold for each 0 < o < 1 if 
f 8rdG(8) < oo 
n 
J e-ndG(e) < oo 
n 
I with n = (l+t) o/ (2-o) 
for some t > 0. The proof of this result may be found in 
Yu (1971) who gives a slight improvement of Johns and Van 
Ryzin's result. 
(2.34) 
(2.35) 
When we assume that the prior is a member of a certain 
parametric family the verification of the conditions of the 
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theorem becomes somewhat easier. Suppose that in the above 
corollary we assume that G(O) is a prior distribution having 
the density 
e > o,~> o, t > o 
G' (e) 
otherwise 
·where q(O} is bounded, by B say, on (O,oo). Putting o = 1 
and p = t/2 > 0 gives 
Joo e-(l+p)o/(2-o)dG(O) < oo 
0 
which gives (2.35). Also, for r ~ 2 
Joo et+r e-~eq(8)d8 
0 
< B r (t+r+l) 
t+r+l 
~ 
< 00 
Thus we are guaranteed of a rate of convergence of 
Yu (1971) has shown that the N(-8,1) density is a member 
of the family (2.20) and that the conditions of Theorem 2.4 
are satisfied for 0 < o < 1 provided that 
J 81+(2+t)o/(2-o)dG(e) < 00 
n 
for some t > 0. 
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Remarks 
Johns and Van Ryzin (1972) have also investigated the 
family 
I x > a 8 in a subinterval of (Q,oo) I 
otherwise 
where a may be finite or infinite and h(x) > 0 for x > a. 
Samuel (1963) has shown that some of the commonly encountered 
distributions are members of this family. A rate result very 
similar to Theorem 2.4 has been given in the Johns and 
Van Ryzin paper. Some improvements in these results have 
been made. Meeden (1972) points out that the empirical Bayes 
rules formulated by Johns and Van Ryzin are inadmissible. In 
fact, since the exponential family (2.20) has a monotone like-
lihood ratio and since the problem itself is monotone; i.e. 
then the class C, of all monotone decision procedures is 
essentially complete. [That is, given any procedure not in C, 
we can find one, in C, which is at least as good.] For a 
proof of this see Ferguson (1967). In this case, the class 
of monotone decision procedures is 
r 
if X :>c 
c = { tc (x) = 
ao if X < c . 
} 
If we write 
~G(x) = J [L(a 0 ,8) - L(a 1 ,8)]f8 (x}dG(8) 
n 
then the corresponding Bayes procedure is written as 
if ~G(x) ~ 0 
if ~G(x) > 0 
[where, as before t(x) = Pr(accept H0 )]. The empirical 
Bayes rule of Johns and Van Ryzin basically estimates ~G(x) 
by ~n(x) and replaces tG(x) by tn(x), where 
-- {lo t (x) 
n 
if ~n(x) ~ 0 
if ~n (x) > 0 
Van Houwelingen (1976) has given a method for constructing 
a test of the form 
* -- {10 t (x) n 
* to give a weakly admissible rule in the sense that tn(x) is 
an admissible test for the non-empirical Bayes problem for 
all X1 1 • • • I for all n. 
The basis of the convergence rate theorems in this 
section is the estimation of probability densities using 
kernel functions K. Examples of this include Rosenblatt 
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(1956), Parzen (1962), Bhattacharya (1967) and Singh (1977). 
While these can provide excellent rate results, the restrictions 
imposed by Johns and Van Ryzin on the kernels are very severe. 
Consequently it is difficult to find functions K1,K2 which 
satisfy Theorem 2.4. An example of a function which does 
meet the requirements is a polynomial of degree r-1, found 
upon the solution of the simultaneous equations formed by 
the conditions 
ui+j-lK. (u)du 
]_ 
0 i == 1,2; j = 1, •.. , r - 1. 
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However, as r increases the difficulty of solving such equations 
becomes considerably greater and as a consequence of this the 
convergence rate is not as good as the theory would permit. 
Also, when considering the applicability of such results 
it is not sufficient to determine an asymptotic rate of con-
vergence. When looking at O(n~a) convergence it is also 
necessary to look at the bounding constant in order to deter-
mine a result of the form (2.1). Unfortunately these kernels 
can give rise to very large bounds and as a result the number 
of observations needed to give a required degree of accuracy 
tend to be rather large. For a detailed analysis of this 
see Mara {1975). 
Empirical Bayes methodology has also been applied to th~ 
multiple decision problem. i.e. A {ao, •.. , ak}. Deely 
{1965) gives asymptotically optimal decision procedures for 
several examples where a parametric form is assumed on the 
prior G and for the case where this restriction is removed. 
Van Ryzin (1970) and more recently Van Ryzin and Susarla 
(1977) have studied rates of convergence for this problem 
but as they are similar to the two-action case they will not 
be discussed further here. 
(b) Estimation 
Since the Bayes estimator tG(x) for the squared error 
loss problem is the posterior mean of e given X = x, is 
well-defined. Further by (2.23) 
tG (x) = v (x) - f (l) (x) /f (x) 
Hence estimation of tG(x) reduces to estimation of the 
unconditional density f(x) and its derivative. Using the 
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(2.36) 
estimates (2.25) and (2.27) we can obtain an empirical Bayes 
estimator tn(x) similar in form to (2.36). As for the discrete 
case however, we must allow for the case fn(x) 0. 
Let n > 0 and define 
£ 1 (x) =max{£ (x),n} to produce the estimator 
n n 
I 
t (x) 
n 
Theorem 2.5 
v(x)- f(l) (x)/f' (x) . 
n n 
I 
Let £ 8 (x) be of the form (2.20). LetT= {tn} be a 
(2.37) 
sequence of empirical Bayes procedures with t' (x) defined by 
n 
(2. 37). If h (r) (x) exists for x > a and if for some E > 0 
r:o { l + [ f ( l ) (X ) If (X )f } f: (X) f \X ) dx < co 
a 
r:o {l +[f(l) (x)/f(x)) 2 }(q~r)(x))2 f(x)dx< 00 
a 
where f*(x) and q(r) (x) are given in Theorem 2.4, and if 
E E 
there exists o > 0 such that 
J {f(l) (x)/f(x) } 2 f(x}dx ~ c 1n° 
{x: f(x) <n} 
for some c1 > 0, then choosing a = o[n-l/( 2r-l)} and 
n 
n = -y n ' withy = 2 (r-D/(2r+l) (2+8), the sequence T is 
asymptotically optimal with 
where y' =yo= 2o(r-l)/(2r+l)(2+o). 
Corollary 1 
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For the scale exponential density (2.33) the hypotheses 
of Theorem 2.5 hold for each r ~ 2 and 0 < 8 < 1 provided 
only that 
The above results are basically those of Yu (1971). 
These have been extended in Lin (1975) who considers the 
more general case of estimating a function of the parameter. 
He also gives a rate theorem for the scale exponential family 
when the prior distribution has the gamma density 
e > o 
for some 0 < a < oo. Unfortunately both the rate of 
convergence and the constant bound associated with it involve 
the value a, so that exact knowledge of the prior is again 
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required before we can determine any numerical results. The 
general comments of the previous section concerning the 
estimation of f(x) by kernel functions also apply here. 
Since the theoretical results of this chapter give poor 
small sample properties it may be useful to consider other 
methods of finding empirical Bayes rules. Maritz (1966, 
1967, 1970) has analysed selected examples using computer 
simulation of the experim~nts and the numerical results he 
gives for both the ordinary empirical Bayes procedures and 
his 'smooth' procedures do indicate that good small sample 
properties can be obtained. The next section considers 
empirical Bayes rules when the a priori distribution is a 
member of a given parametric family. The possible advantage 
of this is that the Bayes rule may admit a simpler estimator 
than the nonparametric ones of this section. 
II. RATES FOR PARAMETRIC FAMILIES 
The general rate of convergence results of the last 
section were derived without any parametric assumptions on 
the a priori distribution G(8). However, as already noted, 
when determining their applicability it was necessary to 
specify an exact prior in order to get numerical results. 
In view of this, it would therefore seem reasonable to con-
sider what sort of empirical Bayes rules and rates of convergence 
we can get if it is assumed from the beginning that G is a 
member of some parametric family. The prior distributions 
to be considered here will be the natural conjugates of the 
density f 6 (x}. The concept of conjugate distributions has 
been introduced and developed by Raifa and Schaifer (1961) . 
Since for both the estimation problem under squared 
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error loss and for the two-action problem under the piecewise 
linear loss the Bayes rule tG(x) is a function of the posterior 
mean E[BIX ~ x], we shall consider estimators for this function 
in the following examples. 
Example 1. Poisson - Gamma 
Suppose that the conditional distribution of X given 8 
is the Poisson distribution with parameter 6. Suppose 
further that the a priori distribution has a gamma density 
g(e) :;::; a-1 -se e e e > o, a > o, S > o (2.38) 
where S will be assumed known. For this case the posterior 
distribution of 8 given X = X is also a gamma distribution 
with parameters a + x and S + 1. 
The posterior mean in this case is therefore 
E[e[x a+x = x] = [3+1 
Consequently an estimate for a gives an estimator for the 
posterior mean, which for the estimation and two action 
(2.39) 
problems mentioned before, will therefore give an empirical 
Bayes procedure. Note that since E[Xil61 I xfe(x)dx = e 
X 
we have 
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Vi 
Thus a simple estimator for a, using the previous observations 
X1 , ••• , Xn and the present observation X= Xn+l' is now 
where Xn+l = 1 
n+l 
l 
i=l 
and by the Law of Large numbers a ~a • 
n 
x . 
.1 
If we now consider the squared-error loss estimation 
problem, the Bayes estimator is exactly the posterior mean 
and the corresponding empirical Bayes estimator is 
tn ( x 1 , • • • , xn; x) = 
8 + 1 
0 < Rn(T,G) - R (G) E(tn - t ] 2 G 
El s!1 
2 
A 
a) I (a -n 
2 
1 n+l E l x. a = (8+1) 2 i=l .1 8 
a 1 
= = 
(8+1) 2 (n+l)S 2 (8+1) n+l 
(2.40) 
(2.41) 
This is a much better convergence rate than those given by the 
general estimators of the previous section even when they were 
restricted to the parametric case. Further, since the Bayes 
risk for this problem is R(G) = a/8(8+1), the relative error 
of the estimator (2.40) is 
so. 
aS(S+l) = __ 8 __ 
a (8+1} • n+l n+l 
Example 2. Normal - Normal 
The conditional distribution of X given 6 is N(8,8 2 ). 
When the prior distribution is normal as well, say N(~,cr 2 ), 
then it is well known that the posterior distribution of e 
given X = x lS N . We will again consider . [82~ + azx azsz l 
82 + az 82 + crz 
the squared error loss estimation problem. 
Case 1. cr 2 known, ~ unknown. 
Since the unconditional distribution of the x. is 
l 
1 
n+l 
Also, since 
n+l 
I x. l 
I 
we form the empirical Bayes estimator 
This yields 
= E 
(2.42) 
(2.43) 
= 
1 
n+l 
Furthermore since the Bayes risk is cr 2S2/(cr 2 +S 2 ) we have a 
relative error of S2/cr 2 (n+l). 
Case 2. ~ known, cr 2 unknown. 
Rewriting (2.42} we get 
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(2.44) 
(2.45) 
So we need an estimator for l/(cr 2+B 2 ). Consider the unbiased 
n+l 
estimator (n-l}/s 2 , where s 2 = I (Xi-~) 2 • This gives the 
empirical Bayes estimator 
(2.46} 
and thus 
1 (2.47} 
n+l 
[by independence of X1, ... , Xn' xn+l · 1 Note also that 
since s2/(crz+Sz} has a 2 Xn+l distribution (2.47) becomes 
84 E[(n-1) 2 _ + s' J ::::::: 
n+l s2 o2+S2 (cr2+S2)z 
2 4 
= 
The relative error is now 2S 2/a 2 (n+l) 
Case 3. ~ unknown, 0 2 unknown. 
Using the natural estimators 
~n 
1 n+l 
= n+l L x. i=l l 
we form the empirical Bayes estimator 
n+l 
where s 2 = /.. (X. - 0 ) 2 . Hence 
. 1 1 n l= 
n-2 
n+l 
L (x.-0 )2 
. 1 1 n l= 
0 ~ R (T,G) - R(G) = S 4 E[n-2 2 (x-~) n s n 
and since ~n and s 2 are independent, 
s4{ 2 + 1 
(n+l)} = (a 2+S 2) (n+l) (a2+S 2} 
3S 4 
= 
(a 2+S 2 ) (n+l) 
We note here that the above results may be generalised to 
the case where r observations are taken in each xi, 
52. 
(2.48) 
••• I x. ). 1,r The Bayes procedure is 
cr 2 x + 8 2 11/r 
a2 + 132/r 
and the corresponding Bayes 
X ::::: 
r 
I X 1 . r n+ ,J j=l 
1 
sk is R(G) a 2 13 2 I (a 2 +r 13 2 ) • 
Example 3. Exponential - Gamma 
Suppose X has the scale exponential density with 
parameter e 
fs (x) c -ax 0>0 ,x>O 
elsewhere 
Assume that the prior distribution has the gamma density 
g (e) 
{ 
Cl. a-1 -se s e e 
· r(a) 
0 
e > o 
elsewhere , 
and further assume a is known, 13 is unknown. Since the 
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posterior distribution of 6 given X = X is gamma with parameters 
a + 1 and B + x we have for the squared error loss estimation 
problem 
Since 
a+l 
S+x 
we have a natural estimator for S as 
A 1 n+l 
Bn = (a-l)n+l L x. 
i=l l 
for a > l , 
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A 
to give tn(x) = (a+l)/(8n + x) 
Hence the empirical Bayes error is 
(2.49) 
To evaluate E[Sn- 2], we first notice that since the conditional 
distribution of X is exponential with parameter 8, the 
A 1 n+l distribution of 8n = ~~l .I Xi is gamma with parameters 
l=l 
n+l and (n+l)S/(a-1). Thus 
Further 
Var(X) = 
and since E[8 
n 
--~(_n_+_l~)-2 ___ E[82] 
(a-1) 2 n (n-1) 
(a-1) 2 (a-2) 
8] 2 = (a-1) 2 
(2.49), provided a > 2 
= 
(n+l) 2a (l+a) 
(a-1) 2n(n-1)8 2 
for a > 2 
n!l Var(X] we have from 
0 < R (T,G) - R(G) < __ l_ • (a+l) 2 
n n+l 8 2 
(a-1) 2 •8 2a (n+l) 2a(l+a) 
(a-1) 2 (a-2) (a-1) 2n(n-l) 82 
1 
= 
n+l [ 
a
2 (a+l) 3 (n+l) 2 J 
(a-1) 2 (a-2)n(n-1)8 2 
which is an o(~) convergence rate. This compares with the 
O(n-q), with q = a(r-l}/(3a+2) (r+l), rate obtained by Lin 
1 
(1975) for this example. His rate approaches O(n- 3 ) for r 
and a sufficiently large. 
The above examples while not intended to be exh~tive 
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provide an opportunity to illustrate that when we assume that 
we know G is in a particular parametric family, then we can 
more readily determine simple estimators for the unknown 
parameters and consequently obtain good rates of convergence 
to optimality. The nonparametric results given earlier are 
much more general from an asymptotic point of view, but since 
determination of their small sample properties seems to 
require specification of a parametric family for the prior 
distribution, and the small sample properties must be the 
criterion for assessing an empirical Bayes rule, then 
perhaps the above examples indicate a more useful approach. 
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CHAPTER III 
EMPIRICAL BAYES WITH A SHIFTING PRIOR DISTRIBUTION 
1. INTRODUCTION 
The general empirical Bayes approach as described in 
Chapter I is concerned with making a decision about an unknown 
parameter 8 based on an observation X whose density function 
is f 8 (x) and under the assumptions that; 
(i} 8 is a random variable with a priori distribution 
G; and 
(ii) G is unknown, but we have the information from 
previous independent occurrences of the identical 
component problem. Using this information we can, 
under certain conditions, obtain desirable 
asymptotic properties for the empirical Bayes 
decision procedure. 
Often, however, the history of the decision problem under 
discussion is such that the component problems vary with time 
and it is therefore of interest to determine whether or not 
asymptotic optimality can be recovered in such cases. An 
example where this model may be appropriate is the problem of 
determining the fraction defective 8 in a consignment of 
resistors. The process which manufactures the resistors may 
produce defectives according to the distribution G(8) at one 
time, but at some later time, perhaps due to wear and 
deterioration of the machinery, the distribution of the 
defectives follows G' (8}. If there is no relation between 
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G(8) at time nand G' (8) at time n', then we have no 
information from previous problems concerning the present 
one. That is, we have only one observation upon which to 
base our decision. If, however, the change in the component. 
problems is a structured one then we may recover prior 
information to assist with the present problem. 
Some early work in modifying the assumptions of empirical 
Bayes theory has been performed by Tainiter (1966), who has 
weakened the assumption that the Xi's are independent to one 
of r-dependence. That is, if Bn and en are the a-fields 
generated by {Xn, Xn+l' .•• }and {x1 , • • • I X } respectively, n 
then Bn+r+l is independent of en. He gives an asymptotically 
optimal procedure for the two-action problem under zero-one 
loss. 
It is important to note here that if the component 
problem is different at each stage then the criterion of 
optimality must be modified accordingly. That is, at stage 
1 th B 1 Wl.'ll be tG(n+l) (x) 'th d' n+ e ayes ru e say, Wl. correspon 1.ng 
Bayes risk Rn+l(G). Hence if we use a procedure tn(x) based 
on x1 , ... , Xn giving risk R(n+l) (tn,G), the de red 
optimality goals would be 
(i} tn (x) - t~n) (x) L 0 a.e. [1J] , { 3 .1) 
and asymptotic optimality is now 
( i i ) R ( n + l ) ( tn , G) - Rn + l {G) + 0 as n -+ oo (3.2) 
Susarla and O'Bryan (1975) have examined the case 
where G(8) remains fixed with support in (O,oo), but the 
observations are drawn according to the density 
-K(x-8) Ke 
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X > 8 
where, at stage i 1 K = K(i) with {K(i)} being a known sequence 
of constants in a bounded positive interval. For the two 
action problem under the piecewise linear loss structure 
(1.32), an asymptotically optimal procedure is given together 
with a rate of convergence of O(n-o/ 4 ) for those priors for 
which 
p (a < 8 < a I) < k (a I -a) for all a <a' 
and 
(l+t)/(1-o) E[O ] < oo 1 for some t > 0, 0 < o < 1 . 
O'Bryan and Susarla (1975} have considered the modified 
version of the squared-error loss estimation of known linear 
functions of the unknown mean of normal distribution functions 
with known variances. Specifically Xn is distributed according 
to the N(a e + b 1 a 2 } density, where {an}, {bn}, {a 2 } are n n n 
known. For this normal case the Bayes estimator at stage n+l, 
is 
- b (1) 
tJn+l} (x) X fG,n+l(x) n+l 2 = + 0 n+l 
an+l fG,n+l (x) 
where {X - an+le - bnf ~ 
Jn 
1 a n 
fG,n+l (x) == e dG(8) 
/21Tan+l 
and f(l) (x) 
G,n+l is the first order derivative of fG,n+i (x). 
By placing bounds on {an},{bn}l{a~} O'Bryan and Susarla are 
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able to work within the standard empirical Bayes framework 
and,developing estimators for fG,n+l(x) based on its 
characteristic function/they give a procedure tn(x), estimating 
t~~) (x), which is asymptotically optimal, for distributions 
G with a compact support, with a rate of convergence of 
O((n- 1 log n)Y), for 0 < 2y < 1. 
O'Bryan (1976) and O'Bryan and Susarla (1976) have 
modified the empirical Bayesian assumptions by allowing the 
number of observations taken at each stage to vary. That is, 
x. = (X. 1, ... , X. ( . ) ) is a sample of size m(i) taken 1 1, 1,m 1 
from f 8 (x) at stage i. For the case where f 8 (x) is in the 
discrete exponential family ( 2. 2) and provided that m (i) M< 00 
O'Bryan exhibits an asymptotically optimal estimator for prior 
distributions with support on [O,S] for some S > 0. When 
I 
f 8 (x) is normal with mean '8, O'Bryan and Susarla give estimators 
which are asymptotically optimal with a rate of O(n-a/( 2 +a)M) 
for 0 < a < 1, providing G has support on [0,1]. 
The exponential family 
x > a 
sewhere , 
has also been discussed by O'Bryan and Susarla (1977). 
As an example of a member of this family they quote 
the normal distribution with mean -me and variance mcr 2 , cr 2 
known. At stage i, an observation Xi drawn from the 
density fe,m(i) (x), where as before n is restricted to a 
compact set and {m(i)} is known with m(i) M < oo An 
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asymptotically optimal rule is given for the problem of 
squared error loss estimation. 
All of the results mentioned above are concerned with 
modifying conditions on the observational data, while retaining 
the assumption that G(8) is fixed throughout. Suppose now 
that, as mentioned in the example with the resistors, the 
prior distribution is not constant, but that it changes in 
some known way. 
In particular consider the sequence ((h,Xd, (82 1 X2 ), • ,. • I 
(0n,Xn) where as in the usual empirical Bayes case the {Xi} 
are drawn. independently, and given ei = e, xi is distributed 
according to the density f 8 (x), but now suppose that for each i, 
e. 
J. 
drawn from the a priori distribution Gi. (It is assumed 
that all Gi's have the same support). This gives the unconditional 
density function of the observations as, 
( 3 • 3) 
At stage n+l, (we have observed X1, .•• 1 Xn on 
fG 1 (x), ••• , fG (x) respectively), the a priori distribution n 
is Gn+l (8) and upon observing Xn+l = x we form the corresponding 
Bayes procedure tG (x) . The Bayes envelope functional is now 
n+l 
= J J L(tG (x),8)f 8 (x)d~(x)dG +l (8) Q X n+l n ( 3. 4) 
This is the desired optimality goal at stage n+l and if Gn+l(8) 
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is known then the decision problem is again the Bayesian one. 
If Gn+l(e) is unknown then the performance any empirical 
Bayes rule tn(x) based on X1 , ••• , Xn, Xn+l will be assessed 
relative to this criterion. Accordingly we have the following. 
Definition 
The sequence of ision procedures T = {tn} is said to 
be asymptotically optimal relative to {Gn} if 
(3.5) 
II. GENERAL OPTIMALITY RESULTS 
We now look to the extension of Robbins' general results 
on asymptotic optimality for fixed G to the case where G = Gn 
at stage n. If we define L(S) = sup L(a,e) and assume that 
aEA 
the sequence of priors is such that 
I L ( 8) dG ( 8 ) < co n n for all n , (3.6) 
then we have: 
Theorem 3.1 
The sequence T {tn} ~s asymptotically optimal if (3.6} 
holds and if a.e. [~]x, 
p lim {¢G (tn(x),x) 
n-rco n+l 
¢G (tG (x), x)} = 0 
n+l n+l 
where ¢G (a,x} is defined by (1.4). 
n+l 
(3.7} 
62. 
The proof of this result is basically that of Lemma 1.1 
and is therefore omitted. Further, if we define ~G (a,x) 
n+l 
analagous to (1.23) and approximate it by a sequence 
~ (a,x) = ~ (x 1 , ••• , xn; a,x) for which n n 
p lim sup 1~ (a,x) - ~G (a,x) I = 0 
n+oo aEA n n+l 
a.e. [Jl]X 
then a result similar to Theorem 1.2 gives asymptotic optimality 
for tn(x) = a*EA such that 
~ {a*,x) ~ inf ~ (a,x) + E 
n aEA n n 
for any sequence {E } converging to zero. The following 
n 
corollary replaces (3.7) with a more intuitive condition. 
Corollary 
T = {t } is asymptotically optimal if (3.6) holds and 
n 
L(a,e) and tn(x) are such that for all 0 E ~ 
p lim {L(tn(x) ,W- L(tG {x),8)} = 0 
n+oo n+l 
Proof 
Suppose B sup sup fG (x) Then B < oo 
x n n 
for any E > 0, 36 such that 
1-E P(jL(tn(x),O)- L(tG {x),O)j < o) 
n+l 
a.e. ()l]x • {3.8) 
Furthermore, 
~ P( I ~G (tn (x) ,x) - ~G {tG (x) ,xll < 6B) a.e. [Jl] 
n+l n+l n+l 
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(by using (1. 4) ) • That is ¢8 (t (x},x) - ¢8 (t8 (x),x) n+l n n+l n+l 
+ 0 in probability a.e. (ll]X. 
We further note that (3.8) is guaranteed by the continuity 
of L(a,8) in the first argument provided 
p lim {tn(x) - t 8 (x)} = 0 n+ro n+l 
a.e. [ll]X. ( 3. 9) 
As noted earlier (3.6) is a restrictive condition and 
while it holds for finite action problems under suitable 
moment conditions on the priors {Gn}' it is not valid for 
any decision problem where the action space is an unbounded 
interval, and in particular the squared error loss estimation 
problem on (-ro,ro). Deely and Zimmer (1976) have weakened 
the overall boundedness condition on the los$ function, 
requiring only a bounding integrable sequence on the losses 
L(tn(x) ,8). Since it will be used later, their result is 
now adapted for the changing prior case. 
Theorem 3.2 
Let {tn(x)} be a sequence of decision procedures for the 
modified empirical Bayes problem and suppose that L(a,8) and 
tn(x) are such that (3.8) holds. Further, suppose there exists 
a sequence of functions hn(x,8) = hn(x1, • • • I X • n' 
that 
(a) p lim h (x,8) 
n 
h (x, 8), for each (x,8) 
(b) I L ( tn ( x) , 8 ) - L ( t G ( x) , 8 ) I ~ hn ( x , 8 ) 
n+l 
x,8) such 
for each (x,8) and for all n, and 
(c) lim E[hn(x,8)] 
n-+ro 
= E [ 1 im h { x , e ) J < oo 
n 
n-+oo 
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where the expectation E is with respect to the random variables 
X 1 , • • • , Xn, X = Xn + l and 8 
Proof 
Define qn{x,8) = jL(tn (x) ,8) - L(t8 {x) ,8) I 
n+l 
Using Fatou's lemma for qn(x,8) ~ 0 
0 = E[lim q (x,8)] 
n 
lim inf E[qn(x,8)]. 
n-+co n-+co 
Also with h (x,e) - f (x,e) ~ 0 we have 
n n 
h(x,8) = E[h(x,8)] 
= E[lim(hn(x,e) - qn(x,8))] 
n-+co 
~lim inf E[hn{x,e) - qn(x,8)] 
n-+co 
by Fatou's lemma, 
h(x,e) -lim sup E[fn(x,8)] 
n-+ro 
by condition (c). Thus, 
0 lim inf E[qn(x,e) lim sup E[q {x,8)] ~ 0 
n . 
n-+oo 
That is lim E[qn(x,S)] = 0 giving asymptotic optimality in 
n-+m 
the sense of (3.5). 
III. ASYMPTOTICALLY OPTIMAL PROCEDURES 
(1) Introduction 
Suppose that the a priori distribution at stage i is 
Gi (S) where 
EG. [8] = A.. ~ 
~ 
and 
I 
Gi (S) = gi (8) = g*(8-A..) ~ 
for some fixed g*. Suppose further that the conditional 
distribution of Xi' f(x!8) is also a location parameter 
density with 
f <xl e) = fo (x-8) 
This gives, for the ith observation 
E [X.] 
~ 
E[]Jo + 8.] 
~ 
ll + A.. 0 ~ 
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(3.10) 
(3 .11) 
(3.12) 
where ].1
0 
is the mean of a random variable with probability density 
f 0 (t). Without loss of generality we may take lJo = 0. 
Furthermore, the unconditional density function of x. is 
~ 
f 8 (x.) • l 
l 
= J f(x 1.j8. )g. (8.)d8. n 1 1 1 1 
= J f o (x . - e . ) g * ( e . - A . ) de . Q ~ ~ ~ ~ ~ 
Let u. =e. -A., du. = d8. and (3.13) becomes 
~ ~ ~ ~ ~ 
J f 0 (x.-A.-u. )g* (u. )du. n ~ ~ ~ ~ ~ 
fo (y. -u. )g* (u. )du. 
~ ~ ~ ~ 
f f(yi!u.)g*(u.)du. Q ~ ~ ~ 
where yi = 
for all i 
x. -A. 
~ ~ 
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(3.13) 
(3.14) 
Thus, the random variables {Yi} are mutually independent, 
(since the {Xi} are drawn independently) and by (3.14), are 
also identically distributed with 
E[X. - A.J = 
~ ~ 
A. -A. 
~ ~ 
0 
say . 
For example if f(xle) = N(S,cr 2 -l), g. (8) 
~ 
N ( A . , 1) then 
~ 
fG (x.) is N(A.,cr 2 ), giving a N(O,cr 2 ) density for allY. 's. 
. ~ ~ ~ 
~ 
The change in the means {Ai} is assumed to be of the 
form 
A. = az. + b 
~ ~ 
(3.15) 
where {zi} is a known sequence and the parameters a,b are both 
unknown. Consequently on observing the random variable X. on 
~ 
fG. (x) , we have 
l 
X. = A. + Y. = az. + b + Y. l l l l l 
where the {Y.} are independent and identically distributed 
l 
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(3.16) 
random variables with zero mean. This gives the conditions 
for the usual two-variable linear regression model. Hence, 
based on the observations X1, 
estimators for a and b are 
and 
k 
k
1 I (x.-x) (z.-z) 
. 1 l l l= 
k 
1 I (z.-z)2 
k i=l l 
where x 
1 k - 1 k 
= k L xk' 2 = :K. L 
i=l l=l 
sequence of estimators for 
Lemma 3.3 
z .. 
l 
{A.} 
l 
t Xkf the leaSt SqUareS 
(3.17) 
(3.18) 
Thus we may form the double 
as 
(3'.19) 
The estimates (3.19) are unbiased for each i and 
furthermore 
(3.20) 
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Proof 
Unbiasedness is established by taking simple expectations 
in (3.17) and (3.18). Next we have 
k 
where X = kl L A·. Since E(ak-a) 2 
i=l 1 
Malinvaud (1970, p87)] the result follows. 
When a is known, the squared error is simply cr 2 /k. 
Also note that provided {zi} is bounded and 
1 k 
- I (z1.-z)2 + s2 < 00 
k i=l 
(3.21) 
then the estimates A· k have a square mean convergence rate 
1, 
of O(k- 1 ) for each i. (Malinvaud, p87). This condition is 
assumed for the following work. 
Suppose now we have observed X1, •.. , Xn. The 'present' 
prior is Gn+l(8) and we observe X= Xn+l" The Bayes procedure 
is tG (x) and the corresponding risk functional is R(Gn+l). 
n+l 
As noted in Chapter I, there are basically three methods of 
constructing empirical Bayes procedures and the method 
considered here is direct estimation of tG (x) . In particular 
n+l 
it will be assumed that tG (x) can be characterised by 
n+l 
the unconditional density fG (x) (and perhaps its f st 
n+l 
derivative). 
We have noted that continuity of L(a,e) together with 
t (x) - tG (x) 
· n n+l 
0 a.e. [ll] 
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(3.22) 
guarantees (3.8) which is a basic condition for the corollary 
to Theorem 3.1 and Theorem 3.2. Consequently if we can find 
estimators fn(x) and f~l) (x) for which 
f(j) (x) - f(j) (x} 
n Gn+l 
0 a.e. [111 (3.23) 
for j 0,1, then (3.22) will be assured. 
If the means {Ai} were known, then we could obtain the 
realisations of the independent and identically distributed 
random variables Y1 = X1 - A1 1 ••• , Y =X -A , n n n 
y =Y 
n+l Xn+l - An+l' which places the problem in the 
usual empirical Bayes situation. Thus, from (3.14), we could 
construct estimators for the 'present' density fG*(y) and its 
derivative f~!) (y), from which asymptotically optimal pro-
cedures may be constructed. However since the {A.} are 
l 
unknown we use the estimates A. of (3.19) to form the 1,n 
random variables 
Y. = x. - A. I 1,n 1 1,n i = 1, . . . , n+l (3.24) 
Therefore, at stage n+l, we observe Xn+l x and if we have 
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the consistent estimators f (y), f(l) (y) for the 'present' 
n n 
density fG*(y) = f 8 (x) and its derivative f~;) (y) = f(l) (x) 
n+l 8 n+l 
respectively, based on Y1 , ••• , ·Y we replace Y. by Y. , n 1 1,n 
for i=l, ... , n and 
y 
n+l,n = xn+l - "n+l,n 
= X - A = y + (A. - A ) 
n+l,n n+l n+l,n 
= y, say. 
This will yield the estimators 
fn(x) = fn,n(y) 
f ( 1 ) (x) = 
n 
f(l)(y). 
n,n 
It must now be shown that such estimators are themselves 
consistent. That is 
f (y) ~ fG*(y) n,n 
a.e. [y]. 
(2) Empirical Density Estimators 
Theorem 3. 4 
(3.25) 
(3.26) 
(3.27) 
Let 8 be a location parameter of the density f(xl8) satis-
fying ( 3 .11 ). Suppose we observe the continuous valued 
, Xn' Xn+l = X, each from f (xI 8 . ) , l 
i = 1, ... , n+l respectively, where 8. has the a priori 
l 
distribution Gi(8) satisfying (3.10) and (3.15). Let 
Y. = x.-A., i = 1, 1 1 1 
(3.24). 
... , n+l, and let Y. be defined by 1,n 
Withy given by (3.25), define 
Then, 
Proof 
Fn,n {y) = 
# of Y1 , ,n 
n 
" y ~ y 
' n,n 
a.e. (y] 
Since A. ~A., for each 1 as n + oo this gives 1,n 1 
y, = x. 1,n 1 A. ~x. 1,n 1 A. = Y. 1 1 
Define, for any s > 0 1 
A = {!Y. - Y·l < s for all i=l, ... , n+l}. 
n,s 1,n 1 
On this set 
Y -s ~ y 
, n 
F (y) ~ --------------
n,n 
n 
71. 
(3.28) 
(3.29) 
72. 
That is, 
F (y-2E) ~ F (y) ~ Fn(y+2E) 
n n,n 
a.e. Since Fn(y) 
Theorem and with 
FG*(y) uniformly by the Glivenko~cantelli 
lim P(A ) l n, E = 
n-+oo 
we have, for any E > o, 
FG*(y-2E) - FG*(y) ~ p lim Fn,n(y) - FG*(y) 
n-+oo 
Since FG* is continuous we have the result. 
Recalling the estimates of Robbins (1963) for the 
continuous case 
F (y+c ) - F (y-c ) n n n n 
2cn 
f (1) (y) fn(y+cn) - fn(y-cn) 
= n 2cn 
Fn(y+2cn) - Fn(y-2cn) 
= 
4c 2 
n 
nc -+ oo , 
n 
cn+O, nc 3 -+ 00 n I 
we form the corresp?nding estimates based on Y1 , ... , Y , ,n n,n 
Yn+l,n = y. 
fn,n(y) 
= Fn,n(y+cn) - Fn,n(y-cn) 
2cn 
f(l) (y) = 
n,n 
F {y+2c ) - F (y-2c } 
n,n n n,n n 
4c 2 
n 
p (1) p Robbins (1963) shows fn(y) ~ fG*(y}, fn (y) ~ fG*(y), 
provided the derivative exists. From Theorem 3.5 we have: 
Corollary 
Proof 
a.e.[y). 
f(l)(y) 
n,n 
a. e. [y] • 
With An,£ defined in Theorem 3.5 we have on this set 
Fn(y+cn~2£} - Fn(y+2s-cn) 
--------------------------- ~ 
F (y+c ) - F (y-c ) 
n,n n n,n n 
Fn(y+cn+2s) - Fn(y-cn-2£) 
< ---------------------------
2c 
n 
73. 
(3.30) 
(3.31) 
(3.32) 
(3.33) 
Since, by the Glivenko-Cantelli Theorem, the convergence of 
Fn(y) to FG*(y) is uniform in y and since FG* is continuous we 
get 
p lim 
F (y+c ) - F (y-c ) 
n,n n n,n n 
n+oo 
That is (3.32) is valid. A similar proof is evident for 
(3 .33). 
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(3) Kernel Function Estimators 
The density estimators considered here are basically 
those of Johns and Van Ryzin (1972), since these have 
received considerable attention in empirical Bayes literature 
and may afford rate convergence results. If we knew 
the values of the i.i.d. random variables Y1 , .•• , Yn, 
Yn+l = Y we could use as consistenb estimators for fG*(y) 
and fci!) (y) the functions 
and 
f (1) {y) = 
n 
1 
na 
n 
n [ 1 [Y j -y] 1 [Y j -y]] I -- Kz -- - Kz --
j 2a 2a a a 
n n n n 
(3.34) 
(3.35) 
where {an}, K1 (u), Kz (u} satisfy (2.26) and (2.28). However, 
{y }n+l · k 1 Y b Y d f th as J. 1 lS un nown we rep ace . y . an orm e J J,n 
corresponding estimators fn,n(y) and f~~~(y). The following 
theorem imposes slightly stronger conditions on {an} and the 
kernels K1 and Kz to guarantee consistency for these new 
estimates. 
Theorem 3.5 
Suppose 8 is a location parameter f{xle>. We observe 
X1, •.. 1 Xn' Xn+l {=X) on f{xjel) I ••• , f(xlen+l) respectively 
where ei has the a priori distribution Gi(8) satisfying (3.10) 
and ( 3 .15) . Define Y. = X. - >.. • and Y. -A. for i=l, . . . , 
1 1 1 1,n 1,n 
n+l, with A. 
1,n 
given by {3.19). Let ~ {u) be a continuously 
differentiable function satisfying (2.26) where {an} satisfies 
na'+ -+ 00 r 
n 
Then, defining 
fn,n(y) == 
we have 
Proof 
1 n l j=l 
as n-+oo. 
a. e. [y] • 
Since K1 is continuously differentiable on [O,u 1 ], 
sup J K~ (u) I 
O~u~u1 
particular 
[y. -yl K1 :n -
A 
Y.-y-Y. +y J J,n 
75. 
(3.36) 
(3.37) 
for all j l, . . . , n. 'Iherefore with fn (y) defined by (3. 34) 
we have 
Y.-Y. J J, n (3.38) 
a~ 
For any 6>0, consider the set 
{ n < 6/N, n N, j = 1, . . . , n+ 1} 
On this set 
N 
76. 
Further 
= P sup J J,n 
[ 
Y.-Y. 
1 ~ j ~ n+l a~ 
~ 1-E 
Y.-Y. 
J J 'n 
a2 
2 
/(o/N) 2 
n 
for all j. 
Since E IY.-Y. 1 2 = EIA·-A· 1 2 = 0( 1 ) by the conditions J J,n J J, n n 
on {zj}' this gives 
lim That is P(AN) = 1. Hence N-+co 
f (y) - f (y) ~ 0 
n,n , n 
and since fn(y) ~ fG*(y), by the results of Johns and 
Van Ryzin (1972), we obtain the required result. 
Consider now the estimator (3.35) for the first 
derivative of the density fG*(y). 
Theorem 3.6 
Let the conditions of Theorem 3.6 be valid. Suppose 
K2 (u) is a continuously differentiable function satisfying 
(2.28) with {a } such that 
n 
77. 
Define 
f (1) (y) == 
n,n 
1 1 (3.39) 
Then, 
f (l) (y) L fG<;> (y) 
n,n a.e.[y]. (3.40) 
The proof of this result parallels that of Theorem 3.5 
and is therefore omitted. 
(4) The One-Parameter Exponential Family 
To illustrate the results above we consider the family 
densities (2.20), since for both the two-action linear 
loss problem and the squared-error loss estimation problem, 
the Bayes procedure may be expressed in terms of the density 
(x) 
, and its first derivative. 
n+l 
{a) 
We consider the test 
(3.41} 
with loss function {1.32). At stage n+l, the a priori 
distribution is Gn+l(8) and the corresponding Bayes procedure 
tG (x) = P(accept H0 jX==x), with 
n+l 
tG (x) = {01 
n+l 
if aG . (x) ~ 0 
n+l 
sewhere 
where 
( 1) 
a.G (x) = 
n+l 
(v(x)- 8 )fG (x) 
0 
n+l 
fG (x) 
n+l 
Since for this problem y = X - A. 
n+l' we define 
( 1) 
h (l) (x) 
v*(y) h (y+A.n+l) v(x) = = = . 
h(y+A.n+l) h(x) 
Using (3.14) we have now 
a.(y) = a. .(X) 
Gn+l 
and the Bayes procedure at stage n+l is now 
1 if a.(y) ~ 0 
= 
0 , elsewhere 
Thus if we had the values for Y1, ... , Yn' Yn+l we could 
use the estimates (3.30) and (3.31) or (3.34) and (3.35) 
to estimate a.(y}. However, using Yl,n' ... , Yn,n' Yn+l'n 
we have: 
Theorem 3.7 
78. 
(3.42). 
(3.43) 
Let 8 be a location parameter of the density f(xi8) in 
the family (2.20). Assume h(l) (x) exists and is continuous. 
With f (y) and f(l) (y) given by (3.30) and 
n,n n,n 
(3.36) and (3.39) respectively, define a. (y) 
n 
Y • y)- a (xl, n,n' - n 
(3.31) or 
= an(Yl,n' • • • I 
79. 
a (y) = {v*(y}- e )f (y)- f(l)(y) 
n o n,n n,n (3.44) 
For the hypothesis testing problem (3.41) with loss (1.32) 
define 
if an(y) 0 
t (y) 
n 
(3.45) 
if an (y) > 0. 
A A 
Then T = {tn} is asymptotically optimal in the sense of (3.5) 
for all prior sequences for which 
Proof 
f 8dG (8) < oo n n for all n. 
Since v*(y}==v(x} is known, Theorems 3. 5 - 3. 7 guarantee that 
a (y) La (y) 
n 
and therefore 
a. e. [y] • 
With the assumption of a finite first order moment on the 
priors {Gn}' the conditions of Corollary 2 to Theorem 1~2 are 
satisfied (a(y) =- fiG*(y)). Thus T = {tn} is asymptotically 
A A 
optimal relative toG*. That is, T = {tn} is asymptotically 
optimal in the sense of (3.5). 
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(b) Estimation 
It is well known that the Bayes estimator for the squared-
error loss problem is the posterior mean. For the family (2.20) 
this is, at stage n+l, 
tG {x) 
· n+l 
J~ 8f(x!e)dGn+l(e) 
fG (x) 
n+l 
f (l) (x) 
= h(l) (x) Gn+l 
h{x) fG (x) 
n+l 
This may be re-expressed in the y = x - An+l variable as 
= v*(y) -
f~;> (y) 
(3.46) 
(3.47) 
As before, if we knew Y1 , ••• , Yn, Yn+l' we could form 
consistent estimators f (y) and f(l) (y) to give a consistent 
n n 
empirical Bayes rule. If we again assume that h(l) (x) exists 
and is continuous, then using (3.45) we form tn(y) = 
tn(y} = v*(y) -
f (1) (y) 
n,n (3.48) 
fn,n(y) 
with f and f(l) given by (3.30) and (3.31) or (3.36) and 
n,n n,n 
(3.39). We now have a cons tent empirical Bayes procedure. 
However, as already noted, unboundedness of the action 
space precludes the use of Theorem 3.1. Following Deely and 
Zimmer (1976) we have the following: 
81. 
Theorem 3.8 
Let e be a location parameter of f(xle), a unimodal 
and symmetric member of the family (2.20). Assume h{l) {x) 
is continuous. Suppose also that the a priori distributions 
A 
are unimodal and symmetric and satisfy (3.10). Let tn(x) 
be defined by (3.48). Let sn(x 1 , ••• 1 xn;x) be 
A 
lxl + IA.n+l,nl if tn (x) > 
sn(x) = tn(x) I elsewhere 
A 
- ( lxl + IA.n+l,nl), if tn(x) < I X I + I A +1 I . n ,n 
(3.49) 
Then T = {sn} is asymptotically optimal in the sense of (3.5) 
for the problem of squared error loss estimation of e. 
Proof 
Since h(l) (x) is continuous we have by (3.48) that 
A 
t (x) - t 8 (x) ~ 0 a.e., as n + oo. Also with f(xle> n n+l 
and Gn+l(e) both unimodal and symmetric 
I tG (x) I 
n+l 
IE<Six>l 
Hence sn(x} - t 8 {x) 
n+l 
the fact that A.n+l
1
n 
0 , as n + oo, is assured from 
A.n+l ~ 0. Now 
+ <lxl + 1A.n+ll> 2 + 2lel< 2 1xl + 1A.n+l
1
n1 + IA.n+ll> • 
{3.50) 
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Since {zn} is assumed to be a bounded sequence let 
M = sup {A A } < oo 
n+l' n+l,n 
n 
The r.h.s. of (3.50) is thus bounded by 
h(x,e) 2 ( 1 x 1 +M) 2 + 4 1 e 1 ( 1 x 1 + M) 
The integrability of h(x,e) is now guaranteed by the existence 
of second order moments for e. Thus by Theorem 3.2 with 
hn(x,e) = h(x,8) for all n, for all (x,e), T = {sn} is 
asymptotically optimal. 
(5) Direct Estimation of the Prior 
Thus far we have established asymptotic optimality by 
considering convergence in probability of the estimates a 
n 
to a (and hence A. to A· for each i). This convergence 1,n 1 
can be strengthened to a.e. convergence by the following. 
since xi-x = a(zi-z) + (yi-y), where the {yi} are i.i.d. 
random variables with mean zero and finite variance cr 2 , say, 
we rewrite (3.17) as 
k 
I (y.-y) (z.-z) 
i=l 1 1 
ak = a + k 
I (z.-z) 2 
i=l 1 
k y. (z.-z) I 1 1 
+ 
i=l 
= a 
k 
I (zi -z) 2 
i=l 
By Theorem 4.3.1 of Lukacs (1975), 
k I y. (z.-z) 
i=l l l 
k I (z.-z)2 
. 1 l l= 
provided 
k 
+ 0 
· 1 im I ( z . - z ) 2 = 0 
k+oo i=l 1 
a.e. 
That is, ak + a a.e. In this section it is assumed that 
(3.52) holds. 
Lemma 3.9 
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(3.52) 
Define Fn,n(y) by (3.28) 
( 3 • 2 4 ) • Then 
withY. given by (3.19) and 
J 'n 
Proof 
F ( ) a.e. ( ) 
n,n y ~ FG* y 
Since a -a a.~. 0, we have 
n 
a.e.[y] 
I Y · - Y · I = I A . - A . I ~ 0 , for all j . J,n J J,n J 
Hence, for any s > 0 
P(limiY. - Y.l < s, for all j = 1, ... , n+l) = 1. 
n+oo J,n J 
The rest of the proof parallels that of Theorem 3.4 and by 
use of the Glivenko-Cantelli Theorem we have the result. 
0 .53) 
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When the Bayes procedure cannot be expressed in terms of the 
unconditional density fG (x) then it may be possible to 
n+l 
construct a sequence Gn+l,n(8) of estimators of Gn+l (8) which 
converge weakly with probaility one. That is 
P(lim(Gn+l n(8) - Gn+l (8)) = 0 for all continuity points 
n-+oo I 
(3.54) 
Since Gn+l (8) = G*(8-An+t = G(8 1 ), we need only find estimators 
of G* which converge weakly with probability one. 
Robbins (1964) has given a general method for determining 
such a sequence of estimators of G* based on the empirical 
c.d.f. of the i.i.d. observations Y1, ... , Yn. Since these 
values are not available to us, we again use the random 
variables Y 1 ,~ ... , Yn,n. Thus, given Fn,n(y) as in (3.28), 
letS be a class of distributions in 8 1 which contains G*. 
Let 
d = inf sup IF (y) - F G (y) I n GES n,n y 
"' ES 2~ ( 8 I) "'* Suppose G* = Gn(Yl,n' ... I y n,n' 8 I ) n 
is an element of S for which 
sup IF ( ) - F"' ( ) I d y n,n Y G* Y < n + En 
n 
wherek} is any sequence of constants tending to zero. 
n 
Noting that f(xl8) = f(yl8 1 ) gives F(xl8) = F(y + An+ll8 1 ) 
we have: 
(3.55) 
Theorem 3.10 
Assume (i) F(y!O') is continuous in 8'. 
(ii) lim F(y!O') and lim F(y!8') exist 
8'+oo 8'+-oo 
and are not distribution functions. 
(iii) FG
2 
then G1 
Then if {G*} is defined by (3.55) we have 
n 
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P(lim G~(8') = G*(8'), for all continuity points 8' of 
n+oo 
G*) 1 . (3.56) 
Using Lemma 3.9, the proof of this result is basically 
that of Robbins (1964) with the empirical c.d.f. Fn(¥) 
replaced by F n(y) · n, 
We note that condition (iii) is satisfied for the problem 
we are dealing with since F(xi8) is a location parameter 
family. "* The estimators {Gn} of G* are not sufficient for 
determining Gn+l(8) since 
and ,\n+l is unknown. 
,\n+l to give 
"* 
Hence we use the estimate ,\ +l of n ,n 
Gn+l,n(e) = Gn(e- ,\n+l,n) 
These estimators must now be shown to converge weakly, 
with probability one, to Gn+l (8). We have 
(3.57) 
" 
Gn+l,n(B} - Gn+l(B) = G~(B- An+l,n) - G*(B- An+l) 
= {~*(e- A ) - G*(B- A )} 
n n+l,n n+l,n 
+ {G*(B- A ) - G*(B- A )} 
n+l,n n+l 
Provided G* is continuous, then (3.54) is satisfied using 
Theorem 3.11 for the first expression of (3.58) and since 
A - A 
n+l,n n+l 
a.e. 
--
0. 
As an example, consider the two action problem with 
A= {a 0 ,a 1 } for which (3.6) holds. Defining 
t:,G (x) 
n+l = J 
[L(a,8)- L(ao,B)]f(xiB)dGn+l(B) 
and 
with G (8) 
n+l,n 
t (x) 
n -- {01 
s-2 
[L(a 1 ,8)- L(ao,B)]f(xl8)dG +l (8) n ,n 
defined by (3.57L we get that 
if /';,. (x) ~ 0 
n 
if 6 (x) < 0 
n 
86. 
(3.58) 
is asymptotically optimal provided that [L(a,B)-L(ao,8)]f(x1B> 
is continuous and bounded in 8, by the Helly-Bray theorem. 
Unfortunately the method of proof for Theorem 3.10 is 
non-constructive, and the general problem of determining 
the sequence {~*} is not an easy one. Deely and Kruse (1968) 
n 
87. 
have given a method for finding such a sequence when is a 
class of distributions defined on a compact subset of the 
real line. They construct discrete distributions with weights 
determined by the solution of a linear programming problem. 
Rutherford and Krutchkoff (1967) give estimates based on moment 
estimators of a prior assumed to be a member of the Pearson 
family of distributions. 
Extensive work has beeri made by Maritz (1967, 1968) on 
smooth empirical Bayes estimators. This involves the 
approximation of G by a step function Ak(8), with k steps 
of height 1/k at points u1, ... , uk' i.e., 
for j = 1, , k-1. Provided the sequence Ak(8) is 
constructed so that Ak(8) + G(8) (weakly), then the smooth 
empirical Bayes approach requires only that estimates are 
found for the points u1, ... , uk based on the observations 
Y1, , Yn. While this method offers good numerical 
results for selected examples, it is analytically intractable. 
IV RATES OF CONVERGENCE 
(1) Generalised Rates 
As for the standard empirical Bayes problem, the 
investigation of rates of convergence to optimality is an 
important problem. Consider again the case where the optimal 
Bayes procedure is given in terms of fG (x) and its 
n+l 
88. 
derivative. This often permits rate results to be established 
on the basis of rates of convergence of estimates f~(x),f~l) (x) 
to fG (x) and f (l) (x) • 
n+l Gn+l 
In particular consider the kernel 
function estimators described in section III(3) of this chapter. 
0 fG* (y) I , for We are interested in the errors Ejf (y) -n,n 
o > 0, where f n(y) is defined by (3.36). 
n, 
Lemma 3.11 
Assume that the conditions of Theorems 3.5 and 3.6 
hold. Suppose that f (y) is defined by (3.36) with K1 (u) n,n 
satisfying (2.26) and that f{l) (y) is defined by (3.39) with 
n,n ( _ 1 ~ 
K 2 (u) satisfying (2.28). Then, choosing an= 0 n zr-+.g 
for some r 3 we have 
0 
Ejfn,n(y)- fn(y)j [ 
(2r-3) ] 
- 2(2r+1) 0 
= 0 n 
[ 
(2r-5) J 
Ejf(l)(y)- f(l){y)j =on- 2(2r+l)o ' 
n,n n 
where fn(y) and f~1 ~y) are given by (3.34) and (3.35) 
respectively. 
Proof 
From (3. 38) 
. 0 - 26 2cr 2 o/2 ~ (2M!} a (-· B) 
n n 
(3.60) 
(3.61) 
where B 
n 
sup{l + (z. - z) 2/ 1 I cz.-z) 2 } < oo by assumption 
1
. 1 n . 1 1 1= 
on the {zi}. Therefore (3.60) is satisfied. The proof of 
(3.61) is similar and is therefore omitted. 
For examples of asymptotically optimal procedures with 
a rate of convergence, consider again the one-parameter 
exponential family (2.20). 
(a) Hypothesis Testing 
89. 
For the two-action problem (3.41) with piecewise linear 
loss it has been established that the Bayes procedure for 
this modified problem is tG (x) = tG*(y) defined by (3.43) 
n+l (l) 
with aG (x) 
n+l 
= a(y) = {v*(y) - 8 0 )fG*(y) - fG* (y). Theorem 
3.8 states that an asymptotically optimal empirical Bayes 
procedure 
if a (y) ~ 0 
n 
elsewhere 
with a (y) given by (3.44). The following theorem gives a 
n 
rate of convergence for this procedure. 
Theorem 3.12 
Let 8 be a location parameter of the density f(x!O) in 
the family (2.20). Assume h(r) (x) exists for some r ~ 3. 
Further assume that for this modified empirical Bayes problem 
I 6dGn+l(8) < oo for all n. 
Q 
ine { tn} by ( 3 . 3 6) , ( 3. 3 9) , ( 3 .4 4) and ( 3 . 4 5) . If, for 
(3.62) 
some o, 0 < o < 2, and for some E > 0 
J Ia (y) 1-o (l+{v* (y} }o) (l+{q~r) (y) }o)dy < oo 
* where fE(y) = 
then with 
o[n- 2r!l] and 
Ju 1 ujK1 (u)du = 0 
0 fu2 . +l uJ Kz(u)du 0 0 
90. 
(3 • 6 3) 
(3.64) 
I (r) I fG* (y+t) , 
(3.65) 
for j = 1, , r - 1, we obtain T = {tn} is asymptotically 
optimal in the sense of (3.5) and in fact 
[ 
( 2r-5) a] 
R (T G ) - R(G } = 0 n- 2 (2r+l) 
n ' n+l n+l (3.66) 
Proof 
From Lemma 2.3 we obtain 
{3.67} 
Using the c0-inequality gives 
Elan (y) - a (y) I 0 
91. 
= I <I> n> I o 
- E {v*{y)-80 )f (y) - f (y} - (v*(y) - e0 )fG*(y) + fG* (y) n,n n,n 
+ c E If {l) {y) - f (l) (y} I 0 
o n,n G* • 
Therefore {3.67) gives 
Johns and Van Ryzin {1972) have shown that with fn{y) and 
(l} (y) given by (3.34) and (3.35} respectively 
(3.68) 
[ 
(r-1) oJ 
0 n- 2r+1 [{f; {y)} o/2 + {q~r) (y) }o) ' 
(r-l)oJ 
( - 2r+1 [ 0 n 
Since 
c~Eif (y) -fn{y)l 0 
v n,n 
we have from Lemma 3.12 that 
92. 
l (2r-3)oj E!fn,n{y)- fG*{y) lo on- 2(2r+l) [1 + {f:(y)}o/2 + {q~r) (y)}o], 
(3. 70) 
since this is the dominating asymptotic rate. Similarly 
[ 
(2r-5) o1 
0 n- 2 (2r+l)J [l+{f: (y)} o/2 + {q~r) (y)} 8] 
(3. 71) 
Combining (3.70) and (3.63), (3.64) gives 
An' Bn = O[n 2r-3 o] 
Also (3.71) with (3.63) and (3.64) yields 
[ 
(2r-s) 8] C = 0 n 2(2r+l) 
n 
and since this term dominates asymptotically we have the 
result. 
(b) Estimation 
For the exponential family, the Bayes procedure at 
stage n+l for the squared error loss estimation problem is 
tG (x) tG*(y) given by (3.46) and (3.47). Consider 
n+l A 
the empirical Bayes estimator t (x) = t (y), given by {3.48). 
n n 
As before, we must now allow for the case f (y) = 0. Let 
n,n 
n > 0 and define 
fn,n(y) = max { f n ( y ) 1 n } . n, 
" This gives the estimator tn(y) (= tn(x)} where 
f (l} (y) 
= v*(y) _ n,n 
fn,n(y} 
Using Lemma 1.3 the excess risk for the procedure T - {t } 
- n 
satisfies 
93. 
(3. 72) 
- t 8 (x) I 2 f 8 (x) dx 
n+l n+l 
(where x E X - x - )..n+l E "j) . We have the following: 
Theorem 3.13 
Let 8 be a location parameter of f(xj8) in the family 
(2.20). Assume h(r) exists for some r ~ 3. Let tn(y) be 
defined by ( 3 . 3 6) , ( 3 . 3 9) , ( 3 . 4 8) and ( 3 . 7 2) . for some 
E: > 0 
J l + G 1 + 
(3.73) 
[ [ 
f ( ; ) ( y ) ]2] [ 
fG*(y) 
f; (y) + (q~r) (y)) 2 JfG* (y)dy < oo, 
{3. 74) 
where f:(y) and q~r) (y)- are given in Theorem 3.14, and if 
there exists a o > 0 such that 
J {f~;) (y)/fG* {y) } 2 fG* (y)dy 
{y:f8 *(y)<n} 
[ 1 } . - 2r+l some C1 > O, then w1th an = 0 n for and n = n-Y, 
(3.75) 
where y = (2r-5)/(2r+l) (2+o) and Ki(u) satisfying (3.65) for 
i = 1,2, the sequence T = {t } is asymptotically optimal in 
. n 
the sense of {3.5) with 
Proof 
First note that with v*(y) known, 
f (1) (y) 
n,n 
f (1) (y) 
n,n 
fn,n(y) fG*(y} 
- fJP (y) 
- f (y) • 
n,n f ( ) G* y 
2 
2 
f~;) (y) 2 
+ 2 E If (y) - fG* (y) I 2 } • (y) n, n 
Further, since 
El ,n(y)- fG*(y)j2 
-2 2 
n {y:fG*(y) <n}+Eif (y) -fG*(y)j n,n 
we have, from (3.73), 
where 
94. 
(3.76) 
95. 
J 
{y:fG*(y)<n} 
Thus·1 using the results of Theorem 3 .12 1 namely ( 3. 7 0) , ( 3. 71) , 
together with (3.74) and (3~75) we get 
o[n (2r-5) o n-'] An = 2(2r+l) 
J (2r-3)o n-'l B = 2(2r+l) n 
Thus we get, 
since this is the dominating asymptotic order. 
The proofs of the above two theorems rely on the rate 
results produced by Johns and Van Ryzin (1972) and Lin (1975) . 
It would be possible to take the theorems and apply them to 
particular densities on the exponential family in order to 
reduce the unintuitive conditions (3.63), (3.64) and (3.74}, 
(3.75) to moment restrictions on the prior distribution 
Gn+l(O) = G*(8- An+l). However as explained in Chapter 2, 
even these conditions do not permit easy evaluation of the 
bounds on the excess risk. The rate results above, while 
allowing for a theoretical rate of convergence arbitrarily 
-1 
close to O(n ) do not give good small sample properties. 
Extension of the Model 
It has been assumed throughout this chapter that the 
variance of e. remains constant. This was done to ensure 
1 
that the unconditional variance of Xi remains fixed to 
satisfy an assumption of the usual linear regression model. 
In fact we may assume that this variance is not constant 
provided it is a known value. This does not affect the 
estimator for A., but it does affect the expression for the 
1 
expected squared error. In fact if 
Var (Xi) = CJ~ 1 
then with estimators (3.17), (3.18), (3.19) for the 
prior mean Ai based on X1, ... , Xk we have similar to 
Lemma 3.3 
E I A. k - A. 1 2 = E [X 1, 1 
~ 2Eix->.:! 2 + ( z. - z )2E ( ak-a ) 2 1 
k 
96. 
{ k 
l: cr'(z.-Zl'} 
. l 1 1 
2 _!__ I CJ~ + (z. - z) 2 1= (3. 77) = 1 1 k k 2 i=l I (z.-z)2 
. l 1 1= 
If it is assumed that CJ~ is bounded above by CJ 2 say then 
1 
(3.20) will be satisfied and the conditions governing 
convergence will also apply here. 
The general methods developed in this chapter depend upon 
the kernel type estimators of a probability density function. 
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Other methods are available (see Wegman (1972)), but as with 
the kernel functions, the accuracy of such estimators for 
small samples is often difficult to determine. Consequently 
the assumption of a parametric form for the prior distributions 
takes on some practical significance. 
(2) Parametric Examples 
Consider again the case where it is assumed that Gn(8) 
is a member of a given parametric family. 
(a) Normal-Normal 
Suppose f(xje) is N(8,S 2 ) and Gn+l (8) is N(An+l' cr 2 ). 
We are interested in the squared error loss estimation of 
8 = en+l" The unconditional distribution of X= Xn+l is 
fG (x) which has a N(An+l' cr 2 + S 2 ) density. The Bayes 
n+l 
procedure is 
tG {x) = 
n+l 
Consequently using the estimate An+l,n+l for An+l based on 
Xn and Xn+l = X, we define 
and by Lemma 1.3, the excess risk at stage n+l for the 
procedure T = {tn} is 
= J E I tn (x) - tG (x) j 2 fG (x)dx 
X n+l n+l 
(3. 78) 
(3.79) 
by {3.20), 
where B 
~ _:..___ • B • 
02+132 
1 
n+l 
{ 
(zn+l- z)2 } 
1 + n+l 
1 \ - 2 
- L (z.-z) 
n+l i=l 1 
n+l s~p{l + {z.-z} 2 /--1-- I (z. 
1 1 
n+l i=l 1 
98. 
(3.80) 
< oo. 
That is we have a convergence rate of and exact error 
bounds are easy to determine. 
We now note that if we assume a parametric form for 
Gn+l (8) then since the Bayes procedure is often expressed in 
terms of the a priori parameters it may be possible to remove 
the condition that f(xle> and gn+l {8) = G~+l (8} are 
continuous location parameter densities. The direct 
estimation of the a priori distribution parameters may be 
suf ient to estimate the Bayes procedure. To illustrate 
this, consider the following. 
(b) Poisson-Gamma 
Suppose the observations are conditionally drawn from 
the density 
f(xle> X = 0,1,2, ... 1 
x! 
and that the a priori distributions G {8} have the density 
n 
I 8 > 0, 
where {S } is known. It is further assumed that 
n 
where {zn} is known, a,b unknown. Similar to Example 1 in 
Chapter II, part II we have for each i 
= a./s., for all i, 
l l 
and for the problem of squared error loss estimation of 
8n+l= 8, the Bayes procedure is the posterior mean 
tG (x} = 
n+l 
99. 
(3.81) 
Consequently we may provide an empirical Bayes estimation 
procedure upon estimating an+l" Consider the estimator based 
on X 1 , • • • , xn, Xn+l = X 
where a 
n+l' bn+l are giv~n by (3.17} and (3.18) respectively. 
This gives 
an+l,n+l + X 
tn(x) = 
8n+l + l 
Furthermore, similar to (2.40) we have 
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(Bn+l + l)2 n+l,n+l n+l 
Also, since Var(Xi) a. (8.+1)/S~, we use (3.77) fork 
l l l 
and the r.h.s. of (3.82) is bounded by 
n+l a. ((3.+1) (z.-z) 2 
( -)z l l l z.-z 
l 
100. 
(3.82) 
n+1 
2 1 n+1 a. ((3.+1) I 1 1 + -----:-:;----------1 . < 3. 83 > 
(Sn+1+1)
2 (n+1) 2 i=1 sf 
a. ((3.+1) 
Provided 1 1. ~ A < oo 
s~ 
(3.83) gives ~ convergence 
(i.e. Var(X.) is bounded), 
l 
rate of O((n+1)- 1 ). 
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CHAPTER IV 
A SEQUENTIAL SELECTION PROBLEM 
I. INTRODUCTION 
Suppose we have k populations n 1 , ••• , Tik. From each 
TI. we observe a random variable X{j) whose conditional density· 
J 
is f(x[e(j)), where e(j) E Q, j == 1, ..• , k. On the basis of 
the observation 
X::::: (X(l), ••• , X(k)) 
it is ired to select the population associated with the 
largest parameter value e[k]. It is assumed that, conditional 
upon~= (8(l) I ••• ' e(k)), the x{j) are independent. The 
action space in this case is A== {a 1 , 
means 'say e(i) is largest'. 
, ak}, where ai 
This problem of selecting the 'best' of several population 
categories is important to many practical applications, some 
of which are discussed in Dunnett (1960). In the Bayesian 
approach to this problem it is assumed that each of the 
{ i) ( ) parameters 8 has the a priori distribution G i) (8(i). 
k 
we therefore define the a priori distribution G(e) over Q 
as 
G(8) = izl G (i) (8 (i)) 
(1) The Bayes Procedure Under Linear Loss 
We shall consider the linear loss function 
( 4 .1) 
e [kl e<i> f . 
- 1 or 1. 1 I • • • I k 
Recalling the notation Chapter I, we have by (1.4) 
The Bayes procedure is, from (1.7) 
tG(x) = aj where j is any integer 1, ... , k 
such that 
rj)G(a.,x) J -
Since the first integral of (4.3) is independent of 'i', 
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( 4. 2) 
( 4 • 3) 
( 4. 4) 
the Bayes procedure is now tG(x} = aj where j is any integer 
1, ... , k such that 
( 4. 5) 
To examine the quantities Jk O(i)f(xl~)dG(~) more closely 
we assume that each G(i) (B(i)) n has a density function 
g (i) (8 (i)). we have 
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~ ~ 6(i)f(x(i) l6(i))dG(i)(6(i))}{ j~l Jf(x(j)l6(j))dG(j)(6(j)l} • 
Q jfi Q (4.6) 
The first integral on the r.h.s. of (4.6) is 
where 
I e(i)f(x(i) le(i))g(i) (e(i))de(i) 
Q 
= I e (i) g (i) (e (i) I x (i)) fcii) (x (i)) de (i) 
Q 
fcii) (x(i)) =I f(e(i) lx(i))g(i) (8(i))d8(i) 
Q 
is the unconditional density of X(i), and 
g (i) (8 (i) lx (i)) 
is the posterior density of e(i) given the observation 
(i) 
X • Therefore upon setting 
k 
fG(x) = IT fG(i) (x{i)) i=l 
we obtain from (4.6) and (4.7) 
( 4 • 7) 
( 4 • 8) 
(4.9) 
(4.10) 
Ik 8(i)f(xl§_)dG(§_} ={I e(i)g{i) (8{i) lx(i))d8{i)}·fG(x) 
n n 
(4.11) 
This proves the following: 
Theorem 4.1 
From each of k populations, observe a random variable 
which has a density function f(xje(i)) fori= 1, ... , k. 
If e{i) is distributed according to the density g(i) (8(i)), 
104. 
then the Bayes procedure for selecting the largest population 
parameter under the linear loss function (4.2) is given by 
such that 
=a. where j is any integer 1, 
J 
max E [ 8 ( i) I x ( i) ] l<i~ 
. • . , k 
(4.12) 
where E[8 (i) jx(i)] is the a posteriori mean of the ith 
population given the observation X(i) = x(i). 
To illustrate the above result consider the Normal-Normal 
example. That is, f(x(i) je{i)) has the density of a 
N(8(i) ,0~) random variable and the a priori density of e(i) 
l 
is that of a N(A (i) ,Si) random variable. The posterior 
distribution thus has the density (see Deely (1965)) 
g (i) (8 (i) jx (i)) [ S~x(i) + 0~A {i) ~ N __ l __________ l __ __ s~ + 0~ 
l l 
s~ + 
l 
Therefore, the Bayes procedure for our selection problem 
is 
such that 
=a. where j is any integer 1, 
J 
• . . , k 
max 
;:::; l<i~ s~ + a~ 
1. 1. 
For simplicity of notation we have assumed that the 
observations X(i) are one dimensional. In fact all of 
the above results generalise simply to the case where 
each X{i) is a vector of m(~ 1) observations of f(xle(i)). 
Procedure Under 0-1 Loss 
Consider now the selection problem as above under the 
loss structure 
From (1.4) 
from (4.9), 
from (4.10), with 
, otherwise 
L (a. , e) f (x le) g (e) de 
]. - -- - -
L(a.,8) 
]. -
~ f(x(i) le(i))g(i) (8(i))d8 
i=l 
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( 4 .13) 
( 4 .14) 
(4 .15) 
(4.15) becomes 
= f (x) • P(8(i) -j. 6[k) !x 
G-
Using the 0-1 loss, 
= fG(x ·{1-P{e (i) = e [k] lx>} 
This gives the following result. 
Theorem 4.2 
Assume the conditions of Theorem 4.1 hold. The Bayes 
106. 
( 4 .16) 
procedure for selecting the best population parameter under 
the loss structure (4.14) is to select the population with 
the largest a posteriori probability of being best; i.e. 
tG(x) = aj where j is any integer 1, .•. , k 
such that 
P(8(j) = e [kJ I~) = max P(e(i) 1~~ = e [k] jx} (4.17) 
Consider again the Normal-Normal case. 
f(x(i) le (i)) ""'N(e (i) ,cr 2 ), g(i) (8 (i)) ""'N(A (l) ,a~) 
(') {i) The posterior distribution of 8 1 given X is therefore 
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We require the posterior probabi·li ty 
e [k) ix) = P(e(i) < 8 (j) for all ir!j ix} 
[ k 
8 (i) - ( i) e < j) - n < j > n ( j) - (i) 1~] P n v < n ;;::: + i==l 0 0 0 
ir!j l k n (j) (i) lx] (i) z (j) + - n = P n z i=l 0 
ir!j 
h {i) . 1 k w ere z , l. == , • • • 1 1 are i.i.d. N(O,l) random 
variables, and by Chung (1968) 
= 
n(j) (i)] 
+ ~ n ¢(z)dz (4.18) 
where ¢and~ are respectively the p.d.f and c.d.f. of an 
N(O,l) random variable. The Bayes procedure of (4.17) requires 
that we choose the value of j for which (4.18) is largest. 
Clearly this is done by choice of the population with largest 
(i) n • That is the Bayes procedure for the 0-1 loss problem 
is to choose the population with the largest posterior mean. 
Note however that this result is valid only for the Normal-
Normal case with equal population variances. 
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II THE EMPIRICAL BAYES APPROACH WITH A CHANGING PRIOR 
(1) General Case 
Consider the situation in which each of the populations 
~. represents a consignment of a machine part. It is 
l 
desired on the basis of a sample to choose the population 
with the smallest fraction defective. Due to variations 
in the manufacturing process, the fraction defective e(i) 
of consignment i (i = 1, ... , k) is distributed according 
to G~i) (8(i)) at some time t 1 but that at another time t2, 
it is distributed according to GJi) (8(i)), perhaps due to 
deterioration of the manufacturing process (or indeed, 
improvement in the process). The variation in these 
distributions over time need not be the same for each manu-
facturer. The problem thus is a sequential choice for the 
population with smallest fraction defective. 
If the a priori distributions G (i) (8 (i)), i=l, , k, 
. n 
were known for each n, then the problem is the Bayesian one 
of the previous section. In particular suppose all a priori 
distributions have a derivative and that Gn(8) = ~ G(i)(e(i)). 
- . 1 n l= 
The Bayes procedure, at time n for selecting the best 
population (with the largest fraction non-defective) under 
the linear loss (4.2) based on the observation X-n=(X(l) , ... ,X(k)) 
n n 
taken on fG (~) , is 
n 
tG (x) = 
n 
a. where j is any integer 1, 
J 
= max J 8 ( i) gn( i ) ( 8 ( i ) I x ( i ) ) d 8 ( i ) l~i<k 
n 
... , k such that 
(4.19) 
where g(i} ce(il lx(i}) is the a posteriori density of 
n 
e(i) given x~i) x(i)' as given by (4.9). 
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Suppose however that only existence of the distributions 
{Gn} is postulated, but that previous history in the form of 
the independent observations (X1,~d, CX2,~2), ••• , (~,~), 
where X == (X (1) 
-r r ' • • • I 
is observed on the conditional 
density 
and for each i == 1, ... , k, e(i) has the apriori distribution 
r 
G (i) (9 (i)) . Thus, if we are at the {n+l) st stage of 
r 
observation, the prior is Gn+l and on the basis of X, ... , 
Xn it is desired to construct an estimator tn(x) for the 
Bayes procedure tG (x) given by (4.19). Adopting the 
n+l 
convention of Chapter III we require that this procedure is 
asymptotically optimal in the sense 
and 
Recalling (4.3) we define 
- J e<i>f<~l~)dGn+l(~) 
Q 
(3.5). 
= <PG (a.,x) - <PG (a 1 ,x) 
n+l 1 - n+l 
{J e (1) g~~i (e (1) lx (1) )de (1) 
n 
- J e<i>g~!i<e(i) lx{i))de(i)}. fG <~) 
n n+l 
by (4.11). The Bayes procedure at stage n+l may now be 
written 
tG (x) ~a. where j is any integer 1, ... , k 
n+l J 
such that 
L}G (a.,x) = 
n+l J -
min 
L}G (a. ,x) 
n+l ~ -
The following theorem is useful. 
Theorem 4.3 
Suppose the distributions Gn(~) are such that for all 
i=l, ... , k and for all n 
J I e { i) I dG~ i > ( e < i) ) < oo 
n 
1x) =b. (a.; x1, ... 1 xn; x) be such that for 
- n ~ 
each i = 1, . . . , k 
1x) - AG {ai,x) ~ 0, as n + oo 
n+l 
then defining the empirical procedure 
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(4.20) 
(4.21) 
(4.22) 
(4.23) 
tn(x) = aj where j is any integer 1, ... 1 k such that 
f1 (a.,x} 
n J -
min 
= l~i~ !J.n (ai ,~) 
we have that, for the problem of selecting the population 
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(4.24) 
with the largest population parameter under the linear loss 
(4.2), T = {tn} is asymptotically optimal in the sense of 
(3.5). 
Proof 
First note that 
=I (e[k] - e(i)) j~l g~j) (e(i))d~ 
Qk 
<I [.I je(j)l- e(i)J ~ 
k J=l j=l Q 
k 
= I 
j=l 
I le (j) jg~j) (e (j))de (j) - J e(i)g~i) (e(i))de(i) 
~ ~ 
< 00 1 by (4.22) o 
max Therefore, if L(8) = l~i~ L(ai'~) we have satisfied (3.6). 
It is now necessary to show only that 
f1 (t (x),x) - !J.G (tG (x) ,x) ~ 0 
n n - - n+l n+l 
This is achieved using a proof analagous to that of Theorem 
1.2. Thus by Theorem 3.1 we have asymptotic optimality. 
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From (4.20) we see that in order to construct consistent 
estimators for ~G (a.,x) it is necessary to find consistent 
n+l ~ -
estimators for 
(i) The posterior means 
.E [ e < i } I x ( i ) l 
Gn+l 
and 
(ii) The unconditional densities f~i) (x(i)). 
n+l 
We will assume that 
(a) The conditional ity function f(~j~) is such that 
the posterior means may be expressed as functions of the 
density f(i} (x(i)} and its derivatives, then all we require 
Gn+l 
is cons tent estimators for these in order to achieve 
asymptotic optimality. Examples of densities which sfy 
this requirement are 
e E Q, x E X, 
for which 
h(x) 
= 
h (x+l) 
and ( ) the continuous one-parameter exponential density 
8EQ,xEX, 
113. 
with 
E[GIX=xl 
(b) For each i = 1, ... I k e(i) is a location parameter 
for the density f(x(i) le(i)) and further that the a priori 
distributions Gn(e(i)) have a location parameter density for 
which 
where 
= I 
n 
8 (i) dG {i) {8 {i)) 
n 
is the a priori mean of parameter i at stage n. 
(4.25) 
{c) The a priori means change in the following fashion: 
A ~i) 
J 
(4.26) 
where {Z. {i)}~ is a known sequence for each i J J=l 1, • • • 1 k. 
Define the random variables 
y X. - A 
-] 
where A·= {A~l), 
-J J 
k 
fG (x.) IT 
. -J i=l J 
k 
= IT 
• • • I 
f~i)(x~i)) 
' J J 
f~!) (y ;i)) 
(4.27) 
We have for the jth observation, 
from (3.14) 
for all j. 
Thus the Yj are independent and identically distributed 
random variables with the density function fG*(•). 
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(4.28) 
If we knew the sequence {~n} then we could form the i.i.d. 
random variables Y1, ... , Yn' ~n+l and use these to construct 
estimators for the density fG*(y) and thus obtain asymptotically 
optimal rules in the usual empirical Bayes fashion. Note however 
that for examples in which the Bayes procedure is a function of 
the a priori mean even this is not necessary, since we then 
know the exact Bayes procedure. 
However if both of the parameters a(i), b(i) are unknown, 
but we have the previous observations X1 , ... , X then we 
-n 
may, for each fixed i = 1, 
(') (i) 
components X1 1 , ••• , X to 
n 
, k, use the sequence of ith 
estimate a(i), b(i) as in 
Chapter III. In fact we have the estimators 
1 n ( ( i) -(i))( (i) - (i) 
'i x. - X Z. - z ) (i) n j=l J J 
a = 
n 1 n ( ( i) 2 (i>,2 I z. -n j=l J 
(4.29) 
b (i) 
= 
- (i) (i)-(i) 
X - a z 
n n 
(4.30) 
for i = 1, . . • ' k. This gives A. = (A~l), 
-J,n J,n • • • I 
A ~k)) 
J In I 
where 
A ~ i) 
J ,n 
(4.31) 
For each sequence {z~i)}~ 1 we assume that (3.21) is valid. J J= 
Consider, for each j = 1, ... , n+l, the k-vector random 
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variables 
Y. =X.- A.. 
-J,n -J -J,n (4.32) 
Using these random variables we may now at stage n+l, upon 
observing ~n+l = x, construct consistent estimators 
I 
f (y) and f (y) for the 'present' unconditional density 
n,n - n,n -
fG (x} = fG*(y) and its derivative. 
n+l 
Suppose now that for each i = 1, 
. . . ' k' 
is a member of the exponential family (3.11). In particular 
f(x(i) Je(i)) = h(i) (x(i))exp{-e(i)x{i)}S(i\e<i)} 
Using Theorem 4.1 the Bayes procedure for selecting the 
best population under the linear loss (4.2) when the a 
priori distribution is 
is given by 
tG {~) = 
n+l 
such that 
k 
IT 
i=l 
a. where j is any integer 1, ... , k 
J 
[Here f' denotes the first derivative]. 
(4.33) 
(4.34) 
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Thus, with h(i) (x(i)) known, we require estimators for 
the unconditional density fcii) (x(i)) and derivative. 
n+l 
For each i = 1, ... k we use the ith components of 
A 
Yl,n' .•• '!n,n, ~+l,n = y = x-An+l,n to form: 
(i) empirical estimators 
=f(i)( (i)) = 
n,n Y 
(i) (y(i)+c ) _ 
n n 
f~ (i) (x {i)) = fl (i) ( (i)) ::: F {i)(y (il+2c l- F (i) (y (i) - 2c ) n,n n n,n n 
n,n Y 
where cn+O, nc~ + ro and 
F(i) ( (i)) = 
n,n Y 
# of Y(i) i,n' 
(ii) kernel estimators 
= f (i) ( (i)) = 
n,n Y 
n 
t'(i){x(i)) 
n 
:::: f I (i) ( (i)) = 
n,n Y 
4c 2 
n 
y(i) ~ y"'(i) 
' n,n 
1 n I 
y(i) - "'(i) 
1 K(i) [ j,n Y J 
2 2~ 
(i} (i) 
where K1 , K2 satisfy (2.26) and (2.28) respectively. 
(4.37) 
(4.38) 
(4.39) 
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Theorem 4.4 
Suppose that for each i = 1, ... , k, e(i) is a location 
parameter of the density f(x(i) le(i)} which is in the family 
(4.33). Assume that we have the observations X1 , I X 
-n 
where for each i = 1, •.• k, j = 1, •.. , n, the ith component 
x~i) of x. is drawn from f(x~i} le~i}) and e~i} has the apr i 
J -] J J J 
distribution G~i) (8 ~i)). Define for each n = 1, 2, ... , 
k ~ ~ 
G (8) = II G (l) (8 (l)) satisfying (4 .22) and (4. 25). Upon 
n - . 1 n l= 
observing ~+l = x define the empirical Bayes procedure 
tn(x) = aj where j is an integer 1, ... , k such that 
(4. 40) 
where v (i) {x (i)) = h' (i) (x (i) }/h {i) (x (i)) is known, and 
"(i)(x(i)), f~(i)(x(i)) are given by {4.36}, {4.37) or 
(4.38), (4.39) respectively. For the problem of selecting 
the largest population parameter under the linear loss (4.2) 
we have 
A 
0 
A 
where tG {x) is given by (4.34) and furthermore T = {tn} 
n+l 
is asymptotically optimal in the sense (3.5). 
(4.41} 
Proof 
Theorems 3.4 - 3.6 guarantee (4.41). Define 
!::,. (al..,x) 
n -
- f 
I (i) ( • ) (x 1. ) }] • 
n 
Then we may write 
k 
II 
i=l 
£Ci)(x(i)) 
n 
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(4.42) 
tn (x) = aj where j is any integer 1, . . . , k such that 
!::,. (a.,x) 
n J -
Furthermore, 
k 
II 
i=l 
since 
provided f (i) (x (i)) 
n 
then using Theorems 
I 
k 
II 
i=l 
f(i) (x(i)) L 0 
Gn+l 
3.4 - 3.6 again, 
11 (a . , x) - !::,. G (a i , ~) ~ 0 
n 1. - n+l 
L o 
for each i = 1, . • . , k 
where t:,.G (a. ,x) is given by (4.20), for i = 1, •.. k. 
n+l 1. - A 
Hence by Theorem 4.3 T = {tn} is asymptotically optimal in 
the sense of (3.5). 
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(2) Parametric Case 
The method of the previous section examines the selection 
problem by estimating the 'present' Bayes procedure tG (x). 
n+l 
An alternative method suggested by Robbins (1964} and considered 
in Chapter III, part III(S) of this thesis is to estimate the 
a priori distribution Gn+l(O) directly. After the method of 
Robbins (1964) we have the following theorem. Note that 
for this optimality result in its general form it is not 
necessary to have location parameter densities for either 
Theorem 4.5 
Suppose we have the observations X1 , ••• , X where, for 
- -n 
each 1, ... , k, j = 1, ... , n , X~i) has the density 
J 
f (x ~i) I e ~i)) and 8 ~i) is drawn according to G ~i) (8 (i)). 
J J kJ J 
SupposeG (8) =II G(i)(e(i)} satisfies (4.22), for ln, 
n- n 
and that 
(4.43) 
is bounded and continuous in~= (8(l), ... , e(k)) for all 
... , x ;8) be an estimate 
-n-
of Gn+l(~) satisfying, fori= 1, ... , k, 
p (lim{G (i) (8 (i)) - G (i) (8 (i))} = 0 at all continuity 
n+oo n+l,n n+l 
points 8 (i)) = 1 • (4.44) 
Define, for each f •• "" k, 
!J. (a.,x) n ~ _,.. (8(1)- e<i))f(xle)dG (8) 
-- n+l,n -
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(4.45} 
For the problem of selecting the largest population parameter 
under the linear loss (4.2) the procedure T = {tn},where 
=a. where j is any integer 1, ... k such that 
J 
!J. (a.,x} 
n J -
is asymptotically optimal in the sense of (3.5). 
Proof 
Since by (4.20) 
!J.G (a.,x) 
n+l ~ -
and (4.44) implies 
k 
11 
n 
II 
i=l 
converges, with probability one to zero at continuity 
points ~of Gn+l' we have, upon application of the Belly-
Bray theorem, that 
!J. ( ,~) - L\G (a. ,x) ~ 0 
n n+l ~ -
a. e. [x 
Thus, by Theorem 4.3 we have the result. 
Note that if in fact e(i) is a location parameter for 
f(x(i) le(i}) and if Gn+l(~} satisfies (4.25}, we have 
(4.46) 
G (i > ( 8 < i > ) = 
n+l 
G* (i) (8 (i)-A (i)) 
n+l 
Thus if G:(i) (8) is an estimator for G*(i) (8), based on 
(') (i) 
realisations of the random variables Y1
1
, ... , Y = 
,n n,n 
x<i>- Ai~~, ... , X~i) -A~~~' satisfying (4.44) then, as 
in (3.57), we use the estimate A (i) given by (4.31), for 
n+l,n 
(i} 
An+l' to form 
G(i) (8(i)) 
n+l,n 
= G* (i) (8 (i) 
n 
A ( i} ) 
n+l,n 
Provided G*(i) is continuous, (3.58) guarantees (4.44} for 
each i = 1, . . . , k. 
To illustrate this, we suppose that G~!i<e) is a 
mb f f . 1 h t . d b th t \. ( i) me er o a am1 y c arac er1se y e parame er An+l" 
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(4.47) 
Estimation of Gn+l(~) will therefore require only estimation 
- (1) (k) 
of the parameter ~n+l- (An+l' ... , An+l). In particular 
suppose f (x ~i) I e ~i)) has a N (8 ~i) I S2 (i)) density, where 
J J J 
8~i) is drawn from the a priori distribution G~i) (8{i)) 
J J 
h . h h ( 1 (i) 2 (i)) d . f . 1 k . 1 w 1c as a N A . , a ens 1 ty, or J. = , • . . , , J = , 
J 
... , n+l. We again assume that ;..ji) satisfies (4.31) ~ In 
order to make use of Theorem 4.5 we note that 
(e(l)- e<i)) 
is clearly bounded and therefore (4.43) is satisfied. Also, 
if G*(i} (•) is a distribution function with a N(O,a 2 (i)) 
density then we have that 
= G* (i) (8 (i) - A (i)) 
n+l 
is the 'present' a priori distribution. In particular 
1 · · · n+l [ 
e (i l - A < i l ]2 exp{-~ cr(i) } 
Thus replacing A (i) by A (i) defined by (4.31), for 
n+l n+l,n+l' 
i = 1, ... , k we have the estimator 
G(i) (e{i)) 
n+l,n+l 
= G* (i) (8 {i) 
n+l 
A ( i) ) 
n+l n+l , 
This guarantees {4.44) and Theorem 4.4 thus gives the 
asymptotically optimal procedure for the selection problem 
122. 
under the linear loss (4.2) as (4.46), which for this Normal-
Normal example reduces to 
tn(x) = aj where j is any integer l, ... , k such that 
Note also that this procedure is asymptotically optimal for 
the selection problem under zero-one loss. Further parametric 
examples of this type have been given by Deely (1965) and these 
could be adapted to the present changing prior case noting 
again, that with such strong parametric assumptions on the 
priors {Gn}' it is not necessary to restrict f{x(i) je(i)) 
and g~i) (e(i)) to being location parameter densities. 
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CHAPTER V 
I. APPLICATION TO A RELIABILITY MODEL 
Suppose we have a system made up of several components 
which operates in continuous time. The general study of the 
reliability of such systems is a well established problem. 
Briefly, the measure of reliability for a system is the 
frequency at which failures of the system may occur. In 
particular, the problem of reliability is to express numerically 
the probabilities that the system will operate for spepified 
lengths of time in the environment for which it is designed. 
In general, reliability distinguishes three characteristic 
types of failures: 
(i) Failures which occur early in the life of a 
component. These can be eliminated by a 'burn-
in' testing of the system. 
(ii) Failures caused by wearout of the components. 
Reliability against this type of failure can be 
achieved by replacing those components at regular 
intervals and to make the replacement interval 
shorter than the mean wear out life of the 
component. 
(iii) Random failures. The occurrence of these failures 
cannot be predicted but it is assumed that the 
frequency of their occurrence during sufficiently 
long periods can be probabilistically determined. 
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Suppose now that the time between successive failures 
in the system is a random variable, X, distributed conditionally 
according to the density f 8 (x}. Characteristically, e is 
some kind of measure of the failure rate of the system. A 
very convenient measure of the reliability of the system is 
the mean time between failures, namely E[XIel and a failure 
rate is therefore its reciprocal. Another function often 
considered is the hazard rate 
which is just a failure rate measure conditional upon past 
survival. 
Most reliability investigators are interested in 
obtaining some kind of point estimate or confidence bounds 
for the parameter 8 when the functional form of the failure 
ty has been specified and for which some kind of 
test data are available. The Bayesian approach is thus to 
assume that the parameter 8 has a known a priori distribution 
G(8}. This approach to reliability analysis has received 
attention from many authors and a survey of these re~ults may 
be found in Shimi and Tsokos (1977). 
The loss function we use here is squared error loss. 
Thus on the basis of the observation X=x, we have the estimator 
The empirical Bayes approach is then to assume that G(8} 
is unknown, but that prior history is available in the form 
125. 
the life data xl, "' • • I X • n Estimates of G(B) and tG(x) are 
then made on the basis of these observations according to 
the procedures described in Chapters I and II. 
The above model assumes that the process is basically 
a stable one. That is, the failure measure e is determined 
by a constant prior G throughout the history of the system. 
Suppose however that due to improvements in the process 
which manufactures the components for our system, the 
reliability the system improves. Alternatively, if the 
system fai and is subsequently repaired, it is reasonable 
to assume that the failure rate of our system has been affected 
in some way. That is we assume that the failure rate measure 
8 exhibits a monotonic change. This may be expressed as 
a change in the quantity P(8 < a) for all a E Q, i.e. G 
changes. 
Formally, suppose X1, ... , Xn are independent random 
variables, where Xi denotes the working time of the system 
between the repair of failure i -1 and the occurrence of 
failure i. Each Xi is distributed according to f(xilei) 
where ei is a failure rate measure for the system between 
failures i-1 and i, i = 1, ... , n. The a priori distribution 
8. is G. (8), i = 1, ... , n. 
~ 1. 
(1) A Wear-Out Model 
Suppose we have a system subject to wear-out failures. 
When a component fails it is immediately replaced. The 
reliability of the system is thereby affected. In fact the 
change in reliability may be a monotone one due to an increase 
in the probability of failure with the age of the system. 
Assume that the wear-out time is governed by the density 
f(x!e) = 1 
12ncr 
This density usually approximates wear-out phenomena quite 
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(5.1) 
well with half of the failures occurring before the mean time 
between failures, 8, with a clustering around e. 
Thus, if we further assume that Gi(8} has a location 
parameter A· = EG (0], for all i, then at stage n+l we observe 1 . 
l 
the time to the (n+l)st failure Xn+l =X, and the Bayes 
procedure for estimating the mean time 8 1 is n+ 
tG (x) 
n+l 
As before define Yi = 
Chapter 3, namely 
fG. (x) = fG* (y) 
1 
f (l} (x) 
Gn+l 
fG (x) 
n+l 
x. 
1 
A.. 
1 
This gives the results of 
Consequently with y = x-An+l' the Bayes procedure for this 
problem becomes 
(5.2) 
( 5. 3) 
Thus., provided Gn+l (8) is known we have an estimator for the 
mean time between failures n and n+l. 
The empirical Bayesian now postulates that Gn+l (8) is 
not known but that prior history in the form of the lifetime 
observations X1 , ••• , Xn is available. Again assume that 
the change in the mean of the a priori distributions is of 
the linear form (3.15). Since the{\.} sequence is unknown 
l 
we form the estimates \. given by (3.19). 1,n 
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Since estimation of the Bayes procedure now involves 
only estimation of fG*(y) and fci;) (y), we use the estimators 
f (y) and f(l) (y) of (3.30) and (3.31) or (3.36) and (3.39) 
n,n n,n 
respectively to give 
f (1) (y) 
= (y + An+l) + cr2 n,n 
fn,n(y) 
( 5. 4) 
If we now define sn(x) by (3.49) it follows from Theorem 
3.9 that T = {sn} is asymptotically optimal in the sense of 
(3.5). Alternatively using the kernel estimators (3.36) 
and (3.39) we define the estimator tn(y) by (3.72) and a 
rate of convergence result is evident. Furthermore if, 
as in section IV(2) of Chapter III, we assume that Gn(e) 
is a parametric distribution, then convergence rates will be 
more readily forthcoming. 
So far no assumption has been made on the way on which 
{zn} (and therefore {\n}) changes. Suppose {zn} is a monotone 
decreasing sequence. Then for the location parameter 
distributions Gi(8) we have 
P(8. ~ u) = P(8.-\. ~ u-\.) 
l l l l 
since 
the {8. -\.}are i.i.d. random variables 
l l 
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<;p(e. <;t) 1+1 
= a(zi+l - zi) < 0, for a > 0. That is 
Gi+l (u) ~ Gi (u) (5.5) 
This means that P(e. > u) is monotonically decreasing with 
l 
i, so that we have a case of reliability degradation with 
the mean time between failure e. stochastically decreasing. 
l 
(2) A Random Failure Model 
Consider a system which is subject only to failures 
which occur at random intervals. The life of the system 
between failures i-1 and i is a random variable Xi distributed 
according to the exponential density 
fe.(x) 
l { 
-e ·X 
e.e l 
l 
0 
X > 0, e. > 0 
l 
elsewhere 
( 5. 6) 
The parameter e. is here the failure rate of the system, and 
l 
the mean time between failures is thus 1/ei. We suppose as 
before that the failure rate changes stochastically. In 
particular suppose that e. has the a priori distribution 
l 
e > 0 
I 
Gi(e) = g. (e) = l 
0 , elsewhere 
( 5. 7) 
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Note that since 8. is a scale parameter of this distribution 
1 
v 8 E n 
That is monotonicity of {S.} guarantees the stochastic 
1 
monotonicity of the failure rates {8i}. In fact if {S.} 
1 
decreases, {8.} becomes stochastically smaller thus 
1 
corresponding to a situation of reliability degradation. 
For this model, if complete knowledge is assumed 
concerning the priors {Gi} then the Bayesian estimate 
for the failure rate of the system at stage n+l (i.e. 
between the nth and (n+l)st failures) under squared error 
loss is 
tG (x) = 
n+l 
a+l 
Suppose however that {S.} is not known but that its 
1 
structure is known to be of the linear form 
S. = az. 
1 1 
where {zi} is a known sequence. It is also assumed that 
past evidence is available in the form of the observed 
lifetimes X1 , ••• , Xn. Thus in order to determine system 
reliability we need to make inference about a. 
Note that for the density (5.6) and for all i, 
E[x.l8.] = 
1 1 
1 
e. 
1 
giving 
( 5. 8) 
( 5. 9) 
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= EG [ E [X . I 8 . ] ] 
. 1. 1. 1. I 
s. 
= E _!_ = l 
Gi e. a-1 1. 
(5.10) 
A simple estimator for the parameter a, based on X1, ... , Xn' 
is 
1 n. 
I 
n i=l z. 1. 
Lemma 5.1 
Proof 
With S 
n+l,n = anzn+l we have 
EIS 1 - s 11 2 = Sn2+1/(a-2)n n+ ,n n+ 
EIS S 12 = Z2 Ela -al 2 n+l,n - n+l n+l n 
2 1 n [(a-l)Xi (a-l)E[Xi]] 
2 
= z E - L -
n+l n . 1 z, z. 1.= 1. 1. 
z 2 (a-1) 2 n X.-E(X.) 2 
n+l I E 1. 1. = 
n2 i=l z. 1. 
Now Var (X. ) = 1. s7/(a-2) so 1. that (5.13) becomes 
zn+l (a-1) 2 1 n s:-I 1. = z:z-n2 (a-1) 2 (a-2) i=l 1. 
2 
2
n+l 
a2 s~+l 
= = 
(a- 2) . n (a-2).n 
as required. 
(5.11) 
(5.12) 
(5.13) 
Since 8. > 0 for all i, 
l 
Then define 
let B 
= max{8 +l B} n ,n, 
= s':lp{_!_} < oo 
l 8· l 
This gives the the empirical Bayesian estimator for the 
failure rate en+l as 
a+l 
8 + X 
n+l,n 
The following lemma gives asymptotic optimality for the 
procedure (5.14) upon application of Lemma 1.3. 
Lemma 5.2 
Proof 
E I tn (x) - tG (x) I 2 
n+l 
(a+l) 2 < 
(a-2) 
B • 1 
n 
" 
Eltn(x) - tG {x) 1 2 = (a+l) 2E 
n+l 
8n+l,n- 8n+l 2 
A 
(Sn+l,n+x) (8n+l+x) 
Hence the result. 
8n+l,n - 8n+l 
2 
A 
(Sn+l,n) 8n+l 
(a+l) 2 •82 
n+l 
· B, by Lemma 5.1. 
S2 (a-2) ·n 
n+l 
131. 
(5.14) 
( 5 .15) 
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In the models examined above we are interested in 
determining the failure rate after an actual failure had 
occurred. However, often future planning of the maintenance 
of the system is required. For example in reliability 
growth situations, it may be necessary to have some idea of 
how long it will be before a specified reliability is 
achieved. In reliability decay, the same problem is con-
cerned with the length of useful life of a system before 
it becomes so unreliable that it must be withdrawn from 
service. In this case it becomes necessary to make some 
prediction for the failure rate at some future time. This 
may involve predicting either the failure rate e or the 
distribution of the next time to failure. Littlewood and 
Verrall (1974) consider a monotone Bayesian reliability model 
in which they are interested in determining the future 
behaviour of the system. They examine the unconditional 
distribution of the time between the nth and the (n+l)st 
failures, Xn+l" For the exponential-gamma case this is 
fG (x) 
n+l 
= J f(xie)dGn+l (8) 
~ 
X > 0 
This p.d.f. may then be used to determine a measure of 
(5.16) 
reliability such as the instantaneous failure rate (or hazard 
rate) of the system. 
In the Bayesian case if a and Sn+l are both known then 
so too is fG (x). However if Sn+l is unknown, but it is 
n+l 
133. 
assumed that it changes linearly with n according to (5.9) 1 
then we use the estimatorS +l based on X1 , ••• n 1 n 
by sn+lln = anzn+l where an is given by (5.11). 
1 Xn given 
Since {z } 
n 
is a known sequence this method may be used for the prediction 
of any future value Sn+k by using Sn+k
1
n = anzn+k. Convergence 
of these estimates guarantees convergence of the respective 
densities (5.16). 
CHAPTER VI 
> EXTENSION TO THE CASE OF A STOCHATICALLY 
CHANGING PRIOR DISTRIBUTION 
I. INTRODUCTION 
The main content of this thesis deals with the case in 
which the change in the a priori distribution is assumed to 
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follow a given deterministic pattern - in particular a linear 
drift in the mean. Suppose now that the means change in 
some probabilistic fashion. For example consider again the 
problem of determining the fraction defective 8 in a con-
signment of resistors, as mentioned in Chapter III. This 
model in which the prior changes stochastically would now 
be appropriate to a situation in which the manufacturing 
process receives random shocks. 
Thus consider the usual sequence (8 1 ,X 1 ), • • • I 
where the Xi are independent and, given 8i = 8, drawn according 
to the density f(xi8). For each i, 8i has the a priori 
distribution Gi(8), each Gi having the same support, n. 
00 
Suppose {Ai}i=l is a sequence of random variables defined 
on the probability space (S 1 , 'i 1 , Q). Based on the realisations 
A. = A·, i = 1,2, ... we consider the case where G
1
. (8) is a 
l l 
member of a parametric family indexed by the parameter A .. 
l 
Consider the problem for which (3.10) and (3.11) hold, 
with 
I 8dGi(8) = 
n 
A· l ( 6 .1) 
If we know the values Al, ... ,An' An+l then we know exactly 
what the a priori distribution is at each stage for this 
parametric case. That is we are able to take the Bayes 
procedure at each stage and the problem is solved. 
Suppose now that we do not know {A.}. At stage n+l we 
l 
135. 
have the observations X1 = x1, ... , Xn = xn' and we observe 
Xn+l = x. We will estimate the •present• a priori distribution 
Gn+l (8) = Gn+l(8;An+l) by replacing An+l with an estimate 
An+l,n+l to give 
Gn+l,n+l (8 ) = Gn+l (8 ;An+l,n+l) ( 6 • 2) 
This has the advantage that the a priori estimator is also 
in the same parametric family as Gn+l" The empirical Bayes 
procedure is now 
••• , x ;x) 
n 
= tG (x) 
n+l,n+l ' 
( 6. 3) 
and it remains to verify (3.7) to give asymptotic optimality 
by Theorems 3.1 and 3.2. Note also that as mentioned earlier, 
when a parametric assumption is made about {Gi}' it is not 
necessary to assume the conditions (3.10), (3.11). 
Since A. is the realisation of a random variable A. 
l l 
, 
any probability statements made about the estimators An+l,n+l 
must be made with reference to the measure Q. Conditional 
upon A. = A., X. is a random variable defined on the probability 
l l l 
space (S, ~,~) by assumption. Xi unconditionally may thus 
be considered as a random variable defined on the product 
space ( S x S 1 , <'j x '1 1 , ]1 x Q) • Therefore any estimate 
A of An+l is a realisation of a random variable n+l,n+l 
A defined on this product space. We thus consider 
n+l,n+l 
the two forms of asymptotic optimality. 
Definition 1 
LetT= {tn} where tn{x) is given by (6.3). Suppose 
Rn' R are as given in Chapter 1 and if 
a.e. [Q] 
then we say that_T is asymptotically optimal. 
An alternative definition, involving an overall 
expectation, is 
Definition 2 
Let T = {tn} be given by (6.3). If 
where EQ denotes expectation relative to the probability 
measure Q, then T is said to be asymptotically optimal. 
II OPTIMALITY RESULTS 
If there is no relationship between sucessi ve A .. 1 s l 
then the problem is a pure Bayesian one - the previous 
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( 6 • 4) 
( 6 • 5) 
observations are not useful for determining the 'present' 
optimal procedure. Suppose however that A. is determined 
1 
stochastically as follows: 
A. =A. 1 + o. ]_ ]_- 1 
where o. is a random variable defined on (S', '<J', Q) having 
1 
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zero mean and variance n ~. That is if "'J. is the a-algebra 
1 1 
generated by A1, , Ai' 1 i c J' and { (Ai,Ji)} forms a 
martingale sequence. We assume that 
sup EQIAil < oo (6.6) 
i 
We require an estimator for the 'present' parameter 
random variable An+l using X1, ... , Xn' Xn+l" Suppose 
Var (X. I A. ) = S ~ 
1 1 ]_ for each i, 
which may or may not depend upon A .. 
1 
Theorem 6.1 
Suppose that (6.1) holds and that X1 , ... , Xn' Xn+l 
are drawn from f(xi8) for which 
E(Xi8) = 8 ( 6. 7) 
For each s ' E S ' with A. ( s') . =A.. , S ~ ( s ' ) = a 1~, i = 1, 2, . . . , 1 1 1 
suppose Var(XiiA.i) = ai is such that 
00 
I 
i=l 
Define the random variable 
11. 
n+l,I1+1 
We have 
1 n+l 
= I 
n+l i=l 
x. 
l 
a.e. [Q], 
where E denotes expectation over X1 , ••• , Xn+l with 
respect to l-1· 
Proof 
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( 6. 8) 
( 6. 9) 
The submartingale convergence theorem (see Ash (1972)) 
provides the existence of a random variable 11. defined on 
(S 1 , 'j- 1 , Q) such that 
11. + A 
n 
Note that 
n 
A = 
n I (A.-11.. 1) + 11.0 i=l l l-
a.e. [Q] 
From Apostol (1974) convergence of the series 11. implies 
n 
Cesaro convergence i.e. 
1 
-
n 
n 
I 
i=l 
!\.. + A 
l 
a.e.[Q] 
(6.10) 
( 6 .11) 
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For each s 1 E S 1 , with Ai (s 1 ) = Ai, i = 1, 2, • . • , the 
x.-:\. are independent random variables with finite variances 
l l 
S i ( s 1 ) = ai_ 1 satisfying (6 .8}, and zero mean. Thus by the Strong 
Law of Large Numbers, (Lukacs (1975), Theorem 3.4.1), 
n 
I 
n i=l 
1 (X.-;\.) + 0 
l l 
a.e. [].1] 
Thus (6.11) (6.12) combine to give 
I 
1 n L x. + A 
n . 1 l l= 
Furthermore we have 
EIA An+ll2 - = n+l,n+l 
and since E[X.-A.] 
l l 
= 0' 
n+l 
E 1 I (X. A.) = n+l -i=l l l 
n+l 1 I s~ + 1 = (n+l) 2 i=l l n+l 
a.e.[]JxQ]. 
n+l 
E 1 I x. A -
n+l i=l l n+l 
2 n+l 
+ 1 I A.-A l n+l i=l l n+ 
n+l 2 
I A. A -
i=l l n+l 
2 
2 
Under assumption (6.8), the first term of (6.14) converges 
to zero a.e. [Q] upon application of the Kronecker Lemma, 
(see Stout (1974)). Using (6.10) and (6.11), the second 
(6.12) 
(6.13) 
(6.14) 
term of (6.14) converges to zero a.e. [Q] to give the result. 
Remark 
This theorem is used to give asymptotically optimal 
procedures tG (x) for the squared error loss estimation 
n+l,n+l 
problem in the sense that 
E I tG (X) - tG {X).I 2 -+ 0 
n+l,n+l n+l 
a.e. [Q] • 
For more general loss structures under the restriction 
J L ( 8) dGn ( 8) < oo 
Q 
a.e.[Q] 
where L(8) = sup L(a,8), all that is required is 
aEA 
fl.n+l,n+l - il.n+l -+ 0 a.e. [Q] 
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with probability one with respect to ~- This guarantees that 
Gn+l,n+l (8) - Gn+l -+ 0 a.e. [Q]with probability one, for all 
8. In fact 
1 n+l fl. - fl. = I x. - fl. n+l,n+l n+l 
n+l i=l l n+l 
1 n+l 
= 
n+l I x. - fl. + fl. - fl. i=l l n+l 
which converges with probability one a.e. [Q] by (6.10) and 
(6 .13). 
Since a.e. convergence does not guarantee convergence 
in square mean (i.e. in L 2 ), which is needed for optimality 
results in terms of the overall expectation, we introduce 
the concept of uniform integrability. 
Definition 
Let h 1 , h2, ... be defined on the probability space 
(SI,"'ji,Q). The h. are said to be uniformly integrable iff 
l 
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J lhildQ + 0, as c + oo 
{hi~} 
( 6 .15) 
The following theorem gives the general condition for 
convergence in square mean. 
Theorem 6.2 
Leth1,h2, be defined on the probability space 
(S 1 , ::1 1 , Q) . If hn + h in probability and if the I hi 1 2 are 
uniformly integrable then 
( 6 .16) 
The proof of this result is found in Ash (1972, p297). 
To simplify this theorem for application to the present 
problem the following lemma is useful. 
Lemma 6.3 
Let A., i = l, 2, 
l 
, be integrable random variables 
on ( S 1 , -j 1 , Q) . If for some p > l 
the A. are uniformly integrable. 
l 
(6.17) 
Proof 
Given s > 0, let M = sup E !A. jP and set a = M/s. 
. Q l 
l 
There exists a positive number c such that tp/t ~a for 
t c. Thus 
I, 
s 
Hence the result. 
a 
IAilp 
--- dQ ~ M 
a 
a 
For the present problem we have: 
Theorem 6.4 
Suppose the conditions of Theorem 6.1 hold with the 
additional assumption 
E I A. 1 2 t ~ M < 00 Q l 
for some t > 1. Then 
Proof 
From (6.14) 
1 n+l 
= EQ --- I s~ 
(n+l) 2 i=l l 
2 
1 n+l 
+ EQ L A. - An+l 
n+l i=l l 
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(6.18) 
(6.19) 
EQ (n+l)2 
1 n+l I 
1 
s~ 
1 
1 
n+l 
n+l 
I A. - A 1 
The first term of {6.20) converges to zero since 
n+l 
I (n+l) 2 i=l 
1 s~ + o 
1 
a.e. [Q] • 
2 
From {6.18) and Lemma 6.3 applied to !A. 12 we see that the 
1 
l A. 1 2 are uniformly integrable and since A +A a.e.[Q] we 1 n 
have 
by Theorem 6.2. To complete the proof it is necessary to 
1 n+l 
show only that the n+l I jAil 2 are uniformly integrable, 
since 
1 n+l I A. + A 
n+l i=l 1 
1 n I 
n i=l 
A. 
1 
2t 
a.e. That is, we need 
for some t > 1, by Lemma 6.3. In particular 
n+l 1 1 
{EQ 
1 2t}2t 1 
{EQ 
n+l 2t} 2t I A. = I A. 1 
. 1 1 n+l n+l 1= 
1 n+l { E Q I A i I 2 t} 2\ ~ I 
n+l i=l 
143. 
(6.20} 
(6.21) 
by repeated application of Minkowski's inequality, 
~ _1_ [ (n+l) M2lt] 
n+l 
144. 
thus satisfying (6.12}. Again applying Theorem 6.2 we have 
. 
11 
n+l 
1
2 
E - I A. - A + 0 
Q n+l i:::::l 1 
yielding the result. 
In order to recover a rate of convergence in square mean 
it will be necessary to make assumptions about the order of 
the variances of the A., in particular assumptions on then~. 
l l 
In addition a strengthening of (6.8) is needed. 
Theorem 6.5 
Suppose the conditions of Theorem 6.1 are valid with 
co 
(6.22) 
for some 0 < o < 2 where n~ = Var (A. - A. 1 ). Also l l l-
suppose that 
n+l s~ 
I . ~-s < ro 
1 l 
a.e. [Q] 
for some S > 0. Then 
O((n+l)-y) , (6.23) 
where y = min{o,S}. 
Proof 
n+l n 
I (A. - An+ll == . I i (A. - A. 1 ) 1 l l=l l l+ 
Thus, from (6.14} 
= EQ (n+l) 2 
+ 
1 n+l I 
i==l 
s~ 
l 
2 
For a martingale {Ai,Ji}, the differences Aj - Aj+l and 
Ak - Ak+l' j ~ k, are mutually orthogonal and thus the 
second term of (6.24) becomes 
1 n I EQ(i 2 (Ai (n+l) 2 i=l 
1 n I i 2 n~ (n+l) 2 i==l l 
1 n ,Q ~ I l n~ ~ (n+l) i==l l 
Furthermore 
n+l 
I (n+l) 2 i=l 
1 
- Ai+l)2] 
n+l I S~/i2-S 
i=l l 
Hence the result follows from (6.24). 
O((n+l)-s). 
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(6.24) 
To illustrate the above results consider the following 
example. Assume {A.,~.} is a martingale satisfying (6.6). 
l l 
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(1) Normal-Normal 
Suppose that f(x!8) has a N(8,at) distribution function 
with at known. Given Ai = Ai' Gi (8) has a N(Ai,a~) distribution 
function. As before this yields fG. (xiAi) ~ N(Ai' a 2 ), 
~ 
where a 2 =at+ a~. That is, Sl = a 2 =constant a.e.(Q]. 
If the value An+l = An+l was known to us, then we know the 
a priori distribution Gn+l (8) = Gn+l (8;An+l) exactly and thus 
we have the Bayes procedure for any given decision problem. 
However, with An+l unknown we use the previous observations 
to form the random variable An+l,n+l as in (6.8). 
For each s' E S' with An+l,n+l (s') = An+l,n+l we have 
I I 
gn+l,n+l(e) = Gn+l,n+~B}=Gn+l(e; An+l,n+l) 
1 
[e A ]
2 
exp{-~ - ::l,n+l } 
Thus since 
A - A + 0 
n+l,n+l n+l a.e. [JlxQ] 
we have 
P(lim{Gn+l n+l (8) - Gn+l (8)} = 0 at continuity points 
n+co , 
a.e. [Q] 
where Pis the probability over X1 , ••• , Xn' Xn+l with 
respect to the measure Jl. 
(6.25) 
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{a) The Two-Action Problem 
Consider the hypothesis testing problem (3.41} under 
the piecewise linear loss structure (1.32). For each s' E S' 
with An+l(s'} = An+l and An+l,n+l{s'} = An+l,n+l define 
!:,G (x} = Joo (8 0 - 8)f(xl8)dGn+l (8) 
n+l -oo 
!:,G . (x) = foo_oo(8o-8}f(xj8)dGn+l,n+l(8) 
n+l,n+l 
Since (8 0 -8} 
1 exp{-~(x-e) 2 } is clearly bounded we 
121T 0"1 °1 
have from (6.25) and the Helly-Bray Theorem that 
p lim {&G (x} - &G (x)} 
n+oo n+l,n+l n+l 
0 a.e. [ll] 
a.e.[Q]. 
In order to obtain asymptotic optimality we need to satisfy 
sup 
n 
I (8-8 0 )dGn{8) < oo 
Q 
To do this we assume that for each n, A is finite a.e. [Q]. 
n 
Thus applying Theorem 3.1 we have that, forT 
= {10 t· (x) n 
if &G (x) ~ 0 
n+l,n+l 
if f:..G (x) < 0 
n+l,n+l 
a.e.[Q]. 
i.e. we have asymptotic optimality in the sense of (6.4). · 
An analagous result holds when considering asymptotic 
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optimality in the sense of (6.5) since 
An+l,n+l - An+l + 0 a.e. []JxQ] 
implies P*(lim{Gn+l,n+l(O} - Gn+l(O)} = 0 for all continuity 
n+oo 
points 0) = 1, where P* is the probaility with respect to 
the product measure ]JXQ. 
A similar result is valid for the selection problem 
considered in Chapter IV under both the linear loss (4.2} and 
the zero-one loss (4.14}. In fact the procedure T = {tn} where 
t (x} is defined by (4.48} is asymptotically optimal in the 
n -
sense of (6.4}. 
(b) Estimation Under Squared Error Loss 
Given An+l = An+l' the Bayes procedure for this problem 
is 
tG (x) = 
n+l 
crtAn+l + cr~x 
ar + cr~ 
Using the estimate An+l,n+l for An+l' define 
t (x) 
n 
= crfAn+l,n+l + a~x 
crt + cr~ 
For each s' E S' with A (s') 
n+l 
A the excess risk is thus 
n+l,n+l 
E I tn (X) - tG (X) 1 2 
n+l 
= 
crt 
Thus, by Theorem 6.1 
a.e. [Q] 
Furthermore since Var (X. I A.) 1. 1. = cr2. a.e. [QJ , 
E [ 1 
n+l si] 1 n+l cr2. I = I ()2. = Q (n+l) 2 i=l (n+l) 2 i=l n+l 
and we have, under the condition (6.22) that T = {tn} is 
asymptotically optimal in the sense of (6.5) with 
(2) Poisson-Gamma 
Suppose f(x!e) = 
x -e e e 
x! 
X 0,1,2, • •• 1 
and that, given Ai = Ai' Gi(8) has the density 
e > o. 
149. 
That is, a gamma density with parameters Ai and 1. For this 
example it is necessary to assume that the martingale (Ai' 1 i} 
is strictly positive in order to avoid degenerate cases. 
Since E[XiiAi] = Ai we use the estimator An+l,n+l given by 
(6.9) and, as for the previous example, (6.25} is satisfied. 
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(a) The Two-Action Problem 
Consider the hypothesis testing problem (3.41) under 
the linear loss (1.32). Defining 6G (x) and 6G (x) 
n+l n+l,n+l 
similar to that in the previous problem, we need only show 
that (8 0 -B)f(x!O) is continuous and bounded in e to guarantee 
asymptotic optimality in the sense of (6.4). In fact 
8
0
f(x!O)- (x+l)f(x+liB) 1 
which is clearly bounded and continuous in 8. 
(b) Estimation Under Squared Error Loss 
Given An+l = An+l the Bayes procedure is 
tG (x) = 
n+l 
Thus we form the empirical Bayes rule 
tG (x) = 
n+l,n+l 
n+l A. 
A + X 
n+l,n+l 
and 
2 
An+l,n+l - An+l 
2 
= E 
2A .• 
l 
2 
(n+l) 2 
2 
Therefore 
n+l 1 n+l 2 L I A .I +- L !A.-A +11 
1 1 n+l i=l 1 n 
Assuming that L 1 < oo a.e. [Q] (a condition easily 
i=l i 2 
satisfied if Ai is bounded a.e. [Q]), then by Theorem 6.1 
we have asymptotic optimality for T = {tn} in the sense of (6.4). 
If however we assume (6.22), then 
[ 
n+l ] 2 
+ EQ 1 Ll Ai-An+l (n+l) 
since EQ[Ai] = EQ[A0 ] = constant for each i, because 
(A., :f.) is a martingale. 
1. 1. 
III CONCLUDING REMARKS 
The ideas in the empirical Bayes approach form an 
intuitively attractive line of campaign. Those situations 
151. 
in which one is willing to assume that e is a random variable 
but less willing to assume a particular prior distribution 
for it can be covered by empirical Bayes methods and because 
the approach makes direct use of previous observations 
it should offer many advantages over the conventional non-
Bayes approach. 
The methods developed in this thesis present a partial 
solution to the empirical Bayes problem where the previous 
data does not come from identical replications of a fixed 
decision problem. The examples given are not intended to be 
exhaustive but are used to illustrate that useful procedures 
can be obtained from such a situation. The results given 
here can be extended to the problem of estimating confidence 
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intervals for the parameter 8. Deely and Zimmer (1969) have 
studied the normal-normal example and have given confidence 
intervals for e, based upon estimation of the mean A of the 
fixed a priori distribution G(~). These intervals are smaller 
than confidence intervals based on the maximum likelihood 
estimate of A, irrespective of the number of previous 
observations, n > 1. Thus, in this parametric situation, 
for the modified problem, we could use the estimator An+l,n+l 
for the present mean An+l' as the basis for a confidence 
interval about en+l" 
In common with much of the empirical Bayes research, it 
has been assumed here that f(xje) has a known'parametric 
form. Presumably the results here can be extended to cover 
the non-parametric case (perhaps only with the assumption 
thatf(xle> is a location parameter density) using methods 
such as those of Johns (1957), Krutchkoff (1967) and 
Van Ryzin (1970). Their assumption is that at each stage 
i of observation we have the Xi and in addition we have the 
collateral information in the form of a supplementary sample. 
Wi (which may be a vector of observations). It is assumed 
that the components of Wi are mutually independent and 
independent of Xi and conditionally distributed according to 
f(xle>. All that is now required of this supplementary 
information is that there exists a measurable function h(x} 
for which 
E [h < x > I e J = e . 
We note that for our location parameter density h - 1. 
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The general problem of determining rates of convergence 
to optimality for the modified problem, as with that for 
the usual empirical Bayes problem, remains a very difficult 
one. The applicability of any empirical Bayes rule depends 
on the number of previous observations necessary to come 
within a given distance from the optimal Bayes risk. On one 
hand if we do not make parametric assumptions on Gn' then, 
while the asymptotic convergence rates may be quite high, 
the error estimates for small samples are both very difficult 
to determine and generally quite inaccurate. On the other 
hand parametric assumptions, while offering good error rates 
and easily evaluated bounds, are quite strong restrictions 
on the problem. 
It is difficult to say whether optimality results can 
be obtained for more general examples in this modified 
empirical Bayes problem. However with the number of areas 
into which empirical Bayes techniques are being applied, 
(see, for example, Krutchkoff (1970)), it is clear that this 
problem warrants further investigation. 
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