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EE: Le GSW RLS
Karim Maouche Dirk T. M. Slock
Institut EURECOM, 2229 route des Cre^tes, B.P. 193, 06904, Sophia Antipolis Cedex, FRANCE
Nous presentons un nouvel algorithme des moindres car-
res recursif (RLS): le GSW RLS. Cet algorithme utilise
une fene^tre generalisee constituee d'une fene^tre exponentielle
pour les L donnees les plus recentes puis d'une fene^tre ex-
ponentielle de me^me facteur d'oubli mais attenuee pour le
reste des donnees. Nous donnons l'analyse asymptotique au
second ordre pour deux types de variations du canal (marche
aleatoire et processus autoregressif d'ordre 1) et nous prou-
vons que le GSW RLS possede une meilleure capacite de
poursuite que les algorithmes RLS classiques.
1 INTRODUCTION
Dans l'etat de l'art actuel, deux types de fene^tres sont util-
ises dans les algorithmes des moindres carres recursifs : La
fene^tre exponentielle (algorithme WRLS) et la fene^tre rect-
angulaire (SWC RLS). L'algorithme SWC RLS poursuit
mieux les variations brusques d'un systeme variable dans
le temps. Ceci s'explique intuitivement par le fait que la
fene^tre rectangulaire permet d'oublier le passe de facon plus
prononcee que ne le fait la fene^tre exponentielle. Par ailleurs,
l'algorithme de projection ane (AP) qui a ete recemment
introduit possede une meilleure capacite de poursuite que
celle des algorithmes RLS. Cette superiorite vient du fait
que cet algorithme utilise une fene^tre rectangulaire de taille
plus courte que la taille du ltre. L'algorithme AP resout
un systeme d'equations sous-determine alors que les algo-
rithmes du type RLS resolvent un systeme d'equations sur-
determine. La capacite de poursuite est d'autant meilleure
que cette fene^tre est courte mais il y a une limitation a ce
raisonnement car la vitesse de convergence de l'algorithme
devient plus faible lorsque la taille L de la fene^tre diminue.
Il est bien connu par exemple que la vitesse de convergence
du NLMS (algorithme AP avec L = 1) est mauvaise pour
un signal d'entree correle. D'autre part, l'algorithme AP
peut donner de mauvais resultats a cause du phenomene
d'amplication de bruit dont l'origine est le mauvais condi-
tionnement de la matrice de covariance d'ordre L estimee
sur une fene^tre de taille N (N est l'ordre du ltre).
We derive a new RLS algorithm: the GSW RLS algorithm.
This algorithm uses a generalized window which consists of
an exponential decay for the rst L lags and the same but
attenuated exponential window for the rest of the data. We
analyze the steady-state EMSE with two kind of variations
for the time-varying optimal lter coecients (random walk
and autoregressive process of order 1) and prove that the
new algorithm performs a better tracking than the classical
RLS algorithms.
Dans ce papier, nous presentons un nouvel algorithme RLS:
le GSW RLS qui generalise les algorithmes WRLS et SWC
RLS. Cet algorithme utilise une fene^tre generalisee composee
d'une fene^tre exponentielle pour les L donnees les plus re-
centes puis d'une autre fene^tre exponentielle de me^me fac-
teur d'oubli, attenuee par un facteur 1 . Avec cette nou-
velle fene^tre, il devient possible d'approcher la capacite de
poursuite de l'algorithme AP (L peut e^tre plus faible que
l'ordre du ltre), tout en gardant la convergence du type RLS
(l'algorithme resout un systeme d'equations sur-determine).
De plus, le probleme de l'amplication de bruit est resolu a
cause de la queue exponentielle de la fene^tre. L'algorithme
GSW RLS a la me^me structure et complexite que le SWC
RLS. Nous en presentons une version rapide numeriquement
stabilisee. Par la suite, nous donnons les resultats d'analyse
asymptotique au second ordre dans les cas ou le canal varie
selon un modele de marche aleatoire ou selon un processus
autoregressif d'ordre 1 (AR(1)) et dans le cas ou le signal
d'entree est un bruit blanc Gaussien. Ces analyses mon-
trent la superiorite en terme de capacite de poursuite de la
fene^tre generalisee. Elles font ressortir aussi, la superiorite
de la fene^tre exponentielle sur la fene^tre rectangulaire, ce qui
de prime abord constitue un resultat etonnant.
2 L'ALGORITHME GSW RLS
Le ltre transverse adaptatif W
N;k
forme une combinaison
lineaire des N echantillons consecutifs du signal d'entree
1
fx(i n); n = 0; : : : ; N 1g pour approximer l'oppose du sig-
nal desire d(i). Le signal d'erreur resultant est donne par

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vecteur de regression et
H
l'operateur de transposition et
conjugaison complexe. Dans l'algorithme RLS, les N coef-




































. D'un autre co^te, l'algorithme SWC RLS min-














ou la longueur L de la fene^tre rectangulaire doit e^tre plus
grande que l'ordre du ltre, auquel cas, la matrice de covari-
ance du signal d'entree est inversible. Considerons main-



























Ce nouveau critere generalise les criteres des algorithmes
RLS et SWC RLS. En eet, nous retrouvons le critere du
RLS (2) a partir de (4) en prenant  = 0 et celui du SWC
RLS (3) a partir de (4) quand  = 1 et  = 1.
SoitW
N;L;k
le ltre optimal calcule pour la nouvelle fene^tre,




























































sont respectivement la matrice de covariance et le vecteur









































A partir de (7) et (8), nous utilisons 2 fois le Lemme
d'Inversion Matriciel (LIM) pour arriver a une solution
recursive dans le temps. Une premiere etape consiste en une
mise a jour sur l'ordre et le temps : (k 1; L) ! (k; L+1),
etape similaire a celle du RLS classique et est suivie par une
mise a jour sur l'ordre (k; L+1)! (k; L).



















































sont le signal d'erreur a posteriori et le




































(k L) le gain de Kalman a posteri-














et que l'erreur a priori est 
p
N;L+1















ciant les equations obtenues avec celles de la partie mise a







































































































































L'algorithme est initialise avec R
N;L;0
= I,  etant un nom-
bre reel positif relativement petit. L'algorithmeGSW RLS a
la me^me structure que l'algorithme SWC RLS. Sa complex-
ite est en O(N
2
) operations. L'exploitation de la structure
de deplacement de l'inverse de la matrice de covariance per-
met de deriver une version rapide du GSW RLS que nous
donnons dans la prochaine section.
3 L'algorithme GSW SFTF
La derivation d'un algorithme rapide est rendue facile du fait
que le GSW RLS a la me^me structure que le SWC RLS dont
une version rapide stabilisee est donnee dans [1]. En utilisant
ces resultats, nous donnons l'algorithme GSW SFTF, une
2

































































































































































































































































































































(k) les energies des erreurs de prediction cor-






, on pourra se reporter a [2]. La complexite du GSW
SFTF est de 16N operations, qui est aussi celle du SWC
SFTF.
4 Analyse des performances
Nous nous proposons de donner une analyse des perfor-
mances de l'algorithme GSW RLS dans le cas general d'un
canal variable dans le temps. Pour ce faire, nous considerons
deux modeles de variations: dans le premier, le ltre opti-
mal est un processus AR d'ordre 1 et le second modele est
un modele du type marche aleatoire. Dans [3], nous donnons
aussi l'analyse de l'algorithme dans le cas d'une variation de
canal selon un modele a moyenne ajustee.
Dans ce qui suit, nous notons W
N;k
, le ltre estime et X
k
,
le vecteur de regression a l'instant k. Considerons le modele






+ n(k) ; (14)













est le ltre optimal
a l'instant k. Notons w
i
, les coecients de la fene^tre utilisee.












































, la matrice de































































































. Dans le cas ou X
k





































































: L'EQM (18) est composee de deux ter-
mes: le premier 
n



























est du^ a la variation du canal. Pour
les trois algorithmesWRLS, SWC RLS et GSWRLS, l'EQM

































Il faut noter que l'EQM due au bruit du WRLS peut e^tre
obtenue a partir de celle du GSW RLS pour  = 0. Il en est
de me^me pour le SWC RLS quand  = 1 et ! 1.
Pour la suite de l'analyse, nous considerons le cas ou l'entree
est un bruit blanc de variance 
2
x
et (i; j) est une matrice













(1 + (N + 1)
i;j
)tr ((i; j)) : (20)
Nous allons maitenant examiner le cas ou le canal varie selon
un processus AR(1).
4.1 Variation du type AR(1)

































D'apres (20), il s'en suit que l'EQM due a la variation du


























































































Figure 1: Courbes de desajustement pour une variation











L'expression de l'EQM due a la variation du canal pour la






















































































































avec Q() = (2N+3)
2
 2(2N+L+3)+2. Nous donnons




















Figure 2: EQM totale de l'algorithme WRLS pour dif-










en Fig.(1), les courbes des desajustements des EQM dues
a la variation du canal en fonction des desajustements dus
au bruit pour les trois algorithmes. La courbe associee au
GSW RLS est obtenue en minimisant par rapport a  et L,
le desajustement du^ a la variation du canal. La valeur de 
etant obtenue en xant une valeur de desajustement du^ au
bruit. Il ressort de ces courbes que la fene^tre generalisee est
la meilleure. Il apparait aussi que la fene^tre exponentielle
possede une meilleure capacite de poursuite que la fene^tre
rectangulaire. Sur les gures (2) et (3), nous donnons les
EQM totales pour les fene^tres exponentielles et rectangu-
laires en fonction respectivement de  et de L et ce, pour



















Figure 3: EQM totale de l'algorithme SWC RLS pour dif-










dierentes valeurs de . Ces courbes montrent que lorsque la
variation du canal optimal devient relativement rapide ( <
0:98), l'EQM devient strictement decroissante en fonction
de  (resp. L). Dans cette situation l'EQM a pour limite















. Nous retrouvons par contre, le
comportement classique des algorithmes adaptatifs pour des
variations plus lentes du canal ( > 0:98).
4.2 Variation du type marche aleatoire











et (i; j) = min(i+1; j+1)
2
z


























































avec () = L
2





avons determine les parametres optimaux de la fene^tre
generalisee. Les calculs montrent que celle-ci possede une
meilleure capacite de poursuite mais l'amelioration apportee
est nettement mois importante que celle obtenue dans le
cas de la variation AR(1) du canal. Dans le cas de la
marche aleatoire, la fene^tre exponentielle presente aussi une
meilleure capacite de poursuite que la fene^tre rectangulaire.
References
[1] D.T.M. Slock and T. Kailath \A modular prewindowing
framework for covariance FTF RLS algorithms". Signal
Processing, 28(1):47{61, 1992.
[2] D.T.M. Slock and T. Kailath \A modular multichannel
multiexperiment fast transversal lter RLS algorithm".
Signal Processing, 28(1):25{45, 1992.
[3] K. Maouche and Dirk T.M. Slock. \The Generalized
Sliding Window Recursive Least-Squares (GSW RLS)
Algorithm". Technical Report RR N
o
95-021, Institut
Eurecom, Sophia Antipolis, France, April, 1995.
4
