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7Introduzione
Il processo decisionale ed il gruppo sono due temi di ricerca multidisciplinari che hanno 
caturato l’interesse di molteplici studiosi, ma che allo stesso tempo sono accompagnati da 
elevata complessità.
La presa delle decisioni viene considerata un processo continuo e dinamico che implica 
una scelta, ed è orientata agli obiettivi organizzativi (Kume, 2010). La performance 
organizzativa è determinata dalle decisioni prese e dalla loro efficace implementazione. 
Sempre di più, le imprese si trovano a dover decidere in situazioni diverse, mai affrontate in 
passato, e spesso le decisioni prese non si rivelano quelle che si aspettava, perché i decisori 
possono non avere chiaro le diverse opzioni, non sanno come scegliere e quale tecnica 
adottare o non sono in grado di prevedere le possibili conseguenze. Tali problematiche 
riguardo al processo decisionale derivano dalla maggiore complessità ed incertezza che sono 
parte integrale delle attività aziendali. 
In questo contesto, per arrivare alla scelta finale si richiedono tante conoscenze e
capacità. Aggiungendo anche la razionalità limitata del decisore, la complessità e l’incertezza 
conducono verso processi decisionali che coinvolgono più decisori. I processi decisionali di 
gruppo diventano importanti anche a causa della maggiore competitività tra le imprese, che 
richiede una maggiore creatività ed innovazione per riuscire a creare vantaggi competitivi
stabili. D’altra parte, gli atteggiamenti degli stakeholders esterni influenzano l’efficacia della 
decisione presa, orientando le imprese ad assumere maggiori responsabilità sociali. La 
condivisione della decisione diventa sostanziale e le decisioni prese in gruppo sono percepite 
come più legittime rispetto a quelle concentrate a livello individuale (Noorderhaven, 1995). 
Per di più, le imprese si trovano ad affrontare situazioni dove le risorse sono limitate e 
decisioni errate porterebbero a sprechi di risorse. Gli studi relativi all’efficacia delle decisioni 
di gruppo conducono a conclusioni divergenti. Comunque, la maggior parte di loro ritengono 
che in gruppo si decide meglio (Sniezek e Henry, 1989; Tindale e Sheffey, 2002; Surowiecki, 
2004).
La dinamica degli eventi nel mondo economico, ma non soltanto, può portare i manager 
delle imprese a previsioni e decisioni sbagliate. Per costruire e mantenere un sistema 
economico con solide basi è necessario avere un sistema finanziario sano. Tale sistema si 
articola in due sottosistemi: i mercati finanziari e gli intermediari finanziari (Cani, 2010). 
8Sulla base delle riflessioni sopra delineate, l’obiettivo primario che ci siamo preposti nel 
presente lavoro di ricerca è stato quello di indagare il processo decisionale di gruppo nelle 
istituzioni bancarie in Albania e la propensione verso tali processi. Ad intraprendere tale 
ricerca ci siamo incoraggiati dal fatto che nella scienza manageriale, e non solo, tale 
argomento è molto dibatutto, ma che nessuna precedente indagine a nostra conoscenza abbia 
mai preso in analisi il processo decisionale di gruppo all’interno delle istituzioni bancarie 
nella realtà albanese. Un’ulteriore motivazione deriva dal fatto che il settore bancario
rappresenta il segmento più sviluppato dell’economia albanese e che tali istituzioni usano 
largamente i processi decisionali di gruppo. Le altre imprese sono piccole o medie, ed il 
dirigente è nello stesso tempo anche l’imprenditore e tende a prendere da solo tutte le 
decisioni. Così, in generale domina un processo decisionale centrato sull’individuo. D’altra 
parte, i gruppi all’interno delle organizzazioni hanno un grado di diversità sempre maggiore in 
termini della loro composizione demografica e tale diversità continuerà ad aumentare 
ulteriormente in futuro (Van Knippenberg, De Dreu e Homan, 2004). Le ricerche 
suggeriscono che la diversità del gruppo può offrire molte opportunità all’organizzazione, ma 
allo stesso tempo la può mettere di fronte a grandi sfide (Martins e Milliken, 1996). Il 
discorso sui benefici e problematiche della diversità è molto ampio e le conclusioni delle varie 
ricerche in questo ambito sono poco consistenti. Lo scopo di questa ricerca non è stabilire se i 
gruppi omogenei sono migliori di quelli eterogenei o viceversa, ma di scoprire se la 
propensione verso i processi decisionali di gruppo cambia in base all’età ed al genere. Sulla 
base di tutto questo sta la supposizione che più il membro è propenso ai processi decisionali 
di gruppo, maggiore sarà il suo contributo all’interno del gruppo. Le conclusioni a tal 
proposito possono aiutare i dirigenti delle imprese nella scelta dei membri.
Il settore bancario in Albania è stato caratterizzato da cambiamenti strutturali 
importanti, dove si possono sottolineare l’aumento veloce del numero delle banche, la 
privatizzazione delle banche statali, gli investimenti stranieri e lo sviluppo delle attività 
bancarie. Dopo gli anni ’90, l’Albania ha dovuto affrontare una serie di cambiamenti e 
sviluppi importanti che hanno messo il paese difronte a molte sfide. Il passaggio dal sistema 
totalitario e centralizzato a quello del mercato libero è stato accompagnato da evenimenti che 
hanno influenzato l’economia del paese. Il sistema che ha subito dei cambiamenti radicali è 
stato senza dubbio quello bancario. Comunque, rimane uno dei settori maggiormente attraenti 
per gli investimenti stranieri, che per un paese in transizione sono importanti.
L’argomento della ricerca è stato ritenuto utile nell’offrire una panoramica generale dei 
processi decisionali di gruppo, con l’intento di evidenziare possibili aspetti da migliorare. In 
9un futuro, tale ricerca potrebbe trasformarsi in una piattaforma di supporto per i dirigenti ed i 
manager durante l’elaborazione delle politiche e procedure decisionali per le imprese 
bancarie. 
La ricerca si focalizza su due obiettivi principali: primo, conoscere come il proceso 
decisionale avviene all’interno delle istituzioni bancarie e secondo, evidenziare se la 
propensione verso tali processi è influenzata dalle caratteristiche demografiche come età e 
genere. A tale proposito, le domande della ricerca sono state definite come segue:
1. Quanto sono usati i processi decisionali di gruppo e come tali processi avvengono?
2. Quali tipologie di gruppo sono maggiormente usati?
3. Quali sono i benefici e le problematiche del processo decisionale di gruppo ritenute 
più importanti?
4. Come cambia la propensione verso tali processi in base all’età ed al genere? 
La scelta della metodologia della ricerca rappresenta una sfida a sé ed assume una 
particolare importanza. Tale scelta è condizionata dal fatto che la raccolta e l’elaborazione dei 
dati spesso sono difficili, perché può succedere che l’informazione è molto ampia e frequente, 
così come d’altra parte può essere molto limitata o addirittura assente (Rugg e Petre, 2007). 
Nel presente lavoro è stata adottata una metodologia mista, qualitativa e quantitativa, usando 
così diversi strumenti di ricerca, perché i metodi deduttivi senza induzione non possono 
portare a nuove conclusioni, ma anche l’induzione senza i metodi deduttivi non permette di 
generalizzare. 
Nella prima parte della tesi è stato adottato un approccio teorico e discorsivo riguardo al 
processo decisionale di gruppo, le caratteristiche delle decisioni e la tipologia dei gruppi 
decisionali. Al riguardo, è stata data particolare attenzione alla ricognizione della letteratura 
attinente non solo all’economia aziendale, ma anche al management e psicologia. 
La seconda parte della tesi è collegata alla ricerca empirica. Gli strumenti usati per la 
ricerca qualitativa sono la raccolta documentaria e l’intervista personale semi-strutturata con 
l’intento di mettere in luce vari aspetti, modalità e problematiche legate ad un processo 
complesso come la presa delle decisioni in gruppo. Così, per la ricerca qualitativa si è basati 
sia sui dati primari che su quelli secondari come le politiche e le procedure decisionali, i 
processo verbali e le delibere. Per la raccolta dei dati e l’analisi quantitativa è stato usato il 
questionario, elaborato sulla base di affermazioni predefinite da valutare sulla scala Likert. 
Tale strumento è stato ritenuto utile nel raccogliere fatti e conoscenze, comportamenti ed 
atteggiamenti, opinioni, motivazioni e percezioni riguardo i processi decisionali di gruppo e le 
variabili che possono influenzare la propensità verso essi. Se l’obiettivo generale della ricerca 
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qualitativa è quello di esplorare e scoprire come il processo decisionale di gruppo si svolge, 
l’obiettivo generale della ricerca quantitativa è quello di testare alcune ipotesi in modo da 
stabilire se la propensità verso tale processo si differenzia in base all’età e al genere.
La scelta della tecnica di campionamento è stata condizionata dagli obiettivi della 
ricerca e dalla tipologia dei dati che si voleva raccogliere. Così, è stato adottato il 
campionamento non probabilistico, principalmente sotto la forma di campionamento 
ragionato. In alcuni casi sono state utilizzate anche informazioni provenienti da soggetti 
importanti o privilegiati in modo da individuare altri partecipanti da intervistare o compilare il 
questionario, cercando comunque di rispettare alcuni criteri stabiliti in precendenza. La 
presente ricerca si focalizza, sia nella ricerca qualitativa che in quella quantitativa, sulle 
istituzioni bancarie del gruppo G3, che dispongono più del 7% del totale degli attivi del 
settore. Tali istituzioni sono ritenute le banche principali e più importanti che operano in 
Albania. Per la ricerca qualitativa che ha come obiettivo quello di esplorare le caratteristiche 
dei gruppi e del processo decisionale adottato, la popolazione di selezione è composta dai 
manager, mentre per la ricerca quantitativa che ha come obiettivo quello di evidenziare se 
l’età ed il genere influenzano la propensità verso i processi decisionali di gruppo, il campione 
è composto da soggetti manager e non manager. 
A nostro avviso, il presente lavoro rappresenta un contributo importante nell’indagare il 
processo decisionale di gruppo nelle istituzioni bancarie, comprendere le sue dinamiche e 
conoscere importanti aspetti legati alla composizione del gruppo. Inoltre, la ricerca si impegna 
a scoprire l’influenza dei fattori demografici sulla propensione per le decisioni di gruppo, in 
modo da aiutare i dirigenti delle banche nella scelta dei membri. Comunque, a parte il 
contributo e l’innovazione, la ricerca risente di alcuni limiti come la dimensione del campione
e le problematiche legate al questionario e all’intervista. A prescindere dai limiti 
sopraelencati, riteniamo che il presente lavoro rappresenta un punto di partenza per ricerche 
future più approfondite. In seguito si riassume il contenuto di ciascun capitolo.
La Prima Parte della ricerca è così strutturata:
Nel primo capitolo si analizza l’anatomia del gruppo. Così, viene evidenziato come 
risulta difficile riuscire a definire il concetto “gruppo”. All’interno del capitolo si discute
anche sulle diverse tipologie dei gruppi per comprendere le loro caratteristiche in un analisi 
comparativa. D’altra parte, non si possono non riportare le teorie del gruppo. Tali teorie 
diventano indispensabili per comprendere il comportamento dell’individuo all’interno del 
gruppo, che influenza senza dubbio l’efficacia delle decisioni prese. Il gruppo ha una vita 
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limitata. In questo capitolo, si discute su alcuni modelli che descrivono il ciclo di vita di un 
gruppo in base a quello che succede in ogni fase del suo sviluppo. Non sempre il gruppo 
prende buone decisioni. Proprio le condizioni che definiscono l’efficacia del gruppo 
assumono un’attenzione particolare all’interno di questo capitolo. Nel corso del capitolo si 
discute anche sulle dinamiche di gruppo come la comunicazione e le norme che influenzano
le interazioni, lo stile di leadership, i ruoli e gli status che determinano il contributo di ciascun 
membro nel processo decisionale, la coesione e la conformità che influenzano la qualità delle 
decisioni prese.
Nel secondo capitolo viene evidenziato come risulta difficile definire il processo 
decisionale. Esistono molte definizioni di tale processo, le quali mettono in luce vari aspetti. 
Inoltre, in questo capitolo si discute sull’importanza e sulla complessità del processo 
decisionale. Per lo più, si analizzano le fasi che compongono tale processo. All’interno del 
capitolo si discute anche sulle teorie della decisione che riflettono come il processo 
decisionale sia oggetto di studio di molte discipline. Tali teorie aiutano a capire come si arriva 
alla scelta finale e molte di esse sottointendono l’importanza e la necessità di processi 
decisionali di gruppo. 
Nel terzo capitolo sono analizzati alcuni fattori di contesto e altre motivazioni che 
orientano le aziende verso le decisioni di gruppo. Le decisioni di gruppo rappresentano molti 
benefici rispetto alle decisioni individuali, ma allo stesso tempo anche problematiche e limiti. 
Al riguardo, si discute largamente all’interno di questo capitolo. I processi decisionali di 
gruppo non sono adatti a tutte le tipologie di decisioni. Di conseguenza, sono riportate le 
diverse tipologie e le caratteristiche delle decisioni per comprendere meglio in quali 
circostanze orientarsi verso i processi di gruppo. Inoltre, sono analizzate alcune delle tecniche 
principali di gruppo. Tali tecniche sono state elaborate per stimolare la creatività e produrre 
soluzioni efficaci, ma comunque hanno anche dei limiti. Proprio sui loro preggi ed i loro 
difetti si discute al termine del capitolo.
Nel quarto capitolo sono riportate ed analizzate alcune delle euristiche e bias cognitivi 
cercando di evidenziare se i processi decisionali di gruppo portano all’enfasi o ad un uso 
minore di tali euristiche e bias. Lo scopo di questo capitolo è quello di diventare consapevoli 
che anche nei processi decisionali di gruppo le euristiche ed i bias possono esssere presenti, a 
volte rendendo più facile il processo decisionale, altre volte portando a decisioni inefficaci. A 
questo riguardo, si riportano le conclusioni di alcune ricerche empiriche, anche se bisogna 
sottolineare che a volte i risultati sono contraddittori. 
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Nel quinto capitolo si discute l’influenza delle caratteristiche demografiche come età e 
genere sul processo decisionale. Analizzando il legame di queste caratteristiche con il 
comportamento verso il rischio, i processi cognitivi e le capacità decisionali, l’uso delle 
euristiche e le strategie decisionali si cerca di costruire un modello concettuale ed elaborare 
delle ipotesi su come la preferenza per i processi decisionali di gruppo possa essere 
influenzata dall’età e dal genere. Tali ipotesi saranno poi la base per il nono capitolo. 
La seconda parte della ricerca è composta dai capitoli come segue:
Nel sesto capitolo sono descritte ed analizzate le caratteristiche del settore bancario in 
Albania, accompagnate da statistiche che offrono una visione più completa di tale settore. 
Inoltre, in questo capitolo prima di presentare la situazione corrente del sistema bancario,
sono analizzati gli sviluppi e gli eventi più importanti del settore finanziario, prima e durante 
la fase di transizione del paese, così da comprendere meglio alcuni fenomeni e problematiche.
Nel settimo capitolo sono analizzati alcuni elementi utili per comprendere perché è stata 
intrapresa una ricerca di questa natura ed assume una fondamentale importanza per i capitoli e 
le conclusioni in seguito. Più specificatamente, in questo capitolo si discute sull’importanza, 
sugli obiettivi e sulle ipotesi della ricerca, sulla metodologia usata e sulle tecniche di 
campionamento adottate, sui contributi e sui limiti che accompagnano la ricerca.
Nel ottavo capitolo si riportano le caratteristiche del processo decisionale di gruppo nel 
settore bancario in Albania. In questo capitolo sono analizzate e si discute su alcune questioni 
importanti che sono state trattate precedentemente dal punto di vista teorico nella prima parte 
della ricerca. Così, in modo più dettagliato si cerca di concludere su quanto si fa riferimento ai 
processi decisionali di gruppo nelle istituzioni bancarie, come il gruppo arriva alla decisione 
finale, quali tipi di decisione sono prese in gruppo, quale tipologia di gruppo viene usata e 
come si compone il gruppo.
Nel nono capitolo, si cerca di definire l’impatto sulla preferenza per le decisioni di 
gruppo di alcune caratteristiche personali come l’età e il genere. Inoltre, si cerca di offrire 
delle spiegazioni sul perché tali fattori possono influenzare oppure no la propensità verso i 
gruppi. Le conclusioni di questo capitolo sono ritenute importanti per la fase della
composizione del gruppo, per comprendere l’importanza della diversità demografica ed 
aiutare la scelta dei membri. Alla base di tale capitolo è la convinzione che la propensione
personale verso i processi di gruppo determina l’impegno individuale come membro e quindi 
l’efficacia delle decisioni prese in gruppo.
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1.1 La definizione del gruppo
         Il gruppo è oggetto di studio non solo nel campo economico, ma anche in psicologia, 
sociologia, antropologia etc. Nel tentare di definire tale concetto, autori diversi sottolineano 
differenti aspetti del gruppo. Bisogna però ammettere che definire il gruppo non è facile. 
Così, parlando del gruppo Anzieu e Martin (1986) focalizzano l’attenzione sul grado della 
coesione e sull’uguaglianza tra i membri. Merton (1949) invece considera importante 
l’interazione tra i membri, l’identificazione con il gruppo e il riconoscimento come parte del 
gruppo dagli altri membri. Anche Homans (1950) sostiene che un gruppo è definito dalle 
interazioni tra i membri. Le persone che formano un gruppo interagiscono di più tra di loro 
che con persone che si trovano fuori dal gruppo. Quando si riferisce alle interazioni tra i 
membri, egli considera di fondamentale importanza il processo della comunicazione:
“Intendiamo per gruppo un numero di persone che comunicano tra loro, spesso 
in un arco temporale definito, e che sono abbastanza pochi in modo che ogni 
persona sia in grado di comunicare con tutti gli altri, non di seconda mano, 
attraverso altre persone, ma faccia a faccia” (p.1)
Molto interessanti sono anche gli studi di Lewin1. Egli percepisce il gruppo come una 
totalità dinamica, il risultato del quale è diverso dalla somma dei risultati individuali dei
membri che lo compongono. Lewin evidenzia le relazioni di interdipendenza tra i membri
come anche Bion (1961). Sull’interdipendenza tra i membri si soffermano anche altri autori:
“Un gruppo è un insieme di individui che hanno rapporti tra di loro che li 
rendono interdipendenti in una certa misura significativa” (Cartwright e 
Zander, 1968, p.46)
Sherif e Sherif (1956) considerano importanti per il gruppo gli status, i ruoli dei membri 
e la condivisione di norme e valori. 
“Un gruppo è un’unità sociale che consiste in un numero di persone che hanno 
(più o meno) degli status, delle relazioni e dei ruoli definiti, e che possiede un 
                                                            
1 Lewin è stato il primo ad offrire una definizione scientifica del gruppo. Sul suo punto di vista si discute in seguito, nel terzo 
argomento di questo capitolo. 
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insieme di valori e norme proprie che regolano il comportamento dei singoli 
membri” (Sherif e Sherif, 1956, p.144)
Secondo Tajfel (1981) perché si possa parlare di gruppo è fondamentale riferirsi all’
autocategorizzazione che compare quando due o più persone si percepiscono come 
appartenenti alla stessa categoria sociale. Il gruppo è stato largamente studiato anche da 
Brown (1988). Per l’autore si può parlare di gruppo quando due o più individui definiscono sé 
stessi come membri e quando la sua esistenza è riconosciuta da almeno un’altra persona. 
Il gruppo rappresenta uno strumento importante che aiuta l’organizzazione e l’individuo 
a raggiungere i propri obiettivi. I gruppi possono essere formati per diversi motivi: per 
condividere valori ed atteggiamenti, per soddisfare bisogni diversi, per prendere decisioni 
importanti etc. Ma d’altra parte bisogna anche sottolineare che l’uso dei gruppi dalle imprese 
con scopo decisionale non è utile in tutte le situazioni. Si può affermare che risulta
conveniente usare i gruppi in caso di problemi nuovi, complessi e multidisciplinari e per 
situazioni dove la creatività e l’innovazione sono importanti. Su questo argomento si discuterà 
al Capitolo 3, dove sono analizzate proprio le decisioni di gruppo.
Guzzo e Dickson (1996) fanno la distinzione tra gruppi e team. Questi si distinguono 
per l’impegno e la collaborazione tra i membri che nei team sono maggiori rispetto al gruppo. 
Gli autori spiegano questo col fatto che i team offrono ai loro membri più soddisfazione e 
piacere che deriva proprio dal lavorare insieme. Kreitner e Kinicki (2007), riferendosi al 
modello di Tuckman che sarà riportato nel seguire di questo capitolo, sottolineano che i team 
sono gruppi che hanno raggiunto la fase di performing. Per di più, i gruppi sono caratterizzati 
da conflitti e relazioni interpersonali instabili. Anche Katzenbach e Smith (1999) ritengono 
che è sbagliato considerare i gruppi ed i team la stessa cosa. Per gli autori, un gruppo si 
trasforma in un team quando la leadership diventa un’attività comune e condivisa, si sviluppa 
e si determina la propria mission e la presa delle decisioni diventa parte importante del lavoro 
del gruppo. 
Anzieu e Martin (1986) riportano la distinzione del gruppo dalla folla, dalla banda e dal 
raggruppamento. La folla è composta da centinaia di persone riunite nello stesso posto senza 
uno scopo definito e dei legami tra gli individui. Invece, nella banda esistono forti sentimenti 
di appartenenza come conseguenza della somiglianza tra i membri e rispetto alla folla il 
numero dei membri è limitato. Nel raggruppamento le persone si incontrano periodicamente 
per riunioni ed hanno gli stessi obiettivi ed interessi. 
In conclusione, il gruppo può essere definito come un insieme di persone che 
comunicano tra loro, spesso per un periodo di tempo prestabilito. La comunicazione offre la 
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possibilità di interazioni tra i membri in modo da permettere il consenso interpersonale. La 
comunicazione, l’interazione ed il consenso aiutano il conseguimento degli obiettivi comuni.
1.2 La tipologia dei gruppi
I gruppi che si possono formare all’interno dell’azienda possono essere diversi. Usando 
differenti criteri per la classificazione si possono distinguere alcune tipologie di gruppi come 
gruppi primari e secondari, gruppi formali ed informali, gruppi orizzontali e verticali, gruppi 
omogenei ed eterogenei. Le caratteristiche di ciascuna di queste tipologie sono discusse ed 
analizzate nel seguire. 
Una classificazione importante dei gruppi può essere fatta sulla base dei legami tra i 
membri. Così, si può distinguere tra gruppi primari e gruppi secondari (Cooley, 1909; 
Olmsted, 1959). I gruppi primari sono composti da individui che interagiscono tra loro in 
modo diretto, personale ed intimo. 
“Per gruppi primari intendo quelli che sono caratterizzati da un’associazione 
intima e faccia a faccia. Questi sono primari in parecchi sensi, ma anzitutto in 
quanto formano la natura sociale e gli ideali dell’individuo. Psicologicamente, 
il risultato di un’associazione intima è una particolare fusione delle 
individualità in una totalità comune” (Cooley, 1909, p.20)
Partendo da questa definizione tali gruppi possono anche essere definiti gruppi “faccia a 
faccia”, dato che i membri possono comunicare ed interagire in modo diretto. Inoltre, i gruppi 
primari sono caratterizzati da affiatamento tra i membri, dall’identificazione con il gruppo ed i 
rapporti sono costruiti su una base emotiva e sono duraturi (Cooley, 1909). Tali caratteristiche 
derivano dal fatto che in un gruppo primario il numero dei membri è limitato. 
“Esiste una solidarietà reciproca tra i membri che si fonda su rapporti personali, 
intimi, affettivi che si strutturano all’interno e che ha radici più emotive che 
razionali” (Curcio, 2005, p.67)
Nel gruppo primario si sviluppa una condotta che mira alla conservazione del gruppo 
stesso e al progresso della sua azione specifica. Di solito, sono gruppi finalizzati a soddisfare i 
bisogni dei singoli membri, dove ognuno può esprimere i diversi aspetti della propria 
personalità2 ed è valutato più affettivamente che razionalmente. Tali gruppi danno 
all’organizzazione un carattere conservatore e chiuso (Curcio, 2005).
I gruppi secondari hanno delle caratteristiche che si contrappongono a quelle discusse 
sopra. Così, tali gruppi sono composti da persone che condividono obiettivi più specifici 
rispetto a quelli dei gruppi primari (Forsyth, 2006). Come conseguenza, le interazioni non 
                                                            
2 In contrasto, nei gruppi secondari i membri sono considerati per la funzione che svolgono e non per la loro personalità. 
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hanno una base emotiva, ma delle ragioni più oggettive. Riguardo alla dimensione, sono 
gruppi composti da un maggiore numero di membri rispetto ai gruppi primari, riducendo così 
la possibilità di rapporti personali. Ma forse non esiste poi una grande necessità ed interesse 
per tali rapporti, dato che nei gruppi secondari per ogni membro sono definiti in modo chiaro 
e preciso i ruoli, i compiti ed i risultati da raggiungere e tali gruppi sono temporanei. Inoltre, 
tali rapporti sono definiti dalla struttura del gruppo e sono regolate da norme precise (Forsyth, 
2010). Siccome lo scopo del gruppo secondario è il raggiungimento di un obiettivo specifico, 
ogni membro viene valutato e accettato dagli altri in base al contributo che può dare. I gruppi 
secondari danno all’organizzazione un carattere complesso e dinamico (Curcio, 2005). 
Comunque, richiamando Olmsted (1959) non si può fare una distinzione assoluta tra le 
due tipologie di gruppo. Ci sono casi in cui il gruppo non può essere definito né primario, né 
secondario. Col passare del tempo un gruppo secondario può trasformarsi in un gruppo 
primario. Così, all’interno dell’azienda un dipartimento può essere ritenuto sia un gruppo 
primario che secondario, perché tra i membri si stabiliscono dei rapporti gerarchici e si creano 
anche dei rapporti emozionali. Quando si parla dei gruppi primari, il primo esempio è il 
nucleo familiare (Cooley, 1909). Comunque, i gruppi primari si possono trovare anche 
all’interno dell’azienda, sotto forma di gruppi composti da membri che appartengono allo 
stesso livello gerarchico, impegnati in un processo caratterizzato da strette interazioni. Spesso,
le decisioni strategiche sono prese da gruppi primari, formando piccoli gruppi di top manager 
i quali si impegnano in un processo interattivo di tipo faccia a faccia. In altri casi, le decisioni 
strategiche sono prese da gruppi secondari. Un esempio di gruppo secondario dentro l’azienda 
è il comitato (Luthans, 1992). Il comitato è un organismo di uno o più soggetti eletti da 
un’assemblea con il compito di indagare e intervenire riguardo alcuni aspetti o argomenti 
(Noorderhaven, 1995). Raramente un comitato ha un’autorità suprema. Il più delle volte si 
limita a consigliare un organo decisionale superiore, oppure le sue decisioni devono essere 
approvate dall’assemblea. Comunque, un certo grado di delega dell’autorità decisionale è 
sempre richiesta per la costituzione di un comitato (Forsyth, 1990). Un altro esempio di 
gruppo secondario sono le coalizioni. Le coalizioni sono gruppi informali di persone che 
perseguono determinati obiettivi comuni. Nella maggior parte dei casi, le coalizioni sono 
temporanei e normalmente sono sciolte non appena si raggiunge l’obiettivo comune
(Noorderhaven, 1995). Così, le coalizioni possono esistere all’interno dell’azienda, ma a 
differenza dei comitati operano al di fuori della struttura organizzativa formale. All’interno 
delle coalizioni ci possono essere anche soggetti che non appartengono all’organizzazione 
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(Noorderhaven, 1995). Spesso, le coalizioni svolgono un ruolo importante riguardo alle 
politiche, ai processi e alle strategie aziendali.
Un’altra distinzione tra i gruppi può essere fatta riferendosi al grado della strutturazione 
interna del gruppo. A tal riguardo, si può distinguere tra gruppi formali ed informali, che 
Cartwright e Zander (1968) definiscono diversamente gruppi previsti e gruppi emergenti. Di 
solito, l’azienda viene percepita come un’organizzazione formale. All’interno di questa 
organizzazione si trovano i gruppi formali con il compito di raggiungere gli obiettivi 
dell’organizzazione stessa (Kinicki e Kreitner, 2009). I gruppi formali hanno delle norme ben 
specificate che devono essere rispettate da tutti i membri del gruppo, perché in tali gruppi 
troviamo un sistema gratifiche-sanzioni costruito bene. Così come nei gruppi secondari, i 
rapporti tra i membri del gruppo formale sono impersonali perché il loro unico dovere è il 
raggiungimento dell’obiettivo comune. Per costituire un gruppo formale è richiesta 
un’approvazione ufficiale. All’interno di tali gruppi il formalismo è molto alto dato che ogni 
membro ha compiti, ruoli e responsabilità precise e sono definiti dalla struttura organizzativa 
(Kasimati e Manxhari, 2002). Nel contesto dei gruppi formali si possono distinguere i gruppi 
strutturali e d’integrazione. I gruppi strutturali sono le unità di base che formano la struttura 
organizzativa come ad esempio i dipartimenti, mentre i gruppi d’integrazione comprendono 
gruppi formati da individui che appartengono a diverse unità orizzontali e verticali e che sono 
costituiti per il perseguimento di obiettivi specifici. Possono essere definiti anche gruppi “ad 
hoc” (Llaci, 2010). 
Negli anni ’30, gli esperimenti condotti da Mayo presso i stabilimenti della Western 
Electronic Company di Hawthorne hanno portato alla conclusione che la produttività dipende 
dalla soddisfazione dei bisogni sociali dei membri del gruppo (Jones e George, 2008). Di 
conseguenza, all’interno delle organizzazioni nascono anche i gruppi informali. Possono 
essere definiti come una rete di relazioni personali che sorgono spontaneamente quando gli 
individui si trovano nella stessa locazione o quando si trovano ad interagire ripetutamente con 
gli stessi individui (Forsyth, 2006). Questi sono di solito ritenuti gruppi che nascono sulla 
base di relazioni di amicizia. I compiti, i ruoli e le responsabilità dei membri non sono ben 
definiti e non funzionano in base a norme ben specificate (Cartwright e Zander, 1968). Le 
norme nascono quando i membri sentono il bisogno di regolare le interazioni all’interno del 
gruppo e contrariamente al gruppo formale, queste norme possono essere modificate con 
facilità3. 
                                                            
3 Anche nei gruppi formali il cambiamento delle regole è possibile, ma richiede del tempo.
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Analizzando le caratteristiche riportate precedentemente si può affermare che i gruppi 
formali sono simili a quelli secondari, mentre i gruppi informali possiedono caratteristiche 
simili a quelle dei gruppi primari. Così, nei gruppi informali tra i membri c’è un rapporto 
diretto che ha una base affettiva, ma contrariamente ai gruppi primari, essi sono costituiti 
all’interno di una struttura formale. I gruppi informali al contrario dei gruppi formali si 
costituiscono spontaneamente perché i membri condividono le stesse idee (Tanku, 2012). 
Inoltre, essi si possono incontrare quando vogliono e non hanno compiti e responsabilità 
definite (Kume, 2010). I gruppi informali nascono dal bisogno dei membri di socializzare. 
All’interno dell’azienda, riguardo al processo decisionale, un ruolo importante assumono i 
gruppi formali. Kinicki e Kreitner (2009) ritengono che i gruppi formali sono molto 
importanti e permettono il raggiungimento sia degli obiettivi aziendali che di quelli 
individuali. Esempi di gruppi formali che si trovano spesso all’interno delle organizzazioni 
sono i comitati, i gruppi di progetto, i dipartimenti, i reparti, i gruppi di controllo etc. Altri 
esempi possono essere le task force ed i gruppi autogestiti. Le task force sono gruppi 
composti da persone che lavorano insieme per affrontare e risolvere uno specifico problema
(Tanku, 2012). I gruppi autogestiti sono gruppi di lavoro che assumono la responsabilità delle 
decisioni prese. Per di più, a tali team sono state delegate alcune attività di carattere 
amministrativo come pianificare, schedulare, monitorare e gestire le risorse umane (Kreitner e 
Kinicki, 2007).
Secondo il livello gerarchico al quale i membri appartengono e la gerarchia interna del 
gruppo si può fare la distinzione tra gruppi orizzontali e verticali (Anderson e Brown, 2010). 
Nei gruppi orizzontali i membri appartengono allo stesso livello gerarchico, oppure hanno 
professionalità omogenee. In queste condizioni, il ruolo del leader del gruppo non si ritiene 
importantissimo, perché il processo d’integrazione delle competenze e delle capacità risulta 
più facile (Van Vugt, Hogan e Kaiser, 2008). Inoltre, il clima che si crea all’interno del 
gruppo è positivo e tutti possono partecipare e contribuire al processo decisionale. Nei gruppi 
verticali i membri appartengono a diversi livelli gerarchici ed esistono asimmetrie profonde 
riguardo al potere, agli status e alle influenze (Anderson e Brown, 2010). In tali gruppi il 
ruolo del leader diventa importante perché in egli si concentra il potere decisionale. La
concentrazione aiuta il gruppo a prendere le decisioni in modo più efficiente ed evita i 
conflitti riguardo al controllo (Van Vugt, Hogan e Kaiser, 2008). Per lo più, contrariamente ai 
gruppi orizzontali, all’interno dei gruppi verticali esiste una gerarchia ben precisa e si tende a 
ricompensare con maggiore potere e status i membri che dimostrano capacità superiori 
(Driskell e Mullen, 1990). Partendo da questo si può pensare che siccome i gruppi verticali 
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sono guidati da persone che sono competenti prendono delle decisioni migliori rispetto ai 
gruppi orizzontali (Anderson e Kilduff, 2009). Inoltre, può prendere forma l’opinione che nei 
gruppi verticali la soddisfazione dei membri è maggiore. In realtà, molto spesso non è così. 
Dato che i membri che guidano il gruppo riportano una maggiore soddisfazione si pensa che 
si sentono contenti anche gli altri membri, quando invece non è vero. Nei gruppi verticali i 
membri con meno potere e controllo dimostrano insoddisfazione. D’altra parte, nei gruppi 
verticali l’informazione si trasmette in maniera più efficiente e la sua integrazione ed 
elaborazione risulta meno difficile (Bavelas, 1950). A questo punto, la questione che sorge si 
riferisce all’identificazione del gruppo migliore. Le evidenze empiriche offrono dei risultati 
contraddittori. I risultati misti sono in coerenza con la teoria della contingenza, secondo la 
quale non si può definire quale tra i gruppi orizzontali e verticali è il migliore perché questo 
dipende da molte variabili (Anderson e Brown, 2010).
Con riferimento al grado della diversità, all’interno dell’azienda si possono formare 
gruppi omogenei ed eterogenei (Yaniv, 2011). I gruppi omogenei sono gruppi composti da 
membri con le stesse capacità e professionalità. Inoltre, i membri hanno più o meno la stessa 
età e appartengono allo stesso genere, categoria etnica, nazionalità etc (Milliken e Martins, 
1996). Di conseguenza, all’interno del gruppo la conflittualità è bassa, perché più o meno i 
punti di vista sono gli stessi. Però in questi gruppi, a causa della mancanza della competitività 
alcuni dei membri possono diventare demotivati e ricorrere al fenomeno dell’inerzia sociale4. 
Al contrario, i gruppi eterogenei sono composti da persone con differenti livelli di capacità e 
diverse professionalità, età, genere etc (Yaniv, 2011). In questo caso, i membri sono più 
motivati e coinvolti. Inoltre, all’interno di tali gruppi si equilibrano le differenze tra le 
capacità. Però, questo tipo di gruppo ha lo svantaggio della comunicazione difficile ed il ruolo 
del leader assume molta importanza. 
Giunti a questo punto, dopo aver discusso sulle diverse tipologie dei gruppi è necessario 
riportare alcune riflessioni riguardo alle decisioni di gruppo. A questo proposito, è importante 
sottolineare che gli studi e le evidenze sono molto limitate e più che analizzare come il 
processo decisionale cambia a seconda del gruppo si discute sulla qualità delle decisioni prese 
e sull’impatto della composizione del gruppo sull’efficacia del processo decisionale. 
Così, partendo dalle caratteristiche sopra riportate si può dire che i gruppi formali e 
quelli secondari seguono un processo decisionale con delle fasi ben specificate. Kinicki e 
Kreitner (2009) sostengono che i gruppi formali sono molto utili per l’azienda, in quanto 
capaci di prendere delle decisioni complesse e di implementarle in modo efficace. Però d’altra 
                                                            
4 Tale fenomeno sarà discusso al Capitolo 3, come uno dei principali problemi del gruppo che può danneggiare l’efficacia del 
processo decisionale.
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parte, Kasimati e Manxhari (2002) sottolineando l’alto grado di formalismo che caratterizza i 
gruppi formali e secondari ritengono che si possono avere delle conseguenze negative in caso 
di situazioni o problemi non stabili e nuovi e quando l’azienda opera in un ambiente molto 
dinamico. Comunque, quello che si può affermare con sicurezza è che in tali gruppi il 
processo decisionale si svolge secondo a delle procedure e regole chiare, cosa che può 
danneggiare la creatività. Un’altra riflessione che si può fare riguardo ai gruppi secondari e 
formali si riferisce al livello d’impegno e coinvolgimento dei membri. Siccome tali gruppi 
non nascono dal bisogno dei membri di stare insieme per condividere una situazione o 
decisione, ma sono costituiti da membri che sono scelti in funzione del ruolo, delle
competenze e delle capacità si può dedurre che le comunicazioni, le interazioni e l’impegno 
sono minori rispetto ai gruppi primari ed informali. 
Per quanto riguarda i gruppi orizzontali si può dire che essendo formati da membri che 
appartengono allo stesso livello gerarchico ed hanno profesionalità omogenee forse sono più 
adatti per le decisioni a livello di dipartimento e le decisioni operative. I gruppi verticali 
invece, essendo composti da persone che appartengono a livelli gerarchici diversi ed hanno 
profesionalità differenti, sono più adatti per le decisioni strategiche, le quali richiedono una 
visione completa dell’azienda, maggiori informazioni e conoscenze multiple. Inoltre, per tali 
decisioni è importante che partecipano anche persone che saranno poi coinvolte nella fase 
dell’implementazione. In questo caso non solo si raggiunge un maggiore grado di legittimità 
della decisione presa, ma può migliorare anche la qualità dato che la decisione viene 
compresa meglio e vengono date le giuste direttive per metterla in atto. Quando si parla della 
distinzione dei gruppi tra orizzontali e verticali deve essere presa in considerazione anche la 
gerarchia interna. Nei gruppi verticali esiste una gerarchia interna molto chiara, invece per i 
gruppi orizzontali no. Con tale gerarchia viene definita la distribuzione del potere all’interno 
del gruppo. Così, nei gruppi verticali non tutti i pareri e le soluzioni individuate hanno la 
stessa importanza. Da questo di può dedurre che nei gruppi verticali spesso ci sarà una 
minoranza obbligata ad accettare le decisioni della maggioranza. Invece, nei gruppi 
orizzontali le possibilità che le decisioni sono prese in modo unanimo sono maggiori. Tale 
ragionamento può essere meglio compreso se ci riferiamo al modello di Scott5 (1987) il quale
ritiene che non tutti i membri di un gruppo hanno lo stesso status. Partendo proprio da questo 
presupposto, si può dire che nei gruppi verticali le discordanze ed i conflitti sono maggiori.
Nel caso dei gruppi omogenei ed eterogenei spesso le evidenze empiriche offrono 
risultati contraddittori. Si ritiene che i gruppi eterogenei, siccome i membri hanno 
                                                            
5 Tale modello viene analizzato nel seguire di questo capitolo.
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caratteristiche personali e capacità differenti e provengono da diverse professionalità, sono in 
grado di fornire diversi punti di vista ed analizzare le situazioni sotto diversi aspetti. In queste 
condizioni, i gruppi eterogenei forse sono migliori per le decisioni strategiche, quindi non 
programmate, le quali richiedono abilità e capacità concettuali. D’altra parte, i gruppi 
omogenei sono più adatti per le decisioni che non sono nuove e che richiedono conoscenze 
specifiche e capacità tecniche. Kasimati e Manxhari (2002) sostengono che i gruppi 
eterogenei sono in grado di prendere decisioni più buone e che i gruppi omogenei sono meno 
efficaci dei gruppi eterogenei nelle decisioni complesse e non ripetitive. Nei gruppi omogenei 
la minore diversità enfatizza l’identità sociale dei membri aumentando la stereotipizzazione 
dell’outgroup. Questo, come Mannix e Neale (2005) sottolineano, porta ad una peggiore 
performanza. Interessanti sono anche le conclusioni di Isenberg (1986). Secondo l’autore, i 
gruppi omogenei sono più affetti dal fenomeno della polarizzazione. Phillips, Northcraft e 
Neale (2006) hanno studiato l’influenza della diversità superficiale e di una profonda 
uguaglianza tra i membri sul processo decisionale di gruppo. I gruppi con omogeneità 
superficiale percepivano le loro conoscenze ed informazioni come meno uniche e spendevano 
meno tempo per il compito assegnato rispetto ai gruppi con diversità superficiale. Ma dopo 
che nei gruppi con omogeneità superficiale i membri sono venuti a conocenza delle loro 
profonde uguaglianze, l’attrazione reciproca aumenta. Tali gruppi hanno dimostrato un 
miglioramento della performanza rispetto ai gruppi con diversità superficiale dopo essere 
diventati consapevoli delle profonde uguaglianze. D’altra parte, Yaniv (2011) ha concluso che 
i gruppi omogenei sono più influenzati dall’effetto framing, mentre nei gruppi eterogenei tale 
fenomeno è assente. Riguardo all’impatto della diversità sulla performanza del gruppo si 
rimanda al Capitolo 5, dove in modo dettagliato viene analizzata la composizione 
demografica del gruppo.
1.3 Riflessioni sulle teorie del gruppo
Si può dire che gli studi sui gruppi hanno riconosciuto il loro massimo sviluppo negli 
anni ’30-’50. In questo periodo l’interesse verso i gruppi era di tipo scientifico. Maggiore 
interesse per lo studio dei gruppi hanno mostrato gli americani. Verso la metà degli anni ’50, 
con la nascita della psicologia sociale, l’interesse si sposta verso l’Europa (Bertani e Manetti, 
2007). Le teorie sui gruppi sono diverse e cercano di mettere in luce differenti aspetti delle 
relazioni e del lavoro partecipativo. Nel seguire, si discute su alcune delle principali teorie del 
gruppo con l’intenzione di riportare alcune implicazioni per i processi decisionali di gruppo. 
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1.3.1 La teoria del campo (Lewin, 1951)
Lewin è stato uno dei primi che ha studiato le dinamiche di gruppo e lo sviluppo delle 
organizzazioni6. Secondo l’autore, per comprendere il comportamento umano è necessario 
conoscere le relazioni tra variabili soggettivi, variabili sociali ed ambientali. Egli percepisce 
tali relazioni come interdipendenti e sottolinea che le decisioni prese sono conseguenza di 
questa interdipendenza. La Teoria del Campo, Lewin (1951) si focalizza in particolar modo 
sulle caratterisiche della situazione, dando così molta importanza ai fattori di contesto. La 
situazione viene definita dall’autore “campo psicologico” o “spazio vitale”. 
Le esperienze individuali e del gruppo sono diverse e così il campo è composto da tanti 
elementi. Tali elementi comunicano tra loro e sono interdipendenti. Tra l’individuo e 
l’ambiente si instaura un equilibrio che quando si rompe, orienta verso atteggiamenti e 
comportamenti che mirano a ristabilire l’equilibrio. Oltre al campo psicologico7, Lewin parla 
anche di campo sociale8. Così, l’autore ha contribuito in modo essenziale anche nel 
comprendere le dinamiche di gruppo, le quali influenzano i processi decisionali. Con 
dinamiche di gruppo Lewin si riferisce al fatto che i gruppi reagiscono ai cambiamenti del 
contesto, quindi il gruppo non è statico, ma una totalità dinamica.
“Il gruppo è qualcosa di più, o per meglio dire, qualcosa di diverso dalla 
somma dei suoi membri: ha struttura propria, fini peculiari e relazioni 
particolari con gli altri gruppi. Quel che ne costituisce l’essenza non è la 
somiglianza o la dissomiglianza riscontrabile tra i suoi membri, bensì la loro 
interdipendenza. Essa può definirsi come una totalità dinamica” (Lewin, 1951, 
p.125)
Gli elementi che lo rendono dinamico sono la comunicazione, la leadership, le norme, i 
ruoli, gli status e la coesione9. Riprendendo il concetto dell’interdipendenza, Lewin sottolinea 
il fatto che all’interno del gruppo ogni membro può influenzare le azioni degli altri membri, 
ma anche la sua azione può essere influenzata dalle azioni altrui. Questa interdipendenza 
continua anche fuori dal gruppo, perché i fattori psicologici creano un legame reciproco tra 
l’individuo ed il gruppo. Il gruppo è dinamico perché i membri del gruppo e le relazioni tra 
essi si modificano nel tempo. 
In conclusione, si può affermare che il contributo di Lewin consiste nell’aiutare a 
comprendere le dinamiche di gruppo. Bisogna considerare il fatto che il gruppo al quale un 
individuo appartiene e la cultura determinano il suo comportamento. Inoltre, le relazioni tra 
                                                            
6 Nel 1944 fonda e dirige il Centro di Ricerca per la Dinamica di Gruppo al Massachusetts Institute of Technology (MIT) e 
collabora con il Tavistock Institute of Human Relations di Londra. 
7 Il campo psicologico è determinato dalle relazioni tra l’individuo ed il suo ambiente. 
8 Il campo sociale è influenzato dalle relazioni tra il gruppo ed il suo ambiente.
9 Tali variabili dinamici saranno analizzati nell’ultimo argomento di questo capitolo. 
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individuo e gruppo sono interdipendenti e conseguenza della situazione presente, delle 
caratteristiche del gruppo e dell’individuo, così come delle caratterisiche dell’ambiente 
esterno. Questo significa che durante il processo decisionale non si devono sottovalutare in 
nessun modo i fattori di contesto.
1.3.2 La teoria dello scambio (Homans, 1961)
La teoria dello scambio è fondata sulla teoria della scelta razionale e si basa sul 
presupposto che il comportamento si modifica in base alle sue conseguenze. Per l’autore, un 
comportamento deriva da un processo di scambio che ha come obiettivo quello di ottimizzare 
gli esiti. Così, le relazioni all’interno di un gruppo dipendono dai benefici e dalle perdite 
potenziali. Se le perdite sono maggiori dei benefici, l’individuo non interagisce. Inoltre, 
Homans distingue tra sistema interno ed esterno. Il gruppo è composto da un sistema interno 
che si basa sui sentimenti, comportamenti e norme, ma anche da un sistema esterno perché 
esso reagisce all’ambiente esterno. Per comprendere e spiegare i comportamenti dei membri 
del gruppo Homans (1961) formulò delle affermazioni. Molto interessante è l’affermazione 
della “success proposition”. Così, se un comportamento è stato ricompensato in passato, 
l’individuo tenderà a ripetere lo stesso comportamento. D’altra parte, secondo la ”stimulus 
proposition”, le volte che un comportamento sarà ripetuto dipendono dalle volte che tale 
comportamento è stato ricompensato in passato. Per lo più, quanto più un risultato è 
desiderabile, tanto più l’individuo tenderà a ripetere il comportamento dal quale esso deriva. 
Si tratta in questo caso della “value proposition”. Per comprendere il comportamento risulta 
utile anche la “deprivation-satiation proposition”, secondo la quale se una ricompensa è stata 
ottenuta spesso, ogni ulteriore unità di tale ricompensa avrà un valore minore. Invece, con 
riferimento alla “aggression-approval proposition”, quando l’azione non porta alla ricompensa
aspettata la persona assume un atteggiamento aggressivo e non ripete il comportamento.
Mentre, quando l’individuo riceve una ricompensa che supera quella aspettata o non riceve la 
punizione che si aspettava, diventa più probabile che ripeta l’azione.
Si può dire che per Homans il gruppo è un sistema di individui interagenti. Le forme più 
elementari di comportamento in gruppo sono l’attività, l’interazione ed il sentimento. 
L’attività comprende tutti i compiti che l’individuo deve eseguire come membro del gruppo. 
L’interazione è una forma di attività indirizzata ad un altro membro, includendo anche il suo 
modo di reagire. I sentimenti invece si sviluppano in base a diversi atteggiamenti. Queste tre 
forme elementari di comportamento sono così legate che il cambiamento di una, porta al 
cambiamento delle altre. Ad esempio, se l’individuo cambia le attività che deve svolgere 
all’interno del gruppo, cambiano anche le persone e i modi in cui interagisce. Se invece 
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cambiano i sentimenti verso un altro membro del gruppo, transformandosi da positivi in 
negativi, l’individuo cercherà di evitare l’interazione con questo membro. Inoltre, Homans 
così come Lewin, sottolinea che il comportamento del gruppo è influenzato da fattori interni 
ed esterni. La teoria dello scambio di Homans è stata sviluppata da Blau (1964), per il quale 
solo i rapporti che portano a ricompense hanno una natura di scambio.
1.3.3 La teoria del conflitto realistico (Sherif, 1966)
La teoria del conflitto realistico analizza i conflitti tra i gruppi e si sviluppa sull’idea che 
i comportamenti dei membri riflettono gli interessi del proprio gruppo. Quando gli obiettivi di 
gruppi diversi sono contraddittori i membri assumono atteggiamenti negativi verso gli altri 
gruppi, ma se gli obiettivi dei gruppi convergono i membri tendono verso la cooperazione. I 
motivi che portano al conflitto possono essere diversi, ma Sherif (1966) pone l’attenzione 
sulla competizione per le risorse. Inoltre, l’autore sottolinea anche il concetto 
dell’interdipendenza dei compiti.
Con gli esperimenti conosciuti come “gli studi nei campi estivi”, Sherif (1966) ha 
cercato di studiare la formazione del gruppo, la competizione tra i gruppi e la riduzione del 
conflitto. Nella fase della formazione del gruppo, assegnando dei compiti che richiedevano un 
impegno comune è stata notata la tendenza di definire l’identità e la cultura di gruppo, la 
leadership e gli status, le norme etc. Nei primi due esperimenti, già in questa fase sono nati 
dei confronti tra i gruppi dove i membri favorivano il proprio gruppo. Nel terzo esperimento i 
membri quando hanno saputo dell’esistenza di un altro gruppo hanno deciso di sfidarlo in una 
competizione sportiva. Così, la presenza di un altro gruppo ha fatto nascere il desiderio di 
competitizione. Nella seconda fase degli esperimenti, i due gruppi dovevano competere in 
attività specifiche, dove il gruppo che vinceva riceveva dei premi. Questa è una situazione di 
conflitto dove un gruppo guadagna ciò che l’altro gruppo perde10. In seguito a tali esperimenti 
Sherif (1966) arrivò ad alcune conclusioni importanti. La presenza dell’outgroup aumentava 
la coesione all’interno del gruppo. Così, gli atteggiamenti verso l’outgroup diventavano 
negativi, mentre quelli verso l’ingroup diventavano più positivi. D’altra parte, l’autore giunse 
alla conclusione che i leader all’interno dei gruppi erano cambiati. Leader diventavano quelli 
che assumevano comportamenti più aggressivi. 
Oltre a studiare quali sono le motivazioni che spingono verso il conflitto e come il 
conflitto si sviluppa, Sherif (1966) ha cercato di definire anche come ridurlo. Così, per 
trasformare gli atteggiamenti negativi verso l’outgroup in atteggiamenti di cooperazione, 
                                                            
10 Comunque, è stato notato che il conflitto portava ad ostilità tra i due gruppi anche in situazioni non competitive. 
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l’autore introduce il concetto degli obiettivi sovraordinati. Un obiettivo sovraordinato è molto 
importante per il gruppo, ma nessuno dei gruppi lo può raggiungere senza la collaborazione 
con gli altri gruppi. In queste circostanze, ancora una volta viene data importanza 
all’interdipendenza, evidenziata anche da Lewin e Homans. L’uso di tali obiettivi ha ridotto il 
favoritismo per il proprio gruppo e l’ostilità verso gli altri gruppi.
Per concludere, le affermazioni di Sherif (1966) sono importanti nel capire il 
comportamento in gruppo. Secondo la teoria del conflitto realistico, l’ostilità tra gruppi è 
originata dalla competizione per risorse limitate ed importanti. In tali circostanze, si creano 
delle interdipendenze negative in cui le vincite di un gruppo si traducono in perdite per l’altro. 
Comunque, le ostilità tra i gruppi possono nascere anche se i gruppi non sono in 
competizione. Inoltre, i partecipanti negli studi di Sherif erano tutti bambini di 11-12 anni che 
non si conoscevano prima di arrivare al campo. Ma in queste condizioni, si possono 
generalizzare i risultati? 
1.3.4 La teoria dell’influenza sociale (Asch, 1956; Moscovici et al, 1969)
L’obiettivo della teoria dell’influenza sociale è quello di scoprire le cause che spingono 
l’individuo a resistere o a conformarsi alle pressioni del gruppo11. Il conformismo è 
considerato dall’autore come il potere della maggioranza. Per studiare tale fenomeno Asch 
(1956) formò gruppi di 7-9 membri ai quali venivano presentati 12 coppie di carte: una carta 
con una linea e un’altra con tre linee. Il compito era quello di individuare quale delle tre linee 
avesse la stessa lunghezza della linea nella prima carta. Tutti i membri di ciascun gruppo, a 
parte uno, erano complici dello sperimentatore. Dopo alcune ripetizioni, i complici iniziavano 
a dare delle risposte sbagliate. È stato osservato che dopo che i complici cominciavano a 
comportarsi in questo modo, anche l’unico membro non complice iniziava ad offrire la stessa 
risposta della maggioranza. Quindi, anche se sapeva la risposta giusta, egli si conformava alla 
maggioranza. Gli esperimenti sono stati ripetuti alcune volte ed è stato osservato che il 20% 
dei partecipanti non si conformò alla maggioranza, l’80% si conformò almeno una volta alla 
pressione del gruppo ed il 58% dei soggetti si adeguò alla maggioranza almeno due volte ad 
ogni singola ripetizione della prova (Kasimati e Manxhari, 2002). Asch (1956) si è posto una 
domanda: qual’è il ruolo della dimensione della maggioranza sulla tendenza di conformarsi? 
Egli continuò i suoi esperimenti introducendo all’interno del gruppo più soggetti che davano 
la risposta giusta. È stato dimostrato che in queste condizioni la conformità diminuiva. Per 
definire l’effetto della dimensione della maggioranza sono stati svolti degli esperimenti dove 
                                                            
11 Asch ritiene che far parte di un gruppo spinge l’individuo ad un ragionamento distorto sotto la pressione del gruppo di
conformarsi (Kasimati e Manxhari, 2002).
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la dimensione dell’opposizione variava da 1 a 15 membri. I risultati erano chiari. Quando 
l’individuo si doveva confrontare con un solo altro individuo che forniva una risposta 
opposta, egli continuava a dare la risposta giusta. Quando la maggioranza era di due persone, 
per il 13,6% delle volte il soggetto dava la risposta sbagliata, uguale alla maggioranza, e 
quando questa era composta da tre persone la conformità aumentava al 31,8%. Ma con 
l’aumento ulteriore della maggioranza la conformità non cresceva, portando alla conclusione 
che la dimensione della maggioranza è importante fino ad un certo punto (Asch, 1956).
Gli esperimenti di Asch sono stati ripetuti molte volte offrendo dei risultati misti 
(Kreitner e Kinicki, 2007). Così, in una meta-analisi di 133 esperimenti in 17 diversi paesi è 
stato concluso che nei paesi con una cultura collettivista dove il gruppo prevale 
sull’individuo, la conformità era maggiore rispetto ai paesi con una cultura individualista.
Gli studi di Asch (1956) si basavano sull’idea che solo una maggioranza poteva 
influenzare un singolo o una minoranza. Al contrario di egli, Moscovici et al. (1969) si sono 
impegnati nel comprendere e descrivere l’influenza esercitata da una minoranza. Moscovici, 
Lage e Naffrechoux (1969) ripropongono l’esperimento di Asch, utilizzando però una
minoranza di soggetti complici. Così, sono stati osservati i comportamenti degli individui in 
36 gruppi composti da 6 membri dove 2 membri rappresentavano la minoranza. Il compito di 
ogni gruppo era quello di definire il colore di 36 diapositive di differenti luminosità. In realtà 
il colore delle diapositive era blu. L’esperimento è stato ripetuto varie volte. Nel primo 
esperimento per l’8,42% delle volte i partecipanti concordavano con la minoranza, mentre 
32% di loro davano la stessa risposta della minoranza almeno una volta. Nel secondo 
esperimento, l’influenza della minoranza aumentava ulteriormente. Invece, nel terzo 
esperimento la minoranza cominciava a rispondere in maniera incoerente, ritenendo che 24 
diapositive erano verdi e 12 blu. In questo caso, la conformità si riduceva a 1,25%.
          L’influenza della minoranza deriva da due motivi (Moscovici e Personnaz, 1980). In 
primo luogo, la coerenza delle risposte date dalla minoranza dimostra che essa possiede un 
chiaro punto di vista della realtà. Tale modo di comportarsi genera un conflitto tra la fonte ed 
il bersaglio dell’influenza ed all’interno del bersaglio stesso, quando si deve considerare 
un’alternativa in base al giudizio personale. Il conflitto si intensifica quando non si può 
respingere il giudizio della fonte dell’influenza. D’altra parte, lo sviluppo del conflitto non è 
lo stesso quando è la maggioranza ad offrire delle informazioni incoerenti. Le risposte della 
fonte in questo caso sembrano più legittime e comuni. Quando sorge una divergenza, un 
giudizio inaspettato, ogni individuo confronta il proprio giudizio con quello della 
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maggioranza, senza necessariamente considerando l’oggetto al quale il giudizio si riferisce 
(Moscovici e Personnaz, 1980). Inoltre, Moscovici (1981) afferma che:
“Quando un individuo o un sottogruppo influenza un gruppo, il principale 
fattore di successo è lo stile di comportamento” (p.128)
Sia Asch che Moscovici, evidenziano come il comportamento dell’individuo cambia 
all’interno di un gruppo. Ma a questo punto, le conclusioni dei due autori, non mettono in 
dubbio l’efficacia del processo decisionale di gruppo? La conformità può danneggiare 
seriamente l’efficacia del gruppo portando così al fenomeno del groupthinking. Questo
fenomeno sarà discusso al Capitolo 3.
1.3.5 La teoria dell’identità sociale12 (Tajfel e Turner, 1979)
L’obiettivo della teoria dell’identità sociale consiste nel comprendere se i sentimenti di 
appartenenza al gruppo portano al favoritismo per il proprio gruppo e la distinzione tra 
ingroup e outgroup orienta verso la discriminazione degli altri gruppi. Negli esperimenti 
condotti sono stati usati gruppi piccoli dove i membri non potevano interagire direttamente, 
l’appartenenza al gruppo era anonima e non esistevano conflitti precedenti. 
Nella prima fase sono stati formati due gruppi chiedendo ai partecipanti quale dipinto 
tra quello di Klee o Kandinsky preferivano. Ai membri era stato specificato che in base alla 
risposta fornita avrebbero fatto parte di uno dei due gruppi. Nella seconda fase ai partecipanti 
è stato distribuito un blocco con delle matrici di assegnazione di risorse. Tramite queste 
matrici essi dovevano assegnare del denaro ai membri del proprio gruppo e dell’outgroup. Per 
le persone a cui si doveva assegnare il denaro era indicato solo il gruppo di appartenenza ed 
un numero. È stato osservato che i partecipanti hanno favorito il proprio gruppo rispetto 
all’altro. Tajfel e Turner (1979) hanno spiegato questo con la semplice categorizzazione 
ingroup/outgroup.
Secondo tale teoria, l’identità a livello individuale dipende dal gruppo al quale una 
persona appartiene.
“L’identità sociale si riferisce quindi a quelle informazioni su di sé legate alla 
consapevolezza di appartenere a specifici gruppi sociali, unita alle valenze ed ai 
significati emotivi attribuiti a questa appartenenza“ (Piermari, Rania e Venini, 
2007, p.24) 
Così, gli individui cercano di migliorare l’immagine personale tramite l’immagine del 
proprio gruppo. Quando si devono confrontare con un gruppo di status più alto, i membri di 
                                                            
12 Altri autori hanno rielaborato la teoria dell’identità sociale in senso più cognitivo, formulando la teoria della 
categorizzazione di sé (Turner, Hogg, Oakes, Reicher e Wetherell, 1987)
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un gruppo con status basso temono per la propria identità sociale. In queste condizioni, essi 
spesso si impegnano nel migliorare la propria posizione sociale abbandonando il gruppo di 
appartenenza o tentando di migliorare la posizione del gruppo (Tajfel, 1981; Tajfel e Turner, 
1979). Al riguardo Migliorini (2007) si esprime come segue:
“Si può affermare pertanto che il senso di appartenenza giochi un ruolo 
particolare nella formazione e nel mantenimento del concetto di identità a 
differenti livelli. Da una parte il gruppo fornisce il riferimento per la 
valutazione a livello individuale e per la selezione degli altri significativi da un 
punto di vista interpersonale; dall’altra, il gruppo gioca un ruolo importante nel 
definire l’identità che deriva dal confronto tra le caratteristiche condivise tra i 
membri del gruppo e quelle degli altri gruppi, che rappresenta l’essenza della 
teoria dell’identità sociale” (p.67)
Per riuscire ad eliminare il favoritismo verso l’ingroup e l’atteggiamento negativo verso 
l’outgroup, si possono adottare diverse strategie. Secondo Brewer e Miller (1984), un ruolo 
importante a tal riguardo, assume il processo di decategorizzazione. Potrebbe essere utile 
inventare una categoria superordinata e fare il modo che i membri dell’ingroup e 
dell’outgroup si percepiscano parte di essa (Gaertner, Dovidio, Anastasio, Bachman e Rust, 
1993).  Un’altra strategia potrebbe consistere nell’assegnare obiettivi sovraordinati, così come 
suggerito nella sua teoria da Sherif (1966).
Alcuni autori si sono impegnati nell’individuare le condizioni che orientano verso il 
favoritismo per il proprio gruppo o altri gruppi (Mummendey e Schreiber, 1984; Mummendey 
e Simon, 1987). A questo riguardo è stato osservato che il favoritismo per il proprio gruppo 
aumenta per aspetti o dimensioni ritenuti importanti per il gruppo, invece non è così per 
aspetti o dimensioni che il gruppo percepisce come non importanti. Comunque, il favoritismo 
per il proprio gruppo si può attenuare per aspetti o dimensioni che sono ritenuti importanti sia 
dall’ingroup che dall’outgroup. Invece il favoritismo verso gli altri gruppi aumenta per aspetti 
o dimensioni che hanno maggiore importanza per l’outgroup, ma nello stesso tempo 
assumono una minore importanza per il proprio gruppo. Altri autori sottolineano l’importanza 
della dimensione del gruppo. Così, è stato osservato che l’identificazione e il favoritismo 
verso il proprio gruppo sono maggiori tra i membri che costituiscono una minoranza rispetto a 
quelli che si trovano in maggioranza (Hewstone, Rubin e Willis, 2002).
I risultati della teoria dell’identità sociale si possono adottare anche per i processi 
decisionali di gruppo, quando vengono formati gruppi di grandi dimensioni, all’interno dei 
quali si trovano diversi sottogruppi. Il senso di appartenenza aumenta la coesione del gruppo, 
definisce i confini con gli altri gruppi e le relazioni con l’ambiente esterno. 
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1.3.6 Implicazioni per le decisioni di gruppo
Molte ricerche si sono concentrate sui gruppi, cercando di mettere in evidenza diversi 
aspetti del comportamento dell’individuo all’interno di un gruppo. Le conclusioni di tali 
ricerche aiutano a comprendere meglio il funzionamento del gruppo e le sue decisioni. 
Comunque, bisogna ammettere che alcune ricerche mettono in evidenza come a volte i gruppi 
possono prendere decisioni inefficaci. 
Con la Teoria del Campo, Lewin (1951) cerca di evidenziare l’importanza della 
dinamica del gruppo. Per l’autore assumono un ruolo importante i fattori di contesto che 
influenzano l’efficacia del gruppo. Inoltre, il rapporto individuo-gruppo è interdipendente 
perché così come i valori e la cultura personale influenzano il funzionamento del gruppo, 
anche la tipologia del gruppo e le sue dinamiche determinano il comportamento 
dell’individuo come membro. A questo riguardo, si può sottointendere che spesso può 
succedere che le decisioni a livello individuale cambiano molto dalle decisioni che si 
prendono quando si trova a far parte di un gruppo. Così, il contributo di Lewin consiste nel 
sottolineare il concetto del tutto, dell’interdipendenza e della dinamica. Con riguardo al 
processo decisionale, il concetto del tutto significa che il gruppo non rappresenta la 
sommatoria dei membri che lo compongono, ma qualcosa di più. Questo può portare a 
pensare che i gruppi sono capaci di prendere decisioni migliori rispetto agli individui che lo 
compongono. L’interdipendenza comprende che le decisioni di gruppo sono frutto delle 
interazioni tra i membri e che essi si influenzano a vicenda. Quindi, basta l’entrata o l’uscita 
di un membro perché si manifestino ripercussioni sul resto del gruppo. La dinamica intende 
un gruppo che si adatta ai cambiamenti sia del sistema interno che del sistema esterno.
Le conclusioni della Teoria del Campo, convergono con quelle della Teoria dello 
Scambio di Homans (1961). L’autore ritiene che il funzionamento e l’efficacia del gruppo 
sono influenzate da fattori esterni ed interni. Inoltre, egli considera importante l’interazione 
tra i membri. Perché un gruppo prenda delle buone decisioni, i suoi membri devono avere la 
possibilità di interagire tra loro. Tali interazioni cambiano nel tempo se si modificano i ruoli, i 
compiti e le emozioni. Nei grandi gruppi le interazioni aumentano, ma diventano lontani e 
privi di emozioni e sentimenti. A questo riguardo, si può dedurre che diventa importante il 
ruolo del leader del gruppo che deve essere capace di gestire tali relazioni. Inoltre, Homans ha 
formulato alcune affermazioni che aiutano a comprendere i comportamenti. Come è stato 
notato da tali affermazioni precedentemente discusse, alla base della motivazione e dei 
comportamenti secondo Homans stanno le diverse ricompense e punizioni. Kreitner e Kinicki 
(2007) ritengono che le ricompense sono importanti e che di solito aumentano la motivazione. 
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Gli studi di Bloom e Milkovich (1995) sostengono il contrario. Un altro aspetto importante 
sul quale riflettere è se una ricompensa offerta in modo ripetuto riesce a preservare nel tempo 
il suo valore incentivante oppure no. Kreitner e Kinicki (2007) sottolineano che la 
motivazione e le attitudini spesso non dipendono dalle ricompense, ma da componenti 
cognitivi ed affettivi. Così, spesso la tendenza di ripetere un’azione oppure no non è legata 
alla ricompensa, ma deriva dalle convinzioni e idee prestabilite, dai sentimenti e dalle 
emozioni riguardo una situazione. Per lo più, già Maslow (1954) con la Teoria dei Bisogni 
evidenzia come una categoria di bisogni assecondati non serve più a motivare. In questo 
contesto, si può dedurre che la stessa ricompensa col tempo perderebbe il suo valore 
incentivante che per riuscire a mantenerlo l’organizzazione dovrebbe rivedere ed aumentare le 
ricompense. A questo riguardo, la domanda che si pone è se questo conviene oppure no alle 
organizzazioni. Per lo più, l’uso delle ricompense per stimolare comportamenti desiderati può 
portare alla nascita di comportamenti opportunistici.
Sherif (1966) ha cercato di studiare il conflitto tra i gruppi. Oltre a studiare come il 
conflitto evolve, l’autore ha cercato di evidenziare le cause del conflitto. A questo riguardo, 
Sherif ha trovato che l’interdipendenza dei compiti, e interessi ed obiettivi troppo diversi 
generano il conflitto. Comunque, anche se Sherif si è focalizzato sul conflitto tra i gruppi, le 
sue conclusioni possono essere adottate anche nel caso di un gruppo all’interno del quale si 
sono formati dei sottogruppi. Per il processo decisionale di gruppo, il conflitto rappresenta un 
elemento importante che spesso porta a ritardi. 
Importanti sono anche le conclusioni della Teoria dell’Influenza Sociale (Asch, 1956;
Moscovici et al., 1969). Tale teoria cerca di mettere in luce altri aspetti del funzionamento del 
gruppo come la pressione esercitata dal gruppo sull’individuo per conformarsi. La tendenza di 
conformarsi può derivare dal bisogno delle persone di essere accettate dagli altri, oppure dalla 
mancata fiducia nelle proprie capacità decisionali e dalla convinzione che gli altri dispongono 
informazioni aggiuntive. Gli autori evidenziano come il comportamento dell’individuo 
cambia all’interno di un gruppo, come conseguenza delle influenze della maggioranza e della 
minoranza. Ma se questo succede sempre, le conclusioni dei due autori mettono in dubbio 
l’efficacia del processo decisionale di gruppo.
La Teoria dell’Identità Sociale (Tajfel e Turner, 1979) cerca di evidenziare se il 
comportamento dell’individuo all’interno di un gruppo dipende dai sentimenti di 
appartenenza al gruppo. Gli autori ritengono che maggiore è il grado di appartenenza, 
maggiore sarà il favoritismo per l’ingroup. I risultati di questa teoria si possono considerare 
importanti per i processi decisionali di gruppo, quando vengono formati gruppi di grandi 
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dimensioni, all’interno dei quali si trovano diversi sottogruppi. Anche in questo caso, 
partendo dalle conclusioni di Tajfel e Turner (1979) si può mettere in dubbio l’efficacia delle 
decisioni di gruppo, dato che maggiore è l’identificazione del membro con il proprio gruppo, 
maggiore sarà il grado della coesione e della conformità, così come anche i conflitti tra i vari 
sottogruppi all’interno di un gruppo. 
1.4 Lo sviluppo del gruppo
Il gruppo ha un ciclo di vita che definisce le fasi di sviluppo. Nel seguire si discute su 
alcuni modelli che cercano di descrivere come un gruppo evolve con il passare del tempo. 
Tali modelli sono utili a comprendere i vari comportamenti dei membri di un gruppo. 
Tuckman (1965) ha presentato un modello di evoluzione del gruppo composto da 
quattro fasi che si susseguono secondo una cronologia precisa. Nel 1977 il modello viene 
rivisto da Tuckman e Jensen che aggiungono una quinta fase. La prima fase è quella della 
formazione del gruppo (forming). In questa fase si costituiscono le prime relazioni e può 
essere considerata una fase di orientamento dove i membri vengono a conoscenza degli 
obiettivi del gruppo. Comunque, la fiducia reciproca rimane bassa ed aumentano l’incertezza 
e l’ansia riguardo alla differenziazione dei ruoli e gli obiettivi da raggiungere. In questa 
situazione, se il leader formale non riesce ad esercitare la propria influenza lo fa un leader 
informale (Kasimati e Manxhari, 2002). La fase della formazione finisce quando i membri 
iniziano a percepire sé stessi come membri del gruppo. La seconda fase (storming) è 
considerata una fase di analisi (Tuckman, 1965). I membri testano le politiche del leader e la 
propria posizione all’interno della struttura del gruppo. Essi accettano l’esistenza del gruppo, 
ma si ribellano al controllo che il gruppo impone. Inoltre, aumenta la competitività e nascono 
dei conflitti riguardo a chi deve dirigere il gruppo (Kasimati e Manxhari, 2002). Per di più, in 
questa fase si formano diversi sottogruppi (Kinicki e Kreitner, 2009). Nella fase di storming il 
metodo decisionale usato è il clique13 (Tuckman, 1965). Comunque, bisogna sottolineare che 
è una fase importante che può determinare l’efficacia del processo decisionale e l’esistenza 
stessa del gruppo dato che molti gruppi si fermano a questa fase. Nella fase successiva 
(norming), i conflitti riguardo all’autorità ed al potere si risolvono (Kreitner e Kinicki, 2007), 
si stabiliscono delle relazioni strette tra i membri ed il gruppo si dimostra compatto (Kasimati 
e Manxhari, 2002). Inoltre, vengono definite le norme e le regole del gruppo. Ormai, gli 
obiettivi del gruppo, i ruoli e le responsabilità dei membri sono specificati in modo chiaro.  La 
                                                            
13 Secondo questo metodo, all’interno del gruppo si forma un sottogruppo il quale decide anche per gli altri membri. Tale 
sottogruppo sostiene il punto di vista del leader e si impegna ad influenzare gli altri ad accettarlo. È un metodo decisionale 
che causa la frammentizzazione del gruppo.
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quarta fase è quella esecutiva (performing). Durante questa fase domina un clima di 
cooperazione caratterizzata da una comunicazione aperta e sostegno reciproco. I membri 
aumentano l’impegno a raggiungere gli obiettivi. La coesione e l’impegno in questa fase sono 
tali che portano a risultati migliori rispetto ai risultati che ogni membro potrebbe raggiungere 
da solo (Kinicki e Kreitner, 2009). Per i gruppi permanenti la fase dell’esecuzione è la fase 
finale, invece i gruppi temporanei passano alla quinta fase. Arrivati alla fase della sospensione 
(adjournig), i membri hanno completato i compiti assegnati ed il gruppo sta per sciogliersi.  
McMurrain e Gazda (1974) descrivono un modello di sviluppo del gruppo composto da 
quattro fasi. Si può dire che tale modello e quello di Tuckman in un certo modo sono 
complementari. La fase esplorativa è accompagnata dalle prime conoscenze. Comunque, le 
interazioni tra i membri sono caratterizzate da esitazioni. Nella fase della transizione sono 
definiti alcuni aspetti della vita in gruppo come le modalità di incontri, la procedura 
decisionale da usare etc. Lo stadio successivo è quello dell’azione, centrato senza dubbio sul 
compito. I membri considerano gli obiettivi comuni più importanti di quelli individuali e si 
impegnano per il loro raggiungimento. La fase finale è quella della conclusione che pone fine 
all’esistenza del gruppo. In questa fase i membri del gruppo dimostrano sentimenti di gioia 
per aver raggiunto gli obiettivi stabiliti, ma anche di tristezza per dover lasciare il gruppo.
Un altro modello è quello di Worchel (1994). L’autore considera lo sviluppo del gruppo 
un processo ciclico che può essere interrotto permettendo al gruppo di tornare ad una fase 
precedente. Il modello di Worchel (1994) è composto da sei fasi. Nella prima fase il gruppo è 
dominato da poche persone e la maggior parte dei membri tendono a rimanere passivi. Così, il 
gruppo prende vita solo nella seconda fase dove le interazioni tra i membri aumentano. Il 
leader, le norme e la differenziazione dei ruoli diventano chiare solo nella terza fase. Per di 
più, in questa fase si rafforzano le percezioni positive e l’identificazione con il proprio 
gruppo. In queste condizioni, aumenta il conformismo ed i nuovi membri hanno difficoltà ad 
integrarsi in gruppo. La quarta fase è centrata sul compito e determina la produttività del 
gruppo. I membri sono valutati per le loro capacità e si impegnano al raggiungimento degli 
obiettivi. Per di più, in questa fase si valutano le risorse del gruppo e si accettano anche nuovi 
membri per disporre di maggiori risorse che facilitano il conseguimento degli obiettivi. Si 
passa così da un gruppo chiuso ad un gruppo aperto. Nella quinta fase, l’attenzione si sposta 
sugli interessi personali. I membri si impegnano ad individuare come il raggiungimento degli 
obietttivi comuni può favorire il raggiungimento degli obiettivi individuali. Dopo questa 
analisi, può succedere che alcuni di loro si trasferiscano ad altri gruppi, tenendo sempre 
presente i bisogni individuali. Ed alla fine arriva la fase del declino. In questa fase il valore 
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del gruppo viene messo in discussione e nasce il fenomeno dell’inerzia sociale, cioè la 
demotivazione ad essere attivi e ad impegnarsi. Si procede così verso la fase 1 in precedenza 
descritta. 
1.5 La dimensione del gruppo
La dimensione è forse l’elemento più importante della struttura del gruppo, perché 
influenza direttamente la capacità del gruppo di arrivare al consenso. 
“È più facile arrivare al consenso nei gruppi piccoli di 5-7 membri, mentre 
risulta difficile arrivare al consenso per gruppi grandi composti da più di 12 
membri” (Kume, 2010, p.88)
I gruppi grandi in pratica spesso operano come un aggregato di due o più sottogruppi. In 
alcuni casi, la dimensione del gruppo funzionale che è rappresentato dal numero dei membri 
che partecipano in modo attivo, è minore della dimensione del gruppo nominale (Baron et al., 
1992). La dimensione del gruppo dipende da vari fattori, come ad esempio la natura della 
situazione per la quale si deve decidere (Noorderhaven, 1995). Più il gruppo è grande, più al 
suo interno si creano delle competitività. Se ci riferiamo agli esperimenti di Triplett (1898), le 
situazioni competitive aumentano l’impegno individuale. Ma d’altra parte, Allport (1924) 
mette in evidenza che la presenza degli altri stimola l’individuo ad impegnarsi di più e porta a 
risultati migliori solo per compiti semplici. Per compiti difficili risulta il contrario. Inoltre, nei 
grandi gruppi alcuni membri possono passare in una posizione passiva, fenomeno conosciuto 
come “social loafing” (Liden, Wayne, Jaworski e Bennett, 2004). Gli individui spesso si 
impegnano meno quando devono raggiungere un obiettivo operando in un gruppo ampio 
rispetto a quando operano da soli (Latané, Williams e Harkins, 1979). Questo comporta che 
nei grandi gruppi alcuni membri diventano improduttivi. Quindi, nei grandi gruppi la 
motivazione può diminuire anche se questo dipende dal modo in cui la situazione viene 
percepita. Più la decisione è percepita come di particolare importanza, più i membri del 
gruppo sono coinvolti. D’altra parte, più il gruppo è grande, più diminuisce la coesione. In tali 
gruppi si possono verificare anche problemi di coordinazione (Steiner, 1972) e di blocco della 
produttività (Diehl e Stroebe, 1987, 1991). Noorderhaven (1995) sottolinea che i piccoli 
gruppi sono più vulnerabili perché le incompatibilità individuali possono paralizzare il 
processo decisionale, mentre i gruppi grandi con più di 10 persone tendono a sviluppare uno 
stile d’interazione più formale, dove le differenze individuali possono essere ricoperte più 
facilmente. 
Nei gruppi grandi si formano dei sottogruppi che tendono a deviare dagli obiettivi 
comuni del gruppo e perseguire gli interessi propri. Scott (1987) all’interno di un gruppo 
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distingue tre tipologie di sottogruppi. Il primo è il sottogruppo della posizione primaria e 
rappresenta l’epicentro del gruppo, perché costituisce le norme e guida il gruppo verso 
l’obiettivo fissato. Il secondo sottogruppo è il sottogruppo con status particolare, formato da 
membri importanti per il gruppo che sono di supporto per il primo sottogruppo, ma hanno il 
privilegio di agire indipendentemente dalla posizione primaria. Il terzo è il sottogruppo senza 
status, composto da membri che non hanno influenza sulle decisioni di gruppo e che spesso 
sono scelti per rispettare la dimensione prestabilita del gruppo. Più sottogruppi si formano, 
più aumenta il rischio di decisioni inefficaci. A parte questo, anche se non si può stabilire la 
dimensione ottimale del gruppo, si devono evitare i gruppi larghi perché danneggiano la vera 
interdipendenza e le interazioni significative tra i membri (Straus, Parker, Bruce e Dembosky, 
2009). Comunque, i piccoli gruppi ricadono più spesso nell’uso dei vari bias e sono più affetti 
dalla positività verso il proprio gruppo (Hewstone, Rubin e Willis, 2002).
Kreitner e Kinicki (2007) fanno la distinzione tra due approcci: quello matematico e 
quello delle simulazioni di laboratorio. I modelli matematici cercano di valutare la 
dimensione ottimale del gruppo in funzione dei risultati desiderati, come ad esempio la qualità 
delle decisioni. Secondo tali modelli non è possibile stabilire la dimensione giusta, la quale 
può variare da 3-13 membri. Non esistono concordanze sulla dimensione del gruppo neanche 
per le simulazioni di laboratorio. Così, Yetton e Bottger (1982) ritengono che i gruppi più 
efficaci sono quelli di 4-5 membri, mentre Laughlin, Hatch, Silver e Boh (2006) hanno 
concluso che per le decisioni che richiedono maggiore intelletto i gruppi migliori sono quelli 
di 3 membri.
Non sempre è facile stabilire la dimensione del gruppo, a causa dei diversi criteri in 
base ai quali viene definita l’appartenenza al gruppo. La scelta dei membri del gruppo spesso 
può avvenire con riferimento all’organigramma aziendale o alla job description. In altri casi 
può essere fondamentale la percezione dell’individuo stesso. Si possono distinguere quattro 
tipi di appartenenza al gruppo, come riportato nella Figura 1.1. 
L’appartenenza psicologica si riferisce alla situazione nella quale un membro del 
gruppo si sente attratto dal gruppo e nello stesso tempo anche accettato dagli altri membri. 
Nel caso dell’appartenenza preferenziale l’individuo si sente attratto dal gruppo, ma riscontra 
delle difficoltà a farsi accettare dagli altri. Nell’appartenenza marginale la situazione è 
totalmente contraria. L’individuo viene accettato dagli altri membri del gruppo, però la sua 
attrazione verso il gruppo è bassa. Invece, nell’appartenenza alienativa dove sia l’attrazione 
verso il gruppo che l’accettazione da parte degli altri membri del gruppo sono basse, 
l’individuo si può considerare fuori dal gruppo. Secondo quanto discusso sopra, per stabilire 
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la dimensione del gruppo, ma anche per scegliere i membri si deve rispondere ad alcune 
domande: Qual’è la propensione dell’individuo verso le decisioni di gruppo, oppure egli è 
un’individualista? Qualcuno lo percepisce come membro? Per di più, gli altri membri del 
gruppo concordano sulla sua partecipazione e lo accettano come membro? Tale modello 
dimostra come l’accettazione e l’attrazione sono due criteri importanti.
Figura 1.1: Tipologie di appartenenza al gruppo 
Accettazione
   Alta         Bassa
                               
                             Alta
         Attrazione
                            Bassa                                     
                                                                (Fonte: Noorderhaven, 1995, p.98)
                   
I gruppi affrontano problemi e situazioni con livelli di complessità differenti. Di 
conseguenza, le diverse fasi del processo decisionale richiedono un impegno diverso. Il
processo decisionale può risultare difficile nei gruppi di grandi dimensioni, ma si può 
realizzare con successo nei gruppi composti da massimo 12 persone. Nella tabella a seguire
viene valutata l’efficacia del gruppo secondo la dimensione.
Tabella 1.1: L’efficacia del gruppo e la sua dimensione
Dimensione
< di 4 
membri
4-6 membri 7-12 membri 13-20 membri
> di 20 
membri
Soluzione del problema Molto bassa Bassa Normale Buona Molto buona
Velocità di giudizio Buona Molto buona Normale Bassa Bassa
Partecipazione dei 
membri
Molto buona Buona Normale Bassa Bassa
Coesione Molto buona Buona Normale Bassa Bassa
Consenso Bassa Bassa Normale Molto buona Bassa
Flessibilità Molto buona Buona Normale Bassa Bassa
Produttività 
dell’individuo
Molto bassa Bassa Normale Bassa Molto bassa
Produttività del gruppo Molto bassa Bassa Normale Molto buona Bassa
(Fonte: Kume, 2010, p.89)
Appartenenza psicologica Appartenenza preferenziale
Appartenenza marginale Appartenenza alienativa
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La dimensione del gruppo influisce la realizzazione degli obiettivi ed i risultati del 
gruppo ed è correlata alla tipologia degli obiettivi e delle decisioni (Kreitner e Kinicki, 2007). 
Con la crescita del gruppo, l’interazione tra i membri diminuisce e le relazioni diventano 
meno affettive. Inoltre, i gruppi grandi tendono di più verso le soluzioni politiche che 
analitiche. Ma bisogna anche ammettere i vantaggi di tali gruppi. Più il gruppo è ampio, più 
aumentano l’energia e le risorse tecniche. L’informazione raccolta è maggiore e si possono 
individuare più alternative possibili. Inoltre, un gruppo ampio può offrire più giudizi critici e 
le decisioni prese risultano più accettabili.
1.6 Condizioni di efficacia del gruppo
Quando il processo decisionale individuale viene messo a confronto con il processo 
decisionale di gruppo i vantaggi di quest’ultimo sono numerosi (Luthans, 1992). Si può 
pensare che i gruppi prendono delle decisioni qualitativamente più buone rispetto agli 
individui, ma d’altra parte bisogna sottolineare che anche i gruppi possono prendere decisioni 
sbagliate. Bisogna che i vantaggi del processo decisionale di gruppo non diventano delle 
conclusioni assolute (Noorderhaven, 1995). Come Brown (1988) afferma: 
“... tutto dipende dal criterio in base al quale viene fatto il confronto”(p.127)
Così, se come criterio viene usato il tempo, allora è da preferire un processo decisionale 
individuale14. Ma se invece dell’efficienza cerchiamo l’efficacia, allora i gruppi fanno meglio. 
Quindi, diventa importante definire cosa si intende per efficacia di un gruppo. 
Parlando delle condizioni dell’efficacia del gruppo Mohrman, Cohen e Mohrman (1995) 
riportano la distinzione tra fattori esterni o di contesto e fattori interni. I primi sono fuori dal 
controllo del gruppo, invece i secondi sono sotto il diretto controllo del gruppo. Interessante è 
anche il punto di vista di Cohen e Bailey (1997):
“Noi categorizziamo l’efficacia in tre dimesioni riferendoci all’impatto del 
gruppo sull’efficacia della performanza in termini di quantità e qualità degli 
output, sull’attitudine dei membri e sui risultati comportamentali. Esempi di 
misurazione dell’efficacia della performanza sono l’efficienza, la produttività, 
il tempo, la qualità, l’innovazione. Esempi di misurazione degli atteggiamenti 
sono la soddisfazione, l’impegno e la fiducia verso i manager. Esempi di 
misurazione per i comportamenti sono l’assenteismo, il turnover e la sicurezza” 
(p.243)
                                                            
14 Al Capitolo 3, si discute su alcune situazioni dove sono da preferire i processi decisionali individuali invece di quelli di 
gruppo. 
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Gli autori ritengono che l’efficacia è in funzione dei fattori ambientali, dei fattori di 
disegno, dei processi di gruppo e delle sue caratteristiche psicosociali. I fattori ambientali si 
riferiscono alle caratteristiche dell’industria nella quale opera l’impresa come ad esempio il 
livello di turbolenza. I fattori di disegno si riferiscono alle caratteristiche del compito, del 
gruppo e dell’organizzazione. Tra le variabili del compito possiamo menzionare l’autonomia 
e l’interdipendenza, mentre tra le variabili del gruppo abbiamo la dimensione, la demografia e 
la diversità. Invece le variabili organizzative si riferiscono alle ricompense e alla supervisione. 
I processi di gruppo riguardano prima di tutto la comunicazione, la collaborazione ed il 
conflitto, mentre le variabili psicosociali del gruppo si riferiscono alle norme, coesione, 
modelli mentali ed all’affezione. Yukl (2010) tra i fattori sopra riportati considera importante 
le capacità dei membri e la chiarezza dei ruoli15. 
Bisogna tenere presente anche le difficoltà e le sfide del gruppo che possono incidere 
sull’efficacia. Tra esse possiamo evidenziare il tempo o il grado di pressione esterna per 
risultati immediati (Nooderhaven, 1995; Vroom e Yetton, 1973). Come conseguenza, spesso i 
membri del gruppo si limitano nell’individuare poche alternative e non si impegnano in 
analisi profonde per cercare di comprendere gli esiti. D’altra parte, l’efficacia può essere 
influenzata anche dalla composizione e dalla struttura del gruppo, sia formale che informale. 
Nel caso dei gruppi formali si hanno delle conseguenze negative sulla creatività e 
sull’innovazione, mentre i gruppi informali possono deviare dagli obiettivi prestabiliti. 
Comunque, l’impatto della struttura del gruppo sulla sua efficacia è stato analizzato nel
secondo argomento di questo capitolo, mentre la composizione del gruppo a parte essere 
riportata precedentemente, sarà analizzata anche successivamente, al Capitolo 5, in particolar 
modo con riguardo al grado della diversità demografica. Non bisogna dimenticare quant’è 
importante il livello delle informazioni personali e il grado della condivisione di tali 
informazioni. Per lo più, la pressione del gruppo per la conformità spesso porta a delle 
decisioni inefficaci. Non si deve dimenticare anche il livello di maturità del gruppo, dato che 
più esperienza si accumula, più diminuiscono le probabilità di sbagliare16. 
Richiamando Kume (2010), per indurre il gruppo verso decisioni efficaci bisogna creare 
due condizioni. La prima, riguarda la partecipazione. Essere membri di un gruppo può portare 
alla soddisfazione. L’individuo si sente contento per aver dato il suo contributo nella 
risoluzione del problema. Purché questo avvenga bisogna mettere insieme individui che 
hanno più o meno le stesse capacità per evitare che alcuni si sentino superiori e altri inferiori. 
                                                            
15 L’importanza della differenziazione dei ruoli viene analizzata nel seguire di questo capitolo.
16 Per un approfondimento delle condizioni che possono danneggiare l’efficacia del gruppo, si rimanda al Capitolo 3, dove 
vengono analizzati in modo più dettagliato gli svantaggi del gruppo.
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La seconda condizione si riferisce alla possibilità del proseguimento del gruppo. A tal 
riguardo si deve prestare attenzione al modo in cui i membri sono scelti, cercando di mettere 
insieme persone che sono capaci di lavorare in gruppo, perché bisogna ammettere che non 
tutti lo sono. 
A questo punto, la questione che si pone consiste nel cosa fare per rendere un gruppo 
efficace. Yukl (2010) riporta alcune indicazioni a questo riguardo, riferendosi in modo 
particolare al ruolo del leader. In primo luogo, si deve porre l’enfasi sugli interessi e valori 
comuni. L’identificazione con il gruppo risulta maggiore quando i membri condividono gli 
obiettivi, i valori, le priorità e le strategie. Per favorire l’efficacia è richiesto uno stile di 
leadership partecipativo, invece di uno centralizzato. È importante anche che il leader del 
gruppo incoraggi e faciliti l’interazione e la comunicazione tra i membri e che applichi metodi 
incentivanti in base alla performanza individuale. Inoltre, i membri possono sentirsi 
inapprezzati quando ricevono un’informazione ridotta riguardo alle attività ed ai risultati 
raggiunti. Quindi, si devono informare i membri e mostrare loro come il proprio impegno ha 
contribuito alla realizzazione degli obiettivi. Kreitner e Kinicki (2007) parlando dell’efficacia 
dei gruppi assegnano un ruolo importante alla chiarezza della missione, degli obiettivi e del 
compito. Bisogna che tutti i membri del gruppo conoscano il problema o la situazione dato 
che tante volte si prendono decisioni inefficaci perché si fallisce nella fase dell’identificazione 
del problema. Questa fase influenza senza dubbio l’efficacia di tutte le altre fasi del processo 
decisionale. 
Comunque, ci sono alcune caratteristiche dei gruppi che possono aiutare a valutare se 
un gruppo è efficace oppure no. A seguire viene riportata una tabella che riassume tali 
caratteristiche.
Tabella 1.2: Le caratteristiche dei gruppi efficaci ed inefficaci 
Gruppi efficaci Gruppi inefficaci
Domina un clima informale Domina un’atmosfera caratterizzata da tensione
Discussioni vivi con larga partecipazione Discussioni dominate da uno o due individui
Obiettivi e compiti chiari Obiettivi e compiti non chiari
I membri si ascoltano a vicenda I membri non si ascoltano a vicenda
I conflitti non si evitano, ma si cerca di risolverli 
in modo costruttivo
Il conflitto viene ignorato o evitato
Le decisioni sono prese con consenso Le decisioni si prendono dalla maggioranza e la 
minoranza è costretta ad accettarle
Le idee vengono espresse apertamente e 
liberamente
Le idee e gli sentimenti vengono tenuti nascosti 
per paura di essere criticati
Il leader non si impone Il leader domina il gruppo
Il gruppo analizza il suo progresso e 
comportamento
Il gruppo evita di valutare il suo progresso ed il 
suo comportamento
(Fonte: Kume, 2010, p. 93)
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Per concludere, si può affermare che le decisioni prese in gruppo possono avere esiti 
diversi. Questo perché l’efficacia del processo decisionale di gruppo dipende da tanti fattori 
come le risorse a disposizione del gruppo per raggiungere gli obiettivi prefissati, le 
competenze e le abilità dei membri, il tipo della situazione per la quale si deve decidere, la 
dimensione del gruppo etc.
1.7 Le dinamiche di gruppo
Il gruppo non ha una natura statica, ma dinamica17. Il primo che ha messo in evidenza 
tale natura del gruppo è stato Lewin (1951). Cartwright e Zander (1968) offrono questa 
definizione:
“La dinamica di gruppo è un campo di ricerca dedicata alla conoscenza della 
natura dei gruppi, delle regole, del loro sviluppo e delle loro interazioni con le 
persone, altri gruppi ed istituzioni” (p.7)
Le variabili dinamiche di un gruppo determinano la sua struttura. Alcune di queste 
variabili che si discutono nel seguire sono le reti della comunicazione, la leadership, le norme, 
i ruoli e gli status, la coesione e la conformità. Oltre a discutere sulle condizioni che 
favoriscono tali variabili dinamici, si analizzano anche le influenze sul processo decisionale e 
sulla qualità delle decisioni.
1.7.1 Le reti della comunicazione
La comunicazione rappresenta un elemento fondamentale per le decisioni di gruppo. 
Senza comunicazione non sarebbe possibile l’interazione tra i membri. Tra gli altri, la 
comunicazione condiziona la coesione e l’efficacia del gruppo. Bales (1953) evidenzia che 
all’interno di un gruppo il membro che comunica più messaggi e riceve di più, controlla la 
comunicazione in gruppo. La comunicazione è il processo dello scambio delle informazioni 
tra due o più persone. 
“All’interno di un gruppo si creano delle reti di comunicazione che 
rappresentano dei modelli di trasmissione e scambio delle informazioni che 
definiscono chi comunica più frequentemente, in quale misura e con chi” 
(Forsyth, 2010, p.168)
Bavelas (1950) e Leavitt (1951) distinguono cinque tipologie di reti della 
comunicazione nei gruppi composti da cinque membri: la rete a catena, la rete a ruota, la rete 
a forma di Y, la rete a cerchio, la rete a forma di stella. Tali reti sono descritte ed analizzate in 
seguito. Per fare la distinzione tra le varie reti di comunicazione gli autori fanno riferimento 
                                                            
17 Di questo è stato discusso precedentemente in questo capitolo, riportando alcune delle principali teorie di gruppo.
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all’indice di centralità18 che divide le reti in centralizzate e decentralizzate (Katz, Lazer, 
Arrow e Contractor, 2004).
Nella rete a catena essendo centralizzata c’è un membro del gruppo che controlla tutta 
l’informazione che è trasmessa all’interno del gruppo. Due membri del gruppo si trovano in 
posizione privilegiata perché comunicano direttamente con il leader del gruppo e assumono il 
ruolo di ritrasmettitore, perché trasmettono l’informazione dal fondo della catena al centro. 
Altri due membri del gruppo sono in posizione meno privilegiata, perché possono comunicare 
direttamente soltanto con i ritrasmettitori. In questa rete di comunicazione, ogni membro del 
gruppo comunica con quello che li è vicino, però esiste il pericolo che le informazioni 
passando da un membro all’altro, possano essere modificate e creare dei malintesi. Invece, la 
rete a ruota può essere considerata la più gerarchica siccome il membro centrale controlla 
tutto il processo dello scambio dell’informazione. Per comunicare, gli altri membri del gruppo 
devono rivolgersi alla persona in centro che in questa rete di comunicazione ha anche il ruolo 
del ritrasmettitore. In questa situazione, le informazioni essendo trasmesse solo alla persona 
chiave corrono meno il rischio di essere distorte. Anche la rete a forma di Y è centralizzata. 
Tre dei membri del gruppo sono in una posizione favorita perché possono comunicare 
direttamente con la persona chiave, mentre un altro membro del gruppo è il fondo della 
catena. L’informazione da/a lui trasmessa corre il pericolo della distorsione. 
Nel modello a cerchio ogni membro può comunicare direttamente al massimo con due 
altri membri. Essendo una rete di comunicazione decentralizzata non c’è più il membro in 
posizione centrale ed ogni membro può assumere il ruolo del ritrasmettitore. Si tratta quindi, 
di un modello di comunicazione soddisfacente per tutti, ma siccome manca la persona chiave 
si può danneggiare l’efficacia del processo di comunicazione. D’altra parte abbiamo la reta a 
forma di stella, considerata la rete di comunicazione più decentralizzata, perché con ci sono 
limiti nelle relazioni tra i membri. Ogni membro può comunicare direttamente con il membro 
desiderato, non c’è la persona centrale come non ci sono neanche i ritrasmettitori. 
Dopo questa analisi, la domanda che sorge riguarda quale di queste reti di 
comunicazione è migliore. I gruppi con reti centralizzate superano i gruppi con reti 
decentralizzate (Bavelas, 1950; Leavitt, 1951). Interessanti sono anche le conclusioni di Shaw 
(1964). I gruppi con reti centralizzate richiedono meno tempo per prendere una decisione e 
risolvere i problemi. D’altra parte, le reti centralizzate sono migliori per i compiti semplici. 
Nel caso di decisioni complesse sono da preferire le reti decentralizzate. Così, studiando la 
performanza del gruppo Cummings e Cross (2003) hanno constatato che i gruppi che usavano 
                                                            
18 La misura in cui una persona serve come centro della comunicazione.
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le reti decentralizzate in caso di una decisione complessa riuscivano meglio dei gruppi che 
usavano le reti centralizzate. Per quanto riguarda la soddisfazione e la motivazione Bavelas 
(1950) e Leavitt (1951) ritengono che c’è un legame inverso con il grado della centralità.
In conclusione si può dire che è preferibile utilizzare le reti centralizzate per le decisioni 
semplici e di routine, perché l’informazione si trasmette velocemente. Tali reti rafforzano la 
posizione del membro centrale, mentre gli altri membri del gruppo sono meno contenti. 
Invece, per le decisioni complesse e non di routine è preferibile l’uso delle reti decentralizzate 
perché nel caso di decisioni non strutturate la creatività e l’innovazione diventano molto 
importanti. Queste reti offrono la possibilità ai membri del gruppo di esprimere nuove idee, 
facendo il modo che essi siano più contenti e soddisfatti.
1.7.2 La leadership
La leadership è un’altra variabile importante della dinamica di gruppo. Tale variabile 
assume importanza specialmente nei gruppi di grandi dimensioni dove nascono problemi di 
coordinazione (Noorderhaven, 1995). Yukl (2010) si sofferma ad affermare che:
“La leadership involve un processo nel quale l’influenza intenzionale è estesa 
sugli altri per guidare, strutturare, facilitare le attività e le relazioni in un 
gruppo oppure organizzazione” (p.21) 
I modelli di leadership si differenziano in base ad alcuni principali approcci (Yukl, 
2010). Così, secondo l’approccio dei tratti si possono identificare alcune caratteristiche fisiche 
e di personalità che aiutano a definire un buon leader. Nel periodo 1950-1960, l’approccio dei 
tratti viene sostituito dall’approccio comportamentale con gli studi di Ohio e dell’Università 
di Michigan che distinguono diversi stili di leadership in base al grado dell’orientamento del 
leader verso il compito e le relazioni umane. Invece, lo sviluppo dell’approccio della
contingenza sottolinea che non è possibile stabilire lo stile migliore e che questo, tra gli altri 
dipende moltissimo dalla situazione. All’inizio degli anni ’80 prende sviluppo l’approccio 
trasformazionale secondo il quale i leader tramite una varietà di comportamenti possono 
trasformare i contributi dei subalterni in modo da conseguire gli obiettivi comuni.
Tannenbaum e Schmidt (1958) hanno introdotto un modello riguardo ai stili di 
leadership,come riportato nella Figura 1.2. Gli autori percepiscono il comportamento del 
leader come un continuum che varia dall’estremo sinistro rappresentato da un leadership 
autoritario orientato al compito, ad un’estremo destro rappresentato da un leadership 
democratico orientato alle relazioni.
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Figura 1.2: Il continuum di Tannenbaum e Schmidt (1958)
Stile autoritario                                                                                                                                         Stile democratico
(orientato al compito)                                                                                                                      (orientato alle relazioni)
Il leader                 Il leader                 Il leader                  Il leader                  Il leader                Il leader              Il leader
prende la                “vende” la             presenta le              presenta la              presenta il             stabilisce i          permette ai 
decisione e             decisione agli        proprie idee e         propria decisione   problema,              limiti e                membri di 
la rende nota          altri membri          invita al dibattito  in forma non           raccoglie              chiede al             decidere in 
                                                                                           definitiva e              suggerimenti e     gruppo di            base ai 
                                                                                          suscetibile alla        prende la               prendere la         limiti
                                                                                           modifica                 decisione               decisione            stabiliti
      
(Fonte: Llaci, 2006, p.332)
Secondo tale modello, il leader ha a disposizione una serie di stili di leadership tra cui 
scegliere. La scelta dipende dalle caratteristiche del leader, dalle caratteristiche dei subalterni 
e dalla situazione. Da questo si può dedurre che un buon leader deve essere in grado di 
adottare diversi stili di leadership e che non si può definire il miglior stile in assoluto. Tra le 
caretteristiche interne del leader troviamo la fiducia nei subalterni e la propensione verso la 
partecipazione, mentre tra le caratteristiche dei subalterni abbiamo il bisogno d’indipendenza, 
la disponibilità ad assumersi delle responsabilità etc. Invece, le caratteristiche della situazione 
si riferiscono al tipo dell’organizzazione, al tempo a disposizione etc.
Blake e Mouton (1964) propongono il modello della griglia manageriale, indicando
sull’asse orizzontale, l’orientamento al compito e al risultato, mentre sull’asse verticale 
l’orientamento alle relazioni ed alle persone (Figura 1.3). Ad ogni dimensione viene attribuita
un punteggio che va da 1 a 9 offrendo la possibilità di poter individuare 81 possibili stili di 
leadership, ma gli stili base sono cinque. Possiamo così distinguere lo stile impoverito (1.1) 
caratterizzato da bassa attenzione al compito e alle persone. Tale stile descrive il leader come 
disattento al raggiungimento dei risultati, ma anche ai bisogni delle persone. Invece, nello 
stile country club (1.9) l’interesse per il compito è scarso e per le persone è elevato. Il leader è 
interessato soprattutto ai bisogni dei suoi collaboratori, mentre non presta un sufficiente 
interesse ai risultati. Tutto il contrario è lo stile autoritario (9.1), caratterizzato da un’elevata 
Uso dell’autorità da parte del leader
                                      Area di libertà dei partecipanti
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attenzione ai risultati e scarsa attenzione alle persone. Il leader ritiene che il suo unico dovere 
è quello di raggiungere gli obiettivi stabiliti e che per questo non sono importanti i bisogni dei 
membri. Al centro della griglia troviamo lo stile “metà strada” (5.5) secondo il quale il leader 
dimostra lo stesso interesse sia per i risultati che per le persone, cercando di stabilire tra i due 
un equilibrio. Comunque, non è né scarso né elevato, ma un interesse di medio livello. La 
preoccupazione e l’interesse è molto elevato sia per il compito che per le persone nello stile 
del team (9.9).
Figura 1.3: La griglia di Blake e Mouton (1964) 
  
                                      Stile orientato
                                      alle relazioni
                                                                                                                                 Stile orientato 
                                                                                                                                      al compito
(Fonte: Llaci, 2006, p.333)
Riprendendo il modello del continuum di Tannenbaum e Schmidt (1958), Fiedler 
(1967) propone la Teoria della Contingenza secondo la quale l’efficacia di un particolare stile 
di leadership dipende dalla situazione e dal compito del gruppo. Egli si è impegnato nel 
classificare le situazioni in termini del livello di controllo richiesto purché l’attività del 
gruppo venga svolta in modo efficace. È stato dimostrato che i leader orientati al compito 
fanno meglio dei leader orientati alle relazioni quando il livello di controllo è molto basso o 
molto alto, ma i leader orientati alle relazioni fanno meglio in situazioni con livelli intermedi 
di controllo (Strube e Garcia, 1981).
Nel 1973 Vroom e Yetton presentarono alcuni stili di leadership che nel 1988 furono 
rielaborati da Vroom e Jago. Per identificare lo stile più appropriato gli autori propongono 
l’uso dell’albero delle decisioni. Fornendo risposte a delle domande specifiche che sono le 
stesse per ogni situazione, ci si muove tra i rami dell’albero fino ad arrivare alla scelta dello 
stile. Tale scelta dipende da diversi criteri come la qualità della decisione, l’impegno dei 
subordinati, l’importanza dell’accettazione della decisione dagli altri membri ed i limiti 





- stile autocratico AI. Il leader prende le decisioni da solo in base alle informazioni che
dispone. Non prende in considerazione le idee degli altri membri.
- stile autocratico AII. Il ruolo degli altri membri del gruppo è quello di fornire al leader 
le informazioni necessarie, ma egli prende le decisioni da solo. 
- stile consultativo CI. Il leader si consulta solo con alcuni membri del gruppo. Questi 
sono i membri nei quali il leader ha più fiducia. Il processo di consultazione avviene 
individualmente in modo da evitare che i membri si possano influenzare a vicenda. Ma 
la scelta finale è fatta dal leader, tenendo in considerazione oppure no le idee degli 
altri membri.
- stile consultativo CII. Il leader si consulta con tutti i membri allo stesso tempo. Anche 
secondo tale stile, la decisione finale viene presa dal leader, il quale può prendere in 
considerazione oppure no le idee degli altri.
- stile partecipativo GII. In questo caso, il leader non può esercitare la sua influenza 
sugli altri membri. Il suo compito è quello di facilitare il processo decisionale. La 
decisione finale è frutto della partecipazione di tutti.
In conclusione bisogna sottolineare che non è possibile individuare quale delle forme di 
leadership è la migliore. Questo perché esistono diversi approcci di leadership ed inoltre i 
criteri e le caratteristiche in base alle quali viene definito lo stile di leadership più appropriato 
sono diverse. Di conseguenza, un buon leader dovrebbe essere in grado di adottare diversi stili 
di leadership in base alle diverse caratteristiche personali, dei subalterni e della situazione. 
Quello che si può affermare senza dubbio è che la leadership assume un ruolo importante ed 
influenza l’efficacia del gruppo, orientando i contributi individuali verso il raggiungimento 
degli obiettivi comuni.
1.7.3 Le norme
Le norme definiscono ciò che è giusto e sbagliato e ciò che è buono e cattivo (Kinicki e 
Kreitner, 2009). Esse rappresentano delle regole e modelli comportamentali condivisi di come 
dovrebbero comportarsi i membri di un gruppo (Kasimati e Manxhari, 2002). Così, Hare 
(1962) afferma che:
“Le norme sono regole di condotta, modi adeguati di agire, accettate come 
legittime dai membri di un gruppo e che specificano il tipo di comportamento 
che si aspetta dai membri del gruppo” (p.24-25)
Le norme possono essere diverse (Forsyth, 2010). Così, le norme prescrittive 
definiscono la maniera socialmente più appropriata di rispondere ad una situazione di 
carattere sociale. Le norme proscrittive definiscono le azioni ed i comportamenti che sono 
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sanzionati e quindi devono essere evitati. Invece, le norme descrittive descrivono come i 
membri agiscono, si sentono e pensano in una situazione specifica. D’altra parte, le norme 
ingiuntive determinano come i membri di un gruppo si devono comportare. 
“Le persone che non rispettano le norme descrittive sono visti come insoliti, ma 
quelli che violano le norme ingiuntive sono valutati negativamente e sono 
aperti a sanzioni dagli altri membri del gruppo” (Forsyth, 2010, p.145)
Le norme si possono sviluppare in differenti modi (Kinicki e Kreitner, 2009). Possono 
derivare  da alti livelli gerarchici o essere frutto della partecipazione tra i membri. Inoltre, 
possono essere legate ad eventi critici nella storia del gruppo oppure a comportamenti del 
passato. Esse non riguardano solo regole di comportamento che i membri del gruppo devono 
rispettare, ma possono estendersi anche ad altri aspetti, come le modalità di svolgimento delle 
riunioni, il linguaggio e il processo di comunicazione, l’abbigliamento etc (Kume, 2010). I 
leader sono quelli che per primi devono rispettare le norme in quanto costituiscono un 
esempio per gli altri. Bettenhausen e Murnighan (1985) studiando le norme nei gruppi che 
assumono la forma delle coalizioni, sottolineano che le norme derivano da processi di 
negoziazione tra i membri del gruppo. All’interno del gruppo le norme possono svolgere 
determinate funzioni (Cartwright e Zander, 1968). Esse aiutano a raggiungere obiettivi 
comuni e permettono al gruppo di mantenersi unito nel tempo, creando la propria identità. 
Inoltre, le norme aumentano la coesione ed aiutano a definire i rapporti con gli altri gruppi. 
Possono aiutare i membri a superare situazioni complesse e facilitare le aspettative 
comportamentali (Kinicki e Kreitner, 2009). 
Molto interessanti sono le conclusioni di Sherif (1936) con l’esperimento sull’effetto 
autocinetico. Gli individui dovevano indicare di quanto centimetri si fosse mossa una piccola 
luce in una stanza buia, in realtà immobile, ma che a causa di un’illusione ottica sembrava che 
si muovesse. In condizioni individuali i giudizi variavano da 1 a 10 pollici. Dopodiché, Sherif 
formò gruppi di 3 persone e chiese a loro di valutare lo spostamento della luce. In condizioni 
individuali, il membro A aveva risposto 1 pollice, il membro B aveva risposto due pollici, 
invece il membro C aveva risposto 7 pollici. Quando queste persone hanno iniziato a 
discutere in gruppo, le loro opinioni cominciavano a convergere. Ci sono voluti tre riunione 
per costituire una norma e che i tre membri percepissero uno spostamento di 3 pollici. Sherif 
continuò con i suoi esperimenti per evidenziare cosa succede col passare del tempo. I risultati 
hanno confermato che le norme sono di lunga durata. L’autore ha definito questo processo 
“internalizzazione delle norme” (Sherif, 1966). Così, le norme sono stabili e una volta 
sviluppate, resistono ai cambiamenti e sono trasmesse ai nuovi membri (Forsyth, 2010).
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Spesso i membri del gruppo rispettono le norme per non essere considerati diversi e 
continuare ad essere parte del gruppo. In questo contesto possiamo fare riferimento 
all’esperimento di Schachter (1951). Egli creò un gruppo di studenti universitari che 
dovevano discutere la storia di Johnny Rocco, un giovane delinquente. Un membro del 
gruppo era complice di Schachter ed aveva il compito di esprimere un parere diverso dalla 
maggioranza. Questo membro era l’unico che riteneva fosse più giusto punire Rocco. È stato 
osservato che gli altri membri del gruppo si sono impegnati tantissimo a far convergere la sua
opinione con quella del gruppo e quando questo non è stato possibile essi hanno cercato di 
escluderlo dal gruppo.
Per concludere, le norme sono senza dubbio importanti per coordinare le attività del 
gruppo e per l’efficacia del processo decisionale di gruppo, ma non bisogna esagerare perché 
possono indurre al conformismo e si può ricorrere a due problematiche riguardo alle decisioni 
di gruppo, come il groupthinking e la polarizzazione19.
1.7.4 I ruoli e gli status
La differenziazione dei ruoli è una dimensione importante della struttura del gruppo 
(Noorderhaven, 1995). I ruoli rappresentano comportamenti aspettati da un membro che 
occupa una posizione specifica all’interno di un gruppo (Kreitner e Kinicki, 2007). Secondo 
Benne e Sheats (1948) si possono distinguere ruoli centrati sul compito, ruoli centrati sulle 
relazioni e ruoli individuali. I ruoli centrati sul compito sono importanti per il raggiungimento 
degli obiettivi comuni, mentre i ruoli centrati sulle relazioni hanno come scopo quello di 
migliorare la natura e la qualità delle relazioni interpersonali preoccupandosi dei sentimenti 
degli altri, riducendo il conflitto e aumentando la soddisfazione e la fiducia. I ruoli individuali
comprendono comportamenti centrati sui bisogni personali del membro che sono considerati 
più importanti rispetto ai bisogni del gruppo. I ruoli centrati sul compito e sulle relazioni 
possono considerarsi ruoli funzionali perché sono importanti per gli obiettivi del gruppo, 
mentre i ruoli individuali possono essere definiti ruoli non funzionali che spesso possono 
danneggiare l’efficacia del gruppo (Kasimati e Manxhari, 2002). Tra i ruoli orientati al 
compito Forsyth (1990) distingue l’iniziatore, il ricercatore delle opinioni ed il registratore. 
Invece i ruoli socio-emotivi che si riferiscono ai bisogni emotivi dei membri comprendono 
l’incoraggiatore, il mediatore e l’osservatore del gruppo. Bales (1950) ritiene che un membro 
non può assumere nello stesso tempo ruoli centrati sul compito e ruoli centrati sulle relazione 
e per questo diventa importante la differenziazione dei ruoli.
                                                            
19 Tali problematiche che influenzano l’efficacia del processo decisionale di gruppo saranno discusse al Capitolo 3.
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Anche lo status è definito dalla posizione che il membro occupa all’interno del gruppo. 
Molto interessante è l’approccio degli stati d’aspettativa di Berger, Rosenholtz e Zelditch 
(1980). Secondo tale approccio, la differenziazione degli status si sviluppa quando i membri 
devono affrontare un compito che percepiscono come molto importante. Questo induce ad un 
processo di valutazione delle caratteristiche dello status che rappresentano qualità personali 
che i membri pensano siano indicativi delle capacità o del prestigio (Forsyth, 2010). Quindi, 
in base alle aspettative sui contributi che ciascuno potrà dare per il raggiungimento degli 
obiettivi del gruppo si formano gli status. Berger, Rosenholtz e Zelditch (1980) distinguono 
tra caratteristiche specifiche dello status e caratteristiche generali. Le prime comprendono 
caratteristiche che determinano le competenze e le abilità di performare un compito, mentre le 
caratteristiche generali si riferiscono a variabili come età, genere, etnia etc.
La questione che sorge riguarda l’utilità dei ruoli e degli status all’interno del gruppo. I 
ruoli e gli status facilitano il raggiungimento degli obiettivi del gruppo perché si conosce cosa 
aspettarsi e da chi ed aiutano a formare una visione più completa di sé stessi.
1.7.5 La coesione e la conformità
Lewin (1943) descrive la coesione come la capacità del gruppo di mantenere uniti i 
propri membri. Festinger, Schachter e Back (1950) ritengono che la coesione dipende dal 
grado dell’attrazione del membro verso il gruppo. Invece, Baron et al. (1992) affermano che:
“La coesione può essere definita come l’insieme delle relazioni positive 
all’interno del gruppo” (cit. in Noorderhaven, 1995, p.99)
Secondo Hogg (1992) la coesione nasce quando i membri si identificano con un gruppo 
preciso. In queste condizioni essi sottopongono le attitudini ed i comportamenti alle norme 
che sono caratteristiche per il proprio gruppo e che si differenziano molto dalle norme degli 
altri gruppi (Friedkin, 2004). La coesione può assumere diverse forme (Forsyth, 2010). La 
coesione sociale si riferisce alle relazioni di attrazione. La coesione centrata sul compito 
dipende dal grado nel quale i membri riescono a coordinare il proprio contributo ed impegno 
per il raggiungimento degli obiettivi comuni. La coesione percepita dipende dai sentimenti di 
appartenenza al gruppo, mentre la coesione emotiva è determinata dall’intensità delle 
emozioni comuni.
La coesione può dipendere da diversi fattori (Kasimati e Manxhari, 2002). Tra gli altri, 
potrebbe essere il tempo passato insieme. Più tempo i membri del gruppo spendono insieme, 
più possibilità ci sono di stabilire delle relazioni di amicizia e di intraprendere attività comuni, 
aiutando a scoprire interessi simili. Comunque, questo dipende dalla prossimità fisica. D’altra 
parte, maggiore è il rischio e le minacce che arrivano dall’esterno, maggiore sarà il livello di 
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coesione del gruppo. Anche i successi passati possono contribuire, favorendo la coesione. 
Inoltre, se per i membri sono state tante le difficoltà e gli ostacoli da superare per entrare nel 
gruppo, maggiore sarà la coesione. Un altro fattore che influenza il grado della coesione è la 
dimensione del gruppo (Forsyth, 2010). Quando un gruppo aumenta nella sua dimensione 
cresce anche il numero delle possibili relazioni tra i membri. In queste condizioni, non si 
possono mantenere forti e positive tutte le relazioni. La struttura del gruppo può influenzare la 
coesione anche se in questo caso si tratta di un’influenza reciproca. I gruppi coesi tendono ad 
essere molto strutturati, ma spesso è il tipo della struttura del gruppo che induce alla coesione 
(Forsyth, 2010).
Secondo Lewin (1951) la coesione influisce direttamente sul modo in cui vengono prese 
le decisioni. Se la coesione è alta le decisioni sono prese in unanimità, invece se la coesione è 
bassa la decisione finale è quella della maggioranza. Per l’autore la coesione all’interno del 
gruppo dipende da alcuni fattori come la disponibilità dei membri del gruppo ad essere onesti 
e sinceri nell’espressione delle proprie idee e sentimenti, la soddisfazione che provano 
dall’essere membro di un gruppo e dal livello di affettività tra i membri, dall’orgoglio che si 
sente nel far parte in un gruppo e dalla capacità del gruppo di affrontare problemi complessi 
ed emergenze. 
Un elevato grado di coesione può portare alla conformità. La conformità può avere i 
suoi effetti positivi come anche negativi. In gruppi dove sorge la conformità aumenta il livello 
della coordinazione e l’efficienza, ma si può danneggiare la creatività. Due fattori essenziali 
che portano alla conformità sono l’influenza delle norme e dell’informazione (Noorderhaven, 
1995). Non accettare il punto di vista della maggioranza porta facilmente al conflitto, 
specialmente nei gruppi coesi dove il deviante corre il rischio di perdere lo status e di ostilità 
da parte degli altri. Riguardo all’influenza dell’informazione, se la maggioranza esprime una 
certa opinione, questo può essere sufficiente che la minoranza metta in dubbio il proprio 
giudizio. 
Le forme della conformità possono essere diverse (Forsyth, 1990). La Figura 1.4 in 
seguito riporta tali forme. All’inizio un membro può concordare alla maggioranza in seguito 
ad un processo di convinzione. Si ha in questo caso la conversione. Ma può succedere che il 
membro concordi pubblicamente e nello stesso tempo avere delle riserve riguardo 
all’opinione della maggioranza, facendo così insorgere la conformità. D’altra parte, un 
membro può insistere a non accettare il punto di vista della maggioranza sia in privato che 
pubblicamente, essendo così indipendente nelle opinioni. Per quanto riguarda il contatore di 
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conformità, spesso egli riflette il desiderio di essere al centro dell’attenzione oppure può 
essere uno strumento nella differenziazione dei ruoli. 
Figura 1.4: Quattro tipi di risposte alla pressione di conformità
                                                                                
                                                                                 Posizione individuale 
                                                            Concordanza                        Non concordanza
                      Concordanza
Posizione pubblica
           Non concordanza                                       
                                   
                                              (Fonte: Forsyth, 1990, cit. in Noorderhaven, 1995, p.114)
Baron et al. (1992) ritengono che maggiore è l’incertezza riguardo alla soluzione più 
adeguata, maggiore sarà la conformità. L’indipendenza delle opinioni è senza dubbio legata 
alla personalità dell’individuo, ma si deve tenere presente che la conformità può essere 
conseguenza anche della differenziazione degli status. Come anche Forsyth (1990) sottolinea, 
i membri del gruppo con status inferiori tendono di più a conformarsi. L’autore si ferma anche 
sul fatto che quando un deviante non è l’unico, risulta più facile per egli a resistere alla 
pressione della conformità. Tannenbaum (1966) afferma che:
“Più il gruppo è attrativo per i suoi membri, più essi cambiano le loro opinioni 
per conformarsi a quelle degli altri membri del gruppo. Se un individuo non si 
conforma, il gruppo cercherà di escluderlo e più attrativo è il gruppo per i suoi 
membri, più decisivi essi saranno. Il membro sarà escluso se diventa un 
deviante riguardo una questione importante per il gruppo, rispetto ad una non 
importante” (p.58-59)
In conclusione, dopo la discussione sopra riportata si può dire che un gruppo coeso e 
caratterizzato da conformità è un gruppo compatto dove i membri accettano e si impegnano 
moltissimo per il raggiungimento degli obiettivi stabiliti. In generale, tra la coesione e la 
produttività del gruppo esiste un legame positivo. Comunque, la coesione non è sufficiente 
per portare il gruppo al successo. Oltre alle relazioni buone e strette tra i membri del gruppo è 
necessario che gli obiettivi siano conosciuti ed accettati dai membri e la dimensione del 
gruppo sia appropriata. D’altra parte, non sempre la coesione intende anche la conformità20. 
                                                            
20 Sugli effetti della conformità riguardo l’efficacia del processo decisionale di gruppo si discute al Capitolo 3.
Conversione Conformità
Contatore di conformità Indipendenza
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Un gruppo con elevata coesione nello stesso tempo può anche favorire ed incoraggiare modi 





2.1 La definizione del processo decisionale
2.2 Riflessioni sulle teorie della decisione
2.2.1 La teoria di cooperazione e partecipazione 
      2.2.2 La teoria dell’utilità attesa
      2.2.3 La teoria della razionalità limitata 
      2.2.4 La teoria dell’incremento
2.2.5 La teoria del contenitore dei rifiuti
2.2.6 La teoria del prospetto
2.2.7 La teoria naturalistica
      2.2.8 Implicazioni per le decisioni di gruppo
2.3 La struttura del processo decisionale
55
2. 
IL PROCESSO DECISIONALE 
2.1 La definizione del processo decisionale
Nella maggior parte dei casi, l’esigenza di una decisione è originata da un problema. 
Spesso, un problema nasce se ci si confronta con degli ostacoli che rendono difficile il 
raggiungimento dei risultati prefissati, oppure se si verifica una devianza tra gli obiettivi posti 
e gli obiettivi raggiunti. Però d’altra parte, bisogna sottolineare che spesso il bisogno di 
prendere una decisione non è sempre legato all’esistenza di una situazione problematica. Ad 
esempio, può essere identificata un’opportunità nell’ambiente esterno e così bisogna prendere 
una decisione su come sfrutarla al meglio utilizzando le forze interne dell’azienda. Il bisogno 
di prendere decisioni esiste in tutte le aziende, che siano piccole, medie o grandi, nel settore 
privato e quello pubblico.
Come si può definire il processo decisionale? Perché si possa parlare di decisione è 
necessario che esistano diverse alternative. Con il termine “processo decisionale” di solito si 
fa riferimento al processo di selezione dell’alternativa più adeguata alla situazione tra varie 
alternative proposte. Non esiste una definizione precisa e condivisa del processo decisionale. 
Fra le più comuni troviamo (Llaci, 2006, p.170-173):
- è il processo di definire un’azione correttiva riguardo un divario tra risultati ottenuti e 
risultati desiderati;
- è il processo di definire un problema, definire e scegliere le alternative, implementare 
la soluzione e controllare i risultati ottenuti;
- è il processo mediante il quale i manager rispondono alle opportunità ed ai rischi che
devono affrontare, analizzando le opzioni e prendendo decisioni su specifici obiettivi 
organizzativi e linee di azione;
- è il processo tramite il quale gli obiettivi, i piani e le politiche si traducono in azioni 
concrete.
Richiamando Von Winterfeld e Edwards (1986) si può dire che la presa delle decisioni 
è un processo complesso che richiede un elevato sforzo cognitivo, perché il decisore deve 
valutare e scegliere tra corsi di azione alternativi.
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Queste definizioni mettono in evidenza diversi aspetti del processo decisionale, ma se si 
analizzano non sono poi così diverse tra loro. Anzi, possono anche considerarsi 
complementari. La presa delle decisioni viene considerata un processo continuo e dinamico 
che implica una scelta. Inoltre, è un processo orientato agli obiettivi organizzativi.  
Nella letteratura specialistica viene fatta la distinzione tra problem solving e decision 
making. Ovviamente, non possono essere considerati sinonimi. D’altra parte, non si può 
mettere in dubbio il forte legame tra loro. La questione che si pone è se sono due processi 
integrati tra loro o se si susseguono. Il problem solving è un processo che ha lo scopo di 
identificare possibili alternative da intraprendere, in modo da eliminare la differenza tra la 
situazione attuale e quella desiderata, che viene percepita come un problema. Per realizzare 
ciò, il problem solving comprende una serie di fasi nelle quali bisogna prendere delle 
decisioni. Di conseguenza, la decision making può essere considerata una parte importante del 
problem solving. La decision making è il processo che porta alla selezione di un corso 
d’azione tra diversi corsi alternativi. Ma se la soluzione di un problema richiede sempre la 
presa di una decisione, d’altra parte una decisione non è sempre legata ad una situazione 
problematica. Più che parte del problem solving, la decision making è un processo che lo
segue. Problem solving e decision making si possono differenziare tra loro se ci riferiamo alle 
fasi che ciascuna comprende (Mariani, 2009, p.11):
Il problem solving comprende:
- la percezione del problema;
- la diagnosi del problema;
- la ricerca delle alternative.
La decision making comprende:
- la valutazione delle alternative;
- la scelta dell’alternativa;
- la verifica dei risultati.
La presa delle decisioni è un processo centrale del management. Anche se quando si 
parla di compiti manageriali la presa delle decisioni non viene mai evidenziata come un
compito a sé21. Questo perché essa è parte integrale di tutti i compiti manageriali principali. 
Riprendendo il pensiero di Fayol (1916), le funzioni manageriali si possono riassumere nella 
pianificazione, organizzazione, motivazione e controllo. Quando i manager pianificano, essi 
prendono decisioni su obiettivi e strategie da seguire. Quando i manager organizzano, 
prendono decisioni su come distribuire i compiti, quali dipartimenti creare, etc. In poche 
                                                            
21 Mintzberg (1973) distingue tre categorie di ruoli manageriali: ruoli interpersonali, ruoli informativi, ruoli decisionali. 
L’autore sostiene che i manager svolgono numerose attività e non solo quelle proposte da Fayol.
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parole decisioni che riguardano la proggettazione della struttura organizzativa. I manager 
nella funzione del leader devono scegliere le strategie della motivazione e lo stile di 
leadership. E per quanto riguarda l’ultimo compito manageriale, i manager devono prendere 
decisioni sulle tecniche di controllo da usare e su come correggere le devianze.
La presa di buone decisioni e la loro efficace implementazione determinano in modo 
essenziale la performance organizzativa. Le imprese dovrebbero investire risorse finanziarie e 
tempo nel migliorare il processo decisionale e nel sviluppare le abilità decisionali dei propri
manager, tenendo periodicamente seminari o facendoli partecipare a corsi di formazione 
affinché vengano a conoscenza ed imparino ad usare nel modo migliore le diverse strategie e 
tecniche decisionali. La necessità di migliorare il processo e le capacità decisionali potrebbe 
essere tra gli altri conseguenza delle seguenti situazioni:
- intensificazione della competitività tra le organizzazioni. Un processo decisionale 
migliore e buone capacità decisionali rappresentano uno strumento importante nel 
creare il vantaggio competitivo, aiutando i manager ad identificare e scegliere corsi 
d’azione migliori e prima dei concorrenti;
- maggiore consapevolezza dell’importanza della responsabilità sociale. L’impresa
opera in una realtà sociale ed ambientale con la quale ha un rapporto di reciproca 
interdipendenza. Prendere una decisione che ignora questo rapporto potrebbe risultare 
fatale per l’impresa. Ecco perché, quando si fa una scelta si deve tener conto degli 
effetti che questa potrebbe avere sul capitale umano, sull’ambiente, sui clienti, sulla 
comunità, etc. Migliorare il processo e le capacità decisionali aiuta ad individuare la 
scelta che porta a maggiori benefici per tutti gli stakeholders;
- risorse limitate. Le aziende cercano di migliorare le abilità decisionali ed il processo 
decisionale, perché una cattiva decisione conduce ad uno spreco di risorse.
2.3 Riflessioni sulle teorie della decisione
Nella teoria delle decisioni si possono distinguere due principali filoni: la teoria 
normativa e la teoria descrittiva (Kume, 2010). La teoria normativa, la cui nascita può essere 
fatta risalire alla fine degli anni ’40, studia il modo con cui le decisioni dovrebbero essere 
prese da decisori razionali. Facendo riferimento alla teoria classica della razionalità assoluta, 
l’approccio normativo si basa sull’esistenza di una persona economica (homo oeconomicus) 
che come decisore è assolutamente razionale. Di conseguenza, il concetto della persona 
economica si riferisce ad un individuo razionale il quale per prendere le decisioni si basa sui 
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principi della scuola scientifica e cerca sempre l’ottimizzazione22. Ciò è possibile dato che 
tale approccio sostiene che il decisore dispone di un’informazione completa e di un sistema di 
preferenze precise ed è capace di analizzare tutte le alternative possibili. Inoltre, egli è in 
grado di usare tecniche e metodi scientifici per identificare l’alternativa ottimale23. Quindi, 
secondo la teoria normativa decisori diversi prenderebbero la stessa decisione per lo stesso 
problema. Le teorie normative nascono nell’ambito di discipline come economia, matematica 
e statistica. Di conseguenza, comprendono lo sviluppo di modelli matematici che aiutano ad 
arrivare ad una scelta razionale. L’approccio normativo è rappresentato nella Teoria 
dell’Utilità Attesa di Von Newmann e Morgenstern (1947), dove vengono evidenziati alcuni 
assiomi che se rispettati aiutano ad arrivare ad una scelta che massimizza l’utilità attesa.
La nascita della teoria descrittiva è legata agli studi di Kahneman e Tversky, agli inizi 
degli anni ’70. Già Simon (1956), con il concetto della razionalità limitata, sostiene la 
necessità di rivedere la teoria normativa della decisione. Il decisore non sceglie l’alternativa 
ottima, ma un’alternativa soddisfacente, perché come viene riportato anche in seguito nella 
Teoria della Razionalità Limitata, tra gli altri egli non dispone di un’informazione completa 
ed ha capacità di elaborazione limitate. Partendo dal concetto della razionalità limitata, 
attraverso studi empirici Tversky e Kahneman hanno cercato di dimostrare che gli assiomi 
della Teoria dell’Utilità Attesa vengono violate. Il loro contributo con la Teoria del Prospetto
e le euristiche diventa importante all’interno dell’approccio descrittivo. Le teorie descrittive 
nascono nell’ambito di discipline come management, psicologia, sociologia, scienze politiche 
e antropologia e cercano di descrivere come i decisori reali si comportano quando prendono 
decisioni. 
La teoria normativa non tiene in considerazione alcuni aspetti importanti nel processo 
decisionale, come la complessità del compito, la valutazione affettiva delle alternative ed i 
limiti cognitivi dell’individuo, perché il decisore razionale per scegliere si riferisce sempre ai 
metodi scientifici. Questo approccio non riesce a spiegare il comportamento di un decisore 
reale, ma cerca di individuare assiomi e criteri che determinano come le decisioni dovrebbero 
essere prese per massimizzare il proprio benessere, mentre l’approccio descrittivo aiuta a 
capire come decisori reali prendono effettivamente le decisioni, tenendo conto soprattutto dei 
limiti cognitivi, ma non solo. Tali limiti orientano il decisore verso l’uso delle euristiche e 
                                                            
22 Secondo la scuola scientifica chiamata diversamente scuola analitica, il processo decisionale è un processo composto da 
diverse fasi. È sufficiente che il decisore segua queste fasi per arrivare ad una soluzione efficace. Inoltre, secondo questa 
scuola la presa delle decisioni è scienza, perché il decisore per scegliere l’alternativa usa tecniche di matematica e statistica 
come la regressione, la programmazione lineare, l’albero delle decisioni etc. Contrariamente alla scuola scientifica, la scuola 
intuitiva afferma che la presa delle decisioni è arte. La decisione viene presa in base all’intuizione, alla formazione, 
all’educazione e all’esperienza del decisore. 
23 I presupposti della razionalità assoluta sono riportati ed analizzati in seguito, con la teoria della razionalità limitata.
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bias cognitivi, i quali semplificano il processo decisionale. L’uso delle euristiche e dei bias 
cognitivi può essere possibile nelle diverse fasi del processo, ma siccome essi riguardano 
prima di tutto i processi di giudizio e ragionamento nella fase della raccolta ed elaborazione 
dell’informazione, si può dire che la teoria normativa si focalizza sul decision making, quindi 
su come viene fatta la valutazione delle alternative e la scelta finale, mentre la teoria 
descrittiva si focalizza sul problem solving, quindi sulla diagnosi del problema e 
l’identificazione delle sue possibili soluzioni.
Il processo decisionale è oggetto di studio di una pluralità di discipline come filosofia, 
matematica, statistica, psicologia, sociologia, economia, organizzazione, scienze politiche e 
scienze sociali. Queste discipline si differenziano tra loro per l’approccio allo studio delle 
decisioni al quale fanno riferimento: l’approccio normativo nel caso di discipline come la 
matematica e la statistica, la teoria descrittiva per discipline quali l’organizzazione, la 
psicologia, la sociologia, le scienze politiche e sociali. In seguito si discute sulle principali 
teorie della decisione.
2.2.1 La teoria di cooperazione e partecipazione (Barnard, 1938)
Richiamando il modello della burocrazia di Weber (1922), ogni iniziativa dei soggetti è 
considerata una devianza da reprimere. Con lo sviluppo delle scienze sociali e degli studi 
organizzativi tale modello viene messo in serio dubbio. Così, Barnard (1938) argomenta che 
per comprendere il funzionamento delle organizzazioni bisogna conoscere le ragioni che 
orientano gli individui ed i gruppi ad impegnarsi per il raggiungimento degli obiettivi 
aziendali. Si può dire che la teoria di Barnard è molto utile nel comprendere come gli 
individui ed i gruppi prendono le decisioni. L’autore concepisce l’organizzazione come un 
sistema che per riuscire a preservare l’equilibrio deve enfatizzare la cooperazione. 
“L’azienda è un sistema cooperativo: gli individui cooperano per cercare di 
superare i limiti individuali24. Dal bisogno di cooperazione nascono le 
organizzazioni formali” (Barnard, 1938, p.23)
Barnard distingue tra obiettivi organizzativi e obiettivi individuali e discute su come 
questi obiettivi possono convergere. Le due categorie di obiettivi non sono infatti la stessa 
cosa. A questo riguardo, egli si riferisce ai concetti dell’efficacia ed efficienza, spiegando i 
legami tra obiettivi aziendali ed efficacia ed obiettivi individuali ed efficienza. L’autore 
sottolinea in particolar modo l’efficacia come la capacità di un’organizzazione di raggiungere 
i propri obiettivi, cosa molto importante per il raggiungimento degli obiettivi individuali.
                                                            
24 Barnard introduce “la parabola del masso”. Se un masso ostruisce il cammino di un uomo e se l’uomo non riesce a spostare 
il masso, egli deve richiedere la collaborazione di altri uomini con lo scopo di liberare la strada, ricompensandoli per la 
cooperazione.
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“Se l’individuo trova che le sue aspettative vengono soddisfatte da ciò che fa, 
continua nel suo sforzo, altrimenti non continua e ciò può essere fatale per 
l’efficacia” (Barnard, 1938, p.43)
Secondo Barnard è importante il coinvolgimento e la partecipazione dei dipendenti nei 
processi decisionali. Egli sottolinea la partecipazione perché può succedere che gli obiettivi 
aziendali superano le capacità dei singoli e dato che l’organizzazione è un sistema cooperativo 
è molto importante il consenso di tutti25. Inoltre, in un certo senso un processo decisionale 
partecipativo può facilitare la scelta.
“La presa delle decisioni, come ognuno sa dalla propria esperienza è un 
compito pesante. A controbilanciare l’euforia che può risultare da una 
decisione corretta e di successo e il sollievo che segue la fine della lotta per 
determinare i problemi è la depressione che risulta da un fallimento o decisione 
errata e la frustrazione che deriva dall’incertezza” (Barnard, 1938, p.189)
Solo una cooperazione efficace tra l’organizzazione e gli individui può portare ad un 
aumento degli impegni individuali. In questo contesto, secondo Barnard il management deve 
essere in grado di determinare e gestire un sistema di incentivi che renda possibile l’aumento 
dell’impegno personale per il raggiungimento degli obiettivi aziendali.
Un altro aspetto molto importante trattato nella teoria è quello delle funzioni del 
dirigente. L’autore ritiene che il compito del dirigente sia proprio quello di gestire il rapporto 
tra contributi ed incentivi, in modo che gli individui si impegnino al conseguimento degli 
obiettivi aziendali.
“La raffinata arte di decisione del dirigente consiste nel non decidere problemi 
che non siano rilevanti ora, nel non decidere prematuramente, nel non prendere 
decisioni che non possano esser prese efficacemente e nel non prendere 
decisioni che altri potrebbero prendere” (Barnard, 1938, p.194)
Questa teoria, introdotta in un periodo di importanti cambiamenti, può essere ritenuta 
molto valida per il management contemporaneo. La Scuola delle Relazioni Umane iniziava ad 
influenzare la gestione delle aziende che venivano concepite come un sistema sociale, 
influenzato dalle persone e dai gruppi. Inoltre, l’autore pone l’accento sull’importanza della 
distinzione tra proprietà e management. Anche se i manager sono tenuti ad identificarsi con 
l’organizzazione, rimangono una categoria di dipendenti e spesso prevalgono gli interessi 
personali a quelli aziendali.
                                                            
25 Taylor, basandosi sul management scientifico e sui principi deterministici, percepisce l’uomo come una macchina e come
conseguenza il compito ad egli assegnato deve essere definito e limitato. Il comportamento individuale deve essere conforme 
a delle norme prescritte, senza mettere in atto comportamenti individuali o collettivi. Secondo il management scientifico il 
potere decisionale è concentrato sul management. Invece Barnard parla del processo decisionale come un processo 
consensuale.
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La questione che si pone è se questa teoria si può generalizzare visto che esistono 
diversi tipi di organizzazioni e che l’individuo a seconda dell’organizzazione si comporta in 
modo diverso. Così, all’inizio degli anni ’60, Etzioni evidenzia tre tipi di organizzazioni: 
coercitive, remunerative e normative. Nelle organizzazioni coercitive l’autorità deriva dalle 
minacce di sanzioni, mentre nelle organizzazioni remunerative i comportamenti dei membri 
hanno natura utilitaristica perché sono molto usati strumenti come stipendi, premi ed 
incentivi. Invece, nelle organizzazioni normative i membri aderiscono volontariamente e sono 
alla ricerca di incentivi non materiali. A tal riguardo, si può concludere che l’accettazione 
degli ordini e il processo decisionale non sempre si ispirano al consenso, come Barnard 
sostiene. Inoltre, l’autore pone l’enfasi sugli incentivi non materiali. Questo lascia spazio alla 
possibilità di ricorrere a meccanismi di manipolazione per ottenere la collaborazione dei 
dipendenti. In tal caso, il processo decisionale e l’esecuzione degli ordini non sono 
conseguenza di un processo di partecipazione e cooperazione. 
2.2.2 La teoria dell’utilità attesa (Von Neumann e Morgenstern, 1947)
La teoria dell’utilità attesa rappresenta un modello decisionale che si basa sulla teoria 
normativa della decisione (Schwartz et al., 2002). Non è una teoria di carattere manageriale, 
ma per lungo tempo ha aiutato a capire il comportamento dei manager difronte ad una 
scelta26. La teoria dell’utilità attesa cerca di definire dei principi universali in modo che i 
decisori possono valutare gli esiti.
Il primo che parlò dell’utilità attesa è stato Daniel Bernoulli (1738), secondo il quale per 
una decisione razionale si deve massimizzare l’utilità attesa e non il profitto totale. Quindi, il 
valore di un oggetto non deve essere basato sul prezzo, ma sulla sua utilità. Fù solo con Von 
Neumann e Morgenstern (1947) che la massimizzazione dell’utilità attesa si trasforma in un 
criterio decisionale. La teoria si basa sull’uso dei modelli matematici e sul presupposto che il 
decisore è razionale.
Il teoria dell’utilità attesa studia la presa delle decisioni in condizioni di rischio27, cioè 
quando l’individuo o i gruppi devono concludere conoscendo i possibili eventi e le probabilità 
rispettive. La valutazione delle alternative in base al loro valore monetario atteso non sempre 
è accettabile dai manager. Anche quando il valore monetario atteso può essere uguale, le 
alternative possono non avere la stessa forza attrattiva per il decisore28. Per comprendere 
                                                            
6 La teoria dell’utilità attesa è nata nel 1947 ed è stata largamente accettata per comprendere il comportamento del decisore, 
ma viene messa in serio dubbio con la nascita della teoria del prospetto che sarà discussa nel seguire.
27 L’obiettivo della teoria dell’utilità attesa è quello di esprimere quantitativamente gli esiti della decisione.
28 Un aumento del profitto da 0 a 1 millione di euro può avere per il decisore un valore maggiore rispetto al valore che offre 
un aumento da 9 a 10 millioni di euro. Se usassimo come criterio di scelta il valore monetario atteso, questi aumenti 
avrebbero lo stesso valore.
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questo bisogna riferirsi al concetto dell’utilità. L’utilità è un valore numerico che rappresenta 
la soddisfazione che il decisore ricava da una determinata alternativa. Si può distinguere tra 
utilità ordinale e utilità cardinale. Secondo l’utilità ordinale le alternative vengono elencate in 
ordine dalla più alla meno desiderata senza specificare numericamente di quanto, mentre 
l’utilità cardinale dà alle alternative un valore numerico per comprendere di quanto 
un’alternativa è preferibile rispetto ad un’altra. Bisogna sottolineare che definire l’utilità di 
un’alternativa è un processo totalmente soggettivo.
Per stabilire se un risultato è migliore di un altro non possiamo fare riferimento soltanto 
alle conseguenze monetarie, ma dobbiamo prendere in considerazione anche la funzione 
dell’utilità attesa. La funzione dell’utilità descrive la relazione tra i risultati possibili delle 
alternative e le preferenze relative del decisore e si basa sull’ipotesi che l’utilità del decisore 
in condizioni di rischio può essere calcolata come una media ponderata delle utilità in ogni 
stato possibile, utilizzando come pesi le probabilità dei diversi singoli stati definite dal 
decisore. Von Neumann e Morgenstern (1947) hanno dimostrato che se il comportamento si 
basa su alcuni assiomi, le scelte dell’individuo portano alla massimizzazione dell’utilità 
attesa. Gli assiomi ai quali gli autori fanno riferimento sono:
1. l’assioma dell’indipendenza afferma che se diverse scelte portano allo stesso esito, 
allora la scelta non deve dipendere da quell’esito;
2. l’assioma della transitività afferma che se un individuo preferisce X a Y e Y a Z, egli 
deve preferire X a Z;
3. l’assioma della dominanza afferma che se X è valutato migliore dell’Y rispetto ad un 
criterio ed è altrettanto buono secondi gli altri criteri, X dominaY;
4. l’assioma dell’invarianza afferma che l’ordine delle preferenze per le diverse opzioni 
non può essere modificato. 
La funzione dell’utilità attesa definisce anche l’atteggiamento del decisore riguardo al 
rischio. Così, la funzione è di tipo concavo quando descrive le preferenze di un individuo 
avverso al rischio, mentre è di tipo convesso quando descrive le preferenze di un individuo 
propenso al rischio. Se invece l’individuo è neutrale al rischio la funzione è lineare. Per lo 
più, all’interno di questa teoria troviamo anche il concetto del “premio per il rischio” che si 
riferisce a quanto l’individuo è disposto a pagare per eliminare il rischio ed ottenere un 
risultato certo.
La teoria dell’utilità attesa è basata su un modello matematico e semplifica il processo 
decisionale. Ma tale teoria ha anche dei limiti. Uno dei principali motivi di critiche è il divario 
tra il comportamento ideale del modello normativo e il comportamento effettivo del decisore. 
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Con l’insorgere della teoria del prospetto è stato dimostrato che ci sono casi in cui i decisori 
reali violano gli assiomi sopra discussi. 
2.2.3 La teoria della razionalità limitata (Simon, Cyert, March, 1956-1970)
Prima della teoria della razionalità limitata, il processo decisionale era basato sul 
concetto della razionalità assoluta. Riferendosi a questo concetto, l’azienda è percepita come 
un sistema chiuso che opera in un ambiente stabile. In queste condizioni, il decisore dispone 
di un’informazione completa sul problema o situazione per la quale deve decidere, è in grado 
di elencare tutte le alternative e tutte le conseguenze di una determinata alternativa e alla fine 
sceglie l’alternativa ottima (Hodgkinson e Starbuck, 2008). Inoltre, il decisore dispone di un 
sistema di preferenze completo e coerente (March, 1997). La teoria della razionalità assoluta 
si basa sulla teoria economica classica, la quale presuppone che il decisore è un soggetto 
razionale che cerca di ottimizzare i risultati. Simon29 con i suoi studi empirici riesce a 
smentire le affermazioni della teoria classica. Egli sostiene che studiando le organizzazioni 
non si può comprendere il comportamento umano perché essa è una struttura con ruoli ben 
descritti. Il comportamento umano è intenzionale e deve essere studiato all’interno 
dell’azienda. Simon non solo considera la presa delle decisioni un elemento cruciale per 
comprendere il comportamento aziendale, ma associa la teoria dell’organizzazione alle 
scienze comportamentali, in particolar modo alla psicologia (Hodgkinson e Starbuck, 2008). 
Gli individui in realtà decidono sulla base di una razionalità limitata. Così, Simon (1957) 
afferma: 
“La capacità della mente umana, nella formulazione e risoluzione dei problemi 
complessi, è molto piccola in confronto alla dimensione dei problemi la cui 
soluzione è richiesta per un comportamento effettivamente razionale nella 
realtà, o anche per una soddisfacente approssimazione a questa razionalità 
oggettiva. La prima conseguenza del principio di razionalità limitata è che la 
razionalità intenzionale di un attore richiede da lui la costruzione di un modello 
semplificato della situazione reale al fine di poterla affrontare” (p.198)
La teoria sviluppata da Simon riguarda i limiti cognitivi del decisore e si basa 
sull’osservazione dei comportamenti di un decisore reale. Contrariamente alla teoria classica 
della decisione, la teoria della razionalità limitata percepisce l’azienda come un sistema 
aperto, incapace di funzionare isolato dall’ambiente nel quale opera. A causa della 
complessità e del dinamismo dell’ambiente, la situazione per la quale si deve prendere una 
decisione non è strutturata. L’informazione a disposizione del decisore è incompleta. Egli 
                                                            
29 Simon consegue il premio Nobel per l’economia nel 1978 per le sue ricerche sui processi decisionali nelle organizzazioni.
64
opera in un contesto che non conosce, di cui non possiede tutte le informazioni. Di 
conseguenza, per il decisore è impossibile individuare tutte le alternative possibili, ma solo 
alcune. Inoltre, è impossibile valutare tutti gli esiti di ciascuna alternativa. Per lo più, a causa 
della razionalità limitata il decisore non è in grado di stabilire un ordine alle sue preferenze 
che possono variare nel tempo. L’informazione incompleta e l’incertezza orientano il 
processo decisionale verso l’intuizione. A differenza del modello classico che cerca di 
stabilire delle regole che semplificano il processo decisionale, il modello della razionalità 
limitata pone l’accento sul fatto che non esistono principi e regole universali (Schwartz et al., 
2002). Quindi, il processo decisionale non può essere sinottico, ma sequenziale. A tal 
riguardo, Simon fa riferimento alla razionalità procedurale e al principio del feedback30. A
causa dei limiti cognitivi, dell’impossibilità di disporre di tutte le informazioni e di conoscere 
tutti i possibili esiti, il decisore non dispone di una razionalità assoluta, ma di una razionalità 
limitata31. 
Si può dire che la teoria della razionalità limitata segue l’opera di Barnard. 
L’organizzazione viene percepita come un sistema cooperativo complesso dove le sue attività 
modificano la razionalità limitata degli individui e viceversa (March e Simon, 1958). Gli 
autori nei loro lavori fanno riferimento al sistema cooperativo, ma con una distinzione 
importante. Barnard con “la parabola del masso” insiste sui limiti fisici che spingono 
l’individuo a cooperare, invece Simon pone l’accento sui limiti cognitivi.
Cyert e March (1963) sviluppano ulteriormente i concetti proposti da Simon. Gli autori 
analizzano l’influenza del processo decisionale sugli obiettivi dell’organizzazione riferendosi 
al concetto della coalizione. Essi sostengono che col passare del tempo la coalizione si 
modifica e con essa anche gli obiettivi dell’organizzazione. La teoria del comportamento 
organizzativo di Cyert e March (1963) si basa sul concetto della razionalità limitata e
l’organizzazione è percepita come una coalizione composta da soggetti con obiettivi 
differenti. Di conseguenza, gli interessi dell’organizzazione e quelli dei gruppi e delle persone 
che ne fanno parte sono continuamente negoziati. Gli autori sottolineano l’incertezza 
dell’ambiente e pongono l’accento anche sull’importanza dell’apprendimento organizzativo.
2.2.4 La teoria dell’incremento (Lindblom 1959, Quinn 1980, Mintzberg 1985)
Secondo l’incrementalismo i manager tendono a minimizzare il problema/la situazione 
per la quale devono decidere. Questo porta alla soluzione del problema nel breve periodo, ma 
                                                            
30 Simon si riferisce all’analogia tra il giocatore di scacchi ed il decisore aziendale. La determinazione della strategia è fatta 
un po’ alla volta, sulla base delle strategie dell’avversario. 
31 Al contrario di Taylor e del management scientifico non è possibile trovare la “one best way”, ma una soluzione che 
permette di risolvere il problema in maniera soddisfacente.
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non nel medio-lungo periodo. Lindblom concepisce l’organizzazione come luogo e 
conseguenza del negoziato32. Il processo decisionale organizzativo è un processo di tipo 
politico che coinvolge molti attori con obiettivi ed interessi differenti e conflittuali. Di 
conseguenza, si pone l’accento sulla negoziazione. La negoziazione è il processo di 
contrattazione che si verifica durante il confronto dei diversi attori e che permette alle parti di 
arrivare ad una soluzione. Per Lindblom esistono molte razionalità, dato che sono coinvolti 
più decisori e di conseguenza la decisione è il frutto della negoziazione e del compromesso. I
decisori sono soggetti alla razionalità limitata, ma anche a processi di frammentazione. Così, 
il processo decisionale si rappresenta suddiviso in una sequenza di attività influenzate da 
diversi protagonisti. La teoria dell’incremento non è valida per tutti i problemi o situazioni. Si 
devono verificare alcune condizioni:
- complessità del problema, come conseguenza dei limiti cognitivi dei decisori e del 
fatto che le decisioni sono prese in un contesto di interdipendenza tra attori multipli, 
con diverse preferenze spesso conflittuali;
- problemi non strutturabili, come conseguenza della razionalità multipla dato che ogni 
partecipante nel processo decisionale si occupa della propria parte del problema;
- decisori inesperti, perché tale approccio viene utilizzato dai decisori privi di 
esperienza, per minimizzare possibili rischi che implica la scelta. Il processo 
decisionale si basa su continui confronti con decisioni precedenti che i decisori 
conoscono già;
- assenza di obiettivi precisi, perché secondo il principio base della teoria incrementale i 
mezzi determinano i fini. Di conseguenza, non sono determinati prima gli obiettivi ed 
in seguito i mezzi per raggiungerli.
Un riassunto di queste condizioni si trova nell’affermazione di Mariani (2009):
“A causa delle condizioni sopraelencate, i decisori tenderanno di non rischiare 
di rompere equilibri consolidati, oppure prendere decisioni non in linea con la 
direzione tracciata da chi li ha preceduti, prima di aver accumulato sufficiente 
esperienza. Quindi, le loro decisioni saranno minime, incrementali, in linea con 
le decisioni prese prima. La decisione risulta scollegata dai problemi, dagli 
obiettivi e dalle alternative, mentre risulta strettamente connessa alla decisione 
precedente” (p.49-50)
March e Simon (1958) sostengono che il principio delle strategie incrementali è quello 
del minimo rischio accettabile. In questo modo, più piccoli sono gli spostamenti da una 
situazione consolidata, più piccoli saranno gli effetti e quindi i rischi di conseguenze negative.
                                                            
32 La teoria evidenzia come la negoziazione spesso permette di arrivare a scelte più soddisfacenti e meno rischiose.
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Per Lindblom i processi decisionali non procedono come li descrive la razionalità assoluta, 
ma per tentativi, attraverso interazioni e accordi, basandosi su decisioni già prese (Mariani, 
2009). Si può dire che il contributo di tale approccio decisionale consiste nell’impedire la 
concentrazione del potere e nel consentire in molte circostanze di decidere potendo contare su 
un miglior livello di informazione e una maggiore razionalità (Lindblom, 1959).
Dopo Lindblom diversi autori hanno studiato l’incrementalismo. Concentrandosi sulle 
decisioni strategiche, Quinn (1980) sostiene che la decisione dipende dall’apprendimento del 
top management che deve essere in grado di collegare diverse decisioni. Inoltre, il processo 
decisionale è intuitivo e di conseguenza non può essere formalizzato. La fase 
dell’implementazione della decisione è una fonte molto importante per l’apprendimento. 
D’altra parte, Mintzberg (1985) pone l’accento sul dinamismo del processo decisionale a 
causa della sua durata e del cambiamento dei fattori di contesto. La soluzione finale può 
essere diversa da quanto previsto e possono verificarsi diversi arresti decisionali che 
richiedono di ritornare indietro. 
In conclusione, si può dire che la teoria incrementale descrive un processo decisionale 
che usa come criterio di scelta l’imitazione e la riduzione del rischio rendendo inutile la 
strutturazione del problema.
2.2.5 La teoria del contenitore dei rifiuti (Cohen, March e Olsen, 1972)
La teoria della razionalità limitata e l’incrementalismo aiutano a comprendere il 
comportamento del decisore e la scelta finale in contesti caratterizzati da incertezza, mentre la 
teoria del contenitore dei rifiuti si riferisce ad un contesto caratterizato da ambiguità. 
L’incertezza si può affrontare cercando maggiori informazioni, mentre l’ambiguità comporta 
confusione e caos. Di conseguenza, gli autori della teoria percepiscono l’azienda come 
un’anarchia organizzata. 
“Le anarchie organizzate sono organizzazioni caratterizzate da preferenze 
problematiche, tecnologia non chiara e partecipazione fluida” (Cohen, March e 
Olsen, 1972, p.1)
Il processo decisionale descritto dagli autori non è razionale, perché i partecipanti non 
possono definire prima del processo gli obiettivi e le preferenze, ma soltanto durante il 
processo. Tale processo è di natura politica, molto complesso e imprevedibile (Cabantous, 
Gond e Johnson-Cramer, 2008). Per di più, le preferenze dei decisori sono instabili e 
incoerenti. Un’altra condizione che aumenta l’ambiguità è la partecipazione transitoria nel 
processo decisionale (Hodgkinson e Starbuck, 2008). La teoria del contenitore dei rifiuti fa 
riferimento a quattro elementi:
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1. problemi, divario tra esiti desiderati e risultati ottenuti;
2. soluzioni, idee ed opzioni che possono essere adottate indipendentemente 
dall’esistenza di problemi;
3. partecipanti, sono soggetti che agiscono all’interno e  all’esterno dell’organizzazione;
4. opportunità di scelta, sono occasioni dalle quali l’organizzazione si aspetta la presa di 
una decisione.
La decisione dipende dall’incontro casuale di problemi e soluzioni. Queste variabili si 
possono incontrare aiutati da fattori contingenti e temporali. 
“Le organizzazioni possono essere descritte per alcuni motivi come contenitori
di scelte alla ricerca di problemi, questioni e sentimenti che richiedono 
situazioni decisionali in cui potrebbero essere usate, o soluzioni per problemi a 
cui potrebbero essere una risposta, o decisori in cerca di lavoro” (Cohen, 
March e Olsen, 1972, p.2)
Si può affermare che per gli autori della teoria, il processo decisionale non è per niente 
razionale. Le decisioni sono prese in modo casuale, perché tutto dipende dall’incontro tra gli 
elementi sopraelencati e in queste circostanze gli obiettivi che si cerca di raggiungere possono 
essere diversi da quelli stabiliti. 
Se si cerca di fare un confronto tra diverse modalità con cui si può arrivare ad una 
decisione, si può dire che il modello classico si riferisce all’uso dei metodi scientifici, mentre 
i modelli basati sul concetto della razionalità limitata ritengono necessario l’uso dell’intuito e 
delle euristiche. Invece, la teoria del “garbage can” percepisce il processo decisionale come 
casuale. La decisione viene presa solo se si incontrano nello stesso momento il problema, la 
sua soluzione ed i partecipanti appropriati. Bisogna ammettere che tale combinazione spesso 
non avviene ed i problemi rimangono irrisolti.
2.2.6 La teoria del prospetto (Kahneman e Tversky, 1979)
La teoria del prospetto cerca di descrivere il comportamento reale del decisore33. 
Secondo gli autori della teoria, difronte ad una scelta sono utilizzate le informazioni 
disponibili e le euristiche. Riprendendo la teoria classica della decisione, un individuo 
razionale cerca di massimizzare il proprio benessere. Egli conosce molto bene le preferenze 
personali ed è in grado di disporle in sequenza ordinale. 
“La teoria dell’utilità attesa ha dominato l’analisi della decisione in condizioni 
di rischio. ...Questo paper descrive alcune situazioni di scelta dove le 
                                                            
33 La teoria dell’utilità attesa si basa su un modello che spiega come il decisore dovrebbe comportarsi nel prendere la 
decisione migliore possibile, mentre la teoria del prospetto si basa su un modello che descrive come il decisore prende delle 
decisioni soddisfacenti.
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preferenze sistematicamente violano gli assiomi della teoria dell’utilità attesa. 
Sotto la luce di tali osservazioni noi argomentiamo che la teoria dell’utilità, 
com’è di solito interpretata ed applicata, non è un modello descrittivo adeguato 
e noi proponiamo un modello alternativo di scelta in condizioni di rischio” 
(Kahneman e Tversky, 1979, p.263)
La teoria del prospetto argomenta che il processo decisionale si basa su un punto di 
riferimento. Di conseguenza, tale processo può essere molto soggettivo. Questa teoria assegna 
grande importanza al modo in cui viene interpretata la situazione, dato che le ricerche 
empiriche dimostrano che per problemi uguali, ma descritti in modi differenti, si prendono 
decisioni diverse. 
Kahneman e Tverksy (1979) descrivono un processo decisionale che si svolge in due 
fasi: la fase di editing e la fase della valutazione. Nella fase di editing è richiesta una 
prevalutazione dei prospetti. Per prima cosa, si deve fare la codifica dei risultati di un 
prospetto in base al punto di riferimento. Di solito, il decisore percepisce gli esiti in termini di 
vincite e perdite. In seguito, ci sono le operazioni della combinazione dei risultati che sono 
equivalenti, ma con diverse probabilità. Dopodiché, i prospetti con risultati certi vengono 
separati da queli con risultati probabili e gli elementi che sono gli stessi per tutti i prospetti 
sono eliminati. Alla fine della fase di editing, si cerca di identificare possibili relazioni di 
dominanza tra i prospetti, in modo da eliminare alcuni di loro e rendere più facile la scelta.  
“La funzione della fase di editing è quella di organizzare e riformulare le 
opzioni in modo da semplificare la valutazione e la scelta nel seguire. Editing 
consiste nell’applicazione di alcune operazioni che trasformano gli esiti e le 
probabilità associate ai prospetti offerti” (Kahneman e Tversky, 1979, p.274) 
La seconda fase è quella della valutazione, in modo da scegliere il prospetto più 
soddisfacente. La valutazione è molto soggettiva e può essere influenzata dal modo in cui 
sono percepite le probabilità. Si sottolinea che le probabilità più basse sono sopravvalutate, 
invece le probabilità medie e alte sono sottovalutate. Comunque, gli esiti sono espressi come 
vincite o perdite e possono anche essere valutati in base ad un punto di riferimento.
2.2.7 La teoria naturalistica34 (Klein, 1989)
Le teorie classiche non prendono in considerazione molti fattori che influenzano la 
presa delle decisioni in un contesto naturale. Quando si prende una decisione si deve tener 
conto della pressione temporale, dell’incertezza, dell’ambiente dinamico, degli obiettivi non 
definiti o dei compiti mal strutturati, della presenza di altri decisori, degli obiettivi 
                                                            
34 La teoria naturalistica descrive come il decisore prende le decisioni e non come le dovrebbe prendere.
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organizzativi e delle norme (Rosen, Salas, Lyons e Fiore, 2008). In realtà, il processo 
decisionale è molto più complesso di quello descritto nei vari modelli. 
Klein (1989) ha proposto un modello di decisione, conosciuto come “riconoscimento 
sollecitato dal contesto”, con l’intenzione di descrivere come un individuo esperto prende le 
decisioni in tempi brevissimi. L’autore si è basato su alcune osservazioni in un contesto 
operativo. Più precisamente, egli ha osservato il processo decisionale dei comandanti dei 
vigili del fuoco, partendo dal presupposto che in un contesto naturale è impossibile fare una 
scelta ottimale35. La teoria descrive come il decisore usa la sua esperienza per prendere 
decisioni con velocità senza il bisogno dell’analisi dei modelli normativi36. 
Klein ha condotto degli esperimenti che si differenziano tra loro per il grado della 
complessità. Nel primo esperimento, la situazione che deve affrontare il decisore è simile ad 
una situazione affrontata in passato. In queste condizioni il decisore importa la soluzione dal 
passato al presente. Nel secondo esperimento, in una situazione più complessa della prima, il 
decisore usa le simulazioni mentali per comprendere se la scelta effettuata in passato può 
essere appropriata anche per il presente. Se il decisore conclude che la stessa soluzione non è 
più valida, la soluzione viene modificata e la simulazione mentale viene ripetuta con la 
soluzione rivista. Nel terzo esperimento la complessità aumenta ulteriormente e la soluzione 
precedente diventa inadeguata e quindi bisogna identificare e valutare la prossima soluzione 
più appropriata. Questo processo seriale continua fino a quando una soluzione opportuna
viene trovata ed implementata. 
Tale teoria sottolinea che difronte ad un problema o situazione il decisore cerca di 
trovare nella sua memoria problemi o situazioni simili e tende a decidere nello stesso modo o 
di adeguare la scelta fatta in passato. 
“Il decisore non genera e non confronta le alternative possibili. Egli usa 
l’esperienza per categorizzare rapidamente una situazione. Il decisore si basa in 
una sorte di sintesi delle proprie esperienze, chiamata schema, prototipo o 
categoria, per riuscire a dare dei giudizi. Le categorie suggeriscono corsi 
d’azione appropriati” (Klein, 2008, p.457)
Secondo la teoria naturalistica il processo decisionale è composto da tre fasi essenziali: 
1. la percezione ed il riconoscimento della situazione;
2. la valutazione delle azioni che possono essere adottate per risolvere il problema;
3. la simulazione dei risultati che possono essere verificati adottando una determinata 
azione.
                                                            
35 Come Simon, anche Klein sottolinea che il decisore compie una scelta soddisfacente.
36 Per l’autore è un aspetto cruciale il processo secondo il quale il decisore analizza la situazione.
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Quindi, il processo decisionale si espande includendo la fase della percezione e del 
riconoscimento della situazione. Tale perspettiva è favorita dallo sviluppo di alcuni concetti 
della psicologia cognitiva come scenari, schemi e modelli mentali che distinguono il 
comportamento dell’esperto da quello del novizio. Il modello descrive come si può decidere 
senza il bisogno di mettere in confronto le alternative (Klein, 2008). La domanda che sorge è 
come si arriva alla scelta finale senza fare dei confronti. I comandanti arrivano alla scelta 
finale usando delle simulazioni mentali su come una soluzione può funzionare in un preciso 
contesto. Comunque, il modello è un mix di intuizione ed analisi. Il riconoscimento e la 
comprensione dei legami tra i problemi passati e quelli futuri è la parte intuitiva, mentre la 
simulazione mentale è la parte analitica del processo.
Lipshitz e Shaul (1997) ritengono che il modello di Klein semplifichi troppo i processi 
decisionali. I loro studi, focalizzati sulle differenze tra esperti e novizi riguardo al processo 
decisionale durante simulazioni di combattimenti navali, hanno confermato che gli esperti 
riescono a raccogliere più informazioni, perché usando dei schemi essi sanno che tipo di 
informazione è utile e dove trovarlo. 
2.2.8 Implicazioni per le decisioni di gruppo 
Le teorie della decisione hanno come oggetto di studio il processo decisionale. Alcune 
di queste teorie riportate precedentemente descrivono come il decisore si deve comportare per 
arrivare alla decisione finale, invece altre teorie descrivono come il decisore si comporta in 
realtà. Tenendo presente il campo della ricerca è stato ritenuto necessario riportare alcune 
implicazioni per le decisioni di gruppo. 
Con l’evolversi del tempo, la percezione dell’organizzazione e dei suoi membri ha 
subito importanti cambiamenti, con conseguenze sostanziali sul processo decisionale e le sue 
dinamiche. Lo sviluppo della Scuola delle Relazioni Umane cambiò radicalmente la 
percezione dell’uomo e dell’organizzazione. Richiamando Taylor, i dipendenti venivano 
considerati come macchine che dovevano eseguire gli ordini dati dall’alto. Il loro 
coinvolgimento nel processo decisionale era nullo. D’altra parte, Weber percepiva 
l’organizzazione come una gerarchia rigida e formalizzata, dove i dipendenti dovevano 
comportarsi e decidere secondo procedure e regole prestabilite.
Alla fine degli anni ’40, il contributo di Barnard sullo studio delle organizzazioni mette 
in evidenza l’importanza del passaggio da un processo decisionale individuale e centralizzato 
ad un processo decisionale di gruppo. Egli introduce il concetto dell’organizzazione come 
sistema cooperativo e del membro cooperatore riferendosi alla “parabola del masso”. 
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L’organizzazione può essere concepita come un gruppo composto da diversi sottogruppi. Per 
chiamarsi gruppo, le persone che lo compongono devono essere in grado di comunicare e 
collaborare per il raggiungimento di scopi comuni. Barnard riconosce i limiti personali 
dell’individuo e vede l’organizzarsi in gruppo come il solo modo di superare questi limiti e 
raggiungere gli obiettivi individuali. Egli si ferma a spiegare come l’equilibrio tra obiettivi del 
gruppo ed obiettivi personali orienta le persone a collaborare37. A questo proposito, la 
questione che si pone è com’è possibile che il raggiungimento degli obiettivi del gruppo 
permetta la soddisfazione degli interessi personali, tenendo conto che i membri che lo 
compongono sono così diversi tra loro come del resto anche le loro preferenze e moventi 
personali. Per di più, spesso queste preferenze sono anche conflittuali. 
Per garantire la collaborazione Barnard pone l’accento sugli incentivi non materiali. Ma 
si può affermare con sicurezza che tali incentivi orientano verso un maggiore impegno dei 
membri rispetto agli incentivi materiali? Inoltre, parlando del concetto dell’autorità Barnard 
sottolinea l’importanza di un processo decisionale consensuale e partecipativo. Un’altra 
questione che si pone a questo punto è se tale processo è valido per tutte le organizzazioni. 
Comunque, Barnard riconosce i limiti individuali e con il suo contributo mette in serio dubbio 
la validità del concetto della razionalità assoluta. In questo contesto, la domanda che sorge è 
se organizzarsi e decidere in gruppo sia un modo utile per compensare i limiti cognitivi del 
decisore.
A partire dagli anni ’50, basandosi anche sul lavoro di Barnard, Simon parte proprio dal 
tentativo di descrivere come i decisori reali prendono le decisioni. A causa della complessità 
dei problemi e del fatto che le decisioni devono essere prese velocemente, il decisore non è in 
grado di valutare bene il problema e di individuare ogni alternativa possibile. A questo vanno 
aggiunte anche le capacità mentali limitate del decisore che spesso sono compensate 
attraverso l’uso di euristiche, procedure o strategie che funzionano senza un elevato sforzo 
cognitivo. Infatti, la prospettiva della razionalità limitata è spesso associata a processi 
decisionali intuitivi, basandosi sull’esperienza e giudizio personale, piuttosto che sulla logica 
o il ragionamento. Sottolineando i limiti cognitivi del decisore Simon in un certo modo sposta 
l’attenzione verso i processi decisionali di gruppo come strumento di compensazione di tali 
limiti. Simon, Cyert e March sono noti anche per aver sviluppato il modello della coalizione. 
Le coalizioni assumono importanza in caso di soggetti con limiti cognitivi o quando non si ha 
a disposizione il tempo sufficiente. D’altra parte, gli obiettivi dei soggetti coinvolti nella 
decisione possono essere conflittuali. La coalizione basandosi sulla negoziazione permette di 
                                                            
37 La teoria della cooperazione e partecipazione riportata in precedenza aiuta a comprendere meglio come si raggiunge tale 
equilibrio e la sua importanza.
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arrivare ad un consenso. A questo punto, si può concludere che la razionalità limitata e 
l’incertezza orientano verso un processo decisionale di gruppo sotto forma di coalizione. Ma
la questione che si pone è se a parte i benefici, la coalizione è davvero il modo migliore di 
prendere le decisioni visto che richiede diverse discussioni e negoziazioni. 
Il modello naturalistico sottolinea che il decisore fa riferimento alla sua esperienza nel 
prendere le decisioni con velocità e senza svolgere l’analisi descritta dai modelli normativi. 
Ma è questo il modo migliore di prendere le decisioni? La questione che si pone è se con 
l’utilizzo dell’intuito e basandosi sull’esperienza passata aumentano le possibilità di prendere 
decisioni sbagliate, quando la maggior parte delle decisioni che i manager affrontano sono 
completamente diverse da quelle affrontate in passato. 
Anche il modello incrementale si basa sul concetto della razionalità limitata, ma pone 
l’enfasi sulla razionalità multipla. Il processo decisionale non può essere individuale, dato che 
nel processo sono implicati una pluralità di attori. La decisione avviene in base al criterio 
dell’accordo. I decisori partono dai mezzi e non dai fini, e tendono a modificare molto poco le 
decisioni prese in passato. 
Alcune situazioni non sono caratterizzate da complessità e incertezza, ma addirittura da 
ambiguità. A tale proposito è stato sviluppato il modello del “garbage can”, secondo il quale 
la decisione finale dipende dall’incontro tra problema e soluzione. Le soluzioni possono 
essere proposte anche quando i problemi non esistono e le decisioni prese non sempre 
risolvono i problemi. Riferendosi a tale modello, la questione che sorge consiste nel 
comprendere se questo modo di prendere le decisioni è ragionevole, visto che si decide a 
caso. Di fatto, anche in realtà spesso si decide in condizioni di emergenza senza valutare tutte 
le alternative e le loro conseguenze. 
La decisione finale dipende anche dal modo in cui viene posto il problema decisionale 
come suggerisce anche la teoria del prospetto. Succede che problemi uguali, ma descritti in 
termini di guadagni o di perdite danno origine a decisioni differenti. Secondo tale teoria i 
decisori tendono a valutare i risultati della decisione sulla base di un punto di riferimento o 
status quo, ricorrendo così all’effetto framing. Ma l’effetto framing si può ridurre se si passa 
dalle decisioni individuali a quelle di gruppo? I risultati sono contraddittori38.
In conclusione, si può affermare che in contrasto alla razionalità assoluta, le altre teorie 
decisionali facendo riferimento alla razionalità limitata, alla complessità dei problemi, 
all’incertezza e all’ambiguità, alla pluralità e conflittualità degli interessi, orientano verso 
processi decisionali di gruppo. A tal riguardo, la questione che si pone è se due o più teste 
                                                            
38 Sull’effetto framing e la sua presenza a livello di gruppo si discuterà al Capitolo 4.
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sono meglio di una. È una domanda alla quale non si può rispondere con certezza. Comunque, 
nel Capitolo 3 si riportano alcuni benefici del processo decisionale di gruppo ed anche i limiti 
che lo accompagnano.
2.3 La struttura del processo decisionale
Ovviamente, quando ci riferiamo al processo decisionale si intende un processo 
composto da diverse fasi, perché è impossibile individuare un solo momento in cui si decide. 
La decisione è sempre frutto di un percorso. Un processo decisionale più completo è 
rappresentato come segue (Kume, 2010, p. 42):
1. definizione degli obiettivi. Gli obiettivi aziendali servono come standards per fare dei 
confronti. La necessità di prendere decisioni è conseguenza di un divario percepito tra 
risultati prefissati e risultati raggiunti. Definire obiettivi chiari offre la possibilità di 
analizzare tutto il processo decisionale e riduce le decisioni errate. D’altra parte, si crea un 
supporto all’intuito, alla capacità decisionale ed alla creatività del decisore.
2. definizione del problema. Prima di raccogliere l’informazione ed identificare le possibili 
soluzioni è molto importante definire il problema. Questa è una fase critica, perché un 
problema definito male porta a decisioni sbagliate. Quindi, non solo non si riesce a 
risolvere il problema, ma a causa di decisioni sbagliate possono nascere nuovi problemi. 
3. identificazione delle alternative. In questa fase si generano le possibili soluzioni al 
problema. Più alternative sono identificate, maggiore è la probabilità che tra loro si trovi 
l’alternativa migliore. 
4. valutazione delle alternative. Prima di valutare le alternative si devono stabilire i criteri in 
base ai quali si farà la valutazione. I criteri possono essere diversi come il tempo, 
l’accettabilità delle alternative, le risorse finanziarie, le capacità umane richieste, la 
percentuale di risoluzione del problema, la tecnologia richiesta, il rischio, l’etica, etc. In 
base a tali criteri si identificano i risultati positivi e le conseguenze negative per ciascuna 
alternativa.
5. scelta dell’alternativa. È solito pensare che una volta stabiliti i criteri e fatta la valutazione 
delle alternative, la scelta risulta semplice. In realtà non è cosi. Le situazioni che si 
possono verificare sono diverse. Può succedere che nessuna delle alternative porta alla 
risoluzione del problema. In questo caso, si deve tornare indietro alla fase 3. Oppure può 
succedere che due o più alternative sono ugualmente attrattive, nel senso che portano a 
risultati uguali. Inoltre, può essere che l’alternativa non offre un livello accettabile di
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risoluzione del problema. Per esempio, si elimina solo il 40% del problema. In questo 
caso diventa necessario raggruppare due o più alternative in una sola.
6. implementazione dell’alternativa. Durante questa fase viene messa in atto l’alternativa
scelta, attivando le persone e le strutture competenti. L’implementazione dell’alternativa 
scelta è molto critica e richiede l’elaborazione di un piano. Può succedere che la decisione 
presa sia quella giusta, però non si ottengono i risultati previsti, proprio perché si può 
fallire nella sua implementazione.
7. controllo e valutazione dei risultati. Si valuta se la decisione presa ha portato al 
raggiungimento dei risultati previsti. Il processo decisionale è un processo circolare che 
può essere necessario ripetere per raggiungere l’esito desiderato.
Oltre al processo decisionale discusso sopra, ci si può riferire anche al modello riportato 
da Simon (1960). Tale modello evidenzia come il ruolo dell’esperienza e del giudizio 
soggettivo nel processo decisionale aumentano col crescere della complessità e dell’ambiguità 
della situazione. L’autore presenta un processo decisionale composto da quattro fasi. La prima 
fase è quella dell’intelligence, e comprende l’analisi dell’ambiente, la raccolta dei dati, la 
definizione degli obiettivi e la strutturazione del problema. Dopodiché, viene la fase del 
design che si riferisce all’analisi del problema, alla formulazione delle alternative e alla loro 
valutazione. La fase finale è quella della choice che comprende la scelta e la sua 
implementazione.
Il processo decisionale descritto da Simon non è poi così diverso da quello normativo. 
Quindi, si può affermare che le fasi del processo decisionale evidenziati e descritti nei modelli 
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3. 
LE DECISIONI DI GRUPPO
Il processo decisionale di gruppo è un processo partecipativo nel quale alcuni individui 
agiscono collettivamente, analizzano problemi o situazioni, considerano e valutano possibili 
corsi d’azione e scelgono un’alternativa (Kume, 2010). Tale processo può essere informale o 
formale e mira al raggiungimento di un obiettivo preciso. In questo capitolo si inizia 
discutendo su alcuni fattori di contesto o altri motivi che orientano le aziende verso i processi 
decisionali di gruppo. Per di più, si analizzano i benefici ed i limiti di tali processi. È stato 
considerato importante riportare in questo capitolo anche le diverse tipologie delle decisioni 
per comprendere quali decisioni devono essere prese a livello di gruppo ed alcune delle 
tecniche che un gruppo può adottare per stimolare la creatività.
3.1 Dalle decisioni individuali a quelle di gruppo
L’orientamento delle aziende verso i processi decisionali di gruppo più che una scelta 
può essere considerata una necessità, in quanto hanno subito delle modifiche sostanziali 
alcuni importanti fattori di contesto. D’altra parte, come riportato anche nel Capitolo 2, le 
aziende hanno compreso l’importanza del processo decisionale di gruppo nel creare un 
vantaggio competitivo. Tra le altre, alcune delle ragioni che possono spiegare l’orientamento 
delle aziende verso le decisioni di gruppo sono: 
3.1.1 L’ambiente dinamico
Le teorie classiche percepivano l’azienda come un sistema chiuso. In queste condizioni 
il processo decisionale non è influenzato per niente dall’ambiente e quindi il decisore 
conseguirebbe sempre buoni risultati. Un sistema chiuso è caratterizzato da obiettivi stabili. Il 
decisore conosce tutte le alternative possibili ed i risultati rispettivi. Il processo decisionale si 
svolge in base a delle regole universali che facilitano la scelta, aiutando ad identificare 
l’alternativa ottima. Invece, le teorie moderne ritengono che l’azienda è un sistema aperto che 
influenza ed è influenzata dall’ambiente in cui opera in modo continuo, adattandosi e 
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reagendo alle opportunità e alle minacce. Negli anni ’60, l’idea dell’azienda come un sistema 
aperto si rispecchia nei lavori di Katz, Kahn e Thompson. L’azienda non può esistere da sola. 
Essa trova nell’ambiente esterno gli input, che dopo essere stati sottoposti ai processi di 
trasformazione ritornano di nuovo nell’ambiente esterno sotto forma di prodotti/servizi. Così, 
l’azienda non può essere percepita indipendentemente dall’ambiente in cui opera. 
Figura 3.1: L’azienda come sistema aperto
                  (Fonte: nostra elaborazione)
Riprendendo il pensiero di Thompson (1967), l’organizzazione è composta da un nucleo 
centrale dove si trovano le operazioni più importanti. Tali operazioni richiedono capacità 
tecniche ed hanno una natura ripetitiva. L’organizzazione include anche il livello istituzionale 
che deve affrontare i cambiamenti ambientali. Tra il nucleo centrale ed il livello isituzionale 
troviamo il livello manageriale con il ruolo dell’intermediatore. Tale modello descrive 
benissimo il funzionamento dell’azienda come un sistema aperto. Basandosi sulla percezione 
dell’azienda come un sistema aperto è stata sviluppata la Teoria della Contingenza, secondo la 
quale le aziende adattano la strategia in base alle condizioni dell’ambiente esterno ed interno. 
Così, si può dire che la “one best way” è sostituita dal “one best fit”.
Operando in un ambiente dinamico, le aziende non devono usare processi decisionali 
prestabiliti, ma devono costruire dei processi più flessibili che considerano i cambiamenti 
dell’ambiente interno ed esterno. Però, bisogna sottolineare che prevedere tali cambiamenti è 
difficile come conseguenza dell’aumento sempre di più del livello di turbolenza. Le capacità 
decisionali sviluppate in passato stanno diventando meno utilizzabili. Come sostiene anche 
Thompson (1967), in un ambiente dinamico, insicuro e complesso i manager devono negare 
ogni procedura o regola usata prima, ed agire in base ai sentimenti e all’intuizione. Con 
riferimento a Duncan (1972) l’incertezza ambientale influisce sulla complessità delle attività 














dell’impresa e richiede una quantità maggiore di informazioni sulle quali basare le decisioni 
aziendali. 
Tabella 3.1: La matrice per la valutazione dell’incertezza ambientale 
Ambiente statico
I fattori ambientali non cambiano
Ambiente dinamico
I fattori ambientali cambiano in 
continuazione
Ambiente semplice
Vi è un piccolo numero di 
fattori simili tra loro
Incertezza bassa Incertezza relativamente alta
Ambiente complesso
Vi è un grande numero di 
fattori molto diversi tra loro
Incertezza relativamente bassa Incertezza alta
(Fonte: Duncan, 1972, cit. in Kume, 2010, p.24)
Le risposte alla riduzione della prevedibilità e dell’uso delle capacità decisionali del 
passato consistono nello sviluppo di appropriate conoscenze. Ma difronte alla complessità dei 
problemi, un solo individuo non può disporre di tutte le conoscenze necessarie per prendere 
una decisione. In questo contesto si può richiamare Simon il quale, come riportato anche al 
Capitolo 2, con il concetto della razionalità limitata insieme all’incertezza ambientale conduce 
verso processi decisionali che coinvolgono più decisori. Ecco perché assumono una 
fondamentale importanza i processi decisionali di gruppo. A questo riguardo si potrebbe 
obiettare che con l’uso delle tecnologie dell’informazione e della comunicazione (ICT) anche 
i singoli possono disporre di maggiori informazioni e capacità di elaborazione, e quindi si 
potrebbe pensare che si può fare anche senza il gruppo. Comunque, bisogna considerare che 
ciò può dipendere dal tipo di conoscenze richieste, dalle capacità di usare tali tecnologie, 
senza dimenticare la possibilità di manipolazione delle informazioni. Per lo più, è il decisore 
che deve individuare le alternative possibili e scegliere quella più soddisfacente. Come viene 
riportato anche nel seguire di questo capitolo, in gruppo ci sono più confronti e maggiore 
creatività. D’altra parte, può anche succedere che la decisione è nuova e quindi manca 
l’informazione. Alla fine, non bisogna sottovalutare la fase della comunicazione e 
condivisione della decisione presa, ed a questo riguardo il gruppo può essere favorito. 
3.1.2 La struttura organizzativa
Il passaggio da un’azienda chiusa ad un’azienda aperta è conseguenza del cambiamento 
dell’ambiente. L’ambiente dinamico richiede una struttura organica, invece di una struttura 
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meccanicistica39. La struttura organica può assumere una configurazione adhocratica, 
caratterizzata da elevata flessibilità e capacità di adattamento ai cambiamenti (Bateman e 
Snell, 2013). Tale configurazione è basata sull’uso di gruppi ad hoc, composti da persone con 
diverse capacità professionali che al raggiungimento dell’obiettivo stabilito ritornano alla loro 
posizione di prima (Llaci, 2006). Inoltre, la configurazione adhocratica40 è caratterizzata da 
basso grado di formalizzazione, specializzazione e standardizzazione ed il processo 
decisionale è decentralizzato (Jones e George, 2008). Le organizzazioni con una struttura 
organica lavorano per processi o progetti e non rispettano il principio delle catena del 
comando dato che per ogni posizione si possono avere più responsabili nello stesso tempo 
(Llaci, 2010). Invece, la struttura meccanicistica può assumere una configurazione burocratica 
con regole precise, compiti definiti e comunicazione verticale dall’alto verso basso (Kinicki e 
Kreitner, 2009). I membri delle organizzazioni che adottano una struttura burocratica sono 
valutati non per le capacità, ma per la posizione che ricoprono. Per di più, la configurazione 
burocratica è caratterizzata da elevato grado di formalizzazione, specializzazione e 
standardizzazione ed il processo decisionale è centralizzato (Jones e George, 2008). 
La questione che sorge è definire quale delle due tipologie della struttura è migliore. 
Rispondere a questa domanda non è facile dato che la scelta della struttura organizzativa 
dipende da tante variabili. Così, tra gli altri tale scelta è influenzata dall’ambiente in cui 
l’impresa opera. L’impatto dell’ambiente sulla struttura organizzativa è rappresentato nella 
Matrice Organizzazione-Ambiente.
Figura 3.2: La matrice Organizzazione-Ambiente
                                                                                                Ambiente
                                                                       Stabile                                             Dinamico
                               Complessa   
Organizzazione   
                                Semplice
                                                         (Fonte: Kume, 2003, p.274)
In presenza di un ambiente dinamico e complesso e della necessità di una maggiore 
flessibilità diventa indispensabile per l’impresa adottare una struttura organizzativa organica. 
                                                            
39 Più l’ambiente è dinamico, più i processi flessibli devono sostituire quelli rigidi.
















Tale struttura e di tipo orizzontale, quindi caratterizzata da più centri decisionali e la maggior 
parte delle decisioni sono prese con la partecipazione di più persone.
3.1.3 La teoria della complessità
Esistono numerosi filoni di ricerca legati alla complessità dalla biologia alla chimica, 
dalla matematica alla fisica, all’economia ed alla sociologia. Si parla per la prima volta della 
teoria della complessità nel 1978, in un articolo su Scientific American, ma il pensiero della 
complessità nasce molto prima, intorno agli anni ’40, con i studiosi di cibernetica e della 
teoria dell’informazione (Tinti, 1998). Nel 1984, nasce il più importante centro internazionale 
di studi sulla complessità, il Santa Fe Institute, dedicato alla creazione di una nuova comunità 
della ricerca scientifica, enfatizzando la collaborazione multidisciplinare con l’intento di 
comprendere i temi comuni che sorgono nei sistemi naturali, artificiali e sociali.
La teoria della complessità si riferisce allo studio di cause e fattori che portano a 
comportamenti ed atteggiamenti, totalmente o parzialmente inesplicabili nella logica della 
somma delle parti, ma che sono molto influenzati dalle interazioni tra persone ed ambiente 
(Padroni, 2007):
“Sono caduti molti tranquillizzanti miti: dalle pseudo-certezze alla linearità, 
dalla razionalità assoluta alla possibilità di controllare parti cruciali del sistema. 
Mutano i singoli elementi, ma sopratutto le interrelazioni, con dinamiche
riconducibili al mondo probabilistico piuttosto che a quello della prevedibilità” 
(p. XIX)
Il concetto della complessità evidenzia come la conoscenza delle parti non è sufficiente 
a spiegare il funzionamento del tutto41. Difronte ad una situazione o problema complicato si 
devono considerare le stesse variabili che interagiscono tra loro nello stesso modo. In una 
situazione o problema complesso si devono analizzare più variabili che sono diverse tra loro e 
che col passare del tempo cambiano il modo di interagire. Al riguardo, Gandolfi (1999) si 
esprime:
“Un sistema complesso è un sistema aperto, formato da numerosi elementi che 
interagiscono fra di loro in modo non lineare e che costituiscono una realtà 
unica, organizzata e dinamica, capace di evolvere e adattarsi all’ambiente” 
(p.19)
Le definizioni della complessità sono numerose, ma tutte sottolineano il fatto che la 
conoscenza delle parti che compongono il sistema complesso non è sufficiente a far 
                                                            
41 Benkirane (2007, p.9) afferma che la formula della complessità è “il tutto è maggiore della somma delle parti”.
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comprendere il funzionamento del tutto. Di conseguenza, i sistemi complessi non possono 
essere descritti attraverso l’analisi classica che consiste nella frammentazione del tutto e nel 
cercare di comprenderlo attraverso la scomposizione delle sue funzioni elementari 
(Benkirane, 2007). Riprendendo il pensiero di Ruzzeddu (2007), non esiste niente di meno 
definito e di più incerto del concetto della complessità, ma comunque si può dire che essa si 
riferisce ad una visione della realtà meno regolare, meno ordinata e non conoscibile attraverso 
la formulazione di leggi scientifiche. A questo riguardo, come verrà riportato a seguire, si può 
sottolineare il legame tra complessità e caos, dato che in presenza di quest’ultimo il processo 
decisionale non può essere svolto in base a delle regole precise e usando tecniche quantitative. 
Riferendosi al concetto della complessità, Morin (1993) definisce la scienza classica un 
pensiero semplificante. Interessante appare il punto di vista dell’autore riguardo alla ragione, 
alla razionalità e alla razionalizzazione. Così, egli ritiene che la ragione corrisponde alla 
volontà di avere una visione coerente dei fenomeni, delle cose e dell’universo e di 
conseguenza porta alla razionalità che crea delle strutture logiche da applicare al mondo reale 
ed alla razionalizzazione che consiste nel voler rinchiudere la realtà in un sistema coerente a 
tal punto che tutto ciò che contraddice questo sistema viene scartato, dimenticato o messo da 
parte. Morin (1993) descrive tutto questo come una patologia della ragione e ritiene che 
l’unica terapia efficace sia la considerazione della complessità. La teoria della complessità ha 
messo in dubbio il fatto che la scienza si basi su solidi fondamenti, tra le quali la certezza e la 
linearità. Richiamando Benkirane (2007), non si possono prevedere le condizioni finali a 
partire dalla conoscenza delle condizioni iniziali del sistema. 
Così, l’azienda rappresenta un sistema aperto complesso che opera in un ambiente 
dinamico al quale cerca di adattarsi in modo continuo. Riprendendo il pensiero di Tinti 
(1998), il sistema è tanto più complesso, quanto più numerosi sono i fattori che influiscono il 
suo adattamento all’ambiente e mentre tale sistema si adatta anche i suoi sottosistemi 
svilupanno strategie di co-adattamento come simbiosi, cooperazione, comunicazione etc. Di 
conseguenza, il decisore deve agire in condizioni di una maggiore complessità che richiede di 
prendere in analisi un elevato numero di variabili, con delle interazioni non lineari senza 
dimenticare che essa aumenta il grado di imprevedibilità, rendendo il processo decisionale 
non controllabile. Di conseguenza, il comportamento aziendale spesso risulta discontinuo. 
In conclusione, se è vero che la complessità si avvicina moltissimo al mondo reale, 
allora sempre di più i manager dovrebbero prendere decisioni per situazioni complesse o 
problemi che richiedono conoscenze specialistiche e numerose che un solo individuo non può 
possedere. Si è passati così dalla complicazione alla complessità, rendendo necessari i 
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processi decisionali di gruppo che possono essere strumenti importanti per far fronte alla 
complessità. 
3.1.4 La teoria del caos
Tale teoria mise in grossa crisi l’approccio deterministico degli scienziati, secondo il 
quale niente è incerto. In generale, la presa di una decisione si basa sul presupposto che il 
futuro può essere prevedibile. Di conseguenza, si può pensare che prendere decisioni è un 
compito facile. La teoria del caos suggerisce che molti fenomeni sono imprevedibili42 (Peters, 
1987). In queste circostanze, tentare di prevedere il futuro risulterebbe tempo perduto. Ciò 
significa che le decisioni verranno prese senza sapere e senza essere sicuri dei risultati. Una 
situazione caotica è caratterizzata dall’assenza di regole che impediscono una previsione 
precisa. Un concetto importante nel quale si basa la teoria del caos è quello della non-linearità 
(Kume, 2010). Il processo di budgeting, la valutazione degli investimenti, l’analisi della 
regressione e la programmazione lineare sono tutti esempi del presupposto che le tendenze del 
passato si ripeterano in futuro. Invece, secondo il modello razionale, il processo decisionale è 
così regolare come il modo di lavorare di un orologio. La teoria del caos riporta un processo 
decisionale con caratteristiche diverse da quello razionale.
Figura 3.3: Il modello razionale vs il modello del caos
Modello razionale                                                 Modello del caos
Regole                                                                           Assenza di regole
Continuità                                                                    Discontinuità
Prevedibilità                                                                 Eventi occasionali
Informazione                                                               Ignoranza
Stabilità                                                                        Instabilità
Misurazione                                                                 Approssimazione,Supposizione
Logica                                                                          Intuizione         
                           (Fonte: Kume, 2002, p.207)
Secondo il modello razionale, le decisioni sono prese rispettando delle regole 
prestabilite, valide in tutte le situazioni. La teoria del caos sostiene il contrario. Non si 
possono stabilire regole universali perché le situazioni per le quali si deve decidere sono 
                                                            
42 Secondo la teoria del caos anche se si possono avere informazioni riguardo gli eventi che sono accaduti in passato, il futuro
può essere totalmente diverso.
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molto diverse da quelle affrontate in passato. D’altra parte, il modello razionale enfatizza il 
valore storico dell’informazione e si basa nella supposizione che il passato si ripete al futuro. 
La teoria del caos enfatizza la discontinuità e considera le decisioni come nuovi punti di 
partenza piuttosto che elementi della stessa catena. Inoltre, secondo il modello razionale per 
ogni decisione si è in grado di prevedere con certezza i risultati, invece secondo la teoria del 
caos questo non è possibile a causa degli eventi occasionali. Il modello razionale afferma che 
la stabilità è la condizione normale nella quale vengono prese le decisioni perché il passato si 
ripete al futuro. Al contrario, secondo la teoria del caos il passato non si ripete. I problemi e le 
situazioni per le quali si deve decidere sono completamente nuovi. Il decisore razionale per 
arrivare alla decisione finale usa le tecniche quantitative. La teoria del caos afferma che anche 
se sono usate tecniche sofisticate, le previsioni possono solo essere approssimative. Le 
approssimazioni e le supposizioni evitano l’eccessiva fiducia e l’elevato costo delle tecniche 
quantitative. Il processo decisionale razionale si basa su procedure logiche. Basta rispettare 
tutte le fasi del processo decisionale nella loro cronologia per arrivare ad una decisione 
efficace. La teoria del caos mette in dubbio questo processo logico, il quale funziona solo se si 
ha un’informazione completa. Secondo la teoria del caos è impossibile raccogliere 
un’informazione completa, così il processo decisionale si svolge basandosi sull’intuizione. 
Una maniera per cercare di ridurre l’imprevedibilità potrebbe essere il muoversi delle 
aziende verso i processi decisionali di gruppo. In questo modo, si riuscirebbe a raccogliere 
una quantità maggiore di informazioni ed analizzare i problemi sotto diversi punti di vista, 
progettando corsi d’azione situazionali. 
3.2 Le decisioni individuali vs le decisioni di gruppo
Sempre di più, i manager devono decidere per problemi o situazioni nuove. Cresce il 
livello di rischio e dell’incertezza ed anche il grado della complessità che il decisore deve 
affrontare. In queste condizioni, le organizzazioni si stanno orientando verso le decisioni di 
gruppo. La questione che si pone è se veramente le decisioni di gruppo sono migliori delle 
decisioni individuali. Alcuni studi empirici (Sniezek e Henry, 1989; Tindale e Sheffey, 2002; 
Surowiecki, 2004) hanno evidenziato che in media il risultato di un gruppo supera quello del 
singolo individuo che fa parte dello stesso gruppo. Una delle motivazioni per cui i gruppi 
possono essere più efficaci dei singoli nel prendere le decisioni può essere la capacità del 
gruppo di soddisfare il bisogno di un’appartenenza sociale. Già Maslow (1954), con la 
gerarchia dei bisogni riconosce l’appartenenza sociale come una categoria importante della 
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motivazione. A questo si può aggiungere anche la teoria dell’identità sociale di Tajfel e 
Turner (1979) discussa nel Capitolo 1. Tale teoria  evidenzia come l’impegno dei membri 
aumenta col crescere del sentimento di appartenenza al gruppo. Comunque, bisogna 
ammettere che come anche Lawrence e Seiler (1965) sostenevano, la relazione tra qualità 
delle decisioni e l’appartenenza sociale è molto più complessa di quanto si può pensare. 
Un’altra caratteristica che favorisce l’efficacia del gruppo è che i membri possono mettere 
insieme le informazioni che possiedono, così il gruppo è più creativo dell’individuo perché ci 
sono più confronti e discussioni.
Le differenze tra le decisioni individuali e quelle di gruppo non sono poche. 
Ovviamente, il processo decisionale di gruppo è caratterizzato da vantaggi importanti, ma 
anche da tanti limiti da non sottovalutare. I principali benefici dei gruppi che verrano 
analizzati in seguito, riguardano soprattutto la quantità delle informazioni raccolte, il livello 
della creatività, la condivisione della decisione presa, la comprensione e la qualità delle 
decisioni, ed anche il grado dell’impegno individuale. 
Richiamando Llaci (2010), il gruppo dispone di una maggiore quantità d’informazione. 
Certamente, in condizioni di complessità ed incertezza, il gruppo non può avere 
un’informazione completa. Ma come conseguenza del fatto che i membri possono appartenere 
a diversi livelli gerarchici o diverse strutture dello stesso livello gerarchico e dello scambio di 
esperienza tra essi, l’informazione raccolta è maggiore. Peraltro, parlando della creatività, 
l’autore sostiene che in gruppo la creatività è maggiore di quella individuale. Le discussioni 
ed il confronto delle opinioni fanno sì che il gruppo generì più alternative possibili. In 
condizioni di decisioni nuove e non di routine, la creatività assume importanza. Comunque, a 
tal riguardo non può essere data per scontata la volontà dei membri di scambiare e 
condividere le proprie conoscenze. 
Noorderhaven (1995), parlando dei vantaggi di un processo decisionale di gruppo, si 
ferma sul grado della condivisione della decisione presa. Egli ritiene che l’accettabilità 
dell’alternativa scelta da un gruppo aumenta. Se la decisione è presa da un solo individuo può 
essere percepita come una decisione autocratica, basata sulle preferenze ed interessi personali 
del decisore. In queste condizioni, viene messa in dubbio la legittimità della scelta. 
L’opposizione può diminuire se la decisione è risultato di un processo decisionale di gruppo. 
Una decisione non molto buona, ma accompagnata da un alto livello di condivisione può 
risultare molto più efficace rispetto ad una decisione molto buona, ma che non è accettata.
I processi decisionali di gruppo possono comportare una migliore comprensione della 
scelta e quindi una decisione più efficace (Kume, 2002). Questo perché spesso all’interno del 
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gruppo si trovano persone che dopo la scelta daranno le direttive o lavoreranno per la sua 
implementazione. La probabilità di fallimento di una decisione è minore quando le persone 
che hanno contribuito al processo decisionale avranno anche la responsabilità di metterla in 
atto. Come riportato anche all’inizio di questo argomento, esistono evidenze empiriche che 
dimostrano come il gruppo possa prendere decisioni più efficaci rispetto all’individuo.
Certamente, come l’individuo anche il gruppo può prendere decisioni errate43, ma in generale 
è ritenuto che il gruppo prenda decisioni di qualità (Kume, 2010). Questo perché un gruppo 
può generare più alternative di un solo individuo. D’altra parte, in gruppo c’è lo scambio 
d’esperienza tra i membri ed il gruppo possiede maggiori strumenti e chiavi interpretative per 
comprendere meglio la situazione analizzata. A questo riguardo si possono fare delle 
obiezioni. Così riferendosi ai Capitoli 1 e 2, il gruppo può assumere la forma di una 
coalizione mettendo in dubbio la qualità delle decisioni prese dato che essa è frutto più del 
compromesso che dell’analisi delle informazioni disponibili. L’efficacia della decisione presa 
può essere influenzata anche dal livello di soddisfazione che un processo decisionale può 
offrire ai suoi membri. Miller e Monge (1986) hanno concluso che un processo decisionale 
partecipativo migliora la motivazione personale. Alcuni studi empirici hanno provato che il 
gruppo aumenta la soddisfazione (Black e Gregersen, 1997; Wright e Kim, 2004) e la fiducia 
in sé stessi (Crandall e Parnell, 1994). 
Parlando dei benefici del proceso decisionale di gruppo, Surowiecki (2004) introduce il 
fenomeno della “saggezza delle folle”, ritenendo che il giudizio del gruppo è migliore dei 
giudizi dei singoli membri che lo compongono. Perché questo fenomeno si verifichi è 
necessario che il gruppo rappresenti una diversità di abilità, opinioni, informazioni e 
prospettive. Per di più, ogni membro del gruppo deve esprimere il proprio punto di vista senza 
essere influenzato dagli altri membri. Comunque, l’autore sostiene che per trarre dei benefici 
dalla “saggezza delle folle” ed arrivare alla decisione finale, il gruppo deve essere capace di 
aggregare il punto di vista di ciascun membro.
Lawrence e Seiler (1984) evidenziano che il gruppo porta ad un livello maggiore di 
produttività ed aumenta la motivazione e la job satisfaction dei membri. Questo può derivare 
dal fatto che il gruppo rappresenta uno strumento utile alla crescita e allo sviluppo individuale 
dei membri (Cooke e Slack, 1984). In condizioni di incertezza e complessità, il gruppo offre 
appoggio psicologico, utile a fronteggiare eventuali pressioni dell’ambiente esterno. Per lo 
più, i gruppi sono capaci di organizzare meglio il processo decisionale, dividendo un compito 
complesso in parti più semplici da assegnare ai singoli membri.
                                                            
43 Nel Capitolo 4 sono discusse alcune delle principali euristiche e bias cognitivi che possono influenzare l’efficacia delle 
decisioni prese dal gruppo.
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Bisogna riportare anche alcuni aspetti considerati problematici per il processo 
decisionale di gruppo. In seguito, sono analizzati alcuni dei limiti pricipali del processo 
decisionale di gruppo, come l’influenza del conduttore o del leader del gruppo sulla decisione 
presa, il groupthinking e la polarizzazione, i limiti temporali e l’uso delle informazioni 
comuni escludendo le conoscenze uniche.
Nel processo decisionale di gruppo può succedere che la decisione finale sia presa da un 
solo individuo. Si tratta in questo caso di uno dei limiti importanti del gruppo. Riprendendo il 
modello di Vroom e Yetton (1973) riguardo ai stili di leadership che possono essere adottati44, 
può essere facilmente individuata la dominanza dell’individuo. Quattro dei cinque stili di 
leadership da essi descritti, evidenziano come la decisione finale è competenza del conduttore 
o leader del gruppo. 
Gli svantaggi del processo decisionale di gruppo sono ritenuti per eccellenza il 
groupthinking e la polarizzazione. Il primo che parlò del groupthinking fù lo psicologo sociale 
Janis45 (1982). Egli ha definito tale concetto come la tendenza dei gruppi a convergere 
rapidamente verso una decisione. Invece di utilizzare discussioni e confrontare opinioni 
divergenti ed arrivare alla convergenza nella fase della scelta, il groupthinking rende il 
processo decisionale molto convergente già dalla prima fase. Comunque, il groupthinking non 
si verifica in tutti i gruppi. Per l’autore, se il livello di coesione del gruppo è elevato ed il 
gruppo è molto chiuso la convergenza risulta facile. Anche il tempo gioca un ruolo 
importante. Più il gruppo deve decidere in fretta, più subisce il groupthinking. Il fenomeno 
sorge anche quando i membri hanno le stesse idee ed opinioni e si comportano in modo ostile 
verso chi la pensa diversamente. Tra le altre condizioni che favoriscono il groupthinking, 
Janis (1982) elenca anche lo stile di leadership46. Quando il leader del gruppo adotta uno stile 
autoritario e si impegna ad orientare verso la conformità i membri che cercano di deviare, 
aumenta il rischio del groupthinking. 
Bisogna sottolinare che l’autore non si è fermato soltanto alla descrizione del fenomeno 
e alle condizioni che lo favoriscono, ma ha cercato anche di individuare come prevenirlo. Per 
Janis (1982) la chiave sta nel ridurre la coesione del gruppo. A tal riguardo, egli suggerisce un 
processo decisionale simile al modello normativo. Oltre alla riduzione della coesione, anche il 
comportamento del leader può aiutare ad evitare il groupthinking. Per questo egli deve essere 
aperto, informale e deve appoggiare le opinioni divergenti, stimolando i membri del gruppo 
ad esprimere le proprie critiche ed obiezioni, così come deve favorire la raccolta delle 
                                                            
44 Tale modello è stato discusso in modo più dettagliato al Capitolo 1.
45 L’autore si riferisce ad alcune delle più discusse decisioni del governo americano attraverso il concetto del groupthinking. 
Tra le decisioni analizzate ci sono il non aver anticipato l’attacco giapponese a Pearl Arbor, il caso Watergate etc.
46 I diversi approcci e stili di leadership sono analizzati nel Capitolo 1.
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informazioni esterne. Anche quando il consenso è stato raggiunto, i membri del gruppo 
devono essere incoraggiati a ripensare e trovare possibili imperfezioni (Kinicki e Kreitner, 
2009). A questo proposito, un membro del gruppo può assumere il ruolo dell’avvocato del 
diavolo. 
Si parla di polarizzazione quando la decisione di un gruppo è più estrema della media 
delle opinioni individuali (Stoner, 1961). Si manifesta di più quando si affrontano problemi o 
situazioni nuove o quando il gruppo si trova nelle fasi iniziali del suo ciclo di vita. La 
polarizzazione può avere diverse cause. Così, la polarizzazione può risultare dal confronto 
sociale causato dalla competizione tra i membri per sostenere le opinioni più socialmente 
desiderabili (Noorderhaven, 1995). Per presentarsi sotto una luce più positiva, l’individuo 
tende ad accettare la decisione che rappresenta il punto di vista della maggioranza. Un’altra 
spiegazione può essere trovata nella ricerca di argomenti rilevanti. In questo caso, la 
polarizzazione dipende dalla quantità degli argomenti a favore e disfavore riguardo al 
problema (Burnstein e Vinokur, 1977). In altre situazioni, la polarizzazione può manifestarsi a 
causa della maggiore identificazione con l’ingroup47. 
Un altro problema importante che accompagna le decisioni di gruppo riguarda il tempo 
richiesto per arrivare alla decisione finale (Nooderhaven, 1995; Vroom e Yetton, 1973). Una 
delle cause potrebbe essere il conflitto tra i membri del gruppo o l’elevata diversità delle idee 
ed opinioni che rendono difficile il consenso. I limiti temporali possono indurre il gruppo 
verso la scelta della prima alternativa individuata. Infatti, spesso accade che si accetti la prima 
soluzione proposta (Kume, 2010). Come conseguenza, le altre alternative anche se possono 
essere migliori, difficilmente sono prese in analisi. La scelta della prima alternativa proposta 
si verifica quando il gruppo è composto da membri che oltre alla presa della decisione sono 
coinvolti anche in altre attività e compiti importanti, quindi il maggiore volume di lavoro non 
permette di analizzare tutte le soluzioni possibili. 
Come sopra riportato, uno dei vantaggi più importanti del gruppo è quello di riuscire a 
raccogliere una maggiore quantità d’informazione, perché i membri del gruppo dispongono di 
conoscenze diverse, che messe a disposizione degli altri aiutano a comprendere meglio il 
problema o la situazione e di conseguenza si identificano più alternative. Ma in realtà, spesso 
succede che le informazioni uniche non sono prese in considerazione e la tendenza è quella di 
basarsi solo sulle informazioni comuni. In questo caso si tratta dell’effetto delle conoscenze 
comuni, ritenuto uno dei problemi più importanti del gruppo dato che minaccia la sua 
creatività. Numerose ricerche hanno dimostrato che anche quando le informazioni uniche 
                                                            
47 Tale forma di polarizzazione può essere meglio compresa nel contesto della teoria dell’identità sociale di Tajfel e Turner 
(1979).
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sono citate durante la discussione, la decisione finale è influenzata soprattutto dalle 
informazioni comuni (Stasser e Titus, 1985; Gigone e Hastie, 1993). L’effetto delle 
conoscenze comuni si verifica quando la situazione per la quale si deve decidere non è nuova. 
Per di più, se il numero dei membri del gruppo che possiedono le informazioni uniche è 
ridotto e se tali informazioni non sono attendibili, l’effetto delle conoscenze comuni aumenta.
Stasser e Titus (1985) hanno studiato l’effetto delle informazioni comuni in condizioni 
di laboratorio con l’obiettivo di studiare il “paradigma del profilo nascosto”. Tale paradigma 
intende la manipolazione delle informazioni in modo tale da conoscere quali informazioni 
dispone ciascuno dei membri. Così, per studiare l’effetto delle conoscenze comuni Stasser e 
Titus (1985) hanno usato un semplice caso dove un gruppo di tre persone doveva scegliere tra 
due alternative A e B. Le informazioni riguardo alle alternative erano tali che per sette ragioni 
veniva preferita l’alternativa A e per quattro motivi era preferita l’alternativa B. Nella prima 
condizione, le informazioni riguardo alle due alternative A e B sono state distribuite in modo 
uguale tra i membri del gruppo. Così, nella condizione con informazioni condivise tutti 
preferivano A al posto di B. Nella seconda condizione, una parte dell’informazione riguardo 
A e B non era condivisa. Ma anche se gli argomenti pro A e pro B si riducono, ad esempio in 
tre ragioni per le quali preferire A e due pro B, l’alternativa A è quella che continua ad essere 
scelta. Nella terza condizione, tre delle ragioni che favoriscono la scelta dell’alternativa A non 
sono condivise, ma lo sono tutte quelle che supportano l’alternativa B. In questo caso, la 
preferenza per l’alternativa A diminuisce, ma si rafforza dopo la discussione di gruppo. Sia 
nella seconda che nella terza condizione il gruppo è influenzato dall’effetto della 
polarizzazione (Stasser e Titus, 1985). La quarta condizione è più estrema della terza, perché 
solo un motivo pro A è condiviso, mentre le altre ragioni non sono condivise. In questo caso 
viene preferita l’alternativa B con quattro motivi pro, distribuiti in modo uguale tra i membri.
Ma come può essere spiegato l’effetto delle conoscenze comuni? A tal riguardo, sono 
state proposte diverse spiegazioni. Così, Stasser (1992) riporta il campionamento 
probabilistico delle informazioni. Più persone hanno un’informazione, maggiore è la 
probabilità che tale informazione venga scambiata tra i membri del gruppo. Altri autori si 
riferiscono all’effetto conferma. Spesso, i membri del gruppo già prima di iniziare la 
discussione valutano le informazioni che possiedono e individuano l’alternativa che 
preferiscono. Di conseguenza, essi saranno influenzati di più dalle informazioni che 
confermerano la loro idea iniziale (Staw, 1997). Se alcuni membri basano le proprie idee sulle 
informazioni condivise, quelle uniche non saranno prese in considerazione (Gigone e Hastie, 
1993). Può succedere che i membri del gruppo mettano in dubbio le proprie capacità, in modo 
89
particolare se si tratta di una decisione nuova e molto importante. In questi casi, essi si 
impegnerano nel processo decisionale di gruppo solo se si scambiano informazioni condivise 
(Wittenbaum, Hubbell e Zuckerman, 1999). Un’ulteriore condizione che favorisce l’effetto 
delle conoscenze comuni riguarda il processo della comunicazione in gruppo. Di solito, le 
persone comunicano messaggi che convergono con le conoscenze dei destinatari. Questa cosa 
non è permessa dalle conoscenze uniche (Wittenbaum e Bowman, 2004). 
La questione che si pone consiste nel cosa fare per ridurre l’effetto delle informazioni 
comuni. Stasser e Stewart (1992) consigliano di verificare la fonte delle informazioni uniche e 
dare più tempo al gruppo per decidere. In questo modo, vengono stimolati i membri del 
gruppo di generare e prendere in analisi più alternative.
A volte succede che il processo decisionale di gruppo è percepito da alcuni manager 
come una minaccia per il prestigio ed il potere personale, mentre altri sono avversi alle 
decisioni di gruppo perché non hanno fiducia nelle altre persone. Non sempre un processo 
decisionale partecipativo è il modo migliore di prendere le decisioni. Esistono delle situazioni, 
per le quali è preferibile un processo decisionale individuale (Kume, 2002). Così, può 
succedere che il fattore tempo sia molto importante. Spesso non si ha del tempo a 
disposizione per formare il gruppo ed aspettare che si arrivi al consenso. Per di più, quando 
una decisione richiede conoscenze uniche, un processo decisionale di gruppo potrebbe 
risultare inefficace e costoso per l’azienda. D’altra parte, spesso succede che per arrivare alla 
scelta finale si devono mettere a disposizione dei membri del gruppo delle informazioni che 
sono confidenziali. In questo caso, sarebbe opportuno un processo decisionale centrato 
sull’individuo. Inoltre, se la responsabilità finale per la decisione presa sarà di un solo 
individuo, non ha senso formare un gruppo per prendere la decisione.
L’individuo come membro del gruppo è più propenso al rischio rispetto a quando decide 
da solo. Egli si sente più sicuro in caso di una decisione errata, perché la responsabilità non è 
individuale e nessuno può puntare il dito contro di lui (Wallach, Kogan e Bem 1964). La 
maggiore assunzione del rischio quando si è membri di un gruppo può derivare dal fatto che 
chi assume il ruolo del leader è propenso al rischio ed esercita così la sua influenza anche 
sugli altri. Inoltre, Kume (2010) sostiene che più l’individuo rischia, più è visto di buon 
occhio dagli altri, in modo particolare in caso di promozioni.
In conclusione, si può affermare che i processi decisionali di gruppo sono utili in caso di 
decisioni non periodiche, non di routine e caratterizzate da incertezza. Al contrario sarebbe 
preferibile un processo decisionale individuale.
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3.3 La tipologia delle decisioni
Le decisioni aziendali sono diverse. Nell’argomento precedente è stato discusso come 
non tutte le decisioni devono essere conseguite attraverso processi di gruppo. A tal riguardo, è 
stato ritenuto necessario riportare la classificazione e la distinzione delle decisioni aziendali 
riferendosi ad alcuni criteri. 
Richiamando Drucker (1954), le decisioni aziendali di distinguono in decisioni 
strategiche e decisioni tattiche. Le decisioni strategiche riguardano il futuro dell’azienda, sono 
decisioni importanti e non di routine. Inoltre, sono decisioni di lungo termine e caratterizzate 
da elevato livello di complessità ed incertezza (Thompson e Strickland, 2001). Tali decisioni 
sono prese dal top management. Spesso sono considerate decisioni uniche perché prese una 
sola volta, ma comunque sono decisioni rare con conseguenze su tutti i livelli gerarchici. 
Kume (2003) ritiene che le decisioni strategiche riguardano le attività chiavi dell’azienda, 
definendo i rapporti tra quest’ultima e l’ambiente. Invece le decisioni tattiche, che altro non 
sono che le decisioni strategiche dettagliate ulteriormente, sono di medio termine. Di 
conseguenza hanno un ruolo strumentale rispetto alle strategiche. Possono essere definite 
anche decisioni funzionali dato che sono decisioni prese dai manager tattici. Il rischio che 
accompagna tali decisioni è ridotto in confronto alle decisioni strategiche.
Anche la tipologia dei manager può aiutare a classificare le decisioni.
Figura 3.4: La  piramide manageriale
1. La frequenza
        (Fonte: Anthony, 1965, cit. in Llaci, 2006, p.78)
Così, riprendendo il concetto della piramide manageriale di Anthony (1965), alle 
categorie di decisioni sopra riportate può essere aggiunta una terza, le decisioni operative. Tali 
decisioni sono considerate semplici, di routine e di breve termine. Sono competenza dei 
manager operativi chiamati anche supervisori oppure manager della prima linea, ma siccome 







base della piramide (Jones e George, 2008). Se le decisioni tattiche sono strumenti per 
realizzare le decisioni strategiche, le decisioni operative sono strumenti per la realizzazione 
delle decisioni tattiche.
Le decisioni si possono distinguere anche in base alla loro frequenza. Simon (1960) 
distingue tra decisioni programmate e decisioni non programmate. Le decisioni programmate 
sono di routine e ricorrenti e vengono prese secondo una procedura specifica prestabilita 
(Jones e George, 2008). Sono decisioni strutturate, quindi definite chiaramente dato che il 
decisore conosce molto bene il problema/la situazione e le alternative da tenere in 
considerazione. Siccome la decisione non è nuova ma ripetitiva, il decisore conosce bene la 
procedura da seguire (Bateman e Snell, 2013). Tali decisioni sono prese dai manager operativi 
e manager tattici. Inoltre, sono decisioni di medio o breve termine, che non richiedono analisi 
profonde da parte del decisore e che spesso vengono delegate ai livelli gerarchici più bassi, 
perché in caso di errori il costo da affrontare è ridotto (Bateman e Snell, 2013). Per le 
decisioni programmate si può discutere anche se sono davvero decisioni. Il dubbio può 
derivare dal fatto che spesso tali decisioni sono prese senza rendersi conto che si sta 
prendendo una decisione, dato che sono decisioni ripetitive e quindi considerate parte normale 
del lavoro manageriale. Inoltre, il processo decisionale potrebbe non svolgersi come riportato 
nel Capitolo 2 e la procedura descritta può essere tale che elimina alcune fasi del processo 
razionale-normativo. 
Al contrario, le decisioni non programmate sono decisioni nuove e non strutturate per le 
quali non esiste una procedura prestabilita. Il problema non è chiaramente definito e si fatica a 
distinguere le possibili soluzioni (Bateman e Snell, 2013). Così, i manager devono concludere 
in condizioni di una comprensione incompleta della situazione e quindi la possibilità di 
prendere decisioni sbagliate e il livello di incertezza aumentano. Queste decisioni 
generalmente sono competenza dei top manager e manager tattici e non devono essere 
delegate. Dal momento che le decisioni sono nuove, spesso vengono prese in base 
all’intuizione e si corre il rischio che possano risultare decisioni soggettive (Jones e George, 
2008). Le decisioni da prendere in gruppo sono quelle non programmate, mentre le decisioni 
programmate essendo decisioni di routine che non richiedono diverse informazioni e 
conoscenze, devono essere concentrate a livello individuale.
Partendo dalle diverse teorie della decisione, per distinguere le decisioni si può fare 
riferimento anche al tipo del decisore. Riprendendo il modello classico della decisione, 
discusso nel Capitolo 2, il decisore razionale non prende in considerazione l’incertezza e 
l’ambiguità, perché l’ambiente non ha nessuna influenza sul processo decisionale. L’analisi 
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del problema/situazione si basa su informazioni complete e oggettive. Tale decisore prende le 
decisioni in base a motivazioni economiche e la scelta finale è quella ottima. In questo caso, si 
parla di decisione burocratica o deterministica, perché essa viene presa in base a delle norme e 
procedure prestabilite che sono valide in tutte le situazioni (Varvelli e Varvelli, 2001). Le 
norme e le procedure sono conseguenza del fatto che il problema da affrontare è ripetitivo. Il 
vantaggio della decisione burocratica è quello di essere più rapida, perché non richiede analisi 
particolari e per le sue caratteristiche viene presa a livello individuale. 
Richiamando Simon ed il concetto della razionalità limitata, il decisore spesso prende le 
decisioni in base all’intuito. Secondo Driver, Brousseau e Hunsaker (1990) tale decisione è 
chiamata decisione intuitiva o emozionale. Per le sue caratteristiche tale decisione è il 
contrario della decisione burocratica. Non esiste una serie storica, il problema è nuovo, mai 
affrontato in passato, quindi il rischio risulta molto elevato. Inoltre, non è possibile stabilire 
delle norme o procedure standard. Forse, per minimizzare i limiti della razionalità e ridurre il 
carattere soggettivo queste decisioni dovrebbero essere basate su processi decisionali di 
gruppo. Inoltre, gli autori sostengono che la razionalità limitata può portare anche alla presa 
della decisione probabilistica o statistica. L’informazione raccolta non è completa e in più la 
decisione presa non offre garanzie riguardo all’eliminazione del problema (Varvelli e 
Varvelli, 2001). Comunque, il rischio è minore se lo confrontiamo col rischio che 
accompagna la decisione intuitiva e che forse per ridurlo sarebbe opportuno un processo 
decisionale partecipativo. 
Alla fine, abbiamo il decisore creativo che si basa sull’uso dei metodi creativi e dà 
importanza all’intuizione. La decisione viene chiamata decisione aleatoria o creativa (Driver, 
Brousseau e Hunsaker, 1990). Non è una decisione ripetitiva e quindi anche in questo caso il 
rischio rimane alto. Ma siccome il gruppo stimola ulteriormente la creatività, questo tipo di 
decisore si troverebbe meglio in un processo decisionale di gruppo.
Con riferimento all’orizzonte temporale, le decisioni possono essere decisioni di lungo 
termine con un orizzonte temporale maggiore di 5 anni, decisioni di medio termine con un 
orizzonte temporale da 1 a 5 anni e decisioni di breve termine con un orizzonte temporale 
minore di 1 anno (Jones e George, 2008). Con l’aumento dell’orizzonte temporale, aumenta il 
rischio ed il grado dell’incertezza, favorendo i processi decisionali di gruppo.
Riprendendo la tipologia delle decisioni secondo Simon (1960) riportato  
precedentemente, Gorry e Scott Morton (1971) propongono un’altra distinzione tra decisioni 
strutturate, non strutturate e semi-strutturate. Con decisioni strutturate gli autori si riferiscono 
alle decisioni programmate e con decisioni non strutturate a quelle non programmate. Invece, 
93
le decisioni semi-strutturate hanno delle caratteristiche in comune sia con quelle programmate 
che non programmate. Così, per queste decisioni il decisore si può riferire ai dati che dispone, 
ma diventa necessario anche il giudizio e l’esperienza personale (Llaci, 2010). Il grado della 
strutturazione definisce la possibilità di formalizzare il processo decisionale. Le decisioni 
strategiche sono decisioni non strutturate, non formalizzabili e non si possono basare su 
modelli precostituiti. Anche le decisioni tattiche sono decisioni non strutturabili, ma in questo 
caso il grado della non strutturabilità è minore rispetto alle decisioni strategiche. Le decisioni 
operative sono decisioni strutturabili, prevedibili e di routine. Per queste decisioni esistono 
procedure prestabilite e la formalizzazione è alta. Più il grado di formalizzazione è alto, più le 
decisioni richiedono processi individuali dato che il rischio e la complessità diminuiscono a 
causa di procedure standard.
Anche il contesto all’interno del quale viene presa una decisione può variare 
sensibilmente. Le condizioni ambientali e la raccolta delle informazioni determinano 
l’efficacia del processo decisionale. Esistono tre condizioni in cui ci si può trovare a prendere 
una decisione (Schermerhorn, Hunt e Osborn, 1997). La prima comprende le decisioni in 
condizioni di certezza, per le quali si conoscono bene le opzioni e l’esito della decisione può 
essere previsto in modo accurato. In tali condizioni, il decisore dispone un’informazione 
completa ed è in grado di elencare tutte le possibili soluzioni. In condizioni di certezza la 
probabilità che un’alternativa porti alle conseguenze previste è uguale ad 1. La presa delle 
decisioni in condizioni di certezza è un fenomeno che non succede quasi mai, perchè le 
condizioni esterne raramente si possono prevedere in modo perfetto (Kume, 2010). La 
seconda condizione si riferisce alle decisioni accompagnate da rischio. In condizioni di 
rischio solo una parte dell’informazione è disponibile ed il decisore non può identificare tutte 
le alternative possibili e la probabilità che un’alternativa scelta portì alle conseguenze previste 
è un valore tra ]0;1[. In questo caso, per migliorare il processo decisionale e diminuire il 
rischio vengono usate delle tecniche matematiche e statistiche come l’analisi del rischio, 
l’albero delle decisioni etc (Llaci, 2010). La presa delle decisioni in condizioni di rischio si 
verifica spesso in pratica. D’altra parte, abbiamo le decisioni prese in condizioni di incertezza. 
È la condizione in cui non si dispongono informazioni sufficienti nemmeno per una 
previsione probabilistica dell’esito della decisione. Anche quel poco informazione che il 
decisore può avere non è totalmente affidabile e non si possono stimare le interazioni tra le 
diverse variabili (Kume, 2010). Oggi, l’incertezza è una condizione tipica per il decisore, il 
quale trova delle difficoltà importanti nell’identificare le alternative possibili e non è in grado 
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di calcolare le probabilità48. Tali decisioni, come anche quelle tattiche richiedono processi 
decisionali di gruppo, per minimizzare il rischio e l’incertezza. 
La tabella in seguito è un riassunto di quanto discusso sulla tipologia delle decisioni, 
con lo scopo di aiutare a comprendere meglio perché le decisioni che richiedono processi di 
gruppo sono quelle strategiche e tattiche.
Tabella 3.2:  La tipologia delle decisioni
DECISIONI STRATEGICHE DECISIONI TATTICHE DECISIONI OPERATIVE
• decisioni importantissime per 
l’azienda 
• uniche o molto rare
• prese dai top-manager 
• non strutturabili 
• di lungo termine
• prese in condizioni di incertezza
• importanti per realizzare le 
decisioni strategiche 
• periodiche
• prese dai manager tattici
• poco strutturabili 
• di medio termine
• prese in condizioni di rischio
• importanti per realizzare le 
decisioni tattiche 
• frequenza quotidiana 
• prese dai manager di prima linea
• strutturabili
• di breve termine 
• prese in condizioni di certezza
(Fonte: nostra elaborazione)
3.4 Tecniche decisionali di gruppo
Esistono diverse tecniche che un gruppo può adottare per arrivare alla decisione finale. 
Tali tecniche si svolgono con modalità differenti e comprendono processi decisionali diversi. 
Ognuna di esse è caratterizzata da pregi, ma anche da limiti. In queste condizioni diventa 
difficile definire quale tecnica è la migliore. A tal riguardo, bisogna considerare sia la 
composizione del gruppo ed il problema da analizzare, sia i fattori di contesto. Nel seguire di 
questo argomento sono riportate alcune delle tecniche di gruppo come Brainstorming, il 
Gruppo Nominale, Delphi, la Sinettica, l’Avvocato del Diavolo e il Metodo Dialettico, 
l’Analisi delle Forze e il Metodo del Cerchio. Oltre alla descrizione, si discute anche sulle 
condizioni che favoriscono l’uso di una tecnica piuttosto che di un’altra. 
3.4.1 Brainstorming
I processi decisionali di gruppo sono utili per le situazioni nuove e non di routine. In 
queste condizioni diventa importante l’uso di una tecnica che minimizza la conformità, 
favorendo così la creatività, come il Brainstorming (Osborn, 1963, Smart e Vertinsky, 1977). 
                                                            
48 Le varie condizioni che orientano a ritenere che oggi l’incertezza è una condizione normale sono discusse all’inizio di 
questo capitolo, nel primo argomento trattato. 
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Importante è che i membri del gruppo provengano da diversi livelli gerarchici e funzioni, in 
modo che i punti di vista e le analisi siano diverse. Inoltre, il problema/la situazione deve 
essere definito in modo chiaro e preciso. 
Una sessione di Brainstorming si svolge in base a regole specifiche (Jones e George, 
2008). Così, secondo la prima regola le critiche sono escluse. Durante la fase della 
generazione delle possibili soluzioni le critiche verso le opinioni espresse non sono ammesse, 
perché si pensa che possono impedire la creatività, dato che i membri del gruppo reagiscono 
alle critiche diversamente. Alcuni, dopo che le loro idee sono state criticate, possono 
assumere un atteggiamento completamente passivo e diminuire il proprio contributo nel 
processo decisionale. La seconda regola specifica che si deve richiedere quantità e non 
qualità. I membri devono identificare più soluzioni possibili senza prestare molta attenzione 
alla qualità. Ogni contributo è ben accettato. Si pensa che più idee si esprimono, maggiore 
sarà la probabilità che tra esse si trovi la soluzione migliore. Però, nella fase finale di una 
sessione di Brainstorming si richiede la discussione e la combinazione delle idee espresse. 
Spesso, quando si afferma che le critiche non sono ammesse si pensa che durante una sessione 
di Brainstorming le critiche non esistono affatto, quando invece non è cosi. Le critiche non 
sono ammesse finché i membri del gruppo non avranno espresso le loro opinioni. Dopodiché, 
inizia la discussione che ha come scopo la riclassificazione delle idee. Le soluzioni proposte 
vengono ordinate per evitare le ripetizioni. Così, alcune alternative sono eliminate, altre sono 
migliorate o combinate in una sola. In questa fase le critiche sono permesse, perché diventa 
necessaria una valutazione delle idee per individuare la soluzione più soddisfacente.
Richiamando Noorderhaven (1995), è preferibile usare Brainstorming quando il problema si 
può risolvere in base alle informazioni interne dell’azienda che potrebbero essere disperse tra 
diversi individui, in diversi livelli gerarchici o in diverse funzioni. In questo caso, per la 
sessione di Brainstorming si può formare un gruppo ad hoc, con lo scopo di mettere insieme 
informazioni che provengono da diversi fonti. Al contrario, in un gruppo già costruito 
l’informazione può non fluire liberamente a causa delle norme, delle quali è stato discusso al 
Capitolo 1, che sono importanti per la continuità del gruppo, ma che possono danneggiare la 
creatività. 
L’obiettivo della tecnica di Brainstorming è quello di eliminare i modelli costruiti di 
interazione all’interno del gruppo. È invece una tecnica poco preferita per problemi troppo 
complicati che richiedono analisi concentrate da parte di un gruppo con pochi membri 
(Gallupe e Cooper, 1993). Brainstorming può essere una tecnica molto utile per generare le 
alternative, ma non offre molto riguardo alla valutazione delle alternative e la scelta di un 
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corso d’azione. Il fenomeno del social loafing può essere uno dei limiti più importanti di 
questa tecnica (Taylor, Berry e Block, 1958). Mentre una parte del gruppo si scambia idee, 
l’altra può rimanere passiva, diminuendo il numero di potenziali idee da considerare. Inoltre, 
si corre anche il rischio di identificare alternative non buone se i membri del gruppo si 
sentono costretti a generare più idee (Bazerman, 1990). Per di più, i membri del gruppo per 
dare il loro contributo devono aspettare il turno. In queste condizioni, può succedere di 
dimenticare le idee, oppure i membri possono perdere l’interesse (Jones e George, 2008). 
Spesso il timore che le proprie idee vengano valutate e commentate negativamente può 
portare all’autocensura, danneggiando così la creatività (Gallupe e Cooper, 1993). 
Ultimamente, si sta usando anche il Brainstorming elettronico che permette ai membri 
del gruppo di proporre alternative usando l’email o qualche altro strumento elettronico per le 
discussioni online (Noorderhaven, 1995). Di conseguenza, i membri possono esprimere le 
loro idee preservando l’anonimato. A differenza del Brainstorming tradizionale, il 
Brainstorming elettronico può aiutare l’identificazione di idee uniche e più creative, perché i 
membri del gruppo non avranno paura di essere giudicati dagli altri per le alternative 
proposte.
3.4.2 Il gruppo nominale
Delbecq e Van de Ven (1971) svilupparono questa tecnica basandosi sui processi di 
comunicazione che facilitano l’interazione tra più persone e la presa delle decisioni. Il termine 
“nominale” si riferisce alle interazioni tra alcuni individui che hanno uno specifico obiettivo 
decisionale e si basa in un processo di comunicazione strutturato. Tale tecnica, al contrario di 
Brainstorming, è molto strutturata e risulta utile per arrivare al consenso in situazioni dove i 
membri del gruppo hanno opinioni molto diverse (Jones e George, 2008). Di solito, viene 
usata quando si vogliono stabilire le priorità per il futuro, piuttosto che quando si è difronte ad 
un problema (Kume, 2002). Noorderhaven (1995) sottolinea che:
“La tecnica del gruppo nominale si conclude con una procedura di votazione e 
può dare l’impressione di un processo decisionale completo, quando invece 
l’obiettivo principale e quello di generare alternative” (p.206)
Le soluzioni identificate dal gruppo nominale verrano sviluppate in seguito e non tutte 
le idee alla fine saranno scelte per l’implementazione (Moore, 1987). La tecnica del gruppo 
nominale può essere usata per problemi o situazioni uguali a quelli della tecnica di 
Brainstorming (Noorderhaven, 1995). Uno dei vantaggi importanti di questa tecnica è la 
velocità nella generazione delle idee. Per questo è preferibile da usare in situazioni dove il 
tempo è un elemento cruciale. Se i membri non sono molto capaci di comunicare 
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verbalmente, tale tecnica non è efficace. Comunque, come Delbecq e Van de Ven (1971) 
sostengono, è una tecnica ben accettata dai gruppi, perché permette a tutti di esprimersi e 
facilita l’identificazione di tante idee in poco tempo. Infatti, la tecnica del gruppo nominale 
genera più alternative di una discussione tradizionale di gruppo. Peraltro, i membri del gruppo 
devono scrivere le loro idee su un foglio, indipendentemente l’uno dall’altro. In questo modo 
è possibile evitare l’influenza che alcuni membri del gruppo possono avere sugli altri. 
3.4.3 Delphi
La tecnica Delphi deriva da una serie di studi intrapresi nella RAND Corporation da 
Dalkey e Helmer, chiamata inizialmente “interazione con feedback controllato”. Tale tecnica 
di gruppo è molto strutturata e contrariamente a Brainstorming e al Gruppo Nominale ha il 
vantaggio che i membri non devono incontrarsi (Dalkey e Helmer, 1963). Essi possono essere 
dispersi geograficamente e contribuire lo stesso al processo decisionale, perché tale tecnica si 
basa sull’uso di questionari (Jones e George, 2008). Nei suoi inizi, la tecnica è stata 
largamente usata per pronosticare gli sviluppi tecnologici (Dalkey, 1969). Linstone e Turoff 
(2002) affermano che:
“Delphi può essere definita come una tecnica per strutturare un processo di 
comunicazione di gruppo, così il processo diventa efficace nel permettere ad un 
gruppo di individui, nella sua totalità, di affrontare un problema complesso” 
(p.3)
I membri del gruppo devono essere scelti per le loro conoscenze specifiche e devono 
essere esperti del campo al quale il problema appartiene. Comunque, Helmer e Rescher 
(1959) sostengono che la scelta dei membri solo per le loro conoscenze riguardo al problema 
non è raccomandabile. Per di più, quando si sceglie di adottare tale tecnica si deve essere 
sicuri che gli esperti abbiano a disposizione il tempo sufficiente e che possiedono buone 
abilità nella comunicazione scritta. Quanto sopra riportato dimostra che la scelta degli esperti 
è una componente chiave. Anche la dimensione del gruppo è considerata un elemento chiave. 
Delbecq, Van de Ven e Gustafson (1975) suggeriscono che 10-15 membri sono sufficienti 
purché la tecnica Delphi sia efficace.
Uno dei vantaggi più importanti di Delphi consiste nell’anonimità dei membri 
riducendo così l’effetto della dominanza dell’individuo49, che spesso diventa una grande 
preoccupazione quando sono usati processi decisionali di gruppo (Dalkey, 1972). Per lo più, 
partendo dalla sua esperienza personale, Dalkey (1969) fa notare che tale tecnica porta ad una 
                                                            
49 Tale fenomeno è stato discusso precedentemente nel secondo argomento di questo capitolo come un disavantaggio del 
gruppo. 
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decisione finale che risulta più accettata e condivisa dal gruppo rispetto alla decisione che 
deriva da qualsiasi altra forma di consenso nelle interazioni più dirette. D’altra parte, Delphi 
riesce a ridurre le possibilità di manipolazione e le pressioni per la conformità (Helmer e 
Rescher, 1959). Dalkey (1969) afferma:
“Penso che tutte queste caratteristiche di Delphi sono desiderabili, specialmente 
se viene condotta in un contesto di formulazione di politiche dove 
l’accettazione del gruppo diventa un’importante considerazione” (p.17)
Purché la tecnica Delphi abbia successo è necessaria la formazione di un piccolo gruppo 
di monitoraggio con il compito di preparare i questionari e dare feedback agli esperti. È molto 
importante che il gruppo di monitoraggio conservi l’anonimato degli esperti, uno dei maggiori 
chiavi di successo della tecnica (Luthans, 1992). La tecnica Delphi si basa sull’interrogazione 
ripetuta degli esperti evitando il confronto diretto tra loro (Dalkey e Helmer, 1963):
“Le domande che riguardano uno specifico problema sono formulate per far 
emergere il modo di ragionare del partecipante riguardo alla questione 
primaria, i fattori che egli ritiene rilevanti per il problema, la sua valutazione 
riguardo a tali fattori, le informazioni e la tipologia dei dati che egli pensa lo 
possono aiutare ad arrivare ad una migliore stima dei fattori e con ciò in una 
risposta più convincente riguardo alla questione principale” (p.458)
Riprendendo il pensiero di Linstone e Turoff (2002), non è la natura specifica dell’area 
di applicazione che determina l’appropriatezza dell’uso di Delphi, ma le particolari 
circostanze legate al processo di comunicazione di gruppo. Nel decidere se adottare la tecnica 
Delphi oppure no si deve rispondere alle seguenti domande (p.6):
a. Chi sono gli esperti che devono comunicare riguardo al problema?
b. Quali meccanismi alternativi di comunicazione sono disponibili?
c. Cosa si aspetta di ottenere da tali meccanismi?
3.4.4 La tecnica Gordon (Sinettica)
La sinettica è una tecnica creativa di gruppo inventata da Gordon (1961). La definizione 
e l’analisi del problema/situazione sono basate sull’uso delle analogie e per questo si può 
chiamare “tecnica di unione di elementi diversi”, perché elementi diversi sono messi insieme 
e associati al problema. È una tecnica molto più complessa del Brainstorming per quanto 
riguarda la realizzazione, ma che mira a stimolare la creatività. Secondo l’autore, nel processo 
creativo l’irrazionalità supera la razionalità, e per questo la natura del gruppo è sostanziale. 
Così, la composizione del gruppo, i ruoli dei membri ed il funzionamento del gruppo 
richiedono un’attenzione particolare. La struttura del gruppo è quella a semicerchio nel quale 
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si inserisce l’esperto con la responsabilità di definire il problema e di valutare le alternative. È 
una tecnica utile nel stimolare l’identificazione di soluzioni, ma d’altra parte rappresenta 
anche dei limiti. A tal riguardo, Osborn (1986) afferma:
“La sinettica è utilizzabile prevalentemente nel campo tecnico e molto meno in 
quello organizzativo o sociale perché consiste nel far discutere in gruppo 
continue analogie, più facili ovviamente nei confronti di oggetti o di strumenti” 
(p.166)
La presenza dell’esperto origina una interferenza continua frenando l’espressione libera 
ed il processo decisionale risulta centralizzato e soggettivo, perché dipende dall’esperto o dal 
conduttore del gruppo (Llaci, 2006). È importante che l’esperto venga scelto con attenzione 
perché egli può eliminare alternative che possono essere veramente buone, solo perché non le 
capisce o non corrispondono al suo modo di percepire il problema. Al contrario di 
Brainstorming, le critiche presenti nel momento dell’espressione delle idee possono 
danneggiare la creatività. Per di più, è una tecnica che considera importanti le discussioni ed i 
dibattiti, sprecando così molto tempo ed energie (Nolan, 2003).
3.4.5 L’avvocato del diavolo e il metodo dialettico
La tecnica dell’avvocato del diavolo prende il nome da una pratica usata nella Chiesa 
Cattolica nel Cinquecento. L’avvocato del diavolo in quell’epoca era utilizzato per i processi 
di beatificazione e canonizzazione (Gianandrea, 2009). Quando al Collegio dei Cardinali 
veniva presentato un candidato alla santità, ad un individuo veniva assegnato il ruolo 
dell’avvocato del diavolo per scoprire eventuali elementi d’ostacolo verso la canonizzazione. 
Tale tecnica è stata adottata anche in ambito aziendale per migliorare le decisioni prese dal 
gruppo, in particolar modo quelle di natura strategica (Herbert e Estes, 1977). Così, uno dei 
membri del gruppo assume il ruolo del critico. Il suo compito è quello di contraddire le idee e 
le possibili alternative espresse dagli altri membri. L’oppositore esamina le alternative alla 
ricerca di elementi di inconsistenza, inaccuratezza e irrilevanza dando così al processo 
decisionale una natura non lineare (Wheelen e Hunger, 2012). Il più grande problema di 
questa tecnica è il possibile conflitto tra l’individuo oppositore e gli altri membri, perché egli 
può essere percepito come una persona negativa che cerca di ostacolare il processo 
decisionale (Wheelen e Hunger, 2012). 
L’obiettivo della tecnica è quello di identificare quanto più aspetti negativi per ciascuna 
delle alternative proposte (Llaci, 2010). Alla fine viene scelta l’alternativa che porta a minori 
conseguenze negative (Jones e George, 2008). La tecnica dell’avvocato dell’angelo è 
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esattamente il contrario dell’avvocato del diavolo e risulta utile per far accettare nuove idee, 
sopratutto quando si teme che non possano essere condivise (Gianandrea, 2009).  
Un’altra tecnica simile all’avvocato del diavolo è il metodo dialettico che risale 
all’antica Grecia, dove Platone e i suoi seguaci tentavano di sintetizzare le verità esplorando le 
posizioni opposte, chiamate tesi o antitesi (Gianandrea, 2009). Tale tecnica e stata ripresa e 
sviluppata per le decisioni aziendali in particolar modo per quelle di natura strategica da 
Mason e Mitroff (1981). Nel metodo dialettico all’interno del gruppo vengono formati due 
sottogruppi, che hanno come obiettivo quello di criticare le alternative proposte dall’altro 
gruppo. Lo svantaggio maggiore del metodo è la competizione che si crea e che può portare 
all’allontanamento dal problema, perché per ogni gruppo diventa più importante vincere che 
trovare la soluzione più adeguata (Wheelen e Hunger, 2012). 
Discutendo sull’efficacia di queste due tecniche Kreitner e Kinicki (2007) sostengono 
che esistono casi in cui le decisioni prese sono di pari qualità sia per gruppi che hanno usato la 
tecnica dell’avvocato del diavolo che per quelli che hanno fatto uso del metodo dialettico, 
come ci sono altre evidenze dove i gruppi che hanno usato l’avvocato del diavolo hanno 
prodotto soluzioni più efficaci. Quello che si può ammettere con sicurezza è che tutte due le 
tecniche, basandosi sul conflitto costruttivo, risultano utili nell’evitare il groupthinking e a 
ridurre l’uso dei bias cognitivi (Janis e Mann, 1977; Jones e George, 2008).
3.4.6 L’analisi delle forze
Richiamando Kume (2002), l’analisi delle forze è una tecnica che consiste nella 
discussione e valutazione delle diverse forze/fattori che influenzano la decisione ed è usata 
quando si deve decidere se intraprendere un cambiamento oppure no. Dopo che il conduttore 
del gruppo ha presentato il problema/la situazione, i membri sono invitati ad individuare le 
forze che devono essere prese in considerazione e che sono classificate in due categorie: forze 
positive e forze negative (Kume, 2002). Le forze positive sono quelle che favoriscono il 
cambiamento, mentre le forze negative lo impediscono. Conoscendo tali forze, i manager 
sono in grado di individuare strategie che evitano le forze negative. Per ciascuna delle forze 
vengono fatte delle domande come: quant’è importante tale forza; quale forza può mutare col 
tempo ad esempio trasformandosi da una forza positiva in una negativa o viceversa; che tipo 
d’informazione e quali abilità servono per cambiare tali forze? Dopodiché, si passa alla loro 
valutazione su una scala da 1 (forza debole) a 5 (forza importante). Se la somma dei punti per 
le forze positive è maggiore della somma dei punti per le forze negative, il cambiamento si 
deve intraprendere. Al contrario, il cambiamento non si deve fare. Se invece le somme dei 
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punti per le due categorie di forze sono le stesse, per prendere una decisione tale tecnica deve 
essere combinata con un’altra.
3.4.7 La tecnica del cerchio
Discutendo sulle decisioni di gruppo e sulle tecniche che si possono adottare, Llaci 
(2006) riporta la tecnica del cerchio considerandola importante per i problemi che si 
riferiscono alla qualità. I membri del gruppo si siedono a forma di cerchio, al centro del quale 
viene inserito un esperto. Essi non possono comunicare tra loro, ma possono indirizzare delle
domande all’esperto (Llaci, 2010). Una volta finite le domande per il primo esperto si inizia 
con le domande per il secondo esperto e così via. Gli esperti invitati a partecipare possono 
essere diversi. Più il problema/la situazione è complessa, più esperti devono partecipare. 
Comunque, gli esperti non partecipano alla discussione del gruppo per arrivare alla decisione 
finale e finite le domande si allontanano. L’obiettivo di questa tecnica è quello di chiarire tutti 
i dubbi che i membri del gruppo possono avere riguardo al problema, attraverso le domande 
fatte agli esperti (Llaci, 2010). Così, una volta che il problema è ben definito, sono stati 
chiariti i dubbi ad esso legati e si è raccolta una maggiore quantità d’informazione, si pensa 
che le alternative individuate saranno più buone.
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4. 
EURISTICHE, BIAS COGNITIVI ED IL 
PROCESSO DECISIONALE DI GRUPPO
Essendo soggetto alla razionalità limitata, il decisore spesso tende ad usare le euristiche. 
Richiamando Tversky e Kahneman (1974), le euristiche comprendono una serie di norme e 
regole che rendono più semplice la presa delle decisioni. Spesso risultano utili, perché aiutano 
il decisore a comprendere le informazioni complesse e poco chiare. Comunque, l’uso delle 
euristiche può portare anche ad errori decisionali sistematici che vengono ripetuti 
inconsciamente, chiamati bias cognitivi. Questi scaturiscono dalla tendenza del decisore a 
dare giudizi sbagliati a causa dei processi cognitivi. 
“Un processo cognitivo è un ragionamento, un’attribuzione di significato, come 
l’interpretazione di una parola o di un concetto complesso, o l’applicazione di 
uno schema logico” (Mariani, 2009, p.11)
L’uso delle euristiche riduce l’impegno cognitivo e consente risposte rapide e di solito 
efficaci (Nisbett e Ross, 1980). La questione che si pone è se l’essere membro di un gruppo 
può accentuare oppure no l’uso e l’effetto delle euristiche e dei bias cognitivi. La risposta a 
questa domanda è proprio l’obiettivo di quello che viene riportato nel seguire, dato che tale 
risposta diventa importante nelle condizioni dell’orientamento delle imprese verso i processi 
decisionali di gruppo, come è stato discusso precendentemente al Capitolo 3. Comunque, gli 
studi spesso offrono risultati contraddittori. Tra le principali euristiche e bias cognitivi che 
possono influenzare le decisioni di gruppo (non solo) e che sono discusse ed analizzate a 
seguire sono l’overconfidence, l’effetto conferma, il framing, l’intensificazione dell’impegno, 
la disponibilità, l’illusione di controllo e l’ancoraggio.
4.1 L’overconfidence
La fiducia nelle proprie capacità è necessaria per conseguire i risultati desiderati e può 
inspirare rispetto e fiducia negli altri, ma l’overconfidence può diventare una barriera per il 
processo decisionale (Bazerman e Moore, 2009). Il bias dell’overconfidence si può verificare 
anche all’interno di un gruppo, quando ci sono membri troppo sicuri di sé che sopravvalutano 
le proprie abilità e capacità riguardo al problema per il quale si deve decidere. La sicurezza 
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dimostrata da essi può orientare gli altri membri del gruppo verso l’accettazione del loro 
punto di vista ed a condividere la stessa soluzione. Tutto questo deriva dal fatto che una 
persona overconfident si presenta come un esperto e influenza i giudizi degli altri. Ad 
esempio, l’arroganza può essere un segnale di overconfidence, ma spesso questo bias può 
derivare dalla polarizzazione del gruppo, quando gli altri membri accettano l’opinione dei 
membri più estremisti (Bazerman e Moore, 2009). D’altra parte, le decisioni prese sotto 
l’effetto dell’overconfidence possono avere un maggiore grado di rischio, proprio a causa 
dell’elevata competenza dimostrata. Gli studi psicologici hanno evidenziato che l’essere 
umano è caratterizzato dall’overconfidence (Della Vigna, 2009):
“L’individuo tende a sopravvalutare la sua performanza riguardo attività che 
richiedono delle capacità e la precisione dell’informazione che si dispone” 
(p.341)
L’overconfidence si può manifestare in tre forme (Moore e Healy, 2007). Si parla di 
overestimation quando l’individuo sopravvaluta le sue abilità, la performanza ed il livello di 
controllo. Quando l’individuo valuta le sue abilità e la sua performanza come migliori rispetto 
agli altri, si tratta di overplacement. Invece, si tratta di overprecision quando l’individuo 
sopravvaluta la sua accuratezza nel fare delle valutazioni. 
Spesso, l’overconfidence è percepita come sinonimo dell’eccessivo ottimismo. Secondo 
Gervais e Odean (2001), un membro del gruppo è ottimista se ritiene che i risultati di 
un’alternativa saranno migliori di quelli che in realtà sono. Ma più che ottimismo, 
l’overconfidence è la sopravvalutazione delle proprie convinzioni. Il membro del gruppo può 
essere sicuro che gli esiti dell’alternativa non saranno buoni ed in questo caso egli è 
overconfident, ma non ottimista. L’overconfidence e l’eccessivo ottimismo non sono la stessa 
cosa, ma bisogna sottolineare che l’eccessivo ottimismo è una delle condizioni che porta 
all’overconfidence (Gervais e Odean, 2001).
La domanda che sorge è se tale distorsione cognitiva si riferisce al processo decisionale 
individuale oppure può manifestarsi anche nel processo decisionale di gruppo? A tale 
domanda non si può rispondere in maniera definitiva. Sembra che l’overconfidence è 
caratteristica per l’individuo. Comunque, si può verificare anche nei processi decisionali di 
gruppo. Questo può succedere quando il gruppo per prendere una decisione si basa solo sulle 
informazioni che dispone e non si impegna a raccogliere altre informazioni che provengono 
dall’esterno, oppure quando si cercano informazioni fuori dal gruppo in modo da confermare 
il punto di vista iniziale del gruppo. Quindi, l’overconfidence in gruppo può essere 
conseguenza del bias delle informazioni condivise (Schulz-Hardt, Frey, Lüthgense Moscovici, 
2000), oppure dell’effetto conferma (Stasser, 1992; Soll e Klayman, 2004). Inoltre, tale 
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distorsione può manifestarsi anche quando il gruppo è composto da membri che hanno 
collaborato precedentemente ed hanno avuto più successi che fallimenti nella presa delle 
decisioni. In questo contesto, un ruolo importante assume l’esperienza. Più i membri hanno 
esperienza, più essi saranno affetti dall’overconfidence. Comunque, a quanto sopra riportato 
si può obiettare, perché dato che in gruppo ci sono più punti di vista e maggiori critiche e 
controargomenti può essere considerato uno strumento utile per evitare l’overconfidence.
4.2 L’effetto conferma
Molto spesso durante la fase della raccolta delle informazioni si dà valore 
all’informazione che supporta l’alternativa preferita e si ignora l’informazione che la contrasta 
o mette in dubbio la sua efficacia (Frey, 1986). Spesso i membri prima della discussione in 
gruppo, in base alle informazioni che dispongono a livello individuale, tendono a formulare 
delle opinioni riguardo al problema per il quale si deve decidere. Durante e anche dopo la 
discussione essi rimangono fedeli alle informazioni che disponevano precedentemente e 
sottovalutano le informazioni nuove alle quali si espongono. In queste condizioni, essi 
diventano soggetti all’effetto conferma o alla distorsione cognitiva dell’ipotesi preliminare. 
Tale effetto può diminuire la qualità delle decisioni prese e quindi diventa importante 
investigare i fattori ed i processi psicologici che la rendono possibile, sia nella fase della 
raccolta che dell’elaborazione dell’informazione (Fischer, Greitemeyer e Frey, 2008). 
L’effetto conferma potrebbe essere studiato anche nel contesto della teoria della 
dissonanza cognitiva di Festinger (1957), dato che tale teoria sottolinea che il decisore cerca 
sempre di essere coerente con sé stesso. L’incoerenza porta il decisore ad impegnarsi per 
trovare delle spiegazioni per le proprie incoerenze, perché essa crea un disagio psicologico 
(Amerio, Bosotti, Amione, 1978; Larrick e Boles, 1995). Per gli studiosi della dissonanza 
cognitiva, essa sorge quando le idee e le opinioni del decisore sono molto diverse tra loro o da 
quelle degli altri.  
La questione che si pone consiste nel cosa fare per ridurre la dissonanza. La dissonanza 
può essere ridotta cercando informazioni che aumentano la preferenza per l’alternativa scelta.
Ma bisogna tenere presente che la dissonanza può nascere anche quando si è obbligati a fare 
una scelta che non converge con le opinioni personali. D’altra parte, l’ansia può essere 
sconfitta se si rende consapevoli di aver sbagliato, anche se spesso per la natura umana risulta 
difficile che si ammetti di aver sbagliato (Jonas, Schulz-Hardt, Frey e Thelen, 2001). 
Schulz-Hardt, Frey, Lüthgens e Moscovici (2000) hanno concluso che l’effetto 
conferma non sorge solo nel momento postdecisionale, ma può verificarsi anche nella fase 
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della scelta, quando il decisore ha una forte preferenza per l’alternativa. Questo converge con 
i risultati di altre ricerche secondo le quali una valutazione distorta delle alternative e 
dell’informazione si può verificare anche prima che una decisione venga presa (Russo, 
Medvec e Meloy, 1996; Boiney, Kennedy e Nye, 1997). 
Riguardo all’effetto conferma nei processi decisionali di gruppo, alcuni autori si 
focalizzano sulle conseguenze negative di questa distorsione cognitiva (Janis, 1982; Nemeth e 
Rogers, 1996). Nel processo decisionale di gruppo l’effetto conferma si verifica di più che nei 
processi decisionali individuali (Frey, 1986). È stato investigato come l’anticipazione di una 
discussione di gruppo, dove i partecipanti si aspettano di fare parte di una minoranza o 
maggioranza, influenza la raccolta dell’informazione. Si è giunti alla conclusione che c’è una 
tendenza di non prendere in considerazione l’informazione conflittuale con l’alternativa 
preferita quando il membro del gruppo si aspetta di essere l’unico membro in minoranza 
durante la discussione (Levine e Russo, 1995). Altri studi hanno evidenziato che più i membri 
del gruppo sono accettati dagli altri, più loro fanno riferimento soltanto all’informazione che 
supporta la loro alternativa preferita (Zdaniuk e Levine, 1996). 
Larson, Christensen, Franz e Abbott (1998) riferendosi alla raccolta ed elaborazione
delle informazioni hanno dimostrato che i gruppi durante la fase di discussione fanno 
riferimento alle informazioni che i membri possedevano prima della discussione, e quindi 
falliscono nel raccogliere o elaborare l’informazione alla quale solo uno o pochi membri del 
gruppo hanno accesso. L’effetto conferma in gruppo può essere enfatizzato anche dal 
groupthinking (Janis, 1982). Questo però non è stato mai evidenziato con esperimenti o casi 
di studio (Esser, 1998). Un’altra condizione che favorisce l’effetto conferma può essere anche 
la polarizzazione. Vinokur e Burnstein (1978) hanno evidenziato che le attitudini e le opinioni 
individuali tendono a polarizzarsi nei gruppi omogenei, mentre la depolarizzazione si verifica 
nei gruppi eterogenei. L’effetto conferma è più forte nei gruppi dove i membri hanno una 
preferenza individuale per la stessa alternativa. Maggiore è la diversità delle preferenze 
individuali dei membri del gruppo, minore è la dipendenza dall’informazione condivisa 
(Brodbeck, Kerschreiter, Mojzisch, Frey e Schulz-Hardt, 2002). Come Mariani (2009) 
sostiene, altre condizioni che favoriscono l’effetto conferma possono essere i costi elevati ed i 
tempi ristretti che accompagnano il processo decisionale di gruppo. Altri autori la pensano 
diversamente. I gruppi possono ridurre l’effetto conferma perché possono mettere insieme più
conoscenze, possono raccogliere maggiori informazioni e i membri del gruppo possono 




Tversky e Kahneman (1981) con la Teoria del Prospetto hanno evidenziato per primi
l’effetto framing. Come discusso nel Capitolo 2, secondo questa teoria le decisioni sono 
influenzate dal modo in cui le situazioni sono strutturate. Di conseguenza, le decisioni per la 
stessa situazione, ma che è incorniciata o contestualizzata diversamente possono non essere le 
stesse. L’effetto framing spesso definisce anche l’atteggiamento del decisore verso il rischio. 
Se la situazione o il problema sono posti in modo tale che si accentuano i possibili esiti 
positivi, i membri sono avversi al rischio e tendono a scegliere l’alternativa più sicura. Se 
invece il problema o la situazione è formulata in un contesto che si accentuano le perdite 
possibili, i membri tendono ad essere propensi al rischio. 
Tversky e Kahneman (1981) con “il problema della malattia asiatica” cercano di 
illustrare come diverse formulazioni dello stesso problema portano a decisioni diverse. Gli 
Stati Uniti si preparano ad affrontare una nuova malattia contagiosa proveniente dall’Asia, 
dove rischiano la vita 600 persone. Per comprendere l’effetto framing  sono stati formati due 
gruppi ad ognuno dei quali vennero presentati due programmi alternativi. Al primo gruppo
sono state proposte le alternative a seguire:
- Programma A: 200 persone si salvano;
- Programma B: 1/3 di probabilità di salvare tutti, 2/3 di probabilità di non salvare 
nessuno.
I programmi alternativi per il secondo gruppo erano invece i seguenti:
- Programma C: 400 persone muoiono;
- Programma D: 1/3 di probabilità che nessuno muoia, 2/3 di probabilità che muoiano 
tutti.
 evidente che i programmi A e B sono equivalenti rispettivamente ai programmi C e 
D, però le risposte sono state molto diverse. La maggioranza nel primo gruppo ha scelto il 
programma A, mentre la maggioranza nel secondo gruppo ha scelto il programma D. Questo 
esperimento evidenzia come le stesse soluzioni, ma presentate in modi differenti hanno un 
diverso impatto sul processo decisionale. Così, anche se in condizioni di opzioni equivalenti, 
quando le alternative sono formulate in termini positivi o di vincite si sceglie l’opzione certa, 
invece quando gli esiti sono formulati in termini di perdite si preferisce di rischiare 
(Bazerman e Moore, 2009).
Gli studi empirici hanno evidenziato che i meccanismi psicologici del framing 
dipendono da diversi variabili sociali e cognitivi. Un ruolo importante può assumere 
l’informazione che il decisore dispone (Levin, Scheider e Gaeth, 1998) o la giustificazione 
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richiesta di una scelta (Miller e Fagley, 1991). L’effetto framing si può manifestare in tre 
forme (Schneider, Levin e Gaeth, 1995). Così, si può verificare il framing della scelta del 
rischio che influisce sull’atteggiamento del decisore verso il rischio, oppure il framing degli 
attributi che influenza la codificazione delle caratteristiche dell’oggetto o dell’evento. Inoltre, 
c’è anche il framing delle azioni che influisce sulla persuasività della comunicazione.
Riguardo ai processi decisionali di gruppo i risultati degli studi sono contraddittori. 
Neale, Bazerman, Northcraft e Alperson (1986) hanno studiato l’influenza del framing nelle 
scelte rischiose individuali e di gruppo. I loro studi hanno confermato l’effetto framing nelle 
decisioni individuali, ma hanno trovato un effetto framing ridotto nelle decisioni di gruppo. 
Milch, Weber, Appelt, Handgraaf e Krantz (2009) hanno trovato l’effetto framing nelle 
decisioni individuali, ma non lo hanno trovato nelle decisioni di gruppo. Paese, Bieser e 
Tubbs (1993) hanno cercato di studiare la stessa cosa, ma con esiti differenti. L’effeto framing 
era presente nelle decisioni individuali, però aumentava nelle decisioni dei gruppi omogenei. 
Più recentemente, Yaniv (2011) ha concluso che nei gruppi omogenei l’effetto framing viene 
amplificato, mentre nei gruppi eterogenei si riduce a zero. 
4.4 L’intensificazione dell’impegno
Il concetto dell’intensificazione dell’impegno si riferisce alla tendenza di insistere in 
decisioni inefficaci, anche quando è improbabile che gli esiti negativi possono trasformarsi in 
positivi. È un bias cognitivo largamente studiato da Staw (1981), il quale in una ricerca 
condotta sulle aziende americane è giunto alla conclusione che per la maggior parte di esse è
stato possibile chiudere le divisioni che da anni operavano in perdita solo dopo che i manager 
responsabili dell’investimento hanno lasciato le società. 
Le condizioni che favoriscono l’intensificazione dell’impegno possono essere diverse 
(Bazerman e Moore, 2009). Spesso, le condizioni favorevoli possono derivare dall’effetto 
framing. Come prima discusso, se i problemi sono incorniciati in modo positivo il decisore è 
avverso al rischio, ma se sono incorniciati in modo negativo, egli diventa propenso al rischio 
e ricade nella trappola dell’intensificazione. Un’altra causa potrebbe essere l’effetto conferma. 
Così, non prendendo in considerazione le informazioni sugli esiti negativi si continua 
nell’intensificazione. Può essere una causa anche il bias dell’illusione di controllo, 
specialmente riguardo ai progetti di lungo termine spingendo i decisori a continuare fino alla 
fine, interpretando gli imprevisti come momentanei e controllabili.
L’intensificazione dell’impegno può essere conseguenza anche dell’avversione alle 
perdite e dell’effetto delle aspettative (Mariani, 2009). Kahneman e Tversky (1979) hanno 
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dimostrato che si può dare un peso maggiore ad una perdita rispetto ad un guadagno in un 
rapporto 2,5 a 1. Per compensare 1,000 euro di perdita si devono guadagnare 2,500 euro. 
Secondo l’effetto delle aspettative, il decisore valuta i risultati della propria decisione facendo 
riferimento alle aspettative e non alla situazione iniziale (Mariani, 2009). Se si aspetta di 
guadagnare 10,000 euro e si guadagnano solo 7,000 euro, il decisore percepisce una perdita di 
3,000 euro piuttosto che un guadagno di 7,000 euro, e secondo il bias dell’avversione alle 
perdite, per compensare tale perdita si devono guadagnare 7,500 euro. 
Alcune ricerche, per spiegare l’intensificazione dell’impegno, si rivolgono alle cause
individuali. Riprendendo la teoria dell’autogiustificazione di White (1993), quando le persone 
responsabili di un progetto si identificano con esso, continuano a persistere con il progetto 
dimostrando fiducia nelle loro capacità decisionali, tenendo presente solo le informazioni 
positive e cercando di giustificare le decisioni prese. Inoltre, si resta fedeli alla decisione 
iniziale anche per trasmettere una buona immagine di sé. A tal riguardo, Mariani (2009) 
afferma:
“Appare chiaro che tornare sulle proprie decisioni è un’ammissione di 
fallimento, comportamento difficile da affrontare in un’organizzazione, in cui 
si tende a salvare la faccia agli occhi degli altri e, soprattutto, di sé stessi, per 
cui risulta di gran lunga più dannosa una perdità d’identità di una perdità di 
denaro” (Mariani, p.20)
        White (1993) ha studiato l’intensificazione anche a livello di gruppo. Ad alcuni 
individui sono stati presentati due progetti, uno con costo sommerso, l’altro no. Solo il 29% 
dei decisori che hanno ricevuto la descrizione senza costi sommersi raccomandano il 
perseguimento del progetto. Quando la descrizione include i costi sommersi, il 69% dei 
decisori lo preferisce come progetto. Ma cosa succede a livello di gruppo? Solo il 26% dei 
gruppi raccomanda il progetto senza costi sommersi, mentre l’86% raccomanda il progetto 
con costi sommersi. Così, l’autore sostiene che l’intensificazione dell’impegno risulta 
maggiore quando la decisione è presa a livello di gruppo rispetto al livello individuale.
Si può pensare che nei processi decisionali di gruppo, l’intensificazione dell’impegno si 
può evitare, perché prima o poi qualche membro del gruppo comprenderà che la decisione 
non è efficace. Così, le evidenze empiriche di Bazerman, Giuliano e Appelman (1984) hanno 
dimostrato che i gruppi ricadono meno nell’intensificazione dell’impegno, ma se succede tale 
bias è più accentuato che a livello individuale. 
“I gruppi esibiranno l’intensificazione dell’impegno nello stesso modo degli 
individui, nella misura in cui il gruppo come un’unità sperimenta la 
dissonanza” (Bazerman, Giuliano e Appelman, 1984, p.143)
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Ma d’altra parte, non si deve dimenticare che il gruppo può essere soggetto del 
fenomeno del groupthinking. In questo caso, i membri del gruppo continueranno a supportare 
la decisione iniziale, accentuando l’intensificazione dell’impegno. 
4.5 La disponibilità
Molte volte succede che i membri del gruppo cerchino un qualsiasi legame tra il 
problema/situazione attuale ed i problemi/situazioni affrontati in passato. Una volta trovato
questo legame, il gruppo tende a prendere una decisione simile alla decisione presa in passato. 
L’euristica della disponibilità si verifica quando si cerca di dare dei giudizi riguardo un 
problema in base alla presenza o meno del problema nella memoria del decisore (Tversky e 
Kahneman, 1973). Le decisioni passate che sono state cariche di emozioni e più specifiche 
saranno più disponibili in confronto alle decisioni prive di emozioni o che si ricordano 
vagamente (Bazerman e Moore, 2009).
Tale euristica è stata illustrata con un esperimento di Tverksy e Kahneman (1973) sulle 
cause della morte. L’individuo doveva valutare se era maggiore il numero di morti per 
omicidio o per suicidio. La maggior parte delle risposte riguardava l’omicidio, perché esso è 
più presente nella mente dell’individuo, grazie al maggior peso che ha nei media (Mariani, 
2009). Inoltre, gli eventi negativi si ricordano più facilmente (Rozin e Royzman, 2001; 
Baumeister, Bratslavsky, Finkenauer e Vohs, 2001). Un altro esperimento interessante 
condotto da Tversky e Kahneman (1973) consisteva nel chiedere alle persone se nella lingua 
inglese sono più frequenti le parole che iniziano con la lettera “k”, oppure le parole che hanno 
la lettera “k” in terza posizione. La maggioranza degli intervistati ha risposto che sono più 
frequenti le parole che iniziano per “k”, quando in realtà non è così. Le loro risposte 
dipendevano dal fatto che è molto più facile recuperare dalla memoria parole che iniziano per 
“k” piuttosto che parole che hanno la lettera “k” in terza posizione.
L’uso di tale euristica può facilitare il processo decisionale in situazioni poco certe o
quando si necessita di una valutazione probabilistica. 
“L’euristica della disponibilità può essere una strategia decisionale utile, dato 
che le nostre menti in generale richiamano gli eventi frequenti più facilmente 
degli eventi rari” (Bazerman e Moore, 2009, p. 7)
         Non sempre però l’uso dell’euristica della disponibilità porta a decisioni efficaci. Può 
essere che un evento passato si ricordi con facilità, ma che le informazioni ad esso legate non 
sono poi così rilevanti per la decisione attuale. La presenza di una situazione nella memoria
porta il decisore a considerare situazioni diverse come simili e quindi si tende a decidere nello 
stesso modo. Un’altra spiegazione potrebbe essere trovata nel fenomeno della correlazione 
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illusoria di Chapman e Chapman (1969). Può succedere che diversi eventi abbiano luogo 
nello stesso momento, ma questo non significa che sono correlati. Quindi, si devono 
considerare tutte le caratteristiche degli eventi e non solo quelle che portano a pensare che gli 
eventi sono simili. Può essere che due o più problemi sono simili, ma possono essersi 
modificati i fattori di contesto. 
Riguardo alla presenza di questa euristica nei processi decisionali di gruppo, bisogna 
considerare il livello di esperienza dei membri. Maggiore è l’esperienza dei membri del 
gruppo nella presa delle decisioni, maggiore sarà la tendenza di orientarsi verso l’uso della 
distorsione cognitiva della disponibilità ed a fare riferimento alle decisioni prese in passato.
4.6 L’illusione di controllo
Questa distorsione cognitiva deriva dalla tendenza degli individui o gruppi di credere di 
controllare un problema o situazione (Langer, 1975). Spesso si è convinti che le conseguenze 
negative di molti problemi si possano controllare grazie alle proprie capacità. Si tratta 
certamente di overconfidence, dato che i fattori che influenzano il processo decisionale sono 
diversi ed il decisore è un essere umano non in grado di controllare tutto50. Sotto l’influenza 
di tale bias, i manager anche quando sono a conoscenza dell’esistenza di un problema, non si 
preoccupano e non fanno niente, sopravvalutando le proprie capacità nel controllare il 
problema (Jones e George, 20028). Tutto si giustifica con la convinzione che ogni cosa è sotto 
controllo, non c’è bisogno di fare niente, perché il problema non può degenerare e così come 
è nato, si risolverà da solo.
L’illusione di controllo può derivare dal bias della positività. Secondo la positività, il 
decisore tende a vedere sé stesso, quello che lo circonda ed il futuro in maniera ottimistica 
(Bazerman e Moore, 2009). Comunque, l’illusione di controllo può essere conseguenza anche 
dell’overconfidence oppure viceversa (Moore e Healey, 2007). Quindi, può influenzare sia il 
processo decisionale individuale che quello di gruppo. Malmendier e Tate (2005) hanno
trovato che i CEO ed in generale il top management sono overconfident. A questo proposito si 
può pensare che i top manager hanno la tendenza di sopravvalutare le proprie capacità di 
controllo e a causa dei limiti temporali ed il volume di lavoro non svolgono analisi 
approfondite. Stando a questo, si può ritenere che l’illusione di controllo si manifesta di più 
nelle decisioni strategiche. D’altra parte, forse nei processi decisionali di gruppo tale 
distorsione viene accentuata di più rispetto ai processi decisionali individuali, a causa della 
distribuzione della responsabilità  tra i membri. 
                                                            
50 A questo riguardo si può fare riferimento al concetto della razionalità limitata di Simon discusso al Capitolo 2.
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4.7 L’ancoraggio
Questa distorsione cognitiva si verifica in condizioni d’incertezza e di ambiguità, in 
modo da aiutare a dare dei giudizi in base e dei punti di riferimento, i quali servono come 
ancora. Spesso, quando si devono fare delle valutazioni numeriche si tende ad ancorarsi a 
qualche valore per poi aggiustare le valutazioni (Mariani, 2009). Questo avviene perché nel 
momento in cui è richiesta una risposta numerica esatta su un problema che non si conosce 
alla perfezione si è tentati di usare una qualunque cifra come punto di partenza della propria 
valutazione. L’euristica dell’ancoraggio può derivare dall’effetto conferma. Così, i decisori si 
impegnano a cercare delle conferme per le loro ipotesi iniziali. Può essere utile perché, come 
le altre euristiche, rende più facile il processo decisionale, ma può portare anche a gravi errori 
decisionali, specialmente in campi come quello finanziario. Le decisioni finanziarie sono 
prese in base a valutazioni numeriche.
Per comprendere le conseguenze di tale euristica, Tversky e Kahneman (1974) hanno 
chiesto ad un campione di soggetti intervistati di stimare la percentuale di paesi africani 
appartenenti alle Nazioni Unite, domandando se il numero fosse inferiore o superiore ad un 
valore totalmente arbitrario tra 1 e 100 che veniva generato da una ruota graduata. I risultati 
furono sorprendenti. Quando sulla ruota usciva il numero 10, i soggetti intervistati 
rispondevano 25 dei paesi africani, mentre quando sulla ruota è uscito il numero 65 hanno 
risposto 45 dei paesi africani. Questi risultati hanno portato alla conclusione che il numero 
uscito sulla ruota aveva influenzato le stime effettuate, poiché le ancorava. Epley e Gilovich 
(2006) riportano due tipologie di ancoraggio. Negli esperimenti come quello relativo alle 
nazioni africane rappresentate nelle Nazioni Unite, le persone ritengono che l’ancora sia la 
risposta giusta e diventano soggetti dell’effetto conferma. Così, si impegnano a trovare 
informazioni che confermano l’ancora piuttosto che informazioni che la negano. Quando 
invece non viene data loro nessun’ancora, allora le persone lo generano da soli. 
Riguardo ai processi decisionali di gruppo si possono trarre alcune conclusioni. Come 
sopra riportato, l’ancoraggio scaturisce dall’effetto conferma (Epley e Gilovich, 2006). Se è 
vero che i gruppi sono più influenzati da questa distorsione, allora dovrebbero essere affetti di 
più anche dall’ancoraggio. Le evidenze empiriche di Meub e Proeger (2014) offrono risultati 
interessanti. Gli autori si sono concentrati in tre domini differenti: la conoscenza dei fatti, la 
valutazione delle probabilità e la valutazione dei prezzi. È stato trovato che i gruppi sono in 
grado di ridurre, ma non eliminare, l’ancoraggio nelle decisione che richiedono una maggiore 
conoscenza dei fatti. Non sono state trovate differenze tra individui e gruppi nei domini 
restanti. 
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4.8 Il processo di debiasing
A questo punto, la domanda che sorge consiste nel come può il gruppo evitare gli effetti 
negativi dei bias cognitivi e delle euristiche e migliorare la qualità delle decisioni.
Per prima cosa, i membri del gruppo devono essere consapevoli dell’esistenza dei bias e 
delle euristiche e devono conoscere gli effetti che si hanno sul processo decisionale (Mariani, 
2009). Alcuni membri possono avere difficoltà e quindi è consigliabile il supporto di altri 
membri. D’altra parte, si deve essere in grado di riflettere e di analizzare il modello 
decisionale utilizzato. Un modo utile sarebbe quello di riflettere ancora una volta su due 
decisioni recenti: una decisione buona e una decisione sbagliata (Jones e George, 2008). 
Inoltre, i membri del gruppo devono avere una buona formazione che aiuti il ragionamento 
probabilistico e faccia comprendere la fallacia del ragionamento euristico. Potrebbe essere 
utile anche che i membri del gruppo stabiliscano il tempo necessario da dedicare alle diverse
fasi del processo decisionale, considerando come molto importante la fase della raccolta delle 
informazioni per identificare i pro e i contro per ogni alternativa (Jones e George, 2008). 
L’obiettivo è quello di spendere il tempo necessario in ognuna delle fasi. Sarebbe opportuno 
rivedere anche i criteri utilizzati per valutare le alternative. Siccome dalla presa delle decisioni 
fino ai primi esiti trascorrono intervalli temporali spesso lunghi, diventa fondamentale la 
presenza di feedback per correggere errori e bias cognitivi. 
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5. 
LE CARATTERISTICHE DEMOGRAFICHE E LA 
PREFERENZA PER I PROCESSI DECISIONALI 
DI GRUPPO
La composizione del gruppo influenza in maniera significativa il processo decisionale di 
gruppo e la sua efficacia. Anche se della composizione del gruppo è stato parlato 
precedentemente al Capitolo 1, soffermandosi tra gli altri sulla tipologia e la dimensione dei 
gruppi, è stato ritenuto interessante inserire un capitolo dove analizzare in modo più 
dettagliato la composizione demografica ed il suo impatto sulla propensione per le decisioni 
di gruppo. Tutto questo sarà poi la base per la ricerca quantitativa, i risultati e le conclusioni 
della quale saranno analizzate nella seconda parte di questa tesi, al Capitolo 9. Un aspetto che 
assume interesse riferendosi alla composizione è il grado della diversità del gruppo. Riuscire a 
definire tale concetto con è facile. Richiamando Milliken e Martins (1996) la diversità può 
essere considerata in due modi differenti: la diversità che si riferisce agli attributi osservabili 
come età, genere etc., e la diversità che si riferisce ad attributi meno visibili come l’istruzione, 
le capacità tecniche, il background professionale, le caratteristiche della personalità etc. Nel 
seguire del presente capitolo ci si riferisce alla diversità demografica.
5.1 L’impatto dell’età sul processo decisionale
L’ambiente nel quale operano le imprese è caratterizzato sempre di più da dinamismo e 
turbolenza. In queste condizioni esse si trovano a prendere decisioni per problemi o situazioni 
nuove. La maggior parte delle decisioni sono quindi non programmate e non strutturate, 
accompagnate da rischio ed incertezza. Inoltre, i problemi e le situazioni sono complesse. 
Spesso in un problema si trovano intrecciati diversi sottoproblemi, il che rende difficile 
individuare il problema centrale. Di conseguenza, per prendere una decisione diventa 
importante avere informazioni multidimensionali che un solo individuo non può disporre. 
Tutto questo, tra gli altri motivi, orienta le aziende verso i processi decisionali di gruppo come 
strumenti utili a far fronte all’incertezza e alla complessità. Comunque, l’efficacia del gruppo 
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dipende dalla sua composizione. È di interesse considerare l’età dei membri del gruppo ed il 
suo impatto sul processo decisionale. Quando si parla delle influenze dell’età sul processo 
decisionale, gli aspetti che sono stati studiati di più e che vengono considerati come 
importanti si riferiscono ai processi di giudizio utilizzati per decidere, il comportamento 
riguardo una scelta certa e l’attitudine verso il rischio (Qualls e Smyer, 2007). In seguito si 
discute sui possibili legami tra età ed attitudine verso il rischio, processi cognitivi, capacità 
decisionali, esperienza, l’uso delle euristiche e bias, strategie decisionali. 
5.1.1 L’età e il rischio
Definire il rischio non è certo facile. Comunque, Trimpop (1994) afferma che:
“L’assunzione di rischio è un qualsiasi comportamento consapevole o 
inconsapevole, con un livello d’incertezza percepito riguardo il suo esito, i suoi 
benefici ed i costi che influenzano il benessere fisico, economico e psicosociale 
della persona propria o degli altri” (p.9)
Un individuo tende a prendere una decisione più richiosa quando si trova a far parte di 
un gruppo, rispetto a quando deve prendere una decisione da solo (Cook e Slack, 1984). A 
questo riguardo, le cause possono essere diverse. Come Kelley e Thibaut (1969) sottolineano 
in gruppo si ha la distribuzione delle responsabilità. Inoltre, ai membri propensi al rischio 
vengono assegnati ruoli di leadership. In questo modo essi possono esercitare la loro influenza 
anche sugli altri membri, spingendogli verso decisioni più rischiose. Per lo più, gli individui 
propensi al rischio sono socialmente più accettati rispetto a quelli avversi al rischio (Kume, 
2010). All’interno dell’azienda, il modo in cui viene percepito un processo decisionale 
partecipativo non è uguale per tutti. Siccome la maggior parte delle decisioni sono nuove, mai 
affrontate in passato, il rischio di prendere decisioni sbagliate aumenta. In un processo 
decisionale di gruppo i membri possono sentirsi più tranquilli, perché in caso di decisioni 
inefficaci non si punterà il dito verso una sola persona. Ma bisogna sottolineare che, così 
come è distribuita la responsabilità in caso di errori, è anche distribuito il merito in caso di 
decisioni efficaci. Il comportamento verso il rischio può essere visto in due differenti modi: 
un comportamento che dipende dalle caratteristiche della situazione o del problema, oppure 
un comportamento che dipende dalle caratteristiche individuali del decisore.
Una variabile importante che influenza l’atteggiamento verso il rischio è l’età. I membri 
adulti di un gruppo possono differenziarsi dai membri più giovani in come percepiscono il 
rischio. Gli studi che hanno cercato di mettere in luce il rapporto età-rischio sono tanti, ma le 
loro conclusioni spesso sono contraddittorie e rappresentano anche dei limiti. Molte ricerche 
empiriche hanno dimostrato che con l’avanzare dell’età, l’individuo diviene più avverso al 
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rischio (Wallach e Kogan, 1961; Botwinick, 1969; Okun, 1976). Difronte ad una situazione 
complessa essi dimostrano bassa concentrazione e di conseguenza assumono minori rischi 
(Chagnon e McKelvie, 1992). Invece Rabbitt (1965), nel tentare di offrire una spiegazione 
riguardo al legame negativo età-rischio, si basa sulla constatazione che le persone adulte 
hanno delle difficoltà nell’individuare quale parte dell’informazione è più rilevante. Roalf, 
Mitchell, Harbaugh e Janowsky (2011) ritengono che l’avversione al rischio può essere 
dovuta al fatto che gli adulti hanno accumulato più esperienza e quindi possono valutare 
meglio gli esiti o perché i cambiamenti fisiologici e cognitivi li orientano verso 
comportamenti più conservatori. Comunque, bisogna sottolineare che Dror, Katona e Mungur 
(1998) sono giunti alla conlcusione che non esistono differenze nei processi cognitivi tra 
adulti e giovani e nei loro atteggiamenti verso il rischio. Tra l’altro, gli autori sostengono che 
gli adulti non hanno bisogno di più tempo per prendere una decisione.
“Il legame età-rischio riflette il fatto che le persone adulte possono elaborare 
l’informazione che riguarda la decisione rischiosa tanto bene quanto le persone 
giovani” (Dror, Katona e Mungur, 1998, p. 70)
Anche Kovalchik, Camerer, Grether, Plott e Allman (2005) non hanno trovato 
differenze nel comportamento verso il rischio, nel processo di ragionamento e della scelta 
dovute all’età. Per di più, gli autori hanno dimostrato che gli adulti sono più consapevoli dei 
valori e dei limiti delle loro conoscenze. Nell’esperimento con informazione incompleta, sia i 
giovani che gli adulti sono stati più propensi al rischio, ma nell’esperimento con informazione 
completa, sia i giovani che gli adulti sono stati più avversi al rischio. D’altra parte, uno studio 
di Brouthers, Brouthers e Werner (2000) sui top manager nel settore bancario e assicurativo 
ha concluso che i top manager adulti prendevano decisioni più aggressive rispetto ai top 
manager più giovani. Le differenze nel comportamento verso il rischio dovute all’età possono 
essere conseguenza delle modifiche che subiscono due fattori cognitivi: la velocità di 
elaborazione dell’informazione e la memoria (Henninger, Madden e Huettel, 2010).
“I cambiamenti delle capacità cognitive durante il ciclo di vita, alterano il 
modo nel quale gli adulti usano l’informazione per prendere delle decisioni. 
Secondo la natura della situazione, questi cambiamenti possono portare ad un 
incremento o alla diminuizione della preferenza riguardo il rischio” 
(Henninger, Madden e Huettel, 2010, p.267)
Gli adulti sembrano più cauti rispetto ai giovani (Lopatto et al., 1998). La cautela è uno 
dei fattori più evidenziati che limita la performanza decisionale e può essere descritta come 
l’esitazione nel prendere decisioni che possono essere sbagliate (Salthouse, 1991). D’altra 
parte, l’atteggiamento verso il rischio può dipendere anche dal modo in cui vengono 
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presentati gli esiti di una decisione. Così, Kahneman e Tversky (1979) con la Teoria del 
Prospetto51 argomentano che l’individuo tende a sovrastimare le probabilità basse ed a 
sottostimare le probabilità alte, introducendo il concetto dell’effetto conferma. In questo 
modo, siccome l’individuo tende a sovrastimare la certezza, quando gli esiti sono formulati in 
termini di vincite, egli sceglie l’alternativa che li offre una vincita certa al posto di una vincita 
possibile (Mather, Gorlick, Mazar, Lighthall, Burgeno, Schoeke e Ariely, 2012). Ma se invece 
gli esiti sono formulati in termini di perdite, il decisore tende a scegliere un’alternativa con 
una perdità possibile, invece di una con una perdità certa. 
“Quando le persone vedono le scelte tra possibili utili nel contesto di altre 
scelte tra possibili perdite, il significato delle perdite può essere sovrastimato 
più di quello degli utili” (Mather et al., 2012, p. 814)
Secondo Lauriola e Levin (2001), quando si deve scegliere tra due possibili vincite gli 
adulti sono più avversi al rischio rispetto ai giovani, ma sono più propensi al rischio quando 
devono scegliere tra due possibili perdite. Gli autori sostengono che l’atteggiamento degli 
adulti riguardo il rischio è conseguenza del fatto che essi sono più influenzati dall’effetto 
certezza rispetto ai giovani. In 3 dei loro esperimenti, difronte alla scelta tra due alternative 
rischiose non ci sono state differenze tra  adulti e giovani. Le differenze sono emerse quando 
si è dovuto scegliere tra un’opzione certa ed una possibile. Per lo più, è stato notato che 
l’effetto certezza era più forte per le alternative con risultati in termini di perdite. Gli autori 
hanno ipotizzato che le differenze tra adulti e giovani riguardo il rischio potevano essere 
influenzate anche dallo stress. Non sono state trovate differenze a questo riguardo tra le due 
categorie. Questo risultato è contraddittorio con le conclusioni di Mather, Gorlick e Lighthall 
(2009) secondo i quali lo stress porta all’avversione verso il rischio negli adulti, rispetto ai 
giovani nel contesto di una decisione emergente. Il comportamento verso il rischio, potrebbe 
essere conseguenza anche del livello di sensazioni che un individuo cerca (Zuckerman e 
Kuhlman, 1978). Stando a questa affermazione si potrebbe pensare che siccome i giovani 
sono sempre alla ricerca di nuove esperienze ed emozioni essi sono più propensi al rischio 
rispetto agli adulti che col passare del tempo diventano più cauti. Più recentemente, le 
ricerche condotte da Sproten, Diener, Fiebach e Schwieren (2010) hanno offerto risultati 
interessanti. L’esperimento consisteva in un gioco di carte dove i partecipanti dovevano 
compiere delle scelte continue tra una vincita possibile ed una certa. Nella metà delle prove si 
doveva scegliere in condizioni di rischio dove le probabilità erano conosciute, mentre le altre 
prove sono state svolte in condizioni d’incertezza dove i partecipanti non erano a conoscenza 
                                                            
51 Su questa teoria è stato discusso al Capitolo 2.
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delle probabilità. Gli autori sono giunti alla conclusione che ci sono delle differenze nelle 
scelte dei giovani e degli adulti solo per la seconda metà delle prove. 
“Il comportamento decisionale degli adulti si differenzia da quello dei giovani. 
In condizioni di rischio gli adulti si comportano nello stesso modo dei giovani, 
però in condizioni di ambiguità essi sono meno avversi al rischio” (Sproten, 
Diener, Fiebach e Schwieren, 2010, p.15)
Per la maggior parte delle decisioni, i possibili guadagni non si conoscono in 
precedenza, ma vengono stimate in base all’esperienza (Hadar e Fox, 2009). Riprendendo gli 
esperimenti di Hertwig, Barron, Weber e Erev (2004), per riuscire a comprendere il 
comportamento del decisore riguardo il rischio bisogna fare la distinzione tra decisioni basate 
sull’esperienza52 e decisioni basate su una descrizione esplicita delle probabilità e degli esiti. 
Gli autori sono giunti alla conclusione che le attitudini riguardo il rischio per le decisioni 
basate sull’esperienza si differenziano da quelle delle decisioni basate sulla descrizione che 
ritengono che il decisore si comporta come prescritto dalla Teoria del Prospetto53. Se questa 
conclusione è vera e se è vero che gli adulti prendono le decisioni basandosi sulle esperienze 
passate, allora il loro comportamento riguardo il rischio non può essere spiegato con la Teoria 
del Prospetto. Fox e Hadar (2006), in una riconsiderazione dei risultati di Hertwig et al., 
(2004), sostengono che le differenze sono dovute a errori di campionamento e che le 
conclusioni della Teoria del Prospetto sono valide per tutte due le categorie delle decisioni54. 
Inoltre, Hadar e Fox (2009) sono giunti alla conclusione che la tendenza di sottovalutare gli 
esiti con bassa probabilità nelle decisione basate sull’esperienza deriva dal fatto che questi 
esiti non sono considerati come possibili. Quando i partecipanti sono stati informati che questi 
esiti erano possibili il loro comportamento è stato come descritto per le decisioni basate sulla 
descrizione. 
“In caso di decisioni basate sulla descrizione, i decisori effettuano delle scelte 
sovrastimando la probabilità degli eventi rari, come predice anche la Teoria del 
Prospetto. Nel caso di decisioni basate sull’esperienza, i decisori effettuano 
delle scelte sottostimando la probabilità degli eventi rari” (Fox e Hadar, 2006, 
p.159)
Una relazione importante potrebbe essere anche quella tra rischio e bisogno di successo. 
Richiamando la teoria di McClelland (1961), le persone con alto bisogno di successo 
intraprendono livelli intermedi di rischio, mentre quelle con bisogni bassi di successo 
                                                            
52 Gli autori si riferiscono con decisioni basate sull’esperienza alle decisioni per le quali la conoscenza da parte del decisore 
degli esiti e delle probabilità è incompleta e l’informazione posseduta deriva dagli esempi passati.
53 Gli autori sottolineano la necessità di due teorie che spiegano il comportamento verso il rischio. 
54 Prima anche gli studi di Fox e Tversky (1998) avevano confermato la validità della Teoria del Prospetto, sia per le 
decisioni basate sull’esperienza, che per quelle basate sulla descrizione. 
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intraprendono livelli alti o bassi di rischio. Heckhausen (1967) ha concluso che il bisogno di 
successo inizia il suo declino intorno ai 50 anni. Questo potrebbe essere un argomento da 
usare nel tentativo di spiegare l’avversione al rischio da parte degli adulti rispetto ai giovani. 
Senza dubbio le emozioni possono influenzare il comportamento riguardo il rischio 
(Mather, 2006). Ma come Carstenssen et al. (2000) hanno concluso, anche se col passare del 
tempo le emozioni negative come paura, rabbia, disgusto e tristezza diminuiscono negli 
adulti, non è possibile arrivare ad una conclusione precisa, perché diverse emozioni negative 
influenzano le decisioni rischiose in modi differenti. Così, Lerner, Gonzalez, Small e 
Fischhoff (2003) ritengono che la paura orienta gli individui ad essere avversi al rischio, 
mentre la rabbia porta a minore avversione al rischio55. Parlando di emozioni bisogna 
considerare anche il rimpianto che si verifica quando il decisore realizza che la situazione 
corrente potrebbe essere migliore se avesse deciso diversamente56. A questo riguardo, gli 
adulti sono più soggetti e di conseguenza spesso cercano di evitare la presa di una decisione, 
oppure prendono una decisione meno rischiosa (Mather, 2006). Contrariamente a questo, 
Kim, Healy, Goldstein, Hasher e Wiprzycka (2008) hanno dimostrato che gli adulti possono 
avere un minore senso di rimpianto perché essi enfatizzano la positività quando devono 
interpretare gli esiti delle loro decisioni. In questo contesto, si può affermare che gli adulti 
mantengono alti livelli di soddisfazione riguardo alle loro decisioni rispetto ai giovani. 
Stando a quanto sopra riportato, si può concludere che riguardo il comportamento degli 
adulti verso il rischio non è facile trarre delle conclusioni perché gli studi sono accompagnati 
da limiti ed i risultati sono spesso contraddittori. Riferendosi alle decisioni di tipo finanziario, 
Mather (2006) ritiene che le differenze nelle evidenze empiriche sono dovute sia alla 
ricchezza del decisore che all’orizzonte temporale degli esiti dell’investimento:
“Comunque, non si può escludere la possibilità che i giovani prendano le stesse 
decisioni finanziarie degli adulti se potessero avere la stessa quantità di 
ricchezza e investimenti con lo stesso orizzonte temporale” (p.153).
5.1.2 L’età e i processi cognitivi
Nel tentare di offrire una spiegazione alle differenze dovute all’età riguardo il processo 
decisionale si può fare riferimento a due approcci: l’approccio psicofisiologico e l’approccio 
cognitivo (Sproten, Diener, Fiebach e Schwieren, 2010). 
                                                            
55 Precedentemente anche Lerner e Keltner (2001) erano giunti alla stessa conclusione. I risultati sono stati ottenuti sia in 
condizioni naturali che esperimentali. 
56 Riprendendo Kahneman e Tversky (1982), il rimpianto può essere maggiore per le azioni che per le non azioni. Gilovich e 
Medvec (1995) hanno concluso che il decisore rimpiange le non azioni nel lungo termine, mentre nel breve termine 
rimpiange le azioni.
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Secondo l’approccio psicofisiologico, col passare del tempo l’individuo subisce dei 
cambiamenti a livello fisiologico, morfologico, molecolare e funzionale. I cambiamenti che si 
verificano a livello di cervello possono essere diversi57. Esistono alcune regioni del cervello 
implicati nel processo decisionale e col passare dell’età in individui diversi cambiano regioni 
diversi58. A questo riguardo, potrebbe essere d’interesse la teoria prefrontale dorsolaterale. 
MacPherson, Phillips e Della Sala (2002) sostengono che la diminuizione della performanza 
decisionale negli adulti è conseguenza della disfunzione della parte dorsolaterale del lobo 
frontale che aumenta col passare del tempo. I cambiamenti che questa parte del cervello 
subisce influenzano in modo particolare le funzioni esecutive e la memoria. 
Con riferimento al secondo approccio, con l’avanzare dell’età i processi cognitivi, 
emotivi e di elaborazione delle informazioni peggiorano in modo variabile da individuo ad 
individuo. Con l’aumento della complessità della decisione, a causa del declino delle capacità 
cognitive gli adulti non sono capaci di prendere una buona decisione (Finucane, Mertz, Slovic 
e Schmidt, 2005). D’altra parte, Mata, Schooler e Rieskamp (2007) sostengono che gli adulti 
cercano meno informazioni, hanno bisogno di più tempo e usano strategie decisionali più 
semplici rispetto ai giovani, ma non ci sono differenze riguardo alla qualità delle decisioni.
Si è soliti pensare che col passare del tempo alcuni dei processi cognitivi peggiorano. 
Comunque, anche in questo caso le evidenze empiriche non offrono conclusioni definitive.
“I cambiamenti cognitivi durante il ciclo di vita sono complessi: molte capacità 
cognitive cambiano durante la vita, mentre altre no. Alcuni dei cambiamenti 
cognitivi sono dannosi per il processo decisionale, altri non hanno nessun 
impatto e altri ancora possono realmente migliorare il processo decisionale” 
(Healey e Hasher, 2009, p.17)
Uno degli elementi influenzati dall’età è la memoria. A questo proposito potrebbe 
essere importante riportare le dinamiche di recupero delle informazioni dalla memoria e 
l’influenza che essa può avere sulla generazione delle possibili alternative e sulla scelta. 
Lechuga, Gómez-Ariza, Iglesias-Parro e Pelegrina (2012) non hanno trovato differenze tra 
adulti e giovani riguardo all’accessibilità nella memoria. Inoltre è stato dimostrato che pur 
non essendoci differenze, gli adulti sono in grado di prendere decisioni migliori. Questo 
potrebbe essere spiegato col fatto che gli adulti si orientano di più verso l’uso di strategie 
decisionali che richiedono minori capacità cognitive. Alcuni autori sostengono la tesi che 
esiste un legame tra la memoria e la capacità di stimare le probabilità delle diverse alternative, 
il che potrebbe essere conseguenza del fatto che il decisore tende a memorizzare 
                                                            
57 Per Hampton e O’Doherty(2007) esiste una rete di regioni cerebrali implicate nella decodifica delle informazioni rilevanti 
per il processo decisionale che possono essere colpite col passare del tempo. 
58 Ecco il perché dei risultati spesso contraddittori degli studi sui giovani ed adulti.
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automaticamente l’informazione frequente (Zacks e Hasher, 2002). Considerando che gli 
adulti durante la loro vita sono venuti a contatto con più informazioni rispetto ai giovani, un 
declino della memoria operativa potrebbe non essere dannoso per il processo decisionale. 
Alcuni elementi della memoria come le conoscenze cristallizate, il livello generale 
d’informazione, la comprensione delle diverse semantiche e l’uso della memoria di lungo 
termine, di solito non subiscono un declino dovuto all’età, anzi potrebbero anche migliorare, 
ma quella che potrebbe peggiorare con l’età e la memoria episodica (Healey e Hasher, 2009).
Berg, Meegan e Klaczynski (1999) hanno trovato che gli adulti prima di decidere 
considerano meno informazioni dei giovani. A questo riguardo, Payne, Bettman e Schkade 
(1999) hanno cercato di mettere in luce il fatto che più informazioni si ha, più diventa difficile 
per gli adulti distinguere tra informazioni rilevanti ed irrilevanti. Inoltre, gli autori 
suggeriscono che più esperienza si ha, più si fa affidamento nella scelta alle preferenze 
precostruite. Partendo da questo presupposto, Healey e Hasher (2009) hanno concluso che le 
preferenze degli adulti sono più stabili ed aiutano loro ad identificare velocemente 
l’informazione rilevante. Reed, Mikels e Simon (2009) hanno notato che gli adulti 
preferiscono decidere in contesti dove le soluzioni possibili sono poche, mentre Riggle e 
Johnson (1996) hanno dimostrato che per eliminare le alternative gli adulti tendono a non 
considerare tutta l’informazione disponibile. D’Zurilla, Maydeu-Olivares e Kant (1998) sono 
giunti alla conclusione che i decisori tra i 40-55 anni hanno una visione più costruttiva ed 
ottimista dei problemi e delle loro capacità decisionali rispetto ai più giovani e più adulti. Per 
lo più, paragonati ai più giovani, tale fascia d’età ha mostrato un orientamento meno negativo 
e disfunzionale riguardo ai problemi, tende di meno a rimandare e evitare questo processo o di 
impegnarsi in un atteggiamento negligente e implussivo. Gli autori spiegano il risultato 
paragonato con il primo gruppo (17-20 anni) come conseguenza di una maggiore esperienza, 
mentre ritengono per il secondo gruppo (60-80 anni) che la differenza dipenda di più dalla 
diversità dei problemi che i due gruppi affrontano, piùttosto che da un declino delle capacità e 
competenze basiche. 
È interessante discutere anche sulle capacità numerative. Spesso, si deve decidere in 
base all’interpretazione di un’informazione numerica. Prima della scelta il decisore raccoglie 
delle informazioni da diversi documenti, tabelle o grafici. Egli deve avere la capacità di 
selezionare, analizzare e manipolare l’informazione tramite calcolazioni e confronti. Sembra 
che col passare del tempo queste capacità peggiorano (Mather, 2006). I decisori con meno 
capacità numerative percepiscono le situazioni come più rischiose (Dieckmann, Slovic e 
Peters, 2009). Stando a questo, ecco perché gli adulti sono più avversi al rischio. Peters, 
123
Slovic, Västfjäll e Mertz (2008) hanno dimostrato che gli individui con una maggiore 
rappresentazione mentale hanno capacità numerative maggiori. Inoltre, i decisori con 
rappresentazioni più precise tra due risultati monetari tendono a scegliere quello più grande, 
più immediato. Riferendosi a Mather (2006) si aspettava che gli adulti ricadessero più spesso 
dei giovani in processi intuitivi e che usassero meno le capacità numerative. Riguardo questo
gli studi di Peters, Slovic, Västfjäll e Mertz (2008) non hanno trovato differenze dovute 
all’età.
Col passare del tempo la memoria operativa si riduce. Questo porta gli adulti ad avere 
difficoltà a tenere in mente diverse informazioni e ad effettuare confronti (Mather, 2006). Di 
conseguenza, gli adulti sono portati a ricercare meno informazioni per effettuare una scelta. 
Streufert, Pogash, Piasecki e Post (1990) hanno trovato che i gruppi composti da manager 
tattici adulti richiedevano meno informazioni aggiuntive rispetto ai gruppi composti da 
manager tattici più giovani. Comunque le conclusioni non si possono generalizzare. Ad 
esempio Johnson (1997) non ha trovato differenze anche quando agli adulti è stato dato un 
supporto esterno per la memoria che li permetteva di non memorizzare tutta l’informazione. 
Mather, Knight e McCaffrey (2005) ritengono che gli adulti cercano meno informazioni nel 
contesto in cui la maggior parte delle informazioni disponibili sono negative. Loro hanno 
concluso che per fare una scelta gli adulti si basano di più sugli esiti positivi che in quelli 
negativi rispetto ai giovani. 
Bruine de Bruin, Parker e Fischoff (2012) hanno cercato di studiare l’impatto delle 
capacità cognitive fluide sulla resistenza all’effetto framing, sull’applicazione delle regole 
decisionali, sulla consistenza della percezione del rischio, sul riconoscimento delle norme, 
sull’overconfidence e sulla resistenza ai sunk costs. Per i primi due elementi è stato trovato 
che la performanza diminuiva con l’età, dovuta alla relazione negativa tra età e capacità 
cognitive fluide. Per i quattro elementi restanti la performanza non diminuiva, ma era 
correlata positivamente con l’età e le capacità cognitive fluide. 
Da quanto sopra discusso, la maggior parte delle evidenze empiriche concludono che le 
capacità cognitive peggiorano con l’età. Comunque, questo non si può affermare con 
sicurezza dato che alcune evidenze riportano il contrario. A quanto sembra, la relazione età-
capacità cognitive è molto complessa. I limiti cognitivi orientano gli adulti ad adottare 
strategie e strumenti decisionali compensatori. In queste circostanze, la domanda che sorge è 
se i processi decisionali di gruppo possono rappresentare uno strumento efficace per 
equilibrare tali capacità. 
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5.1.3 L’età, le capacità decisionali e la qualità delle decisioni
L’effetto dell’età sul processo decisionale non è unilaterale59, ma può incidere anche 
sulla qualità delle decisioni prese60 (Henninger, Madden e Huettel, 2010). La questione che si 
pone è se esistono veramente differenze nelle capacità e nella qualità delle decisioni legate 
all’età. Secondo Wood et al. (2005) gli adulti adottano strategie diverse nell’elaborazione 
dell’informazione, ma le capacità decisionali non calano. D’altra parte, Mather (2006) ritiene 
che gli adulti tendono ad evitare la presa delle decisioni e ricercano meno informazioni, però 
con l’avanzare dell’età non si ha un declino delle capacità decisionali, ma si può verificare 
l’uso di differenti strategie e processi cognitivi. 
Col passare del tempo, le capacità di pensare, ragionare e risolvere i problemi possono 
subire un declino. Nel tentare di spiegare le differenze nel processo decisionale dei giovani e 
degli adulti, bisogna considerare che nei vari stadi della vita gli individui possono avere 
ragioni e motivi diversi ad usare le loro capacità cognitive (Erber, 2013). Così, nella fase di 
acquisizione che si riferisce all’infanzia e all’adolescenza, l’individuo si impegnerà 
nell’accumulare conoscenze e capacità che li serviranno in seguito. Durante la fase del 
raggiungimento che si riferisce alla giovinezza, questi si impegnerano nell’individuare il 
modo migliore di usare le conoscenze acquisite in modo tale da raggiungere obiettivi di lungo 
termine che riguardano in particolar modo la carriera. Invece, nella fase esecutiva che si 
riferisce alla mezza età, l’individuo cerca di intraprendere ruoli di leadership, mentre nella 
fase reintegrativa, l’individuo diventa più selettivo riguardo all’impegno cognitivo. In questa 
fase egli è meno motivato nell’acquisire informazione nuova in quantità e non vuole perdere 
tempo in attività che non considera importanti. 
“Non è chiaro se il processo selettivo è conseguenza dei cambiamenti biologici 
o neurologici che limitano il funzionamento cognitivo, oppure è una reazione 
del fatto che diminuiscono le responsabilità e aumenta la consapevolezza che il 
futuro è meno distante” (Erber, 2013, p.202)
Quando si parla dell’impatto dell’età sulle capacità e qualità delle decisioni potrebbe 
essere interessante considerare il legame tra età e saggezza. Definire la saggezza non è facile. 
Per la maggior parte degli individui, la saggezza si riferisce all’intelligenza e alla capacità di 
comprendere problemi e relazioni complesse ed aumenta in seguito ad un largo spettro di 
esperienze positive e negative (Glück e Bluck, 2011). A questo riguardo, si potrebbe 
concludere che le persone adulte sono più sagge, il che significa che sono in grado di 
comprendere meglio le situazioni complesse e prendere quindi decisioni più efficaci. 
                                                            
59 L’età non influenza soltanto l’atteggiamento verso il rischio. 
60 L’avanzare dell’età porta alla diminuizione della qualità delle decisioni, la quale in base alle caratteristiche della situazione 
viene manifestata in diversi modi. 
125
Ma esiste veramente un legame tra età e qualità delle decisioni? Si è soliti pensare che 
gli adulti sono meno produttivi, meno motivati, più avversi alle innovazioni e meno abili 
nell’imparare. Ma d’altra parte ci sono studi che hanno dimostrato che gli adulti sono più 
produttivi, si impegnano ed investono di più emotivamente (Erber, 2013). La vera questione 
che si pone consiste nell’evidenziare l’impatto dell’età sulla qualità del processo decisionale 
in tutte due le sue macrofasi, problem solving e decision making. In realtà, l’esperienza gioca 
un ruolo importante ed aiuta a prendere decisioni efficaci oppure più esperienza significa 
ricadere più spesso in errori dovuti a diversi bias? La risposta a questa domanda non è facile, 
anzi si può dire che è complessa. Alcuni studi sul problem solving si sono concentrati 
nell’evidenziare come l’individuo percepisce il problema che dipende sopratutto da come 
l’individuo percepisce le cause e gli effetti. Sono state studiate anche le capacità richieste per 
definire il problema ed identificare le possibili alternative. D’altra parte, gli studi legati alla 
decision making si riferiscono alle modalità di valutazione delle alternative ed alle strategie di 
scelta. Anche in questo caso gli studi sono contraddittori. In alcune evidenze empiriche è stato 
riscontrato che gli individui intorno ai 40 anni erano in grado di individuare più alternative 
rispetto alle altre fasce di età (Denney e Palmer, 1981; Denney e Pearce, 1989). Artistico, 
Cervone e Pezzuti (2003) non hanno trovato differenze tra giovani e adulti, i quali 
dimostravano un alto livello di performanza se si trattava di problemi e situazioni che loro 
ritenevano di particolare importanza. Riguardo alla decision making, Thornton e Dumke 
(2005) hanno concluso che con l’avanzare dell’età le capacità decisionali peggiorano e di 
conseguenza la qualità delle decisioni prese diminuisce61. 
Si possono adottare due approcci per migliorare il problem solving (Marsiske e 
Margrett, 2006). Il primo approccio si riferisce ai processi di formazione e training, mentre il 
secondo considera importante la collaborazione e la partecipazione. Secondo Pezzuti, 
Artistico, Tramutolo, Cervone e Black (2009) i processi di training possono aumentare le 
capacità degli adulti riguardo al problem solving. Gli autori tramite studi empirici sono stati in 
grado di provare che i processi di training meno elaborati e più pragmatici sono i migliori. 
Inoltre, quando ai partecipanti venivano offerti durante le procedure di training, più 
informazioni in modo tale da superare lo spazio del problema, è stato osservato che essi erano 
in grado di individuare più soluzioni possibili. Per lo più, gli adulti del gruppo sperimentale 
hanno dimostrato alti livelli di autoefficacia che convergeva con la performanza migliorata 
dopo il training. Per spiegare questo si può fare riferimento alla teoria della percezione delle 
proprie capacità (Cervone, Artistico e Berry, 2006). Quando una determinata decisione viene 
                                                            
61 Precedentemente anche Deakin, Aitken, Robbins e Sahakian (2004) erano giunti alla conclusione che gli adulti sono più 
avversi al rischio e prendono decisioni meno buone rispetto ai giovani.
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inserita in un contesto che è relativamente familiare per il decisore, vengono privilegiate le 
conoscenze personali che contribuiscono a valutazioni più elevate di autoefficacia. Al 
contrario, i contesti non familiari possono portare il decisore a pensare che non ha le capacità 
necessarie per decidere in modo efficace. Così, riferendosi a questo approccio può aumentare 
la propensione per i processi decisionali di gruppo, in modo da preservare la qualità delle 
decisioni. 
“Con l’avanzare dell’età, l’individuo subisce sostanziali cambiamenti riguardo 
alla velocità di elaborazione, la memoria, il ragionamento, la concentrazione e 
le funzioni esecutive” (Mienaltowski, 2011, p.75)
È stato dimostrato che tali cambiamenti si muovono in direzione opposta rispetto all’età. 
Ma allora la questione che si pone consiste nel cosa fare, evitare che gli adulti prendono 
decisioni? Non bisogna dimenticare che negli adulti aumenta la saggezza ed essi hanno 
accumulato più esperienza, il che li aiuta a prendere delle buone decisioni. Con l’avanzare 
dell’età la capacità di generare possibili soluzioni aumenta, arrivando il suo picco negli 
individui che appartengono alla fascia d’età tra 40-50 anni e subendo un declino dopo i 50 
anni (Denney e Pearce, 1989). Però, bisogna tenere presente che con l’età è vero che 
diminuisce il numero delle alternative individuate, ma aumenta il numero di alternative 
efficaci (Mienaltowski, 2011). 
Stabilire il legame tra l’età e l’efficacia del problem solving non è facile e dipende da 
cosa si intende per efficacia. Se per efficacia del problem solving si intende individuare più 
soluzioni possibili allora i giovani fanno meglio, ma se per efficacia si intende identificare 
soluzioni di maggiore qualità allora gli adulti fanno meglio. Cornelius e Caspi (1987) 
definiscono l’efficacia del problem solving in base al livello in cui le soluzioni identificate 
convergono con quelle date da un panello di esperti. Gli autori hanno chiesto ai partecipanti 
tra 20 e 78 anni di prendere in considerazione 48 problemi ipotetici definiti in modo errato e 
appartenenti a diversi domini. Inoltre, è stato chiesto in che misura essi potrebbero usare una 
delle 4 specifiche strategie nel tentativo di risolvere il problema: l’azione intenzionale 
(intraprendere un’azione individuale che intende risolvere direttamente il problema), l’analisi 
cognitiva (progettare l’azione e ragionare sulla situazione per comprenderla meglio), il 
comportamento dipendente (non fare niente per cambiare la situazione o affidarsi agli altri), 
ed evitare di pensare e negare (distrare l’attenzione dal problema, evitare responsabilità e 
negare le proprie emozioni). Dopodiché, le strategie individuate dai partecipanti sono state 
confrontate con quelle degli esperti. È stata trovata una correlazione positiva tra età e strategia 
efficace. Contrariamente ai giovani, gli adulti avevano individuato strategie che convergevano 
con quelle raccomandate dagli esperti. 
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Le capacità decisionali sono influenzate da una molteplicità di fattori come indica anche 
la Figura 5.1. 
Figura 5.1: Le variabili che influenzano le competenze decisionali
    (Fonte: Finucane e Lees, 2005, p. 9)
Tali variabili si riferiscono al grado di strutturazione del problema, alla comprensione 
delle informazioni rilevanti, all’integrazione delle diverse informazioni, alla comprensione dei 
limiti delle proprie capacità, etc (Finucane e Lees, 2005). Quindi, quando si devono valutare 
le capacità decisionali bisogna considerare sia le caratteristiche individuali e del problema, 
che le caratteristiche del contesto (Finucane, Mertz, Slovic e Schmidt, 2005; Finucane e 
Gullion, 2010). La strutturazione del problema può essere considerata cruciale perché da 





































che si riferisce alla definizione del problema, alla comprensione delle sue cause, delle 
possibili soluzioni e degli esiti rispettivi ed anche alla valutazione delle probabilità per 
ciascuna alternativa. La strutturazione della decisione dipende senz’altro dalle caratteristiche 
individuali del decisore. Anche la comprensione delle informazioni è importante e richiede 
un’analisi profonda dei documenti, grafici e tabelle. In seguito, si richiede la capacità di 
manipolazione ed integrazione delle informazioni. Questa fase risulta importante, perché se le 
stesse informazioni sono integrate in diversi modi possono portare a diverse decisioni. Ma 
perché la strutturazione del problema dipende dalle caratteristiche del decisore? Tutte le 
attività sopraelencate sono influenzate dall’intelligenza fluida, dalla memoria e dalla velocità 
di elaborazione che subiscono delle modifiche col passare del tempo. 
“Il declino della memoria e della velocità di elaborazione ed un maggiore 
ricorso alle strategie più semplici può portare gli adulti ad essere più incoerenti 
dei giovani riguardo al processo decisionale, attraverso le diverse inquadrature 
delle informazioni statisticamente equivalenti” (Finucane e Gullion, 2010, 
p.273)
Gli adulti performano peggio dei giovani in decisioni che richiedono una risposta veloce 
e una variabilità di comportamenti (Okun, 1976; Salthouse, 1985). Per Reese e Rodeheaver 
(1985) questo è tipico per gli adulti e viene chiamata cautela. Anche a questo riguardo, gli 
studi sono contraddittori. Esistono evidenze empiriche le quali non dimostrano nessuna 
relazione tra età e cautela (Baron e Le Breck, 1987; Baron e Surdy, 1990). Secondo Johnson 
(1990) i giovani sono in grado di prendere in analisi più alternative nello stesso intervallo di 
tempo rispetto agli adulti, prendendo così decisioni più buone. È stato dimostrato che le 
decisioni degli adulti in campo finanziario risultano di qualità minore rispetto alle decisioni 
finanziarie dei giovani (Henninger, Madden e Huettel, 2010). D’altra parte, Mather, Gorlick e 
Lighthall (2009) ritengono che gli adulti performano meglio dei giovani ed hanno bisogno di 
meno tempo, ma succede il contrario quando devono performare e decidere in condizioni di 
stress. Di particolare interesse sono anche le conlcusioni di Roalf, Mitchell, Harbaugh e 
Janowsky (2011). Essi hanno concluso che con l’avanzare dell’età, il decisore diventa meno 
impulsivo, più avverso al rischio ed è alla ricerca di maggiori sensazioni rispetto ai giovani. 
Inoltre, gli autori sostengono che gli adulti tendono di più a rigettare un’alternativa che porta 
ad una distribuzione non corretta dei guadagni62 e si muovono verso decisioni che offrono una 
distribuzione più equa. 
                                                            
62 Questo porta gli adulti ad avere entrate minori rispetto ai giovani. 
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5.1.4 L’età e l’esperienza
Il processo decisionale è influenzato da una pluralità di elementi come le esperienze 
passate, i bias cognitivi, l’età etc. Quando da una decisione presa in passato l’individuo ha 
avuto degli esiti positivi, egli tenderà di decidere nello stesso modo anche in futuro. 
Contrariamente, quando una decisione è risultata errata, l’individuo tenderà ad evitare di 
prendere tale decisione (Mather, 2006). In questo senso l’esperienza senza dubbio influenza il 
processo decisionale, ma bisogna sottolineare che le decisioni basate sul passato non 
necessariamente sono le migliori, perché portano il decisore all’uso delle euristiche e bias 
cognitivi. 
A volte i problemi possono essere facili da risolvere perché possono essere stati 
affrontati in passato e risultano quindi familiari. È interessante considerare l’effetto che 
l’esperienza può avere sulla qualità delle decisioni. A questo riguardo si potrebbe pensare che 
gli adulti avendo una maggiore esperienza prendono decisioni migliori dei giovani. Ancora 
una volta le evidenze empiriche non offrono conclusioni definitive. Così, Patrick (1995) 
sostiene che le persone competenti e con più esperienza hanno bisogno dello stesso tempo 
degli individui che sono nuovi sul posto di lavoro per prendere una decisione, però la 
decisione presa è più buona. D’altra parte, Morrow et al. (2001) hanno trovato una 
performanza decisionale minore negli adulti con più esperienza. Secondo Berg, Strough, 
Calderone, Sansone e Weir (1998) l’esperienza non è poi così importante nel spiegare le 
differenze dovute all’età riguardo alla qualità delle decisioni, ma piuttosto può essere 
sostanziale il fatto che gli adulti diventano più facilmente soggetti all’uso delle euristiche e 
dei vari bias. Altri autori sostengono il contrario. Gli adulti in alcune circostanze prendono 
decisioni migliori dei giovani a causa della maggiore esperienza (Hertwig, Barron, Weber e 
Erev, 2004). Mather (2006) ritiene che gli adulti sono più orientati a ripetere le decisioni 
passate, perché tengono più memorizzate nella loro mente gli esiti positivi delle scelte passate 
che gli esiti negativi. In questo contesto, allora l’esperienza influenza in modo sostanziale il 
metodo di scelta. D’altra parte, è vero che gli adulti cercano meno informazioni, ma questo 
non si deve tradurre in decisioni meno buone. Spesso, la necessità di meno informazioni è 
conseguenza delle conoscenze maggiori che l’individuo può aver accumulato riguardo ad un 
dominio specifico (Mather, 2006). 
L’esperienza aiuta a sviluppare conoscenze e processi automatici (Finucane e Gullion, 
2010). Durante il processo decisionale il decisore fa riferimento ai sistemi delle conoscenze 
accumulate e ai metodi usati di solito per l’elaborazione dell’informazione (Finucane e Lees, 
2005). Precedentemente, gli studi di Artistico, Cervone e Pezzuti (2003) avevano dimostrato 
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che gli adulti performavano meglio dei giovani per problemi e situazioni che erano nuove. 
Così, si può dire che in caso di decisioni di routine, le capacità decisionali possono essere 
conservate anche se il tempo passa. Invece, difronte a decisioni nuove, mai affrontate in 
passato si ha un cambiamento del quadro. In questo caso, i processi automatici e l’esperienza 
non sono più validi e diventano importanti i processi analitici, per le quali si pensa che con 
l’avanzare dell’età peggiorano a causa del declino delle capacità cognitive (Peters, Finucane, 
MacGregor e Slovic, 2000). Comunque, Bruine de Bruin, Parker, Fischoff (2012) hanno 
trovato che l’esperienza non ha nessun ruolo riguardo alla resistenza all’effetto framing e 
all’applicazione delle regole decisionali, mentre diventa molto importante nella consistenza 
della percezione sul rischio, nel riconoscimento delle norme, riguardo all’overconfidence e 
alla resistenza ai sunk costs. 
Ma se è vero che le capacità cognitive calano con l’età, gli adulti possono difendersi 
usando come scudo l’esperienza? Baltes, Staudinger e Lindenberger (1999) affermano che:
“Le teorie del successo legato all’età suggeriscono che l’aumento 
dell’esperienza può compensare il declino delle capacità cognitive dovuto 
all’età, portando ad un livello alto delle capacità adattive” (p. 478)
Stanovich e West (2008) sottolineano che le capacità cognitive fluide e l’esperienza 
sono interdipendenti, perché le capacità cognitive fluide possono ridurre il bisogno di 
esperienza e d’altra parte possono facilitare l’applicazione di un metodo decisionale solo se 
l’individuo in base a l’esperienza determina quale metodo deve essere usato. Per gli autori nel 
definire l’impatto dell’esperienza bisogna considerare anche le caratteristiche della decisione. 
A questo riguardo, essi suggeriscono due approcci. Il primo approccio si riferisce a decisioni
che non richiedono esperienza nell’individuare la regola decisionale, perché essa potrebbe 
essere largamente conosciuta o perché viene specificata nelle istruzioni per decidere. Il 
secondo approccio invece si riferisce a decisioni che necessitano dell’esperienza per 
individuare la regola decisionale appropriata. Nel contesto del primo approccio è stato trovato 
un legame negativo tra la qualità della decisione e l’età. Questo perché come Hansson, 
Rönnlund, Juslin e Nilsson (2008) sostengono non è richiesta esperienza, ma capacità 
cognitive fluide nell’identificare il modo migliore per applicare il metodo. Mentre per le 
decisioni che richiedevano sia esperienza che capacità cognitive fluide non è stata riscontrata 
una performanza minore negli adulti. 
5.1.5 L’età, le euristiche ed i bias cognitivi
Con riferimento al concetto della razionalità limitata, il decisore non è in grado di 
interpretare tutta l’informazione riguardo una certa situazione. Di conseguenza, per facilitare 
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la scelta, egli ricorre all’uso delle euristiche e dei bias che possono portare a decisioni buone, 
così come possono far cadere in errori. A questo riguardo la domanda che si pone è se l’uso 
delle euristiche e dei bias aumenta con l’avanzare dell’età? 
Secondo l’ipotesi dell’allocazione delle risorse di Hess, Rosenberg e Waters (2001) gli 
adulti hanno limitate risorse cognitive e tendono ad usare le euristiche per conservare la loro 
energia mentale per decisioni più complesse ed importanti. In generale, con l’avanzare 
dell’età i meccanismi cognitivi possono regredire e come meccanismo di risposta gli adulti 
tendono di più ad usare le euristiche e le distorsioni cognitive rispetto ai giovani (Carpenter e 
Yoon, 2011).
A differenza dei giovani, gli adulti fanno più affidamento alla conoscenza schematica63
(Hess e Slaughter, 1990). Di conseguenza, essi potrebbero usare di più l’euristica della 
rappresentatività. Tale euristica può essere utile agli adulti, perché permette di usare le 
conoscenze e le esperienze accumulate, ma d’altra parte può portare anche a pregiudizi. 
Inoltre, stando a quanto sopra, gli adulti possono usare di più l’euristica della disponibilità 
rispetto ai giovani. A questo riguardo, può sorgere un dubbio dovuto al fatto che alcune 
evidenze empiriche sostengono che gli adulti sono più lenti e fanno più fatica rispetto ai 
giovani a ricordare esempi dal passato a causa dei deficit relativi alla memoria e alla velocità 
di elaborazione dei dati. Però d’altra parte, la memoria degli adulti è più ampia e con molti 
più esempi e ricordi da utilizzare come supporto al processo decisionale. Inoltre, come Peters, 
Finucane, MacGregor e Slovic (2000) sostengono, la tendenza verso l’uso dell’euristica della 
disponiblità può essere influenzata anche dalle informazioni che coinvolgono emotivamente il 
decisore. A questo riguardo, è stato concluso che gli adulti sono più suscettibili in confronto 
ai giovani. 
Con riferimento al concetto delle correlazioni illusorie (Chapman e Chapman, 1967) è 
stato dimostrato che gli adulti si affidano di più alle relazioni percepite tra due variabili che 
convergono con le loro aspettative ed intuizioni (Peters, Slovic, Västfjäll e Mertz, 2008). 
Inoltre, Peters et al. (2000) ipotizzano che le differenze tra adulti e giovani nel processo 
decisionale possono dipendere dall’affetto e dalle emozioni e che gli adulti sono più 
influenzati. Il legame tra emozioni e decisioni potrebbe essere di interesse studiarlo anche nel 
contesto dell’età tenendo conto che le emozioni subiscono importanti cambiamenti durante il 
ciclo di vità. Tra le altre cause si identificano lo sviluppo dell’ego e la maturità emotiva, il 
declino dei processi analitici, il cambiamento della motivazione etc. 
                                                            
63 Secondo la Teoria degli Schemi, le informazioni non condizionano il significato, ma offrono solo delle indicazioni  per 
costruire il significato in base alle conoscenze acquisite prima.
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“Un maggiore ruolo delle emozioni nel processo decisionale non peggiora la 
qualità delle decisioni” (Mather, 2006, p.149)
Come Carstensen et al. (2000) sostengono, gli adulti tendono a preservare nel tempo le 
emozioni positive, mentre quelle negative sono poche e di breve termine. Gli autori hanno 
spiegato questo con il fatto che col passare del tempo gli adulti sono più suscettibili ai limiti 
temporali64. Inoltre, durante il ciclo di vita il cambiamento degli obiettivi e delle motivazioni 
dovuto ai limiti temporali orienta gli adulti verso le emozioni positive. Quindi gli adulti 
vedono i problemi o le situazioni sotto una luce positiva rispetto ai giovani il che fa loro 
soggetti del bias della positività. Il bias della positività può migliorare il processo decisionale 
orientando verso maggiore efficienza e creatività, anche se porta a maggiore avversione al 
rischio (Isen, 2001). Inoltre, secondo Mather e Johnson (2000) gli adulti sono più portati a 
ricordare elementi che favoriscono le opzioni scelte rispetto alle opzioni non scelte. Questo 
può portare alla conclusione che gli adulti sono meno affetti dal fenomeno del rimpianto. 
Le emozioni potrebbero essere importanti specialmente quando vengono valutati gli 
esiti di un’alternativa (Mather, 2006). Più recentemente è stato dimostrato che gli adulti sono 
più influenzati dai fattori affettivi, in particolar modo nella fase di elaborazione delle 
informazioni (Peters, Dieckmann e Weller, 2011). Studiando il legame tra le emozioni e la 
decisione analitica, Denes-Raj e Epstein (1994) hanno concluso che le emozioni e l’essere 
analitico portano a meccanismi decisionali diversi. Nel loro esperimento essi hanno offerto ai 
soggetti l’opportunità di vincere 1$ per ogni fagiolo rosso trovato all’interno di una ciotola. 
Molti dei soggetti hanno cercato di pescare fagioli rossi dalla ciotola che conteneva 5 fagioli 
rossi su 100 in totale, quindi una probabilità di vincere di 5%, anche se sapevano che 
analiticamente le migliori possibilità di vincita si trovavano nell’altra ciotola che conteneva 1 
fagiolo rosso su 10 in totale, quindi una probabilità di 10% di vincere. Tale decisione si può 
spiegare col fatto che il numero maggiore di chicchi da poter vincere è stato più attraente, 
rispetto alla probabilità di vincere ed in questo senso la ciotola grande era più invitante. 
Un’altra distorsione cognitiva studiata è l’overconfidence, ma non si possono definire 
conclusioni assolute riguardo ai suoi effetti sugli adulti ed giovani. Pliske e Mutter (1996) 
hanno concluso che gli adulti sono meno soggetti a l’overconfidence, mentre Crawford e 
Stankov (1996) hanno trovato il contrario. In genere, si cerca di imparare dalle scelte passate. 
Ma spesso può succedere che le persone sono overconfident quando viene chiesto loro di dare 
giudizi riguardo alla qualità delle proprie decisioni. Gli adulti sembra che hanno la tendenza 
di evitare le decisioni (Mather, 2006). La questione che si pone consiste nel capire se la 
                                                            
64 Per un ulteriore approfondimento ci si può riferire alla Teoria della Selettività Socioemozionale di Carstensen, Isaacowitz e 
Charles (1999).
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tendenza degli adulti di evitare le decisioni è conseguenza di una riduzione della fiducia nelle 
proprie capacità decisionali o perché gli adulti cercano di evitare le decisioni accompagnate 
da carico emozionale negativo e da conflitto. Se è vero che essi hanno meno fiducia nelle loro 
capacità allora non sono overconfident, ma sono affetti da underconfidence. Precedentemente 
Devolder (1993) aveva concluso che gli adulti sopravvalutano la quantità dei problemi che 
hanno risolto in modo corretto, mentre i giovani lo sottovalutano. Però bisogna sottolineare 
che esistono anche evidenze empiriche che dimostrano come sia gli adulti che i giovani hanno 
avuto lo stesso livello di overconfidence (Hershey e Wilson, 1997). 
Gli adulti in alcune circostanze prendono decisioni migliori dei giovani a causa della 
maggiore esperienza (Hertwig, Barron, Weber e Erev, 2004). A questo riguardo la domanda 
che si pone è se proprio a causa della maggiore esperienza gli adulti sono più soggetti 
all’effetto framing rispetto ai giovani. È stato dimostrato che difronte ad un problema 
formulato in termini di persone che moriranno a causa di due trattamenti gli adulti sono stati 
più propensi al rischio rispetto ai giovani (Kim, Goldstein, Hasher e Zacks, 2005). Quando 
invece il problema veniva formulato in termini di numero di persone che continueranno a 
vivere gli adulti furono più avversi al rischio rispetto ai giovani. Gli autori hanno concluso 
che col passare del tempo il decisore tende di più verso l’effetto framing, ma che però si può 
ottenere una riduzione di tale effetto se si chiede ai partecipanti di fornire una spiegazione 
razionale per le loro decisioni. 
“Se la decisione è tale che richiede poche risorse, gli adulti sono più soggetti 
all’effetto framing, perché tendono ad usare le euristiche più dei giovani, ma la 
loro performanza è migliore dei giovani quando vengono incoraggiati ad 
elaborare l’informazione in modo sistematico” (Kim et al., 2005, p. 217)
LeBoeuf e Shafir (2003) hanno dimostrato che l’effetto framing può risultare anche 
nelle persone che ragionano molto prima di prendere una decisione. In questo contesto, gli 
adulti dovrebbero essere meno soggetti riguardo a questo effetto. Precedentemente Tversky e 
Kahneman (1986) avevano sottolineato che la raffinatezza e l’esperienza del decisore 
orientano quest’ultimo verso il modello decisionale normativo. Contrariamente a questo, 
LeBoeuf e Shafir (2003) hanno concluso che i decisori raffinati sono in grado di rispondere in 
modo più consistente ai diversi prospetti. Questo si può tradurre che non è detto che gli adulti 
a causa di una maggiore esperienza si sottoporrano sempre all’effetto framing. Comunque, 
riguardo all’effetto framing esistono anche evidenze empiriche che dimostrano che sia gli 
adulti che i giovani sono affetti ugualmente da questo bias e che quindi non ci sono differenze 
dovute all’età (Mayhorn, Fisk e Whittle, 2002; Rönnlund, Karlsson, Laggnäs, Larsson e 
Lindström, 2005). 
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Un’altra euristica studiata è quella della cautela. Riguardo a tale euristica Lopatto et al. 
(1998) hanno concluso che:
“La cautela è caratterizzata dalla mancanza di variabilità di risposte” (p.572)
Gli autori sostengono che in generale la mancanza di varabilità di comportamenti viene 
definita come comportamento stereotipico. Però, gli esperimenti hanno indicato che sia gli 
adulti che i giovani mostrano livelli paragonabili di variabilità e comportamento stereotipico, 
ad eccezione delle decisioni accompagnate dall’angoscia. Il comportamento stereotipico degli 
adulti aumenta a causa proprio della maggiore angoscia. Inoltre, è stato concluso che gli adulti 
non mostravano cautela in un senso che poteva essere attribuibile all’età. Comunque, gli 
autori hanno notato che i giovani sono in grado di articolare in modo più corretto le possibilità 
di vincite. Nel primo esperimento 14 su 31 giovani, e nel secondo esperimento 12 su 13 
giovani partecipanti hanno dichiarato con correttezza le eventualità di vincita. D’altra parte, 4 
tra 25 partecipanti adulti nel primo esperimento e 2 tra 9 partecipanti adulti nel secondo, 
hanno dichiarato in modo corretto tali eventualità. Questo risultato è stato spiegato col fatto 
che nel contesto dell’esperimento, il compito era più familiare per i giovani. Per gli autori la 
cautela è conseguenza dell’esperienza e non dell’età. Inoltre, essi hanno osservato come gli 
adulti sono più propensi a ripetere le loro decisioni, mentre i giovani hanno un tasso più alto 
di variabilità.
5.1.6 L’età e le strategie decisionali
Le strategie decisionali dipendono dall’informazione disponibile e dalle funzioni 
cognitive, le quali cambiano durante il ciclo di vita (Mata, Schooler e Rieskamp, 2007). 
Possono essere diverse e vengono scelte in base a differenti criteri come il numero di 
alternative da considerare, i limiti temporali o i costi legati alla ricerca delle informazioni. Le 
ricerche hanno evidenziato che gli adulti difronte ad una decisione prendono in 
considerazione meno informazioni (Mather, 2006; Peters, Finucane, MacGregor e Slovic, 
2000). Inoltre, Finucane, Mertz, Slovic e Schmidt (2005) hanno concluso che gli adulti hanno 
difficoltà nel comprendere l’informazione riguardo le possibili soluzioni. D’altra parte, 
Kovalchik, Camerer, Grether, Plott e Allman (2005) hanno trovato che gli adulti dimenticano 
più rapidamente il valore delle possibili alternative, mentre Kim e Hasher (2005) hanno 
dimostrato che gli adulti sono meno consistenti nelle loro decisioni. 
Johnson (1990) ha trovato differenze anche nelle strategie usate per confrontare diversi 
opzioni di scelta. L’autore sostiene che gli adulti sono più portati ad usare le strategie basate 
su una caratteristica. Così, nell’esperimento che consisteva nel scegliere una macchina da 
135
comprare tra sei, i giovani tendevano ad analizzare tutta l’informazione disponibile per una 
macchina per poi passare nell’analisi dell’informazione per la seconda macchina e così via. Al 
contrario, gli adulti tendevano ad analizzare l’informazione riguardo una caratteristica 
specifica per la prima macchina e confrontarla con le informazioni per  la stessa caratteristica 
per le altre macchine, per poi passare ad analizzare l’informazione riguardo una seconda 
cartteristica. Inoltre, basandosi sul presupposto che col passare del tempo il decisore diventa 
più suscettibile ai limiti temporali si può pensare che gli adulti tendono a valutare come 
migliore l’alternativa con risultati immediati. Comunque, Green, Myerson, Lichtman, Rosen e 
Fry (1996) hanno concluso che sia i giovani che gli adulti ritenevano un guadagno ritardato 
peggiore di un guadagno immediato.
Secondo Berg, Strough, Calderone, Sansone e Weir (1998) gli adulti sono meno 
motivati ad identificare più soluzioni ed a considerare più informazioni. Per lo più, le 
differenze possono essere conseguenza dei modi differenti di percepire le cause del problema 
e del fatto che per individui di diverse età gli obiettivi che si cercano di raggiungere possono
essere totalmente diversi. Così, i giovani possono essere più interessati alla raccolta delle 
informazioni e al vivere di nuove esperienze, pensando di più al futuro. Questo li porta ad 
impegnarsi in strategie che richiedono argomentazione e confronto. Diversamente, gli adulti 
ritenendo di non avere molto tempo pensano di più al presente, impegnandosi così in strategie 
che evitano il confronto65 (Blanchard-Fields, Jahnke e Camp, 1995). Nella scelta della 
strategia influenza l’intelligenza fluida come la capacità di ragionare e non l’intelligenza 
cristallizata66 (Baltes, Staudinger e Lindenberger, 1999). L’orientamento degli adulti verso le 
strategie semplici sembra essere una conseguenza del declino che l’intelligenza fluida subisce. 
Comunque, contrariamente a quanto si può pensare Mata, Schooler e Rieskamp (2007) hanno 
concluso che gli adulti non sempre ricadono in strategie decisionali semplici. Sia i giovani che 
gli adulti sono in grado di valutare e scegliere la strategia più adatta e comprendono bene il 
rapporto strategia-ambiente.
“Gli individui si comportano nel modo adatto, ecco perché essi sono in grado di 
selezionare la strategia appropriata in funzione delle caratteristiche del 
problema” (Mata, Schooler e Rieskamp, 2007, p.806)
                                                            
65 In questo modo essi sono più propensi ad evitare situazioni caratterizzate da conflitto. Anche quando si trovano a dover 
prendere una decisione caratterizzata da alto livello di conflitto, in confronto ai giovani essi provano di meno i sentimenti di 
rabbia (Blanchard-Fields e Coats, 2008) 
66 Baltes, Staudinger, Lindenberger (1999) hanno concluso che l’intelligenza fluida peggiora con l’età. Il declino è stato 
particolarmente noto per le sue componenti come la memoria operativa e la velocità di elaborazione. Invece, l’intelligenza 
cristallizata migliora durante il ciclo di vita, come conseguenza dell’esperienza. 
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Inoltre, gli autori hanno cercato di studiare l’influenza dell’età sulla capacità di integrare 
informazioni e le strategie usate a questo scopo. In consistenza con le ricerche precedenti è 
stato trovato che gli adulti usano meno informazioni67. 
Spesso, difronte ad una decisione il decisore sceglie di non decidere. In generale si 
pensa che gli adulti sono più orientati ad evitare una decisione rispetto ai giovani (Okun, 
1976). Mather (2006) ritiene che la scelta di non decidere può sorgere per situazioni di carico 
emozionale maggiore o quando cresce il conflitto tra le possibili soluzioni. Evitare le 
decisioni può portare il decisore a sentirsi meglio nel breve termine, però nel lungo termine si 
possono avere conseguenze disastrose. Comunque, gli adulti possono evitare le scelte perché 
non hanno più fiducia nelle loro capacità decisionali. 
5.2 L’impatto del genere sul processo decisionale
L’interesse riguardo alle differenze nel processo decisionale dovute al genere sono 
conseguenza della maggiore partecipazione delle donne nella forza lavorativa e della 
maggiore consapevolezza che spesso gli stereotipi dovuti al genere portano a discriminazioni. 
“La discussione sulle differenze ed uguglianze tra uomini e donne è sempre un 
argomento di interesse, sia nel dominio delle ricerche scientifiche che in quello 
dell’opinione pubblica. Il genere è un componente importante della nostra 
identità e rappresenta una categoria di pensiero e di comportamento” (Sanz de 
Acedo Lizárraga, Sanz de Acedo Baquedano e Cardelle-Elawar, 2007, p.389)
La maggior parte delle ricerche offrono risultati contraddittori non permettendo di 
formulare conclusioni definitive. Comunque, le evidenze empiriche affermano che tra uomini 
e donne esistono delle differenze ed aiutano a comprendere il loro comportamento durante il 
processo decisionale. A seguire si analizzano i legami tra genere e rischio, processi cognitivi, 
capacità e qualità delle decisioni, uso delle euristiche e bias, scelta della strategia decisionale.
5.2.1 Il genere e il rischio
Il legame tra genere e rischio rappresenta uno degli aspetti più studiati nel tentativo di 
evidenziare le differenze tra uomini e donne. Anche se la maggior parte delle ricerche si 
riferiscono alle decisioni finanziarie, si possono trarre delle conclusioni interessanti. 
Byrnes, Miller e Schafer (1999) in una meta-analisi di 150 studi su questo tema hanno 
concluso che gli uomini sono più propensi al rischio rispetto alle donne. La domanda che 
sorge è se l’avversione al rischio è una caratteristica delle donne oppure una conseguenza del 
                                                            
67 Secondo Rieskamp e Otto (2006) le strategie decisionali semplici richiedono meno informazioni delle strategie complesse.
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contesto. A questo riguardo, gli autori ritengono che la preferenza per il rischio è più 
conseguenza dei fattori di contesto che del genere. Schubert, Brown, Gysler e Brachinger 
(1999) hanno trovato che il grado dell’ambiguità scaturisce differenze tra il comportamento di 
uomini e donne. Così, in un contesto di bassa ambiguità non ci sono differenze tra uomini e 
donne. Invece in un contesto di alta ambiguità le donne sono più avverse al rischio quando gli 
esiti sono formulati in termini di vincite, mentre gli uomini sono più avversi al rischio quando 
gli esiti sono dati in termini di perdite. Anche Booth e Nolen (2012) hanno concluso che 
l’avversione al rischio che accompagna le donne è conseguenza dell’ambiente nel quale 
operano più che una caratteristica naturale. Contrariamente, Powell e Ansic (1997) hanno 
dimostrato che nel campo finanziario tali fattori non influenzano il comportamento riguardo al 
rischio. Gli autori hanno concluso che le donne sono avverse al rischio a prescindere dal 
grado della familiarità della decisione, dai diversi prospetti, dai costi e dal grado 
dell’ambiguità. Precedentemente anche Stinerock, Stern e Solomon (1991) erano giunti alla 
stessa conclusione, ritenendo le donne molto più avverse al rischio rispetto agli uomini per le 
decisioni finanziarie. 
Molto interessanti sono anche le conclusioni della ricerca di Harris, Jenkins e Glaser 
(2006). Gli autori hanno cercato di esplorare se intraprendere oppure no decisioni con bassa 
probabilità di ricompense e bassi costi, però certi, era influenzata dal genere. Così, ai 
partecipanti è stato chiesto di valutare la loro preferenza per tali decisioni: quanto preferibile 
fosse la decisione con esiti positivi e quanto sgradevole fosse la decisione se non ci sarebbero 
delle conseguenze positive. I risultati hanno portato gli autori ad affermare che in caso di esiti 
negativi ritenuti non importanti le donne ricercano di più il rischio, perché riguardo agli esiti 
positivi giudicano che ne vale la pena. 
“I risultati parlano chiaramente contro il suggerimento che le donne 
intraprendono meno comportamenti rischiosi perché esse in un certo senso 
sono pessimiste e si sentono sfortunate” (Harris, Jenkins e Glaser, 2006, p.57)
Richiamando Tversky e Kahneman (1991) le decisioni e l’atteggiamento verso il rischio 
sono influenzati di più dalle possibili perdite e dalle conseguenze negative che dalle possibili 
vincite e dalle conseguenze positive. Così, il fatto che le donne sono più avverse al rischio 
porta a pensare che esse sono più influenzate dall’effetto delle possibili perdite. In 
contraddizione a questo, Eckel e Grossman (2002) hanno dimostrato che le donne sono più 
avverse al rischio, ma non hanno notato una maggiore avversione alle perdite rispetto agli 
uomini. Come si possono spiegare le conclusioni di queste ricerche?
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“Intanto che le differenze nella preferenza per il rischio dovute al genere sono 
consistenti, poche spiegazioni sono offerte per le differenze osservate” (Croson 
e Gneezy, 2009, p.4)
Le donne sono molto più avverse al rischio rispetto agli uomini perché di fronte ad una 
situazione rischiosa sono più nervose e paurose (Brody, 1993), mentre gli uomini sentono più 
rabbia (Grossman e Wood, 1993). La paura porta il decisore ad assumere minore rischio, 
mentre la rabbia lo orienta verso maggiore rischio (Lerner e Keltner, 2001). Le ricerche 
riguardo la rabbia nelle donne sono relativamente scarse (González-Prendes, Praill e 
Kernsmith, 2013). Le donne sono meno affette dalla rabbia rispetto agli uomini e lo 
percepiscono come una minaccia per le loro relazioni68 (Cox, Stabb e Bruckner, 1999). 
Comunque, le conclusioni non si possono generalizzare. Secondo Thomas (2002) bisogna 
senz’altro prendere in considerazione l’età. Così, l’autore ha trovato che al posto di lavoro le 
donne intorno ai 40 anni dimostrano alti livelli di rabbia rispetto alle altre fasce di età e il 
doppio della rabbia rispetto agli uomini. 
“Il gruppo di mezza età (non il gruppo dei giovani) ha dimostrato maggiore 
rabbia e una maggiore frequenza di espressione della rabbia, nonostante più 
tentativi di controllare tale espressione” (González-Prendes,Praill e Kernsmith, 
2013, p. 130)
Niederle e Vesterlund (2007), nel tentativo di offrire delle spiegazioni, hanno concluso 
che gli uomini amano il rischio perché credono di più nelle loro capacità e sono più 
overconfident. Inoltre, gli autori hanno trovato che come conseguenza dell’avversione al 
rischio le donne non amano le situazioni competitive. L’avversione alla competitività 
potrebbe derivare dal fatto che le donne non richiedono informazioni e sono meno ottimiste 
riguardo alla loro performanza69 (Niederle e Vesterlund, 2007). Le situazioni competitive 
spesso sono accompagnate dallo stress. Verona e Curtin (2006) hanno concluso che in 
condizioni di stress gli uomini sono più aggresivi delle donne. Questo può spiegare perché 
essi sono più propensi alla competitività ed al rischio. 
Anche Croson e Gneezy (2009) in una revisione degli studi sulle differenze 
nell’assunzione del rischio hanno trovato che le donne sono molto più avverse al rischio e non 
amano le situazioni competitive70. D’altra parte, Atkinson, Baird e Frye (2003) non hanno 
trovato differenze dovute al genere riguardo all’assunzione del rischio ed alla performanza in 
                                                            
68 Gli autori ritengono che le donne tendono ad evitare di esprimere direttamente la rabbia, ma la esprimono in modo 
indiretto. 
69 Niederle e Vesterlund (2007) ritengono che ci sono alcune situazioni competitive dove le donne performano peggio degli 
uomini. Comunque, l’avversione alla competitività è stata trovata anche in situazioni dove le probabilità di avere successo 
erano le stesse sia per gli uomini che per le donne.
70 Tale risultato è stato trovato sia negli studi di laboratorio che negli studi naturali.
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individui che coprivano ruoli manageriali. Questi risultati sono in consistenza con le evidenze 
empiriche di Johnson e Powell (1994). 
Con riferimento alle decisioni finanziarie è stato concluso che la maggiore avversione al 
rischio nelle donne è in qualche modo legata al livello delle conoscenze (Dwyer, Gilkeson e 
List, 2002; Atkinson, Boyce Baird e Frye, 2003).
“L’impatto del genere sul comportamento verso il rischio può essere ridotto 
significativamente se vengono controllate le conoscenze dei decisori sui 
mercati finanziari” (Dwyer, Gilkeson e List, 2002, p. 151)
Partendo da questa affermazione si può pensare che le donne sono più avverse al rischio 
perché hanno meno conoscenze degli uomini. Precedentemente anche Levin, Snyder e 
Chapman (1989) avevano apellato ad una maggiore attenzione riguardo all’esperienza. Gli
autori sostenevano che in molti degli studi intrapresi gli uomini sono stati più propensi al 
rischio perché gli esperimenti contenevano compiti che erano più familiari per essi che per le 
donne. Johnson e Powell (1994) ritengono importante il tipo di istruzione. Gli uomini e le 
donne che ricoprivano posizioni manageriali non si differenziavano per il rischio e la qualità 
delle decisioni, mentre nel gruppo dove i membri non avevano un’istruzione manageriale e 
non ricoprivano tali ruoli le donne erano più avverse al rischio. 
“La conclusione è che le differenze dovute al genere riguardo alla preferenza 
per il rischio tra la popolazione, in genere non si possono estendere ai manager. 
Questo può essere il risultato di una scelta: le persone che sono più propense al 
rischio tendono a scegliere posizioni manageriali. Siccome poche donne 
scelgono questa posizione, quelle che lo fanno hanno la stessa preferenza per il 
rischio degli uomini” (Croson e Gneezy, 2009, p.7)
Comunque, Croson e Gneezy (2009) ritengono che la spiegazione principale per le 
differenze dovute al genere riguardo al rischio sono le emozioni. Gli autori affermano che le 
donne vivono le emozioni in maniera più forte rispetto agli uomini. Così, nel tentativo di 
evitare le emozioni negative esse assumono meno rischio. Arch (1993) propone un’altra 
spiegazione. Secondo l’autrice gli uomini percepiscono le situazioni di rischio come sfide che 
richiamano alla partecipazione, mentre le donne percepiscono le situazioni di rischio come 
minacce e si impegnano ad evitarle. Grable e Joo (2000) hanno cercato di studiare il rapporto 
tra la tolleranza per il rischio ed i fattori socioeconomici, demografici e psicologici71. Gli 
autori hanno trovato che l’unico fattore di natura demografica statisticamente rilevante era il 
                                                            
71 Gli autori si sono concentrati sulle decisioni finanziarie.
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genere72. A questo proposito è stato concluso che gli uomini sono più tolleranti al rischio 
rispetto alle donne. 
In conclusione si può dire che anche se la maggior parte degli studi suggeriscono che le 
donne sono più caute, meno fiduciose ed hanno meno capacità decisionali e di leadership 
rispetto agli uomini, non si possono trarre delle conclusioni definitive. Bisogna tenere 
presente che la maggior parte degli esperimenti hanno avuto come partecipanti studenti 
universitari, quando invece esistono evidenze empiriche che ritengono che alcune conclusioni 
non sono valide per chi ricopre ruoli manageriali.
5.2.2 Il genere ed i processi cognitivi
Oltre al rischio, le ricerche che hanno avuto come scopo quello di evidenziare le 
differenze tra uomini e donne nel processo decisionale, si sono concentrate anche sui processi 
cognitivi. A questo riguardo, la domanda che sorge è se veramente ci sono differenze in tali 
processi dovute al genere. Sembra che non ci sono differenze tra uomini e donne nella 
saggezza (Glück, Strasser e Bluck, 2009). Le donne hanno minori capacità numeriche rispetto 
agli uomini, ma maggiori capacità verbali (Schaie e Hertzog, 1983). Stando a questa 
conclusione, si può pensare che le donne hanno delle difficoltà nell’analisi e l’interpretazione 
di un’informazione quantitativa. Comunque, esse dimostrano migliori capacità verbali il che 
le può favorire in caso di informazioni che non contengono tabelle, grafici etc. In contrasto, le 
evidenze empiriche di Hertzog e Carter (1982) non dimostrano differenze tra uomini e donne 
nelle abilità verbali. Per le capacità verbali e di comprensione, le conclusioni non si possono 
generalizzare. Così, Hyde e Linn (1988) revisionando 165 studi a questo proposito sono giunti 
alla conclusione che 44 degli studi dimostravano che le donne erano migliori a questo 
riguardo, in 109 studi non sono state trovate differenze ed in 12 studi gli uomini avevano 
capacità verbali e di comprensione migliori delle donne.
Secondo Ostrosky, Quintanar, Meneses, Canseco, Navarro e Ardila (1985) le differenze 
tra uomini e donne sono legate al livello di istruzione. Gli autori non hanno trovato capacità 
cognitive diverse tra uomini e donne in soggetti con livelli medi o alti di istruzione. 
Un ruolo importante nei processi cognitivi assumono l’intelligenza cristallizzata e 
quella fluida. Riguardo a questo, Kaufman, Kaufman-Packer, McLean e Reynolds (1991) non 
hanno trovato delle differenze dovute al genere. D’altra parte, Schaie e Willis (1993) 
sostengono che le donne superano gli uomini nella memoria episodica. Comunque anche in 
questo caso i risultati sono contraddittori. Hultsch, Hertzog, Dixon e Small (1998) hanno 
                                                            
72 Gli altri fattori presi in analisi erano l’età, lo status civile, i guadagni, le conoscenze finanziarie etc.
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concluso che gli uomini superano le donne riguardo all’intelligenza cristallizzata. Diehl, 
Willis e Schaie (1995) hanno trovato che la performanza decisionale e il problem solving 
sono largamente influenzate non dall’intelligenza cristallizzata, ma da quella fluida. Gli autori 
ritengono che siccome la maggior parte delle decisioni affrontate sono decisioni nuove allora 
l’intelligenza cristallizzata non assume un ruolo importante. 
Le differenze nei processi cognitivi tra uomini e donne sono spesso legate all’età. A 
questo riguardo interessanti sono le conclusioni di Maitland, Intrieri, Schaie e Willis (2000). 
Così, è stato notato che la velocità di percezione è maggiore nelle donne, ma solo per il 
gruppo delle giovani. Non sono state trovate differenze tra uomini e donne nelle capacità 
numeriche, il ragionamento induttivo e la comprensione verbale. Inoltre, gli autori hanno 
concluso che le capacità cognitive delle donne e degli uomini si modificano nel tempo. Per il 
gruppo dei giovani è stato trovato che le capacità cognitive migliorano con l’età sia per gli 
uomini che per le donne. Per il gruppo di mezza età, gli uomini rimanevano stabili nella 
maggior parte delle abilità cognitive, mentre le donne subivano un peggioramento per la 
maggior parte di loro73. Per il gruppo degli adulti, le abilità cognitive peggioravano sia per gli 
uomini che per le donne74. 
5.2.3 Il genere, le capacità decisionali e la qualità delle decisioni
Riguardo all’influenza del genere sul processo decisionale un’altra questione importante 
che sorge è se esistono differenze tra uomini e donne nelle capacità e nella qualità delle 
decisioni. Come sarà notato anche dalle evidenze empiriche riportate in seguito, fornire una 
risposta a tale domanda risulta difficile.
Se le differenze tra uomini e donne nelle capacità cognitive sono attendibili, allora 
anche le loro capacità decisionali e di conseguenza la qualità delle decisioni dovrebbero 
essere diverse. Sanz de Acedo Lizárraga, Sanz de Acedo Baquedano e Cardelle-Elawar
(2007) non hanno trovato differenze riguardo ai processi cognitivi. Gli autori sostengono che 
sia gli uomini che le donne hanno le stesse capacità di elaborazione dell’informazione e di 
recuperare dalla memoria i dati rilevanti per il processo decisionale. Inoltre, esse hanno le 
stesse capacità nel giudicare oggettivamente le alternative e valutare gli esiti e nel monitorare 
tutte le fasi del processo decisionale. Stando a questo, si potrebbe pensare che non ci sono 
differenze tra uomini e donne riguardo la qualità delle decisioni. Wood (2000) conclude che le 
donne sono meno dominanti, meno categoriche, meno oggettive e realistiche rispetto agli 
uomini. Questo si potrebbe spiegare col fatto che le donne sono più influenzate dall’euristica 
                                                            
73 Solo le capacità verbali miglioravano per le donne. 
74 Solo le capacità verbali per le donne sono rimaste invariate. 
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dell’affettività. Ma anche se spesso può aiutare, tale euristica porta anche a decisioni errate. 
Anche l’euristica della positività influenza la qualità delle decisioni. Ci sono evidenze 
empiriche che ritengono che le donne tendono di meno ad usare questa euristica, perché di 
solito hanno una visione pessimistica dei problemi e delle situazioni. In questo contesto, 
interessanti sono i risultati di Isen (2001). L’autore ritiene che le persone affette dalla 
positività sono più flessibili ed innovativi. Inoltre, essi si confondono di meno da un largo 
numero di alternative e sono capaci di decidere più velocemente. Schwarz e Clore (2007) 
hanno trovato che le persone affette dalla positività sono più creative riguardo al problem 
solving, mentre sostengono che non si può concludere che le persone meno affette dalla 
positività hanno capacità analitiche migliori. 
Niessen e Ruenzi (2007) hanno cercato di evidenziare le differenze tra uomini e donne 
riguardo alla gestione dei fondi. Gli autori hanno concluso che le donne si comportano 
diversamente, ma che però non ci sono differenze nella qualità delle decisioni75. 
Precedentemente anche Powell e Ansic (1997) avevano concluso nello stesso modo: 
“A parte le differenze nel comportamento verso il rischio e le strategie, gli 
esperimenti confermano che non ci sono differenze significative tra uomini e 
donne nelle loro capacità riguardo alle decisioni finanziarie” (p.623)
Interessanti sono le conclusioni di Apesteguia, Azmat e Iriberri (2012). Le loro analisi 
hanno dimostrato che i gruppi composti da sole donne hanno una performanza minore di ogni 
altra combinazione di genere. Le decisioni che i gruppi dovevano prendere riguardavano la 
marca, la ricerca e lo sviluppo, e le responsabilità dell’impresa. Gli autori hanno cercato di 
individuare se le differenze trovate riguardo alla performanza erano dovute a decisioni 
specifiche. È stato notato che il gruppo composto da sole donne investiva meno nella ricerca e 
lo sviluppo. Questo risultato è in consistenza con quello degli studi riportati in precedenza che 
hanno trovato che le donne sono più avverse al rischio. Riguardo alla gestione della marca è 
stato trovato che il gruppo delle donne assegnava ai loro prodotti dei prezzi più alti. Questo
porta le donne ad avere minori vendite e profitti con conseguenze negative sulla performanza 
economica. Questo è in consistenza con i risultati degli studi che hanno concluso che le donne 
non amano le situazioni competitive (Niederle e Vesterlund 2007). Per gli autori, la 
performanza degli uomini in tali situazioni è migliore. Comunque, è stato trovato che le donne 
investono di più in attività di carattere sociale. Questo risultato è coerente con quello di 
                                                            
75 D’altra parte, è stato notato che la performanza delle donne è più stabile nel tempo, mentre gli uomini si impegnano di più 
a raggiungere maggiori livelli di performanza.
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Andreoni e Vesterlund (2001) che ritengono che le donne sono più altruiste, mentre gli 
uomini più egoistici.
Anche le informazioni usate per prendere decisioni influiscono sulla qualità della 
decisione. Precedentemente è stato riportato che le donne ricercano meno informazioni. La 
richiesta di meno informazioni riflette capacità di elaborazione ridotte (Healey e Hasher, 
2009). Comunque, questo non vuol dire che le decisioni prese sono meno buone. Non è chiaro 
se ricercare più informazioni per le possibili alternative è un bene tenendo conto che 
considerare troppe informazioni rende difficile distinguere le informazioni rilevanti da quelle 
non rilevanti (Payne, Bettman e Schkade, 1999).
Bart e McQueen (2013) ritengono che le donne sono meglio degli uomini a dirigere per 
diversi motivi. Così, le donne essendo più avverse al rischio tendono ad usare strategie che 
riducono il rischio di bancarota. Inoltre, in alcuni settori come quello bancario, degli alimenti 
etc., le donne sono più avantaggiate rispetto agli uomini nel comprendere le necessità ed i 
desideri dei clienti. D’altra parte, gli autori sostengono che la presenza delle donne nei vari 
consigli direttivi è importante a causa delle loro capacità di ragionare in modo etico e morale. 
Questo si traduce che le donne prendono decisioni più eque, tenendo presente gli interessi 
multipli degli stakeholders. Così, le donne prima di prendere una decisione si fanno spesso la 
domanda: cos’è la cosa giusta da fare? 
5.2.4 Il genere, le euristiche ed i bias cognitivi
Sono state trovate differenze dovute al genere anche riguardo all’uso delle diverse 
euristiche e bias, anche se le conclusioni non si possono considerare definitive, tenendo 
presente i limiti degli studi e i risultati spesso non convergenti. 
Uno dei bias più studiati è l’effetto framing. Fagley e Miller (1990) hanno trovato che in 
4 dei 5 problemi presentati, le donne venivano influenzate nella scelta dall’effetto framing. In 
consistenza con la Teoria del Prospetto, gli autori hanno concluso che le donne fanno scelte 
più rischiose quando gli esiti sono dati in termini negativi rispetto a quando gli esiti sono 
formulati in termini positivi. Invece, le scelte degli uomini non seguivano questo corso. 
Approssimativamente, gli uomini facevano lo stesso numero di scelte rischiose 
indipendentemente dal prospetto76. Secondo gli autori nel studiare l’effetto framing è più 
importante considerare l’arena degli esiti che il genere. 
“Nel prospetto positivo, invece di scelte avverse al rischio per problemi con 
risultati in termini di vite umane (risultati con utilità presumibilmente 
                                                            
76 Comunque, un dubbio può nascere riguardo i risultati partendo dal fatto che i partecipanti erano 89 uomini e 208 donne. 
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maggiore), i soggetti fanno delle scelte più rischiose quando i problemi 
coinvolgono vite piuttosto che soldi” (Fagley e Miller, 1997, p.367)
Interessanti sono le conclusioni di Wang (1996) riguardo all’effetto framing. Anche se 
l’autore non si è focalizzato nel studiare le differenze di tale effetto tra uomini e donne, forse 
si possono trarre delle conclusioni anche a questo proposito. 
“L’effetto framing è stato osservato in 7 dei 13 problemi osservati, dimostrando 
un legame positivo tra framing e l’avversione al rischio e un legame negativo 
tra framing e l’assunzione del rischio” (Wang, 1996, p.145) 
Partendo da questa affermazione, si può costruire l’ipotesi che essendo le donne più 
avverse al rischio rispetto agli uomini, allora forse esse sono anche più influenzate nelle loro 
decisioni dai diversi prospetti. Inoltre, Wang (1996) sostiene che quando la preferenza del 
decisore per il rischio non è certa, egli sarà più suscetibile all’effetto framing sia in termini 
positivi che negativi. Il prospetto positivo orienta il decisore verso l’avversione al rischio, 
mentre il prospetto negativo lo orienta verso la ricerca del rischio. Quando invece la 
preferenza del decisore per il rischio è ben precisa, egli sarà più imune dalle manipolazioni 
dell’effetto framing.
Huang e Wang (2010) ritengono che le differenze tra uomini e donne riguardo 
all’effetto framing sono dovute al dominio al quale la decisione appartiene:
“Il genere è uno dei fattori che determina il confine e l’intensità dell’effetto 
framing e il dominio del compito modera le differenze dovute al genere 
riguardo questo effetto. Questo indica la necessità di dividere i diversi domini 
del compito nel campo delle ricerche sull’effetto framing” (p.652)
Le ricerche sull’effetto framing si sono svolte principalmente in due modi: alternative 
formulate in termini di vite salvate e vite non salvate ed alternative definite in termini di 
vincite e perdite. Huang e Wang (2010) hanno concluso che le donne sono più influenzate 
dall’effetto framing quando le alternative sono formulate in termini di vite salvate e non 
salvate. In questo caso è stato dimostrato che le donne fanno scelte più rischiose rispetto agli 
uomini. Per problemi in termini di vincite e perdite sono gli uomini più influenzati dall’effetto 
framing77. Gli autori argomentano questi risultati con il fatto che gli uomini sono più 
interessati alle questioni finanziarie, mentre le donne si preoccupano di più del benessere 
degli altri. Un altro bias che differenzia il comportamento tra uomini e donne è 
l’overconfidence. Le donne sono meno overconfident rispetto agli uomini78 (Pulford e 
                                                            
77 Comunque, gli autori hanno notato che le differenze nel dominio finanziario tra uomini e donne non sono poi così grandi e 
che i guadagni sono importanti anche per le donne.
78 Gli autori hanno cercato di studiare l’overconfidence usando delle domande difficili, facili o di media difficoltà. È stato 
notato che gli uomini sono più overconfident in tutte tre le categorie delle domande.
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Colman, 1997). Niederle e Vesterlund (2007) hanno concluso che alle donne non piacciono le 
situazioni competitive e preferiscono un ambiente più stabile. Al contrario, gli uomini 
scelgono spesso di entrare e partecipare in situazioni competitive anche quando capiscono che 
non sono capaci di competere con gli altri. Contrariamente, le donne sono più consapevoli 
delle loro capacità limitate. Per lo più, è stato trovato che le donne attribuiscono i loro 
successi passati alla fortuna, invece gli uomini le attribuiscono alle loro capacità e 
competenze. Altre ricerche hanno dimostrato che sia gli uomini che le donne sono 
overconfident, ma gli uomini lo sono più delle donne79 (Lundeberg, Fox e Punccohar, 1994; 
Soll e Klayman, 2004). Una delle cause dell’overconfidence potrebbe essere l’autofiducia. 
Secondo Lenney (1977) l’autofiducia dipende dalla natura del feedback sulla performanza. 
Quando il feedback è chiaro e subito disponibile, le donne non valutano le loro abilità come 
meno buone rispetto agli uomini. Quando invece il feedback è assente o ambiguo le donne 
tendono a sottovalutare le loro capacità in confronto agli uomini diventando così meno 
soggette all’overconfidence.
Richiamando Fishbein e Middlestadt (1995) le emozioni influenzano in modo diretto la 
valutazione degli stimoli. Schwarz e Clore (2003) sostengono che le emozioni vengono 
utilizzate consapevolmente per ottenere un feedback riguardo alla qualità delle alternative. Se 
è vero che le donne prendono le decisioni in base alle emozioni, allora il processo decisionale 
è influenzato dall’euristica dell’affettività. Secondo tale euristica, per affrontare le decisioni 
complesse è possibile utilizzare le proprie sensazioni emotive riguardo alle diverse 
alternative. Quindi, spesso il decisore usa le emozioni come informazioni in base alle quali 
svolge il processo di ragionamento (Slovic, Finucane, Peters e MacGregor, 2002; Slovic e 
Peters, 2006). In questo caso la scelta viene costruita al momento della decisione.
Le differenze dovute al genere sono state trovate anche per l’euristica della positività. 
D’Zurilla, Maydeu-Olivares e Kant (1998) sostengono che ci sono differenze particolarmente 
nel modo in cui sono percepiti i problemi. Gli autori sostengono che gli uomini in generale 
dimostrano di avere un orientamento più positivo per i problemi, mentre le donne hanno un 
orientamento più negativo. Tali differenze dovute al genere sono state trovate in particolar 
modo nel gruppo dei giovani. Comunque, anche se i maschi giovani percepivano in modo più 
positivo i problemi, essi adottavano uno stile molto più impulsivo rispetto alle donne. Anche 
Lerner, Gonzalez, Small e Fischhoff (2003) hanno concluso che le donne sono più pessimiste 
degli uomini. Per lo più, Lerner e Tiedens (2006) hanno trovato che il decisore affetto dalla 
rabbia elabora l’informazione in base alle euristiche. Tali decisori sono impazienti di decidere 
                                                            
79 Lundeberg, Fox e Punccohar (1994) sostengono che gli uomini sono più overconfident riguardo le situazioni incerte.
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e non hanno voglia di fare delle analisi. Gli autori ritengono che in condizioni di rabbia il 
decisore è più influenzato dall’effetto della positività e della certezza. Basandosi sugli studi 
che ritengono che gli uomini sono più affetti dalla rabbia, allora essi dovrebbero essere più 
influenzati dall’effetto della positività. Spesso essi si sentono sicuri e percepiscono di avere 
ogni cosa sotto controllo, cosa che li può portare verso il bias dell’illusione di controllo. In 
alcuni casi tale bias può portare all’aggressione, ottimismo non realistico e overconfidence.
5.2.5 Il genere e le strategie decisionali
Le donne considerano importanti nella presa delle decisioni il livello d’incertezza, i 
dubbi e il dinamismo (Sanz de Acedo Lizárraga, Sanz de Acedo Baquedano e Cardelle-
Elawar, 2007). Inoltre, spendono parecchio tempo nell’identificare le conseguenze delle 
decisioni anche quando esse possono influenzare altre persone. Secondo gli autori, le donne 
ritengono che le loro emozioni sono più importanti nelle loro scelte rispetto agli uomini. Al 
contrario, gli uomini danno importanza all’analisi dell’informazione e al definire degli 
obiettivi che cercano di raggiungere tramite tale decisione. Le donne si riferiscono di più alle 
emozioni rispetto agli uomini orientandosi così verso l’uso di strategie semplici. 
“Essere dipendenti dall’affetto e dalle emozioni è un modo veloce, facile ed 
efficiente di navigare in una realtà complessa, incerta e qualche volta dannosa” 
(Slovic, Finucane, Peters e Macgregor, 2007, p. 1334)
Stando a questo allora si può concludere che le donne scelgono in modo più soggettivo, 
mentre gli uomini sono più oggettivi. D’altra parte, si potrebbe concludere che per le donne 
diventa meno importante il ragionamento e forse sono meno affette dall’effetto cautela.
Comunque, a questo riguardo i risultati sono contradditori. D’Zurilla, Maydeu-Olivares e 
Kant (1998) hanno trovato differenze particolarmente nel modo in cui vengono percepiti i 
problemi. Così, i maschi giovani vedevano in modo più positivo i problemi ed adottavano uno 
stile molto più impulsivo rispetto alle donne. Contrariamente a quanto sopra riportato, questo 
risultato porta a pensare che le donne ragionino di più prima di decidere, quando invece gli 
uomini hanno delle preferenze precostruite.
Come Mata, Schooler e Rieskamp (2007) sostengono, il declino che subisce 
l’intelligenza fluida orienta verso la scelta di strategie adattive. Quando il decisore ricerca 
meno informazioni, forse per il declino che subisce la memoria, egli tende ad usare strategie 
decisionali semplici perché richiedono meno risorse cognitive. In seguito a questo risultato e 
se è vero che le donne superano gli uomini nell’intelligenza fluida, esse non dovrebbero 
ricadere nell’uso delle strategie semplici. Comunque, le donne possono usare tali strategie 
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come anche gli uomini dato che gli autori hanno trovato che minori capacità numeriche 
portano ad un uso maggiore delle strategie semplici.
Niessen e Ruenzi (2007) hanno cercato di evidenziare le differenze tra uomini e donne 
riguardo alla gestione dei fondi. Gli autori hanno concluso che le donne sono più avverse al 
rischio rispetto agli uomini. Inoltre, i modi di investire delle donne sono meno estremi rispetto 
agli uomini e sono più stabili nel tempo. Questo porta a pensare che le donne sono più 
conservative e tendono ad usare sempre le stesse strategie. Mentre, gli uomini usano strategie 
multiple e richiedono informazioni da diverse risorse (Powell e Ansic, 1997).
Andreoni e Vesterlund (2011) hanno trovato che gli uomini sono più egoisti, mentre le 
donne più egualitarie. Di conseguenza, le donne tendono di più verso l’uso di una strategia 
decisionale che permette di scegliere un’alternativa gli esiti della quale sono distribuiti in 
modo corretto, mentre gli uomini si preoccupano di più dell’influenza degli esiti su di loro. 
Inoltre, Lauriola e Levin (2001) ritengono che gli uomini sono meno orientati a concordare.
Di conseguenza essi usano di meno strategie di compromesso o di negoziazione.
Per riuscire a comprendere le strategie decisionali usate dagli uomini e dalle donne
bisogna tenere presente che se gli uomini esprimono di più i sentimenti di rabbia essi 
dimostrano meno attenzione per la qualità degli argomenti pro e contro una possibile 
alternativa e più attenzione per i fatti superficiali (Lerner e Tiedens, 2006). Tutto questo, porta 
a pensare che i sentimenti di paura ed angoscia, caratteristiche per le donne, orientano queste 
ultime verso strategie di elaborazione delle informazioni più sistematiche.
5.3 Implicazioni per i processi decisionali di gruppo
Come evidenziato anche nei capitoli precedenti, sembra ormai che i processi decisionali 
di gruppo siano diventati una necessità, in quanto uno strumento utile nell’aiutare le aziende a 
raggiungere i propri obiettivi. L’efficacia di tali processi risulta influenzata in modo 
significativo dalla composizione del gruppo. A tal riguardo, un aspetto importante è il grado 
della diversità. In questo ambito gli studi e le evidenze empiriche sono tante. Nella prospettiva 
dei processi decisionali di gruppo la domanda che sorge è se la diversità rende difficile oppure 
no il funzionamento del gruppo80. Per lo più, qual’è l’influenza della diversità sulla 
performanza del gruppo? Bisogna dire che la maggior parte degli studi sull’impatto della 
diversità nel processo decisionale si sono concentrati a livello individuale, nonostante le 
decisioni importanti nelle economie moderne sono spesso prese dai gruppi. Comunque, a 
partire dai risultati a livello individuale si possono trarre delle conclusioni importanti anche 
                                                            
80 Tale argomento è stato largamente discusso al Capitolo 1.
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per il livello di gruppo. Proprio alcune riflessioni riguardo questo sono riportate nel seguire. 
Non bisogna dimenticare che non si può essere sicuri della rilevanza delle conclusioni, dato 
che gli stessi ricercatori ritengono che i loro studi hanno dei limiti e che spesso i risultati sono 
contraddittori oppure non quelli che si aspettano a causa degli errori di campionamento. 
Si è soliti pensare che i gruppi con diversità demografica dispongono di maggiori 
capacità, abilità, informazioni e conoscenze. 
“La diversita dei gruppi decisionali può portare a decisioni di maggiore qualità 
perché il gruppo pensa in una maniera più realistica e complessa” (Milliken e 
Martins, 1996, p. 416)
         La diversità dei gruppi è stata sempre considerata una forza positiva che porta ad un 
funzionamento efficace (Knight et al., 1999). La performanza del gruppo dovrebbe migliorare 
dato che ci sono più idee, più creatività ed innovazione. Bisogna però sottolineare che la 
diversità influenza i processi d’integrazione ed identificazione con il gruppo. Questi possono 
peggiorare quando l’eterogeneità aumenta. Però, la diversità spesso influenza i processi di 
gruppo in direzioni contraddittorie. La diversità può avere conseguenze negative sulla 
coesione, sulla frequenza della comunicazione all’interno del gruppo e può portare a conflitti. 
Così, Knight et al. (1999) hanno concluso che la diversità ha un ruolo negativo riguardo il 
consenso per le decisioni strategiche. 
“I nostri risultati indicano che le organizzazioni devono essere consapevoli dei 
potenziali problemi creati da una maggiore diversità tra i top manager. 
Tuttavia, riteniamo che sarebbe un errore pensare che le possibili difficoltà 
individuate qui, implicano che le imprese dovrebbero evitare la diversità” 
(Knight et al., 1999, p.461)
          Hambrick e Mason (1984) ritengono che le caretteristiche psicologiche e cognitive che 
sottostanno alle caratteristiche demografiche sono critiche per i processi decisionali di gruppo. 
Ecco perché la composizione demografica del gruppo assume importanza. Tra gli altri, l’età 
ed il genere sono tra i fattori che influenzano il processo decisionale e determinano le scelte 
(Sanz de Acedo Lizárraga, Sanz de Acedo Baquedano e Cardelle-Elawar, 2007).
Interessanti sono le conclusioni di Jehn, Northcraft e Neale (1999) che hanno cercato di 
evidenziare il legame tra la performanza del gruppo e la diversità dell’informazione e delle 
categorie sociali. La diversità dell’informazione è conseguenza delle diverse conoscenze e 
capacità. Gli autori hanno ipotizzato che se la diversità delle informazioni è maggiore, 
migliore sarà anche la performanza. La diversità delle categorie sociali è conseguenza della 
differenza tra i membri in termini di età e genere. A questo riguardo, gli autori hanno 
ipotizzato che porti ad una performanza ridotta a causa della riduzione delle comunicazioni 
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all’interno del gruppo e dei bassi livelli di coesione e di soddisfazione. Testando tali ipotesi in 
una società di beni di consumo, gli autori hanno trovato che la diversità dell’informazione 
porta ad una migliore performanza, ma non hanno trovato una  performanza ridotta nei gruppi 
con diversità delle categorie sociali.
D’altra parte, Bart e McQueen (2013) hanno trovato che la partecipazione delle donne 
nei consigli direttivi porta a decisioni più buone:
“La correlazione tra la presenza delle donne nei consigli e la performanza 
aziendale dimostra che avere delle donne nei consigli non è solo la cosa giusta 
da fare basandosi sull’argomento dell’uguglianza dei membri, ma è anche una 
cosa intelligente da fare” (p.95)
Questi risultati non sono in consistenza con quelli di Adams e Ferreira (2009), i quali 
hanno concluso che con l’aumento della diversità del genere nel consiglio, la performanza 
aziendale peggiora. Comunque, gli autori affermano che:
“La vera relazione tra diversità di genere e la performanza aziendale sembra 
essere molto complessa” (p.308)
Bisogna ammettere che non è facile interpretare l’impatto della diversità del genere 
sulla performanza del gruppo. A volte non basta solo l’eterogeneità, ma tutto può dipendere 
anche dal numero delle donne che partecipano in gruppo (Williams e O’Reilly, 1998): 
“In gruppi dove dominano le donne, gli uomini sono più accettati, trattati di 
meno con ostilità e meno stereotipizzati” (p.108)
         Gli autori hanno trovato anche che le donne e gli uomini rispondono in maniera 
differente quando si trovano in minorità. Così, gli uomini dimostrano bassa soddisfazione ed 
impegno, mentre le donne hanno reazioni psicologiche meno negative. 
Il comportamento verso il rischio è uno degli aspetti influenzati dalle caratteristiche 
demografiche e forse anche uno dei più studiati. Come precedentemente discusso, riguardo 
all’influenza dell’età e del genere sul grado di assunzione del rischio, le evidenze empiriche
offrono risultati contraddittori. Comunque, la maggior parte di esse ritengono che gli adulti e 
le donne sono in generale più avversi al rischio. Di conseguenza, nella prospettiva dei 
processi decisionali di gruppo, forse i gruppi eterogenei sono migliori e offrono una 
diversificazione del rischio. Se il gruppo fosse composto da soli uomini e membri giovani 
prenderebbe decisioni molto rischiose, posizionando l’azienda difronte alla minaccia di grandi 
perdite. Invece, un gruppo composto da sole donne o membri adulti prenderebbe decisioni di 
basso rischio, portando l’azienda a bassi guadagni. Arch (1993) ritiene che gli uomini 
percepiscono le situazioni di rischio come sfide che richiamano alla partecipazione, mentre le 
donne le percepiscono come minacce che si impegnano ad evitare. Partendo dalla conclusione 
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di Kelley e Thibaut (1967) che in gruppo si ha la distribuzione delle responsabilità e se è vero 
che le donne e gli adulti sono avversi al rischio, allora essi dovrebbero preferire di più i 
processi decisionali di gruppo rispetto ai giovani ed agli uomini.  
Un altro aspetto molto importante e molto studiato si riferisce alle differenze dovute 
all’età e al genere nelle capacità cognitive. Anche in questo caso le evidenze empiriche 
offrono risultati misti. Così, sembra che le capacità cognitive si alterano durante il ciclo di 
vita. La velocità di elaborazione dell’informazione e la memoria peggiorano (Henninger, 
Madden e Huettel, 2010). Quella che si riduce di più è la memoria operativa (Mather, 2006). 
Stando a questo, gli adulti dovrebbero avere delle difficoltà a tenere in mente diverse 
informazioni ed effettuare confronti ed analisi. Come Finucane, Mertz, Slovic e Schmidt 
(2005) sostengono, con l’aumento della complessità della decisione, a causa del declino delle 
capacità cognitive gli adulti non sono capaci di prendere una buona decisione. D’altra parte, si 
sostiene che le donne hanno difficoltà nell’interpretare l’informazione specialmente numerica, 
ma maggiori capacità verbali (Schaie e Hertzog, 1983). Inoltre, Hultsch, Hertzog, Dixon e 
Small (1998) hanno concluso che gli uomini superano le donne nell’intelligenza cristallizzata, 
ma come Diehl, Willis e Schaie (1995) ritengono per il processo decisionale è importante 
l’intelligenza fluida. Kovalchik, Camerer, Grether, Plott e Allman (2005) hanno dimostrato 
che gli adulti sono più consapevoli dei valori e dei limiti delle loro capacità. Anche le donne 
sono più consapevoli delle loro capacità limitate rispetto agli uomini (Niederle e Vesterlund, 
2007). Partendo da quanto sopra, se è vero che le capacità cognitive degli adulti e delle donne 
sono peggiori e se è vero che sono consapevoli di questo, allora essi tenderanno ad usare più 
spesso delle strategie compensatorie e preferiranno i processi decisionali di gruppo. In questo 
contesto potrebbe essere interessante la Teoria della Selezione ed Ottimizzazione con 
Compensazione di Baltes e Baltes (1990). Riferendosi a questa teoria, la tendenza di chi 
subisce un declino delle capacità cognitive è quella di concentrare le risorse limitate più al 
mantenimento che alla crescità nel tempo (Baltes e Baltes, 1990). Quindi si scelgono attività 
nelle quali si pensa di riuscire e si evitano quelle dove esiste il rischio di perdite. Inoltre, 
secondo tale teoria gli adulti ricadono nella compensazione per mantenere il livello richiesto 
della performanza nelle attività scelte usando risorse complementarie.
Comunque, le evidenze empiriche riguardo alla preferenza degli adulti per le decisioni 
di gruppo sono in contraddizione. Ci sono casi in qui gli adulti non sono consapevoli delle 
minori capacità decisionali e preferiscono processi decisionali individuali (Berg, Strough, 
Calderone, Sansone e Weir, 1998), come ci sono altri dove l’età non influenza affatto la 
preferenza per i processi decisionali di gruppo (Berg, Johnson, Meegan e Strough, 2003). 
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D’altra parte, gli studi di Denney e Palmer (1981) hanno confermato che gli adulti 
preferiscono di più le decisioni di gruppo rispetto ai giovani. 
Andreoni e Vesterlund (2011) hanno trovato che gli uomini sono più egoisti, mentre le 
donne più egualitarie. Di conseguenza, le donne tendono di più verso l’uso di una strategia 
decisionale che permette di scegliere un’alternativa gli esiti della quale vengono distribuiti in 
modo corretto, mentre gli uomini si preoccupano di più dell’influenza degli esiti su di loro. A 
livello di gruppo, Dufwenberg e Muren (2006) hanno notato che i gruppi dove le donne erano 
in maggioranza erano più generosi ed egualitari81. Inoltre, Lauriola e Levin (2001) ritengono
che gli uomini sono meno orientati a concordare. Di conseguenza essi usano di meno strategie 
di compromesso o di negoziazione. Partendo da questi risultati si può pensare che gli uomini 
sono più avversi ai processi decisionali di gruppo, mentre le donne più propense. 
Richiamando Bart e McQueen (2013), gli uomini superano le donne nel ragionamento 
normativo. Essi preferiscono usare durante il processo decisionale regole e metodi 
tradizionali. Contrariamente, le donne sono più aperte ad imparare, più curiose ed in modo 
attivo si impegnano a comprendere le prospettive ed i ragionamenti degli altri. Quanto sopra, 
si può tradurre che le donne si troveranno meglio in processi decisionali di gruppo rispetto 
agli uomini.
Un altro aspetto importante della vita in gruppo sono i conflitti. La domanda che si pone 
si riferisce al ruolo della diversità nelle relazioni interpersonali. A questo riguardo è stato 
concluso che nei gruppi con diversità di età ci sono meno conflitti (Pelled, 1993), mentre non 
ci sono legami tra la diversità di genere ed i conflitti (Pelled, 1997). Tutto questo è 
contraddittorio a quanto si può pensare, anche se l’autrice spiega i risultati con il fatto che gli 
individui possono essere stati assunti nello stesso periodo e di conseguenza dividono gli stessi 
valori. Brewer, Mitchell e Weber (2002), hanno concluso che le donne sono più propense ad 
evitare le situazioni conflittuali, mentre gli uomini sono più propensi a dominare tali 
situazioni. Tutto questo si potrebbe spiegare con i risultati di Niederle e Vesterlund (2007) 
secondo i quali le donne non amano le competizioni e sono meno aggressive rispetto agli 
uomini. 
Può essere di interesse considerare anche come viene espressa la rabbia. Nella 
prospettiva delle decisioni di gruppo questo può essere importante, perché influenza 
direttamente le relazioni interpersonali. Le donne sono meno affette dalla rabbia rispetto agli 
uomini e lo percepiscono come una minaccia per le loro relazioni (Cox, Stabb e Bruckner, 
1999). Stando a questo, si può concludere che le donne sono più propense ad evitare i conflitti
                                                            
81 Secondo gli autori i gruppi composti da due donne e un uomo sono i più generosi.
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e quindi si trovano meglio all’interno di un gruppo. Inoltre, le donne sono più paurose e 
questo le può portare a preferire di più i processi decisionali di gruppo. Riferendosi all’età, 
Carstenssen et al. (2000) sostengono che col passare del tempo i sentimenti come la paura 
diminuiscono. Di conseguenza, forse gli adulti non preferiscono le decisioni di gruppo. 
D’altra parte Mather, Gorlick e Lighthall (2009) ritengono che gli adulti sono più affetti dallo 
stress quando devono prendere una decisione. Questo gli potrebbe orientare verso le decisioni 
di gruppo. Birditt, Fingerman e Almeida (2005) hanno concluso che ci sono differenze tra 
uomini e donne nelle reazioni emotive in situazioni di tensione e conflitti interpersonali:
“Le donne valutano le tensioni come più stressanti rispetto agli uomini” (p.335)
Un ulteriore argomento utile nel comprendere la preferenza per i processi decisionali di 
gruppo potrebbe essere l’uso delle euristiche e bias cognitivi. Anche se i risultati sono 
contraddittori, la maggior parte delle ricerche a questo riguardo dimostrano che le donne sono 
meno overconfident rispetto agli uomini e che gli adulti sono meno overconfident rispetto ai 
giovani. La causa risiede nella bassa fiducia che le donne e gli adulti hanno nelle loro capacità 
decisionali. Questo porta a pensare che essi avranno una maggiore preferenza per i processi 
decisionali di gruppo, proprio per compensare tali limiti che essi pensano di avere. D’Zurilla, 
Maydeu-Olivares e Kant (1998) sostengono che gli adulti tendono a preservare nel tempo le 
emozioni positive, mentre quelle negative sono poche e di breve termine, quindi avere in 
gruppo adulti può aiutare a far fronte alle diverse situazioni di stress. D’altra parte, le donne 
sono più affette dal pessimismo e questo le può orientare verso decisioni di gruppo per 
riuscire ad affrontare meglio le situazioni complesse e a non rimandare le decisioni. Riguardo 
all’effetto framing i risultati sono contraddittori, però in generale le donne e gli adulti sono 
più suscettibili a tale effetto. Preferire le decisioni di gruppo potrebbe essere il modo migliore 
per evitare questo bias cognitivo dato che in gruppo ci sono più punti di vista. Ma perché si 
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6. 
L’EVOLUZIONE DEL SETTORE BANCARIO IN 
ALBANIA
Dopo gli anni ’90, l’Albania ha dovuto affrontare una serie di cambiamenti e sviluppi 
importanti che hanno messo il paese difronte a molte sfide. Il passaggio dal sistema totalitario 
e centralizzato a quello del mercato libero è stato accompagnato da avvenimenti che hanno 
influenzato l’economia albanese. Uno dei sistemi che ha subito cambiamenti radicali è stato 
senza dubbio quello finanziario. Tale sistema assume un ruolo insostituibile riguardo 
all’attività economica in quanto svolge due funzioni principali: rende possibile la formazione 
dei mezzi di pagamento in economia ed allo stesso tempo svolge il processo di 
intermediazione finanziaria. Il sistema finanzario si articola in due sottosistemi: i mercati 
finanziari e gli intermediari finanziari (Cani, 2010). Gli intermediari finanziari possono essere 
diversi come le istituzioni finanziarie bancarie, le istituzioni finanziarie non bancarie e le 
istituzioni finanziarie di investimenti. La presente ricerca si concentra sulle istituzioni 
bancarie come segmento più sviluppato dell’intero sistema finanziario in Albania. 
La mancata esperienza riguardo all’economia del mercato libero ha reso più difficile il 
cambiamento del sistema. Prima degli anni ’90, in Albania non esisteva un sistema bancario 
nel vero senso della parola. Dopo tale periodo, le banche hanno dovuto perseguire una strada 
lunga e piena di ostacoli per arrivare ad oggi. Proprio tali problematiche e le sfide che il 
sistema bancario ha dovuto e continua ad affrontare saranno trattate in questo capitolo. In 
seguito si cerca di offrire la dinamica degli sviluppi strutturali del settore bancario, 
accompagnata da dati comparativi in periodi diversi. Le valutazioni quantitative assumono un 
ruolo importante nel capire i cambiamenti strutturali nel settore bancario per i paesi in 
transizione. L’intenzione è quella di offrire una panoramica generale per arrivare a 
comprendere meglio le caratteristiche attuali di tale settore. 
6.1 Il settore bancario prima della transizione
Il modello economico dell’Albania fino al 1990 è stato caratterizzato dalla completa 
eliminazione di qualsiasi forma di proprietà privata tramite il controllo completo da parte del 
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governo dell’industria e la collettivizzazione dell’agricoltura, dal pieno sostegno nella 
pianificazione e gestione centralizzata e dal principio del sostegno nelle proprie forze. Per 
quanto riguarda il sistema bancario, durante il regime totalitario esso è stato caratterizzato da 
un elevato controllo da parte dello stato e dal punto di vista organizzativo dall’assenza dei due 
livelli (Hadëri, 2003). Si può dire che la Banca Centrale era l’unica banca operante. Anche se 
sono nate altre due banche, come distacco dalla Banca Centrale, esse operavano sotto l’ombra 
della Banca dello Stato d’Albania.
L’attività bancaria in Albania nasce nel 1839 con le banche ottomane che operavano nel 
territorio albanese, mentre nel 1863 nasce la Banca dell’Impero Ottomano (Shoqata Shqiptare 
e Bankave, 2013). La prima banca centrale è stata costituita nel 1913, come risultato di un 
accordo tra il governo di quell’epoca con Wienner Bank Verein che agiva in nome del gruppo 
bancario austro-ungherese e con la Banca Commerciale Italiana che agiva in nome del gruppo 
bancario italiano (Banka e Shqipërisë, 2013). Tale istituzione non sopravvisse per molto a 
causa delle condizioni politiche del periodo e dell’inizio della prima guerra mondiale. Nel 
1925 fu creata la Banca Nazionale d’Albania con sede amministrativa a Durazzo e Consiglio 
Amministrativo a Roma. Un anno dopo, tale istituzione emette la prima moneta nazionale 
albanese. Per  diversi anni, la Banca Nazionale d’Albania ha agito in una posizione di 
monopolio, fino al 1938 quando ha subito la concorrenza della Banca di Napoli e della Banca 
Nazionale di Lavoro (Banka e Shqipërisë, 2013). Fino al 1943 in Albania operavano anche 
banche straniere, mentre nel 1945 viene costituita la Banca dello Stato Albanese, la quale 
essendo l’unica banca esistente svolgeva sia le funzioni di una banca centrale che le funzioni 
di una banca commerciale (Shoqata Shqiptare e Bankave, 2013). Bisogna sottolineare che 
fino al 1976 il sistema bancario era composto da una sola banca con un ruolo di 
intermediatore finanziario molto limitato, perché la politica monetaria ed i finanziamenti 
erano gestiti attraverso un piano centralizzato. La banca centrale serviva soltanto a registrare 
le transazioni tra le imprese di produzione. Nel 1977 fu costituita la Banca Agricola dopo il 
distacco dalla Banca dello Stato d’Albania. Invece nel 1990 il Dipartimento delle Relazioni 
Estere della Banca dello Stato d’Albania, servì come base per la costituzione della Banca 
Commerciale Albanese che aveva il compito di finanziare e stimolare le esportazioni.
In conclusione si può dire che dopo la seconda guerra mondiale e fino al 1990, la Banca 
dello Stato d’Albania è stata di supporto al programma per lo sviluppo dell’economia 
socialista. Comunque, il passato socialista e la sua eredità risultano difficili da isolare. Il ruolo 
delle banche era quello di aiutare l’economia con finanziamenti a basso interesse (Cani, 
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2010). Si può affermare che il sistema bancario socialista alla soglia della transizione era 
caratterizzato da seri problemi come (Cani e Hadëri, 2002):
- il suo ruolo come intermediario finanziario era molto limitato, perché le banche 
servivano solo come istituzioni con il compito di registrare le transazioni tra le 
imprese produtrici;
- in queste condizioni era assente la valutazione dei finanziamenti e la gestione del 
rischio;
- mancava l’esperienza bancaria riguardo alle attività di un mercato libero.
6.2 Il settore bancario durante la transizione
Alla fine degli anni ’90, il cambiamento del sistema politico in Albania ha riportato 
sviluppi significativi anche nel settore bancario, il quale è passato ad un sistema a due livelli. 
La transizione ha trovato l’Albania nelle condizioni del paese più povero dell’Europa. 
Come paese comunista, l’Albania aveva caratteristiche simili ad altri paesi comunisti, ma 
anche caratteristiche distintive. Così, l’Albania è stato l’unico paese europeo del blocco 
comunista che non ha intrapreso nessuna riforma importante sul piano economico e politico 
come la decentralizzazione delle decisioni, l’aumento del ruolo del mercato e la 
democratizzazione del paese (Cani e Hadëri, 2002). Di conseguenza, è rimasto il paese che 
per 45 anni ha eseguito in maniera rigorosa l’ideologia marksista e le pratiche staliniste. 
L’Albania è entrata nella fase della transizione come il paese meno preparato dal punto di 
vista economico, politico, sociale e culturale per intraprendere delle riforme radicali verso 
l’economia del mercato libero (Cani e Hadëri, 2002). Bisogna sottolineare che gli sviluppi del 
sistema bancario riflettono largamente i cambiamenti e gli eventi economici, sociali e politici 
dell’Albania in diversi periodi. Gli sviluppi più importanti sono discussi in seguito in senso 
cronologico.
Nel 1992 la legislazione formalizzò completamente la formazione del sistema bancario 
con due livelli (Banka e Shqipërisë, 2013). Fu costituita la Banca d’Albania (Banka e 
Shqipërisë) che anche ad oggi rappresenta la banca centrale. In questo periodo la politica 
monetaria non era compito di tale banca, ma è stata in un certo modo stabilita dal Fondo 
Monetario Internazionale che comunque ha riportato uno sviluppo dell’economia e la 
diminuizione dell’inflazione (Fullani, 2007). La pianificazione centralizzata aveva portato ad 
un colasso economico totale. Difronte all’aumento dell’inflazione, ad una diminuizione 
drastica dell’offerta e ad una svalutazione della moneta, durante gli anni ’92-’96  l’Albania è 
stata sottoposta a moltissime riforme non solo economiche, ma anche politiche e sociali 
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(Fullani, 2007). Le riforme economiche sono state concepite a supporto dei programmi del 
Fondo Monetario Internazionale ed erano orientate a stabilire delle basi dell’economia del 
mercato libero. Si può dire che le riforme principali si sono concentrate sulla privatizzazione 
delle piccole-medie imprese, sulla liberalizzazione graduale dei prezzi82 e sull’apertura 
dell’economia nazionale verso l’estero (Cani, 2010). 
Uno dei problemi più grandi di questo periodo è rappresentato dall’economia informale 
(Fullani, 2007). L’evasione fiscale, le deformazioni della concorrenza e del mercato, e la 
difficoltà nel monitorare il mercato sono alcune delle caratteristiche distintive della realtà 
economica albanese all’inizio della transizione. L’informalità aveva toccato anche il sistema 
finanziario, rappresentando una barriera per canalizzare i fondi verso il settore bancario (Cani, 
2010). Tale ambiente creò le condizioni favorevoli per la nascita e lo sviluppo delle imprese 
finanziarie piramidali83. Le norme d’interesse da esse offerte erano troppo alte e facevano 
concorrenza alle norme d’interesse troppo basse offerte dalle banche, portando così alla 
deformazione del sistema finanziario e del mercato dei prestiti (Fullani, 2007). D’altra parte, 
tali imprese sono riuscite ad accumulare troppo capitale danneggiando il rapporto risparmi-
investimenti ed impendendo l’orientamento del capitale verso investimenti reali che 
porterebbero l’economia alla crescita. Tutto questo metteva in difficoltà l’efficacia della 
politica monetaria. 
“Lo sviluppo delle aziende piramidali in dimensioni molto grandi, testimonia 
non soltanto l’inesistenza delle istituzioni del mercato del capitale e la 
disfunzione delle strutture del mercato libero, ma allo stesso tempo dimostra le 
basse conoscenze economico-finanziarie del pubblico e l’assenza totale della 
sua capacità di adottare un comportamento razionale” (Fullani, 2007, p. 236)
Comunque, in questo periodo è stato completato il quadro normativo del settore 
bancario che segnò il passaggio definitivo da un sistema con un solo livello ad un sistema con 
due livelli: primo livello, composto dalla Banca Centrale e il secondo livello composto dalle 
banche commerciali (Banka e Shqipërisë, 2013). Su queste basi ha avuto inizio la nascita di 
nuove banche private e la sorveglianza del settore dalla banca centrale. Oltre alla Banca 
d’Albania che era nella posizione della banca centrale sono state costituite altre banche di 
capitale statale come la Cassa di Risparmio, la Banca Nazionale Commerciale e la Banca 
Commerciale Agricola. Sono nate anche due banche di capitale congiunto come la Banca 
Italo-Albanese e la Banca Arabo-Albanese, mentre nel 1996 nascono la Banca di Tirana ed 
                                                            
82 La liberalizzazione dei prezzi è stata accompagnata da un aumento dell’inflazione nel breve periodo, perché i prezzi 
nell’economia centralizzata erano diversi dai prezzi stabiliti dai principi di mercato. 
83 Tali imprese hanno funzionato senza possedere una licenza e senza nessun tipo di sorveglianza, fino a quando sono state 
costrette a dichiarare il fallimento.  
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una filiale della Banca Nazionale della Grecia (Cani e Hadëri, 2002). Si può affermare che 
una delle caratteristiche del settore bancario in questi anni (1992-1996) è il dominio delle 
banche con capitale dello stato che nel 1996 controllavano il 90% delle attività del settore 
bancario. Anche se in questo periodo si può notare un lieve aumento delle banche con capitale 
congiunto e delle banche private, esse operavano sotto il controllo del monopolio bancario 
statale non riportando così miglioramenti riguardo alla concorrenza nel settore. 
Oltre al dominio delle banche con capitale statale, le problematiche del settore bancario 
nei primi anni della transizione possono essere identificate come segue (Cani e Hadëri, 2002):
- le attività di intermediazione finanziaria erano molto limitate, perché le banche con 
capitale statale erano disinteressate a raccogliere i depositi e svolgevano 
principalmente attività di finanziamento per il commercio;
- il quandro normativo era inadatto;
- assenza dell’esperienza bancaria;
- aumento dei debiti con problemi e dei debiti persi.
Il periodo 1997-2002 può essere considerato il periodo più difficile per il sistema 
bancario albanese.   All’inizio del 1997 la situazione macroeconomica in Albania peggiora di 
molto a causa del fallimento delle imprese piramidali e le tensioni politico-sociali che hanno 
accompagnato questo evento. La crisi generale portò alla riduzione dell’attività economica ed 
allo stesso tempo influenzò negativamente la fiducia del pubblico nel sistema bancario a 
causa delle conoscenze limitate per fare la distinzione tra tali imprese e le banche del secondo 
livello. Comunque, le variabili macroeconomici iniziano a migliorare nell’anno successivo. 
Dopo la grande svalutazione, la moneta albanese inizia a rafforzarsi. Fortunatamente, la 
destabilità sociale ed economica del 1997 è stata di breve termine e l’attività economica si è 
ripresa in fretta. Si può affermare che tutto questo è stato condizionato dal fatto che la crisi e 
rimasta fuori dalle banche. Inoltre, anche gli accordi con il Fondo Monetario Internazionale 
hanno aiutato a ripristinare gli equilibri. 
Invece nel 2002 si è verificata una diminuizione della fiducia del pubblico nel sistema 
bancario che ha portato ad un aumento dei prelievi dei depositi nelle due banche importanti 
come la Cassa di Risparmio e la Banca Nazionale Commerciale. Il capitale fuori dalle banche 
è aumentato rapidamente di 15%, riportando forti pressioni inflazionisti (Fullani, 2007). 
Queste azioni hanno causato un problema di liquidità solo in queste due banche senza 
espandersi nell’altra parte del settore e senza causare il fallimento delle banche incluse. Tale 
scossa del settore è rimasta al livello di un panico parziale ed isolato (Sheqeri, 2003). 
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In assenza di una causa principale, il panico era un segnale chiaro dell’assimetria e della 
mancanza delle informazioni destinate al pubblico, le percezioni del quale rimangono 
facilmente manipolati dai malintesi riguardo alle precauzioni intraprese dalle banche in tale 
periodo per difendere i depositi. Si può dire che tale evento intrecciato anche con l’inizio della 
privatizzazione della Cassa di Risparmio che è stata comprata da un gruppo bancario straniero 
sono le principali cause della crisi finanziaria del 2002 (Sheqeri, 2003). Il ruolo negativo di 
questi due eventi è stato amplificato dalla destabilità politica in questo periodo. La perdità dei 
risparmi nelle imprese piramidali e l’assenza di familiarità con i mercati finanziari ha reso il 
pubblico più suscettibile ai problemi del settore finanziario. La scossa del 2002 ha evidenziato 
il legame debole tra il pubblico, la Banca d’Albania e le altre banche. Scosse come queste 
servono a comprendere il grande valore di tali legami. Comunque, bisogna ammettere che gli 
interventi della Banca d’Albania sono stati efficaci (Sheqeri, 2003). 
La condizione economica e politica del paese dopo gli eventi del 1997 ha peggiorato la 
posizione delle banche statali, accentuando l’importanza di una privatizzazione veloce84. I 
cambiamenti strutturali di questo periodo riportano una struttura del settore come segue:
- banche con capitale statale (G1);
- banche con capitale congiunto (G2);
- banche con capitale privato (G3).
La Tabella 6.1 indica come la struttura del settore bancario è cambiata durante gli anni 
più importanti della fase di transizione. Come si può notare, il gruppo del G3 si è allargato 
sempre di più, indicando una evelata decentralizzazione del settore. 
Tabella 6.1: La percentuale del mercato bancario secondo il tipo di proprietà
Anno G1 G2 G3
1997 89.9 6.5 3.6
1998 85.6 5.1 9.3
1999 81.4 5.8 12.8
2000 64.8 6.2 29
2001 59.2 5.8 35
2002 56.6 5.9 37.5
(Fonte: Banka e Shqipërisë, 2002)
Con tutto il progresso riportato dal processo della privatizzazione delle banche statali, 
dall’entrata delle banche straniere e dall’aumento del numero delle banche che operavano nel 
settore in questo periodo, il problema rimaneva lo stesso di prima: assenza della concorrenza. 
                                                            
84 Tale processo ha inizio con la liquidazione della Banca Commerciale Agricola e la privatizzazione della Banca Nazionale 
Commerciale nel 2000.
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Il settore era soltanto passato da una forma di monopolio ad una forma di oligopolio, dato che 
una sola banca disponeva il 55% del mercato bancario, mentre le due banche pricipali 
disponevano il 70% (Cani e Hadëri, 2002). Comunque, si deve considerare che l’economia 
albanese dopo le pricipali crisi sopra riportate è stata caratterizzata da sviluppi positivi, 
equilibri macroeconomici relativamente stabili e da passi progressivi verso lo sviluppo del 
sistema bancario.
Il periodo 2003-2008 è stato caratterizzato da una maggiore attenzione ed impegno 
verso la ristrutturazione e le riforme del sistema bancario85. Così, inizia la privatizzazione 
delle banche. Cattura l’attenzione in questo periodo il dominio delle banche straniere (Fullani, 
2007). D’altra parte, aumenta il livello dell’intermediazione finanziaria e il mercato del 
credito, e migliora la sorveglianza del settore attraverso ulteriori modifiche del quadro 
normativo. Inoltre, aumenta il numero delle banche. Nel 2007 il numero delle banche che 
operavano in Albania è arrivato a 17 (Fullani, 2007). Bisogna però sottolineare che soltanto 
due banche sono rimaste di capitale completamente albanese86. Per lo più, in questo periodo si 
verifica un’espansione della gamma dei prodotti bancari ed una maggiore espansione 
geografica. Di conseguenza, aumenta il grado della concorrenza portando ad una maggiore 
qualità dei servizi offerti.
L’aumento del numero delle banche con capitale privato portò dei cambiamenti 
importanti riguardo alla struttura del settore. Ormai, la categorizzazione avveniva in base alla 
grandezza degli assetti bancari. Con riferimento al valore totale degli assetti di ciascuna banca 
rispetto al valore totale degli assetti del settore bancario si ha la classificazione come segue 
(Banka e Shqipërisë, 2013):
- G1, il gruppo delle piccole banche ( le banche che disponevano meno di 2% del valore 
totale degli assetti del settore);
- G2, il gruppo delle medie banche (le banche che disponevano 2%-7% del valore totale 
degli assetti del settore);
- G3, il gruppo delle grandi banche (le banche che disponevano più di 7% del valore 
totale degli assetti del settore).
Nel 2009-2013, il settore bancario ha continuato a consolidarsi. In alcune banche è 
aumentato il capitale straniero ad altre invece è stata revocata la licenza87. D’altra parte, 
                                                            
85 Questo periodo è stato accompagnato da sviluppi importanti nel settore bancario. Così, la Cassa di Risparmio è stata 
completamente venduta a Raiffeisen Zentralbank Osterreich Aktiengesellschaft Austria, parte del gruppo Raiffeisen 
International Bank-Holding AG. Comunque, lo stato continuava a partecipare nel settore bancario.
86 Union Bank e Credins Bank. 
87 Così, la Banca Europea per la Ricostruzione e lo Sviluppo ha comprato il 12.5% delle azione dell’Union Bank, Calik 
Holding AS Turchia ha aumentato il capitale azionario dal 25.2% al 45.6% nella Banca Nazionale Commerciale. Inoltre, alla 
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questo periodo è stato accompagnato dal completamento della gamma dei servizi e dei 
prodotti bancari riguardo le attività di e-banking, le carte elettroniche, gli ATM ed i POS, 
oltre all’aumento delle filiali e delle agenzie bancarie. Alla fine del 2013, le banche con 
capitale privato straniero arrivano a disporre il 90% del valore totale degli assetti del settore 
bancario (European Bank for Reconstruction and Development, 2013). 
In conclusione si può ritenere che fino ad oggi il sistema bancario albanese non ha 
conosciuto una crisi nel vero significato della parola. Comunque, il sistema ha riscontrato una 
serie di problemi e difficoltà che hanno avuto le radici sia negli aspetti macroeconomici che in 
quelli microeconomici come i problemi fiscali, l’aumento dell’inflazione, l’informalità, il 
basso livello delle conoscenze del pubblico sui mercati finanziari, i problemi riguardo alla 
riformazione del sistema bancario etc. Bisogna sottolineare che il fattore politico è stato 
presente nei momenti di difficoltà e molte volte ha influenzato l’intensificazione dei problemi 
del settore.
6.3 La situazione corrente del settore bancario
Il settore bancario in Albania è caratterizzato da importanti cambiamenti strutturali 
come l’aumento del numero delle banche del secondo livello, la ristrutturazione e la 
privatizzazione delle banche con capitale statale, l’entrata nel settore delle banche straniere 
etc. Con il passare degli anni, il settore bancario ha subito una grande espansione che ha 
trasformato l’ambiente nel quale le banche operano in un ambiente dinamico. Inoltre, è stato 
migliorato il quandro normativo, la tecnologia ed i servizi bancari che col passare del tempo 
sono aumentati.
Il sistema bancario albanese rimane organizzato in due livelli. Il primo livello 
comprende la banca centrale (Banca d’Albania). Il secondo livello si riferisce alle banche 
commerciali. Tali intermediari finanziari sono imprese azionarie con l’obiettivo di 
massimizzare il profitto per i loro azionisti (Cani, 2010). L’organizzazione in due sistemi è 
necessaria per distinguere le diverse funzioni delle banche e non si riferisce in nessun modo 
all’importanza relativa di tali istituzioni. 
La Banca d’Albania (Banka e Shqipërisë) è una banca con capitale statale che viene 
gestita dal Consiglio di Sorveglianza. Tale banca è indipendente da qualsiasi altra forma di 
potere. Gli sviluppi economici, politici e sociali hanno portato all’aumento e all’espansione 
delle funzioni e delle competenze di tale istituzione. Nella qualità dell’autorità monetaria e di 
                                                                                                                                                                                             
Banca Italo-Albanese è stata revocata la licenza che è stata fusa per incorporazione con la Banca Americana d’Albania che 
poi è stata comprata dal gruppo italiano Intesa Sanpaolo Bank (Shoqata Shqiptare e Bankave, 2013).
163
sorveglianza, la Banca d’Albania svolge alcune funzioni come segue (Banka e Shqipërisë, 
2013):
- redige, approva ed esegue la politica monetaria del paese;
- possiede il diritto esclusivo di emettere la banconota e la moneta nazionale;
- amministra le riserve monetarie della Repubblica d’Albania;
- redige, approva ed esegue il regime dei cambi e la politica dei tassi di cambio;
- approva e offre la licenza per esercitare l’attività bancaria e sorveglia tale attività con 
l’obiettivo di preservare la stabilità del sistema bancario;
- agisce come banca, consulente e agente fiscale della Repubblica d’Albania;
- agisce come banca per le banche del secondo livello.
Per offrire una panoramica completa del progresso riguardo alle riforme nei paesi in 
transizione, l’EBRD (European Bank for Reconstruction and Development) ha costruito un 
sistema di valutazione numerica per gli indicatori della transizione. Le valutazioni di tali 
indicatori oscillano da 1 a 4+, indicando rispettivamente nessuno progresso o elevato 
progresso delle economie centralizzate rispetto gli standard delle economie industrializzate. 
Secondo le valutazioni dell’EBRD l’indice delle riforme nel settore bancario per l’Albania per 
il 2013 era 2.67, uguale a quello del 2012. 
Per comprendere gli sviluppi del settore bancario negli ultimi anni è importante
riportare delle informazioni su alcuni indicatori dell’economia. 
Tabella 6.2: Alcuni indicatori dell’economia dell’Albania (in %)
                                                                                 
2009 2010 2011 2012 2013
Inflazione 2.3 3.6 3.5 2.0 1.9
Aumento del PIL 3.3 3.8 3.0 1.3 0.4
Tasso di disoccupazione 13.7 13.5 13.3 13.0 12.82
Investimenti stranieri diretti/PIL 8.2 8.9 8.2 7.8 9.8
(Fonte: Banka e Shqipërisë, 2013)
Come si può notare dalla Tabella 6.2, negli ultimi anni si è verificata una diminuizione 
dell’inflazione. Il tasso dell’inflazione a livelli bassi è stato condizionato anche dal basso 
aumento del PIL. La diminuizione dell’attività economica è stata in un certo senso dovuta allo 
scarso rendimento degli investimenti e del consumo come conseguenza delle politiche 
conservatorie delle banche riguardo alle attività di finanziamento (Banka e Shqipërisë, 2013).
Il sistema finanziario in Albania è dominato dal settore bancario che occupa il 90.5% 
del volume totale del sistema. Il restante 9.5% è composto da altri istituzioni finanziari
(Banka e Shqipërisë, 2013). Il settore bancario rimane il segmento principale 
dell’intermediazione finanziaria in Albania. Tale settore è dominato dalle 5 banche più grandi 
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che tutte insieme costituiscono il 67% del portafoglio del credito e il 73% dei depositi (Banka 
e Shqipërisë, 2013). La maggior parte del settore è controllato dalle filiali dei gruppi bancari 
stranieri con capitale di origine dall’Unione Europea che svolgono la loro attività secondo il 
quadro normativo in vigore dettato dalla Banca d’Albania. Un fatto positivo è che gli 
investimenti stranieri nel settore bancario albanese appartengono a gruppi bancari conosciuti, 
con esperienza nei mercati esteri come Raiffeisen Bank (Austria), Intesa Sanpaolo Bank 
(Italia), Piraeus Bank (Grecia), Banca Islamica di Sviluppo (istituzione finanziaria 
internazionale), Emporiki Bank (Grecia), Société Générale (Francia), Banca Europea per la 
Ricostruzione e lo Sviluppo (instituzione finanziaria internazionale).
In generale, il sistema bancario in Albania è finanziato dai depositi di risparmio è 
l’attività principale rimane il finanziamento per gli individui e le imprese (Banka e Shqipërisë, 
2013). Un quadro completo del sistema finanziario albanese è riportato in seguito, nella 
Tabella 6.3. Si può facilmente notare come il sistema bancario rappresenta il segmento più 
importante dell’intero sistema finanziario. Gli altri segmenti non hanno un peso significativo 
in tale sistema.
Tabella 6.3: Il peso dei segmenti del sistema finanziario rispetto al PIL (in %)
Sistema finanziario 2009 2010 2011 2012 2013
Sistema bancario 77.5 80.9 84.7 89.6 90.5
Istituzioni non bancarie 2.2 2.7 2.5 2.7 2.5
Società Risparmio - Credito 0.8 0.8 0.7 0.8 0.8
Società d’assicurazione 1.5 1.4 1.5 1.6 1.6
Fondi pensione 0.01 0.01 0.01 0.02 0.03
Fondi investimenti 1.21 3.7
(Fonte: Banka e Shqipërisë, 2013)
Il 2013 è stato un anno di sfida per l’economia ed i mercati finanziari albanesi (Banka e 
Shqipërisë, 2013). Il peggioramento della situazione finanziaria delle imprese in Albania ha 
influenzato in negativo i crediti con problemi ed i bilanci del sistema bancario. Comunque, 
anche con la situazione delicata dell’economia d’Albania e le problematiche in aumento del 
sistema finanziario, gli indicatori importanti della salute finanziaria sono migliorati nel 2013. 
La Tabella 6.4 indica un miglioramento del risultato finanziario, con indicatori di 
capitalizzazione e di liquidità che si possono ritenere soddisfacenti (Banka e Shqipërisë, 
2013).  
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Tabella 6.4: Il peso dell’attivo e del portafoglio del credito del sistema bancario rispetto 
al PIL
Gli indicatori 2009 2010 2011 2012 2013
Totale dell’attivo (in mld leke) 886.3 990.6 1120.2 1325.8 1354.4
Totale dell’attivo/PIL (in %) 77.5 81.0 86.1 89.61 91.13
Totale del credito/PIL (in %) 39.3 40.1 40.0 43.6 41.9
(Fonte: Banka e Shqipërisë, 2013)
La struttura del settore bancario durante il 2013 è rimasta invariata, con 16 banche di 
capitale straniero e nazionale come riportato nella Tabella 6.5. 
Tabella 6.5: La struttura del settore bancario
Struttura del settore 2010 2011 2012 2013
Numero delle banche 16 16 16 16
Filiali delle banche straniere 2 2 0 0
Banche con capitale maggioritario straniero: 14 14 14 14
-con capitale maggioritario dai paesi del BE88 10 10 10 10
-con capitale maggioritario da altri paesi e 
istituzioni finanziari internazionali
4 4 4 4
Banche con capitale maggioritario nazionale 2 2 2 2
                  (Fonte: Banka e Shqipërisë, 2013)
Inoltre, durante tale periodo le banche di secondo livello hanno presentato le loro 
richieste sia per espandersi che per ridurre il numero delle filiali e delle agenzie (Banka e 
Shqipërisë, 2013). Nel 2013 sono state aperte 5 filiali/agenzie nuove, ma ne sono state chiuse 
altre 14. Così, il settore bancario nel 2013 ha continuato a espandersi, anche se con un ritmo 
più rallentato rispetto ad un anno prima. Questo andamento è stato condizionato dalla bassa 
crescita economica e dalla preoccupazione generale dell’industria bancaria a preservare la 
qualità dell’attivo (Banka e Shqipërisë, 2013). Comunque, il settore bancario è liquido e ben 
capitalizzato, in grado di supportare qualsiasi scossa. 
Alla fine del 2013 la struttura del settore bancario secondo il volume dell’attività è 
rappresentata come di seguito (Banka e Shqipërisë, 2013):
- G1 (banche che dispongono meno di 2% del totale degli attivi del settore): 5 banche
89
- G2 (banche che dispongono 2-7% del totale degli attivi del settore): 6 banche
90
- G3 (banche che dispongono più di 7% del totale degli attivi): 5 banche
91
                                                            
88 Le banche con capitale maggioritario dai paesi del BE appartengono a: Italia (1 banca), Austria (1 banca), Francia (1 
banca), Germania (1 banca), Grecia (3 banche), Bulgaria (1 banca).
89 Banka e Bashkuar e Shqipërisë, Veneto Banka, Banka Ndërkombëtare Tregtare, Banka e Parë e Investimeve, Banka e 
Kreditit të Shqipërisë.
90 Banka Procredit, Banka Credit Agricole, Banka Kombëtare e Greqisë, Banka Societe Generale - Albania, Banka Alfa-
Shqipëri, Banka Union.
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È interessante fermarsi anche sulla distribuzione geografica delle banche (Tabella 6.6)  
Tabella 6.6: L’estensione geografica della rete bancaria secondo le prefetture (numero 
delle filiali/agenzie)
2010 2011 2012 2013
Filiali/Agenzie locali 529 534 538 529
Tirana 210 212 218 213
Berat 20 21 21 22
Dibër 9 10 10 10
Durazzo 54 54 55 53
Elbasan 30 30 30 30
Fier 44 44 43 42
Gjirokastër 24 24 23 23
Korçë 38 37 37 38
Kukës 9 10 9 9
Lezhë 25 26 25 24
Scutari 25 25 25 24
Valona 41 41 42 41
Filiali/Agenzie fuori paese 2 1 1 1
Atene (Grecia) 1 - - -
Kosovo 1 1 1 1
Totale 531 535 539 530
(Fonte: Banka e Shqipërisë, 2013)
L’estensione della rete bancaria negli ultimi anni non rappresenta cambiamenti 
importanti. L’espansione maggiore per il settore si ha avuto negli anni 2006-2008 passando da 
293 filiali a 511 filiali e agenzie. La distribuzione della popolazione residente riportata nella 
Figura 6.1 aiuta a comprendere la Tabella 6.6.
Figura 6.1: L’espansione geografica della popolazione residente per ogni prefettura
(Fonte: Banka e Shqipërisë, 2013)
                                                                                                                                                                                             













Le banche hanno concentrato le loro attività nelle città e nelle regioni di maggiore 
sviluppo, cosa che può comportare una forma di disuguglianza. Questo può essere ritenuto 
normale, perché le banche sono orientate a massimizzare il proprio profitto, ma d’altra parte 
una regione non può avere uno sviluppo economico senza il servizio bancario. Il numero degli 
abitanti per banca o filiale è un altro elemento che valuta quanto il sistema bancario è vicino 
al cliente. Dalla Tabella 6.7 si può notare che tali indici non sono cambiati in maniera 
significativa nel corso degli ultimi anni.
Tabella 6.7: La copertura dei servizi bancari
2009 2010 2011 2012 2013
Numero di banche 16 16 16 16 16
Numero d’impiegati 6,404 6,384 6,714 6,836 6,686
Numero di filiali/agenzie 524 529 534 538 529
Media di impiegati per:
-Banca 400 399 420 427 418
-Unità bancaria 12 12 13 13 13
Numero di abitanti (‘000) 2,919 2,907 2,902 2,899 2,896
Numero di abitanti per:
-Banca 182,417 181,710 181,387 181,174 180,997
-Unità bancaria 5,570 5,496 5,435 5,388 5,474
-Impiegati 456 455 432 424 433
(Fonte: Banka e Shqipërisë, 2013)
Un’ulteriore analisi della situazione del settore bancario in Albania può essere fatta 
attraverso l’indice Herfindhal. L’indice Herfindhal, conosciuto altrimenti come indice 
Herfindhal-Hirschman (HHI), è un indicatore del livello di concorrenza del mercato. I suoi 
valori possono oscillare nel segmento [0,1]. Un aumento nei suoi valori dimostra una 
diminuizione della concorrenza e viceversa. Come si può notare dalla Tabella 6.8, i valori di 
tali indici rimangono a livelli vicini al zero, testimoniando una bassa concentrazione nel 
sistema bancario, e non riportano una variazione importante negli ultimi anni. Di 
conseguenza, si ha una migliore distribuzione dei pesi nel mercato e un livello soddisfacente 
della concorrenza.
Tabella 6.8: L’indice H (Herfindhal) della concentrazione degli attivi, dei depositi e del 
credito
Indici 2009 2010 2011 2012 2013
Indice H (attivo) 0.14 0.14 0.15 0.15 0.14
Indice H (depositi) 0.15 0.16 0.16 0.15 0.14
Indice H (credito) 0.11 0.11 0.12 0.12 0.12
(Fonte: Banka e Shqipërisë, 2013)
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In conclusione si può affermare che l’andamento del settore bancario in Albania è 
fortemente influenzato dalla crescita economica del paese, ma anche dai livelli di crescita 
economica dei paesi che hanno investito in Albania. Il sistema bancario in Albania è stato in 
grado di diffendersi dalla crisi mondiale di liquidità degli ultimi anni, perché molti degli 
immigrati residenti all’estero hanno trasferito i loro risparmi verso l’Albania. Comunque, 
bisogna dire che la crisi economica europea ha influenzato lo sviluppo economico del paese. 
In queste circostanze, la situazione economica non ha favorito lo sviluppo del settore 
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7.1 Importanza, obiettivi ed ipotesi della ricerca
Al giorno d’oggi si parla tantissimo dei processi decisionali di gruppo. Questo perché
hanno subito importanti modifiche alcuni fattori di contesto. Così, le aziende stanno operando 
sempre di più in un ambiente competitivo, dinamico e complesso, dovendo prendere delle 
decisioni non programmate e non di routine. A parte la necessità, le aziende si orientano verso 
processi partecipativi anche per riuscire a beneficiare dei vantaggi importanti che tali processi 
offrono92. In generale, i gruppi sono utilizzati per prendere decisioni per due motivi principali: 
primo, perché sempre di più si devono prendere delle decisioni per situazioni o problemi che 
richiedono conoscenze specializzate e numerose che un solo individuo non può disporre; 
secondo, perché quando si decide in gruppo la legittimità della scelta risulta maggiore. 
Le aziende hanno compreso l’importanza dei processi decisionali di gruppo nel 
contribuire alla creazione di vantaggi competitivi sostenibili. L’attenzione e l’impegno 
maggiore nel comprendere vari aspetti e problematiche di tali processi è testimoniata dalle 
numerose ricerche in questo dominio, ricerche che confermano l’orientamento delle aziende 
verso processi decisionali di gruppo. Ormai, la maggior parte delle aziende moderne usano i 
gruppi per prendere le decisioni. I consigli direttivi ed i bordi degli azionisti, i gruppi dei top 
manager ed i gruppi di progetto sono solo alcuni esempi93. 
La presente ricerca è stata articolata in due parti. La prima parte offre un quadro 
generale sui processi decisionali di gruppo, i vari gruppi e le variabili che possono influenzare 
la loro efficacia nel prendere decisioni, con lo scopo di comprendere l’orientamento delle 
aziende verso tali processi. La parte teorica serve proprio per offrire una base ed essere 
d’aiuto nel spiegare le conclusioni della ricerca empirica riportate nella seconda parte. La 
seconda parte della ricerca si riferisce al processo decisionale di gruppo nel settore bancario in 
Albania. Bisogna sottolineare che è stato scelto tale settore un po’ costretti dai fattori di 
contesto. In Albania dominano le piccole e medie imprese. L’imprenditore è allo stesso tempo 
                                                            
92 Sui benefici e limiti dei processi decisionali di gruppo è stato largamente discusso precedentemente al Capitolo 3.
93 Sulle tipologie dei gruppi, analizzando i loro vantaggi e le problematiche è stato discusso largamente al Capitolo 1.
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anche il dirigente dell’impresa e la tendenza è quella di centralizzare la presa delle decisioni. 
Prendere in analisi il processo decisionale di gruppo all’interno di tali imprese non avrebbe 
senso, perché anche se i gruppi sono usati per prendere decisioni, non è possibile studiare la 
loro tipologia e la composizione, dato che il numero degli impiegati è molto ridotto94 e la 
tendenza è quella di far partecipare tutti in gruppo. Il quadro cambia totalmente nelle 
istituzioni bancarie. D’altra parte, è stato scelto il settore bancario anche perché ha subito 
cambiamenti radicali dal punto di vista dell’organizzazione e tali cambiamenti comportano 
modifiche significative nel modo di prendere le decisioni. 
Il settore bancario rappresenta il settore più sviluppato dell’intero settore terziario e del 
sistema finanziario in Albania. Nell’economia centralizzata tale settore è stato uno dei più 
monitorati e controllati ed ha iniziato a decentralizzarsi e svilupparsi solo dopo gli anni ’90. 
Comunque, rimane uno dei settori maggiormente attraenti per gli investimenti stranieri. Tali 
investimenti sono ritenuti importanti per lo sviluppo economico del paese e rappresentano una 
delle priorità del governo albanese. Riguardo ai processi decisionali è interessante capire se 
tali investimenti hanno riportato anche in Albania lo spirito partecipativo che i loro paesi 
d’origine forse hanno adottato molto prima. La maggior parte delle banche con capitale 
straniero sono gestite a livello strategico da dirigenti o manager che provengono dalle sedi 
centrali dei paesi di origine e in queste condizioni è inevitabile l’influenza del modo in cui tali 
sedi sono organizzati riguardo alla presa delle decisioni, ma anche della propria cultura, sulle 
loro filiali in Albania. Il settore bancario appare uno dei settori più efficienti e ben organizzati 
dell’economia albanese, che anche con la crisi economica degli ultimi anni ha dimostrato 
stabilità. Comunque, bisogna sottolineare che tale settore ha dovuto affrontare diversi 
problemi e che lo aspettano sfide future. D’altra parte, un’ulteriore motivazione per 
intraprendere una ricerca di questa natura deriva dal fatto che non esiste nessun approccio 
empirico che abbia mai preso in studio il processo decisionale nel settore bancario in Albania 
e per di più i processi di gruppo. Di conseguenza, la presente ricerca è stata ritenuta 
importante nell’offrire una panoramica generale di tali processi, per mettere in evidenza i 
benefici e le problematiche e quindi evidenziare gli aspetti da modificare ed aggiustare. 
Lo scopo principale di questa ricerca sta nel comprendere come avvengono e come sono 
percepiti e considerati i processi decisionali di gruppo all’interno delle istituzioni bancarie 
albanesi ed anche nel capire meglio le dinamiche di tali processi. In un futuro, tale ricerca 
potrebbe trasformarsi in una piattaforma di supporto per i dirigenti ed i manager durante 
l’elaborazione delle politiche e delle procedure decisionali per le imprese bancarie. Inoltre, la 
                                                            
94 Il numero medio degli impiegati per le piccole e medie imprese può variare da 5 a 10.
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presente ricerca potrebbe servire ai ricercatori e studiosi del settore bancario come spunto per 
ricerche future e per confronti tra istituti di credito appartenenti a paesi diversi, dato che in 
questo ambito tali ricerche mancano totalmente. 
A supporto dello scopo principale, gli obiettivi della ricerca possono essere riassunti 
come segue:
1. studiare le caratteristiche e la tipologia dei gruppi decisionali ed il processo 
decisionale di gruppo nelle istituzioni bancarie;
2. comprendere come i processi decisionali di gruppo sono percepiti e considerati 
all’interno delle istituzioni bancarie e se la preferenza verso tali processi è influenzata 
dalle caratteristiche demografiche, con particolare riferimento all’età e al genere; 
3. stabilire se prima di definire le politiche e le procedure decisionali, i dirigenti 
dell’azienda devono essere a conoscenza oppure no della propensione verso tali 
processi dei loro colleghi e dipendenti. Sulla base di tale obiettivo sta l’idea che il 
contributo dell’individuo all’interno del gruppo dipende dalla sua preferenza di 
decidere in gruppo. Così, in consistenza con il secondo obiettivo, conoscere la 
composizione demografica degli impiegati può aiutare a definire tale preferenza ed 
elaborare politiche e procedure decisionali largamente condivise;
4. evidenziare se le caratteristiche demografiche dei membri devono essere prese in 
considerazione durante la fase della composizione del gruppo. Conoscere le differenze 
nelle loro preferenze per le decisioni di gruppo dovute all’età e al genere e le 
motivazioni rispettive può aiutare nella scelta della tipologia del gruppo, ad esempio
decidere se formare gruppi omogenei oppure eterogenei, formali o informali. 
Come discusso precedentemente al Capitolo 3, il processo decisionale di gruppo porta a 
benefici importanti, ma può essere comunque accompagnato da problematiche che 
influenzano l’efficacia delle decisioni. Miller e Monge (1986) hanno concluso che un 
processo decisionale partecipativo migliora la motivazione personale. Alcuni studi empirici 
hanno provato che il gruppo aumenta la soddisfazione (Black e Gregersen, 1997; Wright e 
Kim, 2004) e la fiducia in sé stessi (Crandall e Parnell, 1994). Secondo Lawrence e Seiler 
(1984) il gruppo porta ad un livello maggiore di produttività ed aumenta la motivazione e la 
job satisfaction dei membri. Questo può derivare dal fatto che il gruppo rappresenta uno 
strumento utile alla crescita e allo sviluppo individuale dei membri (Cooke e Slack, 1984). Ma 
qual’è la preferenza per i processi decisionali di gruppo? La motivazione per la ricerca 
quantitativa parte dalla considerazione che il grado della preferenza per i processi decisionali 
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di gruppo determina il contributo e l’impegno personale come membro di un gruppo, con 
conseguenze importanti sull’efficacia delle decisioni prese.
Nel contesto dell’Albania questi obiettivi assumono una particolare importanza. 
L’economia albanese è un’economia in transizione, dopo il passaggio dall’economia 
centralizzata verso l’economia del mercato libero. Tale passaggio dovrebbe comportare dei 
cambiamenti sostanziali sui processi decisionali. Così, la presente ricerca può aiutare a capire 
se la mentalità dei dirigenti e degli impiegati riguardo ai processi decisionali di gruppo ha 
subito dei cambiamenti oppure no. Tradizionalmente, i dirigenti hanno percepito gli 
impiegati, ma anche gli impiegati loro stessi, come persone con il dovere di accettare ed 
eseguire decisioni prese in alto. Di conseguenza, è interessante comprendere se essi sono 
rimasti conservatori oppure sentono il bisogno di una maggiore partecipazione e di più spazi 
per sfoggiare la propria creatività. In queste circostanze diventa importante comprendere la 
propensione degli impiegati verso i processi decisionali di gruppo, come tali processi sono 
percepiti e come essi si sentono all’interno del gruppo. Può darsi che gli impiegati sono 
contenti di decidere in gruppo, come può darsi che sono obbligati, perché tali sono le politiche 
e le procedure decisionali. 
L’efficacia della decisione è influenzata anche dalla diversità del gruppo. Esistono 
numerose ricerche che hanno studiato l’influenza della diversità del gruppo sulla qualità delle 
decisioni prese. Alcune di esse ritengono che un aumento della diversità porti a decisioni 
migliori (Milliken e Martins, 1996; Knight et al., 1999), mentre altre riportano il contrario 
(Williams e O’Reilly, 1998; Van Knippenberg, De Dreu e Homan, 2004). Così, l’efficacia del 
processo decisionale di gruppo è molto influenzata dalla fase della composizione del gruppo. 
A questo riguardo, la questione che necessità di una risposta è come scegliere i membri del 
gruppo e che tipo di gruppo formare. Partendo dal presupposto che una delle condizioni per la 
continuità ed il successo del gruppo è che i membri siano contenti e si sentano bene al suo 
interno, diventa sostanziale comprendere se ci sono differenze nella preferenza per i processi 
decisionali di gruppo. Tale preferenza può essere influenzata dalle caratteristiche 
demografiche come età e genere. Di conseguenza, le principali ipotesi di ricerca da testare 
sono:
H1: La preferenza per i processi decisionali di gruppo aumenta con l’età;
H2: Le donne sono più propense ai processi decisionali di gruppo.
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La ricerca quantitativa non si limita soltanto a verificare queste ipotesi, ma cerca anche 
di comprendere ed identificare le ragioni dei risultati ottenuti. Così, se le ipotesi di sopra 
risultano vere, questo si spiega col fatto che gli adulti e le donne sono più avversi al rischio, 
sono meno overconfident o hanno capacità decisionali meno buone e sono consapevoli di 
questo, come alcune ricerche sostengono oppure sono risultati che derivano da altri motivi? 
Le altre ipotesi da verificare sono formulate come segue95:
H3: L’overconfidence è legata negativamente all’età;
H4: Le donne sono più overconfident rispetto agli uomini;
H5: Dopo aver preso una decisione, gli adulti sono più soggetti al fenomeno del rimpianto 
rispetto ai giovani;
H6: Dopo aver preso una decisione le donne sono più soggette al fenomeno del rimpianto 
rispetto agli uomini;
H7: Le strategie decisionali adottate dagli adulti sono diverse da quelle dei giovani;
H8: Le donne adottano delle strategie decisionali che sono diverse da quelle degli uomini;
H9: Esiste un legame positivo tra le emozioni e l’età nella presa delle decisioni;
H10: Le donne sono più soggette alle emozioni nella presa delle decisioni rispetto agli uomini;
H11: Gli adulti sono più propensi al rischio rispetto ai giovani;
H12: Le donne sono più propense al rischio rispetto agli uomini;
H13: Per le decisioni rischiose la preferenza di decidere in gruppo aumenta con l’età;
H14: Per le decisioni rischiose le donne preferiscono le decisioni di gruppo a differenza degli 
uomini;
H15: Gli adulti percepiscono una maggiore influenza dell’età e del genere sulle capacità 
cognitive e decisionali rispetto ai giovani;
H16: Le donne percepiscono una maggiore influenza dell’età e del genere sulle capacità 
cognitive e decisionali;
H17: Il sentimento di rimpianto, le percezioni riguardo alle capacità cognitive e decisionali, il 
grado di rischio della decisione, il genere e l’età sono legati positivamente alla preferenza per 
i processi decisionali di gruppo. 
7.2 Metodologia e strumenti della ricerca
La scelta della metodologia della ricerca rappresenta una sfida a sé ed assume una 
particolare importanza. Tale scelta è condizionata dal fatto che la raccolta e l’elaborazione dei 
                                                            
95 Per comprendere perché le ipotesi sono state così formulate si rimanda nella prima parte della tesi, al Capitolo 5, in 
particolar modo all’ultimo argomento.
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dati spesso sono difficili, perché può succedere che l’informazione è molto ampia e frequente, 
così come d’altra parte può essere molto limitata o addirittura assente (Rugg e Petre, 2007). 
Molte volte l’assenza dell’informazione può rappresentare una barriera per la ricerca, ma 
come viene riportato nel seguire, usando le interviste ed i questionari si può migliorare il 
decifit dell’informazione che nel contesto dell’Albania purtroppo risulta alto. In altri casi, la 
scelta degli strumenti della ricerca è condizionata dai benefici e dai limiti che li 
accompagnano (Bell, 2005). Comunque, occorre tenere presente che dalla metodologia e dai 
metodi adottati dipende l’attendibilità, la validità dei dati raccolti e l’importanza dei risultati e 
delle conclusioni. La definizione della metodologia della ricerca porta il ricercatore a capire 
meglio dov’è e dove intende andare, quindi cosa intende raggiungere. Conoscere la 
metodologia della ricerca aiuta a definire il problema della ricerca, la tipologia dei dati che 
devono essere raccolti, i metodi e gli strumenti da usare per la loro raccolta e l’analisi (Rugg e 
Petre, 2007). Come conseguenza, è stato considerato necessario riportare alcune riflessioni 
sulla metodologia e gli strumenti usati nella presente ricerca.
Per arrivare alle conclusioni riportate nei Capitoli 8 e 9 è stata utilizzata una 
metodologia di ricerca ibrida, qualitativa e quantitativa, usando così diversi strumenti di 
ricerca. Tali strumenti possono essere distinti con riferimento alla strutturazione di questa tesi 
in due parti96. 
L’obiettivo della prima parte della tesi è quello di riportare un quadro teorico generale 
delle caratteristiche del processo decisionale di gruppo, dei benefici e dei limiti dei gruppi. 
D’altra parte, è stato cercato di fornire una panoramica teorica in modo anche da comprendere 
come la diversità demografica del gruppo può influenzare la preferenza per tali processi. Così, 
analizzando e discutendo sulle basi teoriche della presa delle decisioni in gruppo è stato 
possibile individuare spunti di ricerca, influenzando in modo significativo la definizione 
dell’oggetto dell’indagine e la strutturazione del disegno della ricerca con gli obiettivi e le 
ipotesi da testare.
Invece, per la seconda parte della tesi è stata adottata una metodologia qualitativa e 
quantitativa. Gli obiettivi sono quelli di riportare, comprendere ed analizzare le caratteristiche 
e la tipologia dei gruppi e del processo decisionale di gruppo nelle istituzioni finanziarie 
bancarie, e di definire se la propensione dei diversi attori verso tali processi dipende dalle 
variabili come età e genere, il che può aiutare nella fase di composizione del gruppo. Inoltre, 
si è cercato anche di evidenziare possibili differenze riguardo ai processi decisionali di gruppo 
tra diverse istituzioni bancarie. 
                                                            
96 Tale struttura, con un riassunto del contenuto per ogni capitolo, è stata riportata all’inizio di questa tesi, nell’Introduzione.
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Così, per i risultati e le conclusioni riportate al Capitolo 8, in consistenza con il primo 
obiettivo della ricerca è stata usata la metodologia qualitativa. È stata ritenuta adatta tale 
metodologia perché aiuta a spiegare meglio un fenomeno complesso come il processo 
decisionale di gruppo e le modalità con cui avviene. Ogni istituzione bancaria presa in analisi 
viene analizzata in maniera approfondita e nella sua unicità prima di vedere le sue 
somiglianze o differenze con altre istituzioni bancarie. I strumenti della ricerca qualitativa 
possono essere diversi come l’osservazione, le interviste, i focus group o la raccolta 
documentaria (Rugg e Petre, 2007). Comunque, un ruolo importante assume l’intervista. 
Corbetta (1999) definisce l’intervista qualitativa come segue:
“...una conversazione provocata dall’intervistatore, rivolta a soggetti scelti sulla 
base di un piano di rilevazione e in numero consistente, avente finalità di tipo 
conoscitivo, guidata dall’intervistatore, sulla base di uno schema flessibile e 
non standardizzato di interrogazione” (p.405)
Nella letteratura della ricerca qualitativa riguardo alla tipologia delle interviste esiste 
uno scarso accordo. Comunque, si possono distinguere l’intervista strutturata, l’intervista 
semi-strutturata e quella non strutturata che si differenziano tra loro per il grado di 
strutturazione e formalizzazione e per il ruolo delle parti coinvolte (Sala, 2010). 
Come strumenti per la ricerca qualitativa sono stati usati l’intervista personale diretta 
semi-strutturata e la raccolta documentaria. L’intervista è stata condotta basandosi su una 
traccia con un elenco di argomenti e questioni da discutere, senza un ordine prestabilito o una 
formulazione precisa. È stata scelta l’intervista semi-strutturata perché la traccia 
dell’intervista aiuta a trattare questioni e argomenti importanti senza dimenticare qualcuno e 
quindi si evita la deviazione dagli obiettivi stabiliti. D’altra parte, la traccia dell’intervista 
offre la possibilità di approfondire argomenti che sono stati sviluppati nel corso 
dell’intervista, attinenti al dominio della ricerca e comunque rilevanti per gli obiettivi della 
ricerca. Tale forma d’intervista offre la possibilità di adattare le questioni e le domande al 
livello di comprensione dell’intervistato e usando diversi tipi di domande si può influenzare la 
rilevanza e la validità dei dati raccolti (Bell, 2005). 
Così, con la traccia dell’intervista vengono definite alcune tematiche di ricerca e con 
riferimento ad esse sono formulate alcune domande principali ritenute importanti per gli 
obiettivi della ricerca. Le domande sono aperte per dare all’intervistato la possibilità di 
esprimere ed in alcuni casi approfondire le proprie opinioni e sono raggruppate in quattro 
categorie principali: il processo decisionale di gruppo e l’attitudine verso tali processi, le 
caratteristiche delle decisioni che sono prese in gruppo, la tipologia e la composizione dei 
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gruppi, il funzionamento del gruppo97. D’altra parte, tale forma di intervista offre la 
possibilità di usare anche le domande follow up ed i probe. Le domande follow up sono 
proprio quelle domande specifiche che offrono la possibilità di approfondire vari aspetti e 
comprendere meglio alcune opinioni o di chiarire possibili incoerenze (Sala, 2010). Quindi, 
offrono la possibilità di trattare alcuni argomenti che sorgono spontaneamente nel corso 
dell’intervista. I probe invece, aiutano a sostenere l’intervistato nell’espressione dei propri 
punti di vista e a stimolarlo di andare avanti (Sala, 2010). Peraltro, anche se le domande 
principali sono le stesse e non cambiano da un intervistato all’altro, l’intervista è uno 
strumento flessibile e può essere adattata a vari e diversi intervistati (Palumbo e Garbarino, 
2006). 
È stata ritenuta più opportuna l’intervista personale “face to face” e non quella in 
gruppo, proprio per evitare che gli intervistati si influenzino a vicenda nelle risposte fornite 
(Bell, 2005), ma anche per permettere all’intervistatore di annottare e poi analizzare differenti 
aspetti del linguaggio del corpo e del modo di esprimersi che se si è attenti possono offrire 
molti indizi (Corbetta, 1999). 
Per la ricerca qualitativa si è basati sia sui dati primari che su quelli secondari. Per la raccolta 
dei dati primari sono state usate le interviste personali semi-strutturate come sopra riportato, 
mentre per i dati secondari sono stati usati diversi documenti ufficiali delle istituzioni 
bancarie, le politiche e le procedure decisionali, i processi verbali e delibere. 
Riguardo all’impatto delle caratteristiche demografiche come età e genere sulla 
preferenza per i processi decisionali di gruppo è stata invece ritenuta opportuna una ricerca 
quantitativa, i risultati e le conclusioni della quale sono riportate al Capitolo 9. Gli strumenti 
quantitativi aiutano a comprendere quali risultati sono conseguenza di una varietà di variabili 
e quali invece sono soltanto risultati casuali (Rugg e Petre, 2007). Inoltre, tale approccio offre 
la possibilità di generalizzare i risultati a popolazioni più ampie tramite la costruzione di 
modelli statistici che aiutano a spiegare gli esiti della ricerca (Bell, 2005). 
Per la raccolta dei dati che sono stati poi sottomessi ad un’elaborazione quantitativa è 
stato usato il questionario, quindi un insieme strutturato di domande. Tale strumento si è 
ritenuto utile nel raccogliere fatti e conoscenze, comportamenti ed atteggiamenti, opinioni, 
motivazioni e percezioni riguardo ai processi decisionali di gruppo e le variabili che possono 
influenzare la propensione verso essi. La formulazione delle domande è molto importante ed a 
questo riguardo è stato cercato di essere chiari nel contenuto e di scegliere la forma più adatta. 
Così, si è basati di più sulle domande chiuse che facilitano la valutazione quantitativa, ma non 
                                                            
97 Per una lettura completa della traccia dell’intervista si invia all’Allegato 1.
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sono mancate anche quelle aperte in modo da offrire la possibilità a chi viene interrogato di 
esprimere la propria opinione quando nessuna delle risposte fornite rispecchia l’opinione 
reale98. Se l’obiettivo generale della ricerca qualitativa è quello di esplorare e scoprire come il 
processo decisionale di gruppo si svolge, l’obiettivo generale della ricerca quantitativa è 
quello di testare alcune ipotesi in modo da stabilire se la propensione verso il processo 
decisionale di gruppo cambia in base all’età e al genere. 
Per le risposte predefinite è stata usata la scala Likert. Rappresenta una tecnica semplice 
che registra l’intensità dell’accordo di ciascun intervistato ad ogni affermazione proposta, 
invece della semplice approvazione o rifiuto dell’affermazione stessa (Di Nicola, 2012). Ha il 
vantaggio di essere uno strumento che permette di registrare delle risposte facilmente dato che 
fa uso di categorie di risposta chiare e precostituite. Così, la scala Likert facilita la raccolta di 
una maggiore quantità di informazioni in minor tempo, perché si possono utilizzare le stesse 
alternative di risposta per più affermazioni. D’altra parte, più una domanda è strutturata, più 
facile sarà l’analisi (Bell, 2005). La scala Likert può assumere molte forme e può 
comprendere la possibilità di risposte chiuse codificate tramite punteggi compresi da 1-5 
oppure da 1-7 (Rugg e Petre, 2007). Le risposte dell’intervistato sono espresse su una scala 
che varia dal completo disaccordo al completo accordo. Il questionario distribuito per la 
ricerca si basa sulla scala da 1-5, ritenuta più facile per l’elaborazione dei dati raccolti e per 
facilitare le risposte dei soggetti intervistati. Così, agli intervistati viene chiesto di esprimere il 
loro grado di accordo per ogni affermazione scegliendo tra cinque possibilità: in completo 
disaccordo, in disaccordo, incerto, d’accordo, completamente d’accordo, ognuna presentando 
in ordine le etichette 1,2,3,4,5. I soggetti devono indicare il loro grado di accordo o 
disaccordo per ogni affermazione, e il punteggio loro attribuito sarà dato dalla somma o dalla 
media dei punteggi ottenuti su ciascuna affermazione (Di Nicola, 2012). Gli intervistati 
possono così essere divisi in tre categorie: soggetti in accordo, soggetti incerti, soggetti in 
disaccordo. Occorre precisare che la scelta delle affermazioni è stata fatta molto attentamente 
partendo dallo studio della letteratura, dalle ricerche precedenti e dalle conoscenze personali 
sul dominio. Come anche Pavsic e Pitrone (2003) suggeriscono, sono state evitate le 
affermazioni con termini tecnici o troppo specialistici e quelle complesse con doppie 
negazioni o frasi ambigue. 
In generale, la ricerca qualitativa si riferisce all’uso dei metodi induttivi, quindi cerca di 
trarre delle conclusioni o teorie partendo dalle informazioni raccolte. È stato scelto tale 
metodo perché la letteratura riguardo alle caratteristiche del processo decisionale nelle 
                                                            
98 Per una lettura completa del questionario si rimanda all’Allegato 2.
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istituzioni bancarie nella realtà albanese risulta assente. Mentre la ricerca quantitativa si bassa 
sull’uso dei metodi deduttivi, dove partendo dalla teoria si passa all’osservazione. A questo 
riguardo bisogna sottolineare che i metodi deduttivi senza induzione non possono portare a 
nuove conclusioni, ma anche l’induzione senza i metodi deduttivi non permette di 
generalizzare. 
In conclusione è necessario affermare che la letteratura che si riferisce alla metodologia 
della ricerca è molto ampia e spesso le due tipologie della ricerca, qualitativa e quantitativa, 
vengono confrontate tra loro sia per le possibilità ed i benefici offerti che per i vincoli. 
Ritengo sia importante evitare di focalizzarsi troppo sulle distinzioni tra i due approcci e le 
loro opposizioni, in particolar modo riferiti alla qualità dei dati raccolti. Quindi, considero che 
la scelta fra le due debba essere basata sugli obiettivi specifici della ricerca e la tipologia dei 
dati che si vuole raccogliere. 
7.3 Il campionamento
Il campione rappresenta un altro elemento molto importante della ricerca dato che la 
scelta della tecnica di campionamento determina la significatività dei risultati e delle 
conclusioni ottenute e quindi merita di essere approfondita. 
Il campionamento si riferisce alla scelta dei soggetti o individui da una popolazione o 
universo. Con riferimento alla metodologia adottata, nello specifico caso di questa ricerca è 
stato ritenuto opportuno il campionamento piùttosto che prendere in analisi tutta la 
popolazione. Questo per alcuni principali ragioni (Saunders, Lewis e Thornhill, 2009):
- un campione è meno costoso;
- un campione richiede meno tempo per raccogliere i dati;
- un campione è più facile da gestire rispetto ad un’intera popolazione.
Esistono diversi tipi di campionamento tra i quali si può scegliere (Saunders, Lewis e 
Thornhill, 2009). Alcuni possono essere relativamente più facili da adottare rispetto agli altri. 
La scelta della tecnica di campionamento deve essere condizionata dagli obiettivi della ricerca 
e dalla tipologia dei dati che si vuole raccogliere (Blumberg, Cooper e Schindler, 2011). Tutto 
sta nell’individuare il campione più rappresentativo della popolazione in modo poi da poter 
generalizzare i risultati. A questo riguardo, si può distinguere tra campionamento 
probabilistico e campionamento non probabilistico (Teddlie e Yu, 2007). Nel campionamento 
probabilistico ogni elemento della popolazione ha la stessa probabilità di far parte del 
campione. Invece per il campionamento non probabilistico è vero il contrario, cioè non esiste 
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una base per valutare la probabilità che ogni unità della popolazione può avere per essere 
inclusa nella scelta.  
Per la presente ricerca è stato scelto il campionamento non probabilistico, 
principalmente sotto la forma di campionamento ragionato (Teddlie e Yu, 2007). Il 
campionamento ragionato è stato considerato più adatto perché permette di selezionare 
soggetti che conoscono bene il campo della ricerca o possiedono conoscenze e caratteristiche 
particolari (Blumberg, Cooper e Schindler, 2011). In alcuni casi sono state utilizzate anche 
informazioni provenienti da soggetti importanti o privilegiati in modo da individuare altri 
partecipanti da intervistare o compilare il questionario, cercando comunque di rispettare 
alcuni criteri stabiliti in precendenza. Quindi, oltre al campionamento ragionato è stato usato 
anche quello “snow ball” (Saunders, Lewis e Thornhill, 2009). Così, per la ricerca qualitativa, 
le unità di analisi sono state scelte per aver partecipato di persona ai processi decisionali di 
gruppo o per avere le conoscenze necessarie in merito ad essi, mentre per la ricerca 
quantitativa perché possiedono caratteristiche demografiche particolari come età e genere, in 
grado di permettere una buona esplorazione degli interrogativi della ricerca. Quando si parla 
della popolazione obiettivo si riferisce alle istituzioni bancarie che operano in Albania. Si 
tratta così di una popolazione finita composta da 16 unità (Tabella 7.1). 









Banka Raiffeisen 23.2 24.9 23.2 23.7
Banka e Bashkuar e Shqiperise 0.5 0.9 1.1 0.5
Banka Veneto 1.8 3.0 3.6 1.7
Banka Kombetare Tregtare 21.9 15.2 16.6 21.4
Banka Tirana 7.4 6.9 8.0 7.6
Banka Nderkombetare Tregtare 0.7 1.0 1.2 0.7
Banka Intesa Sanpaolo Shqiperi 11.0 11.6 13.7 11.2
Banka Procredit 3.3 4.0 3.5 3.2
Banka Credit Agricole-Shqiperi 2.4 3.7 2.9 1.9
Banka NBG Albania 3.2 3.8 2.4 3.2
Banka Alpha Albania 6.1 5.6 4.6 6.6
Banka e Pare e Investimeve 1.4 1.1 1.2 1.3
Banka e Creditit te Shqiperise 0.1 0.8 1.0 0.1
Banka Credins 8.8 10.4 8.6 9.0
Banka Societe Generale Albania 5.6 5.3 6.3 5.5
Banka Union 2.6 1.8 2.1 2.7
TOTALE 100.0 100.0 100.0 100.0
(Fonte: Banka e Shqiperise, 2013)
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Riguardo alla popolazione di selezione è stato ritenuto opportuno prendere in analisi, sia 
per la ricerca quantitativa che qualitativa, le istituzioni bancarie del gruppo G3 che dispongono 
più del 7% del totale degli attivi del settore. Come si può notare anche dalla tabella 
precedente, tali istituzioni sono ritenute le banche principali e più importanti che operano in 
Albania e sono: Banka Raiffeisen, Banka Credins, Banka Kombëtare Tregtare, Banka Intesa 
Sanpaolo-Shqipëri e Banka Tirana. D’altra parte, dalle informazioni raccolte da fonti interne è 
stato concluso che tali banche usano moltissimo i processi decisionali di gruppo, che converge 
con il campo d’indagine. 
Un altro criterio importante sul quale è stato definito il campione è il criterio geografico. 
Nello specifico caso di questa ricerca, tale criterio è stato considerato importante. Così, la 
ricerca è stata concentrata sulle banche sopraelencate e le loro filiali a Tirana e Durazzo. 
Queste sono le due principali città dell’Albania sia nella sfera economica che per gli 
investimenti ed il numero degli abitanti. La distribuzione geografica della rete bancaria è stata 
analizzata anche precedentemente al Capitolo 6. Quindi, come riportato nella tabella a 
seguire, in queste due città si ha il maggior numero delle filiali e degli impiegati. 













































































































































































Tirana 19 7 24 23 27 3 11 11 17 9 3 5 2 9 1 8
Berat 1 - 1 1 2 - 1 1 1 1 1 - - 1 - 1
Diber/Peshkopi - - 1 - 1 - - - - 1 - - - - - 1
Durazzo 4 2 5 4 5 1 2 1 4 2 1 1 - 4 1 1
Elbasan 1 1 2 1 4 1 1 1 2 1 - - 1 1 1
Fier 1 1 3 3 3 1 1 1 1 1 1 1 - 1 1 1
Gjirokaster 1 - 1 2 1 - - 1 1 2 - - - 1 1 1
Korce 1 - 1 2 3 - 1 1 1 1 1 - - 1 1 1
Kukes 1 - 1 - 1 - 1 1 - 1 - - - - - -
Lezhe 1 1 1 1 1 - 1 1 1 1 - - - 1 1 -
Shkoder 1 1 3 2 2 1 1 1 1 1 1 - - 1 1 1
Valona 2 1 2 2 2 - 1 1 2 2 1 - - 1 1 1
TOTALE 33 14 45 41 52 6 21 21 30 24 10 7 2 21 9 17
(Fonte: nostra elaborazione)
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Le istituzioni bancarie del campione scelto fanno parte di gruppi diversi appartenenti a 
differenti nazioni, come riportato nella Tabella 7.3. Questo permette di evidenziare differenze 
nei processi decisionali di gruppo e la propensione verso essi. 








Banka Raiffeisen Raiffeisen SEE Region Holding 
GmbH
100% Privata Straniero Austria
Banka Kombetare Tregtare
Çalik Finansal Hizmetler A.S.
100% Privata Straniero Turchia
Banka Intesa Sanpaolo Intesa Sanpaolo S.p.A (ISP) 98.61% Privata Straniero Italia
SIMEST S.p.A 1.39% Privata Straniero Italia
Banka Tirana Piraeus Bank 98.48% Privata Straniero Grecia
Tzivelis Ioannis 1.52% Individui Straniero Grecia
Banka Credins 15 Individui 72.85% Privata Nazionale Albania
B.F.S.E. Holding B.V. 19.53% Privata Straniero Olanda
Segretariato svizzero dello 





Unioni Shqiptar Kursim- Kredi 4.83% Privata Nazionale Albania
(Fonte: Banka e Shqiperise, 2013)
Un’altra questione che merita attenzione riguarda la scelta da ciascuna unità del 
campione, quindi da ognuna delle istituzioni bancarie del G3, dei soggetti che parteciperanno 
alla ricerca e la definizione dell’ampiezza del campione. Più specificamente, per la ricerca 
qualitativa che ha come obiettivo quello di esplorare le caratteristiche dei gruppi e del
processo decisionale da essi adottato, la popolazione di selezione è composta dai manager, 
mentre per la ricerca quantitativa che ha come obiettivo quello di evidenziare se l’età ed il 
genere influenzano la propensione verso i processi decisionali di gruppo, il campione è 
composto da soggetti manager e non manager. Per la ricerca qualitativa è stato ritenuto più 
conveniente svolgere le interviste con i manager perché essi possono fornire informazioni più 
precise e più dettagliate sui gruppi ed i processi decisionali, in quanto partecipanti e 
compilatori delle politiche e delle procedure decisionali. Per di più, i manager selezionati 
appartengono sia al livello strategico che a quello funzionale, in modo da riuscire a 
raccogliere delle informazioni sia sulle decisioni strategiche che su quelle tattiche, dato che in 
questi due livelli gerarchici si fa più riferimento ai gruppi99. 
Anche la dimensione del campione è un elemento importante della ricerca. Per quanto 
riguarda l’ampiezza del campione occorre tenere presente che nel settore scelto la categoria 
                                                            
99 Per maggiori informazioni riguardo i partecipanti nella ricerca qualitativa si rimanda al Capitolo 8.
183
manageriale non è molto ampia. D’altra parte, si ricorda che la ricerca si svolge solo in due 
città e che molto spesso i manager non sono disponibili ad offrire informazioni sul processo 
decisionale un po’ per il volume di lavoro che devono affrontare ogni giorno, un po’ perché 
ritengono che tali informazioni sono confidenziali. Di conseguenza, è stato ritenuto che un 
totale di 15 interviste, con 3 interviste per ognuna delle banche sono sufficienti, ma anche 
raggiungibili. Esiste uno scarso accordo fra gli studiosi riguardo al numero delle interviste da 
condurre. Sala (2010) richiama diverse ricerche dove il numero degli intervistati oscilla tra 
13-110. Per la ricerca quantitativa, il questionario è stato distribuito sia ai manager che ai non 
manager di diverso genere ed età, educazione ed esperienza100. In seguito, la Tabella 7.4 
riporta un riassunto di tali informazioni.
Tabella 7.4: Dati demografici sugli impiegati delle banche del G3
Banche Nr. di 
dipendenti
Età media Uomini Donne
Banka Raiffeisen 1413 35.3 357 1056
Banka Kombetare Tregtare 932 33.2 297 635
Banka Tirana 452 32 127 325
Banka Intesa Sanpaolo Shqiperi 540 32 178 362
Banka Credins 642 34.5 204 438
TOTALE 3979 33.4 1163 2816
(Fonte: nostra elaborazione)
La letteratura riporta diverse formule per calcolare l’ampiezza del campione. In questo 
caso è difficile determinare la dimensione del campione, perché le informazioni per l’intera 
popolazione sono assenti o comunque molto riservate, dato che la presenta ricerca è l’unica di 
questa natura e le informazioni sopra riportate sono raccolte in modo informale.
7.4 Contributi, limiti e ricerche future
Questa ricerca rappresenta un contributo importante riguardo al processo decisionale di 
gruppo nelle istituzioni bancarie. Più specificamente essa cerca di scoprire quanto sono usati i 
processi decisionali di gruppo dalle banche e prende in analisi le dinamiche di tale processo 
ed altri importanti aspetti legati alla composizione del gruppo. Inoltre, la ricerca si impegna a 
scoprire l’influenza dei fattori demografici sulla propensione per le decisioni di gruppo e 
quindi cerca di aiutare i dirigenti delle banche a definire in base a quali criteri devono essere 
scelti i membri per formare un gruppo. Comunque, a parte il contributo e le novità che riporta, 
bisogna anche discutere su alcuni limiti che accompagnano questa ricerca.
                                                            
100 Per maggiori informazioni sul campione di riferimento per la ricerca quantitativa si rimanda al Capitolo 9.
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Un primo limite della ricerca è legato alla dimensione del campione. Bisogna dire che 
sia per la ricerca qualitativa che per quella quantitativa il numero dei partecipanti è 
relativamente basso rispetto alla popolazione, il che può rendere difficile la generalizzazione 
dei risultati ottenuti. Per di più, nella ricerca quantitativa la maggior parte dei partecipanti 
appartengono alla fascia d’età tra 20 e 39 anni e sono donne. Questo può influenzare l’intento 
della ricerca di evidenziare possibili differenze nella preferenza per le decisioni di gruppo in 
base alle caratteristiche demografiche come età e genere. Comunque, ritengo sia necessario 
evidenziare alcune peculiarità del settore bancario. Nella realtà albanese le banche sono 
orientate ad assumere più donne e l’età è un criterio di selezione delle candidature molto 
importante, preferendo i giovani rispetto ai più adulti. D’altra parte, lo studio si è basato solo 
su due città ed i risultati non si possono generalizzare per l’intero paese.
Un secondo limite della ricerca si riferisce all’uso del questionario come metodo per la 
raccolta dei dati ed all’uso del intervista semi-strutturata. Tali strumenti sono basati sulle 
valutazioni personali dei partecipanti che sono spesso influenzati da vari bias come la 
tendenza di esagerare e la tendenza di essere conforme e riportare qualcosa non come in realtà 
è, ma com’è socialmente desiderabile che sia. A questi si può aggiungere il fatto che i 
partecipanti possono non ricordare diversi episodi, che se presenti in memoria possono 
cambiare le risposte fornite. Un altro problema legato all’intervista semi-strutturata e al 
questionario è la terminologia usata e il modo di interpretare le domande che possono 
influenzare le risposte e la loro coerenza. A questo riguardo, durante le interviste è stato 
adottato uno stile non direttivo e si è cercato di rivolgere un numero limitato di domande, in 
maniera che l’intervistato evidenzi o si soffermi in aspetti da egli considerati rilevanti. Nel 
caso del questionario si è prestato attenzione ad evitare le doppie domande ed un linguaggio 
troppo tecnico. 
A prescindere dai limiti sopraelencati la presente ricerca può essere considerata un 
punto di partenza per altre ricerche in futuro, più approfondite e che prendono in analisi anche 
altre variabili riguardo il processo decisionale di gruppo e la preferenza verso esso. Così, può 
essere interessante valutare se i risultati si modificano riguardo alla preferenza per le decisioni 
di gruppo se la ricerca si estendesse in tutte le istituzioni bancarie e non solo in quelle del 
gruppo G3. Inoltre, sarebbe importante valutare cosa succederebbe con le ipotesi se allo studio 
partecipassero più adulti e più uomini. Le caratteristiche del processo decisionale di gruppo e 
la propensione verso esso può essere studiata anche fuori dal settore bancario, prendendo in 
analisi altri settori dell’economia. 
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Alcune culture sono individualiste, altre tendono verso il collettivismo oppure si 
differenziano in altre caratteristiche. A questo riguardo, la questione consiste nel cosa può 
succedere con i risultati se i partecipanti appartengono a diverse culture. Questo può essere 
uno studio da intraprendere in futuro, per individuare sia differenze nei processi decisionali di 
gruppo che nella propensione verso essi. D’altra parte, i dati sono stati raccolti in un momento 
preciso e non in periodi diversi. Sarebbe interessante se le stesse persone rispondessero al 
questionario in periodi diversi a distanza di tempo per comprendere meglio come cambia la 
propensione per le decisioni di gruppo con gli anni. Anche le interviste semi-strutturate fatte 
in diversi momenti possono offrire importanti informazioni su come sono cambiati i processi 
decisionali di gruppo col passare del tempo. 
In analisi possono essere prese anche altre variabili. Così, la preferenza per i processi 
decisionali di gruppo può dipendere anche dalla posizione, educazione o livello di esperienza. 
Tali variabili, oltre ad influenzare la propensione per le decisioni di gruppo, possono avere 
delle influenze anche sull’overconfidence, rimpianto, tolleranza al rischio, strategia 
decisionale adottata ed emozioni. Questi elementi indirettamente spiegano perché può essere 
preferibile decidere in gruppo. 
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8. 
IL PROCESSO DECISIONALE DI GRUPPO NEL 
SETTORE BANCARIO
8.1 Procedura e metodo
In questo capitolo si discute e si analizza il processo decisionale di gruppo nelle 
istituzioni bancarie. Il metodo usato per la raccolta dei dati è l’intervista semi-strutturata101. In 
consistenza con gli obiettivi della ricerca, la traccia dell’intervista è composta da alcune 
rubriche che possono individuare importanti caratteristiche ed aspetti del processo decisionale 
di gruppo. Tali rubriche ed alcuni degli argomenti per ciascuna di esse sono stati identificati 
in base alla revisione della letteratura ed alle conoscenze personali sul tema della ricerca. 
Bisogna precisare che oltre agli argomenti inclusi nella traccia dell’intervista sono stati 
approfonditi anche altri argomenti che sono nati spontaneamente durante le conversazioni, 
facendo comunque attenzione a non deviare dagli obiettivi della ricerca. In seguito si riassume 
e si discute sulle varie rubriche utilizzate con l’intenzione di ragionare sul perché si è basati 
proprio in tali rubriche e come attraverso esse si possono raggiungere gli obiettivi della 
ricerca102. 
La prima rubrica della traccia dell’intervista ha come scopo quello di riportare varie 
caratteristiche del processo decisionale di gruppo nelle istituzioni bancarie. Più precisamente, 
si cerca di comprendere il grado di formalizzazione di tale processo e se quest’ultimo si 
svolge sulla base di politiche e procedure prestabilite. Per di più, si cerca di evidenziare se il 
processo decisionale di gruppo ha subito delle modifiche o cambiamenti importanti negli 
ultimi anni, per comprendere se le istituzioni bancarie sono orientate a migliorare di continuo 
il processo decisionale ed adattarlo all’ambiente dinamico. Inoltre, ci si impegna nel 
comprendere come tale processo è percepito e quant’è preferibile. L’intenzione è quella di 
evidenziare quali sono ritenuti i vantaggi e le problematiche del gruppo. 
                                                            
101 Sulle motivazioni che hanno orientato verso l’uso dell’intervista semi-strutturata come metodo per la raccolta dei dati è 
stato discusso precedentemente al Capitolo 7. Per di più, in tale capitolo si riportano anche alcuni dei principali benefici, ma 
anche dei limiti che accompagnano l’uso dell’intervista semi-strutturata come strumento per l’analisi qualitativa.
102 Per una completa lettura della traccia dell’intervista si rimanda all’Allegato 1.
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La seconda rubrica della traccia dell’intervista cerca di evidenziare le caratteristiche 
delle decisioni che sono affidate al gruppo. Come è stato anche discusso al Capitolo 3, non
tutte le decisioni necessitano di essere prese in gruppo ed alcune categorie di decisioni è 
meglio se sono prese a livello individuale. 
La terza rubrica della traccia dell’intervista cerca di evidenziare quali sono i gruppi 
maggiormente usati dalle banche per prendere le decisioni. Così, si cerca di comprendere 
come sono composti i gruppi e come vengono scelti i membri, con l’intento di scoprire se a 
questo proposito si usano criteri particolari. D’altra parte, si cerca di raccogliere informazioni 
sulla dimensione dei gruppi tenendo presente che tale aspetto influenza in maniera importante 
l’efficacia delle decisioni prese.
La quarta rubrica della traccia dell’intervista si riferisce al funzionamento del gruppo. 
Più precisamente, si cerca di individuare come il gruppo arriva alla decisione finale, 
focalizzandosi maggiormente sulla comprensione del ruolo del conduttore o leader del gruppo
e lo stile di leadership adottato. Un ulteriore scopo di questa rubrica è conoscere come sono 
percepite possibili differenze tra ruoli e status all’interno del gruppo.
Lo stile adottato nella conduzione delle interviste è stato caratterizzato da un basso 
grado di direttività, premendo di più sui “come” che sui “perché”. Così, è stato cercato di 
stimolare e di lasciare libero l’intervistato di riportare le proprie opinioni e valutazioni sugli 
argomenti discussi. Un altro aspetto da sottolineare riguarda la registrazione delle interviste. È 
stato pensato di usare il registratore in modo che fosse più facile riportare brani e citazioni e 
fare le analisi. Per rispettare una regola deontologica è stato ritenuto importante che prima 
dell’intervista fosse necessario chiedere a ciascuno degli intervistati il consenso di utilizzare 
tale strumento. Solo alcuni di loro hanno autorizzato l’uso del registratore. La maggioranza 
delle persone intervistate hanno ritenuto confidenziale il tema della ricerca. Così, nel corso 
delle interviste sono stati presi degli appunti permettendo di introdurre nell’analisi anche il 
linguaggio non verbale. 
L’obiettivo del capitolo è quello di individuare argomenti e concetti e di scoprire 
possibili relazioni tra essi, in modo da riuscire a definire delle riflessioni più generali riguardo 
al processo decisionale di gruppo nelle istituzioni bancarie. 
L’analisi dei dati raccolti si può dividere in tre principali fasi (Rugg e Petre, 2007; Sala, 
2010). La prima fase si riferisce alle analisi preliminarie. Le testimonianze raccolte sono state 
rilette per cercare di individuare le tematiche ed i concetti che sono stati più discussi e più 
dettagliati. Così, durante questa fase si è impegnati ad identificare e ricostruire i diversi punti 
di vista espressi dagli intervistati su diversi argomenti. La seconda fase comprende l’analisi 
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descrittiva. L’obiettivo di tale analisi è di riportare delle citazioni o riprodurre le narrative che 
si riferiscono ai concetti ed argomenti identificati durante l’analisi preliminare. A questo 
riguardo, si è cercato di individuare come vari concetti sono stati costruiti, paragonando i 
contenuti delle interviste nelle rubriche rispettive che si riferiscono a quel concetto. Dopo aver 
riportato il contenuto accurato delle interviste dalle registrazioni o dagli appunti, si passa alla 
fase della discussione che mira alla formulazione di riflessioni più generali. L’intenzione è 
oltre a riportare le caratteristiche del processo decisionale di gruppo nelle istituzioni bancarie, 
riuscire a comprendere gli aspetti in comune e quelli che invece differenziano una banca da 
un’altra. Nel cercare di formulare delle conclusioni e di spiegare le differenze o le 
uguaglianze ci si riferisce alla letteratura riportata nella prima parte della tesi. Bisogna 
sottolineare che tutte tre le fasi dell’analisi sono state fatte senza usare un software, dato che il 
numero degli intervistati è limitato.
Bisogna ritornare sulle domande indirizzate agli intervistati e sullo stile adottato durante 
le interviste. È stato cercato di non formulare più domande contemporaneamente e di 
riportarle in modo tale da evitare le risposte si/no. Inoltre, si è impegnati nel formulare le 
domande accuratamente e non lasciare delle risposte in sospeso, ma cercare di dettagliare 
argomenti ritenuti importanti (Sala, 2010). Quindi, non fermarsi alla prima risposta ma 
cercare di approfondire. Se fosse stato adottato uno stile direttivo la libertà d’espressione 
sarebbe risultata molto limitata e l’intervistato avrebbe assunto una posizione di difesa, 
cercando di non rispondere a tutte le domande e non mostrandosi collaborativo 
nell’approfondire alcuni argomenti (Rugg e Petre, 2007). L’analisi empirica non si è basata 
solo sulle risposte fornite, ma è stato tenuto presente anche il tipo della situazione creata, il 
clima ed il modo di interazione tra intervistato ed intervistatore (Saunders, Lewis e Thornhill, 
2009).
Se si adotta uno stile non direttivo, l’intervista qualitativa permette di essere svolta sotto 
la forma di discorso (Saunders, Lewis e Thornhill, 2009). In questa maniera la posizione 
dell’intervistato e dell’intervistatore sono equivalenti e di conseguenza le risposte ottenute 
sono meno controllate e standardizzate. L’attenzione dimostrata nella conduzione delle 
interviste è stata particolare tenendo presente il campo della ricerca. Tale campo è 
caratterizzato da elevato livello di confidenzialità e riservatezza, perché viene percepito un 
fattore importante nel creare dei vantaggi competitivi. Quindi, il rischio che si ricorreva era 
quello che l’intervistato assumesse atteggiamenti difensivi e fornisse risposte poco reali. 
Come conseguenza è stato lavorato moltissimo nella fase di elaborazione delle domande in 
modo che fossero in un linguaggio familiare. Alla preparazione delle interviste ed 
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all’elaborazione della traccia sono state dedicate molte ore di studio. È stato ritenuto 
importante familiarizzarsi con la tecnica da adottare e con il linguaggio professionale e per 
questo sono stati condotti dei colloqui con persone che si è pensato potessero offrire consigli 
utili riguardo all’approccio da adottare. Così, per riuscire ad individuare gli argomenti da 
trattare e familiarizzarsi con il linguaggio sono stati condotti dei colloqui con personalità 
accademiche con le conoscenze necessarie riguardo alla presa delle decisioni. Inoltre, dei 
colloqui sono stati condotti anche con professionisti del settore bancario che hanno aiutato in 
maniera particolare a determinare come approcciarsi con i manager di diversi livelli. Durante 
lo svolgimento delle interviste per favorire la partecipazione si è basati sull’astensione da ogni 
tipo di valutazione personale e sull’adozione di un atteggiamento di accettazione e di 
interesse. Un’intervista con basso livello di direttività rende possibile un processo 
comunicativo fluido, dove i ruoli dei soggetti sono intercambiabili perché l’intervistatore e 
l’intervistato sono allo stesso tempo emittente e destinatario (Addeo e Montesperelli, 2007). È 
stata prestata importanza anche alla comunicazione non verbale come una fonte di 
informazioni utili a comprendere la comunicazione verbale (Addeo e Montesperelli, 2007). I 
gesti, le espressioni facciali, le pause, il cambiamento del tono etc, possono dire molto. 
Per concludere, si può ritenere che nel suo complesso la traccia dell’intervista è in 
consistenza con gli obiettivi della ricerca. L’analisi dei materiali raccolti è stata svolta in base 
alle analisi del contenuto dei brani. Subito dopo ogni intervista sono stati annottati 
impressioni e sensazioni personali su come l’intervista è stata svolta e sono stati aggiunti altri 
pensieri o espressioni memorizzate. Questi appunti sono stati di aiuto all’analisi empirica, ma 
non sono stati considerati parte integrante della ricerca. 
8.2 I partecipanti
Prima di individuare le persone da intervistare sono state consultate le strutture 
organizzative delle istituzioni bancarie prese in analisi per conoscere le unità strategiche ed i 
dipartimenti. I contatti con le persone da intervistare sono avvenuti di persona. Bisogna 
sottolineare che l’organizzazione dei colloqui è risultata parecchio difficile a causa del livello 
degli impegni dei soggetti da intervistare che spesso hanno usato questo come pretesto per 
non essere intervistati o per rinviare le interviste diverse volte. Inoltre, alcuni di loro hanno 
rifiutato di concedere l’intervista. Le interviste che si sono rivelate più difficili sono state 
quelle con i manager delle sedi centrali. Anche se per accorciare i tempi si è insistito di 
parlare direttamente con il manager da intervistare, in alcuni casi si è stati costretti a 
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comunicare con i rispettivi assistenti che hanno insistito sulla presentazione di una richiesta 
ufficiale dove si dovevano spiegare gli obiettivi della ricerca. Comunque, per la maggior parte 
dei casi al fine di ottenere un appuntamento, gli intervistati sono stati contattati 
personalmente, presentandosi in banca. La fase del contatto è molto importante. Durante 
questo primo contatto, ai possibili intervistati sono stati forniti adeguati informazioni sugli 
obiettivi della ricerca e la natura del colloquio. In alcuni casi, il tempo concesso non è stato 
sufficiente per discutere tutti gli argomenti di interesse ed è stato chiesto un altro 
appuntamento. Questo perché durante alcune interviste ci sono state troppe interruzioni. 
Per la ricerca qualitativa è stata usata la tecnica del campionamento ragionato. Quindi, i 
soggetti scelti per l’intervista sono quelli che si pensa essere in possesso di informazioni 
riguardo al tema della ricerca (Blumberg, Cooper e Schindler, 2011). A tutti gli intervistati è 
stata data garanzia sull’anonimato. I partecipanti si possono differenziare per banca, per città e 
per livello gerarchico. Le tabelle 8.1 e 8.2 sono un riassunto di tali informazioni sugli 
intervistati.
Tabella 8.1: La distribuzione degli intervistati per banca e città
Banca Durazzo Tirana Totale % per banca
BankaCredins 1 2 3 20%
BankaRaiffeisen 1 2 3 20%
BankaKombetareTregtare 1 2 3 20%
Banka Tirana 1 2 3 20%
Banka Intesa Sanpaolo 1 2 3 20%
Totale 5 10 15 100%
% per città 33% 67% 100%
Tabella 8.2: La distribuzione dei partecipanti per posizione
Posizione Nr. Percentuale
Livello strategico 10 67%
Livello tattico 5 33%
Totale 15 100%
8.3 Risultati e discussione
Riportare le caratteristiche del processo decisionale di gruppo nelle istituzioni bancarie 
significa entrare in profondità nelle politiche e procedure decisionali di tali istituzioni. Il 
motivo principale che ha offerto lo stimolo per intraprendere tale ricerca si riferisce al fatto 
192
che non esiste nessuno studio di questa natura intrapreso precedentemente. Nessun ricercatore 
si è fermato a studiare ed identificare come si prendono le decisioni di gruppo all’interno delle 
banche in Albania e come tali decisioni sono percepiti. Per realizzare tutto questo si è basati 
sulle interviste condotte con i manager sia strategici che di dipartimento. 
8.3.1 Il processo decisionale di gruppo
Lo scopo primario della ricerca qualitativa si riferisce alle caratteristiche del processo 
decisionale di gruppo nelle istituzioni bancarie. Così in seguito, tramite i brani estratti dalle 
interviste condotte, si cerca di riportare alcuni aspetti di tale processo. Ci si concentra 
maggiormente sulla diffusione dei processi decisionali di gruppo all’interno delle banche 
prese in analisi, cercando di evidenziare quali sono i principali benefici di tali processi e come 
vengono percepiti i limiti o le problematiche che accompagnano l’uso dei gruppi. Inoltre, si 
cerca di comprendere come il processo decisionale avviene all’interno di un gruppo e se tale 
processo è formalizzato e prestabilito. Siccome su questo argomento si è soffermati di più con 
gli intervistati, la discussione è articolata in alcuni macro temi. 
8.3.1.1 L’uso dei gruppi, i benefici e le problematiche
Tra le motivazioni per concentrarsi sul settore bancario è stato il fatto che in tale settore 
i processi di gruppo sono molto usati, sostenuta tale affermazione anche dai contatti con fonti 
interne del settore avvenuti prima di intraprendere la ricerca. Ma quanto sono usati i processi 
decisionali di gruppo nelle banche del G3 prese in analisi e come tali processi sono svolti? 
Si introduce l’uso dei processi decisionali di gruppo con i brani in seguito. 
“Nella nostra banca non si può pensare il processo decisionale al di fuori del 
gruppo. Il gruppo è considerato la cellula base dove viene presa ogni decisione. 
Le decisioni migliori, maggiormente analizzate sono prese in gruppo. ... Oggi è 
impossibile nella presa delle decisioni fare a meno del gruppo” (manager 
strategico, sede centrale)
“... è passato il tempo degli individualismi. ... Con un processo decisionale 
individuale si corre il rischio che le decisioni prese siano molto soggettive. La 
natura dei problemi che un’istituzione bancaria deve affrontare richiede per 
forza di decidere in gruppo” (manager strategico, filiale)
Quelli citati sono solo alcuni dei brani che indicano una posizione netta in favore dei 
processi decisionali di gruppo, portando alla riflessione che tali processi sono molto usati 
nelle banche. Quasi tutti gli intervistati affermano che le decisioni di gruppo sono necessarie e 
migliori di quelle a livello individuale. Bisogna sottolineare che qualche intervistato li ritiene 
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così importanti da percepirli come un criterio da tenere in considerazione per decidere chi 
assumere.
“... ma dove andiamo senza il gruppo? Da nessuna parte. Già quando noi 
cerchiamo di assumere nuovo personale ci focalizziamo sulla capacità di 
lavorare ed agire in gruppo. Organizziamo dei case study proprio per 
individuare tali capacità. Penso che le persone che non riescono a lavorare in 
gruppo o non vogliono decidere in gruppo non devono lavorare in banca” 
(manager di dipartimento, sede centrale)
Comunque, anche se sono considerati migliori, un intervistato si ferma sul fatto che non 
è semplice sostenere l’uso dei gruppi per la presa di una decisione e non tutti sono favorevoli 
alla presa delle decisioni in gruppo.
“Personalmente sono pro l’uso dei gruppi per la presa delle decisioni, 
comunque ... percepisco che non a tutti tale cosa piace. Ritengo che siamo 
troppo individualisti e ci riuniamo solo quando la posta in gioco è alta o 
realizziamo di non riuscire in qualcosa. Purtroppo, tutto deriva dalla diffidenza
in chi ci sta intorno. Facciamo fatica a fidarci degli altri. Comunque posso 
affermare che nonostante le difficoltà, l’uso dei gruppi in questa banca è molto 
frequente e da quello che so anche nelle altre banche. Penso che le banche sono 
per eccellenza le imprese dove non si può fare a meno dei gruppi” (manager 
strategico, sede centrale)
Un altro intervistato nell’aiutare a comprendere quanto sono usati e preferiti i processi 
decisionali di gruppo si riferisce ai limiti del decisore a livello individuale. 
“Il concetto del decisore singolo è ormai superato e questo lo posso dire sia dal 
punto di vista pratico che dalle conoscenze personali della teoria in questo 
ambito. Il decisore è prima di tutto un essere umano e non può vivere isolato. ... 
Ha bisogno di interagire con gli altri, consultarsi e collaborare. Ecco perché 
nella nostra azienda i processi decisionali di gruppo sono fondamentali” 
(manager di dipartimento, sede centrale)
Come anche accennato in precedenza, i brani sopra indicati sono solo alcuni e questo 
per evitare di essere ripetitivi. Dalla lettura integrata delle interviste si può affermare che i 
processi decisionali di gruppo sono molto utilizzati nelle istituzioni bancarie. La questione 
consiste nel evidenziare il perché di questo. Riguardo ai vantaggi e svantaggi che 
caratterizzano il processo decisionale di gruppo, la letteratura è molto ampia e le posizioni che 
si possono assumere sono diverse103. Così, diversi studi hanno concluso che i risultati del 
gruppo sono migliori di quelli del singolo (Sniezek e Henry, 1989; Tindale e Sheffey, 2002; 
Surowiecki, 2004). Inoltre, Llaci (2010) sostiene che il gruppo dispone di una maggiore 
quantità d’informazione, mentre Noorderhaven (1995) afferma che la condivisione della 
decisione aumenta se è stato deciso in gruppo. (Kume, 2010) considera migliori le decisioni 
                                                            
103 Al Capitolo 3 si discute sui vantaggi e svantaggi del processo decisionale in gruppo.
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prese in gruppo, perché spesso all’interno del gruppo si trovano persone che saranno coivolte 
anche durante la fase dell’implementazione. Anche Surowiecki (2004) ritiene che il giudizio 
del gruppo è migliore dei giudizi dei singoli membri che lo compongono. Alcuni studi 
empirici hanno provato che il gruppo aumenta la soddisfazione (Black e Gregersen, 1997; 
Wright e Kim, 2004) e contribuisce all’aumento della fiducia in sé stessi (Crandall e Parnell, 
1994). D’altra parte, il gruppo può rappresentare uno strumento utile alla crescita e allo 
sviluppo individuale dei membri (Cooke e Slack, 1984).
Ma come sono percepiti i processi decisionali di gruppo all’interno delle istituzioni 
bancarie? Sono davvero considerati migliori di quelli individuali, sono necessari oppure 
preferibili? A queste domande si cercherà di rispondere introducendo le varie posizioni 
riguardo ai processi decisionali di gruppo attraverso i brani in seguito. 
“...una banca non può fare a meno dei processi decisionali di gruppo, perché 
molte più idee sono identificate. Comunque, molte volte si finisce con 
l’imporre la soluzione ... il risultato non è sempre quello sperato” (manager 
strategico, filiale)
Il brano sopra fa esplicito riferimento ad uno degli aspetti più preferibili del processo 
decisionale di gruppo che è proprio la maggiore creatività, ma sottolineando comunque che 
questa non è una garanzia per l’efficacia della decisione. 
“Questo è un argomento importante. Si parla molto delle decisioni di gruppo. 
Direi che non solo in banca, ma anche in altre imprese i gruppi sono quelli che 
prendono le decisioni più importanti. Non posso dire che sono il modo migliore 
per decidere... l’esperienza mi ha insegnato che a volte gli individui fanno 
meglio del gruppo... dipende da molte cose... i dirigenti devono essere in grado 
di valutare in base alla situazione se usare i gruppi oppure no” (manager di 
dipartimento, sede centrale)
Le riflessioni riportate nel brano precedente evidenziano quant’è difficile stabilire quale 
tra il processo decisionale di gruppo e quello individuale è migliore. La conclusione che 
emerge è che tutto dipende dalla natura della decisione da affrontare e che niente si può dire 
con una certezza assoluta. 
Nel tentativo di individuare come i processi decisionali di gruppo sono percepiti dai 
manager delle banche, sulla base delle risposte fornite, gli atteggiamenti sono stati suddivisi 
in tre categorie principali. Alla prima categoria appartengono quelli che ritengono necessari 
tali processi e che durante la discussione si soffermano sui benefici.
“... quello che posso affermare dopo tanti anni di lavoro è che il gruppo è 
davvero più efficace rispetto al singolo, la decione presa è più maturata. Il 
maggior merito è proprio il fatto che le responsabilità sono divise tra più 
persone e questo è davvero importante perché le situazioni che si devono 
affrontare sono molto complesse” (manager di dipartimento, sede centrale)
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Il brano evidenzia ancora una volta uno degli aspetti forse più studiati dei processi 
decisionali di gruppo, la distribuzione delle responsabilità. Partendo da questo brano si può 
dedurre che la preferenza per le decisioni di gruppo non è sempre legata all’efficacia della 
decisione, ma anche ad altri aspetti. Chi decide in gruppo si sente in un certo modo difeso da 
possibili fallimenti. Certo che non si può pensare che la responsabilità sarà eliminata del tutto, 
ma nessuno dei membri avrà il dito puntato verso sé stesso. Analizzando il brano, il dubbio è 
se considerare questo aspetto del processo decisionale di gruppo un vantaggio o un svantaggio 
dato che può anche danneggiare l’efficacia. La questione rimane aperta, nessuno offre una 
posizione netta, ma comunque, un’idea può essere resa dal brano in seguito:
“Le posso confessare che mi è successo di svegliarmi la mattina e di non avere 
voglia di andare a lavoro proprio perché dovevo prendere una decisione 
importante. Se in quelle occasioni fossi stato membro di un gruppo certo la 
situazione sarebbe diversa, ... forse mi sentirei più forte e più determinato 
riguardo alla possibile soluzione” (manager di dipartimento, sede centrale)
Un altro intervistato sottolinea il fatto che in gruppo ci sono più punti di vista che si 
mettono a confronto e che sono propri i confronti l’aspetto che si preferisce quando si decide 
in gruppo.
“Preferisco il gruppo perché mi piace confrontarmi. Non voglio chiudermi in 
ufficio e perdermi in analisi approfondite. Desidero conoscere se qualcun altro 
è in grado di contraddire il mio punto di vista e se io sono in grado di 
difendermi. ... È in queste circostanze che si viene a conoscenza di sé stessi e 
delle proprie capacità” (manager strategico, sede centrale)
Comunque se il brano si analizza in profondità, forse questo atteggiamento è una forma 
di presunzione, dato che il processo decisionale di gruppo è percepito come una maniera di 
convincere gli altri che la propria idea è la migliore. Sembra che l’intervistato parte proprio 
dalla convinzione che la sua soluzione è la migliore e desidera farlo capire anche agli altri. 
Cosa può succedere se non si riesce nel proprio intento? A questo riguardo, si introducono i 
brani in seguito.
“Il gruppo sviluppa il modo di comunicare e ragionare. Comunque, si deve 
avere in gruppo membri che sono openmind, altrimenti come ti comporti? 
...C’è il rischio che la dicussione si converta in conflitto. Spesso, ci si trova ad 
avere a che fare con persone alle quali piace troppo sé stessi, ... non sono per 
niente flessibili” (manager di dipartimento, sede centrale)
Il brano indica che uno dei benefici del processo decisionale di gruppo è il fatto che 
favorisce lo sviluppo personale e professionale. Conoscendo il modo di ragionare degli altri si 
impara molto. Sempre l’intervistato precedente:
“... mi è capitato di far parte di gruppi con membri di diversi dipartimenti. Ti 
posso solo dire che ho beneficiato moltissimo di questa cosa. Ora mi sento in 
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grado di analizzare la situazione sotto diversi aspetti anche quando devo 
decidere da solo” (manager di dipartimento, sede centrale)
L’affermazione nel brano precedente è molto importante. A questo riguardo si può 
richiamare la teoria dei sistemi. L’impresa è prima di tutto un sistema composto da diversi 
elementi o unità in dipendenza reciproca l’uno dall’altro. Basta che uno solo di questi 
elementi non funzioni come si deve per rompere l’equilibrio dell’intero sistema. Quando si 
prende una decisione può darsi che migliori la situazione o si risolva un problema in uno degli 
elementi del sistema, ma possono sorgere problemi negli altri elementi. Avere una visione 
completa dell’impresa può aiutare ad evitare questo, ma purché sia possibile è importante 
conoscere le relazioni tra le diverse unità e le attività svolte. 
Un altro aspetto importante del decidere in gruppo che è stato individuato nelle 
interviste si riferisce alla socializzazione. Il brano in seguito, riporta tale beneficio del 
processo decisionale di gruppo:
“... spesso succede di lavorare nella stessa impresa e di non conoscersi. Sa, i 
dipartimenti sono unità molto chiuse. Ci si chiude in ufficio a lavorare e si esce 
solo a l’ora di pranzo sempre in compagnia di persone del proprio 
dipartimento. ... Adesso lei giustamente dirà che ci sono anche gli eventi 
organizzati dall’impresa dove sono invitati tutti gli impiegati. Ma sa anche li la 
tendenza è di essere accompagnati e di sedersi a tavola con i membri del 
proprio dipartimento, ... il gruppo può evitare questo e rompere i confini tra i 
dipartimenti. Mi è capitato di partecipare in gruppi interdepartamentali e di 
entrare in relazioni con diverse persone, relazioni che si sono mantenute anche 
dopo che il gruppo è stato sciolto” (manager di dipartimento, sede centrale)
Il brano evidenzia un beneficio del gruppo di elevato valore. Tali relazioni possono 
migliorare la presa delle decisioni. Siccome spesso la presa di una decisione richiede 
informazioni da diverse unità, tali relazioni possono aiutare in questo. Certo, queste 
informazioni possono anche essere richieste in via ufficiale, ma se si conoscono le persone si 
fa prima e si può venire a conoscenza di qualcosa in più. Le imprese sono composte da esseri 
umani. I successi ed i fallimenti dipendono dalle loro decisioni. Un’impresa non può essere un 
sistema meccanico, ma un sistema sociale.
Anche l’innovazione non passa inosservata.
“Senza dubbio il gruppo è più innovativo, si prendono decisioni che sono molto 
diverse da quelle precedenti. Ci cerca di sperimentare qualcosa di nuovo. Il 
singolo è sempre più cauto, ... tende a ripetere le decisioni. Ritengo che la 
concorrenza nel settore bancario è molto elevata. Siamo un piccolo paese, con 
molte banche. La lotta per strappare dei clienti ai concorrenti è dura. Assumere 
un atteggiamento proattivo verso le innovazioni ti mette un passo davanti ai 
concorrenti” (manager strategico, sede centrale)
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Il brano precedente è molto chiaro. L’innovazione è considerata la base per creare dei 
vantaggi competitivi. 
Il processo decisionale di gruppo può essere preferito perché porta a decisioni più 
efficaci, ma il gruppo non offre garanzie su questo. Tutto può dipendere da come un gruppo è 
stato composto. 
“...penso che il gruppo è efficace quando c’è diversità di opinioni, esperienze e 
background professionale. Invece se il gruppo è caratterizzato da minore 
diversità in tali elementi, si può preferire il gruppo per altri ragioni, ma non 
perché il gruppo è più efficace del singolo” (manager strategico, filiale)
Un altro intervistato:
“... le decisioni sono più consolidate, il rischio di fallire è minore. Ma 
attenzione a come scegliere i membri. ... La scelta non deve essere casuale o 
per fare il piacere a qualcuno. Più punti di vista di sono meglio è, ma spesso 
succede che non si trova un linguaggio comune” (manager di dipartimento, 
sede centrale)
Anche il grado della legittimità delle decisioni prese è un aspetto preferito del processo 
decisionale di gruppo che è stato emerso durante le interviste.
“Non è facile decidere, perché ti trovi a farlo per tante persone. Nella maggior 
parte dei casi gli interessi in gioco sono molti. Se la decisione è presa dal 
gruppo e se la dimensione del gruppo è grande, maggiore sarà la convinzione 
degli altri che è stata presa la decisione giusta” (manager strategico, sede 
centrale)
Il brano orienta a pensare che un processo decisionale di gruppo è più vicino agli ideali 
democratici e come tale può essere considerato più leggittimo in confronto ad una decisione 
presa dal singolo. Quando un decisore sceglie senza neanche consultarsi con gli altri, la 
decisione viene percepita come arbitraria e autocratica. 
Un altro intervistato collega la legittimità con la fase dell’implementazione della 
decisione. 
“... concordo col fatto che la leggittimità di una decisione di gruppo è 
maggiore. Questo è molto importante per la fase dell’implementazione” 
(manager strategico, sede centrale)
A questo punto, si può ritenere che è meglio una decisione ritenuta non molto buona, 
ma comunque ben accettata che una decisione ritenuta efficace, ma che non viene accettata. 
Spesso, succede che una decisione presa sia molto buona, ma non si ottengono gli esiti 
previsti proprio perché si può fallire nella fase dell’implementazione. Un motivo per questo 
può essere che le persone che hanno il dovere di implementarla non concordano con la 
decisione presa e quindi il loro impegno e la motivazione nella fase di realizzazione sono 
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ridotte, danneggiando l’efficacia. È per questo che alcuni studiosi (Kume, 2002; Llaci, 2010) 
raccomandano che in gruppo devono partecipare anche membri che avranno poi la 
responsabilità di mettere in atto la decisione presa. Comunque, alcuni intervistati evidenziano 
che prendere in considerazione anche i punti di vista degli altri è proprio un comportamento 
giusto e non deriva solo dalla necessità di essere sicuri che anche gli altri concordano con 
quello che è stato deciso.
“... penso che prendere le decisioni in gruppo sia il modo più corretto. Bisogna 
anche ascoltare gli altri, in modo particolare quelli che saranno influenzati dalla 
decisione. Siamo tutti esseri umani, con caratteristiche ed interessi diversi ed in 
generale non ci piace essere sottomessi” (manager strategico, filiale)
Ancora una volta un intervistato sottolinea l’interdipendenza, considerandola 
determinante per preferire i processi decisionali di gruppo.
“Decidere in gruppo è un punto chiave per l’impresa, perché quasi tutte le 
decisioni sono interdipendenti e coinvolgono diverse unità organizzative. Non 
può una sola persona decidere per tutti... non solo non può, ma non è neanche 
una cosa giusta da fare. Tutti quelli che saranno influenzati o subirano le 
conseguenze, in modo particolare quelle negative, devono avere voce in 
capitolo” (manager di dipartimento, sede centrale)
Un altro intervistato:
“Penso che per l’impresa le decisioni di gruppo sono il modo migliore per 
decidere. I giudizi ed i ragionamenti di tutti devono almeno essere ascoltati... 
anche se alla fine non sono tenuti conto. Tutti all’interno dell’impresa dove 
lavorano si devono sentire utili. ...La confusione e la conflittualità che si pensa 
sono maggiori in gruppo derivano dagli incapaci, da quelli che non vogliono 
dare la possibilità agli altri di avere merito riguardo la decisione presa” 
(manager strategico, filiale)
Chiaro appare l’atteggiamento verso i processi decisionali di gruppo anche riguardo 
all’influenza sul potere. 
“mah... può darsi che succeda, ma non ritengo che il gruppo rappresenti una 
minaccia per il potere personale. Consultarsi e decidere insieme ai dipendenti 
non vuol dire che si è perso il controllo e comunque se si vuole il potere può 
essere esercitato anche all’interno del gruppo...” (manager strategico, sede 
centrale)
Un altro intervistato:
“Decidere in gruppo non vuol dire che si è incapaci di decidere. A fin dei fini, 
il decisore è un essere umano è ciascuno ha i propri limiti e non è una 
debolezza riconoscerli, ...anzi ... facendo così essi possono essere trasformati in 
punti di forza. Le decisioni da affrontare diventano sempre più complesse, 
troppi problemi sono intrecciati in uno solo. Si richiedono diverse conoscenze, 
una sola persona non può essere migliore in tutto. Ha bisogno di interagire con 
gli altri, ... non si può vivere all’interno di un’impresa essendo isolati” 
(manager strategico, filiale)
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I brani sopra riportati sono solo alcuni e si riferiscono ai manager che si soffermano sui 
benefici del processo decisionale di gruppo e che in maniera netta esprimono il proprio 
favoritismo verso tali processi. Quello che si può notare è che i vantaggi più riconosciuti e 
individuati dagli intervistati non si scostano molto dalla teoria. Così, i benefici più diffusi del 
gruppo si riferiscono al numero delle idee identificate, alla maggiore creatività e legittimità 
della decisione presa. Anche l’innovazione viene evidenziata. Si sostiene che il gruppo evita 
di decidere sempre nello stesso modo. Tale aspetto è molto importante, perché l’innovazione 
è ritenuta come base per creare vantaggi competitivi. Alcuni intervistati si soffermano sulla 
distribuzione delle responsabilità. Tale caratteristica è ritenuta importante perché le situazioni 
da affrontare sono sempre più complesse e richiedono l’assunzione di un maggiore rischio. 
Qualche intervistato si riferisce all’impatto del gruppo sullo sviluppo personale e 
professionale, sottolineando il fatto che decidere in gruppo migliora il modo di ragionare e 
comunicare. Anche la socializzazione viene riconosciuta come un vantaggio. A tal riguardo, si 
sottolinea che si possono avere benefici sulla qualità della decisione, perché il gruppo può 
rompere i confini tra le unità organizzative e le relazioni instaurate si possono mantenere 
anche dopo che il gruppo è stato sciolto. Come anche evidenziato in letteratura, alcuni 
intervistati si soffermano sul fatto che in gruppo ci sono più confronti e discussioni. 
Interessante è il modo di pensare di un intervistato, ritenendo tale aspetto del gruppo uno 
stimolo per aumentare il proprio impegno, quando invece in teoria è anche evidenziato il fatto 
che i confronti possono danneggiare la coesione. Riflettendo sui processi decisionali di 
gruppo, un intervistato riconosce l’interdipendenza delle decisioni. L’interdipendenza è un 
elemento che porta alla complessità. Comunque, l’intervistato ritiene giusto decidere in 
gruppo dato che l’interdipendenza significa che sono coinvolte più persone, quindi una sola 
persona non deve decidere per tutti.  
Oltre ai benefici, nella letteratura sono evidenziate anche diverse problematiche del 
processo decisionale di gruppo. Così, Janis (1982) evidenzia il groupthinking, come la 
tendenza del gruppo a convergere rapidamente verso una decisione. Invece Stoner (1961) 
parla della polarizzazione quando la decisione di un gruppo è più estrema della media delle 
opinioni individuali. Un altro problema importante che accompagna le decisioni di gruppo 
riguarda il tempo richiesto per arrivare alla decisione finale (Nooderhaven, 1995; Vroom e 
Yetton, 1973). Una delle cause potrebbe essere il conflitto tra i membri del gruppo o l’elevata 
diversità delle idee ed opinioni che rendono difficile il consenso. I limiti temporali possono 
indurre il gruppo verso la scelta della prima alternativa individuata. Infatti, spesso accade che 
si accetti la prima soluzione proposta (Kume, 2010). Numerose ricerche hanno dimostrato che 
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un ulteriore limite del gruppo le informazioni comuni (Stasser e Titus, 1985; Gigone e Hastie, 
1993). L’effetto delle conoscenze comuni si verifica quando la situazione per la quale si deve 
decidere non è nuova.
Come anche precedentemente accennato, si può distinguere una seconda categoria di 
intervistati che si impegnano nell’individuare più aspetti negativi del processo decisionale di 
gruppo e che quindi mettono in dubbio l’efficacia di tale processo. In seguito, si riportano 
alcuni di questi brani con le discussioni rispettive.
“...un processo decisionale di gruppo non lascia molto spazio alla possibilità di 
mettere in evidenza le caratteristiche e le capacità personali. ... Non tutti 
all’interno del gruppo hanno lo stesso peso, spesso alcuni si devono 
sottomettere alla volontà dei membri più importanti, anche se i loro punti di 
vista possono essere molto validi” (manager strategico, filiale)
Il brano precedente mette in evidenza forse uno dei limiti più importanti, evidenziato
anche in teoria, del processo decisionale di gruppo come il groupthinking. Purtroppo il gruppo 
può essere dominato dal leader, il quale esercita il proprio potere anche sugli altri. D’altra 
parte, in alcuni occasioni i membri si trovano in gruppo con il proprio superiore e quindi le 
discussioni diventano difficili. Spesso il desiderio di mostrarsi un buon membro ed un buon 
dipendente porta ad evitare le discussioni ed i confronti e si accettano in silenzio i giudizi dei 
membri più importanti. 
La posizione dell’intervistato in seguito riguardo al processo decisionale di gruppo è 
proprio netta.
“Penso che il processo decisionale di gruppo porta alla confusione. ... Succede 
che entri in gruppo con un’idea precisa e ti ritrovi col non sapere cosa fare. 
Credo che per molte situazione è valida l’espressione: consultati con 100, ma 
fai come sai” (manager strategico, filiale)
Molti studiosi del campo evidenziano come uno dei principali benefici dei processi 
decisionali di gruppo è il fatto che il gruppo dispone di molte più informazioni e che a causa 
anche dei confronti si possono individuare più alternative. A quanto sembra, partendo dal 
brano precedente, tale aspetto non rappresenta proprio un benefico per il gruppo. 
Un altro intervistato ancora:
“... a che cosa serve avere davanti una lista con molte opzioni? ... Direi che 
serve solo a vivere in una situazione di dubbi, conflitti interiori e stress. 
Spessissimo, impegnarsi nell’identificare più soluzioni possibili, danneggia la 
qualità delle alternative generate. Perché stancarsi e perdere del tempo nel 
prendere in analisi anche opzioni inutili, perché cercare di aumentare la 
confusione?” (manager di dipartimento, sede centrale)
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Come dal brano indicato, l’intervistato non concorda con l’idea che più idee sono 
individuate, maggiore è la probabilità che tra esse si trovi l’alternativa migliore. Un altro 
intervistato per giudicare sulla necessità di un processo decisionale di gruppo si riferisce al 
livello di esperienza.
“... se sono da preferire oppure no i processi decisionali di gruppo?... Direi che 
tutto dipende dall’intuito e dall’esperienza. Se il manager ha un buon intuito e 
anni di esperienza perché preferire di decidere in gruppo?... L’intuito ti 
permette di decidere anche per situazioni nuove, ma l’esperienza è quella che ti 
offre la sicurezza nel decidere” (manager di dipartimento, sede centrale)
Altri intervistati si soffermano sull’elemento tempo. A questo riguardo si introducono i 
brani in seguito.
“... spesso, per il fatto che si spende troppo tempo non è giustificato l’uso del 
gruppo neanche per situazioni complesse” (manager strategico, filiale)
“Il gruppo facilita la presa delle decisioni... può succedere che il gruppo arrivi 
alla decisione prima del singolo. Il singolo ha bisogno di più tempo per 
raccogliere informazioni e si può anche perdere in analisi inutili, perché sente 
la maggiore responsabilità o per paura di sbagliare” (manager di dipartimento, 
sede centrale)
Da quello che si può notare, le posizioni riguardo all’elemento tempo sono contrari. 
Non è detto che il fattore tempo sia sempre ritenuto un problema del processo decisionale di 
gruppo. A differenza della teoria, qualche manager ritiene che addirittura il gruppo può 
decidere più velocemente del singolo. 
Interessante è la confessione di un intervistato che si dimostra privo di modestia.
“Le posso rivelare che mi piace decidere da solo. Sono molto concisa e sicura 
di me nelle mie decisioni, ma per altre ragioni sono costretta a decidere in 
gruppo. ...Sa, non vorrei trasmettere l’impressione di una personalità
autoritaria” (manager strategico, filiale)
Anche gli svantaggi riconosciuti e individuati dagli intervistati convergono con la 
teoria. Tra i più diffusi troviamo la confusione, i conflitti ed i limiti temporali. Così, ci sono 
anche intervistati che non concordano col fatto che più idee ed alternative rappresentano un 
beneficio del decidere in gruppo. Si pensa che più soluzioni di identificano, maggiore sarà la 
confusione ed i dubbi riguardo l’alternativa più efficace. D’altra parte, questo può comportare 
la nascita dei conflitti e rendere difficile il consenso. Un impatto negativo si può avere anche 
sui limiti temporali. La confusione ed i conflitti portano a decisioni ritardate. Anche se un 
intervistato sostiene che il gruppo decide più velocemente del singolo. Sulla base della sua 
affermazione sta il fatto che siccome in gruppo le responsabilità sono distribuite tra più 
persone, non ci si impegna molto in analisi approfondite, mentre il singolo per paura di 
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sbagliare ed essere l’unico responsabile si impegna nella raccolta di più informazioni e 
effettua più analisi. Anche il groupthinking non passo inosservato. Questo può derivare dal 
desiderio di mostrarsi un buon membro oppure dal comportamento del leader.
Alla fine può essere distinta una terza categoria di intervistati che non offrono 
affermazioni definitive riguardo l’efficacia del gruppo e non si posizionano né pro, né contro. 
I brani in seguito sono chiari.
“...non posso dire che i gruppi sono il modo migliore per decidere. A volte 
forse si.... Sa, sono tanti gli elementi da prendere in analisi prima di decidere se 
usare un gruppo oppure no... ad esempio il tipo del problema. Ritengo che sia 
inutile, anzi direi molto più costoso per l’azienda usare il gruppo in caso di 
decisioni di routine o urgenti. Spessissimo il fattore tempo è cruciale nel nostro 
settore” (manager di filiale, sede centrale)
Un altro intervistato ritiene difficile valutare se è meglio il singolo o il gruppo proprio 
per il fatto che il concetto dell’efficacia non è facilmente definibile. 
“... ma cosa si intende per efficacia? Se per efficacia si intende la qualità delle 
decisioni forse il gruppo è migliore, ma se per efficacia ci si riferisce alla 
velocità, il singolo è meglio. Comunque, quello che posso dire è che il gruppo è 
migliore quando lo staff è consolidato, motivato e guidato da obiettivi comuni. 
Non posso dare un giudizio conclusivo su chi è migliore, il gruppo o il singolo. 
Dipende dal problema, dalla fiducia reciproca e dall’essere flessibili” (manager 
di dipartimento, sede centrale)
Un altro aspetto che è stato cercato di mettere in luce si riferisce a come può cambiare la 
preferenza per le decisioni di gruppo tra diverse persone. È stato ritenuto importante fermarsi 
su questo argomento per creare un collegamento con la ricerca quantitativa e per introdurre il 
questionario dato che anche gli intervistati hanno risposto ad esso. I brani in seguito, riportano 
i vari posizionamenti.
“... certo che la sua osservazione è giusta. La propensione per le decisioni di 
gruppo determina l’impegno. Può succedere che sono inclusi in gruppo persone 
che preferiscono decidere da soli. Questo potrebbe essere un’informazione 
interessante” (manager di dipartimento, sede centrale)
Un altro intervistato si esprime interessato a questa questione.
“Non ci ho mai pensato a questa cosa..., ho sempre cercato che tutti partecipino 
perché mi è sembrato che è questo quello che vogliono, ma forse non è così. In 
realtà non so cosa ne pensano i miei dipendenti, se sono d’accordo col decidere 
in gruppo oppure no. Potrebbe essere un aspetto importante. Sarei curioso di 
conoscere i risultati ottenuti” (manager strategico, filiale)
L’intervistato in seguito si esprime in favore del fatto che decidere in gruppo non 
sempre è preferibile.
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“Ci sono anche quelli che hanno voglia di mettersi in mostra. All’interno di 
un’impresa ne puoi trovare di tutti i tipi. Ci sono quelli che vogliono prendere 
tutti i meriti, non tutti amano decidere in gruppo. D’altra parte, ci sono anche 
quelli che non è proprio che non amano decidere in gruppo, ma si sentono 
proprio a disagio quando si trovano davanti agli altri... Sa, proprio quei 
timidi...” (manager strategico, filiale)
Comunque, un altro intervistato ritiene interessante tale studio, ma sottolinea il fatto che 
spesso i gruppi sono prestabiliti ed i membri non sono scelti in base alla preferenza verso il
processo decisionale di gruppo. 
“Può darsi che sia così. Potrebbe essere interessante leggere i risultati, ma tenga 
presente che spesso è dettato dalle procedure che venga usato il gruppo per 
decidere e chi deve far parte del gruppo” (manager strategico, sede centrale)
Le variabili che possono influenzare la propensione per il processo decisionale di 
gruppo sono diverse. Tra le altre troviamo l’età ed il genere. Riguardo a tali variabili le 
posizioni in dottrina sono diverse104. Ci sono casi in qui gli adulti non sono consapevoli delle 
minori capacità decisionali e preferiscono processi decisionali individuali (Berg, Strough, 
Calderone, Sansone e Weir, 1998), come ci sono altri dove l’età non influenza affatto la 
preferenza per i processi decisionali di gruppo (Berg, Johnson, Meegan e Strough, 2003). 
D’altra parte, gli studi di Denney e Palmer (1981) hanno confermato che gli adulti 
preferiscono di più le decisioni di gruppo rispetto ai giovani. Nel caso del genere non esistono 
ricerche che hanno preso in studio come tale variabile può influenzare la preferenza di 
decidere in gruppo. Comunque, si sono ricerche che hanno preso in considerazione altri 
aspetti che indirettamente possono influenzare tale preferenza. Arch (1993) ritiene che gli 
uomini percepiscono le situazioni di rischio come sfide che richiamano alla partecipazione, 
mentre le donne le percepiscono come minacce che si impegnano ad evitare. Partendo dalla 
conclusione di Kelley e Thibaut (1967) che in gruppo si ha la distribuzione delle 
responsabilità e se è vero che le donne sono avverse al rischio, allora esse dovrebbero 
preferire di più i processi decisionali di gruppo rispetto agli uomini. D’altra parte, si sostiene 
che le donne hanno difficoltà nell’interpretare l’informazione specialmente numerica, ma 
maggiori capacità verbali (Schaie e Hertzog, 1983). Inoltre, Hultsch, Hertzog, Dixon e Small 
(1998) hanno concluso che gli uomini superano le donne nell’intelligenza cristallizzata. 
Niederle e Vesterlund (2007) affermano che le donne sono più consapevoli delle loro capacità 
limitate rispetto agli uomini. Se è vero che le capacità cognitive delle donne sono peggiori e 
se è vero che sono consapevoli di questo, allora esse tenderanno ad usare più spesso delle 
strategie compensatorie e preferiranno i processi decisionali di gruppo. Richiamando Bart e 
                                                            
104 Dell’impatto dell’età e del genere sulla preferenza di decidere in gruppo si discute al Capitolo 5.
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McQueen (2013), gli uomini superano le donne nel ragionamento normativo. Essi 
preferiscono usare durante il processo decisionale regole e metodi tradizionali. 
Contrariamente, le donne sono più aperte ad imparare, più curiose ed in modo attivo si 
impegnano a comprendere le prospettive ed i ragionamenti degli altri. Quanto sopra, si può 
tradurre che le donne si troveranno meglio in processi decisionali di gruppo rispetto agli 
uomini.
Riguardo all’influenza dell’età e del genere sulla preferenza di decidere in gruppo, 
qualche intervistato si esprime in maniera favorevole.
“È interessante. Nel mio dipartimento sono tutti giovani e dominano le donne. 
A livello strategico sono più adulti e dominano gli uomini, per non dire che nel 
Consiglio degli Azionisti sono tutti uomini. Mi piacerebbe conoscere cosa ne 
pensano delle decisioni di gruppo e come può essere spiegato il loro 
atteggiamento. Sarebbe una maniera di conoscere meglio i colleghi ed i propri 
dipendenti... Si possono anche trovare dei spunti di riflessione, per cercare di 
aumentare la propensione verso i processi decisionali di gruppo” (manager di 
dipartimento, sede centrale)
Un altro intervistato suggerisce che oltre all’età e al genere anche altri fattori possono 
influenzare il desiderio di decidere in gruppo.
“...a parte l’età ed il genere altre variabili possono essere prese in analisi... Non 
so..., le responsabilità, il livello gerarchico al quale si appartiene. Così, si 
potrebbe spiegare il perché delle decisioni buone e cattive..., in base alla 
propensione per il gruppo” (manager di dipartimento, sede centrale)
Da quello che si può notare analizzando i brani, si può dire che la preferenza per i 
processi decisionali di gruppo determina l’impegno e l’interesse del membro. In generale, gli 
intervistati si esprimono a favore dello studio.
8.3.1.2 Il grado di formalismo del processo decisionale di gruppo
Solitamente, le istituzioni bancarie sono caratterizzate da un elevato livello di 
formalismo. Gli impiegati si devono comportare e svolgere il proprio lavoro secondo delle 
regole e procedure precise e molto dettagliate. Questo è un aspetto del processo decisionale di 
gruppo che è stato cercato di approfondire durante le interviste condotte. Lo scopo è stabilire 
se si tratta solo di una percezione oppure il processo decisionale di gruppo è davvero molto 
formalizzato. Più precisamente, si cerca di evidenziare se esiste una procedura o un processo 
decisionale chiaro e prestabilito valido in tutte le situazioni, oppure ogni gruppo è libero di 
scegliere la tecnica o la procedura da seguire. I brani in seguito aiutano a rispondere alle 
domande precedenti.
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“... le banche sono per eccellenza le imprese dove nessun compito e nessuna 
decisione può essere presa senza basarsi su procedure determinate in 
precedenza. Per ogni posizione esiste una descrizione dettagliata di come ci si 
deve comportare. ...Anche a livello di gruppo è ben specificata la strada da 
perseguire” (manager strategico, sede centrale)
Il brano è molto chiaro sul grado di formalizzazione del processo decisionale. 
Analizzandolo si comprende che la formalizzazione è presente sia a livello individuale che 
quando le decisioni devono essere prese da un gruppo. Tale affermazione è sostenuta anche da 
un altro intervistato che sottolinea un beneficio del processo decisionale formalizzato.
“...personalmente non posso pensare al buon funzionamento di una banca senza 
l’esistenza di procedure standard alle quali riferirsi. Sa, ...penso che la presa 
delle decisioni sia un’attività molto delicata, dove si vanno a toccare interessi 
diversi..., avere qualcosa di scritto su come agire è molto utile, si è più coperti 
da eventuali lamentele” (manager strategico, sede centrale)
Il brano indica che avere delle procedure decisionali prestabilite può essere una cosa 
agevolata, perché si è in possesso di una copertura per le decisioni prese. Comunque, si può 
riflettere sul fatto che l’importanza delle procedure decisionali prestabilite dipende dalla 
posizione che si occupa all’interno della gerarchia organizzativa. Quindi, l’utilità della 
formalizzazione nella presa delle decisioni sembrerebbe dipendere da quanto sia importante la 
decisione stessa. Le decisioni non hanno tutte lo stesso peso, spesso la scelta comporta delle 
conseguenze su tutti i livelli della gerarchia e su diversi gruppi di stakeholders. È in questi 
casi che le procedure decisionali formalizzate servono come scudo per i decisori.
Altri intervistati ritengono che riferirsi a politiche e procedure specifiche per prendere 
una decisione sia la cosa migliore da fare.
“... giudicare sull’utilità di tali procedure richiede analizzare cosa può 
succedere se non esistono. Penso che l’impresa sarà caratterizzata da 
caos...,ognuno può fare quello che ritiene sia più giusto..., in queste circostanze 
cosa può succedere con gli obiettivi comuni? Penso che verrà dato maggiore 
peso agli interessi personali. Definire per ogni posizione le competenze 
decisionali e determinare come si deve decidere in situazioni diverse penso che 
è proprio necessario. Nella nostra banca, entrare in confidenza e conoscere le 
procedure e regole della propria posizione è ritenuta importante già nella prima 
fase dell’assunzione dove è previsto un periodo di training, solitamente di un 
mese” (manager strategico, sede centrale)
La posizione dell’intervistato riguardo alla formalizzazione appare netta. Nel ragionare 
sull’utilità delle procedure decisionali formalizzate, egli si sofferma ad identificare i benefici. 
In questa logica l’intervistato continua a sottolineare l’importanza di questo aspetto del 
processo decisionale anche a livello di gruppo. Nel brano successivo egli si riferisce in 
particolar modo al controllo.
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“... l’assenza di procedure decisionali standard penso che può influenzare 
negativamente sulla qualità delle decisioni prese dal gruppo. D’altra parte, può 
danneggiare anche le attività di monitoraggio, controllo e revisione. Nelle 
imprese bancarie tali attività sono molto importanti. Il controllo è sia interno 
che dall’esterno. Come si può giudicare sul successo o fallimento di un 
gruppo? ... Mancano le basi per il confronto, non ci sono i standards” (manager 
strategico, sede centrale)
La discussione sui benefici e sulle limitazioni della formalizzazione è molto ampia. 
Comunque, da quello che si può dedurre dalla lettura integrale del corpo delle interviste, i 
manager delle banche percepiscono come più importanti i benefici, anzi alcuni di loro 
ritengono che il formalismo non comporta nessuna conseguenza negativa, come risulta nel 
brano a seguire.
“Penso che avere un elevato livello di formalismo non sia una cosa sbagliata. 
Può darsi che si limita la libertà di agire della persona e che il suo 
comportamento sia programmato, ma per la natura delle attività che una banca 
svolge a cosa serve la creatività e la libertà di agire? ... A niente” (manager 
strategico, sede centrale)
Un altro intervistato si ferma sul fatto che le procedure prestabilite evitano la perdità di 
tempo. 
“... per farla più reale, le voglio raccontare una cosa. Per alcune decisioni avevo 
dato campo libero ai miei dipendenti. Sa cosa mi è successo? Non prendevano 
l’iniziativa per nessuna cosa, ma mi bussavano in ufficio e richiedevano di 
consultarsi con me. Quindi, a contrario di quanto si era pensato, la cosa si è 
rivelata totalmente inefficace, impendedo e rendendomi difficile la 
realizzazione di altre attività importanti. ...Come è stata risolta l’incovenienza? 
Ho chiesto al dipartimento delle risorse umane di rivedere le job description e 
ho anche rivisto alcune delle decisioni per renderle più formalizzate” (manager 
di dipartimento, sede centrale)
Altri manager per trovare degli argomenti a supporto delle procedure decisionali 
formalizzate si riferiscono alle caratteristiche culturali.
“In generale, non ci piace assumere delle responsabilità, ma cerchiamo di 
evitarle. Un po’ anche per il regime politico sotto il quale abbiamo vissuto. 
...Sono passati tanti anni, ma penso che non siamo cambiati in questo. 
Desideriamo che tutto sia dettato dall’alto, ...e proprio una nostra caratteristica. 
Non so cosa succederà con le generazioni future...” (manager strategico, filiale)
“Vogliamo fare sonni tranquilli, ...vogliamo dare la colpa alla procedura. Non 
vogliamo ammettere che si è sbagliato. Ci giustifichiamo col fatto che abbiamo 
seguito letteralmente quello che era scritto. Non ci preoccupiamo di riflettere su 
cosa è andato storto, ma gridiamo ad alta voce che le procedure devono essere 
riviste. ...E questo è un compito dei dirigenti... (manager di dipartimento, sede 
centrale)
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Riguardo alla presenza delle procedure decisionali formalizzate sia a livello individuale 
che a livello di gruppo penso che i brani estrapolati dalle interviste condotte e sopra riportati 
parlano chiaramente. Il formalismo viene ritenuto una cosa necessaria, ma allo stesso tempo 
anche desiderata. Anche se le procedure decisionali sono formalizzate, devono essere riviste 
di tempo in tempo per evidenziare possibili anomalie o malfunzionamenti e quindi 
modificarle e migliorarle. Su questo è stato cercato di discutere anche con alcuni degli 
intervistati.
“Dei cambiamenti significativi delle politiche e procedure decisionali nella
nostra banca non ci sono stati. Concordo col fatto che esse debbano essere 
revisionate di periodo in periodo, ma a parte qualche piccolo miglioramento per 
renderle più efficaci, altro non c’è stato” (manager strategico, sede centrale) 
Un altro intervistato sottolinea come la revisione e le modifiche delle procedure 
decisionali sono richieste dai cambiamenti dei fattori di contesto.
“... sempre di più, ci troviamo a dover prendere decisioni per situazioni che 
sono completamente nuove. L’ambiente nel quale operiamo diventa sempre più 
dinamico, si modificano le strategie dei concorrenti e le richieste dei clienti. In 
queste circostanze, rivedere le politiche e le procedure decisionali diventa 
indispensabile. ...Un’impresa non può nascere e funzionare per sempre in base 
alle procedure iniziali” (manager strategico, filiale)
La posizione dell’intervistato è proprio chiara. Per egli non si riesce a sopravvivere se 
non si adattano le procedure decisionali. Quindi, si deve cercare di migliorarsi in continuo. Un 
altro intervistato cerca di riportare nella memoria cosa è successo col passare degli anni e col 
svilupparsi dell’impresa. 
“... Mi ricordo quando ho iniziato a lavorare in questa banca, tanti anni fà. ...Ce 
ne sono cambiate di cose, è proprio inevitabile. Come per ogni cosa esiste un 
ciclo di vita, anche l’azienda ha il suo. Si modificano gli obiettivi, i clienti, le 
attività svolte..., per forza cambiano anche i modi di comportarsi e di decidere” 
(manager di dipartimento, sede centrale)
Qualche intervistato sottolinea che i cambiamenti nelle procedure decisionali possono 
avvenire soltanto in periodi di medio o lungo termine proprio per le conseguenze che 
comportano le modifiche.
“ ... non è facile modificare le politiche e le procedure decisionali... e penso che 
la cosa non è consigliabile sia fatta spesso. Questo perché, in un certo senso, il 
modo di prendere le decisioni è determinato anche dalla struttura organizzativa 
che penso è abbastanza stabile. Quindi cambiare il modo in cui le decisioni 
sono prese ad esempio passando dalla centralizzazione alla decentralizzazione 
comporta dei cambiamenti importanti riguardo all’organizzazione” (manager 
strategico, filiale)
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Il brano fa emergere il ruolo della struttura organizzativa nel modo di prendere le 
decisioni. Infatti, già nella fase di progettazione della struttura organizzativa viene 
determinata anche la maniera di decidere. 
Un altro intervistato si riferisce al tempo per esprimere il proprio giudizio, ma lo collega 
con gli esiti della decisione.
“Dal momento che una decisione è stata presa e fino alla sua implementazione 
ce ne passa di tempo. Del tempo ce ne vuole ulteriormente per cogliere i primi 
esiti e per definire l’efficacia della decisione. Quindi, penso che le modifiche 
nel breve termine sono inefficaci, anzi potrebbero creare anche dei problemi... 
Perché rincorrere il rischio di cambiare qualcosa che funziona bene?” (manager 
strategico, filiale)
Molto interessante è il punto di vista di un intervistato che collega le modifiche delle 
procedure decisionali con il cambiamento dei dirigenti. Egli sottolinea che tali modifiche sono 
intraprese non perché necessarie, ma proprio per trasmettere l’idea che una nuova era sta 
iniziando per l’impresa. Il brano a seguire è chiaro in questo.
“Il cambiamento delle procedure non sempre si deve alla necessità. Spesso tali 
cambiamenti hanno il ruolo di presentare il nuovo dirigente. I dirigenti sono 
quasi sempre caratterizzati da questa necessità di fare qualcosa di diverso che li 
differenzia da quelli precedenti. Come per dire che adesso ci sono io a 
comandare...” (manager di dipartimento, sede centrale)
Non mancano anche quelli che ritengono che le modifiche possono avere influenze 
negative sulle condizioni psicologiche del decisore. 
“ ... non mi soffermo a discutere sui benefici che si hanno dalle revisioni 
periodiche delle procedure decisionali, ma penso che debba essere preso in 
considerazione anche il fatto che spesso tali modifiche comportano delle 
insicurezze nel decisore che possono portare allo stress ed alla paura. Non tutti 
reagiscono ai cambiamenti nello stesso modo... Penso che la gestione della 
transizione da una procedura all’altra debba essere studiata per bene” (manager 
strategico, filiale)
Da quello che si può comprendere, la maggior parte dei manager dichiarano che le 
procedure debbano essere riviste di tanto in tanto. Solo due degli intervistati affermano che 
tali cambiamenti sono stati radicali. Essi evidenziano come tali modifiche hanno comportato 
una riduzione del personale, perché si sono mostrati incapaci di adattarsi alle nuove regole. I 
due brani in seguito si riferiscono a questo.
“Non dimentico lo stress e le situazioni di angoscia durante il periodo di 
privatizzazione della banca che è durato per alcuni mesi. Posso dire che 
l’organizzazione è cambiata completamente ed anche le procedure decisionali. 
Si deve dire che la maggior parte degli impiegati in quell’epoca appartenevano 
alla mezza età, e purtroppo la maggior parte di loro è stata licenziata... Non 
sono stati capaci ad adeguarsi alle maggiori responsabilità ed alle nuove 
procedure, non solo decisionali” (manager strategico, filiale)
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“Anche se il cambiamento deve essere considerato una cosa inevitabile, gli 
impiegati spesso si oppongono. Alcuni miei colleghi invece di cercare di 
adattarsi alle nuove condizioni, si sono impegnati nel cercare di far capire ai 
nuovi dirigenti che i vecchi modi di agire erano migliori e purtroppo ci hanno 
messo il posto di lavoro” (manager strategico, sede centrale)
Pur concordando con l’idea che il cambiamento è necessario, qualcuno degli intervistati 
si sofferma sulle conseguenze negative che possono danneggiare l’efficacia della decisione.
“... ci vuole del tempo affinché una nuova procedura sia compresa ed usata 
come si deve. E al giorno d’oggi, il fattore tempo è molto importante. Io sono 
d’accordo per un miglioramento della procedura decisionale esistente, ma non 
per una modifica radicale” (manager di dipartimento, sede centrale)
Interessante è il fatto che quasi tutti affermano che le procedure decisionali sono riviste 
di tanto in tanto, ma nessuno di essi riporta che qualche modifica è stata fatta in seguito ad 
una decisione sbagliata o inefficace.
“ ... le modifiche ci devono essere, ma non necessariamente si deve intendere 
che qualcosa non è andata come si deve. In questo modo, noi siamo in grado 
anche di prevenire un possibile malfunzionamento della procedura. Perché 
aspettare di rivedere le procedure dopo che è stato verificato un problema o che 
una decisione inefficace è stata presa?...” (manager strategico, sede centrale) 
8.3.1.3 Le fasi del processo decisionale di gruppo
Fino a qui si è parlato in generale del processo decisionale di gruppo all’interno delle 
istituzioni bancarie. Ma come tale processo si svolge, quali sono le fasi che lo compongono? 
Questo rappresenta un altro argomento che è stato cercato di approfondire con gli intervistati. 
Prima di riportare e discutere sulle informazioni raccolte dalle intervistate, si ricorda che, 
anche su questo punto la letteratura è molto ampia. Comunque, se tali processi sono analizzati 
non sono poi così diversi tra loro. Può darsi che cambia il numero delle fasi che compongono 
il processo, perché una fase può essere scomposta in due o più fasi o viceversa, ma comunque 
la linea logica e cronologica delle fasi da seguire per arrivare alla decisione finale rimane la 
stessa. Così, Kume (2010) riporta un processo decisionale composto dalle fase come segue: 
definizione degli obiettivi, definizione del problema, identificazione delle alternative, 
valutazione delle alternative, scelta dell’alternativa, implementazione dell’alternativa, 
controllo e valutazione dei risultati. Invece, Simon evidenzia un processo composto da tre 
fasi: la fase dell’intelligence, la fase del disegno e la fase della scelta105. 
Bisogna sottolineare che gli intervistati si sono dimostrati parecchio ermetici e se le 
informazioni raccolte non permettono un’analisi dettagliata, sono comunque tali da aiutare a 
                                                            
105 Tali processi sono stati discussi al Capitolo 2. 
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comprendere come si volge il processo decisionale all’interno dei gruppi. Come è stato
discusso precedentemente, il processo decisionale in generale è caratterizzato da elevato 
grado di formalismo. Questo aspetto del processo viene evidenziato anche discutendo sulla 
struttura di tale processo e le fasi che lo compongono. Anche a livello di gruppo è affermata 
l’esistenza di un processo decisionale prestabilito, valido più o meno in tutte le situazioni. I 
brani in seguito non lasciano dubbi su questo.
“Il processo seguito non si differenzia molto da situazione a situazione, sta 
scritto nelle procedure decisionali. Come anche le ho detto prima, il processo 
decisionale di gruppo è molto formalizzato” (manager strategico, sede centrale)
Una conferma arriva anche dal brano seguente, sottolineando un limite del gruppo: 
decidere in ritardo.
“... non si può lasciare al caso la scelta della procedura da seguire, essa deve 
essere determinata prima, altrimenti il gruppo potrebbe perdere parecchio 
tempo in questo e già si perde del tempo per arrivare al consenso...” (manager 
strategico, filiale)
In linea con l’affermazione precedente un altro intervistato sottolinea la necessità di un 
processo prestabilito, ma lo collega alla possibilità che i membri entrino in conflitto.
“Mi lasci immaginare per un istante cosa può succedere nel caso di un processo 
non predeterminato... Direi che ci saranno molte discussioni a questo riguardo, 
si può arrivare anche al conflitto. Ognuno cercherà di difendere la procedura 
che li conviene, quella che li offre maggiori benefici. Penso sia un bene avere 
un processo chiaro” (manager strategico, filiale)
Certo che un conflitto già all’inizio del lavoro di gruppo sarebbe da evitare. Potrebbe 
influenzare e danneggiare l’intero processo decisionale. I confronti e le discussioni saranno 
presenti in tutte le fasi seguenti del processo di gruppo ed i membri si possono ostacolare a 
vicenda. Così, invece di impegnarsi in tutte le fasi del processo per arrivare alla decisione 
finale, essi si impegnerano di più nel cercare di dimostrare che la procedura adottata non è 
buona. In questo caso, inevitabilmente la decisione presa sarà ritardata. All’interno del gruppo 
nascerà una sorta di concorrenza tra i membri. 
Ma come il processo decisionale di gruppo realmente si svolge, quali sono le fasi che lo 
compongono? Come anche accennato in precedenza le informazioni fornite sono limitate, ma 
comunque permettono di distinguere e raggruppare tale processo in tre fasi principali: la 
presentazione del problema, l’identificazione delle alternative potenziali e la scelta. Riguardo 
alla prima fase si possono distinguere due modalità: nella prima, i membri del gruppo sono a 
conoscenza del problema prima che si riuniscono, mentre nella seconda essi vengono a 
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conoscenza del problema durante la riunione. I brani in seguito testimoniano l’esistenza delle 
due modalità.
“Nella nostra banca noi preferiamo che i membri del gruppo, siano a 
conoscenza dell’oggetto di discussione prima della data fissata per la riunione. 
È il compito del conduttore del gruppo mandare a tutti via mail una relazione 
sul tema da discutere. In questo modo già prima essi possono identificare 
qualche soluzioni o comunque hanno dato forma alla propria posizione” 
(manager strategico, sede centrale)
Un altro intervistato ancora:
“... se i membri conoscono in precedenza su cosa si discuterà, si arriva prima 
alla decisione finale e forse l’efficacia della decisione presa è maggiore, perché 
comunque si ha avuto del tempo per ragionare sul problema e le possibili 
soluzioni” (manager strategico, sede centrale) 
I due brani suggeriscono una riflessione su due aspetti di questa modalità. Così, può 
essere vero che il tempo richiesto per arrivare alla decisione finale si riduce, e questo è un 
beneficio importante perché come si sa uno dei problemi maggiori del gruppo è proprio 
questo, ma il dubbio nasce riguardo all’efficacia della decisione. Contrariamente al secondo 
brano si può dire che agendo in questo modo forse l’efficacia di riduce a causa del bias 
dell’ipotesi preliminare. Siccome i membri del gruppo, prima che il processo decisionale 
abbia inizio, hanno già nella loro mente delle convinzioni o delle possibili soluzioni, 
tenderanno a rimanere fedeli a questi anche se durante la discussione essi verrano a 
conoscenza di nuove evidenze che possono mettere in dubbio l’efficacia delle soluzioni 
personali individuate. D’altra parte questo può portare anche al conflitto, perché se soggetto 
di tale bias, l’individuo cercherà ad ogni costo di soffermarsi e diffendere il proprio punto di 
vista. Quindi, bisogna fare attenzione che i membri siano più flessibili e disposti a modificare 
le proprie opinioni in base alle informazioni aggiuntive delle quali si può venire a conoscenza 
durante le riunioni. 
Invece, i brani in seguito si riferiscono alla seconda modalità di presentazione del 
problema ai membri del gruppo. 
“Le nostre riunioni sono regolari, ogni settimana. Durante tali riunioni di 
discute su diverse situazioni o eventuali problematiche e chi individua il 
problema propone anche le soluzioni pensate. Comunque, poi riguardo questo 
contribuiscono anche gli altri” (manager di dipartimento, sede centrale)
Un altro intervistato ancora:
“... tutto dipende da quanto rare sono le riunioni. Se queste sono frequenti 
allora non c’è bisogno che i membri vengano a conoscenza prima. Per esempio, 
nella nostra banca noi ci riuniamo due volte a settimana, lunedì e venerdì. 
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Lunedì discutiamo sul lavoro e gli obiettivi della settimana e venerdì si discute 
sui risultati ottenuti o su eventuali problematiche” (manager strategico, filiale)
La cosa da evidenziare è che ad esempio nessuno degli intervistati prende in analisi la 
tipologia della decisione. I due intervistati precedenti si soffermano sulla frequenza dei 
contatti. Se i contatti sono spessi, allora non c’è bisogno di una preparazione in precedenza. Si 
nota invece che quelli che affermano la necessità di una preparazione preliminare sono i 
manager strategici. Le decisioni strategiche sono quelle più complicate e difficili da affrontare 
ed inoltre richiedono moltissimo tempo proprio perché necessitano di molti ragionamenti ed 
hanno bisogno di più riunioni. Invece, le decisioni a livello di dipartimento e quelle delle 
filiali sono meno complicate e possono essere prese anche in una sola riunione. Infatti, quelli 
che assumono la seconda posizione sono principalmente manager di dipartimento o di filiale. 
Riguardo alla seconda fase del processo decisionale e quindi l’identificazione delle 
alternative non si notano differenze significative tra livelli gerarchici ed istituzioni bancarie.
“Personalmente penso che questa sia la fase cruciale. Bisogna essere più 
creativi possibili, pensare anche in maniera divergente. Il contributo di 
ciascuno è importante, tutti devono contribuire, più alternative ci sono meglio 
è. ...Si può iniziare con l’identificazione delle soluzioni più facili, quelle più 
visibili, per passare poi in quelle più complicate o meno chiare” (manager di 
dipartimento, sede centrale)
A parte l’importanza della fase che quasi tutti gli intervistati sottolineano, qualcuno 
evidenzia la difficoltà di questa fase, fermandosi sul tempo richiesto. 
“Non è facile individuare le soluzioni, richiede un impegno mentale elevato, 
perché bisogna anche individuare ed argomentare la propria idea. Comunque a
parte questo, i membri non si devono fermare ad una o due soluzioni, ma si 
devono sforzare ad individuare molte... Importante è che il gruppo non si 
sbrighi in questa fase e si prenda tutto il tempo necessario” (manager 
strategico, sede centrale) 
Un altro intervistato, insistendo sull’importanza del numero delle soluzioni individuate, 
sottolinea anche il fatto che le soluzioni proposte devono essere diverse tra esse.
“...che senso ha proporre delle soluzioni in apparenza differenti, ma che in 
profondità sono le stesse. Un membro non deve proporre soluzioni con lo 
scopo solo di individuare quanto più possibile. Bisogna che queste siano 
proprio diverse, bisogna che si sforzi nel pensare in maniera divergente. Solo 
così si può individuare la soluzione migliore. ...Agire così non intende che si è 
insicuri riguardo le soluzioni proposte...” (manager strategico, sede centrale)
Con alcuni degli intervistati si è discusso anche sull’atteggiamento che gli altri membri 
del gruppo devono assumere quando un membro propone ed argomenta il proprio punto di 
vista. I brani in seguito riportano le varie posizioni a questo riguardo.
213
“Nelle condizioni di una concorrenza dura tra le banche la creatività è 
d’obbligo, bisogna sempre essere innovativi nella presa delle decisioni. Dalla 
mia esperienza posso dire che in questa fase del processo bisogna adottare una 
sorta di Brainstorming. Per non danneggiare la creatività è importante che il 
membro si senta libero nell’esprimere le soluzioni ed i propri argomenti. 
...Evitare le critiche nel momento iniziale non solo difende la creatività, ma 
nello stesso tempo evita anche i conflitti distruttivi per il gruppo. Questo non è 
proprio il momento di entrare in concorrenza..., è il momento di essere uniti” 
(manager strategico, sede centrale)
Un altro intervistato ancora:
“Il comportamento degli altri membri determina la creatività a livello di 
gruppo. A che cosa serve un gruppo poco creativo?... A niente. Un gruppo 
viene formato proprio per aumentare la creatività nella presa delle decisioni. 
Bisogna evitare le critiche dure. Invece di criticare ognuno si deve impegnare 
in ascoltare e prendere degli appunti. Ascoltando può darsi che ti vengano in 
mente altre idee, così diventi anche tu più creativo” (manager strategico, sede 
centrale)
I brani sopra riportati senza dubbio sono riflessioni sull’importanza della creatività e sul 
fatto che per questo si devono evitare le critiche o le contraddizioni verso gli altri, proprio per 
rendere più fluida la discussione in gruppo. Tale posizione viene confermata anche dal brano 
in seguito:
“...Mi è capitato che dopo aver espresso un’opinione contraria a quella di un 
altro membro del gruppo, egli non ha parlato più fino alla fine della riunione..., 
forse perché ero il suo superiore ed era stato assunto da poco” (manager di 
dipartimento, sede centrale)
Il brano è molto chiaro sull’effetto negativo delle critiche. Comunque, qui si può 
discutere su due aspetti. Non sempre le critiche sono da evitare. Adottare una sorta di 
Brainstorming oppure no può dipendere da come sono stati scelti i membri del gruppo. Così, 
se all’interno del gruppo sono inclusi anche alcuni superiori, forse le loro critiche o le critiche 
fatte in loro presenza possono intimidire la persona e non favorire la creatività. D’altra parte 
bisogna considerare anche il tempo di assunzione. Se i membri sono parte dell’impresa da 
molto tempo non avranno problemi ad essere criticati anche in presenza del superiore, forse 
perché l’esperienza li può aiutare a difendersi e argomentare meglio il proprio punto di vista e 
probabilmente perché hanno avuto delle occasioni in precedenza per mostrarsi agli occhi del 
superiore. Un membro appena assunto o assunto da poco tende di più ad isolarsi dopo essere 
stato criticato.
Un altro intervistato mette in evidenza un altro aspetto riguardo alle critiche.
“Non sono contro le critiche ed i dibattiti in gruppo, ma che siano fatte a buon 
fine. Spesso, si trovano a decidere in gruppo persone che non hanno buone 
relazioni e si impegnano a criticarsi a vicenda. Quindi le critiche non hanno 
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niente a che fare con le idee proposte, ma derivano solo dal desiderio di mettere 
in cattiva luce o con le spalle al muro un altro membro. Questo non è un 
comportamento giusto. Il conduttore del gruppo deve essere in grado di 
individuare tali momenti e cercare di evitarli, altrimenti si perde del tempo 
inutilmente” (manager di dipartimento, sede centrale)
Interessante è il punto di vista di un intervistato che si esprime a favore del criticismo.
“Chi ha detto che le critiche sono da evitare? Penso che le critiche ci devono 
essere, perché invece di danneggiare, stimolano la creatività e l’impegno 
personale.... Un mio collega ad esempio più viene criticato, più si impegna a 
lavorare. Le critiche possono essere uno stimolo importante per andare avanti” 
(manager di dipartimento, sede centrale)
Non si può affermare se le critiche vanno evitate o stimolate. Sono tanti gli elementi da 
prendere in analisi. Oltre alla composizione del gruppo, bisogna anche considerare il tempo 
che si ha a disposizione ed anche il tipo della decisione. Ad esempio, se si tratta di gruppi 
composti da manager strategici forse le critiche sono permesse dato che essi appartengono alla 
stessa gerarchia, mentre all’interno di un gruppo dipartamentale le critiche sono da evitare 
dato che ci sono gerarchie diverse. Inoltre, siccome i gruppi composti da manager strategici 
prendono decisioni importanti, la presenza delle critiche può essere considerata una cosa utile, 
proprio perché può migliorare la qualità delle decisioni prese. Un altro aspetto che si nota nel 
processo decisionale di gruppo è che a parte il Brainstorming non si riporta l’uso di qualche 
altra tecnica per stimolare la creatività.
La terza fase individuata del processo decisionale è la scelta. Con gli intervistati si è 
cercato di discutere anche su come si prende una decisione in gruppo, quindi se viene usato 
un processo di votazione o si cerca di arrivare al consenso. A questo riguardo, si notano delle 
differenze sia da una banca all’altra che all’interno della stessa banca, tra i diversi livelli 
gerarchici. Si introduce tale diversità con i brani seguenti. 
“Succede raramente di arrivare al consenso. I membri di un gruppo oltre ai 
propri interessi sono anche rappresentanti di altri membri dell’impresa. 
Accontentare gli interessi di tutti è difficile..., anzi direi spesso impossibile. Per 
questo di adotta un processo di votazione. ...Purtroppo vince la maggioranza.” 
(manager strategico, sede centrale)
“...come si fa a mettere insieme tante teste, è impossibile. Per fortuna che c’è la 
votazione, altrimenti perderemo giorni e anche settimane in processi di 
compromesso e di negoziazione... Ma dopo questo chi ci assicura il consenso?” 
(manager strategico, sede centrale)
Un altro intervistato ancora che si esprime a favore di un processo decisionale di gruppo 
basato sul voto.
“Per esperienza le posso dire che la scelta è più difficile dell’identificazione 
delle opzioni. Nella fase dell’identifcazione delle soluzioni si è più disinvolti, 
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nella scelta bisogna essere molto attenti... È meglio basarsi sulle votazioni, è 
giusto che sia così. Ogni membro deve avere il diritto di giudicare le soluzioni 
proposte sulla base dei criteri che ritiene sono più adeguati. Perché accettare 
una soluzione con delle riserve...” (manager strategico, sede centrale)
Dalla lettura integrale del corpo delle interviste su questo argomento, si può 
comprendere che i manager strategici delle sedi centrali solo quelli che preferiscono un 
processo di votazione nella fase della scelta. Comunque, a parte gli intervistati che valutano 
come più opportuno tale processo, ci sono anche quelli che danno importanza al metodo del
consenso. A questo riguardo, si introducono i brani in seguito.
“Il consenso è molto importante. In un processo di votazione si corre il rischio 
che quelli che hanno votato contro possono influenzare l’efficacia della 
decisione. Possono anche manifestare una resistenza o andare su e giù per 
l’impresa cercando di convincere anche quelli che non hanno partecipato al 
gruppo che la decisione presa è inefficace e comporterà molte conseguenze 
negative” (manager strategico, filiale)
“...il consenso non è facile, ma non impossibile, dipende da tanti fattori come la 
coesione. Comunque, influenza molto la fase della messa in pratica della 
decisione, specialmente se è stata presa da persone che non saranno impegnati 
in questo” (manager di dipartimento, sede centrale)
A quanto sembra, i modi in cui sono prese le decisioni all’interno delle banche e le 
preferenze a questo riguardo sono diverse. Tutti i manager strategici delle sedi centrali 
riportano il fatto che le decisioni sono prese in base alla votazione e si esprimono in favore a 
questo. Così, i Consigli Direttivi, i Consigli degli Azionisti o gruppi composti da top 
managers si basano nei processi di votazione, mentre nelle filiali e a livello di dipartimento il 
consenso è ritenuto importante. Tra gli altri, questa differenza può derivare dal fatto che la 
dimensione dei gruppi a livello strategico è maggiore e quindi è più difficile il consenso. 
Comunque, di questo si discuterà in seguito. Anche il grado dell’importanza della decisione 
ed il fatto che abbia delle conseguenze importanti rende difficile che il gruppo arrivi ad un 
consenso riguardo alla soluzione. Invece, a livello di dipartimento o di filiale i gruppi sono 
ristretti e gli interessi più comuni. Riguardo al processo di votazione, pur cercando in maniera 
molto attenta di scoprire qualcosa in più, i tentativi sono risultati inutili. I brani in seguito 
testimoniano questo.
“Non posso entrare in dettagli, ma le posso dire che il voto di ogni azionista 
non ha lo stesso valore” (manager strategico, sede centrale)
“...non mi fermo a spiegare come si calcolano i voti. Le posso confermare che 
gli azionisti non sono tutti ugualmente importanti. Dipende dalla quota che 
dispongono. Non è un secreto dirle chi sono gli azionisti e chi quelli 
maggioritari, ma non le posso dire quanto vale il voto di ciascuno” (manager 
strategico, sede centrale)
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Riguardo al processo di votazione si possono riportare alcune riflessioni. Il processo di 
votazione forse stimola la corruzione. Quindi, membri o sottogruppi interessati al problema o 
alla situazione che si discute, oppure anche persone fuori dal gruppo interessati al problema,
per raggiungere la maggioranza forse tenteranno di corrompere alcuni dei membri. Penso che 
i comportamenti corrutivi ed i compromessi sono più difficili in un processo decisionale 
basato sul consenso. Inoltre, un processo decisionale basato sulla votazione mette in dubbio la 
leggittimità della decisione, che sicuramente sarà maggiore se tutti i membri concordano 
riguardo alla decisione presa. 
Dopo che una decisione è stata presa si pensa alla sua implementazione. Ma comunque 
prima si deve pensare alla sua comunicazione. Dalle interviste condotte si comprende che non 
sempre questo avviene.
“Teoricamente parlando sì..., è una fase importante, ma non sempre possibile. 
Non perché non si vuole comunicare, ma perché per il bene dell’impresa forse 
è meglio non farlo” (manager strategico, sede centrale)
“Dipende dalla decisione e dalle sue conseguenze..., e se la sua comunicazione 
è ritenuta importante per il proseguo delle attività. Dipende dal grado di 
confidenzialità della decisione, da quello che i dirigenti percepiscono gli altri 
membri debbano sapere. Come vede ci sono tanti dipende...” (manager 
strategico, filiale)
“...i membri dell’impresa hanno dei contatti tra loro. Spesso, basta che solo uno 
sappia qualcosa, per venire tutti a conoscenza di quella cosa. Alcune decisioni 
prese possono anche portare a delle proteste o comunque a manifestazioni 
contro esse. Gli impiegati hanno contatti anche con persone fuori..., con 
impiegati di altre banche o clienti” (manager di dipartimento, sede centrale)
I brani indicati fanno esplicito riferimento al fatto che non sempre si deve comunicare 
una decisione, perché questo può creare dei problemi offrendo la possibilità alla concorrenza 
di conoscere cosa si è deciso ultimamente. D’altra parte, le opposizioni contro la decisione sia 
dai stakeholders interni che esterni, possono danneggiare l’imagine e la reputazione
dell’impresa. Qualche altro intervistato non si esprime contro la comunicazione, ma 
comunque ritiene sia meglio una comunicazione ridotta.
“...Bisogna identificare quali informazioni comunicare. Forse non si comunica 
tutto riguardo la decisione, ma può essere comunicata a metà. Forse non è un 
comportamento etico, forse non è corretto, lo giudichi come vuole, ma deve 
essere così. Non si può comunicare tutto. A volte anche all’interno della stessa 
famiglia non si comunica di tutto. Pensi un po’ all’interno di un’impresa con 
centinaia di impiegati” (manager di dipartimento, sede centrale)
Il paragone nel brano precedente forse è un po’ esagerato, ma comunque rende l’idea 
della posizione assunta riguardo alla comunicazione della decisione. Si riporta comunque la 
necessità di una manipolazione della comunicazione e questo non è certo un comportamento 
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etico. Ma anche in questo caso non si può uscire con una conclusione definitiva perché 
nell’etica c’è l’approccio deontologico, come esiste anche quello teleologico.
8.3.2 Le caratteristiche delle decisioni di gruppo
Come è stato anche discusso al Capitolo 3, non tutte le decisioni devono essere prese in 
gruppo. A questo riguardo, si ricorda che la letteratura ritiene che le decisioni strategiche e 
tattiche devono essere prese in gruppo (Kume, 2002). Le decisioni strategiche sono uniche o 
molto rare (Bateman e Snell, 2013). Inoltre, sono decisioni di lungo termine e non strutturabili 
(Jones e George, 2008). Di conseguenza, sono accompagnate da un elevato livello di 
incertezza. Le decisioni tattiche sono periodiche e di medio termine (Bateman e Snell, 2013). 
Per di più, sono poco strutturabili e accompagnate da rischio. Le decisioni strategiche 
riguardano le attività chiavi dell’azienda, mentre le decisioni tattiche hanno un ruolo 
strumentale rispetto a quelle strategiche. Le decisioni strategiche e quelle tattiche sono 
considerate decisioni non programmate. Così, il problema non è chiaramente definito e si 
fatica a distinguere le possibili soluzioni (Bateman e Snell, 2013). Il decisore deve concludere 
in condizioni di una comprensione incompleta della situazione e quindi la possibilità di 
prendere decisioni sbagliate e il livello di incertezza aumentano. Le decisioni da prendere in 
gruppo sono le decisioni non programmate, essendo decisioni rare che richiedono diverse 
informazioni, conoscenze ed analisi (Kume, 2002).
Nelle interviste condotte si è soffermati anche su questo argomento, per cercare di 
comprendere le caratteristiche delle decisioni prese in gruppo in vari livelli gerarchici. In 
seguito, sono riporati alcuni brani estratti dalle interviste.
“L’impresa è schematizzata come una piramide, già questo vuol dire molto. 
Andando dall’alto verso il basso o viceversa, l’importanza della decisione 
cambia. Le decisioni sono diverse in livelli gerarchici diversi.... Con diverse 
intendo limiti temporali, ragionamenti ed analisi richieste” (manager di 
dipartimento, sede centrale)
Il brano citato indica come criterio di selezione delle decisioni che devono essere prese 
in gruppo l’importanza della decisione. Certo che definire il concetto dell’importanza non è 
facile, perché può comprendere molte caratteristiche, come ad esempio i gruppi di interesse 
influenzati, gli esiti positivi e negativi, etc. Comunque partendo dal brano precedente, le 
decisioni da prendere in gruppo sono quelle nel medio-lungo termine e che necessitano di 
molte analisi. Tali decisioni richiedono un maggiore sforzo cognitivo e conoscenze che una 
sola persona non può disporre. Un altro intervistato sottolinea che per valutare l’importanza 
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della decisione bisogna considerare le risorse richieste. In seguito, il brano estratto 
dall’intervista.
“...più risorse finanziarie ci sono in gioco, più le decisioni devono essere frutto 
della discussione di un gruppo... Ad esempio, per le modifiche della struttura 
organizzativa o per decidere se aprire una nuova filiale bisogna usare il gruppo. 
I cambiamenti e le risorse finanziarie richieste sono maggiori” (manager 
strategico, filiale)
Altri intervistati si riferiscono al grado di rischio delle decisione per determinare se essa 
deve essere affidata ad un gruppo piuttosto che ad un individuo. Si introducono queste 
posizioni tramite i brani in seguito.
“...Le decisioni che si riferiscono al futuro dell’impresa e che comportano delle 
conseguenze su tutti i livelli e le unità dell’impresa devono essere senza dubbio 
prese in gruppo. Non si può lasciare il destino dell’impresa ad una sola 
persona... Queste sono decisioni accompagnate da elevato rischio” (manager 
strategico, sede centrale)
“Se le decisioni sono nuove o comunque non si riferiscono alle attività 
quotidiane, devono essere prese in gruppo. Se una decisione o almeno una 
simile non è stata mai presa in passato, allora il rischio di sbagliare aumenta. 
Per tali decisioni non penso che esiste qualcuno che preferisce prenderle da 
solo. Nessuno vuole avere la responsabilità di aver sprecato le risorse 
dell’azienda o averla messa sulla via del fallimento” (manager strategico, sede 
centrale)
“... La maggior parte dei manager vogliono fare sonni tranquilli, nel senso che 
non desiderano essere gli unici responsabili. ...Si sa quali sono le decisioni 
rischiose. Non si può decidere da soli se offrire un nuovo servizio. Questa è una 
decisione strategica che deve essere presa da un gruppo” (manager di 
dipartimento, sede centrale)
I brani indicati fanno esplicito riferimento al grado del rischio della decisione. Come 
anche evidenziato precedentemente, la distribuzione delle responsabilità sembra uno dei 
principali benefici del gruppo. L’individuo come membro del gruppo è più propenso al rischio 
rispetto a quando decide da solo, perché la responsabilità non sarà individuale. Anche gli 
intervistati sopra citati sostengono che nel caso delle decisioni rischiose la distribuzione delle 
responsabilità è importante e per questo si preferisce un processo decisionale di gruppo. A 
questo proposito, si può riflettere che il rischio rende difficile il processo decisionale, ma in 
fondo per chiamarsi manager nel vero senso della parola bisogna assumere anche del rischio. 
Le decisioni accompagnate da elevato rischio devono essere affidate al gruppo per migliorare 
l’efficacia della decisioni, ma non per deresponsabilizzarsi. 
Interessante è anche il punto di vista di un altro intervistato. Il brano in seguito fa 
emergere l’importanza degli stakeholders. L’impresa ed i gruppi di interesse si influenzano a 
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vicenda. Spesso, gli atteggiamenti dei gruppi di interesse possono rappresentare degli ostacoli
per l’implementazione e l’efficacia della decisione presa. 
“... bisogna considerare quanti e quali gruppi di interesse ne saranno 
influenzati. Più stakeholders saranno toccati dalla decisione, più si deve usare il 
gruppo. Comunque, bisogna ammettere che non tutti i gruppi di interesse hanno 
la stessa importanza. Sarebbe anche consigliabile che rappresentanti dei vari 
gruppi di interesse partecipino al gruppo..., è importante evitare i conflitti di 
interesse” (manager di dipartimento, sede centrale)
Anche l’esperienza del decisore sembra che possa determinare se una decisione deve 
essere presa in gruppo oppure no. 
“Dipende dall’esperienza. Più esperienza si ha riguardo una situazione meno 
senso ha affidare le decisioni al gruppo. Se succede il contrario penso che 
l’efficacia diminuisce dato che la decisione sarà presa con ritardi e può aver 
perso il suo valore” (manager di dipartimento, sede centrale)
Il brando sopra citato sottolinea che il gruppo può ritardare la presa di una decisione. 
Sembra che l’intervistato non sia molto favorevole al processo decisionale di gruppo, 
specialmente nel caso di decisioni con le quali il decisore è ormai famigliarizzato. Un altro 
intervistato si esprime come segue:
“Non sempre l’alternativa migliore e visibile. Si richiedono analisi e si ha 
bisogno di informazioni aggiuntive, ma spesso tali informazioni mancano. 
Spesso, si deve decidere in base all’intuito. In questi casi e meglio usare i 
gruppi” (manager strategico, filiale)
Il brano indica che spesso le decisioni sono prese in base all’intuito e che per questo 
possono essere meno efficaci. L’intuito porta anche all’uso delle euristiche o dei vari bias 
cognitivi. Per l’intervistato se si decide in gruppo si sbaglia meno. Quello che si può dedurre è 
che si pensa che in gruppo si fa meno riferimento alle euristiche e bias cognitivi. A questo 
proposito la letteratura offre risultati misti106. Così, l’overconfidence in gruppo può essere 
conseguenza del bias delle informazioni condivise (Schulz-Hardt, Frey, Lüthgense Moscovici, 
2000), oppure dell’effetto conferma (Stasser, 1992; Soll e Klayman, 2004). Nel processo 
decisionale di gruppo l’effetto conferma si verifica di più che nei processi decisionali 
individuali (Janis, 1982; Frey, 1986; Larson, Christensen, Franz e Abbott, 1998). Huber 
(1980) sostiene il contrario. Milch, Weber, Appelt, Handgraaf e Krantz (2009) hanno trovato 
l’effetto framing nelle decisioni individuali, ma non lo hanno trovato nelle decisioni di 
gruppo. Paese, Bieser e Tubbs (1993) sostengono che tale effetto è presente nelle decisioni 
individuali, ma viene amplificato nei gruppo omogenei. White (1993) ha dimostrato che 
l’intensificazione dell’impegno risulta maggiore quando la decisione è presa a livello di 
                                                            
106 Su alcune delle distorsioni cognitive e la loro presenza nei gruppi è stato discusso precedentemente, al Capitolo 4.
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gruppo. Bazerman, Giuliano e Appelman (1984) hanno dimostrato che i gruppi ricadono 
meno nell’intensificazione dell’impegno, ma se succede, tale bias è più accentuato che a 
livello individuale. L’ancoraggio scaturisce dall’effetto conferma (Epley e Gilovich, 2006). 
Se è vero che i gruppi sono più influenzati da questa distorsione, allora dovrebbero essere 
affetti di più anche dall’ancoraggio.
In conclusione, quello che si può affermare analizzando i brani sopra riportati è che i 
processi decisionali di gruppo sono usati sia a livello strategico che a livello di dipartimento. 
Questi due livelli gerarchici sono quelli che prendono le decisioni più importanti all’interno 
delle istituzioni bancarie e che quindi necessitano del gruppo. Il livello operazionale prende 
decisioni ripetitive, per le quali esistono procedure prestabilite ed il rischio di sbagliare è 
molto ridotto. Comunque, anche in caso di decisioni errate i costi da affrontare sono bassi. 
8.3.3 Composizione e tipologia dei gruppi
L’efficacia del processo decisionale di gruppo è senza dubbio influenzata dal modo in 
cui il gruppo è composto. Nella fase della composizione del gruppo si decide chi farà parte 
del gruppo, quale sarà la dimensione e il grado della diversità del gruppo (Cohen e Bailey, 
1997). Tutte queste variabili e le dinamiche del gruppo influenzano l’efficacia della decisione. 
I criteri in base ai quali si possono scegliere i membri sono diversi. Così, in alcuni casi i 
membri possono essere scelti per le capacità, le conoscenze o le informazioni che dispongono. 
In altri, perché saranno influenzati dalla decisione o saranno implicati nella fase 
dell’implementazione. Yukl (2010) si sofferma sulle capacità dei membri. Kume (2010) 
ritiene che devono essere scelti individui che sono capaci di lavorare in gruppo. Inoltre, 
bisogna evitare che alcuni dei membri si sentano superiori e che dominano il gruppo. Anche 
le caratteristiche della decisione influenzano la composizione del gruppo, indicando il livello 
gerarchico o l’unità organizzativa alla quale i membri del gruppo devono appartenere (Cohen 
e Bailey, 1997). La composizione del gruppo, in maniera particolare la diversità e la 
dimensione, influenzano anche la tipologia del gruppo107. Così, si ricorda che nella letteratura 
si distingue tra gruppi primari e gruppi secondari (Cooley, 1909; Olmsted, 1959). I gruppi 
primari sono gruppi ristretti, mentre quelli secondari sono più ampi. I gruppi primari sono 
caratterizzati da affiatamento tra i membri, dall’identificazione con il gruppo ed i rapporti 
sono costruiti su una base emotiva e sono duraturi (Cooley, 1909). Siccome lo scopo del 
gruppo secondario è il raggiungimento di un obiettivo specifico, ogni membro viene valutato 
e accettato dagli altri in base al contributo che può dare (Curcio, 2005). Cartwright e Zander 
                                                            
107 Sulla tipologia dei gruppi è stato discusso al Capitolo 1.
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(1968) distinguono tra gruppi formali ed informali. I gruppi informali nascono 
spontaneamente, mentre i gruppi formali richiedono un’approvazione ufficiale. I gruppi 
formali sono simili a quelli secondari, mentre i gruppi informali possiedono caratteristiche 
simili a quelle dei gruppi primari. Anderson e Brown (2010) distinguono tra gruppi 
orizzontali e verticali. Nei gruppi orizzontali i membri appartengono allo stesso livello 
gerarchico, oppure hanno professionalità omogenee. Nei gruppi verticali i membri 
appartengono a diversi livelli gerarchici ed esistono asimmetrie profonde riguardo al potere, 
agli status e alle influenze (Anderson e Brown, 2010). Con riferimento al grado della 
diversità, all’interno dell’azienda si possono formare gruppi omogenei ed eterogenei (Yaniv, 
2011).
Vista la sua importanza, durante le interviste condotte si è discusso anche su tale aspetto 
del proceso decisionale di gruppo. Lo scopo è quello di riuscire a comprendere come vengono 
scelti i membri e qual’è la tipologia di gruppo più usata. A questo riguardo, l’analisi è fatta 
secondo i livelli gerarchici per capire se ci sono differenze. Per iniziare, con gli intervistati si 
è discusso dell’importanza della composizione del gruppo, proprio per evidenziare le varie 
posizioni e per comprendere se a questa fase è data l’attenzione che merita. I brani in seguito 
offrono una panoramica più completa. 
“Il momento della composizione del gruppo è molto delicato, richiede molta 
attenzione... Più importante è la decisione da prendere, più tempo si deve
spendere in questo. Ma spesso il gruppo è prestabilito, si conosce chi sono i 
membri, raramente si formano gruppi casuali..., solo per problemi specifici che 
nascono all’improviso” (manager strategico, sede centrale)
Il brano indicato è un ulteriore affermazione su quanto è importante la composizione del 
gruppo, sottolineando comunque il fatto che tutto dipende dal tipo della decisione. Più la 
decisione è importante, più la composizione del gruppo diventa cruciale per la sua efficacia. 
Inoltre, l’intervistato sottolinea un aspetto importante da non lasciare passare inosservato. 
Nella maggior parte dei casi, la composizione dei gruppi si conosce in precedenza. Tale 
caratteristica trova conferma anche nel brano successivo.
“Direi che è la struttura organizzativa che definisce la composizione del 
gruppo. I membri dei gruppi sono quasi sempre gli stessi. Sa, solo dando 
un’occhiata alla struttura si può capire quali sono le unità decisionali..., è tutto 
specificato. Solo in caso di decisioni urgenti o situazioni gravi si può richiedere 
di formare un gruppo che sia diverso da quelli usati di solito..., ma questo 
succede veramente poco. Le posso confessare che in questi anni di lavoro nella 
stessa banca, e non sono pochi, questo è capitato solo 4 volte” (manager 
strategico, sede centrale)
I due brani sopra riportati riconfermano in maniera esplicita l’elevato livello di 
formalismo che accompagna il processo decisionale di gruppo. Quindi, il formalismo rimane 
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elevato non soltanto nella procedura che deve essere seguita per arrivare alla decisione finale, 
ma anche nella fase della scelta dei membri. Comunque, la domanda che sorge riguarda se ci 
sono differenze in questo aspetto nei vari livelli gerarchici. A questo proposito, si introducono 
i brani in seguito.
“I gruppi all’interno della nostra banca sono gruppi stabili e quindi sono 
sempre le stesse persone che ne fanno parte. Oltre alla composizione del 
gruppo è definita anche la tipologia delle decisione che ogni gruppo deve 
prendere. ...A dire la verità non è che si svolge un’analisi profonda di come un 
gruppo dev’essere composto. Già la gerarchia indica quali sono i gruppi...” 
(manager strategico, filiale)
Un altro intervistato si esprime su questo aspetto.
“...non ci impegniamo affatto nella fase della composizione del gruppo. Il 
gruppo è già composto, si conosce in precedenza chi deve essere coinvolto 
nella presa delle decisioni, secondo la natura della decisione” (manager 
strategico, filiale)
Dai brani sopra citati si può dire che non esiste una fase di composizione del gruppo108. 
Questa conclusione è valida sia per le decisioni strategiche nelle sedi centrali che nelle filiali. 
Comunque, è stato ritenuto interessante capire cosa ne pensano gli intervistati. A questo 
proposito, le posizioni assunte si possono distinguere in: quelli che ritengono che questa fase 
è importante e quelli che ritengono che non è importante. L’intervistato in seguito concorda 
sull’attenzione che si deve dare alla scelta dei membri. 
“Forse sarebbe importante che ogni volta che si prendono decisioni si desse 
importanza ai membri che partecipano. Ma siccome tutto è deciso in 
precedenza, non ho mai riflettuto su questo. Ad esempio, se si deve decidere se 
concedere un finanziamento oppure no si sa chi fa parte del gruppo..., 
l’analista, il dirigente della filiale ed un rappresentante del servizio clienti, che 
nella maggior parte delle filiali è solo uno” (manager strategico, filiale)
Interessanti sono i brani a seguire. Si riconosce l’importanza della fase della 
composizione del gruppo, ma si sottolinea anche il fatto che sono le politiche e le procedure 
decisionali a stabilire chi farà parte del gruppo. Comunque, pur essendo utili, le politiche e le 
procedure decisionali in base alle caratteristiche della situazione bisogna che vengano riviste e 
migliorate, invece di cercare sempre di eseguirle in maniera esemplare.
“Potrebbe essere un aspetto da considerare in futuro. A dire la verità ci siamo 
sempre occupati della qualità delle decisioni senza fermarci a pensare che 
questo dipende anche dai partecipanti... Ma comunque, questo non è un difetto 
di noi manager delle filiali, perché sono i livelli più alti della gerarchia che 
hanno deciso così” (manager strategico, filiale)
                                                            
108 Sull’importanza della fase di composizione del gruppo è stato discusso al Capitolo 1.
223
Un altro intervistato sostiene la stessa cosa: 
“Eh si, la composizione, molto importante... Ma non abbiamo lo spazio per 
differenziarla a seconda del caso, è tutto dettato. Solo in occassioni molto rari i 
gruppi si compongono al ultimo momento. Ma così rari sono che non vale la 
pena neanche di nominarle” (manager di dipartimento, sede centrale)
Ancora una volta il brano rimanda alla riflessione precedente. Sembra che i manager si 
vogliono giustificare del perché alla composizione del gruppo non si presta l’attenzione che 
merita. Il brano a seguire offre dei criteri in base ai quali devono essere scelti i membri. 
“Sarebbe un bene se i gruppi si scegliessero secondo il tipo della decisione. Chi 
si pensa che ha le capacità necessarie, dispone l’informazione adeguata ed è più 
vicino al problema deve far parte del gruppo. I compiti e le attività sono diverse 
per ognuno, perché devono decidere sempre le stesse persone per tutti” 
(manager di dipartimento, sede centrale)
Il brano in seguito sottolinea il fatto che è un bene che i gruppi sono prestabiliti. 
L’assunzione di tale posizione deriva dalla necessità di evitare una conseguenza negativa 
della composizione del gruppo.
“...ma meno male che i gruppi sono prestabiliti nella loro composizione. Così, 
si evitano i malintesi e le percezioni che si scelgono sempre persone che sono 
vicini al capo e per i quali esiste una simpatia reciproca” (manager strategico, 
sede centrale)
Il brano indicato porta a riflettere su un altro aspetto. Se il gruppo dovesse essere scelto 
dal dirigente dell’unità e non fosse prestabilito, questo potrebbe portare a conflitti o 
discussioni sul perché alcuni membri sono stati scelti ed altri invece no. Tali discussioni 
risulterano più forti se il superiore avrà la tendenza a scegliere più o meno sempre le stesse 
persone. Le motivazioni della scelta possono essere valide, ma dipende da come sono 
percepite dagli altri. Non bisogna dimenticare che la partecipazione al gruppo può essere vista
anche come una maniera di dimostrare fiducia nelle capacità della persona scelta, il che 
influenza senza dubbio il proprio ego e la stima di sé stessi. Partecipare in gruppo per 
prendere decisioni può offrire uno status particolare sia all’interno che fuori dal gruppo. Più 
volte si partecipa in gruppo, più questa cosa si amplifica. Comunque, i membri del gruppo 
non devono essere scelti solo in base al desiderio di renderli partecipi, ma bisogna che i criteri 
della scelta siano stabiliti nella maniera giusta.
Anche il fatto che la composizione del gruppo richiede del tempo è evidenziato. 
“Sinceramente penso che sia meglio così..., anzi direi che ci conviene così. 
Dobbiamo affrontare ogni giorno un grande volume di lavoro. Il fatto che il 
gruppo è prestabilito e si sa da chi sarà composto ci permette di riunire il 
gruppo quante volte è necessario, senza perdere del tempo nel decidere quali 
saranno i membri” (manager strategico, sede centrale)
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Analizzando i brani delle interviste si può affermare che i gruppi decisionali all’interno 
delle istituzioni bancarie sono gruppi formali e secondari, quindi gruppi prestabiliti che 
funzionano in base a regole specifiche. Comunque, dalle interviste condotte è stato notato che 
esistono delle differenze nella composizione dei gruppi secondo i livelli gerarchici. I brani in 
seguito si riferiscono alla composizione del gruppo a livello strategico.
“Le decisioni più importanti, quelle che richiedono più risorse finanziarie sono 
prese dal Consiglio degli Azionisti, composto da tutti gli azionisti... Gli 
azionisti sono molto importanti, alla fine è giusto che per tali situazioni 
decidono loro, ci sono i loro soldi in gioco” (manager strategico, sede centrale)
“... gli azionisti, quelli sono primari, a livello strategico commandano loro” 
(manager strategico, sede centrale)
“Per le decisioni prese dall’alta gerarchia, c’è il Consiglio degli Azionisti ed il 
Consiglio dei Dirigenti. A volte il Consiglio dei Dirigenti deve richiedere 
l’approvazione del Consiglio degli Azionisti. Questi gruppi sono sempre fissi” 
(manager strategico, sede centrale)
Qui ovviamente sono riportati solo alcuni dei brani perché a livello strategico non ci 
sono differenze tra le istituzioni bancarie riguardo alla composizione dei gruppi decisionali. I 
gruppi non sono variabili, perché quando il Consiglio degli Azionisti deve decidere tutti gli 
azionisti si devono esprimere e quindi tutti ne fanno parte. In generale, anche il Consiglio dei 
Dirigenti è un gruppo fisso, ma comunque alcuni manager affermano che tali gruppi possono 
essere anche variabili secondo l’oggetto della decisione. 
“Molte volte si usano anche gruppi misti dal punto di vista gerarchico. Il CEO 
ed i Vice CEO si trovano spesso a decidere insieme ai manager di 
dipartimento” (manager di dipartimento, sede centrale)
“I gruppi a livello strategico non sempre sono fissi. Il CEO ed i suoi Vice si 
trovano spesso a decidere insieme con il manager del dipartimento di 
marketing o il manager della finanza o altri. Dipende dal tipo della situazione. 
Se ad esempio si pensa di introdurre un nuovo prodotto, la proposta verrà 
sicuramente dal dipartimento di marketing, ma questa non è una decisione da
prendere a tale livello, ma una decisione strategica da prendere in 
concomitanza con il CEO” (manager di dipartimento, sede centrale)
L’uso dei gruppi variabili a livello strategico, anche se molto raro, è confermato anche 
da un manager strategico. 
“I gruppi variabili direi che non sono proprio caratteristici per le banche. 
Comunque, in alcune occasioni CEO si trova a collaborare col livello 
funzionale... Ad esempio, quando si deve discutere il budget rispettivo di ogni 
dipartimento o quando di devono rivedere i risultati per ogni dipartimento. Ma 
questo succede solo ogni sei mesi o una volta all’anno.” (manager strategico, 
sede centrale)
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Così, si può affermare che a livello strategico i gruppi sono fissi, ma che in alcuni casi 
anche variabili. La stessa cosa si può dire anche per i gruppi che si formano a livello di 
dipartimento. I brani a seguire testimoniano tale caratteristica. 
“Io preferisco che quando si tratta di prendere decisioni nel nostro 
dipartimento, tutti ne prendano parte. Alla fine il numero degli impiegati del 
dipartimento è limitato. Mi interessa conoscere il punto di vista di tutti, solo 
così le decisioni possono migliorare” (manager di dipartimento, sede centrale)
L’intervistato esprime il proprio favoritismo per i gruppi fissi sottolineando che più idee 
si esprimono, maggiore sarà la probabilità che si trovi la soluzione migliore. Invece, 
l’intervistato in seguito si esprime a favore dei gruppi fissi riferendosi alla motivazione dei 
propri dipendenti.
“...Perché tenere allo scuro alcune delle persone che dovranno poi essere 
responsabili della messa in pratica. A livello di dipartimento ritengo importante 
la dominanza dello spirito della squadra. Tutti si devono sentire utili..., perché 
cercare di creare delle ostilità, della concorrenza e perché imporre le decisioni” 
(manager di dipartimento, sede centrale)
Riguardo alle filiali non ci sono differenze nella composizione e tipologia dei gruppi. I 
brani in seguito sostengono tale conclusione.
“Noi prendiamo la maggior parte delle decisioni tutti insieme. Siamo pochi in 
numero. Le nostre riunioni sono settimanali e in presenza di tutti si discute 
tutto. Nella nostra banca domina lo spirito partecipativo. Nessuno si sente 
timido o in imbarazzo di discutere davanti agli altri i problemi che può aver 
riscontrato durante la settimana. Consultarsi non significa essere incapaci, ma 
migliorare le proprie decisioni”(manager strategico, filiale)
“Molte decisioni sono interdipendenti. Discutendo tutti insieme si riesce a 
trovare la soluzione migliore, perché si analizza la decisione sotto diversi 
aspetti”(manager strategico, filiale)
Dai brani sopra citati si comprende che i gruppi nelle filiali sono composti da tutti gli 
impiegati. Comunque, bisogna dire che ci sono anche intervistati che non si esprimono contro 
le decisioni di gruppo, ma che preferiscono gruppi più ristretti, dove non tutti gli impiegati 
appartengono a un gruppo.
“Ma se la decisione riguarda le operazioni di servizio clienti, perché gli adetti 
allo sportello devono partecipare..., è una perdità di tempo. Essi bloccano le 
proprie attività partecipando ad una decisione che non li riguarda” (manager 
strategico, filiale)
“I gruppi sono fissi e composti secondo la posizione. Se è una decisione che 
riguarda le operazioni, le persone responsabili devono partecipare, se è un 
problema nato allo sportello i membri sono gli sportellisti, e se è un problema 
nato con i finanziamenti, gli analisti dei mutui e finanziamenti devono 
decidere. Il dirigente della filiale è sempre presente in ogni decisione presa” 
(manager strategico, filiale)
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Quello che si può notare dai brani precedenti è che il processo decisionale nelle filiali è 
molto centralizzato e il dirigente della filiale assume un ruolo importante. D’altra parte, nelle 
filiali non esistono i dipartimenti e le decisioni prese in gruppo riguardano le operazioni ed i 
finanziamenti. Comunque, il processo è centralizzato non solo sul dirigente del filiale, ma 
anche sulla sede centrale.
“Noi siamo molto limitati nelle nostre decisioni. A livello di filiale le decisioni 
tipiche di gruppo sono le richieste di finanziamento sia da individui che da 
imprese diverse. Noi possiamo concedere tali finanziamenti solo ad un livello 
fisso. Oltrepassato tale limiti, il caso diventa competenza di Tirana. È il 
dipartimento di credito che si occupa e fa le analisi, mache comunque si 
consulta con noi” (manager strategico, filiale)
Un’altra tipologia di gruppo individuata sono i gruppi misti tra filiali e sede centrale. 
Sono definiti misti per il fatto che sono composti da persone che appartengono a diversi livelli 
gerarchici. Così, ad esempio quando si deve decidere di assumere qualcuno, il manager del 
filiale forma il gruppo con il manager del dipartimento delle risorse umane e altri impiegati di 
questo dipartimento nella sede centrale. 
Durante le interviste si è discusso anche sul grado della diversità del gruppo. Le 
posizioni assunte sono diverse, in linea anche con la letteratura. A questo proposito, si ricorda 
che i gruppi omogenei sono gruppi composti da membri con le stesse capacità e 
professionalità. Inoltre, i membri hanno più o meno la stessa età e appartengono allo stesso 
genere, categoria etnica, nazionalità etc (Milliken e Martins, 1996). Di conseguenza, 
all’interno del gruppo la conflittualità è bassa, perché più o meno i punti di vista sono gli 
stessi. Però in questi gruppi, a causa della mancanza della competitività alcuni dei membri 
possono diventare demotivati e ricorrere al fenomeno dell’inerzia sociale. Al contrario, i 
gruppi eterogenei sono composti da persone con differenti livelli di capacità e diverse 
professionalità, età, genere etc (Yaniv, 2011). In questo caso, i membri sono più motivati e 
coinvolti. Inoltre, all’interno di tali gruppi si equilibrano le differenze tra le capacità. Però, 
questo tipo di gruppo ha lo svantaggio della comunicazione difficile ed il ruolo del leader 
assume molta importanza.
Così, ci sono quelli che sostengono che la diversità è molto importante. A questo 
proposito, si riportano i brani in seguito.
“La diversità è indispensabile per avere buone decisioni. Le analisi fatte al 
problema sono sotto diversi aspetti e così è più facile identificare le soluzioni e 
le loro conseguenze, dando possibilità di scartare quelle che sono in apparenza 
buone, ma che in realtà non lo sono” (manager di dipartimento, sede centrale)
“La diversità può portare a benefici come a problematiche, ma penso che le 
cose buone sono maggiori delle conseguenze negative. Personalmente 
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preferisco la diversità, perché lo percepisco come una maniera di sviluppare 
ulteriormente le proprie capacità” (manager strategico, filiale)
I brani sopra citati evidenziano la propensione per la diversità a livello di gruppo. Il 
primo intervistato sottolinea che la diversità influenza in maniera positiva l’efficacia della 
decisione presa, mentre il secondo intervistato lo percepisce come uno strumento che 
permette di imparare dagli altri. Tale posizione viene sostenuta anche da un altro intervistato. 
“Le esperienze di ognuno di noi sono diverse, dalle esperienze si impara 
moltissimo. Oggi, non è il tempo di quelli che se ne stanno isolati, collaborando 
si migliora, si imparano molte cose. Inoltre, le decisioni prese specialmente a 
livello strategico hanno delle conseguenze importanti su tutta l’impresa. Pur 
avendo una visione completa dell’impresa, un gruppo omogeneo non è in grado 
di prendere una decisione che comporta dei benefici su tutti i livelli. Perché 
avere paura e non accettare la diversità? Solo chi teme i confonti può essere 
contro e solo quello che non ha voglia di imparare e di svilupparsi. Credo che 
nessuno voglia questo, tutti desiderano migliorare” (manager strategico, sede 
centrale)
Il brano in seguito fa emergere l’importanza delle analisi sotto diverse prospettive e 
considerazioni, sostenendo che la diversità è la base per la creatività e l’innovazione.
“I gruppi con elevato grado di diversità sono capaci a considerare più 
prospettive e la creatività e una condizione che deve sempre essere cercata dal 
gruppo” (manager di dipartimento, sede centrale)
La maggior parte degli intervistati si esprime a favore della diversità, sottolineando i 
suoi benefici riguardo all’informazione raccolta, alle alternative individuate, alle analisi fatte e 
alla performanza del gruppo. Solo tre degli intervistati si esprimono non a favore della 
diversità, evidenziando alcuni suoi aspetti negativi.
“La diversità rende molto difficile il consenso. Ognuno cercherà di diffendere il 
proprio punto di vista. Così, inevitabilmente si perderà del tempo nel decidere e 
veramente non possiamo permetterci questo. Per me il fattore tempo è 
importante... Insomma per farla breve, più punti di vista ci sono più diventa 
difficile la scelta” (manager di dipartimento, sede centrale)
“I conflitti possono distruggere il gruppo e questi non mancano nei gruppi 
eterogenei. Non si troverà mai il linguaggio comune, sono troppo diversi gli 
interessi. ...Ognuno in base alle proprie esperienze e valori può percepire come 
rilevanti diverse informazioni” (manager strategico, sede centrale)
Nel primo brano, l’intervistato ritiene che un’elevata diversità richiede molte riunioni e 
discussioni per arrivare alla decisione finale e spesso può portare a decidere in ritardo. Nel 
secondo brano, l’intervistato sostiene che la diversità può portare a differenti modi di 
elaborazione delle informazioni e che quindi i conflitti saranno sempre presenti in gruppo. 
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Uno degli intervistati per esprimere la propria posizione contro la diversità all’interno 
del gruppo si ferma su un altro aspetto.
“... Non mi trovo bene argomentando le mie opinioni davanti a persone che non 
capiscono dove sono basate le mie idee e perché io la pensi in quel modo. 
Inoltre, purché i gruppi con elevato livello di diversità funzionino, bisogna che 
i membri siano flessibili e non troppo rigidi. Si devono accettare anche i punti 
di vista degli altri” (manager di dipartimento, sede centrale)
Nel brano indicato si sostiene che nei gruppi con alto livello di diversità ci sono 
problemi di comunicazione e sembra che l’intervistato parte dalla propria esperienza. Bisogna 
sottolineare che da quello che si può dedurre, con “diversità” gli intervistati si riferiscono alle 
informazioni, capacità, conoscenze e funzioni. A questo proposito si ricorda che Martins e 
Milliken (1996) distinguono due tipologie di diversità. La prima si riferisce alle caratteristiche 
osservabili come età, genere, etnia, mentre la seconda si riferisce a delle caratteristiche meno 
osservabili come capacità, educazione, professione, esperienze, caratteristiche della 
personalità e valori personali.
I brani sopra riportati si riferiscono alle posizioni dei manager riguardo alla diversità. 
Ma cosa succede all’interno delle banche? Qual’è il grado della diversità del gruppo? I brani 
in seguito aiutano a rispondere a tali domande.
“Nel nostro dipartimento abbiamo più o meno le stesse capacità e le stesse 
informazioni. Le nostre esperienze forse ci distinguono, ma non molto. L’età è 
più o meno la stessa e per di più il nostro background professionale è simile” 
(manager di dipartimento, sede centrale)
“Il personale del dipartimento è dominato da giovani che sono stati assunti 
nello stesso tempo. Inoltre, noi organizziamo diverse sessioni di formazione
dove tutti partecipano. Quindi, non ci sono differenze nelle capacità sviluppate. 
...Per noi è molto importante comunicare. I nostro incontri sono regolari e non 
ci sono differenze nelle informazioni che si possiedono. Quindi anche le 
soluzioni o le analisi non possono essere diverse” (manager di dipartimento, 
sede centrale)
I brani indicano che a livello di dipartimento il grado della diversità all’interno dei 
gruppi non risulta molto elevato. Non si può dire la stessa cosa per il livello strategico, nei 
Consigli degli Azionisti e dei Dirigenti dove la diversità che si riferisce alle esperienze, 
conoscenze, informazioni, cultura e nazione risulta maggiore. Anche nelle filiali la diversità 
dei gruppi è molto ridotta. 
La composizione del gruppo, oltre alla scelta dei membri comprende anche la 
determinazione della dimensione del gruppo109. A questo proposito si ricorda che nella 
letteratura si trovano opinioni differenti. La dimensione del gruppo dipende da vari fattori, 
                                                            
109 Sulla dimensione del gruppo e le sue conseguenze si discute al Capitolo 1.
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come ad esempio la natura della situazione per la quale si deve decidere (Noorderhaven, 
1995). Gli individui spesso si impegnano meno quando devono raggiungere un obiettivo 
operando in un gruppo ampio rispetto a quando operano da soli (Latané, Williams e Harkins, 
1979). È più facile arrivare al consenso nei gruppi piccoli di 5-7 membri, mentre risulta 
difficile arrivare al consenso per gruppi grandi composti da più di 12 membri (Kume, 2010). 
Yetton e Bottger (1982) ritengono che i gruppi più efficaci sono quelli di 4-5 membri, mentre 
Laughlin, Hatch, Silver e Boh (2006) hanno concluso che per le decisioni che richiedono 
maggiore intelletto i gruppi migliori sono quelli di 3 membri.
Anche su questa variabile della composizione del gruppo è stato discusso con gli 
intervistati. I brani in seguito evidenziano come i diversi manager percepiscono la dimensione 
del gruppo.
“La dimensione del gruppo non è importante. Importante è che nel gruppo i 
membri siano quelli giusti. La dimensione dei gruppi a livello strategico può 
variare da 3 membri nel Consiglio dei Dirigenti a 18 membri nel Consiglio 
degli Azionisti” (manager strategico, sede centrale)
“Per le decisioni strategiche abbiamo il Consiglio dei Dirigenti composto da 4 
membri. Non so la dimensione dei gruppi a livello di dipartimento. 
Sinceramente non ci ho fatto molto caso a questo aspetto del gruppo. Forse può 
essere una caratteristica da prendere in analisi in modo da migliorare l’efficacia 
delle decisioni... Riflettendoci forse la dimensione può avere sia conseguenze 
negative che positive”(manager strategico, sede centrale)
Da quello che si può dedurre dai due brani precedenti, sembra che la dimensione del 
grupo è una caratteristica che passa innosservata. Altri intervistati si esprimono sulla 
dimensione dei gruppi a livello strategico.
“A livello strategico il Bordo dei Dirigenti è di 5 membri. Il processo 
decisionale di gruppo può essere accompagnato da diverse problematiche che 
derivano proprio dalle dinamiche di gruppo. Un elemento della dinamica è 
anche la dimensione del gruppo. Quello che le posso riferire con sicurezza è 
che nella nostra banca non si presta molta attenzione alla dimensione del 
gruppo. Importante è che il membro venga scelto per le sue capacità o perché 
può essere influenzato dalla decisione e quindi si deve sentire anche la sua 
voce” (manager strategico, sede centrale)
“Non le posso fornire delle informazioni sul numero degli altri gruppi 
all’interno della banca perché sinceramente non lo so neanche io, ma nel Bordo 
dei Dirigenti sono 7 membri che prendono le decisioni strategiche” (manager 
strategico, sede centrale)
“Nella nostra banca sono 7 le persone che prendono le decisioni strategiche nel 
Consiglio dei Dirigenti, mentre al di sopra stanno gli azionisti che in questo 
caso è un gruppo turco molto potente che ha investito in molti settori e che 
quindi è molto diversificato” (manager strategico, sede centrale)
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Da quello che si può notare dai brani estratti dalle interviste, a livello strategico i gruppi
variano da 3 a 7 membri. Comunque, sui benefici e problematiche legate alla dimensione del 
gruppo le posizioni assunte sono diverse.
“Più il gruppo è piccolo più si tenderà la presa delle decisioni che si basano su 
interessi stretti, invece i gruppi grandi tendono a prendere delle decisioni che 
sono più oggettive e dalle quali possono beneficiare un grande numero di 
persone” (manager di dipartimento, sede centrale)
Un altro intervistato si esprime a favore dei gruppi ristretti.
“Preferisco i gruppi piccoli, fanno più presto ad arrivare alla scelta finale, e la 
scelta è più frutto del consenso che del processo di votazione, dove per forza 
alcuni membri si dovranno sottomettere alla volontà della maggioranza” 
(manager strategico, sede centrale)
I brani sopra indicati collegano la dimensione del gruppo alla legittimità della decisione. 
Invece, un altro intervistato evidenzia come la dimensione può influenzare la nascita dei 
conflitti. 
“Mah..., direi che i gruppi grandi sono meno coesi. Diventa più difficile 
prendere una decisione nei gruppi grandi, perché si possono formare anche 
diversi clan. Qui c’è il rischio di conflitto e di maggiore ostilità tra i membri e 
purtroppo le decisioni sono prese in ritardo” (manager strategico, sede centrale)
Bisogna considerare che per non essere ripetitivi qui sono riportate solo alcuni dei brani. 
Ciò che emerge dalle interviste è che quasi tutti i manager si esprimono contro i gruppi di 
grandi dimensione. Solo per due intervistati il favoritismo è notevole.
“Più punti di vista ci sono meglio è. Non è appunto il più grande preggio del 
processo decisionale di gruppo questo?” (manager strategico, filiale)
“Preferirei i gruppi grandi. Sono molto curioso di conoscere cosa pensano gli 
altri. Più pareri si sentono, più sicuri si è della decisione presa” (manager di 
dipartimento, sede centrale)
A livello di dipartimento risulta difficile riportare con esattezza la dimensione dei 
gruppi, perché le interviste non sono state condotte con tutti i manager tattici, ma solo con 
alcuni di loro. Comunque, le informazioni raccolte offrono un’idea a questo proposito. A 
livello di dipartimento, i gruppi sono fissi e comunque si tende che alle decisioni 
contribuiscono tutti i membri del dipartimento. Ma le banche si differenziano per il numero 
dei dipendenti nei dipartimenti. Alcune banche hanno un numero limitato che va da 5 a 7 
membri oppure anche 10. Inoltre, in alcune banche all’interno di un unico dipartimento si 
trovano diverse sottounità. In questo caso i gruppi composti da persone che appartengono a 
diversi livelli nello stesso dipartimento possono variare da 3 a 7. Per quanto riguarda le filiali,
i gruppi sono piccoli e possono variare da 3 a 5 membri.
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8.3.4 Il funzionamento del gruppo
Un ulteriore obiettivo della ricerca qualitativa consiste nel comprendere come il gruppo 
arriva alla decisione finale, quindi come procede e funziona il gruppo. Così, tra l’altro si 
discute durante le interviste condotte sulla presenza del leader e sul ruolo di tale figura 
all’interno del gruppo. Si introducono le varie posizioni con i brani in seguito.
“In gruppo deve per forza essere presente una persone che dirige ed orienta le 
discussioni. È necessaria la sua presenza, altrimenti sarebbe troppo facile 
deviare dagli obiettivi della riunione ed il gruppo può diventare inefficace, si 
perderebbe del tempo, ci sarebbero riunioni dopo riunioni” (manager di 
dipartimento, sede centrale)
Il brano si riferisce in maniera esplicita al ruolo del conduttore del gruppo nell’orientare 
gli impegni di tutti i membri nella stessa direzione. Per l’intervistato tale ruolo è molto 
importante per evitare le perdite di tempo e quindi per facilitare il proseguimento del gruppo 
verso la decisione finale. Sulla necessità di tale figura si esprimono anche altri intervistati. 
“Io lo definirei la persona che dirige il gruppo. Sì che deve esistere tale figura, 
è indipensabile. Egli ha il compito di presentare la situazione da discutere e di 
dirigere il gruppo nelle diverse fasi del processo decisionale” (manager 
strategico, filiale)
“E dove si va senza il leader? Da nessuna parte. All’interno del gruppo 
dominerebbe il disordine” (manager di dipartimento, sede centrale)
I brani sopra indicati non lasciano dubbi sul fatto che per gli intervistati è preferibile la 
presenza del conduttore del gruppo. Per il primo intervistato si può fare una riflessione. Egli 
sostituisce il termine leader con quello della persona che dirige il gruppo. Certo che può 
essere anche chiamato così, perché può essere prestabilito chi assumerà tale ruolo. 
Comunque, bisogna sottolineare che un buon conduttore di gruppo deve avere potere 
legittimo, ma anche potere personale. Il potere personale si può esercitare solo se si è in 
possesso delle caratteristiche del leader. 
D’altra parte, ci sono anche quelli che percepiscono in maniera negativa la presenza di 
tale figura. Come sarà notato dai brani in seguito, quelli che la pensano così appartengono al 
livello strategico nelle sedi centrali.
“Eh...il leader (ride). Bisogna sceglierlo con attenzione. Spesso, purtroppo 
influenza in maniera troppo negativa il lavoro di gruppo. Il leader deve avere 
chiara la propria posizione, non si deve imporre, deve solo orientare” (manager 
strategico, sede centrale)
“Molti dei miei colleghi sono proprio cambiati dopo che sono stati per alcune 
volte leader di qualche gruppo. Sono diventati troppo presuntuosi e vogliono
continuare ad essere leader anche fuori dal gruppo... Sa cosa mi è successo? 
Sono andato a consultarmi per una decisione che dovevo prendere con un 
collega che è stato precedentemente leader di un gruppo dove facevo parte 
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anch’io. Si è impegnato così tanto nell’impormi il suo punto di vista che 
abbiamo finito per litigare. Alla fine la decisione era di mia competenza” 
(manager strategico, sede centrale)
Un altro intervistato ancora si esprime non a favore del ruolo del leader.
“Tutti sono a conoscenza del problema e penso che conoscono anche le fasi 
della discussione in gruppo. A che cosa serve il leader? Perché una persona 
deve essere diverso dagli altri e prendere il ruolo del capo?” (manager
strategico, sede centrale)
Come si può dedurre dai brani precedenti per alcuni intervistati la figura del leader è 
percepita come una persona che cerca di dominare il processo decisionale di gruppo e l’ultimo 
intervistato sostiene l’idea che tutti all’interno del gruppo devono avere la propria posizione, 
quindi egli percepisce il leader gerarchicamente più in alto. Comunque, bisogna sottolineare 
che la maggior parte degli intervistati si esprimono in maniera positiva. Ma a parte le 
preferenze personali, cosa succede in realtà? È presente il leader all’interno dei gruppi che 
prendono le decisioni nelle istituzioni bancarie e qual’è il suo ruolo? Anche in questo caso, 
per non essere ripetitivi si riportano solo alcuni dei brani e l’analisi è fatta secondo i livelli 
gerarchici e filiali. Riguardo al livello strategico nelle sedi centrali, i leader possono essere 
scelti in due modi diversi. In alcune banche, il conduttore del gruppo nel Consiglio degli 
Azionisti è il CEO, dato che egli è anche un azionista. In altre, il leader del Consiglio degli 
Azionisti è l’azionista maggioritario. Invece, per i leader nei Consigli dei Dirigenti non ci 
sono differenze tra le banche prese in analisi. Il leader del gruppo è sempre il CEO. 
“...il conduttore del gruppo si sa chi è... È quello che dispone la maggioranza” 
(manager strategico, sede centrale)
“...l’azionista più importante, quello che ha investito di più è giusto che diriga 
le discussioni di gruppo. È proprio lui la figura centrale del gruppo, ma questo 
non significa che controlla le decisioni di gruppo” (manager strategico, sede 
centrale)
A differenza del primo brano, che forse rende l’idea di una figura che si impone, il 
secondo intervistato, pur ammettendo l’importanza dell’azionista maggioritario all’interno del
gruppo, si sofferma a precisare che non si tratta di una persona che domina il gruppo. 
Riguardo alla seconda modalità di scelta del conduttore del gruppo si riporta il brano in 
seguito. 
“Nella nostra banca il CEO è anche azionista..., non è l’azionista maggioritario. 
Quindi, oltre a dirigere il Consiglio dei Dirigenti, dirige anche il Consiglio 
degli Azionisti” (manager strategico, sede centrale)
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Si può riflettere, a questo proposito, sul fatto che se una stessa persona si trova a 
dirigere due gruppi che comunque prendono delle decisioni importanti, ciò può portare alla 
percezione che il processo decisionale a livello strategico sia centralizzato. Comunque, questo 
potrebbe essere anche un beneficio. Il CEO può essere più vicino al problema e quindi forse 
la presentazione del problema e le informazioni fornite agli altri membri sono più precisi e 
significativi. D’altra parte, il CEO è una figura interna dell’impresa è può rappresentare un 
collegamento importante tra il Consiglio degli Azionisti ed il livello funzionale. Invece, gli 
azionisti sono meno collegati alle attività bancarie, sono più all’esterno. Alla fine, quello che 
interessa agli azionisti è il risultato dell’impresa. Anche la comunicazione della decisione 
presa a livello strategico è un momento delicato che merita attenzione. Nel processo 
comunicativo, importante anche per la fase dell’implementazione, CEO assume un ruolo 
importante. Anche l’intervistato precedente specifica che CEO non sempre è l’azionista 
maggioritario. A livello di filiali i gruppi sono sempre diretti dai manager delle filiali e in 
questo aspetto nessuna delle banche si differenzia. Ma cosa succede a livello di dipartimento?
Anche a questo proposito non ci sono differenze tra le banche. È il manager del dipartimento 
che dirige i gruppi in tutte le occasioni. Il brano in seguito sostiene tale affermazione.
“Il manager del dipartimento dirige le discussioni in gruppo. Quando nasce il 
bisogno di prendere una decisione, egli riunisce il gruppo e presenta il 
problema davanti a tutti. Dopodiché inizia la discussione... Comunque, è 
sempre lui che guida le discussioni e che fissa la riunione di turno e l’orario” 
(manager di dipartimento, sede centrale)
Il brano in seguito è un ulteriore affermazione dell’elevato grado di formalismo che 
caratterizza il processo decisionale di gruppo. Per di più, l’intervistato sottolinea il beneficio 
della conduzione del gruppo dal manager del dipartimento.
“È proprio stabilito nelle procedure che il manager di dipartimento orienti la 
propria unità verso la presa delle decisioni, e pensandoci così deve essere. Egli 
ha una visione più completa della situazione e sulle possibili conseguenze” 
(manager di dipartimento, sede centrale)
Interessante è il modo di ragionare dell’intervistato in seguito.
“...Il manager del dipartimento deve rendere conto delle decisioni prese 
all’interno del suo dipartimento, quindi egli deve condurre il gruppo” (manager 
del dipartimento, sede centrale)
Il brano sopra indicato collega la figura centrale del gruppo con la responsabilità per le 
decisioni prese. Da quanto si può dedurre, anche se prese in gruppo, in questa istituzione 
bancaria sembra che il manager del dipartimento risponde direttamente delle scelte fatte. 
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Alcuni intervistati discutono nelle interviste del peso dei diversi membri all’interno del 
gruppo. Si ricorda che Berger, Rosenholtz e Zelditch (1980) sostengono che la 
differenziazione degli status si sviluppa quando i membri devono affrontare un compito che 
percepiscono come molto importante. Questo induce ad un processo di valutazione delle 
caratteristiche dello status che rappresentano qualità personali che i membri pensano siano 
indicativi delle capacità o del prestigio (Forsyth, 2010). Quindi, in base alle aspettative sui 
contributi che ciascuno potrà dare per il raggiungimento degli obiettivi del gruppo si formano 
gli status. Berger, Rosenholtz e Zelditch (1980) distinguono tra caratteristiche specifiche dello 
status e caratteristiche generali. Le prime comprendono caratteristiche che determinano le 
competenze e le abilità di performare un compito, mentre le caratteristiche generali si 
riferiscono a variabili come età, genere, etnia etc.
A questo proposito, si possono notare diverse posizioni. La maggior parte si esprimono 
a favore del fatto che tutti i membri del gruppo devono considerarsi ugualmente importanti. Si 
introducono tali posizioni con i brani in seguito. 
“Le opinioni di tutti devono essere ascoltate e prese in considerazione. È molto 
importante che tutti si sentano importanti, solo così si può arrivare ad una 
buona soluzione. Tutti si devono sentire utili all’interno del gruppo” (manager 
strategico, sede centrale)
Il brano sopra citato fa emergere l’idea che l’efficacia del processo decisionale di 
gruppo dipende da come si sentono i membri durante le discussioni. Per farli sentire a proprio 
agio e stimolarli a mostrare interesse al oggetto della decisione, essi devono essere trattati 
nella stessa maniera. Comunque, in base al brano in seguito, se il processo decisionale e la 
tipologia del gruppo è tale che non rende possibile tutto ciò, allora i membri devono almeno 
essere presi in considerazione ed ascoltare i loro punti di vista.
“...Il processo può essere quello della votazione e quindi significa che alcune 
delle opinioni non sono ugualmente validi nella fase della scelta, ma almeno 
devono essere ascoltati” (manager strategico, sede centrale)
Altri intervistati si esprimono a favore del fatto che tutti i membri devono avere la stessa 
importanza all’interno del gruppo. Le loro posizioni sono chiare a questo riguardo. 
“Tutti devono contribuire. Appartenere alle gerarchie più basse o essere nuovi
nell’azienda non vuol dire che si è incapaci o che non si capisce niente” 
(manager di dipartimento, sede centrale)
“Ma se succedesse diversamente, allora perché sceglierli come membri del 
gruppo? Non ha senso che occupino soltanto la sedia e che le loro opinioni 
vengano ignorate. Questo porterebbe ad un senso di inferiorità e può nuocere 
alle relazioni sia all’interno che fuori dal gruppo” (manager strategico, filiale)
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“Meglio un processo decisionale dove tutti si impegnano che un processo 
dominato. Non vedo perché alcuni dovranno sottostare ad altri. Pensarla 
diversamente non vuol dire pensare in maniera errata. Assolutamente tutti 
devono essere trattati in maniera uguale. La motivazione è importante anche 
per le attività fuori dal gruppo” (manager strategico, sede centrale)
I brani sopra indicati si esprimono a favore del fatto che le opinioni dei membri 
all’interno di un gruppo devono avere lo stesso peso. Sembra che questo sia importante per 
l’impegno dimostrato, ma anche per aumentare la stima di sé stessi. Quindi, sono più 
preferibili i gruppi orizzontali dove non esiste una gerarchia rigida, invece dei gruppi verticali.
Avere all’interno del gruppo membri nuovi nelle loro posizioni, ma che possono essere molto 
vicini al problema è senza dubbio necessaria. Essi non devono in nessun modo essere isolati. 
Comunque bisogna riportare che, anche se in minoranza, due intervistati si esprimono 
contrariamente. Il primo brano indica l’esperienza accumulata come criterio per stabilie quali 
sono i membri più importanti, mentre il secondo si riferisce alla vicinanza del membro con il 
problema ed alle sue responsabilità nella fase dell’implementazione.
“Non posso valutare con lo stesso peso l’idea di una persona che lavora 
nell’impresa da 10 anni e che ha dimostrato in precedenza di possedere buone 
conoscenze e buone capacità con un nuovo che ha solo 1 anno di esperienza o è 
stato assunto da pochissimo. Egli non si è orientato ancora con l’impresa, come 
può giudicare su un problema” (manager di dipartimento, sede centrale)
“Cerco di tenere maggiormente presenti le opinioni di chi è più vicino al 
problema o chi si occuperà della fase dell’implementazione. Il massimo che 
posso fare è perdere del tempo e sentirli tutti, ma certo cercherò di focalizzare 
la discussione su questi...” (manager strategico, filiale)
Così, più esperienza si ha, più vicini si è al problema e più responsabilità si hanno nella 
messa in pratica della decisione, più importanti saranno giudicate le idee proposte.
Un altro aspetto discusso riguarda lo stile di leadership adottato dai leader del gruppo. A 
questo proposito si ricorda che nella letteratura i modelli di leadership si differenziano in base 
ad alcuni principali approcci (Yukl, 2010). Così, secondo l’approccio dei tratti si possono 
identificare alcune caratteristiche fisiche e di personalità che aiutano a definire un buon 
leader. Nel periodo 1950-1960, l’approccio dei tratti viene sostituito dall’approccio 
comportamentale con gli studi di Ohio e dell’Università di Michigan che distinguono diversi 
stili di leadership in base al grado dell’orientamento del leader verso il compito e le relazioni 
umane. Invece, lo sviluppo dell’approccio della contingenza sottolinea che non è possibile 
stabilire lo stile migliore e che questo, tra gli altri dipende moltissimo dalla situazione. 
All’inizio degli anni ’80 prende sviluppo l’approccio trasformazionale secondo il quale i 
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leader tramite una varietà di comportamenti possono trasformare i contributi dei subalterni in 
modo da conseguire gli obiettivi comuni.
Le differenze evidenziate non si riferiscono alle banche, ma ai livelli gerarchici. Tutti 
gli intervistati affermano che per le decisioni strategiche prese dal Consiglio dei Dirigenti e 
dal Consiglio degli Azionisti è adottato uno stile di leadership liberale. I brani in seguito, 
testimoniano in maniera esplicita tale affermazione, sottolineando che questa cosa non è solo 
un dato di fatto, ma è anche preferibile. 
“Il leader del gruppo adotta sempre uno stile liberale. Io sono pro tale stile, 
penso che sia il più efficace... Non penso che porti al caos all’interno del 
gruppo” (manager strategico, sede centrale)
“Tutti devono essere integrati nel processo decisionale e le idee di tutti devono 
essere analizzate in maniera costruttiva. Non mi piace la differenziazione dei 
poteri all’interno del gruppo. Tutti sono interessati alla soluzione migliore,
quindi i contributi di tutti sono importanti. Solo così tutti si impegnerano” 
(manager strategico, sede centrale)
“Per avere una decisione efficace il leader deve trattare i membri del gruppo in 
maniera aperta. Egli deve avere fiducia negli altri membri e sostenere una 
partecipazione ampia nel processo decisionale” (manager strategico, sede 
centrale)
“Penso che assumendo uno stile liberale ti dà molto più valore e potere in 
confronto a chi adotta uno stile auoritario” (manager strategico, sede centrale)
Comunque, non mancano anche quelli che non riportano uno stile in particolare come 
migliore. Essi suggeriscono che la scelta dello stile dipende da diversi fattori ed appartengono 
al livello di dipartimento e al livello strategico nelle filiali.
“Non è facile individuare lo stile migliore in assoluto. Quando tra i membri 
esiste coesione, gli obiettivi e la loro compresione è chiara e gli individui sono 
flessibili nel modo di pensare, allora non serve uno stile autocratico. Ma se 
invece non si ha fiducia negli altri e nelle loro capacità allora probabilmente 
preferirei uno stile autoritario” (manager di dipartimento, sede centrale)
Il brano indicato evidenzia come lo stile di leadership dipende dal livello di coesione tra 
i membri. Direi che in questo caso si tratta di una dipendenza reciproca, perché lo stile di 
leadership può dipendere da quanto il gruppo è coeso, ma anche la coesione può determinare 
lo stile adottato. Invece nel brano in seguito, l’intervistato si esprime in maniera netta riguardo 
allo stile autoritario. 
“Non mi piace lo stile autoritario, perché aumenta la resistenza, ma a volte 
adotto lo stile democratico ed altre volte lo stile liberale. Io non posso avere a 
disposizione tutte le informazioni necessarie e quindi mi serve consultarmi con 
gli altri, ma ci sono anche molte decisioni per le quali non mi sento il capo del 
dipartimento, ma un membro come gli altri” (manager di dipartimento, sede 
centrale)
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Un altro intervistato riporta come determinante dello stile di leadership, la propensione 
verso lo spirito di squadra. 
“Il gruppo deve per forza contribuire a formare il sentimento di essere utili e 
importanti, lo stile autoritario porta al contrario. Lo stile consultativo aiuta e 
porta alla motivazione e anche lo stile liberale....Adottare tali stili non vuol dire 
aver perso il potere e le possibilità di controllo, anzi... (manager strategico, 
filiale)
La discussione riguardo l’influenza dello stile di leadership sull’efficacia della decisione 
presa è molto ampia e complessa. Non si può definire qual’è lo stile migliore. La scelta 
dipende dalle caratteristiche della personalità e della decisione. A questo proposito, si esprime 
anche l’intervistato in seguito.
“Decidere in gruppo non vuol dire per forza prendere decisioni buone, anche il 
gruppo può sbagliare, ma sicuramente meno del singolo. Insomma, aver deciso 
in gruppo non offre garanzie assolute che è stato deciso in maniera efficace. La 
leadership influenza l’efficacia della decisione, ma non posso dire qual’è lo 
stile migliore” (manager di dipartimento, sede centrale)
Invece, l’intervistato in seguito elenca dei criteri in base ai quali giudicare se adottare 
uno stile liberale.
“...caratteristiche come l’esperienza, la formazione, il background professionale 
o il bisogno di indipendenza rendono indispensabile uno stile di leadership 
liberale” (manager strategico, filiale)
Da quello che si può notare nessuno degli intervistati si esprime a favore dello stile 
autoritario o riporta l’uso di tale stile, tutti si posizionano tra lo stile consultativo a quello 
liberale. 
8.4 Riflessioni e conclusioni finali
Lo scopo della ricerca qualitativa era quello di comprendere quanto sono usati i processi 
decisionali di gruppo all’interno delle istituzioni bancarie prese in analisi, studiare le 
caratteristiche e la tipologia dei gruppi decisionali e scoprire come il processo decisionale di 
gruppo si svolge. In seguito si riporta una discussione di sintesi dei risultati ottenuti, 
accompagnata da alcune linee guida manageriali.
L’analisi condotta, pur con tutti i limiti più sopra riportati, mette in evidenza che i 
processi decisionali di gruppo sono molto usati nelle banche del campione esaminato. Quasi
tutti gli intervistati affermano che decidere in gruppo è necessario e molti di loro considerano 
tali decisioni migliori di quelle prese dal singolo. La capacità di lavorare e decidere in gruppo 
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è ritenuta così importante da essere un criterio di assunzione di nuovo personale. Infatti, negli 
annunci di assunzione delle banche è richiesta tale capacità. I vantaggi e le problematiche del 
processo decisionale di gruppo evidenziate in letteratura sono diverse. Alcuni autori 
sostengono che le decisioni prese dal gruppo sono migliori di quelle prese dal singolo 
(Sniezek e Henry, 1989; Tindale e Sheffey, 2002; Surowiecki, 2004). Llaci (2010) sottolinea 
che il gruppo è in grado di mettere insieme molte più informazioni rispetto ad una sola 
persona, mentre Noorderhaven (1995) ritiene che la decisione presa a livello di gruppo è 
considerata più legittima rispetto alla decisione presa da una sola persona. Kume (2010) si 
sofferma sui benefici del processo decisionale di gruppo riguardo alla fase 
dell’implementazione. Essa sostiene che siccome in gruppo partecipano membri che saranno 
coinvolti anche durante l’implementazione, la decisione viene compresa meglio e questo 
migliora la sua efficacia. Infatti, la fase dell’implementazione è molto importante, ma spesso 
si può fallire in questa fase del processo decisionale, o perché la decisione non si comprende 
come si deve, o perché si può non condividere la decisione presa. D’altra parte, un processo 
decisionale partecipativo aumenta la motivazione personale (Lawrence e Seiler, 1984; Miller 
e Monge, 1986). Alcuni studi empirici hanno provato che il gruppo aumenta la soddisfazione 
(Black e Gregersen, 1997; Wright e Kim, 2004) e la fiducia in sé stessi (Crandall e Parnell, 
1994). 
Gli svantaggi tipici del processo decisionale di gruppo sono ritenuti il groupthinking 
(Janis, 1982) e la polarizzazione (Stoner, 1961; Burnstein e Vinokur, 1977; Noorderhaven, 
1995). Un altro problema importante che accompagna le decisioni di gruppo si riferisce al 
tempo richiesto per arrivare alla decisione finale (Nooderhaven, 1995; Vroom e Yetton, 
1973). I limiti temporali possono indurre il gruppo verso la scelta della prima alternativa 
individuata (Kume, 2002). Altre ricerche hanno dimostrato che anche quando le informazioni 
uniche sono citate durante la discussione, la decisione finale è influenzata soprattutto dalle 
informazioni comuni (Stasser e Titus, 1985; Gigone e Hastie, 1993). Si tratta in questo caso di 
un altro problema del processo decisionale di gruppo, conosciuto come l’effetto delle 
conoscenze comuni. 
I benefici del processo decisionale di gruppo più riconosciuti e individuati dagli 
intervistati sono diversi, ma comunque convergono con quelli evidenziati nella letteratura. Tra 
gli altri si possono elencare l’identificazione di più alternative, la creatività, la distribuzione 
delle responsabilità, il confronto delle idee, la socializzazione, l’innovazione, la maggiore 
condivisione della decisione e la facilitazione della fase dell’implementazione. D’altra parte, 
ci sono anche quelli che non si esprimono a favore del processo decisionale di gruppo, 
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sottolineando aspetti problematici come la dominanza del gruppo dal leader, i ritardi nella 
presa delle decisioni ed il caos dovuto ai diversi punti di vista. 
Bisogna considerare che questo è un argomento molto complesso e che non si può 
determinare in maniera assoluta se il processo decisionale di gruppo è migliore di quello 
individuale o viceversa. Comunque, sembrerebbe possibile sostenere la validità del ricorso da 
parte dei manager delle banche ai processi decisionali di gruppo. L’uso dei processi 
decisionali di gruppo deve essere conseguenza dell’intento di migliorare l’efficacia delle 
decisioni. Così, la preferenza per tali processi non dovrebbe scaturire soltanto dal fatto che il 
rischio può essere distribuito tra più persone, perché tale comportamento potrebbe 
danneggiare l’efficacia. L’impresa è un sistema composto da diversi elementi o unità di 
dipendenza reciproca. Quando si effettua una scelta è necessario avere una visione completa 
dell’azienda e delle possibili conseguenze sui diversi elementi, perché può succedere che la 
decisione presa migliori la situazione di un elemento, ma può portare alla nascita di nuovi 
problemi negli altri elementi del sistema. In queste circostanze assume importanza lo sviluppo 
delle capacità concettuali. Comunque, bisogna considerare che per il singolo fare tutte queste 
analisi è più difficili rispetto al gruppo. D’altra parte, nelle condizioni di una elevata 
competitività, sviluppare vantaggi competitivi è fondamentale. Essendo più creativo ed 
innovativo del singolo, il gruppo può aiutare in questo. Comunque, i manager devono 
considerare diversi fattori prima di decidere se usare i gruppi, come il tempo a disposizione, il 
grado della complessità della decisione, le informazioni e le conoscenze richieste (Kume, 
2002). 
Dalle analisi dei risultati si comprende che il processo decisionale in generale, e quindi 
anche quello di gruppo, è caratterizzato da un elevato livello di formalismo. Le politiche e le 
procedure decisionali sono molto precise e dettagliate. Come conseguenza, il processo 
decisionale è chiaro, prestabilito e ritenuto valido in tutte le situazioni. Ma cosa pensano gli 
intervistati a questo riguardo? Le posizioni assunte da loro sono diverse. Alcuni si esprimono 
a favore del formalismo, altri preferirebbero adattare il processo decisionale alle 
caratteristiche della situazione o del problema. Anche su questo argomento si può discutere 
molto, ma non si sarà in grado di stabilire se il formalismo rappresenta un bene o un male. 
Elaborare ed avere politiche e procedure decisionali significa che l’impresa ha ben definito gli 
obiettivi. Il rispetto di procedure decisionali può assicurare il conseguimento degli obiettivi 
comuni, ma non si deve esagerare con il formalismo e la standardizzazione. L’ambiente nel 
quale le isituzioni bancarie operano è dinamico e le decisioni da affrontare non sono sempre le 
stesse. Per questo le politiche e le procedure devono essere revisionate di periodo in periodo 
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per adattarle e migliorarle. Comunque, è necessario distinguere quali decisioni devono essere 
formalizzate e quali invece no. Ad esempio, le decisioni strategiche, per le caratteristiche che 
possiedono, non devono essere formalizzate. D’altra parte, bisogna aver chiaro cosa deve 
essere formalizzata. Forse, prima di elaborare le procedure decisionali, bisogna stabilire i 
valori o i principi a cui queste si devono ispirare. Le procedure involano, in quanto vanno 
applicate, mentre i valori ed i principi lasciano margini di flessibilità nella loro 
interpretazione. Comunque, delle linee guida che orientano verso la scelta finale sono utili, 
ma il gruppo deve scegliere la procedura più adatta alle caratteristiche della decisione e dei 
membri che lo compongono. 
Durante le interviste si è soffermati anche sulle fasi del processo decisionale di gruppo 
per comprendere come questo avviene. Riguardo alla prima fase del processo decisionale si 
possono distinguere due modalità: nella prima, i membri del gruppo vengono a conoscenza 
del problema prima della riunione, mentre nella seconda conoscono il problema durante la 
riunione. Se i manager adottano la prima modalità possono evitare gli sprechi di tempo, ma 
può succedere che venga danneggiata l’efficacia se i membri continuano a rimanere fedeli alle 
loro opinioni e soluzioni iniziali anche se durante la discussione possono venire a conoscenza 
di informazioni aggiuntive importanti. Si tratta in questo caso della distorsione cognitiva 
nominata “effetto conferma” (Frey, 1986; Larson, Christensen, Franz e Abbott, 1998; Fischer, 
Greitemeyer e Frey, 2008). Invece, dagli scambi delle informazioni che diversi membri 
dispongono si può migliorare la qualità della decisione (Surowiekci, 2004). 
Nella fase dell’identificazione delle alternative non si notano differenze significative tra 
livelli gerarchici ed istituzioni bancarie. Anche se un intervistato accenna l’importanza di un 
processo simile al Brainstorming, non si riporta l’uso di qualche tecnica in particolare per 
l’identificazione delle alternative. Le tecniche che stimolano la creatività110 come il 
Brainstorming, l’Avvocato del Diavolo o il Metodo Dialettico possono migliorare le 
alternative proposte. Anche la Tecnica del Cerchio può offrire spunti utili per nuove idee, dato 
che si passa alla fase dell’identificazione delle soluzioni dopo aver cercato di chiarire ogni 
dubbio sul problema (Llaci, 2010). Comunque, queste sono tecniche che richiedono di avere 
del tempo a disposizione e necessitano di diverse sessioni, e forse per le istituzioni bancarie 
prese in analisi il tempo è limitato.
Riguardo alla fase della scelta i risultati indicano che sono usati sia i processi di 
votazione che quelli basati sul consenso. In questo si differenzia per livello gerarchico, dato 
che la votazione è presente a livello strategico nelle sedi centrali, mentre a livello di 
                                                            
110 Sulle tecniche qui accennate è stato discusso al Capitolo 3.
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dipartimento e strategico nelle filiali si tende verso il consenso. Le decisioni strategiche prese 
nelle sedi centrali hanno conseguenze importanti su tutti i livelli e su tutte le filiali. Così, sono 
molti i gruppi di interesse influenzati e di conseguenza le discordanze possono essere 
maggiori, cosa che rende difficile il consenso. Invece, a livello di dipartimento o nelle filiali le 
decisioni sono meno complesse e gli interessi da tenere in considerazione meno divergenti. La 
scelta basata sul consenso facilita la condivisione della decisione e la sua implementazione 
(Jones e George, 2008). Comunque, la scelta tra votazione e consenso può dipendere da altre 
variabili come ad esempio la dimensione del gruppo. Nei gruppi ampi è preferibile usare un 
processo di votazione (Steiner, 1972, Kume, 2010). Nei gruppi grandi si formano dei 
sottogruppi che tendono a deviare dagli obiettivi comuni del gruppo e perseguire gli interessi 
propri (Scott, 1987). Inoltre, i gruppi larghi danneggiano la vera interdipendenza e le 
interazioni significative tra i membri (Straus, Parker, Bruce e Dembosky, 2009).
Quello che è stato notato è che il processo decisionale nelle filiali è molto centralizzato 
ed il dirigente della filiale assume un ruolo importante. D’altra parte, nelle filiali non esistono 
i dipartimenti e le decisioni prese in gruppo riguardano le operazioni ed i finanziamenti. 
Comunque, il processo è centralizzato non solo sul dirigente della filiale, ma anche sulla sede 
centrale. Questo può rendere l’idea di un processo decisionale molto controllato. La 
centralizzazione può essere utile per il raggiungimento degli obiettivi comuni, ma comunque 
bisogna che le persone più vicine al problema prendano le decisioni, in quanto sono in grado 
di strutturare meglio il problema, comprendere qual’è il problema di base e quali sono le sue 
cause.
Anche le caratteristiche delle decisioni determinano se deve essere usato il gruppo 
oppure no. A questo riguardo sembra che i manager hanno le idee molto chiare. Si ricorda che 
la letteratura ritiene che le decisioni strategiche e tattiche devono essere prese in gruppo 
(Kume, 2002). Le decisioni strategiche sono uniche o molto rare e accompagnate da 
incertezza (Bateman e Snell, 2013), mentre quelle tattiche sono di medio termine e 
accompagnate da rischio (Jones e George, 2008). Così, il decisore deve concludere in 
condizioni di una comprensione incompleta della situazione e le possibilità di decisioni 
sbagliate aumentano perché anche le informazioni sono limitate. 
Gli intervistati riportano l’uso di diversi criteri per ragionare a questo proposito. Così, il 
criterio principale di selezione delle decisioni che devono essere prese in gruppo è la loro 
importanza. Certo che definire il concetto dell’importanza non è facile, perché può 
comprendere molte caratteristiche come le conseguenze, le risorse finanziarie richieste, il 
rischio e l’incertezza che accompagnano la scelta, i gruppi di interesse coinvolti etc. Così, le 
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decisioni da prendere in gruppo sono quelle nel medio-lungo termine, che necessitano di 
molte analisi e che richiedono tante risorse. Anche il grado di rischio che accompagna la 
decisione e le conseguenze della decisione sugli stakeholders devono essere considerate. 
Spesso gli atteggiamenti dei gruppi di interesse possono diventare un ostacolo per 
l’implementazione e l’efficacia della decisione presa. Così, si può dire che l’uso dei gruppi 
deve essere concentrato a livello strategico e di dipartimento. Questi due livelli gerarchici 
sono quelli che prendono le decisioni più importanti all’interno delle istituzioni bancarie e che 
quindi necessitano del gruppo. Il livello operazionale è impegnato in decisioni ripetitive, per 
le quali esistono procedure prestabilite ed il rischio di sbagliare è molto ridotto. 
Altri aspetti sui quali si è discusso con gli intervistati sono la composizione e la 
tipologia dei gruppi. L’efficacia del processo decisionale di gruppo è senza dubbio influenzata 
dal modo in cui il gruppo è composto (Cohen e Bailey, 1997). Prima di decidere come 
scegliere i membri bisogna definire alcune variabili. Così, Yukl (2010) si sofferma sulle
capacità dei membri. Kume (2010) ritiene che devono essere scelti individui che sono capaci 
di lavorare in gruppo. Inoltre, bisogna evitare che alcuni dei membri si sentano superiori e che 
dominano il gruppo. Anche le caratteristiche della decisione influenzano la composizione del 
gruppo, indicando il livello gerarchico o l’unità organizzativa alla quale i membri del gruppo 
devono appartenere (Cohen e Bailey, 1997).
Quasi tutti gli intervistati affermano quant’è importante la composizione del gruppo, 
sottolineando comunque il fatto che tutto dipende dal tipo della decisione. Più la decisione è 
importante, più la composizione del gruppo diventa cruciale per la sua efficacia. È stato 
compreso che nella maggior parte dei casi la composizione dei gruppi è prestabilita. Questo 
riconferma in maniera esplicita l’elevato livello di formalismo che accompagna le decisioni di 
gruppo. Così, il formalismo rimane elevato non soltanto riguardo alla procedura che deve 
essere seguita per arrivare alla decisione finale, ma anche nella scelta dei membri. A questo 
punto, si può affermare che non esiste una fase di composizione del gruppo. Si possono 
individuare due differenti posizioni: quelli che ritengono che questa fase è importante e quelli 
che ritengono che non è importante. Se il gruppo dovesse essere scelto dal superiore dell’unità 
e non fosse prestabilito, questo potrebbe portare a conflitti o discussioni sul perché alcuni 
membri sono stati scelti ed altri invece no. Non bisogna dimenticare che la partecipazione in
gruppo può essere percepita anche come una maniera di dimostrare fiducia nelle capacità 
della persona scelta, il che influenza senza dubbio il proprio ego e la stima di sé stessi. Anche 
il fatto che la composizione del gruppo richiede del tempo è evidenziato. 
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I gruppi decisionali nelle istituzioni bancarie del campione esaminato sono gruppi formali e 
secondari, quindi gruppi prestabiliti e che funzionano in base a regole specifiche. Inoltre, nella 
maggior parte dei casi sono gruppi fissi, invece di variabili. Un altra tipologia di gruppo 
individuata sono i gruppi misti tra filiali e sedi centrali. Sono definiti misti per il fatto che 
sono composti da persone che appartengono a diversi livelli gerarchici. 
Durante le interviste si è discusso anche sul grado della diversità del gruppo. A questo 
proposito, si ricorda che i gruppi omogenei sono gruppi composti da membri con le stesse 
capacità e professionalità. Inoltre, i membri hanno più o meno la stessa età e appartengono 
allo stesso genere, categoria etnica, nazionalità etc (Milliken e Martins, 1996). Di 
conseguenza, all’interno del gruppo la conflittualità è bassa, però alcuni dei membri possono 
diventare demotivati e ricorrere al fenomeno dell’inerzia sociale. Al contrario, i gruppi 
eterogenei sono composti da persone con differenti livelli di capacità e diverse 
professionalità, età, genere etc (Yaniv, 2011). In questo caso i membri sono più motivati e 
coinvolti, ma la comunicazione diventa difficile ed il ruolo del leader assume molta 
importanza.
Anche le posizioni degli intervistati riguardo alla diversità del gruppo sono diverse. È 
stato notato che la maggior parte degli intervistati si esprime a favore della diversità,
sottolineando i suoi benefici nell’informazione raccolta, nelle alternative individuate, nelle 
analisi fatte e sulla performanza del gruppo. Solo pochissimi manager si esprimono non a 
favore della diversità evidenziando alcuni suoi aspetti negativi come la necessità di molte 
riunioni e discussioni per arrivare alla decisione finale, i ritardi ed i conflitti. Bisogna 
sottolineare che con “diversità” gli intervistati si riferiscono alle informazioni, capacità, 
conoscenze e funzioni. Invece, il concetto della diversità è molto più ampio includendo anche 
le caratteristiche demografiche come età e genere, etnia, nazione e cultura (Milliken e 
Martins, 1996). A livello di dipartimento, il grado della diversità non risulta molto elevato. 
Questo non si può affermare per il livello strategico, dove nei Consigli degli Azionisti e dei 
Dirigenti la diversità che si riferisce alle esperienze, conoscenze, informazioni, cultura e 
nazione risulta maggiore. Anche nelle filiali la diversità dei gruppi è molto ridotta. Non è 
facile stabilire se usare gruppi eterogenei, oppure omogenei111. Le caratteristiche della 
decisione e le capacità richieste sono ancora una volta dei criteri sui quali ragionare. 
La composizione del gruppo, oltre alla scelta dei membri comprende anche la 
determinazione della dimensione del gruppo. La dimensione del gruppo influenza la 
legittimità della decisione (Noorderhaven, 1995), ma può portare anche alla nascita di conflitti 
                                                            
111 Nel primo capitolo si discute sui benefici e problematiche delle diverse tipologie di gruppo. 
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(Llaci, 2010). Interessante è il fatto che in quasi tutte le interviste condotte i manager si 
esprimono contro i gruppi di grandi dimensioni. A livello di dipartimento risulta difficile 
riportare con esattezza la dimensione dei gruppi, perché le interviste non sono state condotte 
con tutti i manager tattici, ma solo con alcuni di loro. Comunque, le informazioni raccolte 
rendono l’idea di questo. A livello di dipartimento i gruppi sono fissi e comunque si tende che 
nella presa delle decisioni contribuiscano tutti i membri del dipartimento. Ma le banche si 
differenziano per numero di dipendenti nei dipartimenti. Alcune banche hanno un numero 
limitato che va da 5 a 7 membri, altre anche 10 membri. Inoltre, in alcune banche il
dipartimento è composto da diverse sottounità. In questo caso i gruppi composti da persone 
che appartengono a diversi livelli nello stesso dipartimento può variare da 3 a 7. Invece, nelle 
filiali i gruppi sono piccoli e possono variare da 3 a 5 membri.
In seguito, si ricordano in sintesi quali sono le conseguenze che la dimensione del 
gruppo produce112. Così, più il gruppo è grande, più al suo interno si creano delle 
competitività che portano all’aumentano dell’impegno individuale (Triplett, 1898). Però, nei 
grandi gruppi alcuni membri possono passare in una posizione passiva, fenomeno conosciuto 
come “social loafing” (Liden, Wayne, Jaworski e Bennett, 2004). In tali gruppi si possono 
verificare anche problemi di coordinazione (Steiner, 1972) e di blocco della produttività 
(Diehl e Stroebe, 1987, 1991). L’informazione raccolta è maggiore e si possono individuare 
più alternative possibili. Inoltre, un gruppo ampio può offrire più giudizi critici e le decisioni 
prese risultano più accettabili (Kume, 2010). D’altra parte, i piccoli gruppi ricadono più 
spesso nell’uso dei vari bias e sono più affetti dalla positività verso il proprio gruppo 
(Hewstone, Rubin e Willis, 2002). Però, nei gruppi ampi il consenso diventa difficile ed i 
conflitti possono essere distruttivi. Riguardo al numero dei membri, in letteratura si trovano 
posizioni diversi. Kreitner e Kinicki (2007) fanno la distinzione tra due approcci: quello 
matematico e quello delle simulazioni di laboratorio. Secondo i modelli matematici non è 
possibile stabilire la dimensione giusta, la quale può variare da 3-13 membri. Non esistono 
concordanze sulla dimensione del gruppo neanche per le simulazioni di laboratorio. Così, 
Yetton e Bottger (1982) ritengono che i gruppi più efficaci sono quelli di 4-5 membri, mentre 
Laughlin, Hatch, Silver e Boh (2006) hanno concluso che per le decisioni che richiedono 
maggiore intelletto i gruppi migliori sono quelli di 3 membri.
A livello strategico, nel Consiglio degli Azionisti devono partecipare tutti gli azionisti e 
la dimensione è fuori dall’influenza dei dirigenti. Per gli altri livelli, non è facile stabilire la 
                                                            
112 Anche sulla dimensione del gruppo si discute al Capitolo 1.
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dimensione. Comunque, in generale i gruppi di 5-7 membri sono ritenuti migliori (Kume, 
2010). 
La presenza del leader ed il suo ruolo all’interno del gruppo rappresenta un altro 
argomento di interesse. Anche a questo riguardo le posizioni assunte sono diverse. Ci sono 
manager che riconoscono l’importanza di tale figura all’interno di un gruppo, come ci sono 
anche quelli che si esprimono non a favore. Si deve prestare attenzione alla scelta del leader 
del gruppo. La sua presenza è molto importante per evitare le perdite di tempo e orientare gli 
impegni di tutti i membri nella stessa direzione, facilitando così il proseguimento del gruppo 
verso la decisione finale (Yukl, 2010). Anche lo stile di leadership adottato dal leader
influenza la performanza del gruppo. Tutti gli intervistati affermano che per le decisioni 
strategiche nel Consiglio dei Dirigenti e nel Consiglio degli Azionisti è adottato uno stile di 
leadership liberale e tale caratteristica non è solo un dato di fatto, ma anche preferibile. Invece 
a livello di dipartimento e nelle filiali le preferenze si muovono dallo stile consultativo a 
quello liberale. Nessuno degli intervistati si esprime a favore dello stile autoritario. I manager 
delle banche non devono rimanere fedeli all’uso di uno stile in particolare, ma devono essere 
capaci di usare diversi stili, secondo le situazioni (Yukl, 2010). 
Durante le interviste si è discusso anche sugli status dei diversi membri all’interno del 
gruppo. La maggior parte dei manager si esprimono in favore al fatto che tutti i membri del 
gruppo devono essere considerati ugualmente importanti. Sembra che questo è importante per 
l’impegno dimostrato, ma anche per aumentare la stima di sé stessi (Forsyth, 2010). Quindi, 
sono preferibili i gruppi orizzontali, dove non esiste una gerarchia rigida, invece dei gruppi 
verticali. Avere all’interno del gruppo membri nuovi nelle loro posizioni, ma che possono 
essere molto vicini al problema è senza dubbio necessario. Essi non devono in nessun modo
essere isolati. Non si può affermare se i gruppi orizzontali sono migliori di quelli verticali, ma 
alcuni criteri di valutazione possono essere la diversità delle esperienze richieste e le 
responsabilità nella fase dell’implementazione113.
                                                            
113 Per un’analisi sui gruppi verticali ed orizzontali si rimanda al Capitolo 1.
246
9. 
LA PREFERENZA PER I PROCESSI 
DECISIONALI DI GRUPPO
SOMMARIO:
9.1 Procedura e metodo
9.2 I partecipanti
9.3 Risultati
9.3.1 La relazione età-preferenza per le decisioni di gruppo e genere-preferenza per le     
        decisioni di gruppo
      9.3.2 La relazione età-overconfidence e genere-overconfidence
      9.3.3 La relazione età-rimpianto e genere-rimpianto
      9.3.4 La relazione età-strategia decisionale e genere-strategia decisionale
      9.3.5 La relazione età-emozioni e genere-emozioni
      9.3.6 La relazione età-rischio e genere-rischio
      9.3.7 La relazione preferenza per il gruppo-età e preferenza per il gruppo-genere in base 
              al grado di rischio della decisione
      9.3.8 La relazione età-percezioni sulle capacità cognitive/decisionali e genere-percezioni 
              sulle capacità cognitive/decisionali
      9.3.9 L’analisi della regresione multipla
9.4 Discussione dei risultati
9.4.1 La relazione età-preferenza per le decisioni di gruppo e genere-preferenza per le 
        Decisioni di gruppo
      9.4.2 La relazione età-overconfidence e genere-overconfidence
      9.4.3 La relazione età-rimpianto e genere-rimpianto
      9.4.4 La relazione età-strategia decisionale e genere-strategia decisionale
      9.4.5 La relazione età-emozioni e genere-emozioni
      9.4.6 La relazione età-rischio e genere-rischio 
      9.4.7 La relazione età-percezioni sulle capacità cognitive/decisionali e genere-percezioni 
              sulle capacità cognitive/decisionali
      9.4.8 L’analisi della regressione multipla
9.5 Riflessioni e conclusioni finali
247
9. 
LA PREFERENZA PER I PROCESSI 
DECISIONALI DI GRUPPO
9.1 Procedura e metodo 
In questo capitolo si analizza e si discute l’influenza delle variabili demografiche come 
l’età ed  il genere sulla propensione verso i processi decisionali di gruppo. Per la raccolta dei 
dati è stato usato il questionario114. In consistenza con le ipotesi della ricerca, il questionario è 
stato costruito ed elaborato in base ad alcune rubriche che si pensa hanno un’importante 
influenza sulla preferenza per i processi decisionali di gruppo. In seguito si analizzano e si 
discute sulle varie rubriche utilizzate con l’intenzione di ragionare sul perché si è basati 
proprio su tali rubriche e come attraverso esse si possono testare le ipotesi della ricerca115. 
La prima rubrica del questionario ha come obiettivo quello di misurare il livello di 
overconfidence. Tale rubrica include 8 affermazioni che devono essere valutate sulla scala 
Likert da 1 (in completo disaccordo) a 5 (completamente d’accordo). Solo per l’affermazione 
numero 2 la scala dei punteggi si inverte perché tale affermazione è formulata in termini di 
negazione. Bisogna sottolineare che tale rubrica è stata costruita avendo come base la scala di 
Rosenberg (1965) che cerca di valutare la stima che una persona ha di sé stesso. Tale scala è 
stata disegnata a misurare l’orientamento dell’individuo su sé stesso e le proprie percezioni 
sulle capacità ed abilità e rappresenta una misurazione globale molto valida e molto usata. La 
stima di sé è fortemente legata all’autoefficacia (Rosenberg, Schooler, Schoenbach, 
Rosenberg, 1995). L’autoefficacia si riferisce alla fiducia che una persona ha sulle proprie 
capacità di ottenere uno specifico livello di performanza (Bandura, 1982). Comunque, tale 
rubrica si distingue dal modello di Rosenberg (1965) per alcuni aspetti. Così, il modello nel 
suo originale include 10 affermazioni positive e negative e si basa sulla scala Likert da 1-4, 
eliminando l’elemento centrale (incerto). Invece nella rubrica dell’overconfidence nel 
questionario usato per la presente ricerca solo 7 su 8 affermazioni sono le stesse del modello 
                                                            
114 Sulle motivazioni che hanno orientato verso l’uso del questionario come metodo per la raccolta dei dati è stato discusso 
precedentemente al Capitolo 7. Per di più, in tale capitolo si riportano anche alcuni dei principali benefici, ma anche dei limiti 
che accompagnano l’uso del questionario come strumento per l’analisi quantitativa.
115  Per una completa lettura del questionario si rimanda all’Allegato 2.
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di Rosenberg (1965). Il punteggio totale può variare da 8-40. Così, i punteggi più alti 
dimostrano un elevato livello di overconfidence. 
La seconda rubrica del questionario è costruita in base alla scala del rimpianto di 
Schwartz et al. (2002). Tale scala è stata disegnata per valutare come gli individui affrontano
le diverse situazioni dopo che la decisione è stata presa ed in particolare in quale misura essi
sperimentano il sentimento di rimpianto. Così, le affermazioni di questa rubrica sono le stesse 
del modello originale di Schwartz et al. (2002) con la differenza che non è stata usata la scala 
Likert da 1-7, ma una scala da 1-5 che diventa reversibile per l’affermazione numero 5 
formulata in termini negativi. Siccome le affermazioni sono 5 in totale, i punteggi di questa 
rubrica possono variare da 5-25. I punteggi più alti si riferiscono ad un processo decisionale 
caratterizzato da un elevato sentimento di rimpianto. 
La terza rubrica del questionario cerca di evidenziare le strategie usate nella presa delle 
decisioni, per comprendere se ci sono differenze nelle strategie scelte tra uomini e donne, 
adulti e giovani. L’intento è quello di utilizzare i risultati di questa rubrica per concludere 
come la strategia scelta possa influenzare la preferenza per le decisioni di gruppo. È 
necessario sottolineare che le affermazioni di questa rubrica non si riferiscono ad un modello 
in particolare, ma sono state formulate in base alla discussione riportata precedentemente nel 
Capitolo 5. Anche nella terza rubrica si utilizza la scala Likert da 1-5.
La quarta rubrica del questionario include affermazioni che mettono in evidenza 
possibili benefici o limiti dei processi decisionali di gruppo come l’aumento della creatività e 
dell’efficacia della decisione presa, lo sviluppo professionale e personale, il livello di 
conflittualità che può portare a ritardi, la minaccia per il prestigio ed il potere personale etc. 
Sono stati scelti alcuni dei benefici e delle problematiche importanti del processo decisionale 
di gruppo che in consistenza con le ipotesi della ricerca si pensa possono influenzare in 
maniera significativa la propensione verso tali processi. La rubrica è composta da 15 
affermazioni che devono essere valutate sulla scala Likert da 1-5 e l’analisi è stata fatta sulla 
base della somma dei punteggi. Così, i punteggi per questa rubrica possono variare da 15-75, 
dove quelli sopra la media (37.5) indicano una preferenza per i processi decisionali di gruppo. 
Anche i questo caso, la rubrica non si riferisce ad un modello in particolare, ma è stata 
elaborata in base ai Capitoli 3 e 5.
La quinta rubrica del questionario è stata disegnata per misurare il coinvolgimento 
emotivo della persona nella presa delle decisioni. Il modello usato è il PANAS116 elaborato da 
Watson, Clark e Tellegan (1988). Tale scala consiste nella valutazione di un numero di 
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sentimenti ed emozioni che possono manifestarsi nel momento in cui si deve fare una scelta, 
ma anche all’inizio del processo decisionale o dopo che una decisione è stata presa. La rubrica 
include 20 diversi sentimenti (10 sono sentimenti positivi, 10 sentimenti negativi) che devono 
essere valutati su una scala da 1 (per niente o molto poco) a 5 (estremamente molto) ed il 
punteggio totale può variare da 20-100. Il modello originale è stato usato per misurare le 
emozioni positive e negative. Nella presente ricerca l’obiettivo di tale rubrica è quello di 
stabilire se ci sono differenze tra giovani ed adulti, uomini e donne riguardo al carico emotivo 
che accompagna la presa delle decisioni ed evidenziare se alcuni specifici sentimenti ed 
emozioni sono caratteristici per ognuna di queste categorie, sempre con l’intenzione di 
ragionare su come essi possono influenzare la preferenza per le decisioni di gruppo.     La 
sesta rubrica del questionario cerca di valutare l’atteggiamento e la tolleranza verso il rischio.   
Bisogna sottolineare che anche per questa rubrica non ci si riferisce ad un modello specifico e 
le domande sono state elaborate in base alle conclusioni del Capitolo 5. Così, tra gli altri si 
cerca di valutare come viene percepito l’essere troppo cauti, se essere propensi al rischio è 
proprio necessario e qual’è il comportamento di fronte a decisioni accompagnate da un 
elevato rischio etc. Le affermazioni da valutare sono 8 ed è richiesta una valutazione sulla 
scala Likert da 1-5. Così, il punteggio per tale rubrica può variare da 8-40. L’analisi delle 
risposte fornite è fatta in base alla somma dei punteggi, dove i punteggi più alti dimostrano 
che una persona è propenso al rischio. Riguardo alla tolleranza per il rischio è stata formulata 
anche una domanda con 5 possibili risposte, che cerca di valutare se le decisioni rischiose 
orientano verso processi decisionali di gruppo o altro. 
La settima rubrica del questionario si riferisce alle percezioni riguardo le capacità 
cognitive. L’obiettivo è quello di stabilire se l’avanzare dell’età o essere donna sono collegati 
a percezioni di capacità cognitive più basse o ridotte rispetto all’essere uomini o giovani. 
Inoltre, si cerca di valutare se viene percepito qualche legame tra capacità cognitive e 
decisionali e se eventuali limiti di tali capacità possono essere compensati attraverso processi 
decisionali di gruppo. Tale rubrica include 7 affermazioni che devono essere valutate su una 
scala da 1-5. Così, il punteggio totale può variare da 7 a 35, indicando in caso di punteggi alti 
delle differenze significative tra giovani ed adulti, uomini e donne riguardo le percezioni sulle 
capacità cognitive e decisionali.
Alla fine del questionario, ai partecipanti viene richiesto di compilare la scheda 
personale con informazioni sul genere, età, educazione, posizione di lavoro, anni di lavoro in 
totale ed anni di lavoro nella posizione attuale.
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La validità del questionario è molto importante perché influenza il grado di 
significatività dei risultati ottenuti e delle conclusioni fatte. Per valutare la validità del 
contenuto del questionario è stato usato il metodo del pannello degli esperti. Tre questionari 
sono stati distribuiti per la valutazione del contenuto. Il primo questionario è stato dato per la 
valutazione ad un esperto nel campo del management e della presa delle decisioni, il secondo 
questionario è stato dato ad un esperto nel campo del management e della statistica ed il terzo 
questionario è stato dato ad un manager di una delle banche appartenente al campione. Agli 
esperti è stato chiesto di valutare il questionario e di individuare quali affermazioni dovevano 
essere tenute, quali affermazioni dovevano essere modificate e quali dovevano essere 
eliminate dal questionario. Dalle valutazioni fatte è risultato che in generale le domande 
dovevano essere tenute. Le modifiche suggerite riguardavano il linguaggio usato nella 
formulazione delle domande. Tenendo conto che gli impiegati di una banca non tutti 
possiedono una laurea e non tutti sono laureati in Economia, le affermazioni non dovevano 
essere troppo tecniche. D’altra parte, è stato suggerito di semplificare la formulazione delle 
domande in modo da non essere troppo lunghe e di eliminare le domande doppie che 
includevano due domande in una sola. 
9.2 I partecipanti
In totale sono stati distribuiti 350 questionari e raccolti 247. Così, il tasso di risposta è di 
70.6% e può essere ritenuto molto buono. I questionari sono stati distribuiti nelle 5 principali 
istituzioni bancarie delle due città dell’Albania: Tirana e Durazzo117. La distribuzione è stata 
fatta personalmente agli impiegati delle banche avendo così la possibilità di descrivere 
brevemente lo scopo della ricerca. Dopo aver consegnato personalmente i questionari, si è 
ritornati dopo alcuni giorni per raccogliere quelli compilati. Un numero limitato di questionari 
sono stati distribuiti e poi raccolti per posta elettronica. È stata ritenuta più opportuna tale 
procedura proprio per riuscire ad avere un numero più elevato di questionari compilati 
rispetto alla procedura di inserimento del questionario on-line. Non bisogna dimenticare che 
spesso non si risponde ai questionari perché ci si dimentica, non si comprende o si sottovaluta 
l’importanza della ricerca. 
La tabella in seguito riporta la distribuzione dei questionari raccolti per ogni banca e 
città incluse nella ricerca. Come si può notare è stato cercato di evitare differenze importanti 
nel numero dei questionari distribuiti tra banche e città. 
                                                            
117 Del campione, con le motivazioni e le tecniche di campionamento, è stato discusso precedentemente nel Capitolo 7.
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Tabella 9.1: I questionari raccolti per banca e città
Banca Durazzo Tirana Totale % per banca
Banka Credins 20 29 49 19.8%
Banka Raiffeisen 28 27 55 22.3%
Banka Kombetare Tregtare 26 30 56 22.7%
Banka Tirana 17 26 43 17.4%
Banka Intesa Sanpaolo 22 22 44 17.8%
Totale 113 134 247
% per città 45.7% 54.3%                      100%
In totale hanno partecipato alla ricerca 80 uomini e 167 donne di diverse età (M=32.5, 
DS=8..634) e con diversi anni di esperienza sia in totale (M=9.67, DS=8.044) che nella 
posizione attuale (M=4.77, DS=3.681). Tale partecipazione deriva dal fatto che 
tradizionalemte nel settore bancario in Albania sono assunti meno uomini e più donne e le 
banche preferiscono di più rispetto alle altre aziende assumere giovani. La Tabella 9.2 in 
seguito indica la distribuzione dei partecipanti per intervalli di età. 
Tabella 9.2: La distribuzione dei partecipanti per intervalli di età






Invece, le tabelle in seguito per offrire una panoramica più completa dei partecipanti 
riportano la loro distribuzione per educazione e posizione. 







Tabella 9.4: La distribuzione dei partecipanti per posizione
Posizione Nr. Percentuale
Dirigente 49 19.8%
Non dirigente 198 80.2%
Totale 247 100%
9.3 Risultati
Lo scopo della ricerca quantitativa è di valutare la preferenza per i processi decisionali 
di gruppo e di evidenziare alcuni fattori che possono influenzare la propensione verso essi. A 
tal riguardo, si prendono in analisi le caratteristiche demografiche come età e genere. Sono 
state scelte queste caratteristiche per cercare di stabilire se per la presa delle decisioni si 
devono formare gruppi omogenei oppure eterogenei. Alla base di tutto questo sta la 
supposizione che maggiore è la propensione della persona verso il processo decisionale di 
gruppo, maggiore sarà il suo contributo ed impegno come membro. Oltre all’età e al genere si 
prendono in analisi anche altre variabili come l’overconfidence, il rimpianto, la strategia 
decisionale, l’essere emotivo, la tolleranza verso il rischio e le capacità cognitive. L’analisi di 
tali variabili viene fatta in base all’assunzione che essi sono influenzati dall’età e dal genere e 
quindi possono influenzare anche la propensione per le decisioni di gruppo. 
Per la raccolta dei dati è stato usato il questionario, mentre la loro elaborazione è stata 
fatta attraverso il programma SPSS118, versione 17.0. Per testare le ipotesi della ricerca si è 
basati sul coefficiente di correlazione che risulta utile proprio nel scoprire se tra due variabili 
esiste una relazione. Più precisamente è stato prima usato il coefficiente di correlazione di 
Pearson. Bisogna sottolineare che tale coefficiente  non intende una relazione tra due variabili 
di tipo causa-effetto, ma semplicemente indica se tra le variabili esiste una relazione di tipo 
lineare. Dopo l’analisi dell’indipendenza statistica fra le variabili è stato calcolato il 
coefficiente di correlazione di Spearman per giudicare se la relazione tra le variabili è positiva 
o negativa. L’analisi è stata fatta su scale ad intervalli equivalenti, basandosi sulla somma dei 
punteggi per ogni rubrica del questionario, ma riportando anche i risultati per ogni 
affermazione quando le relazioni trovate sono statisticamente significative. L’intervallo di 
fiducia usato è 95%, evidenziando comunque anche le relazioni importanti tra le variabili per 
gli intervalli di fiducia 90% e 99%.  
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In seguito si riporta la verifica delle ipotesi e le tabelle rispettive riprodotte dal 
programma SPSS. 
9.3.1 La relazione età-preferenza per le decisioni di gruppo e genere-preferenza per le 
        decisioni di gruppo
La quarta rubrica del questionario (M=3.6, DS=0.553) mira ad individuare se l’età è 
collegata positivamente alla preferenza per le decisioni di gruppo e se tale preferenza è 
influenzata anche dal genere. Così, le ipotesi da testare sono (H1 e H2):  
H1: La preferenza per i processi decisionali di gruppo aumenta con l’età
Le Tabelle 9.5 e 9.6 in seguito indicano che non esiste una dipendenza statisticamente 
significativa tra l’età e la preferenza per i processi decisionali di gruppo (Sig.=p=0.637>0.05, 
rs=0.030). Ma anche se irrilevante per la popolazione, il coefficiente di Spearman dimostra 
che la correlazione tra età e preferenza per i processi decisionali di gruppo è positiva per il 
campione. 




Pearson Chi-Square .958 3 .812
Likelihood Ratio .961 3 .811
Linear-by-Linear Association .137 1 .711
N of Valid Cases 247
Tabella 9.6: La correlazione di Spearman età-preferenza per le decisioni di gruppo
Il gruppo dei 







Spearman’s rho Il gruppo dei fattori per 






Sig. (2-tailed) . .637
N 247 247
Età ad intervalli Correlation 
Coefficient
.030 1.000
Sig. (2-tailed) .637 .
N 247 247
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I risultati precedenti sono stati ottenuti lavorando con la sommatoria per la rubrica 
rispettiva del questionario. Invece, quando si cerca di concludere sui rapporti di dipendenza 
per ogni voce della rubrica si trovano delle conclusioni importanti.  
Come si può notare dalla Tabella 9.7, i calcoli indicano una relazione statisticamente 
importante tra età e la preferenza per le decisioni di gruppo anche per α=0.01  
(Sig.=p=0.002<0.01<0.05). Invece, il coefficiente di correlazione di Spearman conclude che 
tale relazione è positiva. Con l’avanzare dell’età si preferiscono maggiormente i processi 
decisionali di gruppo (rs=0.199). 











Spearman’s rho Età Correlation 
Coefficient
1.000 .199(**)
Sig. (2-tailed) . .002
N 247 247
IV.1 In generale, per 
prendere una decisione 





Sig. (2-tailed) .002 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
Nel tentativo di cercare delle spiegazioni sulla preferenza per i processi decisionali di
gruppo, i calcoli per la seconda affermazione sono interessanti. Come si può notare dalla 
Tabella 9.8 in seguito, esiste un legame statisticamente significativo tra età e la preferenza per 
le decisioni di gruppo perché sono qualitativamente migliori (Sig.=p=0.001<0.05). A parte 
che tale conclusione si può generalizzare per l’intera popolazione, essa risulta importante 
statisticamente anche per α=0.01. Il coefficiente di correlazione di Spearman è positivo 
(rs=0.212). Così, gli adulti ritengono più dei giovani che le decisioni di gruppo sono migliori 
di quelle individuali.
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prese da una 
sola persona
Spearman’s rho Età Correlation 
Coefficient
1.000 .212(**)
Sig. (2-tailed) . .001
N 247 247
IV.2 Preferisco i 
processi decisionali di 
gruppo perché le 
decisioni prese sono 
qualitativamente 
migliori di quelle prese 




Sig. (2-tailed) .001 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
Anche per la terza affermazione si scopre una relazione statisticamente significativa che 
può spiegare perché gli adulti preferiscono di più le decisioni di gruppo. 









Spearman’s rho Età Correlation 
Coefficient
1.000 .170(**)
Sig. (2-tailed) . .007
N 247 247
IV.3 In generale, mi 
fido delle capacità 





Sig. (2-tailed) .007 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
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Come si può notare dalla Tabella 9.9, tra età e la fiducia nelle capacità degli altri 
membri dell’impresa esiste un legame di dipendenza importante che si mantiene tale anche 
per α=0.01 (Sig.=p=0.007<0.05). Il coefficiente di correlazione di Spearman dimostra un 
rapporto positivo tra le due variabili (rs=0.170). Così, gli adulti hanno più fiducia nelle 
capacità degli altri membri (colleghi e superiori) rispetto ai giovani. 
I risultati della Tabella 9.10 indicano una relazione statisticamente importante tra età ed 
influenza delle decisioni di gruppo sul prestigio e potere personale per α=10% 
(Sig.=p=0.060<0.1). Inoltre, il coefficiente di correlazione di Spearman dimostra un legame 
negativo (rs= -0.120). Così, a differenza dei giovani gli adulti non ritengono che le decisioni 
di gruppo rappresentano una minaccia per il prestigio ed il potere personale. 











prestigio ed il 
potere 
personale
Spearman’s rho Età Correlation 
Coefficient
1.000 -.120
Sig. (2-tailed) . .060
N 247 247
IV.5 Penso che le 
decisioni di gruppo in 
generale 
rappresentano una 
minaccia per il 





Sig. (2-tailed) .060 .
N 247 247
I risultati riportati in seguito nella Tabella 9.11 indicano un legame statisticamente 
importante tra età ed esperienza nella presa delle decisioni, che può essere generalizzato per 
l’intera popolazione anche per α=0.01 (Sig.=p=0.001<0.05). Il coefficiente di correlazione di 
Spearman dimostra che tale relazione di dipendenza è positiva (rs=0.206). Quindi, più dei 
giovani, gli adulti ritengono che il livello di esperienza che dispongono li può permettere di 
decidere da soli. 
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di decidere da 
solo
Spearman’s rho Età Correlation 
Coefficient
1.000 .206(**)
Sig. (2-tailed) . .001
N 247 247
IV.7 L’esperienza 
che possiedo mi 





Sig. (2-tailed) .001 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
Dalla Tabella 9.12 nel seguire, si può notare un legame statisticamente importante tra 
età ed il livello di confusione che si può creare all’interno di un gruppo quando si deve 
scegliere (Sig.=p=0.046<0.05). Il coefficiente di correlazione di Spearman dimostra che tale 
relazione di dipendenza è negativa (rs= -0.127). Quindi, a differenza dei giovani, gli adulti 
ritengono che i diversi punti di vista all’interno di un gruppo non portano alla confusione. 




punti di vista 





Spearman’s rho Età Correlation 
Coefficient
1.000 -.127(*)
Sig. (2-tailed) . .046
N 247 247
IV.10 Più punti di 
vista ci sono per un 
problema/situazione, 





Sig. (2-tailed) .046 .
N
247 247
* Correlation is significant at the 0.05 level (2-tailed)
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La seconda ipotesi da testare si riferisce alla relazione tra genere e preferenza per i 
processi decisionali di gruppo. 
H2: Le donne sono più propense ai processi decisionali di gruppo




Pearson Chi-Square .012 1 .914
Likelihood Ratio .012 1 .914
Linear-by-Linear Association .012 1 .914
N of Valid Cases 247
Tabella 9.14: La correlazione di Spearman genere-preferenza per le decisioni di gruppo
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 











Sig. (2-tailed) .915 .
N 247 247
         I calcoli riassunti nelle due tabelle precedenti dimostrano che non esiste una dipendenza 
statisticamente significativa tra genere e preferenza per i processi decisionali di gruppo.
Quindi, tale preferenza è indipendente dal genere. Il coefficiente di correlazione di Spearman 
dimostra una relazione negativa tra genere e preferenza per le decisioni di gruppo. Questo 
significa che le donne hanno una minore preferenza per le decisioni di gruppo, anche se 
statisticamente insignificante tale correlazione per la popolazione (Sig.=p=0.915>0.05; rs = -
0.007). Comunque, quando si valuta la relazione tra genere e la prima affermazione della 
rubrica i risultati cambiano. 
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Spearman’s rho Genere Correlation Coefficient 1.000 -.108
Sig. (2-tailed) . .090
N 247 247
IV.1 In generale, per 
prendere una decisione 
preferisco i processi 
decisionali di gruppo
Correlation Coefficient -.108 1.000
Sig. (2-tailed) .090 .
N 247 247
Così, come si può notare dalla Tabella 9.15, esiste una relazione statisticamente 
significativa tra genere e la preferenza per le decisioni di gruppo non per α=5%, ma per 
α=10% (Sig.=p=0.090<0.1). Il coefficiente di correlazione di Spearman indica una relazione 
negativa (rs= -0.108). Si può concludere che a differenza degli uomini, le donne hanno una 
minore preferenza per i processi decisionali di gruppo. 
9.3.2 La relazione età-overconfidence e genere-overconfidence
La prima rubrica del questionario (M=4.23; DS=0.457) ha come scopo quello di 
stabilire se l’età e legata negativamente con l’overconfidence e se le donne sono meno 
overconfident rispetto agli uomini. Le ipotesi da testare sono come segue (H3 e H4):
H3: L’overconfidence è legata negativamente all’età




Pearson Chi-Square .971 6 .987
Likelihood Ratio 1.148 6 .979
Linear-by-Linear Association .000 1 .985
N of Valid Cases 247
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Tabella 9.17: La correlazione di Spearman età-overconfidence
Il gruppo dei 






Spearman’s rho Il gruppo dei fattori per 
la rubrica 1: 






Sig. (2-tailed) . .988
N 247 247
Età ad intervalli Correlation 
Coefficient
-.001 1.000
Sig. (2-tailed) .988 .
N 247 247
Riferendosi alle Tabelle 9.16 e 9.17 si nota una relazione statisticamente non rilevante 
tra età e overconfidence. Invece, il coefficiente di correlazione di Spearman è negativo. 
Quindi, anche se statisticamente non importante nella totalità della popolazione, con 
l’aumento dell’età diminuisce il sentirsi overconfident (Sig.=p=0.988>0.05; rs= -0.01).
Cosa succede nel caso del genere? A tal proposito, l’ipotesi da verificare è formulata 
come segue:
H4: Le donne sono più overconfident rispetto agli uomini




Pearson Chi-Square 3.780 2 .151
Likelihood Ratio 3.523 2 .172
Linear-by-Linear Association 1.518 1 .218
N of Valid Cases 247
         La tabella precedente dimostra che l’overconfidence è indipendente dal genere. 
Comunque, il coefficiente di correlazione di Spearman nella Tabella 9.19 a seguire dimostra 
un legame positivo che vuol dire che le donne sono un po’ più overconfident rispetto agli 
uomini per gli elementi scelti della popolazione, ma che tale correlazione è statisticamente 
insignificante per l’intera popolazione (Sig.=p=0.256>0.05, rs=0.073). 
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Tabella 9.19: La correlazione di Spearman genere-overconfidence
Il gruppo dei 






Spearman’s rho Il gruppo dei fattori per 
la rubrica 1: 











Sig. (2-tailed) .256 .
N 247 247
Bisogna sottolineare che per calcolare le correlazioni riportate nelle tabelle sopra è stato 
lavorato in base alle sommatorie della prima rubrica del questionario secondo le diverse scale. 
Invece, quando si fanno le valutazioni per ogni affermazione della rubrica rispettiva i risultati 
diventano molto interessanti. Così, anche le correlazioni per ogni affermazione dimostrano 
che non esiste un legame statisticamente significante tra età e overconfidence. Invece, per il 
legame tra genere e overconfidence le affermazioni che indicano un legame importante e le 
rispettive correlazioni sono riassunte nelle tabelle in seguito.
Tabella 9.20: La correlazione di Spearman genere-overconfidence (Affermazione 1)
Genere





Spearman’s rho Genere Correlation Coefficient 1.000 .132*
Sig. (2-tailed) . .038
N 247 247
I.1 Penso di possedere un 
numero considerevole di 
capacità
Correlation Coefficient .132* 1.000
Sig. (2-tailed) .038 .
N 247 247
*Correlation is significant at the 0.05 level (2-tailed)
La Tabella 9.20 dimostra un legame statisticamente importante tra genere e la 
percezione sulle proprie capacità (Sig.=p=0.038<0.05). Il coefficiente di correlazione di 
262
Spearman indica che tale relazione è positiva (rs=0.132). Così, più degli uomini, le donne 
ritengono di possedere un numero considerevole di capacità. 
Tabella 9.21: La correlazione di Spearman genere-overconfidence (Affermazione 2)
Genere
I.2 Ci sono 
momenti in cui 
penso di non 
valere niente
Spearman’s rho Genere Correlation Coefficient 1.000 .147*
Sig. (2-tailed) . .021
N 247 247
I.2 Ci sono momenti in cui 
penso di non valere niente
Correlation Coefficient .147* 1.000
Sig. (2-tailed) .021 .
N 247 247
*Correlation is significant at the 0.05 level (2-tailed)
La Tabella 9.21 indica che esiste una relazione statisticamente importante tra genere e la 
tendenza di pensare a volte di non valere niente (Sig.=p=0.021<0.05). Il coefficiente di 
correlazione di Spearman valuta tale relazione come positiva (rs=0.147). Così, più degli 
uomini, le donne ritengono a volte di non valere niente. 
Tabella 9.22: La correlazione di Spearman genere-overconfidence (Affermazione 4)
Genere






Spearman’s rho Genere Correlation Coefficient 1.000 .160*
Sig. (2-tailed) . .012
N 247 247
I.4 Penso di avere molte 
cose da sentirmi 
orgoglioso di me stesso
Correlation Coefficient .160* 1.000
Sig. (2-tailed) .012 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
I risultati ottenuti, riportati sopra nella Tabella 9.22, dimostrano un legame 
statisticamente importante tra genere ed il sentirsi orgogliosi di sé stessi (Sig.=p=0.012<0.05). 
Il coefficiente di correlazione di Spearman ritiene che tale relazione è positiva (rs=0.160). 
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Quindi, le donne ritengono si essere orgogliose per molte più cose rispetto agli uomini. 
Essendo questa conclusione statisticamente significativa per α=0.05 può essere generalizzata 
per l’intera popolazione. 
Tabella 9.23: La correlazione di Spearman genere-overconfidence (Affermazione 5)
Genere
I.5 In generale, 
sono contento 
di me stesso
Spearman’s rho Genere Correlation Coefficient 1.000 .126*
Sig. (2-tailed) . .048
N 247 247
I.5 In generale, sono 
contento di me stesso
Correlation Coefficient .126* 1.000
Sig. (2-tailed) .048 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
         Anche tra genere ed essere contenti di sé stessi il legame è statisticamente significativo. 
Come nella Tabella 9.23, il coefficiente di correlazione di Spearman anche in questo caso è 
positivo e quindi le donne si sentono più contente dei risultati ottenuti rispetto agli uomini. 
Così, tale relazione può essere generalizzata per l’intera popolazione (Sig.=p=0.048<0.05, 
rs=0.126). 
In seguito, la Tabella 9.24 dimostra che la relazione tra genere ed il desiderio di avere 
maggiore rispetto di sé stesso è statisticamente importante.
Tabella 9.24: La correlazione di Spearman genere-overconfidence (Affermazione 6)
Genere
I.6 Vorrei avere 
più rispetto di 
me stesso
Spearman’s rho Genere Correlation Coefficient 1.000 -.111
Sig. (2-tailed) . .082
N 247 247
I.6 Vorrei avere più 
rispetto di me stesso
Correlation Coefficient -.111 1.000
Sig. (2-tailed) .082 .
N 247 247
Tale relazione risulta importante per α=0.1 (Sig.=p=0.082<0.1). Il coefficiente di 
correlazione di Spearman in questo caso è negativo e quindi le donne desiderano meno degli 
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uomini di avere più rispetto di sé stesse, perché probabilmente hanno già raggiunto il livello 
desiderato di rispetto (rs= -0.111). 
9.3.3 La relazione età-rimpianto e genere-rimpianto
Con la seconda rubrica del questionario (M=3.49; DS=0.831) si cerca di evidenziare 
l’esistenza di un legame tra i sentimenti di rimpianto dopo aver preso una decisione ed età e 
genere. Le ipotesi da verificare sono (H5 e H6):
H5: Dopo aver preso una decisione, gli adulti sono più soggetti al fenomeno del rimpianto 
rispetto ai giovani




Pearson Chi-Square .917 2 .632
Likelihood Ratio .935 2 .627
Linear-by-Linear Association .068 1 .794
N of Valid Cases 247
Dalla Tabella 9.25 in precedenza si può concludere che la presenza del sentimento di 
rimpianto dopo che una decisione è stata presa non dipende dall’età in maniera statisticamente 
importante. Il coefficiente di correlazione di Spearman dimostra un legame positivo che vuol 
dire che con l’avanzare dell’età aumentano i sentimenti di rimpianto per i soggetti in analisi, 
ma tale correlazione è statisticamente insignificante nella totalità della popolazione 
(Sig.=p=0.709>0.05; rs=0.024). 
Tabella 9.26: La correlazione di Spearman età-rimpianto
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 
la rubrica 2: Rimpianto 





Sig. (2-tailed) . .709
N 247 247
Età ad intervalli Correlation 
Coefficient
.024 1.000
Sig. (2-tailed) .709 .
N 247 247
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Si può concludere nello stesso modo anche per il genere? L’ipotesi da verificare è così 
formulata:
H6: Dopo aver preso una decisione le donne sono più soggette al fenomeno del rimpianto 
rispetto agli uomini




Pearson Chi-Square 2.832 2 .243
Likelihood Ratio 2.755 2 .252
Linear-by-Linear Association .843 1 .358
N of Valid Cases 247
Tabella 9.28: La correlazione di Spearman genere-rimpianto                                         
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 
la rubrica 2: Rimpianto 










Sig. (2-tailed) .463 .
N 247 247
Riferendosi alle Tabelle 9.27 e 9.28 si può concludere che anche tra genere e rimpianto 
la relazione non è statisticamente importante. Il coefficiente di correlazione di Spearman tra la 
presenza dei sentimenti di rimpianto dopo che una decisione è stata presa ed il genere è 
positiva. Comunque, bisogna precisare che tale correlazione è significativa per gli elementi in 
analisi, ma statisticamente non rilevante per la popolazione (Sig.=p=0.463>0.05, rs=0.047).
Le conclusioni riguardo l’impatto dell’età e del genere sulla presenza del sentimento di 
rimpianto dopo che una decisione è stata presa derivano dai calcoli fatti sulla base delle 
sommatorie secondo le diverse scale per tutte le affermazioni della seconda rubrica del 
questionario. Quando si valutano le correlazioni per ogni affermazione i risultati cambiano 
soltanto per la relazione tra età e la terza affermazione della rubrica. 
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Spearman’s rho Età Correlation 
Coefficient
1.000 .145(*)
Sig. (2-tailed) . .022
N 247 247
II.3 In generale, quando 
prendo una decisione e 
quella risulta efficace, 
ho comunque un senso 
di fallimento se capisco 





Sig. (2-tailed) .022 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
Così, come nella Tabella 9.29, Sig.=p=0.022<0.05 e rs=0.145. I risultati indicano una 
relazione statisticamente importante tra età ed il senso di fallimento quando si scopre che 
un’altra decisione sarebbe risultata migliore. Per di più, la relazione tra questi variabili è 
positiva il che vuol dire che tale sentimento aumenta con l’età. 
9.3.4 La relazione età-strategia decisionale e genere-strategia decisionale
Ci sono molti studi che cercano di identificare le strategie decisionali degli adulti e delle 
donne. Ma esistono delle differenze tra adulti e giovani, donne e uomini riguardo la strategia 
adottata nella presa delle decisioni? Le ipotesi da testare sono (H7 e H8):
H7: Le strategie decisionali adottate dagli adulti sono diverse da quelle dei giovani
         I risultati nelle Tabelle 9.30 e 9.31 a seguire indicano che non ci sono relazioni 
statisticamente rilevanti tra età e strategie decisionali.
267




Pearson Chi-Square 4.651 3 .199
Likelihood Ratio 4.732 3 .193
Linear-by-Linear Association .031 1 .861
N of Valid Cases 247
Tabella 9.31: La correlazione di Spearman per età-strategia decisionale 









Spearman’s rho III. Il gruppo dei fattori 












Sig. (2-tailed) .618 .
N 247 247
Così, il coefficiente di correlazione di Spearman è negativo e quindi non si possono 
definire delle strategie che sono tipiche per gli adulti. Comunque, bisogna sottolineare che 
tale correlazione non è statisticamente significativa per l’intera popolazione 
(Sig.=p=0.618>0.05, rs= -0.032). Comunque, interessanti sono i risultati per la sesta 
affermazione, riportati nella Tabella 9.32 a seguire. È stata trovata una relazione 
statisticamente significante tra età e la sesta strategia presa in analisi (Sig.=p=0.021<0.05). 
Invece, il coefficiente di correlazione di Spearman indica una relazione negativa (rs= -0.147). 
Tale correlazione è significativa e può essere generalizzata per l’intera popolazione. Così, gli 
adulti non considerano i risultati positivi di una decisione come più importanti di quelli 
negativi rispetto ai giovani. 
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Tabella 9.32: La correlazione di Spearman per età-strategia decisionale (Affermazione 
6)
Età
III.6 Di fronte 







Spearman’s rho Età Correlation 
Coefficient
1.000 -.147(*)
Sig. (2-tailed) . .021
N 247 247
III.6 Di fronte ad 
una scelta considero 







Sig. (2-tailed) .021 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
L’altra ipotesi da testare e così formulata:
H8: Le donne adottano delle strategie decisionali che sono diverse di quelle degli uomini
Riferendosi alle Tabelle 9.33 e 9.34 esiste un legame statisticamente insignificante tra il 
genere e le strategie decisionali usate. Quindi, non è possibile indicare delle strategie 
decisionali che sono tipiche per le donne o gli uomini. Il coefficiente di correlazione di 
Spearman è positivo, ma comunque non significativo per l’intera popolazione 
(Sig.=p=0.536>0.05, rs=0.040).




Pearson Chi-Square .386 1 .534
Likelihood Ratio .387 1 .534
Linear-by-Linear Association .385 1 .535
N of Valid Cases 247
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Tabella 9.34: La correlazione di Spearman per genere-strategia decisionale









Spearman’s rho III. Il gruppo dei fattori 












Sig. (2-tailed) .536 .
N 247 247
9.3.5 La relazione età-emozioni e genere-emozioni
Esiste un rapporto di dipendenza tra età e genere ed emozioni prima della decisione, nel 
momento della scelta e nella fase post-decisionale? L’obiettivo della quinta rubrica del 
questionario (M=3.28, DS=0.495) è proprio quello di fornire una risposta a tale requisito. 
Così, le ipotesi sono formulate come segue (H9 e H10): 
H9: Esiste un legame positivo tra le emozioni e l’età nella presa delle decisioni
I risultati nelle Tabelle 9.35 e 9.36 a seguire dimostrano che non ci sono differenze 
statisticamente rilevanti tra adulti e giovani riguardo la presenza delle emozioni nella presa 
delle decisioni. Il coefficiente di correlazione di Spearman indica un legame negativo, ma 
statisticamente non significativo per l’intera popolazione (Sig.=p=0.829>0.05, rs= -0.014)




Pearson Chi-Square .553 3 .907
Likelihood Ratio .559 3 .906
Linear-by-Linear Association .119 1 .730
N of Valid Cases 247
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Tabella 9.36: La correlazione di Spearman per età-emozioni
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 











Sig. (2-tailed) .829 .
N 247 247
L’altra ipotesi è così formulata:
H10: Le donne sono più soggette alle emozioni nella presa delle decisioni rispetto agli uomini




Pearson Chi-Square .363 1 .547
Likelihood Ratio .359 1 .549
Linear-by-Linear Association .361 1 .548
N of Valid Cases 247
          
Tabella 9.38: La correlazione di Spearman per genere-emozioni
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 











Sig. (2-tailed) .549 .
N 247 247
Basandosi sulle Tabelle 9.37 e 9.38 si può concludere che non ci sono differenze 
statisticamente rilevanti tra uomini e donne riguardo alla presenza delle emozioni nella presa 
delle decisioni. Quindi, il carico emotivo che accompagna la presa delle decisioni è 
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indipendente dal genere (Sig=p=0.549>0.05). Il coefficiente di correlazione di Spearman 
indica un legame negativo (rs= -0.038). Così, le donne sono meno soggette alle emozioni nella 
presa delle decisioni rispetto agli uomini, ma statisticamente questo risultato non è 
significativo e quindi non si può affermare la stessa cosa per l’intera popolazione.
Le analisi fatte per ogni emozione incluso nel modello PANAS offrono risultati 
interessanti sia per l’età che per il genere. Le tabelle in seguito, sono un riassunto di tali 
risultati.









Spearman’s rho Età Correlation 
Coefficient
1.000 -.106
Sig. (2-tailed) . .096
N 247 247
V.9 La frequenza di 
occorrenza del 


















Spearman’s rho Età Correlation 
Coefficient
1.000 -.114
Sig. (2-tailed) . .074
N 247 247
V.14 La frequenza di 
occorrenza del sentirsi





Sig. (2-tailed) .074 .
N 247 247
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Dalle Tabelle 9.39 e 9.40 si notano delle relazioni statisticamente importanti tra età ed il 
sentirsi forte (Sig.=p=0.096<0.1) ed attento (Sig.=p=0.074<0.1) nella presa delle decisioni. I 
coefficienti di correlazione di Spearman rispettivamente rs= -0.106 e rs= -0.114 essendo 
negativi indicano che con l’età la presenza di tali sentimenti diminuisce. Anche le tabelle nel 
seguire offrono risultati interessanti.









Spearman’s rho Genere Correlation Coefficient 1.000 .104
Sig. (2-tailed) . .103
N 247 247
V.10 La frequenza di 
occorrenza del sentimento 
di nervosismo nella presa 
delle decisioni
Correlation Coefficient .104 1.000
Sig. (2-tailed) .100 .
N 247 247









Spearman’s rho Genere Correlation Coefficient 1.000 -.113
Sig. (2-tailed) . .076
N 247 247
V.11 La frequenza di 
occorrenza dei sentimenti 
di colpa nella presa delle 
decisioni
Correlation Coefficient -.113 1.000
Sig. (2-tailed) .076 .
N 247 247
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La Tabella 9.42 indica un legame statisticamente importante tra genere e la presenza del 
nervosismo nella presa delle decisioni. Tale legame può essere generalizzato per l’intera 
popolazione per α=10% (Sig.=p=0.100=0.1). Il coefficiente di correlazione di Spearman è 
positivo portando alla conclusione che il nervosismo nella presa delle decisioni è più 
caratteristico per le donne che per gli uomini (rs= -0.104). Le donne si possono differenziare 
dagli uomini anche per i sentimenti di colpa nella decisione presa. Come nella Tabella 9.43, la 
relazione tra tali sentimenti e genere è statisticamente rilevante per α=10% 
(Sig.=p=0.076<0.1). Il coefficiente di correlazione di Spearman determina che tale relazione è 
negativa (rs= -0.113) e quindi le donne a differenza degli uomini si sentono meno in colpa per 
le decisioni prese. Continuando con i calcoli per ogni sentimento del modello PANAS si 
scopre un altro legame statisticamente significativo riportato nella Tabella 9.43. Così, per il 
sentimento dell’entusiasmo Sig.=p=0.008<0.05. Questo risultato è molto importante perché si 
mantiene anche per α=0.01 e può essere generalizzato per l’intera popolazione. Il coefficiente 
di correlazione di Spearman indica una dipendenza negativa tra le due variabili. Quindi, le 
donne si sentono meno entusiaste nella presa delle decisioni rispetto agli uomini (rs= -0.170).









Spearman’s rho Genere Correlation Coefficient 1.000 -.170**
Sig. (2-tailed) . .008
N 247 247
V.17 La frequenza di 
occorrenza del sentimento 
di entusiasmo nella presa 
delle decisioni
Correlation Coefficient -.170** 1.000
Sig. (2-tailed) .008 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
9.3.6 La relazione età-rischio e genere-rischio
L’atteggiamento verso il rischio dipende dall’età e dal genere? La sesta rubrica del 
questionario (M=4.02, DS=3.360) tenta di rispondere a questa domanda di ricerca. Così, le 
ipotesi da testare sono (H11 e H12):
H11: Gli adulti sono più propensi al rischio rispetto ai giovani
274
Riferendosi alle Tabelle 9.44 e 9.45 a seguire, non esiste una relazione statisticamente 
significativa trà età e tolleranza al rischio. Il coefficiente di correlazione di Spearman è 
negativo per i soggeti in analisi. Quindi, con l’avanzare dell’età si diventa avversi al rischio. 
Comunque, tale correlazione non è statisticamente rilevante in modo da essere generalizzata 
per l’intera popolazione (Sig.=p=0.328>0.05, rs= -0.062)




Pearson Chi-Square 4.093 3 .252
Likelihood Ratio 3.751 3 .290
Linear-by-Linear Association .775 1 .379
N of Valid Cases 247
Tabella 9.45: La correlazione di Spearman età-tolleranza al rischio
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 
la rubrica 6: Rischio 





Sig. (2-tailed) . .328
N 247 247
Età ad intervalli Correlation 
Coefficient
-.062 1.000
Sig. (2-tailed) .328 .
N 247 247





di rischio è 
necessario
Spearman’s rho Età Correlation 
Coefficient
1.000 -.136(*)
Sig. (2-tailed) . .033
N 247 247
VI.3 Assumere un certo 





Sig. (2-tailed) .033 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
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Comunque, si scoprono delle relazioni importanti tra età e tolleranza al rischio se 
l’analisi viene fatta per ogni affermazione delle rubrica rispettiva del questionario. 
Così, come si può notare dalla Tabella 9.46 più sopra, esiste un legame statisticamente 
significativo tra età e la necessità di assumero un certo livello di rischio (Sig.=p=0.033<0.05). 
Il coefficiente di correlazione di Spearman dimostra che tale legame è negativo (rs= -0.136). 
Quindi, con l’avanzare dell’età si ritiene di meno che un certo grado di rischio sia necessario 
nella presa delle decisioni. 
I calcoli, riportati nella Tabella 9.47 a seguire, indicano un rapporto di dipendenza tra 
età e la tendenza a rimandare o evitare la presa delle decisioni rischiose. Tale relazione è 
statisticamente significativa (Sig.=p=0.036<0.05) e quindi può essere generalizzata per 
l’intera popolazione. D’altra parte, il coefficiente di correlazione di Spearman è positivo 
(rs=0.133) indicando che gli adulti a differenza dei giovani cercano di più a rimandare o 
evitare la presa delle decisioni rischiose. 










Spearman’s rho Età Correlation 
Coefficient
1.000 .133(*)
Sig. (2-tailed) . .036
N 247 247
VI.5 In situazioni 
complesse cerco di 





Sig. (2-tailed) .036 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
Anche la Tabella 9.48 in seguito riporta risultati interessanti. Si nota una relazione 
statisticamente significativa tra età ed il livello di impegno in situazioni di rischio. Tale 
relazione risulta importante anche per α=0.01 (Sig.=p=0.005<0.01<0.05) e può essere 
generalizzata per l’intera popolazione. Invece, il coefficiente di correlazione di Spearman 
indica una dipendenza negativa (rs= -0.177) portando alla conclusione che con l’età 
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diminuiscono lo stimolo e l’impegno quando si deve decidere in situazioni accompagnate da 
elevato rischio. 










Spearman’s rho Età Correlation 
Coefficient
1.000 -.177(**)
Sig. (2-tailed) . .005
N 247 247
VI.6 Le decisioni 
rischiose 
rappresentano una 
sfida e mi stimolano 





Sig. (2-tailed) .005 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
         L’atteggiamento verso il rischio può essere una conseguenza anche dell’importanza dei 
risultati che si vogliono raggiungere.
         








Spearman’s rho Età Correlation 
Coefficient
1.000 -.131(*)
Sig. (2-tailed) . .040
N 247 247






Sig. (2-tailed) .040 .
N 247 247
         A questo riguardo, la Tabella 9.49 dimostra che esiste una relazione statisticamente 
importante nel caso dell’età (Sig.=p=0.040<0.05). Riguardo al tipo della dipendenza, il 
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coefficiente di correlazione di Spearman indica un legame negativo. Quindi, gli adulti 
preferiscono rischiare di meno anche quando la decisione rischiosa può portare al 
raggiungimento di risultati importanti (rs= -0.131).









Spearman’s rho Età Correlation 
Coefficient
1.000 .118
Sig. (2-tailed) . .064
N 247 247
VI.8 Le decisioni 
rischiose 
rappresentano una 





Sig. (2-tailed) .064 .
N 247 247
I risultati dell’ultima tabella dimostrano che esiste un legame statisticamente 
significativo tra età e la percezione delle decisioni rischiose come minacce. Tale conclusione 
risulta vera per α=10% ed essendo importante può essere generalizzata per l’intera 
popolazione (Sig.=p=0.064<0.1). Il coefficiente di correlazione di Spearman indica che tale 
relazione è positiva (rs=0.118). Così, gli adulti a differenza dei giovani ritengono che le 
decisioni rischiose sono minacce che devono essere evitate. 
L’altra ipotesi da verificare si riferisce al rapporto tra genere e rischio ed è così formulata:
H12: Le donne sono più propense al rischio rispetto agli uomini




Pearson Chi-Square 6.943 1 .008
Likelihood Ratio 6.687 1 .010
Linear-by-Linear Association 6.915 1 .009
N of Valid Cases 247
Dalla Tabella 9.51 si nota una relazione statisticamente rilevante tra genere e 
tolleranza al rischio. Quindi, il livello di rischio assunto dipende dal genere.
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Tabella 9.52: La correlazione di Spearman genere-tolleranza al rischio
Il gruppo dei 





Spearman’s rho Il gruppo dei fattori per 
la rubrica 6: Rischio 










Sig. (2-tailed) .008 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
Il coefficiente di correlazione di Spearman tra genere e tolleranza al rischio è positivo. 
Questo vuol dire che le donne sono più propense al rischio rispetto agli uomini. Tale 
correlazione è statisticamente rilevante per l’intera popolazione, non solo per α = 0.05, ma 
anche per α = 0.01 (Sig.=p=0.008<0.01<0.05, rs=0.168).





certo invece di 
uno possibile
Spearman’s rho Genere Correlation Coefficient 1.000 .126*
Sig. (2-tailed) . .049
N 247 247
VI.1 Preferisco un 
risultato certo invece di 
uno possibile
Correlation Coefficient .126* 1.000
Sig. (2-tailed) .049 .
N 247 247
* Correlation is significant at the 0.05 level (2-tailed)
Per la prima affermazione della sesta rubrica del questionario i risultati si modificano. 
Così, come nella Tabella 9.53, il coefficiente di Pearson dimostra una relazione 
statisticamente importante tra genere ed il livello di certezza degli esiti della decisione 
(Sig.=p=0.049<0.05). Il coefficiente di correlazione di Spearman indica un legame positivo 
(rs=0.126). Così, le donne preferiscono di più un risultato certo invece di uno possibile, 
rispetto agli uomini. 
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9.3.7 La relazione preferenza per il gruppo-età e preferenza per il gruppo-genere in base al 
        grado di rischio della decisione
Un motivo che può orientare verso i processi decisionali di gruppo può essere il grado 
di rischio delle decisioni. 
H13: Per le decisioni rischiose la preferenza di decidere in gruppo aumenta con l’età





Pearson Chi-Square 3.636 3 .304
Likelihood Ratio 3.694 3 .296
Linear-by-Linear Association 3.239 1 .072
N of Valid Cases 247
Il coefficiente di correlazione di Pearson indica un’influenza statisticamente rilevante 
dell’età sulla preferenza per le decisioni di gruppo in caso di decisioni con alto livello di 
rischio (Tabella 9.54). La correlazione di Spearman dimostra un legame positivo 
statisticamente importante (Tabella 9.55). Quindi, con l’avanzare dell’età, in situazioni 
accompagnate da elevato rischio si preferiscono di più i processi decisionali di gruppo.
Tabella 9.55: La correlazione di Spearman per decisioni rischiose-preferenza per il 
gruppo influenzate dall’età
VI. 9 Per le 
decisioni 
accompagnat




VI.9 Per le decisioni 
accompagnate dal 










Sig. (2-tailed) .099 .
N 247 247
Dalla tabella precedente si nota una relazione di dipendenza importante tra età e la 
preferenza per le decisioni di gruppo in caso di elevato rischio. Tale conclusione può essere 
generalizzata per l’intera popolazione per α=0.1 (Sig.=p=0.099<0.1). Il coefficiente di 
correlazione di Spearman indica un legame positivo tra queste variabili (rs=0.105). Questo 
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significa che gli adulti in situazioni rischiose sono più propensi ai processi decisionali di 
gruppo rispetto ai giovani. 
H14: Per le decisioni rischiose le donne preferiscono le decisioni di gruppo a differenza degli 
uomini





Pearson Chi-Square 3.111 1 .078
Likelihood Ratio 3.119 1 .077
Linear-by-Linear Association 3.099 1 .078
N of Valid Cases 247
La Tabella 9.56 riporta un’influenza statisticamente rilevante del genere sulla 
preferenza per le decisioni di gruppo in caso di decisioni con alto livello di rischio per α=0.1.
Invece, il coefficiente di correlazione di Spearman nella Tabella 9.57 in seguito dimostra un 
legame negativo statisticamente importante tra le variabili (Sig.=p=0.078<0.1, rs= -0.112). 
Quindi, le donne in situazioni accompagnate da maggiore rischio preferiscono di meno i 
processi decisionali di gruppo a differenza degli uomini, quindi sono più individualiste. 
Tabella 9.57: La correlazione di Spearman per decisioni rischiose-preferenza per il 
gruppo influenzate dal genere
VI.9 Per le 
decisioni 
accompagnat
e dal rischio 
prefersico il 
gruppo: Genere
VI.9 Per le decisioni 
accompagnate dal 













9.3.8 La relazione età-percezioni sulle capacità cognitive/decisionali e genere-percezioni 
         sulle capacità cognitive/decisionali
Cosa pensano gli adulti delle loro capacità cognitive? E le donne come percepiscono le 
loro capacità cognitive e decisionali? Sono tali percezioni influenzati dall’età e dal genere? 
Inoltre, tali percezioni influenzano la preferenza per le decisioni di gruppo? La settima rubrica 
del questionario (M=3.48, DS=0.668) cerca proprio di offrire delle risposte a queste domande, 
testando le ipotesi in seguito (H15 e H16):
H15: Gli adulti percepiscono una maggiore influenza dell’età e del genere sulle capacità 
cognitive e decisionali rispetto ai giovani





Pearson Chi-Square 1.347 3 .718
Likelihood Ratio 1.358 3 .715
Linear-by-Linear Association .248 1 .619
N of Valid Cases 247
         La Tabella 9.58 evidenzia che non ci sono differenze statisticamente rilevanti tra adulti e 
giovani nelle loro percezioni riguardo l’influenza dell’età e del genere sulle capacità cognitive 
e decisionali. Il coefficiente di correlazione di Spearman nella Tabella 9.59 a seguire indica 
un legame positivo, ma non statisticamente significativo per l’intera popolazione 
(Sig.=p=0.808>0.05, rs=0.016). 
Tabella 9.59: La correlazione di Spearman per adulti-percezioni sulle capacità cognitive 
e decisionali
Il gruppo dei 







Spearman’s rho Il gruppo dei fattori 
per la rubrica 7: 












Sig. (2-tailed) .808 .
N 247 247
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Le analisi per ognuna delle affermazioni della rubrica offrono risultati interessanti, 
evidenziati nelle tabelle in seguito.  
Tabella 9.60: La correlazione di Spearman per adulti-percezioni sulle capacità cognitive 










Spearman’s rho Età Correlation 
Coefficient
1.000 -.247(**)
Sig. (2-tailed) . .000
N 247 247
VII.3 La velocità di 
elaborazione 






Sig. (2-tailed) .000 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
Tabella 9.61: La correlazione di Spearman per adulti-percezioni sulle capacità cognitive 
e decisionali (Affermazione 7)
Età
VII.7 Ritengo 










Spearman’s rho Età Correlation 
Coefficient
1.000 .102
Sig. (2-tailed) . .110
N 247 247
VII.7 Ritengo che i 
processi decisionali di 
gruppo sono il modo 
migliore per 
compensare le 





Sig. (2-tailed) .100 .
N 247 247
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Così come nella Tabella 9.60, tra età e la percezione sulle modifiche della velocità di 
elaborazione dell’informazione e la memoria esiste una relazione statisticamente importante, 
anche per α=0.01 (Sig.=p=0<0.01<0.05). Il coefficiente di correlazione di Spearman indica un 
rapporto di dipendenza negativo (rs= -0.247). Così, gli adulti non ritengono che la loro 
velocità nell’elaborazione dell’informazione e la memoria sono peggiori rispetto ai giovani. 
Riferendosi alla Tabella 9.61 più sopra si può concludere che esiste una relazione 
statisticamente significativa tra età e la percezione del gruppo come uno strumento utile nel 
compensare possibili deficit cognitivi e decisionali (Sig.=p=0.100=0.1). Il coefficiente di 
correlazione di Spearman è positivo (rs=0.102). Questo significa che a differenza dei giovani 
gli adulti ritengono maggiormente che i processi decisionali di gruppo sono il modo migliore 
per compensare eventuali limiti personali cognitivi e decisionali. 
H16: Le donne percepiscono una maggiore influenza dell’età e del genere sulle capacità 
cognitive e decisionali





Pearson Chi-Square 12.140 1 .000
Likelihood Ratio 12.272 1 .000
Linear-by-Linear Association 12.091 1 .001
N of Valid Cases 247
Tabella 9.63: La correlazione di Spearman per genere-percezioni sulle capacità 
cognitive e decisionali
Il gruppo dei 
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Sig. (2-tailed) .000 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
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Dalle Tabelle 9.62 e 9.63 più sopra si nota una dipendenza statisticamente importante 
tra genere ed influenza delle capacità cognitive e decisionali dall’età e genere anche per 
α=0.01 (Sig.=p=0<0.1<0.05). Il coefficiente di correlazione di Spearman indica un legame 
negativo. Quindi, le donne a differenza degli uomini pensano che le capacità cognitive e 
decisionali sono poco influenzate dal genere e dall’età (rs = -0.222). Questa correlazione è 
statisticamente rilevante per gli elementi in analisi e per l’intera popolazione. 
         In seguito si riportano le relazioni statisticamente importanti tra genere e le affermazioni
della settima rubrica del questionario. 
Tabella 9.64: La correlazione di Spearman per genere-percezioni sulle capacità 










Spearman’s rho Genere Correlation Coefficient 1.000 -.124
Sig. (2-tailed) . .051
N 247 247
VII.1 Il peggioramento 
delle capacità cognitive 
comprende capacità 
decisionali non buone
Correlation Coefficient -.124 1.000
Sig. (2-tailed) .050 .
N 247 247
Tabella 9.65: La correlazione di Spearman per genere-percezioni sulle capacità 
cognitive e  decisionali (Affermazione 5)
Genere






Spearman’s rho Genere Correlation Coefficient 1.000 -.279**
Sig. (2-tailed) . .000
N 247 247




Correlation Coefficient -.279** 1.000
Sig. (2-tailed) .000 .
N 247 247
**Correlation is significant at the 0.01 level (2-tailed)
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La Tabella 9.64 indica un legame statisticamente importante tra genere e la tendenza di 
considerare il peggioramento delle capacità cognitive come capacità decisionali meno buone 
(Sig.=p=0.050=0.05). Il coefficiente di correlazione di Spearman è negativo (rs= -0.124) 
indicando che le donne hanno tale percezione meno degli uomini. 
Un’altra relazione statisticamente importante si trova per la quinta affermazione della 
rubrica rispettiva del questionario. Come riportato nella Tabella 9.65 tale relazione è 
importante anche per α=0.01 (Sig.=p=0<0.01). Il coefficiente di correlazione di Spearman 
indica che la relazione è negativa (rs= -0.279). Così, le donne ritengono di non avere capacità 
decisionali più limitate degli uomini. 
Tabella 9.66: La correlazione di Spearman per genere-percezioni sulle capacità 








Spearman’s rho Genere Correlation Coefficient 1.000 -.234**
Sig. (2-tailed) . .000
N 247 247
VII.6 Gli uomini superano 
le donne nelle capacità 
cognitive
Correlation Coefficient -.234** 1.000
Sig. (2-tailed) .000 .
N 247 247
** Correlation is significant at the 0.01 level (2-tailed)
Come nella Tabella 9.66, anche per la sesta affermazione del questionario il legame è 
statisticamente importante nel caso del genere (Sig.=p=0<0.01<0.05). Tale dipendenza si 
mantiene importante anche per α=0.01. Il coefficiente negativo di Spearman (rs= -0.234) 
indica che le donne non ritengono di avere capacità cognitive più ridotte degli uomini. Tale 
conclusione può essere generalizzata per l’intera popolazione. 
9.3.9 L’analisi della regresione multipla
La preferenza per i processi decisionali di gruppo dipende da quali variabili? Cosa 
succede se tali variabili sono messi insieme, si accentua o si riduce la loro influenza sulla 
propensione per le decisioni di gruppo? L’ipotesi da testare è formulata come segue:
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H17: Il sentimento di rimpianto, le percezioni riguardo alle capacità cognitive e decisionali, il 
grado di rischio della decisione, il genere e l’età sono legati positivamente alla preferenza per 
i processi decisionali di gruppo. 




Preferenza per le decisioni di gruppo = Y
Rimpianto = X1
Capacità cognitive/decisionali = X2
Rischio della decisione = X3
Genere = X4
Età = X5
Siccome Y è una variabile categorica (0=Non d’accordo, 1=D’accordo) allora è stato usato il 
modello “Logistic Binary Multivariate” e l’equazione di regressione assume la forma 
seguente:
Ln della preferenza= Li= b0+b1X1+b2X2+b3X3+b4X4+b5X5
Dove:
Preferenza per le decisioni di gruppo (variabile dummy: 0= Non d’accordo, 1= D’accordo)
=Y
Rimpianto (variabile dummy: 0= Non d’accordo, 1= D’accordo) = X1
Capacità cognitive/decisionali (variabile dummy: 0= Non d’accordo, 1= D’accordo) = X2
Rischio della decisione (variabile dummy: 0= da solo o con consulto, 1= in gruppo) = X3
Genere (variabile dummy: 0= Uomo, 1= Donna) = X4
Età =X5
Le tabelle 9.67 e 9.68 in seguito riportano la codifica fatta alle variabili prese in analisi, sia 
per quelle dipendenti che per quelle non dipendenti. 
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Tabella 9.67: La codifica della variabile dipendente
Valore originale Valore interno
Non d’accordo 0
D’accordo 1
Tabella 9.68: La codifica delle variabili categoriche
Observed Predicted
4regresion- Il gruppo di 
fattori Rubrica 4-








Step 0 4regresion- Il 
gruppo di fattori 
Rubrica 4-
“Preferenza” (In 
base alla rubrica 4 
ricodifica)
         
        
Non d’accordo 0 96 .0
D’accordo 0 145 100.0
Overall Percentage 60.2
Come si può notare dalle Tabelle 9.67 e 9.68, la codifica per le variabili Rimpianto, 
Capacità Cognitive/Decisionali, Rischio delle decisioni è: D’accordo=1 e Non d’accordo=0. 
Questo vuol dire che il gruppo dei partecipanti “Non d’accordo” servirà come gruppo di 
riferimento. Così, il modello logistico ci dimostrerà se i partecipanti che sono “D’accordo” 
per ogni di queste variabili (Xi) avranno possibilità maggiori o minori di essere “D’accordo” 
riguardo alla preferenza per i processi decisionali di gruppo (Y). 
Uno dei problemi che può sorgere nell’analisi della regressione multipla è la 
multicolinearità. Di conseguenza, prima di iniziare l’analisi della regressione multipla è 
indispensabile valutare la multicolinearità tra le variabili indipendenti (Tabella 9.69). 














Constant 1.000 -.153 -.190 -.154 -.319 -.103
2RegRimpianto -.153 1.000 -.065 .048 .045 -.008
7RegCogn/Dec -.190 -.065 1.000 .083 .243 .009
6RegRischio -.154 .048 .083 1.000 .117 -.127
Genereregresion -.319 .045 .243 .117 1.000 .155
Etàregresion -.103 -.008 .009 -.127 .155 1.000
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La multicolinearità si verifica quando esistono delle correlazioni significative tra le 
variabili indipendenti incluse nell’analisi della regressione. La sua presenza può portare a 
conclusioni sbagliate riguardo alle variabili indipendenti statisticamente significative, 
rendendo così molto difficile l’interpretazione del modello. Dalla tabella di sopra si può 
notare che le variabili indipendenti prese in analisi non soffrono la multicolinearità e si può 
procedere con l’analisi della regressione multipla. 




Step 29.191 5 .000
Block 29.191 5 .000
Model 29.191 5 .000
Come riportato nella Tabella 9.70, il modello che prende in analisi tutte le variabili 
sopracitate è statisticamente importante perché χ2= 29.191, p=0.000<0.05. Inoltre, come si 
può notare dalla Tabella 9.71 in seguito, R2 Cox & Snell =0.114 e R
2
Nagelkerke =0.154 dimostrano 
una relazione intensa tra le variabili Xi prese in analisi insieme e la loro influenza sulla 
preferenza per i processi decisionali di gruppo.  








1 294.873(a) .114 .154
a. Estimation terminated at iteration number 4 because parameter estimates changed by less than 
.001
Tabella 9.72: Le variabili dell’equazione
B S.E. Wald df Sig. Exp(B)
Step 
1(a) 2RegRimpianto .827 .282 8.624 1 .003 2.286
7RegCogn/Dec .893 .292 9.349 1 .002 2.443
6RegRischio .757 .287 6.942 1 .008 2.132
Genereregresion .376 .314 1.427 1 .232 1.456
Etàregresion .014 .017 .700 1 .403 1.014
Constant -2.388 .811 8.673 1 .003 .092
a. Variable(s) entered on step 1: 2RegRimpianto, 7RegCogn/Dec, 6RegRischio, 
Genereregresion, Etàregresion
In base alla Tabella 9.72, l’equazione binaria logistica assume la forma seguente:
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Ln (possibilità di influenzare la preferenza per le decisioni di gruppo) = -2.388 + 0.827 
Rimpianto + 0.893 Capacità Cognitive/Decisionali + 0.757 Rischio della decisione + 0.376 
Genere + 0.014 Età
In seguito, si discute sull’interpretazione dei coefficienti della regressione. Per ogni caso, la 
relazione analizzata si riferisce a due variabili quando gli altri sono costanti.
X1: Esiste una differenza statisticamente significativa nella preferenza per i processi 
decisionali di gruppo per gli individui che sono “D’accordo” per il Rimpianto verso quelli che
sono “Non d’accordo” riguardo al Rimpianto (χ2= 8.624, p=0.003<0.05). Inoltre, Exp(β) per il 
Rimpianto è 2.286 >1. Questo significa che le possibilità di essere “D’accordo” (D’accordo 
=1) nella preferenza per i processi decisionali di gruppo per gli individui che sono 
“D’accordo” riguardo al Rimpianto tentano di essere maggiori in confronto alle possibilità di 
essere “Non d’accordo” (Non d’accordo=0) nella preferenza per i processi decisionali di 
gruppo per gli individui che sono “Non d’accordo” riguardo al Rimpianto.
X2: Esiste una differenza statisticamente significativa nella preferenza per i processi 
decisionali di gruppo per gli individui che sono “D’accordo” riguardo alle Capacità 
Cognitive/Decisionali verso quelli che sono “Non d’accordo” riguardo tali capacità (χ2= 
9.349, p=0.002<0.05). Inoltre, Exp(β) per le Capacità Cognitive/Decisionali è 2.443>1. 
Questo significa che le possibilità di essere “D’accordo” (D’accordo =1) riguardo alla 
preferenza per i processi decisionali di gruppo per gli individui che sono “D’accordo” 
riguardo alle Capacità Cognitive/Decisionali tentano di essere maggiori in confronto alle 
possibilità di essere “Non d’accordo” (Non d’accordo=0) nella preferenza per i processi 
decisionali di gruppo per gli individui che sono “Non d’accordo” riguardo alle Capacità 
Cognitive/Decisionali.
X3: Esiste una differenza statisticamente significativa nella preferenza per i processi 
decisionali di gruppo per gli individui che sono “D’accordo” riguardo al Rischio della 
decisione verso quelli che sono “Non d’accordo” riguardo al Rischio della decisione (χ2= 
6.942, p=0.008<0.05). Inoltre, Exp(β) per il Rischio della decisione è 2.132>1. Questo 
significa che le possibilità di essere “D’accordo” (D’accordo =1) riguardo alla preferenza per 
i processi decisionali di gruppo per gli individui che sono “D’accordo” riguardo al Rischio 
della decisione tentano di essere maggiori in confronto alle possibilità di essere “Non 
d’accordo” (Non d’accordo=0) nella preferenza per i processi decisionali di gruppo per gli 
individui che sono “Non d’accordo” riguardo il Rischio della decisione.
X4: Non esiste una differenza statisticamente significativa nella preferenza per i processi 
decisionali di gruppo per le donne rispetto agli uomini (χ2= 1.427, p=0.232>0.05). Inoltre, 
Exp(β) per il Genere è 1.456>1. Questo significa che le possibilità di essere “D’accordo” 
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(D’accordo =1) riguardo la preferenza per i processi decisionali di gruppo per le donne 
(Donne=1) tentano di essere maggiori in confronto alle possibilità di essere “Non d’accordo” 
(Non d’accordo=0) nella preferenza per i processi decisionali di gruppo per gli uomini 
(Uomini=0). Comunque, essendo questa relazione statisticamente non significativa, si può 
dire che tale conclusione resta valida per i partecipanti nella ricerca, ma non per l’intera 
popolazione.
X5: L’età non influenza in maniera statisticamente significativa la preferenza per i 
processi decisionali di gruppo (χ2=0.700, p=0.403>0.05). Inoltre, Exp(β) per l’età è 1.014≈1. 
Questo significa che l’aumento dell’età mediamente di 1 anno influenza l’atteggiamento verso 
i processi decisionali di gruppo in tale maniera: l’essere “D’accordo” riguardo alla preferenza 
(D’accordo=1) e l’essere “Non d’accordo” riguardo alla preferenza (Non d’accordo=0) in un 
rapporto rispettivamente 50% con 50%.
9.4 Discussione dei risultati
         I gruppi all’interno delle organizzazioni hanno un grado di diversità sempre maggiore in 
termini della loro composizione demografica e tale diversità continuerà ad aumentare 
ulteriormente in futuro (Van Knippenberg, De Dreu e Homan, 2004). La diversità si riferisce 
alle differenze tra individui in qualsiasi caratteristica o elemento che porta alla percezione che 
una persona è diversa da un’altra (Williams e O’Reilly, 1998). Le ricerche suggeriscono che 
la diversità del gruppo può offrire molte opportunità all’organizzazione, ma allo stesso tempo 
la può mettere di fronte a grandi sfide (Martins e Milliken, 1996). Questo perché la diversità 
può portare a conseguenze positive e negative riguardo alla performanza del gruppo119. 
         Le ricerche sulla diversità si focalizzano di più sul genere, età, etnia, educazione e 
professione. Williams e O’Reilly (1998) identificano due principali filoni di ricerca riguardo 
la diversità del gruppo: l’approccio della categorizzazione sociale e l’approccio 
dell’informazione e della presa delle decisioni. L’approccio della categorizzazione sociale 
sottolinea che più il membro del gruppo ha delle caretteristiche simili agli altri membri più 
egli si identifica con il gruppo, assumendo atteggiamenti che favoriscono il proprio gruppo e 
che dimostrano ostilità verso gli altri gruppi120. Più i gruppi sono omogenei più facilmente si 
arriva al consenso, la coesione è maggiore, i conflitti e le uscite dal gruppo si riducono (Van 
Knippenberg, De Dreu e Homan, 2004). Tali caratteristiche influenzano positivamente la 
                                                            
119 Sui benefici e problematiche che accompagnano i gruppi omogenei ed eterogenei è stato discusso nella prima parte della 
tesi, al Capitolo 1.
120 Per questo argomento ci si può riferire al Capitolo 1, dove si riportano le principali teorie sui gruppi.
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performanza del gruppo. L’approccio dell’informazione e della presa delle decisioni 
sottolinea il contrario. Siccome nei gruppi eterogenei ci sono diverse conoscenze, capacità ed 
abilità, diversi punti di vista e opinioni differenti, tali gruppi superano i  gruppi omogenei 
nella performanza (Williams e O’Reilly, 1998). 
         Martins e Milliken (1996) distinguono due tipologie di diversità. La prima si riferisce a 
caratteristiche osservabili come età, genere, etnia, mentre la seconda si riferisce a 
caratteristiche meno osservabili come capacità, educazione, professione, esperienze, 
caratteristiche della personalità e valori personali. La presente ricerca si riferisce alla diversità 
delle caratteristiche osservabili e più precisamente alla diversità del gruppo riguardo l’età ed il 
genere. In generale, più diverso è il gruppo riguardo l’età ed il genere maggiori sono le entrate 
e le uscite al gruppo così come le assenze, determinate dal basso livello di integrazione tra i 
membri (Martins e Milliken, 1996). Comunque, Watson, Kumar e Michaelsen (1993) hanno 
trovato che i gruppi eterogenei sono migliori di quelli omogenei nella presa delle decisioni, 
perché riescono ad identificare più alternative possibili ed il grado della cooperazione è 
maggiore. 
         Ovviamente il discorso sui benefici e sulle problematiche della diversità è molto ampio 
e le conclusioni delle varie ricerche in questo ambito sono poco consistenti. Con la 
discussione precedente si è voluto offrire una panoramica generale sugli effetti e conseguenze 
della diversità del gruppo sulla sua performanza, ma l’obiettivo di questa ricerca non è 
stabilire se i gruppi omogenei sono migliori di quelli eterogenei o viceversa. Lo scopo è 
quello di scoprire se la propensione ai processi decisionali di gruppo cambia in base all’età ed 
al genere. Sulla base di tutto questo sta la supposizione che più il membro è propenso ai 
processi decisionali di gruppo, maggiore sarà il suo contributo nella presa delle decisioni. Le 
conclusioni a tal proposito possono aiutare i dirigenti delle imprese nella scelta dei membri.
9.4.1 La relazione età-preferenza per le decisioni di gruppo e genere-preferenza per le 
        decisioni di gruppo
Studi precedenti hanno evidenziato che la preferenza per i processi decisionali di 
gruppo dipende dall’età. La presente ricerca non ha trovato una relazione di dipendenza tra 
queste variabili. Tale risultato è consistente con quello di Berg, Johnson, Meegan e Strough 
(2003) che precedentemente avevano concluso che la propensione per le decisioni di gruppo 
non è influenzata dall’età. Comunque, riguardo a questa conclusione bisogna sottolineare che 
è stato lavorato sulla base della somma dei punteggi per la rubrica rispettiva del questionario. 
Siccome tale rubrica include diverse affermazioni che devono essere valutate, invece di 
292
accentuare la preferenza di decidere in gruppo esse si annullano a vicenda. Così, quando le 
affermazioni sono analizzate una ad una i risultati si modificano. 
         È stata trovata una dipendenza positiva importante tra la preferenza per le decisioni di 
gruppo e l’età. Così, in generale gli adulti quando devono decidere preferiscono il gruppo. 
Questo risultato è consistente con quello di Denney e Palmer (1981) che avevano trovato che 
tale preferenza aumentava con l’avanzare dell’età. Ma come si può spiegare questo risultato? 
È stato trovato che gli adulti ritengono maggiormente dei giovani che le decisioni prese in 
gruppo sono migliori di quelle prese a livello individuale. Così, le loro percezioni sulla qualità 
delle decisioni del gruppo sono in consistenza con le conclusioni evidenziate da altre ricerche 
le quali sostengono che in media il risultato di un gruppo supera quello del singolo individuo 
che fa parte dello stesso gruppo (Sniezek e Henry, 1989; Tindale e Sheffey, 2002; 
Surowiecki, 2004). 
Un altro motivo evidenziato dalle analisi che può spiegare l’orientamento degli adulti 
verso i processi decisionali di gruppo è la fiducia nelle capacità degli altri membri 
dell’organizzazione. È stato trovato un legame di dipendenza positiva molto importante tra 
queste due variabili. Così a differenza dei giovani, gli adulti si fidano di più delle capacità 
degli altri membri dell’organizzazione, superiori o colleghi, per questo preferiscono 
collaborare e decidere insieme. Questo può essere spiegato col fatto che gli adulti possono 
fare parte della stessa organizzazione da molto più tempo rispetto ai giovani e avendo avuto 
altre occasioni in passato per lavorare insieme sono in grado di valutare meglio le capacità 
decisionali degli altri. Ma anche se non fosse così, l’esperienza accumulata li può aiutare a 
stabilire quali sono le persone capaci e quali no. Riguardo all’esperienza i risultati trovati 
sono molto interessanti. Si può pensare che gli adulti, avendo maggiore esperienza rispetto ai 
giovani preferiscono di meno i processi decisionali di gruppo. Hertwig, Barron, Weber e Erev 
(2004) hanno concluso che gli adulti prendono decisioni migliori dei giovani a causa della 
maggiore esperienza. Comunque, nella presente ricerca è stato trovato che anche se gli adulti 
pensano che l’esperienza che possiedono li può permettere di decidere da soli, essi 
preferiscono decidere in gruppo. Questo si può spiegare col fatto che forse gli adulti sono più 
consapevoli che le decisioni basate nel passato non necessariamente sono migliori, portando 
spesso il decisore all’uso delle euristiche e bias cognitivi. Berg, Strough, Calderone, Sansone 
e Weir (1998) ritengono che gli adulti sono più facilmente soggetti all’uso delle euristiche e 
dei vari bias. L’esperienza aiuta a sviluppare conoscenze e processi automatici che facilitano 
la presa delle decisioni (Finucane e Gullion, 2010). Ma allora perché gli adulti non 
preferiscono decidere da soli, ma si orientano verso i processi decisionali di gruppo? Forse 
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perché essi ritengono che le organizzazioni si trovano a dover prendere di più decisioni 
nuove, mai affrontate in passato. 
I risultati ottenuti dalla ricerca offrono altre ragioni che possono aiutare a spiegare la 
maggiore preferenza degli adulti per i processi decisionali di gruppo. Così, essi ritengono che 
decidere in gruppo non rappresenta per niente una minaccia per il prestigio ed il potere 
personale. D’altra parte, il gruppo può identificare più soluzioni. È stata trovata una 
dipendenza negativa molto importante tra l’età ed il fatto che più punti di vista ci sono per una 
decisione, maggiore sarà la confusione. A differenza dei giovani, gli adulti ritengono che le 
diverse opinioni all’interno di un gruppo non portano alla confusione. Interessante è il fatto 
che gli adulti hanno una maggiore preferenza per i processi decisionali di gruppo rispetto ai 
giovani, ma comunque questa non influenza l’essere disposti a cambiare l’impresa dove 
lavorano con un’altra, anche se quest’ultima utilizza largamente i processi decisionali di 
gruppo.
         Sopra è stato discusso riguardo all’influenza dell’età sulla preferenza per i processi 
decisionali di gruppo. Cosa succede invece nel caso del genere? Su questo, in seguito si 
analizzano i risultati. 
         Bart e McQueen (2013) ritengono che la partecipazione delle donne nei consigli direttivi 
porta a decisioni migliori. Comunque, i risultati della presente ricerca indicano che tra genere 
e la preferenza per i processi decisionali di gruppo non esiste una relazione importante. Ma 
come nel caso dell’età anche qui i risultati cambiano quando l’analisi è fatta per ogni 
elemento della rubrica rispettiva del questionario. Così, si trova una relazione statisticamente 
significativa tra le due variabili e per di più tale relazione è negativa. Quindi, a differenza 
degli uomini, le donne in generale preferiscono meno a decidere in gruppo. Andreoni e 
Vesterlund (2011) hanno trovato che gli uomini sono più egoisti, mentre le donne più 
egualitarie. Partendo da questa conclusione è stato pensato che le donne ritengono che anche 
gli altri devono avere la possibilità di esprimere la propria opinione riguardo una decisione e 
di conseguenza esse dovevano preferire di decidere in gruppo più degli uomini. Invece, i 
risultati non hanno confermato questo. Non esiste una relazione di dipendenza tra genere e 
l’essere egualitario. Inoltre, precedentemente Lauriola e Levin (2001) avevano sostenuto che 
gli uomini sono meno orientati a concordare e che essi usano di meno strategie di 
compromesso o di negoziazione. Partendo da questi risultati, si è ritenuto che gli uomini sono 
più avversi ai processi decisionali di gruppo, mentre le donne più propense. Invece, la ricerca 
ha dimostrato il contrario. Conclusioni importanti sono state trovate anche riguardo alla 
creatività del gruppo e l’atteggiamento delle donne verso esso. Studi precedenti hanno 
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concluso che la creatività del gruppo è maggiore della creatività individuale (Llaci, 2010). 
Richiamando Bart e McQueen (2013), gli uomini superano le donne nel ragionamento 
normativo, preferendo usare durante il processo decisionale regole e metodi tradizionali, 
mentre le donne sono più aperte ad imparare, più curiose ed in modo attivo si impegnano a 
comprendere le prospettive ed i ragionamenti degli altri. Così, si aspettava che le donne si 
trovassero meglio nei processi decisionali di gruppo rispetto agli uomini. I risultati ottenuti 
hanno dimostrato che le donne non hanno un atteggiamento propenso verso la creatività e che 
quindi la loro preferenza per i processi decisionali di gruppo non è influenzata dal fatto che i 
gruppi sono più creativi ed innovativi. Questa può essere una ragione che spiega l’avversità 
delle donne a decidere in gruppo. Per di più, contrariamente ai risultati di Bart e McQueen 
(2013), il genere non influenza l’essere curiosi a conoscere il modo di ragionare degli altri. 
Inoltre, dall’analisi dei risultati è stato trovato che le relazioni conflittuali con gli altri colleghi 
e l’essere stati precedentemente isolati dal gruppo o che il gruppo abbia ignorato le idee non 
dipende dal genere. Precedentemente anche Pelled (1997) aveva concluso che non ci sono 
legami tra la diversità di genere ed i conflitti in gruppo. 
Il fatto che le donne hanno una minore preferenza per i processi decisionali di gruppo 
rispetto agli uomini può essere spiegato con i risultati di Niederle e Vesterlund (2007), 
secondo i quali le donne non amano le competizioni. Partecipare in gruppo per prendere una 
decisione comporta una sorta di competizione, perché i membri cercherano di sostenere ed 
argomentare davanti agli altri la propria opinione. La propensione verso i processi decisionali 
di gruppo può dipendere dal fatto che molto spesso tali processi vengono percepiti come una 
minaccia per il prestigio ed il potere personale o che la preferenza per tali processi sia un 
indicatore di incapacità ed insicurezza nel decidere. I risultati di questa ricerca dimostrano che 
tali percezioni sono indipendenti dal genere, ma che comunque le donne preferiscono di meno 
le decisioni di gruppo. Inoltre, è stato trovato che tra il genere e le percezioni riguardo alla 
qualità delle decisioni di gruppo e la fiducia negli altri membri del organizzazione non esiste 
nessun legame. Così, a differenza dell’età, questi motivi non possono essere usati per 
comprendere la minore propensione delle donne verso i processi decisionali di gruppo. 
Comunque, bisogna affermare che le discussioni in seguito offrono basi importanti a sostegno 
di questo risultato.
In conclusione, si vuole sottolineare che le diverse affermazioni della quarta rubrica del 
questionario non hanno lo stesso peso riguardo all’influenza sulla preferenza per i processi 
decisionali di gruppo. Quindi, anche se i risultati in base alle somma dei punteggi non 
dimostrano legami tra età, genere e la preferenza di decidere in gruppo, giudicando molto 
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importante la prima affermazione della rubrica, si può dire che gli adulti hanno una maggiore 
propensione verso i processi decisionali di gruppo rispetto ai giovani, mentre le donne hanno 
una minore propensione verso tali processi in confronto agli uomini. 
9.4.2 La relazione età-overconfidence e genere-overconfidence
L’overconfidence è un altro aspetto che può differenziare gli adulti dai giovani. 
Comunque, bisogna sottolineare che i risultati delle ricerche a questo riguardo non sono 
consistenti. Partendo da diversi studi che dimostravano che con l’età le capacità cognitive e 
decisionali peggiorano è stato ipotizzato che gli adulti sono meno overconfident rispetto ai 
giovani. Precedentemente, Devolder (1993) e Pliske e Mutter (1996) hanno concluso che gli 
adulti sono meno soggetti a l’overconfidence, mentre Crawford e Stankov (1996) ritengono il 
contrario. Diversamente da queste conclusioni, i risultati della presente ricerca indicano che 
l’overconfidence non dipende dall’età. Tali risultati sono in coerenza con quelli di Hershey e 
Wilson (1997) che hanno trovato lo stesso livello di overconfidence sia negli adulti che nei 
giovani. 
Spesso, difronte ad una decisione il decisore sceglie di non decidere. In generale, si 
ritiene che gli adulti possono essere più orientati ad evitare una decisione rispetto ai giovani 
(Okun, 1976; Mather, 2006). Anche i risultati ottenuti da questa ricerca hanno dimostrato che 
gli adulti cercano di evitare o rimandare la presa delle decisioni complesse. In queste 
circostanze la questione che si pone consiste nel capire se la tendenza degli adulti ad evitare le 
decisioni è conseguenza di una riduzione della fiducia nelle proprie capacità decisionali 
oppure no. Dalle analisi dei dati forniti sembra proprio di no. Quindi, gli adulti non sono né 
più né meno overconfident dei giovani, ma hanno comunque una maggiore tendenza ad 
evitare o rimandare la presa delle decisioni. Come può essere spiegato tutto questo? Una 
spiegazione alla tendenza di evitare le decisioni può essere il grado di conflitto tra le opzioni, 
oppure il carico emozionale che accompagna la presa delle decisioni. D’altra parte può essere 
che gli adulti non sono consapevoli dei possibili limiti o che lo sono, ma non desiderano farli 
conoscere. L’overconfidence dipende dalla valutazione delle proprie capacità decisionali e 
queste ultime dall’esperienza accumulata. Interessante è anche il fatto che gli adulti valutano 
l’esperienza accumulata come importante e che li può permettere di prendere buone decisioni 
anche da soli, ma comunque essi non sono overconfident. Questo può essere conseguenza del 
fatto che gli adulti sono consapevoli che la maggior parte delle decisioni da affrontare sono 
decisioni nuove e non di routine.
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Inoltre, era stato ipottizato che se gli adulti sono meno overconfident essi dovrebbero 
preferire di più i processi decisionali di gruppo, proprio per compensare le loro minori 
capacità. I risultati di questa ricerca hanno dimostrato che l’overconfidence è indipendente 
dall’età, ma che gli adulti preferiscono più dei giovani i processi decisionali di gruppo. A 
supporto di questa conclusione, bisogna non dimenticare che le capacità decisionali sono 
influenzate da una molteplicità di fattori tra quali il grado di strutturazione del problema, la 
raccolta di diverse informazioni, la comprensione dei limiti delle proprie capacità etc. Quindi, 
quando si devono valutare le capacità decisionali bisogna considerare sia le caratteristiche 
individuali, ma anche quelle del problema e del contesto (Finucane, Mertz, Slovic e Schmidt, 
2005; Finucane e Gullion, 2010). 
L’overconfidence è un bias cognitivo che differenzia il comportamento tra uomini e 
donne. Molti studi ritengono che le donne sono meno overconfident rispetto agli uomini 
(Pulford e Colman, 1997). Niederle e Vesterlund (2007) hanno concluso che alle donne non 
piacciono le situazioni competitive e preferiscono un ambiente più stabile. Al contrario, gli 
uomini scelgono spesso di entrare e partecipare in situazioni competitive proprio perché sono 
più overconfident. Inoltre, egli ritengono che le donne attribuiscono i loro successi passati alla 
fortuna, invece gli uomini le attribuiscono alle loro capacità e competenze. La presente ricerca 
ha dimostrato che il livello di overconfidence non dipende dal genere. Questo risultato è 
coerente con quello di Soll e Klayman (2004). Ma se i vari componenti della rubrica rispettiva 
del questionario sono analizzati uno ad uno si possono trovare delle differenze importanti tra 
uomini e donne. 
Così, le donne ritengono più degli uomini di possedere un numero considerevole di 
capacità. Comunque, bisogna sottolineare che le donne affermano più degli uomini che ci 
sono momenti in cui esse pensano di non valere niente, cosa che contraddice il risultato 
precedente. Ma questo non significa necessariamente che non si ha fiducia nelle proprie 
capacità. Così, a volte può succedere che si deve decidere in condizioni di nervosismo o 
stress, oppure si può spiegare col fatto che le donne percepiscono più degli uomini che 
l’efficacia delle decisioni non dipende solo dalle capacità decisionali possedute, ma anche da 
altri elementi di contesto. Un’altra spiegazione può essere che forse le donne sono alla ricerca 
di risultati sempre maggiori e che hanno fornito una risposta tale proprio riferendosi a questo 
contesto. Comunque, in generale esse si sentono orgogliose e contente dei risultati ottenuti più 
degli uomini e non rivelano di desidere ad avere più rispetto per sé stesse. 
Tutte le affermazioni per le quali è stato trovato un legame importante con il genere 
determinano l’autofiducia e quest’ultima rappresenta una delle cause dell’overconfidence. 
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Quindi, anche se le analisi in base alla somma dei punteggi per la rubrica rispettiva del 
questionario non sostengono la stessa conclusione, si può dire che le donne sono più 
overconfident rispetto agli uomini. Ma come può essere spiegata tale conclusione quando la 
maggior parte degli studi sostengono il contrario? 
Secondo Lenney (1977) l’autofiducia dipende dalla natura del feedback sulla 
performanza. Quando il feedback dato è chiaro e subito disponibile, le donne non valutano le 
loro abilità come meno buone rispetto agli uomini. Quando invece il feedback è assente o 
ambiguo le donne tendono a sottovalutare le loro capacità in confronto agli uomini 
diventando così più soggette all’underconfidence. Nel settore bancario, la valutazione della 
performanza è fatta regolarmente ogni 6 mesi, a volte ogni 3 mesi ed i risultati vengono
comunicati. Tale fatto può spiegare la tendenza delle donne ad essere overconfident. 
Un’altra spiegazione può essere trovata nella teoria della percezione delle proprie 
capacità (Cervone, Artistico e Berry, 2006). Quando una determinata decisione viene inserita 
in un contesto che è relativamente familiare per il decisore, vengono privilegiate le 
conoscenze personali che contribuiscono a valutazioni più elevate di autoefficacia. Al 
contrario, i contesti non familiari possono portare il decisore a pensare che non ha le capacità 
necessarie per decidere in modo efficace. Quindi, può essere che le donne sono più 
overconfident rispetto agli uomini perché forse esse si trovano a dover prendere sempre le 
stesse decisioni o comunque decisioni simili.
Per concludere bisogna sottolineare che anche se tra età ed overconfidence non esiste 
una relazione gli adulti sono più avversi al rischio rispetto ai giovani. Inoltre, anche se essi 
non sottovalutano le proprie capacità decisionali, rivelano una maggiore preferenza per i 
processi decisionali di gruppo. Invece, le donne sembra che hanno un elevato livello di 
autofiducia che le orienta di più verso l’overconfidence. Questo può spiegare il fatto che è 
stato trovato che le donne sono più propense al rischio e che hanno una minore preferenza per 
i processi decisionali di gruppo, dimostrandosi più individualiste nella presa delle decisioni.
9.4.3 La relazione età-rimpianto e genere-rimpianto
Gli adulti e le donne si possono differenziare nella presa delle decisioni rispettivamente 
dai giovani e dagli uomini riguardo al sentimento di rimpianto. Tale sentimento nasce quando 
gli esiti della decisione presa non soddisfano il decisore. Nella presa delle decisioni il
sentimento di rimpianto è molto importante perché non è solamente legato alla decisione 
stessa, ma spesso influenza la scelta del decisore orientandolo verso l’alternativa che egli 
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pensa possa evitare tale sentimento. Ma com’è influenzata la presenza del sentimento di 
rimpianto dall’età? 
         Secondo Mather e Johnson (2000), gli adulti sono più portati a ricordare elementi che 
favoriscono le opzioni scelte rispetto alle opzioni non scelte. Questo può portare alla 
conclusione che gli adulti sono meno affetti dal fenomeno di rimpianto. Più recentemente, 
Mather (2006) ha trovato che gli adulti sono più soggetti al rimpianto rispetto ai giovani. I 
risultati della presente ricerca dimostrano che la presenza di tale sentimento dopo che una 
decisione è stata presa è indipendente dall’età. Il fatto di non trovare una dipendenza 
statisticamente significativa tra le due variabili può dipendere dal  numero dei partecipanti che 
non è molto bilanciato per ogni fascia di età. Il rimpianto comporta sia l’avversità al rischio 
che la propensione, porta ad evitare la presa delle decisioni e si riferisce alla presa di una 
decisione non ottima (Gilovich e Medvec, 1995). Analizzando una ad una le affermazioni 
della rubrica rispettiva del questionario si trova che in generale gli adulti ed i giovani sono 
ugualmente curiosi di conoscere cosa sarebbe successo se avessero deciso diversamente e 
quindi non ci sono differenze tra essi riguardo all’impegno nel raccogliere più informazioni 
sulle alternative possibili. Contrariamente a questo, precedentemente Berg, Meegan e 
Klaczynski (1999) avevano concluso che gli adulti prima di decidere considerano meno 
informazioni dei giovani. 
Comunque, è stato trovato un legame importante tra l’età ed il modo di sentirsi quando 
si realizza che un’altra decisione sarebbe stata migliore. A questo riguardo, a differenza dei 
giovani gli adulti ritengono di avere comunque un senso di fallimento anche se la decisione 
presa risulta efficace. Connolly e Zeelenberg (2002) definiscono il rimpianto come 
un’emozione legata alla decisione presa che sorge quando gli esiti della decisione sono o si 
pensa che sono peggiori di un’alternativa non scelta. Sulla base di questa conclusione e dai 
risultati della ricerca per la terza affermazione del questionario si può ritenere che gli adulti 
sono più soggetti al sentimento di rimpianto nella presa delle decisioni. Quindi, tale 
affermazione è valutata come molto importante per l’intera rubrica. Con riguardo al 
rimpianto, gli adulti sono più soggetti e di conseguenza spesso cercano di evitare la presa di 
una decisione oppure prendono una decisione meno rischiosa (Mather, 2006). Quindi, la 
conclusione della presente ricerca che ritiene che gli adulti subiscono di più il sentimento di 
rimpianto è in coerenza con altri suoi risultati che dimostrano che gli adulti evitano la presa 
delle decisioni complesse e che essi sono più avversi al rischio rispetto ai giovani. Inoltre, a 
supporto del risultato che gli adulti sono più soggetti al sentimento di rimpianto può essere 
usata anche la conclusione di Lopatto et al. (1998). Essi ritengono che gli adulti sono più cauti 
299
dei giovani. La cautela può essere conseguenza della consapevolezza degli adulti di subire 
maggiormente il rimpianto. Kim, Healy, Goldstein, Hasher e Wiprzycka (2008) hanno 
dimostrato che gli adulti possono avere un minore senso di rimpianto perché essi enfatizzano 
la positività quando devono interpretare gli esiti delle loro decisioni. In questo contesto, si è 
ritenuto che gli adulti mantengono alti livelli di soddisfazione riguardo alle loro decisioni 
rispetto ai giovani. A questo proposito, i risultati ottenuti non offrono relazioni importanti, 
concludendo che l’overconfidence che porta ad alti livelli di soddisfazione è indipendente 
dall’età.
Riprendendo Kahneman e Tversky (1982), il rimpianto può essere maggiore per le 
azioni che per le non azioni. Questo può spiegare il fatto che gli adulti in situazioni complesse 
cercano di evitare o rimandare la presa delle decisioni. Comunque bisogna sottolineare che 
d’altra parte, Gilovich e Medvec (1995) hanno concluso che il decisore rimpiange le non 
azioni nel lungo termine, mentre nel breve termine rimpiange le azioni. Per comprendere 
perché gli adulti sono più soggetti al fenomeno del rimpianto ci si potrebbe riferire anche alle 
percezioni sulle capacità cognitive e decisionali. Comunque, questa ricerca ha concluso che 
non ci sono differenze riguardo alle percezioni sulle capacità cognitive e decisionali tra adulti 
e giovani. Quindi, questo non può essere un argomento da usare per spiegare perché gli adulti 
soffrono di più il rimpianto. Se essi pensano di non avere capacità cognitive e decisionali 
limitate, ma sono nello stesso tempo più influenzati dal sentimento di rimpianto ed evitano la 
presa delle decisioni, questo potrebbe essere spiegato col fatto che forse essi ritengono che 
l’efficacia di una decisione dipende anche dai fattori di contesto e dalle caratteristiche del 
problema. 
Un’altra spiegazione della maggiore presenza del rimpianto negli adulti rispetto ai 
giovani si può trovare riferendosi ai limiti temporali. Col passare degli anni si pensa di avere 
meno tempo e possibilità di correggere una decisione sbagliata, che se diventano diverse 
possono mettere in dubbio anche il posto di lavoro. A questo riguardo, bisogna sottolineare 
che nel settore bancario il bilancio delle decisioni prese e dei risultati ottenuti è molto 
frequente, perché la valutazione della performanza degli impiegati viene fatta regolarmente.
Ma cosa succede nel caso del genere? Ci sono legami tra esso ed il sentimento di 
rimpianto? D’Zurilla, Maydeu-Olivares e Kant (1998) sostengono che ci sono differenze tra 
uomini e donne particolarmente nel modo in cui sono percepiti i problemi. Gli autori 
ritengono che gli uomini in generale dimostrano di avere un orientamento più positivo 
riguardo ai problemi, mentre le donne hanno un orientamento più negativo. Anche Lerner, 
Gonzalez, Small e Fischhoff (2003) hanno concluso che le donne sono più pessimiste degli 
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uomini. Così, partendo da questi risultati si aspettava di trovare che le donne fossero meno 
soggette al fenomeno di rimpianto perché essendo più pessimiste riguardo il modo di 
percepire i problemi esse si devono orientare verso una scelta che minimizza tale sentimento. 
Per di più, partendo da altri risultati della presente ricerca i quali dimostrano che le donne non 
ritengono che le loro capacità cognitive e decisionali sono più limitate rispetto agli uomini e 
che esse sono più overconfident e più propense al rischio si aspettava di trovare un legame 
significativo negativo tra genere e rimpianto. Invece riguardo la relazione tra rimpianto e 
genere, i risultati ottenuti dimostrano che tale sentimento non dipende dal genere.
9.4.4 La relazione età-strategia decisionale e genere-strategia decisionale
Una variabile presa in analisi sono anche le strategie decisionali per evidenziare 
possibili differenze dovute all’età e al genere. La scelta della strategia decisionale dipende 
dalle funzioni cognitive, le quali cambiano durante il ciclo di vita (Mata, Schooler e 
Rieskamp, 2007). Partendo da questo, le strategie decisionali dovevano essere diverse per i 
giovani e gli adulti. I risultati della presente ricerca indicano che non esistono relazioni tra 
queste due variabili, quindi non si possono definire delle strategie decisionali che sono tipiche 
per gli adulti. Mata, Schooler e Rieskamp (2007) hanno concluso che gli adulti non sempre 
ricadono in strategie decisionali semplici e sia i giovani che gli adulti sono in grado di 
valutare e scegliere la strategia più adatta e comprendono bene il rapporto strategia-ambiente. 
I risultati della presente ricerca sono coerenti con questa conclusione. Così, a prescindere 
dall’età si cerca sempre di prendere la decisione migliore. 
Johnson (1990) ha trovato delle differenze dovute all’età nelle strategie usate per 
confrontare diverse opzioni di scelta. L’autore sostiene che gli adulti sono più portati ad usare 
le strategie basate su una caratteristica. Contrariamente a questo, i risultati della ricerca hanno 
dimostrato che non ci sono differenze significative tra adulti e giovani nell’uso di tale 
strategia. D’altra parte, Mata, Schooler e Rieskamp (2007) sostengono che gli adulti cercano 
meno informazioni e hanno bisogno di più tempo per decidere. Anche Berg, Meegan e 
Klaczynski (1999) hanno trovato che gli adulti prima di decidere considerano meno
informazioni dei giovani. A questo riguardo, Payne, Bettman e Schkade (1999) hanno cercato 
di mettere in luce il fatto che più informazioni si ha, più diventa difficile per gli adulti 
distinguere tra informazioni rilevanti ed irrilevanti. Inoltre, gli autori suggeriscono che più 
esperienza si ha più si fa affidamento nella scelta alle preferenze precostruite. Mather (2006) 
ha spiegato queste conclusioni con il fatto che gli adulti hanno delle difficoltà a tenere in 
mente diverse informazioni e ad effettuare confronti. Invece, Johnson (1997) non ha trovato 
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differenze anche quando agli adulti è stato dato un supporto esterno per la memoria che li 
permetteva di non memorizzare tutta l’informazione. Comunque, i risultati della presente 
ricerca dimostrano che non dipende dall’età la tendenza di evidenziare il maggior numero di 
conseguenze per ogni alternativa. L’impegno nell’identificare più esiti per ogni alternativa 
richiede la raccolta di più informazioni e l’essere in grado di fare dei confronti. Quindi dal 
risultato di prima si può dedurre che non ci sono differenze tra adulti e giovani neanche 
riguardo la ricerca delle informazioni e le capacità di fare dei confronti. Precedentemente, 
anche Dror, Katona e Mungur (1998) avevano concluso che gli adulti possono elaborare 
l’informazione tanto meglio quanto i giovani. 
Reed, Mikels e Simon (2009) hanno concluso che gli adulti preferiscono decidere in 
contesti dove le soluzioni possibili sono poche. In altre evidenze empiriche è stato riscontrato 
che con l’avanzare dell’età la capacità di generare possibili soluzioni aumenta, arrivando il 
suo picco negli individui che appartengono alla fascia d’età tra 40-50 anni e subendo un 
declino dopo i 50 anni (Denney e Palmer, 1981; Denney e Pearce, 1989). I risultati della 
presente ricerca hanno evidenziato che la tendenza ad identificare più alternative non dipende 
dall’età. Forse tale tendenza può dipendere dall’importanza della decisione, dato che si 
presuppone che più soluzioni si producono maggiore sarà la probabilità che tra esse si trovi la 
soluzione migliore (Osborn, 1963).
Roalf, Mitchell, Harbaugh e Janowsky (2011) sostengono che gli adulti tendono di più a 
rigettare un’alternativa che porta ad una distribuzione non corretta dei guadagni e si muovono 
verso decisioni che offrono una distribuzione più equa. A questo riguardo, i risultati ottenuti 
dalla presente ricerca hanno dimostrato che non esiste un legame significativo tra età e la 
tendenza di valutare le decisioni in base ai criteri che sono più importanti per il decisore 
stesso. 
Mather, Knight e McCaffrey (2005) ritengono che gli adulti cercano meno informazioni 
nel contesto in cui la maggior parte delle informazioni disponibili sono negative. A questo 
proposito, i risultati della presente ricerca indicano che la tendenza di cercare più o meno 
informazioni non dipende dall’età. Inoltre, Mather, Knight e McCaffrey (2005) hanno 
concluso che per fare una scelta gli adulti si basano di più sugli esiti positivi che in quelli 
negativi rispetto ai giovani. I risultati della ricerca non sono in coerenza con questa 
conclusione. Così, gli adulti non considerano gli esiti positivi di una decisione come più 
importanti di quelli negativi. Questo può essere spiegato con la percezione più forte da parte 
degli adulti dei limiti temporali (Blanchard-Fields, Jahnke e Camp, 1995), ritenendo di non 
avere molto tempo per la correzione delle conseguenze negative della decisione. D’altra parte 
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c’è il fenomeno di rimpianto. Quando gli esiti negativi di una decisione sono importanti, il 
rimpianto risulta maggiore invece del caso dove gli esiti positivi sono minori oppure non 
quelli che si aspettavano. Ed a questo riguardo non bisogna dimenticare che come riportato 
precedentemente nei risultati di questa ricerca, gli adulti sono più soggetti al fenomeno del 
rimpianto. Inoltre, secondo Lauriola e Levin (2001) quando si deve scegliere tra due possibili 
vincite, gli adulti sono più avversi al rischio rispetto ai giovani, ma sono più propensi al 
rischio quando devono scegliere tra due possibili perdite. Questo può essere spiegato col fatto 
che essi ritengono più importanti gli esiti negativi. 
Riferendosi a Mather (2006) si aspettava che gli adulti ricadessero più spesso dei 
giovani in processi intuitivi e che quindi fossero più orientati a ripetere le decisioni passate. Il 
fatto di ricadere più spesso in processi intuitivi fa pensare che gli adulti si basano di più 
sull’esperienza e si impegnano maggiormente a trovare delle relazioni tra le decisioni attuali e 
quelle del passato in modo da usare le stesse strategie. Con riferimento al concetto delle 
correlazioni illusorie di Chapman e Chapman (1967) è stato dimostrato che gli adulti si 
affidano di più alle relazioni percepite tra due variabili che convergono con le loro aspettative 
e intuizioni, ma non ripetono che decisioni (Peters, Slovic, Västfjäll e Mertz, 2008). I risultati 
della presente ricerca suggeriscono che la tendenza di ripetere le decisioni del passato non 
dipende dall’età. Precedentemente anche Peters, Finucane, MacGregor e Slovic (2000) erano 
giunti alla stessa conclusione. Tale risultato si può spiegare col fatto che forse sia gli adulti 
che i giovani si trovano a dover prendere decisioni che sono molto diverse da quelle passate. 
Ma cosa succede nel caso del genere? Le strategie decisionali delle donne sono diverse 
da quelle degli uomini? 
Riguardo alle differenze nelle strategie decisionali tra uomini e donne D’Zurilla, 
Maydeu-Olivares e Kant (1998) hanno trovato che gli uomini adottano uno stile molto più 
impulsivo rispetto alle donne. Tale conclusione porta alla riflessione che le donne ragionano
di più prima di decidere, invece gli uomini hanno delle preferenze precostruite. Comunque, i 
risultati di questa ricerca dimostrano che l’impegno nell’identificare l’alternativa migliore ed 
il ragionamento non dipendono dal genere, dato che non ci sono differenze tra uomini e donne 
nel numero delle alternative prese in analisi. 
Niessen e Ruenzi (2007) hanno concluso che le strategie decisionali delle donne sono 
più stabili nel tempo. La presente ricerca dimostra che non esiste una relazione importante tra 
genere e la tendenza ad usare le stesse strategie, anche se queste ultime sono risultate efficaci 
in passato. Questo si potrebbe spiegare con l’altro risultato della presente ricerca secondo il 
quale le donne sono più propense al rischio. Secondo Powell e Ansic (1977) gli uomini usano 
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strategie multiple e richiedono informazioni da diverse risorse. La presente ricerca non 
conferma tale conclusione, perché non si trova una relazione tra genere e l’analisi delle 
possibili conseguenze oppure riguardo alla percezione dei benefici come più importanti 
rispetto alle conseguenze negative della decisione. 
Andreoni e Vesterlund (2011) hanno trovato che gli uomini sono più egoisti, mentre le 
donne più egualitarie. Dufwenberg e Muren (2006) hanno notato che i gruppi dove le donne 
erano in maggioranza erano più generosi ed egualitari. Di conseguenza, le donne dovevano 
orientarsi di più verso l’uso di una strategia decisionale che permette di scegliere 
un’alternativa gli esiti della quale sono distribuiti in modo corretto, mentre gli uomini si 
dovevano preoccupare di più dell’influenza degli esiti su di loro. La ricerca dimostra che non 
ci sono legami tra tali strategie e genere. Forse perché sia gli uomini che le donne ritengono 
che la legittimità della decisione ed una minore resistenza verso essa sono importanti per la 
sua efficacia. 
Così, non ci sono differenze nelle strategie decisionali delle donne e degli uomini. 
Questa conclusione è sostenuta anche da quelle di Sanz de Acedo Lizárraga, Sanz de Acedo 
Baquedano e Cardelle-Elawar (2007). Gli autori affermano che sia gli uomini che le donne 
hanno le stesse capacità di elaborazione dell’informazione, di recuperare dalla memoria i dati 
rilevanti per il processo decisionale, di giudicare oggettivamente le alternative, di valutare gli 
esiti e di monitorare tutte le fasi del processo decisionale.
In conclusione si può ritenere che la strategia decisionale adottata non dipende dall’età e 
dal genere, ma che forse è molto influenzata dalle caratteristiche del contesto e del problema. 
9.4.5 La relazione età-emozioni e genere-emozioni
Spesso la scelta è influenzata dalle emozioni del decisore. Il carico emotivo può essere 
importante sia prima che durante e dopo che una decisione è stata presa. Peters et al. (2000) 
sostengono che le differenze nel processo decisionale dovute all’età possono dipendere 
dall’affetto e dalle emozioni e che esse influenzano di più gli adulti. Può essere di interesse 
studiare il legame tra emozioni e decisioni nel contesto dell’età tenendo conto che le emozioni 
subiscono importanti cambiamenti durante il ciclo di vità. Così, è stato ritenuto importante 
analizzare la presenza delle emozioni nella presa delle decisioni per valutare se ci sono 
differenze tra adulti e giovani, uomini e donne, perché il carico emozionale può influenzare la 
preferenza per i processi decisionali di gruppo. I risultati della presente ricerca  dimostrano 
che non ci sono differenze statisticamente rilevanti tra adulti e giovani, uomini e donne 
riguardo alla presenza delle emozioni nella presa delle decisioni. Ma comunque, dei legami 
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importanti con l’età e il genere si trovano per alcune emozioni quando le analisi sono fatte per 
ciascuna delle emozioni e sentimenti inclusi nella ricerca. 
Zuckerman e Kuhlman (1978) hanno dimostrato che gli adulti sono più cauti rispetto ai
giovani. D’altra parte, Lopatto et al. (1998) hanno concluso che sia gli adulti che i giovani 
mostrano livelli paragonabili di cautela ad eccezione delle decisioni accompagnate 
dall’angoscia. Così, la cautela negli adulti aumenta proprio a causa della maggiore angoscia e 
quindi non può essere attribuita all’età. Altre evidenze empiriche non hanno trovato nessuna 
relazione tra età e cautela (Baron e Le Breck, 1987; Baron e Surdy, 1990). Anche i risultati 
della presente ricerca indicano che sia la cautela che l’angoscia non dipendono dall’età. 
D’altra parte, Mather, Gorlick e Lighthall (2009) ritengono che lo stress porta 
all’avversione verso il rischio negli adulti rispetto ai giovani. La presente ricerca ha trovato 
che non esiste un legame tra età e stress. Quindi, gli adulti sono più avversi al rischio, ma 
questo non può essere spiegato col fatto che essi subiscono maggiormente lo stress quando 
devono decidere rispetto ai giovani. Precedentemente, anche Lauriola e Levin (2001) avevano
concluso nello stesso modo. 
Carstensen et al. (2000) hanno concluso che gli adulti tendono a preservare nel tempo le 
emozioni positive, mentre quelle negative sono poche e di breve termine. Così, col passare del 
tempo le emozioni negative come paura, rabbia, disgusto e tristezza diminuiscono negli 
adulti. I risultati ottenuti indicano che non ci sono differenze tra adulti e giovani riguardo la 
paura e la tristezza. Inoltre, Carstensen et al. (2000) argomentano che durante il ciclo di vita il 
cambiamento degli obiettivi e delle motivazioni dovuto ai limiti temporali orienta gli adulti 
verso le emozioni positive. Quindi, gli adulti vedono i problemi e le situazioni sotto una luce 
positiva rispetto ai giovani il che fa loro soggetti del bias della positività. I risultati ottenuti 
dalla presente ricerca dimostrano che non ci sono differenze riguardo alla presenza delle 
emozioni positive e negative dovute all’età. Sentimenti positivi nella presa delle decisioni 
come l’interesse, l’ispirazione, la determinazione, l’entusiasmo, l’essere orgogliosi ed attivi 
sono indipendenti dall’età. Questo risulta vero anche per sentimenti negativi come irritazione, 
stress, vergogna, tristezza, nervosismo, colpa, paura, ostilità ed angoscia. 
Comunque, bisogna riportare che è stata trovata una dipendenza negativa tra età e 
l’essere forti e concentrati. Così, sembra che gli adulti si sentono meno forti nella presa delle 
decisioni e meno concentrati. Precedentemente anche Chagnon e McKelvie (1992) era giunti 
alla stessa conclusione. Questo può essere un argomento per spiegare l’avversione al rischio 
degli adulti e la tendenza di evitare la presa delle decisioni complesse. 
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Un’altra domanda che sorge riguardo alla presenza delle emozioni nella presa delle 
decisioni è se esistono differenze dovute al genere. Croson e Gneezy (2009) ritengono che la 
spiegazione principale per le differenze dovute al genere riguardo l’atteggiamento verso il 
rischio sono le emozioni. Gli autori hanno concluso che le donne vivono le emozioni in 
maniera più forte rispetto agli uomini. I risultati ottenuti indicano che non ci sono legami tra il 
carico emotivo nel decidere ed il genere. Ma comunque per alcune delle emozioni in analisi 
sono state trovate relazioni importanti con il genere. 
Brody (1993) aveva concluso che le donne sono più nervose e paurose. A questo 
riguardo, i risultati della ricerca indicano che le donne e gli uomini non si differenziano nella 
paura, ma che invece le donne sono più nervose quando devono prendere una decisione. 
D’altra parte, esse dimostrano meno sentimenti di colpa, risultato che si può spiegare con 
l’essere più overconfident rispetto agli uomini. Ma comunque, è stato concluso che le donne 
non sono entusiaste nella presa delle decisioni a differenza degli uomini. Questo può derivare 
dal maggiore nervosismo che esse subiscono rispetto agli uomini. 
D’Zurilla, Maydeu-Olivares e Kant (1998) sostengono che le donne sono meno soggette 
al bias della positività perché di solito hanno una visione pessimistica dei problemi e delle 
situazioni. Contrariamente a questo, i risultati della ricerca non indicano che nelle donne 
dominano le emozioni negative. 
A parte l’entusiasmo che diminuisce nelle donne, la presenza di altre emozioni positive 
come l’interesse, la cautela, il sentirsi caricati e forti, l’ispirazione, la determinazione, la 
concentrazione, l’essere orgogliosi ed attivi sono indipendenti dal genere. Invece, le emozioni 
negative come il nervosismo ed i sentimenti di colpa dipendono dal genere. Così, le donne 
sono più nervose degli uomini quando devono decidere, ma hanno minori sensi di colpa, cosa 
che è sostenuta dal risultato che esse sono più overconfident rispetto agli uomini. Per le altre 
emozioni negative come l’irritazione, lo stress, la vergogna, la tristezza, la paura, l’ostilità, 
l’angoscia ed il rimpianto non sono stati trovati relazione significative con il genere.  
9.4.6 La relazione età-rischio e genere-rischio 
Partendo da diverse ricerche di altri autori, si era ritenuto che gli adulti e le donno 
fossero più avversi al rischio e che di conseguenza preferissero di più i processi decisionali di 
gruppo. In seguito si discute sui risultati ottenuti.
Molto interessanti sono le conclusioni riguardo il legame tra età e tolleranza al rischio. 
Ma esiste una relazione di dipendenza tra queste due variabili? Le analisi indicano che non ci 
sono relazioni significative e quindi queste variabili sono indipendenti. Prima anche Dror, 
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Katona e Mungur (1998) erano giunti alla conclusione che tra adulti e giovani non ci sono 
differenze nell’atteggiamento verso il rischio. Comunque, se si analizzano le affermazioni una 
ad una i risultati si modificano. Riflettendo sull’importanza di ciascuna delle affermazioni si 
può dire che anche se in base alla somma dei punteggi non ci sono legami tra età e rischio, gli 
adulti si possono ritenere più avversi al rischio rispetto ai giovani. 
Così, è stato trovato che gli adulti sostengono che non è necessario intraprendere un 
certo livello di rischio. Sulla base di questo si può dire che gli adulti sono avversi al rischio e 
cercano di evitarlo. A questa conclusione erano giunti anche altri autori (Wallach e Kogan, 
1961; Botwinick, 1969; Okun, 1976). Lopatto et al. (1998) hanno precisato che l’avversione 
al rischio è dovuta al carattere complesso della decisione, piuttosto che un comportamento 
legato alla preferenza per il rischio. I risultati della presente ricerca indicano che gli adulti in 
situazioni complesse cercano di evitare o rimandare la presa delle decisioni. A spiegare questo 
si può sostenere che gli adulti hanno bisogno di più tempo per prendere una decisione. Così, 
Rabbitt (1965) nel tentare di offrire una spiegazione riguardo il legame negativo età-rischio ha 
constatato che le persone adulte hanno difficoltà nell’individuare quale parte 
dell’informazione è più rilevante, mentre Roalf, Mitchell, Harbaugh e Janowsky (2011) 
ritengono che l’avversione al rischio può essere dovuta al fatto che gli adulti hanno 
accumulato più esperienza e quindi possono valutare meglio gli esiti di una decisione. La 
tendenza di evitare la presa delle decisioni rischiose si può spiegare con il fatto che gli adulti 
sono più cauti rispetto ai giovani (Lopatto et al., 1998). La cautela è uno dei fattori più 
evidenziati che limita la performanza decisionale e può essere descritta come l’esitazione nel 
prendere decisioni che possono essere sbagliate (Salthouse, 1991). Dall’analisi dei risultati 
ottenuti si può concludere che con l’età diminuiscono lo stimolo e l’impegno quando si deve 
decidere per situazioni accompagnate da rischio. Più precisamente gli adulti non percepiscono 
le situazioni rischiose come una sfida e quindi non sono stimolati ad aumentare il proprio 
impegno. Inoltre, è stato trovato che gli adulti a differenza dei giovani sono avversi al rischio 
anche quando una decisione rischiosa può portare al raggiungimento di esiti positivi e molto 
importanti. Questo risultato può essere spiegato attraverso il legame tra rischio e bisogno di 
successo. Richiamando la teoria di McClelland (1961), le persone con alto bisogno di 
successo intraprendono livelli intermedi di rischio, mentre quelle con bisogni bassi di 
successo intraprendono livelli alti o bassi di rischio. Partendo anche dai risultati di 
Heckhausen (1967) che aveva concluso che il bisogno di successo inizia il suo declino intorno 
ai 50 anni, si può dire che gli adulti dimostrano un basso bisogno di successo rispetto ai 
giovani e per questo si possono ritenere avversi al rischio. 
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Ma come si comportano le donne riguardo il rischio? Nel tentativo di evidenziare le 
differenze tra uomini e donne nella presa delle decisioni, la tolleranza verso il rischio si può 
ritenere uno degli aspetti maggiormente studiati. Così, Grable e Joo (2000) hanno cercato di 
studiare il rapporto tra la tolleranza al rischio ed i fattori socioeconomici, demografici e 
psicologici. Gli autori hanno trovato che l’unico fattore di natura demografica statisticamente 
rilevante era il genere. 
Richiamando alcuni studi a questo riguardo, le donne sono più avverse al rischio 
rispetto agli uomini (Stinerock, Stern e Solomon, 1991; Powell e Ansic, 1997; Byrnes, Miller 
e Schafer, 1999; Booth e Nolen, 2012). I risultati della presente ricerca dimostrano che il 
genere influenza in maniera molto importante la tolleranza verso il rischio, ma contrariamente 
a quello che si pensa le donne sono più propense al rischio rispetto agli uomini. Come può 
essere spiegata tale conclusione? 
Per spiegare questo Harris, Jenkins e Glaser (2006) si sono focalizzati sulli esiti della 
decisione. Essi hanno affermato che in caso di esiti negativi ritenuti non importanti, le donne 
ricercano di più il rischio perché riguardo agli esiti positivi giudicano che ne vale la pena. 
Quindi, forse le donne sono più propense al rischio perché esse si trovano a prendere delle 
decisioni che non sono poi così importanti. Inoltre, richiamando Tversky e Kahneman (1991) 
le decisioni e l’atteggiamento verso il rischio sono influenzati più dalle possibili perdite e 
dalle conseguenze negative che dalle possibili vincite e dalle conseguenze positive. Stando a 
questo, il fatto che la maggior parte degli studi ritengono che le donne sono più avverse al 
rischio rispetto agli uomini porta a pensare che esse sono più influenzate dall’effetto delle 
possibili perdite. Comunque, in contraddizione a questo, Eckel e Grossman (2002) hanno 
dimostrato che le donne non hanno una maggiore avversione alle perdite rispetto agli uomini. 
Questo può essere usato per sostenere il risultato di questa ricerca che ritiene le donne più 
propense al rischio. D’altra parte, in supporto dei risultati ottenuti, da quello che è stato 
osservato durante questa ricerca, gli uomini ricoprono maggiormente posizioni direttivi e 
fanno parte del top-management più delle donne, e quindi si trovano a dover prendere 
decisioni con esiti molto importanti sia positivi che negativi. 
Anche la presenza di alcuni sentimenti può influenzare l’atteggiamento verso il rischio. 
Croson e Gneezy (2009) ritengono che le donne vivono le emozioni in maniera più forte 
rispetto agli uomini. Così, nel tentativo di evitare le emozioni negative esse assumono meno 
rischio. I risultati della presente ricerca non sono consistenti con questa conclusione. È stato 
trovato che in generale non ci sono differenze tra uomini e donne riguardo alle emozioni nella 
presa delle decisioni. Brody (1993) e Grossman e Wood (1993) ritengono che le donne sono 
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più paurose e nervose degli uomini di fronte ad una decisione rischiosa. La paura porta il 
decisore ad assumere minore rischio (Lerner e Keltner, 2001). I risultati della ricerca 
dimostrano che tali emozioni non dipendono dal genere e quindi supportano il risultato che le 
donne non sono avverse al rischio. Verona e Curtin (2006) hanno concluso che in condizioni 
di stress gli uomini sono più aggressivi delle donne e quindi più propensi al rischio. 
Comunque, la presente ricerca non evidenzia un legame tra la frequenza di occorrenza di tale 
emozione nella presa delle decisioni ed il genere. 
Altri autori nel cercare di sostenere il fatto che gli uomini sono più propensi al rischio 
rispetto alle donne appellano ad una maggiore attenzione verso l’esperienza (Levin, Snyder e 
Chapman, 1989). I risultati di questa ricerca dimostrano che la valutazione della propria 
esperienza non dipende dal genere. Quindi, le donne non sono propense al rischio perché 
sopravvalutano la propria esperienza rispetto agli uomini. 
Arch (1993) propone un’altra spiegazione. Secondo l’autrice, gli uomini percepiscono 
le decisioni di rischio come sfide che richiamano alla partecipazione, mentre le donne 
percepiscono le situazioni di rischio come minacce e si impegnano ad evitarle. I risultati 
ottenuti dimostrano che questo non è un argomento a supporto dell’opinione che le donne 
dovrebbero essere più avverse al rischio rispetto agli uomini. Così, è stato trovato che non ci 
sono differenze tra uomini e donne nel modo di percepire le situazioni rischiose. 
Comunque, bisogna sottolineare che in base alla prima affermazione della rubrica 
rispettiva nel questionario si scopre che le donne preferiscono di più un risultato certo rispetto 
ad uno possibile. Ma allora come si può sostenere la conclusione che esse sono più propense 
al rischio? Questo può essere spiegato con il fatto che all’interno dell’organizazzione ai 
membri propensi al rischio vengono assegnati ruoli di leadership (Kelley e Thibaut, 1969) e 
che tali membri sono socialmente più accettati rispetto a quelli avversi al rischio (Kume, 
2002). Quindi, si può dire che per beneficiare di questo le donne sono in un certo modo 
costrette a rischiare, anche se in profondità forse non amano il rischio. Inoltre, si può 
richiamare Kahneman e Tversky (1979) con la Teoria del Prospetto. Essi argomentano che 
l’individuo tende a sovrastimare le probabilità basse ed a sottostimare le probabilità alte, 
introducendo il concetto dell’effetto certezza. In questo modo, siccome l’individuo tende a 
sovrastimare la certezza, quando gli esiti sono formulati in termini di vincite, egli sceglie 
l’alternativa che li offre una vincita certa al posto di una vincita possibile (Mather, Gorlick, 
Mazar, Lighthall, Burgeno, Schoeke e Ariely, 2012). Ma se invece gli esiti sono formulati in 
termini di perdite, il decisore tende a scegliere un’alternativa con una perdità possibile, invece 
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di una con una perdità certa. Quindi, per la prima affermazione forse le donne si dimostrano 
avverse al rischio perché intendono per “risultati” le vincite. 
L’analisi dell’atteggiamento verso il rischio aveva come scopo quello di determinare la 
preferenza per i processi decisionali di gruppo. Un individuo tende a prendere una decisione 
più richiosa, quando si trova a far parte di un gruppo, rispetto a quando deve prendere una 
decisione da solo (Cook e Slack, 1984) perché come Kelley e Thibaut (1969) sottolineano, in 
gruppo si ha la distribuzione delle responsabilità. Nella presente ricerca è stato trovato che gli 
adulti a differenza dei giovani per le decisioni accompagnate da elevato rischio preferiscono il 
gruppo e quindi in un certo modo preferiscono la delega delle decisioni. Questo risultato è 
coerente con l’esito riportato precedentemente che gli adulti sono più avversi al rischio 
rispetto ai giovani. Mentre le donne in caso di situazioni rischiose preferiscono decidere da 
sole o consultarsi con qualcun altro, ma sempre avendo loro il dovere della decisione finale. 
Quindi, le donne si dimostrano più individualiste, in coerenza con il risultato che sono più 
propense al rischio. 
9.4.7 La relazione età-percezioni sulle capacità cognitive/decisionali e genere-percezioni 
         sulle capacità cognitive/decisionali
Nel tentare di trovare delle relazioni tra la preferenza per i processi decisionali di 
gruppo, età e genere un altro elemento che è stato preso in analisi sono le capacità cognitive e 
la loro influenza sulle capacità decisionali. Bisogna sottolineare che la presente ricerca per 
trarre delle conclusioni si basa sulle percepzioni riguardo alle capacità cognitive e decisionali,
perché era impossibile misurare e valutare direttamente tali capacità.
Si è soliti pensare che col passare del tempo alcuni dei processi cognitivi peggiorano. 
Comunque, anche in questo caso le evidenze empiriche non offrono conclusioni definitive. 
Così, è stato trovato che con l’aumento della complessità della decisione, a causa del declino 
delle capacità cognitive gli adulti non sono capaci a prendere una buona decisione (Finucane, 
Mertz, Slovic e Schmidt, 2005). I risultati ottenuti dalla presente ricerca dimostrano che non 
esistono differenze statisticamente significative tra adulti e giovani nelle loro percezioni 
riguardo all’influenza dell’età e del genere sulle capacità cognitive e decisionali. Così, non ci 
sono differenze tra adulti e giovani nella percezione del fatto che il peggioramento delle 
capacità cognitive comprende capacità decisionali meno buone. Non bisogna dimenticare che 
nei vari stadi della vita, gli individui possono avere ragioni e motivi diversi ad usare le proprie
capacità cognitive. Tale conclusione è in coerenza con quello di Artistico, Cervone e Pezzuti 
(2003). Essi non hanno trovato differenze tra giovani e adulti, i quali dimostravano un alto 
livello di performanza se si trattava di problemi e situazioni che loro ritenevano di particolare 
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importanza. Quindi, l’uso delle capacità cognitive e decisionali non dipendono dall’età, ma 
dal grado dell’importanza delle decisioni. Più recentemente, Lechuga, Gómez-Ariza, Iglesias-
Parro e Pelegrina (2012) hanno concluso che gli adulti sono in grado di prendere decisioni 
migliori rispetto ai giovani anche se le capacità cognitive sono più limitate. 
Kovalchik, Camerer, Grether, Plott e Allman (2005) hanno dimostrato che gli adulti 
sono più consapevoli dei valori e dei limiti delle loro capacità cognitive e decisionali.
Contrariamente a questo, sia gli adulti che i giovani non ritengono ci sia un legame tra l’età ed 
il declino di tali capacità. Comunque, sono stati trovati dei legami importanti tra l’età e le 
percezioni su alcune capacità. Così, gli adulti non ritengono che la loro velocità 
nell’elaborazione dell’informazione e la memoria sono peggiori rispetto ai giovani. Molti 
studi si sono focalizzati sulle modifiche che subisce la memoria col passare del tempo. 
MacPherson, Phillips e Della Sala (2002) hanno concluso che la memoria e le funzioni 
esecutive sono peggiori negli adulti. Anche Henninger, Madden e Huettel (2010) ritengono 
che la velocità di elaborazione dell’informazione e la memoria peggiorano. Mather (2006) ha 
concluso che quella che si riduce di più è la memoria operativa. Stando a questo, gli adulti 
dovrebbero avere difficoltà a tenere in mente diverse informazioni e ad effettuare confronti ed 
analisi. Considerando che gli adulti durante la loro vita sono venuti a contatto con più 
informazioni rispetto ai giovani, un declino della memoria operativa potrebbe non essere 
dannoso per il processo decisionale. Alcuni elementi della memoria come le conoscenze 
cristallizate, il livello generale delle conoscenze, la comprensione delle diverse semantiche e 
l’uso della memoria di lungo termine, di solito non subiscono un declino dovuto all’età, anzi 
potrebbero anche migliorare, ma quella che potrebbe peggiorare con l’età è la memoria 
episodica (Healey e Hasher, 2009). 
D’Zurilla, Maydeu-Olivares e Kant (1998) sono giunti alla conclusione che i decisori tra 
i 40-55 anni hanno una visione più costruttiva ed ottimistica dei problemi e delle loro capacità 
decisionali rispetto ai più giovani e più adulti. Gli autori spiegano il risultato paragonato con i
più giovani come conseguenza di una maggiore esperienza, mentre ritengono per i più adulti 
che la differenza dipende di più dalla diversità dei problemi che i due gruppi affrontano 
piùttosto che da un declino delle capacità e competenze basiche. Contrariamente a tutto 
questo, non è stato trovato nessun legame tra età ed il fatto che le capacità decisionali 
migliorano col passare del tempo. Questo si può spiegare con il fatto che forse essi sono più 
orientati a pensare che le decisioni da affrontare sono nuove. Un’altra spiegazione può essere 
trovata nei risultati precedenti di questa ricerca che non indicano differenze tra adulti e 
giovani riguardo all’overconfidence. 
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Nel caso dell’età è stato trovato un legame positivo importante riguardo alla percezione 
dei processi decisionali di gruppo come il modo migliore per compensare le capacità 
cognitive e decisionali limitate. Ci sono casi in qui gli adulti non sono consapevoli delle 
minori capacità decisionali e preferiscono processi decisionali individuali (Berg, Strough, 
Calderone, Sansone e Weir, 1998), come ci sono altri dove l’età non influenza affatto la 
preferenza per i processi decisionali di gruppo (Berg, Johnson, Meegan e Strough, 2003). 
Quindi, gli adulti non pensano di avere capacità cognitive e decisionali peggiori dei giovani, 
ma comunque essi ritengono che il processo decisionale di gruppo debba essere preferito dai 
decisori che percepiscono di avere deficit cognitivi e decisionali.
D’altra parte, è stata trovata una dipendenza negativa statisticamente importante tra il 
genere e l’influenza delle capacità cognitive e decisionali dall’età e dal genere. Quindi, le 
donne a differenza degli uomini pensano che le capacità cognitive e decisionali sono poco 
influenzate dal genere e dall’età. Per di più, esse ritengono che le capacità cognitive limitate 
non comprendono una decisione meno efficace. Questo forse perché esse pensano che
l’efficacia delle decisioni prese dipende di più dai fattori di contesto e dalle caratteristiche 
della decisione che dalle capacità del decisore. D’altra parte, tali risultati possono essere 
spiegati col fatto che forse i limiti cognitivi si possono compensare con l’uso di strategie 
decisionali che richiedono minori capacità cognitive.
Diversi studi sono giunti alla conclusione che le capacità cognitive e decisionali delle 
donne sono più limitate rispetto agli uomini. Così, si sostiene che le donne hanno difficoltà 
nell’interpretare l’informazione specialmente numerica, ma possiedono maggiori capacità 
verbali (Schaie e Hertzog, 1983). Stando a questa conclusione, si potrebbe pensare che le 
donne hanno difficoltà nell’analisi e l’interpretazione di un’informazione quantitativa. Un 
ruolo importante nei processi decisionali assumono l’intelligenza cristallizzata e quella fluida. 
Riguardo a questo, Kaufman, Kaufman-Packer, McLean e Reynolds (1991) non hanno trovato 
differenze dovute al genere. Comunque, in questo caso i risultati sono contraddittori. Hultsch, 
Hertzog, Dixon e Small (1998) hanno concluso che gli uomini superano le donne riguardo 
l’intelligenza cristallizzata. Diehl, Willis e Schaie (1995) hanno trovato che la performanza 
decisionale è largamente influenzata non dall’intelligenza cristallizzata, ma da quella fluida 
siccome la maggior parte delle decisioni da affrontare sono decisioni nuove. Le differenze 
nelle capacità cognitive tra uomini e donne sono spesso legate all’età (Maitland, Intrieri, 
Schaie e Willis, 2000). Gli autori hanno concluso che le capacità cognitive delle donne e degli 
uomini si modificano nel tempo. Per il gruppo dei giovani è stato trovato che le capacità 
cognitive migliorano con l’età sia per gli uomini che per le donne. Per il gruppo di mezza-età, 
312
gli uomini rimanevano stabili nella maggior parte delle abilità cognitive, mentre le donne 
subivano un peggioramento per la maggior parte di loro. Per il gruppo degli adulti, le abilità 
cognitive peggioravano sia per gli uomini che per le donne. 
I risultati della presente ricerca si basano sulle percezioni delle donne e degli uomini 
sulle capacità cognitive e decisionali. Tra queste variabili sono state trovate delle relazioni 
importanti. Precedentemente, Niederle e Vesterlund (2007) avevano concluso che le donne 
sono più consapevoli delle loro capacità limitate ed attribuiscono i loro successi passati alla 
fortuna, invece gli uomini le attribuiscono alle loro capacità e competenze. Le analisi della 
presente ricerca offrono differenti conclusioni. Così, le donne ritengono di non avere capacità 
decisionali limitate rispetto agli uomini e di non essere superate nelle capacità cognitive da 
essi. Questo può essere spiegato con il fatto che le donne hanno una buona autofiducia e 
quindi sono più overconfident degli uomini come è stato precedentemente concluso dai 
risultati di questa ricerca. Quindi esse ritengono di possere buone capacità decisionali e sono
orgogliose e contente dei risultati ottenuti. 
Ma le donne non pensano più degli uomini che in caso di capacità cognitive e 
decisionali peggiori il gruppo sia il metodo megliore per compensarli. Questo si può spiegare
anche con la conclusione precedente della ricerca che indica una minore preferenza delle 
donne per i processi decisionali di gruppo rispetto agli uomini. A supporto di tale risultato si 
può anche pensare che in gruppo non è facile nascondere eventuali limiti dato che si 
richiedono molte capacità (verbali ed analitiche) per esprimere e difendere il proprio punto di 
vista davanti agli altri membri. Invece, se le decisioni sono prese da soli forse ci si rende 
conto dei limiti, ma si possono nascondere agli altri. 
9.4.8 L’analisi della regressione multipla
Attraverso l’analisi della regressione multipla è stato cercato di valutare come cambia la 
preferenza per i processi decisionali di gruppo quando diverse variabili sono prese insieme in 
analisi. Anche in questo caso i risultati ottenuti offrono conclusioni importanti. 
È stato trovato che il sentimento di rimpianto influenza in maniera significativa la 
preferenza per i processi decisionali di gruppo. Così, le persone che subiscono di più tale 
sentimento dopo aver preso una decisione hanno una maggiore propensione verso tali processi 
rispetto a chi subisce meno il rimpianto. 
Un’altra variabile che influenza la preferenza di decidere in gruppo sono le percezioni 
sulle capacità cognitive e decisionali. Così, più si pensa che tali capacità si modificano col 
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passare degli anni o che sono diverse tra uomini e donne, più si preferiscono i processi 
decisionali di gruppo. 
Anche l’atteggiamento verso il rischio influenza la preferenza per i processi decisionali 
di gruppo. È stato trovato che chi percepisce il rischio come un elemento importante ha una 
maggiore propensione verso tali processi. Partendo da questi risultati si può dire che, siccome 
gli adulti e gli uomini si sono rivelati più suscettibili e più cauti riguardo al grado di rischio 
che accompagna la decisione, essi preferiscono di più decidere in gruppo. 
Riguardo l’impatto diretto del genere e dell’età sulla preferenza per i processi 
decisionali di gruppo non sono stati trovati legami significativi. Così, per i soggetti presi in 
analisi il genere influenza tale preferenza indicando che le donne sono più propense, ma tale 
risultato non può essere generalizzato per l’intera popolazione, mentre l’impatto dell’età e 
irrilevante.
9.5 Riflessioni e conclusioni finali
La presente ricerca si è focalizzata sulla preferenza per i processi decisionali di gruppo 
con lo scopo di aiutare i dirigenti delle istituzioni bancarie stabilire se formare gruppi 
omogenei oppure eterogenei. Alla base dello studio sta l’idea che la preferenza di decidere in 
gruppo determina l’impegno del membro verso i processi partecipativi. Quindi, più il membro 
è propenso al processo decisionale di gruppo, maggiore sarà il suo contributo per arrivare alla 
decisione finale. All’interno dell’impresa si trovano impiegati che si differenziano tra loro per 
molte caratteristiche. Alcuni sono più individualisti e preferiscono lavorare e decidere da soli, 
altri sono più orientati al collettivismo e si impegnano anche se sanno che alla fine i potenziali 
meriti saranno distribuiti tra più persone. La propensione verso il processo decisionale di 
gruppo è uno dei fattori che influenza il clima che si crea all’interno del gruppo. Anche se non 
si può dire che le buone decisioni sono conseguenza di un buon clima all’interno del gruppo, 
essa è una condizione necessaria per costruire le basi sulle quali le persone lavorano motivati 
e si caratterizzano dallo spirito della cooperazione e della fiducia. Non è facile individuare le 
persone che faranno parte del gruppo per la presa di una decisione. Oltre a tante altre variabili 
che determinano la composizione del gruppo, può essere anche l’atteggiamento verso i 
processi di gruppo. Bisogna sottolineare che la preferenza per le decisioni di gruppo può 
dipendere da tanti fattori, ma nella presente ricerca essa è stata prima di tutto studiata in base 
all’età ed al genere. In analisi sono state prese anche altre variabili che influenzate dall’età e 
dal genere e che così anche se indirettamente possono influenzare tale preferenza. I risultati 
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della ricerca sono interessanti ed insieme ad alcune riflessioni e conclusioni finali vengono 
riassunte in seguito. 
I risultati ottenuti suggeriscono che l’età ed il genere influenzano la preferenza di 
decidere in gruppo. Anche se non si può affermare in modo assoluto, in generale gli adulti 
hanno una maggiore propensione verso i processi decisionali di gruppo rispetto ai giovani, 
mentre le donne hanno una minore propensione verso tali processi in confronto agli uomini. 
Quindi, con l’avanzare dell’età aumenta lo spirito collaborativo e gli adulti si trovano meglio 
a decidere in gruppo. Invece i giovani preferiscono decidere da soli, forse perché hanno il 
desiderio di mostrarsi davanti agli altri e di formare la propria personalità professionale. 
D’altra parte, le donne si rivelano più individualiste e contrariamente a quanto si pensa sono 
meno propense alle decisioni di gruppo. È stato notato dai risultati ottenuti della presente 
ricerca che nel cercare di valutare i benefici ed i possibili problemi del processo decisionale di 
gruppo, gli adulti si focalizzano sui vantaggi, mentre le donne anche se non preferiscono le 
decisioni di gruppo non evidenziano qualche problema in particolare. 
Un’altra variabile presa in analisi è l’overconfidence. Non è stata trovata una relazione 
tra età ed il sentirsi overconfident, invece le donne sembra che hanno un elevato livello di 
autofiducia che le orienta di più verso l’overconfidence. Questo risultato è di supporto alla 
conclusione precedente che indica che esse hanno una minore preferenza per i processi 
decisionali di gruppo, mentre gli adulti preferiscono decidere in gruppo a prescindere da come 
giudicano le proprie capacità. A questo riguardo, si deve tenere presente che le donne pensano 
di possedere le capacità richieste per decidere da sole. Inoltre, non bisogna dimenticare che 
spesso l’overconfidence orienta verso l’arroganza e gli atteggiamenti arroganti danneggiano il 
clima di collaborazione all’interno del gruppo e possono minacciare il suo funzionamento. 
La ricerca ha preso in analisi anche la presenza del sentimento di rimpianto dopo che 
una decisione è stata presa. Dai risultati ottenuti si può concludere che gli adulti sono più 
soggetti a tale sentimento, mentre esso è indipendente dal genere. Il sentimento di rimpianto 
dopo che una decisione è stata presa può creare delle condizioni psicologiche negative negli 
adulti, le quali possono influenzare il lavoro ed i risultati in seguito. Quindi, dato che gli 
adulti hanno anche espresso un maggiore desiderio di decidere in gruppo e dato che essi 
subiscono di più il rimpianto forse sarebbe meglio includerli all’interno di un gruppo quando 
si necessita di prendere una decisione. In questo modo, anche se sorge tale sentimento, essi si 
possono autoconvincere o consolarsi col fatto che la decisione non è stata presa da soli. 
Nel tentativo di valutare la preferenza per i processi decisionali di gruppo tra giovani ed 
adulti, uomini e donne sono state prese in analisi anche le strategie decisionali da essi 
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adottate. Partendo da studi precedenti che ritenevano che gli adulti ricercano meno 
informazioni o hanno bisogno di molto più tempo, oppure che le donne sono più generose ed 
egualitarie si era pensato che esistessero delle differenze riguardo alle strategie usate e che in 
base a tali differenze si poteva anche concludere sulla propensione di decidere in gruppo. La 
ricerca ha rivelato che la strategia decisionale adottata non dipende dall’età e dal genere e che 
quindi forse è molto influenzata dalle caratteristiche del contesto e del problema. 
Il carico emotivo prima, durante e dopo che una decisione è stata presa può influenzare 
la sua efficacia. Spesso decidere in base alle emozioni porta a decisioni soggettive e non 
buone. I risultati ottenuti a questo riguardo hanno dimostrato che non ci sono differenze tra 
giovani ed adulti, uomini e donne riguardo alle emozioni nella presa delle decisioni. Inoltre, 
non ci sono legami neanche quando si valuta la presenza delle emozioni positive e di quelle 
negative. Quindi, contrariamente a quanto si era pensato gli adulti e le donne non decidono in 
base allo stato emotivo. Ma comunque, si deve evidenziare che per alcuni sentimenti sono 
state trovate relazioni importanti. Così, gli adulti si sentono meno forti e meno concentrati 
quando si trovano davanti ad una decisione, quindi forse è meglio che essi decidono in 
gruppo. D’altra parte le donne rivelano che molte volte si sono sentite nervose e meno 
entusiaste nella presa di una decisione. Questo può essere spiegato col fatto che forse esse 
percepiscono la presa di una decisione come un dovere, parte del proprio lavoro e non lo 
percepiscono anche come un processo che può migliorare lo sviluppo personale e 
profesionale. Ma comunque, a differenza degli uomini, esse dimostrano meno sensi di colpa 
per una decisione presa e partendo da questo si ritiene che possono anche decidere da sole.
Un’altra variabile che influenza la preferenza per le decisioni di gruppo è la tolleranza al 
rischio. A questo riguardo, i risultati ottenuti sono molto interessanti. Così, è stato trovato che 
gli adulti sono più avversi al rischio rispetto ai giovani, mentre le donne sono più propense al 
rischio rispetto agli uomini. Come conseguenza per le decisioni rischiose gli adulti 
preferiscono decidere in gruppo, mentre le donne preferiscono decidere da sole. Comunque, 
nella prospettiva dei processi decisionali di gruppo, forse i gruppi eterogenei sono migliori e 
offrono una diversificazione del rischio. Se il gruppo fosse composto da sole donne e membri 
giovani, allora essi prenderebero decisioni molto rischiose posizionando l’azienda difronte 
alla minaccia di grandi perdite. Invece, un gruppo composto da soli uomini e membri adulti 
prenderebbe decisioni di basso rischio portando l’azienda a bassi guadagni.
Anche le percezioni sulle capacità cognitive e decisionali possono influenzare la 
preferenza per le decisioni di gruppo. Così, sia gli adulti che le donne ritengono di non 
possedere capacità cognitive e decisionali peggiori in confronto rispettivamente ai giovani ed 
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agli uomini. Ma a differenza delle donne, gli adulti ritengono che in caso di possibili deficit 
nelle capacità cognitive e decisionali è meglio preferire a decidere in gruppo. Comunque, tali 
risultati sono stati trovati in base alle percezioni e che le capacità cognitive e decisionali non 
sono state valutate in condizioni reali o di laboratorio. 
L’analisi della regressione multipla porta a riflessioni interessanti. Riguardo all’impatto 
diretto del genere e dell’età sulla preferenza per i processi decisionali di gruppo non sono stati 
trovati legami significativi. Comunque si può dire che esistono dei legami indiretti. Il 
sentimento di rimpianto, la tolleranza al rischio e le percezioni sulle capacità cognitive e 
decisionali influenzano in maniera significativa la preferenza per i processi decisionali di 
gruppo. Le conclusioni sopra riportate indicano che tali variabili possono essere valutate in 
base all’età ed al genere. Così, il rimpianto è risultato maggiore negli adulti, mentre i sensi di 
colpa minori nelle donne, cosa che intende una maggiore preferenza degli adulti di decidere in 
gruppo. Inoltre, è stato concluso che gli adulti e gli uomini sono più avversi al rischio e in 
caso di decisioni rischiose preferiscono decidere in gruppo. D’altra parte, chi percepisce che 
le capacità cognitive e decisionali sono peggiori preferirà decidere in gruppo. A questo punto, 
diventa importante cercare di individuare chi subisce di più il rimpianto, chi ha una minore 
tolleranza al rischio e chi percepisce che le capacità cognitive e decisionali si sono modificate 
e che sono diverse da quelle degli altri in senso negativo. Una volta fatto questo, per prendere 
delle decisioni essi devono essere inclusi all’interno di un gruppo. 
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1. Nome, Cognome                                        ___________
2. Genere                                        □ Uomo       □ Donna
3. Età                      ___________
4. Anni di lavoro (in totale) ___________
5. Anni di lavoro nella posizione attuale ___________
6. Posizione attuale di lavoro                    □ Manager strategico, sede centrale                                           
                                                               □ Manager di dipartimento, sede 
centrale
                                                               □ Manager strategico, filiale
7. Banca:                                                              ____________
 IL PROCESSO DECISIONALE DI GRUPPO











2. Ci sono stati dei cambiamenti delle politiche e procedure decisionali nella vostra 





















4. Per le decisioni di gruppo, esiste una procedura o un processo chiaro? Come si arriva alla 
decisione finale, esiste un processo prestabilito, valido per tutte le situazioni, oppure ogni 











5. Come si prende una decisione in gruppo? Vi basate in un processo di votazione? Di solito, 











6. Secondo voi, ha qualche influenza sull’efficacia del gruppo, la preferenza che i membri 
possono avere per i processi decisionali di gruppo? Perché può succedere che sono inclusi in 











7. Avete delle informazioni sulle preferenze degli altri (collegi/dipendenti) riguardo le 
decisioni di gruppo? Se no, le interesserebbero tali informazioni? Pensate che vi possa aiutare 











 CARATTERISTICHE DELLE DECISIONI DI GRUPPO
8. Qual’è la tipologia delle decisioni che si prendono in gruppo? Quali sono le caratteristiche 

























 COMPOSIZIONE E TIPOLOGIA DEI GRUPPI
10. Come si compone un gruppo? Esistono delle differenze tra la composizione dei gruppi 





















12. In generale, quando nasce un problema o si verifica la necessità di prendere una decisione, 




















 IL FUNZIONAMENTO DEL GRUPPO






















16. Le opinioni dei diversi membri hanno lo stesso peso? Ad esempio, se c’è un membro 
nuovo nella sua posizione, ma che può essere molto vicino al problema, quanta importanza 
































Il mio nome è Juliana Osmani e sono una dottoranda presso la Facoltà di Economia, 
Università di Pisa, Italia. Il questionario in seguito è parte della mia ricerca la quale consiste 
nel comprendere le differenze riguardo la preferenza per i processi decisionali di gruppo. 
Apprezzerei molto se risponderete al questionario sottostante, offrendovi così come volontari 
a partecipare a questa ricerca. 
Le vostre risposte mi saranno d’aiuto nel comprendere come vengono percepiti e considerati i 
processi decisionali di gruppo ed anche a capire meglio le problematiche ad essi legate. In un 
futuro, tale ricerca potrebbe trasformarsi in una piattaforma di supporto per i dirigenti ed i 
manager durante l’elaborazione delle politiche e delle procedure decisionali per le loro 
imprese.
La compilazione del questionario non richiede più di 20 minuti e vi assicuro che le risposte 
rimarranno strettamente confidenziali e saranno utilizzate esclusivamente a fini di ricerca.
Vi ringrazio che state prendendo dal vostro tempo per rispondere al questionario e vi invito a 
sentirvi liberi di contattarmi per qualsiasi chiarimento o domanda che può sorgere durante la 
compilazione, oppure per avere maggiori informazioni riguardo questa ricerca.
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E-mail: juli_osmani@yahoo.it
Cell: 068 41 36595
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I. Vi prego, rispondete alle affermazioni in seguito riferendovi ai vostri sentimenti riguardo 
voi stessi o il vostro lavoro.
Vi prego di evidenziare il vostro atteggiamento per ciascuna 




















































































1. Penso di possedere un numero considerevole di capacità.
2. Ci sono momenti in cui penso di non valere niente.
3. Sono capace di fare le cose tanto meglio quanto gli altri.
4. Penso di avere molte cose da sentirmi orgoglioso di me 
stesso.
5. In generale, sono contento di me stesso.
6. Vorrei avere più rispetto di me stesso.
7. Ho una visione positiva di me stesso.
8. Nell’impresa dove lavoro, gli altri possiedono capacità 
decisionali migliori delle mie.
II. Vi prego, rispondete alle affermazioni in seguito riferendovi ai vostri sentimenti riguardo 
la presa delle decisioni.
Vi prego di evidenziare il vostro atteggiamento per ciascuna 


















































































1. In generale, quando prendo una decisione sono curioso di 
conoscere cosa sarebbe successo se avessi deciso 
diversamente.
2. In generale, quando prendo una decisione cerco di 
raccogliere delle informazioni su come le altre alternative 
risulterebbero.
3. In generale, quando prendo una decisione e quella risulta 
efficace, ho comunque un senso di fallimento se capisco che 
un’altra decisione sarebbe stata migliore.
4. Quando penso a cosa sto facendo, in generale analizzo le 
opportunità che mi sono lasciato scappare.
5. In generale, dopo aver preso una decisione non volto la testa 
indietro.
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III. Vi prego, rispondete alle affermazioni in seguito riferendovi alle strategie decisionali da 
voi usate.
Vi prego di evidenziare il vostro atteggiamento per ciascuna 

















































































1. Cerco sempre di prendere la decisione migliore.
2. Prima di scegliere, preferisco evidenziare più alternative 
possibili.
3. Cerco di elencare le conseguenze delle possibili alternative.
4. Preferisco valutare le alternative una ad una per ogni criterio 
scelto.
5. Valuto le alternative in base ai criteri che sono importanti per 
me stesso.
6. Di fronte ad una scelta considero i benefici come più 
importanti delle conseguenze negative.
7. Se una strategia è risultata efficace in passato, tendo ad usarla 
di nuovo.
IV. Vi prego, rispondete alle affermazioni in seguito riferendovi alle vostre preferenze per i 
processi decisionali di gruppo.
Vi prego di evidenziare il vostro atteggiamento per ciascuna 


















































































1. In generale, per prendere una decisione preferisco i processi 
decisionali di gruppo.
2. Preferisco i processi decisionali di gruppo perché le 
decisioni prese sono qualitativamente migliori di quelle 
prese da una sola persona.
3. In generale, mi fido delle capacità degli altri membri 
dell’impresa.
4. Preferisco le decisioni di gruppo perché in generale sono 
curioso di conoscere il modo di ragionare degli altri.
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5. Penso che le decisioni di gruppo in generale rappresentano 
una minaccia per il prestigio ed il potere personale.
6. La preferenza per i processi decisionali di gruppo 
sottointende incapacità ed insicurezza nel decidere.
7. L’esperienza che possiedo mi permette di decidere da solo.
8. Preferisco le decisioni di gruppo perché anche gli altri 
devono avere la possibilità di esprimere le loro opinioni.
9. Preferisco i processi decisionali di gruppo per situazioni o 
problemi complessi.
10. Più punti di vista ci sono per un problema/situazione, 
maggiore sarà la confusione.
11. Sono disposto a cambiare l’impresa dove lavoro con 
un’altra, se quest’ultima utilizza largamente i processi 
decisionali di gruppo.
12. Preferisco i processi decisionali di gruppo, perché 
favoriscono lo sviluppo professionale e personale.
13. I miei rapporti con i colleghi sono conflittuali.
14. Nel processo decisionale di gruppo gli altri tendono ad 
isolarmi, ignorando le mie opinioni.
15. Preferisco i processi decisionali di gruppo perché la 
creatività risulta maggiore.
Vi prego di annottare in seguito qualsiasi motivo che vi spinge a preferire oppure a non 







V. Vi prego di evidenziare il numero che corrisponde solitamente alla frequenza di 
occorrenza per ciascuno dei fenomeni sottostanti, prima, durante o dopo il processo 
decisionale.
              1            2           3           4                5
Mai o molto poco        Poco Moderamente      Spesso       Estremamente      
           spesso
    
_______ Interesse                                                       _______ Sentimenti di colpa
_______ Irritazione                                                     _______ Determinazione
_______ Stress                                                            _______ Paura
_______ Vigilenza/Cautela                                        _______ Attenzione
_______ Caricato                                                       _______ Ostilità 
_______ Vergogna                                                     _______ Angoscia
_______ Tristezza                                                      _______ Entusiasmo
_______ Ispirazione                                                   _______ Rimpianto
_______ Forte                                                            _______ Orgoglio
_______ Nervosismo                                                 _______ Attivo
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VI. Vi prego, rispondete alle affermazioni in seguito riferendovi alla vostra tolleranza verso il 
rischio.   
Vi prego di evidenziare il vostro atteggiamento per ciascuna 



















































































1. Preferisco un risultato certo invece di uno possibile.
2. Essere troppo cauti ti rende noioso.
3. Assumere un certo livello di rischio è necessario.
4. Prevedo sempre delle precauzioni per evitare le conseguenze 
negative della decisione presa.
5. In situazioni complesse cerco di evitare o rimandare la presa 
delle decisioni.
6. Le decisioni rischiose rappresentano una sfida e mi stimolano 
ad aumentare il mio impegno.
7. Per ottenere risultati importanti preferisco rischiare. 
8. Le decisioni rischiose rappresentano una minaccia, per questo 
vanno evitate.
9. Per le decisioni caratterizzate da elevato rischio:
o (1)  preferisco decidere da solo;
o (2)  preferisco consultarmi con qualcun altro;
o (3)  preferisco i processi decisionali di gruppo;
o (4)  preferisco che qualcun’altro prenda la decisione dopo essersi consultato con me;
o (5)  preferisco che qualcun’altro prenda la decisione al posto mio.
VII. Vi prego, rispondete alle affermazioni in seguito riferendovi alle vostre percezioni sui 
cambiamenti nelle capacità cognitive e decisionali dovuti all’età e al genere.
(per ricordare: le capacità cognitive si riferiscono alle capacità mentali ed ai processi legati 
alle conoscenze includendo l’attenzione, la memoria, le capacità di giudizio e di valutazione, 
il ragionamento etc.)
Vi prego di evidenziare il vostro atteggiamento per ciascuna 



















































































1. Il peggioramento delle capacità cognitive comprende capacità 
decisionali non buone.
2. Con l’avanzare dell’età le capacità cognitive peggiorano.
3. La velocità di elaborazione dell’informazione e la memoria 
sono migliori nei giovani.
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4. Col passare del tempo le capacità decisionali migliorano.
5. Le donne possiedono capacità decisionali limitate rispetto 
agli uomini.
6. Gli uomini superano le donne nelle capacità cognitive.
7. Ritengo che i processi decisionali di gruppo sono il modo 
migliore per compensare le capacità cognitive e decisionali 
limitate.
VIII. Vi prego, siete liberi di esprimere la vostra opinione e di fare qualsiasi commento 











1. Genere                                        □ (1) Uomo       □ (2) Donna
2. Età                      ___________
3. Educazione                      □ (1) Diploma       □ (2) Laurea       □ (3) Postlaurea   
4. Posizione  di lavoro                          □ (1) Non dirigente       □ (2) Dirigente         
5. Anni di lavoro (in totale) ___________




Tabella 1: Prima rubrica del questionario “Overconfidence” 
Variabili N Media Mediana Moda Deviazione 
Std.
1. Penso di possedere un numero considerevole 
di capacità.
247 4.36 4.00 4 .627
2. Ci sono momenti in cui penso di non valere 
niente.
247 4.11 4.00 5 1.024
3. Sono capace di fare le cose tanto meglio 
quanto gli altri.
247 4.37 4.00 4 .673
4. Penso di avere molte cose da sentirmi 
orgoglioso di me stesso.
247 4.54 5.00 5 .603
5. In generale, sono contento di me stesso. 247 4.11 4.00 4 .735
6. Vorrei avere più rispetto di me stesso. 247 2.49 2.00 1 1.346
7. Ho una visione positiva di me stesso. 247 4.24 4.00 4 .697
8. Nell’impresa dove lavoro, gli altri 
possiedono capacità decisionali migliori delle 
mie.
247 2.44 2.00 2 1.113






Tabella 2: Seconda rubrica del questionario “Rimpianto” 
Variabili N Media Mediana Moda Deviazione 
Std.
1. In generale, quando prendo una decisione 
sono curioso di conoscere cosa sarebbe 
successo se avessi deciso diversamente.
247 3.38 4.00 4 1.257
2. In generale, quando prendo una decisione 
cerco di raccogliere delle informazioni su come 
le altre alternative risulterebbero.
247 3.96 4.00 4 .999
3. In generale, quando prendo una decisione e 
quella risulta efficace, ho comunque un senso 
di fallimento se capisco che un’altra decisione 
sarebbe stata migliore.
247 2.69 2.00 2 1.326
4. Quando penso a cosa sto facendo, in 
generale analizzo le opportunità che mi sono 
lasciato scappare.
247 3.25 4.00 4 1.246
5.  In generale, dopo aver preso una decisione 
non volto la testa indietro.
247 2.20 2.00 2 1.121
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Tabella 3: Terza rubrica del questionario “Strategia decisionale” 
Variabili N Media Mediana Moda Deviazione 
Std.
1. Cerco sempre di prendere la decisione 
migliore.
247 4.57 5.00 5 .579
2. Prima di scegliere, preferisco evidenziare più 
alternative possibili.
247 4.29 4.00 4 .842
3. Cerco di elencare le conseguenze delle 
possibili alternative.
247 4.20 4.00 4 .801
4. Preferisco valutare le alternative una ad una 
per ogni criterio scelto.
247 4.17 4.00 4 .807
5. Valuto le alternative in base ai criteri che 
sono importanti per me stesso.
247 3.99 4.00 4 1.084
6. Di fronte ad una scelta considero i benefici 
come più importanti delle conseguenze 
negative.
247 3.08 3.00 4 1.387
7. Se una strategia è risultata efficace in 
passato, tendo ad usarla di nuovo.
247 3.87 4.00 4 .985






Tabella 4: Quarta rubrica del questionario “Preferenza di decidere in gruppo” 
Variabili N Media Mediana Moda Deviazione 
Std.
1. In generale, per prendere una decisione 
preferisco i processi decisionali di gruppo.
247 3.69 4.00 4 1.006
2. Preferisco i processi decisionali di gruppo 
perché le decisioni prese sono qualitativamente 
migliori di quelle prese da una sola persona.
247 3.69 4.00 4 .973
3. In generale, mi fido delle capacità degli altri 
membri dell’impresa.
247 3.55 4.00 4 .804
4. Preferisco le decisioni di gruppo perché in 
generale sono curioso di conoscere il modo di 
ragionare degli altri.
247 3.55 4.00 4 1.006
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5. Penso che le decisioni di gruppo in generale 
rappresentano una minaccia per il prestigio ed 
il potere personale.
247 2.39 2.00 2 1.156
6. La preferenza per i processi decisionali di 
gruppo sottointende incapacità ed insicurezza 
nel decidere.
247 2.06 2.00 1 1.124
7. L’esperienza che possiedo mi permette di 
decidere da solo.
247 3.31 3.00 4 1.173
8. Preferisco le decisioni di gruppo perché 
anche gli altri devono avere la possibilità di 
esprimere le loro opinioni.
247 3.81 4.00 4 .953
9. Preferisco i processi decisionali di gruppo 
per situazioni o problemi complessi.
247 3.98 4.00 4 .943
10. Più punti di vista ci sono per un problema/
situazione, maggiore sarà la confusione.
247 3.06 3.00 4 1.327
11. Sono disposto a cambiare l’impresa dove 
lavoro con un’altra, se quest’ultima utilizza 
largamente i processi decisionali di gruppo.
247 2.69 3.00 3 1.247
12. Preferisco i processi decisionali di gruppo, 
perché favoriscono lo sviluppo professionale e 
personale.
247 3.70 4.00 4 1.015
13. I miei rapporti con i colleghi sono 
conflittuali.
247 1.57 1.00 1 .833
14. Nel processo decisionale di gruppo gli altri 
tendono ad isolarmi, ignorando le mie opinioni.
247 1.64 1.00 1 .904
15. Preferisco i processi decisionali di gruppo 
perché la creatività risulta maggiore.
247 3.79 4.00 4 1.021







Tabella 5: Quinta rubrica del questionario “Emozioni” 
Variabili N Media Mediana Moda Deviazione 
Std.
Interesse 247 3.82 4.00 4 1.008
Irritazione 247 1.94 2.00 2 .891
Stress 247 2.55 2.00 2 1.077
Vigilenza/Cautela 247 4.19 4.00 4 .762
Caricato 247 3.84 4.00 4 .921
Vergogna 247 1.29 1.00 1 .628
Tristezza 247 1.81 2.00 1 .828
Ispirazione 247 3.72 4.00 4 .879
Forte 247 3.81 4.00 4 .887
Nervosismo 247 2.26 2.00 2 .991
Colpa 247 1.35 1.00 1 .699
Determinazione 247 4.06 4.00 4 .752
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Paura 247 1.83 2.00 1 .867
Attenzione 247 4.34 4.00 4 .672
Ostilità 247 1.20 1.00 1 .553
Angoscia 247 1.86 2.00 2 .868
Entusiasmo 247 3.57 4.00 4 .972
Rimpianto 247 1.65 1.00 1 .861
Orgoglio 247 3.83 4.00 4 .984
Attivo 247 4.23 4.00 4 .775






Tabella 6: Sesta rubrica del questionario “Tolleranza al rischio” 
Variabili N Media Mediana Moda Deviazione 
Std.
1. Preferisco un risultato certo invece di uno 
possibile.
247 3.80 4.00 4 1.081
2. Essere troppo cauti ti rende noioso. 247 2.60 2.00 2 1.245
3. Assumere un certo livello di rischio è 
necessario.
247 3.91 4.00 4 2.193
4. Prevedo sempre delle precauzioni per evitare 
le conseguenze negative della decisione presa.
247 3.93 4.00 4 .823
5. In situazioni complesse cerco di evitare o 
rimandare la presa delle decisioni.
247 2.95 3.00 4 1.225
6. Le decisioni rischiose rappresentano una 
sfida e mi stimolano ad aumentare il mio 
impegno.
247 3.81 4.00 4 .912
7. Per ottenere risultati importanti preferisco 
rischiare. 
247 3.42 4.00 4 1.144
8. Le decisioni rischiose rappresentano una 
minaccia, per questo vanno evitate.
247 2.47 2.00 2 1.154













Tabella 7: Settima rubrica del questionario “Percezioni sulle capacità 
cognitive/decisionali” 
Variabili N Media Mediana Moda Deviazione 
Std.
1. Il peggioramento delle capacità cognitive 
comprende capacità decisionali non buone.
247 3.44 4.00 4 1.128
2. Con l’avanzare dell’età le capacità cognitive 
peggiorano.
247 2.86 3.00 2 1.154
3. La velocità di elaborazione 
dell’informazione e la memoria sono migliori 
nei giovani.
247 3.42 4.00 4 1.137
4. Col passare del tempo le capacità decisionali 
migliorano.
247 3.90 4.00 4 .907
5. Le donne possiedono capacità decisionali 
limitate rispetto agli uomini.
247 2.11 2.00 1 1.088
6. Gli uomini superano le donne nelle capacità 
cognitive.
247 2.19 2.00 2 1.073
7. Ritengo che i processi decisionali di gruppo 
sono il modo migliore per compensare le 
capacità cognitive e decisionali limitate.
247 3.70 4.00 4 .931
Tabella 7.1 Il gruppo dei fattori per “Percezioni sulle capacità cognitive/decisionali” 
(sommatoria ad intervalli)
N Validi 247
Media 3.48
Mediana 3.00
Moda 3
Deviazione Standard .668
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