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Abstract
One studies in this paper some partial di¤erential equations as vec-
tor elds on convenient Fréchet spaces, and one proves the existence
of their ows.
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1 INTRODUCTION
Dans ce travail, nous avons étudié lexistence du ot de léquation di¤éren-
tielle aux dérivées partielles
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dans quelques espaces de Banach et de Fréchet, où les conditions sur la
fonction  et lopérateur A sont:
i)  2
S
2[0;1[ Pds (Rn) avec Pds (Rn) dénote lensemble des fonctions
 2 C1 (Rn;R) telles que
a) j (x)j  const hxi2 ,
b) @/  2 L1 (Rn;R), 8 2 Nn,
c)   f/  2 Cr (Rn;R), 8f 2 Id+ Cr0 (Rn;Rn), r  1.
ii) A : C1c (Rn;Rn) ! C1c (Rn;Rn) est un opérateur di¤érentiel linéaire,
à coe¢ cients dans C1 (Rn;R) =
T
r2R+ C
r (Rn;R) (Cr (Rn;R) désigne
lespace dHölder dexposant r), et vériant
1
d) A = A, où A

 est ladjoint formel de A par rapport au pseudo-
produit scalaire faible (u; v) 2 C1c (Rn;Rn)
2 7!
R
u (x)  v (x) (x) dx.
e)A 1A = AA 1 = IdC1c (Rn;Rn), avecA
 1 2 OPS k1;0 (Rn;L (Rn;Rn)),
k étant lordre de A.
Nous avons utilisé dans cet article une méthode géométrique inspirée
de [7], de [10], et de [17], et basée essentiellement sur le théorème clas-
sique de Cauchy-Lipschitz pour traiter léquation (E) comme léquation
des géodésiques dun sous-groupe de Lie du groupe Di¤ (Rn), menu de la
métrique pseudo-riemannienne faible
GA;(f) (u; v) =
Z
u  f 1(x) A
 
v  f 1

(x)(x)dx:
Une conséquence importante de ce travail, qui correspond au cas (A; ) =
(Id ; 1), est donnée dans le corollaire 3.11. Dans ce cas particulier,
léquation (E) devient comme suit:
@tu
j   @tuj + @xju  (u u) +
 
uj  uj

divu
+u  r
 
uj  uj

= 0; 1  j  n;
et sappelle lanalogue n-dimensionnelde léquation de Camassa-Holm
@tu  @t@2xu+ 3u@xu  2u@2xu  u@3xu = 0;
(voir [5] et [14]).
Lintérêt pour létude des géodésiques des groupes de di¤éomorphismes
(menus des métriques convenables) remonte aux années 60 lorsque V. I.
Arnold [2] a montré que les équations décrivant lévolution des uides par-
faits (dans un domaine 
 xé) et les équations de la mécanique du solide (en
labsence de forces extérieurs) étaient de même nature. Elles correspondent
toutes deux aux équations des géodésiques dune métrique riemannienne sur
un groupe de Lie semi-invariante (à droite ou à gauche): le groupe des dif-
féomorphismes de 
 qui préservent le volume dans le premier cas, le groupe
des déplacements euclidiens dans le deuxième cas. Concernant ce sujet, vous
pouvez consulter également la référencé [3].
Plus récemment, de nombreux auteurs ([13], [14], [19], [22], [23]) ont dé-
couvert quil en allait de même pour dautres équations issues de la physique
mathématiques, notamment léquation de Burgers et léquation de Camassa-
Holm. Si on sintéresse uniquement aux solutions périodiques, alors ces deux
équations peuvent se reformuler comme les équations du ot géodésique sur
le groupe des di¤éomorphismes du cercle pour les métriques L2 et H1 re-
spectivement.
Il faut toutefois signaler que cette interprétation, initiée par Arnold,
est essentiellement formelle et soulève des di¢ cultés du point de vue de
2
lanalyse. En e¤et, le groupe des di¤éomorphismes de classe C1 dune
variété compacte est bien un groupe de Lie-Fréchet [18] mais lanalyse sur
ces variétés est di¢ cile. Par ailleurs, se restreindre aux sous-groupes dun
groupe des di¤éomorphismes de classe Cs (s 2 R+) nest pas satisfaisant
car, bien que ces groupes soient des variétés de Banach, ce ne sont pas des
groupes de Lie mais seulement des groupes topologiques (ni la composition,
ni linversion ne sont di¤érentiables (voir [8] et la page 34 dans cet article)).
Cest seulement récemment que plusieurs auteurs se sont attachés à dé-
montrer rigoureusement lexistence des géodésiques et détudier la carte ex-
ponentielle de ces ots dans la catégorie C1 (voir les travaux [7], [10], [11],
[12] et [16]).
Ce travail se situe donc dans cette thématique générale. Il contient,
en e¤et, des extensions et des généralisations considérables des résultats
antérieurs sur le groupe des di¤éomorphismes Di¤ H1 (R) et sur son algèbre
de Lie H1 (R;R) exposés dans [10].
On rappelle que, dans [6], les auteurs ont traité léquation de Burgers:
@tu+ 3u@xu = 0;
qui est associée au cas (A; ; n) = (Id; 1; 1), et que dans [17], lauteur a
utilisé une méthode non complètement claire pour montrer lexistence des
géodésiques pour lesHk-métriques (ces métriques sont associées à lopérateurP
0jk ( 1)
j @2jx ) dans les ensembles des courbes
C3
 
] 2; 2[ ;Di¤ (S1)

; C3 (] 2; 2[ ;Di¤ S (R)) ;
C3
 
] 2; 2[ ;S1 V B Di¤ (S1)

; C3 (] 2; 2[ ;RV B Di¤ S (R)) ;
où le groupe Di¤ S (R) est le groupe de di¤éomorphismes de R à décrois-
sance rapide à lidentité et S1V BDi¤
 
S1

et RV BDi¤ S (R) sappellent
groupes de Virasoro-Bott. Mais son résultat sur les deux groupes Di¤ S (R)
et RV BDi¤ S (R) est faux. Dans cet article, nous avons traité de façons
rigoureuse, le cas du groupe Di¤ S (Rn).
Rappelons aussi que, dans [12], les auteurs ont étudié lapplication expo-
nentielle riemannienne dun sous-groupe de Di¤
 
T2

muni dune métrique
de type Sobolev associée à lopérateur
P
0jk ( 1)
j j , et que nous avons
traité dans [10] les géodésiques et lapplication exponentielle riemannienne
du groupe riemannien faible (Di¤ H1(Rn); GAk;1), où Ak est lopérateur
di¤érentiel
P
jjk ( 1)
jj @2, k  1.
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2 Espaces fonctionnels et Groupes de di¤éomor-
phismes
2.1 Espaces de Sobolev avec poids
Soit r 2 R. On note hir la fonction  2 Rn 7! hir =

1 + kk22
r=2
2 R, et
on note hDxir lopérateur pseudo-di¤érentiel de symbole hir, qui est déni
par la formule intégrale
hDxir u (x) =
Z
eix hir bu (); u 2 S(Rn);
où  = (1= (2)n) d.
Etant donné (r; s) 2 R2, on pose
Hr;s(Rn;Cm) =

u 2 S 0(Rn;Cm) : hDxir fhis ug 2 L2(Rn;Cm)
	
;
et on munit cet espace du produit scalaire
(u; v)r;s = (hDxi
r (his u) ; hDxir (his v))L2
=
Z
hDxir (his u) (x)  hDxir (his v) (x)dx:
Si r 2 N, on a
Hr;s(Rn;Cm) =

u 2 S 0(Rn;Cm) : hxis @u 2 L2(Rn;Cm); jj  r
	
:
Lapplication u 2 Hr;s(Rn;Cm) 7! v = hDxir (his u) 2 L2(Rn;Cm) est
une isométrie bijective, et lespace S(Rn;Cm) est dense dans Hr;s(Rn;Cm)
puisque il est dense dans L2(Rn;Cm). De plus, on a Hr;s(Rn;Cm) =
H r;s(Rn;Cm).
On pose aussi
H1;s(Rn;Cm) =
T
r2R
Hr;s(Rn;Cm);
Hr;1(Rn;Cm) =
T
s2R
Hr;s(Rn;Cm);
H1;1(Rn;Cm) =
T
s2R
H1;s(Rn;Cm) =
T
r2R
Hr;1(Rn;Cm) = S(Rn;Cm):
Proposition 2.1 Soit a 2 S1;0
 
Rn  Rn; L
 
Cm;C`

et s 2 R+. Alors le
symbole complet as (x; ) de ladjoint formel de a (x;Dx) par rapport aux
produits scalaires de H0;s(Rn;Cm) et de H0;s(Rn;C`) appartient à la classe
S1;0
 
Rn  Rn; L
 
C`;Cm

et vérie la somme asymptotique
as (x; ) 
X 1
!
hxi 2s @ hxi2sD a0 (x; ) :
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Démonstration. On sait que le symbole a0 (x; ) appartient à la classe
S1;0
 
Rn  Rn; L
 
C`;Cm

. Dautre part, après un calcul simple, on obtient
la formule
as (x;Dx)u (x)
= hxi 2s
Z
ei(x y) hyi2s a0 (x; )u (y) dy; u 2 S(Rn;C`):
Par suite,
as (x;Dx)u (x) =
Z
eixas (x; ) bu ();
avec as (x; ) 2 S1;0
 
Rn  Rn; L
 
C`;Cm

et
as (x; ) 
X 1
!
hxi 2s @ hxi2sD a0 (x; ) :
Théorème 2.2 Etant donné a 2 S01;0
 
Rn  Rn; L
 
Cm;C`

, lopérateur
pseudo-di¤érentiel a (x;Dx) est continu de H0;s(Rn;Cm) dans H0;s(Rn;C`)
quel que soit s 2 R+.
Démonstration. Cas 1. Supposons que a 2 S1;0
 
Rn  Rn; L
 
Cm;C`

avec  <  n. Soit  la fonction dénie par
 (x; y) =
Z
eiya (x; ); (x; y) 2 Rn  Rn:
Soit j 2 N et (x; y) 2 Rn  Rn. on a
hyi2j k (x; y)k =
hyi2j Z eiya (x; )
=
Z eiy (1 + )j a (x; )
 const (j) max
jj2j
kak;0
Z
hi ;
où kak;0 = sup(x;)2RnRn hi
 +jj
@ a (x; )
2
. Par suite,
g (y) = sup
x2Rn
k (x; y)k  hyi 2j const (j) max
jj2j
kak;0
Z
hi :
Ceci implique que hir g 2 L1 (Rn) quel que soit r 2 R.
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Soit u 2 S(Rn;Cm). En utilisant linégalité suivante (dite inégalité de
Peetre) hxis  2s hx  yis hyis, on obtient
hxis ka (x;Dx)u (x)k2 = hxi
s
Z  (x; x  y)u (y) dy
2
 hxis
Z
g (x  y) ku (y)k2 dy
 2s (his g)  (his kuk2) (x) :
Doù linégalité
ka (x;Dx)ukH0;s  2
s k(his g)  (his kuk2)kL2
 2s khis gkL1 kukH0;s ;
qui montre que a (x;Dx) est continu de H0;s(Rn;Cm) dans H0;s(Rn;C`).
Cas 2. Supposons que a 2 S1;0
 
Rn  Rn; L
 
Cm;C`

avec  < 0 et
posons
a0 (x;Dx) = a (x;Dx) ;
a1 (x;Dx) = (a0)

s (x;Dx) a0 (x;Dx) ;
...
ak+1 (x;Dx) = (ak)

s (x;Dx) ak (x;Dx) ; k 2 N:
Soit k 2 N. On remarque que, pour que ak (x;Dx) soit continu de H0;s
dans H0;s, il su¢ t que ak+1 (x;Dx) soit continu de H0;s dans H0;s puisque
kak (x;Dx)uk2H0;s = (ak (x;Dx)u; ak (x;Dx)u)H0;s
= (ak+1 (x;Dx)u; u)H0;s
 kak+1 (x;Dx)ukH0;s kukH0;s ;
quel que soit u 2 S (Rn;Cm). Dautre part, daprès la proposition 2.1, on
a ak (x; ) 2 S2
k
1;0 (Rn  Rn; L (Cm;Cm)) ou k 2 N. Donc si 2k <  n,
ak (x;Dx) est continu de H0;s dans H0;s selon le cas 1. Par conséquent,
a (x;Dx) est continu de H0;s dans H0;s.
Cas 3. Soit a (x; ) 2 S01;0
 
Rn  Rn; L
 
Cm;C`

. Sans perte de général-
ité, on peut supposer que m = ` = 1.
On pose b (x; ) =

1 +M2   ja (x; )j2
1=2
où M = jajL1 . On a
b (x; ) 2 S01;0 (Rn  Rn;R+) et
bs (x;Dx) b (x;Dx)u =
 
1 +M2

u  ja (x;Dx)j2 u+ r (x;Dx)u;
6
quel que soit u 2 S (Rn;C) avec r (x; ) 2 S 11;0 (Rn  Rn;C). Dautre part,
pour tout u 2 S (Rn;C), on peut écrire
ka (x;Dx)uk2H0;s = (a

s (x;Dx) a (x;Dx)u; u)H0;s
=

ja (x;Dx)j2 u; u

H0;s
+ (er (x;Dx)u; u)
=
 
1 +M2

kuk2H0;s   (b

s (x;Dx) b (x;Dx)u; u)
+ (r (x;Dx)u; u) + (er (x;Dx)u; u) ;
où er (x; ) 2 S 11;0 (Rn  Rn;C). Par conséquent,
ka (x;Dx)uk2H0;s

 
1 +M2

kuk2H0;s + (r (x;Dx)u+ er (x;Dx)u; u)


1 +M2 + kr (x;Dx) + er (x;Dx)kL(H0;s;H0;s) kuk2H0;s ;
ce qui prouve que a (x;Dx) est continu de H0;s dans H0;s.
Le corollaire suivant découle immédiatement de la dénition des espaces
Hr;s(Rn;Cm) et du théorème précédent.
Corollaire 2.3 Etant donné a 2 S1;0
 
Rn  Rn; L
 
Cm;C`

, lopérateur
pseudo-di¤érentiel a (x;Dx) est continu de Hr;s(Rn;Cm) dans Hr ;s(Rn;C`)
quel que soit (r; s) 2 ] 1;1] [0;1].
Dans la suite, on considèrera lespace dHolder Cr(Rn;Cm) dexposant
r 2 R+, qui constitue des fonctions u 2 C [r](Rn;Rm) telles que toutes les
dérivées jusquà lordre [r] de u sont bornées, et pour tout  2 Nn avec
jj = [r],
sup
x 6=y
k@u (x)  @u (y)k2
kx  ykr [r]2
<1:
Si r 2 N, Cr(Rn;Rm) coïncide avec lespace des fonctions u 2 Cr(Rn;Rm),
bornées ainsi que leurs dérivées jusquà lordre r.
Lemme 2.4 Soit r 2 R+. On note Cr0(Rn;Cm) le complété de C1c (Rn;Cm)
dans lespace de Hölder Cr(Rn;Cm). Alors u 2 Cr0(Rn;Cm) si, et seulement
si,
i) @u (x)! 0 quand kxk2 !1 pour jj  [r].
ii) Pour tout  2 Rn, on a
lim
(x;y)!(;)
k@u (x)  @u (y)k2
kx  ykr [r]2
= 0; jj = [r] :
iii) Pour tout  > 0, on a
lim
R!1
sup
0<kx yk;kxkR
k@u (x)  @u (y)k2
kx  ykr [r]2
= 0; jj = [r] :
7
Démonstration. Soit E le sous-espace des fonctions u 2 Cr(Rn;Cm) véri-
ant les conditions i), ii) et iii).
Comme E est fermé dans Cr(Rn;Cm) et comme C1c (Rn;Rm)  E, on
a C1c (Rn;Rm)  E, où C1c (Rn;Rm) est la fermeture de C1c (Rn;Rm) dans
Cr(Rn;Rm).
On montre que E  C1c (Rn;Rm). Soit u 2 E et on considère uk =
'ku = Crc (Rn;Rm) où 'k (x) = ' (x=k), ' 2 C1c (Rn), ' (x) = 1 pour
kxk2  1.
Vérions dabord que uk 2 E. Soit (; ) 2 NnNn avec jj  [r]. Il est
évident que limkxk2!1 @
' (x=k) @u (x) = 0. Dautre part, on a légalité
@'
 
x
k

@u (x)  @'
  y
k

@u (y)
kx  ykr [r]2
= @'
x
k
 @u (x)  @u (y)
kx  ykr [r]2
+@u (y)
1
kr [r]
@'
 
x
k

  @'
  y
k
x
k  
y
k
r [r]
2
;
qui implique immédiatement que, quel que soit (; ) 2 R+  Rn
lim
(x;y)!(;)
@'
 
x
k

@u (x)  @'
  y
k

@u (y)
kx  ykr [r]2
= 0;
lim
R!1
lim
0<kx yk;kxkR
@'
 
x
k

@u (x)  @'
  y
k

@u (y)
kx  ykr [r]2
= 0:
Maintenant, on utilise légalité suivante
@uk =
X

C
1
kjj
@'
 
k

@ u; jj  [r] ;
pour conclure que uk 2 E.
Montrons que uk ! u dans Cr(Rn;Cm). On a
kuk   ukL1 = sup
kxk2k
'x
k

  1

u (x)

2
 (k'kL1 + 1) sup
kxk2k
ku (x)k2 :
Donc uk ! u dans C0(Rn;Cm). Dautre part, si r 2 R+  N, on peut écrire
uk (x)  u (x)  (uk (y)  u (y))
=
n
'
x
k

  1
o
(u (x)  u (y)) + u (y)
n
'
x
k

  '
y
k
o
:
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Par suite,
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2

'x
k

  1
 ku (x)  u (y)k2
kx  ykr [r]2
+
ku (y)k2
kr [r]
'  xk  '   yk2x
k  
x
k
r [r]
2
:

'x
k

  1
 ku (x)  u (y)k2
kx  ykr [r]2
+ kukL1 k'kCr [r]
1
kr [r]
;
où (x; y) 2 Rn  Rn avec x 6= y. Donc pour tout  > 0, on a
sup
x 6=y
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2
 (k'kL1 + 1) sup
x6=y;kxk2k
ku (x)  u (y)k2
kx  ykr [r]2
+ kukL1 k'kCr [r]
1
kr [r]
 (k'kL1 + 1) sup
0<kx yk2
kxk2k
ku (x)  u (y)k2
kx  ykr [r]2
+2 (k'kL1 + 1) kukL1
1
r [r]
+ kukL1 k'kCr [r]
1
kr [r]
:
Par suite,
0  liminf
k!1
sup
x 6=y
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2
 limsup
k!1
sup
x 6=y
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2
 2 (k'kL1 + 1) kukL1
1
r [r]
;
quel que soit  > 0. Doù
lim
k!1
sup
x 6=y
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2
= limsup
k!1
sup
x 6=y
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2
= liminf
k!1
sup
x 6=y
kuk (x)  u (x)  (uk (y)  u (y))k2
kx  ykr [r]2
= 0;
ce qui entraîne que uk ! u dans Cr [r](Rn;Cm).
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Soit  2 Nn avec jj  [r]. On a
@uk (x)  @u (x)
=
X
0 6=
C
1
kjj
@'
x
k

@ u (x) + '
x
k

@u (x)  @u (x)
=
X
0 6=
C
1
kjj
@'
x
k

@ u (x) + (@u)k (x)  @
u (x) ; x 2 Rn:
Doù linégalité
k@uk   @ukCr [r]
 3
X
0 6=
C
1
kjj
@'
Cr [r]
@ u
Cr [r]
+ k(@u)k   @
ukCr [r] ;
qui montre que @uk ! @u dans Cr [r]. Donc uk ! u dans Cr.
Etant donné j 2 N, on choisit une fonction positive  2 C1c (Rn) véri-
ant
R
 (x) dx = 1, et on pose uj =  j  u avec  j (x) =  (jx) jn. Il est
évident que uj 2 C1(Rn;Cm), dautre part, il découles des relations
@uj (x) =
Z
@u

x  1
j
z

 (z) dz;
et
@uj (x)  @uj (y)
kx  ykr [r]2
=
Z @ux  1j z  @uy   1j z
kx  ykr [r]2
 (z) dz;
avec x 6= y et jj  [r], que uj 2 E.
On vérie que uj ! u dans Cr(Rn;Cm). On a
uj (x)  u (x) =
Z 
u

x  1
j
y

  u (x)

 (y) dy; x 2 Rn:
Par suite,
kuj   ukL1  sup
x2Rn;
y2(1=j)supp 
ku (x  y)  u (x)k2 :
Ceci entraîne, puisque la fonction u est uniformément continue, que uj ! u
dans C0(Rn;Cm).
Si r 2 R+   N, on écrit pour x 6= y
uj (x)  u (x)  (uj (y)  u (y))
kx  ykr [r]2
=
Z 0@u

x  1j z

  u

y   1j z

kx  ykr [r]2
  u (x)  u (y)
kx  ykr [r]2
1A (z) dz:
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Donc
sup
x 6=y
kuj (x)  u (x)  (uj (y)  u (y))k2
kx  ykr [r]2
 sup
x 6=y
z2(1=j)supp 
u (x  z)  u (y   z)kx  ykr [r]2  
u (x)  u (y)
kx  ykr [r]2

2
:
Selon cette inégalité, si la fonction
() (x; y) 2 Rn  Rn  Rn 7!
u (x)  u (y)
kx  ykr [r]2
2 Cm;
Rn étant la diagonale de Rn  Rn, est uniformément continue, alors
lim
j!1
sup
x 6=y
kuj (x)  u (x)  (uj (y)  u (y))k2
kx  ykr [r]2
= 0;
ce qui implique que uj ! u dans Cr [r](Rn;Cm). Doù uj ! u dans
Cr(Rn;Cm) puisque @uj =  j  @u pour jj  [r].
On vérie donc que la fonction () est uniformément continue. Soit
" > 0. On peut trouver un nombre  > 0 vériant
() kx  yk2   )
ku (x)  u (y)k2
kx  ykr [r]2
 "
2
:
Ensuite, on choisit un nombre R > 0 tel que
(  ) kxk2  R ; 0 < kx  yk2  2 )
ku (x)  u (y)k2
kx  ykr [r]2
 "
2
:
En posant A = f(x; y) 2 Rn  Rn : kxk2  2R; 0 < kx  yk2  2g, comme
la fonction () est prolongeable par continuité à lensemble compact A, elle
est uniformément continue sur A, ce qui montre quil existe un nombre positif
 2 ]0;min (R; (1=2) )] tel que, pour tout (x; y) 2 A et tout (~x; ~y) 2 A, on a
k(x; y)  (~x; ~y)k2  )
u (x)  u (y)kx  ykr [r]2  
u (~x)  u (~y)
k~x  ~ykr [r]2

2
 ":
Vérions que cette implication reste vraie dans Rn Rn  Rn tout entier.
Soit (x; y) 2 RnRn Rn et (~x; ~y) 2 RnRn Rn avec ((x; y) ; (~x; ~y)) =2
A  A et k(x; y)  (~x; ~y)k2  . Supposons, par exemple, que (x; y) =2 A.
Dans ce cas, on a ou bien kx  yk2 > 2, ou bien kx  yk2  2 et kxk2 >
2R.
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- Si kx  yk2 > 2, alors
k~x  ~yk2 = kx  y + ~x  x  ~y + yk2
 kx  yk2   k~x  xk2   k~y   yk2
> 2   2  :
Donc, daprès (), on peut écrireu (x)  u (y)kx  ykr [r]2  
u (~x)  u (~y)
k~x  ~ykr [r]2

2

u (x)  u (y)kx  ykr [r]2

2
+
u (~x)  u (~y)k~x  ~ykr [r]2

2
 ":
- Si kx  yk2  2 et kxk2 > 2R, alors, daprès (  ), on au (x)  u (y)kx  ykr [r]2
  "2 :
Dautre part,
k~xk2 = kxk2   k~x  xk2 > 2R    R:
Donc si k~x  ~yk2  , () nous donneu (~x)  u (~y)k~x  ~ykr [r]2

2
 "
2
;
et si k~x  ~yk2  , (  ) nous donneu (~x)  u (~y)k~x  ~ykr [r]2

2
 "
2
:
Dans les deux cas, on a alorsu (x)  u (y)kx  ykr [r]2  
u (~x)  u (~y)
k~x  ~ykr [r]2
  ":
Soit u 2 E. Daprès ce qui précède, on a ujk =  j  uk ! uk dans
Cr(Rn;Cm) quel que soit k 2 N et que uk ! u dans Cr(Rn;Cm). Doù
u 2 C1c (Rn;Cm) puisque (ujk)  C1c (Rn;Cm).
Remarque 2.5 Daprès la démonstration précédente, on peut remplacer la
condition ii) par la condition suivante
ii)0 Pour tout  2 Nn avec jj = [r], la fonction
(x; y) 2 Rn  Rn  Rn 7!
@u (x)  @u (y)
kx  ykr [r]2
2 Cm
est prolongeable par continuité à Rn  Rn.
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Remarque 2.6 Etant donné r 2 N[f1g, daprès le lemme 2.4, une fonc-
tion u 2 Cr(Rn;Rm) appartient à lespace Cr0(Rn;Rm) si, et seulement si,
pour tout jj  r, limkxk2!1 @
u (x) = 0 . Ce résultat est plus connu dans
lanalyse des espaces fonctionnels.
Soit (r; s) 2 [0;1] ] 1;1]. On pose
Er;s(Rn;Cm) = H [r];s(Rn;Cm) \ Cr0(Rn;Cm):
Il est évident que E1;1(Rn;Cm) = S(Rn;Cm). De plus, daprès linégalité
de Sobolev, on a
E1;0(Rn;Cm) = H1(Rn;Cm) =
T
r2R
Hr(Rn;Cm)  C10 (Rn;Cm):
Donc si s  0, alors
E1;s(Rn;Cm) = H1;s(Rn;Cm)
T
C10 (Rn;Cm) = H1;s(Rn;Cm):
Lemme 2.7 Etant donné (r; s) 2 R+  R, C1c (Rn;Cm) est dense dans
Er;s(Rn;Cm).
Démonstration. Soit u 2 Er;s(Rn;Cm). On dénit (uk) et (ujk) comme
dans la démonstration du lemme 2.4, ensuite, on vérie que limj!1 ujk =
uk dans H [r];s(Rn;Cm) quel que soit k 2 N et que limk!1 uk = u dans
H [r];s(Rn;Cm).
Etant donné a 2 S1;0
 
Rn  Rn; L
 
Cm;C`

, on dit que lopérateur
pseudo-di¤érentiel a (x;Dx) est inversible sil existe un opérateur pseudo-
di¤érentiel b (x;Dx) 2 OPS 1;0
 
Rn  Rn; L
 
C`;Cm

tel que
b (x;Dx) a (x;Dx)u = u; 8u 2 C1c (Rn;Cm) ;
a (x;Dx) b (x;Dx) v = v;8v 2 C1c

Rn;C`

:
Il est facile de voir que cette condition implique que a (x;Dx) est un isomor-
phisme de S (Rn;Cm) dans S
 
Rn;C`

et de S 0 (Rn;Cm) dans S 0
 
Rn;C`

.
Proposition 2.8 Etant donné a 2 S1;0
 
Rn  Rn; L
 
Cm;C`

, lopérateur
pseudo-di¤érentiel a (x;Dx) est continu de Er;s(Rn;Cm) dans Er ;s(Rn;C`)
pour tout r 2 [max ( ; 0) ;1] N avec r   =2 N et tout s 2 [0;1]. De plus,
si a (x;Dx) est inversible, alors il est un isomorphisme de Er;s(Rn;Cm) dans
Er ;s(Rn;C`), r 2 [max ( ; 0) ;1]  N, r    =2 N, s 2 [0;1].
Démonstration. Daprès un résultat classique de la théorie des opérateurs
pseudo-di¤érentiels sur Rn (voir [24]), a (x;Dx) est continu de Cr(Rn;Cm)
dans Cr  (Rn;Cm) quel que soit r 2 [max ( ; 0) ;1]  N avec r    =2 N.
Vérions que a (x;Dx) (Cr0(Rn;Cm))  Cr 0 (Rn;Cm). Etant donné u 2
Cr0 (Rn;Cm), il existe une suite (u)  C1c (Rn;Cm) telle que u ! u
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dans Cr (Rn;Cm). Grâce à la continuité de a (x;Dx), on a a (x;Dx) (u) !
a (x;Dx) (u) dans Cr 
 
Rn;C`

. Doù a (x;Dx) (u) 2 Cr 0
 
Rn;C`

puisque
(a (x;Dx) (u))  S
 
Rn;C`

 Cr 0
 
Rn;C`

.
Selon ce résultat et le corollaire 2.3, a (x;Dx) est continu de Er;s(Rn;Cm)
dans Er ;s(Rn;C`) où r 2 [max ( ; 0) ;1] N avec r   =2 N et s 2 [0;1].
On suppose que a (x;Dx) est inversible. Dans ce cas, il est facile de voir
que, si E et F sont deux sous-ensembles de S 0 (Rn;Cm) et de S 0
 
Rn;C`

avec
a (x;Dx) (E)  F et fa (x;Dx)g 1 (F )  E, alors a (x;Dx) est une bijection
de E dans F . Doù on en déduit que a (x;Dx) est un isomorphisme de
Er;s(Rn;Cm) dans Er ;s(Rn;C`) pour r 2 [max ( ; 0) ;1] N avec r  =2 N
et s 2 [0;1].
On rappelle quelques dénitions sur la di¤érentiation dans les espaces
vectoriels topologiques localement convexes.
On considère un espace de Fréchet E et un espace localement convexe
complet F . On note L (E;F ) lespace des applications linéaires et bornées de
E dans F muni de la topologie de la convergence uniforme sur les ensembles
bornés de E.
Soit 
 un ouvert de E. Une fonction f : 
 ! F est dite di¤érentiable
au sens de Gâteaux sur 
 sil existe une fonction Df : 
 ! L (E;F ) telle
que
lim
t!0
f (x+ tv)  f (x)
t
= Df (x) (v) ;8x 2 
;8v 2 E.
On dit que f est di¤érentiable au sens de Fréchet sur 
 si elle est
Gâteaux-di¤érentiable sur 
 et si, pour tout x 2 
, tout voisinage ouvert V
de 0 dans F et tout ensemble borné B  E, il existe un  > 0 tel que
0 < jtj   ) f (x+ tv)  f (x)
t
 Df (x) (v) 2 V;8v 2 B:
Si, de plus, la fonction Df est continue, on dit que f est de classe C1.
On vérie que, pour que la fonction f soit de classe C1 sur 
, il faut
et il su¢ t quelle soit Gâteaux-di¤érentiable sur 
 et que sa dérivée soit
continue.
On dit que f est de classe C1F (faiblement de classe C
1) sur 
 si elle est
Gâteaux-di¤érentiable sur 
 et si la fonction (x; v) 7! Df (x) (v) est continue
de 
 E dans F . Il est évident donc quon a limplication C1 ) C1F .
Par récurrence, on dénit les classes Cj et CjF , j  2.
On dit que f : 
 ! F est localement bornée si pour tout x0 2 
, il
existe un voisinage ouvert U  
 de x0 tel que lensemble f (U) soit borné
dans F .
On suppose que E est normé et soit j 2 N. La fonction f : 
 ! F est
dite de classe Lipjsi elle est de classe Cj et si la fonction
(x; y) 2 
 
 
 7!
Djf (x) Djf (y)
kx  ykE
2 Ljsym (E;F )
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est localement borné. Ici Ljsym (E;F ) dénote lespace des applications j-
linéaires symétriques et bornées de E dans F muni de sa topologie naturelle
de la convergence uniforme sur les ensembles bornés de E      E.
Lemme 2.9 Soit r,  et s des nombres réels tels que r  1 et 0    r.
Alors
(1) Pour tout (u; f) 2 E;s(Rn;Cm)  (Id+ Cr0(Rn;Rn)), on a u  f 2
E;s(Rn;Cm), de plus, il existe une fonction localement bornée
f 2 Id+ Cr0(Rn;Rn) 7! const ( ; s; n;m; f) 2 R+
telle que
ku  fkE;s  const ( ; s; n;m; f) kukE;s ; u 2 E
;s(Rn;Cm):
(2) Quel que soit ~   , lapplication
(u; f) 2 E~;s(Rn;Cm) (Id+ Cr0(Rn;Rn)) 7! u  f 2 E;s(Rn;Cm);
est de classe C [~  ].
(3) Quel que soit ~   + 1, lapplication f 7! (u 7! u  f) est de classe
Lip[~  ] 1 de Id+ Cr0(Rn;Rn) dans L
 
E~;s(Rn;Cm);E;s(Rn;Cm)

.
Les énoncés (1), (2) et (3) restent valables si on remplace les espaces
E;s(Rn;Cm) par les espaces C0 (Rn;Cm).
Démonstration. On va utiliser les idées de la démonstration du lemme 2.1
dans [10].
Soit u 2 E0;s(Rn;Cm) et f 2 Id + C10(Rn;Rn). On vérie dabord quil
existe un nombre positif R tel que f jfkxk2>Rg soit un di¤éomorphisme de
fkxk2 > Rg dans f (fkxk2 > Rg). On peut trouver un nombre R > 0 véri-
ant
kf (x)  xk2 ;
X
1jn
k@jf (x)  ejk2 
1
2
; kxk2  R  1;
ej étant le j-vecteur de la base canonique de Rn. Soit (x; y) 2 Rn  Rn tel
que f (x) = f (y), kxk2  R et kyk2  R. On a
kx  yk2 = kx  f (x)  (y   f (y))k2  1:
Par suite
kx+  (y   x)k2  kxk2    k(y   x)k2  kxk2   1  R  1;
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quel que soit  2 [0; 1]. Doù
kx  yk2 = kx  f (x)  (y   f (y))k2
= kx  yk2
X
1jn
Z 1
0
k@jf (x+  (y   x))  ejk2 d
 1
2
kx  yk2 ;
ce qui entraîne que x = y. Donc la restriction de f à fkxk2 > Rg est à
la fois une injection et un C1-di¤éomorphisme local de fkxk2 > Rg dans
f (fkxk2 > Rg). Ceci prouve le résultat désiré.
On noteR (f) la borne inférieure des nombresR 2 R+ tels que f jfkxk2>Rg
soit un C1-di¤éomorphisme de fkxk2 > Rg dans f (fkxk2 > Rg) et tels que
infkxk2>R Jf (x) 
1
2 . On a
ku  fk2H0;s =
Z
Rn
ku  f (x)k22 hxi
2s dx
=
Z
fkxk2R(f)g
ku  f (x)k22 hxi
2s dx
+
Z
fkxk2>R(f)g
ku  f (x)k22 hxi
2s dx
 kuk2L1
Z
fkxk2R(f)g
hxi2s dx
+
Z
f(kxk2>R(f))
ku (y)k22


f 1 (y)
2s
Jf 1 (y) dy
 kuk2L1
Z
fkxk2R(f)g
hxi2s dx
+ k1=JfkL1(kxk2>R(f))
 hishf ()is
2
L1
kuk2H0;s
 kuk2L1
Z
fkxk2R(f)g
hxi2s dx+ 2
 hishf ()is
2
L1
kuk2H0;s :
Doù u  f 2 E0;s (Rn;Cm) puisque u  f 2 C0 (Rn;Cm), de plus,
ku  fkE0;s  const (s; n; f) kukE0;s ;
avec
const (s; n; f) =
8<:1 +
vuutZ
fkxk2R(f)g
hxi2s dx+ 2
 hishf ()is
2
L1
9=; :
Comme la fonction f 2 Id+C10(Rn;Rn) 7! R (f) 2 R+ est localement bornée,
la fonction f 2 Id+ C10(Rn;Rn) 7!
R
fkxk2R(f)g hxi
2s dx est laussi. Dautre
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part, il est évident que la fonction f 2 Id + C10(Rn;Rn) 7!
 hishf()isL1 est
localement bornée. Doù la fonction f 2 Id+ C10(Rn;Rn) 7! const (s; n; f) 2
R+ est localement bornée.
Soit  2 ]0; 1[ et (u; f) 2 E;s (Rn;Cm) 
 
Id+ C10(Rn;Rn)

. Pour tout
(x; y) 2 Rn  Rn avec f (x) 6= f (y), on a
ku  f(x)  u  f(y)k2
kx  yk2

 @kf jL1 ku  f(x)  u  f(y)k2kf (x)  f (y)k2 ;
avec
 @kf jL1 = Pjk @kf jL1 (remarquer que la fonction f 2 Id +
C10(Rn;Rn) 7!
 @kf jL1 2 R+ est localement bornée). Par suite,
lim
(x;y)!(;)
ku  f(x)  u  f(y)k2
kx  yk2
= 0;8 2 Rn:
Dautre part, pour tout (;R) 2 R+  R+, on a
sup
0<kx yk2
kxk2R
ku  f(x)  u  f(y)k2
kx  yk2

 @kf jL1 sup
0<k k2e
kk2R kf IdkL1
ku()  u()k2
k   k2
;
avec e =   @kf jL1 . Donc u  f 2 E;s (Rn;Cm) et
ku  fkE;s  const ( ; s; n;m; f) kukE;s ;
où
const ( ; s; n;m; f) = const (s; n; f) +
 @kf jL1 :
Pour traiter le cas  2 [1; r], on va utiliser le fait que les applications
bilinéaires
(u; v) 2 E`;s(Rn;C) C`0(Rn;Cm) 7! uv 2 E`;s(Rn;C); ` 2 R+;
sont continues, cest-à-dire que
kuvkE`;s  const (`; n) kukC` kvkE`;s ; u 2 E
`;s(Rn;C); v 2 C`0(Rn;Cm):
Etant donné (u; f) 2 E;s(Rn;Cm) (Id+ Cr0(Rn;Rn)), pour tout 1  jj 
[ ], on a
@ (u  f) =
X
1jjjj
P

(@f)1jjjj jj+1

@u  f;
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où P sont des expressions rationnelles vériant
P

(@f)1jjjj jj+1

2 Cr0(Rn;R); 1  jj < jj ;
P
  
@jf
i

2 1 + Cr0(Rn;R); jj = jj :
Donc P

(@f)1jjjj jj+1

@u  f 2 E [ ];s(Rn;Cm), 1  jj  jj,
et, par suite @ (u  f) 2 E [ ];s(Rn;Cm), 1  jj  [ ]. Doù u  f 2
E;s(Rn;Cm).
Etant donné  2 Nn avec 1  jj  [ ], on a
k@ (u  f)kE [ ];s  const (   [ ] ; n)

X
1jjjj
P (@f)1jjjj jj+1C [ ] @u  fE [ ];s
 const (   [ ] ; n) const (   [ ] ; s; n;m; f)

X
1jjjj
P (@f)1jjjj jj+1C [ ] @uE [ ];s
 ]const ( ; s; n;m; f) kukE;s ;
où f 7! ]const ( ; s; n;m; f) est une fonction localement bornée. Par suite,
ku  fkE;s  ku  fkE0;s +
X
1jj[ ]
k@ (u  f)kE [ ];s

8<:const (s; n; f) + X
1jj[ ]
]const ( ; s; n;m; f)
9=; kukE;s :
Pour montrer lénoncé (2), il su¢ t de vérier que, quel que soit j 2 N,
lapplication
(u; f) 2 E+j;s(Rn;Cm) (Id+ Cr0(Rn;Rn))
7!  (u; f) = u  f 2 E;s(Rn;Cm);
est de classe Cj en utilisant la réciproque du théorème de Taylor (voir
lappendice 1).
On vérie dabord la continuité des applications
(u; f) 2 E;s (Rn;Cm) (Id+ Cr0(Rn;Rn))
7! u  f 2 E;s (Rn;Cm) ; 0    r:
On xe  2 [0; r] et on considère v 2 E+1;s (Rn;Cm). On va vérier que
lapplication f 2 Id + Cr0(Rn;Rn) 7! v  f 2 E;s (Rn;Cm) est localement
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Lipschitzienne. En e¤et, pour toute f 2 Id + Cr0(Rn;Rn) et toute g 2
Id+ Cr0(Rn;Rn), on a
v  f   v  g =
X
1kn

fk   gk
Z 1
0
@kv (g +  (f   g)) d:
Par suite,
kv  f   v  gkE;s

X
1kn
const ( ; n)
fk   gk
Cr
Z 1
0
k@kv (g +  (f   g))kE;s d
 const ( ; s; n;m; f; g)
X
1kn
fk   gk
Cr
k@kvkE;s
 const ( ; s; n;m; f; g) kf   gkCr kvkE+1;s ;
où la fonction (f; g) 7!const( ; s; n;m; f; g) 2 R+ est localement bornée, ce
qui prouve le résultat désiré.
Soit u 2 E;s (Rn;Cm) et soit (f) une suite convergeant vers f dans
Id+ Cr0(Rn;Rn) avec f0 = f . Soit " > 0. Comme lespace C1c (Rn;Cm) est
dense dans E;s (Rn;Cm), on peut trouver v 2 C1c (Rn;Cm) telle que
ku  vkE;s 
"
3 + 3 sup fconst ( ; s; n;m; f) :  2 Ng
;
"const" étant comme dans (1). Dautre part, comme lapplication f 7!
v  f est localement Lipschitzienne, donc continue, de Id + Cr0(Rn) dans
E;s (Rn;Cm), il existe 0 2 N tel que kv  f   v  fkE;s  "=3 pour   0.
Doù
ku  f   u  fkE;s  ku  f   v  fkE;s
+ kv  f   v  fkE;s
+ kv  f   u  fkE;s
 "
quel que soit   0, ce qui montre que u  f ! u  f dans E;s (Rn;Cm).
Soit (u ; f)! (u; f) dans E;s (Rn;Cm) (Id+ Cr0(Rn)). On a
ku  f   u  fkE;s  ku  f   u  fkE;s + ku  f   u  fkE;s
 const ( ; s; n;m; f) ku   ukE;s
+ ku  f   u  fkE;s :
Doù u  f ! u  f dans E;s (Rn;Cm).
Etant donné j  1, grâce à la formule de Taylor, on a
 (u+ ; f + ) =  (u; f) +
X
1kj
Pk (u; f) (; )
k +Rj (u; f; ; ) (; )
j ;
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pour tout (u; f) 2 E+j;s(Rn;Cm)  (Id+ Cr0(Rn;Rn)) et tout (; ) 2
E+j;s(Rn;Cm) Cr0(Rn;Rn), où
Pk (u; f) (; )
k =
X
jj=k

!
@u  f +
X
jj=k 1

!
@  f; 1  k  j;
et
Rj (u; f; ; )

~; ~
j
= j
X
jj=j
~
!
Z 1
0
(1  )j 1 f@u (f + )  @u  fg d
+(j   1)
X
jj=j 1
~
!
Z 1
0
(1  )j 2
n
@~ (f + )  @~  f
o
d:
Etant donné k 2 f1; : : : ; jg, on vérie que lapplication Pk est continue de
E+j;s(Rn;Cm)(Id+ Cr0(Rn;Rn)) dans lespace des polynômes homogènes
de dégré k de E+j;s(Rn;Cm)Cr0(Rn;Rn) dans E;s(Rn;Cm), quon le note
ici Polyk
 
E+j;s(Rn;Cm) Cr0(Rn;Rn);E;s(Rn;Cm)

. En e¤et, soit f 2
Id+ Cr0(Rn;Rn), g 2 Id+ Cr0(Rn;Rn), u 2 E+j;s(Rn;Cm), v 2 Cr0(Rn;Rn),
 2 E+j;s(Rn;Cm) et  2 Cr0(Rn;Rn). AlorsfPk (u; f)  Pk (v; g)g (; )k
E;s

X
jj=k
1
!
k (@u  f   @v  g)kE;s
+
X
jj=k 1
1
!
k (@  f   @  g)kE;s
 kkkCr
X
jj=k
const ( ; n; ) k@u  f   @v  gkE;s
+ kkk 1Cr
X
jj=k 1
1
!

X
1`n

f `   g`
Z 1
0
@`@
 (g +  (f   g)) d

E;s
 k(; )kkE+j;sCr
X
jj=k
const ( ; n; ) k@u  f   @v  gkE;s
+const ( ; s; n;m; k; f; g) kkk 1Cr kf   gkCr kkE+j;s
 k(; )kkE+j;sCr
X
jj=k
const ( ; n; ) k@u  f   @v  gkE;s
+const ( ; s; n;m; k; f; g) kf   gkCr k(; )k
k
E+j;sCr ;
où la fonction(f; g) 7!const( ; s; n;m; k; f; g) est localement bornée. Par
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suite,
kPk (u; f)  Pk (v; g)kPolyk(E+j;sCr0 ;E;s)

X
jj=k
const ( ; n; ) k@u  f   @v  gkE;s
+const ( ; s; n;m; k; f; g) kf   gkCr :
Doù, daprès le résultat obtenu sur la continuité des applications
(u; f) 2 E;s (Rn;Cm) (Id+ Cr0(Rn;Rn))
7! u  f 2 E;s (Rn;Cm) ; 0    r;
Pk est continue.
De façon similaire, on vérie que Rj est continue de E+j;s(Rn;Cm) 
(Id+ Cr0(Rn;Rn))E+j;s(Rn;Cm)Cr0(Rn;Rn) dans lespace des polynômes
homogènes Polyj
 
E+j;s(Rn;Cm) Cr0(Rn;Rn);E;s(Rn;Cm)

.
Ainsi donc, on peut appliquer la réciproque du théorème de Taylor pour
conclure que lapplication  est de classe Cj et que
Dk (u; f) (; )k =
X
jj=k

!
@u  f +
X
jj=k 1

!
@  f;
Dk2 (u; f) ()
k =
X
jj=k

!
@u  f; 0  k  j;
D1 (u; f) () =   f;D`1 (u; f) ()
` = 0; `  2;
avec (u; f) 2 E+j;s(Rn;Cm)(Id+ Cr0(Rn;Rn)) et (; ) 2 E+j;s(Rn;Cm)
Cr0(Rn;Rn).
Concernant lénoncé (3), on peut utiliser directement la réciproque du
théorème de Taylor dans sa démonstration comme le cas précédent, ou on
peut procéder comme suit.
On pose dabord 	(f) (u) = u  f et soit j 2 N. Daprès lénoncé (1),
lapplication
(u; f) 2 E+j;s(Rn;Cm) (Id+ Cr0(Rn;Rn))
7! D1 (u; f) = 	 (f) 2 L
 
E+j;s (Rn;Cm) ;E;s (Rn;Cm)

;
est de classe Cj 1. Par suite, 	 est de classe Cj 1 de Id+ Cr0(Rn;Rn) dans
L
 
E+j;s (Rn;Cm) ;E;s (Rn;Cm)

, et comme 	(f) (u) =  (u; f), on a
Dk	(f) (v)k (u) = Dk2 (u; f) (v)
k =
X
jj=k
v
!
@u  f;
avec (u; v; f) 2 E+j;s (Rn;Cm)Cr0(Rn;Rn) (Id+ Cr0(Rn;Rn)) et 0  k 
j   1.
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Vérions que Dk	 est localement Lipschitzienne de Id+Cr0(Rn;Rn) dans
Polyk
 
Cr0 ;L
 
E+j;s;E;s

.
Etant donné f 2 Id + Cr0(Rn;Rn), g 2 Id + Cr0(Rn;Rn), v 2 Cr0(Rn;Rn)
et u 2 E+j;s (Rn;Cm), on a
Dk	(f) (v)k (u) Dk	(g) (v)k (u)
=
X
jj=k
v
!
X
1`n

f `   g`
Z 1
0
@`@
u (g +  (f   g)) d:
Par suite, Dk	(f) (v)k (u) Dk	(g) (v)k (u)
E;s
 const ( ; k; s; n;m; f; g) kvkkCr kf   gkCr kukE+j;s ;
où la fonction (f; g) 7! const ( ; k; s; n;m; f; g) est localement bornée. Donc,Dk	(f) (v)k  Dk	(g) (v)k
L(E+j;s;E;s)
 const ( ; k; s; n;m; f; g) kvkkCr kf   gkCr ;
et Dk	(f) Dk	(g)
Polyk(Cr0 ;L(E+j;s;E;s))
 const ( ; k; s; n;m; f; g) kf   gkCr :
Ceci prouve que Dk	 est localement Lipschitzienne de Id+Cr0(Rn;Rn) dans
Polyk
 
Cr0 ;L
 
E+j;s;E;s

. Donc lapplication 	 est de classe Lipj 1 de
Id+ Cr0(Rn;Rn) dans L
 
E+j;s(Rn;Cm);E;s(Rn;Cm)

.
La démonstration du lemme est terminée.
Remarque 2.10 Soit E un espace de Fréchet et 
 un ouvert de E. Soit
(s; k) 2 ] 1;1]  N. Alors une fonction f : 
 ! E1;s(Rn;Cm) est de
classe Ck si, et seulement si, f : 
 ! Er;s(Rn;Cm) est de classe Ck quel
que soit r 2 R+.
En e¤et, si f 2 Ck (
;E1;s(Rn;Cm)), alors f 2 Ck (
;Er;s(Rn;Cm))
quel que soit r 2 R+, puisque les injections canoniques u 2 E1;s(Rn;Cm) 7!
u 2 Er;s(Rn;Cm), r 2 R+, sont de classe C1.
Supposons que, pour tout r 2 R+, f 2 Ck (
;Er;s(Rn;Cm)). Il existe
des fonctions Djf : 
 ! Lj (E;E1;s(Rn;Cm)), 1  j  k, telles que, pour
tout r 2 R+, la fonction continue Dj+1f : 
 ! Lj+1 (E;Er;s(Rn;Cm)) est
la dérivée de Fréchet de Djf : 
! Lj (E;Er;s(Rn;Cm)), 0  j  k   1, où
D0f = f .
Comme Lj (E;E1;s(Rn;Cm)) =
T
r2R+ L
j (E;Er;s(Rn;Cm)), j 2 N,
les fonctions Djf , 1  j  k, sont continues de 
 dans Lj (E;E1;s(Rn;Cm)),
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de plus, quel que soit 0  j  k   1, Dj+1f : 
 ! Lj+1 (E;E1;s(Rn;Cm))
est la dérivée de Fréchet de Djf : 
 ! Lj (E;E1;s(Rn;Cm)). Doù f 2
Ck (
;E1;s(Rn;Cm)).
Etant donné (r; k) 2 [0;1]  N, on vérie de façon similaire quune
fonction f : 
 ! Er;1(Rn;Cm) est de classe Ck si, et seulement si, f :

! Er;s(Rn;Cm) est de classe Ck quel que soit s 2 R.
Soit (r; s;  ; ~) 2 [1;1]  ] 1;1]  [0;1]2 avec   min (r; ~). Alors
daprès le lemme 2.9 et de ce qui précède, lapplication
(u; f) 2 E~;s(Rn;Cm) (Id+ Cr0(Rn;Rn)) 7! u  f 2 E;s(Rn;Cm);
est de classe Ck(;~), où k ( ; ~) = [~    ] pour  2 R+ et k (1;1) = 1.
Par conséquent, si   min (r; ~   1), lapplication f 7! (u 7! u  f) est de
classe Ck(;~) 1 de Id+ Cr0(Rn;Rn) dans L
 
E~;s(Rn;Cm);E;s(Rn;Cm)

.
Le lemme suivant est une version dun lemme de lanalyse globale nommé
Omega Lemmaselon [1] formulée pour les espaces Cr(Rn;Cm), Cr0(Rn;Cm)
et Er;s(Rn;Cm).
Lemme 2.11 1. Soit (r; s) 2 [0;1]  ] 1;1] et g 2 C1(Cm;C`).
Alors lapplication u 7! g  u est de classe C1 de Cr(Rn;Cm) dans
Cr(Rn;C`), de Cr0(Rn;Cm) dans g (0) + Cr0(Rn;C`) et de Er;s(Rn;Cm)
dans g (0) + Er;s(Rn;C`).
2. Soit (r; s) 2 [1;1] ] 1;1] et g 2 C1(Rn;Cm). Alors lapplication
f 7! g  f est de classe C1 de Id + Cr0(Rn;Rn) dans g + Cr0(Rn;Cm)
et de Id+ Er;s(Rn;Rn) dans g + Er;s(Rn;Cm).
Démonstration. Etant donné g 2 C1(Cm;C`), on vérie que lapplication
u 7! g  u est de classe C1 de Cr(Rn;Cm) dans Cr(Rn;C`) avec r 2 [0;1].
Il est évident que si u 2 C0(Rn;Cm), alors g u 2 C0(Rn;C`). Supposons
que r 2 ]0; 1[ et soit u 2 Cr(Rn;Cm). Pour tout (x; y) 2 Rn  Rn avec
u (x) 6= u (y), on écrit
kg  u (x)  g  u (y)k2
kx  ykr2
=
kg  u (x)  g  u (y)k2
ku (x)  u (y)k2
 ku (x)  u (y)k2kx  ykr2

X
1i`
1jm
@jgiL1(kzk23kukL1) ku (x)  u (y)k2kx  ykr2 :
Donc g  u 2 Cr(Rn;C`) et
kg  ukCr  kgkL1(kzk2kukL1) +
X
1i`
1jm
@jgiL1(kzk23kukL1) kukCr :
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Etant donné r  1, on utilise le résultat précédent pour vérier que
g  u 2 Cr(Rn;C`) quel que soit u 2 Cr(Rn;Cm) et que
kg  ukCr  kgkL1(kzk2kukL1) + const (r; g; u) kukCr ;
avec la fonction u 2 Cr(Rn;Cm) 7! const (r; g; u) 2 R+ est localement
bornée.
Daprès ce qui précède, pour tout (u; v) 2 Cr(Rn;Cm)2, on a
kg  u  g  vkCr =

X
1jm
 
uj   vj
 Z 1
0
@jg (v +  (u  v)) d

Cr
 const (r; g; u; v) ku  vkCr ;
où (u; v) 2 Cr(Rn;Cm)2 7! const (r; g; u; v) 2 R+ est localement bornée.
Donc lapplication u 2 Cr(Rn;Cm) 7! g  u 2 Cr(Rn;C`) est localement
Lipschitzienne.
Soit k 2 N. Selon la formule de Taylor, on écrit pour tout (u; v) 2
Cr(Rn;Cm)2,
g (u+ v) =
X
jjk
v
!
@g  u
+k
X
jj=k
v
!
Z 1
0
(1  )k 1 f@g (u+ v)  @g  ug d:
Donc comme les applications u 2 Cr(Rn;Cm) 7! @g  u 2 Cr(Rn;C`)
( 2 Nm) sont continues, la réciproque du théorème de Taylor assure que
lapplication u 2 Cr(Rn;Cm) 7! g  u 2 Cr(Rn;C`) est de classe Ck, et
puisque k est arbitraire, cette application est en plus de classe C1.
Par conséquent, lapplication u 2 C1(Rn;Cm) 7! g  u 2 C1(Rn;C`) est
de classe C1.
On en déduit aussi que, quel que soit r 2 [0;1], lapplication u 2
Cr(Rn;Cm) 7!
R 1
0 g (u) d 2 C
r(Rn;C`) est de classe C1.
On va vérier que lapplication
z : (u; v) 2 Er;s(Rn;C) Cr0(Rn;Cm) 7! z (u; v) = ug  v 2 Er;s(Rn;C`);
est de classe C1.
Soit (r; s) 2 R+  R et soit (u; v) 2 Er;s(Rn;C) Cr0(Rn;Cm). Si r = 0,
il évident que z (u; v) = ug  v 2 E0;s(Rn;C`), de plus,
kz (u; v)kE0;s  kgkL1(kzk2kvkL1) kukE0;s :
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Pour 0 < r < 1, on écrit
z (u; v) (x) z (u; v) (y)
kx  ykr2
=
u (x)  u (y)
kx  ykr2
g (v (x)) + u (y)
g (v (x))  g (v (y))
kx  ykr2
=
u (x)  u (y)
kx  ykr2
g (v (x)) + u (y)
kv (x)  v (y)k2
kx  ykr2
g (v (x))  g (v (y))
kv (x)  v (y)k2
;
avec v (x) 6= v (y). Cette égalité montre que z (u; v) 2 Cr0(Rn;C`) selon le
lemme 2.4. Donc z (u; v) 2 Er;s(Rn;C`).
Pour r  1, on utilise le résultat précédent pour vérier que, quel que
soit (u; v) 2 Er;s(Rn;C) Cr0(Rn;Cm), z (u; v) 2 Er;s(Rn;C`).
Soit k  1. Pour tout (u; ) 2 Er;s(Rn;C) Er;s(Rn;C) et tout (v; ) 2
Cr0(Rn;Cm) Cr0(Rn;Cm), on a
z (u+ ; v + ) = z (u; v) +
X
1jk
Pj (u; v) (; )
j +Rk (u; v; ) (; )
k ;
où
Pj (u; v) (; )
j =
X
jj=j
u

!
@g  v +
X
jj=j 1


!
@g  v;
et
Rk (u; v; )

~; ~
k
= k
X
jj=k
u
~
!
Z 1
0
(1  )k 1 f@g (v + )  @g  vg d
+(k   1)
X
jj=k 1
~
~
!
Z 1
0
(1  )k 2 f@g (v + )  @g  vg d:
Il est facile à vérier que lapplication Pj est localement Lipschitzienne de
Er;s(Rn;C)Cr0(Rn;Cm) dans Polyj
 
Er;s(Rn;C) Cr0(Rn;Cm);Er;s(Rn;C`)

et que Rk est localement Lipschitzienne de Er;s(Rn;C)  Cr0(Rn;Cm) 
Cr0(Rn;Cm) dans Polyk
 
Er;s(Rn;C) Cr0(Rn;Cm);Er;s(Rn;C`)

. Ainsi, la
réciproque du théorème de Taylor montre que lapplication z est de classe
Ck de Er;s(Rn;C)Cr0(Rn;Cm) dans Er;s(Rn;C`). Puisque k est arbitraire,
z est donc de classe C1.
On déduit de ce qui précède que lapplication
(u; v) 2 Er;s(Rn;C) Cr0(Rn;Cm) 7! u
Z 1
0
g (v) d 2 Er;s(Rn;C`);
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est classe C1, ce qui entraîne, en particulier, que lapplication
u 2 Er;s(Rn;Cm)
7! g  u = g (0) +
X
1jm
uj
Z 1
0
@jg (u) d 2 g (0) + Er;s(Rn;C`)
est classe C1.
De façon analogue, on montre que si g 2 C1(Rn;Cm), alors lapplication
f 7! g  f est de classe C1 de Id + Cr0(Rn;Rn) dans g + Cr0(Rn;Cm) et de
Id+ Er;s(Rn;Rn) dans g + Er;s(Rn;Cm) ((r; s) 2 [1;1] ] 1;1]).
Dans le lemme suivant, on trouve une caractérisation simple des courbes
de classe C1 de H1;s(Rn;Cm).
Lemme 2.12 i) Etant donné s 2 R, lespace C1 (R;H1;s(Rn;Cm)) est
constitué des fonctions ' 2 C1(R Rn;Cm) telles que
()
@jt @x'(t; )
H0;s
 constj;;K <1; t 2 K; j 2 N;  2 Nn;
où K est un compact de R.
ii) Lespace C1 (R;S(Rn;Cm)) est constitué des fonctions ' 2 C1(R 
Rn;Cm) telles que@jt @x'(t; )
H0;s
 constj;;s;K <1; t 2 K; j 2 N;  2 Nn; s 2 R:
Démonstration. On note E lespace des fonctions ' 2 C1(R  Rn;Cm)
vériant la condition ().
On a évidement C1 (R;H1;s(Rn;Cm))  E.
Soit ' 2 E. On pose
(t) = 0(t) = '(t; ); j(t) = @
j
t'(t; ); evx  j (t) = @
j
t'(t; x):
Il est clair que, pour tout j 2 N et tout x 2 Rn, evx   2 C1 (R;Cm),
(evx  )(j) = evx j , et j est localement bornée de R dans H1;s(Rn;Cm).
Ainsi donc, puisque lespace H1;s(Rn;Cm) est réexif, le théorème 4.1.19
dans [9] assure que  2 C1(R;H1;s(Rn;Cm)).
2.2 Groupes de di¤éomorphismes
On considère les ensembles suivants de di¤éomorphismes.
Di¤ Er;s(Rn), lensemble des C [r]-di¤éomorphismes Id+ u : Rn ! Rn avec
u 2 Er;s(Rn;Rn).
Di¤ E1;s(Rn), lensemble des C1-di¤éomorphismes Id+u : Rn ! Rn avec
u 2 E1;s(Rn;Rn).
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Di¤ S(Rn) =Di¤ E1;1(Rn), lensemble des C1-di¤éomorphismes Id+ u :
Rn ! Rn avec u 2 S(Rn;Rn). Di¤ S(Rn) sappelle "groupe de di¤éo-
morphismes à décroissance rapide à lidentité".
Lemme 2.13 1. Etant donné r 2 [0;1], les ensembles

r;n;m = fM 2 Cr (Rn;L (Cm;Cm)) : inf jdetM j > 0g
et
e
r;n;m = Cr (Rn;GL (m;C))T fIm + Cr0 (Rn;L (Cm;Cm))g
sont des ouverts de Cr (Rn;L (Cm;Cm)) et de Im+Cr0 (Rn;L (Cm;Cm)),
et lapplication M 7!M 1 est un C1-di¤éomorphisme de 
r;n;m dans

r;n;m et de e
r;n;m dans e
r;n;m. Ici Im désigne la matrice unitaire
dordre m.
2. Etant donné (r; s) 2 [0;1] ] 1;1], lensemble

r;s;n;m = Cr (Rn;GL (m;C))
T
fIm + Er;s (Rn;L (Cm;Cm))g
est un ouvert de Im+Er;s (Rn;L (Cm;Cm)) et lapplication M 7!M 1
est un C1-di¤éomorphisme de 
r;s;n;m dans 
r;s;n;m.
Démonstration. Soit r 2 [0;1[ et M0 2 
r;n;m. Comme lapplication
det est de classe C1, donc continue, de Cr (Rn;L (Cm;Cm)) dans Cr (Rn;C)
daprès la propriété 1 du lemme 2.11, on peut trouver un  > 0 tel que
jdetM (x)  detM0 (x)j  kdetM   detM0kCr
 " = 1
2
inf jdetM0j ; x 2 Rn:
pour tout M 2 Cr (Rn;L (Cm;Cm)) avec kM  M0kCr  . Par conséquent,
"  jdetM0 (x)j   "  jdetM (x)j ; x 2 Rn; kM  M0kCr  ;
ce qui entraîne que fM 2 Cr (Rn;L (Cm;Cm)) : kM  M0kCr  g  
r;n;m.
On choisit maintenant une fonction ' 2 C1c (C;R) vériant supp' 
fjzj < "g, 0  '  1 et '  1 dans un voisinage de 0, ensuite, on pose
g (M) =
1  ' (detM)
detM
;M 2 L (Cm;Cm) :
Comme g 2 C1 (L (Cm;Cm) ;C), lapplicationM 7! g M est de classe C1
de Cr (Rn;L (Cm;Cm)), donc de 
r;n;m, dans Cr (Rn;C) selon la propriété 1
du lemme 2.11. Mais comme
1
detM
= g M; kM  M0kCr  :
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lapplication 1=det est donc de classe C1 au voisinage de M0. Doù cette
application est de classe C1 de 
r;n;m dans 
r;n;1 puisqueM0 est arbitraire.
Dautre part, comme lapplication M 2 
r;n;m 7! (detM)M 1 2 
r;n;m
est polynomiale, elle est de classe C1 selon toujours la propriété 1 du
lemme 2.11. Doù on en déduit que lapplication M 2 
r;n;m 7! M 1 =
(1=detM) (detM)M 1 2 
r;n;m est de classe C1.
Lensemble 
1;n;m est un ouvert de C1 (Rn;L (Cm;Cm)) car 
1;n;m =

0;n;m
T
C1 (Rn;L (Cm;Cm)), et daprès ce qui précède, lapplication M 2

1;n;m 7! M 1 2 
r;n;m est de classe C1 quel que soit r 2 [0;1[. Donc
M 2 
1;n;m 7!M 1 2 
1;n;m est de classe C1.
Etant donné r 2 [0;1], puisque inf jdetM j > 0 pour toute M 2 e
r;n;m,
on a e
r;n;m = 
r;n;mT fIm + Cr0 (Rn;L (Cm;Cm))g. Donc e
r;n;m est un
ouvert de Im + Cr0 (Rn;L (Cm;Cm)).
En utilisant toujours la propriété 1 du lemme 2.11, on vérie comme
précédement que lapplication M 2 e
r;n;m 7! M 1 2 e
r;n;m est de classe
C1.
De façon analogue, on traite lénoncé 2.
Proposition 2.14 Etant donné (r; s) 2 [1;1[R, Di¤Cr0(Rn) et Di¤Er;s(Rn)
sont des groupes topologiques ouverts des espaces a¢ nes de Banach Id +
Cr0(Rn;Rn) et Id+ Er;s(Rn;Rn).
Démonstration. - Soit f 2Di¤ Er;s(Rn). On a évidement f 1 2Di¤ C [r](Rn).
Pour tout y 2 Rn, on écrit f 1 (y) = y + (Id  f)  f 1 (y), doù
limkyk2!1
f 1 (y)
2
= limkyk2!1
y + (Id  f)  f 1 (y)
2
= 1, puisque
la fonction Id  f est bornée. Par suite,
lim
kyk2!1
f 1 (y)  y
2
= lim
kyk2!1
(Id  f)  f 1 (y)
2
= lim
kzk2!1
k(Id  f) (z)k2 = 0:
Ceci entraîne que f 1 2Di¤ C00(Rn).
On munit lespace des matrices L (Rn;Rn) de la norme de Frobenius kk2
dénie par la formule kXk2 =
P
ij

Xij
21=2
où X =

Xij

2 L (Rn;Rn),
et on pose M =
 
@jf
i
 1 et N = @j  f 1i =M  f 1. Daprès le lemme
2.13, on a M 2 
r 1;s;n;n. Donc
lim
kyk2!1
kN (y)  Ink2 = limkyk2!1
M  f 1 (y)  In2
= lim
kzk2!1
kM (z)  Ink2 = 0;
ce qui implique que N 2 In + C00 (Rn;L (Rn;Rn)) et f 1 2Di¤ C10(Rn).
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Maintenant, pour tout (x; y) 2 Rn  Rn avec x 6= y, on a
kN (x) N (y)k2
kx  ykr [r]2
=
M  f 1 (x) M  f 1 (y)
2
kf 1 (x)  f 1 (y)kr [r]2

 f 1 (x)  f 1 (y)
2
kx  yk2
!r [r]
 kNkr [r]L1
M  f 1 (x) M  f 1 (y)
2
kf 1 (x)  f 1 (y)kr [r]2
;
où kNkL1 =
P
ij
@j  f 1i
L1
. Donc quel que soit  2 Rn, on a
lim
(x;y)!(;)
kN (x) N (y)k2
kx  ykr [r]2
= 0:
Dautre part, si (;R) 2 R+  R+, alors
sup
0<kx yk2
kxk2R
kN (x) N (y)k2
kx  ykr [r]2
 kNkr [r]L1 sup
0<k k2e
kk2R kf IdkL1
kM () M ()k2
k   kr [r]2
;
avec e = kNkL1 . Doù
lim
R!1
sup
0<kx yk2
kxk2R
kN (x) N (y)k2
kx  ykr [r]2
= 0;
ce qui entraîne que N 2 In + Cr [r]0 (Rn;L (Rn;Rn)).
Soit 1  jj < [r]. On a
@N = @
 
M  f 1

=
X
1jjjj
P;

(@M)0jjjj jj

 f 1@M  f 1;
où P; est une expression polynomiale vériant
P;

(@M)0jjjj jj

2 Er 1 jj+jj;s (Rn;R) ; 1  jj < jj ;
P; (M) 2 1 + Er 1;s (Rn;R) ; jj = jj :
Donc @N 2 Cr [r]0 (Rn;L (Rn;Rn)). Par conséquent, f 1 2Di¤ Cr0 (Rn).
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Concernant lappartenance de f 1 Id à lespaceH [r];s (Rn;Rn), on peut
écrireZ f 1 (y)  y2
2
hyi2s dy =
Z
kx  f (x)k22 hf (x)i
2s jJf (x)j dx
 kJfkL1
hf ()ishis
2
L1
Z
kx  f (x)k22 hxi
2s dx
= kJfkL1
hf ()ishis
2
L1
kf   Idk2H0;s <1;
Z
kN (y)  Ink22 hyi
2s dy =
Z M  f 1 (y)  In22 hyi2s dy
=
Z
kM (x)  Ink22 hf (x)i
2s jJf (x)j dx
 kJfkL1
hf ()ishis
2
L1
Z
kM (x)  Ink22 hxi
2s dx
= kJfkL1
hf ()ishis
2
L1
kM   Ink2H0;s <1:
et, pour 1  jj < [r],
k@NkH0;s

X
1jjjj
P; (@M)0jjjj jj
L1
@M  f 1
H0;s

X
1jjjj
P; (@M)0jjjj jj
L1
kJfk1=2L1
hf ()ishis

L1
@M
H0;s
< 1:
Daprès ce calcul, on a f 1 2 Id+H [r];s (Rn;Rn). Doù f 1 2Di¤ Er;s(Rn).
- On utilise exactement la même argument de la démonstration de la
proposition 2.2 de [10] pour prouver que Di¤ Er;s(Rn) est un ensemble ouvert
de Id + Er;s(Rn;Rn). Ici on vérie seulement la¢ rmation utilisée dans
cette démonstration qui dit que si ' 2 C0
 
R; C10(Rn;Rn)

est une courbe
continue, alors pour tout compact K  R, il existe un nombre RK > 0
tel que la restriction (Id () + ' (t) ())jfkxk2RKg soit injective quel que soit
t 2 K.
Soit K un compact de R. En utilisant labsurde, on vérie que, pour
tout " > 0, il existe RK;" > 0 tel que
k' (t) (x)k2 ; k@j (' (t)) (x)k2  "; t 2 K; kxk2  RK;"; 1  j  n:
Donc on peut trouver un nombre RK > 0 vériant
k' (t) (x)k2 ;
X
1jn
k@j (' (t)) (x)k2 
1
2
; t 2 K; kxk2  RK :
30
Soit t 2 K et soit (x; y) 2 Rn  Rn tel que x + ' (t) (x) = y + ' (t) (y),
kxk2  RK + 1 et kyk2  RK + 1. On a
kx  yk2 = k' (t) (y)  ' (t) (x)k2  1:
Par suite
kx+  (y   x)k2  kxk2    k(y   x)k2  kxk2   1  RK ;
où  2 [0; 1]. Doù
kx  yk2 = k' (t) (y)  ' (t) (x)k2
= kx  yk2
X
1jn
Z 1
0
k@j (' (t)) (x+  (y   x))k2 d
 1
2
kx  yk2 ;
ce qui entraîne que x = y:
- On montre que lapplication f 2Di¤ Er;s(Rn) 7! f 1 2Di¤ Er;s(Rn)
est continue.
On remarque dabord que les applications
f 2 Di¤ Er;s(Rn) 7!
 
@jf
i

2 
r 1;s;n;n;
et
f 2 Di¤ Er;s(Rn) 7! @f 2 Er jj;s (Rn;Rn) ; 2  jj  [r] ;
sont de classe C1. Doù, selon le lemme 2.13, lapplication
f 2 Di¤ Er;s(Rn) 7!
 
@jf
i
 1 2 
r 1;s;n;n;
est de classe C1.
Soit r 2 [2;1[. Alors daprès la propriété (2) du lemme 2.9, lapplication
(f; g) 2 Di¤ Er;s(Rn)Di¤ Er 1;s(Rn)
7!  (f; g) = f  g 2 Di¤ Er 1;s(Rn);
est de classe C1, et on a
D2 (f; g) (v) =
X
1jn
vj@jf  g;
(f; g; v) 2 Di¤ Er;s(Rn)Di¤ Er 1;s(Rn) Er 1;s(Rn;Rn):
Il est évident que D2 (f; g) est un isomorphisme de Er 1;s(Rn;Rn) dans lui
même, quel que soit (f; g) 2Di¤ Er;s(Rn)Di¤ Er 1;s(Rn). Donc daprès le
théorème des fonctions implicites f 7! f 1 est de classe C1 de Di¤ Er;s(Rn)
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dans Di¤ Er 1;s(Rn). Par conséquent, grâce à la propriété (2) du lemme
2.9, lapplication
f 2 Di¤ Er;s(Rn) 7!

@j
 
f 1
i
=
 
@jf
i
 1  f 1 2 
r 1;s;n;n;
est continue. Doù la continuité de lapplication f 7! f 1 de Di¤ Er;s(Rn)
dans Di¤ Er;s(Rn).
Soit (f; g) 2Di¤ E1;s(Rn)Di¤ E1;s(Rn). En tenant compte de linégalité
M 1
2
 (n  1)!njdetM j kMk
n 1
2 ;M 2 GL (n;R) ;
on obtient les estimationsg 1   f 1
L1

@j  f 1i
L1
kg   fkL1
 (n  1)!n k1=JfkL1
 @jf in 1L1 kg   fkL1
et g 1   f 1
H0;s
 kJgk1=2L1
hg ()ishis

L1
@j  f 1i
L1
kg   fkH0;s
 (n  1)!n k1=JfkL1 kJgk
1=2
L1
hg ()ishis

L1
 @jf in 1L1 kg   fkH0;s ;
qui montrent que lapplication f 7! f 1 est localement lipschitzienne de
Di¤ E1;s(Rn) dans Di¤ E0;s(Rn).
Maintenant, on xe f 2Di¤ E1;s(Rn). Pour toute g appartenant à un
voisinage convexe de f dans Di¤ E1;s(Rn), on a les estimations suivantes:@j  g 1i  @j  f 1i
L1

 @jgi 1    @jf i 1
L1
+
@j  f 1i  g   @j  f 1i  f
L1
 const (n; f; g)
 @jgi   @jf iL1 + @j  f 1i  g   @j  f 1i  fL1
et @j  g 1i  @j  f 1i
H0;s
 const (n; f; g) kJgk1=2L1
hg ()ishis

L1
 @jgi   @jf iH0;s
+ kJgk1=2L1
hg ()ishis

L1
@j  f 1i  g   @j  f 1i  f
H0;s
;
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avec
const (n; f; g)
= ((n  1)!n)2
  @jf iL1 +  @jgiL12(n 1) sup
0t1
 1J2tf+(1 t)g

L1
:
Doù la continuité de lapplication f 2Di¤ E1;s(Rn) 7!

@j
 
f 1
i 2 
0;s;n;n.
Soit r 2 ]1; 2[. Daprès ce résultat et le lemme 2.13, lapplication
f 2 Di¤ Er;s(Rn) 7!
 
@jf
i
 1
; f 1

2 
r 1;s;n;n Di¤ E1;s(Rn);
est continue. Ainsi donc, selon la propriété (2) du lemme 2.9, lapplication
f 2 Di¤ Er;s(Rn) 7!

@j
 
f 1
i
=
 
@jf
i
 1  f 1 2 
r 1;s;n;n;
est continue. Doù lapplication
f 2 Di¤ Er;s(Rn) 7! f 1 2 Di¤ Er;s(Rn);
est continue.
La remarque 2.10 et la démonstration précédente donne immédiatement
le
Corollaire 2.15 Soit ( ; r; s) 2 [1;1] [1;1] ] 1;1] avec r   . Alors
les applications
f 2 Di¤Er;s(Rn) 7! f 1 2 Di¤E;s(Rn);
et
f 2 Di¤Cr0(Rn) 7! f 1 2 Di¤C0 (Rn);
sont de classe Ck(;r), où k ( ; r) = [r    ] pour ( ; r) 2 [1;1[ [1;1] avec
r   , et k (1;1) =1.
De plus, si r 2 [1;1[, lensemble Di¤Hr;1(Rn) est un groupe topologique
ouvert de lespace de Fréchet Id+Hr;1(Rn;Rn).
On sait, daprès le théorème de Gleason (voir [20]), que tout groupe
topologique muni dune structure dune variété topologique de dimension
nie admet une seule structure de Lie compatible avec sa structure de groupe
topologique. Ce résultat donne, en e¤et, une réponse positive au cinquième
problème de Hilbert.
Dautre part, on ne sait pas si le théorème de Gleason est valable ou non
pour les groupes topologiques munis des structures des variétés topologiques
de dimension innie, ce qui nous conduit à poser le problème suivant.
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Problème 2.16 Etant donné (r; s) 2 [1;1[ ] 1;1], est-ce que le groupe
Di¤Hr;s(Rn) possède une structure de Lie compatible avec sa structure de
groupe topologique?
On peut vérier facilement quil nexiste pas une structure di¤érentielle d
sur le groupe topologique Di¤ Hr;s(Rn) qui rend lapplication g 7! f g Id
Gâteaux-di¤érentiable en Id de (Di¤ Hr;s(Rn); d) dans Hr;s (Rn;Rn) (muni
de sa structure di¤érentielle canonique), quel que soit f 2Di¤ Hr;s(Rn).
En e¤et, sil existe une telle structure d sur Di¤ Hr;s(Rn), alors
lim
t!0
f (Id+ tu)  f
t
=
X
1jn
uj@jf 2 Hr;s (Rn;Rn) ;
8f 2 Di¤ Hr;s(Rn);8u 2 Hr;s (Rn;Rn) :
Soit  : R ! R une fonction localement Lipschitzienne. On suppose que 
nest pas dérivable en un point t 2 R, et on note % : R! R lunique fonction
vériant %([r]) =  et % (0) = %0 (0) =    = %([r] 1) (0) = 0. Ensuite, on pose
v (x) = ' (x)
 
%
 
x1

; 0

2 Rn; x 2 Rn;
où la fonction ' 2 C1c (Rn;R) vaut 1 dans un voisinage ouvert de (t; 0) 2
Rn. Comme v 2 Hr;s(Rn;Rn), on peut trouver " 2 ]0;1[ tel que f =
Id+ "v 2Di¤ Hr;s(Rn). Ainsi, daprès ce qui précède, on aX
1jn
uj@jf 2 Hr;s (Rn;Rn)  C [r] (Rn;Rn) ;8u 2 C1c (Rn;Rn) :
Par suite, @jf 2 C [r] (Rn;Rn) pour j = 1, . . . , n, ce qui contredit le fait que
@1f =2 C [r] (Rn;Rn). Doù d nexiste pas.
Proposition 2.17 Soit A : C1c (Rn;Cm)
p ! C1c
 
Rn;C`

un opérateur dif-
férentiel p-linéaire dordre k  1 et à coe¢ cients dans C1
 
Rn;C`

. Alors
pour tout (r; ) 2 [k;1] [k;1] et tout s 2 ] 1;1], lapplication
f 7!
 
(u1; : : : ; up) 7! A
 
u1  f 1; : : : ; up  f 1

 f

est de classe C1 de Di¤Cr0(Rn) dans Lp
 
E;s(Rn;Cm);Emin(;r) k;s(Rn;C`)

.
En particulier, lapplication
(f; u1; : : : ; up) 2 Di¤Cr0(Rn) E;s(Rn;Cm)p
7! A
 
u1  f 1; : : : ; up  f 1

 f 2 Emin(;r) k;s(Rn;C`);
est de classe C1.
Le même résultat reste vrai si on remplace les espaces E;s(Rn;Cm) par
C0 (Rn;Cm).
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Démonstration. Soit (r; ) 2 [k;1]  [k;1] et s 2 ] 1;1]. Pour tout
(u1; : : : ; up) 2 E;s(Rn;Cm)p et tout f 2Di¤ Cr0(Rn), on a
A (u1; : : : ; up) =
X
1j1;:::;jpm
j1j;:::;jpjk
aj1;:::;jp;1;:::;p@
1uj11    @pu
jp
p ;
avec aj1;:::;jp;1;:::;p 2 C1
 
Rn;C`

. Par suite,
A
 
u1  f 1; : : : ; up  f 1

 f
=
X
1j1;:::;jpm
j1j;:::;jpjk
aj1;:::;jp;1;:::;p  f@1

uj11  f 1

 f    @p

u
jp
p  f 1

 f:
Dautre part, pour 1  `  p, on a
@`

uj``  f
 1

 f =
X
0j`jj`j
P`;`

(@M)0jjjj jj

@`uj``
où M =
 
@jf
i
 1 et P`;` est une expression polynomiale vériant
P`;`

(@M)0jjjj jj

2 Cr 1 j`j+j`j0 (Rn;R) ; 1  j`j < j`j ;
P`;0

(@M)0jjjj jj

= 0; 0 < j`j ;
P; (M) 2 1 + Cr 10 (Rn;R) ; j`j = j`j :
Donc, daprès le lemme 2.11, les applications
f 7!

(u1; : : : ; up) 7! @`

uj``  f
 1

 f

; 1  `  p; j`j  k;
sont de classe C1 deDi¤ Cr0(Rn) dans L
 
E;s(Rn;Cm)p;Emin(;r) j`j;s(Rn;C`)

.
Par conséquent, les applications
f 7!

(u1; : : : ; up) 7! @1

uj11  f 1

 f    @p

u
jp
p  f 1

 f

(1  j1; : : : ; jp  m, j1j ; : : : ; jpj  k) sont de classe C1 de Di¤ Cr0(Rn)
dans lespace des applications p-linéaires continues Lp
 
E;s;Emin(;r) k;s

.
Comme les applications f 7! aj1;:::;jp;1;:::;p  f sont de classe C1 de
Di¤ Cr0(Rn) dans aj1;:::;jp;1;:::;p + Cr0(Rn;Rn), la première application in-
diquée dans la proposition est de classe C1.
Avant de donner un théorème décrivant les structures de lie des groupes
Di¤ E1;s(Rn), s 2 ] 1;1], on présente la notion de régularité dun groupe
de Lie, qui est due à Milnor [18].
Soit G un groupe de Lie modelé sur des espaces convenables (voir [15]),
et g son algèbre de Lie. Si a 2 G, on note, respectivement, La et Ra les
translations x 2 G 7! ax 2 G et x 2 G 7! xa 2 G.
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Le groupe G est dit régulier si, pour tout X 2 C1(R; g), le problème
'0 (t) = DR'(t) (e) (X (t)) ;
' (0) = e
admet une solution locale de classe C1. Grâce au lemme 28.3 dans [15],
G est régulier si, et seulement si, pour toute X 2 C1(R; g), le problème
précédent possède une solution globale unique evol (X) 2 C1(R;G).
Il est facile de voir, daprès le théorème de Cauchy-Lipschitz, que tout
groupe de Lie-Banach est régulier.
Théorème 2.18 Etant donné s 2 ] 1;1], Di¤E1;s(Rn) et Di¤C10 (Rn)
sont des groupes de Lie réguliers et ouverts des espaces a¢ nes de Fréchet
Id + E1;s(Rn;Rn) et Id + C10 (Rn;Rn); les applications (f; g) 7! f  g et
f 7! f 1 sont de classe C1 au sens usuel de Fréchet, les algèbres de Lie de
Di¤E1;s(Rn) et de Di¤C10 (Rn) sont
gDi¤H1(Rn) = E
1;s(Rn;Rn) =
nX
1jn
uj@=@xj : uj 2 E1;s(Rn;R)
o
et
gDi¤C10 (Rn) = C
1
0 (Rn;Rn) =
nX
1jn
uj@=@xj : uj 2 C10 (Rn;R)
o
munies du crochet
[u; v] =
X
1in
 
vi@iu  ui@iv

=
X
1i;jn

vi
@uj
@xi
  ui@v
j
@xi

@
@xj
:
Démonstration. Soit s 2 ] 1;1]. Daprès la remarque 2.10, la proposi-
tion 2.14 et le corollaire 2.15, Di¤ E1;s(Rn) et Di¤ C10 (Rn) sont des groupes
de Lie ouverts des espaces a¢ nes de Fréchet Id + E1;s(Rn;Rn) et Id +
C10 (Rn;Rn).
On suppose que s 2 R. On va vérier que Di¤ E1;s(Rn) est régulier en
utilisant une procédure simple valable aussi pour Di¤ C10 (Rn).
Etant donné X 2 C1 (R;E1;s(Rn;Rn)), comme lapplication
(t; f) 2 RDi¤ E1;s(Rn) 7! X (t)  f 2 E1;s(Rn;Rn)
est de classe C1 selon le lemme 2.9, le théorème de Cauchy-Lipschitz montre
que le problème
(P)

'0 (t) = DR'(t) (Id) (X (t)) = X (t)  ' (t) ;
' (0) = Id;
possède une solution unique ' 2 C1
 
I1;Di¤ E1;s(Rn)

dénie sur un inter-
valle ouvert maximal I1 contenant 0.
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Soit r 2 [1;1[ et t 2 I1. Soit  2 C1 (Ir;Di¤ Er;s(Rn)) la solution
maximale unique du problème(
 0
 
~t

= DR (~t) (Id)
 
X
 
~t

= X
 
~t

  
 
~t

;
 (t) = Id:
Comme R'(t) 1 2 C1
 
Di¤ E1;s(Rn);Di¤ E1;s(Rn)

daprès la propriété (1)
du lemme 2.9, la courbe ~t 2 I1 7! '
 
~t

 ' (t) 1 2Di¤ E1;s(Rn)  Id +
E0;s(Rn;Rn) est aussi une solution du problème précédent. À cause de
lunicité, on a donc '
 
~t

=  
 
~t

 ' (t) pour ~t 2 I1 \ Ir.
Si ' (t) 2Di¤ Er;s(Rn), alors '
 
~t

2Di¤ Er;s(Rn) quel que soit ~t 2 I1\Ir,
ce qui signie que lensemble

~t 2 I1 : '
 
~t

2 Di¤ Er;s(Rn)
	
est un ouvert
de I1.
Dautre part, sil existe une suite (t)  I1 convergeant vers t et vériant
(' (t)) Di¤ Er;s(Rn), alors, pour  su¢ samment grand, on a t 2 I1\Ir et
' (t) =  (t)
 1' (t) 2Di¤ Er;s(Rn). Donc

~t 2 I1 : '
 
~t

2 Di¤ Er;s(Rn)
	
est fermé dans I1.
Comme lensemble ft 2 I1 : ' (t) 2 Di¤ Er;s(Rn)g est à la fois ouvert et
fermé dans I1, on a ft 2 I1 : ' (t) 2 Di¤ Er;s(Rn)g = I1. Par suite, ' 2
C1 (I1;Di¤ E1;s(Rn)).
Daprès le lemme 28.3 dans [15], on a nécessairement I1 = R et ' est
lunique solution globale du problème (P).
Soit X 2 C1 (R;S(Rn;Rn)). Pour s 2 R, on note 's la solution de (P)
en considérant X 2 C1 (R;E1;s(Rn;Rn)).
Pour tout (s; ~s) 2 R  R, on a 's = '~s = '. En e¤et, si s  ~s par
exemple, alors E1;~s(Rn;Rn)  E1;s(Rn;Rn). Donc '~s est lunique solution
globale de (P) en considérant X 2 C1 (R;E1;s(Rn;Rn)). Doù 's = '~s
grâce à lunicité. Par suite, ' 2 C1 (R;Di¤ S(Rn)).
Dans le cas où s 2 [0;1], on peut vérier la régularité du groupe
Di¤ E1;s(Rn) =Di¤ H1;s(Rn) dune façon un peu technique comme suit:
On utilise dabord le théorème de Cauchy-Lipschitz pour vérier que
' 2 C1 (I1  Rn;Rn), ensuite, on pose
u (t; x) =
Z t
0
X ( ; ' ( ; x)) d ; (t; x) 2 I1  Rn:
On va montrer, en utilisant le lemme 2.12, que u 2 C1 (I1;H1;s (Rn;Rn)).
Soit a > 0 tel que [ a; a]  I1. On peut trouver des nombres réels
positifs R et ~R tels queX
1pn
k@xpX (t; x)k2 
1
4a
; t 2 [ a; a] ; kxk2  ~R;
k' (t; x)k2  ~R; t 2 [ a; a] ; kxk2  R:
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Par suite, X
1pn
k@xpX (t; ' (t; x))k2 
1
4a
; t 2 [ a; a] ; kxk2  R:
- Comme ' 2 C1
 
I1;Di¤ E1;s(Rn)

, on a
sup
t2[ a;a];x2Rn
k' (t; x)k2 <1; sup
t2[ a;a];x2Rn
k@j' (t; x)k2 <1; 1  j  n:
Soit  2 Nn avec jj  2. On a
@xu (t; x)
=
X
1<jjjj
Z t
0
@xX (s; '(s; x))P;

(@' (s; x))1jj1+jj jj

ds
+
X
1pn
Z t
0
@xpX (s; '(s; x)) @

xu
p (s; x) ds;
où P; sont des expressions polynomiales. Donc si on suppose que
sup
t2[ a;a];x2Rn
k@' (t; x)k2 <1; jj < jj ;
alors
k@xu (t; x)k2
=
X
1<jjjj
Z t
0
@xX (s; '(s; x))
2
P; (@' (t; x))1jj1+jj jj ds
+
X
1pn
Z t
0
k@xpX (s; '(s; x))k2 j@

xu
p (s; x)j ds
 const + 1
2
sup
s2[ a;a]
k@xu (s; x)k2 ;
et ceci quel que soit (t; x) 2 [ a; a] Rn avec kxk2  R. Par suite,
sup
t2[ a;a]
k@xu (t; x)k2  2const; kxk2  R:
et,
sup
t2[ a;a];x2Rn
k@xu (t; x)k2
= max
 
sup
t2[ a;a];kxk2R
k@xu (t; x)k2 ; sup
t2[ a;a];kxk2R
k@xu (t; x)k2
!
<1:
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Doù
sup
t2[ a;a];x2Rn
k@xu (t; x)k2 <1;8 2 N
n:
- De façon similaire, on vérie que
sup
t2[ a;a];x2Rn
k@mt @xu (t; x)k2 <1;8 2 N
n;8m 2 N:
- Soit (s; ;m) 2 [0;1[ Nn  N. En remarquant que
inf
(t;x)2[ a;a]Rn
J'(t;) (x) > 0; sup
(t;x)2[ a;a]Rn
hxis
h'(t; x)is  const ('; s) <1;
on peut écrire pour tout t 2 [ a; a],Z @mt @xX (t; '(t; x))2
2
hxis dx
=
Z @mt @xX (t; y)2
2


'(t; ) 1 (y)
s
J'(t;) 1 (y) dy
=
Z @mt @xX (t; y)2
2
hyis


'(t; ) 1 (y)
s
hyis
1
J'(t;)  '(t; ) 1 (y)
dy

sup(t;x)2[ a;a]Rn
hxis
h'(t;x)is
inf(t;x)2[ a;a]Rn J'(t;) (x)
Z @mt @xX (t; y)2
2
hyis dy
 const (X; s; ;m) <1:
Donc
sup
 ata
@mt @xX (t; '(t; ))
H0;s
<1;  2 Nn;m 2 N:
Etant donné  2 Nn avec jj  2, quel que soit t 2 [ a; a], on a
k@xu (t; )kH0;s

X
1<jjjj
Z t
0
@xX (s; '(s; ))P; (@' (s; ))1jj1+jj jj
H0;s
ds
+
X
1pn
Z t
0
k@xpX (s; '(s; )) @xup (s; )kH0;s ds
 const
X
1<jjjj
sup
 ata
@xX (t; '(t; ))
H0;s
+const
X
1pn
sup
 ata
k@xpX (t; '(t; ))kH0;s :
Par conséquent,
sup
 ata
k@xu (t; )kH0;s <1:
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Enn, pour tout  2 Nn avec jj  2 et tout m 2 N, on a
@mt @

xu (t; x) =
X
1jjjj+m 1
0`m 1
am` (t; x) @
`
t@

xX (t; ' (t; x)) ; (t; x) 2 I1  Rn;
où am` 2 C1 (I1  Rn;R) sont des fonctions vériant
kam`kL1(I1Rn) <1:
Par suite,
k@mt @xu (t; )kH0;s 
X
1jjjj+m 1
0`m 1
am` (t; ) @`t@xX (t; ' (t; ))
H0;s
 const
X
1jjjj+m 1
0`m 1
@`t@xX (t; ' (t; ))
H0;s
 const
X
1jjjj+m 1
0`m 1
sup
s2[ a;a]
@`t@xX (s; ' (s; ))
H0;s
< 1;
quel que soit t 2 [ a; a]. Doù
sup
t2[ a;a]
k@mt @xu (t; )kH0;s <1:
Daprès ce qui précède et le lemme 2.12, on a u 2 C1 (I1;H1;s (Rn;Rn)).
Par conséquent, ' 2 C1 (I1;Di¤ H1;s(Rn)), puisque
Di¤ E1;s (Rn)
T
(Id+H1;s (Rn;Rn)) = Di¤ H1;s(Rn):
La démonstration du théorème est terminée.
Remarque 2.19 Soit s 2 ] 1;1]. Daprès le théorème précédent, pour
tout X 2 C1 (R;E1;s(Rn;Rn)), le problème
'0 (t) = X (t)  ' (t) ;
' (0) = Id;
possède une solution globale unique evolDi¤E1;s (X) 2 C1 (R;Di¤E1;s(Rn)).
Si on munit C1 (R;E1;s(Rn;Rn)) et C1 (R;Di¤E1;s(Rn)) de la struc-
ture di¤érentielle décrite par le théorème 42.4 dans [15], alors lapplication
X 2 C1 (R;E1;s(Rn;Rn)) 7! evolDi¤E1;s (X) 2 C1 (R;Di¤E1;s(Rn))
est de classe C1 au sens dHadamard, cest-à-dire que, quel que soit  2
C1 (R;C1 (R;E1;s)), evolDi¤E1;s   2 C1 (R;C1 (R;Di¤E1;s)).
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En e¤et, soit X 2 C1
 
R2;E1;s(Rn;Rn)

et soit ' la solution du prob-
lème 
@t' (s; t; x) = X (s; t; ' (s; t; x)) ;
' (s; 0; x) = x:
Par un argument analogue à celle utilisé dans la démonstration du théorème
2.18, on vérie que ' 2 C1
 
R2;Di¤E1;s(Rn)

.
Supposons que X 2 C1 (R;C1 (R;E1;s(Rn;Rn))) et soit " > 0. Alors,
selon le lemme 42.5 dans [15], il existe  > 0 tel que
@sX (s; t) = 0; s 2 [ "; "] ; t 2 R  [ ; ] :
Soit (s; t0; t1) 2 [ "; "]  ] 1; ]  ];1[. Comme t 2 ] 1; [ 7!
' (s; t; ) 2Di¤E1;s(Rn) et t 2 ];1[ 7! ' (s; t; ) 2Di¤E1;s(Rn) sont les
solutions globales des deux problèmes
@t (t; x) = X (t;  (t; x)) ; t <  ;
 (t0; x) = ' (s; t0; x) ;
et 
@t (t; x) = X (t;  (t; x)) ; t > 
 (t1; x) = ' (s; t1; x) ;
on a @s' (s; t; ) = 0 pour jtj > . Doù ' 2 C1 (R;C1 (R;Di¤E1;s(Rn))).
De même, si on munit C1 (R; C10 (Rn;Rn)) et C1 (R;Di¤C10 (Rn)) de
la structure di¤érentielle décrite par le théorème 42.4 dans [15], on vérie
que lapplication
X 2 C1 (R; C10 (Rn;Rn)) 7! evolDi¤C10 (X) 2 C
1 (R;Di¤C10 (Rn))
est de classe C1 au sens dHadamard.
Les applications exponentielles expDi¤E1;s et expDi¤C10 des groupes de
Lie Di¤E1;s(Rn) et Di¤C10 (Rn) sont dénies comme suit
expDi¤E1;s () = evolDi¤E1;s () (1) ;  2 E1;s(Rn;Rn);
expDi¤C10 () = evolDi¤C
1
0
() (1) ;  2 C10 (Rn;Rn);
où evolDi¤E1;s () et evolDi¤C10 () sont respectivement les solutions globales
uniques des problèmes 
'0 (t) =   ' (t) ;
' (0) = Id;
et 
 0 (t) =    (t) ;
 (0) = Id:
On vérie que expDi¤E1;s et expDi¤C10 sont de classe C
1 au sens dHadamard.
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Proposition 2.20 Soit (r; s) 2 [2;1]  ] 1;1] et k 2 N
S
f1g. Soit
X 2 Ck (I;Er;s(Rn;Rn)) où I est un intervalle de R. Pour 0    r, on
pose k () = min (k; [r    ]) si  6= 1 et k () = k (1) = k si  = r = 1.
Alors pour tout (t0; f0) 2 IDi¤E1;s(Rn), le problème eP  '0 (t) = X (t)  ' (t) ;
' (t0) = f0;
possède une solution globale unique ' 2 Ck(1)+1
 
I;Di¤E1;s(Rn)

. De plus,
quel que soit ( ; ~s) 2 [1; r   1]  [s;1], si f0 2Di¤E;~s(Rn), alors ' 2
Ck()+1
 
I;Di¤E;~s(Rn)

.
Le même résultat reste vrai si on remplace les espaces E;s(Rn;Rn) et
Di¤E;s(Rn) par les espaces C0 (Rn;Cm) et Di¤C0 (Rn).
Démonstration. Soit r 2 [2;1[ et s 2 R. Lapplication
(t; f) 2 RDi¤ E1;s(Rn) 7! X (t)  f 2 E1;s(Rn;Rn)
est de classe Ck(1) selon la propriété (2) du lemme 2.9, donc le théorème
de Cauchy-Lipschitz montre que, pour tout (t0; f0) 2 IDi¤ E1;s(Rn), le
problème
 eP possède une solution unique '(t0;f0) : I(t0;f0) !Di¤ E1;s(Rn)
de classe Ck(1)+1 dénie sur un intervalle maximale I(t0;f0), ouvert dans I et
contenant t0.
Maintenant, on utilise une idée venant de la démonstration du lemme
28.3 dans [15] pour vérier que, quel que soit (t0; f0) 2 IDi¤ E1;s(Rn), on
a I(t0;f0) = I.
Etant donné (t0; f0) 2 IDi¤ E1;s(Rn), sans perte de généralité, on peut
supposer que I =

t0; ~t

avec t0 < ~t < 1. Donc comme I est compact, il
existe des nombres réels t0 < t1 <    < t` = ~t tels que [t0; t1]  I(t0;f0) et
[tj ; tj+1]  I(tj ;Id) pour 1  j < `. La fonction ' dénie comme suit
' (t) =
8>>>>>><>>>>>>:
'(t0;f0) (t) ; t 2 [t0; t1] ;
'(t1;Id) (t)  '(t0;f0) (t1) ; t 2 [t1; t2] ;
...
'(tj ;Id) (t)  '(tj 1;Id) (tj)      '(t0;f0) (t1) ; t 2 [tj ; tj+1] ;
...
est de classe Ck(1)+1 de I dans Di¤ E1;s(Rn) grâce à la propriété (1) du
lemme 2.9, de plus, elle est une solution du problème
 eP.
En utilisant la procédure de la démonstration du théorème 2.18, on vérie
que si f0 2Di¤ E;~s(Rn) avec ( ; ~s) 2 [1; r   1]  [s;1[, alors '(t0;f0) 2
Ck()+1
 
I;Di¤ E;~s(Rn)

.
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3 Métriques pseudo-riemanniennes surDi¤ E1;s(Rn)
Pour la dénition dune métrique pseudo-riemannienne faible sur une variété
de Fréchet voir lappendice 2.
3.1 Ensemble des poids
Soit  2 R. On note Pds (Rn) lensemble des fonctions  2 C1 (Rn;R)
telles que
i) j (x)j  const hxi2 .
ii) @/ 2 L1 (Rn;R), 8 2 Nn.
iii)   f/ 2 Cr (Rn;R), 8f 2 Id+ Cr0 (Rn;Rn), r  1.
Lensemble Pds (Rn) nest pas vide puisque on a hi2
0
2 Pds (Rn) quel
que soit  0   .
Lemme 3.1 Soit  2 Pds (Rn). Alors
1. Pour tout  2 Nn, tout r 2 [1;1] et tout s 2 ] 1;1], lapplication
f 7! @  f/ est de classe C1 de Id+ Cr0 (Rn;Rn) dans @/ +
Cr0 (Rn;R) et de Id+ Er;s (Rn;Rn) dans @/ + Er;s (Rn;R).
2. Pour tout f 2Di¤Cr0 (Rn;Rn) avec r 2 [1;1] et tout  2 Nn, on a
@=  f 2 @= + Cr0 (Rn;R).
Démonstration. On remarque dabord que, quel que soit  2 Nn, @= 2
C1 (Rn;R). Donc si f 2 Id+ Cr0 (Rn;Rn) avec r  1, alors
@  f

=

@


 f   f

2 Cr (Rn;R) :
Soit (r; s) 2 [1;1[R et  2 Nn. On va vérier que lapplication (u; v) 7!
(u; v) = u@ (Id+ v)/ est de classe C1 de Er;s (Rn;R)  Cr0 (Rn;Rn)
dans Er;s (Rn;R).
Soit  2 Nn avec jj  [r]. On peut remarquer que la dérivée @(u; v)
est la somme nie des termes de la forme
@uP @
1    @j
j
@~ (Id+ v)

;
où P est un polynôme en les dérivées dordre  jj de v. Ainsi, grace aux
hypothèses sur la fonction , il vient que (u; v) 2 Er;s (Rn;R).
Soit k  1. Pour tout (u; ) 2 Er;s (Rn;R)2 et tout (v; ) 2 Cr0 (Rn;Rn)
2,
on a
(u+ ; v + ) =  (u; v) +
X
1jk
Qj (u; v) (; )
j +Rk (u; v; ) (; )
k ;
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où
Qj (u; v) (; )
j =
X
jj=j
u

!
@+ (Id+ v)

+
X
jj=j 1


!
@+ (Id+ v)

;
et
Rk (u; v; )

~; ~
k
= k
X
jj=k
u
~
!
Z 1
0
(1  )k 1


@+ (Id+ v + )

  @
+ (Id+ v)


d
+(k   1)
X
jj=k 1
~
~
!
Z 1
0
(1  )k 2


@+ (Id+ v + )

  @
+ (Id+ v)


d:
Comme lapplication Qj est localement Lipschitzienne de Er;s(Rn;R) 
Cr0(Rn;Rn) dans Polyj (Er;s(Rn;R) Cr0(Rn;Rn);Er;s(Rn;R)) et Rk est lo-
calement Lipschitzienne de Er;s(Rn;R)Cr0(Rn;Rn)Cr0(Rn;Rn) dans lespace
Polyk (Er;s(Rn;R) Cr0(Rn;Rn);Er;s(Rn;R)), la réciproque du théorème de
Taylor montre que lapplication est de classe Ck de Er;s(Rn;R)Cr0(Rn;Rn)
dans Er;s(Rn;R). Doù  est de classe C1 puisque k est arbitraire.
Enn, on en déduit que lapplication
(u; v) 2 Er;s (Rn;R) Cr0 (Rn;Rn) 7! u
Z 1
0
@ (Id+ v)

d 2 Er;s (Rn;R) ;
est de classe C1, ce qui implique, en particulier, que lapplication
u 7! @
 (Id+ u)

=
@

+
X
1jn
uj
Z 1
0
@j@
 (Id+ u)

d;
est de classe C1 de Er;s (Rn;Rn) dans @/ + Er;s (Rn;R).
Soit f 2Di¤ Cr0 (Rn;Rn) et  2 Nn où r 2 [1;1]. On a

  f =

  f 1


 f = (1 + ')  f = 1+'  f = 1+  2 1 + Cr0 (Rn;R) ;
car   f 1

 = 1 + ' 2 1 + Cr0 (Rn;R), et par conséquent,
@
  f =

  f
@

= (1 + )
@

=
@

+ 
@

2 @


+ Cr0 (Rn;R) :
Doù lénoncé 2.
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3.2 Métriques pseudo-riemanniennes sur Di¤ E1;s(Rn)
On xe  2 Pds (Rn),  2 R, et on considère un opérateur di¤érentiel
A : C1c (Rn;Rn)! C1c (Rn;Rn) linéaire, à coe¢ cients dans C1 (Rn;Rn).
On a
A (u) =
X
1jn
jjk
aj;@
uj ; u 2 S(Rn;Rn);
avec aj; 2 C1(Rn;Rn). Ladjoint formel A de A par rapport au pseudo-
produit scalaire faible (u; v) 2 S(Rn;Rn)2 7!
R
u (x) v (x) (x) dx est donné
comme suit
Au =
1

X
1jn
jjk
( 1)jj @ (aj;  u) ej ; u 2 S(Rn;Rn);
ej étant le j-vecteur dans la base canonique de Rn. Donc les coe¢ cients de
A appartiennent à C1 (Rn;Rn).
Dans la suite, on supposera que A = A et quil existe un opérateur
pseudo-di¤érentiel A 1 2 OPS k1;0 (Rn;L (Rn;Rn)), k étant lordre de A, tel
que
A 1Au = AA 1u = u; 8u 2 C1c (Rn;Rn) :
On munit lalgèbre de Lie gDi¤ E1;s(Rn) = E1;s(Rn;Rn) (  s  1) du
pseudo-produit scalaire faible
(u; v)A; =
Z
u(x) A (v) (x) (x) dx:
et on dénit sur le groupe Di¤ E1;s(Rn), à partir de (; )A;, une métrique
pseudo-riemannienne faible GA; par la relation:
GA;(f) (u; v) =
 
u  f 1; v  f 1

A;
=
Z
u(x) A
 
v  f 1

 f(x)  f(x)Jf (x) dx
=
Z
A
 
u  f 1

 f(x)  v(x)  f(x)Jf (x) dx
pour f 2Di¤ E1;s(Rn) et (u; v) 2 E1;s(Rn;Rn)  E1;s(Rn;Rn). Donc
GA; est dénie à partir de (; )A; en utilisant la trivialisation droite de
Maurer-Cartan (f; u) 2 TDi¤ E1;s(Rn) 7!
 
f; u  f 1

2Di¤ E1;s(Rn) 
gDi¤ E1;s(Rn).
Proposition 3.2 Etant donné s 2 [ ;1], la métrique pseudo-riemannienne
faible GA; est de classe C1 de Di¤E1;s(Rn) dans lespace des applications
bilinéaires symétriques et bornées L2sym (E1;s(Rn;Rn);R).
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Démonstration. Daprès la proposition 2.17 et le lemme 3.1, lapplication
G : f 2 Di¤ E1;s(Rn)
7!

(u; v) 2 E1;s  E1;s 7! Jf
  f

A
 
u  f 1

 f  v 2 L1 (Rn;)

2 L2
 
E1;s(Rn;Rn);L1 (Rn;)

;
est de classe C1 où
L1 (Rn;) =

w : Rn ! R :
Z
jw (x) (x)j dx <1

:
Maintenant, il est facile de voir, selon la relation
GA; (f) (u; v) =
Z
G (f) (u; v) (x) (x) dx;
que GA; est de classe C1 de Di¤ E1;s(Rn) dans L2sym (E1;s(Rn;Rn);R).
Dans toute la suite, on supposera que  2 R+.
Soit s 2 [ ;1]. On dénit la représentation adjointe Ad deDi¤ H1;s(Rn)
dans L
 
gDi¤ H1(Rn); gDi¤ H1(Rn)

comme suit:
Ad (f) (u) = D
 
Lf Rf 1

(Id) (u) =
 
Df  f 1
  
u  f 1

=
X
1jn
uj  f 1@jf  f 1; (f; u) 2 TDi¤ H1;s(Rn):
Selon la remarque 2.10 et le corollaire 2.15, lapplication Ad est de classe
C1 de Di¤ H1;s(Rn) dans lespace Iso (H1;s;H1;s), espace des homéomor-
phismes linéaires de H1;s (Rn;Rn) dans H1;s (Rn;Rn).
Etant donné (f; u) 2Di¤ H1;s(Rn) et v 2 H1;s (Rn;Rn), on a
D (Ad) (f) (u) (v) =
X
1j;kn
@kv
j  f 1DI (f) (u)k @jf  f 1
+
X
1jn
vj  f 1@ju  f 1
+
X
1j;kn
vj  f 1@k@jf  f 1DI (f) (u)k ;
où I : f 2Di¤ H1;s(Rn) 7! f 1 2Di¤ H1;s(Rn). Par suite,
D (Ad) (f) (u) (v) =  
X
1j;kn
@kv
j  f 1Df 1
 
u  f 1
k
@jf  f 1
+
X
1jn
vj  f 1@ju  f 1
 
X
1j;kn
vj  f 1@k@jf  f 1Df 1
 
u  f 1
k
;
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puisque
DI (f) (u) =  Df 1
 
u  f 1

; (f; u) 2 Di¤ H1;s(Rn):
On dénit la représentation adjointe ad de gDi¤ H1(Rn) dans lespace
L
 
gDi¤ H1(Rn); gDi¤ H1(Rn)

par la relation
ad (u) = D (Ad) (e) (u) ; u 2 gDi¤ H1(Rn) = H1;s(Rn;Rn):
On a ad 2 L
 
gDi¤ H1(Rn);L
 
gDi¤ H1(Rn); gDi¤ H1(Rn)

et
ad (u) (v) =  
X
j
uj@jv +
X
j
vj@ju = [u; v] ; (u; v) 2 H1;s(Rn;Rn)2;
où [; ] est le crochet de Lie de gDi¤ H1(Rn).
Soit (u; v) 2 H1;s(Rn;Rn)2 et soit ' 2 C1 (R;Di¤ H1;s (Rn)) une
courbe telle que ' (0) = Id et '0 (0) = u. Alors
D (Ad) (f) (u  f) (v) = D (Ad) (f)
 
'0 (0)  f

(v)
= @t fAd (' (t)  f)gjt=0 (v)
= @t fAd (' (t))gjt=0 Ad (f) (v)
= @t fAd (' (t))gjt=0 Ad (f) (v)
= D (Ad) (Id)
 
'0 (0)

Ad (f) (v)
= ad (u) Ad (f) (v) :
Par conséquent, D (Ad) (f) (u) = ad
 
u  f 1

Ad (f).
Lemme 3.3 Etant donné (f; u) 2 TDi¤H1;s(Rn) avec s 2 [ ;1], on note
ad(u)> et Ad(f)> les adjoints de ad(u) et de Ad(f) par rapport à (; )A;.
Alors
ad(u)>(v)
= A 1
 
@jA
i (v)

u+
 
@ju
i
|
+

divu+
u  r


In

Av

;
et
Ad(f)> (v) = A 1

Jf
  f

(Df)> (A (v)  f)

;
où v 2 H1;s(Rn;Rn) et Df est la dérivée de Fréchet de f . De plus,
lapplication linéaire u 2 H1;s 7! ad (u)> 2 L (H1;s;H1;s) est continue
et lapplication f 2Di¤H1;s(Rn) 7! Ad (f)> 2 L (H1;s;H1;s) est de classe
C1, et on a
D

Ad ()>

(f) (u) = fD (Ad) (f) (u)g>
= Ad (f)>  ad
 
u  f 1
>
; (f; u) 2 TDi¤H1;s(Rn):
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Démonstration. Soit (u; v; w) 2 H1;s(Rn;Rn)3. On a
(ad(u)(v); w)A; =
Z
[u; v] (x)A (w) (x) (x) dx
=
X
1i;jn
Z
vj@ju
iAi (w)  
Z
ui@iv
jAj (w)

=
Z
v 
n 
@ju
i
>
A (w)
o

+
X
1i;jn
Z
vj@iu
iAj (w) +
X
1i;jn
Z
vjui@iA
j (w)
+
X
1i;jn
Z
vjuiAj (w) @i:
Par suite,
(ad(u)(v); w)A;
=
Z
v 
 
@jA
i (w)

u+
 
@ju
i
>
+

divu+
u  r


In

A (w)

;
=

v; ad(u)> (w)

A;
où
ad(u)> (w)
= A 1
 
@jA
i (w)

u+
 
@ju
i
>
+

divu+
u  r


In

A (w)

:
Il est évident, selon le lemme 3.1, que lapplication linéaire
u 2 H1;s 7! ad (u)> 2 L (H1;s;H1;s)
est continue.
Soit (f; u; v) 2Di¤ H1;s(Rn)H1;s(Rn;Rn)2. On a
(Ad(f) (u) ; v)A;
=
X
1jn
Z
uj  f 1 (y) @jf  f 1 (y) A (v) (y) (y) dy
=
X
1jn
Z
uj (x) @jf (x) A (v)  f (x)  f (x) Jf (x) dx
=
Z
Df (x) (u (x)) A (v)  f (x)  f (x) Jf (x) dx
=
Z
u (x)  fDf (x)g> (A (v)  f (x))  f (x) Jf (x) dx
=

u;Ad(f)> (v)

A;
;
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avec Ad(f)> (v) = A 1
n
Jf   f/ fDfg> (A (v)  f)
o
.
Grâce à la remarque 2.10 et au lemme 3.1, lapplication
f 2 Di¤ H1;s(Rn) 7! Ad (f)> 2 L (H1;s;H1;s)
est de classe C1.
Soit s 2 [ ;1]. Daprès [15] (paragraphe 46.4), léquation des géodésiques
' 2 C2 ( ;Di¤ H1;s(Rn)) de (Di¤ H1;s(Rn); GA;) est
@tu =  ad(u)> (u)
=  A 1
 
@jA
i (u)

u+
 
@ju
i
|
+

divu+
u  r


In

Au

;
qui peut sécrire encore sous la forme
@tAu+
 
@jA
i (u)

u+
 
@ju
i
|
+

divu+
u  r


In

Au = 0; (3.1)
avec u(t) = '0(t)  '(t) 1et A (u) =
 
A1 (u) ; : : : ; An (u)

.
Dautre part, si on pose
E (t) = Ad('(t))> (u(t))
= A 1

  '(t)

J'(t) (D'(t))
>A (u(t))  '(t)

;
alors grâce au lemme 3.3, on a
E0 (t) = Ad('(t))>
 
u0(t)

+D
n
Ad()>
o
('(t))
 
'0(t)

(u(t))
= Ad('(t))>
 
u0(t)

+Ad('(t))>  ad (u(t))> (u(t))
= Ad('(t))>

u0(t) + ad (u(t))> (u(t))

;
ce qui entraîne que léquation (3.1) est équivalente à léquation
E0 (t) = 0: (3.2)
On peut interpréter cette équivalence comme une sorte de généralisation du
premier théorème dEuler sur la conservation du moment cinétique.
Enn, on a
'00 (t) =

u0 (t) +
 
@ju
i(t)

u(t)
	
 '(t):
Donc léquation (3.1) est équivalente aussi à léquation
'00 (t) = A 1A

'0(t)  '(t) 1
	
 '(t); (3.3)
où A est lopérateur di¤érentiel quadratique déni comme suit
A (u) = A
 
@ju
i

u 
 
@jA
iu

u 
 
@ju
i
|
+

divu+
u  r


In

Au:
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Lemme 3.4 Soit r 2 [1 + max (ordre de A; 1) ;1] et s 2 [ ;1]. Soit '
une courbe de classe C2 dans Di¤Er;s (Rn). On pose u(t) = '0(t)  '(t) 1.
Alors ' vérie léquation (3.3) si, et seulement si, u vérie léquation (3.1).
De plus, si r 2 ]2 + ordre de A;1], les deux équations (3.1) et (3.3) sont
équivalentes à léquation (3.2).
Démonstration. Dabord, selon la remarque 2.10 et le corollaire 2.15, on
a u 2 C0 ( ;Er;s (Rn;Rn)) \ C1
 
;Er 1;s (Rn;Rn)

.
(3:1) ) (3:3). Supposons que u vérie (3:1). Comme lordre de A est
inférieur ou égale à r   1, on a @tA (u) = A (@tu), ce qui entraîne, daprès
léquation (3:1), que
@tu =  A 1
 
@jA
i (u)

u+
 
@ju
i
|
+

divu+
u  r


In

Au

:
Dautre part, grâce à la remarque 2.10, on peut écrire
'00 (t) =

u0 (t) +
 
@ju
i(t)

u(t)
	
 '(t):
Doù la courbe ' vérie léquation (3:3).
(3:3)) (3:1). Supposons que la courbe ' vérie (3:3) (on va voir, dans
la démonstration du théorème 3.7, que dans le cas où r =2 N, cette équation
implique que ' 2 C1 ( ;Di¤ Er;s (Rn))). On a
u0 (t) +
 
@ju
i(t)

u(t)
	
 '(t) = '00 (t)
= A 1A (u(t))  '(t):
Par suite,
u0 (t) +
 
@ju
i(t)

u(t) = A 1A (u(t)) :
Doù léquation
A
 
u0 (t)

+A
 
@ju
i(t)

u(t)  A (u(t)) = 0;
qui est exactement léquation (3:1), puisque A (u0 (t)) = @tA (u (t)).
On suppose maintenant que r 2 ]2 + k;1] où k est ordre de A. Daprès
la remarque 2.18 et le lemme 3.1, lapplication
(f; v) 2 Di¤ Er;s (Rn) Er 1;s (Rn;Rn)
7! Jf
  f

fDfg> (A (v)  f) 2 Er k 2;s (Rn;Rn) ;
est de classe C1. Par suite, lapplication
(f; v) 2 Di¤ Er;s (Rn) Er 1;s (Rn;Rn)
7! Ad(f)> (v) 2 Er(") 2;s (Rn;Rn) ;
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est de classe C1, où
r (") =

r; r 2 R+   N;
r   "; r 2 N;
et " 2 ]0; 1[. Doù E 2 C1
 
;Er(") 2;s (Rn;Rn)

, " 2 ]0; 1[.
Calculons E0. Comme Ad2 C1
 
Di¤ Er;s;L
 
Er;s (Rn) ;Er 2;s (Rn)

et
D (Ad) (f) (u) = ad(u  f 1) Ad(f); (f; v) 2 TDi¤ Er;s;
et comme
(ad(u)(v); w)A; =

v; ad(u)> (w)

A;
;
(Ad(f) (u) ; v)A; =

u;Ad(f)> (v)

A;
;
pour tout (f; u; v; w) 2Di¤ Er0;s (Rn)  Er0;s (Rn;Rn)3 avec r0 > k + 1, on
peut écrire les égalités suivantes
(E (t) ; v)A; = (u (t) ;Ad (' (t)) (v))A; ;
et  
E0 (t) ; v

A;
=
 
u0 (t) ;Ad (' (t)) (v)

A;
+
 
u (t) ; D (Ad) (' (t))
 
'0 (t)

(v)

A;
=

Ad (' (t))>
 
u0 (t)

; v

A;
+(u (t) ; ad (u (t)) Ad (' (t)) (v))A;
=

Ad (' (t))>
n
u0 (t) + ad (u (t))> (u (t))
o
; v

A;
;
où v 2 Er;s (Rn;Rn). Par suite,
E0 (t) = Ad (' (t))>
n
u0 (t) + ad (u (t))> (u (t))
o
:
Doù léquivalence
E0 (t) = 0, u0 (t) + ad (u (t))> (u (t)) = 0;
qui montre que les deux équations (3.1) et (3.2) sont équivalentes.
Remarque 3.5 Soit (r; s; t0) 2 [1 + max (1; k) ;1]  [ ;1]  R, où k est
lordre de A.
Supposons que, pour tout (f0; u0) 2 TDi¤Er;s(Rn), le problème
(P1)

'00 (t) = A 1A

'0(t)  '(t) 1
	
 '(t);
'(t0) = f0; '
0(t0) = u0;
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possède une solution dans C2 ( ;Di¤Er;s (Rn)) au voisinage de t0. Dans ce
cas, quel que soit u0 2 Er;s(Rn;Rn), le problème
(P2)

@tAu+
 
@jA
i (u)

u+
  
@ju
i
|
+
 
div u+ ur

In

Au = 0;
u (t0) = u0;
possède une solution dans C0 ( ;Er;s) \ C1
 
;Er 1;s

au voisinage de
t0. En e¤et, si '(Id;u0) 2 C2 ( ;Di¤Er;s (Rn)) est une solution locale de
(P1) pour la donnée initiale (Id; u0), alors, daprès lemme 3.4, la fonction
u dénie par la relation u (t) = '0 (t)  ' (t) 1 est une solution locale dans
C0 ( ;Er;s (Rn;Rn)) \ C1
 
;Er 1;s (Rn;Rn)

du problème (P2).
Inversement, supposons que, pour tout u0 2 Er;s(Rn;Rn), le problème
(P2) possède une solution locale dans C1 ( ;Er;s (Rn;Rn)).
Soit (f0; u0) 2 TDi¤Er;s (Rn) et soit u 2 C1 (I;Er;s (Rn;Rn)) une solu-
tion du problème (P2) pour la donnée initiale u0  f 10 , où I est un inter-
valle contenant t0. Daprès la proposition 2.20, il existe une solution unique
' 2 C2
 
I;Di¤Er 1;s (Rn)

du problème
'0 (t) = u (t)  ' (t) ;
' (t0) = f0:
On a '0 (t0) = u0 et,
'00 (t) =

u0 (t) +
 
@ju
i(t)

u(t)
	
 '(t)
= A 1A

'0(t)  '(t) 1
	
 '(t):
Donc ' est une solution du problème (P1).
Par conséquent, le problème (P1) possède une solution locale (respec-
tivement une solution locale unique) dans C2 ( ;Di¤H1;s(Rn)) (donc dans
C1 ( ;Di¤H1;s(Rn))) au voisinage de t0 si, et seulement si, le problème
(P2) possède une solution locale (respectivement une solution locale unique)
dans C1 ( ;H1;s(Rn;Rn)) (donc dans C1 ( ;H1;s(Rn;Rn))) au voisi-
nage de t0.
Exemple 3.6 (Métriques de Sobolev) Notons Ak lopérateur di¤éren-
tiel
P
jjk ( 1)
jj @2. La métrique GAk;1 = GHk associée à Ak sappelle la
Hk-métrique de Sobolev sur Di¤H1;s(Rn) (0  s  1) et possède la forme
suivante:
GHk(f) (u; v) =
 
u  f 1; v  f 1

Hk
=
X
jjk
Z
@
 
u  f 1

 f(x)  @
 
v  f 1

 f(x)Jf (x) dx
où f 2Di¤H1;s(Rn) et (u; v) 2 H1;s(Rn;Rn)H1;s(Rn;Rn).
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3.3 Existence des ots locaux
Dans la suite, on notera k lordre de lopérateur A et on supposera que
k  1.
Théorème 3.7 I) Soit (r; s) 2 ([k;1[  N)  [ ;1[. Alors pour tout
(f; ) 2 TDi¤Er;s(Rn), le problème
(P1)

'00(t) = A 1A

'0(t)  '(t) 1
	
 '(t);
'(0) = f; '0(0) = ;
admet une seule solution '(r;s;f;) 2 C1
 
I(r;s;f;);Di¤Er;s(Rn)

dénie
sur un intervalle ouvert maximal I(r;s;f;) contenant le point 0. De plus,
lensemble
(r;s) =

(t; f; ) 2 R TDi¤Er;s(Rn) : t 2 I(r;s;f;)
	
est un ouvert de R TDi¤Er;s(Rn) et lapplication
(t; f; ) 2 (r;s) 7! '(r;s;f;) (t) 2 Di¤Er;s(Rn)
est de classe C1. Par conséquent, lensemble
e(r;s) = (f; ) 2 TDi¤Er;s(Rn) : 1 2 I(r;s;f;)	 ;
est un ouvert de TDi¤Er;s(Rn) contenant lensemble Di¤Er;s(Rn)f0g
et lapplication
(f; ) 2 e(r;s) 7! exp(r;s)(f; ) = '(r;s;f;) (1) 2 Di¤Er;s(Rn);
est de classe C1.
II) On suppose que k  2. Alors pour tout (r; ~r; s) 2 ([2 + k;1[  N)2 
[ ;1[ avec r  ~r et tout (f; ) 2 TDi¤E~r;s(Rn), on a I(r; ;f;) =
I(~r;s;f;) et '(r; ;f;) = '(~r;s;f;).
Soit (r; s) 2 f1g[ ;1][([2 + k;1]  N)f1g. En posant I(r;f;) =
I("; ;f;) et '(r;f;) = '("; ;f;) avec (f; ) 2 TDi¤Er; (Rn) et " 2
[2 + k; r[  N, lensemble
(r;s) =

(t; f; ) 2 R TDi¤Er;s(Rn) : t 2 I(r;f;)
	
est un ouvert de R TDi¤Er;s(Rn) et lapplication
(t; f; ) 2 (r;s) 7! '(r;f;) (t) 2 Di¤Er;s(Rn)
est de classe C1. En particulier, lensemble
e(r;s) = (f; ) 2 TDi¤Er;s(Rn) : 1 2 I(r;f;)	 ;
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est un voisinage ouvert de Di¤Er;s(Rn)  f0g dans TDi¤Er;s(Rn) et
lapplication
(f; ) 2 e(r;s) 7! exp(r;s)(f; ) = '(r;f;) (1) 2 Di¤Er;s(Rn);
est de classe C1.
Démonstration. On vérie dabord que lordre de lopérateur di¤érentiel
quadratique A est inférieur où égale à k. Soit u 2 S1 (Rn;Rn). On a
A
 
@ju
i

u =
 
@jA
iu

u+Bu;
où B est un opérateur di¤érentiel quadratique dordre  k. Donc,
A (u) = Bu 
 
@ju
i
|
+

divu+
u  r


In

Au;
ce qui prouve que lordre de A  k.
On démontre lénoncé I). Soit (r; s) 2 ([k;1[  N)  [ ;1[. Daprès la
proposition 2.17, les deux applications
(f; ) 2 TDi¤ Er;s (Rn) 7! A
 
  f 1

 f 2 Er k;s (Rn;Rn) ;
et
(f; ) 2 TDi¤ Er;s (Rn) 7! A
 
  f 1

 f 2 Er k;s (Rn;Rn) ;
sont de classe C1. Par suite, le théorème dinversion locale montre que
lapplication
(f; ) 2 TDi¤ Er;s (Rn)
7!
 
f;A
 
  f 1

 f

2 Di¤ Er;s (Rn) Er k;s (Rn;Rn) ;
est un C1-di¤éomorphisme. En particulier, lapplication
(f; ) 2 Di¤ Er;s (Rn) Er k;s (Rn;Rn)
7! A 1
 
  f 1

 f 2 Er;s (Rn;Rn) ;
est de classe C1, et, par conséquent, lapplication
(f; ) 2 TDi¤ Er;s (Rn) 7!
 
f; ; ; A 1A
 
  f 1

 f

2 T 2Di¤ Er;s (Rn) ;
est un champ de vecteurs de classe C1 sur TDi¤ Er;s (Rn). Ainsi donc,
puisque TDi¤ Er;s (Rn) est un ensemble ouvert de lespace a¢ ne de Banach
(Id+ Er;s (Rn))Er;s (Rn), ce champ de vecteurs possède un ot global de
classe C1, ce qui équivaut exactement aux deux a¢ rmations suivantes
a. Pour tout (f; ) 2 TDi¤ Er;s(Rn), le problème (P1) admet une seule
solution '(r;s;f;) 2 C1
 
I(f;);Di¤ Er;s(Rn)

dénie sur un intervalle
ouvert maximal I(r;s;f;) contenant 0.
54
b. Lensemble
(r;s) =

(t; f; ) 2 R TDi¤ Er;s(Rn) : t 2 I(r;s;f;)
	
est un ouvert de R TDi¤ Er;s(Rn) et lapplication
(t; f; ) 2 (r;s) 7! '(r;s;f;) (t) 2 Di¤ Er;s(Rn)
est de classe C1.
Soit (f; ) 2Di¤ Er;s(Rn). Comme A (u) = 2A (u) quel que soit (; u) 2
R Er;s(Rn), on a
'(r;s;f;") (t) = '(r;s;f;) ("t) ; t 2 I(r;s;f;") =
1
"
I(r;s;f;); " > 0:
Donc I(r;s;f;0) = R et, par suite
Di¤ Er;s(Rn) f0g  e(r;s) = (f; ) 2 TDi¤ Er;s(Rn) : 1 2 I(r;s;f;)	 :
De plus, lensemble e(r;s) est un ouvert de TDi¤ Er;s(Rn) et lapplication
exponentielle riemannienne
(f; ) 2 e(r;s) 7! exp(r;s)(f; ) = '(r;s;f;) (1) 2 Di¤ Er;s(Rn);
est de classe C1.
On démontre II). On suppose que k  2 et on considère des nom-
bres réels " 2 ]0; 1[, r 2 ["; k   1 + "]   N et s 2 [ ;1[. Soit (f; ) 2
TDi¤ Ek+2+r;s (Rn) et t 2 I(k+2+"; ;f;). On pose ' = '(k+2+"; ;f;). Alors
grâce aux lemmes 3.1 et 3.4, on peut écrire
  '(t)

J'(t)D ('(t))
> A  '0(t)  '(t) 1  '(t)	
=
  '(0)

J'(0)D ('(t))
> A  '0(0)  '(0) 1  '(0)	
=
  f

JfDf
> A    f 1  f	 =  2 Er+2;s (Rn;Rn) :
Par suite,
A
 
'0(t)  '(t) 1

 '(t)
=
n
D ('(t))>
o 1 
  '(t)J
 1
'(t)

2 Er+2;s (Rn;Rn) ;
puisque J 1'(t) 2 1 + C
k+1+"
0  1 + C
r+2
0 et
n
D ('(t))>
o 1
2 In + Ck+1+"0 
In + Cr+20 selon le lemme 2.11, et /  '(t) 2 1 + C
k+2+"
0  1 + C
r+2
0
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selon lemme 3.1. On utilise maintenant le lemme 2.9 pour conclure que
'0(t)  '(t) 1 2 Ek+2+r;s (Rn;Rn).
On applique encore le théorème de Cauchy-Lipschitz pour montrer quil
existe une unique solution  t 2 C1
 
It;Di¤ Ek+2+r;s (Rn)

du problème
(P1) pour la donnée initiale
 
Id; '0(t)  '(t) 1

; It étant un intervalle ouvert
contenant t. Grâce à lunicité, on a '
 
~t

=  t
 
~t

 '(t) pour ~t 2 It \
I(k+2+"; ;f;). En utilisant ce résultat, on vérie que lensemblen
t 2 I(k+2+"; ;f;) : '(t) 2 Di¤ Ek+2+r;s (Rn)
o
est à la fois fermé et ouvert dans I(k+2+"; ;f;), donc il est égal à I(k+2+"; ;f;)
tout entier. Doù I(k+2+r;s;f;) = I(k+2+"; ;f;) et '(k+2+r;s;f;) = ' =
'(k+2+"; ;f;).
On utilise la procédure précédente et linduction sur j  0 pour prouver
que si (f; ) 2 TDi¤ Ek+2+j+r;s (Rn), alors I(k+2+j+r;s;f;) = I(k+2+"; ;f;) et
'(k+2+j+r;s;f;) = '(k+2+"; ;f;). Ceci termine la démonstration du premier
énoncé dans II).
Daprès ce qui précède, on a
(~r;s) = (r;)
T 
R TDi¤ E~r;s(Rn)

;e(~r;s) = e(r;)TTDi¤ E~r;s(Rn);
quel que soit (r; ~r; s) 2 ([k + 2;1[  N)2  [ ;1[ avec r  ~r. De plus, on
peut poser
I(1;f;) = I(r; ;f;); '(1;f;) = '(r; ;f;); (f; ) 2 TDi¤ E1;s(Rn);
(1;s) = (r;)
T
(R TDi¤ E1;s(Rn)) ;e(1;s) = e(r;)TTDi¤ E1;s(Rn);
(r;1) = (r;)
T
(R TDi¤ Er;1(Rn)) ;e(r;1) = e(r;)TTDi¤ Er;1(Rn);
où r 2 [k + 2;1[  N et s 2 [ ;1].
Il est évident, grâce à la remarque 2.10, que lénoncé I) reste valable pour
les deux cas (r; s) 2 f1g  [ ;1] et (r; s) 2 ([k;1]  N) f1g.
La démonstration du théorème est terminée.
Remarque 3.8 Soit k  2 et s 2 [ ;1]. Alors, quel que soit (f; ) 2
TDi¤E1;s(Rn), la courbe '(1;f;) : t 2 I(1;f;) 7! '(1;f;) (t) 2Di¤E1;s(Rn)
est lunique géodésique dans le groupe (de Lie) pseudo-riemannien faible
(Di¤E1;s(Rn);GA;) vériant '(0) = f et '0(0) = .
Remarque 3.9 Soit k  2 et (r; s) 2 ([k + 2;1]  N) [ ;1]. Daprès le
théorème 3.7, le champ de vecteurs
(f; ) 2 TDi¤Er;s(Rn) 7!
 
f; ; ; A 1A

  f 1
	
 f

2 T 2Di¤Er;s(Rn);
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possède un ot global de classe C1
(t; f; ) 2 (r;s) 7!

'(r;f;) (t) ; '
0
(r;f;) (t)

2 TDi¤Er;s(Rn):
Pour (r; s) 2 f1g  [ ;1] [ ([k + 2;1]  N) f1g, ce résultat est signi-
catif, puisque les structures di¤érentielles naturelles de TDi¤H1;s(Rn) et de
TDi¤Er;1(Rn) sont seulement de Fréchet et ne sont par de Banach, et nous
savons que les résultats classiques sur les équations di¤érentielles abstraites
ne sont généralement pas valables dans le cadre des variétés de Fréchet (voir
[15]).
Notre résultat fondamental est le
Théorème 3.10 1. Soit r 2 [k + 1;1[   N et s 2 [ ;1[. Alors pour
tout  2 Er;s(Rn;Rn), le problème
(P2)

@tAu+
 
@jA
i (u)

u+
  
@ju
i
|
+
 
divu+ ur

In

Au = 0;
u (0) = ;
possède une solution u(r;s;) 2
T
0j[r] 1C
j
 
I(r;s;Id;);E
r j;s(Rn;Rn)

.
De plus, lensemble
U(r;s;Id) =

(t; ) 2 R Er;s(Rn;Rn) : t 2 I(r;s;Id;)
	
est un ouvert de R  Er;s(Rn;Rn) et le ot local (t; ) 7! u(r;s;) (t)
de léquation (3.1) est de classe Cj de U(r;s;Id) dans Er j;s(Rn;Rn),
0  j  [r]  1.
Si r 2 [k + 2;1[   N, le problème (P2) admet une unique solution
u(r;s;) 2
T
0j[r] 1C
j
 
I(r;s;);E
r j;s(Rn;Rn)

dénie sur un inter-
valle ouvert maximal I(r;s;) contenant 0. De plus:
i) Lensemble
U(r;s) =

(t; ) 2 R Er;s(Rn;Rn) : t 2 I(r;s;)
	
est un ouvert de R  Er;s(Rn;Rn) contenant U(r;s;Id) et le ot global
(t; ) 7! u(r;s;) (t) de (3.1) est continu de U(r;s) dans Er;s(Rn;Rn).
ii) Pour tout  2 Er;s(Rn;Rn), on a I(r;s;Id;)  I(r;s;)  I(r 2;s;Id;).
Par conséquent, le ot (t; ) 7! u(r;s;) (t) est de classe Cj de U(r;s) dans
Er 2 j;s(Rn;Rn) (0  j  [r]  3), et si k  2 et r 2 [k + 4;1[   N,
alors U(r;s) = U(r;s;Id).
2. On suppose que k  2.
a) Soit s 2 [ ;1]. Alors quel que soit  2 H1;s(Rn;Rn), le problème
(P2) possède une unique solution maximale u 2 C1 (I;H1;s(Rn;Rn))
dénie sur lintervalle I = I(1;Id;), de plus, lensemble
U(1;s) = f(t; ) 2 RH1;s(Rn;Rn) : t 2 Ig
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est un ouvert de R  H1;s(Rn;Rn) et le ot global (t; ) 7! u (t) de
léquation (3.1) est de classe C1 de U(1;s) dans H1;s(Rn;Rn).
b) Etant donné un nombre réel r 2 [k + 2;1[   N, pour tout  2
Er;1(Rn;Rn), le problème (P2) possède une unique solution maximale
u(r;) 2
T
0j[r] 1C
j
 
I(r;);E
r j;1(Rn;Rn)

dénie sur un intervalle
ouvert maximal I(r;) contenant 0, de plus:
iii) Lensemble
U(r;1) =

(t; ) 2 R Er;1(Rn;Rn) : t 2 I(r;)
	
est un ouvert de R  Er;1(Rn;Rn) et le ot global (t; ) 7! u(r;) (t)
de (3.1) est continu de U(r;1) dans Er;1(Rn;Rn) et de classe Cj de
U(r;1) dans Er 2 j;1(Rn;Rn) (0  j  [r]  3).
iv) Si r 2 [k + 4;1[   N, alors, quel que soit 0  j  [r]   1, le ot
(t; ) 7! u(r;) (t) est de classe Cj de U(r;1) dans Er j;1(Rn;Rn).
Une conséquence importante de ce théorème correspond au cas (A; ) =
(Id ; 1), où léquation (3.1) devient comme suit:
@tu
j   @tuj + @xju  (u u) +
 
uj  uj

divu
+u  r
 
uj  uj

= 0; 1  j  n: (3.4)
On appelle cette équation lanalogue n-dimensionnel de léquation de
Camassa-Holm
@tu  @t@2xu+ 3u@xu  2u@2xu  u@3xu = 0;
(voir [5] et [14]).
Comme lopérateur Id    est un isomorphisme de S (Rn;Rn) dans
S (Rn;Rn) et auto-adjoint par rapport au produit scalaire de L2 (Rn;Rn), le
théorème 3.10 nous donne immédiatement le
Corollaire 3.11 1. Soit r 2 [3;1[   N et s 2 [0;1[. Alors pour tout
 2 Er;s(Rn;Rn), le problème
(P3)
8<:
@tu
j   @tuj + @xju  (u u) +
 
uj  uj

divu
+u  r
 
uj  uj

= 0; 1  j  n;
u (0) = ;
possède une solution u(r;s;) 2
T
0j[r] 1C
j
 
I(r;s;);E
r j;s(Rn;Rn)

dénie sur un intervalle ouvert I(r;s;) contenant 0. De plus, lensemble
U(r;s) =

(t; ) 2 R Er;s(Rn;Rn) : t 2 I(r;s;)
	
est un ouvert de R  Er;s(Rn;Rn) et le ot local (t; ) 7! u(r;s;) (t)
de léquation (3.4) est de classe Cj de U(r;s) dans Er j;s(Rn;Rn), 0 
j  [r]  1.
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Si r 2 [4;1[ N et s 2 [0;1], alors quel que soit  2 Er;s(Rn;Rn), le
problème (P3) admet une unique solution
u(r;);max 2
T
0j[r] 1
Cj
 
I(r;);max;E
r j;s(Rn;Rn)

;
dénie sur un intervalle ouvert maximal I(r;);max contenant 0. De
plus:
i) Lensemble
U(r;s);max =

(t; ) 2 R Er;s(Rn;Rn) : t 2 I(r;);max
	
est un ouvert de REr;s(Rn;Rn) et le ot global (t; ) 7! u(r;);max (t)
de (3.4) est continu de U(r;s);max dans Er;s(Rn;Rn) et est de classe Cj
de U(r;s);max dans Er 2 j;s(Rn;Rn), 0  j  [r]  3.
ii) Si r 2 [6;1[   N, le ot (t; ) 7! u(r;);max (t) est de classe Cj de
U(r;s);max dans Er j;s(Rn;Rn), 0  j  [r]  1.
2. Soit s 2 [0;1]. Alors le problème (P3) possède une unique solution
maximale u;max 2 C1 (I;max;H1;s(Rn;Rn)) dénie sur un intervalle
ouvert I;max quel que soit  2 H1;s(Rn;Rn), de plus, lensemble
U(1;s);max = f(t; ) 2 RH1;s(Rn;Rn) : t 2 I;maxg
est un ouvert de R H1;s(Rn;Rn) et le ot global (t; ) 7! u;max (t)
de léquation (3.4) est de classe C1 de U(1;s);max dans H1;s(Rn;Rn).
Remarque 3.12 On suppose que   1. Alors pour A = A0=Id, léquation
(3.1) est lanalogue n-dimensionnel de léquation de Burgers [4] et sexprime
comme suit:
@tu
j + u  @xju+ ujdivu+ u  ruj = 0; 1  j  n:
Remarque 3.13 Dans [10], on a étudié lexistence et lunicité du ot global,
dans H1 (Rn;Rn) = H1;0 (Rn;Rn), de léquation
X
jjk
( 1)jj @2x @tu+
0@X
jjk
( 1)jj @2@xjui
1Au
+
  
@ju
i
|
+ Indivu
 X
jjk
( 1)jj @2u = 0;
où k  1.
On rappelle que, pour k = 1, cette équation est exactement lanalogue
n-dimensionnel de léquation de Camassa-Holm.
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Démonstration du théorème 3.10. Démontrons lénoncé 1. Soit r 2
[k + 1;1[  N et s 2 [ ;1[. Pour tout  2 Er;s(Rn;Rn), on pose
u(r;s;) (t) = '
0
(r;s;Id;) (t)  '(r;s;Id;) (t)
 1 ; t 2 I(r;s;Id;):
Daprès le lemme 2.9 et le corollaire 2.15, on a
u(r;s;) 2
T
0j[r] 1
Cj
 
I(r;s;Id;);E
r j;s(Rn;Rn)

:
De plus, daprès la remarque 3.5, u(r;s;) est une solution du problème (P2).
Dautre part, daprès lénoncé I) dans le théorème 3.7, lensemble suivant
U(r;s;Id) =

(t; ) 2 R Er;s(Rn;Rn) : t 2 I(r;s;Id;)
	
est un ouvert de R 
Er;s(Rn;Rn) et lapplication (t; ) 2 U(r;s;Id) 7! '(r;s;Id;) (t) 2Di¤ Er;s(Rn)
est de classe C1. Doù, selon le lemme 2.9 et le corollaire 2.15, lapplication
(t; ) 2 U(r;s;Id) 7! u(r;s;) (t) 2 Er j;s(Rn;Rn), 0  j  [r]  1, est de classe
Cj .
Soit t0 2 R et soit u 2 C1 (I;Er;s(Rn;Rn)) et v 2 C1 (J ;Er;s(Rn;Rn))
deux solutions du problème
(P3)

@tAu+
 
@jA
i (u)

u+
  
@ju
i
|
+
 
divu+ ur

In

Au = 0;
u (t0) = :
Vu de la proposition 2.20, il existe deux courbes ' 2 C2
 
I;Di¤ Er 1;s(Rn)

et  2 C2
 
J ;Di¤ Er 1;s(Rn)

solutions des problèmes
'0 (t) = u (t)  ' (t) ;
' (t0) = Id;
et 
 0 (t) = v (t)   (t) ;
 (t0) = Id:
Mais comme ' et  sont des solutions du problème
00(t) = A 1A

0(t)  (t) 1
	
 (t);
(0) = Id; 0(0) = ;
selon la remarque 3.5, alors grâce à lunicité, on a
' (t) =  (t) ; t 2 I \ J:
Par suite,
u (t) = '0 (t)  ' (t) 1 =  0 (t)   (t) 1 = v (t) ; t 2 I \ J:
Ainsi donc, pour tout (t0; ) 2 REr;s(Rn;Rn), le problème (P3) possède
au plus une solution locale au voisinage de t0. Ceci entraîne immédiatement
que si r 2 [k + 2;1[ N, alors pour tout  2 Er;s(Rn;Rn), le problème (P2)
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admet une solution maximale unique u(r;s;) 2 C1
 
I(r;s;);E
r 1;s(Rn;Rn)

dénie sur un intervalle maximale ouvert I(r;s;) contenant 0. Il est évident
que I(r;s;Id;)  I(r;s;) et que
u(r;s;) (t) = '
0
(r;s;Id;) (t)  '(r;s;Id;) (t)
 1 ; t 2 I(r;s;Id;):
De plus, si t0 2 I(r;s;), alors la courbe de classe C1
t 2 t0 + I(r;s;Id;u(r;s;)(t0)) 7! ' (t) = '(r;s;Id;u(r;s;)(t0)) (t  t0) 2 Di¤ E
r;s(Rn);
est lunique solution maximale du problème
'00(t) = A 1A

'0(t)  '(t) 1
	
 '(t);
'(t0) = Id; '
0(t0) = u(r;s;) (t0) :
La fonction u dénie comme suit
u (t) = '0 (t)  ' (t) 1 ; t 2 t0 + I(r;s;Id;u(r;s;)(t0));
appartient à lespace
T
0j[r] 1C
j

t0 + I(r;s;Id;u(r;s;)(t0));E
r j;s(Rn;Rn)

selon le lemme 2.9 et le corollaire 2.15 et constitue une solution du problème
@tAu+
 
@jA
i (u)

u+
  
@ju
i
|
+
 
divu+ ur

In

Au = 0;
u (t0) = u(r;s;) (t0) ;
selon la remarque 3.5. Doù, grâce à lunicité, on a
u (t) = u(r;s;) (t) ; t 2 t0 + I(r;s;Id;u(r;s;)(t0))  I(r;s;):
Par suite, u(r;s;) 2
T
0j[r] 1C
j

t0 + I(r;s;Id;u(r;s;)(t0));E
r j;s(Rn;Rn)

, ce
qui entraîne que u(r;s;) 2
T
0j[r] 1C
j
 
I(r;s;);E
r j;s(Rn;Rn)

puisque t0
est arbitraire. On peut remarquer aussi que
I(r;s;) =
S
t02I(r;s;)

t0 + I(r;s;Id;u(r;s;)(t0))

:
Etant donné  2 Er;s(Rn;Rn), daprès la proposition 2.20, le problème
'0 (t) = u(r;s;) (t)  ' (t) ;
' (0) = Id;
possède une solution globale unique ' 2 C2
 
I(r;s;);Di¤ Er 2;s(Rn)

, qui
est aussi solution du problème (P1) grâce à la remarque 3.5. Doù I(r;s;) 
I(r 2;s;Id;). Par conséquent, si k  2 et r 2 [k + 4;1[ N, lénoncé II) dans
le théorème 3.7 montre que I(r;s;) = I(r;s;Id;) = I(r 2;s;Id;).
Fixons r 2 [k + 2;1[  N et posons
U(r;s) =

(t; ) 2 R Er;s(Rn;Rn) : t 2 I(r;s;)
	
:
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On va vérier que U(r;s) est un ouvert de REr;s(Rn;Rn) et que lapplication
(t; ) 7! u(r;s;) (t) est continue de U(r;s) dans Er;s(Rn;Rn).
Soit  2 Er;s(Rn;Rn). On note  lensemble des nombres réels  > 0
ayant la propriété: pour tout t0 2 [0; [, il existe un intervalle ouvert I
contenant t0 et un ouvert U  Er;s(Rn;Rn) contenant  tels que lapplication
(t; ) 2 I  U  U(r;s) ! u(r;s;) (t) 2 Er;s (Rn;Rn) soit continue.
Remarquons dabord que U(r;s) contient louvert U(r;s;Id) qui contient
à son tour lensemble f0g  Er;s (Rn;Rn), et que lapplication (t; ) !
u(r;s;) (t) est continue de U(r;s;Id) dans Er;s (Rn), ce qui entraîne en par-
ticulier que  6= .
On va vérier que sup I(r;s;)  sup.
Supposons que 0 <  = sup < sup I(r;s;). Donc  2 I(r;s;) et (; ) 2
U(r;s). Posons ~ = u(r;s;) () et soit " > 0 tel que ] "; "[B

~; "

 U(r;s;Id),
où B

~; "

est la boule de centre ~ et de rayon " dans Er;s(Rn;Rn). Comme
limt! u(r;s;) (t) = u(r;s;) () = ~, on peut trouver  2 ]0;min ("; )[ tel que
   < t  )
u(r;s;) (t)  ~
Er;s
<
"
2
:
Soit t0 2 ]  ; [. Daprès la dénition de , il existe un intervalle ouvert I
contenant t0 et un ouvert U  Er;s(Rn;Rn) contenant  tels que lapplication
(t; ) 2 I  U ! u(r;s;) (t) 2 Er;s (Rn;Rn) soit continue. On peut choisir U
de sorte que
8 2 U ;
u(r;s;) (t0)  u(r;s;) (t0)Er;s < "2 :
Donc,
8 2 U ;
u(r;s;) (t0)  ~
Er;s
< ";
ce qui nous permit de poser
v (t; ) = u(r;s;u(r;s;)(t0)) (t  t0) ; jt  t0j < ";  2 U :
Il est évident que v 2 C0 (]t0   "; t0 + "[ U ;Er;s (Rn;Rn)), de plus,
@tAv +
 
@jA
i (v)

v +
  
@jv
i
|
+
 
divv + vr

In

Av = 0;
v (t0; ) = u(r;s;) (t0) :
Alors grâce à lunicité, on a ]t0   "; t0 + "[ U  U(r;s) et
v (t; ) = u(r;s;) (t) ; (t; ) 2 ]t0   "; t0 + "[ U ;
ce qui constitue une contradiction puisque  < t0 + ". Doù sup I(r;s;) 
 = sup.
De façon similaire, on vérie que pour tout t0 2

inf I(r;s;); 0

, il existe
un intervalle ouvert I contenant t0 et un ouvert U  Er;s(Rn;Rn) contenant
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 tels que lapplication (t; ) 2 I  U  U(r;s) ! u(r;s;) (t) 2 Er;s (Rn;Rn)
soit continue.
Daprès ce qui précède, on a U(r;s)  U(r 2;s;Id) et
u(r;s;) (t) = '
0
(r 2;s;Id;) (t)  '(r 2;s;Id;) (t)
 1 ; (t; ) 2 U(r;s):
Donc quel que soit 0  j  [r]   3, lapplication (t; ) 7! u(r;s;) (t) est de
classe Cj de U(r;s) dans Er 2 j;s(Rn;Rn) selon le lemme 2.9 et le corollaire
2.15.
Concernant la partie a) de lénoncé 2, on pose
u (t) = '
0
(1;Id;) (t)  '(1;Id;) (t)
 1 ;
 2 E1; (Rn;Rn); t 2 I = I(1;Id;);
et
U(1;s) = f(t; ) 2 RH1;s(Rn;Rn) : t 2 Ig ; s 2 [ ;1] :
En utilisant la proposition 2.20, la remarque 3.5 et lénoncé II) du théorème
3.7, on vérie que pour tout s 2 [ ;1] et tout  2 H1;s(Rn;Rn), u 2
C1 (I;H
1;s(Rn;Rn)) est lunique solution maximale du problème (P2),
de plus, lensemble U(1;s) est un ouvert de R  H1;s(Rn;Rn) et le ot
géométrique (t; ) 7! u (t) de léquation (3.1) est de classe C1 de U(1;s)
dans H1;s(Rn;Rn).
Concernant la partie b) de lénoncé 2, on pose
u(r;) (t) = u(r; ;) (t) ;
r 2 [k + 2;1[  N;  2 Er; (Rn;Rn); t 2 I(r;) = I(r; ;);
et
U(r;1) =

(t; ) 2 RHr;1(Rn;Rn) : t 2 I(r;)
	
:
Maintenant, on utilise la partie II) du théorème 3.7 et les mêmes arguments
de la vérication de lénoncé 1 pour prouver les a¢ rmations iii) et iv).
La démonstration du théorème est terminée.
3.4 Appendice 1. Théorème de Taylor.
Soit E et F deux espaces de Banach. Pour k  1, Lk (E;F ) désignera
lespace des applications k-linéaires et continues de E dans F et Polyk (E;F )
lespace des polynômes homogènes de degré k de E dans F . On rappelle
que Polyk (E;F ) est déni comme suit:
Polyk (E;F )
=
n
P : E ! F : 9B 2 Lk (E;F ) ; P (x) = B (x; : : : ; x) ; x 2 E
o
:
Soit 
 un ouvert de E. On notera E
 la famille des fonctions " : 
 !
]0;1[ telles que B (x; " (x)) = fy 2 E : ky   xkE < " (x)g  
 quel que soit
x 2 
.
Si " 2 E
, on posera 
 (") =
S
x2
 fxg B (0; " (x)).
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Théorème 3.14 (Théorème de Taylor) Etant donné deux espaces de Ba-
nach E et F , un ouvert 
  E et une fonction f : 
 ! E, les deux condi-
tions suivantes sont équivalentes
1. f est de classe Ck, k  1.
2. Il existe des fonction " 2 E
, j 2 C0
 

;Polyj (E;F )

(1  j  k) et
Rk 2 C0
 

 (") ; Polyk (E;F )

tels que
f (x+ v) = f (x) +
X
1jk
j (x) (v) +Rk (x; v) (v) ; (x; v) 2 
 (") ;
et que Rk (x; 0) = 0 quel que soit x 2 
.
Si lune des deux conditions précédentes est vraie, on a nécessairement:
j (x) (v) =
Djf (x) (v)j
j!
; (x; v) 2 
 E; 1  j  k
et
Rk (x; v) (w) =
Z 1
0
(1  t)k 1
(k   1)! D
kf (x+ tv) (w)k dt
 D
kf (x) (w)k
k!
; (x; v) 2 
 (") ; w 2 E:
Limplication 2) 1 est connue sous le nom réciproque de Taylor. Pour
une démonstration de ce théorème voir, par exemple, [21].
3.5 Appendice 2. Métriques pseudo-riemanniennes faibles.
On se donne un espace de Fréchet E.
Un pseudo-produit scalaire faible sur E est une forme bilinéaire B :
E  E ! R continue, symétrique et vériant:
8u 2 E : (B (u; v) = 0;8v 2 E)) u = 0;
ou encore lapplication linéaire u 2 E 7! B (u; ) 2 E est injective (E
dénote lespace des formes linéaires et continues sur E).
Un produit scalaire faible sur E est un pseudo-produit scalaire faible B
sur E tel que
8u 2 E : B (u; u)  0:
Soit B un produit scalaire faible sur E. La topologie induite par la norme
u 2 E 7! kukB =
p
B (u; u) 2 R+ est moins ne de la topologie originale de
E. En particulier, si E est normé, alors
kukB 
q
kBkE kukE ; u 2 E;
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où kkE est la norme de E et kBkE est la norme de B par rapport à (E; kkE).
Un pseudo-produit scalaire fort sur E est une forme bilinéaire B : E 
E ! R continue, symétrique et telle que lapplication linéaire u 2 E 7!
B (u; ) 2 E soit un isomorphisme des espaces vectoriels.
Un produit scalaire fort sur E est un pseudo-produit scalaire fort positif
sur E.
Il est évident que si lespace E est de dimension nie, les notions forte
et faiblesont identiques.
On suppose que E est normé et soit B un produit scalaire fort sur E.
Alors daprès le théorème de Banach, u 2 E 7! B (u; ) 2 E0 = E est un
isomorphisme des espaces de Banach. Par conséquent,
kvkE  const (B) kB (v; )kE ; v 2 E:
Dautre part, si u 2 E, il existe ` 2 E telle que ` (u) = kukE et k`kE = 1.
Par suite, il existe v 2 E tel que
B (v; w) = ` (w) ; w 2 E:
Doù
kukE = ` (u) = B (v; u)  kvkB kukB 
q
kBkE kvkE kukB
 const (B)
q
kBkE k`kE kukB = const (B)
q
kBkE kukB ;
ce qui entraîne que les deux normes kkE et kkB sont équivalentes, et, par
conséquent, la topologie de E coincide avec la topologie de lespace hilbertien
(E;B).
Enn, Si E est un espace de Hilbert, le théorème de Riesz montre que
le produit scalaire de H est un produit scalaire fort sur H.
On considère maintenant une variété di¤érentielle M modelée sur des
espaces de Fréchet, et on note L2 (TM;TM;R) le bré vectoriel des formes
bilinéaires et continues sur le bré tangent TM .
Une métrique pseudo-riemannienne faible (respectivement, une métrique
riemannienne faible, une métrique pseudo-riemannienne forte, une métrique
riemannienne forte) sur M est une section g 2 C1
 
M ! L2 (TM;TM;R)

du bré L2 (TM;TM;R) telle que, pour tout x 2 M , g (x) soit un pseudo-
produit scalaire faible (respectivement, un produit scalaire faible, un pseudo-
produit scalaire fort, un produit scalaire fort) sur TxM .
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