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ABSTRAK 
 Anredera cordifolia atau daun binahong merupakan tanaman obat dikenal memiliki 
banyak khasiat. Klorofil merupakan pigmen pemberi warna hijau pada daun dan juga 
memilki manfaat yang besar bagi tubuh manusia. Salah satu metode identifikasi kandungan 
klorofil yaitu adalah metode destruktif, namun metode tersebut mempunyai kelemahan yaitu 
memerlukan waktu yang lama dan merusak sampel. Oleh karena itu banyak dikembangkan 
metode non-destruktif salah satunya dengan menggunakan alat SPAD-502 Plus, namun 
alat tersebut memiliki harga yang mahal, oleh karena itu perlu dikembangkan motode non-
destruktif yang lain yaitu metode pengolahan citra digital dengan analisis tekstur warna 
menggunakan pemodelan Artificial Neural Network (ANN). Tujuan dari penelitian ini adalah 
mendapatkan cara mengidentifikasi kandungan klorofil daun binahong menggunakan 
pengolahan citra digital dengan analisa tekstur warna dan mendapatkan model ANN terbaik 
untuk mendukung sistem identifikasi kandungan klorofil daun binahong. Daun binahong 
pada penelitian ini diambil dari tiga tingkatan perkembangan yang berbeda masing – 
masing 150 sampel jadi total sampel sebanyak 450 sampel. Setiap sampel daun diambil 
citranya sebanyak empat kali menjadi 1800 citra. Setelah itu dilakukan proses augmentasi 
sehingga didapatkan 7200 data citra. Analisa tekstur menggunakan parameter haralick 
berbasis color co-occurrence matrix (CCM) diekstrak dari warna grey, RGB, HSL, HSV dan 
L*a*b. Menggunakan tahap fitur seleksi dengan metode filter dengan beberapa attribute 
berbeda untuk mendapatkan tekstur warna yang terbaik. Berdasarkan penelitian 
didapatkan kandungan klorofil meningkat seiring meningkatnya tingkat perkembangan. 
Diperoleh 10 fitur terbaik sebagai input memalui atribut seleksi Gain Ratio. Fitur tekstur 
warna Hue Energy memiliki nilai koefisien determinan paling tinggi dibanding fitur tekstur 
yang lain yaitu sebesar 0.1435. Model ANN yang dipilih dari 75% data training dan 25% 
data validasi dengan topologi 10-30-40-1 (10 node input layer, 30 node hidden layer 1, 40 
node hidden layer 2, dan 1 node output) dengan output sebagai nilai kandungan klorofil. 
Pemodelan ANN ini mempunyai nilai learning rate 0.1, momentum 0.4, serta trainlm 
sebagai fungsi pembelajaran sedangkan fungsi aktivasi meliputi logsig pada hidden layer 
dan tansig pada output layer. Struktur ANN tersebut menghasilkan nilai koefisien korelasi 
(R) training sebesar 0.95033, koefisien korelasi (R) validasi sebesar 0.83832, dengan nilai 
MSE training sebesar 0.0100, dan nilai MSE validasi sebesar 0.0378. Melalui penelitian ini 
dapat dibuktikan bahwa citra digital dengan analisa tekstur warna dikombinasi dengan 
pemodelan ANN memiliki potensi untuk memprediksi kandungan klorofil daun binahong 
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ABSTRAK 
 Anredera cordifolia or binahong leaf is a medicinal plant known to have many 
benefits. Chlorophyll is a pigment that gives green color to leaves and also has great 
benefits for the human body. One method of knowing the chlorophyll content is the 
destructive method, but this method has the disadvantage that it takes a long time and 
damages the sample. Therefore, many non-destructive methods have been developed, one 
of which is using the SPAD-502 Plus tool, but this tool has an expensive price, therefore it 
is necessary to develop other non-destructive methods, namely digital image processing 
methods with color texture analysis using artificial modeling. Artificial Neural Network 
(ANN). The purpose of this study was to find a way to identify the chlorophyll content of 
binahong leaves using digital image processing by analyzing textures and obtaining the 
best ANN model to support the system to determine the chlorophyll content of binahong 
leaves. Binahong leaves in this study were taken from three different levels of development, 
each 150 samples so that the total sample was 450 samples. Each leaf sample was imaged 
four times to become 1800 images. After that, the augmentation process was carried out to 
obtain 7200 image data. Texture analysis using haralick parameters based on color co-
occurrence matrix (CCM) extracted from gray, RGB, HSL, HSV and L*a*b. Using the feature 
selection stage with a filter method with several different attributes to get the best color 
texture. Based on the research, it was found that the chlorophyll content increased along 
with the increase in the level of development. The best 10 features were obtained as input 
through the Gain Ratio selection attribute. The Hue Energy color texture feature has the 
highest coefficient of determination compared to other texture features, which is 0.1435. 
The ANN model was selected from 75% of training data and 25% of data validation with a 
topology of 10-30-40-1 (10 nodes input layer, 30 nodes hidden layer 1, 40 nodes hidden 
layer 2, and 1 node output) with the output as the value chlorophyll content. This ANN 
modeling has a learning rate value of 0.1, momentum 0.4, and trainlm as a learning function, 
while the activation function includes logsig in the hidden layer and tansig in the output 
layer. The ANN structure produces a training correlation coefficient (R) of 0.95033, a 
validation correlation coefficient (R) of 0.83832, a training MSE value of 0.0100, and a 
validation MSE value of 0.0378. Through this research, it can be proven that digital images 
by analyzing color textures combined with ANN modeling have the potential to predict the 
chlorophyll content of binahong leaves. 
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BAB 1 PENDAHULUAN 
1.1 Latar Belakang 
 Anredera cordifolia merupakan tanaman yang sering dan disambut luas oleh 
masyarakat Indonesia. Di Indonesia Anredera cordifolia disebut sebagai tanaman 
binahong. Tanaman binahong juga dikenal oleh masyarakat Tiongkok dengan sebutan 
Dheng San Chi digunakan oleh bangsa Korea, dan Tiongkok sejak ribuan taun yang lalu. 
Daun binahong mempunyai banyak kandungan nutrisi seperti Vitamin A, Vitamin B, Vitamin 
C, Glucan C, Asam Aldonat, Asam Organik, D – Galaktosa, Karoten, dan L-Arabinosa 
mucoplysacharida. Daun binahong mempunyai efek anti inflamasi dapat digunakan 
sebagai menanggulangi sakit akibat luka bakar, penyembuhan luka bakar, antimikroba 
sedemikian rupa sehingga mencegah tingkat penyebaran luka dan mencegah infeksi 
karena bakteri. Selain itu daun binahong mempunyai khasiat antara lain mengobati 
sariawan, mencegah stroke, mengobati gatal-gatal, menurunkan darah tingi, dan 
sebagainya. 
 Berdasarkan penelitian dahulu menunjukan bahwa tingkat perkembangan dan 
klorofil mempengaruhi kandungan fitokimia daun. Klorofil merupakan pigmen dari 
organisme dan berperan penting dalam proses fotosintesis. Disebut zat hijau dari daun 
karena klorofil ditampilkan sebagai warna hijau di beberapa bakteri fotosintetik, alga, dan 
daun. Kandungan pada klorofil mencakup unsur oksigen, hydrogen, karbon dan nitrogen. 
Pada daun kadar klorofil dapat diketahui dengan hijau warna dari daun, di alam kandungan 
dari klorofil semakin besar apabila warna hijau daun semakin pekat. Pengukuran kadar 
klorofil dibagi dua menjadi pengukuran destruktif dan pengukuran non destruktif, pada 
pengukuran secara destruktif salah satunya menggunakan spektrofotometer membutuhkan 
ekstrak sampel dari daun, sehingga membutuhkan waktu terbilang lama dan merusak 
sampel. Pada pengukuran kadar klorofil secara non destruktif salah satunya menggunakan 
alat ukur klorofil meter SPAD-502 Plus. Pengukuran kadar klorofil daun menggunakan 
klorofil meter (SPAD meter) telah banyak digunakan dan dipakai dalam mengidentifikasi 
kandungan dari klorofil pada daun. Kelebihan dari SPAD meter adalah tidak perlu untuk 
merusak sampel untuk mendapatkan pembacaan dari nilai kadar klorofil, namun 
kekurangan dari alat tersebut adalah harga SPAD meter ini relatif mahal. Oleh sebab itu 
diperlukan teknik identifikasi klorofil dengan metode non destruktif dan tidak mahal. Salah 
satu teknik tersebut ialah menggunakan analisis citra digital dan dikombinasikan dengan 
pemodelan ANN 
 Analisis citra dikenal lebih unggul daripada metode yang lain karena lebih hemat 
waktu dan meminimalisir kesalahan manusia. Pada mengaplikasi metode tersebut sering 
memakai model Artificial Neural Network (ANN) dengan menggunakan algoritma 




kerja dari neural otak manusia. Pemodelan ini dikenal sangat cepat dan efektif dalam 
membuat keputusan dengan tingkat akurasi yang tinggi dari gambar digital. Model ANN 
tersebut berdasarkan 3 struktur terpenting ialah input layer, hidden layer dan output layer. 
Oleh karena itu maka penulis mengangkat judul “Prediksi Kandungan Klorofil Pada Daun 
Binahong (Anredera Cordifolia) Berbasis Analisis Citra Digital Menggunakan Metode 
Artificial Neural Network” 
 Pada penelitian ini dikembangkan analisis citra digital yaitu analisis tekstur warna 
dengan menggunakan model ANN untuk mengidentifikasi kandungan klorofil pada daun 
binahong. Citra dari daun binahong diakuisisi dengan menggunakan Wi-Fi Digital 
Microscope untuk mendapatkan tekstur daun yang diharapkan dapat meningkatkan analisis 
fitur tekstur. Analisis tekstur tersebut dikembangkan dari Grey Level Co-occurance Matrix 
(GLCM) dan dikombinasikan dengan fitur warna Color Co-occurance Matrix (CCM) dari 
model warna RGB, HSL, HSV, dan L*a*b. Analisis tekstur warna tersebut sudah dibuktikan 
manfaatnya pada teknik biosensing melalui beberapa penelitian (Hendrawan et al., 2019; 
Sumarlan dan Ariyanti, 2017; Damayanti et al., 2020). Pada penentuan fitur tekstur warna 
sebagai input pada model ANN, ditentukan dengan proses seleksi fitur yang menggunakan 
metode filter dengan melihat hasil paling baik dari beberapa atribut yang telah ditentukan 
meliputi Correlation Attribute Evaluator, Gain Ratio Attribute Evaluator, Info Gain Attribute 
Evaluator, One R Attribute Evaluator, Relief F Attribute Evaluator, dan Symmetrical Uncert 
Attribute Evaluator. Dengan fitur tekstur warna dipilih dibangun model ANN dengan 
menggunakan algoritma backpropagation yang dipilih melalui variasi jumlah dari nilai 
parameter learning rate, momentum, hidden layer, node (neuron) dan juga dengan jenis 
fungsi pembelajaran, fungsi aktivasi melalui analisa sensitivitas dengan metode trial and 
error 
1.2 Rumusan Masalah 
 Rumusan masalah pada penelitian ini adalah sebagai berikut: 
1. Bagaimana mengidentifikasi kandungan klorofil dari daun binahong menggunakan 
pengolahan citra digital dengan analisa tekstur warna? 
2. Bagaimana membangun model ANN menggunakan data citra digital untuk mendukung 
sistem identifikasi kandungan klorofil daun binahong? 
1.3 Tujuan Penelitian 
Adapun tujuan dari penelitian ini yaitu berupa: 
1. Mendapatkan cara mengidentifikasi kandungan klorofil daun binahong menggunakan 
pengolahan citra digital dengan analisa tekstur warna 
2. Mendapatkan model ANN terbaik untuk mendukung sistem identifikasi kandungan 





Manfaat dari penelitian ini sebagai berikut: 
1. Merupakan salah satu dari tahapan untuk perancangan alat identifikasi kandungan 
klorofil daun secara non-destruktif 
2. Memberikan referensi baru untuk penelitian berikutnya pemodelan ANN berbasis 
teknologi pengolahan citra dengan analisa tekstur warna 
1.5 Batasan Masalah 
Batasan masalah pada penelitian ini adalah sebagai berikut: 
1. Daun binahong diambil dari tanaman yang tumbuh liar  
2. Tidak mempertimbangkan faktor genetik dan hormonal yang ada pada daun binahong 
3. Tidak mempertimbangkan cahaya, suhu dan kelembaban, maupun derajat keasaman 
(pH) tanah yang mempengaruhi pertumbuhan daun binahong  
4. Faktor penentuan pertumbuhan tanaman lainnya dibuat seragam  
5. Semua kondisi dan laju pertumbuhan tanaman dianggap sama  
6. Jumlah klorofil daun diukur menggunakan Klorofil Meter SPAD-502 Plus  
7. Menggunakan fitur seleksi yaitu aplikasi Waikato Environment for Knowledge Analysis 
(WEKA) dengan attribute diantaranya Correlation Attribute Evaluator, Gain Ratio 
Attribute Evaluator, Info Gain Attribute Evaluator, One R Attribute Evaluator, Relief F 
Attribute Evaluator, dan Symmetrical Uncert Attribute Evaluator 
8. Hanya mengidentifikasi kandungan klorofil pada daun binahong dengan model Artificial 





BAB II TINJAUAN PUSTAKA 
2.1 Daun Binahong (Anredera cordifolia) 
 Anredera Cordifolia atau di Indonesia disebut Binahong ialah tanaman dapat 
sebagai obat dikenal memiliki banyak khasiat biasa tumbuh didaerah dataran rendah 
maupun daratan tinggi. Binahong atau dalam Bahasa inggris disebut Heartleaf maderavine 
madevine. Di Asia Tenggara daun binahong sering dimanfaatkan bangsa Indochina 
khususnya Vietnam ketika perang dengan Amerika Serikat tahun 1950 – 1970.  Tanaman 
binahong memiliki berkembang biakan secara sistem biji atau generative, maka dari itu 
binahong sering dijadikan tanaman hias di teras rumah. Anredera Cordifolia cocok tumbuh 
secara subur ditempat teduh mendapat sinar matahari yang cukup, dan berada ditanah 
yang agak lembab. Menurut BPOM, (2008) Berikut klasifikasi dan bentuk dari Binahong 
(Gambar 2.1) 
Kingdom : Plantae 
Divisi : Spermatophyta 
Class : Dicotyledoneae 
Ordo : Caryophyllales 
Familia : Basellaceae 
Genus : Anredera 
Species : Anredera cordifolia 
 
 Tanaman binahong atau dalam nama latin disebut Anredera cordifolia merupakan 
jenis tanaman merambat, panjang hingga 6 meter, dan berumur panjang. Daun bertangkai 
pendek, tunggal, lebar 3 sampai 7 cm, panjang mencapai 5 sampai 10 cm, memiliki bentuk 
jantung, tersusun berseling, ujung runcing, permukaan licin, helai daun tipis, tepi rata,, 
pangkal berlekuk, bisa dimakan, dan berwarna hijau. Bunga majemuk bertangkai panjang, 
helai berjumlah lima, helai mahkota memiliki panjang 0.5 sampai 1 cm, berbentuk tandan, 
muncul di ketiak daun, mahkota memiliki warna keputih-putihan agak krem, dan memiliki 
bau haru. Akar berdaging lunak dan berbentuk rimpang. Batang berwarna merah, silindris, 
lunak, permukaan halus, saling membelit, terdapat seperti umbi dimana di ketiak daun 
memiliki tekstur kasar dan bentuknya tidak beraturan (BPOM, 2008) 
 Sejak dahulu daun binahong dikenal memiliki banyak nutrisi dan kaya akan 
kandungan fitokimia. Terdapat beberapa penelitian tentang kandungan dari daun binahong 
yaitu, Menurut Gloria dan Iswari (2015) daun binahong mempunyai kandungan klorofil 
relatif tinggi yaitu sebesar 52,74 mg/L oleh karena itu binahong disebut tumbuhan hijau. 
Garmana et al (2014)   menjalankan penelitian untuk menentukan screening fitokimia daun 
binahong, diketahui terdapat senyawa saponin, flavonoid, dan steroid / triterpenoid. 




penurun kolesterol, anti tumor, dan obat anti kanker (Mardiana, 2013).  Flavonoid memiliki   
sifat efektif dimana dapat menghambat perkembangbiakan jamur, bakteri, dan virus 
(Darsana et al,2012). Senyawa fitokimia triterpenoid dalam kehidupan sehari-hari 
mempunyai manfaat sebagai pengobatan patukan ular, malaria, gangguan menstruasi, 
penyakit diabetes, dan gangguan kulit (Widiyati, 2005) 
 
Gambar 2.1 Tanaman Daun Binahong 
(Sumber: Dokumentasi Pribadi) 
 Sejak dahulu daun binahong telah dianggap memiliki banyak manfaat bagi 
kesehatan antara lain menyembuhkan alergi kulit, asam urat, batu ginjal, diabetes, darah 
rendah, kolesterol tinggi. Menurut penelitian Makalalag et al (2013) ekstrak dari daun 
binahong sebesar 1,8 g/KgBB memiliki manfaat untuk menurunkan gula darah tikus galur 
wistar putih jantan yang telah diinduksi sukrosa. Pada dosis 450mg/KgBB ekstrak dari daun 
binahong memiliki manfaat untuk menghancurkan batu ginjal dan meningkatkan volume 
urine dari tikus putih jantan yang telah diinduksi etilen glikol dan ammonium klorida (Arifin 
et al., 2014). Penelitian dari daun binahong pada mencit putih jantan bisa menurunkan 
kadar dari kolesterol darah (Fauziah et al., 2014). Ekstrak daun binahong juga mempunyai 
aktivitas antibakteri terhadap pertumbuhan Salmonella typhi, Shigella Flexner, Escherichia 
coli secara in vitro (Dewanty, 2011; Darsana et al., 201). 
2.2 Klorofil 
 Pigmen warna hijau atau disebut klorofil banyak didapatkan pada cyanobacteria, 
tumbuhan, dan alga. Klorofil mempunyai peran penting dalam fotosintesis, karena berfungsi 
sebagai suplemen dari makanan dimana mempunyai manfaat untuk mengoptimalkan guna 
menyeimbangkan sistem hormonal, inflamatorik atau meredakan radang, metabolik, 
detoksifikasi, dan sistem imunitas. Klorofil ada setiap jenis daun pada masing tumbuhan 
mempunyai nilai kandungan yang berbeda (Nintya et al., 2009).  Klorofil dapat ditemukan 
di setiap bagian tanaman berwarna hijau seperti di bagian batang atau daun, pada kloroplas 
yang merupakan bagian dimana mengandung klorofil tinggi. Pada umumnya klorofil sering 
terdapat di bagian daun tanaman. Kloroplas dari proplastida kecil dimana plastida yang 




dalam. Kloroplas yaitu plastida dimana memiliki kandungan pigmen hijau daun dinamakan 
klorofil, dan hanya terdapat di dalam sel-sel tumbuhan. Tumbuhan dengan tingkat yang 
tinggi, maka kloroplas berada di dalam jaringan parenkim dan sparenkim palisade. 
Kloroplas memiliki kandungan utama berupa xantofil, karetenoid, dan klorofil (Salisbury dan 
Ross, 1992).  
 Klorofil memiliki sifat fisik yaitu dapat memantulkan dan menerima cahaya yang 
memiliki gelombang berpendar atau disebut berfluoresensi. Klorofil dapat menyerap 
cahaya asal memiliki gelombang dengan panjang 400 sampai 700 nm, utamanya warna 
biru dan merah. Pada penelitian Hasanah dan Mawarni,. (2020) melakukan pengukuran 
kandungan klorofil daun binahong dengan menggunakan alat UV Vis spektrofotometer 
pada panjang gelombang 645 - 663 nm. Klorofil memiliki sifat kimia berupa (1) tidak dapat 
dilarutkan di air, akan tetapi dapat larut pada larutan organik yang memiliki sifat lebih polar 
contohnya kloroform dan etanol; (2) inti Mg bergulir 2 atom H jika suasana asam, maka 
terbentuk satu senyawa dengan nama feofitin memiliki warna coklat (Dwidjoseputro, 1981). 
Klorofil memiliki rangkaian dengan nama fitil (C20H39O), ketika bertemu air yang dipengaruhi 
enzim klorofilase maka menjadi fitol (C20H39OH). Terdapat dua macam klorofil ialah klorofil 
a dan klorofil b dengan rumus kimianya C55H72O5N4Mg dan C55H70O6N4Mg. Klorofil a 
memiliki warna hijau tua, dan sedangkan klorofil b mempunyai warna hijau muda. Struktur 
kimia klorofil a dan klorofil b memiliki perbedaan yaitu pada gugus yang terikat oleh cincin 
porfirin. Klorofil a memiliki gugus -CH3, dan pada klorofil b memiliki gugus HC=O (Harborne 
dan Dey, 1990 dalam Oktavia, 2009). 
 Dalam daun terkandung berbagai macam zat gizi hingga non gizi (metabolit 
sekunder) yaitu seperti Klorofil, vitamin, serat pangan mineral, dan beta karoten. Klorofil 
yang terkandung banyak pada daun mempunyai kemampuan menyembuhkan luka, anti 
peradangan, dan anti-oksidan (Setiawati, 2016). Klorofil perlu diteliti lebih lanjut disebabkan 
klorofil memiliki khasiat yang besar bagi manusia. Penggunaan klorofil mempunyai manfaat 
pada tubuh manusia yaitu sebagai meningkatkan mengatasi anemia, produksi haemoglobin 
dalam darah, jumlah sel darah dapat meningkat, membersihkan hati, mengembalikan 
fungsi hati, memperkuat sel, jaringan tubuh dapat dibersihkan, memperkuat daya imun 
tubuh terhadap parasit, bakteri, hingga virus, dan memperkuat DNA dari rusak serta hal 
terpenting dari klorofil sendiri ialah tubuh dapat dengan aman menerima klorofil (Rohmat, 
2014).  
 Pengukuran nilai kandungan klorofil merupakan indikator penting yang dapat 
memberikan informasi kesehatan bagi tanaman, termasuk penyakit tertentu, tekanan air, 
dan nitrogen. Kandungan klorofil juga dapat dipengaruhi oleh umur dan morfologi daun. 
Menurut Musyarofah (2006) kadar klorofil dapat terpengaruh oleh struktur anatomi dan 




kadar dari klorofi lebih banyak. Menurut Setiawati (2016) kandungan dari klorofil daun 
meningkat dengan seiring umur sampai dengan daun berkembang secara penuh. Dengan 
seiring umur luas daun bertambah. 
2.3 SPAD-502 
 SPAD-502 adalah pengukur cahaya yang biasa digunakan untuk mengukur 
kehijauan relatif daun dengan cepat. SPAD merupakan singkatan dari soil plant analysis 
development. Pengukur SPAD awalnya dirancang pada tahun 1963 untuk  manajemen 
produksi beras (Oryza sativa) di Jepang. Pada model terbaru, SPAD-502 dapat 
menentukan jumlah relatif klorofil dengan mengukur transmitansi daun dalam dua pita 
gelombang (600 hingga 700 dan 400 hingga 500 nm). SPAD-502 memberikan pembacaan 
dalam unit, sebanding dengan jumlah klorofil yang diukur. Cara menggunakannya ialah 
dengan menekan alat di permukaan daun dan pembacaan kehijauan nondestruktif dapat 
diambil dalam beberapa detik. Kegunaan SPAD meter telah diperluas ke tanaman utama 
lainnya dan sekarang diterima secara luas di industri agronomi karena sangat baik korelasi 
pembacaan SPAD-502 dengan kandungan klorofil dan status N dari tanaman-tanaman 
(Loh et al., 2002). Menurut Süß et al., (2015) SPAD-502 plus memiliki prinsip kerja yaitu 
terdapat dua LED berfungsi untuk memancarkan cahaya panjang gelombang 650 nm dan 
940 nm. Pada saat ditutup, maka LED memancarkan cahaya dengan berurutan dari jendela 
pemancar ke detektor fotodioda. Pada saat cahaya melewati daun sebagai sampel, maka 
cahaya ditransmisikan melewati daun dan mengenai reseptor sehingga dapat dikonversi 
menjadi sinyal listrik. Hasil pengukuran kandungan klorofil menggunakan alat SPAD ini 
memiliki nilai yang berkorelasi positif dan sangat nyata dengan hasil pengukuran di 
laboratorium atau secara dekstruktif. Hal tersebut dapat memberikan efektifitas sumber 
daya dan penghematan waktu dalam pengukuran nya dikarenakan metode tersebut tidak 











Gambar 2.2 Klorofil Meter SPAD-502 




Tabel 2.1 Bagian dan fungsi dari Klorofil Meter SPAD-502 
Bagian Fungsi 
Power Switch Tombol on/off menghidupkan dan mematikan alat 
Measuring Head Jika ditekan ke bawah, maka alat akan mengambil data 
jumlah measuring head 
LCD Panel Tempat untuk menampilkan data jumlah klorofil 
Finger Rest Tempat untuk menaruh jari tangan untuk mendapatkan 
data jumlah klorofil 
Average Menghitung rata-rata jumlah klorofil dari seluruh data yang 
telah diambil 
Data Recall Memanggil ulang data kembali ke layar yang sebelumnya 
telah tersimpan 
All Data Clear Menghapus semua data yang telah tersimpan 
1 Data Clear Menghapus satu data yang telah tersimpan 
 
2.4 Citra Digital 
 Gambar diam atau foto bisa disebut dengan citra, atau citra adalah sebuah gambar 
bergerak. Sedangkan digital disini memiliki arti yaitu pengolahan citra dilakukan dengan 
digital menggunakan perangkat komputer. Citra adalah fungsi berkelanjutan dari intensitas 
cahaya dalam bidang dua dimensi. Untuk dapat diproses dengan komputer, maka suatu 
gambar harus ditampilkan secara numerik dengan nilai diskrit. Digitalisasi citra merupakan 
representasi fungsi berkelanjutan (kontinyu) menjadi nilai diskrit. Citra digital merupakan 
sebuah matriks f(x,y) atau dua dimensi  yang terdiri dari M kolom dan N baris, pada matriks 
tersebut terdapat perpotongan kolom dengan baris yang dinamakan pixel (picture element) 
atau disebut juga sebagai elemen terkecil dari citra. Suatu objek tertentu dapat dideteksi 
menggunakan pengolahan citra digital ini. Segmentasi warna merupakan salah satu 
metode yang dipakai. Metode tersebut yaitu normalisasi RGB merupakan metode 
segmentasi warna mempunyai kelebihan antara lain efektif pada object traffic sign, proses 
cepat, dan mudah (Kusumanto, 2011). Menurut Sandra dan Hendrawan (2015), Citra digital 
adalah sebuah array dengan berisi nilai-nilai real ataupun kompleks yang ditampilkan 
dengan deretan bit tertentu. Citra digital diolah dengan salah satu pemprosesan citra dua 




digital dibedakan menjadi 3 jenis citra yang banyak digunakan yaitu antara lain citra 
berwarna, citra berskala keabuan, dan citra biner 
2.4.1 Citra Berwarna 
 Citra warna atau sering dikenal dengan citra RGB, pada citra warna ini setiap 
masing piksel mempunyai warna yang berbeda, warna tersebut antara lain Red (merah), 
Green (Hijau), dan Blue (Biru). Setiap masing komponen memiliki data nilainya 8 bit 
(sebesar dari 0 sampai 255). Maka warna yang direpresentasikan pada satu citra RGB yaitu 
16.580.375 warna atau 16 K. Pembagian nilai RGB dan pembentuk warna lain dapat dilihat 
pada Tabel 2.2. Itulah sebabnya format RGB ini juga dapat disebut dengan true color 
karena memiliki jumlah warna yang sangat besar oleh sebab itu dapat menampilkan semua 
warna alam, dimana variasi warna tersebut cukup untuk menggambarkan apapun 
(Kusumanto, 2011). 
Tabel 2.2 Nilai RGB dan Pebentukan Warna Lain 
Warna R G B 
Merah 255 0 0 
Hijau 0 255 0 
Biru 0 0 255 
Putih 255 255 255 
Hitam 0 0 0 
Kuning 0 255 255 
 
2.4.2 Citra Berskala Keabuan 
 Sesuai dengan namanya, format ini menampilkan gradasi warna hitam dan putih, 
dan menghasilkan efek berupa warna abu-abu. Citra digital berskala keabuan (grayscale) 
pada masing-masing piksel memiliki hanya warna gradasi mulai putih hingga hitam. 
Rentang warna gradasi tersebut memiliki arti bahwa 8bit atau 1byte dapat mewakili setiap 
piksel. Pada citra berskala keabuan ini sangat tepat untuk diterapkan untuk pengolahan file 
gambar, sebagai contohnya adalah diterapkan dalam kedokteran yaitu foto X-ray 
(Kusumanto, 2011). Format citra grayscale warna disebutkan dengan intensitas. Oleh 
karena itu intensitas format tersebut dinyatakan pada nilai mulai 0 sampai dengan 255. 
Dengan nilai 255 menyatakan putih dan sedangkan nilai 0 menyatakan hitam. Menurut 
Hendrawan dan Murase (2010), citra berskala keabu-abuan didapatkan dari persamaan 
berikut:  




2.4.3 Citra Biner 
 Pada format citra biner masing piksel hanya terdiri satu warna yaitu warna putih 
ataupun hitam, disebabkan hanya terdapat dua warna untuk masing piksel. Oleh karena itu 
hanya memerlukan 8bit tiap piksel pada nilai 0 dan 255 atau pada 1bit dengan nilai 0 dan 
1, sehingga sangat efisien pada penyimpanan. Gambar ditampilkan pada citra ini sering 
dimanfaatkan pada gambar arsitektur, sidik jari (finger print), dan teks (dicetak atau tulisan 
tangan) (Kusumanto, 2011). Menurut Wahyudi et al (2015) tujuan dari proses konversi ke 
citra biner ialah untuk memisah latar belakang dengan objek. Citra biner berasal dari cinta 
keabuan untuk mengubahnya dibutuhkan pengembangan (nilai thresholding). Dalam 
masing – masing piksel dalam citra keabuan nilainya dibandingkan terhadap nilai threshold. 
Apabila nilainya lebih besar, piksel tersebut diberi nilai satu, dan sebaliknya bila nilainya 
lebih kecil piksel diberi nilai nol 
2.5 Analisis Warna citra (Image Analysis) 
 Model warna khusus untuk menentukan pemodelan warna yang digunakan dalam 
menampilkan dan mencetak sebuah gambar. Pemodelan warna diantaranya RGB, 
HSB/HSL/HIS, HSV, L*a*b 
2.5.1 Model Warna RGB (Red, Green, dan Blue) 
 Terdapat banyak metode bisa dipakai dalam melacak suatu objek, model yang 
popular dan banyak digunakan ialah dengan pelacakan menggunakan model warna RGB 
dimana menjadi salah satu tolak ukur untuk pendeteksian. Model warna RGB ialah suatu 
warna dasar di dalam kehidupan sehari-hari pada semua objek yang ada banyak di 
peruntukan dalam bidang pengolahan citra digital. Model warna RGB ialah model warna 
dimana didasarkan pada konsep penambahan warna primer yaitu warna merah, hijau, biru. 
Apabila di dalam sebuah ruang yang tidak ada cahaya satupun, maka ruangan itu gelap 
total, karena tidak ada satupun gelombang cahaya diteruskan ke mata kita atau dapat 
disebut nilai RGB (0, 0, 0). Jika terdapat cahaya merah di dalam ruangan tersebut, otomatis 
ruangan tersebut yang semula gelap maka akan berubah warna menjadi merah dengan 
RGB (255, 0, 0), dan semua benda yang terdapat pada ruangan itu hanya terlihat di mata 
berwarna merah. Sebaliknya jika cahaya yang terdapat adalah warna lain yaitu hijau atau 
biru. Model RGB atau Red, Green, Blue adalah sistem pewarnaan digunakan dalam digital 






Gambar 2.3 Skema Ruang Warna RGB dalam Kubus 
(Kadir, 2013) 
 Menurut Kadir (2013) ruang warna RGB sering digunakan dalam kebanyakan 
sistem grafika computer, dan monitor CRT. Ruang warna RGB terdapat tiga komponen 
dasar yaitu red (R), green (G), dan blue (B). Pada satu piksel terdiri dari ketiga komponen 
tersebut. Model warna RGB seringkali ditampilkan dalam bentuk tiga dimensi kubus, 
dengan keterangan bahwa warna merah, hijau, biru berada pada pojok sumbu (Gambar 
2.3). Sedangkan warna hitam diposisi titik asal dan warna putih diposisi ujung kubus yang 
berseberangan. Pada (Gambar 2.4) kubus memiliki warna nyata dengan resolusi sebesar 
24 bit. Dengan catatan, jika 24bit maka jumlah warna sejumlah 16.777.216 (16K). 
 
 
Gambar 2.4 Kubus Warna dengan 24 bit 
(Kadir, 2013) 
 
2.5.2 Model Warna HSL (Hue, Saturation, Lightness) 
 Model warna Hue, Saturation, Luminance (HSL) ialah salah satu warna dari 
beberapa metode yang diperuntukkan membedakan atau memfilter objek yang satu 
dengan objek yang lain. Model warna HSL sering dipakai untuk filter objek berwarna apabila 
keadaan latarbelakang (background) berubah-ubah akibat dipengaruhi cahaya. Apabila 




dipakai untuk membedakan satu objek dengan objek yang lain. Filter model warna HSL 
digunakan karena model warna tersebut adalah filter warna dimana tidak sensitif terhadap 
adanya perubahan cahaya terhadap objek. Model warna HSL ataupun HSV sering dipilih 
oleh pakar/peneliti terkhusus pada bidang object recognition yaitu meliputi robot vision atau 
machine vision. Deteksi model HSL digabung dengan partikel filter merupakan metode 
yang melacak objek dapat memisahkan citra wajah dari background yaitu dengan 
mengelola nilai filter model HSL (Sugandi, 2018). 
 Pada model HSL, ketiga sifat utama dari warnanya yaitu antara lain: Hue (H) 
merupakan warna dipancarkan melalui atau dipantulkan dari suatu obyek. Hue dapat diukur 
lokasi standar dari lingkaran warna, yang dinyatakan pada tingkat diantara 0o sampai 360o. 
Biasanya, hue sering dikenali akronim dari warna dari hijau, oranye, atau merah. Spektrum 
dibagi warnanya pada jarak setiap 60 derajat maka didapat enam warna yang dicari ialah 
360/6=60. Pada setiap warna yang berada 0, 60, 120, 180, 240, 300 derajat. Jarak warna 
dibagi bertujuan dapat menentukan input warna paling mendekati nilai warna dasar yang 
sudah dipilih. (2) Lightness (Luminance): merupakan tingkat terang relatif atau gelap dari 
warna. Umumnya ditampilkan dalam bentuk persentase yaitu mulai dari 0% atau hitam 
menuju 100% atau putih. Kehitaman nilainya maksimum pada nilai 0, dan putih didapatkan 
jika nilai luminance (lightness) berada dinilai 360. Pemberian nilai maksimum kecerahan 
tidak dipengaruhi oleh nilai saturasi dan hue yang telah ditetapkan. (3) Saturation (chroma), 
merupakan tingkat kekuatan atau kemurnian dari suatu warna. Pada saturation 
menampilkan jumlah dari kelabu berbanding hue. Pada umumnya ditampilkan dalam 
persentase mulai 0% mewakili warna kelabu atau hitam sampai nilai 100% dengan maksud 
warna telah dipenuhi. Pada standar lingkaran warna, saturasi meningkat mulai dari pusat 
menuju tepi seperti pada Gambar 2.5 (Epifania,2011). 
 





2.5.3 Model Warna HSV (Hue, Saturation, Value) 
 Setiap warna diwakili oleh sebuah titik. Tujuan dari pembentukan color space 
adalah salah satu color space tersebut adalah HSV (Hue Saturation Value) yang kadang 
juga disebut HSB (Hue Saturation Brightness), untuk mempermudah dalam bentuk 
standar spesifikasi warna. Model ruang warna HSV dapat dilihat pada Gambar 2.6.  
Menurut Kadir (2013), Hue mengacu pada warna yang dikenal sebelumnya oleh manusia, 
seperti hijau dan merah. Atribut ini merefleksi warna yang dilihat oleh indera penglihatan 
manusia sebagai respons terhadap berbagai nilai dari panjang gelombang cahaya. 
Misalnya, jika panjang gelombang yang dilihat mata adalah antara 430 sampai 480 
nanometer, warna diterima adalah biru, dan apabila panjang gelombang mulai 570 
sampai 600 nm, sensasi yang didapat merupakan warna kuning, dan campuran dari 
warna hijau-merah terlihat warna kuning. Saturation menunjukkan dari berapa cahaya 
putih tercampur oleh hue atau tingkat kemurnian suatu warna. Dimana masing warna yang 
murni memiliki saturasi bernilai 100% dan cahaya putih tidak terkandung disana.  Maka 
sebuah warna yang murni memiliki campuran dari cahaya putih mempunyai tingkat saturasi 
dimulai dari nilai 0 sampai 100%. Brightness atau biasa dinamakan lightness atau 
kecerahan yaitu menyatakan tingkat intensitas dari pantulan objek yang diterima oleh mata 
kita. Intensitas dapat ekspresikan sebagai perubahan dari warna putih ke warna abu-abu 
dan akhirnya menjadi hitam, dimana biasa disebut dengan nama aras keabuan. Istilah 
kromatik (chromatic) gabungan dari saturation dengan hue sedangkan istilah akromatik 
mengacu pada kecerahan. 
 
Gambar 2.6 Ruang Warna HSV 
(Kadir, 2013) 
2.5.4 Model Warna L*a*b 
 Model warna L* a * b * atau bisa dinamakan CIELAB adalah model warna terlengkap 
yang telah ditetapkan oleh Komisi Internasional untuk Warna dan Iluminasi atau French 
Commision Internationale de l’eclairage, dikenal dengan CIE. Model warna ini dapat 




banyak diperuntukkan dalam referensi ruang atau model warna. Model warna ini memiliki 
harga delta yang dapat digunakan pada skala warna CIELAB. L*, a*, b* menunjukkan 
sejauh perbedaan dari standard dengan sample antara yang satu dan lainnya. Harga delta 
bisa dipakai dalam pengaturan persamaan atau kontrol kualitas. Nilai toleransi didapatkan 
dari harga delta. Apabila nilai dari delta lebih besar dari nilai toleransi yang ada, maka terjadi 
perbedaan yang besar antara citra objek standard dengan citra sample, maka sebab 
tersebut apabila nilai delta melebihi dari toleransi yang sudah ditentukan maka diperlukan 
beberapa tipe koreksi. Misalnya, apabila harga a* di luar rentang dari toleransi, intensitas 
hijau atau merah perlu diatur ulang. Saat sampel warnanya hijau atau merah berlebih dari 
warna objek standar dapat dilihat dari nilai delta. Misalnya, jika nilai a* positif, maka warna 
sampel lebih merah dari pada dengan warna objek standar. Pada beda warna total E* 
bisa juga ditentukan. E* merupakan nilai tunggal didapatkan dengan menghitung selisih 
dari nilai L*, a*, b* dari objek sampel dan objek standar. Namun apabila E* melebihi nilai 
toleransi, tidak berarti parameter L*, a*, b* diposisi luar dari toleransi. Dua nilai delta lainnya 
yang berkaitan dengan skala CIELAB adalah C* dan H*. C* merupakan beda warna 
kromatik dengan objek sampel dengan objek standar dinyatakan dalam sistem koordinat 
polar. H* merupakan selisih dalam sudut Hue pada objek sampel dengan objek standar 
dinamakan dengan sistem koordinat polar. CIELAB banyak dipakai pada industri dimana 
objek membutuhkan objek pengukuran warna, caranya dengan menyamakan antara skala 
warna standar dengan nilai warna objek sampel (Rulaningtyas, 2015). 
2.6 Analisis Tekstur Citra 
 Menurut Niswati (2012) untuk dapat membentuk sebuah tekstur terdapat dua 
persyaratan yaitu:  
1. Mencakup dari lebih atau satu piksel dimana terbentuk beberapa pola primitif (asli) 
(bagian terkecil). Pola primitif tersebut bisa berupa luasan, garis lengkung, garis 
lurus, titik dan lainnya yang sebagai elemen dasar dari bentuk. 
2. Munculnya pola primitive (asli) yang diulang dengan arah dan interval jarak 
tertentu kemudian bisa ditemukan atau diprediksi karakteristik atau sifat 
pengulangan.  
 Tekstur adalah sifat intrinsik dari sebuah citra yang berhubungan dengan 
keteraturan (regularity), granularitas (granulation), dan tingkat kekerasan (roughness). 
Aspek tekstur pada citra memberikan gambaran sebagai dasar intrepretasi, klasifikasi, 
ataupun segmentasi gambar. Tekstur juga bisa dijelaskan sebuah fungsi bagian dari variasi 
spasial intensitas piksel atau nilai keabuan. Menurut Haralick (1973), tekstur memiliki 10 
fitur yang meliputi: 
Energy = Σ𝑖
𝑀 Σ𝑗
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𝑁 ((𝑖−𝜇)2𝑃[𝑖,𝑗]+(𝑗−𝜇)2𝑃[𝑖,𝑗])   ................................................................ (9) 
Cluster Tendency =Σ𝑖
𝑀  Σ𝑗
𝑁 (𝑖+𝑗−2𝜇)𝑘𝑃[𝑖,𝑗]   ..................................................................... (10) 
Maximum Probability =Max𝑖,𝑗
𝑀,𝑁𝑃[𝑖,𝑗]  .............................................................................. (11) 
 Di mana: P (i,j) adalah elemen (i,j)th dari matriks co-occurrence matrix yang 
dinormalisasi, dan μ dan σ adalah mean dan standar deviasi dari elemen piksel. Kesepuluh 
fitur tekstur diekstraksi pada jarak (d = 1) dan sudut (θ = 0). 
 Definisi dari kesepuluh fitur tersebut adalah Fitur energy mengukur tingkat 
keseragaman tekstur. Fitur entropy mengukur keacakan distribusi tingkat keabuan. Fitur 
Contrast mengukur local kontras antar citra. Fitur Homogeneity mengukur tingkat 
homogenitas dari suatu pasangan pixel. Fitur Inverse Difference Moment (IDM) 
menjelaskan tentang kehalusan citra. Fitur Correlation memberikan korelasi antara dua 
piksel dalam pasangan piksel. Fitur Sum Mean memberikan rata-rata nilai tingkat keabuan 
dalam gambar. Fitur Variance menjelaskan penyebaran distribusi tingkat keabuan. Fitur 
Cluster Tendency mengukur pengelompokan piksel yang memiliki nilai tingkat keabuan 
yang serupa. Fitur Maximum Probability adalah hasil dari pasangan piksel yang paling 
dominan dalam gambar (Hendrawan, 2019). 
2.7 Artificial Neural Network (ANN) 
2.7.1 Definisi Artificial Neural Network (ANN) 
 Menurut Fausett (1994), Jaringan saraf tiruan (JST) atau sering disebut Artificial 
Neural Network (ANN) merupakan suatu arsitektur sistem komputasi dan operasinya yang 
merupakan suatu sistem pengolah informasi yang mensimulasikan suatu sistem 
kecerdasan buatan dimana sifatnya mirip dengan prinsip kerja sistem saraf biologis 
manusia. Yang dimaksud oleh sistem kecerdasan buatan tersebut ialah sebab jaringan ini 
direalisasikan oleh komputer yang melaksanakan tahapan komputasi arsitektur dan 
operasinya selama proses pembelajaran. Sebagai model matematis dan generalisasi 
pemahaman manusia atau kondisi biologis manusia, oleh karena itu Artificial Neural 




1. Neuron merupakan tempat proses informasi yang terjadi pada elemen-elemen 
sederhana.  
2. Sinyal dilewatkan antara neuron melalui jalur yang terhubung. 
3. Setiap jalur yang terhubung akan mempunyai bobot dimana bersesuaian kemudian 
akan dikalikan dengan sinyal yang melewatinya.  
4. Setiap neuron memiliki fungsi aktivasi dengan cara menjumlahkan bobot-bobot 
yang masuk untuk menentukan outputnya. 
 Poin yang penting perlu diperhatikan dalam sistem ANN ini adalah bahwa tidak 
menghasilkan output tertentu, melainkan menghasilkan kesimpulan berdasarkan apa 
yang dipelajari dari pengalaman masukan dalam proses pembelajaran. 
 Forecasting atau peramalan merupakan masalah yang banyak dihadapi di berbagai 
bidang masalah antara lain pergeseran harga saham, peramalan finansial, peramalan 
cuaca atau iklim, dan banyak yang lainnya. Salah satu faktor terpenting pada penentuan 
metode ialah keakuratan dalam peramalan. Algoritma backpropagation ialah sebuah 
metode yang dipakai pada sistem ANN dalam melakukan prediksi. Akan tetapi dalam 
praktiknya algoritma tersebut masih mempunyai kekurangan yaitu masalah overfitting pada 
jaringan saraf tiruan, proses penentuan parameter (learning rate dan momentum) yang 
tepat dalam proses pelatihan dan masalah waktu pelatihan yang lama untuk mencapai 
konvergen (Windarto et al., 2020). 
2.7.2 Kelebihan dan Kekurangan ANN 
 Pada penerapan ANN mempunyai keunggulan dan kelemahan sendiri (Sutojo et al, 
2011). Keunggulan dari ANN adalah:  
1. Real Time Operation, yaitu dapat menjalankan proses kalkulasi secara paralel 
sehingga dapat diperoleh manfaat dari kemampuan atau fitur ini berdasarkan 
hardware yang sudah diproduksi dan dirancang secara khusus.  
2. Belajar Adaptive, yaitu dapat mejalankan pembelajaran untuk tugas pekerjaan 
didasarkan pengalaman awal yang dimiliki atau untuk pelatihan berdasarkan 
data yang disediakan. 
3. Self-Organisation, yaitu dapat membuat organisasi tersendiri didasarkan oleh 
informasi yang diterima selama proses pembelajaran. 
Selain memiliki kelemahan, ANN juga memiliki kekurangan, yaitu:  
1. Jika digunakan untuk menghitung operasi algoritma aritmatika, operasi logika 
dan operasi simbolik, makan akan menjadi tidak efisien.  
2. Tidak efektif apabila digunakan untuk operasi numerik dengan presisi yang tinggi.  
3. Pada proses pengoperasian ANN untuk data yang besar atau banyak, maka 




2.7.3 Fungsi Pembelajaran 
  Dalam berbagai kasus terdapat beberapa algoritma pembelajaran dalam ANN telah 
diterapkan agar dapat menuntaskan masalah, di antaranya algoritma trainrp, traingda, dan 
traingdx merupakan algoritma yang tergolong dalam perbaikan algoritma menggunakan 
teknik heuristic. Algoritma trainlm trainoss, dan trainbfg yaitu algoritma memiliki fungsi 
perbaikan dengan memakai teknik numerik. Di dalam ANN dikenal beberapa fungsi 
pemebelajaran yaitu berupa berikut (Wibowo, 2013): 
a. Algoritma trainrp  
Algoritma trainrp akan berusaha untuk mengeliminasi besarnya efek dari turunan 
parsial yang sering terjadi pada proses pelatihan dalam ANN yaitu hanya memakai 
tanda turunannya dan besarnya nilai turunan diabaikan. Tanda dari turunan tersebut 
maka menentukan arah dari perbaikan bobot.  
b. Algoritma traingda  
Algoritma traingda mempunyai fungsi yang menyesuaikan bobot didasarkan oleh 
gradient descent dengan adaptif learning rate. 
c. Algoritma traingdx  
Algoritma traingdx mempunyai fungsi yaitu memperbaiki / menyesuaikan bobot yang 
didasarkan gradient descent dengan adaptif learning rate sama seperti dengan 
algoritma traingda, dan memakai juga momentum sama dengan traingdm. Setelah 
bobot-bobot baru diperoleh berdasarkan persamaan-persamaan untuk perubahan 
bobot pada traingdm, maka selanjutnya dicari kinerja syaraf jaringan dengan bobot-
bobot baru tersebut.  
d. Algoritma trainlm  
Algoritma trainlm didesain dengan memakai pendekatan dari turunan kedua dengan 
tanpa menghitung dari Hessian Matriks. 
e. Algoritma trainbfg  
Algoritma trainbfg merupakan metode perbaikan dari Metode Newton yang berjalan 
lebih cepat namun sangat kompleks, sehingga memerlukan waktu dan memori yang 
cukup besar karena pada setiap iterasinya harus menghitung turunan ke dua. 
Perbaikan / penyesuaian dari metode ini bisa dinamakan dengan metode Secant atau 
metode Quasi-Newton.  
f. Algoritma trainoss  
Algoritma trainoss menjembatani antara algoritma Quasi-Newton dengan gradien 
conjugate. Algoritma ini tidak menyimpan matriks Hessian secara lengkap, dengan 
asumsi bahwa pada setiap iterasi, matriks Hessian sebelumnya merupakan matriks 





2.7.4 Fungsi Aktivasi 
 Menurut Kusumadewi (2003), terdapat beberapa fungsi aktivasi yang banyak 
digunakan antara lain:  
1. Fungsi Sigmoid Biner (Logsig)  
Fungsi ini banyak dipakai dan sangat baik diterapkan pada jaringan saraf tiruan   
saat algoritma pembelajaran memakai metode backpropagation. Fungsi ini 
mempunyai kisaran nilai 0 sampai 1 sehingga cocok dipakai dalam jaringan yang 
memiliki nilai output antara 0 sampai 1. Rumus fungsi sigmoid biner secara 
sistematis sebagai berikut: 
𝑦 =  𝑓(𝑥) =  1
    
 ........................................................................................ (12) 
f ’(x) = 𝜎 f (x) [1-f(x)] ......................................................................................... (13) 
Keterangan: f(x) adalah fungsi aktivasi, x merupakan jumlah sinyal-sinyal input yang 
terboboti, dan 𝜎 adalah laju pembelajaran (learning rate) Gambar 2.7 merupakan 
grafik dari fungsi sigmoid biner secara sistematis. 
 
Gambar 2.7 Fungsi Sigmoid Biner 
(Kusumadewi, 2003) 
2. Fungsi Sigmoid Bipolar (Tansig) 
Fungsi ini mempunyai nilai output antara -1 sampai 1. Berikut rumus fungsi sigmoid 
bipolar  
𝑦 =  𝑓(𝑥)  =   ........................................................................................ (14) 
f ‘ (x) = 
σ
2
 [1 + f(x)][1 – f(x)] ............................................................................... (15) 
Keterangan: f(x) merupakan fungsi aktivasi, x adalah jumlah sinyal- input yang 
terboboti, sedangkan 𝜎 merupakan laju pembelajaran (learning rate) Secara 






Gambar 2.8 Fungsi Sigmoid Bipolar 
(Kusumadewi, 2003) 
3. Fungsi Linear (Purelin) 
Fungsi linear ini mempunyai nilai output yang sama dengan nilai inputnya. Berikut 
rumus fungsi linear.  
F (x) = x............................................................................................................. (16) 
Keterangan: x adalah jumlah sinyal-sinyal input yang terboboti, dan y = output 
Secara sistematis, grafik fungsi linear dapat digambarkan seperti Gambar 2.9  
 
Gambar 2.9 Fungsi Linear 
(Kusumadewi, 2003) 
2.8 Backpropagation 
2.8.1 Algoritma Backprogation 
 Backpropagation adalah salah satu model ANN yang mempunyai kemampuan 
untuk menyeimbangkan antara kemampuan jaringan untuk mengenali pola yang dipakai 
pada saat pelatihan dan kemampuan jaringan untuk merespon dengan benar pada pola 
masukan (input) yang serupa tetapi tidak sama dengan pola yang digunakan pada saat 
pelatihan. Backpropagation mempunyai unit neuron yang terdapat pada satu ataupun lebih 
layar yang tersembunyi. Arsitektur pada Backpropagation terdiri dari (n) unit masukan 
(ditambah satu bias), satu layar yang tersembunyi mempunyai (p) unit (ditambah satu bias), 
dan (m) buah keluaran (output). Arsitektur algoritma backpropagation seperti pada Gambar 




merupakan bobot garis dimana menghubungkan bias di unit input ke unit layar tersembunyi 
Zj). Dan Wkj merupakan bobot dari unit layar tersembunyi Zj ke unit output Yk (Wk0 
merupakan bobot dari bias di layar tersembunyi ke unit output (Yk) (Kusmaryanto,2014). 
 
Gambar 2.10 Arsitektur Jaringan Saraf Tiruan Backpropagation  
(Kusumadewi, 2013) 
 Sifat yang khas dari backpropagation adalah terdiri dari tiga lapisan atau layer 
utama, antara lain: pertama yaitu lapisan masukan (input layer) memiliki fungsi untuk 
menghubungkan jaringan ke dunia luar yaitu sumber data, kemudian lapisan tersembunyi 
(hidden layer) jaringan bias terdiri dari lebih dari satu hidden layer bahkan dapat juga tidak 
mempunyainya sama sekali; dan lapisan luaran (output layer) yang hasil dari masukan yang 
diberikan oleh input layer. Backpropagation adalah supervised learning, dikatakan demikian 
karena teknik pembelajaran yang dilakukan yaitu dengan membuat fungsi dari data 
pelatihan untuk selanjutnya mempelajari fungsi pemetaan dari masukan ke keluaran. 
Dimaksud dengan supervised learning karena mempunyai target (Goal) untuk memprediksi 
fungsi pemetaan, maka saat mempunyai input yang bari, jadi algoritma dapat memprediksi 
output untuk input itu. Beberapa contoh algoritma regresi, algoritma Hapfield, algoritma 
Boltzman, algoritma Adaline, algoritma Perceptron, algoritma Hebbian (Hebb Rule), SVM 
(Support Vector Machine dan yang lainnya (Windarto, 2020). 
2.8.2 Pelatihan Standar Backpropagation 
 Pada pelatihan Backpropagation terdiri dari tiga fase yaitu antara lain fase maju 
yang masukannya (input) dihitung maju dimulai dengan layer masukan sampai layer 
keluaran dengan memakai fungsi aktivasi yang telah ditemukan. Tahap kedua ialah fase 
mundur, selisih antara keluaran dengan target. Tahap ketiga merupakan modifikasi bobot 
untuk menurunkan kesalahan yang telah terjadi. Tahap propagasi maju merupakan proses 
perhitungan agar menghasilkan data prediksi diawali dari kalkulasi data input yang sudah 




input dan hidden neuron. Hasil kalkulasi diteruskan ke hidden neuron. Hidden neuron 
kembali menghitung data yang telah diterima unit input dengan setiap bobot yang dipunyai 
garis penghubung dari hidden neuron dengan unit output. Hasil perhitungan selanjutnya 
diteruskan ke bagian output dan digunakan untuk hasil prediksi. Hasil prediksi yang salah 
terhadap data aktual dihitung memakai MSE. Apabila nilai dari kesalahan (MSE) yang 
didapat sesuai dengan target error, maka proses pelatihan dapat diakhiri. Apabila, jika 
target error tidak tercapai, maka tahapan propagasi balik dilakukan ialah terlebih dahulu 
proses perhitungan prediksi diulang dengan menghitung nilai error yang telah terjadi dari 
bagian keluaran ke hidden neuron hingga dari hidden neuron ke bagian masukan  
selanjutnya pada tahapan perubahan bobot adalah dengan mengubah bobot pada tiap 
garis penghubung dimulai dari bagian keluaran ke hidden neuron hingga dari hidden neuron 
ke bagian masukan didasarkan dari nilai kesalahan yang dihasilkan dalam tahapan 
propagasi balik. Dari seluruh tahap tersebut akan diulangi hingga target error terpenuhi atau 
semakin kecil (Adnyana, 2019) 
2.9 Penelitian Sebelumnya 
Tabel 2.3 Penelitian Terdahulu 
No Peneliti Tahun Objek 
Penelitian 





Pada penelitian ini 
bertujuan untuk 
menemukan topologi 
Jaringan Saraf Tiruan 
(JST) terbaik dalam 
mendeteksi 
kemurnian kopi luwak 
dengan menggunakan 
data input sifat 
biolistrik berdasarkan 
total fenol, pH, dan 
persentasi kepalsuan 
kopi luwak. 
Pada hasil penelitian ini 
resistansi parallel, resistensi 
seri impedansi, berbanding, 
terbalik dengan frekuensi, 
namun induktansi parallel, 
induktansi seri berbanding 
lurus dengan frekuensi. ANN 
terpilih yaitu 5 masukan, 40 
node hidden layer 1, 40 node 
hidden layer 2, 3 output. Dipilih 
fungsi pembelajaran yaitu 
trainlm, dan fungsi aktivasi 
yaitu tansig pada hidden layer 
dan output layer. MSE 
pelatihan 0.0099 dan MSE 
validasi 0.0479. 
2 Masithoh et 
al 




system (CVS)  dapat 
mengidentifikasi 
kualitas tomat non 
destruktif dengan 
RGB sebagai 
parameter. Vitamin C, 
brix, gula total, asam 
sitrat merupakan 
ANN dibentuk 1 input layer, 3 
saraf masukan, 1 hidden layer 
terdapat 12 sel syaraf 
berfungsi aktivasi logsig dan 5 
output layer memiliki fungsi 






tomat yang diukur 






ini untuk memprediksi 
klorofil daun sugar 








Hasilnya menunjukkan model 
JST mampu memperkirakan 
konsentrasi klorofil daun sugar 
beet. Koefisien determinasi 
(R2) ditemukan 0.98 
sedangkan mean square error 
(MSE) diperoleh 0.007 dari 
validasi. 
 
4 Sella dan 
Asmara 
2018 Tomat ANN dipakai 
identifikasi 
kematangan dari 
tomat. 30 sampel 
dipilih yaitu tomat 




citra dan fitur warna 
yang dipilih ialah nilai 
warna RGB. Metode 
pembelajaran yang 
dipilih adalah Metode 
Precepton  
Didapatkan 3 input layer 
(RGB), 3 node hidden layer, 
dan 3 output layer (mentah, 
setengah matang, matang). 
Dengan epoch 70000 iterasi 
dengan nilai 43,33% tingkat 
keberhasilan. Diperoleh 
identifikasi ialah mentah 10%, 




2020 Singkong ANN dipakai 
memprediksi 
kandungan klorofil dari 
citra daun singkong. 
Tujuan dari penelitian 
dapat identifikasi 
hubungan antara 
indeks warna RGB; 




ANN yang tepat dalam 
prediksi klorofil pada 
daun singkong  
 
Model terbaik dengan 
memakai metode ANN adalah 
dengan 8 input, 9 hidden layer 
dan 1 output Proporsi data 
training 75% dan data validasi 
25% dengan MSE terkecil 
validasi yaitu 0.092 dengan 
validasi regresi sebesar 0.847. 
ANN bisa analisa klorofil pada 













BAB III METODE PENELITIAN 
3.1 Tempat dan Waktu Pelaksanaan 
 Penelitian ini dilaksanakan sekitar 1 – 3 bulan bertempat di Laboratorium Daya dan 
Mesin Pertanian Jurusan Keteknikan, Fakultas Teknologi Pertanian Universitas Brawijaya 
serta di Jl Letjend S Parman Santrean II no.4 Kelurahan Lowokwaru Kecamatan 
Lowokwaru Kota Malang 
3.2 Alat dan Bahan 
 Bahan utama yang digunakan dalam penelitian ini yaitu daun binahong yang 
tumbuh liar di sekitar Kecamatan Lowokwaru Kota Malang Provinsi Jawa Timur. Plastik 
warp untuk tempat sampel dan tissu untuk membersihkan sampel dari kotoran. Alat yang 
digunakan untuk mengakuisisi citra sampel adalah Wi-Fi Digital Microscope. Spesifikasi 
Digital Microscope dapat dilihat pada Tabel 3.1. Sistem operasi yang digunakan adalah 
windows 10 pro 64 bit dengan spesifikasi computer menggunakan processor AMD Athlon 
3000g ~  3.7 Ghz dengan 2 core dan 4 threads. Perangkat lunak berbasis visual basic 6.0 
berbasis warna dan analisis tekstur untuk proses feature extreaction, dan dilengkapi 
dengan aplikasi untuk feature selection yaitu Waikato Environtment for Knowledge Analysis 
(WEKA) 3.8.4. Pemodelan ANN menggunakan aplikasi Matlab R2021a. Alat yang 
digunakan dalam mengukur kandungan klorofil daun binahong menggunakan alat 
Klorofilmeter SPAD 502 plus. Spesifikasi alat Klorofilmeter SPAD-502 plus dapat dilihat 
pada Tabel 3.2. 
Tabel 3.1 Spesifikasi Wi-Fi Digital Microscope 
Uraian Keterangan 
Image Sensor : CMOS 
Magnification : 50x – 1000x 
Photographic Resolution  : 640*360  
Video Resolution  : 640*360, 960*540  
Video Recording Format  : MP4 
Image Format  : JPG 
Focus Mode and Focus Range  : Manual adjustment, 0~40 mm  
Imaging Distance  : 3mm to infinity  
Light source : 8 SMD3528 Highlights white light (Adjustable 
Brightness)  
Sensitivity  : 3V/lux-sec  
Scope of Work  : 0-10m (Empty scene, blocked scene will affect   
the working range)  
Mobile Phone Compatible OS  : Android 5.0 and above/iOS 8.0 and above  
Power Supply Mode  : 650mA Built-in lithium battery  
Charging Requirements  : DC-5V/1A  





Tabel 3.2 Spesifikasi Klorofil Meter SPAD-502 Plus 
Uraian Keterangan 
Measurement sample : Plant Leaves 
Accuracy : Within ± 1 SPAD* unit (at room temperature, SPAD*     
value between 0 and 50.0)       
Repeatability : Within ± 0.3 SPAD* units (SPAD* value between 0       
and 50.0)  
Reproducibility : Within ± 0.5 SPAD* units (SPAD* value between 0 
and 50.0)  
Dimension (L x W x D) : 164 x 78 x 49 mm  
Measurement area : 2mm x 3mm  
 
3.3 Metode Pelaksanaan 
3.3.1 Persiapan Sampel 
 Daun Binahong pada penelitian ini digunakan sebagai objek penelitian. Pemetikan 
daun dilakukan sekitar waktu jam 06.00 – 07.00 WIB menghindari terik panas matahari, 
sesudah dipetik sampel daun binahong disimpan di dalam plastic wrap untuk menghindari 
kontak dari luar. Daun yang telah dipetik dibersihkan menggunakan tissue untuk 
menghilangkan kotoran yang ada. Sampel dipetik dari beberapa tanaman yang berbeda, 
bertujuan untuk membedakan warna daun. Penelitian dari Lewandatu (2019) menganalisis 
kandungan klorofil daun pada posisi atas, tengah, dan bawah dari tajuk tanaman. Dengan 
tujuan untuk mendapatkan perbedaan warna dan klorofil daun. Oleh karena itu daun 
binahong diambil dari tiga tingkat yaitu 150 daun dewasa pada bagian bawah, 150 daun 
tahap perkembangan pada bagian tengah, dan 150 daun muda pada pucuk, sehingga total 
sampel yang disiapkan dalam pengumpulan data sebanyak 450. Untuk mekanisme 
penelitian dapat dilihat pada Gambar 3.1. 
 Sampel daun binahong dibagi menjadi dua set, yaitu set untuk pelatihan (training) 
dan set pengujian (validation). Set pelatihan dipakai untuk mempelajari data dan membuat 
model ANN, sedangkan set pengujian digunakan sebagai mengevaluasi kerja dari prediksi 
model. Setiap sampel akan melalui dua proses akuisisi data, pertama adalah akuisisi citra 
menggunakan mikroskop digital, dan yang kedua adalah pengukuran kadar klorofil 
menggunakan alat klorofil meter SPAD 502 
3.3.2 Akuisisi Citra Daun 
 Pada tahap ini citra daun diambil menggunakan alat Wi-Fi Digital Microscope. Alat 
ini telah dilengkapi sumber cahaya dan kamera untuk mengakuisisi citra. Dengan 




FI, dimana aplikasi tersebut memudahkan dalam menyimpan dan melihat citra hasil 
akuisisi. Berikut ini tahapan dari akuisisi citra daun : 
1) Langkah pertama adalah menyiapkan alat Wi-Fi Digital Microscope beserta aplikasi 
HVviewing pada perangkat smartphone 
2) Alat Digital Microscope diletakkan diatas daun binahong. Hasil citra dapat ditangkap 
pada aplikasi HVviewing dengan diatur cahaya, dan jarak kamera ke daun 
binahong. Akuisisi citra dapat dilihat pada Gambar 3.2 
3) 1 daun binahong diambil citranya sebanyak 4 kali, sehingga total menjadi 1800 citra 
























Gambar 3.2 Akuisi Citra Digital Microscope 
(Sumber: Dokumentasi Pribadi) 
3.3.3 Pengukuran Kandungan Klorofil 
 Pada penelitian ini alat yang digunakan pada pengukuran kandungan klorofil yaitu 
klorofil meter Konica Minolta seri SPAD 502. Alat SPAD 502 sendiri dipinjam dari 
Laboratorium Daya dan Mesin Pertanian Jurusan Keteknikan, Fakultas Teknologi Pertanian 
Universitas Brawijaya. Cara pengukuran dengan menjepitkan daun pada alat tersebut 
sampai muncul angka yang konstan. Kemudian hasil pengukuran ditampilkan dengan 
satuan Chlorophyll Content Index (CCI). Pengukuran kandungan klorofil diusahakan untuk 
menghindari bagian dari tulang daun. Pengukuran kadar klorofil dapat dilihat pada Gambar 
3.3 
 
Gambar 3.3 Akuisisi Kadar Klorofil 
(Sumber: Dokumentasi Pribadi) 
3.3.4 Pengolahan Citra 
a. Proses Data Augmentasi 
 Data augmentasi ialah tahapan preprocessing yang sangat diperlukan dalam 
mencapai kinerja terbaik pada sebuah ANN. Augmentasi mempunyai fungsi sebagai 
jenis regulasi, mengurangi kemungkinan overfitting yaitu dengan mengekstrak data 
lebih umum dari database kemudian meneruskan ke jaringan. Teknik augmentasi yang 
mungkin digunakan adalah geser, kemiringan, pembalikan, dan rotasi untuk invariasi 




penelitian ini pada masing - masing citra dirotasi 0o, 90 o, 180 o, dan 270 o. Sehingga 
terdapat 7200 total citra yang dihasilkan. 
b. Proses Feature Extraction 
  Pada penelitian ini menggunakan 7200 citra hasil augmentasi dari 1800 citra, 
selanjutnya format gambar dikonversi menjadi format Bitmap (Bmp). Menurut Hasugian 
dan Zufria (2019) citra bitmap sering digunakan pada pengolahan citra. Citra bitmap 
dapat menyimpan secara lengkap dari data kode citra secara digital dengan cara 
penyimpanannya adalah per piksel. Citra bitmap juga ditampilkan dalam bentuk matriks 
atau dipetakan dengan menggunakan bilangan biner atau bilangan yang lain. 
Kemudian dilakukan proses feature extraction yang terdapat dua ekstrak fitur yaitu 
ekstrak warna dan tekstur. Pada proses ini, terdapat tiga tahap penting yaitu tahap 
pertama, semua citra daun diubah citranya dari ruang warna RGB ke ruang warna grey, 
HSV, HSL, dan L*a*b*.  Kemudian membuat matriks co-occurrence untuk setiap ruang 
warna meliputi red CCM, green-CCM, blue-CCM, grey-GLCM, hue CCM, saturation(HSL) 
CCM, saturation(HSV) CCM, value CCM, lightness CCM, L* CCM, a* CCM, b* CCM. 
Pada tahap akhir memakai sepuluh persamaan Haralick untuk menghitung fitur tekstur.  
Analisis sepuluh fitur tekstur tersebut meliputi entropy, energy, contrast, homogeneity, 
sum mean, variance, correlation, maximum probability, inverse difference moment, dan 
cluster tendency. Maka diperoleh 120 fitur tekstur warna. 
c. Proses Feature Selection 
 Dalam penelitian ini memakai aplikasi feature selection yaitu WEKA atau 
kepanjangan dari Waikato Environment for Knowledge Analysis. WEKA tersedia 
berbagai algoritma dalam machine learning dimana mudah digunakan dalam 
pengolahan data salah satunya yaitu feature selection. WEKA mempunyai platform 
dimana tersedia mekanisme pemilihan berbagai fitur yang melibatkan teknik filtrasi 
untuk memilih parameter yang relevan agar dapat mengoptimalkan kinerja model dari 
machine learning. Pada hal ini, teknik ranker memberikan bobot pada fitur yang telah 
diberikan didasarkan kriteria evaluasi dan teknik yang terlibat pada model. Selanjutnya 
berdasarkan pada bobot, fitur diberi peringkat dan fitur-fitur yang paling cocok untuk 
diterapkan dalam algoritma machine learning, teknik filter. Terdapat banyak teknik 
pada WEKA untuk feature selection, antara lain Correlation based Feature Selection 
(CFS), Information Gain (IG) attribute evaluation, Gain ratio (GR) attribute evaluation, 
Symmetrical Uncertainty, Chi-Squared, Relief F, One-R, dan Classifier Subset 




3.3.5 Perancanangan Topologi ANN 
 Pada penelitian ini dihasilkan data citra sebanyak 7200 gambar sebagai data input. 
Kemudian data citra dibagi menjadi 75% sebagai data pelatihan dan 25% sebagai data 
validasi. Menurut penelitian Wang et al. (2008), pembagian dataset menjadi 75% data 
pelatihan dan 25% data validasi menunjukkan bahwa ANN dapat membangun model stabil 
dan efektif. Pembagian data antara data pelatihan dengan data validasi merupakan 
tahapan awal pada proses ANN. Data pelatihan berfungsi sebagai memperbarui bobot, bias 
dan mempelajari pola data. Data validasi mempunyai fungsi untuk mengetahui kemampuan 
jaringan atau hasil pemodelan untuk mengidentifikasi pola data terbaru. Hasil pengukuran 
kandungan klorofil dengan menggunakan alat klorofil meter digunakan sebagai data output. 
Tahap pertama pada pelatihan ANN adalah normalisasi, pada penelitian ini data input dan 
output diubah menjadi rentang -1 sampai 1, fungsi dari normalisasi adalah untuk 
menghindari perubahan bobot, bias yang terlalu ekstrim selama pelatihan dan 
menyeragamkan rentang data 
 Perancangan topologi ANN pada penelitian ini menggunakan analisis sensitivitas 
dan algoritma backpropagation. Variasi analisis sensitivitas yang digunakan yaitu learning 
rate (0.1, 0.5, 0.9) dan momentum; jumlah node hidden layer (10, 20, 30, 40); jumlah hidden 
layer (1, 2). Hal tersebut untuk menghasilkan topologi model ANN terbaik dengan 
parameter Mean Square Error (MSE) validasi terendah. Prosedur analisis sensitivitas 






  Data pengolahan citra (input), hasil seleksi fitur, data 
kandungan klorofil
Ditransformasikan ke dalam interval -1 hingga 1
Data didalam interval -1 hingga 1
Perancangan topologi ANN:
1. Alogaritma pembelajaran = Backpropagation
2. Goal MSE                 = 0.01
Data dilatih dan divalidasi menggunakan learning rate, momentum, jumlah hidden layer, jumlah 
node tiap hidden layer tetap, namum berbeda pada fungsi pembelajaran dan fungsi aktivasi
Fungsi pembelajaran dan fungsi aktivasi dipilih yang memiliki MSE validasi terendah
Data (75%) dilatih dengan learning rate (0.1;0.5;0.9), jumlah hidden layer (1,2), jumlah node 
hidden layer (10,20,30,40), fungsi pembelajaran dan fungsi aktivasi yang terpilih
Model diuji dengan menggunakan data validasi
Nilai MSE dan R
Nilai MSE dan R
Nilai MSE dan R
Topologi jaringan saraf tiruan terbaik
Dipilih model terbaik dengan nilai MSE validasi terendah
Data validasi (25%)
Nilai MSE dan R
Hasil validasi di dernomalisasi
MSE validasi terendah
Nilai prediksi kandungan klorofil
 





BAB IV HASIL DAN PEMBAHASAN 
4.1 Hasil Feature Selection 
 Pada proses ekstraksi didapatkan 120 fitur tekstur warna dari RGB-CCM, gray-
GLCM, HSV-CCM, HSL-CCM, dan L*a*b-CCM dimana merupakan informasi dari citra pada 
daun. Namun dari 120 fitur tekstur warna tidak semua tidak semua relevan. Berkurangnya 
tingkat akurasi dalam pemodelan dapat disebabkan oleh dimensi data yang semakin 
meningkat. Feature Selection bekerja dengan mengeliminasi atribut yang tidak relevan 
dengan menggunakan algoritma tertentu sehingga dapat meningkatkan tingkat dari 
akurasi, telah terbukti efektif dan efisien sebagai cara menyiapkan data berdimensi tinggi 
untuk data mining dan machine learning. Pemilihan fitur seleksi sebagai teknik 
pengurangan dimensi, bertujuan untuk memilih subset yang kecil dari fitur yang relevan 
dengan menghapus fitur yang tidak relevan, berlebihan, dan noise. Selain itu Feature 
Selection mengarahkan pada pembelajaran yang memiliki performa yang lebih baik, 
akurasi yang tinggi, biaya komputasi yang lebih rendah, dan interpretasi model lebih baik 
(Sammut dan Webb, 2017). Tidak semua fitur berguna dan hanya menambah keacakan 
dari data, dengan feature selection dan pengurangan dimensi dapat terhindar dari 
overfitting (Liu, 2017). 
 Pada seleksi fitur terdapat 2 tipe yaitu metode filter dan metode wrapper. Metode 
wrapper menggunakan umpan balik yang diterima oleh classifier tertentu untuk 
mengevaluasi kualitas dari suatu subset. Metode wrapper juga digunakan sebagai prediktor 
dan berfungsi sebagai untuk menentukan hasilnya. Sedangkan metode filter mengevaluasi 
karakter statistic dari data training. Metode filter diimplementasikan pada kumpulan data 
berdimensi besar dengan menggunakan teknik peringkat variable untuk mengurangi fitur 
yang tidak relevan dan teknik peringkat tersebut digunakan karena sederhana dan 
penerapan pada kumpulan data praktis (Onik et al., 2015). Pada penelitian ini 
menggunakan metode filter dengan memakai 6 atribut seleksi meliputi Correlation Attribute, 
Gain Ratio Attribute, Info Gain Attribute, One R Attribute, Relief F Attribute, dan Symmetrical 
Uncert Attribute dengan metode pencarian Ranker. Hasil dari feature selection dapat dilihat 
pada Tabel 4.1. dimana pada tiap-tiap atribut seleksi diambil hanya 10 fitur tekstur warna 
teratas dengan tujuan untuk penyederhanaan dan efisiensi dari input ANN. Setelah 
didapatkan hasil fitur seleksi kemudian dimodelkan dengan algoritma ANN bertujuan untuk 
mendapatkan nilai subset yang terbaik sehingga menjadi input yang terbaik dalam 
memprediksikan kandungan klorofil daun dengan nilai MSE training dan validasi terendah. 
Topologi ANN yang dipakai berasal dari penelitian terdahulu (Hendrawan et al, 2019) 
dimana telah memodifikasi yaitu 30 nodes hidden layer 1, 40 nodes hidden layer 2; pada 
hidden layer menggunakan fungsi aktivasi tansig dan purelin pada output layer; trainlm 




Tabel 4.1 Hasil Feature Selection 
No 
 
Attribute Evaluator Search 
Method 
Fitur Tekstur Warna Bobot Rank 
1 Correlation Attribute 
Eval Evaluator 
Ranker Lab_L Energy 0.49695 1 
Green Cluster 0.31029 2 
Lab_b Energy 0.30551 3 
Lab_a Entropy 0.30407 4 
Hue Max.Prob 0.29559 5 
S_hsl Correlation 0.27623 6 
Lab_a Energy 0.26469 7 
Green Variance 0.26294 8 
S_hsv Homogeneity 0.26069 9 
Lab_b Entropy 0.25445 10 
2 Gain Ratio Attribute 
Eval Evaluator 
Ranker Hue Energy 0.58459 1 
S_hsl Max.Prob 0.30204 2 
Lab_L Energy 0.29986 3 
Lab_b Energy 0.29924 4 
Hue Max.Prob. 0.24582 5 
S_hsv Homogeneity 0.21329 6 
Lab_a Energy 0.20698 7 
S_hsl Homogeneity 0.19941 8 
Lab_a Max.Prob 0.19468 9 
Lab_b Entropy 0.19114 10 
3 Info Gain Attribute 
Evaluator 
Ranker Lab_b Energy 0.501503 1 
Lab_b Homogeneity 0.4644329 2 
S_hsv Homogeneity 0.4607378 3 
S_hsl Homogeneity 0.4592909 4 
S_hsl Inverse 0.4333679 5 
S_hsv Inverse 0.4308394 6 
Lab_a Max.Prob. 0.4276059 7 
Lab_a Energy 0.4241701 8 
S_hsl Entropy 0.4155034 9 
Lab_a Inverse 0.3972291 10 
4 One R Attribute 
Evaluator 
Ranker Lab_b Energy 93 1 
S_hsl Homogeneity 91.7361 2 
Lab_b Homogeneity 91.1944 3 
S_hsl Entropy 91.1389 4 
S_hsv Inverse 91.0556 5 
S_hsv Homogeneity 90.6944 6 
Lab_b Entropy 90.625 7 
S_hsl Inverse 90.2917 8 
Lab_a Max.Prob. 90.1944 9 





Tabel 4.2 Hasil Feature Selection dengan Menggunakan ANN 






1 Correlation Attribute 
Evaluator 
Ranker Feature rank 1-2 0.0669 0.1098 
Feature rank 1-3 0.0306 0.1149 
Feature rank 1-4 0.0461 0.1091 
Feature rank 1-5 0.0226 0.0836 
Feature rank 1-6 0.01 0.2716 
Feature rank 1-7 0.01 0.0944 
Feature rank 1-8 0.01 0.081 
Feature rank 1-9 0.01 0.0646 
Feature rank 1-10 0.0099 0.0603 
2 Gain Ratio Attribute 
Evaluator 
Ranker Feature rank 1-2 0.041 0.1151 
Feature rank 1-3 0.0194 0.1036 
Feature rank 1-4 0.032 0.0717 
Feature rank 1-5 0.0204 0.9414 
Feature rank 1-6 0.0174 0.0742 
Feature rank 1-7 0.0113 0.0887 
Feature rank 1-8 0.01 0.0917 
Feature rank 1-9 0.01 0.0555 
Feature rank 1-10 0.01 0.0434 
No Attribute Evaluator Search 
Method 
Fitur Tekstur Warna Bobot Rank 
5 Relief F Attribute 
Evaluator 
Ranker Lab_b Energy 0.630473 1 
S_hsv Homogeneity 0.6242621 2 
S_hsl Homogeneity 0.6232453 3 
S_hsv Entropy 0.6132527 4 
S_hsl Entropy 0.6108543 5 
S_hsl Inverse 0.6070303 6 
Lab_a Energy 0.6015523 7 
S_hsv Inverse 0.5742097 8 
Lab_b Homogeneity 0.5738668 9 
Lab_a Max.Prob 0.5695989 10 
6 Symmetrical Uncert 
Attribute Evaluator 
Ranker Lab_b Energy 0.413312 1 
Lab_L Energy 0.338291 2 
S_hsv Homogeneity 0.316549 3 
Lab_a Energy 0.302962 4 
S_hsl Homogeneity 0.300776 5 
Lab_a Max.Prob 0.290165 6 
Lab_b Homogeneity 0.289323 7 
S_hsv Inverse 0.267476 8 
Lab_b Entropy 0.264079 9 











3 Info Gain Attribute 
Evaluator 
Ranker Feature rank 1-2 0.0608 0.1235 
Feature rank 1-3 0.0383 0.1132 
Feature rank 1-4 0.0308 0.4772 
Feature rank 1-5 0.0242 0.9443 
Feature rank 1-6 0.0217 0.3745 
Feature rank 1-7 0.0197 0.2773 
Feature rank 1-8 0.0141 0.3241 
Feature rank 1-9 0.01 0.1648 
Feature rank 1-10 0.01 0.1934 
4 OneR Attribute 
Evaluator 
Ranker Feature rank 1-2 0.061 0.1284 
Feature rank 1-3 0.0418 0.0913 
Feature rank 1-4 0.0231 0.0729 
Feature rank 1-5 0.0205 0.0891 
Feature rank 1-6 0.0162 0.0941 
Feature rank 1-7 0.0136 0.0908 
Feature rank 1-8 0.0149 0.2546 
Feature rank 1-9 0.01 0.0608 
Feature rank 1-10 0.01 0.1084 
5 ReliefF Attribute 
Evaluator 
Ranker Feature rank 1-2 0.0465 0.1015 
Feature rank 1-3 0.0651 0.1158 
Feature rank 1-4 0.0134 0.0741 
Feature rank 1-5 0.0261 0.0809 
Feature rank 1-6 0.0124 0.1768 
Feature rank 1-7 0.01 0.1777 
Feature rank 1-8 0.01 0.1589 
Feature rank 1-9 0.01 0.1706 
Feature rank 1-10 0.01 0.1352 
6 Symmetrical Uncert 
Attribute Evaluator 
Ranker Feature rank 1-2 0.0634 0.1148 
Feature rank 1-3 0.039 0.1123 
Feature rank 1-4 0.0245 0.0901 
Feature rank 1-5 0.0204 0.0839 
Feature rank 1-6 0.0117 0.059 
Feature rank 1-7 0.0115 0.0684 
Feature rank 1-8 0.0104 0.0798 
Feature rank 1-9 0.01 0.174 
Feature rank 1-10 0.01 0.5255 
 
 Hasil pemodelan ANN dengan fitur seleksi dapat dilihat pada Table 4.2. Ketika 120 




tidak dapat memproses data atau bisa dikatakan error saat dilakukan pemodelan ANN. 
Oleh karena itu feature selection bertujuan untuk memilih fitur tekstur warna yang relevan 
sehingga dapat digunakan dalam pemodelan ANN. Hal ini sejalan terhadap penelitian oleh 
(Kalapatapu et al, 2016), dimana melakukan proses fitur seleksi terhadap pemodelan 
algoritma Decision Tree Learning, K-Nearest Neighbors, ANN, dan Support Vector 
Machine, pada penerapan algoritma ANN menggunakan fitur seleksi akurasi meningkat 
sebesar 100% dimana sebelumnya tidak menggunakan fitur seleksi yaitu sebesar 
97.7273%. Pada penelitian ini dari 6 atribut seleksi dipakai hanya pada atribut Gain Ratio 
Attribute Evaluator mendapat prediksi tertinggi dengan MSE validasi terendah yaitu 0.0434 
dengan 10 fitur tekstur warna sebagai input. Hal tersebut menunjukan 10 fitur tersebut 
berhubungan terhadap kandungan klorofil dari daun binahong. Gain Ratio adalah sebuah 
modifikasi diperoleh dari informasi yang telah mengurangi biasnya, gain ratio membutuhkan 
jumlah dan ukuran cabang ketika memilih atribut. Dimana mengkoreksi perolehan informasi 
dengan mengambil informasi intrinsik, nilai atribut menurun seiring dengan informasi 
intrinsik semakin besar (Priyadarsini et al, 2011).  Hal tersebut sesuai dengan penelitian 
(Farahdiba dan Nugroho, 2016), dengan menggunakan algoritma gain ratio pada klasifikasi 
kanker payudara didapatkan tingkat akurasi dan presisi masing – masing sebesar 95.17%, 
dan 93.76% 
4.2 Hubungan Tingkat Perkembangan dengan Kandungan Klorofil Daun Binahong 
 
Gambar 4.1 Grafik Hubungan Tingkat Perkembangan Dengan Kandungan Klorofil 
 Pada penelitian ini kandungan klorofil dari daun binahong diukur dengan alat klorofil 
meter Konica Minolta seri SPAD 502 dengan satuan berupa Chlorophyll Content Index 
(CCI). Tingkat perkembangan daun binahong dibagi menjadi 3 yaitu muda, berkembang, 
dan tua seperti pada Gambar 4.1. Pada tingkat muda didapatkan rata – rata kandungan 
klorofil sebesar 34.172 CCI, pada tingkat berkembang didapatkan rata – rata kandungan 
klorofil sebesar 39.632 CCI, dan pada tingkat tua didapatkan rata – rata kandungan klorofil 




tinggi nilai dari kandungan klorofil. Indikator dari perkembangan daun meliputi morfologi, 
umur, dan warna. 
 Penelitian ini memperlihatkan perubahan dari warna daun sejalan dengan umur 
daun, umur pada daun dapat diketahui melalui posisi dari daun. Semakin pekat warna hijau 
dari daun maka semakin tua dari umur daun, sehingga semakin pekat warna hijau dari daun 
maka semakin tinggi nilai klorofil. Hal tersebut sejalan dengan penelitian yang dilakukan 
(Musyarofah, 2006), bahwa kadar klorofil dapat terpengaruh oleh struktur anatomi dan 
morfologi pada tanaman. Apabila semakin besar suatu ukuran dari daun tanaman, maka 
kadar dari klorofil lebih banyak. Menurut Setiawati (2016) kandungan dari klorofil daun 
meningkat dengan seiringnya umur sampai dengan daun berkembang secara penuh  
4.3 Analisis Hubungan Fitur Tekstur Warna Terhadap Kandungan Klorofil Daun 
Binahong 
4.3.1 Hubungan Hue Energy Terhadap Kandungan Klorofil Daun Binahong 
 
Gambar 4.2 Grafik Hubungan Hue Energy Terhadap Kandungan Klorofil Daun 
Binahong 
 Hue adalah warna dipancarkan atau dipantulkan dari suatu obyek. Hue dapat diukur 
dari derajat lingkaran warna, yang dinyatakan pada tingkat diantara 0o sampai 360o. 
Biasanya, hue sering dikenali akronim dari warna dari hijau, oranye, atau merah. Spektrum 
dibagi warnanya pada jarak setiap 60 derajat maka didapat enam warna yang dicari ialah 
360/6=60. Pada setiap warna yang berada 0, 60, 120, 180, 240, 300 derajat. Warna merah 
pada hue 0 o atau 360 o, hijau pada 120 o, biru pada nilai hue 240 o, ungu pada nilai 180 o, 
dan warna orange pada nilai hue 30 o. Seterusnya Jarak warna dibagi bertujuan dapat 
menentukan input warna paling mendekati nilai warna dasar yang sudah dipilih. Tekstur 
energy adalah hasil jumlah pasangan piksel yang berulang atau mengukur keseragaman 
piksel yang semakin mirip nilai energy semakin besar. Fitur tekstur warna hue energy 
menentukan jumlah pasangan piksel yang berulang pada suatu citra warna hue energy. 




hue maka nilai tekstur warna dari hue energy semakin besar. Hubungan hue energy 
terhadap kandungan klorofil daun binahong dapat dilihat pada grafik Gambar 4.2. Diketahui 
bahwa fitur tekstur warna hue energy berbanding terbalik atau berkorelasi negatif terhadap 
kandungan klorofil daun binahong dengan nilai koefisien determinasi yaitu 0.1435. Hasil 
tersebut menunjukan bahwa pada tingkat kandungan klorofil yang tinggi memiliki nilai hue 
energy yang rendah. Pada penelitian Hendrawan et al., (2019) hue energy berada 
diperingkat pertama dari 260 fitur yang digunakan untuk menganalisis kualitas dari gatot 
instan 
4.3.2 Hubungan Saturation (HSL) Max Probability Terhadap Kandungan Klorofil 
Daun Binahong 
 
Gambar 4.3 Grafik hubungan Hubungan Saturation (HSL) Max Probability 
Terhadap Kandungan Klorofil Daun Binahong 
 Fitur tekstur warna yang kedua ialah Saturation (HSL) Max Probability. Saturation 
adalah tingkat kekuatan atau kemurnian dari suatu warna. Komponen warna ini bisa dinilai 
dari 0 sampai 1. Pada umumnya ditampilkan dalam persentase mulai 0% mewakili warna 
kelabu atau hitam sampai nilai 100% dengan maksud warna telah primer yang telah 
dipenuhi. Pada standar lingkaran warna, saturasi meningkat mulai dari pusat menuju tepi. 
Sedangkan max probability merupakan nilai maksimum hasil dari pasangan piksel yang 
paling dominan dalam gambar. Fitur tekstur ini juga mengukur tingkat keteraturan dari suatu 
citra. Jadi fitur saturation (HSL) max probability pada penelitian ini adalah nilai pasangan 
piksel yang paling dominan pada tingkat saturasi ruang warna HSL pada citra daun 
binahong. Hubungan saturation (HSL) max probability terhadap kandungan klorofil daun 
binahong dapat dilihat pada grafik Gambar 4.3. Diketahui nilai dari saturation (HSL) max 
probability berbanding lurus atau berkorelasi positif terhadap kandungan klorofil dari daun 
binahong dengan nilai koefisien determinan 0.0078. Jadi pada kandungan klorofil yang 




penelitian Damayanti et al,. (2020), didapat nilai saturation (HSL) CCM berkorelasi positif 
terhadap klorofil pada daun singkong.  
4.3.3 Hubungan L(L*a*b*) Energy Terhadap Kandungan Klorofil Daun Binahong 
 
Gambar 4.4 Grafik Hubungan L(L*a*b*) Energy Terhadap Kandungan Klorofil 
Daun Binahong 
 Model ruang warna L(L*a*b*) atau Lightness (luminance) tingkatan kecerahan atau 
kegelapan suatu warna. Nilai L* dari rentang 0 menghasilkan warna hitam murni sedangkan 
pada nilai 100 menghasilkan warna putih, apabila nilai L* sebesar 50 maka warna yang 
dihasilkan warna seimbang (abu-abu). Tekstur energy adalah hasil jumlah pasangan piksel 
yang berulang atau mengukur keseragaman piksel yang semakin mirip nilai energy 
semakin besar. Jadi fitur tekstur warna L(L*a*b*) Energy merupakan suatu fitur tekstur yang 
mengukur tingkat jumlah pasangan piksel yang seragam pada ruang warna L(L*a*b*). Maka 
semakin tinggi tingkat nilai dari tekstur energi maka semakin mirip piksel citra warna L* 
sehingga nilai L(L*a*b*) energy semakin besar. Hubungan L(L*a*b*) energy terhadap 
kandungan klorofil daun binahong dapat dilihat pada grafik Gambar 4.4. Pada penelitian ini 
didapatkan nilai L(L*a*b*) energy berkorelasi negatif atau berbanding terbalik terhadap 
kandungan klorofil daun binahong dengan nilai koefisien determinasi 0.1099. Dari grafik 
tersebut diketahui pada nilai kandungan klorofil yang tinggi memiliki nilai L(L*a*b*) energy 
yang rendah. Pada penelitian Sumarlan et al., (2017), dengan memodelkan ANN untuk 
mengidentifikasi tepung menggunakan analisa fitur tekstur warna menunjukkan L*a*b-CMM 










4.3.4 Hubungan b(L*a*b*) Energy Terhadap Kandungan Klorofil Daun Binahong 
 
Gambar 4.5 Grafik Hubungan Hubungan b(L*a*b*) Energy Terhadap Kandungan 
Klorofil Daun Binahong 
 Fitur warna b(L*a*b*) merupakan sebuah komponen dari ruang warna L*a*b*, ruang 
warna L*a*b* memiliki nama lain yaitu CIELAB. Model warna ini memiliki harga delta yang 
dapat digunakan pada skala warna CIELAB. L*, a*, b* menunjukkan sejauh perbedaan 
dari standard dengan sample antara yang satu dan lainnya. Harga delta bisa dipakai dalam 
pengaturan persamaan atau kontrol kualitas. Fitur warna b dari L*a*b* meliputi jenis warna 
biru hingga kuning, dengan rentang angka negatif b* menunjukan warna biru sedangkan b* 
angka positif menunjukan warna kuning. Tekstur energy adalah hasil jumlah pasangan 
piksel yang berulang atau mengukur keseragaman piksel yang semakin mirip nilai energy 
semakin besar. Jadi fitur tekstur warna b(L*a*b*) Energy merupakan suatu fitur tekstur yang 
mengukur tingkat jumlah pasangan piksel yang seragam pada ruang warna b(L*a*b*). Maka 
semakin tinggi tingkat nilai dari tekstur energi maka semakin mirip piksel citra warna b* 
sehingga nilai b(L*a*b*) Energy semakin besar. Pada Gambar 4.5 ditampilkan grafik 
hubungan b(L*a*b*) energy terhadap kandungan klorofil daun binahong. Dari grafik 
tersebut didapatkan nilai fitur tekstur warna b(L*a*b*) energy memiliki korelasi negatif atau 
berbanding terbalik dengan nilai klorofil dengan nilai koefisien determinan yaitu 0.0596. Hal 
tersebut menunjukan pada tingkat nilai klorofil yang tinggi maka nilai fitur tekstur warna 
rendah. Pada penelitian Rulaningtyas et al., (2015), mengidentifikasi bakteri didapatkan 







4.3.5 Hubungan Hue Max Probability Terhadap Kandungan Klorofil Daun Binahong 
 
Gambar 4.6 Grafik Hubungan Hue Max Probability Terhadap Kandungan Klorofil 
Daun Binahong 
 Fitur warna hue merupakan salah satu sifat warna yang dipresentasikan dalam 
bentuk derajat (0o-3600). Warna – warna seperti merah direpresentasikan pada nilai hue 00 
atau 3600, warna oranye (campuran warna kuning dan merah) memiliki nilai 300, warna 
kuning (campuran warna merah dan hijau) pada nilai 60o, warna hijau memiliki nilai hue 
1200, warna ungu (campuran merah dan biru) memiliki nilai 1800 dan begitu seterusnya. 
Sedangkan max probability merupakan nilai maksimum hasil dari pasangan piksel yang 
paling dominan dalam gambar. Fitur tekstur ini juga mengukur tingkat keteraturan dari suatu 
citra. Jadi fitur hue max probability pada penelitian ini adalah nilai pasangan piksel yang 
paling dominan pada tingkat saturasi ruang warna hue pada citra daun binahong. Pada 
Gambar 4.6 ditampilkan grafik hubungan hue max probability terhadap kandungan klorofil 
daun binahong. Dari grafik tersebut didapatkan koefisien determinasi 0.1146 dan 
menunjukan hubungan hue max probability berkorelasi negatif atau berbanding terbalik 
dengan kandungan klorofil pada daun binahong, sehingga pada nilai kandungan klorofil 
yang tinggi memiliki nilai hue max probability yang rendah. Hal ini sejalan sesuai pada 
penelitian Damayanti et al,. (2020), didapatkan nilai hue CCM berkorelasi negatif terhadap 





4.3.6 Hubungan Saturation (HSV) Homogeneity Terhadap Kandungan Klorofil Daun 
Binahong 
 
Gambar 4.7 Grafik Hubungan Saturation (HSV) Homogeneity Terhadap 
Kandungan Klorofil Daun Binahong 
 Fitur warna saturation (HSV) menunjukkan dari berapa cahaya putih tercampur oleh 
hue atau tingkat kemurnian suatu warna. Dimana masing warna yang murni memiliki 
saturasi bernilai 100% dan cahaya putih tidak terkandung disana.  Maka sebuah warna 
yang murni memiliki campuran dari cahaya putih mempunyai tingkat saturasi dimulai dari 
nilai 0 sampai 100%. Sedangkan fitur tekstur homogeneity mengukur tingkat homogenitas 
dari suatu pasangan pixel. Jadi fitur saturation (HSV) homogeneity yaitu tingkatan homogen 
dari suatu pasangan pixel sejenis dalam ruang warna saturation (HSV). Hubungan 
saturation (HSV) homogeneity terhadap kandungan klorofil daun binahong dapat dilihat 
grafik Gambar 4.7. Pada grafik tersebut menunjukkan bahwa fitur ruang warna saturation 
(HSV) homogeneity berbanding terbalik atau berkorelasi negatif terhadap kandungan 
klorofil daun binahong dengan koefisien determinasi 0.0143. Jadi pada kandungan klorofil 
yang tinggi terdapat nilai saturation (HSV) homogeneity yang rendah. Pada penelitian 
Enggarwati et al,. (2019), melakukan segmentasi citra kue tradisional menggunakan model 
ruang warna HSV didapatkan bahwa komponen warna saturation memiliki tingkat akurasi 
yang lebih baik daripada model warna hue, dan value. Menurut (Su et al, 2012) bahwa 
terdapat peningkatan akurasi dari 74.31% ke 91.92% ketika memakai fitur tekstur 





4.3.7 Hubungan a (L*a*b*) Energy Terhadap Kandungan Klorofil Daun Binahong 
 
Gambar 4.8 Grafik Hubungan a (L*a*b*) Energy Kandungan Terhadap Klorofil 
Daun Binahong 
 Fitur warna a (L*a*b*) menunjukan jenis warna hijau hingga merah, nilai negatif a* 
mengindikasikan warna hijau sedangkan nilai positif a* mengindikasikan warna kuning. 
Model warna a* pada ruang warna (L*a*b*) dinyatakan dalam warna kromatik campuran 
hijau dan merah dengan nilai a* positif 0 sampai +80 sedangkan a* negatif 0 sampai -80. 
Model fitur tekstur energy merupakan hasil jumlah dari pasangan piksel yang berulang atau 
mengukur keseragaman piksel yang semakin mirip nilai energy semakin besar. Jadi fitur 
tekstur warna a(L*a*b*) Energy merupakan suatu fitur tekstur yang mengukur tingkat jumlah 
pasangan piksel yang seragam pada ruang warna a(L*a*b*). Maka semakin tinggi tingkat 
nilai dari tekstur energi maka semakin mirip piksel citra warna a* sehingga nilai a(L*a*b*) 
energy semakin besar. Pada Gambar 4.8 dapat dilihat grafik hubungan a(L*a*b*) energy 
terhadap kandungan klorofil daun binahong. Pada penelitian ini didapatkan nilai a(L*a*b*) 
energy berkorelasi negatif atau berbanding terbalik terhadap kandungan klorofil daun 
binahong dengan nilai koefisien determinasi 0.1108. Dari grafik tersebut diketahui pada nilai 
kandungan klorofil yang tinggi memiliki nilai a(L*a*b*) energy yang rendah. Pada penelitian 
Dewi et al, (2014), dengan mengidentifikasi penyakit pada daun tebu didapatkan fitur 
tekstur energy mempunyai tingkat akurasi sebesar 78.67% dibanding fitur tekstur yang lain 





4.3.8 Hubungan Saturation (HSL) Homogeneity Terhadap Kandungan Klorofil Daun 
Binahong 
 
Gambar 4.9 Grafik Hubungan Saturation (HSL) Homogeneity Terhadap 
Kandungan Klorofil Daun Binahong 
Model warna saturation (chroma), adalah tingkatan kemurnian atau kekuatan pada 
sebuah warna. Fitur warna saturation menunjukkan jumlah dari kelabu berbanding hue. 
Pada umumnya ditampilkan dalam persentase mulai 0% mewakili warna kelabu atau hitam 
sampai nilai 100% dengan maksud warna telah dipenuhi. Pada standar lingkaran warna, 
saturasi meningkat mulai dari pusat menuju tepi. Sedangkan fitur tekstur homogeneity 
mengukur tingkat homogenitas dari suatu pasangan pixel. Jadi fitur saturation (HSL) 
homogeneity yaitu tingkatan homogen dari suatu pasangan pixel sejenis dalam ruang 
warna saturation (HSL). Pada Gambar 4.9 menampilkan grafik grafik hubungan saturation 
(HSL) homogeneity terhadap kandungan klorofil daun binahong. Pada grafik tersebut 
menunjukan bahwa fitur saturation (HSL) homogeneity berbanding terbalik atau berkorelasi 
negatif terhadap klorofil dengan nilai koefisien determinan 0.021. Dari grafik tersebut 
diketahui pada nilai kandungan klorofil yang tinggi memiliki nilai saturation (HSL) 
homogeneity yang rendah. Pada penelitian Hongxia et al, (2020), hasil optimasi fitur 
menunjukkan bahwa homogenitas merupakan variable yang penting untuk membedakan 





4.3.9 Hubungan a(L*a*b*) Max Probability Terhadap Kandungan Klorofil Daun 
Binahong 
 
Gambar 4.10 Grafik Hubungan a (L*a*b*) Max Probability Kandungan Terhadap 
Klorofil Daun Binahong 
 Model warna a* dalam ruang warna L*a*b* atau CIELAB merupakan jenis warna 
hijau hingga merah, nilai negatif a* menunjukan warna hijau sedangkan nilai positif a* 
mengindikasikan warna kuning. Model warna a* pada ruang warna (L*a*b*) dinyatakan 
dalam warna kromatik campuran hijau dan merah dengan nilai a* positif 0 sampai +80 
sedangkan a* negatif 0 sampai -80. Sedangkan max probability merupakan nilai maksimum 
hasil dari pasangan piksel yang paling dominan dalam gambar. Fitur tekstur ini juga 
mengukur tingkat keteraturan dari suatu citra. Jadi fitur a(L*a*b*) max probability pada 
penelitian ini adalah nilai pasangan piksel yang paling dominan pada tingkat warna 
a(L*a*b*) pada citra daun binahong. Pada Gambar 4.10 ditampilkan grafik hubungan 
hubungan a(L*a*b*) max probability terhadap kandungan klorofil daun binahong. Grafik 
tersebut menunjukkan a(L*a*b*) berkorelasi negatif terhadap kandungan klorofil daun 
binahong dengan koefisien determinasi 0.0797. Jadi menandakan bahwa pada kandungan 
klorofil daun binahong yang tinggi mempunyai nilai a(L*a*b*) max probability yang rendah. 
Pada penelitian Sumarlan et al, (2017), tekstur max probability menunjukkan tingkat 





4.3.10 Hubungan b(L*a*b*) Entropy Terhadap Kandungan Klorofil Daun Binahong 
 
Gambar 4.11 Grafik Hubungan b (L*a*b*) Entropy Kandungan Terhadap Klorofil 
Daun Binahong 
 Model warna b(L*a*b*) merupakan sebuah komponen dari ruang warna L*a*b* / 
CIELAB. Harga delta pada ruang warna ini bisa dipakai dalam pengaturan persamaan atau 
kontrol kualitas. Fitur warna b dari L*a*b* meliputi jenis warna biru hingga kuning, dengan 
rentang angka negatif b* menunjukan warna biru sedangkan b* angka positif menunjukan 
warna kuning. Sedangkan fitur entropy mengukur keacakan distribusi tingkat keabuan. Jadi 
fitur tekstur warna b (L*a*b*) entropy pada penelitian ini adalah mengukur nilai keacakan 
distribusi tingkat keabuan dalam ruang warna b (L*a*b*). Grafik hubungan b (L*a*b*) 
entropy kandungan terhadap klorofil daun binahong dapat dilihat pada Gambar 4.11. Pada 
grafik tersebut menunjukan bahwa b (L*a*b*) entropy berkorelasi positif terhadap 
kandungan klorofil dengan nilai koefisien determinasi sebesar 0.0898, sehingga pada 
kandungan klorofil tinggi mempunyai nilai b (L*a*b*) entropy yang tinggi juga. Menurut 
Ciobotaru et al, (2019) entropy merupakan ukuran suatu statistik keacakan dan mengukur 
gangguan kompleksitas dari suatu gambar, entropy besar ketika gambar tidak seragam 
secara tekstur. Entropy berkorelasi terbalik dengan energi, semakin tinggi energi semakin 
besar gangguan tekstur.  
4.4 Analisis Sensitivitas Struktur ANN 
 Pembuatan struktur Artificial Neural Network (ANN) tidak lepas dari analisis 
sensitivitas. Pemilihan parameter yang tepat merupakan salah satu faktor kunci agar ANN 
berjalan secara optimal. Analisis sensitivitas merupakan proses untuk melihat perubahan 
output pada model dan mengetahui variable mana yang lebih berpengaruh untuk mencapai 
output yang lebih akurat dengan model yang telah dikembangkan. Analisis sensitivitas yang 
dilakukan pada penelitian ini menggunakan uji coba trial and error atau galat dengan 
memakai variasi parameter berupa fungsi pembelajaran dan fungsi aktivasi. Pada 
penelitian kali ini menggunakan 10 input fitur dari hasil pemodelan ANN dengan fitur seleksi, 




node, dan 1 layer output berupa kandungan klorofil daun binahong. Parameter ANN 
tersebut dibatasi dengan learning rate 0.1; momentum bernilai 0.1; epoch maksimal 10000; 
dan toleransi error bernilai 0.01. Kemudian parameter tersebut dioptimasi menggunakan 
algoritma ANN untuk mendapatkan MSE training dan MSE validasi terendah. 
Pada Table 4.3 menunjukan hasil sensitivitas terhadap paramater fungsi 
pembelajaran. Fungsi pembelajaran yang pakai pada penelitian berjumlah 11 fungsi 
meliputi traincgb, traincgf, traincgp, traind, trainda, traingdm, traingdx, trainlm, trainnoss, 
trainrp, dan trainscg. Fungsi pembelajaran trainlm dinilai dapat memprediksi kandungan 
klorofil daun binahong mendekati nilai aktual. Dipilihnya fungsi pembelajaran trainlm melalui 
hasil nilai MSE training dan MSE validasi terendah dengan nilai masing – masing 0.01 dan 
0.0434 dengan R training 0.95017 dan R validasi 0.80819 
Tabel 4.3 Uji Trial dan Error Fungsi Pembelajaran 








1 Traincgb (Conjugate Gradient BP 
with Powell – Beale Restart) 
0.69754 0.65563 0.0528 0.0591 
2 Traincgf (Conjugate BP with Fletcher 
Reeves Update) 
0.84259 0.82865 0.0298 0.0329 
3 Traincgp (Conjugate Gradient BP 
with Polak Ribiere Update) 
0.75993 0.73276 0.0523 0.0581 
4 Traingd (Gradient Descent BP) NaN NaN NaN NaN 
5 Traingda (Gradient Descent with 
Adaptive Learning Rate BP) 
0.71935 0.68022 0.0557 0.0605 
6 Traingdm (Gradient Descent with 
momentum Adaptive Learning) 
NaN NaN NaN NaN 
7 Traingdx (Gradient Descent with 
Momementum Adaptive Learning) 
0.73221 0.69802 0.0477 0.0544 
8 Trainlm (Lavenberg Marquadt BP) 0.95017 0.80819 0.0100 0.0434 
9 Trainoss (One Step Secant BP) 0.83939 0.82415 0.0304 0.0333 
10 Trainrp (Resilient BP) 0.82784 0.80609 0.0324 0.0378 
11 Trainscg (Scaled Conjugate 
Gradient BP) 
0.84903 0.83074 0.0287 0.0324 
 
 Algoritma Levenberg–Marquardt backpropagation (trainlm) menempatkan minimum 
fungsi multivariat yang dapat dinyatakan sebagai jumlah kuadrat dari fungsi non-linier. 
Algoritma trainlm merupakan teknik iterative yang bekerja sedemikian rupa sehingga fungsi 
kinerja akan selalu berkurang di setiap iterasi algoritma. Fitur ini menjadikan trainlm sebagai 
algoritma pelatihan tercepat untuk jaringan berukuran sedang. Mirip dengan trainbfg, fungsi 
trainlm memiliki kekurangan memori dan overhead komputasi yang disebabkan oleh 




penelitian ini dipilih algortima trainlm dengan nilai MSE training 0.01, dan MSE validasi 
0.0434, dengan R training 0.95017, dan R validasi 0.80819 





















Tansig Tansig Purelin 0.95017 0.80819 0.0100 0.0434 
Tansig Tansig Tansig 0.95015 0.79975 0.0100 0.0479 
Tansig Tansig Logsig 0.84089 0.61816 0.0471 0.0877 
Logsig Logsig Purelin 0.95027 0.82905 0.0100 0.0421 
Logsig Logsig Tansig 0.95033 0.83832 0.0100 0.0378 
Logsig Logsig Logsig 0.84161 0.55074 0.0467 0.0959 
 
 Tabel 4.4 merupakan hasil sensitivitas pada fungsi aktivasi. Pada pemodelan ANN 
fungsi pembelajaran, fungsi aktivasi, dan jumlah lapisan node berpengaruh penting pada 
akurasi prediksi ANN. Fungsi aktivasi yang berbeda memiliki kelebihan dan kekurangan 
masing – masing dan itu tergantung pada sistem yang dirancang. Jika fungsi aktivasi tidak 
digunakan dalam ANN maka sinyal keluaran hanya menjadi fungsi linier sederhana hanya 
polynomial derajat satu dan tidak memiliki kemampuan untuk mempelajari dan mengenali 
pemetaan dari kompleks data (Sharma dan Athaiya, 2020). Pada penelitian ini terdapat tiga 
fungsi aktivasi yang digunakan yaitu tansig, logsig, dan purelin. Fungsi aktivasi tersebut 
digabung dengan fungsi pembelajaran trainlm. Maka pada penelitian ini dengan uji trial and 
error didapatkan fungsi aktivasi logsing pada hidden layer dan fungsi aktivasi tansig pada 
output layer dengan MSE traning sebesar 0.01, MSE validasi 0.0378, dan R training 
0.95033, R validasi 0.83832. Pada posisi kedua dengan fungsi aktivasi logsig dan purelin 
dengan MSE validasi 0.421 dan R validasi 0.82642 
4.5 Analisa Topologi ANN 
 Perancangan topologi ANN merupakan bagian vital untuk mendapatkan nilai ANN 
yang terbaik. ANN merupakan jaringan yang terdiri multi-layer neuron dari node yang 
digunakan untuk klasifikasi dan prediksi data sebagai input ke jaringan. Element dari ANN 
meliputi hidden layer, satu atau banyak lapisan hidden layer, dan lipasan output layer. 
Semua lapisan layer tersebut memiliki node dan pada setiap node memiliki bobot yang 
dipertimbangkan saat memproses informasi dari lapisan ke lapisan yang lain (Sharma dan 
Athaiya, 2020). Nomor dari neuron / node yang digunakan dapat mempengaruhi masalah 
terkait dengan underfitting dan overfitting pada sistem yang telah dimodelkan. Peristiwa 




mengeneralisasi data baru, overfitting ditandai kecilnya nilai MSE training daripada nilai 
MSE validasi yang lebih besar. Sedangkan peristiwa underfitting terjadi ketika ketidak 
mampuan jaringan untuk proses generalisasi, maka ketika diberikan nilai input berapapun 
jaringan akan terus memberikan nilai yang sama (Badieah et al, 2016). Mean square error 
(MSE) merupakan salah satu parameter dalam ANN yang memiliki peran vital untuk 
mengevaluasi sistem peramalan. MSE dihitung dengan menjumlahkan kuadrat dari semua 
kesalahan parametik pada setiap periode dan membaginya dengan jumlah periode 
peramalan (Sharma et al, 2016). Pada penelitian ini dipilih MSE training dan MSE validasi 
terendah sebagai acuan pemilihan topologi ANN. 
Tabel 4.5 Trial and error Topologi ANN 
Learning 
Rate 










10-30-1 0.77319 0.64924 0.0564 0.0695 
10-40-1 0.78803 0.63968 0.0544 0.0725 
10-30-30-1 0.94686 0.79755 0.0106 0.0469 
10-30-40-1 0.95033 0.83832 0.0100 0.0378 
10-40-40-1 0.95036 0.80897 0.0100 0.0469 
0.9 
10-30-1 0.77676 0.64915 0.0561 0.0714 
10-40-1 0.7881 0.6448 0.0544 0.0717 
10-30-30-1 0.94751 0.77971 0.0105 0.0515 
10-30-40-1 0.95031 0.81839 0.0100 0.0424 
10-40-40-1 0.95029 0.82111 0.0100 0.0420 
 
 Pada penelitian kali ini dipakai beberapa parameter yang mempengaruhi topologi 
ANN yang telah divariasi seperti learning rate, momentum (0.5, 0.9), jumlah hidden layer 
(1, 2), dam jumlah neuron / nodes (10, 20, 30, 40). Model ANN dilatih (training) dan 
dievaluasi (validasi) dengan berbagai topologi yang berbeda dengan menggunakan metode 
galat atau trial and error untuk mendapatkan nilai prediksi yang terbaik. Pada Table 4.5 
dapat dilihat berbagai topologi ANN yang telah diuji sehingga menghasilkan nilai koefisien 
korelasi (R) dan nilai MSE dari data training dan validasi. Melalui tabel tersebut didapatkan 
topologi ANN terbaik dihasilkan dengan nilai learning rate 0.1, momentum 0.5, terdapat dua 
hidden layer dengan hidden layer pertama 30 node dan hidden layer kedua 40 node. Pada 
topologi ANN yang terpilih tersebut menghasilkan nilai R training sebesar 0.95033, nilai R 




tersebut membutuhkan waktu pelatihan 8 menit 1 detik iterasi ke-374 untuk mencapai nilai 
kesalahan minimum tercapai. Menurut Badieah et al, (2016) uji trial and error perlu 
dilakukan untuk mencari hidden neuron yang paling optimal, jumlah hidden neuron bukan 
merupakan satu-satunya faktor yang mempengaruhi melainkan terdapat parameter lain 
seperti learning rate dan momentum. Seperti dengan halnya hidden neuron, pada 
pemodelan ANN tidak bisa memastikan berapa nilai learning rate dan momentum yang 
harus digunakan untuk mencapai proses pelatihan yang paling optimal. Sehingga uji trial 
and error harus dilakukan hingga jaringan mencapai nilai MSE paling minimum 
 
Gambar 4.12 Grafik Hubungan Iterasi dengan MSE 
 Pada Gambar 4.12 menunjukan hubungan iterasi dengan nilai error atau nilai MSE 
dalam proses pelatihan dengan jaringan yang telah ditemukan dalam memprediksi 
kandungan nilai klorofil daun binahong. Dimana jaringan yang dipilih merupakan jaringan 
terbaik dengan nilai error terkecil dari semua jaringan yang telah diuji. Pada grafik tersebut 
garis biru menunjukan proses pelatihan, garis putus – putus biru menunjukan tahap terbaik, 
dan garis putus – putus hitam menunjukan tujuan dari jaringan yang telah ditetapkan. 
Melalui grafik tersebut menunjukan nilai error semakin menurun seiring dengan 
bertambahnya jumlah iterasi, sehingga pada iterasi ke-374 proses pelatihan telah selesai. 
Garis putus - putus biru menandakan bahwa jaringan sudah konvergen pada iterasi ke-374 
dengan mencapai nilai MSE training sebesar 0.0099623, dengan kata lain bahwa jaringan 
dapat mencapai tujuan (Goal) pada iterasi ke-374. Pada penelitian ini jumlah iterasi 
maksimum adalah 10,000 iterasi dengan goal 0.01, hal tersebut dapat diartikan bahwa 
proses pelatihan akan berhenti pada iterasi ke-10,000 atau ketika jaringan sudah mencapai 
goal 0.01. Sejalan dengan penelitian (Hendrawan, Widyaningtyas dan Sucipto, 2019) 
melakukan pemodelan ANN untuk mendeteksi kemurnian kopi luwak, dengan jumlah iterasi 
maksimum 10,000 dan goal 0.01. Penetapan jumlah iterasi dan goal pada ANN berguna 




apabila pada kurva terjadi peningkatan secara signifikan maka kemungkinan terjadi 
overfitting. Jika dilihat pada Gambar 4.12 kurva tidak terjadi peningkatan hingga pada 
iterasi ke-374 proses pelatihan sudah mencapai goal maka dapat disimpulkan bahwa tidak 
terjadi overfitting pada model ANN ini, dan dapat dikatakan juga kesalahan underfitting juga 





Gambar 4.13 Grafik Regresi (a) Data Pelatihan (b) Data Validasi 
 Pada Gambar 4.13 menunjukan grafik regresi untuk garis biru merupakan data 
pelatihan dan garis merah merupakan data validasi. Nilai R merupakan nilai korelasi antara 
variable input dan output. Apabila nilai R mendekati ke 1, maka korelasi semakin kuat. Pada 
grafik tersebut bisa dilihat bahwa persebaran data pelatihan berkerumun mendekati garis 
linier, hal tersebut menandakan bahwa hasil prediksi mendekati nilai asli. Nilai prediksi 
mendekati nilai asli dapat dilihat dengan nilai koefisien korelasi data pelatihan mendekati 
satu yaitu 0.95033. Sedangkan pada grafik tersebut juga dapat dilihat bahwa persebaran 
data validasi sedikit menyimpang dari garis linier, sehingga didapatkan nilai koefisien 
korelasi data validasi sebesar 0.83832 
 Pada penelitian kali ini diperoleh model ANN yang dihasilkan dari topologi terbaik 
yaitu dengan pencapaian nilai MSE paling rendah. Topologi ANN yang didapat berasal dari 
uji trial and error yaitu 10 node input layer, 30 node hidden layer 1, 40 node hidden layer 2, 
dan 1 node output layer (10-30-40-1). Arsitek topologi ANN untuk prediksi kandungan daun 
binahong dapat dilihat pada Gambar 4.14.  10 node input layer terdiri dari Hue Energy, 
Saturation(HSL) Max Probability, L*(L*a*b*) Energy, b*(L*a*b*) Energy, Hue Max Probability, 
Saturation(HSV) Homogeneity, a*(L*a*b*) Energy, Saturation(HSL) Homogeneity, a*(L*a*b*) Max 
Probability, b*(L*a*b*) Entropy, dan 1 node pada output layer berupa kandungan klorofil daun 




yaitu 0.5. topologi terbaik yang dipilih mempunyai nilai MSE terendah yaitu sebesar 0.01 
dan 0.0378 
 













BAB V KESIMPULAN DAN SARAN 
5.1 Kesimpulan 
 Penelitian ini menggunakan sampel 450 daun binahong, dimana setiap daun diambil 
citranya sebanyak 4 kali sehingga menjadi 1800 citra. 1800 citra tersebut melalui proses 
augmentasi sebanyak 4 kali (0o, 90 o, 180 o, dan 270 o) sehingga menjadi 7200 citra sebagai 
data input ekstraksi. Pada proses feature ekstraksi dihasilkan 120 fitur tekstur warna, 
dimana dari semua fitur tekstur warna tersebut tidak efektif sebagai data input pemodelan 
ANN. Prediksi kandungan klorofil daun binahong menggunakan 10 fitur tekstur warna 
terpilih menggunakan proses fitur seleksi melalui metode filter dengan attribute seleksi yang 
terpilih yaitu Gain Ratio Attribute Evaluator. Fitur tekstur warna tersebut meliputi Hue 
Energy, Saturation(HSL) Max Probability, L*(L*a*b*) Energy, b*(L*a*b*) Energy, Hue Max 
Probability, Saturation(HSV) Homogeneity, a*(L*a*b*) Energy, Saturation(HSL) Homogeneity, 
a*(L*a*b*) Max Probability, dan b*(L*a*b*) Entropy. Fitur tekstur warna Hue Energy memiliki nilai 
koefisien determinan paling tinggi terhadap kandungan klorofil dibanding fitur tekstur yang 
lain yaitu sebesar 0.1435 
 Model ANN yang terpilih pada penelitian ini dengan topologi 10-30-40-1 (10 node 
input layer, 30 node hidden layer 1, 40 node hidden layer 2, 1 node output layer) dengan 
learning rate sebesar 0.1 dan momentum sebesar 0.5, trainlm sebagai fungsi pembelajaran, 
fungsi aktivasi meliputi logsig pada hidden layer dan tansig pada output layer. Struktur ANN 
tersebut menghasilkan nilai koefisien korelasi (R) training sebesar 0.95033, koefisien 
korelasi (R) validasi sebesar 0.83832, dengan nilai MSE training sebesar 0.0100, dan nilai 
MSE validasi sebesar 0.0378. Melalui penelitian ini dapat dihasilkan bahwa citra digital 
dengan analisa tekstur warna dikombinasi dengan pemodelan ANN memiliki potensi untuk 
memprediksi kandungan klorofil daun binahong 
5.2 Saran 
 Penelitian ini dapat dikembangkan untuk memprediksi kandungan lain pada daun 
binahong. Perlu ditambahkan variasi nilai node hidden layer yang kecil pada uji trial and 
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Lampiran 2. Tahapan Feature Extraction Menggunakan Aplikasi Visual Basic 
1. Buka folder feature extraction. Kemudian masukkan file citra daun dengan format 
bitmap ke dalam folder gambar. 
2. Ubah nama file citra daun tersebut dengan nomer berurutan mulai 1 hingga total 
gambar yang ingin di ekstraksi  
 
3. Buka aplikasi feature extraction kemudian pilih tab menu Analysis. Pada menu 
analysis terdapat dua opsi yaitu feature extraction untuk fitur color, gray, RGB, HSV, 
HSL. CMY, CMYK, dan opsi untuk fitur XYZ, Lab, Luv, LCH 
 
4. Setelah dipilih, selanjutnya klik opsi mana yang dipilih kemudian masukan jumlah 












Lampiran 3. Tahap Seleksi Fitur Menggunakan Aplikasi WEKA 3.8.4 
1. Ubah format file data hasil fitur ekstraksi ke format lain seperti .CSV. Data yang 
diolah dalam aplikasi WEKA mempunyai format .ARF, namun WEKA masih dapat 
pengolah file dalam bentuk .CSV 
 
Dalam format .CSV perlu diperhatikan bahwa pemisahan kata dan angka harus 
menggunakan tanda baca koma “,”. Contoh pada gambar berikut 
 







Kemudian muncul tempat untuk membuka file, dan pilih file yang akan diolah. Cari 
file yang berformat .CSV. Kemudian buka file tersebut. Akan muncul tampilan 






3. Data hasil ekstraksi merupakan tipe data numerik, sedangkan attribute yang 
digunakan memerlukan data diskrit, sehingga perlu merubah format data dengan 
cara Choose → Filters → Unsupervised → Attribute → Discretize, kemudian Apply 
 
 
4. Selanjutnya memilih tab menu Select Attribute, maka akan muncul gambar seperti 
berikut. Pada Attribute Evaluator pilih attribute yang akan digunakan, selanjutnya 
pada menu Search Method pilih metode yang digunakan 
 
 
Setelah itu klik start untuk memulai Attribute Selection, selanjutnya akan muncul 
























Lampiran 5.  Kandungan Klorofil pada 1800 Citra 
No Muda Berkembang Tua No Muda Berkembang Tua 
1 29.8 37.4 48.4 41 36.1 43.1 50.1 
2 25.4 34.1 49.1 42 36 41 52.4 
3 28.4 34.1 45.7 43 33.7 39.5 50 
4 27.4 31.7 46.6 44 34.8 40.6 51.7 
5 33.3 44.3 45.8 45 35.7 41.9 48.2 
6 36.3 48 46.1 46 35.8 42.6 48.8 
7 34.6 48.5 43.2 47 36.9 36.1 43.7 
8 33.3 43.4 46.1 48 37.3 38 47 
9 29.6 34.6 43.1 49 36.4 38.6 56.3 
10 34.3 43.4 43.1 50 37.7 35.9 54.4 
11 33.6 35.8 41.8 51 38.2 39.6 56 
12 32.8 35 43.8 52 37 38.5 57.2 
13 32 48.8 47.4 53 33.9 35.8 47.8 
14 31.5 47.7 44.9 54 31.7 35.8 45.6 
15 30.4 44.4 43.5 55 33.4 37 48.8 
16 30.1 38.7 44.4 56 31.9 36.8 49.7 
17 30.4 38.2 48.8 57 29.9 43.8 46.6 
18 32.9 36.6 48.3 58 27.3 45.5 44.6 
19 32.5 35.4 45 59 27.1 48 45.9 
20 29.7 37.6 40.3 60 28.7 40.3 43.9 
21 33.5 35.4 48.3 61 31.1 39.7 45.7 
22 31.1 37 43.1 62 32.7 38.3 45.2 
23 30 31.6 45.8 63 32 41.1 42.9 
24 32.7 35.9 42.2 64 32 41.5 42.9 
25 32.2 36.9 48.3 65 42.3 41.5 50.2 
26 33.7 42.6 50.5 66 42.9 45.8 48.9 
27 31.9 39 37 67 43.1 45.1 44.2 
28 31.8 37 44.5 68 41.7 44.1 44.8 
29 34.8 25.8 51.7 69 31.7 36.7 48.1 
30 38.6 32.6 49.5 70 31.8 38.8 46.4 
31 36.5 30.3 41.9 71 32.1 39.7 40.2 
32 34 30.9 46.5 72 33.3 35.7 48.7 
33 38.8 34.5 51.8 73 28.1 45.4 49.3 
34 38.6 29.4 52.7 74 27.7 45.3 52.1 
35 39.6 28.9 44.7 75 25.4 45.3 51.6 
36 39.8 33.4 42.2 76 24.2 45.4 50.6 
37 32.9 34.8 51 77 35.3 34.7 45.5 
38 34.2 31.3 49.2 78 33 37.5 43.9 
39 33.4 31.6 50.5 79 34.1 33.7 47.7 






No Muda Berkembang Tua No Muda Berkembang Tua 
81 35.9 48 46.2 121 32.1 41.5 45.2 
82 36 47.9 46.1 122 31.5 40.8 40.3 
83 30 47.7 41.6 123 30.2 40.8 43.8 
84 32 45.4 44.9 124 32.5 40.1 46 
85 39.2 45.3 43.8 125 25.4 41 45.4 
86 39 45.3 45.3 126 27.6 45.8 48 
87 39.2 44.7 46.9 127 24.1 44.3 45.1 
88 36 44.8 46.4 128 29.2 45.6 39.2 
89 34 39.5 47.2 129 37.6 35.1 52.4 
90 33.5 40.4 45.9 130 36.3 37.6 48.4 
91 32.8 40.7 47 131 32.5 35.3 55.1 
92 31.9 37.2 49.3 132 34.9 38.2 46.4 
93 33 37.2 48.9 133 35.2 43.6 49.3 
94 33.3 36.7 50.7 134 37.4 38.9 46.2 
95 29 36.8 46.1 135 37.2 42.5 49.9 
96 28.2 36.7 47.2 136 37.7 45 50.9 
97 35 42.8 53.1 137 32.6 36.5 52.2 
98 36.2 46.2 51.1 138 31.8 35 53.8 
99 36.9 43.9 50.2 139 32.4 33.8 50.5 
100 35.3 42.5 52 140 34.3 41.5 47.5 
101 32.2 31.8 45.5 141 40 27.7 47 
102 34.8 32.2 47 142 39.7 27.7 47 
103 32.9 37.4 41.7 143 38 27 46.4 
104 32.9 36.9 48.6 144 36.9 27 47.2 
105 32.6 44 46.7 145 33.5 30.2 53.1 
106 32.1 41 48.7 146 35.4 33.2 55.7 
107 32.8 42.8 43.5 147 33.2 31.6 42.2 
108 34.4 42 43.6 148 31.5 30.8 46.1 
109 36.6 45 49.4 149 37.9 44 46.7 
110 33.3 43.9 46.9 150 34.5 42 48 
111 32.4 44.8 47.2 151 34.5 48.8 49.2 
112 33.5 37.3 47.1 152 36.1 40.1 36.7 
113 33.6 44.3 46.5 153 33.4 27.6 46 
114 33.7 45.6 47.6 154 35 26.5 45 
115 34.1 43.9 44.4 155 33.5 30.6 43.6 
116 35.5 45 44.5 156 32.8 31.2 42.2 
117 38.3 34.3 49.2 157 36.4 28.3 41 
118 37 37.3 46.2 158 39 32.5 40 
119 36.8 36.8 45.5 159 30.5 31.5 38 






No Muda Berkembang Tua No Muda Berkembang Tua 
161 32.2 29.9 54.6 201 35.6 39.1 44.1 
162 33.6 28.9 54 202 37 30.8 46.4 
163 33.1 29.9 45.5 203 35.4 39.8 45.2 
164 33.7 28.7 50.8 204 38.7 40.4 46.5 
165 38.7 32.4 46.9 205 22.2 46 47.7 
166 34.7 30.2 45.2 206 25 43.7 47.8 
167 35.4 30.4 47.1 207 23.9 45.4 43.7 
168 36.9 32.7 45.7 208 23.4 44.8 44.6 
169 28.6 39.8 45.4 209 43.6 38.2 48.2 
170 28.6 41 46.8 210 44.6 38 41.9 
171 31.6 41.8 52.5 211 44.9 36.6 39.2 
172 30.2 38.4 51.2 212 43.9 37.7 40.9 
173 30.5 39.1 47.2 213 47.5 38.2 47.1 
174 34.5 43.2 47.4 214 47 39 50.8 
175 33.6 43 48.1 215 44.8 39.8 48.6 
176 34.2 38.7 49.4 216 43.7 38.8 48.4 
177 34 39.7 48.3 217 42.8 31.7 45.8 
178 34 41.1 46.7 218 38.6 33.7 48.2 
179 34.3 40 48.4 219 38.2 33.1 46.5 
180 28.2 38.4 44.4 220 40.5 32.1 47.8 
181 35.2 36.8 41 221 49.5 35.2 45.2 
182 35 36.2 48 222 53 36.1 43.4 
183 31.9 36.8 45 223 50.8 32.4 43.5 
184 34 39.1 44.1 224 49.7 37.4 45.2 
185 36.2 46 46.3 225 38.4 32.9 45 
186 36 45.4 49.5 226 40.8 42.6 47.3 
187 34.3 48.2 51 227 34.7 41.8 43 
188 35.5 42.3 46.9 228 32.8 43 44.8 
189 27 42.2 48.2 229 57.8 44.3 46.6 
190 26.9 45.6 50.9 230 56.8 44.5 48.8 
191 25.3 49.2 46.3 231 54.3 45.6 45.5 
192 27 48.5 50.7 232 57.2 40.9 47.3 
193 35.9 40.2 45.6 233 28.3 35.9 42.4 
194 37 38 50.3 234 16.6 36.5 47.1 
195 36.3 37.4 45.9 235 24.5 36.1 42.5 
196 37 38.9 47.7 236 28.9 36.3 40.6 
197 26 40 47.7 237 33.5 44.6 49 
198 25.6 39.4 50 238 21.4 46.1 45.8 
199 23.7 39.2 51 239 25.9 45.6 41.5 






No Muda Berkembang Tua No Muda Berkembang Tua 
241 37.3 33.3 45.9 281 34.4 42.7 45.1 
242 38 31.6 45.8 282 39 40.9 46.5 
243 35.6 30.7 49.5 283 34.3 44.9 46.4 
244 36.2 31.9 45.5 284 36.8 53.4 46.4 
245 35.8 44.5 47 285 32.8 37.2 41.6 
246 33 40.5 49.4 286 34.9 34.7 47 
247 29 39.2 46.9 287 32 34.7 51.9 
248 32.5 44.7 45.3 288 33.2 35.4 46.9 
249 45.7 36.1 47 289 24.7 50.5 45.5 
250 46.5 36.8 50.8 290 35.8 48.3 46.1 
251 48.3 36.7 44.9 291 22.8 42.2 49.7 
252 44 35.1 47.6 292 30 46 46.9 
253 30.7 40.3 49.2 293 35.6 40.4 43.8 
254 30.9 42.1 47.1 294 23.3 40.2 46 
255 33.8 42.4 45.9 295 33.1 44.2 44.1 
256 34.4 38.4 49.1 296 35.4 48.7 40.4 
257 36.4 32.1 46.1 297 34.1 44.5 42 
258 32.9 34.5 50 298 37.2 44.3 41.5 
259 38.7 36.1 47.6 299 37.7 43.7 39.5 
260 34.9 36.7 50.7 300 38.9 43.7 39.5 
261 38.4 32.2 48.4 301 31.8 31.1 50.1 
262 50 36.2 47 302 32 33.1 44.8 
263 48.1 37.1 47.1 303 31.6 33.4 45.7 
264 45.5 33.5 48 304 30 32.1 43.8 
265 30.3 41.2 53.3 305 43.9 33 54.9 
266 28.4 42 53 306 41.4 35.9 54 
267 27.6 41.8 50.7 307 42.7 36.2 43.8 
268 27.3 40.6 50.7 308 42 38.2 49 
269 29.1 39.1 47.3 309 30.2 34.5 49 
270 22.1 41.2 47.2 310 30.7 35.6 51.2 
271 16.1 41 49.8 311 34.6 35.9 50.5 
272 27 42.5 50.9 312 28.6 35.4 51.7 
273 37.2 40 50.2 313 40.9 37.9 45.8 
274 39.2 41.9 47.3 314 38.7 36.6 45.9 
275 38.4 38.8 45.2 315 38.3 38.4 39.2 
276 39 40 44 316 40.3 36.4 41.9 
277 24.6 37.2 49.4 317 46.4 37.5 47.5 
278 26.2 37.7 49.2 318 47.5 40.3 49.9 
279 27.5 40.6 47.2 319 42.9 41.1 50.6 






No Muda Berkembang Tua No Muda Berkembang Tua 
321 27.1 44.1 53.2 361 32.7 46.3 46.4 
322 26.1 43.2 50.9 362 39.1 46 43.9 
323 26.9 43.8 49.4 363 39.6 36.2 47.5 
324 27.9 43.2 51.8 364 33.9 34.5 44.5 
325 22.6 33.2 46.7 365 39.8 43.4 47 
326 21.7 31.9 48.9 366 40.3 37.3 44 
327 22.8 32.2 44.9 367 34.9 40.1 46.1 
328 28.4 33 45.7 368 37.9 39.1 45.5 
329 33.8 31.9 48.3 369 37 41.2 45.3 
330 39.5 37.7 50.2 370 36.8 45.1 42.6 
331 33.9 33.5 43.1 371 31.9 42.1 44.9 
332 33.9 32.1 41.4 372 39.8 40.5 40.5 
333 39.2 44.5 50.3 373 28.8 47 46.9 
334 38.3 42.5 51.2 374 29.2 45.4 45.7 
335 34.3 43 47.2 375 29.9 38.2 46.1 
336 35.4 43.9 50.4 376 27.2 43.4 47.5 
337 44.5 38.8 44.7 377 34.2 40.6 45.1 
338 43.7 37.6 44.7 378 30.8 35.9 44.2 
339 43 39.6 41.5 379 36.7 36 41.4 
340 40.5 37.2 44 380 38.5 35.9 39.3 
341 33 33.2 46 381 33.6 39.7 47.9 
342 31.8 35.7 42.4 382 34.5 46 49.4 
343 31.7 34.2 40.2 383 31.7 43.4 45.3 
344 33.1 35.3 37 384 34.3 43.6 36.9 
345 37.5 38.1 41.2 385 35.1 40.2 45.9 
346 35.8 36.9 41.1 386 36 45.4 46.1 
347 38.1 34.6 40.7 387 37.4 47.8 45 
348 38.6 38.2 45.8 388 35.5 43.2 45 
349 19.3 47.3 46.1 389 44.6 46 45.2 
350 15.7 45.8 52 390 43.2 48 42.1 
351 20.7 44.4 43.1 391 38.1 46.8 40.7 
352 20.3 45.6 44.6 392 45.4 45.4 41.8 
353 26.2 46.9 45.1 393 44.3 42.9 47.3 
354 27.2 46.1 47.3 394 39.2 42.7 45.6 
355 29.2 50.1 46.5 395 40.8 40.9 44 
356 30.4 41.5 44.2 396 40.8 43.3 45.7 
357 39.6 40.9 48.9 397 35.4 43 45.9 
358 39.5 39.3 46.7 398 37.3 43.2 43.6 
359 39.3 35.8 47.5 399 36.5 38.5 45 






No Muda Berkembang Tua No Muda Berkembang Tua 
401 39.7 44.9 44.8 441 24.1 44.2 44.6 
402 37.4 43.9 44.5 442 22.8 44.3 44.2 
403 38.5 36.5 42 443 17.9 45.1 40.4 
404 40.6 33.6 44 444 19.5 43.4 39.2 
405 31.9 40 47.2 445 31.1 38.6 46.9 
406 35 43.5 46.9 446 33.3 42.3 46.7 
407 33.3 40.1 44.6 447 36.1 40.6 45 
408 31.2 40.1 42.9 448 30.5 33.1 46.9 
409 43.3 48.1 44.7 449 31.7 40.9 45.3 
410 48.6 46.2 42.8 450 31.5 39.3 43.8 
411 42.1 46.5 44.7 451 30.9 39.3 45.5 
412 37.8 44 38.6 452 28.7 41.3 44.1 
413 42.4 42.4 40.5 453 34.4 41.6 41.5 
414 41.9 39.4 44.5 454 37 38.5 42.7 
415 41.1 42.9 40.3 455 34.3 45.9 45.4 
416 44.3 37.3 45.2 456 33.7 38.9 44.5 
417 35.4 39.4 46.2 457 36.9 46.6 46.5 
418 40 41.1 47.7 458 37.3 45.6 43.9 
419 40 37.3 46.2 459 36.2 42.2 44.7 
420 35.2 42.4 45.9 460 36.1 38.5 43.9 
421 25.3 45 42.2 461 26.8 43.9 45 
422 25.1 47.9 45.5 462 30 44.4 46.8 
423 24.5 43.3 42.1 463 29.9 41.6 44 
424 22.9 42.8 40.7 464 32.9 39 42.6 
425 28.5 40.6 48.1 465 30.9 42.3 46.8 
426 28.4 43.8 45.3 466 25.8 41 47.1 
427 30.2 40.5 43.8 467 28.5 41.3 50.3 
428 28.3 40.2 45 468 30 40.9 45.1 
429 35.3 36.3 44.5 469 28.6 39.3 45 
430 31.3 33.8 44.7 470 29 38.6 46.1 
431 29.2 36.7 48.2 471 29.2 39.7 46.9 
432 26.5 38.2 45.6 472 27.3 42.9 46.7 
433 37.7 39.5 45.8 473 22.7 46 45.1 
434 38 43 44 474 23.8 41.4 44.9 
435 35.2 40.5 38.6 475 26.4 45.5 44.4 
436 33.7 41.5 43.9 476 24.2 47.2 46.5 
437 37.5 40.9 44.3 477 42.6 43.5 44.7 
438 29.7 42.1 43.8 478 44.8 43.1 44.7 
439 29.6 42.9 48.2 479 46.5 42.2 44 






No Muda Berkembang Tua No Muda Berkembang Tua 
481 44.8 41.5 52.9 521 30.4 41.6 56.2 
482 39.3 39.4 46.3 522 29.6 42.4 47.6 
483 38.2 44.5 46.4 523 29.5 41.8 51 
484 37.2 41.5 50 524 33 44.2 51.4 
485 30.1 38.5 60 525 42.7 35.4 56 
486 31.6 37.8 53.9 526 43.8 39.5 54.9 
487 31.5 40.4 47.8 527 41.7 37.2 54.3 
488 31 38.2 55.7 528 42.8 33.8 41.5 
489 38.5 49.6 60.5 529 39.3 43.2 59.8 
490 38.6 44.3 59.4 530 39 43.8 44.1 
491 36.3 42.4 56.1 531 38 37.4 53 
492 37.3 42.6 55.1 532 30 43.7 57.6 
493 29.5 46.6 62.7 533 38.4 44.3 58.6 
494 26.4 48.2 59.7 534 38.4 46.3 55.5 
495 29.1 47.6 52.3 535 38.4 43.5 54.7 
496 28 47.5 53.2 536 38.2 41.3 54.7 
497 38.6 38.2 53.3 537 30.9 34.4 59.5 
498 39.5 28.8 54.9 538 30.8 40.1 48.3 
499 40.5 36.5 51 539 29.5 43.8 45 
500 36.6 34.1 55.2 540 30.8 38.5 45.9 
501 38.1 31.3 60.7 541 39.9 37.2 47.7 
502 40.7 31.6 61 542 45.5 39.7 49.8 
503 38.3 34.8 49.8 543 43.4 38.4 51.8 
504 37.1 35.7 54.1 544 43.7 35.9 48.7 
505 32.5 31.3 57.3 545 33.7 43.6 49.9 
506 33.9 33.7 57.9 546 31.5 42.8 52.9 
507 32.8 34.8 58.3 547 30.6 42.2 51.9 
508 37.5 33.7 60.2 548 33.2 40.8 51.1 
509 31.6 46.6 58.7 549 40.3 44.5 50.3 
510 33 43.6 52.7 550 45.7 44.3 52 
511 29.3 42.9 44.2 551 43.1 40.1 46.5 
512 34.2 48.1 40.3 552 44 42.3 50.6 
513 28.2 40 59.5 553 38.4 41.8 53.5 
514 30.3 42.8 58.2 554 37.6 42.9 57.1 
515 28.6 41.7 51 555 38.6 45.2 60.5 
516 27.4 38.8 56.5 556 41.8 36.4 63.4 
517 38.9 37.6 52.1 557 40 44.1 56.3 
518 40 42.9 51.9 558 41.2 47.3 55.5 
519 36.8 40.9 44 559 40.8 47.2 53.2 






No Muda Berkembang Tua 
561 33.4 33.4 50.2 
562 37.5 36.1 49.9 
563 35.9 35.9 53.7 
564 32.2 32.8 51.5 
565 23.1 48.1 53.7 
566 31.7 45.9 57.9 
567 30.6 47.7 53.9 
568 30.3 47.9 49.8 
569 31.7 42.8 55.2 
570 34.1 42 59.4 
571 34 38.5 48.6 
572 30.1 38.3 52.7 
573 26.3 36.5 53.6 
574 25.6 41.4 55.5 
575 29.6 44.2 54.2 
576 28.4 40.8 55.5 
577 21.5 43.3 56 
578 25 40.8 49.6 
579 25.2 40.5 49 
580 23.6 41.4 57.6 
581 35.7 31.9 52.7 
582 35.9 30 50.9 
583 33.8 31.7 47.1 
584 38.9 30.1 46.5 
585 25.8 38.9 52.2 
586 28.1 40.2 43.6 
587 27 35.2 51.1 
588 28 30.7 59.6 
589 25.6 35.5 51.2 
590 30.2 35.7 57.1 
591 27.9 33.6 52 
592 28 36.2 55.3 
593 27 33.9 53.5 
594 26.6 28.9 53.6 
595 26.4 31.6 53.1 
596 27.9 32.2 51 
597 23.8 38.2 54.9 
598 25.3 32.6 55.8 
599 26.1 35.9 53.2 
600 27.8 44.7 53.9 




Lampiran 6. Hasil Ekstraksi Tekstur Warna 
 No Red EnergyGreen EnergyBlue EnergyGray EnergyHue EnergySat_hsl EnergySat_hsv EnergyLi ht EnergyValue EnergyLab_L EnergyLab_a EnergyLab_b Energy
1 0.00033 0.00037 0.00027 0.00036 0.00189 0.00075 0.0004 0.00035 0.00059 0.00041 0.09042 0.00775
2 0.00044 0.0005 0.00036 0.00048 0.00191 0.00127 0.00061 0.00048 0.00074 0.00055 0.10663 0.01062
3 0.00062 0.0007 0.00045 0.00067 0.00158 0.00166 0.00078 0.00066 0.001 0.00077 0.11422 0.00996
4 0.00051 0.00058 0.00039 0.00055 0.00255 0.00107 0.00052 0.00054 0.00085 0.00064 0.10769 0.0093
5 0.0004 0.00047 0.00033 0.00044 0.00102 0.00104 0.00056 0.00044 0.00067 0.00051 0.08244 0.00724
6 0.00025 0.00026 0.00021 0.00025 0.00085 0.00085 0.00049 0.00026 0.00039 0.00028 0.08505 0.00794
7 0.00037 0.00042 0.00031 0.00041 0.00078 0.00109 0.0006 0.00041 0.0006 0.00046 0.08483 0.00705
8 0.00027 0.00029 0.00022 0.00028 0.00119 0.0007 0.00041 0.00028 0.00045 0.00031 0.08134 0.00737
9 0.00046 0.00055 0.00036 0.00051 0.00166 0.00077 0.00044 0.0005 0.00085 0.00058 0.08339 0.00937
10 0.00094 0.00123 0.00074 0.00112 0.00273 0.0016 0.00072 0.00105 0.00182 0.00125 0.12785 0.01517
11 0.00103 0.00136 0.00075 0.00123 0.00441 0.0016 0.00073 0.00112 0.00186 0.00142 0.12062 0.01446
12 0.00043 0.00049 0.00032 0.00047 0.00237 0.00065 0.00038 0.00045 0.00072 0.00055 0.08261 0.00791
13 0.00036 0.00039 0.00028 0.00038 0.00208 0.00067 0.00039 0.00037 0.00056 0.00044 0.09143 0.0073
14 0.00039 0.00045 0.00032 0.00043 0.00193 0.00074 0.00045 0.00043 0.00063 0.00049 0.0973 0.00805
15 0.00029 0.0003 0.00022 0.00029 0.00183 0.00049 0.00032 0.00028 0.00046 0.00033 0.07924 0.00599
16 0.00027 0.00028 0.00022 0.00027 0.00225 0.00057 0.00036 0.00027 0.00041 0.00031 0.08235 0.0073
17 0.00066 0.00076 0.00049 0.00072 0.00544 0.00126 0.00061 0.00069 0.00108 0.00082 0.12628 0.01206
18 0.0006 0.00069 0.00046 0.00065 0.00541 0.00123 0.00062 0.00064 0.00094 0.00075 0.11629 0.01083
19 0.0003 0.00032 0.00024 0.00031 0.00281 0.00065 0.0004 0.00031 0.00048 0.00036 0.08429 0.00779
20 0.00037 0.0004 0.00028 0.00039 0.007 0.00064 0.00037 0.00038 0.00059 0.00045 0.09645 0.00772
21 0.00046 0.0005 0.00033 0.00048 0.00108 0.00126 0.00068 0.00047 0.0007 0.00054 0.08862 0.00774
22 0.00031 0.00033 0.00025 0.00032 0.00156 0.00076 0.00047 0.00032 0.00049 0.00037 0.08152 0.00695
23 0.00031 0.00033 0.00024 0.00032 0.00255 0.00063 0.00038 0.00031 0.00049 0.00036 0.08149 0.00675
24 0.00025 0.00026 0.0002 0.00025 0.00073 0.00058 0.0004 0.00025 0.00039 0.00028 0.0602 0.00432
25 0.00042 0.00048 0.00032 0.00046 0.0039 0.00064 0.00035 0.00044 0.00079 0.00051 0.09563 0.00817





No Red EntropyGreen EntropyBlue EntropyGray Entropy Hue EntropyS_hsl EntropyS_hsvEntropyLight EntropyValue EntropyLab_L EntropyLab_a EntropyLab_b Entropy
1 3.86226 3.81899 3.96993 3.83383 3.08033 3.43262 3.67324 3.85699 3.63009 3.75513 1.18777 2.27814
2 3.67095 3.62052 3.76737 3.63711 3.06442 3.1483 3.446 3.65575 3.45422 3.5586 1.11844 2.13697
3 3.4636 3.40704 3.61014 3.42836 3.13718 3.01079 3.34332 3.46268 3.26306 3.35771 1.09174 2.15571
4 3.5933 3.53929 3.72828 3.56063 2.93883 3.23934 3.53191 3.59497 3.37826 3.48041 1.12657 2.19497
5 3.70157 3.63276 3.80403 3.6524 3.35175 3.2567 3.51182 3.67709 3.48136 3.58027 1.22002 2.30909
6 4.05455 4.02079 4.12235 4.03278 3.43368 3.44159 3.59849 4.03984 3.83508 3.96365 1.21594 2.27731
7 3.75721 3.69596 3.8434 3.71222 3.48061 3.24801 3.47275 3.72839 3.54864 3.64554 1.20703 2.32237
8 3.99502 3.95457 4.08971 3.97141 3.27675 3.50808 3.68337 3.98827 3.76621 3.89643 1.23322 2.30323
9 3.73322 3.65834 3.80985 3.68064 3.09172 3.43152 3.61167 3.70445 3.49138 3.61435 1.2207 2.18785
10 3.3057 3.19962 3.39896 3.23401 2.90603 3.00567 3.34765 3.27557 3.05892 3.18349 1.05381 1.96488
11 3.22937 3.11955 3.36183 3.15925 2.69788 3.01631 3.34095 3.21843 2.99808 3.09619 1.07337 1.98312
12 3.74272 3.68226 3.86375 3.70253 2.96546 3.51134 3.68247 3.73953 3.5227 3.62012 1.2205 2.25828
13 3.85404 3.808 3.97042 3.82759 3.04554 3.52419 3.69444 3.85942 3.64655 3.7464 1.18351 2.2958
14 3.75092 3.69079 3.83561 3.70615 3.08127 3.42684 3.60244 3.72887 3.54292 3.62741 1.16429 2.26152
15 3.97423 3.94549 4.0973 3.95873 3.12295 3.68298 3.80182 3.98762 3.76429 3.87513 1.24384 2.37967
16 4.00094 3.97681 4.10677 3.98897 3.08483 3.60629 3.74318 4.01181 3.79667 3.91197 1.22594 2.3004
17 3.5053 3.44641 3.62774 3.46898 2.69313 3.17512 3.45039 3.50927 3.30341 3.40189 1.05797 2.07403
18 3.55006 3.4915 3.6628 3.51389 2.82563 3.17536 3.44379 3.54539 3.35211 3.44276 1.08593 2.12951
19 3.93953 3.89417 4.04085 3.91295 3.04205 3.53241 3.6711 3.93699 3.72187 3.82953 1.21149 2.26441
20 3.81061 3.76819 3.93402 3.78573 2.74426 3.52456 3.72028 3.81792 3.60375 3.70133 1.1642 2.27555
21 3.70862 3.65867 3.84516 3.68178 3.40292 3.20894 3.44491 3.7153 3.51595 3.62251 1.19967 2.27814
22 3.89433 3.85771 4.01051 3.87311 3.20913 3.44523 3.60768 3.89824 3.68713 3.79582 1.2209 2.31447
23 3.90818 3.87576 4.0292 3.88969 3.06342 3.52774 3.70106 3.91633 3.70163 3.80722 1.22359 2.32766
24 4.02152 3.9811 4.12968 3.99618 3.52371 3.61905 3.7121 4.01858 3.80973 3.92513 1.34995 2.52363
25 3.74626 3.69135 3.86304 3.71197 2.85782 3.49375 3.74897 3.7414 3.49931 3.64752 1.16141 2.24369





No Red ContrastGreen ContrastBlue ContrastGray ContrastHue ContrastS_hsl ContrastS_hsv ContrastLigh  ContrastV lue ContrastLab_L ContrastLab_a ContrastLab_b Contrast
1 475.138 474.918 485.602 446.13 992.728 498.311 226.462 444.77 470.581 327.887 2.4179 7.51632
2 253.243 262.72 269.069 231.876 961.653 218.96 162.623 227.386 250.804 170.342 2.32254 6.91906
3 129.633 144.056 151.517 111.998 1284.56 146.986 152.418 106.304 128.405 82.4201 2.23737 7.27649
4 203.231 217.598 222.76 184.417 665.83 207.704 166.663 179.089 200.304 133.177 2.36966 6.97159
5 218.933 224.729 233.505 194.421 2086.2 216.412 177.997 189.85 216.702 146.867 2.25713 8.07681
6 746.312 754.163 765.44 723.655 2667.31 1058.44 265.267 718.712 746.384 532.32 2.18602 8.35514
7 263.448 269.474 282.192 239.028 3277.47 289.669 193.454 232.111 260.052 180.267 2.1161 9.60592
8 654.606 658.77 676.515 629.516 1593.33 925.391 263.314 627.28 652.14 461.688 2.31294 8.08122
9 322.62 322.067 323.29 293.574 1128.08 580.705 182.784 289.729 320.982 219.178 2.25653 6.62934
10 89.9566 94.3221 93.746 66.0556 994.752 152.589 135.285 61.7046 91.0263 49.0943 2.14879 6.13378
11 66.4711 85.3206 79.6957 51.979 689.24 137.922 118.543 44.9199 66.5235 35.186 2.25678 5.37136
12 332.958 344.506 344.762 311.068 853.466 584.883 186.308 305.789 328.196 221.845 2.46353 6.3423
13 472.19 491.473 509.136 459.29 1153.82 741.043 237.286 456.44 471.731 331.599 2.1891 7.60285
14 282.416 299.641 300.756 266.342 1257.92 385.961 182.522 258.244 281.608 194.242 2.20019 7.34182
15 640.315 661.638 679.704 627.095 1351.65 1075.07 290.451 622.529 638.753 448.611 2.21092 8.57094
16 681.39 702.693 721.829 668.848 1348.01 999.861 282.04 664.921 679.842 493.226 2.21308 8.34424
17 170.671 187.923 187.129 155.675 772.269 232.292 138.477 150.687 171.775 115.193 2.27923 5.67919
18 191.302 206.83 211.118 175.063 944.393 277.232 151.629 170.645 192.5 129.584 2.28126 6.42981
19 559.164 576.81 588.08 543.903 1234.31 901.721 222.25 539.837 557.506 396.494 2.31512 6.97551
20 414.268 426.499 433.874 394.954 790.183 539.575 212.418 393.277 413.438 288.571 2.37436 6.49186
21 272.493 282.174 300.469 252.633 3752.74 443.765 192.507 250.265 275.541 193.101 2.18108 8.07924
22 469.666 475.039 489.245 445.024 1526.95 651.787 201.666 444.326 467.747 329.815 2.32832 7.68577
23 510.394 522.459 542.051 491.646 1175.27 685.408 238.38 489.962 508.181 357.069 2.28786 7.99948
24 541.563 550.396 572.757 518 3072.12 911.458 269.578 512.633 537.544 387.936 2.22182 10.9874
25 342.039 349.359 356.339 319.197 808.975 356.582 229.964 317.22 341.47 242.025 2.34536 6.60901





NoRed HomogeneityGreen HomogeneityBlu  HomogeneityGray HomogeneityHue HomogeneityS_hsl HomogeneityS_hsv HomogeneityLight HomogeneityValue HomogeneityLab_L HomogeneityLab_a HomogeneityLab_b Homogeneity
1 0.16236 0.16353 0.15521 0.16387 0.32685 0.24206 0.20455 0.16261 0.16548 0.17484 0.78314 0.50358
2 0.19139 0.19281 0.18351 0.19272 0.33566 0.29661 0.24673 0.19141 0.1953 0.20441 0.8039 0.54442
3 0.23003 0.2324 0.21586 0.23229 0.31297 0.32481 0.27183 0.22992 0.23566 0.24403 0.81114 0.54867
4 0.21423 0.21649 0.20072 0.21661 0.37385 0.28768 0.24235 0.2136 0.2198 0.22863 0.80618 0.53494
5 0.19693 0.20003 0.18648 0.20038 0.26362 0.27025 0.23192 0.19845 0.20135 0.21186 0.77676 0.50038
6 0.14272 0.14309 0.13809 0.14344 0.24266 0.23502 0.20651 0.14292 0.14471 0.15223 0.77473 0.51018
7 0.19082 0.19347 0.18083 0.19413 0.22676 0.26598 0.22961 0.19206 0.19431 0.20426 0.77181 0.49636
8 0.14645 0.14744 0.14157 0.14769 0.28556 0.22954 0.20034 0.14679 0.14857 0.15755 0.77554 0.50464
9 0.20663 0.20998 0.197 0.21093 0.33145 0.25918 0.22377 0.20804 0.21229 0.2215 0.77959 0.53379
10 0.30137 0.30935 0.28297 0.30905 0.3908 0.35408 0.29148 0.303 0.31217 0.32024 0.83175 0.60894
11 0.31971 0.33023 0.29787 0.329 0.44993 0.35947 0.30391 0.32142 0.33407 0.34029 0.83953 0.61599
12 0.1922 0.19472 0.18253 0.19507 0.3611 0.24386 0.21427 0.19233 0.19745 0.20686 0.78393 0.52266
13 0.17843 0.17964 0.16905 0.18003 0.34138 0.23975 0.21187 0.17793 0.182 0.19256 0.78693 0.50967
14 0.18914 0.19197 0.1806 0.19204 0.33473 0.25239 0.2232 0.18974 0.19368 0.20396 0.79076 0.51707
15 0.14939 0.14977 0.14222 0.15019 0.32151 0.20474 0.18473 0.1488 0.15199 0.16147 0.76454 0.47853
16 0.14231 0.14252 0.13697 0.14275 0.34091 0.21541 0.19235 0.14156 0.1444 0.15246 0.77576 0.50352
17 0.24368 0.24684 0.23015 0.24669 0.44635 0.31375 0.26873 0.24276 0.24982 0.25785 0.83069 0.58056
18 0.23795 0.23989 0.22188 0.24035 0.40798 0.30546 0.26314 0.23596 0.24298 0.25202 0.81517 0.55764
19 0.15543 0.15621 0.14939 0.15651 0.35148 0.23252 0.20923 0.15513 0.15817 0.16729 0.78446 0.51645
20 0.17296 0.17381 0.16451 0.17408 0.43047 0.23584 0.20474 0.17217 0.17623 0.18596 0.793 0.51297
21 0.22014 0.22144 0.20219 0.22209 0.24387 0.28292 0.24302 0.21868 0.22141 0.23121 0.78658 0.51499
22 0.16448 0.16524 0.15519 0.16542 0.30375 0.2432 0.21634 0.16335 0.16705 0.17599 0.77313 0.50026
23 0.15474 0.15586 0.14841 0.15576 0.35088 0.22967 0.20283 0.15457 0.15763 0.16697 0.77884 0.49776
24 0.14991 0.15047 0.14146 0.15119 0.22427 0.20564 0.19133 0.14949 0.15149 0.16029 0.73623 0.44258
25 0.20103 0.20304 0.18718 0.20357 0.39215 0.24701 0.20805 0.19926 0.20597 0.21302 0.79468 0.52307





No Red InverseGreen InverseBlue InverseGray InverseHue InverseS_hsl InverseS_hsv InverseLight InverseValue InverseLab_L InverseLab_a InverseLab_b Inverse
1 0.09849 0.09919 0.09133 0.09992 0.2359 0.18278 0.13667 0.09744 0.09543 0.11066 0.41793 0.51821
2 0.12537 0.12733 0.11723 0.12785 0.22853 0.24319 0.18073 0.12426 0.12341 0.13837 0.38252 0.5503
3 0.16613 0.16957 0.14888 0.16921 0.20065 0.27105 0.20647 0.16424 0.16469 0.18169 0.36847 0.54653
4 0.15125 0.15396 0.13537 0.15385 0.26745 0.23212 0.17625 0.14782 0.14927 0.16633 0.377 0.54319
5 0.13115 0.13448 0.11914 0.13506 0.17594 0.21098 0.16443 0.13122 0.12879 0.14695 0.43083 0.50673
6 0.0817 0.08205 0.07716 0.0825 0.15734 0.1755 0.13833 0.08104 0.07842 0.09039 0.43022 0.52038
7 0.1254 0.12894 0.11447 0.13025 0.14222 0.2043 0.15927 0.12511 0.12162 0.13999 0.4394 0.49485
8 0.08435 0.08601 0.08012 0.08559 0.20043 0.16896 0.13216 0.08381 0.0807 0.09441 0.43026 0.51803
9 0.14445 0.14978 0.13373 0.15209 0.2437 0.20132 0.15532 0.14518 0.13978 0.16217 0.42592 0.54683
10 0.25786 0.27146 0.23162 0.26889 0.24485 0.29601 0.2223 0.25404 0.24402 0.28311 0.32903 0.57222
11 0.27998 0.29518 0.25077 0.29431 0.28997 0.3097 0.23956 0.27694 0.27443 0.31092 0.31374 0.57218
12 0.12853 0.13191 0.11765 0.13292 0.27699 0.18361 0.14514 0.12823 0.12766 0.14442 0.41544 0.53893
13 0.11621 0.1177 0.1053 0.11922 0.25201 0.18095 0.14355 0.11543 0.11438 0.13177 0.4125 0.51786
14 0.12468 0.12804 0.11385 0.12763 0.24688 0.19225 0.15495 0.12356 0.12239 0.14061 0.40438 0.52641
15 0.08614 0.08746 0.07968 0.08869 0.24779 0.14244 0.11581 0.08589 0.08439 0.09856 0.45087 0.49278
16 0.08029 0.08068 0.07524 0.08094 0.24724 0.15321 0.12319 0.07919 0.0778 0.0905 0.43139 0.51325
17 0.18627 0.19069 0.16827 0.19103 0.29321 0.26369 0.20522 0.18344 0.18109 0.20439 0.3303 0.55806
18 0.18145 0.18243 0.15986 0.18316 0.27004 0.25145 0.19772 0.17526 0.1755 0.19715 0.36063 0.54116
19 0.09277 0.09414 0.08709 0.09545 0.24951 0.17241 0.14024 0.09156 0.09111 0.10383 0.41705 0.52651
20 0.10941 0.10936 0.10021 0.11087 0.30207 0.17464 0.13555 0.10643 0.10637 0.12206 0.39991 0.52305
21 0.16027 0.16238 0.13917 0.16295 0.15683 0.21672 0.16581 0.15743 0.15129 0.17276 0.41336 0.5191
22 0.10116 0.102 0.09112 0.10274 0.21315 0.18116 0.14748 0.09858 0.09832 0.11145 0.4375 0.51268
23 0.09086 0.09227 0.08466 0.09168 0.25331 0.16795 0.13535 0.09025 0.08893 0.10221 0.42711 0.5114
24 0.08726 0.08774 0.07807 0.08895 0.15562 0.14129 0.12376 0.08563 0.08371 0.09568 0.49445 0.44259
25 0.14061 0.14295 0.1238 0.14435 0.28329 0.18599 0.13995 0.13627 0.1345 0.15195 0.39911 0.52985






No Red CorrelationGreen CorrelationBlue CorrelationGray CorrelationHue CorrelationS_hsl CorrelationS_hsv CorrelationLight CorrelationValue CorrelationLab_L CorrelationLab_a CorrelationLab_b Correlation
1 33253900.43 26323370.8 61834675.55 23800760.45 9182334.993 21395533 50200216.13 25995282.56 16539103.8 17322814.98 14560 315481
2 18734970.92 15282086.22 32098201.85 12579330.07 9661655.632 12516752.4 28659157.56 12991424.9 9990278.61 8928535.713 13037.1 230351
3 12143194.28 10270022.21 26906777.67 7831631.525 9640889.198 9993645.93 23747917.02 8642936.892 6847441.36 5480532.51 12403.4 270617
4 17076262.06 13920666.16 35828139.61 11493699.24 6193661.211 16003211.2 42293671.69 13012919.34 8833437.38 8018011.993 13681.1 272624
5 28690598.76 20859976.02 51519152.47 18546443.11 19323547.09 15336108.6 33152841.72 19889178.22 14780472.1 13416949.62 14971.1 373972
6 71129565.83 56210268.35 106331341.9 53538410.02 30035183 23553336 33930995.82 52458822.03 36589071.6 40400023.91 13819.9 344426
7 34760556.09 25285899.26 55736865.77 22913673.51 25349199.59 14314647.5 26066847.61 23556058.41 18889497.3 17070121.91 13574.9 381047
8 55815803.72 43176931.31 96744237.78 41219466.55 21291300.81 27821455.8 49817676.82 43198340.74 27629161 30353586.26 15334.4 370961
9 39972649.99 24685078.13 51125469.94 24401460.04 22496098.99 31523237.7 48269396.84 26008322.18 19006680.7 18249055.58 14879.9 266140
10 15334762.52 9355130.852 20630433.42 8177500.175 18648027.15 12790681.9 29842476.09 9478347.892 8005512.49 6274172.499 11591.2 171938
11 13180114.08 8904913.345 22780465.37 7444142.792 13296391.06 12919283.4 32732291.22 8932768.098 6625618.29 5173240.274 13552.7 184693
12 32045146.67 22479605.67 59310077.67 21275413.3 15211210.24 32888908 64987401.83 24547935.89 15781312.1 14828453.95 16175.8 335113
13 34755691.12 28603812 70677311.54 26162270.59 18661753.56 31565204.7 60110529.91 29578371.12 19172812 18310172.09 14169.2 362866
14 31355836.51 23542389.2 48503274.15 21013732.77 20702133.79 26083227.9 48100995.55 22043367.78 17200427.8 15096860.23 13087 323773
15 51493762.66 43472219.95 109351808.3 40712214.96 20830365.37 44708170.9 77497949.76 45786804.15 27789792.4 28719916.2 15022.5 445361
16 48899844.45 43187524.87 94667842.94 39483244.57 19488226.65 33824789.9 60411310.01 42978005.02 27270904.2 28026094.35 15049.8 348688
17 15968270.76 13543478.62 30575600.3 11302113.95 12346842.72 14329822.1 34712536 13032137.78 9372369.69 8080439.744 12184.4 205542
18 17523490.86 14894180.37 31969722.65 12405126.14 10852907.05 14128382.8 31847772.86 13409602.83 10062070.6 8800486.846 12243 223522
19 44898191.63 36374910.24 85469191.78 34119260.23 14224907.63 29751558.7 55034439.36 37151627.42 23246409.6 23699464.79 15485.3 335537
20 27123900.43 23170069.67 56798215.27 20404971.03 8299485.87 27743605.6 63718471.93 23093229.75 14882866.7 14140963.8 14203.9 323718
21 34777745.66 27264759.41 75912914.9 25819665.9 17937901.98 15689924.6 28599076.04 29779212.59 21223941.9 19472507.04 13959.8 388738
22 41100204.9 36273480.16 87782485.8 32792081.77 14193320.98 24415524.2 45676526.39 35500725.48 22889421.2 23683370.39 15154.3 399386
23 38181426.69 33304504.02 83540667.86 29959797.25 11848486.18 28337603.3 59425279.79 33527257.03 20985558 21207229.17 16023.1 402013
24 89550428.55 67608484.22 184076508 67022172.86 26424950.63 37685360.7 54148594.81 72131071.17 45178073.3 49461374.2 18207.5 718954
25 30357113.58 21882903.01 54729083.28 20293844.51 9286183.244 29295652.4 78121831.37 23470584.91 14504117.8 15469626.76 14433.2 305648





No Red SumMeanGr e  SumMeanBlue SumMeanGray SumMeanHue SumMeanS_hsl SumMeanS_hsv SumMeanLight SumMeanValue SumMeanLab_L SumMeanLab_a SumMeanLab_b SumMean
1 134.855 140.252 114.032 135.319 100.483 41.6181 57.6055 127.879 143.592 145.779 126.136 138.3
2 138.525 143.112 121.012 138.86 100.23 33.1815 47.8219 132.826 146.404 149.107 126.448 136.653
3 139.95 144.962 126.478 140.974 102.527 29.254 42.7294 136.093 148.469 151.1 126.597 135.206
4 138.976 145.512 117.513 140.041 103.623 39.3116 56.7307 132.274 148.475 150.759 125.952 138.74
5 140.876 143.612 125.669 140.37 94.0472 33.2448 46.0751 135.361 148.631 150.187 126.882 135.189
6 139.674 138.832 124.398 137.067 83.1565 37.2766 44.6856 133.056 145.318 146.105 127.456 134.253
7 141.844 141.968 129.603 140.109 89.0507 30.5506 40.7957 136.729 148.561 149.399 127.467 133.201
8 138.209 140.115 118.775 136.782 90.0721 41.8097 52.8647 130.571 144.957 146.511 126.766 136.749
9 141.282 138.446 112.406 136.055 73.1558 45.6395 60.4011 128.174 145.061 145.705 127.115 138.958
10 134.826 131.39 109.826 129.635 70.2827 33.8825 52.3429 123.064 137.257 139.325 127.366 137.32
11 143.296 143.088 112.876 139.433 85.8888 41.0896 61.378 129.795 147.421 149.69 126.608 140.245
12 145.534 147.451 113.092 142.7 90.0157 52.1375 68.7281 131.955 151.845 153.151 126.194 141.619
13 148.419 147.706 119.384 144.403 81.1585 47.1271 60.0218 135.416 152.784 154.207 126.772 139.593
14 148.147 145.345 119.721 142.963 73.7372 42.8352 56.677 134.926 151.563 152.545 127.142 138.672
15 147.65 146.032 117.298 142.969 78.4896 52.5296 63.8976 133.833 152.001 152.662 126.87 139.838
16 146.89 145.686 119.321 142.741 80.6672 47.4946 58.4853 134.462 151.053 152.305 126.922 138.941
17 146.108 144.97 115.338 141.649 82.2351 41.9673 60.2498 131.948 149.344 151.701 126.749 140.138
18 147.766 148.061 122.026 144.697 89.7388 37.8967 52.743 136.502 152.002 154.579 126.77 138.511
19 146.315 148.03 121.177 144.14 90.8301 45.6267 56.7354 135.949 152.204 154.024 126.55 138.794
20 145.294 147.487 112.874 142.622 95.8566 50.6932 68.0522 131.485 151.042 153.117 126.15 141.77
21 140.345 140.172 128.402 138.479 90.9541 30.2341 39.8565 135.299 146.482 147.713 127.513 133.087
22 143.138 146.77 124.458 142.8 97.3135 40.2009 51.0474 136.377 150.948 152.705 126.545 136.857
23 143.196 146.914 119.186 142.329 97.4446 45.3956 58.7151 134.028 150.746 152.536 126.294 138.923
24 142.787 144.552 128.688 141.859 93.631 43.8176 50.9772 137.332 151.777 151.221 127.127 134.478
25 131.297 134.492 102.342 129.575 97.493 48.4746 70.0715 119.608 138.039 140.21 126.124 140.822





No Red VarianceGreen VarianceBlu  VarianceGray VarianceHu  VarianceS_hsl VarianceS_hsv VarianceLight VarianceValue VarianceLab_L VarianceLab_a VarianceLab_b Variance
1 1117.63 1047.96 1368.55 915.189 1175.68 1180.19 1299.78 962.372 997.955 737.362 12.9933 55.8367
2 753.977 730.257 951.962 580.983 1182.27 878.286 1035.03 598.561 662.087 459.476 12.7169 48.8255
3 556.213 557.04 821.157 401.646 1279.54 798.424 1004.1 423.187 481.74 311.875 12.5775 53.3577
4 699.717 683.817 978.884 534.123 859.107 939.033 1225.59 575.308 593.025 416.718 13.2578 52.0595
5 873.986 803.017 1140.84 665.384 2021.18 956.899 1151.3 699.907 761.96 539.902 12.4733 62.9039
6 1602.43 1503.02 1800.12 1377.11 2664.5 1703.01 1223.23 1404.11 1500.37 1139.11 11.8851 61.0283
7 982.214 896.2 1213.82 764.084 2745.06 1006.16 1070.09 790.395 883.349 630.458 11.7784 64.8904
8 1465.51 1362.37 1719.5 1240.36 1952.69 1628.59 1377.16 1289.33 1335.36 1010.14 12.6365 61.9723
9 1200.75 1025.42 1239.92 920.068 1991.13 1517.11 1223.92 948.789 1064.33 757.56 12.3607 50.9341
10 638.729 531.363 702.641 411.788 1983.79 841.197 1007.32 447.085 571.566 343.432 12.1044 42.441
11 561.383 519.616 724.969 378.798 1732.35 815.484 1022.63 414.137 467.454 293.001 13.059 42.0456
12 1080.49 974.183 1318.24 852.555 1625.35 1442.35 1357 911.141 920.967 667.852 13.2233 55.6463
13 1110.48 1092.24 1446.14 948.976 1944.86 1518.08 1399.7 1009.83 1017.13 747.939 12.5101 59.4103
14 963.542 915.19 1153.62 770.762 2060.72 1225.58 1258.45 795.464 874.733 617.263 12.1254 56.7138
15 1412.35 1379.52 1790.1 1240.26 2088.59 1881.06 1564.99 1314.1 1314.64 986.022 12.4271 66.3467
16 1369.59 1354.74 1698.16 1210.96 2086.48 1682.92 1429.03 1271.69 1288.74 969.711 12.4619 58.8582
17 678.566 692.091 912.764 540.591 1840.87 897.086 1057.18 581.575 620.046 427.496 12.649 44.3006
18 697.142 717.333 938.051 561.078 1735.89 934.817 1048.57 586.37 626.463 442.078 12.4738 47.1602
19 1288.42 1251.21 1614.18 1114.7 1760.67 1581.7 1346.97 1172.39 1169.24 881.399 12.8617 57.1658
20 978.685 980.008 1293.43 829.117 1486.68 1282.42 1381.49 884.711 888.48 650.764 13.0249 55.0126
21 1017.23 957.723 1409.92 836.75 2771.17 1183.99 1179.05 911.691 969.743 698.287 12.0009 65.6236
22 1175.31 1176.27 1561.36 1024.58 1649.91 1384.64 1311.48 1080.04 1094.36 829.758 12.6879 63.7113
23 1177.98 1162.36 1557.15 1017.18 1506.23 1403.3 1390.5 1082.15 1081.11 809.474 13.0577 63.0276
24 1647.21 1517.04 2068.17 1399.17 2634.17 1835.35 1494.34 1471 1505.07 1162.49 12.5889 89.215
25 1006.51 906.368 1217.07 784.296 1341.38 1177.16 1504.19 846.854 893.661 652.655 13.0859 53.5804





No Red ClusterGreen ClusterBlue ClusterG ay ClusterHue ClustereS_hsl ClusterS_hsv ClusterLight ClusterValue ClusterLab_L ClusterLab_a ClusterLab_b Cluster
1 3995.4 3716.93 4988.59 3214.62 3709.97 4222.44 4972.66 3404.72 3521.24 2621.56 49.5553 215.83
2 2762.67 2658.31 3538.78 2092.06 3767.44 3294.18 3977.51 2166.86 2397.55 1667.56 48.5452 188.383
3 2095.22 2084.1 3133.11 1494.59 3833.61 3046.71 3864 1586.44 1798.56 1165.08 48.0725 206.154
4 2595.64 2517.67 3692.77 1952.08 2770.6 3548.43 4735.69 2122.14 2171.79 1533.69 50.6614 201.266
5 3277.01 2987.34 4329.87 2467.11 5998.5 3611.18 4427.21 2609.78 2831.14 2012.74 47.636 243.539
6 5663.41 5257.93 6435.06 4784.8 7990.68 5753.58 4627.64 4897.71 5255.09 4024.11 45.3545 235.758
7 3665.41 3315.33 4573.07 2817.31 7702.76 3734.96 4086.9 2929.47 3273.34 2341.56 44.9974 249.955
8 5207.42 4790.71 6201.48 4331.93 6217.42 5588.96 5245.34 4530.02 4689.3 3578.87 48.2329 239.808
9 4480.37 3779.6 4636.4 3386.7 6836.42 5487.74 4712.9 3505.43 3936.34 2811.06 47.1863 197.107
10 2464.96 2031.13 2716.82 1581.1 6940.42 3212.2 3894.01 1726.64 2195.24 1324.63 46.2688 163.63
11 2179.06 1993.14 2820.18 1463.21 6240.17 3124.01 3971.99 1611.63 1803.29 1136.82 49.9793 162.811
12 3988.98 3552.23 4928.21 3099.15 5647.93 5184.52 5241.69 3338.77 3355.67 2449.56 50.4297 216.243
13 3969.72 3877.47 5275.43 3336.61 6625.62 5331.27 5361.5 3582.87 3596.78 2660.16 47.8514 230.038
14 3571.75 3361.12 4313.7 2816.71 6984.95 4516.34 4851.28 2923.61 3217.32 2274.81 46.3016 219.514
15 5009.08 4856.45 6480.68 4333.94 7002.7 6449.16 5969.51 4633.88 4619.81 3495.48 47.4973 256.816
16 4796.97 4716.28 6070.81 4175 6997.93 5731.82 5434.07 4421.83 4475.11 3385.62 47.6344 227.089
17 2543.59 2580.44 3463.93 2006.69 6591.19 3356.05 4090.24 2175.61 2308.41 1594.79 48.3168 171.523
18 2597.27 2662.5 3541.09 2069.25 5999.17 3462.03 4042.66 2174.83 2313.35 1638.73 47.614 182.211
19 4594.52 4428.04 5868.64 3914.88 5808.35 5425.06 5165.61 4149.73 4119.45 3129.1 49.1318 221.688
20 3500.47 3493.53 4739.84 2921.52 5156.55 4590.12 5313.53 3145.57 3140.48 2314.48 49.7253 213.559
21 3796.45 3548.72 5339.19 3094.37 7331.94 4292.18 4523.69 3396.5 3603.43 2600.05 45.8227 254.415
22 4231.58 4230.05 5756.21 3653.31 5072.69 4886.79 5044.26 3875.81 3909.71 2989.22 48.4235 247.159
23 4201.51 4126.98 5686.53 3577.09 4849.65 4927.79 5323.61 3838.63 3816.24 2880.83 49.9429 244.111
24 6047.29 5517.76 7699.91 5078.66 7464.55 6429.95 5707.78 5371.39 5482.73 4262.04 48.1336 345.873
25 3684.02 3276.11 4511.93 2817.99 4556.56 4352.07 5786.79 3070.2 3233.17 2368.59 49.9982 207.713





No Red Max.Prob.G een Max.Prob.Blue Max.Prob.Gray Max.Prob.Hue Max.Prob.S_hsl Max.Prob.S_hsv Max.Prob.Light Max.Prob.Value Max.Prob.Lab_L Max.Prob.Lab_a Max.Prob.Lab_  Max.Prob.
1 0.00998 0.00991 0.00989 0.00991 0.01306 0.01019 0.00998 0.01046 0.01013 0.01034 0.16714 0.01703
2 0.00998 0.00996 0.00993 0.00996 0.0123 0.01028 0.01009 0.01093 0.01007 0.01064 0.20581 0.02198
3 0.01003 0.01003 0.00999 0.01004 0.01113 0.01038 0.01019 0.0114 0.01012 0.01076 0.22244 0.01979
4 0.01002 0.01001 0.00997 0.01002 0.0138 0.01023 0.01008 0.01116 0.01011 0.01063 0.21069 0.01888
5 0.00999 0.00997 0.00994 0.00997 0.01091 0.0102 0.01006 0.01077 0.01009 0.01055 0.15694 0.01565
6 0.01045 0.00988 0.00987 0.00989 0.01098 0.01062 0.01 0.01025 0.01075 0.01013 0.17416 0.01656
7 0.01005 0.00996 0.00993 0.00996 0.01105 0.01026 0.01007 0.01065 0.01016 0.01036 0.17055 0.01613
8 0.01026 0.00989 0.00988 0.0099 0.01076 0.01051 0.00998 0.01032 0.01059 0.01016 0.15848 0.01661
9 0.01104 0.01001 0.00997 0.01001 0.0109 0.01076 0.01003 0.01085 0.01121 0.01074 0.17961 0.01832
10 0.01028 0.01026 0.01017 0.01027 0.01535 0.01058 0.0103 0.01216 0.01049 0.01168 0.25613 0.02997
11 0.01033 0.01035 0.01021 0.01034 0.03076 0.01056 0.01032 0.01274 0.01054 0.01203 0.20052 0.03029
12 0.01052 0.00997 0.00994 0.00997 0.01345 0.01044 0.01 0.01076 0.01066 0.0106 0.16056 0.01714
13 0.01034 0.00995 0.00992 0.00994 0.01157 0.01043 0.01001 0.01068 0.01053 0.01037 0.1794 0.016
14 0.01013 0.00996 0.00994 0.00996 0.01102 0.01021 0.01003 0.01091 0.01023 0.01045 0.20313 0.01733
15 0.01079 0.00989 0.00988 0.00989 0.01082 0.01078 0.00994 0.01031 0.01107 0.01025 0.15675 0.01295
16 0.01033 0.00988 0.00987 0.00988 0.02019 0.01045 0.00997 0.01025 0.01052 0.01019 0.1643 0.01581
17 0.01014 0.0101 0.01005 0.01009 0.04112 0.01037 0.01017 0.01171 0.01028 0.01108 0.21904 0.02514
18 0.01011 0.01007 0.01002 0.01007 0.04695 0.01036 0.01016 0.01173 0.01026 0.01088 0.20642 0.02118
19 0.01014 0.0099 0.00989 0.0099 0.02904 0.01035 0.01 0.01042 0.01038 0.01027 0.14964 0.01597
20 0.01004 0.00993 0.00991 0.00993 0.05898 0.01023 0.00998 0.01071 0.0102 0.01048 0.1735 0.01649
21 0.01023 0.01003 0.00998 0.01005 0.01165 0.01051 0.01015 0.01107 0.01048 0.0107 0.1783 0.01856
22 0.01004 0.00992 0.00989 0.00992 0.01455 0.01031 0.01002 0.01048 0.01025 0.01027 0.15075 0.01512
23 0.01002 0.0099 0.00989 0.0099 0.02429 0.01026 0.00998 0.0104 0.01023 0.01034 0.14916 0.01447
24 0.01047 0.00989 0.00988 0.00989 0.01064 0.0106 0.00996 0.01023 0.01091 0.01012 0.1191 0.01085
25 0.01002 0.01 0.00996 0.01 0.03455 0.01014 0.01001 0.01061 0.01017 0.01061 0.17061 0.01712




Lampiran 7. Hasil Feature Selection 
Correlation Attribute Eval Gain Ratio Attribute Eval Info Gain Attribute Eval 
Bobot          Attribute Bobot          Attribute Bobot          Attribute 
0.49695    10 Lab_L Energy 
 0.31029    98 Green Cluster 
 0.30551    12 Lab_b Energy 
 0.30407    23 Lab_a Entropy 
 0.29559   113 Hue Max.Prob. 
 0.27623    66 S_hsl Correlation 
 0.26469    11 Lab_a Energy 
 0.26294    86 Green Variance 
 0.26069    43 S_hsv Homogeneity 
 0.25445    24 Lab_b Entropy 
 0.24757    63 Blue Correlation 
 0.24335   119 Lab_a Max.Prob. 
 0.23896    42 S_hsl Homogeneity 
 0.23105    99 Blue Cluster 
 0.22599    48 Lab_b Homogeneity 
 0.22203    55 S_hsv Inverse 
 0.21761    97 Red Cluster 
 0.21498    85 Red Variance 
 0.21475    87 Blue Variance 
 0.2123     39 Blue Homogeneity 
 0.21215    51 Blue Inverse 
 0.20948    37 Red Homogeneity 
 0.20866    49 Red Inverse 
 0.20817    45 Value Homogeneity 
 0.2078     44 Light Homogeneity 
0.58459     5 Hue Energy 
 0.30204   114 S_hsl Max.Prob. 
 0.29986    10 Lab_L Energy 
 0.29924    12 Lab_b Energy 
 0.24582   113 Hue Max.Prob. 
 0.21329    43 S_hsv Homogeneity 
 0.20698    11 Lab_a Energy 
 0.19941    42 S_hsl Homogeneity 
 0.19468   119 Lab_a Max.Prob. 
 0.19114    24 Lab_b Entropy 
 0.18882    48 Lab_b Homogeneity 
 0.179      99 Blue Cluster 
 0.17438    55 S_hsv Inverse 
 0.17407    23 Lab_a Entropy 
 0.17209    87 Blue Variance 
 0.16718    54 S_hsl Inverse 
 0.16168    18 S_hsl Entropy 
 0.16007    51 Blue Inverse 
 0.15715    59 Lab_a Inverse 
 0.15474    39 Blue Homogeneity 
 0.15129    15 Blue Entropy 
 0.15111    49 Red Inverse 
 0.14909    37 Red Homogeneity 
 0.14907    56 Light Inverse 
 0.14904    47 Lab_a Homogeneity 
0.501503     12 Lab_b Energy 
 0.4644329    48 Lab_b Homogeneity 
 0.4607378    43 S_hsv Homogeneity 
 0.4592909    42 S_hsl Homogeneity 
 0.4333679    54 S_hsl Inverse 
 0.4308394    55 S_hsv Inverse 
 0.4276059   119 Lab_a Max.Prob. 
 0.4241701    11 Lab_a Energy 
 0.4155034    18 S_hsl Entropy 
 0.3972291    59 Lab_a Inverse 
 0.3853713    47 Lab_a Homogeneity 
 0.3754256    15 Blue Entropy 
 0.3636358    72 Lab_b Correlation 
 0.3481702    20 Light Entropy 
 0.3458358    51 Blue Inverse 
 0.3432404    39 Blue Homogeneity 
 0.337238     19 S_hsvEntropy 
 0.3344109    13 Red Entropy 
 0.3338749    16 Gray Entropy  
 0.3287682    14 Green Entropy 
 0.3286038    49 Red Inverse 
 0.3274458    56 Light Inverse 
 0.3271607    44 Light Homogeneity 
 0.3245326    23 Lab_a Entropy 




 0.20626    40 Gray Homogeneity 
 0.20566   105 Value Cluster 
 0.20546    18 S_hsl Entropy 
 0.20539    50 Green Inverse 
 0.20454    56 Light Inverse 
 0.20378    38 Green Homogeneity 
 0.20338    54 S_hsl Inverse 
 0.2033     19 S_hsvEntropy 
 0.20315    52 Gray Inverse 
 0.20283    67 S_hsv Correlation 
 0.2026     58 Lab_L Inverse 
 0.20029    93 Value Variance 
 0.19949    46 Lab_L Homogeneity 
 0.19844    57 Value Inverse 
 0.19768    72 Lab_b Correlation 
 0.1938     71 Lab_a Correlation 
 0.19329    70 Lab_L Correlation 
 0.19309    15 Blue Entropy 
 0.18909    59 Lab_a Inverse 
 0.18781    90 S_hsl Variance 
 0.18712    20 Light Entropy 
 0.18689    22 Lab_L Entropy 
 0.18551    61 Red Correlation 
 0.18373    68 Light Correlation 
 0.18317    26 Green Contrast 
 0.18219    33 Value Contrast 
 0.18147    25 Red Contrast 
 0.1813     47 Lab_a Homogeneity 
 0.18113    32 Light Contrast 
 0.18087    13 Red Entropy 
 0.14765    44 Light Homogeneity 
 0.14694    58 Lab_L Inverse 
 0.1469     52 Gray Inverse 
 0.14617    50 Green Inverse 
 0.14507    19 S_hsvEntropy 
 0.14488    45 Value Homogeneity 
 0.14405    22 Lab_L Entropy 
 0.14363    40 Gray Homogeneity 
 0.14362    20 Light Entropy 
 0.1433     98 Green Cluster 
 0.14326    46 Lab_L Homogeneity 
 0.14218    38 Green Homogeneity 
 0.14182    72 Lab_b Correlation 
 0.1394     57 Value Inverse 
 0.13871    13 Red Entropy 
 0.13782    86 Green Variance 
 0.13663    16 Gray Entropy  
 0.1337     14 Green Entropy 
 0.13159    21 Value Entropy 
 0.12574    97 Red Cluster 
 0.1257     85 Red Variance 
 0.12209    63 Blue Correlation 
 0.12024    66 S_hsl Correlation 
 0.1154     93 Value Variance 
 0.11381    71 Lab_a Correlation 
 0.11367   105 Value Cluster 
 0.11279    92 Light Variance 
 0.11182   104 Light Cluster 
 0.10803    88 Gray Variance 
 0.10765   100 Gray Cluster 
 0.3243096    37 Red Homogeneity 
 0.3228458    92 Light Variance 
 0.3207323    46 Lab_L Homogeneity 
 0.3206305    24 Lab_b Entropy 
 0.3204467    52 Gray Inverse 
 0.3198533    40 Gray Homogeneity 
 0.3187363    50 Green Inverse 
 0.3185042   104 Light Cluster 
 0.3162384    21 Value Entropy 
 0.3154813    57 Value Inverse 
 0.3139066    38 Green Homogeneity 
 0.311596     45 Value Homogeneity 
 0.3058353    88 Gray Variance 
 0.3036192   100 Gray Cluster 
 0.2934906    94 Lab_L Variance 
 0.2913366    10 Lab_L Energy 
 0.2910609    87 Blue Variance 
 0.2907683   106 Lab_L Cluster 
 0.2842305    99 Blue Cluster 
 0.2765102    63 Blue Correlation 
 0.2751438   108 Lab_b Cluster 
 0.2733205    26 Green Contrast 
 0.2729625    71 Lab_a Correlation 
 0.2714711    25 Red Contrast 
 0.2703632    96 Lab_b Variance 
 0.2681107    85 Red Variance 
 0.2673203    27 Blue Contrast 
 0.2667268    33 Value Contrast 
 0.2659846    68 Light Correlation 




 0.17953    28 Gray Contrast 
 0.17912    27 Blue Contrast 
 0.17898    64 Gray Correlation 
 0.17875    16 Gray Entropy  
 0.17795    14 Green Entropy 
 0.17752    30 S_hsl Contrast 
 0.17654    21 Value Entropy 
 0.17476    62 Green Correlation 
 0.17443    34 Lab_L Contrast 
 0.17313     5 Hue Energy 
 0.16932   108 Lab_b Cluster 
 0.16777    96 Lab_b Variance 
 0.16503   100 Gray Cluster 
 0.16336    88 Gray Variance 
 0.16212    92 Light Variance 
 0.16199    60 Lab_b Inverse 
 0.15828   106 Lab_L Cluster 
 0.15578   104 Light Cluster 
 0.1549     94 Lab_L Variance 
 0.14753    69 Value Correlation 
 0.13958    78 S_hsl SumMean 
 0.13423    31 S_hsv Contrast 
 0.12431   102 S_hsl Cluster 
 0.11929   118 Lab_L Max.Prob. 
 0.11773    17 Hue Entropy 
 0.08992    41 Hue Homogeneity 
 0.08054    36 Lab_b Contrast 
 0.07461    65 Hue Correlation 
 0.07249    79 S_hsv SumMean 
 0.06893    77 Hue SumMean 
 0.10396    26 Green Contrast 
 0.10382    94 Lab_L Variance 
 0.10295   106 Lab_L Cluster 
 0.10253   108 Lab_b Cluster 
 0.10232    25 Red Contrast 
 0.10192    68 Light Correlation 
 0.10136    27 Blue Contrast 
 0.10096    33 Value Contrast 
 0.10013    96 Lab_b Variance 
 0.09587    28 Gray Contrast 
 0.09564    32 Light Contrast 
 0.09495    61 Red Correlation 
 0.0937     64 Gray Correlation 
 0.09366    62 Green Correlation 
 0.09339    34 Lab_L Contrast 
 0.09283    70 Lab_L Correlation 
 0.08352    69 Value Correlation 
 0.08215    60 Lab_b Inverse 
 0.08196    30 S_hsl Contrast 
 0.07915    17 Hue Entropy 
 0.07711    78 S_hsl SumMean 
 0.07341   109 Red Max.Prob. 
 0.07341   115 S_hsv Max.Prob. 
 0.07341   112 Gray Max.Prob. 
 0.07341   116 Light Max.Prob. 
 0.07341   117 Value Max.Prob. 
 0.07341   111 Blue Max.Prob. 
 0.07341   110 Green Max.Prob. 
 0.07156   118 Lab_L Max.Prob. 
 0.06502    90 S_hsl Variance 
 0.2574076    61 Red Correlation 
 0.2573279    97 Red Cluster 
 0.251384     28 Gray Contrast 
 0.2498595    32 Light Contrast 
 0.2486856    34 Lab_L Contrast 
 0.2450738   105 Value Cluster 
 0.2445844    22 Lab_L Entropy 
 0.2428096    66 S_hsl Correlation 
 0.2423804    64 Gray Correlation 
 0.240657     69 Value Correlation 
 0.2368499    60 Lab_b Inverse 
 0.2362473    62 Green Correlation 
 0.228335     70 Lab_L Correlation 
 0.2247035    30 S_hsl Contrast 
 0.2198499    86 Green Variance 
 0.210813     98 Green Cluster 
 0.1881957    17 Hue Entropy 
 0.1625557    31 S_hsv Contrast 
 0.1387806    41 Hue Homogeneity 
 0.1331108   118 Lab_L Max.Prob. 
 0.1295209    78 S_hsl SumMean 
 0.1002171    36 Lab_b Contrast 
 0.0988687    79 S_hsv SumMean 
 0.0842689    65 Hue Correlation 
 0.0745132    77 Hue SumMean 
 0.0674875    89 Hue Variance 
 0.0670874   113 Hue Max.Prob. 
 0.0664322    67 S_hsv Correlation 
 0.0643229   101 Hue Clustere 




 0.06804   101 Hue Clustere 
 0.06064    29 Hue Contrast 
 0.05849    35 Lab_a Contrast 
 0.05762    53 Hue Inverse 
 0.05373    89 Hue Variance 
 0.04845    74 Green SumMean 
 0.04446    81 Value SumMean 
 0.03855    73 Red SumMean 
 0.03512    84 Lab_b SumMean 
 0.03341   107 Lab_a Cluster 
 0.03328    95 Lab_a Variance 
 0.02999    82 Lab_L SumMean 
 0.02847    75 Blue SumMean 
 0.02789   114 S_hsl Max.Prob. 
 0.02782    76 Gray SumMean 
 0.02754    83 Lab_a SumMean 
 0.02635    91 S_hsv Variance 
 0.02296   103 S_hsv Cluster 
 0.02051    80 Light SumMean 
 0.00825   116 Light Max.Prob. 
 0.00825   109 Red Max.Prob. 
 0.00825   117 Value Max.Prob. 
 0.00825   115 S_hsv Max.Prob. 
 0.00825   112 Gray Max.Prob. 
 0.00825   110 Green Max.Prob. 
 0.00825   111 Blue Max.Prob. 
 0.00627     3 Blue Energy 
 0.00627     2 Green Energy 
 0.00627     4 Gray Energy 
 0.00627     9 Value Energy 
 0.06008    31 S_hsv Contrast 
 0.05362    41 Hue Homogeneity 
 0.04725   102 S_hsl Cluster 
 0.04718    79 S_hsv SumMean 
 0.0416     67 S_hsv Correlation 
 0.03936   103 S_hsv Cluster 
 0.03773    91 S_hsv Variance 
 0.03501    36 Lab_b Contrast 
 0.03228    65 Hue Correlation 
 0.02852    77 Hue SumMean 
 0.02614   101 Hue Clustere 
 0.02208    89 Hue Variance 
 0.01774    53 Hue Inverse 
 0.01657    81 Value SumMean 
 0.01568     6 Sat_hsl Energy 
 0.01568     1 Red Energy 
 0.01568     8 Light Energy 
 0.01568     7 Sat_hsv Energy 
 0.01568     9 Value Energy 
 0.01568     4 Gray Energy 
 0.01568     3 Blue Energy 
 0.01568     2 Green Energy 
 0.01547    35 Lab_a Contrast 
 0.01526    29 Hue Contrast 
 0.01382    73 Red SumMean 
 0.01368    80 Light SumMean 
 0.01242    75 Blue SumMean 
 0.01056   107 Lab_a Cluster 
 0.01051    76 Gray SumMean 
 0.01034    82 Lab_L SumMean 
 0.0474943    90 S_hsl Variance 
 0.0455066    29 Hue Contrast 
 0.0388414    35 Lab_a Contrast 
 0.0374914     5 Hue Energy 
 0.0323812    75 Blue SumMean 
 0.032245     80 Light SumMean 
 0.0276956   107 Lab_a Cluster 
 0.0263795    84 Lab_b SumMean 
 0.0262631    81 Value SumMean 
 0.0257929    76 Gray SumMean 
 0.0254547    83 Lab_a SumMean 
 0.0252938    82 Lab_L SumMean 
 0.0239502    95 Lab_a Variance 
 0.0229642    73 Red SumMean 
 0.0224747   102 S_hsl Cluster 
 0.0147738    74 Green SumMean 
 0.0038133    91 S_hsv Variance 
 0.0036242   103 S_hsv Cluster 
 0.0033049   114 S_hsl Max.Prob. 
 0.000561    110 Green Max.Prob. 
 0.000561    116 Light Max.Prob. 
 0.000561    109 Red Max.Prob. 
 0.000561    117 Value Max.Prob. 
 0.000561    115 S_hsv Max.Prob. 
 0.000561    112 Gray Max.Prob. 
 0.000561    111 Blue Max.Prob. 
 0.0000577     3 Blue Energy 
 0.0000577     2 Green Energy 
 0.0000577     4 Gray Energy 




 0.00627     6 Sat_hsl Energy 
 0.00627     7 Sat_hsv Energy 
 0.00627     8 Light Energy 
 0.00627     1 Red Energy 
 0.00944    84 Lab_b SumMean 
 0.00893    83 Lab_a SumMean 
 0.00889    95 Lab_a Variance 
 0.00784    74 Green SumMean 
 0.0000577     6 Sat_hsl Energy 
 0.0000577     7 Sat_hsv Energy 
 0.0000577     8 Light Energy 






One R Attribute Eval Relief F Attribute Eval Symmetrical Uncert Attribute Eval 
Bobot          Attribute Bobot          Attribute Bobot          Attribute 
93         12 Lab_b Energy 
91.7361    42 S_hsl Homogeneity 
91.1944    48 Lab_b Homogeneity 
91.1389    18 S_hsl Entropy 
91.0556    55 S_hsv Inverse 
90.6944    43 S_hsv Homogeneity 
90.625     24 Lab_b Entropy 
90.2917    54 S_hsl Inverse 
90.1944   119 Lab_a Max.Prob. 
90.1667    11 Lab_a Energy 
90.125     19 S_hsvEntropy 
89.8472    15 Blue Entropy 
89.7083    47 Lab_a Homogeneity 
89.6667    59 Lab_a Inverse 
89.1944    20 Light Entropy 
88.9444    87 Blue Variance 
88.9306    99 Blue Cluster 
88.8889    51 Blue Inverse 
88.875     72 Lab_b Correlation 
88.8472    13 Red Entropy 
88.8472    10 Lab_L Energy 
88.8333    16 Gray Entropy  
88.8194    39 Blue Homogeneity 
88.7639   104 Light Cluster 
88.75      49 Red Inverse 
88.6944    44 Light Homogeneity 
0.630473     24 Lab_b Energy 
 0.6242621    55 S_hsv Homogeneity 
 0.6232453    54 S_hsl Homogeneity 
 0.6132527    31 S_hsvEntropy 
 0.6108543    30 S_hsl Entropy 
 0.6070303    66 S_hsl Inverse 
 0.6015523    23 Lab_a Energy 
 0.5742097    67 S_hsv Inverse 
 0.5738668    60 Lab_b Homogeneity 
 0.5695989   131 Lab_a Max.Prob. 
 0.558273     59 Lab_a Inverse 
 0.5341297    47 Lab_a Homogeneity 
 0.500632     87 Blue Variance 
 0.4795799    78 S_hsl SumMean 
 0.478439     92 Light Variance 
 0.4735988   104 Light Cluster 
 0.4719382    17 Hue Entropy 
 0.4708565    72 Lab_b Correlation 
 0.4660219    66 S_hsl Correlation 
 0.4632391    99 Blue Cluster 
 0.4623189    79 S_hsv SumMean 
 0.4589052   106 Lab_L Cluster 
 0.4552279    23 Lab_a Entropy 
 0.4522194    88 Gray Variance 
 0.4493077    94 Lab_L Variance 
 0.44906      15 Blue Entropy 
0.413312    12 Lab_b Energy 
 0.338291    10 Lab_L Energy 
 0.316549    43 S_hsv Homogeneity 
 0.302962    11 Lab_a Energy 
 0.300776    42 S_hsl Homogeneity 
 0.290165   119 Lab_a Max.Prob. 
 0.289323    48 Lab_b Homogeneity 
 0.267476    55 S_hsv Inverse 
 0.264079    24 Lab_b Entropy 
 0.25927     54 S_hsl Inverse 
 0.250246    18 S_hsl Entropy 
 0.248193    23 Lab_a Entropy 
 0.243062    99 Blue Cluster 
 0.242315    59 Lab_a Inverse 
 0.238363    87 Blue Variance 
 0.237582    51 Blue Inverse 
 0.232291    15 Blue Entropy 
 0.231213    39 Blue Homogeneity 
 0.231       47 Lab_a Homogeneity 
 0.224654    49 Red Inverse 
 0.222192    56 Light Inverse 
 0.221663    37 Red Homogeneity 
 0.22056     44 Light Homogeneity 
 0.219399    72 Lab_b Correlation 
 0.21932     20 Light Entropy 




88.6389    40 Gray Homogeneity 
88.5833    57 Value Inverse 
88.5556    21 Value Entropy 
88.5278    92 Light Variance 
88.5278    37 Red Homogeneity 
88.5139    38 Green Homogeneity 
88.4583    14 Green Entropy 
88.4028    46 Lab_L Homogeneity 
88.3472    52 Gray Inverse 
88.2778    96 Lab_b Variance 
88.25      23 Lab_a Entropy 
88.25     108 Lab_b Cluster 
88.25      58 Lab_L Inverse 
88.2083    45 Value Homogeneity 
88.2083    85 Red Variance 
88.1528    56 Light Inverse 
88.1389    71 Lab_a Correlation 
88.1111    79 S_hsv SumMean 
88.0972    26 Green Contrast 
88.0833    50 Green Inverse 
88.0556    22 Lab_L Entropy 
87.9861    25 Red Contrast 
87.9444    78 S_hsl SumMean 
87.9167    27 Blue Contrast 
87.9028    97 Red Cluster 
87.8194    88 Gray Variance 
87.8056    94 Lab_L Variance 
87.7639   100 Gray Cluster 
87.7083    33 Value Contrast 
87.6806    60 Lab_b Inverse 
 0.4456506   108 Lab_b Cluster 
 0.4446476    63 Blue Correlation 
 0.4426885   100 Gray Cluster 
 0.442249     96 Lab_b Variance 
 0.4364198    71 Lab_a Correlation 
 0.4289391    93 Value Variance 
 0.4049401    24 Lab_b Entropy 
 0.4043556    41 Hue Homogeneity 
 0.4012897    68 Light Correlation 
 0.3986947    69 Value Correlation 
 0.3981762    86 Green Variance 
 0.396644    105 Value Cluster 
 0.3879014    85 Red Variance 
 0.381075     60 Lab_b Inverse 
 0.378873     64 Gray Correlation 
 0.378854     70 Lab_L Correlation 
 0.3746975    84 Lab_b SumMean 
 0.3724175    62 Green Correlation 
 0.3681554    89 Hue Variance 
 0.3664977    20 Light Entropy 
 0.3659633    31 S_hsv Contrast 
 0.3597351    97 Red Cluster 
 0.3579885    39 Blue Homogeneity 
 0.3575947    29 Hue Contrast 
 0.3551349    61 Red Correlation 
 0.3518779    16 Gray Entropy  
 0.3442546    95 Lab_a Variance 
 0.3440976    53 Hue Inverse 
 0.3435812    13 Red Entropy 
 0.3424881    14 Green Entropy 
 0.219296    58 Lab_L Inverse 
 0.218564    52 Gray Inverse 
 0.217463    50 Green Inverse 
 0.214832    40 Gray Homogeneity 
 0.214779    45 Value Homogeneity 
 0.214562    46 Lab_L Homogeneity 
 0.212195    38 Green Homogeneity 
 0.211535    13 Red Entropy 
 0.209341    57 Value Inverse 
 0.20903     16 Gray Entropy  
 0.204855    14 Green Entropy 
 0.200532    21 Value Entropy 
 0.199759    22 Lab_L Entropy 
 0.189753    98 Green Cluster 
 0.187424    86 Green Variance 
 0.18594     85 Red Variance 
 0.183984    97 Red Cluster 
 0.183382    63 Blue Correlation 
 0.1787      92 Light Variance 
 0.176991   104 Light Cluster 
 0.175302    66 S_hsl Correlation 
 0.173356    71 Lab_a Correlation 
 0.173319    93 Value Variance 
 0.170774    88 Gray Variance 
 0.170031   100 Gray Cluster 
 0.168622   105 Value Cluster 
 0.16406     94 Lab_L Variance 
 0.162658   106 Lab_L Cluster 
 0.16173     26 Green Contrast 




87.6806   106 Lab_L Cluster 
87.6667    93 Value Variance 
87.5139    41 Hue Homogeneity 
87.3889   105 Value Cluster 
87.2361    69 Value Correlation 
87.1528    68 Light Correlation 
87.0694   118 Lab_L Max.Prob. 
87.0694    17 Hue Entropy 
87.0556    31 S_hsv Contrast 
86.9861     5 Hue Energy 
86.9306    28 Gray Contrast 
86.9167   113 Hue Max.Prob. 
86.875     36 Lab_b Contrast 
86.6944   101 Hue Clustere 
86.6389    77 Hue SumMean 
86.6111    84 Lab_b SumMean 
86.5833     6 Sat_hsl Energy 
86.5833    98 Green Cluster 
86.5833   110 Green Max.Prob. 
86.5833   117 Value Max.Prob. 
86.5833    29 Hue Contrast 
86.5833    30 S_hsl Contrast 
86.5833   116 Light Max.Prob. 
86.5833   115 S_hsv Max.Prob. 
86.5833   109 Red Max.Prob. 
86.5833   112 Gray Max.Prob. 
86.5833   111 Blue Max.Prob. 
86.5833   114 S_hsl Max.Prob. 
86.5833   102 S_hsl Cluster 
86.5833   103 S_hsv Cluster 
 0.3410492    21 Value Entropy 
 0.3374015    98 Green Cluster 
 0.3362535   118 Lab_L Max.Prob. 
 0.334495     36 Lab_b Contrast 
 0.3322276    83 Lab_a SumMean 
 0.3295473   107 Lab_a Cluster 
 0.3288647    75 Blue SumMean 
 0.3268966    67 S_hsv Correlation 
 0.3263493    51 Blue Inverse 
 0.3229511    30 S_hsl Contrast 
 0.3206492    25 Red Contrast 
 0.3189283    58 Lab_L Inverse 
 0.3181031    44 Light Homogeneity 
 0.3165427    33 Value Contrast 
 0.3164684    49 Red Inverse 
 0.312786     26 Green Contrast 
 0.3104665    50 Green Inverse 
 0.3065697    46 Lab_L Homogeneity 
 0.3058317    34 Lab_L Contrast 
 0.3046575    28 Gray Contrast 
 0.3041738    52 Gray Inverse 
 0.300138     57 Value Inverse 
 0.3001014    27 Blue Contrast 
 0.2998889    32 Light Contrast 
 0.2984874    40 Gray Homogeneity 
 0.2975315    35 Lab_a Contrast 
 0.2960189    56 Light Inverse 
 0.2923669    37 Red Homogeneity 
 0.2922209    38 Green Homogeneity 
 0.2874653   101 Hue Clustere 
 0.159503    25 Red Contrast 
 0.158303    68 Light Correlation 
 0.157797    27 Blue Contrast 
 0.157236    33 Value Contrast 
 0.156691    96 Lab_b Variance 
 0.149056    28 Gray Contrast 
 0.148716    61 Red Correlation 
 0.148574    32 Light Contrast 
 0.145695    34 Lab_L Contrast 
 0.145236    64 Gray Correlation 
 0.144348    62 Green Correlation 
 0.142235    70 Lab_L Correlation 
 0.132511    69 Value Correlation 
 0.131062   113 Hue Max.Prob. 
 0.130349    60 Lab_b Inverse 
 0.128685    30 S_hsl Contrast 
 0.120309    17 Hue Entropy 
 0.106581    78 S_hsl SumMean 
 0.10196    118 Lab_L Max.Prob. 
 0.094057    31 S_hsv Contrast 
 0.092007     5 Hue Energy 
 0.083121    41 Hue Homogeneity 
 0.069467    79 S_hsv SumMean 
 0.064124    90 S_hsl Variance 
 0.056595    67 S_hsv Correlation 
 0.055468    36 Lab_b Contrast 
 0.050137    65 Hue Correlation 
 0.044305    77 Hue SumMean 
 0.040063   101 Hue Clustere 




86.5833     7 Sat_hsv Energy 
86.5833     1 Red Energy 
86.5833    62 Green Correlation 
86.5833    70 Lab_L Correlation 
86.5833    73 Red SumMean 
86.5833    67 S_hsv Correlation 
86.5833    53 Hue Inverse 
86.5833    66 S_hsl Correlation 
86.5833     3 Blue Energy 
86.5833     2 Green Energy 
86.5833    64 Gray Correlation 
86.5833    65 Hue Correlation 
86.5833    74 Green SumMean 
86.5833    76 Gray SumMean 
86.5833    34 Lab_L Contrast 
86.5833     8 Light Energy 
86.5833    35 Lab_a Contrast 
86.5833    90 S_hsl Variance 
86.5833    91 S_hsv Variance 
86.5833    86 Green Variance 
86.5833     4 Gray Energy 
86.5833    81 Value SumMean 
86.5833    82 Lab_L SumMean 
86.5833    83 Lab_a SumMean 
86.5833     9 Value Energy 
86.5694    63 Blue Correlation 
86.5694    80 Light SumMean 
86.5694    75 Blue SumMean 
86.5556    95 Lab_a Variance 
86.5556   107 Lab_a Cluster 
 0.2871598    45 Value Homogeneity 
 0.2792212    22 Lab_L Entropy 
 0.2730645    80 Light SumMean 
 0.2639693    77 Hue SumMean 
 0.2412605    10 Lab_L Energy 
 0.2292053    65 Hue Correlation 
 0.1955283    82 Lab_L SumMean 
 0.1869553    74 Green SumMean 
 0.1847817    73 Red SumMean 
 0.1785211    76 Gray SumMean 
 0.1734259    81 Value SumMean 
 0.1319154    90 S_hsl Variance 
 0.0534167   102 S_hsl Cluster 
 0.0522391   113 Hue Max.Prob. 
 0.0195877     5 Hue Energy 
 0.0128913    91 S_hsv Variance 
 0.0119823   103 S_hsv Cluster 
 0.0017669   114 S_hsl Max.Prob. 
 0.0000278   116 Light Max.Prob. 
 0.0000278   117 Value Max.Prob. 
 0.0000278   115 S_hsv Max.Prob. 
 0.0000278   109 Red Max.Prob. 
 0.0000278   110 Green Max.Prob. 
 0.0000278   112 Gray Max.Prob. 
 0.0000278   111 Blue Max.Prob. 
 0.0000278     3 Blue Energy 
 0.0000278     4 Gray Energy 
 0.0000278     2 Green Energy 
 0.0000278     6 Sat_hsl Energy 
 0.0000278     7 Sat_hsv Energy 
 0.035455    89 Hue Variance 
 0.028173    53 Hue Inverse 
 0.02438     29 Hue Contrast 
 0.023819    35 Lab_a Contrast 
 0.02249     81 Value SumMean 
 0.020755    80 Light SumMean 
 0.019282    75 Blue SumMean 
 0.019035    73 Red SumMean 
 0.016421   107 Lab_a Cluster 
 0.016099    76 Gray SumMean 
 0.01582     82 Lab_L SumMean 
 0.014878    84 Lab_b SumMean 
 0.014138    83 Lab_a SumMean 
 0.013903    95 Lab_a Variance 
 0.01121     74 Green SumMean 
 0.008953    91 S_hsv Variance 
 0.008677   114 S_hsl Max.Prob. 
 0.008599   103 S_hsv Cluster 
 0.001479   117 Value Max.Prob. 
 0.001479   109 Red Max.Prob. 
 0.001479   110 Green Max.Prob. 
 0.001479   116 Light Max.Prob. 
 0.001479   115 S_hsv Max.Prob. 
 0.001479   111 Blue Max.Prob. 
 0.001479   112 Gray Max.Prob. 
 0.000153     3 Blue Energy 
 0.000153     2 Green Energy 
 0.000153     4 Gray Energy 
 0.000153     9 Value Energy 




86.5417    89 Hue Variance 
86.3889    32 Light Contrast 
86.3194    61 Red Correlation 
 0.0000278     8 Light Energy 
 0.0000278     9 Value Energy 
 0.0000278     1 Red Energy 
 0.000153     7 Sat_hsv Energy 
 0.000153     8 Light Energy 





Lampiran 8. Koding Pemodelan ANN pada Aplikasi Matlab 
>> %normalisasi data  
>> [pn,minp,maxp,tn,mint,maxt] = premnmx(p,t);  
>> [qn,minq,maxq,sn,mins,maxs] = premnmx(q,s);  
>> %pembuatan topologi jaringan saraf tiruan  
>> net = newff(minmax(pn),[30 40 1],{'logsig' 'logsig' 'tansig'},'trainlm');  
>> %optimalitas jaringan saraf tiruan  
>> net.trainParam.Epochs = 10000;  
>> net.trainParam.goal = 0.01;  
>> net.trainParam.lr = 0.1;  
>> net.trainParam.mc = 0.5;  
>> %proses training  
>> [net,train]=train(net,pn,tn);  
>> %Evaluasi Jaringan terhadap t (target data training)  
>> y=sim(net,pn);  
>> yt=postmnmx(y,mint,maxt);  
>> [m,b,r]=postreg(yt,t);  
>> %Evaluasi Jaringan terhadap s (target data validation)  
>> z=sim(net,qn);  
>> zt=postmnmx(z,mins,maxs);  
>> [m1,b1,r1]=postreg(zt,s);  
>> %Menampilkan output angka hasil simulasi  
>> H= [(1:size(qn,2))' s' zt' (s'-zt')];  
>> %Menampilkan akurasi jaringan dalam normalisasi  


























Tansig Tansig Purelin 0.75584 0.72534 0.0441 0.0504 
Tansig Tansig Tansig 0.74929 0.7188 0.0451 0.0520 
Tansig Tansig Logsig 0.68757 0.63916 0.0699 0.0744 
Logsig Logsig Purelin 0.67258 0.62099 0.0564 0.0641 
Logsig Logsig Tansig 0.71854 0.6797 0.0497 0.0563 







Tansig Tansig Purelin 0.8462 0.83037 0.0292 0.0327 
Tansig Tansig Tansig 0.83084 0.8149 0.0319 0.0353 
Tansig Tansig Logsig 0.75235 0.69607 0.0600 0.0654 
Logsig Logsig Purelin 0.79329 0.77769 0.0381 0.0415 
Logsig Logsig Tansig 0.8107 0.7979 0.0353 0.0382 




Tansig Tansig Purelin 0.74118 0.7092 0.0464 0.0535 
Tansig Tansig Tansig 0.77135 0.74823 0.0417 0.0478 
Tansig Tansig Logsig 0.010539 0.018257 0.1044 0.1044 
Logsig Logsig Purelin 0.65916 0.59536 0.0583 0.0673 
Logsig Logsig Tansig 0.71268 0.6735 0.0506 0.0567 




Tansig Tansig Purelin NaN NaN NaN NaN 
Tansig Tansig Tansig 0.72656 0.68518 0.0519 0.0616 
Tansig Tansig Logsig 0.60466 0.59106 0.0774 0.0822 
Logsig Logsig Purelin 0.70946 0.66787 0.0535 0.0583 
Logsig Logsig Tansig 0.71345 0.66836 0.0551 0.0659 




Tansig Tansig Purelin 0.71807 0.67546 0.0499 0.0568 
Tansig Tansig Tansig 0.73266 0.69588 0.0477 0.0539 




Logsig Logsig Purelin 0.71258 0.66912 0.0508 0.0575 
Logsig Logsig Tansig 0.71052 0.6674 0.0510 0.0576 




Tansig Tansig Purelin NaN NaN NaN NaN 
Tansig Tansig Tansig 0.75176 0.71795 0.0473 0.0566 
Tansig Tansig Logsig 0.61304 0.61221 0.0769 0.0817 
Logsig Logsig Purelin 0.71335 0.67542 0.0505 0.0574 
Logsig Logsig Tansig 0.72775 0.69073 0.0484 0.0547 




Tansig Tansig Purelin 0.72593 0.68857 0.0487 0.0557 
Tansig Tansig Tansig 0.73223 0.69645 0.0477 0.0538 
Tansig Tansig Logsig 0.66795 0.63571 0.0722 0.0768 
Logsig Logsig Purelin 0.719 0.67977 0.0497 0.0568 
Logsig Logsig Tansig 0.71392 0.67256 0.0504 0.0569 
Logsig Logsig Logsig 0.64743 0.62798 0.0741 0.0786 
Trainlm 
Tansig Tansig Purelin 0.95017 0.80819 0.0100 0.0434 
Tansig Tansig Tansig 0.95015 0.79975 0.0100 0.0479 
Tansig Tansig Logsig 0.84089 0.61816 0.0471 0.0877 
Logsig Logsig Purelin 0.95027 0.82905 0.0100 0.0421 
Logsig Logsig Tansig 0.95033 0.83832 0.0100 0.0378 
Logsig Logsig Logsig 0.84161 0.55074 0.0467 0.0959 
Trainoss 
Tansig Tansig Purelin 0.82941 0.80983 0.0321 0.0359 
Tansig Tansig Tansig 0.8318 0.81902 0.0317 0.0345 
Tansig Tansig Logsig 0.7403 0.71455 0.0628 0.0653 
Logsig Logsig Purelin 0.82892 0.81035 0.0322 0.0360 
Logsig Logsig Tansig 0.82794 0.81158 0.0323 0.0358 
Logsig Logsig Logsig 0.73873 0.70853 0.0631 0.0655 
Trainrp 
Tansig Tansig Purelin 0.81322 0.78166 0.0348 0.0414 
Tansig Tansig Tansig 0.83737 0.81114 0.0307 0.0363 
Tansig Tansig Logsig 0.010815 0.018428 0.1044 0.1044 
Logsig Logsig Purelin 0.81449 0.78417 0.0346 0.0406 




Logsig Logsig Logsig 0.72392 0.6613 0.0647 0.0697 
Trainscg 
Tansig Tansig Purelin 0.85383 0.83649 0.0279 0.0320 
Tansig Tansig Tansig 0.85418 0.83564 0.0278 0.0319 
Tansig Tansig Logsig 0.75441 0.70855 0.0602 0.0644 
Logsig Logsig Purelin 0.84219 0.82532 0.0299 0.0332 
Logsig Logsig Tansig 0.84625 0.82752 0.0292 0.0332 






Lampiran 10.  Dokumentasi Penelitian 
 
 
 
