We analyze the online learning of a Perceptron (student) from signals produced by a single Perceptron (teacher) in which both the student and the teacher suffer from external noise. We adopt three typical learning rules and treat the input and output noises. In order to improve learning when it fails in the sense that the student vector does not converge to the teacher vector, we use a method based on the optimal learning rate. Furthermore, in order to control learning, we propose a concrete method for the Perceptron rule in the output noise model. Finally, we analyze time domain ensemble online learning. The theoretical results agree quite well with the numerical simulation results.
Introduction
We study the online learning of a single Perceptron 1) from signals produced by a single teacher. We assume that both the teacher and the student suffer from external noise, and we adopt the Hebbian, 2) Perceptron 1) and AdaTron 3) rules as learning rules. 4) In our previous paper, we studied a similar system in which only the teacher suffers from external noise. 5, 6) There have been many other studies that focus on the case of a single teacher. [7] [8] [9] [10] [11] [12] The main purpose of the present study is to improve learning when it fails in the sense that the student vector does not converge to the teacher vector. 13) The results are as follows: When learning fails, the teacher can be identified using the optimal learning rate. We can obtain the asymptotic form of the generalization error using the optimal learning rate for the three learning rules. Furthermore, in order to control learning, we propose a concrete method for the Perceptron rule in the output noise model. Finally, we analyze time domain ensemble learning and derive the formula of the direction cosine between the teacher vector and the averaged student vector.
The paper is organized as follows: In §2, the formulation for online learning is given. In §3 and §4, the learning with a constant learning rate and that with an optimal learning rate are analyzed, respectively. In §5, we study the control of learning, and in §6, we analyze the time domain ensemble learning. Section 7 is devoted to the summary and discussion. In the appendix, we list useful integration formulas in order to derive the differential equations for order parameters.
Formulation
We consider the supervised learning of a Perceptron in the presence of noise. Let J and B be the student and teacher vectors, respectively. We assume that these are N-dimensional vectors. We also assume that jBj ¼ 1. Let be an Ndimensional example vector. We assume that its component i takes AE1 and is drawn independently with the probability Pð ¼ 1Þ ¼ 1 À Pð ¼ À1Þ ¼ 1=2. When there is no noise, the output S generated by the student J for is given by
where J Á denotes the inner product of J and , sgnðxÞ ¼ 1 for x ! 0, and sgnðxÞ ¼ À1 for x < 0. When there is no noise, the output T generated by the teacher B for is given by
In this paper, we treat the cases in which both the teacher and student noises exist. We assume that the teacher and student noises are independent. We consider the output and input noises. Let P T be the probability of T ¼ 1 and P S be the probability of S ¼ 1. Since P T and P S depend on y ¼ B Á and x ¼Ĵ J Á in the present model, respectively, we denote them as P T ðyÞ and P S ðxÞ. Here,Ĵ J ¼ J=J, and J ¼ jJj is the norm of J. In the output noise model, these are given by
In the input noise model, T and S are given by
where T and S are the teacher and student noises, respectively. Each component
T is assumed to be independently drawn from the Gaussian distribution of the mean 0 and the standard deviation T , and each component S i of S is assumed to be independently drawn from the Gaussian distribution of the mean 0 and the standard deviation S . Then, P T and P S are expressed as
where HðyÞ ¼ R 1 y Du and Du ¼ du= ffiffiffiffiffi ffi 2 p expðÀu 2 =2Þ. We adopt the following learning algorithm for the output noise model
and for the input noise model
where is the learning rate and F is the learning rule. In the latter case, the term in the noiseless case is replaced by þ S , because the student receives examples which suffer from external noises.
We consider the following three learning rules: 
where ÂðxÞ ¼ 1 for x ! 0 and ÂðxÞ ¼ 0 for x < 0. We define the order parameters Q ¼ J 2 and R ¼ J Á B. In addition to Q and R, J ¼ ffiffiffi ffi Q p and ! ¼ R=J are also used. The generalization error g is defined by
where hÁi Ä denotes the average over examples and noises. Now, let us consider a way of taking the average over examples and noises. As an example, let us consider a function of x, y, S, and T, f ¼ f ðx; y; S; TÞ. The average over noises h f i noise is taken using P T ðyÞ and P S ðxÞ as
f ðx; y; S; TÞ; ð17Þ since the student and teacher noises are assumed to be independent. Here, we use the fact that the probabilities of S ¼ AE1 and T ¼ AE1 are expressed as P S ðSxÞ and P T ðTyÞ, respectively. See eqs. (3), (4), (7) , and (8) . The average over examples is replaced by the average over x and y. Because s are independent random variables, x ¼ P iĴ J i i and y ¼ P i B i i are random variables and obey a Gaussian distribution by the central limit theorem. The means, variances, and covariance for x and y are calculated as hxi ¼ 0, hyi ¼ 0, hx 2 i ¼ 1, hy 2 i ¼ 1, and hxyi ¼ !. Thus, the Gaussian probability density for x and y, Pðx; yÞ, is given as
Therefore, h f i Ä is calculated using
P T ðTyÞP S ðSxÞ f ðx; y; S; TÞ:
Then, g is calculated using
In the next section, for a constant learning rate, we derive the differential equations for order parameters for both the output and input noise models, and compare the theoretical and numerical results.
Constant Learning Rate

Output noise model
The generalization error g is calculated as
From eq. (9), we obtain the differential equations for Q and R:
Here, we assume self-averaging. 14) Since F is expressed as F ½J; x; T; S, these equations are rewritten as
The equations for J and ! are
The average over noises and examples is calculated using P S ðxÞ, P T ðyÞ, and Pðx; yÞ. By performing the average over x and y, we get equations for Q, R, J, and !.
In the Hebbian rule, we get the differential equations for order parameters as
These are the same as those in the case in which only the teacher suffers from noise. This case has been studied and the differential equations have been solved analytically. 15) In the Perceptron rule, we get the differential equations for order parameters as
In the AdaTron rule, the equations for order parameters are given as
Input noise model
From eq. (10), we obtain the differential equations for Q and R:
Here, we assume self-averaging. Now, F depends on J, x, T, S, and v, where v ¼Ĵ J Á S . Since S ¼ sgn½Jðx þ vÞ ¼ sgnðx þ vÞ, F is expressed as F ½J; x; v; T. The factor ð þ S Þ 2 in the second term on the right-hand side of eq. (41) can be calculated as
where we used the fact that N is very large, and and S are statistically independent.
16) Then, the above equations are rewritten as
The average over the teacher noise T is taken independently of other averages and is calculated using the probability P T ðyÞ. On the other hand, the average over the student noise S of the quantity A is replaced with hAi u;v R 1 À1 dx R 1 À1 dy P 2 ðu; vÞA. Here, the probability distribution P 2 ðu; vÞ is given by the Gaussian distribution with hui ¼ 0,
The average over examples is calculated using Pðx; yÞ, as in the output noise case. By performing the average over examples and noises, we get equations for Q, R, J, and !.
In the Perceptron rule, we get the differential equations for order parameters as
The asymptotic values of J and ! are given in Table I .
Numerical results
In this subsection, we give the results of numerical integrations of differential equations by the Runge-KuttaGill (RKG) method and the results of numerical simulations.
In Figs. 1-4 , we show the numerical and theoretical results for Perceptron and AdaTron rules in the output and input noise models. The agreements between the numerical and theoretical results are quite well.
For the Perceptron rule in the output noise model, learning succeeds for k T ! k S , but fails for k T < k S . See Fig. 1 . For other cases, learning always fails. See Figs. 2-4 . In Fig. 4 , we show the results of the three cases of S < ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, and S > ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ð2=Þ À 1 p and confirm that, as t ! 1, J tends to 0, constant and 1, respectively.
In order to improve learning in the case that learning fails, we consider the optimal learning rate firstly.
Optimal Learning Rate
We study the optimal learning rate opt , which is determined by the following relation: 10)
e is =J for the Hebbian and Perceptron rules, and for the AdaTron rule. Since g is a function of !, the relationship is equivalent to
The differential equation for ! is expressed as Table I . Asymptotic values of J and !. From this, the optimal learning rate opt and the differential equation obtained using opt are derived as
Model Learning rule !
where a and b are given in Table II . It is easily proved that ! ! 1 as t ! 1, that is, learning succeeds. Let us definẽ g g,min À g ð!Þ, where g,min ¼ g ð! ¼ 1Þ. Asymptotic forms of opt and g,opt , which is g evaluated for e opt , are shown in Table III . In Fig. 5 , we show the numerical and theoretical results for ! in the Perceptron and AdaTron rules. In the theoretical calculation and numerical simulations, we used the asymptotic forms of e opt as . We find that the agreements between the theoretical and numerical results are fairly well.
Control of Learning
In the output noise model for the Perceptron learning rule, learning succeeds for k T ! k S , but fails for k T < k S . This is a rather surprising result. Let us consider the situation of k S ¼ a > k T , where a is some positive value less than 1. In this case, learning fails. If k S is decreased from a with k T fixed, learning becomes better and, at k S ¼ k T , it succeeds. That is, when the student noise is increased, learning becomes better and when it is decreased, learning becomes worse. We can use this fact to control learning by intentionally reversing the student's output. Suppose that learning fails. We introduce the control parameter k SC and reverse the student output with the probability ð1 À k SC Þ=2. Then, the net probability that the student's output is reversed is Table II . a and b for each learning rule in output and input noise models.
Output
Hebbian Perceptron AdaTron Table III . Asymptotic forms of optimal learning rate e opt and g,opt for t ) 1. J. Phys. Soc. Jpn., Vol. 79, No. 9 T. UEZU et al.
That is, the substantial parameter for the student isk 
, g is constant and is g,min . Thus, k Ã SC is estimated by identifying the value at which g becomes constant as k SC is decreased. On the other hand, g,min is given as
By numerically measuring k Ã SC and g,min , we can estimate both k S and k T using eqs. (64) and (65). We show results of numerical simulations in Fig. 6 and find that when k SC becomes smaller than the critical value k Ã SC ¼ 7=9, learning succeeds.
Time Domain Ensemble Learning
Now, we consider another method of making learning successful when it fails. The method is time averaging. Previously, we formulated it when only the teacher suffers from external noise. 6) We extend the theory to the present case in which both the teacher and the student suffer from external noise. Let us briefly explain the formulation of time domain ensemble learning.
We consider a two-time-correlation function qðt; sÞ JðtÞ Á JðsÞ.
17 We define the time-averaged student vectors JðtÞ and b J JðtÞ as follows:
where t 1 < t 2 < Á Á Á < t K . The order parameters are defined as follows:
QðtÞ
!ðtÞ RðtÞ ffiffiffiffiffiffiffiffi ffi
We derive the asymptotic expressions for !ðtÞ and b ! !ðtÞ as t ! 1 for a finite K, and discuss the efficiency of time domain ensemble learning. Now, we derive differential equations for qðt; sÞ with respect to sð! tÞ in both the output and input noise models. Then, in order to obtain the asymptotic forms of We reverse the student output with the probability ð1 À k SC Þ=2 for t > 50. Numerical simulations (N ¼ 1000). +:
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! and b ! !, we study the asymptotic behaviors of qðt þ t i ; t þ t j Þ andq qðt þ t i ; t þ t j Þ, whereq qðt; sÞ qðt; sÞ=ðJðtÞJðsÞÞ. In the next subsection, we give a differential equation only for qðt; sÞ. (76), we obtain the differential equation for each learning rule. In the Appendix, we list the integrations used when the differential equations are derived. We omit the details of the calculation and give the resultant differential equations.
Differential equations and asymptotic behaviors
In the Hebbian rule, the differential equation for qðt; sÞ is @qðt; sÞ @s
The solutions for R, J, and q with the initial conditions Rð0Þ ¼ 0, Jð0Þ ¼ 1, and qðt; tÞ ¼ JðtÞ 2 are
From these solutions, it follows that lim t!1 b ! !ðtÞ ¼ 1. In the Perceptron rule, the differential equation for q is @qðt; sÞ @s
In the AdaTron rule, the differential equation for q is @qðt; sÞ @s 
AdaTron learning rule
In this subsection, we consider the AdaTron rule. We consider b ! !ðtÞ. When t ! 1, we obtain J. Phys. Soc. Jpn., Vol. 79, No. 9 T. UEZU et al.
For the AdaTron rule, gðt; sÞ is expressed as gðt; sÞ ¼ RðtÞJðsÞg g½!ðsÞ:
Thus, we obtain
Here, we define
This is calculated as follows. The equations for JðtÞ and !ðtÞ have the following forms:
By solving eq. (116), we obtain ! ¼ !ðtÞ. Using this solution, JðtÞ is given by JðtÞ ¼ Jð0Þ exp
Thus,
From this, Bðt 1 ; t 2 Þ is expressed as
In the above two subsections, we obtained the asymptotic forms of ! for the Perceptron rule eq. (109) and b ! ! for the AdaTron rule eq. (138) as t ! 1 in both the output and input noise models. These two quantities are expressed by one formula as
where a ¼ Àf Ã for the Perceptron rule and a ¼g g Ã =! Ã for the AdaTron rule. Now, let us consider the behavior of this quantity e ! !ðKÞ as a function of the number of students, K, used for the average, in both the output and input noise models. We assume that t i ¼ i Â Át. Then, the summation in e ! !ðKÞ is calculated as
Therefore, we obtain
Thus, as K ! 1, we obtain
That is, the direction of the averaged student vector tends to the direction of the teacher vector as the number of averaged student vectors increases.
Numerical results
In this subsection, we give the results of numerical integrations of differential equations by the RKG method and the results of numerical simulations.
We show the time dependence of qðt; sÞ and the K dependence of e ! !ðKÞ in the output and input noise models for the Perceptron and AdaTron rules, in Figs. 7 and 8 , respectively. The theoretical results agree with the numerical simulation results quite well.
Summary and Discussion
In this paper, we studied the supervised online learning of a Perceptron using the Hebbian, Perceptron and AdaTron learning rules in the case in which both the teacher and the student suffer from output or input noise. We mainly focused J. Phys. Soc. Jpn., Vol. 79, No. 9
on the case in which learning fails in the sense that the student vector does not converge to the teacher vector. To make learning successful, we investigated the optimal learning rate, the control of learning, and time domain ensemble learning. First, we summarize the results in the case of a constant learning rate. For the Hebbian rule, learning succeeds in both the output and input noise models. For the Perceptron rule, learning fails when the student noise is smaller than the teacher noise in the output noise model, whereas it always fails in the input noise model. For the AdaTron rule, learning always fails in both the output and input noise models.
Next, in the case of the optimal learning rate, we proved that ! ! 1 as t ! 1 and derived asymptotic forms of the optimal learning rate and the generalization error in the three learning rules and for the output and input noise models. When learning fails for constant learning rates, we compared the numerical and theoretical results obtained using the optimal learning rate and found a fairly good agreement between them.
We also studied the control of learning. For the Perceptron rule in the output noise model, it turned out that learning fails if the student noise is smaller than the teacher noise. Therefore, it is expected that we could make learning successful by reversing the student's output intentionally. By numerical simulations, we confirmed that this method works. Furthermore, we proposed the method to identify the noise parameters k T and k S .
Finally, we studied time domain ensemble learning. In the present model, even if learning fails, ! converges to a constant value which is less than 1. This implies that the student vector rotates around the teacher vector with a constant angle. Thus, by taking the average of the student vectors at different times, it is expected that learning succeeds. According to the method developed in our previous study, 6) we analyzed time domain ensemble learning. We found that the formula of the direction cosine between the teacher vector and the averaged student vector can be expressed by the same formula, as in the case in which only the teacher suffers from noise using the terms of the differential equation of qðt; sÞ. We performed numerical simulations forq qðt; sÞ and! !ðKÞ and confirmed that the numerical and theoretical results agree quite well.
Next, let us discuss the results in this paper. Let us compare the convergence speed of learning. If noise does not exist, the asymptotic form of g,opt is expressed as g,opt / t À1=2 for the Hebbian rule and g,opt / t À1 for the Perceptron and AdaTron rules, so that the convergence speed of learning is higher in the Perceptron and AdaTron rules than in the Hebbian rule. 5) On the other hand, these behaviors change when both the teacher and the student suffer from noise. In the output noise case, the convergence speed of learning is higher in the Hebbian and Perceptron rules than in the AdaTron rule, whereas in the input noise case, it is of the same order for all three rules.
The present results include the situation in which only the teacher or only the student suffers from external noise. The former case has been studied, 5, 6) and the results are obtained by putting k S ¼ 1 or S ¼ 0. The results of the latter case are obtained by putting k T ¼ 1 or T ¼ 0. For example, we note that learning succeeds for the Perceptron rule and output noise model, as seen from the Table I a result, we find that the learning speeds and exponents of opt and g,opt are the same in the three cases in which only the teacher noise exists, only the student noise exists, and both the teacher and student noise exist.
