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I. INTRODUCTION
Second-order multireference perturbation theory ͑MRPT2͒ is the simplest approach which can be used to treat dynamical electron correlation effects in systems that require a multiconfiguration wave function as zeroth-order approximation. This is often the case for electronically excited states, for biradicals, or if one wants to properly describe the dissociation of molecular bonds. Among the many variants of MRPT2 proposed in the literature [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] the CASPT2 method of Roos et al. 1, 4, 7 has become particularly popular and has been successfully used in many applications. 12 So far, however, no analytical energy gradients have been available, which has made it difficult to perform geometry optimizations for larger molecules. The present paper presents the theory and first implementation of analytical energy gradients for CASPT2. In fact, our method allows the use of arbitrary reference functions, and CASPT2 is only a special case. Another formalism for analytical energy gradients in the framework of multiconfigurational second-order quasidegenerate perturbation theory ͑MC-QDPT͒ 8-10 based on Van Vleck perturbation theory was presented by Nakano, Hirao, and Gordon. 13 In contrast to our method, the latter work uses uncontracted configuration state functions to expand the first-order wave function and a diagonal approximation for the zeroth-order Hamiltonian H (0) . In the MRPT2 and CASPT2 methods of Pulay and Wolinski, 2, 3 Roos et al., 4, 7 and Werner 11 the first-order wave function is expanded in a basis of internally contracted configurations, 14 -18 which are obtained by applying spincoupled excitation operators to the reference function as a whole. The complete set of singly and doubly excited internally contracted configurations spans exactly the first-order interacting space.
14 For a given set of correlated orbitals, their number is independent of the number of reference configurations, and therefore large complete active space selfconsistent field ͑CASSCF͒ reference functions can be used. The difficulties of calculating energy gradients for internally contracted MRPT2 or MRCI mainly arise from the fact that the contraction coefficients are geometry dependent, which requires the evaluation of higher-order transition density matrices for the reference function. In our present method, only the doubly external configurations are contracted, which simplifies this problem. In particular, the overlap matrix of the internally contracted configurations only depends on the second-order density matrix, which is easy to evaluate and to diagonalize. If internally contracted singly external and internal configurations were used, up to third-order and possibly fourth-order density matrices would also be needed, which are much more difficult to compute and to store. We note in passing that this can be avoided by a new variant recently developed in our laboratory: 19 In this case only certain subspaces of the singly external and internal configurations are contracted, depending on the number of holes in the inactive orbital space. This method avoids storage and diagonalization bottlenecks, but the implementation of gradients has not yet been completed, and therefore, this method is not considered in the present work.
In Sec. II we will briefly summarize our definition of the first-order wave function and the zeroth-order Hamiltonian as used in our method. The gradient theory is outlined in Sec. III. Finally, in Sec. IV the method will be applied to compute excitation energies and equilibrium structures for a number of low-lying valence and Rydberg states of Pyrrole.
II. SECOND-ORDER MULTIREFERENCE PERTURBATION THEORY

A. The reference wave function
Throughout this paper, internal orbitals, i.e., those which are occupied in the reference wave function, are denoted by indices i, j,k..., the remaining external orbitals by indices a,b,c..., and any orbitals by indices r,s,t.... The orbitals are assumed to be orthonormal and expanded in a set of nonorthogonal basis functions ͑AOs͒ ͕ ͖ ͉ r ͘ϭ ͚ ͉ ͘C r with C † SCϭ1, ͑1͒
where S ϭ͗ ͉ ͘ is the AO overlap matrix. The normalized reference wave function ⌿ (0) is taken as zeroth-order wave function
. The reference energy is given by
where
are the first-order and second-order reduced density matrices of the reference state, and Ê i j and Ê i j,kl are the usual spinadapted one-particle and two-particle excitation operators. We assume that the orbitals and reference coefficients have been optimized by minimizing the state-averaged ͑SA͒ MCSCF energy
The state-averaged symmetrized density matrices are defined as
where W n is the weight factor for state n. In the following it will also be convenient to sort the two-electron integrals with at most two external orbitals into Coulomb and exchange matrices:
respectively. The working equations can then be formulated in terms of efficient matrix operations. Matrices will be printed bold face throughout the paper. For the optimized orbitals and CI-vectors the MCSCF variational conditions 20 ,21
A ra ϭ0, ͑14͒ must be simultaneously fulfilled. For the sake of simplicity, here and in the following the summations run over all occupied orbitals, without separating the inactive and active spaces. It is possible, however, to restrict the summations to active orbitals. In this case h has to be replaced by a Fock matrix f inact and some additional terms arise in the definition of A ͑see Appendix D͒.
B. The first-order wave function
The first-order wave function has the form 
with iу j,aуb,pϭϮ1. The index pϭϮ1 denotes singlet and triplet coupling, respectively, of the external electrons. Since ⌿ i jp ab ϭ p⌿ i jp ba the singlet (pϭ1) and triplet (pϭϪ1) amplitude matrices are symmetric and antisymmetric, respectively, i.e., T ab i jp ϭ pT ba i jp . The configurations ⌽ i jp ab span exactly the doubly external part of the first-order interacting space of the reference function ͉0͘.
14 Their number does not depend on the number of reference CSFs and is, therefore, much smaller than the full set of uncontracted CSFs ⌽ P ab , in particular if a complete active space ͑CAS͒ reference function is used. However, they are nonorthogonal with overlap
In order to eliminate redundant configurations and to generate an equivalent set of orthonormal configurations, the overlap matrix S i jp,klp ϭ͗0͉Ê ik, jl ϩpÊ il, jk ͉0͘ must be diagonalized. 18 The generation of similar orthonormal internally contracted internal and singly external configurations would require the diagonalization of overlap matrices constructed from up to the third-order or even fourth-order density matrices, which may be a bottleneck in calculations for large molecules. ͑The fourth-order density matrix is not needed if a CAS reference function is used.͒ Therefore, in contrast to the CASPT2 method developed by Andersson et al., 4, 7 we use an uncontracted set of orthonormal CSFs for the internal and singly external configuration spaces, as is also the case in our corresponding multireference CI method. 18 It has been demonstrated that this has only a minor influence on the results. 11 A further improvement of the efficiency of the CASPT2 can be achieved by internally contracting certain additional classes of configurations, as described in Ref. 19 . The implementation of gradients for this method has not yet been completed, but it should be noted that this will only require modifications of the density matrices given in Appendix A and the derivatives given in Appendices B and C.
C. The zeroth-order Hamiltonian
The zeroth-order Hamiltonian is chosen to be
where the operators P ϭ͉0͗͘0͉ and Q ϭ1Ϫ P project onto the reference wave function and its orthogonal complement within the space of all configurations defined above. The
is constructed from an effective one-electron Fock matrix
͑21͒
Due to this simple definition the reference function ⌿ (0) is an eigenfunction of Ĥ (0) with eigenvalue
and E 0 ϭE (0) ϩE (1) . The zeroth-order Hamiltonian Ĥ (0) is invariant with respect to unitary transformations among the active or inactive orbitals of a CASSCF reference function, and therefore, the same is true for the CASPT2 energies if all inactive orbitals are correlated. However, if a subspace of the inactive orbital space is treated as core and not correlated, the correlation energy depends on the definition of the core orbitals. This will be discussed in more detail in Sec. III B.
For the case of closed-shell single reference functions, f becomes identical to the closed-shell Fock matrix, and the method reduces to ordinary second-order Møller-Plesset perturbation theory. In order to reduce intruder-state problems, modified zeroth-order Hamiltonians have been proposed. 22, 23 A number of such operators can be chosen in our program, but since the analytical gradients have not yet been implemented for such operators they will not be discussed further in this paper.
D. The energy expression and the first-order equations
The second-order energy E (2) is obtained by minimizing the Hylleraas functional
with respect to the amplitudes t I , t a S , and T ab i jp . At the minimum E (2) ϭE 2 , and all partial derivatives of E 2 with respect to the amplitudes must vanish. This condition leads to the set of linear equations
which are solved iteratively in order to determine the amplitudes. The variational property is advantageous for deriving the energy gradient, since derivatives of the amplitudes with respect to the geometry will not contribute. Explicit expressions for the residuals r I , r a S , and R ab i jp have been given in Refs. 11 and 18.
III. ANALYTICAL ENERGY GRADIENTS FOR MRPT2
A. General formulation
The energy gradient formally depends on derivatives of the one-and two-electron integrals in the atomic orbital ͑AO͒ basis, as well as on derivatives of the amplitudes t I , t a S , T ab i jp , the reference coefficients c I (0) , and the molecular orbital ͑MO͒-coefficients C i . Before writing down explicit equations for the case of MRPT2, it is useful to consider the problem in general terms. For this purpose we assume that all amplitudes are collected in a vector t, and the remaining parameters in a vector c. The total energy E(t,c)ϭE 0 (c) ϩE (2) (t,c) is stationary with respect to t, i.e., r i (t) ϭ‫ץ‬E (2) /‫ץ‬t i ϭ0, where E (2) is the Hylleraas functional. The energy is not stationary with respect to the parameters c , however. The latter are determined by some other stationary conditions ͑e.g., the MCSCF equations͒, g(c)ϭ0. The derivatives of the energy with respect to the parameters c i are collected in a vector y, i.e., y ϭ‫ץ‬E/‫ץ‬c .
The gradient expression is most conveniently derived by considering the Lagrangian
where z are undetermined Lagrange multipliers. The parameters t, c, and z are determined by minimization of L. Differentiating L with respect to t, c, z yields the stationary conditions
‫ץ‬L ‫ץ‬c
͑28͒
The first two conditions are the stationary conditions for the t i and c , respectively. The last equation determines the Lagrange multiplies z . These equations are commonly denoted Z-vector equations. Similar Lagrangians have been used extensively in coupled-cluster gradient theory. 24 If the conditions ͑26͒-͑28͒ are fulfilled, the Lagrangian is stationary with respect to all parameters, and the energy gradient takes the simple form
where E q denotes the total energy derivatives with respect to a perturbation q, while the superscripts (q) indicate that the corresponding quantities are evaluated with derivative AO integrals. Thus, the derivatives of the parameters t and c are not needed, and only one set of Z-vector equations has to be solved, which is entirely independent of the perturbations q. In the next two sections we will present explicit equations for the Lagrangian and the Z-vector equations, respectively.
B. Explicit formulation of the MRPT2 Lagrangian
In the case of MRPT2 gradients the Lagrangian takes the form
where c (n) are the eigenvectors of the Hamiltonian in the basis of CSFs used in the MCSCF, and W n are the weights in the state-averaged MCSCF energy expression. Single state calculations are a special case in which only one W n is nonzero. The terms involving the Lagrangian multipliers x n and X account for the normalization of the eigenvectors and the ortho-normalization of the orbitals, respectively ͑for nondegenerate states orthogonalization of the eigenvectors is automatically implied by the eigenvalue equations͒. The prefactors of Z and z (n) represent the MCSCF variational conditions for the orbitals and configuration interaction ͑CI͒-coefficients, respectively. Due to the symmetry of the auxiliary conditions, the matrices X and Z must be symmetric and antisymmetric, respectively, i.e., XϭX † , ZϭϪZ † . All elements of Z which correspond to redundant MCSCF orbital rotations can be set to zero. Furthermore, since any multiple of c (n) can be added to z (n) without affecting the Lagrange functional, we impose the orthogonality restrictions c (n) † z (n) ϭ0. In the case that there are core orbitals which are not correlated, and in addition correlated orbitals which are inactive ͑doubly occupied͒ in the MCSCF wave functions, the correlation energy is not invariant with respect to orbital rotations among core and inactive orbitals, even though the MCSCF energy is invariant. In order to define the core orbitals uniquely, we require that the state-averaged fock matrix f sa is block diagonal in the core and inactive orbital spaces, i.e., f i j sa ϭ0 for i͕inactive͖ and j͕core͖. This condition is accounted for in the Lagrangian by the last term. The state-averaged Fock matrix f sa is defined as f ͓cf. Eq. ͑21͔͒, but evaluated with the state-averaged density matrix d sa .
Finally, we note that in the definition of the Lagrangian we have assumed that the reference vector c (0) in the MRPT2 corresponds to one of the MCSCF eigenvectors c (n) . This restriction could be lifted by adding another auxiliary condition for the reference coefficients, but for the sake of simplicity this is not detailed here.
C. The MCSCF Z-vector equations
The Z-vector equations are obtained by differentiating the Lagrangian with respect to the MCSCF coefficients c I (n) and the MO-coefficients; we first consider the latter. It is convenient to express an arbitrary coefficient matrix C in terms of the MO vectors C 0 at the reference point, i.e.,
and to take the elements U rs as variational parameters. The derivation is simplified by realizing that the terms involving Z and z (n) can be written as
The quantities Ē sa and Ẽ sa have exactly the same form as the state-averaged MCSCF energy expression E sa ͓cf. Eq. ͑6͔͒, but they are evaluated with modified symmetrized density matrices
and one-index transformed integrals
respectively. Therefore, the derivatives of Ē sa and Ẽ sa with respect to the orbital parameters U rs have the same form as the corresponding derivatives of the state-averaged MCSCF energy, given in Eq. ͑14͒. Thus, the derivatives of L with respect to U rs at the expansion point (Uϭ1) can be written as
Explicit equations for the derivatives Y rs are presented in Appendix B. In the remaining three matrices the columns corresponding to external orbitals are zero, i.e., Ā ra ϭ0, Ã ra ϭ0, ã ra ϭ0, but this is not the case for Y. Note also that z i j is only nonzero for i͕inact͖, j͕core͖. The symmetric matrix g͑z͒ is defined as
͑43͒
The matrices Ā and Ã are defined exactly as the matrix A in Eq. ͑14͒, but depend on modified density matrices and oneindex transformed integrals, respectively. Thus, A, Ā , and Ã can in principle be computed with the same subroutine. In practice, however, it may be more efficient to compute Ã using the explicit expression
One can now separate the symmetric and antisymmetric parts of Eq. ͑38͒. Since X must be symmetric, one gets
where rs permutes the indices r and s. This is a sufficiently large set of linear equations to determine the antisymmetric matrix Z as well as the Lagrangian multipliers z i j . In fact, due to the invariance of the state-averaged MCSCF energy with respect to rotations among doubly occupied orbitals, the matrices Ã and Ā are always symmetric in the core ϩinactive part. Thus, the parameters z i j can be determined independent of Z and z (n) . Using the fact that for core and inactive orbitals the density is diagonal d i j sa ϭ2␦ i j and that g͑z͒ is symmetric, the equations for z become
for i͕inact͖, j͕core͖. If the coreϩinactive part of the Fock matrix is diagonal, f i j sa ϭ␦ i j ⑀ i , the z i j are simply given by
Using these values, ã is determined using Eq. ͑42͒, and then Eqs. ͑46͒ can be solved for Z. Equations ͑46͒ are coupled with the ones for the z (n) , which will be discussed below. Note that Z i j ϭ0 for i, j͕coreϩinact͖. Now we consider the CI part. The derivatives of the total energy with respect to the CI-coefficients c I (n) are denoted as
Explicit equations for these quantities are given in Appendix C. Normally, if a single-state density is used to define the zeroth-order Hamiltonian, y (n) is only nonzero if n corresponds to the reference state. Differentiating Eq. ͑30͒ with respect to c I (n) yields
and where H is the Hamiltonian computed with the oneindex transformed integrals defined in Eqs. ͑36͒ and ͑37͒. Multiplying Eq. ͑50͒ from the left with c (n) † yields
The linear equations ͑46͒ and ͑50͒ are coupled and solved iteratively using standard MCSCF techniques ͑see, e.g., Ref.
21͒. Finally, after the solution for Z and z (n) has been found, the matrix X can be computed as
D. Explicit gradient expression
Once the Z-vector equations have been solved, the gradient can be obtained according to Eq. ͑29͒, which can be expanded to give
where all quantities with a superscript (q) are defined as before but evaluated with derivative AO integrals.
It is now straightforward to rewrite the explicit gradient expressions as a function of the AO integral derivatives. This yields
͑55͒
where the effective first-order density matrix d and the effective Lagrangian matrix X in the AO basis are given by
The effective second-order density matrix in the AO basis is
where (2) , and z are obtained by transforming the corresponding quantities into the AO basis, i.e., dϭCdC † . The form of Eq. ͑58͒ is very similar to the one for single-reference MP2 gradients. In the latter case, the matrices D kl equal the contravariant amplitude matrices. 25 The effective density matrices can be symmetrized to take advantage of the permutational symmetry of the derivative one-electron and two-electron integrals. The method outlined above has been implemented into the MOLPRO ab initio program, 26 using the gradient integral package ALASKA of Lindh. 27 The MCSCF Z-vector equations are solved using the available routines from our second-order MCSCF program. 21, 28 Conventional and integral-direct options are available. The ͑direct͒ transformation program needed to generate the integrals J i j and K i j is the same as that used in MCSCF and other programs. 20, 29 The back transformation of the effective second-order density matrix into the AO basis is the same as that used for MP2 gradients, 25 and therefore, the second-order Møller-Plesset ͑MP2͒ gradient program needs only minor modifications. This transformation is always direct, i.e., the transformed density elements are immediately contracted with the AO integral derivatives and not stored. The major effort for implementing the MRPT2 gradients was, therefore, to program the densities and derivatives given explicitly in the Appendices. The ͑transition͒ density matrices are computed on the fly whenever needed using efficient techniques described earlier. 18, 30 
E. Level shifts
A frequent difficulty with CASPT2 calculations is the so-called intruder-state problem. This happens if the difference between the eigenvalues of Ĥ (0) ͑in the configuration space of the first-order wave function͒ and E (0) become very small or negative. Then the CASPT2 will not converge or even blow-up. This problem can be avoided either by using modified zeroth-order Hamiltonians 22, 23 or a level shift. 31 In the latter case, which has been used in this work, a constant E s is added to the diagonal of Ĥ (0) , and the first-order wave function is optimized by minimizing the modified Hylleraas functional 
shift ͑this requires no change of the formalism͒. The effect of this approximation will be investigated in the next section.
IV. APPLICATION TO PYRROLE
In this section we present geometry optimizations for selected states of Pyrrole. This molecule has served in the past as a benchmark system for computing electronic excitation energies, and therefore, comparison is possible with many previous calculations. [32] [33] [34] [35] [36] [37] [38] In the present work we will consider the 1 A 1 Ϫ , 1 A 1 ϩ , and 2 B 2 valence states, as well as a number of 3s and 3 p Rydberg states.
Of particular interest for the present study are recent CASPT2 calculations by Roos et al., 38 which extended an earlier CASPT2 study of Serrano-Andrés et al. 32 In the work of Roos et al. 38 the equilibrium structures of low-lying excited states as well as vibrational frequencies were determined using numerical gradients, and this information has been used to simulate the absorption spectrum of pyrrole. In another recent work of Christiansen et al., 39 coupled-cluster methods ͑CC2, CCSD, CC3͒ have been applied to compute the excitation energies. Equilibrium structures and harmonic vibrational frequencies for the lowest states in each symmetry were also determined. For a review of other previous calculations and experimental work see Refs. 32, 38, and 39.
Christiansen et al. 39 have shown that excellent agreement is obtained between CASPT2 and the best coupledcluster results for pure Rydberg states. However, for valence excited states, the previous CASPT2 calculations 32,38 yielded significantly lower excitation energies than the CC3 calculations or other approaches, [33] [34] [35] [36] [37] and there has been some controversy about this effect. Christiansen et al. 39 argued that convergence of the hierarchy of coupled-cluster methods ͑CC2, CCSD, CC3͒ allows to give an error bound of less than 0.1 eV for the CC3 results, provided the state under consideration is dominated by a single excitation and the ground state is well described by a single-reference treatment. On the other hand, Roos et al. 38 believe that their CASPT2 calculations yield best agreement with experiment, and that the CASPT2 results should be most reliable.
All previous calculations for the excited states were restricted to planar geometries. In the present work it will be shown that the equilibrium structures of the excited valence states are nonplanar and, therefore, the geometry relaxation effects are significantly larger than previously predicted for planar geometries. This lowers the coupled-cluster excitation energies by just the amount needed to explain the observed absorption spectrum, while the CASPT2 excitation energies turn out to be too low.
The basis set used for all calculations ͑unless otherwise noted͒ was derived from the aug-cc-pVTZ basis. 40 It was found that the d-functions on the hydrogen atoms have a negligible effect on the excitation energies, and therefore, these were omitted in the geometry optimizations. The resulting basis of 295 contracted GTOs will be denoted AVTZ( f ,p). It has also been found that additional diffuse functions are not needed for most states under consideration. Only the 1 1 B 2 Rydberg states were slightly affected by the addition of further diffuse p-functions, and therefore we added one set of such functions in the calculations involving this state ͑the exponents of the diffuse p-functions are 0.011 and 0.014 for C and N, respectively͒. In the following, this basis ͑310 contracted GTOs͒ will be denoted AVTZ(f, p)ϩ. Some additional CCSD calculations for the lowest two 1 B 2 states were performed with even larger basis sets derived from the aug-cc-pVQZ basis, and the results agreed within 0.05 eV with the smaller AVTZ( f , p)ϩ basis. We, therefore, believe that our computed excitation energies are close to the basis set limit. 41 can be used to account for the state mixing in the CASPT2. The MS-CASPT2 method has been applied in the recent CASPT2 study of Roos et al. 38 on Pyrrole. Alternatively, one can compute the valence states separately, using a small active space and a basis without diffuse functions. In this case the CASSCF wave function is unable to describe the Rydberg states, which are, therefore, shifted to high energy, without affecting the valence states. We found that both methods yield quite similar results, provided no significant valence-Rydberg mixing occurs in the reference functions. Since the valence-state calculations with the small active space are much simpler, we chose this approach for optimizing the equilibrium structures of the excited 1 42 without d-functions on the hydrogen atoms was used. The AVTZ( f , p) basis could not be used for these calculations, since in the presence of the additional diffuse basis functions the 3p Rydberg states lie below the valence states in the CASSCF. In the case of the 1 B 2 valence state we also optimized the structure using the AVTZ( f ,p)ϩ basis and included the low-lying 1 B 2 (3p x ) Rydberg state. The results of both approaches will be compared in Sec. IV B. Table I compares the optimized structures for the ground state of Pyrrole using different methods. As expected, the CASPT2 results are quite similar to the MP2 ones, since only the -electrons are active in these calculations. In order to test the effect of the level shift, two calculations have been performed: First, numerical gradients have been used to optimize the structure for the level-shift corrected energy E 2 corr ͑see Sec. III E͒. It is found that in this case the level shift has a negligible effect ͑the bond lengths are shortened by about 0.001 Å͒. On the other hand, if E 2 shift is optimized using analytical gradients, the effect is more significant; the bond lengths are shortened by up to 0.005 Å. This reflects the reduction of the electron correlation energy by the shift, which reduces the difference between the Hartree-Fock and CASPT2 bond lengths. Table I also demonstrates that the use of orbitals optimized in a state-averaged CASSCF has only a minor effect. The bond lengths obtained with fully optimized and state-averaged orbitals differ by at most 0.003 Å. The computed bond length and bond angles are in very good agreement with the experimental data. 43 The deviations of the CCSD results of Christiansen et al. 39 are much larger, which can be attributed to the fact that they used only a double zeta basis set.
In Table II 39 Initially, the geometry optimizations were restricted to planar C 2v geometries, as in previous work. The adiabatic excitation energies T e for the optimized planar are lower than the T v values by 0.36 eV for the 1 A 1 states. These significant relaxation effects are due to changes of the bonding character caused by the excitations. The strongest effect is seen for the C 1 -C 2 bond, which is elongated by about 0.08 Å. This is due to the excitation from the 1a 2 orbital, which is bonding for C 1 -C 2 and anti-bonding for C 2 -C 3 .
As already indicated by imaginary vibrational frequencies at the optimized planar structure of the 1 A 1 Ϫ state in the CASPT2 study of Roos et al., 38 the equilibrium structures of the excited valence states may be nonplanar. We, therefore, performed geometry optimizations in C s and C 2 geometries for the 1 A 1 Ϫ state, and in fact we found minima in both cases ͓cf. Figs. 1͑a͒ and 1͑b͔͒ . The energies are very similar. Harmonic vibrational frequencies were also determined at both minima, and no imaginary ones were found. The zero-point corrections are quite large, and amount to Ϫ0.247 and Ϫ0.218 eV, respectively, for the C 2 and C s structures. The adiabatic excitation energies T e at the C s and C 2 structure are lower by 0.41 eV than the vertical excitation energies. The T 00 excitation energies are computed to be 5.33 and 5.35 eV, respectively, for the C 2 and C s structures. These values are considerably lower than the ones predicted by Roos et al. 38 for a planar structure. It should be stressed again that in in our present calculations any interaction with Rydberg states was suppressed. The possible effect of valenceRydberg mixing on the equilibrium structure and energies is still being investigated, and the results will be described in more detail in a future publication. Comparison of the computed excitation energies with experimental values is not possible, since the intensity of the transition to the 1 A 1 Ϫ state is much smaller than other transitions in the same energy region.
The most intense band in the spectrum starts at 7 eV and extends well beyond 8 eV. These bands have been assigned to the 1 A ϩ valence state. The first maximum is at about 7.25 eV and the strongest peak at 7.54 eV. 44 The latter value agrees well with the computed vertical excitation energy. Our computed T e value at C 2v geometry lies at 7.18 eV. We have computed the harmonic frequencies at this structure and found several imaginary ones. Thus, as for the 1 A 1 Ϫ state, the planar structure is a saddle point, and the minimum will be nonplanar and even lower. Due to the large number of lowerlying states we were not yet able to optimize the geometry for the 1 A 1 ϩ in C s or C 2 symmetry. However, from the present results it seems likely that the CASPT2 T 00 value would lie below the onset of the absorption band. Further work is needed to investigate this state in more detail.
B. The lowest two 1 B 2 states
The optimized geometries ͑restricted to C 2v symmetry͒ for the lowest two 1 B 2 states are presented in this case we have compared the results of a calculation which included just the valence state using the cc-pVTZ( f ,p) basis set, and another calculation with the AVTZ( f , p)ϩ basis, which included also the lowest 1 1 B 2 Rydberg state in the SA-CASSCF. In the latter case, the valence state is the second root in the CASSCF. Due to the relatively large energy difference of both states, their mixing in the reference wave functions is small. It is found that the optimized bond lengths for the valence state obtained with the AVTZ( f , p)ϩ basis are somewhat closer to those of the ground state, indicating some effect of valence-Rydberg mixing. On the other hand, the vertical CASPT2 and CCSD excitation energies obtained with both basis sets differ by less than 0.1 eV, which indicates that valence-Rydberg mixing is not very important at the ground-state equilibrium geometry.
The excitation energies obtained with various methods are compared with previous calculations in Table IV . As for the excited 1 A 1 states, the valence excitation energy obtained with CASPT2 is 0.5-0.7 eV lower than with all other methods. In order to investigate this discrepancy in some more detail, we performed internally contracted MRCI calculations 18 using the same basis set ͓AVTZ( f ,p)ϩ͔ and configuration spaces as the CASPT2. In the MRCI, contracted configurations were generated from both reference states, and the eigenvectors of both states were determined using the same configuration basis. In contrast to the singlestate CASPT2 this allows for proper mixing of the states, and also relaxes the coefficients of the reference configurations. The Davidson correction was applied to correct approximately for size-consistency errors. The MRCIϩQ vertical excitation energy is found to be almost 0.9 eV higher than the CASPT2 value. It is typical that the MRCI somewhat underestimates the correlation contributions, and since the excitation energy obtained with the CASSCF reference functions is much too high for the valence state, the MRCIϩQ excitation energy is expected to be somewhat ͑0.2 eV͒ too high. The opposite is true for the Rydberg state, in which case the CASSCF excitation energy is too low. Taking this into account, the MRCIϩQ values can be considered to be consistent with the coupled-cluster results. We believe that it is very unlikely that the MRCIϩQ values are 0.9 eV too high, and therefore, the MRCIϩQ does not support the CASPT2 result. We found that the MRCI and CASPT2 yield very similar excitation energies for the valence states if only the electrons are correlated. The -and -correlation has a very small effect at the MRCI level, but strongly lowers the CASPT2 excitation energies. It therefore appears that the CASPT2 overestimates this effect.
We also optimized the geometry of the 1 B 2 valence state in nonplanar geometries. Optimizations were performed using the AVTZ( f ,p)ϩ basis and including the orbitals 10aЈ Ϫ15aЈ,7aЉϪ8aЉ in the active space. These orbitals are needed to describe the lowest four 1 AЉ states, which correlate with 1 1 B 2 , 2 1 B 2 , 1 1 A 2 , and 2 1 A 2 states in C 2v symmetry. The valence state appeared as the fourth root in the CASSCF, but as the lowest state in the CASPT2. Two minima were found in C s symmetry, which differ in the orientation of the NH-bond ͓see Figs. 1͑c͒ and 1͑d͔͒ . The computed excitation energies in C s -symmetry are compared in Table V . For comparison, the excitation energies of all four states were computed at the CASPT2 optimized geometries for the lowest state. All excitation energies are taken relative to the ground-state energy obtained in corresponding calculations at the optimized ground-state equilibrium geometry. At the CASPT2 level, the cis-structure has a slightly lower energy than the trans-structure. The computed CASPT2 energy at the cis-structure is 0.27 eV lower than the saddle point in C 2v symmetry, and the adiabatic excitation energy is 0.59 eV lower than the vertical excitation energy T v . Harmonic vibrational frequencies were computed using the VTZ( f ,p) basis with only the valence state included. The optimized structure using this basis is quite similar to the one found with the Rydberg states included. At this level of theory, the zero-point correction was computed to be Ϫ0.065 eV. If this is taken into account, a T 00 value of 5.30 eV is obtained for the cis-structure. This is lower than the onset of the band in the experimental spectrum. It therefore appears that the CASPT2 excitation energy is too low, at variance with the conclusions of Roos et al.
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To clarify this discrepancy, we performed EOM-CCSD calculations at the optimized CASPT2 structures. These calculations yielded at the cis-structure for the lowest two states excitation energies of 5.80 and 6.15 eV. The excitation energies at the trans-structure are about 0.25 eV higher. From these values a zero-point correction of about 0.06 eV can be subtracted. The resulting EOM-CCSD 0-0 excitation energies are in just the same region where the CASPT2 predicts the valence state at planar structures. The vacuum ultraviolet ͑UV͒ spectrum shows a 0-0 transition at 5.864 eV and another one at 5.818 eV 45 on top of a broad band starting at 5.6 eV, with a maximum at 5.98 eV. Thus, it appears likely that the broad band corresponds to transitions to the vibrational manifold of the valence 1 B 2 state and other mixed states which borrow intensity from it.
In order to compare the electronic structure of the EOM-CCSD states more directly with the CASSCF and CASPT2 calculations, we repeated the EOM-CCSD calculations using the CASSCF orbitals. The active orbitals were transformed so that the overlap with the orbitals at the planar equilibrium structure was maximized. This ''diabatization'' makes it possible to clearly identify the character of the excitations and to minimize the change of the orbitals as a function of the geometry. With the CASSCF orbitals the computed EOM-CCSD excitation energies are slightly lower than with HF orbitals. It was found that at the cis-structure the lowest EOM-CCSD state is dominated by the 1a 2 →3s excitation ͑coefficient 0.77͒ but has a strong admixture of the valence -* excitation ͑coefficient Ϫ0.49). For the second state it is opposite, with coefficients of 0.76 and 0.49 for the valence and Rydberg excitations, respectively. At the trans-structure the mixing is even stronger, with about equal contributions of both excitations. In neither case are there significant contributions of double excitations. Unfortunately, we are presently not able to compute the transition moments with our EOM-CCSD program, but from the strong mixing it can be anticipated that both states will have a significant transition moment. At the C s equilibrium structure, the CASSCF transition moment for the valence state is 1.03 a.u., and for the state corresponding to the 1a 2 →3s excitation 0.45 a.u. These values will be shared between the two states if they mix. Possibly, the mixing would be even stronger at higher computational levels like CC3, since it is likely that the valence state excitation energy is more effected by a better treatment of electron correlation than the Rydberg states.
In contrast to the EOM-CCSD, the Rydberg and valence states are hardly mixed in the CASSCF wave functions ͑and, therefore, in the single-state CASPT2͒. This is due to the overestimated energy difference obtained at the CASSCF level, which inhibits the mixing. The mixing could be accounted for in multistate MS-CASPT2 calculations, 41 as employed by Roos et al. 38 However, it should be noted that this treatment uses the single-state CASPT2 energies as diagonal elements of an effective Hamiltonian. If the CASPT2 energy difference of the Rydberg and valence states is incorrect, as indicated by the above findings, the mixing in the MS-CASPT2 will be unreliable.
The lack of mixing in our single-state CASPT2 wave functions might have an effect on the computed equilibrium structure and the vibrational frequencies. However, since the EOM-CCSD calculations performed at the cis-structure structure also yield a much lower valence excitation energy than at planar structures, we are convinced that our findings are at least qualitatively correct.
From the above results the following simple picture emerges: In a diabatic representation the Rydberg states have planar equilibrium structures. At the planar equilibrium geometry of the ground state, the 1 1 A 2 , 2 1 A 2 , and 1 1 B 1 Rydberg states lie below the 2 1 B 2 valence state ͑EOM-CCSD͒. In fact, also the lowest 3d Rydberg states, which are not accounted for in the present study, lie below the valence state. At nonplanar geometries, the energies of the Rydberg states increase, but the energy of the diabatic valence state decreases, and it becomes the lowest state at the C s equilibrium structure. Thus, the diabatic Rydberg and valence potential energy curves will cross and interact strongly in some regions. This will lead to strong mixing and avoided crossings on the adiabatic potentials. Therefore, the shape of the excited state potentials might be quite complicated. The mixing will depend sensitively on the relative energetic positions of the diabatic states, and therefore, on the computational level ͑e.g., little mixing in the CASSCF and strong mixing in the EOM-CCSD͒. Further work is ongoing in our group to investigate these effects in more detail and to simulate the absorption spectrum in the energetic region of the lowest absorption band. Table VI . In order to demonstrate the effect of the active space used in the reference wave functions, we have compared the excitation energies and optimized structures using different sets of active orbitals and states included in the state-averaged CASSCF reference functions. In these calculations the 3s, 3p y , and 3p z Rydberg orbitals correspond to the orbitals 10a 1 , 7b 1 , and 11a 1 , respec- 1 has to be added to the active space, and at least the two states of A 2 symmetry must be treated together. Due to the different symmetry of the Rydberg orbitals of the lowest two 1 B 1 states, these states can be treated separately, but this neglects any possible mixing of these states. In order to allow for a mixing of the states in each symmetry, we performed calculations with all four Rydberg states state-averaged, and the full active space 10a 1 -11a 1 , 1b 1 -3b 1 , 7b 2 , 1a 2 -2a 2 . The ground state was always included in the SA-CASSCF, and the groundstate geometry was re-optimized for each case. Table VI shows that the results for the two 1 A 2 states are insensitive to the choice of the active space and the states included SA-CASSCF. The excitation energies agree within a few hundreds of an eV, and the differences of the bond lengths are also rather negligible. The most sensitive parameter is the N-H bond length, which varies by at most 0.008 Å. The situation is different for the 1 B 1 states. In this case some bond lengths are significantly different if the two states are treated separately, in particular for the 2 1 B 1 state. In fact, inspection of the state-averaged CASSCF wave functions shows that there is significant mixing of the 2b 1 →3s and 1a 2 →3p y states. We found that at the ground-state structure the 1a 2 →3p y state is the lowest ͑as found in previous work͒, but at the optimized 1 1 B 1 structure the wave function is dominated by the 2b 1 →3s excitation. At the optimized 2 1 B 1 structure, both excitations have about the same weight. This indicates that there is an avoided crossing of the two states near the geometry of the 2 1 B 1 state. The strong mixing makes it very difficult to predict the structure of this state accurately.
The effect of this state-mixing on the bond lengths can be understood by considering the character of the orbitals from which the electrons are excited. The 3b 1 orbital is bonding for C 2 -C 3 and nonbonding for C 1 -C 2 , while the 1a 2 orbital is bonding for C 1 -C 2 and antibonding for C 2 -C 3 . Thus, excitation from the 3b 1 will increase the C 2 -C 3 bond length, while excitation from 1a 2 will increase the C 1 -C 2 bond length and decrease the C 2 -C 3 bond length. This is exactly what is seen if the two states are treated separately. If the state-mixing is allowed in the SA-CASSCF, the effects partly compensate and the changes of the bond lengths relative to the ground state are smaller, in particular for the 2 1 B 1 state. From these findings one can conclude that a multistate CASPT2 treatment would be necessary for a more reliable prediction of the structure of the lowest two 1 B 1 states.
Comparison of the optimized CASPT2 structures with the corresponding CCSD ones of Christiansen et al. 39 shows that in the latter case most bond lengths are longer, as also found above for the ground state. This is attributed to the small basis set used in the CCSD calculations. The CCSD structure for the 1 1 B 1 state is consistent with our structure for the 1a 2 →3p y ͑case c in Table VI͒ . As mentioned above, at our optimized structure for the 1 1 B 1 this has mainly 2b 1 →3s character. In view of the fact that these two states are extremely close in energy and their order depends on the geometry, it appears presently impossible to decide which state is lower. More reliable MRCI calculations are currently being carried out in our laboratory in order to investigate the potential energy surfaces of these and other states in more detail.
V. CONCLUSIONS
Analytical energy gradients have been derived and implemented for second-order multireference perturbation theory. The configurations with two electrons in the external orbital space are internally contracted. Some applications have been presented which demonstrate the functionality of our code. The structures of low-lying valence and Rydberg excited states of Pyrrole have been optimized. It has been found that the excited valence states have nonplanar equilibrium structures. This leads to stronger geometry relaxation effects as predicted in previous studies, in which only planar structures were considered. Comparison with previous coupled cluster results and experimental data indicates that the CASPT2 valence excitation energies are significantly too low. On the other hand, if geometry relaxation and zero-point corrections obtained from CASPT2 calculations are added to the best vertical coupled-cluster excitation energies, 0-0 transitions are predicted which are found to be close to the onset of the bands seen in the experimental spectra. This conclusion was supported by EOM-CCSD calculations performed at the optimized CASPT2 structures. The main advantages of the CASPT2 method as compared to more accurate coupled-cluster treatments are the lower cost and the more general applicability. However, in order to obtain more reliable results in near degeneracy situations, and in cases with strong valence-Rydberg mixing, a multistate treatment 41 will be required, which allows a relaxation and mixing of the zeroth-order wavefunctions in the correlation treatment. The implementation of analytical energy gradients for such methods is highly desirable, since this will also enable the automatic location and optimization of conical intersections. Work in this direction is in progress in our group.
invariance of the CASPT2 energy with respect to active orbital rotations requires a simultaneous change of the contraction coefficients, which are not variational.
