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THE EIGENVALUE DISTRIBUTION OF THE
WATTS-STROGATZ RANDOM GRAPH
PORAMATE NAKKIRT
Abstract. This paper studies the eigenvalue distribution of the Watts-Strogatz
random graph, which is known as the “small-world” random graph. The con-
struction of the small-world random graph starts with a regular ring lattice
of n vertices; each has exactly k neighbors with equally k
2
edges on each side.
With probability p, each downside neighbor of a particular vertex will rewire
independently to a random vertex on the graph without allowing for self-loops
or duplication. The rewiring process starts at the first adjacent neighbor of
vertex 1 and continues in an orderly fashion to the farthest downside neigh-
bor of vertex n. Each edge must be considered once. This paper focuses on
the eigenvalues of the adjacency matrix An, used to represent the small-world
random graph. We compute the first moment, second moment, and prove the
limiting third moment as n→∞ of the eigenvalue distribution.
Keywords. The Watt-Strogatz random graph, small-world random graph,
adjacency matrix, random matrix, eigenvalue distribution, method of moments
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1. Introduction
The Watts-Strogatz random graph is usually called the “small-world” random
graph. This random graph was discovered by Watts and Strogatz in 1998 who
aimed to study the behavior of a random graph that interpolates between a regular
graph and a (highly-disordered) random graph [5]. In [10], Watts and Strogatz
constructed a small-world random graph by rewiring some edges in a regular ring
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lattice with n vertices and degree k. However, even though Watts and Strogatz
introduced a new construction of the random graph, their graph still preserves two
properties: high clustering (like a regular graph) and low average path length or
the average number of separation between two vertices (like a highly-disordered
graph) [3]. The following is the construction of a small-world random graph G
[1][2][5][7][9][10].
Define:
(1) N(i) is a set of all vertices v such that the edge {i, v} is in the graph.
(2) The vertex i± d for any d ∈ N to represent the vertex i± d (mod n).
Required:
(1) The parameters n ∈ N , k ∈ 2N, and p ∈ [0, 1].
(2) The undirected regular ring lattice on the vertex set {1, 2, ..., n} with the
degree k ∈ 2N, where for each vertex half of the edges (k2 ∈ N) are on the
upside and half of the edges (k2 ∈ N) are on the downside.
Algorithm:
• Consider vertex i and the edges {i, j} for j = i+ 1, i+ 2, ..., i+ k2
– With probability 1− p, we keep the edge {i, j}.
– Otherwise,
∗ The vertex j′ is chosen uniformly at random from
{1, 2, ..., n}\({i− k2 , ..., i−1, i, i+1, ..., i+ k2}∪N(i)), to guarantee
that the edge {i, j′} does not make a self-loop or duplication.
∗ Replace the edge {i, j} by {i, j′}.
• Repeat this algorithm until all vertices i = 1, 2, ..., n have been considered
once.
• Output: G
Definition 1.1. Given three parameters n ∈ N is the total number of vertices,
k ∈ 2N is the number of each vertex’s neighbor (degree), and p ∈ [0, 1] is the
rewiring probability. Let SW (n, k, p) represents a small-world random graph that
is created by above Algorithm.
Remark 1.2. In this random graph, we assume n k [3][10].
We can see the examples of SW (n, k, p) random graph in Appendix 2.
2. The Eigenvalue Distribution
When we create a small-world random graph, it is important to know how to
study the eigenvalue distribution of the random graph. We begin with representing
a small-world graph by the adjacency matrix and use the method of moments to
primarily study the behavior of the eigenvalue distribution and properties of the
small-world random graph.
Definition 2.1. Let {1, 2, ..., n} be a set of vertices of the graph. The adjacency
matrix An is the square n× n matrix such that its elements are 1 or 0 based on if
any two vertices are adjacent or not.
For i, j ∈ {1, 2, ..., n},
(2.2) Aij =
{
1, the edge {i, j} is in graph
0, Otherwise
}
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The notation∼ signifies the adjacency matrix being used to represent the random
graph. For instance, M ∼ SW (n, k, p) means the adjacency matrix M represents
the small-world random graph with given parameters n, k, p.
For the small-world random graph, all edges on the graph are undirected. For
any adjacency matrix An ∼ SW (n, k, p), the entries Aij = Aji since an edge {i, j}
is the same as {j, i}.
Proposition 2.3. For the small-world random graph, let An ∼ SW (n, k, p) for
n, k, p are constants, then An is symmetric.
Another observation is the diagonal entries Aii = 0 for all i ∈ {1, 2, ..., n} since
the Algorithm does not allow a self-loop.
Proposition 2.4. Let An ∼ SW (n, k, p). Then the diagonal entries of An are all
zero.
Based on Algorithm, we know that each vertex i ∈ {1, 2, ..., n} can connect to
exactly k other neighbors for a regular ring lattice. By Definition 2.1, the sum of
all entries of the adjacency matrix An is nk. Since An is symmetric, each entries
Aij will be counted twice with Aji. Thus, the total number of edges in the graph
is half of the sum of all entries of An (
nk
2 ). After the rewiring process is done, the
graph still has the same total number of edges because for every removal of an edge,
an additional edge must be connected.
Proposition 2.5. Let An ∼ SW (n, k, p), then the sum of all entries in An is nk
and the number of all edges is nk2 .
3. The Method of Moments
This section discusses the main method that we bring to study the eigenvalue
distribution of the small-world random graph. In [8], Tao states the importance of
the method of moments to prove the behavior and characteristics of the eigenvalue
distribution. He also provides a formula to compute a general lth moment for l ∈ N
as a starting point to study eigenvalues. Since we work on the case when the matrix
is symmetric (see Proposition 2.3), so all eigenvalues are real numbers.
The notation Tr(M) means the trace of the square matrix M .
Let An be the adjacency matrix of the random graph. Let λ1, λ2, ..., λn ∈ R be
all eigenvalues of An. By the matrix identity in linear algebra, for any l ∈ N, we
have the equation
(3.1) Tr(Aln) =
n∑
i=1
λli.
Since we need to study
∑n
i=1 λ
l
i scaling by n, hence it follows that
(3.2)
1
n
Tr(Aln) =
1
n
n∑
i=1
λli.
We take the expectation to the above equation, and we have
(3.3) E[
1
n
Tr(Aln)] = E[
1
n
n∑
i=1
λli].
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By Tao’s equation (2.70) in [8], we have
(3.4) E[
1
n
Tr(Aln)] =
1
n
E[Tr(Aln)] =
1
n
∑
1≤i1,...,il≤n
E[Ai1i2Ai2i3Ai3i4 ...Aili1 ],
which is the sum over the expectation of the cycles of entries multiplication of
length l, and scaling by n. The following formulas are the first three moments of
the eigenvalue distribution of the adjacency matrix An that will be used later in
the paper.
The first moment of the adjacency matrix An is
(3.5) E[
1
n
Tr(An)] =
1
n
n∑
i=1
E[Aii].
The second moment of the adjacency matrix An is
(3.6) E[
1
n
Tr(A2n)] =
1
n
∑
1≤i1,i2≤n
E[Ai1i2Ai2i1 ].
The Third moment of the adjacency matrix An is
(3.7) E[
1
n
Tr(A3n)] =
1
n
∑
1≤i1,i2,i3≤n
E[Ai1i2Ai2i3Ai3i1 ].
Let An ∼ SW (n, k, p) with fixed values n ∈ N, k ∈ 2N, and p ∈ [0, 1]. After we
convert the adjacency matrix An from the small-world random graph with given
parameters n, k, p, we compute all real eigenvalues. Then we use all eigenvalues to
plot the histogram of the eigenvalue density. Finally, we observe and investigate
the behaviors and characteristics of a given distribution when we vary all three
parameters n, k, and p. Each particular value of input (n, k, p) gives different shape
of the distribution (see Appendix 2). We come up with the following theorems.
Theorem 3.8. Given n ∈ N is an arbitrary and k2 ∈ N and p ∈ [0, 1] are fixed. Let
An ∼ SW (n, k, p) be the adjacency matrix that represents the small-world random
graph. Then the first and second moments of the eigenvalue distribution are
(3.9)
1
n
Tr(An) = 0
(3.10)
1
n
Tr(A2n) = k.
Theorem 3.11. Given n ∈ N is an arbitrary and k2 ∈ N and p ∈ [0, 1] are fixed. Let
An ∼ SW (n, k, p) be the adjacency matrix that represents the small-world random
graph. Then, the limiting third moment of the eigenvalue distribution is
(3.12) lim
n→∞E[
1
n
Tr(A3n)] =
3k(k − 2)(1− p)3
4
.
4. The First and Second Moments
Let An ∼ SW (n, k, p) be the adjacency matrix represents the Watts-Strogatz
random graph. We begin with the proof of the first moment (3.9) in Theorem 3.8.
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Proof. By (3.5), the algebraic formula of the first moment, which is the trace of An
scaled by n, is equivalent to the sum of diagonal entries of the matrix An scaled by
n. Hence,
1
n
Tr(An) =
1
n
∑
1≤i≤n
Aii(4.1)
=
1
n
(0)(4.2)
= 0(4.3)
In (4.2), it holds by Proposition 2.4. Therefore, it proves that 1nTr(An) = 0. 
Next, we prove the second moment (3.10) in Theorem 3.8.
Proof. We use (3.6) formula to compute the second moment. That is,
1
n
Tr(A2n) =
1
n
∑
1≤i1,i2≤n
Ai1i2Ai2i1(4.4)
=
1
n
∑
1≤i1,i2≤n
Ai1i2Ai1i2 ,(4.5)
where the last equality holds by Proposition 2.3. Then,
1
n
Tr(A2n) =
1
n
∑
1≤i1,i2≤n
A2i1i2(4.6)
=
1
n
∑
1≤i1,i2≤n
Ai1i2(4.7)
In (4.7), the result holds since the entries of An are either 1 or 0. In addition, we
can observe in (4.4) that Ai1i2 = Ai2i1 since the edges {i1, i2} and {i2, i1} are the
same. Next, for 1 ≤ i1, i2 ≤ n, we have
1
n
Tr(A2n) =
1
n
∑
i1
∑
i2
Ai1i2 =
1
n
∑
i1
(Ai11 + ...+Ai1n).
By Propositions 2.3 and 2.5, the sum of all entries of An is nk. Therefore,
1
n
Tr(A2n) =
1
n
(2)(
nk
2
) =
1
n
(nk) = k.

5. The Third Moment Formula
This section generalizes the formula of the third moment of the eigenvalue dis-
tribution. Let An ∼ SW (n, k, p) be the adjacency matrix represents the Watts-
Strogatz random graph.
Lemma 5.1.
E[
1
n
Tr(A3n)] =
1
n
∑
1≤i1,i2,i3≤n
E[Ai1i2Ai2i3Ai3i1 ],where i1, i2, i3 distinct.
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Proof. By (3.7), we have
E[
1
n
Tr(A3n)] = E[
1
n
∑
1≤i1,i2,i3≤n
Ai1i2Ai2i3Ai3i1 ](5.2)
=
1
n
∑
1≤i1,i2,i3≤n
E[Ai1i2Ai2i3Ai3i1 ](5.3)
We use Proposition 2.3 and the same reasoning in (4.7) about each entry of An are
either 0 or 1 to simplify five possible cases of index values i1, i2, i3 from (5.3).
1. For i1 = i2 6= i3,
E[Ai1i2Ai2i3Ai3i1 ] = E[Ai1i1Ai1i3Ai3i1 ] = E[Ai1i1Ai1i3Ai1i3 ] = E[Ai1i1A2i1i3 ]
= E[Ai1i1Ai1i3 ].
2. For i1 6= i2 = i3,
E[Ai1i2Ai2i3Ai3i1 ] = E[Ai1i2Ai2i2Ai2i1 ] = E[Ai1i2Ai2i2Ai1i2 ] = E[A2i1i2Ai2i2 ]
= E[Ai1i2Ai2i2 ].
3. For i1 = i3 6= i2,
E[Ai1i2Ai2i3Ai3i1 ] = E[Ai1i2Ai2i1Ai1i1 ] = E[Ai1i2Ai1i2Ai1i1 ] = E[A2i1i2Ai1i1 ]
= E[Ai1i2Ai1i1 ].
4. For i1 = i2 = i3, E[Ai1i2Ai2i3Ai3i1 ] = E[Ai1i1Ai1i1Ai1i1 ] = E[A3i1i1 ] = E[Ai1i1 ].
5. For i1, i2, i3 are distinct, we keep the same formula, which is E[Ai1i2Ai2i3Ai3i1 ].
Then the sum in equation (5.3) is factored into five different sums based on the five
different conditions of index values i1, i2, i3. Hence,
E[
1
n
Tr(A3n)] =
1
n
( ∑
1≤i1,i3≤n
E[Ai1i1Ai1i3 ] +
∑
1≤i1,i2≤n
E[Ai1i2Ai2i2 ]
+
∑
1≤i1,i2≤n
E[Ai1i2Ai1i1 ] +
∑
1≤i1≤n
E[Ai1i1 ]
+
∑
1≤i1,i2,i3≤n distinct
E[Ai1i2Ai2i3Ai3i1 ]
)
=
1
n
(
0 + 0 + 0 + 0 +
∑
1≤i1,i2,i3≤n distinct
E[Ai1i2Ai2i3Ai3i1 ]
)
=
1
n
∑
1≤i1,i2,i3≤n distinct
E[Ai1i2Ai2i3Ai3i1 ]
The equation holds true because of the same reasoning in (4.2). 
Lemma 5.4. A generalized formula version of the third moment of the eigenvalue
distribution of the small-world random graph is
E[
1
n
Tr(A3n)] =
1
n
∑
1≤i1,i2,i3≤n distinct
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1).
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Proof. Since the random variable Aij is either 0 or 1, it is the Bernoulli distribution.
The expectation of the random variable is equal to the probability of the random
variable itself. From Lemma 5.1, it follows that
E[
1
n
Tr(A3n)] =
1
n
∑
1≤i1,i2,i3≤n distinct
E[Ai1i2Ai2i3Ai3i1 ]
=
1
n
∑
1≤i1,i2,i3≤n distinct
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1).

The indexes i1, i2, i3 within the sum from Lemma 5.9 represent the three distinct
vertices i1, i2, i3 in SW (n, k, p) random graph. We define new notations to easily
understand a vertex relation within the random graph.
Notation 5.5. Given vertices i, j ∈ {1, 2, ..., n} and c ∈ N, we define the notation
||i−j|| = c is the distance on the torus such that the minimum distance on the circle
between vertices i and j is equal to c, without considering the direction (upside or
downside). In other words, the vertex j is located c vertices apart from the vertex
i. For example, we let n = 8 and k = 4 with a set of vertices {1, 2, ..., 8}. Consider
a ring lattice of 8 vertices starting from the vertex 1 to the vertex 8, the notation
||i− j|| = 2, for i = vertex 1, j = vertex 7, means the minimum distance on torus
between the vertex 1 and the vertex 7 is 2 apart between two vertices. Alternatively,
we can think about if starting from the vertex 1, we need to jump two steps: first
step from vertex 1 to vertex 8 and another step from vertex 8 to reach vertex 7.
Notation 5.6. Based on Lemma 5.9, the main sum of the probability is required to
have all distinct vertices i1, i2, i3 and the cycle of edges {i1, i2}, {i2, i3} and {i3, i1}
. There are four different cases of the vertex’s location on the torus that we must
recognize the construction of such connected edges. For distinct vertices i1, i2, i3 in
the graph,
1. ||i1 − i2|| ≤ k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| ≤ k2 . Each edge is constructed by two
vertices where the distance between them is within k2 apart. In the remaining part
of the paper, we will call this configuration “all close.”
2. This case contains two close edges; each is constructed by two vertices where the
distance between them is within k2 apart from the other. However, the third edge
has two vertices far from each other (the distance apart is more than k2 ). For any
vertex i1, i2, i3, those are classified into this case if satisfying one of the possibilities:
• ||i1 − i2|| > k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| ≤ k2
• ||i1 − i2|| ≤ k2 , ||i2 − i3|| > k2 , ||i3 − i1|| ≤ k2
• ||i1 − i2|| ≤ k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| > k2
This configuration is called “one far.”
3. The third configuration is only one edge is constructed by two close vertices
(the distance is within k2 apart), while the other two edges have a far distance
constructed vertices, where each edge is constructed by two vertices with more
than k2 distance apart. Likewise, it follows that
• ||i1 − i2|| > k2 , ||i2 − i3|| > k2 , ||i3 − i1|| ≤ k2
• ||i1 − i2|| ≤ k2 , ||i2 − i3|| > k2 , ||i3 − i1|| > k2
• ||i1 − i2|| > k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| > k2
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This configuration is called “two far.”
4. All three edges are constructed by vertices, where each pair of vertices has the
distance more than k2 apart. It follows that ||i1− i2|| > k2 , ||i2− i3|| > k2 , ||i3− i1|| >
k
2 . This configuration is called “all far.”
Notation 5.7. Let P1 = P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1) when the vertices
i1, i2, i3 satisfy all close configuration. P2 = max{P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 =
1)} when the vertices i1, i2, i3 satisfy one far configuration. P3 = max{P(Ai1i2 =
1, Ai2i3 = 1, Ai3i1 = 1)} when the vertices i1, i2, i3 satisfy two far configuration.
P4 = max{P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)} when the vertices i1, i2, i3 satisfy all
far configuration.
Notation 5.8. Let C1 is defined to be the cardinality of the set {(i1, i2, i3) : 1 ≤
i1, i2, i3 ≤ n distinct and all close configuration}, C2 is defined to be the cardinal-
ity of the set {(i1, i2, i3) : 1 ≤ i1, i2, i3 ≤ n distinct and one far configuration}, C3
is defined to be the cardinality of the set {(i1, i2, i3) : 1 ≤ i1, i2, i3 ≤ n distinct and
two far configuration}, C4 is defined to be the cardinality of the set {(i1, i2, i3) :
1 ≤ i1, i2, i3 ≤ n distinct and all far configuration}.
Notation 5.9. the vertex i± d for any d to represent i± d (mod n).
Notation 5.10. For any vertex i, j in SW (n, k, p) random graph. We define i→ j
is the rewiring from vertex i to vertex j. It means that after removing an edge
{i, i + d} for a particular d ∈ {1, 2, ..., k2} with the probability p, an edge {i, j}
is then connected, for some vertex j from randomly choosing from a vertex set
{1, 2, ..., n}\({i− k2 , ..., i− 1, i, i+ 1, ..., i+ k2} ∪N(i)).
Also, we define i
d−→ j for a specific d ∈ {1, 2, ..., k2} is the edge {i, i + d} gets
rewired to a new edge {i, j}. In other words, it means, with the probability p, the
edge {i, i+ d} gets rewired and be replaced by the edge {i, j}.
Lemma 5.11. By Notations 5.11-5.13, we have another new generalized version
the third moment formula
E[
1
n
Tr(A3n)] =
1
n
[
C1P1 +O(C2P2) +O(C3P3) +O(C4P4)
]
.
Proof. Without the loss of generality, we consider the bound of all probabilities for
each configuration. The all close configuration contains exactly one case when the
distance between each pair of two vertices is within k2 apart from each other. The
permutation of vertices i1, i2, i3 in this configuration gives the same probability
P1 and C1. However, the permutations for other configurations give different
probabilities. We must bound the probabilities for each configuration with the
maximum of the probabilities of the vertex permutation in a particular configuration
Pi, for i = 2, 3, 4. For each configuration, we compute the sum of all probabilities
of all vertex permutation by using the bound of the product of the maximum
probability Pi and the number of all permutations Ci. It follows that∑
i configuration
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1) ≤ O(Ci ·Pi),
where i = 2 configuration means one far configuration, i = 3 configuration means
two far configuration, and i = 4 configuration means all far configuration. Thus,
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by Lemma 5.9
E[
1
n
Tr(A3n)] =
1
n
∑
1≤i1,i2,i3≤n distinct
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)
=
1
n
( ∑
all close
P1 +
∑
one far
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)
+
∑
two far
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)
+
∑
all far
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)
)
=
1
n
[
C1P1 +O(C2P2) +O(C3P3) +O(C4P4)
]
.

6. The Computation of Probabilities
This section provides the computation of the probabilities P1,P2,P3, and P4.
In general, since all permutation of three vertices can rearrange to have a new order
of vertices i1 < i2 < i3, we will consider only the case that all vertices i1, i2, i3 are
located orderly in the random graph. Each configuration contains at least one
condition. When we assign three vertices i1, i2, i3, these will satisfy one of the
conditions in four configurations.
Let i1, i2, i3 be vertices on the SW (n, k, p) random graph. These vertices are
classified as all close configuration. The construction of this configuration follows
that
• Starting at vertex i1, we need to connect an edge {i1, i2} such that ||i1 −
i2|| ≤ k2 . This edge (Ai1i2 = 1) already exists without the rewiring. So, we
keep this edge non-rewiring with the probability P(Ai1i2 = 1) = 1− p.
• Then we recognize at vertex i2 and consider an edge {i2, i3} such that the
distance ||i2 − i3|| ≤ k2 . The event Ai2i3 = 1 happens if the edge does not
rewire. So, we have P(Ai2i3 = 1) = 1− p.
• Finally, from vertex i3 there is an edge {i3, i1} with ||i3−i1|| ≤ k2 to connect
to i1 again. The probability to have this edge is equal to P(Ai3i1 = 1) =
1− p.
Lemma 6.1. For distinct vertices i1, i2, i3 on the SW (n, k, p) random graph such
that those vertices satisfy the case all close configuration. The probability P1 =
P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1) = (1− p)3.
Proof. Let the vertices i1, i2, i3 be distinct vertices. We need to find the probability
that {i1, i2}, {i2, i3}, and {i3, i1} are in the random graph. Based on above com-
putation of the probability for the connection of three edges and the independent
events of Ai1i2 = 1, Ai2i3 = 1, and Ai3i1 = 1 to keep each edge does not rewire,
therefore, P1 = P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1) = P(Ai1i2 = 1) · P(Ai2i3 =
1) · P(Ai3i1 = 1) = (1− p)3. 
Next, we mainly demonstrates the proof of the probability when the vertices
satisfy the case one far configuration. By Lemma 5.16, we only care about the
bound of all probabilities of the vertices in this configuration. We choose the distinct
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vertices i1, i2, i3 in the small-world random graph. We assume that those vertices
satisfy ||i1 − i2|| ≤ k2 , ||i2 − i3|| ≤ k2 and ||i3 − i1|| > k2 . Suppose an edge {i1, i3}
is the only far edge with the distance on the torus between them greater than k2
apart from each other, and the other edges {i1, i2}, {i2, i3} are constructed by a
close distance of any two vertices. We know that there exists two possibilities to
rewire and get a new edge {i1, i3} which are the rewiring from vertex i1 → i3 or
rewiring from vertex i3 → i1.
Definition 6.2. the notation P(i1
d−→ i3 | l) is the conditional probability of dth
downside neighbor of vertex i1 rewires to vertex i3, given that l vertices already
rewired to vertex i1.
Lemma 6.3. Let n ∈ N be an arbitrary number of vertices, k ∈ 2N be the degree,
and p ∈ [0, 1]. For any vertex i1, i3 in the SW (n, k, p) random graph such that
i1 < i3, those vertices satisfy the condition ||i3 − i1|| > k2 . Let l ≤ n2 be the number
of rewirings from some vertices j < i1 to vertex i1. For any d ∈ {1, 2, ..., k2}, it
follows that the probabilities P(i1
d−→ i3 | l) = Ok( 1n ) and P(i3
d−→ i1 | l) = Ok( 1n ).
Proof. Consider the probability of rewiring from i1 → i3, we let there exist l vertices
already rewired to vertex i1. In this proof, we only care the case l ≤ n2 . We know
that the vertex i1 contains
k
2 downside edges. Due to the rewiring process, each
edge {i1, i1 + d} for d = {1, ..., k2} could possibly be replaced by the edge {i1, i3}.
• d = 1, the edge {i3, i3 +1} is rewired with the probability p and there exists
n − k − 1 − l (not vertex i3, other k neighborhood edges, and l previous
rewirings) choices for uniformly choosing vertex i1 at random. We know
N(i3) = {i3− k2 , ..., i3−1, i3+1, ..., i3+ k2 (mod n)} since no edges (i3, i3+v′)
for v′ = 1, ..., k2 get rewired yet. Thus,
P(i3
1−→ i1| l) = p
n− k − 1− l
• d = 2, the edge {i3, i3 + 2} is rewired with the probability p. There two
cases to consider whether or not the previous edge {i3, i3 + 1} is rewired to
vertex not i1.
P(i3
2−→ i1| l) = P(i3 2−→ i1,but {i3, i3 + 1} non− rewiring)
+ P(i3
2−→ i1,but i3 + 1 6→ i1).
With the probability 1− p, we consider the edge {i3, i3 + 1} is non-rewiring. Then
{i3, i3 + 2} rewires with the probability p to vertex i1 with n − k − 1 − l choices
uniformly choosing at random. In addition, if {i3, i3 + 1} is already rewired with
the probability p to some vertex not i1, there are n− k − 2− l choices (not i1, its
neighbors, and l previous rewirings) out of n − k − 1 − l to uniformly be chosen.
Finally, {i3, i3 + 2} is rewired to vertex i1 with n− k − 2− l choices left. Thus,
P(i3
2−→ i1| l) = (1− p) · p
n− k − 1− l +
(n− k − 2− l)p
n− k − 1− l ·
p
n− k − 2− l
=
p
n− k − 1− l · (1− p+ p)
The last equality holds by the simplification.
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• Let d ∈ {1, 2, ..., k2}, there are d different cases to consider. We start with
all edges {i1, i1 + 1}, {i1, i1 + 2}, ..., {i1, i1 + (d − 1)} that do not rewire
with the probability (1 − p)d−1. Then an edge {i1, i1 + d} gets rewired
to i3 by uniformly choosing n − k − 1 − l choices (not i1, its neighbors,
and other previous l vertices). In the second case, we have
(
d−1
1
)
ways to
pick one edge from {i1, i1 + 1}, {i1, i1 + 2}, ..., {i1, i1 + (d − 1)} to rewire
with the probability p to vertex not i3 by choosing n − k − 2 − l choices
out of n − k − 1 − l. We keep the remaining edges non-rewiring with
the probability (1 − p)d−2 before {i1, i1 + d} is rewired to i3 by uniformly
choosing n−k−2−l choices (not the first rewiring vertex, its neighbors, and
other previous l vertices). The third step begins with
(
d−1
2
)
ways to pick
two edges from {i1, i1 + 1}, {i1, i1 + 2}, ..., {i1, i1 + (d − 1)} to be rewired.
The first chosen edge gets rewired by choosing a random vertex not i3
and previous l vertices with n − k − 2 − l choices out of n − k − 1 − l,
and the second one gets rewired by choosing another random vertex with
n − k − 3 − l choices (not i3, its neighbors, the first rewiring vertex, and
previous l vertices) out of n− k− 2− l. We keep the remaining edges non-
rewiring with the probability (1− p)d−3, and then {i1, i1 + d} is rewired by
uniformly choosing i3 from the remaining n−k−3− l choices. It continues
the same procedure for computing the probability until all chosen (d − 1)
edges from {i1, i1 + 1}, {i1, i1 + 2}, ..., {i1, i1 + (d− 1)} get rewired. Finally,
the last edge {i1, i1 + d} is rewired with the probability p by uniformly
choosing vertex i3 from the remaining n− k− k2 − l choices. Therefore, we
have the conditional probability
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P(i1
d−→ i3| l)
= P(i1
d−→ i3,but {i1, i1 + 1}, {i1, i1 + 2}, ..., {i1, i1 + (d− 1)} non-rewiring)
+ P(i1
d−→ i3,but only one edge rewires to not i3)
+ P(i1
d−→ i3,but two edges rewire to not i3) + ...+
+ P(i1
d−→ i3,but all (d− 2) edges rewire to not i3)
+ P(i1
d−→ i3,but {i1, i1 + 1}, {i1, i1 + 2}, ..., {i1, i1 + (d− 1)} rewire to not i3)
=
(
d− 1
0
)
(1− p)d−1 · p
n− k − 1− l
+
(
d− 1
1
)
(1− p)d−2 · (n− k − 2− l)p
n− k − 1− l ·
p
n− k − 2− l
+
(
d− 1
2
)
(1− p)d−3 · (n− k − 2− l)p
n− k − 1− l ·
(n− k − 3− l)p
n− k − 2− l ·
p
n− k − 3− l + ...+
+
(
d− 1
d− 2
)
(1− p) · (n− k − 2− l)p
n− k − 1− l ·
(n− k − 3− l)p
n− k − 2− l · ··
· · · (n− k − (
k
2 − 1)− l)p
n− k − (k2 − 2)− l
· p
n− k − (k2 − 1)− l
+
(
d− 1
d− 1
)
(n− k − 2− l)p
n− k − 1− l ·
(n− k − 3− l)p
n− k − 2− l · · ·
(n− k − (k2 )− l)p
n− k − (k2 − 1)− l
· p
n− k − k2 − l
=
(
p
n− k − 1− l
)[(
d− 1
0
)
(1− p)d−1 +
(
d− 1
1
)
(1− p)d−2p
+
(
d− 1
2
)
(1− p)d−3p2 + ...+
(
d− 1
d− 2
)
(1− p)pd−2 +
(
d− 1
d− 1
)
pd−1
]
=
(
p
n− k − 1− l
)( d−1∑
j=0
(
d− 1
j
)
(1− p)d−1−jpj
)
≤
(
1
n− k − 1− l
)( d−1∑
j=0
(
d− 1
j
)
(1− p)d−1−jpj
)
= Ok(
1
n
), since l ≤ n
2
.
Since the rewiring i3
d−→ i1 given that there exist some l ≤ n2 previous edges rewired
to vertex i3 (not i1 itself), it can be done by rewiring from one of i3’s downside
neighbors to some vertex choosing uniformly with the constraint l. Since we relax
the number of the previous rewirings to i3 with the extreme range of l ≤ n2 , the
computation can exclude the case that there exists the rewiring i1 → i3 by the time
the vertex i3 is considered. Hence, it follows the same computation as the rewiring
from i1
d−→ i3. The probability has the same bound which is P(i3 d−→ i1| l) =
Ok(
1
n ). 
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Lemma 6.4. Let i1, i3 be vertices in the SW (n, k, p) random graph which i1 < i3
and ||i1 − i3|| > k2 . The probabilities P(i1 → i3) = Ok( 1n ) and P(i3 → i1) = Ok( 1n ).
Proof. Let i1, i3 be distinct vertices on the SW (n, k, p) random graph. We will
consider the case i1 → i3, and then we will use the same computation to come up
with the probability of i3 → i1. Let l be the number of previous rewirings to vertex
i1. In this proof, we try to avoid some complicated computation by having a bound
of 0 ≤ l ≤ n. We consider
P(i1
d−→ i3) =
n∑
t=0
P(i1
d−→ i3| l = t) · P(l = t)
=
n
2∑
t=0
P(i1
d−→ i3| l = t) · P(l = t) +
n∑
t=n2 +1
P(i1
d−→ i3| l = t) · P(l = t).
By Lemma 6.3, when 0 ≤ l ≤ n2 , the probability P(i1
d−→ i3| l = t) is bounded by
Ok(
1
n ). It makes the term
∑n
2
t=0 P(i1
d−→ i3| l = t) · P(l = t) have the same bound.
However, if l ≥ n2 + 1, the second term
∑n
t=n2 +1
P(i1
d−→ i3| l = t) · P(l = t) will be
bounded by the probability P(l ≥ n2 + 1). It follows that
P(i1
d−→ i3) ≤
n
2∑
t=0
P(i1
d−→ i3| l = t) · P(l = t) +
n∑
t=n2 +1
P(i1
d−→ i3| l = t) · P(l = t)
≤ Ok( 1
n
) +
n∑
t=n2 +1
P(l = t).
In addition, the probability P(l = t) is computed by a bound. We start comput-
ing the combination of choosing l = t options from n options to rewire to vertex i1
before this vertex is considered in the rewiring process. If we have l ≥ n2 + 1, the
vertex i1 may be close to vertex n. The rewiring algorithm does not allow to choose
a new vertex that lies within k neighbors. Hence, the closest vertex j that can be
rewired to vertex i1 cannot be too close to i1. In order to simplify the computation,
we ignore all upside n4 neighbors of i1.
Since we assume that l ≥ n2 + 1, we must carefully consider the proper bound of
the probability. In order to have the bound, we need to compute the worst case of
location of vertex i1 for some number of l. Since we ignore all
n
4 upside neighbors
of i1, we have at least
n
4 all connections to i1. Each rewiring to vertex i1 has the
probability 1n−k−1−l for the number l ≤ n2 vertices already rewired to vertex i1. To
compute a bound of this fraction, we know that there exists some number c ∈ R
such that 1n−k−1−l ≤ cn . Since there are at least n4 vertices rewire to vertex i1 and
the rewirings are independent, it follows that
P(l = t) ≤
(
n
t
)
· ( c
n
)n
4 .
Hence,
P(i1
d−→ i3) ≤ Ok( 1
n
) +
n∑
t=n2 +1
(
n
t
)
· ( c
n
)n
4 .
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By the Binomial Theorem, it follows that
P(i1
d−→ i3) ≤ Ok( 1
n
) + 2n · ( c
n
)n
4 ≤ Ok( 1
n
) +Ok(
1
n3
) ≤ Ok( 1
n
).
For 1 ≤ d ≤ k2 , a particular downside dth neighbor of i1 can rewire to vertex i3.
Thus, we have the probability
P(i1 → i3) =
k
2∑
d=1
P(i1
d−→ i3) = (k
2
) ·Ok( 1
n
) ≤ Ok( 1
n
).
Similarly, we use a bound of the probability of rewiring given that 0 ≤ l ≤ n. The
rewiring i3 → i1, follows the same computation as i1 → i3. Thus we have the
probability P(i3 → i1) = Ok( 1n ) as well. 
Lemma 6.5. Let i1, i2, i3 be distinct vertices in SW (n, k, p) random graph. Suppose
three vertices satisfy the condition ||i1 − i2|| ≤ k2 and ||i1 − i3|| > k2 , then it follows
that the probability P(i1 → i3, given an edge {i1, i2} non-rewiring) = Ok( 1n ).
Proof. To compute the probability of rewiring from i1 → i3 but given the edge
{i1, i2} is non-rewiring, we consider that there exist k2 −1 edges out of k2 to possibly
be rewired to i3 because we need to keep one edge {i1, i2} = {i1, v′} non-rewiring for
a chosen vertex v′ ∈ {i1 +1, ..., i1 + k2}. Let l be the number of vertices that rewired
to vertex i1. With a similar computation from Lemma 6.3, if one of the downside
neighborhood edges of vertex i1 (includes an edge {i1, i2}) can be rewired to vertex
i3 with a far distance on the torus between i1, i3 (>
k
2 ), the conditional probability
P(i1
d−→ i3| l) = Ok( 1n ). By Lemma 6.4, the probability P(i1
d−→ i3) = Ok( 1n ). Since
not all downside neighborhood edges of i1 have a chance to be rewired to vertex i3
(need to keep an edge {i1, i2} non-rewiring), it comes up with a smaller probability
of the rewiring i1
d−→ i3. It follows that
P(i1 → i3, given {i1, i2} non-rewiring) =
k
2∑
d=1
P(i1
d−→ i3| {i1, i2} non-rewiring)
≤
k
2∑
d=1
P(i1
d−→ i3) ≤ Ok( 1
n
).

Lemma 6.6. Given the case one far configuration. Let i1, i2, i3 be distinct vertices
on the SW (n, k, p) random graph satisfies one of the following three conditions;
(1) ||i1 − i2|| ≤ k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| > k2
(2) ||i1 − i2|| ≤ k2 , ||i2 − i3|| > k2 , ||i3 − i1|| ≤ k2
(3) ||i1 − i2|| > k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| ≤ k2
Then the probability P2 = Ok(
1
n ).
Proof. Let P2,i be a maximum probability of the above condition i for one far
configuration. We will prove the probability bound P2,1 and then use the result
to come up with others probabilities P2,2 and P2,3. First, we choose the vertices
i1, i2, i3 that satisfy ||i1 − i2|| ≤ k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| > k2 . We assume those
vertices give a maximum probability of the first condition of one far configuration.
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We keep two edges {i1, i2}, {i2, i3} non-rewiring and rewire an edge from either i1
neighbor or i3 neighbor to a new edge {i1, i3}. To construct the edge {i1, i3}, we
start with two possibilities for rewiring, which are the rewiring i1 → i3 or i3 → i1.
We know that the probabilities will be different depending on where the vertices
are in the small-world random graph. It is easier for this computation because we
will use a bound for the probability. Hence,
P2,1 = P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)
= P(Ai1i2 = 1, Ai2i3 = 1, i1 → i3) + P(Ai1i2 = 1, Ai2i3 = 1, i3 → i1)
The event Ai2i3 = 1 is independent from Ai1i2 = 1 and i1 → i3, and the event
i3 → i1 is independent from Ai1i2 = 1, Ai2i3 = 1. Thus,
P2,1 = P(Ai2i3 = 1) · P(Ai1i2 = 1, i1 → i3) + P(Ai1i2 = 1, Ai2i3 = 1) · P(i3 → i1)
= P(Ai2i3 = 1) · P(i1 → i3|Ai1i2 = 1) · P(Ai1i2 = 1)
+ P(Ai1i2 = 1, Ai2i3 = 1) · P(i3 → i1)
By Lemmas 6.4 and 6.5, the probability
P2,1 ≤ (1− p)2 ·Ok( 1
n
) + (1− p)2 ·Ok( 1
n
) ≤ (2)Ok( 1
n
) = Ok(
1
n
).
For the second condition, {i2, i3} is the only far edge that can be rewired
from either vertex i2 or i3. This gives us two close edges {i1, i2}, {i3, i1} with
probability (1 − p)2. In this situation, we can only consider the probability for
rewiring of far edge {i2, i3}. By Lemma 6.4, since ||i2 − i3|| > k2 , the probabil-
ity bound is P(i2 → i3) = Ok( 1n ). Moreover, we know that ||i3 − i1|| ≤ k2 and
||i3 − i2|| > k2 . We can conclude from Lemma 6.5 that the probability P(i3 →
i2|{i3, i1} non-rewiring) = Ok( 1n ). Thus, the probability P2,2 = max{P(Ai1i2 =
1, Ai2i3 = 1, Ai3i1 = 1) | i1, i2, i3 satisfy second condition} = Ok( 1n ).
The third condition follows the same computation as the first and second. We
have ||i1, i2|| > k2 , ||i2 − i3|| ≤ k2 , and ||i3 − i1|| ≤ k2 . By Lemmas 6.4 and
6.5, it shows that the probability P2,3 = max{P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 =
1) | i1, i2, i3 satisfy third condition} = Ok( 1n ). Since three probabilities have the
same bound, we conclude that the probability of one far configuration is P2 =
max{P2,1,P2,2,P2,3} = Ok( 1n ). 
The next part illustrates the proof of the case two far configuration. We mainly
focus on the condition ||i1 − i2|| ≤ k2 , ||i2 − i3|| > k2 and ||i3 − i1|| > k2 for distinct
vertices 1 ≤ i1 < i2 < i3 ≤ n in the SW (n, k, p) random graph. In addition, we use
the same computing idea from this condition to prove that the same bound holds
with all three conditions.
We assume that the edge {i1, i2} is the only close edge being constructed by
the vertices i1, i2 with a close distance on the torus (≤ k2 apart). The other edges
{i2, i3} and {i3, i1} are constructed by two far distance vertices (> k2 apart). This
section provides two lemmas about the rewiring either from vertex i3 → i1 or
i3 → i2 separately, and the rewiring from vertex i3 → i1 and i3 → i2 together after
the random graph is created.
Lemma 6.7. Let n ∈ N be an arbitrary number of vertices, k ∈ 2N be the degree,
and p ∈ [0, 1]. For any distinct vertex i1, i2, i3 in the SW (n, k, p) random graph,
those vertices satisfy the condition ||i2 − i3|| > k2 and ||i3 − i1|| > k2 . Let l ≤ n2
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be the number of previous rewiring edges to vertex i3. For any d ∈ {1, 2, ..., k2}, it
follows that the probabilities P(i3
d−→ i1| l) = Ok( 1n ) and P(i3
d−→ i2| l) = Ok( 1n ).
Proof. In this proof, we compute only the case i3 → i1. We will show that even
though the permutation of vertices gives a different probability, each has the same
bound of the probability. The rewiring i3 → i1 can be done by a downside edge d
of i3 neighbors for d ∈ {1, 2, ..., k2}. We start the proof with d = 1, 2 to demonstrate
the pattern of the general term d that will be shown in the last part of this proof.
Thus,
• d = 1; with the probability p, the edge {i3, i3 + 1} is rewired. We know
that no other edges on the downside of vertex i3 get rewired yet. There
exist n− k− 1− l choices (not vertex i3, other k neighbors, and l previous
rewirings) for uniformly choosing vertex i1 at random. Since it can possibly
rewire to vertex i2, we must eliminate the option of choosing vertex i2. We
only have n− k − 2− l choices left. Hence,
P(i3
1−→ i1| l) = p
n− k − 2− l .
• d = 2; we divide the computing to two cases, which are the edge {i3, i3 +1}
is non-rewiring and was already rewired to some vertex not i1.
P(i3
2−→ i1| l) = P(i3 2−→ i1,but {i3, i3 + 1} non− rewiring)
+ P(i3
2−→ i1,but i3 + 1 6→ i1).
In the first case, an edge {i3, i3 + 1} is no rewiring with the probability
1 − p. Then an edge {i3, i3 + 2} gets rewired with the probability p, and
there exist n−k−2− l choices (not i3, i2, other k neighbors, and l previous
rewirings) for uniformly choosing vertex i1 at random. Second, an edge
{i3, i3 + 1} was already rewired to some vertex not i1 with the rewiring
probability p. It uniformly chooses some vertex
j ∈ {1, 2, ..., n}\
(
{i3− k2 , ..., i3−1, i3, i3 +1, ..., i3 + k2}∪{i1, i2}
)
at random
with the probability n−k−3n−k−1 . Then, an edge {i3, i3 + 2} rewires with the
probability p, and there exist n− k − 3 choices such that
i1 ∈ {1, 2, ..., n}\
(
{i3 − k
2
, ..., i3 − 1, i3, i3 + 1, ..., i3 + k
2
} ∪ {i2, j}
)
for uniformly choosing vertex i1 at random. Thus,
P(i3
2−→ i1| l) =
(
1
0
)
(1− p) · p
n− k − 2− l
+
(
1
1
)
(n− k − 3− l)p
n− k − 1− l ·
p
n− k − 3− l
=
(
1
0
)
(1− p) · p
n− k − 2− l +
(
1
1
)
p2
n− k − 1− l .
Similarly, for the general d ∈ {1, 2, ..., k2}. We assume that an edge {i3, i3 +
d} gets rewired to i1. It is divided into d different possible cases. First,
all previous d − 1 edges ({i3, i3 + 1}, {i3, i3 + 2}, ..., {i3, i3 + (d − 1)}) are
non-rewiring with the probability (1−p)d−1, and an edge {i3, i3+d} rewires
THE EIGENVALUE DISTRIBUTION OF THE WATTS-STROGATZ RANDOM GRAPH 17
with the probability p and there exist n− k− 2− l choices (not i2, other k
neighbors, and l previous rewirings to i3) to uniformly choose vertex i1 at
random. Then, we consider the case that the graph has only one previous
edge from {{i3, i3 + 1}, {i3, i3 + 2}, ..., {i3, i3 + (d − 1)}} to be rewired to
vertex not i1. With the probability p, a given edge rewires and uniformly
chooses a new vertex with the probability n−k−3−ln−k−1−l (not i1, i2, other k neigh-
bors, and l previous rewirings to i3). Then other d − 2 remaining edges
are non-rewiring with the probability (1− p)d−2. Afterward, the last edge
{i3, i3+d} rewires with the probability p and uniformly choosing vertex i1 ∈
{1, 2, ..., n}\ ({i3 − k2 , ..., i3 − 1, i3, i3 + 1, ..., i3 + k2} ∪ {i2} ∪N(i3)) with n−
k − 3 − l choices. Another possible case is when there exist two previous
edges from {{i3, i3 + 1}, {i3, i3 + 2}, ..., {i3, i3 + (d − 1)}} rewire to some
vertices not i1. We start with the first rewiring edge. There are n−k−3− l
choices (not i1, i2, other k neighbors, and l previous rewirings to i3) out of
n−k−1− l for choosing vertex v1. The second edge rewires and uniformly
chooses vertex v2 with n − k − 4 − l choices (not i1, i2, v1 , other k neigh-
bors, and l previous rewirings to i3) out of n− k − 2− l. Finally, an edge
{i3, i3 + d} gets rewired with the probability p and uniformly choosing ver-
tex i1 ∈ {1, 2, ..., n}\
({i3 − k2 , ..., i3 − 1, i3, i3 + 1, ..., i3 + k2} ∪ {i2, v1, v2})
with n−k−4− l choices. We continue this computation until all d rewiring
edges are considered. For l ≤ n2 , it follows that
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P(i3
d−→ i1| l)
= P(i3
d−→ i1,but {i3, i3 + 1}, {i3, i3 + 2}, ..., {i3, i3 + (d− 1)} non-rewiring)
+ P(i3
d−→ i1,but only one edge rewires to not i1)
+ P(i3
d−→ i1,but two edges rewire to not i1) + ...+
+ P(i3
d−→ i1,but all (d− 2) edges rewire to not i1)
+ P(i3
d−→ i1,but {i3, i3 + 1}, {i3, i3 + 2}, ..., {i3, i3 + (d− 1)} rewire to not i1)
=
(
d− 1
0
)
(1− p)d−1 · p
n− k − 2− l
+
(
d− 1
1
)
(1− p)d−2 · (n− k − 3− l)p
n− k − 1− l ·
p
n− k − 3− l
+
(
d− 1
2
)
(1− p)d−3 · (n− k − 3− l)p
n− k − 1− l ·
(n− k − 4− l)p
n− k − 2− l ·
p
n− k − 4− l
+
(
d− 1
3
)
(1− p)d−4 · (n− k − 3− l)p
n− k − 1− l ·
(n− k − 4− l)p
n− k − 2− l ·
(n− k − 5− l)p
n− k − 3− l ·
· p
n− k − 5− l + ...+
+
(
d− 1
d− 2
)
(1− p) · (n− k − 3− l)p
n− k − 1− l ·
(n− k − 4− l)p
n− k − 2− l · ··
· (n− k − (d)− l)
n− k − (d− 2)− l ·
p
n− k − (d)− l
+
(
d− 1
d− 1
)
(n− k − 3− l)p
n− k − 1− l ·
(n− k − 4− l)p
n− k − 2− l · ··
· (n− k − (d+ 1)− l)
n− k − (d− 1)− l ·
p
n− k − (d+ 1)− l
=
(
d− 1
0
)
(1− p)d−1 · p
n− k − 2− l +
(
d− 1
1
)
(1− p)d−2 · p
2
n− k − 1− l
+
d−1∑
i=2
(
d− 1
i
)
(1− p)d−1−i · [n− k − (i+ 1)− l]
(n− k − 1− l)(n− k − 2− l) · p
i+1.
≤ 1
n− k − 2− l +
(
d− 1
1
)
1
n− k − 1− l +
(
1
n− k − 2− l
) d−1∑
i=2
(
d− 1
i
)
= Ok(
1
n
).
Since we know ||i3 − i2|| > k2 and i2 < i3, it follows the same computation as the
rewiring i3 → i1. Thus, the probability P(i3 d−→ i2| l) = Ok( 1n ). 
Lemma 6.8. Let i1, i2, i3 be the vertices on the SW (n, k, p) random graph which is
i1 < i2 < i3. The vertices must satisfy the condition ||i3−i1|| > k2 and ||i3−i2|| > k2 .
Then the probabilities P(i3 → i1) = Ok( 1n ) and P(i3 → i2) = Ok( 1n ).
Proof. In this proof, we will generally consider the computation of the probability
of i3 → i1. We use the same idea to show that the probability of the rewiring
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i3 → i2 is also bounded by the same value. Let 0 ≤ l ≤ n be the number of all
rewirings to vertex i1 before i1 is considered for the rewiring process. It follows the
same computation with Lemma 6.4. We have
P(i3
d−→ i1) =
n∑
t=0
P(i3
d−→ i1| l = t) · P(l = t)
=
n
2∑
t=0
P(i3
d−→ i1| l = t) · P(l = t) +
n∑
t=n2 +1
P(i3
d−→ i1| l = t) · P(l = t)
By Lemma 6.7, the probability P(i3
d−→ i1| l = t) = Ok( 1n ), and it gives the term∑n
2
t=0 P(i3
d−→ i1| l = t) · P(l = t) is bounded by Ok( 1n ). Since another term
determines the case l ≥ n2 +1, we have the term
∑n
t=n2 +1
P(i3
d−→ i1| l = t) ·P(l = t)
has a bound P(l ≥ n2 + 1). Thus, by similar argument in Lemma 6.4
P(i3
d−→ i1) ≤ Ok( 1
n
) + P(l ≥ n
2
+ 1) = Ok(
1
n
) +
n∑
t=n2 +1
P(l = t)
≤ Ok( 1
n
) +
n∑
t=n2 +1
(
n
t
)
· ( c
n
)n
4 = Ok(
1
n
) + 2n · ( c
n
)n
4 , for some c
≤ Ok( 1
n
) +Ok(
1
n3
) ≤ Ok( 1
n
).
For 1 ≤ d ≤ k2 , it follows that
P(i3 → i1) =
k
2∑
d=1
P(i3
d−→ i1) = (k
2
) ·Ok( 1
n
) ≤ Ok( 1
n
).
Since we have ||i3 − i2|| > k2 and i2 < i3. The probability of the rewiring i3 → i2
follows the same argument as i3 → i1. Hence, the probability bound P(i3 → i2) =
Ok(
1
n ). 
Lemma 6.9. For any distinct vertex i1, i2, i3 in the SW (n, k, p) random graph,
those vertices satisfy the condition ||i3 − i2|| > k2 and ||i3 − i1|| > k2 . Let l ≤ n2
be the number of rewirings to vertex i3 before this vertex is considered the rewiring
process. Let d ∈ {1, 2, ..., k2 −1} be fixed, and an edge {i3, i3 +d} is a downside edge
of vertex i3. For every v = d+ 1, d+ 2, ...,
k
2 , then the following bound is true;
P(i3
d−→ i1, i3 v−→ i2| l) = Ok( 1
n2
).
Proof. Let d ∈ {1, 2, ..., k2 − 1}. The downside edge {i3, i3 + d} rewires from i3
to vertex i1. Let v > d be the next downside edge {i3, i3 + v} of vertex i3 that
rewires from i3 to vertex i2. Let c be the number of edges between {i3, i3 + d} and
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{i3, i3 + v}. Hence,
P(i3
d−→ i1, i3 d+1−−→ i2 | l)
= P(all d− 1 edges do not rewire) + P(only one edge rewires to not i1, i2)
+ P(two edges rewire to not i1, i2) + P(three edges rewire to not i1, i2)
+ ...+ P(all d− 1 edges rewire to not i1, i2)
= (1− p)d−1
(
p
n− k − 2− l
)2
+
(
d− 1
1
)
(1− p)d−2 · (n− k − 3− l)p
n− k − 1− l
(
p
n− k − 3− l
)2
+
(
d− 1
2
)
(1− p)d−3 · (n− k − 3− l)p
n− k − 1− l ·
(n− k − 4− l)p
n− k − 2− l
(
p
n− k − 4− l
)2
+
(
d− 1
3
)
(1− p)d−4 · (n− k − 3− l)p
n− k − 1− l ·
(n− k − 4− l)p
n− k − 2− l ·
(n− k − 5− l)p
n− k − 3− l
·
(
p
n− k − 5− l
)2
+ ...+
+
(
d− 1
d− 1
)
(n− k − 3− l)p
n− k − 1− l · · ·
[n− k − (d+ 1)− l]p
[n− k − (d− 1)− l]
(
p
[n− k − (d+ 1)− l]
)2
= (1− p)d−1
(
p
n− k − 2− l
)2
+
(
d− 1
1
)
(1− p)d−2 · p
3
(n− k − 1− l)(n− k − 3− l)
+
d−1∑
i=2
(
d− 1
i
)
(1− p)d−1−i [n− k − (i+ 1)− l]p
2+i
(n− k − 1− l)(n− k − 2− l)[n− k − (2 + i)− l]
≤
(
1
n− k − 2− l
)2
+ (d− 1)
(
1
n− k − 2− l
)2
+
(
1
n− k − 2− l
)2(d−1∑
i=2
(
d− 1
i
))
= Ok(
1
n2
).
Then we show the case for any d < v ≤ k2 and 0 ≤ c = v − d− 1. It is divided into
sub-cases of the number of edges from d− 1 edges {i3, i3 + 1}, ..., {i3, i3 + (d− 1)}.
Let m ∈ {0, 1, 2, ..., d− 1} be the number of the previous d− 1 edges that already
rewire. In the computation, we fix the number m and consider every rewiring
condition of other c edges. Let the notation P(m, c | l) be the probability of rewiring
i3
d−→ i1, i3 v−→ i2 which some m ≤ d − 1 downside neighbors of vertex i3 already
rewired and some c downside neighbors of vertex i3 also rewired. This probability
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is conditioning on l upside vertices rewired to vertex i3. It follows that
P(0, c | l) =
(
d− 1
0
)
(1− p)d−1 · p
n− k − 2− l
[(
c
0
)
(1− p)c · p
n− k − 2− l
+
(
c
1
)
(1− p)c−1 · (n− k − 3− l)p
n− k − 2− l ·
p
n− k − 3− l + ...+
+
(
c
c− 1
)
(1− p) · (n− k − 3− l)p
n− k − 2− l · · ·
[n− k − (c+ 1)− l]p
n− k − c− l
· p
n− k − (c+ 1)− l +
(
c
c
)
(n− k − 3− l)p
n− k − 2− l ·
(n− k − 4− l)p
n− k − 3− l · ··
· [n− k − (c+ 2)− l]p
n− k − (c+ 1)− l ·
p
n− k − (c+ 2)− l
]
=
(
d− 1
0
)
(1− p)d−1 · p
n− k − 2− l
(
p
n− k − 2− l
)
·
·
(
c∑
i=1
(
c
i
)
(1− p)c−ipi
)
.
By the binomial theorem,
c∑
i=1
(
c
i
)
(1− p)c−i · pi = [(1− p) + p]c = 1c = 1.
Hence, we have
P(0, c | l) =
(
d− 1
0
)
(1− p)d−1
(
p
n− k − 2− l
)2
≤ Ok( 1
n2
).
Similarly,
P(1, c | l) =
(
d− 1
1
)
(1− p)d−2 · (n− k − 3− l)p
n− k − 1− l ·
p
n− k − 3− l ·[(
c
0
)
(1− p)c · p
n− k − 3− l +
(
c
1
)
(1− p)c−1 · (n− k − 4− l)p
n− k − 3− l ·
· p
n− k − 4− l + ...+
(
c
c− 1
)
(1− p) · (n− k − 4− l)p
n− k − 3− l · ··
· [n− k − (c+ 2)− l]p
n− k − (c+ 1)− l ·
p
n− k − (c+ 2)− l
+
(
c
c
)
(n− k − 4− l)p
n− k − 3− l ·
(n− k − 5− l)p
n− k − 4− l · · ·
[n− k − (c+ 3)− l]p
n− k − (c+ 2)− l ·
· p
n− k − (c+ 3)− l
]
=
(
d− 1
1
)
(1− p)d−2 · p
2
n− k − 1− l
(
p
n− k − 3− l
)( c∑
i=1
(
c
i
)
(1− p)c−ipi
)
=
(
d− 1
0
)
(1− p)d−1
(
p3
(n− k − 1− l)(n− k − 3− l)
)
≤ Ok( 1
n2
).
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For d− 1 ≥ m ≥ 2, it follows that
P(m, c | l)
=
(
d− 1
m
)
(1− p)d−1−m (n− k − 3− l)p
n− k − 1− l
(n− k − 4− l)p
n− k − 2− l · ··
· [n− k − (m+ 2)− l]p
n− k −m− l ·
p
n− k − (m+ 2)− l
[(
c
0
)
(1− p)c p
n− k − (m+ 2)− l
+
(
c
1
)
(1− p)c−1 [n− k − (m+ 3)− l]p
n− k − (m+ 2)− l ·
p
n− k − (m+ 3)− l + ...+
+
(
c
c− 1
)
(1− p) · [n− k − (m+ 3)− l]p
n− k − (m+ 2)− l · · ·
[n− k − (m+ c+ 2)− l]p
n− k − (m+ c+ 1)− l ·
· p
n− k − (m+ c+ 2)− l +
(
c
c
)
[n− k − (m+ 3)− l]p
n− k − (m+ 2)− l · ··
· [n− k − (m+ c+ 3)− l]p
n− k − (m+ c+ 2)− l ·
p
n− k − (m+ c+ 3)− l
]
=
(
d− 1
m
)
(1− p)d−1−m · [n− k − (m+ 1)− l]p
m+1
(n− k − 1− l)(n− k − 2− l) ·[
c∑
i=1
(
c
i
)
(1− p)c−ipi
(
p
n− k − (m+ 2)− l
)]
=
(
d− 1
m
)
(1− p)d−1−m · [n− k − (m+ 1)− l]p
m+2
(n− k − 1− l)(n− k − 2− l)[n− k − (m+ 2)− l]
≤ Ok( 1
n2
).
Therefore, we have the probability bound
P(i3
d−→ i1, i3 v−→ i2| l) = P(0, c| l) + P(1, c| l) +
d−1∑
m=2
P(m, c| l) = Ok( 1
n2
).

Lemma 6.10. Let i1, i2, i3 be the distinct vertices in the SW (n, k, p) random graph.
Those vertices must satisfy the condition ||i3 − i1|| > k2 and ||i3 − i2|| > k2 . Then
the probability
P(i3 → i1, i3 → i2) = Ok( 1
n2
).
Proof. This proof follows almost immediately from Lemma 6.9. Let 0 ≤ l ≤ n
be the number of all rewirings to vertex i3 before this vertex is considered for the
rewiring process. It follows the same computation with Lemmas 6.4 and 6.8 when
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we compute the conditional probability given l. We have
P(i3
d−→ i1, i3 v−→ i2) =
n∑
t=0
P(i3
d−→ i1, i3 v−→ i2| l = t) · P(l = t)
=
n
2∑
t=0
P(i3
d−→ i1, i3 v−→ i2| l = t) · P(l = t)
+
n∑
t=n2 +1
P(i3
d−→ i1, i3 v−→ i2| l = t) · P(l = t)
≤ Ok( 1
n2
) + P(l ≥ n
2
+ 1),
This inequality holds because Lemma 6.9 tells us that P(i3
d−→ i1, i3 v−→ i2| l = t) =
Ok(
1
n2 ). It makes the term
∑n
2
t=0 P(i3
d−→ i1, i3 v−→ i2| l = t) · P(l = t) is bounded
by Ok(
1
n2 ). For l ≥ n2 + 1, the term
∑n
t=n2 +1
P(i3
d−→ i1, i3 v−→ i2| l = t) · P(l = t) is
bounded by P(l ≥ n2 + 1). Hence, by similar argument in Lemma 6.4
P(i3
d−→ i1, i3 v−→ i2) ≤ Ok( 1
n2
) +
n∑
t=n2 +1
(
n
t
)
· ( c
n
)n
4 , for some c
= Ok(
1
n2
) + 2n · ( c
n
)n
4
≤ Ok( 1
n2
) +Ok(
1
n3
) ≤ Ok( 1
n2
).
For d ∈ {1, 2, ..., k2} and v = d+ 1, d+ 2, ..., k2 , it follows that
P(i3 → i1, i3 → i2) =
k
2−1∑
d=1
k
2∑
v=d+1
[
P(i3
d−→ i1, i3 v−→ i2) + P(i3 d−→ i2, i3 v−→ i1)
]
≤
k
2−1∑
d=1
k
2∑
v=d+1
2.max{P(i3 d−→ i1, i3 v−→ i2),P(i3 d−→ i2, i3 v−→ i1)}
≤
k
2−1∑
d=1
k
2∑
v=d+1
Ok(
1
n2
)
≤ Ok( 1
n2
).

Lemma 6.11. Given the case two far configuration. Let 1 ≤ i1 < i2 < i3 ≤ n be
distinct vertices in the SW (n, k, p) random graph. The vertices satisfy one of the
following three conditions;
(1) ||i1 − i2|| ≤ k2 , ||i2 − i3|| > k2 , ||i3 − i1|| > k2
(2) ||i1 − i2|| > k2 , ||i2 − i3|| ≤ k2 , ||i3 − i1|| > k2
(3) ||i1 − i2|| > k2 , ||i2 − i3|| > k2 , ||i3 − i1|| ≤ k2
Then the probability P3 = Ok(
1
n2 ).
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Proof. Let P3,i be a maximum probability of the above condition i for two far
configuration. We will prove the probability bound P3,1 and then use the result
to come up with others probabilities P3,2 and P3,3. First, we choose the vertices
i1, i2, i3 that satisfy ||i1−i2|| ≤ k2 , ||i2−i3|| > k2 , ||i3−i1|| > k2 . We assume that those
vertices give a maximum probability of the first condition for two farconfiguration.
To have three connected vertices, an edges {i1, i2} does not rewire and two other
edges {i2, i3}, {i3, i1} are rewired. The construction of two rewiring edges can occur
with four possibilities.
(1.) Rewiring i1 → i3 and i2 → i3. (2.) Rewiring i1 → i3 and i3 → i2.
(3.) Rewiring i3 → i1 and i2 → i3. (4.) Rewiring i3 → i1 and i3 → i2.
We have the following
P3,1 = P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1)
= P(Ai1i2 = 1, i1 → i3, i2 → i3) + P(Ai1i2 = 1, i1 → i3, i3 → i2)
+ P(Ai1i2 = 1, i3 → i1, i2 → i3) + P(Ai1i2 = 1, i3 → i1, i3 → i2)
= P(Ai1,i2 = 1) · P(i1 → i3|Ai1,i2 = 1) · P(i2 → i3)
+ P(Ai1,i2 = 1) · P(i1 → i3|Ai1,i2 = 1) · P(i3 → i2)
+ P(Ai1,i2 = 1) · P(i2 → i3) · P(i3 → i1)
+ P(Ai1,i2 = 1) · P(i3 → i1, i3 → i2).
By Lemma 6.4, since we know that ||i2 − i3|| > k2 , we have the probability P(i2 →
i3) = Ok(
1
n ). We also know ||i1 − i2|| ≤ k2 and ||i1 − i3|| > k2 . Lemma 6.5 tells
us the probability P(i1 → i3| Ai1i2 = 1) = Ok( 1n ). In addition, we use the result
from Lemma 6.8 that the probability P(i3 → i1) = Ok( 1n ) and P(i3 → i2) = Ok( 1n )
because of ||i3− i1|| > k2 and ||i3− i2|| > k2 . We plug in the results from above and
Lemma 6.10 to the formula of the bound of P3,1. Thus,
P3,1 ≤ (1− p)Ok( 1
n
)Ok(
1
n
) + (1− p)Ok( 1
n
)Ok(
1
n
) + (1− p)Ok( 1
n
)Ok(
1
n
)
+ (1− p)Ok( 1
n2
)
≤ Ok( 1
n2
).
The other two conditions have the similar construction of three connected edges,
which are two far edges and one close edge. We follows the same computation as
the first condition. It gives us the same bound of the probabilities
P3,2 = max{P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1) | i1, i2, i3 satisfy second condition}
= Ok(
1
n2
),
P3,3 = max{P(Ai1i2 = 1, Ai2i3 = 1, Ai3i1 = 1) | i1, i2, i3 satisfy third condition}
= Ok(
1
n2
).
Since all three probabilities have the same bound, the probability of the case two
far configuration is P3 = max{P3,1,P3,2,P3,3} = Ok( 1n2 ). 
Then we compute the probability of the case all far configuration for distinct
vertices i1, i2, i3 in the SW (n, k, p) random graph. We assume that three vertices
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are located in order 1 ≤ i1 < i2 < i3 ≤ n and satisfy the condition ||i1 − i2|| >
k
2 , ||i2 − i3|| > k2 , ||i3 − i1|| > k2 .
Lemma 6.12. The probability P4 = Ok(
1
n3 ).
Proof. Let i1, i2, i3 be distinct vertices in SW (n, k, p) random graph. The vertices
satisfy the above condition ||i1 − i2|| > k2 , ||i2 − i3|| > k2 , ||i3 − i1|| > k2 . We assume
that the chosen vertices give a maximum probability of all far configuration. There
are eight possibilities of rewiring to have {i1, i2}, {i2, i3}, {i3, i1} and all are far
edges:
(1.) Rewiring i1 → i2, i2 → i3, i3 → i1. (2.) Rewiring i2 → i1, i3 → i2, i1 → i3.
(3.) Rewiring i1 → i2, i2 → i3, i1 → i3. (4.) Rewiring i1 → i2, i3 → i2, i3 → i1.
(5.) Rewiring i1 → i2, i3 → i2, i1 → i3. (6.) Rewiring i2 → i1, i2 → i3, i3 → i1.
(7.) Rewiring i2 → i1, i2 → i3, i1 → i3. (8.) Rewiring i2 → i1, i3 → i2, i3 → i1.
Consider the case each vertex rewires once to another vertex. Since the distance
on the torus between each pair of two vertices are far (≥ k2 ), by Lemma 6.8, it
follows that P(i1 → i2) = Ok( 1n ), P(i2 → i3) = Ok( 1n ), P(i3 → i1) = Ok( 1n ),
P(i1 → i3) = Ok( 1n ), P(i3 → i2) = Ok( 1n ), and P(i2 → i1) = Ok( 1n ). In addition,
one vertex can rewire to both other two vertices. By Lemma 6.10, we have P(i1 →
i2, i1 → i3) = Ok( 1n2 ), P(i2 → i1, i2 → i3) = Ok( 1n2 ), and P(i3 → i1, i3 → i2) =
Ok(
1
n2 ). Thus, the bound of the probability is
P4 = P(i1 → i2, i2 → i3, i3 → i1) + P(i2 → i1, i3 → i2, i1 → i3)
+ P(i1 → i2, i2 → i3, i1 → i3) + P(i1 → i2, i3 → i2, i3 → i1)
+ P(i1 → i2, i3 → i2, i1 → i3) + P(i2 → i1, i2 → i3, i3 → i1)
+ P(i2 → i1, i2 → i3, i1 → i3) + P(i2 → i1, i3 → i2, i3 → i1)
= P(i1 → i2) · P(i2 → i3) · P(i3 → i1) + P(i2 → i1) · P(i3 → i2) · P(i1 → i3)
+ P(i1 → i2, i1 → i3) · P(i2 → i3) + P(i1 → i2) · P(i3 → i2, i3 → i1)
+ P(i1 → i2, i1 → i3) · P(i3 → i2) + P(i2 → i1, i2 → i3) · P(i3 → i1)
+ P(i2 → i1, i2 → i3) · P(i1 → i3) + P(i2 → i1) · P(i3 → i2, i3 → i1)
We plug in the above results to the formula P4. Thus, we have
P4 ≤ 2 ·Ok( 1
n
) ·Ok( 1
n
) ·Ok( 1
n
) + 6 ·Ok( 1
n2
) ·Ok( 1
n
)
≤ Ok( 1
n3
).

7. The Counting Sum
This section computes the number of permutations of three vertices i1, i2, i3 in
the SW (n, k, p) random graph. Since each configuration we use a bound of the
probability, we can compute all permutations of vertices i1, i2, i3 which satisfy each
one of four configurations. We divide this section into four different configurations
which are all close, one far, two far, and all far.
1. Computation of C1 with the case all close
Let {1, 2, ..., n} be a set of vertices in SW (n, k, p) random graph. There are n
possible choices from the vertex set assigned to be vertex i1. Each choice of i1 can
have k possible choices of vertex i2. It seems that each choice of i2 we can also
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assign vertex i3 with k possible choices. However, we need to reconsider the choices
of placing vertex i3 that satisfy the distance on the torus between i1 and i3 for
||i1 − i3|| ≤ k2 .
We start computing on the downside neighbors of vertex i1. If i2 = i1 + 1, there
are k2 − 1 choices on the upside and k2 − 1 on the downside to put vertex i3. If
i2 = i1 + 2, there are
k
2 − 1 choices on the upside and k2 − 2 on the downside to put
vertex i3. We continue this procedure of computing until i2 = i1 +
k
2 the left far
edge of i1 neighbors. In this case, there are still
k
2 − 1 choices on the upside but 0
choice on the downside to put vertex i3. It makes sense because if assigning vertex
i3 on the downside of i2, the distance between i1, i3 will be larger than
k
2 . Then we
sum all choices of i3 for each vertex i2 and multiply by 2 because it can possibly
occur on the upside neighbors of vertex i1. Hence,
C1 = 2n.
[(
0 + (
k
2
− 1))+ (1 + (k
2
− 1))+ (2 + (k
2
− 1))+ ...+ ((k
2
− 1)
+ (
k
2
− 1))]
= 2n.
[(
0 + 1 + 2 + ...+ (
k
2
− 1)
)
+ (
k
2
)(
k
2
− 1)
]
= 2n.
[(
(k2 )(
k
2 − 1)
2
)
+ (
k
2
)(
k
2
− 1)
]
= n
(
k
2
− 1
)(
k
2
+ k
)
= n
(
k − 2
2
)(
3k
2
)
=
3
4
nk(k − 2).
2. Computation of C2 with the case one far
For a vertex set {1, 2, ..., n} of the random graph, there are n choices to assign a
first vertex i1. Each choice of i1 can assign another vertex i2 with k possible choices
of i1 neighbors which are
k
2 choices on the upside and
k
2 choices on the downside.
Since each side of i1 neighbors is likely similar to figure out the location of i2, i3,
we can start computing the downside of i1 neighbors and then multiply by 2. In
this case, we must consider the distance on the torus between i1, i2 and i2, i3 are
less than than or equal to k2 , but the distance on the torus between i3, i1 is larger
than k2 . If i2 = i1 + 1, then there is just 1 choice for placing vertex i3 at vertex
i1 + (
k
2 + 1). If i2 = i1 + 2, there are 2 choices for placing vertex i3 at either vertex
i1 + (
k
2 + 1) or i1 + (
k
2 + 2). We continue this computation until i2 = i1 +
k
2 , a far
edge of i1’s downside neighbors. There are
k
2 choices on the downside of vertex i2.
We sum all possible choices of i3 for each vertex i2 and then multiply by 2. Hence,
C2 = 2n.
[
1 + 2 + ...+
k
2
]
= 2n.
(
(k2 )(
k
2 + 1)
2
)
= n
(k
2
)(k + 2
2
)
=
nk
4
(k + 2)
≤ Ok(n).
3. Computation of C3 with the case two far
Let {1, 2, ..., n} be a vertex set in the random graph, there are n choices from all
vertices to be vertex i1. Each choice of i1 we can assign another vertex i2 with k
possible choices of i1’s neighbors, which are
k
2 on the upside and
k
2 on the downside.
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We initially consider the downside of i1’s neighbors and then multiply by 2 because
each side of the neighbors is symmetrical. For each location of i2, we must include
all possible choices of i3 that make the distance between i2, i3 and i1, i3 are greater
than k2 . If i2 = i1 + 1, then there are (n− k− 1)− 1 choices to be vertex i3 (not i1
itself, its k neighbors and i2’s neighbors). If i2 = i1 + 2, there are (n − k − 1) − 2
choices of i3. We continue to sum all number of i3 choices until i2 = i1 +
k
2 .
There are (n− k − 1)− (k2 ) choices for i3. Hence,
C3 = 2n.
[(
(n− k − 1)− 1
)
+
(
(n− k − 1)− 2
)
+ ...+
(
(n− k − 1)− (k
2
)
)]
= 2n.
[(
k
2
)(
n− k − 1
)
−
(
1 + 2 + ...+
k
2
)]
= 2n.
[(
k
2
)(
n− k − 1
)
−
(
(k2 )(
k
2 + 1)
2
)]
= nk
[
n− k − 1− k
4
− 1
2
]
= nk(n− 5k
4
− 3
2
)
≤ Ok(n2).
4. Computation of C4 with the case all far
In this part, we will compute the upper bound of the number of permutation
of the case all far configuration. It starts with all n choices from a vertex set
{1, 2, ..., n} to assign vertex i1. Each choice of i1 has n − k − 1 possible choices of
i2 to make a distance on the torus between vertices i1 and i2 being greater than
k
2 .
In each choice of i2, we can find at most n− k− 1− (k+ 1) (not i1’s neighbors and
i2’s neighbors) choices to assign vertex i3. Hence,
C4 ≤ n(n− k − 1)[n− k − 1− (k + 1)] = n(n− k − 1)(n− 2k − 2) ≤ Ok(n3).
8. The Limiting Third Moment
We end up the main proof of the limiting moment of the eigenvalue distribution
of SW (n, k, p) random graph.
Proof. By Lemma 5.16, a new generalized formula of the third moment of the
eigenvalue distribution is
E[
1
n
Tr(An)
3] =
1
n
[
C1P1 +O(C2P2) +O(C3P3) +O(C4P4)
]
.
Next, we use Lemmas 6.1, 6.6, 6.11, and 6.12 to plug in all probabilities of each
configuration Pi and the number of all permutations of vertices satisfying each
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configuration Ci from Section 7, for i = 1, 2, 3, 4. Hence, it follows that
E[
1
n
Tr(An)
3] =
1
n
[
3
4
nk(k − 2)(1− p)3 +Ok(n) ·Ok( 1
n
) +Ok(n
2) ·Ok( 1
n2
)
+Ok(n
3) ·Ok( 1
n3
)
]
=
3
4
k(k − 2)(1− p)3 +Ok( 1
n
).
The last equality holds by the simplification. Then, we take the limit of the third
moment of the eigenvalue distribution as n→∞,
lim
n→∞E[
1
n
Tr(An)
3] =
3
4
k(k − 2)(1− p)3.
Therefore, we prove Theorem 3.11. 
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9. Appendix 1. Watts-Strogatz Random Graphs
Figure 1. These visualizations are the examples of graphs with
n = 12, k = 4, and the different p values, starting from p = 0 (a
regular ring lattice on the top left) to p = 1 (highly-disordered
graph on the bottom). As p increases to 0.1, a small-world graph
(top right) becomes more disordered with high clustering and low
path length.
10. Appendix 2. The Eigenvalue Distribution
Figure 2. [Left] The histogram represents the eigenvalue distri-
bution when n = 1000, k = 4, and p = 0.25. [Right] n = 1000, k =
4, p = 0.75
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Figure 3. The histogram shows the eigenvalue distribution when
n = 500, k = 24, and p = 0.5. It contains a tail on the right edge
of the curve and a small tail when eigenvalue is 24.
Figure 4. [Left] The eigenvalue distribution when n = 30, k =
2, p = 0.75. [Right] The eigenvalue distribution when n =
2000, k = 6, p = 1. Both graphs seem to be symmetric, especially
the right one looks like a semicircle.
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11. Appendix 3. Tables of the first three moments
Table 1. Table of the first and second moments with different
values of n, k and p.
n k p 1nTr(An)
1
nTr(A
2
n)
10 4 0.1 0 4
100 12 0.5 0 12
500 12 0.95 0 12
700 50 0.5 0 50
1000 8 0.25 0 8
1500 8 0.25 0 8
2000 50 0.25 0 50
Table 2. Table of the third moment when n varies, compared to
the formula of the limiting third moment from Theorem 3.11.
n k p 3k(k−2)(1−p)
3
4
1
nTr(A
3
n)
100 4 0.25 2.53125 2.52
1000 4 0.25 2.53125 2.56
2000 4 0.25 2.53125 2.50
2500 6 0.35 4.94325 4.975200000000009
1000 8 0.51 4.235364 4.2719999999999985
1000 10 0.1 43.47 43.24
2000 10 0.1 43.47 43.58
1000 2 0.25 0 2.928768338961163e-16
1500 2 0.5 0 2.9953698039009556e-17
1000 2 1 0 6.933367548324941e-16
