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Abstract 
Matthews, R.E., An inherently iterative algorithm for the Grzegorczyk hierarchy, Theoretical 
Computer Science 125 (1994) 355-360. 
Grzegorczyk (1953) defines a recursive hierarchy A(x). The diagonal function fX(x) majorizes every 
primitive recursive function and gives an example of an effectively computable, nonprimitive 
recursive function. An iterative algorithm is presented which computes fi(x). It has O(i) space 
complexity and O(i%(x)) time complexity, each of which is significantly better than the correspond- 
ing algorithm implemented irectly from the recursive definition of the function. 
The Grzegorczyk hierarchy 
The function F:N+N defined by Grzegorczyk in [2] is of interest in logic. 
The function is derived from a recursively defined hierarchy of functions of 
two variables. Let &(x)=x + 1 and define fi+ 1 (x)=fi@)(x). The superscript (x) 
indicates x applications of the function. Define the function F(x) =fJx). Grzegorczyk 
showed that this function majorizes every primitive recursive function of one 
variable. 
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If the subscript on each function in the hierarchy is held constant, we obtain explicit 
formulas for eachf; which give some indication as to how fast F(x) grows: 
f3 tx) = x2”2”2” . . . y2x*x.-2’. 
In the final expression forf3(x), there are x + 1 terms in the product, with the powers 
of the form x2 on the final term being stacked x levels high. The individual functionsfi 
grow so rapidly that it is doubtful that a meaningful closed form could be obtained for 
any of the other functions in the hierarchy without developing some special notation 
to express the exponential parts. 
Despite the explosive growth of the size of the individual expression for each 
function and functional value, the recursive algorithm to compute J(x) is straight- 
forward. 
function F (I, X: integer): integer; 
var K, RESULT: integer; 
begin 
if I=0 
then RESULT:= X + 1 
else begin 
RESULT:= X; 
forK:=l toXdo 
RESULT:= F(I - 1, RESULT) 
end (* else *) 
F:= RESULT 
end; (* function F *) 
In order to see the time and space requirements of the recursive algorithm, it is 
instructive to transform it into one in which a stack is used to implement the 
recursion. 
function STACKF (I, X: integer): integer; 
var K, I-CURRENT, X-CURRENT: integer; 
S: stack of integer; 
begin 
initialize (S); 
push (S, I); 
push (S, X); 
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while (S has more than one item) do begin 
X_CURRENT:=pop (S); 
I_CURRENT:=pop (S); 
if I_CURRENT=Q 
then push (S, X-CURRENT+ 1) 
else begin 
for K:= 1 to X-CURRENT do 
push (S, I-CURRENT- 1); 
push (S, X-CURRENT) 
end (* else *) 
end (* while *) 
STACKF:= pop (S) 
end; (* function STACKF *) 
The algorithm works by repeatedly pushing the most recently calculated intermedi- 
ate values of i and x on the stack and then checking to see if values corresponding to 
an application of the base function are on the top of the stack. Thus, the size of the 
stack is reduced only when the algorithm has succeeded in simplifying the innermost 
application of the function to some pair of numbers (0, x). This corresponds to 
a reduction of the innermost application of the function to the base function. 
Note that since the algorithm evaluates the function in applicative order (i.e., 
function arguments are evaluated before function application) the top of the stack will 
eventually hold a pair of numbers representing a simplification of the innermost 
application tofi (a) for some natural number a. The for loop will expand this into the 
next simpler functionf$‘(a) by pushing a zero’s on the stack followed by a. 
Completing the evaluation requires the algorithm to repeatedly pop the current 
value of a and 0 off the stack and then push a+ 1 back onto the stack. Thus, the 
maximum size of the stack occurred during the calculation of the last application ofh 
when the stack contained fi (a) =f,(x)/2 zeros. 
If we assume the RAM model of computation where any natural number can be 
stored in one word of memory, and addition is done in constant time, the algorithm 
has space complexity O(A(x)). The time requirement is certainly much worse than this 
because of the overhead required to expand each application to the next simpler case 
in the for loop. 
An iterative algorithm to compute the hierarchy 
Some thought on the definition of the individual functions which comprise the 
hierarchy suggests an alternative method which may be used to compute them. 
Table 1 shows that the values of each of the functions is simply a subset of the values 
of the previous function in the hierarchy. 
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Table 1 
x=0 x=1 x=2 x=3 x=4 x=5 x=6 x=7 x=8 
i=O 1 2 34 5 6 7 8 9 . . . 
i=l 0 2 4 6 8 10 12 14 16 
i=2 0 2 8 24 64 160 384 896 2048 
i=3 0 2 2048 . . . 
i=4 0 2 . . 
It should be noted that f3(3) has approximately 121 million digits. The number of 
digits inf,(2) is so large that it cannot be meaningfully expressed in standard notation. 
Each function is defined recursively asfi, 1(x) =fi’“‘(x). This is illustrated in Table 1 
by the following observation. To findi + I (x), we need simply to find&(x) by looking in 
row i. Once we have found this value, we can findJ(fi(x)), again by inspecting row i. 
We continue in this manner until we have foundfi(“)(x). Thus, to compute any row of 
the table, and hence any value of any of the functions, it is sufficient o know enough 
values in the previous row. The following algorithm keeps track of only the most 
recently computed value and the number of entries in each row which need to be 
computed before a value for the succeeding row has been enumerated. 
function F-1 TERATI VE (I, X); 
var NSKZPS: array [0 . . . Z] of integer; 
VALUE, I-CURRENT: integer; 
TRANSFERRING: boolean; 
(*NSKIPS is an array indexed from 0 to I and initialized so that NSKIPS [0] to 
NSKZPS [Z-l] are X and NSKZPS [I] is -l*) 
begin 
if X=0 (1) 
then if I=0 (2) 
then F-ITERATIVE:= 1 (3) 
else F_ITERATIVE:=O (4) 
end; (* if *) 
VALUE:= X; (5) 
repeat 
VALUE:= VALUE + 1; 
TRANSFERRING:= true; 
I-CURRENT:= 0; 
while TRANSFERRING do begin 
NSKIPS[I_CURRENT]:= NSKIPSCI-CURRENT] - 1; 
if NSKIPS[I_CURRENT]=O 
then NSKIPS[I_CURRENT]:= VALUE 
else TRANSFERRING:=false; 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
(13) 
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Z_CURRENT:=Z_CURRENTf 1 
end(* while *) 
until I_CURRENT= I + 1; 
F_ITERATIVE:= VALUE 
end; (* function *) 
(14) 
(15) 
(16) 
The algorithm correctly computes the hierarchy 
In order to prove the correctness of the iterative algorithm, it is enough to establish 
two results: 
(1) On input (0, X) the algorithm returnsfO(X)=X+ 1, and 
(2) On input (I + 1, X ) the algorithm returns f:*‘(X). 
Lemma 1. On input (0,X), the algorithm returns X+ 1. 
Proof. If X=0 then the if statement at line (1) causes the function to return the 
appropriate value. If X#O, then VALUE is set to the value of X at line (5) and 
incremented to X + 1 at line (6). A trace of the code shows that the body of the repeat 
loop executes only once before the algorithm terminates, so the value X+ 1 is 
returned. 0 
Lemma 2. On input (I+ 1,X), the algorithm returnsf/X’(X). 
Proof. The proof is by induction on I. Let the inductive hypothesis be: For all C 20, 
the algorithm correctly computesf,(C). Equivalently, the values of the array compo- 
nents NSKZPS [0], NSKZPS [l], . . . , NSKZPS[ I - l] = VALUE =fI(C) when control 
leaves the repeat loop. The base case was established in Lemma 1. 
The following observation about the algorithm is instructive: after its initialization 
at line (5), VALUE is altered only at line (6) of the algorithm where it is incremented. 
Thus, the content of VALUE is directly related to the number of times the repeat loop 
iterates. 
Consider the behavior of the algorithm on input (I, C). The repeat loop executed 
some R times on input (I, C) and by the inductive hypothesis, f (C) = R + C. Since 
the algorithm terminated, after iteration R of the repeat loop we must have 
Z-CURRENT=1 + 1 at line (15). 
Now consider the algorithm on input (I + 1, C). Note that all varizbles have the 
same values at line (5) as they did on input (I, C), excepting NSKZPS[Z] (which has 
changed from - 1 to C) and NSKZPS [Z + l] (which has changed from undefined to 
-1). After pass R of the repeat loop we have (by the inductive hypothesis) NSKZPS[O] 
to NSKZPS[Z- l]= VALUE=f,(C) and NSKZPS[Z]=C- 1. Note that the values 
of NSKZPS[O] to NSKZPSCI- l] and VALUE are the same at this point as they 
would have been had the algorithm been initialized to computefl(fl(C)). Thus, the 
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next time NSKZPS[I] is decremented at line (lo), VALUE=f,(fl(C)) and the 
variables are initialized to compute fr(fr(fi(C))). This process continues until 
NXZPs[ 11 becomes 0 (i.e., C times in total) at which point VALUE = 
~(~...fi(c)...))=f:c’(c)=f,+,(c). 0 
Theorem. The algorithm returnsfr(X) on input (I, X). 
Proof. Follows immediately from Lemmas 1 and 2. 0 
Time and space requirements 
If we again assume the RAM model, the space requirement o computeJ;:(x) is O(i), 
the space required for the array NSHPS being the only varying quantity. From the 
observation in Lemma 2, VALUE is incremented on each pass through the repeat 
loop. Thus, the algorithm executes the repeat loop fi(x) - x times. Adding the time 
required to update the array NSKIPS inside the while loop, the time requirement is at 
most i*&(x)-x=O(i+h(x)). 
Conclusion 
The technique used to create the iterative algorithm is applicable to other recursive 
functions of two variables. In Cl], Grossman and Zeitman apply it to Ackerman& 
function. A similar application is done by Rice in [3]. In [4], Smorynski discusses 
several other functions which grow even more rapidly than the Grzegorczyk’s. 
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