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One of the most common methods for clustering numeric data involves fitting the data to a tree mettic, which is defined by a weighted tree spanning the points of the metric, the distance between two points being the sum of the weights of the edges of the path between them. Not surprisingly, this problem, the so-called Numedical Taxonomy problem, has received a great deal of attention (see [2] and [7] for extensive surveys) with work dating as far back as the beginning of the century [l] .
Fitting distances by trees is an important problem in many areas. For example, in statistics, the problem of clustering data into hierarchies is exactly the tree fitting problem. In "historical sciences" such as paleontology, historical linguistics, and evolutionary biology, tree metrics represent the branching processes which lead to some observed distribution of data. Thus, the numerical taxonomy problem has been, and continues to be, the subject of intense research. IDIMACS In particular, consider the case of evolutionary biology. By comparing the DNA sequences of pairs of species, biologists get an estimate of the evolutionary time which has elapsed since the species separated by a speciation event. A table of pairwise distances is thus constructed.
The problem is then to reconstruct the underlying evolutionary tree. Dozens of heuristics for this problem appear in the literature every year (see e-g-, PI>.
The numerical taxonomy problem is usually cast in the following terms. Let S be the set of species under consideration. for a metric to fit D? Typically we are talking about any tree metric, but sometimes we want to restrict ourselves to ultTumetrics defined by rooted trees where the distance to the root is the same for all points in S. In order to distinguish between specific types of tree metrics, such as ultrametrics, from the general case, we will refer to unrestricted tree metrics as additive. There may be no tree metric T coinciding exactly with D so by fitting we talk about approximating D under norms suchasLr,Lz,orL,.Thatis,forlc=1,2,...,oo,we want to find a tree metric T minimizing IIT, Dllk. HistoryThe numerical taxonomy problem for additive metrics fitting under Lk norms was explicitly stated in its current form in 1967 [4] . Since then it has collected an extensive literature (for a survey, see [2,S] ). In 1977 [lo] , it was shown that if there is a tree T coinciding exactly with D, it is unique and constructible in linear, i.e., O(]S12), t ime. Unfortunately there is typically no tree T coinciding exactly with D, and in 1987 [5] , it was shown that for L1 and L2, the numerical taxonomy problem is hf?-hard, both in the additive and in the ultrametric cases. Additional complexity results appear in [9] .
The only positive fitting result is from 1993 [6] and shows that under the L, norm an optimal ultrametric is polynomially computable, in fact in linear time. However, while ultrametrics have interesting special case applications, the fundamental problem in the area of numerical taxonomy is that of fitting D by general tree metrics. Unfortunately no provably good algorithms existed for fitting distances by additive metrics, and in [6] the Numerical Taxonomy Problem for general tree metrics under the L, norm was posed as a major open problem .
Our ResultsWe consider the Numerical Taxonomy Problem for additive metrics under the L, norm as suggested in [S] . Let E be the distance to the closest tree metric under the L, norm, that is, E = miwr{ 11 T, D Iloo}. F' rrs we present an O(n2) algorithm t for finding an additive tree T such that ]I T, D lloo 5 3~. We complement this result by not only finding that an La-optimal solution is Mp-hard, but we also rule out arbitrarily close approximations by showing that it is N'P-hard to find a tree T such that 11 T, D ]loo < EE.
Our algorithm is achieved by transforming the general tree metric problem to that of ultrametrics with a loss of a factor of 3 on the approximation ratio. Since the ultrametric problem is optimally solvable, our result follows.
We also generalize our transformation from general tree metric to ultrametrics to any Lk norm.
The paper is organized as follows. After some preliminary definitions in Section 2, in Section 3, we give our 3-approximation algorithm.
In Section 4, we show that our analysis is tight, and that some natural "improved" heuristics do not help in the worst case. In Section 5, we give our NP-completeness and non-approximability proofs. Finally, in Section 6, we generalize our reduction from L, to norms with finite t.
Preliminaries
We present some basic definition. We will sometimes refer to such a tree as a-optimal. Similarly, we define U(D) to be an optimal ultrametric tree for D. Note that the functions, d(),da(), and U() need not be single-valued.
In the following, we will let the output be an arbitrary optimal metric, unless otherwise noted. Recall that U() is computable in O(n2) time [6] .
Lemma 3.1 suggests that we may be able to approximate the closest additive metric to D by approximating the closest ultrametric to D + C", i.e., by computing U(D + Ca) -C", for some point a. Lemma 3.2 tells us that we need to guarantee the triangle inequality for the final metric to show that it is additive. Thus we need to modify our heuristic. Very specifically, for any point a, we will show that (
]loo, and we will give a modification U"() of U() such that da(D) = Ua(D + C") -09". 
Proof:
We say an ultrametric U is a-restricted (with respect to D) if it satisfies the following constraints: 
by Constraint (3.1). Hence, the claim is proved. cl Given that y > E, it is easy to see that the two solutions in Figure 1 are optimal, respectively c-optimal.
Hence II D,d(D) II m = E and II D,d'(D) Iloo = 3~.
Note that d(D) is the unique optimal tree. In contrast, for d'(D), without violating c-optimality, we could make some variation by giving ai a small stem of length < 6. Also note that for any p # c, II D, M(D) Ilm = 2~. In order to get the same result independent of the choice of c, we basically connect three constructions of the above type facing each other such that any point of the one system plays the role of c for the points in one of the other systems. Fix the z in D to 0. We will now make a distance matrix D* over points of the form (i,p)wherei=0,1,2andp=a~,a~,b~,b~. (loo = 3~. m Some rather involved examples show that there are c-optimal trees for which changing the edge-lengths cannot bring the error down below 3&--o( 1). Thus there is no significant worst-case advantage to the obvious heuristic of changing the edge-lengths optimalIy using linear programming.
Lower bound
In this section, we show that the problem of finding a tree T such that II Z', D \loo < :E is AV-hard.
First, we show that a decision version of the numerical taxonomy problem is n/P-complete. The Numerical Taxonomy Problem
Input: A distance matrix D : S2 + 820, and a threshold A E 920.
Question:
Is there a tree metric T which spans S and II T, D llm 5 A. Ilm 5 A = 2. Let integer T represent some sufficiently large distance (like 10). We construct a distance matrix D to approximate path lengths on a tree with leaves W, xi, tii, hi for 1 5 i 5 7t, and cj, c:, ~7 for 1 5 j 5 L. We write 5 for either x or 5.
To simplify the description of the construction we first present it in the form of a set of inequalities on the distances between the vertices of a tree T, which are expressed later in the required form. hi, at least one of the two paths of length T to 2i and 5i proceeds away from v. An impression of a general feasible configuration is presented in Figure 2 . The essential feature of such configurations, which we shall take advantage of in our reduction, is that for each i, at least one of them is at distance r+l. The final inequalities will represent the satisfaction of clauses by literals. A satisfying literal will correspond to a vertex Zi such that d[~, Zi] = T -1. Clearly, both xi and 5i cannot be satisfying literals.
Now, we present the third set of inequalities that deal with the "clause" vertices cj, ci, cy. Specifically, we will show that a clause is satisfied if and only if at least one of its literals @ is at a distance less than T + 1 from v. C: Clause satisfaction For each clause Cj = (yi, y(i) $') where yj, yj, ~7 are literals, we have three vertices cj , c[i , cli) and the following inequalities (where we drop the subscript for clarity).
These inequalities force hi to be the midpoint of the path between xi and Zi, for all i. However, if at least one of these literals is at a distance T -1 of v then a configuration of the form illustrated in Figure 3 is feasible. We claim that the complete set of inequalities is satisfiable if and only if the corresponding 3SAT formula Figure 2 : Portion of sample layout is satisfiable. In one direction, suppose that there is a satisfying truth assignment to the logical variables. For hi at distance 1 from it along separate edges. From each each variable, lay out the corresponding tree vertices so that the vertex corresponding to the true literal is at distance T -1 from w (the "false" literal will be at distance T + 1 from v). Each clause has a satisfying literal therefore, for each j, at least one of yj, $, $' is at distance T -1 from w in the tree, thus allowing a legal placement of cj, ci, c$'. On the other hand, if there is a tree layout satisfying all the inequalities then at least one of yj, 4, $' must be within distance f -1 of u for each j. Since at most one of x; and fi can be within T-1 of V, the layout yields a (partial) assignment which satisfies the logical formula. Proof: By symmetry we may assume that si = 2i. Then, As in theorem 5.1, for any variable z, technically we allow both x and 5 to be false, but at most one of them to be true.
We Note that if we identify all the nodes vi, the inequalities are a relaxation of the inequalities in the construction of theorem 5.1. It follows that if S is satisfiable, then there is a tree T that satisfies these inequalities for all non-negative 6. Consequently, if S is satisfiable, then I] D,d(D) ))m 2 2. In the remaining part, we assume that S is not satisfiable. Thus, for any truth assignment there is an unsatisfied clause. Using this unsatisfied clause, we will show that if there is a tree T with I] D,T Iloo 5 2 + 6, then 6 1 l/4.
By symmetry, we may restrict our attention to a truth assignment setting alI xi fake.
For all i, set 6i = meet(v,hi,zi), and for each j # i, set hi = meet(hj, hi, Xi). For the last derivation, we used Claim 3. Also, by the convexity of the function )zl* for real z, we have We continue the proof by an averaging argument. Clearly,
We use inequalities (6.4) and (6.5) to bound the sum. 
