The response of the uniform electron gas (UEG) to an external perturbation is of paramount importance for many applications. Recently, highly accurate results for the static density response function and the corresponding local field correction have been provided both for warm dense matter [J. Chem. Phys. 151, 194104 (2019)] and strongly coupled electron liquid [Phys. Rev. B 101, 045129 (2020)] conditions based on exact ab initio path integral Monte Carlo (PIMC) simulations. In the present work, we further complete our current description of the UEG by exploring the high energy density regime, which is relevant for, e.g., astrophysical applications and inertial confinement fusion experiments. To this end, we present extensive new PIMC results for the static density response in the range of 0.05 ≤ r s ≤ 0.5 and 0.85 ≤ θ ≤ 8. These data are subsequently used to benchmark the accuracy of the widely used random phase approximation and the dielectric theory by Singwi, Tosi, Land, and Sjölander (STLS). Moreover, we compare our results to configuration PIMC data where they are available and find perfect agreement with a relative accuracy of 0.001 − 0.01%. All PIMC data are available online.
the FSP in the standard PIMC method, and, thus, is more efficient when quantum degeneracy effects are important. On the other hand, two independent groups have simultaneously developed two QMC methods that are complementary to PIMC and PB-PIMC, as they are efficient at high density and strong degeneracy, but break down with increasing coupling strength, where (PB-)PIMC simulations are comparably easy. Both methods are similar in spirit, since they are formulated in antisymmetric Fock space and use determinants of plane waves as basis sets. The density matrix QMC method [54, 45] constitutes the extension of the full configuration interaction QMC method [55] to finite temperature and can be viewed as a realization of diffusion Monte Carlo in second quantization. In contrast, the configuration PIMC (CPIMC) approach [56, 44, 49] can be viewed as a Metropolis Monte Carlo [57] evaluation of the exact infinite perturbation expansion around the ideal system, and is more similar to real-space PIMC.
The bottom line is that the combination of CPIMC at high density with PB-PIMC at strong coupling has allowed for the first full description of the warm dense UEG in the range of 0 ≤ r s ≤ 20 with an unprecedented accuracy of ∼ 0.3% [58, 3] . More specifically, Groth and co-workers [58] have parametrized the exchange-correlation free energy f xc of the UEG, which, in principle, gives access to all thermodynamic quantities of the UEG and can be used for thermal DFT calculations [59, 60] on the level of the local density approximation [61] . Yet, one crucial piece regarding the behaviour of warm dense electrons was still missing: the response of the UEG to an external perturbation, which is described by the density response function [62] χ(q, ω) = χ 0 (q, ω) 1 − 4π/q 2 [1 − G(q, ω)]χ 0 (q, ω)
.
Here χ 0 (q, ω) denotes the density response function of the ideal (i.e., noninteracting) system that is known from theory [1] , and G(q, ω) is the local field correction (LFC) that includes the complete, wave number-resolved description of exchange-correlation effects. Consequently, the LFC is of paramount importance for many applications, such as the calculation of electrical and thermal conductivities [63, 64] , the construction of effective potentials [65, 66, 67] , the incorporation of correlation effects into quantum hydrodynamics [68, 69, 70, 28] , and the development of advanced exchange-correlation functionals for DFT [71, 72, 73, 74] . Very recently, we have achieved a major breakthrough by presenting a machinelearning based representation of the static LFC G(q) = G(q, 0) covering the entire relevant WDM regime, 0.7 ≤ r s ≤ 20. This is illustrated in Fig. 1 , where we show the r s -θ-plane for the relevant parameters. The black squares at r s = 2, 5 and 10 correspond to the ground-state results by Moroni et al. [13] (MCS) and the red crosses to the new PIMC data from Ref. [75] . These two data sets (in addition to an analytic representation of the MCS data by Corradini et al. [77] ) were then used to train a deep neural network, which accurately predicts G(q; r s , θ) over the entire shaded green area, i.e., the full WDM regime.
Shortly thereafter, two of us [76] have extended these efforts to even stronger coupling strength, 20 ≤ r s ≤ 100 (blue diamonds), where the UEG forms an electron Figure 1 . Parameter overview of quantum Monte Carlo data for the static density response of the uniform electron gas in the r s -θ plane. The shaded green area depicts the validity range of the recent machine-learning representation of the static local field correction of the warm dense electron gas (warm dense matter, WDM) by Dornheim et al. [75] that combines PIMC data (red crosses) with the ground-state results by Moroni et al. [13] . The blue diamonds correspond to the strongly coupled electron liquid (EL) studied in Ref. [76] . The purple triangles depict our new simulation data for the high-energy-density (HED) regime, with the upward arrows indicating PIMC results for θ = 8 that is available at r s = 0.05, 0.1, 0.3, and 0.5. Moreover, the dashed grey lines correspond to lines of constant temperature. liquid. In particular, these new data have been used to benchmark different dielectric theories [130, 131, 80] , with no approach being able to qualitatively reproduce all features of the QMC data.
Considering the density parameter r s , this leaves two directions for further investigations: on the one hand, the UEG is expected to form a Wigner crystal [6] at even lower densities with r s ∼ 200. While these conditions are currently beyond the capability of experiments, the onset of crystallization is interesting in its own right, and might help to shed light upon open questions such as the formation of a charge-density wave [76, 81] and a possible excitonic collective mode [8, 9, 10, 11] . On the other hand, going into the other direction (r s 0.5) brings us to the high-energy density (HED) regime, which is important for many applications. For example, neutron star envelopes contain quantum plasmas of electrons and ions with 10 −4 ≤ r s ≤ 2 and with the degeneracy parameter in the range of 0 ≤ θ 10 [82, 83] . For instance, the outer envelope of a neutron star with a density ρ = 10 2 g cm −3 , surface temperature 10 6 K, and a surface gravity of 10 14 cm s −2 contains partially degenerate electrons with r s 0.4 and θ 3 [82] . Another astrophysical example is the Solar core with r s ≈ 0.2 and θ ≈ 1 [84] . In addition, we mention ICF experiments, where dense plasmas with 0.1 r s 2 and θ ∼ 1 are realized [85, 84] . For example, in the high density shell around the hot spot, deuterium-tritium (DT) plasmas with r s 0.4 and θ 0.9, as well as r s 0.2 and θ 0.84 have been reported in experiments on a cryogenic DT implosion at the OMEGA facility [86, 87] . To understand the evolution and physics of the aforementioned astrophysical objects and ICF plasmas, various approximate models have been developed to describe electronic thermodynamic [82, 83, 80] and transport properties [88, 89, 90, 91] in the HED regime. While perturbative expansions like the random phase approximation [92] are expected to be accurate, benchmarks against more accurate ab initio date are highly desirable. To this end, we have carried out extensive PIMC simulations of the UEG in the range of 0.05 ≤ r s ≤ 0.5 (cf. the purple triangles in Fig. 1 ) to compute the static density response function and, in this way, the static local field correction. These data are then compared against RPA and the finite-temperature extension [130, 131] of the dielectric approximation by Singiwi et al. [93] (STLS), which allows for an unambiguous quantification of the systematic error in both methods. Overall, we find systematic errors of up to a few per cent around intermediate wave numbers, which vanish both towards high temperature and small r s , where our PIMC data and the dielectric results cannot be distinguished. This further illustrates the consistency of our PIMC approach to the static density response and corroborates the high quality of the results presented in Refs. [75, 76, 11] .
The paper is organized as follows: in Sec. 2, we introduce the required theoretical background, starting with a brief introduction to the standard PIMC method (Sec. 2.1), and how it can be used to compute χ(q) and G(q) (Sec. 2.2). The presentation of our simulation results in Sec. 3 begins with a comprehensive discussion of finite-size effects (Sec. 3.1), where we also briefly touch upon the manifestation of the fermion sign problem over the different physical regimes of the UEG. In Sec. 3.2, we present our extensive new PIMC data for χ(q) and G(q), and investigate the systematic deviations to RPA and STLS. Lastly, we compare PIMC data for the static structure factor S(q) against previous highly accurate CPIMC data [94] and find excellent agreement with a statistical uncertainty of partly below 0.1%. A similar comparison for the density response function of noninteracting fermions is given in the same section. The paper is concluded by a brief summary and outlook in Sec. 4.
Theory

Path integral Monte Carlo
Let us consider a system of N = N ↑ + N ↓ unpolarized electrons (with N ↑ = N/2 and N ↓ = N/2 being the number of spin-up and -down electrons, respectively) at an inverse temperature β = 1/T in a cubic simulation cell of volume V = L 3 in thermodynamic equilibrium (we assume Hartree atomic units throughout this work). In this case, all thermodynamic expectation values can be computed from the canonical partition function, which can be expressed in coordinate space as
Note that the double sums and the corresponding permutation operatorsπ σ ↓ ensure the proper antisymmetry of Eq. (2) under the exchange of particle coordinates, with the sign function sgn f (σ ↑ , σ ↓ ) being positive (negative) for an even (odd) number of pair exchanges. For the standard path integral Monte Carlo method [40, 41, 42] as it is used throughout this work, one performs a Trotter decomposition of the density operator ρ = e −βĤ and eventually recasts Eq. (2) into the form
which allows for the usual interpretation in terms of the classical isomorphism [95] : the partition function is given as the sum over all possible paths X in the imaginary time, and each path has to be taken into account with the appropriate configuration weight W (X), which is a function that can be readily evaluated. We note that a more detailed derivation of Eq. (3) in particular and the PIMC method in general has already been presented elsewhere [42, 3, 96] and need not be repeated here.
The basic idea of the standard PIMC approach is to stochastically sample the paths X according to P (X) = W (X)/Z using the Metropolis algorithm [57] . For bosons (such as ultracold atoms, see, e.g., Refs. [97, 98, 99] ) and boltzmannons (i.e., distinguishable particles [100, 101] ), P (X) is strictly positive and quasi-exact simulations of up to N ∼ 10 4 particles are possible [102, 103] . For fermions (such as electrons, which we simulate in this work), on the other hand, P (X) can be both positive and negative and, thus, cannot be interpreted as a probability distribution.
In order to still use the PIMC method, one must evaluate the ratio
where . . . indicates the expectation value that is obtained by using the absolute value of the weight function W (X). The denominator is typically simply denoted as the average sign S and constitutes a measure for the degree of cancellations due to positive and negative contributions to Z. Moreover, it is straightforward to see that the sign exponentially decreases both with β and the system size N , which is the origin of the notorious fermion sign problem [104, 105] , see Ref. [106] for a topical review article. More specifically, the relative statistical uncertainty from a fermionic Monte Carlo calculation is inversely proportional to S [107] ,
which leads to an exponential wall for large systems and low temperatures, which can only be compensated by increasing the number of Monte Carlo samples as 1/ N MC . In fact, Eq. (5) constitutes the main obstacle in our work, and limits our simulations to 0.85 ≤ θ and N ≤ 34, cf. Fig. 2 .
For completeness, we mention that all simulation results shown in this work have been obtained using a canonical adaption [108] of the worm algorithm developed by Boninsegni et al. [102, 102] .
Static density response
The central goal of the present work is to use the PIMC method to compute highly accurate data for the static density response function χ(q) and, if possible, the static local field correction G(q), cf. Eq. (1).
In the ground state, this is done by actually simulating a harmonically perturbed system and subsequently quantifying the deviation towards the unperturbed uniform system [13, 109, 110, 111, 112] . Recently, this idea was extended to finite temperature in Refs. [113, 114] using the novel PB-PIMC and CPIMC methods. While the simulation of the inhomogeneous system does indeed give exact results for χ(q) and can be used even beyond the validity range of linear response theory, it suffers from a major drawback: one has to perform separate simulations of the perturbed system for each individual value of the wave number q. In addition, one should vary the perturbation amplitude as well to ensure that linear response theory is still accurate.
For this reason, the first extensive results for the static density response function of the warm dense UEG [75, 11] were obtained by invoking the imaginary-time version of the fluctuation-dissipation theorem [109] ,
with F (q, τ ) being the usual intermediate scattering function [115] evaluated at an imaginary time argument τ ∈ [0, β],
In particular, Eq. (6) allows to compute the full wave-number dependence of the static density response function from a single PIMC simulation of the unperturbed UEG, which leads to a substantial speed-up. As a side-note, we mention that the estimation of imaginary-time correlation functions such as Eq. (7) is routinely done within the standard PIMC method, see Refs. [116, 117, 118, 119] for a few examples. On the other hand, no estimator for F (q, τ ) does yet exist for the CPIMC method, although first results for the Matsubara Green function were recently presented by Groth [120] . Moreover, the PB-PIMC method, too, is not well suited to exploit Eq. (6), as it is only efficient when the number of imaginarytime slices is small. In that case, however, the integral along the τ -axis is afflicted with a large discretization error, thereby substantially limiting the accuracy of the results. Therefore, the standard PIMC method as described in Sec. 2.1 constitutes the method of choice despite the more severe sign problem.
Once PIMC data for χ(q) is available, the static local field correction can be directly computed by solving Eq. (1),
We note that both the PIMC data for χ N (q) and χ N 0 (q) are subject to a system-size dependence and, hence, cannot be used to describe the thermodynamic limit
Luckily, Moroni et al. [110, 13] have reported for the ground state that the corresponding finite-size local field correction G N (q) [which is obtained by inserting both χ N 0 (q) and χ N (q) into Eq. (8)] does not significantly depend on N , G(q) ≈ G N (q). Recently, this assumption was empirically confirmed at finite temperature [114] , and it does indeed hold in the HED regime studied here, see Figs. 5 and 11.
The corresponding static density response function in the thermodynamic limit can then be computed as
with χ 0 (q) being the ideal response function for N → ∞, see, e.g., Ref. [1] .
Results
Finite-size effects
Let us start our discussion of the PIMC data with an examination of finite-size effects.
Recall that in this context the fermion sign problem constitutes the main obstacle and limits feasible system sizes to N ≤ 34 electrons. This is illustrated in Fig. 2 , where we show the r s -dependence of the average sign over several orders of magnitude at the Fermi temperature (θ = 1) for N = 14 (purple triangles), N = 20 (green crosses), and N = 34 (red circles).
At low density (r s 20), Coulomb coupling effects dominate and the UEG forms an electron liquid (EL) [76] . In practice, paths of individual particles within a standard PIMC simulation are then separated by the strong repulsion, and quantum degeneracy effects are of limited relevance. Consequently, S remains large at these conditions, and the sign problem is not that severe.
The central region of Fig. 2 (0.6 r s 20) is commonly known as warm dense matter (WDM) [3, 28] and encompasses typical metallic densities. This regime is characterized by the complicated interplay of i) Coulomb interaction, ii) thermal excitations, and iii) quantum degeneracy effects. For PIMC simulations of electrons, the WDM regime thus constitutes the transition region in which the sign drops from around one (classical limit) and approaches the noninteracting limit with decreasing r s . Moreover, we note that PIMC simulations of, e.g., N = 34 electrons already become unfeasible at θ = 1 and r s = 2, with an average sign of S ∼ 10 −2 . In particular, Eq. (5) implies a ten-thousand fold increase in computation time as compared to a Boltzmann system at the same conditions, which is not possible at present.
Finally, the left part of Fig. 2 corresponds to the high-energy-density (HED) regime in which we are interested in the present work. At these conditions, the UEG is only weakly coupled, with the Coulomb interaction acting as a relatively small perturbation. As a side note, we mention that this makes the HED regime ideally suited for the CPIMC method due to its formulation as a Monte Carlo evaluation of the exact infinite perturbation series around the ideal system [44, 3] . Moreover, the density matrix QMC method [45, 46] , too, excels under the conditions for similar reasons, see Ref. [38] for a recent juxtaposition of fermionic QMC methods at finite temperature. For standard PIMC, on the other hand, the HED regime poses a serious challenge as the average sign is small and eventually attains the respective ideal limit. For example, at r s = 0.05 and θ = 1 our PIMC simulations are limited to N = 14 unpolarized electrons.
Due to these limitations, it is of paramount importance to correct for potential finite-size effects in our PIMC results, which will be analyzed in detail below.
Let us start this investigation by briefly considering the raw PIMC data for the imaginary-time density-density correlation function F (q, τ ) [cf. Eq. (7)], which are shown for N = 20 electrons at r s = 0.5 and θ = 2 in Fig. 3 . First and foremost, we note that F is symmetric with respect to τ around τ = β/2, so that a depiction of the half-plane is sufficient. In addition, the τ = 0 limit is given by the static structure factor S(q), which is shown as the red crosses in Fig. 3 . Although a direct physical interpretation of F (q, τ ) is rather difficult, we find that it somewhat reflects the degree of structure within the system, and is smooth for the HED regime, but exhibits a pronounced structure in the electron liquid regime, see Ref. [76] .
For completeness, we also mention the relation
which implies that F (q, τ ) is connected to the dynamic structure factor S(q, ω) by a Laplace transform. In particular, Eq. (11) can be used as the starting point for a reconstruction of S(q, ω) (i.e., an inverse Laplace transform), which is a well-known, but notoriously hard problem [121, 122] . While being beyond the scope of the present work, the numerical inversion of Eq. (11) has recently allowed for the first exact results for S(q, ω) of warm dense electrons going from warm dense matter up to the electron liquid regime, see Refs. [11, 10] for details. Wave-number dependence of the static local field correction G(q) for r s = 0.3 and θ = 4. The left panel depicts PIMC data for N = 14, with the green crosses having been obtained using χ(q) in Eq. (8), the yellow diamonds using the CPIMC data for χ N 0 (q), and the purple triangles using a cubic basis spline interpolation of the latter. The solid red line depicts STLS and has been included as a reference. The right panel also includes finite-size corrected data for N = 20 electrons (grey circles).
Let us now proceed to the topic at hand, i.e., the calculation of the static density response function χ(q) via Eq. (6) . The results are shown in the left panel of Fig. 4 for N = 14 electrons at r s = 0.3 and θ = 4 as the green crosses. In addition, the dashed black and solid red lines correspond to the RPA and STLS data and are shown as a reference. Note that at such high density and temperature, the two curves almost coincide and the effect of the approximate local field correction from the STLS formalism is small.
Overall, the uncorrected PIMC data and the two dielectric curves exhibit the same qualitative behavior. Still, the PIMC simulation predicts a stronger response around intermediate wave numbers q ∼ q F (see also the inset showing a magnified segment). To ensure that this effect is not solely an artifact of the finite-size in the PIMC simulation, we apply the finite-size correction from Eq. (10) as explained in Sec. 2.2. The results are shown as the purple triangles and are located nearly halfway between the raw PIMC data and the theoretical curves.
The origin of the finite-size effects is illustrated by the grey circles, which depict CPIMC data for the static density response function of the noninteracting system at the same system size (χ N 0 (q)), see Ref. [114] for a detailed discussion. Evidently, these data are systematically lower than the corresponding results in the thermodynamic limit (dotted blue curve), which explains the finite-size effects in χ N (q).
This can be seen particularly well in the left panel of Fig. 5 , where we show the corresponding results for the static local field correction G(q). Again, the solid red curve shows the STLS data and has been included as a reference, whereas it holds G(q) = 0 in RPA. The green crosses depict the "raw" PIMC data which have been obtained by evaluating Eq. (8) using the PIMC data for χ N (q), but χ 0 (q) in the thermodynamic limit. In contrast, the yellow diamonds have been obtained by consistently using both χ N (q) and χ N 0 (q), which leads to a significantly shifted curve. We note that the large error bars for some wave numbers are a consequence of the CPIMC calculation for χ N 0 (q), which is fairly nontrivial and requires the application of boundary conditions with a small twist angle, see Ref. [114] for a detailed explanation. This can also be seen by the grey circles in the left panel of Fig. 4 , which, for example, exhibit small errorbars for the first and third q-value, but a much larger uncertainty for the second.
To mitigate these fluctuations, we use a cubic basis spline to interpolate the CPIMC data for χ N 0 (q). Using the spline to evaluate Eq. (8) finally leads to the purple triangles in the left panel of Fig. 5 , which exhibit the same progression as the yellow diamonds, but are significantly smoother. We note that all data for G(q) and the corresponding finite-size corrected results for χ(q) [see Eq. (10)] in this work have been obtained in this way.
The only assumption yet to be verified in order to confirm our data for χ(q) is the absence of finite-size effects in G(q). This is investigated in the right panel of Fig. 5 , where we also include PIMC data for N = 20 electrons (grey circles). First and foremost, we note that the statistical uncertainty is significantly increasing with q, which is a direct consequence of Eq. (8): for large wave numbers, G(q) is given by the small difference between two nearly identical functions (χ(q) and χ 0 (q) converge for large q), which is subsequently enhanced by the inverse of the Coulomb interaction 4π/q 2 . Therefore, the relative statistical error of G(q) monotonically increases, until it cannot be resolved since its effect on χ(q) effectively vanishes.
Still, a meaningful comparison between the PIMC data for the two particle numbers is possible for q 4q F , and we find perfect agreement between the two data sets. This further illustrated the importance of the CPIMC data for χ N 0 (q), since a substitution of χ 0 (q) would introduce large finite-size effects in G(q) as well, cf. the green crosses in the left panel of Fig. 5 .
Finally, we demonstrate the effect of the finite-size correction for χ(q) [Eq. (10)] in the right panel of Fig. 4 . Evidently the three finite-size corrected PIMC data sets are in perfect agreement with each other within the given statistical uncertainty, which further validates our approach, and reveals the difference towards both RPA and STLS as a real effect. This is further investigated in Fig. 6 , where we show the relative difference between STLS and our PIMC data for all three particle numbers. All curves exhibit the same expected trend, that is, a vanishing difference for large q and maximum deviation of 0.3% around the Fermi wave number. For completeness, we mention that the deviations also vanish for q → 0, which we have empirically verified for larger r s -values, where data for smaller q are available. Yet, the most important point in the context of finite-size corrections is that the three curves are in excellent agreement for all q, which, again, illustrates the validity of our approach. Let us conclude this section with a brief look onto the static structure factor S(q), which is shown in Fig. 7 . Firstly, we note that both RPA and STLS exhibit the correct asymptotic behavior predicted by the perfect screening sum-rule [123] ,
with ω p = 3/r 3 s being the usual plasma frequency, whereas the ideal curve attains substantially larger values. Moreover, we show PIMC data for S(q) for four different particle numbers N , which do exhibit small, yet significant finite-size effects, as can be seen particularly well for N = 14 (purple triangles) and N = 34 (green crosses) in the inset.
This, however, is of no important consequence, since in the HED regime highly accurate CPIMC data for S(q) are available for significantly larger particle numbers, see Refs. [52, 94, 3] for details.
A comparison between our new PIMC results and previous CPIMC data is shown in Sec. 3.3.
PIMC data for the static density response
Let us now use our PIMC approach to the static density response of the UEG to systematically investigate the systematic errors in the dielectric formalism. In Fig. 8 , we show χ(q) for r s = 0.5 (top row) and r s = 0.3 (bottom row) for several values of the reduced temperature θ. The different symbols correspond to the finite-size corrected PIMC data and the solid (dashed) lines to the corresponding predictions from STLS (RPA). First and foremost, we note that the curves from all three methods are in qualitative agreement with each other for all parameter combinations: in the limit of small wave numbers, the density response function exhibits a parabolic behaviour [123] lim q→0
followed by a peak around q F , and a slow convergence towards zero in the large q limit.
Recall that the PIMC data are limited to a minimum wave number of q min = 2π/L by the finite simulation cell and, therefore, cannot access the regime of Eq. (13) under the present conditions. This is different at large r s , where, due to the small density, the simulation cells are larger and PIMC data are available in the small-q limit, too. Comparing the curves for different temperatures at a constant density, we find that the UEG reacts more pronounced at low temperature, as the electrons are more strongly correlated. In order to more systematically analyze the systematic errors of dielectric theory, we show the relative deviations between PIMC and STLS (RPA) as the solid (dashed) lines in the right column of Fig. 8 . Note that we choose to divide the difference ∆χ(q) by the maximum in χ(q), and not by χ(q) itself. The latter would lead to large systematic deviations when χ(q) is small, which is potentially misleading, as one is typically interested in wave-number integrals over the density response, so that χ max is a more meaningful scale. Overall, we always find the largest deviations around the Fermi wave numbers, as it is expected [76, 11, 75] , whereas they vanish in the limit of large wave numbers, where even RPA becomes exact. Furthermore, the relative size of the deviations is largest at low temperature where RPA (STLS) deviates from the PIMC data by a few percent (∼ 1%), but nearly vanishes for the largest depicted temperature, θ = 8, where we find ∆χ/χ max ∼ 0.1%. This is expected, as exchange-correlation effects become less important with increasing θ. Figure 9 . The static density response function for r s = 0.1 and 0.05 for different temperatures. The colored symbols depict our finite-size corrected PIMC data for χ(q), and the solid (dashed) lines the corresponding results from STLS (RPA) at the same conditions. The right panel shows the relative deviation between our PIMC data and STLS (RPA), we a few temperatures have been omitted for better visibility.
Moreover, we observe that the dielectric theories always underestimate the magnitude of the density response (χ PIMC (q) − χ RPA/STLS (q) is negative), which is consistent to previous findings reported in Refs. [11, 75] . In addition, the approximate static LFC from STLS leads to a substantial improvement over RPA for all q-values (see Figs. 11 and 12 for a discussion of G(q) itself).
In Fig. 9 , we show the same information as in Fig. 8 , but for even larger densities, r s = 0.1 (top row) and r s = 0.05 (bottom row). Since we find the same qualitative behaviour as for r s = 0.3 and 0.5, we only point out some key differences: i) the PIMC data are limited to even larger values of q min due to the smaller simulation cell at higher density; ii) the systematic error in RPA and STLS is significantly smaller due to the reduced coupling strength; iii) the influence of the static LFC from STLS is substantially reduced, and the solid and dashed lines are nearly identical. Let us conclude the investigation of the static density response function of the UEG in the HED regime by considering its the dependence on the density parameter r s . To this end, we plot χ(q) for five different r s -values in Fig. 10 at a constant value of the reduced temperature, θ = 2. Note that the r s = 1 results (blue diamonds) already fall into the WDM regime and have been taken from Ref. [75] . First and foremost, we note that the density response of the UEG to an external perturbation systematically increases towards small r s . This can be easily understood by considering the relation [110, 113] ∆n(r) = 2Acos (r · q) χ(q) ,
which states that the induced density ∆n(r) is proportional to the perturbation strength A, with χ(q) being the pre-factor. Naturally, ∆n(r) scales with the unperturbed density n, and, consequently, so does χ(q). Further, we observe that the deviations between dielectric theories and our PIMC data monotonically decrease towards high density, as it is expected, and are hardly significant at r s = 0.1 and r s = 0.05.
Another question that is interesting in its own right is the investigation of the static LFC in the HED regime. Let us first briefly revisit the issue of finite-size effects. While this was, at least in principle, already considered in Fig. 5 for θ = 4 and r s = 0.3, there the relatively large Monte Carlo error bars made the plot less conclusive. A better example for the investigation of G(q) is shown in Fig. 11 , where the static LFC is plotted for r s = 0.5 and θ = 2 for three different system sizes. We note that these conditions are nearly optimal, as it combines a relatively large coupling strength with a manageable manifestation of the fermion sign problem, and we find S ≈ 0.086 even for N = 34. The green crosses, black squares, and purple triangles show finite-size corrected PIMC data for G(q) for N = 34, 20, and 14, respectively, and are in excellent agreement with each other over the entire depicted q-range. In contrast, the grey triangles correspond to the uncorrected PIMC data for N = 14 [i.e., by directly using χ 0 (q) in the TDL in Eq. (8)] and there appear substantial differences for all wave numbers.
The red line has been obtained using the STLS formalism and even qualitatively disagrees with the PIMC data everywhere. This is quite remarkable, as the density response function χ(q) from STLS is very accurate and constitutes a substantial improvements over RPA with a maximum deviation of 0.5% around the Fermi wave number, cf. Fig. 8 . Let us now entangle this seeming contradiction in detail. Firstly, we note that STLS is known to strongly violate the compressibility sum-rule [131] ,
and, thus, does not give the correct limit in G(q) for small wave numbers. This, however, is of no consequence for χ(q) itself, as both RPA and STLS become exact for q → 0, cf. Eq. (13) . At intermediate wave numbers (around q = q F ), the static LFC from STLS is relatively close to the exact PIMC data, which leads to the substantial improvement over RPA regarding χ(q) observed in Fig. 8 . Upon further increasing q, the quality of the LFC from STLS deteriorates (this is also discussed in Ref. [76] ), but this is not necessarily reflected in χ(q), as the impact of G(q) on the latter is suppressed by the 4π/q 2 pre-factor in Eq. (1). Let us next discuss the qualitative behaviour of the PIMC data, which exhibit a broad maximum around q ≈ 3q F , monotonically decrease thereafter, and even start to attain negative values for q 5q F . The same behavior has been observed in Ref. [75] for parts of the WDM regime, and was explained by the negative impact of exchangecorrelation effects on the kinetic energy [124, 125] at these conditions. In contrast, the STLS curve does not capture this feature and instead converges towards a constant value,
with g(0) being the pair correlation function at zero distance. More specifically, Eq. (17) follows from the electronic cusp condition [126] , and holds for static approximations, i.e., theories where the frequency dependence in Eq. (1) is neglected. Although our PIMC data for G(q), too, are limited to the static case, they do not fall into this category, as the exact frequency dependence is built into the formalism via the propagation in the imaginary time. Let us conclude this section with a more systematic comparison of our PIMC data for the static LFC to STLS. In Fig. 12 , we show G(q) for r s = 0.5 (left panel) and r s = 0.3 (right panel) for three different temperatures. Firstly, we note that the quality of our PIMC results deteriorates with increasing density, as the effect of G(q) on χ(q) decreases. For this reason, we do not show results for r s = 0.1 and r s = 0.05, as the data are too noisy. Further, the PIMC data exhibit a maximum in the depicted q-range only for θ = 1, as this feature is shifted to larger wave numbers for higher temperatures [75] . Finally, we find systematic errors in the STLS results for G(q) exceeding 100% even for r s = 0.3 and θ = 4, where the density response function, the static structure factor, and the interaction energy are extremely accurate. In a nutshell, this means that dielectic theories become exact in the high-density/-temperature limit not because of an improved description of the static LFC, but because the impact of the latter on physical observables simply vanishes.
Comparison to CPIMC results
Let us conclude the discussion of simulation data with a comparison between the standard PIMC results and previous, highly accurate CPIMC data [94, 52] . This is shown in Fig. 13 for the static structure factor S(q) at θ = 2 and r s = 0.5 (left column) and r s = 0.3 (right column). Here, the colored symbols correspond to PIMC and the corresponding black symbols to CPIMC, and we show results for N = 20 (crosses) and N = 34 (triangles) unpolarized electrons. In both cases, the QMC data follow the same trend as RPA and STLS, whereas the ideal curve does not exhibit any screening effects and attains a finite value for q = 0. More importantly, the respective PIMC and CPIMC data for the same N cannot be distinguished within the given statistical uncertainty for all parameters. This can be seen particularly well in the bottom row, where we show the relative deviation between the data sets from the two different methods. First and foremost, we stress the high accuracy of both data sets, with a statistical uncertainty of ∆S/S ∼ 10 −4 . Moreover, we report perfect agreement between the two independent methods, with no systematic deviations over the entire wave-number range.
In Fig. 14, we show a similar comparison, but for the static density response function χ N 0 (q) for N = 4 unpolarized ideal fermions at r s = 1 and θ = 2 (left) and θ = 4 (right). Again, the agreement between PIMC (green crosses) and CPIMC (purple triangles) is perfect for all depicted data points, which constitutes a striking cross validation of our simulation methods: i) the simulations have been carried out by using two completely independent codes, and ii) the results for χ N 0 (q) have been obtained via different routes. For PIMC, we compute the imaginary-time density-density correlation function F (q, τ ) and subsequently compute the density response function via integration, cf. Eq. (6) . Within CPIMC, on the other hand, we carry out a simulation with a finite but small twist-angle and subsequently insert the occupation numbers into a spectral representation. Yet, the two independent data sets agree with a relative accuracy of ∆χ/χ ∼ 10 −4 − 10 −5 , as can be seen in Fig. 15 .
Summary and Outlook
In this work, we have presented extensive ab inito path integral Monte Carlo data for the static density response of the uniform electron gas in the high-energy-density regime, r s ≤ 0.5. This was achieved by computing exact results for the imaginary-time density-density correlation function F (q, τ ), which, in turn, provides the full wavenumber dependence of the density response from a single simulation of the unperturbed system. Since the fermion sign problem [106] limits our simulations to relatively small particle numbers N ≤ 34, we have applied finite-size corrections to our data and, in this way, removed any significant deviations to the respective thermodynamic limit. Let us briefly summarize our key results as follows: i) we provide highly accurate benchmark data both for χ(q) and G(q) for 24 density-temperature combinations in the range of 0.85 ≤ θ ≤ 8 and 0.05 ≤ r s ≤ 0.5. These data are available online [127] and can be used to benchmark new many-body approximations [80, 128, 129] ; ii) we have compared the new results against both RPA and STLS. In the HED regime, both dielectric methods provide accurate results with a maximum deviation in χ(q) of ∼ 4% (∼ 1%) for RPA (STLS) at θ = 0.85 and r s = 0.5. In this way, we have bridged the gap between previous PIMC simulation results in the WDM regime and beyond [75, 11, 76] and perturbative expansions like dielectric theories [3, 130, 131] ; iii) we have shown that our PIMC approach to the static density response converges towards RPA both for high temperatures and densities, and is in striking agreement to highly accurate CPIMC data, where they are available. This illustrates the consistency of our approach, and further corroborates our current understanding of the UEG at finite temperature.
In addition to being interesting in their own right, our simulation results can be used to extend previous parametrizations of the density response of the warm dense UEG [75] to also incorporate the previously unexplored high-density limit. This can be particularly important for the construction of advanced functionals for density functional theory simulations based on the adiabatic connection formula and the fluctuationdissipation theorem [71, 72, 73, 74] .
Moreover, we mention the possibility to use F (q, τ ) as a starting point for the reconstruction of the dynamic structure factor S(q, ω), which can be used to benchmark and improve approximations from many-body theory [32, 33, 34, 35] . Furthermore, PIMC simulations can be adapted to estimate the Matsubara Green function, which in turn gives access to the single-particle spectral function A(q, ω) and the momentum distribution n(q).
Finally, it is possible to modify the PIMC method to include first-order relativistic corrections, e.g., Refs. [132, 133] . Such simulations could be used to study the onset of relativistic effects of the UEG, which are not considered in current parametrizations [58, 134, 135] .
