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Abstract
This paper summarizes the results of my Master’s thesis and the main points of a talk I presented
at the seminar of the Department of Applied Logic at Adam Mickiewicz University in Poznan´.
It gives a short overview of the structure of German compounds and newer research concerning
the role of the so-called interfixes. After an introduction to the concept of finite-state transducers
the construction of a transducer used for naive compound segmentation is described. Tag-based
finite-state methods for the further analysis of the found segments are given and discussed. Dis-
tributional transducer rules, for the construction of which I assume the existence of local and
global morphological contexts, are proposed as means of disambiguation of the analyzed naive
segmentation results.
1 Wste˛p
Zjawisko kompozycji wyste˛puje w wielu je˛zykach, które róz˙nia˛ sie˛ jednak znacznie stopniem produk-
tywnos´ci tego procesu słowotwórczego. W je˛zyku polskim złoz˙enia maja˛ce wie˛cej niz˙ dwa tematy
słowotwórcze sa˛ rzadko spotykane poza tekstami technicznymi lub poetyckimi (por. Grzegorczykowa
et al. 1999: 457). Głównym s´rodkiem tworzenia nowych polskich rzeczowników jest derywacja. Na-
tomiast w je˛zyku niemieckim kompozycja, charakteryzuja˛ca sie˛ teoretycznie zarówno nieograniczona˛
produktywnos´cia˛, jak i nieograniczona˛ złoz˙onos´cia˛, zajmuje pierwsze miejsce ws´ród procesów sło-
wotwórczych niemieckich rzeczowników (por. Eichinger 2000: 71).
Nie moz˙na leksykograficznie zestawic´ wszystkich lub nawet wie˛kszos´ci niemieckich złoz˙en´, co
w z˙yciu codziennym moz˙e spowodowac´ duz˙e prawdopodobien´stwo spotkania sie˛ z wyrazami nie-
figuruja˛cymi w z˙adnym słowniku. W wie˛kszos´ci przypadków interpretacja takich okazjonalizmów
nie stwarza problemów dla rodzimego uz˙ytkownika je˛zyka niemieckiego, który ma pewna˛ wiedze˛
dotycza˛ca˛ znaczenia poszczególnych członów złoz˙enia. Pamie˛ta takz˙e znaczenia innych podobnych
złoz˙en´ i potrafi interpretowac´ nowe złoz˙enia według znanych mu wzorców kompozycyjnych. Jez˙eli
to nie wystarczy, korzysta z kontekstu zdaniowego i wiedzy ogólnej, by pozbyc´ sie˛ ostatnich wa˛tpli-
wos´ci.
Dla komputerowego przetwarzania je˛zyka niemieckiego złoz˙enia te stanowia˛ powaz˙ny problem.
˙Zaden korpus nie byłby w stanie zawrzec´ wszystkich potencjalnie istnieja˛cych złoz˙en´, poniewaz˙
kaz˙de złoz˙enie zawarte w korpusie moz˙e zaistniec´ w kolejnym złoz˙eniu jako jeden z jego członów.
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Takie rekurencyjne poje˛cie złoz˙enia pozwala na tworzenie dowolnie długich struktur kompozycyj-
nych. Do tego dochodza˛ nieograniczone moz˙liwos´ci kombinacji członów. W odpowiednim kontek-
s´cie kaz˙de dwa rzeczowniki moga˛ brac´ udział w procesie kompozycji, przy czym kompozycja nie
jest ograniczona do samych rzeczowników; kaz˙da cze˛s´c´ mowy moz˙e zaistniec´ jako człon złoz˙enia
– bezpos´rednio lub po nominalizacji.
Kolejna˛ cecha˛ utrudniaja˛ca˛ analize˛ niemieckich złoz˙en´ jest ich ła˛czna pisownia, stosowana mimo
potencjalnie wielokrotnej złoz˙onos´ci. Wyodre˛bnienie poszczególnych członów złoz˙enia wymaga prze-
prowadzenia segmentacji i ustalenia granic mie˛dzymorfemowych. Z drugiej strony na poziomie tek-
stu ła˛czna pisownia pomaga odróz˙nic´ złoz˙enia od fraz, co np. w je˛zyku angielskim, gdzie wyste˛puja˛
złoz˙enia pisane rozdzielnie, jest zadaniem niełatwym.
Ograniczamy sie˛ w tej pracy do subkodu graficznego. Dla niemieckich złoz˙en´ oznacza to, z˙e nie
dysponujemy informacjami o włas´ciwos´ciach prozodycznych wyrazu, w szczególnos´ci o akcencie.
Akcent ma duz˙y wpływ na poprawne zrozumienie usłyszanych złoz˙en´, pomaga bowiem w lokalizacji
granicy mie˛dzy głównymi członami złoz˙enia.
Przeprowadzamy analize˛ złoz˙en´ danych w postaci cia˛gów znakowych. Automaty i transduktory
skon´czone sa˛ szczególnie wydajnymi formalizmami przeznaczonymi do przetwarzania takich cia˛gów.
W niniejszej pracy opisujemy konstrukcje˛ transduktora wykorzystywanego do naiwnej segmenta-
cji złoz˙en´. Naiwna˛ segmentacja˛ nazywamy segmentacje˛, która nie sprawdza poprawnos´ci gramatycz-
nej znalezionych rozkładów. W dalszej cze˛s´ci artykułu wprowadzamy metody analizy poszczegól-
nych segmentów oparte na tzw. tagach. Zakładamy istnienie lokalnych i globalnych kontekstów mor-
fologicznych, zachodza˛cych wewna˛trz i pomie˛dzy członami złoz˙en´. Konteksty te wykorzystujemy
do konstrukcji reguł dystrybucyjnych, które słuz˙a˛ do eliminacji wieloznacznos´ci wyników naiwnej
segmentacji.
2 Struktura złoz˙en´
W skład złoz˙enia wchodza˛ przynajmniej dwa wyrazy. W wie˛kszos´ci przypadków ła˛cza˛ sie˛ one bez-
pos´rednio w jeden wyraz bez pomocy dodatkowych elementów. Jednak w mniej wie˛cej jednej trzeciej
(por. Dudenredaktion 1998: 497) złoz˙onych rzeczowników wyste˛puja˛ tzw. interfiksy, które równiez˙
trzeba uwzgle˛dnic´ w trakcie segmentacji wyrazów złoz˙onych. W literaturze polskiej interfiksy trak-
tuje sie˛ jako cia˛gi fonologiczne niezaliczane do z˙adnego z głównych składników (por. np. Grzegor-
czykowa et al. (1999: 366), Polan´ski (1999: 259)), pełnia˛ce róz˙ne funkcje strukturalne, zapobiegaja˛ce
pojawieniu sie˛ na granicy morfemów nieakceptowalnych cia˛gów fonologicznych. W nowszych z´ró-
dłach niemieckich, wraz z wprowadzeniem poje˛cia formy kompozycyjnej, pogla˛dy te uległy pewnej
zmianie, co omówimy niz˙ej.
Z diachronicznego punktu widzenia owe interfiksy sa˛ pozostałos´ciami morfemów fleksyjnych.
W czasach historycznych powstawały zrosty, które pocza˛tkowo zachowywały swoje kon´cówki flek-
syjne i rodzaj fleksji wewne˛trznej. Takie zrosty z czasem utraciły fleksje˛ wewne˛trzna˛ i zacze˛ły słuz˙yc´
jako wzorce kompozycyjne dla złoz˙en´ włas´ciwych, których nie moz˙na było juz˙ nazywac´ zrostami.
Mimo to, iz˙ te złoz˙enia nie powstały ze zrostów, równiez˙ miały interfiksy. Synchronicznie takie hi-
storyczne struktury oraz struktury tworzone analogicznie sa˛ traktowane jak złoz˙enia, poniewaz˙ nie
da sie˛ ich juz˙ odróz˙nic´ od nowoczesnych struktur złoz˙onych. Diachroniczne pokrewien´stwo z morfe-
mami fleksyjnymi oraz morfotaktyczne włas´ciwos´ci interfiksów, które w skrócie opiszemy w pia˛tej
cze˛s´ci, pozwalaja˛ na opracowanie reguł dystrybucyjnych pomocnych przy eliminacji wieloznacznos´ci
segmentacji złoz˙en´.
Kaz˙de złoz˙enie ma strukture˛ binarna˛ (por. Fleischer i Barz 1995: 93). Człon prawy (drugi) jest
elementem głównym, którego wszystkie kategorie morfologiczne dziedziczy cała struktura. Jez˙eli
element główny jest rzeczownikiem o okres´lonym rodzaju gramatycznym i okres´lonej paradygma-
tyce fleksyjnej, to całe złoz˙enie takz˙e be˛dzie rzeczownikiem o tym samym rodzaju gramatycznym,
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nalez˙a˛cym do tej samej klasy fleksyjnej. W przypadku gdy element główny równiez˙ jest złoz˙eniem,
to jego element główny okres´la rekurencyjnie kategorie morfologiczne nadrze˛dnego złoz˙enia itd.
Wynika z tego, z˙e w przypadku wielokrotnych złoz˙en´ wystarczy wyodre˛bnic´ najbardziej prawy
człon niezłoz˙ony i ustalic´ jego kategorie morfologiczne, by ustalic´ kategorie morfologiczne całego
złoz˙enia. Hierarchiczna struktura binarna złoz˙enia nie jest tutaj istotna.
W przypadku złoz˙en´ nadrze˛dno-podrze˛dnych ze wzgle˛du na wzajemny stosunek członów ele-
ment główny okres´la tez˙ klase˛ semantyczna˛ całego złoz˙enia. Złoz˙enia współrze˛dne lub nadrze˛dno-
podrze˛dne egzocentryczne, w których z˙aden z członów nie okres´la klasy semantycznej złoz˙enia, sa˛
rzadkie i najcze˛s´ciej zleksykalizowane.
Lewy (pierwszy) człon nie ma wpływu na kategorie morfologiczne złoz˙enia. Podobnie jak ele-
ment główny pierwszy człon moz˙e byc´ prosty lub złoz˙ony pod wzgle˛dem słowotwórczym.
Do niedawna zakładano, z˙e w kompozycji biora˛ udział formy podstawowe obu członów, i inter-
fiksów nie wliczano explicite do pierwszego członu. W nowszej literaturze, np. u Fuhrhop (1998) i
Langer (1998), zakłada sie˛ istnienie form kompozycyjnych1 w paradygmatyce rzeczowników. Mia-
nem formy kompozycyjnej okres´la sie˛ forme˛ pierwszego członu biora˛cego udział w kompozycji.
Zakłada sie˛, z˙e kaz˙dy rzeczownik ma co najmniej jedna˛ taka˛ forme˛. W jej skład oprócz formy pod-
stawowej rzeczownika wchodzi równiez˙ interfiks – o ile jest wymagany. W przypadku kompozycji
bez interfiksu forma kompozycyjna rzeczownika jest równa formie podstawowej. Przyje˛cie takiej
formy ułatwia równiez˙ interpretacje˛ złoz˙en´, w których pierwszy człon jest czasownikiem. Jes´li cho-
dzi o czasowniki, tylko ich rdzen´ bierze udział w kompozycji, a nie bezokolicznik. Nazwanie takiej
formy czasownika forma˛ kompozycyjna˛ rozwia˛zuje niektóre nies´cisłos´ci terminologiczne zwia˛zane z
tym, iz˙ rdzen´ czasownika nie jest jego forma˛ podstawowa˛. W przypadku innych cze˛s´ci mowy forma
podstawowa wchodzi w skład formy kompozycyjnej.
Argumentacja Fuhrhop (1998: 187), z˙e interfiks nalez˙y zaliczac´ do formy kompozycyjnej, opiera
sie˛ na trzech włas´ciwos´ciach interfiksów:
1. wybór interfiksu jest wyznaczany przez pierwszy człon;
2. postac´ interfiksu jest zwia˛zana z systemem fleksyjnym pierwszego członu;
3. w przypadku koordynacji interfiks pozostaje przy pierwszym członie.
Kaz˙dy rzeczownik moz˙e miec´ kilka form kompozycyjnych. Wynika to z moz˙liwos´ci ła˛czenia sie˛
niektórych rzeczowników z róz˙nymi interfiksami. Wybór istnieja˛cych form kompozycyjnych pierw-
szego członu zalez˙y wtedy głównie od semantycznych włas´ciwos´ci drugiego członu.
Obok zleksykalizowanych złoz˙en´ istnieja˛ zleksykalizowane formy kompozycyjne, które nie od-
powiadaja˛ ogólnym regułom tworzenia form kompozycyjnych. Takie formy moga˛ byc´ wykorzystane
w tworzeniu nowych, niezleksykalizowanych złoz˙en´.
3 Segmentacja złoz˙en´
Wspominalis´my, z˙e niemieckie złoz˙enia sa˛ pisane ła˛cznie – niezalez˙nie od liczby składników. Prze-
prowadzenie segmentacji wymaga ustalenia rodzaju segmentu, czyli jednostki segmentacji. Przy ana-
lizach słowotwórczych wyodre˛bnia sie˛ morfemy podstawowe i afiksalne. Elementy, których nie da sie˛
przyporza˛dkowac´ do z˙adnej z grup, nazywa sie˛ interfiksami. W przypadku złoz˙en´, a w szczególnos´ci
złoz˙en´ wielokrotnych, uwaz˙amy taka˛ analize˛ za zbyt wnikliwa˛. Cze˛sto juz˙ sama interpretacja złoz˙enia
na podstawie jego członów nie jest jasna, a interpretacja na podstawie jego morfemów byłaby jeszcze
trudniejsza.
Człony złoz˙en´ moga˛ byc´ simpleksami, derywatami lub kolejnymi złoz˙eniami, lub mówia˛c kró-
cej, wyrazami2. Przyjmuja˛c granice˛ wyrazu jako granice˛ segmentu, człon złoz˙enia, który sam nie jest
1Nasza propozycja na tłumaczenie poje˛cia „Kompositionsstammform”.
2Przyjmujemy w tym miejscu jeszcze intuicyjne, nieostre poje˛cie wyrazu.
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Tag Znaczenie Tag Znaczenie
+N rzeczownik +V czasownik
+A przymiotnik +I interfiks
+MS rodzaj me˛ski +FM rodzaj z˙en´ski
+NT rodzaj nijaki
+S1 liczba pojedyncza na -[e]s +S2 liczba pojedyncza na -[e]n
+S3 liczba pojedyncza na - /0 –S plurale tantum
+P1 liczba mnoga na -[e] +P2 liczba mnoga na - /0
+P3 liczba mnoga na -[e]n +P4 liczba mnoga na -er
+P5 liczba mnoga na -s –P singulare tantum
+M wielosylabowy –M jednosylabowy
+SS sufiks wymagaja˛ce -s +AT wygłos zawieraja˛cy -t
+SN sufiks bez interfiksu +AE wygłos zawieraja˛cy -e
–SA brak sufiksu/wygłosu
# koniec tagsetu
Rysunek 1: Spis wykorzystanych tagów i ich znaczenie
złoz˙eniem, jest dalej niepodzielny. Jez˙eli człon jest natomiast kolejnym złoz˙eniem, zostana˛ zidenty-
fikowane kolejne dwa wyrazy lub segmenty składowe.
Istnieja˛ złoz˙enia, których idiomatyzacja jest na tyle zaawansowana, z˙e pojawia sie˛ potrzeba wła˛-
czenia ich jako całos´ci do słownika je˛zyka niemieckiego. Leksykalizacji podlegaja˛ równiez˙ złoz˙enia
cze˛sto uz˙ywane, które tym samym przestaja˛ byc´ okazjonalizmami. Wynika z tego, z˙e poje˛cie seg-
mentu nalez˙y rozszerzyc´ na wyrazy zleksykalizowane, czyli leksemy. Z punktu widzenia analizy
komputerowej złoz˙en´ wyraz jest zleksykalizowany, jes´li znajduje sie˛ w słowniku aplikacji. I od-
wrotnie: wyraz niezawarty w słowniku jest niezleksykalizowany i podlega dalszej segmentacji. W
przypadku gdy wyraz jest niezleksykalizowany i proces segmentacji nie jest w stanie znalez´c´ odpo-
wiednich segmentów w słowniku, segmentacja sie˛ nie powiedzie. Nalez˙y wtedy uzupełnic´ informacje
zawarte w słowniku.
Na podstawie segmentacji moz˙na ustalic´ wzgle˛dnie prosta˛ definicje˛ okazjonalizmów. Jes´li wyraz
nie jest zleksykalizowany, ale moz˙na przeprowadzic´ segmentacje˛ na leksemy składowe na podstawie
słownika, to wyraz segmentowany jest okazjonalizmem.
Mówilis´my o interfiksach jako elementach nienalez˙a˛cych do z˙adnej szczególnej grupy morfe-
mów. Trzeba je jednak uwzgle˛dnic´ w procesie segmentacji, poniewaz˙ podobnie jak pozostałe seg-
menty, istnieja˛ w postaci cia˛gów fonologicznych lub grafematycznych. Odróz˙nienie ich od segmen-
tów o charakterze leksemowym odbywa sie˛ dopiero poprzez kategoryzacje˛ morfologiczna˛ znalezio-
nych segmentów.
Na potrzeby implementacji umieszczamy interfiksy w słowniku, ignoruja˛c tym samym lingwi-
styczna˛ poprawnos´c´ takiego rozwia˛zania. Segmentacja oraz odróz˙nienie interfiksów od leksemów
odbywa sie˛ za pomoca˛ słownika.
Zadaniem segmentacji nie jest tylko ustalenie granic mie˛dzy segmentami. Nalez˙y tez˙ przyporza˛d-
kowac´ znalezionym segmentom informacje zawarte w słowniku. W literaturze angielskiej i niemiec-
kiej w przypadku, gdy informacje w słowniku ograniczaja˛ sie˛ do cech gramatycznych, taki proces
nazywa sie˛ „tagging” (por. Glück 2000: 720). Okres´lenie pochodzi od nazwy pojedynczej jednostki
(cechy) gramatycznej „tag”. Cia˛g cech gramatycznych nosi nazwe˛ „tagset”. W dalszej cze˛s´ci arty-
kułu be˛dziemy korzystali z tej terminologii. W przypadku leksemów do segmentów w postaci cia˛gów
znakowych zostana˛ doła˛czone tagsety – w postaci kolejnych cia˛gów znakowych – odpowiadaja˛ce in-
formacjom o cze˛s´ci mowy, do której nalez˙y dany leksem, i o róz˙nych kategoriach morfologicznych
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okres´lonych dla danego rodzaju cze˛s´ci mowy. Interfiksy zostana˛ wyróz˙nione specjalnym znaczni-
kiem. Dopiero proces taggingu nadaje segmentom znaczenie gramatyczne. Na rysunku 1 zestawili-
s´my wykorzystane przez nas tagi. Sa˛ one podzielone na grupy, z których w jednym tagsecie moz˙e
wyste˛powac´ maksymalnie jeden tag. Wyste˛powanie tagów okres´laja˛cych przynalez˙nos´c´ do cze˛s´ci
mowy jest obligatoryjne. Kaz˙dy tagset kon´czy sie˛ znacznikiem „#”.
4 Wieloznacznos´c´ strukturalna i leksykalna
Wyróz˙niamy dwa rodzaje wieloznacznos´ci, które moga˛ sie˛ pojawic´ podczas segmentacji złoz˙en´ –
wieloznacznos´c´ strukturalna˛ i wieloznacznos´c´ leksykalna˛.
Wieloznacznos´c´ leksykalna pojawia sie˛ przy taggingu, gdy pojedynczemu segmentowi odpo-
wiada wie˛cej niz˙ jeden zestaw danych w słowniku. Wpisy róz˙nia˛ sie˛ np. pod wzgle˛dem rodzaju
gramatycznego lub klasy fleksyjnej. Wieloznacznos´c´ strukturalna wyste˛puje przy segmentacji nie-
zalez˙nie od taggingu. Jez˙eli istnieje kilka moz˙liwos´ci rozkładu złoz˙enia na podstawie róz˙nych granic
mie˛dzy segmentami, wszystkie nalez˙y uznac´ za poprawne, o ile nie istnieja˛ inne kryteria eliminuja˛ce
wieloznacznos´c´ strukturalna˛. Zasady dystrybucji interfiksów moga˛ pomóc w eliminacji wieloznacz-
nos´ci w rozpatrywanych przypadkach.
Przykładem niejednoznacznej segmentacji jest niemiecki wyraz złoz˙ony Druckerwartung. Czysta
segmentacja wyznaczy trzy rozkłady:
(1) drucker + wartung
(2) druck + erwartung
(3) druck + er + wartung
Po taggingu znalezionych segmentów pojawia˛ sie˛ dodatkowe rozkłady Druckerwartung. Segment
druck moz˙e byc´ rzeczownikiem lub rdzeniem czasownika, co powoduje podwojenie sie˛ liczby moz˙-
liwych interpretacji rozkładów zawieraja˛cych ten segment:
(1) drucker (N) + wartung (N)
(2) druck (N) + erwartung (N)
(3) druck (V) + erwartung (N)
(4) *druck (N) + er (I) + wartung (N)
(5) *druck (V) + er (I) + wartung (N)
Zbiór moz˙liwych rozkładów w tym przykładzie zawiera kilka rozkładów gramatycznie niepo-
prawnych, które oznaczono gwiazdka˛ (*). Pojawia sie˛ tutaj interfiks -er tworza˛cy formy kompozy-
cyjne jedynie z rzeczownikami z kon´cówka˛ fleksyjna˛ -er w liczbie mnogiej, do których druck nie
nalez˙y. Analiza segmentu druck wykazuje, z˙e jest to jednosylabowy rzeczownik rodzaju me˛skiego,
bez charakterystycznego wygłosu lub sufiksu; takie rzeczowniki nie przyjmuja˛ z˙adnych interfiksów,
co równiez˙ eliminuje moz˙liwos´c´ wyste˛powania -er. Z czasownikami wyste˛puje jedynie interfiks -e.
Z tych powodów trzeba odrzucic´ ostatnie dwa rozkłady. Pozostałe trzeba akceptowac´ jako poten-
cjalnie moz˙liwe. Na tym prostym przykładzie widac´, w jaki sposób moz˙na wykorzystac´ interfiksy
– albo dokładniej: zasady tworzenia form kompozycyjnych za pomoca˛ interfiksów – do eliminacji
niegramatycznych wyników segmentacji ba˛dz´ taggingu.
Kolejnym przykładem jest złoz˙enie Lieblingstier. Wynikiem naiwnej segmentacji sa˛ naste˛puja˛ce
dwa rozkłady:
(1) liebling (N) + s (I) + tier (N)
(2) *liebling (V) + stier (N)
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Po zastosowaniu reguł dystrybucyjnych nalez˙y odrzucic´ drugi rozkład, poniewaz˙ rzeczowniki
zakon´czone sufiksem -ling tworza˛ formy kompozycyjne wyła˛cznie za pomoca˛ paradygmatycznego
interfiksu -s. Formy bez tego interfiksu sa˛ niepoprawne.
5 Dystrybucja interfiksów
Wyróz˙nia sie˛ naste˛puja˛ce interfiksy wyste˛puja˛ce w niemieckich złoz˙eniach: -e, -en/-n, -er, -es i -s.
Istnieje jeszcze interfiks -ens, który wyste˛puje tylko przy niektórych wyrazach i nie zalicza sie˛ juz˙ do
interfiksów produktywnych (por. Fuhrhop 1998: 194).
Wyste˛powanie interfiksów zalez˙y według Dudenredaktion (1998: 495) od naste˛puja˛cych włas´ci-
wos´ci pierwszego członu złoz˙enia:
1. od cze˛s´ci mowy, do której nalez˙y dany leksem;
2. od charakterystyki morfologicznej (np. klasa fleksyjna);
3. od struktury fonologicznej (liczba sylab, typ wygłosu);
4. od złoz˙onos´ci słowotwórczej (simpleks, derywat, złoz˙enie);
5. od semantycznie umotywowanej liczby pierwszego członu;
6. od terytorialnych odmian je˛zyka.
Fleischer i Barz (1995: 137) stwierdzaja˛, z˙e ustalenie regularnos´ci dystrybucyjnych interfiksów
pocia˛ga za soba˛ pewne trudnos´ci. Wynikaja˛ one z koniecznos´ci pogodzenia dwóch koncepcji – orien-
tacji według reguł gramatycznych z jednej strony oraz orientacji według wzorców leksykalnych z
drugiej. Pojedyncze zleksykalizowane złoz˙enia lub formy kompozycyjne nie podporza˛dkowuja˛ sie˛
wyznaczonym regułom gramatycznym.
Zasady tworzenia form kompozycyjnych za pomoca˛ poszczególnych interfiksów zostały wyczer-
puja˛co opisane przez Fuhrhop (1998: 187-220). Autorka zestawia najpierw produktywne interfiksy,
a naste˛pnie przydziela im grupy form kompozycyjnych. Na podstawie tego podziału opracowalis´my
własne kryteria grupuja˛ce formy kompozycyjne według podobnych cech gramatycznych (wspólnych
tagów). Naste˛pnie wyszczególnilis´my zawarte w nich interfiksy. Jest to podejs´cie odwrotne do klasy-
fikacji Fuhrhop, orientuja˛ce sie˛ bardziej według kryteriów podanych powyz˙ej przez Dudenredaktion
(1998). Przy czym nie bierzemy pod uwage˛ terytorialnych odmian je˛zyka niemieckiego. Nie uwzgle˛d-
niamy równiez˙ złoz˙onos´ci słowotwórczej wyrazów, poniewaz˙ wynikaja˛ce z nich zasady tworzenia
form kompozycyjnych nie nadaja˛ sie˛ naszym zdaniem do opisu formalnego. Traktujemy te przypadki
jak formy zleksykalizowane.
Fuhrhop skupia sie˛ na formach kompozycyjnych, w których wyste˛puja˛ jawne interfiksy. W zwia˛zku
z tym nie podaje zasad tworzenia form bez interfiksów lub z tzw. interfiksem zerowym. Kilka reguł
dla złoz˙en´ bez interfiksów podali Fleischer i Barz (1995: 139) oraz Dudenredaktion (1998: 503).
Zestawienie według form kompozycyjnych. Podsumowuja˛c powyz˙sze opisy, zestawiamy formy
kompozycyjne według czterech głównych kryteriów wpływaja˛cych na dystrybucje˛ interfiksów, sa˛ to:
1. cechy morfologiczne (przynalez˙nos´c´ do cze˛s´ci mowy, klasy fleksyjnej, informacje, czy wyraz
jest singulare/plurale tantum) – ze wzgle˛du na to, iz˙ wie˛kszos´c´ interfiksów wyste˛puje paradyg-
matycznie;
2. postac´ wygłosu lub pewnych sufiksów – wiele sufiksów tworza˛cych derywaty rzeczownikowe
wymaga wyste˛powania szczególnego interfiksu;
55
Investigationes Linguisticae, vol. XIV
NK Rodzaj l.p. l.m. Struktura Sufiks/Wygłos Interfiksy
1 +N +P1 -, -e
2 +N +S2 +P3 –SA -en
+N +S2 +P3 +AE -n
3 +N +S3 +P3 +AE -n
4 +N +P4 -, -er, -s
5 +N +P5 -
6 +N +S1 –M -, -es
7 +N +FM –M -
8 +N +FM +M +AT -s, -en
+N +FM –P +M +AT -s
9 +N +NT/+MS +M +SN -
10 +N +NT/+MS +M +SS -s
11 +N +FM +M +SS -s, -en
+N +FM –P +M +SS -s
12 +N +FM +M +SN -, -en
+N +FM –P +M +SN -
13 +N –P –SA -
VK +V -, -e
AK +A -
Rysunek 2: Formy kompozycyjne według znacza˛cych tagów
3. jedno- lub wielosylabowos´c´ pierwszego członu – wielosylabowe formy kompozycyjne wyka-
zuja˛ wie˛ksze tendencje przyjmowania interfiksów;
4. stopien´ leksykalizacji, np. złoz˙enia zleksykalizowane w całos´ci lub złoz˙one ze zleksykalizowa-
nymi formami kompozycyjnymi.
Pierwsze trzy kryteria przedstawilis´my w postaci tabeli na rysunku 2. Uwzgle˛dniamy jedynie
znacza˛ce cechy form kompozycyjnych, tzn. umieszczamy w tabeli tylko takie tagi, które trzeba wzia˛c´
pod uwage˛ przy tworzeniu reguł dystrybucyjnych za pomoca˛ transduktorów. Puste miejsca oznaczaja˛
brak wypływu danej cechy na wybór interfiksu. W ten sposób moz˙na wyznaczyc´ rozła˛czne zbiory
form kompozycyjnych, gdzie wszystkie wyrazy, w których tagsetach wyste˛puja˛ wyznaczone tagi,
tworza˛ jeden zbiór.
W słowniku umieszczamy jedynie informacje koresponduja˛ce z punktem a. Cechy segmentów
z punktów b i c identyfikujemy za pomoca˛ analiz wykorzystuja˛cych wiele róz˙nych transduktorów
(patrz cze˛s´c´ 8).
Zbióru form zleksykalizowanych nie moz˙na okres´lic´ na podstawie ich tagów. Zasady wyboru
interfiksów w tych złoz˙eniach cze˛sto sa˛ powia˛zane z historycznymi aspektami i nie sposób wyznaczyc´
kryteriów synchronicznych. Takie wyrazy trzeba traktowac´ jako wyja˛tki od reguł okres´lonych na
rysunku 2. Reguły opisuja˛ce formy zleksykalizowane nie uwzgle˛dniaja˛ wobec tego postaci tagsetów
danych wyrazów, tylko wyznaczaja˛ zasady dystrybucji na podstawie postaci ortograficznej wyrazu.
Dokładniej omawiamy reguły zleksykalizowane w Junczys-Dowmunt (2005: str. 77).
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6 Transduktory – podstawy formalne
Narze˛dzie, które wykorzystujemy do komputerowej analizy złoz˙en´ niemieckich, to transduktory skon´-
czone. Kilka podstawowych technicznych włas´ciwos´ci czyni z transduktorów wydajne narze˛dzia do
modelowania regularnos´ci morfotaktycznych i do przetwarzania danych lingwistycznych. Transduk-
tory okres´laja˛ pewna˛ klase˛ grafów i pewna˛ klase˛ odwzorowan´ je˛zyków formalnych na inne je˛zyki
formalne. W postaci graficznej odpowiadaja˛ skierowanym grafom z przejs´ciami zaetykietowanymi
parami symboli. Naste˛puja˛ce definicje i wyliczone własnos´ci transduktorów pochodza˛ w wie˛kszos´ci
z Roche i Schabes (1997).
q0
q1
q2
q3
a:b
a:c
d:d
e:e
Rysunek 3: Przykładowy transduktor T
Formalnie transduktor skon´czony jest pia˛tka˛ (Σ,Q,q0,F,E), gdzie
1. Σ jest pewnym skon´czonym alfabetem;
2. Q jest skon´czonym zbiorem stanów;
3. q0 jest stanem pocza˛tkowym;
4. F ⊂ Q jest zbiorem stanów kon´cowych;
5. E ⊆ Q×Σ∪{ε}×Σ∗×Q jest zbiorem krawe˛dzi lub przejs´c´.
Na przykład rysunek 3 jest graficzna˛ postacia˛ przykładowego transduktora T opisanego za po-
moca˛ poniz˙szej pia˛tki:
T = ({a,b,c,d,e},{q0 ,q1,q2,q3},q0,{q3},
{(q0,a,b,q1),(q0,a,c,q2),(q1,d,d,q3),(q2,e,e,q3)})
Transduktory okres´laja˛ tez˙ odwzorowania słów3 za pomoca˛ rozszerzonego zbioru krawe˛dzi ˆE
definiowanego poprzez naste˛puja˛cy rekursywny zwia˛zek:
• jes´li e ∈ E , to e ∈ ˆE
• jes´li (q,a,b,q′),(q′,a′,b′,q′′) ∈ ˆE, to (q,aa′,bb′,q′′) ∈ ˆE .
Wtedy odwzorowanie f z Σ∗ w Σ∗ definiowane przez f (w) = w′, gdy istnieje q ∈ F takie, z˙e
(q0,w,w′,q) ∈ ˆE jest odwzorowaniem okres´lonym przez transduktor T – pisze sie˛ tez˙ f = |T |. Gdy
takie odwzorowanie zwraca dla jednego słowa wejs´ciowego tylko jedno słowo wyjs´ciowe, mówi sie˛
o funkcji, natomiast w przypadku wielu moz˙liwych słów wyjs´ciowych – o transdukcji.
3
„słowo” w znaczeniu cia˛gu znaków nalez˙a˛cego do je˛zyka formalnego.
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W celu ułatwienia niektórych czynnos´ci wprowadza sie˛ poje˛cia funkcji przejs´cia i funkcji emi-
syjnej. Funkcja przejs´cia δ : Q×Σ → 2Q odwzorowuje pare˛ złoz˙ona˛ ze stanu i symbolu wejs´ciowego
w zbiór stanów w naste˛puja˛cy sposób:
δ(q,a) = {q′ ∈ Q|∃w′ ∈ Σ∗ oraz (q,a,w′,q′) ∈ E}
Funkcja emisyjna σ : Q×Σ×Q→ 2Σ∗ odwzorowuje trójke˛ złoz˙ona˛ ze stanu wyjs´ciowego, sym-
bolu i stanu wynikowego na słowo złoz˙one z symboli alfabetu Σ w naste˛puja˛cy sposób:
σ(q,a,q′) = {w′ ∈ Σ∗|(q,a,w′,q′) ∈ E}
Jes´li zarówno funkcja przejs´cia, jak i funkcja emisyjna pewnego transduktora dla wszystkich da-
nych wejs´ciowych zwracaja˛ zbiory składaja˛ce sie˛ z nie wie˛cej niz˙ jednego elementu, to taki transduk-
tor nazywa sie˛ transduktorem deterministycznym. W przeciwien´stwie do automatów skon´czonych nie
moz˙na obliczyc´ dla kaz˙dego transduktora niedeterministycznego odpowiednika deterministycznego.
Zalety transduktorów deterministycznych to stosunkowo prosta implementacja i szybkos´c´ dzia-
łania. ˙Zeby znalez´c´ wartos´c´ transdukcji dla danego słowa, wystarczy poda˛z˙ac´ deterministycznie po
przejs´ciach pojedynczej s´ciez˙ki w transduktorze. W takim przypadku nie trzeba podawac´ w argumen-
cie funkcji emisyjnej stanu wynikowego, poniewaz˙ istnieje tylko jeden taki stan.
Kaz˙dy rodzaj transduktora moz˙na rozszerzyc´ o dodatkowa˛ kon´cowa˛ funkcje˛ emisyjna˛ ρ : F → Σ∗
lub ρ : F → 2Σ∗ , która odwzorowuje zbiór stanów kon´cowych na pojedyncze słowo lub skon´czony
zbiór słów. Oznacza to, z˙e po zakon´czeniu transdukcji zostaja˛ doła˛czone do słów wyjs´ciowych war-
tos´ci kon´cowej funkcji emisyjnej, zalez˙ne od stanów kon´cowych, w których skon´czyły sie˛ s´ciez˙ki dla
danego słowa wejs´ciowego.
Jez˙eli transduktor deterministyczny jest rozszerzony o kon´cowa˛ funkcje˛ emisyjna˛ ρ, to mówimy o
transduktorze subsekwencyjnym4 . Transduktor nazywamy transduktorem p-subsekwencyjnym, jez˙eli
funkcja ρ zwraca zbiór słów, gdzie liczba p odpowiada mocy zbioru z najwie˛ksza˛ ilos´cia˛ elementów.
7 Poła˛czenie słownika z segmentacja˛
Symbolem ΣD oznaczamy zbiór złoz˙ony ze znaków wyste˛puja˛cych w niemieckim alfabecie. Podob-
nie oznaczamy zbiór symboli odpowiadaja˛cych róz˙nym cechom gramatycznym (tagom) przez symbol
ΣT . Z elementów zbioru ΣT składaja˛ sie˛ wszystkie tagsety przydzielone poszczególnym segmentom.
Implementacja słownika opiera sie˛ na koncepcji transduktorów z kon´cowa˛ funkcja˛ emisyjna˛. Ten
sam transduktor pełni funkcje˛ słownika oraz jest odpowiedzialny zarówno za proces naiwnej segmen-
tacji, jak i za tagging znalezionych segmentów.
Transduktory sa˛ szczególnie wydajnymi formalizmami realizowania słowników. Sprawdzenie czy
wyraz składaja˛cy sie˛ z n znaków nalez˙y do słownika, w przypadku transduktora deterministycznego
wymaga dokładnie n kroków. Rysunek 4 przedstawia transduktor 2-subsekwencyjny Tdic, który za-
wiera wszystkie moz˙liwe segmenty wyrazu złoz˙onego Druckerwartung i definiuje transdukcje˛ okre-
s´lona˛ naste˛puja˛co:
|Tdic| : Σ∗D → 2(Σ
∗
D·Σ∗T )
Poda˛z˙aja˛c przejs´ciami ła˛cza˛cymi stan pocza˛tkowy z jednym ze stanów kon´cowych, otrzymamy
hasło słownikowe reprezentowane przez poła˛czenie symboli tych przejs´c´.
Słowo wyjs´ciowe Tdic składa sie˛ ze słowa wejs´ciowego i doła˛czonych wartos´ci kon´cowej funkcji
emisyjnej ρ dla tego słowa. Poniewaz˙ słowa wejs´ciowe nie podlegaja˛ modyfikacji, moz˙na załoz˙yc´
4ang. subsequential transducer, Roche i Schabes (1997: 45).
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Rysunek 4: Uproszczony słownik Tdic
znacznie uproszczona˛ główna˛ funkcje˛ emisyjna˛ σ, gdzie σ(q,a,q′) = a. Wynik transdukcji okres´lonej
przez transduktor Tdic dla segmentu druck wygla˛da naste˛puja˛co:
|Tdic|(druck) = {druck+N+MS+S1–P#,druck+V#}
Jez˙eli zbiór zwróconych słów dla pojedynczego segmentu zawiera wie˛cej niz˙ jeden element, po-
jawia sie˛ wieloznacznos´c´ leksykalna. Tagging poszczególnych segmentów odbywa sie˛ wie˛c poprzez
deterministyczne poda˛z˙anie po s´ciez˙kach transduktora słownikowego i naste˛pnie doła˛czanie informa-
cji lingwistycznych. Na tym poziomie naste˛puje odróz˙nienie interfiksów od innych wyrazów słowni-
kowych przez doła˛czenie odpowiednich informacji lingwistycznych.
Proces konstrukcji słownika jest oparty na przedstawionym w Daciuk et al. (1998) algorytmie
do konstrukcji minimalnych acyklicznych automatów na podstawie uporza˛dkowanych list wyrazów
słownikowych. W celu zastosowania algorytmu do transduktorów z kon´cowa˛ funkcja˛ emisyjna˛ wpro-
wadzilis´my dodatkowe kryterium równowaz˙nos´ci stanów kon´cowych: stany kon´cowe q,q′ ∈ F nie sa˛
równowaz˙ne, jez˙eli ρ(q) 6= ρ(q′). Taki dodatkowy warunek gwarantuje, z˙e w trakcie stopniowej mi-
nimalizacji słownika informacje odpowiadaja˛ce poszczególnym segmentom pozostana˛ włas´nie przy
tych wyrazach.
Pisalis´my wczes´niej, z˙e złoz˙enia moga˛ sie˛ składac´ z dowolnej liczby elementów. Acykliczny au-
tomat lub transduktor nie be˛dzie w stanie opisac´ wszystkich moz˙liwych złoz˙en´, poniewaz˙ nie moz˙e
opisac´ struktur dowolnie długich. Problem uje˛cia wszystkich moz˙liwych wyrazów złoz˙onych wyste˛-
puje równiez˙ tutaj. Automat stanowia˛cy zminimalizowana˛ reprezentacje˛ listy wyrazów słownikowych
nie jest wystarczaja˛cy do opisu wszystkich złoz˙en´, poniewaz˙ nie ma listy zawieraja˛cej wszystkie zło-
z˙enia.
Teoretyczny słownik, który zawiera wszystkie moz˙liwe sekwencje segmentów z transduktora Tdic,
zaakceptuje oprócz wielu sekwencji niegramatycznych wszystkie gramatycznie poprawne złoz˙enia.
Jez˙eli dodatkowo wprowadzimy moz˙liwos´c´ zaznaczania granic mie˛dzy segmentami oraz moz˙liwos´c´
taggingu wszystkich segmentów, to otrzymamy rodzaj naiwnego parsera. Naste˛pnie przedstawimy
kolejne modyfikacje transduktora Tdic, na podstawie których otrzymamy transduktor o opisanych wła-
snos´ciach.
Transduktory traktowane jako automaty skon´czone ze złoz˙onymi symbolami sa˛ zamknie˛te ze
wzgle˛du na operacje˛ Kleene’ego. Wykonuja˛c domknie˛cie Kleene’ego na Tdic, otrzymujemy transduk-
tor (Tdic)+, który be˛dzie akceptował wszystkie moz˙liwe sekwencje słów wejs´ciowych transduktora
Tdic, nie be˛dzie jednak zaznaczał granic mie˛dzy segmentami, a informacje lingwistyczne doła˛czy
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tylko do ostatniego segmentu. Domknie˛cie Kleene’ego moz˙na zrealizowac´, zaste˛puja˛c funkcje˛ przej-
s´cia δ przez ˆδ:
ˆδ(q,a) =
{
δ(q,a)∪{q0} gdy ∃p (p ∈ δ(q,a)∧ p ∈ F)
δ(q,a) w pozostałych przypadkach
Poniewaz˙ informacje lingwistyczne maja˛ sie˛ pojawic´ po kaz˙dym segmencie, nasuwa sie˛ pomysł,
by wykorzystac´ te informacje równiez˙ w celu zaznaczania granic mie˛dzy segmentami, rozwia˛zuja˛c w
ten sposób dwa problemy równoczes´nie. Kon´cowa funkcja emisyjna ρ jest odpowiedzialna za doła˛-
czanie poszczególnych tagsetów po ostatnim znaku danych wyjs´ciowych. ˙Zeby zaznaczyc´ segmenty,
trzeba zmusic´ ja˛ do doła˛czania tagsetów zawsze, gdy osia˛gnie sie˛ koniec kaz˙dego z segmentów, na-
wet wtedy, gdy nie jest to koniec słowa wejs´ciowego. Poniewaz˙ po takiej modyfikacji funkcja ρ
zmienia swój charakter, be˛dziemy ja˛ od tej pory nazywali funkcja˛ taggingu. Trzeba wie˛c sprawdzac´
kaz˙dy osia˛gnie˛ty stan transduktora, czy nie jest przypadkiem stanem kon´cowym, czyli czy nie za-
wiera informacji lingwistycznych. Realizujemy to, zaste˛puja˛c główna˛ funkcje˛ emisyjna˛ σ funkcja˛ σˆ,
okres´lona˛ w naste˛puja˛cy sposób:
σˆ(q,a,q′) = σ(q,a,q′) · ρˆ(q′) = a · ρˆ(q′)
Okres´lona poniz˙ej funkcja ρˆ jest rozszerzeniem funkcji ρ na zbiór wszystkich stanów Q, gdzie
symbol ε oznacza słowo puste:
ρˆ(q) =
{
ρ(q) gdy q ∈ F
ε gdy q ∈ Q\F
W ten sposób okres´lilis´my funkcje ˆδ, σˆ i ρˆ na podstawie klasycznych funkcji opisuja˛cych działa-
nie transduktora Tdic. Powstały w ten sposób transduktor Tseg odwzorowuje kaz˙de złoz˙enie składaja˛ce
sie˛ z haseł słownikowych transduktora Tdic na zbiór elementów złoz˙onych z cia˛gów segmentów i
odpowiednich tagsetów. Transduktor Tseg okres´la naste˛puja˛ca˛ transdukcje˛:
|Tseg| : Σ∗D → 2(Σ
∗
D·Σ∗T )∗
Przykładowa transdukcja złoz˙enia Druckerwartung zwróci:
|Tseg|(druckerwartung) = {
drucker+N+MS+S1+P1#wartung+N+FM+S3+P3#,
druck+N+MS+S1–P#erwartung+N+FM+S3+P3#,
druck+V#erwartung+N+FM+S3+P3#,
druck+N+MS+S1–P#er+I#wartung+N+FM+S3+P3#,
druck+V#er+I#wartung+N+FM+S3+P3#
}
Otrzymany transduktor Tseg nie jest juz˙ deterministyczny lub subsekwencyjny, nie jest równiez˙
p-subsekwencyjny. Stracił te własnos´ci poprzez dokonane modyfikacje. Kaz˙dy automat skon´czony
moz˙na sprowadzic´ do deterministycznego odpowiednika, który be˛dzie definiował ten sam je˛zyk re-
gularny. W przypadku transduktorów niedeterministycznych nie zawsze moz˙na uzyskac´ wersje de-
terministyczne, subsekwencyjne ba˛dz´ p-subsekwencyjne. Metody sprawdzaja˛ce, czy istnieje p-sub-
sekwencyjny odpowiednik, sa˛ oparte na algorytmach analizuja˛cych cała˛ strukture˛ danego transduk-
tora (por. Mohri i Allauzen 2002).
W tym miejscu postaramy sie˛ dowies´c´, z˙e transduktor Tseg nie ma odpowiedników deterministycz-
nych lub p-subsekwencyjnych, wykorzystuja˛c jedynie definicje tych transduktorów oraz powia˛zania
zachodza˛ce pomie˛dzy struktura˛ słowa wejs´ciowego i wynikami transdukcji definiowanej przez Tseg
dla tego słowa.
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Segmentacja wyrazu Druckerwartung zwraca pie˛c´ róz˙nych rozkładów. Skupiaja˛c sie˛ jedynie na
czystej segmentacji bez taggingu, otrzymujemy trzy róz˙ne podziały na segmenty.5
Transduktory deterministyczne bez kon´cowej funkcji emisyjnej oraz transduktory subsekwen-
cyjne okres´laja˛ transdukcje be˛da˛ce funkcjami. Oznacza to, z˙e jednemu słowu na wejs´ciu transduktora
odpowiada dokładnie jedno słowo wyjs´ciowe. Poniewaz˙ dla wyrazu Druckerwartung otrzymujemy
trzy róz˙ne słowa wyjs´ciowe, wynika z tego, z˙e z˙aden transduktor deterministyczny lub subsekwen-
cyjny nie be˛dzie w stanie przeprowadzic´ segmentacji wyrazu Druckerwartung. Nie istnieje wie˛c de-
terministyczny lub subsekwencyjny odpowiednik transduktora Tseg.
Za to transduktory p-subsekwencyjne sa˛ w stanie opisac´ odwzorowanie pojedynczego słowa wej-
s´ciowego na zbiór słów wyjs´ciowych o najwyz˙ej p elementach. Załóz˙my, z˙e istnieje transduktor
3-subsekwencyjny T3, który odwzorowuje Druckerwartung na trzy segmentacje tego słowa wejs´cio-
wego. Wtedy za wygenerowanie pewnego wspólnego przedrostka jest odpowiedzialna główna funk-
cja emisyjna. Trzy róz˙nia˛ce sie˛ fragmenty sa˛ doła˛czane przez kon´cowa˛ funkcje˛ emisyjna˛.
Załóz˙my wie˛c, z˙e istnieje wyraz złoz˙ony sam ze soba˛ Druckerwartungdruckerwartung. Trans-
duktor Tseg przeprowadzi poprawna˛ segmentacje˛ tego wyrazu. Zbiór słów wyjs´ciowych be˛dzie sie˛
składał z przynajmniej dziewie˛ciu rozkładów na segmenty. Transduktor T3 nie be˛dzie w stanie opisac´
odpowiedniego odwzorowania, poniewaz˙ jego zbiór słów wyjs´ciowych moz˙e sie˛ składac´ z co najwy-
z˙ej trzech elementów. Załóz˙my w takim razie istnienie 9-subsekwencyjnego transduktora T9, który
poradzi sobie z tym zadaniem. Jednak nie be˛dzie on mógł opisac´ wszystkich rozkładów potrójnego
złoz˙enia Druckerwartungdruckerwartungdruckerwartung, z którym Tseg nie ma problemów.
Złoz˙enia moga˛ miec´ dowolna˛ długos´c´, a transduktor Tseg moz˙e przeprowadzic´ segmentacje˛ do-
wolnie długiego wyrazu powyz˙szego typu. Liczba zwróconych segmentacji jest proporcjonalna do
długos´ci wyrazów, w naszym przykładzie ros´nie nawet eksponencjalnie. ˙Zeby skonstruowac´ trans-
duktor p-subsekwencyjny, trzeba znac´ maksymalna˛ liczbe˛ zwróconych rozkładów, tym samym trzeba
znac´ maksymalna˛ długos´c´ słowa wejs´ciowego. Dla transduktora Tseg nie ma takiej maksymalnej dłu-
gos´ci słowa wejs´ciowego. Wynika z tego, z˙e nie moz˙na skonstruowac´ odpowiednika p-subsekwen-
cyjnego transduktora Tseg. Moz˙na zatem stwierdzic´, z˙e ze strukturalnej wieloznacznos´ci – lub struktu-
ralnego niedeterminizmu – niemieckich wyrazów złoz˙onych wynika brak moz˙liwos´ci determinizacji
transduktora Tseg.
8 Dalsza analiza segmentów
W cze˛s´ci dotycza˛cej dystrybucji interfiksów przedstawilis´my kryteria maja˛ce wpływ na istnienie po-
szczególnych form kompozycyjnych pierwszych członów złoz˙en´. W słowniku, jak widac´, sa˛ zawarte
informacje o cze˛s´ci mowy, a jes´li hasło słownikowe jest rzeczownikiem, równiez˙ o rodzaju grama-
tycznym oraz o klasach fleksyjnych w liczbie pojedynczej i w liczbie mnogiej. Liczba sylab oraz
wyste˛powanie pewnego sufiksu lub wygłosu równiez˙ maja˛ znacza˛cy wpływ na wybór interfiksu.
Liczba sylab. Dla niektórych form kompozycyjnych posiadanie wielu sylab decyduje o pojawie-
niu sie˛ interfiksu. Jes´li natomiast wyraz jest jednosylabowy, interfiks nie wyste˛puje mimo podobnych
innych włas´ciwos´ci. Trzeba wie˛c sprawdzic´, czy pierwszy człon złoz˙enia jest jedno- czy wielosy-
labowy, przy czym dokładna liczba sylab w przypadku wyrazu wielosylabowego nie jest istotna.
Wykorzystujemy w tym celu równiez˙ transduktory skon´czone.
Sylaba składa sie˛ z obligatoryjnego os´rodka, zwykle samogłoski, i z fakultatywnych margina-
liów, czyli nagłosowej grupy spółgłoskowej zwanej naste˛pem oraz wygłosowej grupy spółgłoskowej
zwanej zeste˛pem (por. Polan´ski 1999: 575). Podstawowym elementem sylaby jest os´rodek. Wystar-
czy sprawdzic´, czy wyraz zawiera wie˛cej niz˙ jeden os´rodek, by stwierdzic´, iz˙ składa sie˛ z wie˛cej niz˙
5W cze˛s´ci 4. opisujemy wieloznacznos´c´ strukturalna˛ i leksykalna˛ wyrazu Druckerwartung. Tutaj bierzemy pod uwage˛
tylko wieloznacznos´c´ strukturalna˛.
61
Investigationes Linguisticae, vol. XIV
jednej sylaby. Marginalia moga˛, ale nie musza˛, wyste˛powac´. Identyfikacja dokładnej pozycji granic
pomie˛dzy sylabami równiez˙ nie jest istotna.
Na rysunku 5 zestawilis´my reprezentacje grafemowe spółgłosek niemieckich, które moga˛ pełnic´
funkcje˛ os´rodka sylaby:
pojedyncze: a, e, i, o, u, ä, ö, ü
podwójne: aa, ee, ie, oo
dyftongi: ai, au, äu, ei, eu
Rysunek 5: Reprezentacja moz˙liwych os´rodków sylabowych
W wyrazach zawieraja˛cych podwójne samogłoski lub dyftongi moga˛ wysta˛pic´ problemy przy
automatycznym rozstrzyganiu, czy w otoczeniu tych samogłosek mamy do czynienia z jedna˛ czy
z dwiema sylabami. Przypadki, gdzie pojawiaja˛ sie˛ dwa dowolne os´rodki na granicy segmentów,
moz˙na pomina˛c´, poniewaz˙ poprzednio opisany proces segmentacji eliminuje ten problem. Moz˙emy
wie˛c załoz˙yc´, iz˙ kaz˙dy cia˛g złoz˙ony z dwóch samogłosek i odpowiadaja˛cy jednemu z dyftongów lub z
samogłosek podwójnych z powyz˙szej tabeli jest pojedynczym os´rodkiem sylabowym. W przeciwnym
razie mamy do czynienia z dwoma stykaja˛cymi sie˛ os´rodkami złoz˙onymi z pojedynczych samogłosek
i tym samym z dwiema sylabami.
Dokładna postac´ os´rodków jest istotna tylko dla pierwszej sylaby. Jes´li po identyfikacji pierw-
szego os´rodka wysta˛pi w segmencie jakakolwiek kolejna samogłoska, to mamy do czynienia z seg-
mentem wielosylabowym. Nie trzeba dalej sprawdzac´, czy jest ona cze˛s´cia˛ dyftongu lub samogłoska˛
pojedyncza˛.
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Rysunek 6: Transduktor A1 dla sylab z pierwszym os´rodkiem a
Rysunek 6 przedstawia transduktor A1, który dla wyrazów z pierwszym os´rodkiem a sprawdza,
czy wyste˛puja˛ kolejne os´rodki. Jez˙eli segment jest jednosylabowy, to do tagsetu segmentu transduktor
doła˛cza tag −M, jes´li zas´ wielosylabowy, to +M. Symbol V oznacza tutaj zbiór wszystkich samogło-
sek pojedynczych, symbol K – zbiór wszystkich pojedynczych spółgłosek, przy czym K,V ⊂ ΣD.
Wszystkie transduktory A1 do A8 dla samogłosek pojedynczych maja˛ podobna˛ strukture˛. Trans-
duktory A9 do A16 sprawdzaja˛ wyste˛powanie dalszych sylab po sylabach z podwójnymi samogło-
skami i dyftongami. Ich struktura odpowiada transduktorowi przedstawionemu na rysunku 7.
Kaz˙dy transduktor An definiuje transdukcje˛ |An| : Σ∗D ·Σ∗T → Σ∗D ·Σ∗T okres´lona˛ dla pojedynczych
segmentów złoz˙onych z grafematycznej postaci segmentu oraz jego tagsetu. Ła˛czymy wszystkie
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Rysunek 7: Transduktor A1 dla sylab z pierwszym os´rodkiem aa
transduktory za pomoca˛ sumy okres´lonej dla relacji zbiorów regularnych oraz stosujemy domknie˛cie
Kleene’ego.
Tsyl =
( 16
[
i=1
Ai
)+
Otrzymany w ten sposób transduktor Tsyl sprawdza dla wejs´ciowego cia˛gu segmentów, czy kaz˙dy
segment tego cia˛gu jest jedno- lub wielosylabowy, i zaznacza te˛ ceche˛. Poniewaz˙ wynikiem segmen-
tacji moz˙e byc´ zbiór takich cia˛gów, rozszerzamy dziedzine˛ transdukcji okres´lonej przez Tsyl na zbiór
W takich cia˛gów w naste˛puja˛cy sposób:
|Tsyl|(W ) =
[
w∈W
|Tsyl|(w)
Dopiero powyz˙szy krok umoz˙liwia złoz˙enie transdukcji segmentuja˛cej |Tseg| z transdukcja˛ |Tsyl| :
2(Σ∗D·Σ∗T )∗ → 2(Σ∗D·Σ∗T )∗ .
Identyfikacja sufiksów. Poza liczba˛ sylab sufiks i wygłos członu równiez˙ maja˛ wpływ na formy
kompozycyjne i wyste˛powanie interfiksów. Sprawdzenie, czy dany segment zawiera jakis´ poszcze-
gólny sufiks, sprowadza sie˛ do przes´ledzenia, czy dany cia˛g znakowy zawiera jakis´ podcia˛g, co jest
typowym zadaniem dla automatów skon´czonych. Dodatkowo musi byc´ spełniony warunek, z˙e pod-
cia˛g znajduje sie˛ na kon´cu sprawdzanego cia˛gu.
Na rysunku 8 widac´ transduktor B18 sprawdzaja˛cy, czy dany segment kon´czy sie˛ sufiksem -ung.
Przejs´cie z symbolem ? \ {u} oznacza, z˙e takie przejs´cie moz˙e byc´ wykorzystane przez wszystkie
symbole nalez˙a˛ce do alfabetu ΣD oprócz u. Transduktor B18 doła˛cza do kon´ca tagsetu sprawdzanego
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Rysunek 8: Transduktor B18 sprawdzaja˛cy wyste˛powanie sufiksu -ung
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segmentu tag +SS, jez˙eli znalazł sie˛ szukany sufiks, lub −SA w przeciwnym wypadku. Dla innych
sufiksów stosujemy inne tagi.
Rozróz˙nienie sufiksów i róz˙nych rodzajów wygłosu odbywa sie˛ podobnie. W konsekwencji wszyst-
kie transduktory od B1 do B19 dla sufiksów i B20, B21 dla dwóch rodzajów wygłosu maja˛ strukture˛
podobna˛ do transduktora B18 na powyz˙szym rysunku.
Wszystkie transdukcje |Bn| : Σ∗D ·Σ∗T → Σ∗D ·Σ∗T sa˛ okres´lone dla pojedynczych segmentów. Do-
konuja˛c modyfikacje analogiczne do tych z paragrafu dotycza˛cego analizy sylab, otrzymujemy trans-
duktor Tsuf okres´laja˛cy transdukcje˛ |Tsuf| : 2(Σ∗D·Σ∗T )∗ → 2(Σ∗D·Σ∗T )∗ .
9 Reguły dystrybucyjne
Do tej pory analiza złoz˙en´ skupiała sie˛ jedynie na pojedynczych segmentach, bez uwzgle˛dnienia
zwia˛zków dystrybucyjnych pomie˛dzy nimi zachodza˛cych. W niniejszym artykule zakładamy istnie-
nie dwóch poziomów kontekstu morfologicznego zachodza˛cego wewna˛trz kaz˙dego złoz˙enia – kon-
tekstu globalnego oraz kontekstu lokalnego. Kontekst globalny jest realizowany przez zasady ła˛czenia
sie˛ poszczególnych członów. Moz˙na tez˙ tutaj mówic´ o pewnej syntagmatyce złoz˙en´. Kontekst lokalny
odpowiada paradygmatyce form kompozycyjnych i zachodzi wewna˛trz członu złoz˙enia. Sa˛ to zasady
ła˛czenia sie˛ form podstawowych danego członu z odpowiednim interfiksem.
Wykorzystujemy oba konteksty do eliminacji wieloznacznos´ci otrzymanych w wyniku naiwnej
segmentacji złoz˙enia. O ile do modelowania globalnych reguł dystrybucyjnych stosujemy jedynie
własnos´ci zamknie˛tos´ci automatów i transduktorów, o tyle w przypadku lokalnych zalez˙nos´ci kon-
struujemy transduktor dla kaz˙dego rodzaju formy kompozycyjnej.
Lokalne reguły dystrybucyjne. Podstawa˛ kaz˙dej lokalnej reguły jest zestawienie znacza˛cych ta-
gów z rysunku 2. Transduktor modeluja˛cy formy kompozycyjne danego rodzaju rzeczowników musi
uwzgle˛dnic´ wszystkie tagi wyszczególnione dla tych rzeczowników. Jak widac´ po numeracji, uwzgle˛d-
nilis´my 13 róz˙nych reguł do tworzenia form kompozycyjnych dla rzeczowników i po jednej dla cza-
sowników i przymiotników.
Przez NK2 oznaczamy regułe˛ opisuja˛ca˛ formy kompozycyjne członów nominalnych z tzw. słaba˛
deklinacja˛ (niem. schwache Deklination, por. Dudenredaktion 1998: 223). Do tej grupy zalicza sie˛
wszystkie wyrazy, które w liczbie pojedynczej odmieniaja˛ sie˛ według schematu S2, a w liczbie mno-
giej według schematu P3. Pojawienie sie˛ odpowiednich tagów w tagsecie danego członu kwalifikuje
go jednoznacznie do słabych rzeczowników. Moz˙na jednak w tej grupie wyodre˛bnic´ dwie rozła˛czne
podgrupy, które przyjmuja˛ róz˙ne (choc´ allomorficzne) interfiksy – -n dla rzeczowników kon´cza˛cych
sie˛ na e oraz -en we wszystkich pozostałych wypadkach.
Wprowadzimy w tym miejscu poje˛cie tolerancji dla reguł lokalnych. Mówimy, z˙e reguła jest to-
lerancyjna wobec wszystkich form kompozycyjnych, których nie opisuje, to znaczy, z˙e uznaje je jako
poprawne, poniewaz˙ nie zawiera informacji, na podstawie których mogłaby orzec niepoprawnos´c´
danej formy kompozycyjnej. Reguła jest nietolerancyjna wobec grupy form kompozycyjnych, która˛
dokładnie opisuje, to znaczy, z˙e jes´li wyraz nalez˙y do tej grupy, musi tworzyc´ poprawna˛ forme˛ kom-
pozycyjna˛, inaczej zostanie odrzucony. Dla reguły NK2 oznacza to, z˙e be˛dzie akceptowała wszystkie
formy kompozycyjne rzeczowników nieodmieniaja˛cych sie˛ według słabej deklinacji, niezalez˙nie od
poprawnos´ci gramatycznej danej formy. Jez˙eli jednak dany wyraz jest rzeczownikiem słabym, to od-
rzuci ona wszystkie niegramatyczne formy kompozycyjne.
Transduktor NK2 z rysunku 9 implementuje odpowiednia˛ regułe˛ lokalna˛. Aby opisywany przypa-
dek był bardziej czytelny stosujemy tutaj symbole złoz˙one do oznaczania przejs´c´ pomie˛dzy stanami.
Nie zmienia to funkcjonalnos´ci transduktora, poniewaz˙ wystarczy w miejscu złoz˙onych symboli za-
łoz˙yc´ dodatkowe stany i przejs´cia oznaczone kolejno pojedynczymi znakami składowymi. ´Sciez˙ki
z pogrubionymi symbolami opisuja˛ główna˛, nietolerancyjna˛ cze˛s´c´ reguły, a niepogrubione – cze˛s´c´
tolerancyjna˛. Jak widac´, transduktor identyfikuje dana˛ grupe˛ rzeczowników na podstawie znacza˛cych
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Rysunek 9: Formy kompozycyjne rzeczowników ze słaba˛ deklinacja˛ – reguła NK2
tagów, po czym musi pojawic´ sie˛ jeden z odpowiednich interfiksów -en lub -n. Dla s´ciez˙ek toleran-
cyjnych nie okres´la sie˛ formy interfiksu, akceptuje sie˛ równiez˙ jego brak.
Po konstrukcji pozostałych reguł nominalnych według podobnych zasad co powyz˙ej wystarczy
wykonac´ operacje˛ przecie˛cia okres´lonej dla zbiorów regularnych:
NK =
13
\
i=1
NKi
Zamknie˛tos´c´ transduktorów pod wzgle˛dem przecie˛cia nie jest gwarantowana dla wszystkich ro-
dzajów transduktorów. Moz˙emy ja˛ jednak stosowac´ w tym przypadku, poniewaz˙ opisane reguły reali-
zuja˛ odwzorowania identycznos´ciowe, sa˛ wie˛c równowaz˙ne z automatami skon´czonymi. Wszystkie
automaty skon´czone sa˛ zamknie˛te na przecie˛cia (por. Roche i Schabes 1997: 6). Otrzymany w ten
sposób transduktor NK jest równoczes´nie nietolerancyjny wobec wszystkich opisanych rzeczowni-
kowych form kompozycyjnych oraz tolerancyjny wobec wszystkich pozostałych form.
Dla czasownikowych i przymiotnikowych form kompozycyjnych wystarczy załoz˙yc´ po jednej
regule dystrybucyjnej, poniewaz˙ dystrybucja interfiksów jest skomplikowana tylko dla rzeczowników.
Transduktory V K i AK implementuja˛ odpowiednie reguły lokalne.
Globalne reguły dystrybucyjne. Konteksty globalne opisuja˛ zasady ła˛czenia sie˛ formy kompo-
zycyjnej pierwszego członu z drugim członem. Jes´li mamy do czynienia ze złoz˙eniem wielokrot-
nym, to wyste˛puje cia˛g form kompozycyjnych, który ła˛czy sie˛ z pojedynczym członem głównym.
Nie uwzgle˛dniamy w tym miejscu zwia˛zków hierarchicznych, zachodza˛cych mie˛dzy poszczególnymi
członami.
Dla wyrazów pojedynczo złoz˙onych zakładamy, z˙e pierwszy człon moz˙e byc´ rzeczownikowa˛,
czasownikowa˛ lub przymiotnikowa˛ forma˛ kompozycyjna˛. Drugi człon be˛dzie forma˛ podstawowa˛ wy-
razu nalez˙a˛cego równiez˙ do jednej z powyz˙szych cze˛s´ci mowy. Transduktory NG, V G i AG akceptuja˛
takie formy podstawowe, sprawdzaja˛c tylko tagi okres´laja˛ce przynalez˙nos´c´ do danej cze˛s´ci mowy.
Poniewaz˙ w słowniku zawarto jedynie formy podstawowe wyrazów, nie trzeba sprawdzac´ innych
cech.
Konkatenuja˛c sume˛ transduktorów okres´laja˛cych formy kompozycyjne pierwszego członu z suma˛
transduktorów akceptuja˛cych podstawowe formy drugiego członu, otrzymujemy globalna˛ regułe˛ dys-
trybucyjna˛ dla wyrazów pojedynczo złoz˙onych.
Tpoj = (NK∪V K∪AK) · (NG∪VG∪AG)
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Taka reguła nie be˛dzie akceptowała wyrazów wielokrotnie złoz˙onych. Jednak zakładaja˛c, z˙e w
złoz˙eniach wielokrotnych pierwszy człon jest potencjalnie nieskon´czonym cia˛giem form kompozy-
cyjnych składaja˛cym sie˛ z co najmniej jednej takiej formy, wystarczy zmodyfikowac´ regułe˛ Tpoj do
naste˛puja˛cej postaci:
Tdis = (NK∪V K∪AK)+ · (NG∪VG∪AG)
Powstały transduktor Tdis ła˛czy wszystkie lokalne reguły dystrybucyjne w całos´c´ i ustala relacje
pomie˛dzy nimi zachodza˛ce. Okres´lamy w ten sposób kolejnos´c´ moz˙liwych członów. Reguły lokalne
gwarantuja˛, z˙e nie zostana˛ zaakceptowane niegramatyczne formy kompozycyjne, reguły globalne
sprawdzaja˛, czy poprawnie skonstruowane formy kompozycyjne pojawiaja˛ sie˛ w złoz˙eniu w odpo-
wiednim miejscu, odrzucaja˛c np. wszystkie wyniki segmentacji twierdza˛ce, z˙e znaleziono interfiks
na kon´cu wyrazu złoz˙onego.
Wszystkie transduktory modeluja˛ce reguły dystrybucyjne odwzorowuja˛ słowo wejs´ciowe na iden-
tyczne słowo wyjs´ciowe w przypadku, gdy zostało zaakceptowane, w przeciwnym przypadku zwra-
caja˛ puste słowo. Transduktor Tdis, który jest poła˛czeniem wszystkich reguł, działa analogicznie oraz
okres´la transdukcje˛ |Tdis| : (Σ∗D ·Σ∗T )∗ → (Σ∗D ·Σ∗T )∗. Rozszerzaja˛c transdukcje˛ podobnie jak poprzed-
nio na zbiory słów wejs´ciowych, otrzymujemy transdukcje˛ |Tdis| : 2(Σ∗D·Σ∗T )∗ → 2(Σ∗D·Σ∗T )∗ . Wtedy jes´li
Wwe ∈ 2(Σ
∗
D·Σ∗T )∗ be˛dzie zbiorem słów wejs´ciowych otrzymanym po segmentacji i analizie segmentów
oraz Wwy = |Tdis|(Wwe) be˛dzie zbiorem słów wyjs´ciowych po transdukcji, to Wwy ⊆ Wwe oraz Wwy
powinien zawierac´ tylko gramatycznie poprawne złoz˙enia.
Gramatyczna poprawnos´c´ jest oczywis´cie poje˛ciem wzgle˛dnym i zalez˙y od jakos´ci wyodre˛b-
nionych reguł. Wspominalis´my wczes´niej o regułach zleksykalizowanych dla form kompozycyjnych
niepodporza˛dkowuja˛cych sie˛ ogólnym zasadom dystrybucji interfiksów. Kaz˙da˛ taka˛ regułe˛ moz˙na do-
ła˛czyc´ do modelu za pomoca˛ intersekcji reguły zleksykalizowanej z transduktorem opisuja˛cym formy
kompozycyjne odpowiedniej cze˛s´ci mowy. W ten sposób moz˙na sukcesywnie zmniejszyc´ tolerancje˛
modelu dla przypadków nieuje˛tych.
10 Poła˛czenie wszystkich elementów
Opisalis´my juz˙ wszystkie elementy modelu. Przedstawimy teraz ła˛czne działanie wszystkich trans-
duktorów dla naszego przykładowego złoz˙enia Druckerwartung. Wyniki jednej transdukcji be˛da˛ wy-
korzystywane jako zbiór słów wejs´ciowych do naste˛pnej transdukcji. Konstruujemy w ten sposób
tzw. kaskade˛ transduktorów.
Poniz˙szy przykład segmentacji pojawił sie˛ juz˙ wczes´niej w odpowiedniej cze˛s´ci artykułu. Jak
widac´, otrzymamy pie˛c´ róz˙nych rozkładów wyrazu wejs´ciowego w postaci cia˛gów segmentów i
doła˛czonych tagsetów. Wyste˛puja˛ tu zarówno wieloznacznos´ci strukturalne ze wzgle˛du na postac´
segmentów, jak i wieloznacznos´ci leksykalne ze wzgle˛du na róz˙nia˛ce sie˛ tagsety homonimicznych
segmentów. Zbiór W1 zawiera wyniki tymczasowe naiwnej segmentacji, które be˛da˛ analizowane w
dalszej cze˛s´ci procesu.
W1 = |Tseg|(druckerwartung)
W1 = {
(1) drucker+N+MS+S1+P1#wartung+N+FM+S3+P3#,
(2) druck+N+MS+S1–P#erwartung+N+FM+S3+P3#,
(3) druck+V#erwartung+N+FM+S3+P3#,
(4) druck+N+MS+S1–P#er+I#wartung+N+FM+S3+P3#,
(5) druck+V#er+I#wartung+N+FM+S3+P3#
}
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Analize˛ członów skupilis´my w jednej transdukcji be˛da˛cej złoz˙eniem transdukcji |Tsyl| i |Tsuf|.
Do tagsetów poszczególnych członów zostaja˛ doła˛czone tagi informuja˛ce o liczbie sylab i o postaci
sufiksu lub wygłosu. W wyniku analizy ilos´c´ elementów zbiorów W1 i W2 nie podlega zmianom.
W2 = |Tsyl ◦Tsuf|(W1)
W2 = {
(1) drucker+N+MS+S1+P1+M–SA#wartung+N+FM+S3+P3+M+SS#,
(2) druck+N+MS+S1–P–M–SA#erwartung+N+FM+S3+P3+M+SS#,
(3) druck+V–P–SA#erwartung+N+FM+S3+P3+M+SS#,
(4) druck+N+MS+S1–P–M–SA#er+I#wartung+N+FM+S3+P3+M+SS#,
(5) druck+V–M–SA#er+I#wartung+N+FM+S3+P3+M+SS#
}
Po umieszczeniu wszystkich wymaganych tagów moz˙e nasta˛pic´ analiza gramatycznej poprawno-
s´ci wyników naiwnej segmentacji. Słuz˙a˛ do tego opisane powyz˙ej lokalne i globalne reguły dystry-
bucyjne. Zadaniem naiwnej segmentacji jest znalezienie zbioru wszystkich moz˙liwych rozkładów na
segmenty. Analiza gramatycznos´ci ma usuna˛c´ z tego zbioru wszystkie rozkłady niegramatyczne.
Wwy = |Tdis|(W2)
Wwy = {
(1) drucker+N+MS+S1+P1+M–SA#wartung+N+FM+S3+P3+M+SS#,
(2) druck+N+MS+S1–P–M–SA#erwartung+N+FM+S3+P3+M+SS#,
(3) druck+V–P–SA#erwartung+N+FM+S3+P3+M+SS#
}
Widzimy, z˙e zostały usunie˛te rozkłady (4) i (5). Sa˛ one niepoprawne pod wzgle˛dem gramatycz-
nym. Rozkład (4) został odrzucony przez regułe˛ lokalna˛ NK13, która orzeka, z˙e rzeczownik niemaja˛cy
specyficznego sufiksu oraz wygłosu, be˛da˛cy ponadto singulare tantum, tworzy forme˛ kompozycyjna˛
bez interfiksu. Reguła V K jest odpowiedzialna za wyeliminowanie rozkładu (5), poniewaz˙ ustala ona,
z˙e formy kompozycyjne czasowników albo nie zawieraja˛ interfiksów, albo ła˛cza˛ sie˛ z interfiksem -e.
Pozostałe rozkłady sa˛ zgodne ze sformułowanymi regułami lub mieszcza˛ sie˛ w zakresie tolerancji
wszystkich reguł równoczes´nie. Jes´li nie została okres´lona z˙adna reguła wykluczaja˛ca dany rozkład,
trzeba go akceptowac´. Dzieje sie˛ tak np. w przypadku rozkładu (1). Na tym kon´czy sie˛ opis naszego
modelu.
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