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An Introduction to Exotic 4-manifolds
Dean Bodenham
Abstract
This article intends to provide an introduction to the
construction of small exotic 4-manifolds. Some of the
necessary background is covered. An exposition is given
of J. Park’s construction in [P] of an exotic CP2#7CP2.
This article does not intend to present any new results.
It was originally a Master’s thesis, and its aim is merely
to provide a leisurely introduction to exotic 4-manifolds
that might be of use to interested graduate students.
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1 Introduction
A manifold X is exotic if it is homeomorphic to another manifold Y , but is
not diffeomorphic to it. Usually, Y is a well-known manifold and then we
say “X is an exotic Y ”.
A natural question to ask is “How easy it is to find an exotic manifold?”.
Or, more specifically, “For a fixed manifold X , how many exotic X ’s are
there?” To say there is an exotic X is the same as saying that X has more
than one smooth structure.
Suppose X is a closed, topological n-manifold. If n ≤ 3, then X has a
unique smooth structure. If n ≥ 5, then X has at most finitely many
smooth structures. This much is known. However, if n = 4, then (as far as
we know) X must have infinitely many smooth structures or none at all.
In other words, currently there are no closed smooth 4-manifolds known to
have only finitely-many smooth structures.
Perhaps the “simplest” smooth 4-manifolds, S4, S2 × S2 and CP2, will
provide us with an example of a 4-manifold with a unique smooth
structure, but proving or disproving that this is the case has turned out to
be quite difficult.
One way mathematicians have tackled this problem in recent years is to try
and find exotic CP2#nCP2s for as small an n ∈ N as possible. Exotic
manifolds for the cases n = 9 and n = 8 were discovered by S. Donaldson in
[Do] and D. Kotschick in [Ko2], respectively, in the late 1980s. Then, for
over 15 years, the next case of n = 7 lay unsolved.
In 2004, J. Park in [P] found a symplectic manifold that was
homeomorphic, but not diffeomorphic, to CP2#7CP2, and since then
infinite families of exotic CP2#nCP2s have been found for as low as n = 3.
1
It is the purpose of this article to give an exposition of J. Park’s
construction. The principal sources are J. Park’s paper [P], and the papers
of R. Fintushel and R. Stern [FS1], [FS2] and [FS3]. In order for the
construction to be followed, some of the necessary background material is
covered, most of which can be found in [GS]. It is assumed the reader is
familar with algebraic topology (see [H1]) and knot theory (see [Ro]). Kirby
Calculus (see [GS]) is used in section 10.
I would like to thank my supervisor, David Gay, for his continued patience
and encouragement over the last two years.
I would also like to thank Andra´s Stipsicz for his excellent lectures and his
patience in answering my many questions.
A Note About This Article
This article does not intend to present any new results, but merely provide
some background and give an introduction to exotic 4-manifolds. It is an
updated version of a Master’s thesis that was submitted to the University
of Cape Town in August 2008. It was suggested that it might be of use to
other graduate students starting out in the field and so, after some
encouragement, it was posted on the arXiv.
Comments1, suggestions and corrections are welcomed and can be emailed
to deanab17@yahoo.com. Any errors − typographical, grammatical or
mathematical − are entirely my own.
Dean Bodenham
December 2008
1I am not sure why, but downloading the postscript file and then turning it into a pdf
gives diagrams of a slightly better quality than in the downloadable pdf.
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2 A Quick Review of Manifolds
The definitions of a manifold, a differentiable structure, a homeomorphism
and a diffeomorphism can be found in [GP], [GS] and other books, but we
review them here. For other definitions such as embeddings, isotopies,
orientations, tangent spaces, the reader is referred to [GP]. A useful
introduction to differential geometry is [Is]. For knot theory, see [Ro]. For
algebraic topology, see [H1]. For fibre bundles, see [St]. For characterstic
classes, see [MiSt] or [GS]. We mainly follow the definitions presented in
[GS].
Definition 2.1 A homeomorphism is a bijective map φ : X −→ Y between
two topological spaces X and Y such that both φ and φ−1 are continuous.
Definition 2.2 We define Rn+ to be the upper half space of R
n, i.e.
Rn+ = {(x1, x2, . . . , xn) ∈ Rn| xn ≥ 0}.
Definition 2.3 An n-dimensional topological manifold is a separable
Hausdorff topological space X , such that for every point p ∈ X there is an
open neighbourhood U of p that is homeomorphic to an open subet of Rn+.
Remark 2.4 We usually abbreviate “n-dimensional manifold” simply to
“n-manifold”.
Example 2.5 Rn and Rn+ are trivial examples of n-manifolds. Note that
they are not compact.
Definition 2.6 Let X be a topological n-manifold.
A pair (U, φ), where U is an open subset of X and φ : U −→ Rn+ is a
homeomorphism of U onto an open subset of Rn+, is called a chart.
A collection of charts {(Uα, φα)| α ∈ A} is called an atlas if it is a cover of
X , i.e. ∪α∈AUα = X .
The map φβ ◦ φ−1α from the open subset φα(Uα ∩ Uβ) ⊂ Rn+ to the open
subset φβ(Uα ∩ Uβ) ⊂ Rn+ is called the transition function between the
charts (Uα, φα) and (Uβ, φβ).
A topological manifold X with an atlas {(Uα, φα)| α ∈ A} is called a
Cr-manifold (r = 1, 2, . . .∞) if the transition functions are Cr-maps. In the
case r =∞, X is called a smooth manifold.
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Remarks 2.7 (i) Often a chart is called a coordinate chart.
(ii) If X is a Cr-manifold (r > 0), X is often simply called a differentiable
manifold.
(iii) An atlas on a manifold X with Cr transition functions (r > 0) is
called a differentiable structure on X .
Definition 2.8 Let X be a topological n-manifold. The points of X
corresponding to the points in {(x1, x2, . . . , xn) ∈ Rn+| xn = 0} ∼= Rn−1 form
an (n− 1)-dimensional submanifold of X , denoted ∂X and called the
boundary of X .
Remark 2.9 If we required the homeomorphisms φα of the charts (Uα, φα)
to be maps into Rn as opposed to Rn+, X would have empty boundary, i.e.
∂X = ∅.
Definition 2.10 We say that a manifold X is closed if it is compact and
∂X = ∅.
Example 2.11 The n-dimensional sphere Sn = {x ∈ Rn+1| ‖ x ‖= 1} is a
closed n-manifold.
Example 2.12 The n-dimensional disk Dn = {x ∈ Rn| ‖ x ‖≤ 1} is a
compact n-manifold with boundary ∂Dn = Sn−1.
Definition 2.13 (from [Is]) Let X and Y be two Cr-manifolds, and
suppose X is n-dimensional and Y is m-dimensional. The local
representative of a map f : X −→ Y with respect to the charts (U, φ) and
(V, ψ) on X and Y , respectively, is the map
ψ ◦ f ◦ φ−1 : φ(U) ⊂ Rn+ −→ Rm+
A map f : X −→ Y is a Cr-map between two Cr-manifolds X and Y if the
local representatives of f are Cr with respect to every chart of the atlases
of X and Y .
Definition 2.14 Let X and Y be two Cr-manifolds. A homeomorphism
f : X −→ Y is called a Cr-diffeomorphism if both f and f−1 are Cr-maps.
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Remark 2.15 In the case r =∞ we usually call such a map a
diffeomorphism.
Definition 2.16 Let W be an open neighbourhood of C. A function
f : W −→ C is called holomorphic if it is complex-differentiable at every
point in W .
Remark 2.17 Recall from complex analysis that a holomorphic function is
also analytic, i.e. equals its Taylor series in a neighbourhood of each point
of its domain (and is therefore also a smooth function).
Definition 2.18 An atlas {(Uα, φα)| α ∈ A} on a (real) 2n-dimensional
manifold X is called a complex structure if each φα is a homeomorphism
between Uα and an open subset of C
n (identified with R2n), and the
transition functions φβ ◦ φ−1α are holomorphic.
Remark 2.19 Complex manifolds are canonically oriented. The following
argument comes from [GS]: Firstly, C is oriented as a real vector space by
the ordered basis (1, i). Secondly, the connected group GL(n;C) lies in
GL+(2n;R), and so by choosing a complex isomorphism with Cn, any
n-dimensional complex vector space is canonically oriented.
The next theorem from [Mu] (quoted from [GS]) shows that every
Cr-manifold essentially has a smooth structure (for r > 0).
Theorem 2.20 Suppose that X is a Cr-manifold and 1 ≤ r ≤ s (including
s =∞). Then there is a Cs-atlas of X for which the induced Cr-structure
is isotopic to the original Cr-structure on X. Moreover, this Cs-structure is
unique up to isotopy (through Cr-diffeomorphisms); consequently the
Cr-manifold X admits a unique induced Cs-structure for every s ≥ r.
Remark 2.21 Therefore, we only need to focus on classifying the
topological manifolds and the smooth manifolds. While every smooth
manifold is a topological manifold, we shall see later that there are some
topological manifolds that do not admit any smooth structures.
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3 A Brief Account of Fibre Bundles
What follows below is the “provisional definition” given in [St], which will
be sufficient for our purposes.
Definition 3.1 A fibre bundle B = (E,B, p, F ) is a quadruple consisting
of
(1) a topological space E called the bundle space
(2) a topological space B called the base space
(3) a continuous map p : E −→ B of E onto B called the projection map
(4) a space F called the fibre
This quadruple must satisfy two conditions. For each x ∈ B,
(i) the set Fx defined by Fx = p
−1(x), called the fibre over the point x,
must be homeomorphic to the fibre F
(ii) there is a neighbourhood U of x and a homeomorphism
φ : U × F −→ p−1(U) such that for all u ∈ U and all f ∈ F
p ◦ φ(u, f) = u
Remarks 3.2 (i) Often, we just call the bundle space the bundle, the
base space the base and the projection map the projection.
(ii) Condition (ii) above is called local triviality, and is equivalent to
saying that the following diagram commutes
U × F
π1
""
FF
FF
FF
FF
F
φ
// p−1(U)
p
{{xx
xx
xx
xx
x
U
where π1 is the projection of U × F onto the first factor U .
(iii) It should be noted that a fibre bundle is actually a quintuple
B = (E,B, p, F,G), where G is a topological tranformation group,
called the structure group, satisfying certain conditions. However, we
shall not really need this additional structure, and shall just consider
a fibre bundle to be as described in the definition above.
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Remark 3.3 In [St] and [H1] it is proved that a fibre bundle
B = (E,B, p, F ) gives rise to the following long exact sequence of
homotopy groups:
. . . −→ πn(F ) −→ πn(E) −→ πn(B) −→ πn−1(F ) −→ . . . −→ π0(E) −→ 0
Definiton 3.4 We define a fibre bundle B = (E,B, p, F ) to be a trivial
bundle if there is a homeomorphism h : E −→ B × F which commutes with
the projection maps, as above.
With this definition in mind, we have the following important theorem:
Theorem 3.5 If the base space B of a fibre bundle B = (E,B, p, F ) is
contractible, then B is a trivial bundle.
There is a proof of this theorem in [St], but I prefer the proof in [O].
Definition 3.6 Let B = (E,B, p, F ) be a fibre bundle. We call the
(continuous) map s : B −→ E a section of the fibre bundle if for all b ∈ B
we have p ◦ s(b) = b.
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4 The Intersection Form
In this section, let X be a compact, oriented, topological 4-manifold. We
follow the notations and definitions presented in [GS].
Since X is oriented, it admits a fundamental class [X ] ∈ H4(X, ∂X,Z). See
[H1] for details. We now define the intersection form of a 4-manifold X .
Definition 4.1 The symmetric bilinear form
QX : H
2(X, ∂X ;Z)×H2(X, ∂X ;Z) −→ Z
is defined by QX(a, b) =< a ∪ b, [X ] >.
Remark 4.2 In the definition above a, b ∈ H2(X, ∂X ;Z) and ‘a ∪ b’
denotes the cup product between a and b, [X ] ∈ H4(X, ∂X,Z) is the
fundamental class of the manifold X , and
< ., . >: H4(X, ∂X,Z)×H4(X, ∂X,Z) −→ Z is the bilinear form where the
cohomology class is evaluated on the homology class.
Remark 4.3 (i) We often denote QX(a, b) by a · b.
(ii) Since by Poincare´ duality H2(X ;Z) ∼= H2(X, ∂X ;Z), QX is also
defined on H2(X ;Z)×H2(X ;Z).
(iii) By the definition of the intersection form, we have QX = −QX , where
X is the manifold X with the opposite orientation.
If a or b is a torsion element of H2(X ;Z) then QX(a, b) = 0. Therefore, we
could consider intersection forms as just being defined on H2(X ;Z)/torsion,
which is a finitely-generated free abelian group.
By choosing a basis {b1, b2, . . . , bn} of H2(X ;Z)/torsion, we can represent
QX by a matrix M . Since M depends on our choice of basis, using another
basis {b˜1, b˜2, . . . , b˜n} could result in QX being represented by another
matrix M˜ . However, if B is the basis tranformation between the bases {bi}
and {b˜i}, and Bt is the transpose matrix of B, then M˜ = BMBt, and B is
such that det(B) = ±1. Then
det(M˜) = det(B)det(M)det(Bt) = det(B)det(Bt)det(M)
= det(B)det(B)det(M) = (det(B))2det(M) = 1 · det(M)
= det(M)
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This shows that det(M) is independent of the basis we choose, and
sometimes we denote this by det(QX). We shall also usually identify the
intersection form QX with the matrix representing it.
Definition 4.4 If M and M˜ are two n× n matrices over Z and there is a
matrix B (also over Z) such that
M˜ = BMBt
then we say that M and M˜ are equivalent.
It is easy to check that this definition of equivalent is an equivalence
relation.
It is natural to ask where the name intersection form originates. If X is a
smooth manifold, then QX(a, b) can be interpreted as the (signed) number
of intersections of two submanifolds of X . In order to make this statment
clear, we shall need a little background (which we take from [GS]).
In what follows, X is a closed, oriented, smooth 4-manifold. Similar results
hold for cases when X has boundary, is non-compact or is non-orientable,
but we shall not consider these cases here.
Definition 4.5 Let Xn be a smooth n-dimensional manifold. We say that
a class α ∈ H2(Xn;Z) is represented by a closed, oriented surface Σα if
there is an embedding i : Σα →֒ Xn such that i∗([Σα]) = α, where
[Σα] ∈ H2(Σα;Z) is the fundamental class of Σα.
With this definition in mind, we have the following proposition:
Proposition 4.6 Let X be a closed, oriented, smooth 4-manifold. Then
every element of H2(X ;Z) can be represented by an embedded surface.
The proof in [GS] uses results that are beyond the scope of this article.
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Remark 4.7 If X is simply connected, by the Hurewicz Theorem (see
[H1]) π2(X) ∼= H2(X ;Z), which implies that every α ∈ H2(X ;Z) can be
represented by an immersed sphere. Note the difference: the embedded
surface above need not have been a sphere; for example, it could have been
a torus.
Further note that although this immersion is not an embedding in general,
one can assume that an immersion S2 −→ X4 intersects itself only in
transverse double points (see [GP]).
Again, suppose that X is a closed, oriented, smooth 4-manifold. Let
a, b ∈ H2(X ;Z) and let their Poincare´ duals be α = PD(a), β = PD(b),
respectively. For the following, see [GP].
Let Σα and Σβ be the surface representatives of α and β (and therefore of a
and b), respectively, and suppose that the surfaces Σα and Σβ have been
chosen generically, so that all their intersections are transverse.
If p ∈ Σα ∩ Σβ, the tangent spaces at the point p, denoted TpΣα and TpΣβ
are orthogonal to each other (since the surfaces intersect transversely at p).
If we concatenate the basis {x1, x2} of TpΣα and the basis {y1, y2} of TpΣβ ,
we get a basis {x1, x2, y1, y2} for TpX .
If this basis {x1, x2, y1, y2} is positive (i.e. defines a positive orientation on
X), we define the sign of the intersection at p to be positive, otherwise it is
a negative intersection.
Note that the sign will not depend on the order of {α, β}, but will depend
on the orientations of the embedded surfaces Σα and Σβ .
This leads to the geometric interpretation of QX (for the proof, see [GS]):
Proposition 4.8 Let X be a closed, oriented, smooth 4-manifold. Let
a, b ∈ H2(X ;Z). Let α, β ∈ H2(X ;Z) be their Poincare´ duals, respectively,
and let Σα and Σβ be their surface representatives, respectively. Let QX be
the intersection form of X.
Then QX(a, b) is the number of points in Σα ∩ Σβ, counted with sign.
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Remark 4.9 For example, if there are three intersection points in Σα ∩Σβ ,
2 negative and 1 positive, then QX(a, b) = −1.
Remarks 4.10 A complex structure on a manifold X defines an
orientation on X , and so any complex submanifolds of X are canonically
oriented (see Remark 2.19).
In particular, if S is a complex surface, and C1 and C2 are complex curves
in S that intersect each other transversely, then QS(C1, C2) ≥ 0. In other
words, the transverse intersection of complex submanifolds is always
positive. This important fact will be used later.
However, it is worth noting that the self-intersection QX(C,C) of a
complex curve C can be negative, as we shall see later.
The intersection form QX of a closed, oriented, topological 4-manifold X is
a symmetric, bilinear form on a finitely-generated free abelian group.
However, there is another property that the matrices representing QX have,
one that is not immediately apparent.
Definition 4.11 A matrix Q is called unimodular if det(Q) = ±1.
This is equivalent to saying that the matrix Q is invertible over Z. We can
now state the following proposition:
Proposition 4.12 The intersection form QX of a closed, oriented,
topological 4-manifold X is unimodular.
The proof of this proposition can be found in both [GS] and [Sc].
Now, let us forget about the 4-manifolds for a while, and just look at
properties of symmetric, bilinear, unimodular forms defined on a
finitely-generated free abelian group.
11
5 Classification of Integral Forms
Actually, the title of this section is a bit of an abbreviation. We shall just
be considering symmetric, bilinear, unimodular forms. Again, we follow
[GS]. Another good reference is [MH].
Let Q : A×A −→ Z be a symmetric, bilinear, unimodular form defined on
a finitely-generated free abelian group A. We define the following invariants
of Q: rank, signature and parity.
The rank of Q is the dimension of A and is denoted rk(Q).
The signature of Q is defined as follows: consider Q as an n× n matrix
with entries in Z, and diagonalize it over R. Denote the number of positive
eigenvalues on the diagonal by b+2 (Q) and the number of negative
eigenvalues on the diagonal by b−2 (Q). We finally define the signature of Q
as σ(Q) = b+2 (Q)− b−2 (Q).
Remark 5.1 We define b2(Q) = b
+
2 (Q) + b
−
2 (Q), and it is called the second
Betti number. Clearly, b2(Q) = rk(Q). Sometimes we shall write b2(Q)
simply as b2 when there is no chance of ambiguity.
We define the parity of Q to be either odd or even. If for all a ∈ A
Q(a, a) ≡ 0 (mod 2), we say that Q is even. Otherwise, we say that Q is
odd.
Remark 5.2 Note that if there is just one element a′ ∈ A such that
Q(a′, a′) ≡ 1 (mod 2), it is enough to make Q odd.
It is worthwhile checking that rank, signature and parity are indeed
invariants of a symmetric, bilinear, unimodular form. When we say they
are invariants, we mean that two matrices representing the same form
should have the same rank, signature and parity. This is thre same as
saying that if X and Y are two equivalent matrices with entries in Z, i.e.
there is a basis tranformation tranformation matrix B such that
X = BY Bt, then rk(X) = rk(Y ), σ(X) = σ(Y ) and the parity of X is the
same as the parity of Y .
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Suppose X and Y are equivalent matrices representing the same symmetric,
bilinear, unimodular form Q. The fact that rank and signature are
invariants is due to the following theorem from linear algebra (Theorem
6.z3 in [He]):
Theorem 5.3 Given the real symmetric matrix A there is an invertible
matrix T such that
TAT t =

 Ir −Is
0t


where Ir and Is are respectively the r × r and s× s unit matrices and where
0t is the t× t 0-matrix. The integers r + s, which is the rank of A, and
r − s, which is the signature of A, characterize the congruence class of A.
That is, two real symmetric matrices are congruent if and only if they have
the same rank and signature.
Remark 5.4 Herstein’s notion of two matrices A and B being congruent
over R means there is a non-singular real matrix T such that B = TAT t,
and the theorem above then proves that if A and B are congruent, they
have the same rank and signature. If two matrices are equivalent over Z (as
defined in the previous section), then they are clearly congruent over R (as
Herstein defines it), and so two equivalent matrices have the same rank and
signature. Note that since we also consider our matrices in this section to
be unimodular, and therefore invertible, so t = dim(0t) = 0 above.
Finally, a short lemma below proves that parity is also an invariant. We
shall use the shorthand ‘X ≡2 Y ’ to denote ‘X ≡ Y (mod 2)’.
Lemma 5.5 Let Q be a symmetric, bilinear, unimodular form over Z.
Then Q is even if and only if Q(αi, αi) ≡2 0 for each i = 1, 2, . . . , n, where
{α1, α2, . . . , αn} is a basis for A.
Proof:
(⇒): By the definition of Q being even.
(⇐): Let A0 ⊂ A be the subset of A such that for a ∈ A0, Q(a, a) ≡2 0. If
a, b ∈ A0, then
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Q(a + b, a+ b) = Q(a, a) +Q(a, b) +Q(b, a) +Q(b, b)
= Q(a, a) + 2Q(a, b) +Q(b, b)
⇒ Q(a + b, a+ b) ≡2 0
since Q(a, a) ≡2 0, Q(b, b) ≡2 0 and clearly 2Q(a, b) ≡2 0. A similar
argument proves that Q(a− b, a− b) ≡2 0. Therefore, a, b ∈ A0 implies that
a+ b ∈ A0 and a− b ∈ A0.
Since the basis {α1, α2, . . . , αn} is contained in A0, by applying this
argument repeatedly we have for any λ1, λ2, . . . , λn ∈ Z that
Q(λ1α1 + λ2α2 + · · ·+ λnαn, λ1α1 + λ2α2 + · · ·+ λnαn) ≡2 0
This implies that A ⊂ A0, which implies A = A0, which proves that Q is
even. 
Remark 5.6 The lemma above proves that if Q is even in one basis of A,
then it is even in any other basis of A. Since two equivalent matrices are
just the same symmetric, bilinear, unimodular form represented in two
different bases, if one matrix is even then so is the other.
We define a further notion known as the definiteness of the intersection
form as follows:
(i) If rk(Q) = σ(Q), Q is called positive-definite.
(ii) If rk(Q) = −σ(Q), Q is called negative-definite.
(iii) Otherwise, Q is called indefinite.
If Q is not indefinite, it could simply be called definite.
Due to a theorem of Serre (quoted from [Sc], but the original source is [Se]),
these three invariants rank, signature and parity are enough to classify all
indefinite intersection forms.
Theorem 5.7 Let Q1 and Q2 be two indefinite, symmetric, bilinear,
unimodular forms. If Q1 and Q2 have the same rank, signature and parity,
then they are equivalent.
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This classification of indefinite forms will be very useful later. However,
there is no ‘nice’ classification of definite forms; in fact there are
positive-definite forms that are not equivalent, even though they have the
same rank, signature and parity (refer to page 14, [GS]).
Before we return to the world of 4-manifolds, there is one more definition.
Definition 5.8 An element x ∈ A is called a characteristic element if
Q(x, α) ≡ Q(α, α) (mod 2) for all α ∈ A.
This leads to an interesting result (for the proof, see [GS]):
Lemma 5.9 If x ∈ A is characteristic, then Q(x, x) ≡ σ(Q) (mod 8). In
particular, if Q is even, then the signature σ(Q) is divisible by 8.
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6 The Classification of Topological
4-manifolds
Let X be a simply-connected, closed, oriented, 4-manifold.
Recall that π1(X) = 0 if X is simply-connected. Then since H1(X) is just
the abelianization of π1(X), we also have H1(X ;Z) = 0. We then have
H1(X ;Z) ∼= Hom(H1(X ;Z);Z) = 0 and by Poincare´ duality, we then have
H3(X ;Z) = 0 and H
3(X ;Z) = 0. This also implies that
H2(X ;Z) ∼= H2(X ;Z) has no torsion. Therefore, the intersection form QX
contains all the homological information of X . Whitehead first showed that
QX classifies topological 4-manifolds up to homotopy:
Theorem 6.1 The simply-connected, closed, topological 4-manifolds X1
and X2 are homotopy equivalent if and only if QX1
∼= QX2.
Then, in 1982 M. Freedman proved the following theorem in [F] which
shows that QX actually classifies X up to homeomorphism:
Theorem 6.2 For every symmetric, bilinear, unimodular form Q there
exists a simply-connected, closed, topological 4-manifold X such that
QX ∼= Q.
Furthermore, if Q is even, then this manifold is unique up to
homeomorphsim. If Q is odd, there are exactly two different
homeomorphism types of manifolds with intersection form Q, and at most
one of these homeomorphism types carries a smooth structure.
If we restrict our attention to smooth manifolds, this leads to an important
corollary:
Corollary 6.3 If X1 and X2 are smooth, simply-connected 4-manifolds
with equivalent intersection forms, then X1 and X2 must be homeomorphic.
A special case of Freedman’s theorem is the topological 4-dimensional
Poincare´ Conjecture:
Corollary 6.4 If X is a topological 4-manifold homotopy equivalent to S4,
then X is homeomorphic to S4.
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From now on, we shall usually write the invariants rank and signature of
the intersection form QX as b2(X) = b
+
2 (X) + b
−
2 (X) and
σ(X) = b+2 (X)− b−2 (X), respectively.
Below is an interesting result that Rohlin proved in [R]:
Theorem 6.5 Let X be a simply-connected, closed, oriented, smooth
4-manifold. If QX is even, then the signature σ(X) is divisible by 16.
We shall now look at a few examples of 4-manifolds and their intersection
forms.
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7 Examples
Example 7.1 The simplest example is S4 = {x ∈ R4| ‖ x ‖= 1}. Since
H2(S
4;Z) = 0, the intersection form QS4 =< . >, where < n > denotes the
1× 1 matrix with the single entry n ∈ Z, and < . > denotes the “empty”
intersection form (there are no homology classes to “intersect” each other in
the case of S4; note this is not standard notation).
Example 7.2 The next examples are the complex projective spaces. We
define CPn = {z ∈ Cn+1| z 6= 0}/ ∼, where 0 = (0, 0, . . . , 0) and the relation
∼ is defined as:
for all λ ∈ C \ {0}, (λz0, λz1, . . . , λzn) ∼ (z0, z1, . . . , zn). More compactly,
denoting C \ {0} by C∗, for all λ ∈ C∗, λz ∼ z.
Remark 7.3 Note that a point P ∈ CPn is an equivalence class of points,
so if (z0, z1, . . . , zn) ∈ P , we usually denote P by its homogeneous
coordinates [z0 : z1 : · · · : zn]. For example, all the points (0, . . . , 0, 1),
(0, . . . , 0, 2), etc. are in the equivalence class [0 : · · · : 0 : 1]. We call CP1 the
complex projective line and CP2 the complex projective plane.
One can similarly define the real projective spaces, and it is worthwhile
looking at RP1 and RP2 in order to get a better idea of what these complex
projective spaces actually are.
We define RP1 = {(x, y) ∈ R2| (x, y) 6= (0, 0)}/ ∼, where now ∼ is the
relation that for all λ ∈ R \ {0}, (λx, λy) ∼ (x, y). Let us pick an element
(x, y) ∈ R2 that lies on the unit circle. This element also defines a line
through the origin in the direction (x, y), and then (λx, λy) for λ 6= 0 is just
any other element on this line, except the origin, and we identify (λx, λy)
with (x, y).
So, we could picture RP1 as follows: we start with R2 \ {(0, 0)}, then
quotienting out by the relation ∼ retracts R2 \ {(0, 0)} onto the unit circle
S1, and then identifies antipodal points of the unit circle (since
(x, y) ∼ (−x,−y)). Using this approach for higher dimensions, we can
consider RPn as the unit sphere Sn with antipodal points identified.
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Although this ‘picture’ of the real projective spaces doesn’t quite extend to
the complex case, since the scalars λ are then complex, it can be used to
show that CPn is both compact and simply-connected, as the following
lemma shows:
Lemma 7.4 The complex projective spaces CPn are compact and simply
connected.
Proof: (from an exercise in [GS])
Using the idea of the equivalent formulation of real projective spaces, we
have the following equivalent definition of CPn:
CPn = {x ∈ S2n+1 ⊂ R2n+2 ∼= Cn+1| x 6= 0}/ ∼
where ∼ is defined as: for all λ ∈ S1, λx ∼ x (recall that the set
{z ∈ C| |z| = 1} ∼= S1).
This definition makes S2n+1 into an S1-fibration over CPn, and from
Remark 3.3 above we have the following long exact sequence of homotopy
groups:
· · · → π1(S1)→ π1(S2n+1)→ π1(CPn)→ π0(S1)→ π0(S2n+1)→ . . .
Since S2n+1 is simply connected, π1(S
2n+1) = 0. Recall from [H1] (page
346) that a path-connected space X has π0(X) = 0. Therefore, since S
1
and S2n+1 are path-connected, we have π0(S
1) = 0 and π0(S
2n+1 = 0). So, a
portion of our exact sequence becomes
· · · → π1(S1)→ 0→ π1(CPn)→ 0→ 0→ . . .
and so π1(CP
n) = 0, and therefore CPn is simply-connected. Since Sn+1 is
compact, and the projection map p : Sn+1 −→ CPn is continuous, we have
that CPn is compact.
Remark 7.5 The homology groups of CPn follow an interesting pattern:
Hi(CP
n;Z) ∼= Z if i = 2d, where d = 0, 1, . . . , n, and Hi(CPn;Z) = 0
otherwise. For a proof, see [H1] or [GS] Example 4.2.4.
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Let us now focus our attention on CP2, which is a 4-manifold that is
important later, and let us calculate its intersection form (from an exercise
in [GS]).
Let h ∈ H2(CP2;Z) be the fundamental class of the submanifold
H = {[x : y : z] ∈ CP2| x = 0}, and let h′ ∈ H2(CP2;Z) be the fundamental
class of the submanifold H ′ = {[x : y : z] ∈ CP2| y = 0}. Clearly
H ∩H ′ = {[0 : 0 : 1]} is a transverse intersection. Since both submanifolds
are complex, the intersection is also positive (see Remarks 4.10). Therefore,
QCP2(h, h
′) = 1.
Claim: h cannot be the multiple of any other class in H2(CP
2;Z), and so it
generates H2(CP
2;Z) ∼= Z.
Proof of claim: Suppose h is a multiple of a class g, i.e. h = mg for
m ∈ Z, |m| > 1 (otherwise g = ±h). Then
QCP2(h, h
′) = QCP2(mg, h
′)
= mQCP2(g, h
′)
= mk
where k ∈ Z. Therefore mk = 1, which is clearly a contradiction (since
|m| > 1). So h is not the multiple of any other class in H2(CP2;Z).
Then, since H2(CP
2;Z) ∼= Z, h must be a generator of H2(CP2;Z) ∼= Z.
Furthermore, H2(CP
2;Z) ∼= Z implies rk(QCP2) = 1, and since
QCP2(h, h
′) = 1, we must have QCP2 =< 1 >.
Example 7.6 We define CP2 to be the manifold CP2 with the opposite
orientation. Therefore, by Remark 4.3 (iv), we have
Q
CP
2 = −QCP2 =< −1 >.
Example 7.7 Consider the manifold CP1 × CP1. Looking at CP1 more
closely, we see that it is actually a real 2-manifold. Moreover, by the lemma
above, we know that CP1 is closed and simply-connected, so by the
classification of compact 2-manifolds (see [GP]), it must be homeomorphic
to S2. Therefore, CP1 × CP1 is homeomorphic to S2 × S2.
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Since π1(S
2 × S2) ∼= π1(S2)× π1(S2) ∼= 0, S2 × S2 is a simply-connected,
closed 4-manifold. Since H2(S
2 × S2;Z) ∼= Z⊕ Z (see [H1]), we know the
intersection form QS2×S2 has rank 2. If we choose as a basis for
H2(S
2 × S2;Z) the homology elements α1 = [S2 × pt] and α2 = [pt× S2],
we can see that α1 · α1 = 0 and α2 · α2 = 0, and α1 · α2 = α2 · α1 = 1.
Therefore, the intersection form is
QS2×S2 =
(
0 1
1 0
)
We usually denote this particular matrix by H .
We recall the definition of the connected sum of two n-manifolds X1 and X2
from [GS]:
Definition 7.8 Let X1 and X2 be two smooth n-dimensional manifolds.
Let D1 ⊂ X1 and D2 ⊂ X2 be two embedded n-disks, and let φ : D1 −→ D2
be an orientation-reversing diffeomorphism. The connected sum X1#X2 of
X1 and X2 is defined to be the smooth manifold (X1 \D1) ∪φ|∂D1 (X2 \D2).
Remarks 7.9 Note that the connected sum operation is well-defined, in
the sense that it does not depend on our choice of disks D1, D2 or on our
choice of homeomorphism φ. We sometimes denote by #mX the connect
sum of m copies of the manifold X (where m ≥ 0, and if m = 0 then
#mX = Sn). Note that X#Sn is simply X .
Remarks 7.10 Let T 2 denote the familiar genus-1 surface, the torus.
Then T 2#T 2 is the surface of genus 2, and #mT 2 is the surface of genus m.
Now, there is a simple equation relating the intersection forms of X1 and
X2 and their connect sum X1#X2:
Lemma 7.11 Let X1 and X2 be 4-manifolds with intersections forms QX1
and QX2 , respectively. Then the connect sum X1#X2 has intersection form
QX1#X2 = QX1 ⊕QX2 (1)
Remark 7.12 This is an important lemma that we shall use many times
in later sections. Equation (1) is proved using a Mayer-Vietoris sequence.
See [GS] for the proof.
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Example 7.13 Consider the manifold with intersection form given by the
matrix:
−E8 =


−2 1 0 0 0 0 0 0
1 −2 1 0 0 0 0 0
0 1 −2 1 0 0 0 0
0 0 1 −2 1 0 0 0
0 0 0 1 −2 1 0 1
0 0 0 0 1 −2 1 0
0 0 0 0 0 1 −2 0
0 0 0 0 1 0 0 −2


If one were to denote the basis used to represent −E8 as it appears above
by {α1, α2, . . . , α8}, the matrix shows us that Q−E8(αi, αi) ≡ 0 (mod 2) for
i = 1, 2, . . . , 8. By Lemma 5.5, this shows us that −E8 is even. By
diagonalizing −E8 over R, one finds that −E8 is negative-definite, since
σ(−E8) = −8 = −rk(−E8). Note that we should have expected that
σ(−E8) ≡ 0 (mod 8) by Lemma 5.9. Finally, since σ(−E8) is not divisible
by 16, by (Rohlin’s) Theorem 6.5, the 4-manifold with intersection form
−E8 cannot admit any smooth structures.
So, we have our first concrete example of a topological 4-manifold that does
not admit a smooth structure.
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8 Symplectic Structures, Almost Complex
Structures, Complex Structures, and
Characteristic Classes
In this section we recall the definitions of symplectic structures and almost
complex structures. Almost everything presented in this section is from
[McS1], which goes into far more detail. Another good reference, from
where we borrow a few definitions, is [LM]. The reason for this discussion is
that we shall need the fact that every symplectic manifold has a canonical
class associated to it that is compatible with the symplectic structure.
Theorems presented later on in this article use the canonical class in order
to distinguish between smooth structures on a manifold.
The topic of characteristic classes is beyond the scope of this article, yet the
canonical class is defined to be a “certain” Chern class. The reader can just
take this definition at face value, and refer to [McS1], [GS] or [MiSt] for
more on characteristic classes.
Definition 8.1 A symplectic vector space is a pair (V, ω) consisting of a
finite-dimensional real vector space V and a bilinear form ω : V × V −→ R
satisfying the following two conditions:
(1) For all v, w ∈ V , ω(v, w) = −ω(w, v).
(2) For every v ∈ V , if ω(v, w) = 0 for all w ∈ V , then v = 0.
Remark 8.2 Condition (1) is called skew-symmetry and condition (2) is
called non-degeneracy. Therefore, a symplectic form is a skew-symmetric,
non-degenerate form.
Remark 8.3 A symplectic vector space must be even-dimensional,
otherwise condition (2) will not be satisfied.
Definition 8.4 Let X be a manifold. We say ω is a 2-form on X , if for
each p ∈ X , ωp is a skew-symmetric bilinear map on the tangent space of X
at p, i.e. ωp : TpX × TpX −→ R. Furthermore, ωp varies smoothly in p.
Definition 8.5 Let ω be a 2-form on a manifold X . We say that ω is a
symplectic form if ω is closed and ωp is symplectic on TpX for all p ∈ X .
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Definition 8.6 A symplectic manifold is a pair (X,ω) where X is a
manifold and ω is a symplectic form.
Remarks 8.7 See [McS1] for more on the following remarks:
(i) If X is a symplectic manifold, then X must be even-dimensional.
(ii) If (X,ω) is a symplectic manifold of dimension 2n, then the n-fold
wedge product ω ∧ · · · ∧ ω is never zero. This implies that a
symplectic manifold (X,ω) is orientable.
If we want to define two symplectic manifolds (X1, ω1) and (X2, ω2) to be
equivalent, not only do we need the underlying smooth manifolds to be
diffeomorphic, but we also need the two symplectic forms to be related in
some way. The phrase we use for such equivalence is “X1 is
symplectomorphic to X2”, and the map (the diffeomorphism that
“preserves” the symplectic structure) is called a symplectomorphism.
Definition 8.8 Let (X1, ω1) and (X2, ω2) be two symplectic manifolds,
both of dimension 2n, and let f : X1 −→ X2 be a diffeomorphism. Then f
is a symplectomorphism if f ∗ω2 = ω1.
Remark 8.9 f ∗ω2 is the pullback of ω2 by f . See [Is], [McS1], or [LM] for
details.
Definition 8.10 Let V be a vector space. A complex structure on V is an
automorphism J : V −→ V such that J2 = −I, where I is the identity
automorphism on V . With such a structure, V becomes a complex vector
space with multiplication i =
√−1 corresponding to J , by the map
C× V −→ V : (s+ it, v) 7−→ sv + tJv
V must be even-dimensional over R.
Definition 8.11 Let (V, ω) be a symplectic vector space. A complex
structure J on V is said to be compatible with ω if for all v, w ∈ V
ω(Jv, Jw) = ω(v, w)
and if for all v, w ∈ V , with v nonzero,
ω(v, Jw) > 0
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Definition 8.12 Let X be a 2n-dimensional manifold. An almost complex
structure on X is a complex structure J on the tangent bundle TM . A
non-degenerate 2-form ω on X is called compatible with J if the bilinear
form g defined by
g(v, w) = ω(v, Jw)
defines a Riemannian metric on X .
Definition 8.13 A Riemannian metric g on M is called compatible with J
if for all v, w ∈ TpX ,
g(Jv, Jw) = g(v, w)
All of the above was done to make the following proposition intelligible:
Proposition 8.14 [McS1] Let X be a 2n-dimensional manifold. Then
(i) for each non-degenerate 2-form ω on X, there exists an
almost-complex structure J which is compatible with ω.
(ii) for each almost complex structure J on X there exists a
non-degenerate 2-form ω which is compatible with J .
Now for the canonical class:
Definition 8.15 If X has an almost complex structure J , its tangent
bundle TX and its cotangent bundle T ∗X are complex rank 2 bundles. The
canonical class K = K(X) is defined to be the first Chern class of the
cotangent bundle, i.e.
K = c1(T
∗X, J) = −c1(TX, J) ∈ H2(X,Z)
Remark 8.16 Note that we shall often write QX(K,K) = K ·K = K2.
We then have the following result from [Wu], quoted from [GS]:
Theorem 8.17 For a given 4-manifold X and an almost-complex structure
J on X, Let K = c1(T
∗X, J) be the canonical class. Then
K2 = 3σ(X) + 2χ(X).
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Remark 8.18 In the theorem above, σ(X) denotes the signature of the
intersection form of X and χ(X) denotes the Euler characteristic of X .
Note that we are presenting a very “watered-down” version of the original
result; an almost-complex structure on X provides two further identities
(one concerning another characteristic class, the first Stiefel-Whitney class
of X), and there is an appropriate converse. Since we shall not need these
extra identities, or the converse, the current version of the theorem is
sufficient for our purposes.
26
9 Blowing Up and Blowing Down
Definition 9.1 Let X be a smooth, oriented manifold. The connected sum
X ′ = X#CP2 is called the blow-up of X at a point. We obtain a map
π : X ′ −→ X with the following properties: For a point P ∈ X ,
(1) π|
X′\CP1
: X ′ \ CP1 −→ X \ {P} is a diffeomorphsim
(2) π−1(P ) = CP1
Remarks 9.2 The sphere CP1 in (ii) is called the exceptional sphere. Note
that
(i) it is contained in the CP2 summand of X ′.
(ii) its homology class [CP1] is usually denoted by
e = [CP1] ∈ H2(X ′;Z) = H2(X ;Z)⊕H2(CP2;Z)
(so, actually e ∈ H2(CP2;Z)).
(iii) QX(e, e) = −1.
(iv) We usually call the map π : X ′ −→ X the projection map.
Remark 9.3 Informally, when we blow up a manifold at a point P , we
replace the point P with the space of all lines going through P , which is a
copy of CP1.
Definition 9.4 Let X be a smooth 4-manifold and let Σ be a smooth
surface in X . Suppose we blow up X at a point P ∈ Σ, and we denote the
projection by π : X ′ −→ X . We define
(i) the total transform of Σ to be the inverse image Σ′ = π−1(Σ) ⊂ X ′.
(ii) the proper transform of Σ to be the closure Σ˜ = cl(π−1(Σ \ {P})).
Remark 9.5 So, suppose Σ1 and Σ2 are smooth surfaces in X intersecting
each other transversally only in the point P . Let X ′ be the blow-up of X at
P and let π : X ′ −→ X be the projection map. Then, the proper
transforms Σ˜1, Σ˜2 will be disjoint in the blow-up X
′.
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There is an inverse operation, called a blow down, which can be performed
under certain conditions.
Definition 9.6 If the 4-manifold X contains a sphere Σ− with [Σ−]
2 = −1,
then X = Y#CP2 for some manifold Y , and Y is called the blow down of X .
Remark 9.7 There are corresponding blow-up and blow-down operations
using CP2 instead of CP2, but then the manifolds cease to be complex, as
the following theorem (quoted from [GS]), called the Noether formula,
shows. We shall always use CP2, unless we specify otherwise.
Theorem 9.8 For a complex surface S, the integer
c21(S) + c2(S) = 3(σ(S) + χ(S)) is divisible by 12, or equivalently,
1− b1(S) + b+2 (S) is even. In particular, if S is a simply-connected complex
surface, then b+2 (S) is odd.
Remark 9.9 Note that the blow-up can be defined holomorphically for
complex manifolds (see [GS]) and symplectically for symplectic manifolds
(see [McS1]).
Remark 9.10 If X ′ = X#CP2 we have
(i) b+2 (X
′) = b+2 (X)
(ii) b−2 (X
′) = b−2 (X) + 1
(iii) b2(X
′) = b2(X) + 1
(iv) σ(X ′) = σ(X)− 1
(v) χ(X ′) = χ(X) + 1
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10 The Rational Blowdown Technique
The rational blowdown technique was first discovered by R. Fintushel and
R. Stern ([FS1]). It can be thought of as a generalization of the usual
blowdown process, in that a certain configuration of spheres Cp (basically,
just a special collection of spheres intersecting each other in a certain way
and with certain self-intersection numbers) is removed from a manifold and
is replaced by a rational 4-ball Bp which has the same boundary, i.e.
∂Cp = ∂Bp. The reason the rational blowdown technique is useful, is that it
is relatively easy to calculate the Seiberg-Witten invariants of manifolds
constructed with this technique.
For a fixed prime p , a rational 4-ball Bp is a 4-manifold that has the same
rational homology as a ball, i.e. Hk(Bp;Q) ∼= 0 for k > 0. However, this
does not mean that its integral homology groups Hk(Bp;Z) are also trivial,
but that if they are not trivial, then they are just finite (torsion) groups.
For example, we consider the rational 4-ball Bp, given by the Figure 10.1.
Lemma 10.1 Bp has trivial rational homology, and so has the same
rational homology as D4.
Proof:
Using techniques explained in [OzSt], pages 42 and 43 (and discussed in
section 11), we can calculate that H1(Bp;Z) ∼= Zp, and Hk(Bp;Z) are trivial
for k ≥ 2 (and H0(Bp;Z) ∼= 0 since it is path-connected). So, Bp has the
same rational homology as D4 (all homology groups are trivial). 
Remark 10.2 Using these techniques, it can also be shown that
H1(∂Bp;Z) ∼= Zp2.
We define Cp to be the 4-manifold that is the plumbing according to the
graph Figure 10.2, where p ≥ 2 and the number of −2’s is p− 2. So, its
Kirby diagram is given by Figure 10.3. We now need a short lemma.
Lemma 10.3 The boundary ∂Cp is the lens space L(p
2, p− 1), and so
π1(∂Cp) ∼= Zp2.
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Proof:
First we note that the continued fraction expansion of p2/p− 1 is
p2
p− 1 = p+ 2−
1
2− 1
2−...
or, [p+ 2, 2, . . . , 2], where there are p− 2 2’s. By using the slam-dunk
technique in [GS] from right to left on Figure 10.3, we get a single unknot
with coefficient p2/p− 1, which shows that ∂Cp ∼= L(p2, p− 1).
It is well-known (see for example [Ro]) that π1(L(a, b)) ∼= Za (whatever the
value of b is), and so
π1(∂Cp) ∼= π1(L(p2, p− 1)) ∼= Zp2 .

We shall now show that ∂Cp ∼= ∂Bp. We do this indirectly by showing that
Bp ∪∂ Cp ∼= #(p− 1)CP2, which also shows that Cp embeds in #(p− 1)CP2.
First, we need another (equivalent) Kirby diagram for Cp.
Lemma 10.4 Figure 10.4 is also a Kirby diagram for Cp, given in Figure
10.3.
Proof:
We start with Figure 10.4, and by a sequence of handleslides and a
handle-cancellation, the diagram shall become Figure 10.3. We start by
sliding a −1-framed meridian along the dotted circle to the place where the
dotted circle and the 0-framed circle twist, and then slide the 0-framed
circle over the meridian, which “removes” a twist. See Figure 10.5.
We slide this “used-up” meridan along both strands, below a twist, and
then use another −1-framed meridian to remove another twist. Note that
this handleslide decreases the framing of the 0-framed circle by 1 each time.
We do this with each of the meridians, and obtain Figure 10.6.
We then slide the −1-framed meridians over each other, from top to
bottom, as in Figure 10.7, which gives us Figure 10.8. Note that p− 2 of
the meridians become −2-framed meridians.
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We then slide the −(p− 1)-framed circle over the only −1-framed meridian,
using handle-subraction to get 10.18. We do this by looking at the part of
the diagram indicated by Figures 10.9 and 10.10. First, we assign
orientations to the −(p− 1)-framed circle and the −1-framed meridian as in
Figure 10.11 (note that we have chosen orientations so that the linking
number of the two circles is 1). Then, we draw a parallel copy of the
−1-framed meridian, as in Figure 10.12, and perform the handle
subtraction to get Figure 10.13.
The framing of the −(p− 1)-framed circle becomes
−(p− 1)− 1− 2(1) = −p + 1− 1− 2 = −p− 2
and note that it is linked with both the −1-framed meridian and the
“lowest” −2-framed circle.
We can drop the orientations and perform a few Reidemeister moves, as in
Figures 10.14 to 10.17, to finally get 10.18.
Now, since the dotted circle is only linked with the −1-framed meridian, we
can perform a handle-cancellation, and so we are left with a link diagram as
in Figure 10.3, as required. 
We now prove the main result.
Proposition 10.5 Bp ∪∂Cp Cp is diffeomorphic to #(p− 1)CP2, and so
∂Cp ∼= ∂Bp.
Proof:
We start with DCp, the double of Cp. As we know from the section on
Kirby Calculus, DCp is formed simply by attaching 0-framed meridians to
each link component, and then adding a 3-handle and a 4-handle. So,
taking the double of Cp in Figure 10.4 we get Figure 10.19.
We perform surgery inside Cp ⊂ DCp twice, first to change the dotted circle
into a 0-framed circle, and then to change the original 0-framed circle into a
dotted circle. Although this surgery changes the 4-manifold, it does not
change its boundary. So, although the surgery might change something
“inside” DCp, its boundary Cp ∪∂Cp Cp will be unchanged.
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So, we now have Figure 10.20.
We slide each 0-framed meridians over the −1-framed meridian it is linked
with, so that the framing of the 0-framed meridian becomes +1 and the
meridians become unlinked, as shown in Figure 10.21. Blowing down the
−1-framed circles in Cp gives us Figure 10.22. Note the change in the
framing of the “large” 0-framed circle. Note that we can see this as a
diagram of Bp ∪∂ Cp, since we did not do anything in the Cp half of DCp,
which now consists of the 1-framed meridians, the 0-framed meridian, the
3-handle and the 4-handle, while Bp consists of the (p− 1)-framed circle
twisted around the dotted circle, as in Figure 10.1.
Sliding the (p− 1)-framed circle over its 1-framed meridians, as in Figure
10.23, we get Figure 10.24. Note that each handle-slide in Figure 10.23
decreases the framing of the (p− 1)-framed circle circle by 1.
We now use the 0-framed meridian to unlink the dotted circle and the
0-framed circle (Figure 10.25, repeated p times) to get Figure 10.26. We
now perform two handle-cancellations: first, the dotted circle and its
0-framed meridian cancel as a 1-handle/2-handle cancelling pair, and then
the unlinked 0-framed circle cancels with the 3-handle, as a
2-handle/3-handle cancelling pair. This leaves us with Figure 10.27, which
is simply #(p− 1)CP2, as required. .
Remark 10.6 Sometimes we shall denote the boundary of Cp as
L(p2, 1− p), as other authors do, instead of as L(p2, p− 1). This is fine,
since L(a, b) = L(a,−b), and so we are just considering the opposite
orientation.
Remark 10.7 It should be noted that we have only shown that there is a
diffeomorphism φ : ∂Bp −→ ∂Cp (i.e. it is a self-diffeomorphism of
∂Bp = L(p
2, 1− p)). In order for this operation of rationally blowing down
to be well-defined, we need that a self-diffeomorphism of the boundary ∂Bp
always extends to a diffeomorphism over the whole rational ball Bp.
Fortunately, the following theorem due to Bonahon in [Bo] shows that there
are not too many self-diffeomorphisms of ∂Bp to consider.
Theorem 10.8 π0(Diff(L(p
2, 1− p))) ∼= Z2.
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Remark 10.9 So, this theorem is saying that, up to homotopy, there are
exactly two non-homotopic maps that are self-diffeomorphisms of ∂Bp. The
identity map is one of these diffeomorphisms, and it clearly extends to a
diffeomorphism over Bp. As noted in [GS], if we consider Figure 10.1 as in
Figure 10.28 below, we see that it is symmetric (by a 180◦ rotation about
the y-axis).
Let us denote by R the map that performs this roation. Clearly, R is a
self-diffeomorphism of ∂Bp, and it is also fairly clear that this
self-diffeomorphism extends to Bp. If we consider what R does to a
meridian m1 of the dotted circle c1, we see that it inverts the meridian
(gives it the opposite orientation). This shows that R is not homotopic to
the identity map.
We have therefore found two non-homotopic self-diffeomorphisms of ∂Bp
which extend to Bp, and so we have the following theorem, as in [GS].
Theorem 10.10 Any self-diffeomorphism of ∂Bp extends to Bp.
This finally allows us to give the definition of the rational blowdown of a
4-manifold X , as in [GS], which by Theorem 10.10 is well-defined up to
diffeomorphism for a fixed X and a fixed Cp embedded in X .
Definition 10.11 Assume that Cp embeds in the 4-manifold X, and write
X as X = X0 ∪L(p2,p−1) Cp. The 4-manifold Xp = X0 ∪L(p2,p−1) Bp is by
definition the rational blowdown of X along the given copy of Cp.
Remark 10.12 We shall need the observation that if X and X \ Cp are
simply connected, then Xp is simply connected. This will be shown in
section 11 for the case p = 7.
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11 Results Concerning Rational Blowdowns
In this section we prove that if X7 is the rational blowdown of E(1)#4CP
2
along the configuration C7, then X7 is simply-connected.
We need the following theorem from [OzSt] (see pages 37-43).
Theorem 11.1 If Y is a 3-manifold given by Dehn surgery along
(K1, K2, . . . , Kn) ⊂ S3 with surgery coefficients piqi (i = 1, 2, . . . , n), then
H1(Y ;Z) can be presented by the meridians µi as generators and the
expressions
piµi + qi
n∑
j=1
ℓk(Ki, Kj)µj = 0
as relations.
We first calculate H1(∂C7;Z). We consider Figure 11.1, which is a diagram
of C7 with the meridians a0, a1, . . . , a5 drawn in. We have labelled a0 as the
meridian of the −2-sphere S of square −9, and a1, . . . , a5 are the meridians
of the −2-spheres S1, . . . , S5 in the E˜6 singular fibre, respectively, where the
spheres in Figure 19.6 are given the labels as follows:
S1 : e4 − e7
S2 : e1 − e4
S3 : h− e1 − e2 − e3
S4 : e2 − e5
S5 : e5 − e9
S6 : e3 − e6
S7 : e6 − e8
we can read off the relators (note that we use ai as a label for both the
meridian and for the homology class the meridian represents):
r0 :− 9a0 + a1 = 0
r1 :− 2a1 + a0 + a2 = 0
r2 :− 2a2 + a1 + a3 = 0
r3 :− 2a3 + a2 + a4 = 0
r4 :− 2a4 + a3 + a5 = 0
r5 :− 2a5 + a4 = 0
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since integral surgery with coefficient n is just rational surgery p
q
with p = n
and q = 1, and so a presentation of the group is
H1(∂C7;Z) ∼= < a0, a1, a2, a3, a4, a5|r0, r1, r2, r3, r4, r5 >
where the relators are as above.
Lemma 11.2 a3 is a generator of π1(∂C7).
Proof:
First, we use the relators ri to write all the generators of H1(∂C7;Z) in
terms of a0. We start with r0:
r0 ⇒ a1 = 9a0
Now, r1 and a1 = 9a0 together give
a2 = 2a1 − a0
= 18a0 − a0
⇒ a2 = 17a0
Similarly, the other relators become
a3 = 25a0
a4 = 33a0
a5 = 41a0
49a0 = 0
So, H1(∂C7;Z) can be presented as
< a0, a1, a2, a3, a4, a5|a1 = 9a0, a2 = 17a0, a3 = 25a0, a4 = 33a0, a5 = 41a0, 49a0 = 0 >
(2)
Since all the ai can be written in terms of a0, this shows that a0 is a
generator. This presentation can be reduced to
< a0|49a0 = 0 >∼= Z49
We expected H1(∂C7;Z) ∼= Z49 from Lemma 10.3. We could also reduce (2)
to
< a0, a3|a3 = 25a0, 49a0 = 0 >
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which can now be reduced as follows:
< a0, a3|a3 = 25a0, 49a0 = 0 >
∼ < a0, a3|a3 = 25a0, 49a0 = 0, 2a3 = 50a0 >
∼ < a0, a3|a3 = 25a0, 2a3 = a0 >
∼ < a0, a3|a3 = 25a0, 2a3 = a0, 50a3 = 25a0 >
∼ < a0, a3|2a3 = a0, 50a3 = a3 >
∼ < a0, a3|a0 = 2a3, 49a3 = 0 >
∼ < a3|49a3 = 0 >
which shows that a3 is a generator of H1(∂C7;Z), as desired.
Now, since ∂C7 ∼= L(49,−6), we have π1(∂C7) ∼= π1(L(49,−6)) ∼= Z49. This
shows that π1(∂C7) is abelian, which implies π1(∂C7) ∼= H1(∂C7;Z). So,
since a3 is a generator of H1(∂C7;Z), it is also a generator of π1(∂C7). 
Remark 11.3 It can be checked that actually every generator ai
(i = 0, 1, . . . 5) is a generator of the group (although, we are only interested
in the fact that a3 is a generator). It should be noted that this does not
always happen with every chain, and one reason it happens in this case is
that 7 is prime. For example, it can be checked that not every meridian in
C6 is a generator.
Proposition 11.4 If we define X = CP2#13CP2, and write
X = X0 ∪L(49,−6) C7 so that X7 = X0 ∪L(49,−6) B7 is the rational blowdown
along C7, then X0 is simply-connected.
Proof:
Firstly, we know π1(X) = 1. Let us define Σ = L(49,−6) ∼= ∂C7. Then
X = X0 ∪Σ C7. We also have from Van Kampen’s Theorem that if
j0 : Σ →֒ X0
j1 : Σ →֒ C7
are the inclusion maps which induce the homomorphisms
j0∗ : π1(Σ) −→ π1(X0)
j1∗ : π1(Σ) −→ π1(C7)
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then π1(X) ∼= (π1(X0) ∗ π1(C7))/N , where N is the normal subgroup
generated by j0∗(ω)(j1∗(ω))
−1 for all ω ∈ π1(Σ).
Now, as Park observes in [P], the generator a3 of π1(Σ) intersects the
−2-sphere labelled S6 in the E˜6-fibre. Note that S6 is not in C7, and so
S6 ⊂ X0. In fact, a3 intersects S6 in such a way that it bounds a disk which
is a hemisphere of S6, and so j0∗(a3) = 1. Therefore, by Lemma 11.2,
j0∗(ω) = 1 for all ω ∈ π1(∂C7) ∼= π1(Σ).
Therefore, the normal subgroup N is just generated by all elements of the
form (j1∗(ω))
−1, or equivalently all elements of the form j1∗(ω) ∈ π1(C7),
where ω ∈ π1(Σ).
Claim: j1∗ : π1(Σ) −→ π1(C7) is a surjection.
If this claim is true (and we shall prove it), then N ∼= π(C7). Therefore,
π1(X) ∼= (π1(X0) ∗ π1(C7))/N ∼= π1(X0)
and so because X is simply-connected, we have that X0 is
simply-connected. 
Proof of Claim ([S]):
Let M be a 4-manifold that has only 0-, 1- and 2-handles (no 3-handles or
4-handles). This manifold has non-empty boundary, since it does not have
a 4-handle. So, M has a handle decomposition consisting of a unique
0-handle, some 1-handles, some 2-handles, and a boundary ∂M . As for
CW-complexes, 1-handles “give” generators for the π1(M) and 2-handles
give relators for π1(M).
We can look at M “upside-down”, by considering k-handles as
(4− k)-handles. Then, M has a handle decomposition with a unique
4-handle, some 3-handles, some 2-handles and a boundary ∂M . Since no
generators of π1(M) come from 2-, 3- or 4-handles, all the generators of
π1(M) must come from its boundary ∂M . So, π1(M) has the same
presentation as π1(∂M), except it has extra relators coming from the
2-handles of M . Therefore, there is a surjection j∗ : π1(∂M) −→ π1(M).
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Since (for every p) Cp is a manifold with no 3- or 4-handles, the claim is
proved for C7. 
Finally, we need the following lemma:
Lemma 11.5 If the configuration Cp is embedded in X, and
Xp = (X \ Cp) ∪L(p2,p−1) Bp is the rational blowdown of X along Cp, and if
X and X \ Cp are simply-connected, then Xp is also simply connected.
Proof:
Assume X and X \ Cp are both simply connected, and define
Σ = L(p2, p− 1). Then by Van Kampen’s Theorem,
π1(Xp) ∼= (π1(X \ Cp) ∗ π1(Bp))/N
∼= π1(Bp))/N
where N is the normal subgroup generated by the elements
(j0∗(ω))(j1∗(ω))
−1 for all ω ∈ π1(Σ), where j0∗ and j1∗ are the
homomorphisms induced from the inclusion maps
j0 : Σ →֒ X \ Cp
j1 : Σ →֒ Bp
as before.
However, since we assume X \ Cp is simply connected, j0∗ is the trivial
map, and so N is generated by elements of the form j1∗(ω) for ω ∈ π1(Σ),
as before. By [FS1], this map j1∗ is surjective, and so π1(Xp) is trivial. 
Remark 11.6 In particular, X7 is simply-connected.
−9 −2 −2 −2−2 −2
a1 a2 a3 a4 a5
a0
Figure 11.1
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12 Complex surfaces
Recall that the complex projective line H = {[x : y : z] ∈ CP2| x = 0}
defines a generator h = [H ] ∈ H2(CP2;Z).
Proposition 12.1 The set D = {[x : y : z] ∈ CP2| xd + yd + zd = 0} is a
smooth, connected submanifold of CP2 representing dh ∈ H2(CP2;Z).
Since this result is so fundamental to many of our calculations later, we
give a detailed proof, which comes from [GS].
Proof:
We first calculate how many points are in the intersection
D ∩H = {[x : y : z] ∈ CP2|xd + yd + zd = 0, x = 0}
= {[x : y : z] ∈ CP2|yd + zd = 0}
We notice that if y = 0 then z = 0, and vice-versa, and then the point is
[0 : 0 : 0], which is not a point in CP2. So, y and z are both non-zero. If we
divide through by zd, the equation yd + zd = 0 becomes
αd + 1 = 0
where α = y
z
is a non-zero complex number, and this equation has d
distinct solutions
αk = e
i(π/d+2kπ/d); k = 0, 1, . . . , d− 1
and so we get the d points in CP2
D ∩H = {[0 : αk : 1] ∈ CP2| αk = ei(π/d+2kπ/d), k = 0, 1, . . . , d− 1}
If we define g(x, y, z) = xd + yd + zd, then the Implicit Function Theorem
says that
D˜ = {(x, y, z) ∈ C3| g(x, y, z) = 0}
is a smooth manifold if (gx(x, y, z), gy(x, y, z), gz(x, y, z)) 6= (0, 0, 0) on every
point in D˜ (where gx means
∂g
∂x
).
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However, we are working with D, a subset of CP2 and not D˜, which is a
subset of C3. We therefore need to check the affine charts of D (for
example, the set {[x : y : 1] ∈ CP2}) = {(x, y) ∈ C2}).
We start by checking the chart [x : y : 1]. Let
p(x, y) = g(x, y, 1) = xd + yd + 1. Then
px(x, y) = dx
d−1
py(x, y) = dy
d−1
The only point (x0, y0) that gives (px(x0, y0), py(x0, y0)) = (0, 0) is the point
(0, 0). Fortunately, p(0, 0) = 1, and so (0, 0) is not in the set
{(x, y) ∈ C2|p(x, y) = 0}, and so D is a smooth manifold in this chart.
Similar calculations show that D is also smooth in the charts [x : 1 : z] and
[1 : y : z], and so D is a smooth submanifold of CP2.
Since D and H are both complex submanifolds of CP2, each of their
intersection points is a positive intersection, and so QCP2 < [D], [H ] >= d,
which shows that D represents the homology class dh ∈ H2(CP2;Z). To see
that D is connected, notice that g(x, y, z) = xd + yd + zd is an irreducible
polynomial, and so its zero set must be a connected component (see [GH]).

We now have the following interesting proposition, the proof of which can
be found in [GS].
Proposition 12.2 If p1 and p2 are two homogeneous polynomials with
equal degree (and not powers of other polynomials) and the hypersurfaces
F1 = {P ∈ CPn| p1(P ) = 0} and F2 = {P ∈ CPn| p2(P ) = 0} are smooth
submanifolds of CPn, then F1 is diffeomorphic to F2.
Remark 12.3 This proposition with Proposition 12.1 above shows that
any degree d homogeneous polynomial is represented by dh ∈ H2(CP2;Z).
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13 Resolving Singular Points
This section comes from Chapter 2 of [GS], and we follow the notation used
there.
Assume that we have two smooth surfaces Σ1 and Σ2 in CP
2 that are both
closed and oriented, and assume that Σ1 and Σ2 intersect each other
transversally in the single point P ∈ CP2. Then Σ = Σ1 ∪ Σ2 is not a
smooth surface in CP2, since at the point P it fails to be a manifold, but it
still defines a homology class [Σ] = [Σ1] + [Σ2] ∈ H2(CP2;Z).
We now describe a process that changes Σ into a smooth surface Σ˜. We
consider a neighbourhood of the intersection point P that is a 4-ball, which
we call D. Inside D, a neighbourhood of the intersection point looks like
F = {(z1, z2) ∈ C2| z1z2 = 0, |z1|2 + |z2|2 ≤ 1}
which is a model for two 2-dimensional disks (note, z1, z2 ∈ C) intersecting
each other in a single point in the 4-ball D. To “remove” the singular
intersection point at P , we cut out the pair (D,F ) and replace it with a
pair (D,R) that does not have a singular point at P , does not change the
manifold CP2, and also is such that the homology class of [Σ˜] = [Σ].
We choose R to be the subset of D that is obtained by perturbing the
subset
R′ǫ = {(z1, z2) ∈ C2|z1z2 = ǫ, |z1|2 + |z2|2 ≤ 1}
where (0 < |ǫ| ≪ 1), so that ∂R = ∂F ⊂ ∂D. Since R′ǫ is the graph of
z2 =
ǫ
z1
, it is topologically an annulus, and therefore R is also topologically
an annulus.
So, replacing the pair (D,F ) with the pair (D,R) “removes” the singular
point P , but since we are simply removing D and gluing it back in, it does
not change the CP2 which contains Σ1 and Σ2. Furthermore, since the
subsets F and R are homologous in (D, ∂D), the homology class of Σ˜ (what
Σ becomes after this operation) is still [Σ˜] = [Σ1] + [Σ2].
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Remark 13.1 The process above, as [GS] say, “removes the singular point
P”. Since we worked locally around P , the method is valid for every
4-manifold X , and every pair of intersecting surfaces in X , even if the
intersections are transverse self-intersections.
Remark 13.2 A nice way of looking at this operation is as follows: We
have two surfaces Σ1 and Σ2 in some 4-manifold X that intersect each other
in a point P . We take a disk neighbourhood of P in Σ1, call it D1, and a
disk neighbourhood of P in Σ2, call it D2. We remove the disks D1 and D2
and replace them with an annulus joining ∂D1 to ∂D2. This is exactly the
operation of connect-summing the two surfaces together, from which it can
be seen that the homology of the resulting surface [Σ˜] is clearly
[Σ˜] = [Σ1] + [Σ2].
Remark 13.3 Although we have done this operation smoothly, it is
possible to resolve singular points symplectically. The method is the same,
except we use a function such as
f(x) =
{
exp(−( 1
x
)2) if x 6= 0,
0 if x = 0
to symplectically “smooth corners”.
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14 Elliptic Fibrations
This section is based on Chapter 3 of [GS]. The definitions are from [GS]
and we follow the notation presented there.
Definition 14.1 A complex surface S is called an elliptic surface if there
is a holomorphic map π : S −→ C from S to a complex curve C such that
for generic t ∈ C the inverse image π−1(t) is a smooth elliptic curve. We
call the map π a (holomorphic) elliptic fibration.
Remark 14.2 Recall that an elliptic curve is topologically a real
2-dimensional torus ([GS]).
Definition 14.3 Let X be a smooth, closed, oriented 4-manifold, and let
C be a complex curve. A smooth map π : X −→ C will be called a (C∞-)
elliptic fibration if each fibre π−1(t) (which may be a singular fibre) has a
neighbourhood U ⊂ X and an orientation preserving diffeomorphism
φ : U −→ φ(U), where φ(U) is a subset of an elliptic surface S, such that φ
commutes with the maps π.
We present three examples from [GS] in order to illustrate what an elliptic
fibration actually is.
Example 14.4 We first construct a CP1-fibration over CP1. We consider
all the complex projective lines in CP2 passing through the point
P = [0 : 0 : 1] ∈ CP2. To each line passing through P we can associate a
point [t0 : t1] ∈ CP1 such that the line is
L[t0:t1] = {[x : y : z] ∈ CP2| t0x = t1y}. Essentially, we are picking the point
in CP2 where the line though P crosses the projective line
{[x : y : z] ∈ CP2| z = 0} ∼= CP1, and this association of a line through P to
a point [t0 : t1] ∈ CP1 parametrizes the set of such lines.
It is easy to see that the family of lines {L[t0:t1]| [t0 : t1] ∈ CP1} is a
one-sheet cover of CP2 \ {P}, i.e. for every point Q ∈ CP2 \ {P}, there is a
unique line in the family that passes through Q. Therefore, we can define a
map f : CP2 \ {P} −→ CP1 as follows: for Q ∈ CP2 \ {P}, there is a unique
line L[t0Q :t1Q ] in the above family that passes through Q, and we define
f(Q) = [t0Q : t1Q ].
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We notice that all the lines L[t0:t1] intersect each other transversally in P ,
and so we cannot extend this map to all of CP2. However, blowing up a
point P in a manifold essentially replaces the point P with the set of lines
going through that point, so we can extend f to CP2#CP2, and therefore
we have f˜ : CP2#CP2 −→ CP1, a CP1-fibration of CP2#CP2 over CP1.
Example 14.5 We generalize the construction above. Above, the
polynomials that define the lines passing through P = [0 : 0 : 1] are linear
polynomials (namely, p0(x, y, z) = x and p1(x, y, z) = y).
Instead of using linear polynomials, suppose we choose p0 and p1 to be
quadratic (and homogeneous) polynomials in the variables x, y, z. Suppose
further that we choose p0 and p1 “generically enough”, so that their zero
sets,
Vp0 = {[x : y : z] ∈ CP2| p0(x, y, z) = 0} (3)
Vp1 = {[x : y : z] ∈ CP2| p1(x, y, z) = 0} (4)
which are the curves in CP2 corresponding to the polynomials p0 and p1,
are such that Vp0 intersects Vp1 in four points P1, P2, P3, P4.
To see what is meant by choosing polynomials “generically enough”, let us
look at quadratic polynomials in two real variables. Figure 14.1 shows how
we could choose two quadratic polynomials that intersect in only two
points, while Figure 14.2 shows how we could choose two quadratic
polynomials that intersect each other in four points.
It should be remarked that we often identify a polynomial with the curve to
which it corresponds (its zero set), in order to give meaning to the phrase of
how “polynomials intersect each other”.
So, to recap, we have two quadratics which give curves C0 and C1 (the zero
sets Vp0 and Vp1) which intersect each other in four points P1, P2, P3, P4. We
now consider the family of polynomials
Q = {t0p0 + t1p1| [t0 : t1] ∈ CP1}
Such a family is called a pencil of curves.
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Again, we blur the distinction of a polynomial and the curve to which a
polynomial corresponds. So, we consider an element of Q to be both a
curve and a polynomial, depending on context.
As in Example 14.4 above, this family Q gives a one-sheeted cover of
CP2 \ {P1, P2, P3, P4}, and any two curves in Q intersect each other
transversally in every point of {P1, P2, P3, P4} (since for i = 1, 2, 3, 4,
t0p0(Pi) + t1p1(Pi) = 0 + 0 = 0). Therefore, we can define the map
f : CP2 \ {P1, P2, P3, P4} −→ CP1
and although we cannot extend this map to the whole of CP2, we can blow
up at the points P1, P2, P3, P4 to define a map
f˜ : CP2#4CP2 −→ CP1
Remark 14.6 Although f˜ in Example 14.4 was a bundle map, in Example
14.5 it is not. First of all, we do have generic fibres (a generic quadric curve
is irreducible, and so since “a generic quadric curve in CP2 is a copy of
CP1” ([GS]), a generic fibre is CP1).
However, there are singular fibres as well, which correspond to those
“non-generic” quadratic polynomials that are reducible, and so we get
fibres that are the union of two lines (e.g. x2 + y2 = 0 gives two lines,
x = iy and x = −iy), which is not simply a copy of CP1.
The reason we did not encounter this problem in Example 14.4 is that all
linear polynomials are irreducible, and so, as [GS] puts it “there are no
singular linear subspaces of CP2.”
So, f˜ : CP2#4CP2 −→ CP1 is not a fibre bundle, since there is the
possibility that two different fibres may be non-diffeomorphic. However, we
still call f˜ : CP2#4CP2 −→ CP1 a (singular) fibration.
Remark 14.7 Recall from Example 14.5 that every polynomial p[t0:t1] in
the pencil Q = {t0p0 + t1p1| [t0 : t1] ∈ CP1} has the property that
p[t0:t1](P ) = 0 for each P ∈ {P1, P2, P3, P4}. Since each fibre f˜−1([t0 : t1]) is
simply a curve p[t0:t1] corresponding to the point [t0 : t1] ∈ CP1, and each
point Pi was blown-up to become the exceptional sphere Ei (i = 1, 2, 3, 4),
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we observe that each exceptional sphere intersects each fibre in a unique
point. Therefore, the exceptional spheres of the blow-ups are sections of the
fibration f˜ : CP2#4CP2 −→ CP1.
Example 14.8 We now start with a generic pair of cubics, p0 and p1 that
intersect each other in 9 points {P1, . . . , P9} (for an example of a generic
pair of cubics in two real variables see Figure 14.3, for a non-generic pair of
cubics, see Figure 14.4).
We consider the pencil of curves Q = {t0p0 + t1p1| [t0 : t1] ∈ CP1} and we
define a map
f : CP2 \ {P1, . . . , P9} −→ CP1
as before, i.e. for a point Q ∈ CP2 \ {P1, . . . , P9} there is a unique cubic of
the form p[t0:t1] = t0p0 + t1p1 that passes through Q, and we define
f(Q) = [t0 : t1] ∈ CP1.
We blow up at each of the 9 points P1, . . . , P9 and extend f to a fibration
π : CP2#9CP2 −→ CP1
whose fibres are cubic curves, and so generic fibre a smooth elliptic curve,
which is topologically a torus. Therefore, we have just shown that there is a
holomorphic elliptic fibration on CP2#9CP2.
Remark 14.9 If a fibration π : X −→ CP1 has only generic fibres (fibres
that are tori), then since we know the Euler characteristic of a torus is
χ(T 2) = 0, this would imply that χ(X) = 0.
However, we know H2(CP
2;Z) ∼= Z and CP2 is simply connected, so by the
argument at the beginning of section 6 and the definition of the Euler
characteristic we have
χ(CP2) =
4∑
i=0
Hi(CP
2;Z) = 1 + 0 + 1 + 0 + 1 = 3
So χ(CP2#9CP2) = 3 + 9 = 12 6= 0, and so there must be fibres that are
not diffeomorphic to the torus. These fibres are the singular fibres we have
mentioned, and the possible singular fibres will be discussed in the next
section. Note that our choice of polynomials p0 and p1 decides which types
of singular fibres will occur in the elliptic fibration.
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Remark 14.10 When we consider CP2#9CP2 as being equipped with an
elliptic fibration, we denote it by E(1).
We note that this process of constructing (singular) fibrations can be
extended for higher-order polynomials:
Lemma 14.11 [GS] The manifold CP2#d2CP2 admits a (singular)
fibration CP2#d2CP2 −→ CP1, where the generic fibre is a complex curve of
genus 1
2
(d− 1)(d− 2).
The general case
The following is taken from [SSS].
Suppose that p0 and p1 are two homogeneous polynomials of degree n in
the variables x, y, z. Suppose furthermore that gcd(p0, p1) = 1, which means
that the curves C0, C1 ⊂ CP2 defined by p0 and p1 do not share a common
component, and intersect each other only in finitely many points. We call
the family of polynomials
pt = {t0p0 + t1p1| t = [t0 : t1] ∈ CP1}
the pencil generated by p0 and p1. The zero-set of pt,
Ct = {[x : y : z] ∈ CP2| pt(x, y, z) = 0} ⊂ CP2
is a complex curve. We define the set
B = {P ∈ CP2| p0(P ) = p1(P ) = 0}
and B is called the set of base points of the pencil. By the assumption
above, this set must have only finitely many points.
As in the examples above, we notice that the map
P 7→ [p0(P ) : p1(P )]
defines a map from CP2 \B to CP1, and after blowing up at the base points
of the pencil, this map extends to a well-defined holomorphic map from
CP2#kCP2 to CP1, where k is the number of points in B.
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15 Singular Fibres in Elliptic Fibrations
K. Kodaira, in [Ko], classified the possible singular fibres of a locally
holomorphic elliptic fibration. We follow [SSS] mainly, although the original
source is [Ko], and other good sources are [HKK] and [BPV]. Two other
sources are [Pe] and [M], which are quoted by [SSS]. There is also a good,
short review in [Sc]. The following theorem is quoted from [SSS].
Theorem 15.1 [Ko] A singular fibre of a locally holomorphic elliptic
fibration without multiple fibres is either of type In (n ≥ 1), of type II, III,
IV , or of type I∗n (n ≥ 0), or an E˜6-, E˜7- or E˜8-fibre.
Remark 15.2 We shall not discuss multiple fibres here, or how they occur
in elliptic fibrations.
We now describe the topological properties of these singular fibres. See
Table 15.1 (from [Sc] and [SSS]).
Remark 15.3 We call a 2-sphere of self-intersection −2 a −2-sphere.
Type In fibres (n ≥ 1)
The I1-fibre is also known as a fishtail fibre or as a nodal fibre. It is an
immersed sphere of homological self-intersection zero with one positive
double point. Hence, its Euler characteristic is χ(I1) = 1.
The In-fibre for n ≥ 2 is a plumbing of n −2-spheres plumbed along a
circle. Such a fibre is sometimes called a necklace fibre ([Sc]). The Euler
characteristic is χ(In) = n.
Type II fibre
A type II fibre is also known as a cusp fibre, since it is topologically a
2-sphere with a cusp singularity, where the singularity is a cone on the
trefoil knot (see [GS]). Its Euler characteristic is 2.
Type III fibre
A type III fibre is topologically the union of two −2-spheres intersecting
each other (not transversally) in a unique point, with multiplicity 2.
Therefore, its Euler characteristic is 3.
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Type IV fibre
The type IV fibre is topologically the union of three −2-spheres
intersecting each other transversally in a unique point. Therefore its Euler
characteristic is 4.
Remark 15.4 The Euler characteristic of the a singular fibre is computed
quite easily. Each sphere in the fibre contributes 2 to the Euler
characteristic, and then each time a pair of points is identified, the Euler
characteristic decreases by 1. For example, the type III singular fibre
consists two spheres with two points identified, so the Euler characteristic is
2 + 2− 1 = 3. The type IV -fibre consists of three spheres, with three points
identified, so the Euler characteristic is 2 + 2 + 2− 1− 1 = 4 (think of it as
replacing three points with a single point).
Type I∗n fibres (n ≥ 0)
The type I∗n fibre is described by the plumbing given in Table 15.1, where
all the spheres are −2-spheres, and the multiplicities are indicated on the
tree. There are n + 1 spheres of multiplicity 2, and so the there are n + 5
spheres in total. From the plumbing diagram, it is easy to calculate that
the Euler characteristic if the I∗n fibre is n + 6.
The E˜8 fibre
The type E˜8 fibre is described by the plumbing given in Table 15.1, where
all nine of the vertices are −2-spheres. The numbers next to the vertices
are the multiplicities the spheres have as homology classes in the fibre.
Again, we can use the plumbing diagram to calculate that the Euler
characteristic of this fibre is 10.
The E˜7 fibre
The type E˜7 fibre is described by the plumbing given in Table 15.1, where
all eight of the vertices are −2-spheres, and again the multiplicities are
indicated. The Euler characteristic is 9.
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The E˜6 fibre
The type E˜6 fibre is described by the plumbing diagram given in Table
15.1, where all seven of the vertices are −2-spheres and the multiplicities
are again given. The Euler characteristic is 8.
More remarks
Remark 15.5 We define the I0 fibre to be simply the generic fibre (the
torus), and hence it is not a singular fibre.
Remark 15.6 The E˜8, E˜7 and E˜6 fibres are also known as the type II
∗,
type III∗ and type IV ∗ fibres, respectively. One reason for this is the Euler
characteristics:
χ(II) + χ(II∗) = 2 + 10 = 12
χ(III) + χ(III∗) = 3 + 9 = 12
χ(IV ) + χ(IV ∗) = 4 + 8 = 12
and so the fibres are “dual to each other”.
Remark 15.7 A section of an elliptic fibration can be thought of as a
curve that intersects each fibre in a unique point. Consequently, a section
can only intersect those −2-spheres in an elliptic fibration that have
multiplicity 1. Therefore, a section of the an elliptic fibration that contains
an E˜8 fibre can only intersect the one −2-sphere that has multiplicity 1.
Similarly, an E˜7 fibre has two spheres (of multiplicity 1) that a section can
interesect, while an E˜6 has three such spheres.
Remark 15.8 The reason for calculating the Euler characteristic is that it
provides us with an obstruction to the existence of an elliptic fibration with
a certain collection of singular fibres (which we shall call a configuration of
fibres). In other words, since χ(CP2#CP2) = 12, the sum of the Euler
characteristics of the singular fibres in a particular elliptic fibration must
equal 12.
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So, while it may be possible for an elliptic fibration to have 12 I1 fibres, or
an E˜8 fibre and 2 I1 fibres (since the sum of the Euler characteristics is 12),
it is not possible to have an elliptic fibration with an E˜6 fibre, a type III
fibre and two I1 fibres, since χ(E˜6) + χ(III) + 2χ(I1) = 8 + 3 + 2(1) = 13.
Note however, that just because a certain configuration of fibres has
(collectively) an Euler characteristic of 12, there is no guarantee that there
can exist an elliptic fibration with that collection of singular fibres. [SSS]
discusses this issue in detail, and also uses the signature of the singular
fibres to show when certain configurations cannot exist.
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16 The Fishtail Fibre and the Cusp Fibre
This section comes from Section 2.3 in [GS] and we follow their notation.
We take a closer look at the fishtail and cusp fibres.
Definition 16.1 Consider the following singular curve
C1 = {[x : y : z] ∈ CP2| zy2 = x3 + zx2}
We call any fibre in E(1), that comes from blowing up a curve ambiently
isotopic to C1, a fishtail fibre.
Remark 16.2 Figure 16.1 shows an example of a curve C1.
Proposition 16.3 The curve C1 is smooth except at the point
P = [0 : 0 : 1] ∈ CP2 and is homeomorphic to a sphere with two points
identified.
Proof:
To prove that C1 is smooth except at the point P = [0 : 0 : 1], we use the
Implicit Function Theorem. Let p1(x, y, z) = zy
2 − zx2 − x3. In the chart
[x : y : 1], we need to find all the points (x, y) ∈ C2 that satisfy the
following three equations
p1(x, y) = y
2 − x2 − x3 = 0
∂p1
∂x
(x, y) = −2x− 3x2 = 0
∂p1
∂y
(x, y) = 2y = 0
and the only point in [x : y : 1] that satisfies all three equations is [0 : 0 : 1].
It can be checked that there are no points in the charts [1 : y : z] and
[x : 1 : z] that satisfy the relevant three equations, and therefore C1 is a
smooth curve except at the point P = [0 : 0 : 1].
Recall that CP1 is homeomorphic to the 2-sphere. We now want to show
that there is a map CP1 −→ C1 that is one-to-one except that two points
get mapped to P . We define this map as follows: consider all the projective
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lines that pass through P . This space can be parametrized by
[t0 : t1] ∈ CP1 as
L[t0:t1] = {[x : y : z] ∈ CP2|t0x = t1y}
(every projective line through P is of the form ax+ by + cz = 0 for some
a, b, c ∈ C not all zero. Since each line goes through P , we must have
a(0) + b(0) + c(1) = 0, which implies that c = 0, and so ax = −by, where
a, b ∈ C are both not zero. Therefore, we can choose a = t0, b = −t1, where
[t0 : t1] ∈ CP1).
Let us calculate the number of intersection points of L[t0:t1] and C1 (we
define α = t0
t1
and assume t1 6= 0):
zy2 − zx2 − x3 = 0 and t0x = t1y
⇒zy2 − zx2 − x3 = 0 and y = t0
t1
x = αx
⇒z(αx)2 − zx2 − x3 = 0
⇒α2zx2 − zx2 − x3 = 0
⇒(α2 − 1)zx2 − x3 = 0
⇒x2((α2 − 1)z − x) = 0
⇒(α2 − 1)z = x (x 6= 0)
⇒z = 1
α2 − 1x
So the line L[t0:t1] intersects C1 in P and the point
[x : αx :
1
α2 − 1x]
which is the same as the point
[1 :
t0
t1
:
1
( t0
t1
)2 − 1]
However, when ( t0
t1
)2 = 1, 1
(
t0
t1
)2−1
is undefined. If ( t0
t1
)2 = 1, then
[t0 : t1] = [±1 : 1], and then
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zy2 − zx2 − x3 = 0 and x = ±y
⇒z(±x)2 − zx2 − x3 = 0
⇒zx2 − zx2 − x3 = 0
⇒x3 = 0
⇒x = 0
⇒y = 0
⇒[x : y : z] = [0 : 0 : 1]
and so L[t0:t1] ∩ C1 = {P,Q[t0:t1]} except for the cases [t0 : t1] = [±1 : 1], and
then we define Q[±1:1] = P , so L[±1:1] ∩ C1 = {P}. We define the map
ψ : CP1 −→ C1 by ψ([t0 : t1]) = Q[t0:t1], which is one-to-one except that
ψ([1 : 1]) = ψ([−1 : 1]) = P (see Figures 16.2 and 16.3). So, C1 is
homeomorphic to CP1 with [1 : 1] and [−1 : 1] identified, and so is
homeomorphic to the 2-sphere with two points identified. 
Definition 16.4 We call a fibre in E(1) that comes from blowing up the
curve ambiently isotopic to
C2 = {[x : y : z] ∈ CP2|zy2 = x3}
a cusp fibre.
Remark 16.5 See Figure 16.4 for an example of a curve C2.
Proposition 16.6 The curve C2 is smooth except at the point
P = [0 : 0 : 1] ∈ CP2 and is homeomorphic to a sphere.
Proof:
The calculations are almost identical to the proof for Proposition 16.3. The
only difference is that C2 ∩ L[t0:t1] = {P,Q[t0:t1]}, and Q[0:1] = P , in which
case we have C2 ∩ L[0:1] = {P}. Therefore the map ψ : CP1 −→ C2 defined
by ψ([t0 : t1]) = Q[t0:t1] gives a homeomorphism between CP
1 and C2. 
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Figure 16.3
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17 Blowing Up To Create an E˜8 Fibre
This example follows the outline given in section 14 (source: [S]).
We start with with a cubic polynomial p1 and a linear polynomial l, which
are chosen so that the corresponding curves C1 and L intersect in only one
point P . This point will therefore be a point of multiplicity 3. If we let the
homology class of L be h ∈ H2(CP2;Z), then the homology class of C1 is
3h ∈ H2(CP2;Z), and both homology classes have multiplicity 1.
We then define the cubic p0 as p0 = l
3, and then we have two cubics, p0 and
p1 such that their corresponding curves C0 and C1 intersect in only one
point P ∈ CP2. We can think of C0 as three copies of L lying on top of
each other, each intersecting C1 three times in the single point P ; therefore
P has multiplicity 9. The homology class of C0 is h, but it has multiplicity
3. Therefore, the homology class of C0 in H2(CP
2;Z) is h(3) = 3h. Notice
that the homology class of C1 in H2(CP
2;Z) is 3h(1) = 3h. Any element of
the pencil on CP2 must represent the same homology class (in this case, 3h)
− this fact (mentioned in [SSS]) will be used repeatedly to calculate the
multiplicity of the exceptional curve ei in the ith blow-up at P . There will
be 9 blow-ups at P , since it has multiplicity 9.
The starting point is illustrated in Figure 17.1, and the homology classes
are indicated next to their respective curves, with their multiplicities in
parentheses. We draw C0 as being tangent to C1 at P , and also indicate the
multiplicity of the point P in parentheses (this multiplicity will decrease by
1 with each blow-up at P , until it is 0).
We show that the pencil of curves generated by the polynomials p0 and p1
provides a fibration with an E˜8 fibre. We shall need to blow up nine times
at the point P .
The first blow-up introduces the exceptional curve e1. The proper
transform of C1 represents the homology class 3h− e1 ∈ H2(CP2#CP2;Z),
with multiplicity 1 (if a curve has multiplicity m, its proper transform will
also have multiplicity m). The proper transform of C0 represents the
homology class h− e1 ∈ H2(CP2#CP2;Z), with multiplicity 3 (so actually,
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it represents 3h− 3e1 ∈ H2(CP2#CP2;Z)). We consider C0 and the
exceptional curve(s) to be one element of the pencil. Therefore, we need e1
to have multiplicity m so that 3h− 3e1 +me1 = 3h− e1, since every
element in the pencil on CP2#CP2 must represent the same homology class
(in this case, 3h− e1). Therefore, e1 must have have multiplicity 2. Since L
intersected C1 in P with multiplicity 3, it would take three blow-ups at P
before the proper transforms of L and C1 would not intersect each other
anymore. In fact, the calculation
[3h− e1] · [h− e1] = [3h · h] + [3h · (−e1)] + [−e1 · h] + [(−e1) · (−e1)]
= (3) + (0) + (0) + (−1)
= 2
shows this (in fact, h− e1 has multiplicity 3, so the curves actually intersect
with multiplicity 6). Therefore, we still need to draw the proper tranform
of C0 so that it intersects the proper transform of C1. To indicate a change,
instead of drawing the curves tangent to each other, we draw the proper
transform of C0 intersecting the proper transform of C1 transversally. The
proper transforms of C0 and C1 still intersect each other in the point P , but
now only with multiplicity 8. See Figure 17.2.
From now on, we shall label a curve with its homology class (and only
indicate its multiplicity in the diagrams). Therefore, we shall say that
3h− e1 is a curve with multiplicity 1, and h− e1 is a curve with multiplicity
3. The diagrams will make this terminology clear.
We blow-up a second time at P (repeated blow-ups at a point are called
infinitely close blow-ups ; see [PSS]). This blow-up introduces the
exceptional curve e2, which separates e1 and h− e1 since their proper
tranforms, which have homology classes e1 − e2 and h− e1 − e2, no longer
intersect, the following calculation shows:
[e1 − e2] · [h− e1 − e2] = [e1 · h] + [e1 · (−e1)] + [e1 · (−e2)]
− [e2 · h]− [e2 · (−e1)]− [e2 · (−e2)]
= (0) + (−(−1)) + (0)− (0)− (0)− (−(−1))
= 1− 1
= 0
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Note that the multiplicities of e1− e2 and h− e1− e2 makes no difference to
the calculation. The proper transform of 3h− e1 is 3h− e1 − e2. This is
only the second blow-up at P , and so h− e1 − e2 still passes through P
transversally (we could again check algebraically that 3h− e1 − e2 and
h− e1 − e2 intersect). We calculate the multiplicity of e2: since 2 is the
multiplicity of e1 − e2, 3 is the multiplicity of h− e1 − e2 and 1 is the
multiplicity of 3h− e1 − e2, if we let m be the multiplicity of e2, we have
m(e2) + 2(−e2) + 3(−e2) = 1(−e2)
⇒m = 4
which shows that the multiplicity of e2 is 4. See Figure 17.3.
The third blow-up at P introduces the exceptional curve e3. The proper
transforms of 3h− e1 − e2 and h− e1 − e2 are 3h− e1 − e2 − e3 and
h− e1 − e2 − e3, respectively, and it can be calculated that they no longer
intersect. e3 has multiplicity 6, and also separates e2 and h− e1 − e2 (again,
their proper tranforms e2 − e3 and h− e1 − e2 − e3 no longer intersect). See
Figure 17.4.
The fourth blow-up at P introduces the exceptional curve e4. The proper
transform of 3h− e1 − e2 − e3 is 3h− e1 − e2 − e3 − e4 and the proper
tranform of e3 is e3 − e4, and the other curves remain the same. e4 has
multiplicity 5. See Figure 17.5.
The fifth, sixth, seventh and eighth blow-ups at P follow the same pattern
as the fourth blow-up, and are illustrated in Figures 17.6,17.7,17.8 and 17.9,
respectively. It can be seen in the diagrams that the multiplicities of e5, e6,
e7 and e8 are 4,3,2 and 1, respectively.
Finally, the ninth blow-up at P introduces the exceptional curve e9. The
proper tranform of e8 is e8 − e9 (with multiplicity 1) and the proper
transform of 3h− e1 − · · · − e8 is 3h− e1 − · · · − e8 − e9 (still with
multiplicity 1). This means that e9 has multiplicity 0, and note that P also
has multiplicity 0, which indicates that it is no longer a singular point
(after nine blow-ups at P ). e9 is therefore a section between the two fibres,
3h− e1 − · · · − e9 (which has self-intersection 0 and is a fishtail fibre) and
the rest of the Figure 17.10, which is an E˜8 fibre.
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To see that it is an E˜8 fibre, observe that every curve ej − ej+1
(j = 1, . . . , 8) and h− e1 − e2 − e3 has self-intersection −2, and so are
−2-spheres. Furthermore, these −2-spheres intersect each other and have
multiplicities as in Figure 17.11, which is the diagram of an E˜8 as in Table
15.1, where the vertices represent the −2-spheres (which are labelled above
with their multiplicities, and below with the curve to which the sphere
corresponds), and the lines joining the vertices show that two −2-spheres
intersect one another.
So, we have given one construction of an E˜8 fibre. In section 18, we shall
give an explicit construction using two well-chosen polynomials.
Remark 17.1 Note that this E˜8 fibre has one section, the exceptional
sphere e9, connecting the fishtail fibre and the E˜8 fibre. One definition of a
section (of an elliptic fibration) is that it is a curve (the image of the
section map) that intersects each fibre exactly once. Therefore, a section
only can intersect a singular fibre in one of its spheres that has multiplicity
1. E˜8 has only one such −2-sphere, the sphere e8 − e9, and therefore this is
the only sphere through which a section can pass, and we say that E˜8
admits only one section. In the case of E˜6, which has three −2-spheres of
multiplicity 1, there are three spheres that a section can possibly intersect,
and we say that E˜6 has 3 sections.
There is a useful lemma from [SSS] (which also contains a proof of this
lemma):
Lemma 17.2 Suppose that two cubic polynomials p1, p2 define a pencil of
elliptic curves in CP2 with k base points. Suppose furthermore that the
pencil contains at least one smooth cubic curve. Then the fibration has k
sections.
In the next section we construct an elliptic fibration over E(1) with an E˜8
fibre.
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77
3h− e1 − e2(1)
e1 − e2(2)
P (7)
e2(4)
h− e1 − e2(3)
Figure 17.3
3h− e1 − e2 − e3(1)
h− e1 − e2 − e3(3)
e1 − e2(2)
e2 − e3(4)
e3(6)
P (6)
Figure 17.4
78
h− e1 − e2 − e3(3)
e1 − e2(2)
e2 − e3(4)
P (5)
e3 − e4(6)e4(5)
3h− e1 − . . .− e4(1)
Figure 17.5
79
h− e1 − e2 − e3(3)
e1 − e2(2)
e2 − e3(4)
e3 − e4(6)
e5(4)
e4 − e5(5)
3h− e1 − . . .− e5(1)
P (4)
Figure 17.6
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Figure 17.7
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Figure 17.8
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18 An Elliptic Fibration on E(1) with an E˜8
Fibre
The method used in this section can be found in [SS].
We explicitly construct an elliptic fibration on E(1) with one E˜8 fibre and
two fishtail fibres. We do the calculations in detail in order in order to show
how such constructions are done. Again, in this section there are times
when we shall not distinguish between a polynomial and the curve to which
it corresponds.
The construction in section 17 will guide our choice of cubics. We choose
one cubic to be p1(x, y, z) = zy
2 − zx2 − x3, the “prototype” of the fishtail
fibre. We now need to choose another cubic p0(x, y, z) that intersects
p1(x, y, z) in exactly one point, and for ease of calculation, we would like
this cubic to be fairly simple. Furthermore, this cubic must be the perfect
cube of a homogeneous polynomial of degree one (since it must represent a
line with multiplicity 3) that intersects the curve C1 exactly once (because
of Lemma 17.2 and the fact that E˜8 has only one section). We try
p0(x, y, z) = z
3. We define the curves
C0 = {[x : y : z] ∈ CP2|p0(x, y, z) = z3 = 0} (5)
C1 = {[x : y : z] ∈ CP2|p1(x, y, z) = zy2 − zx2 − x3 = 0} (6)
Let us calculate the intersection point(s) of C0 and C1:
z3 = 0
⇒z = 0
zy2 − zx2 − x3 = 0 (and z = 0)
⇒− x3 = 0
⇒x = 0
x = 0 and z = 0
⇒P = [0 : 1 : 0] (since [x : y : z] ∈ CP2) (7)
and so the only intersection point of z3 = 0 and zy2 − zx2 − x3 = 0 is the
point P = [0 : 1 : 0]. This point will have multiplicity 9. The pencil
C[t0:t1] = {(t0p0 + t1p1)−1(0) | [t0 : t1] ∈ CP1}
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of elliptic curves defined by C0 and C1 provides a map from CP
2 to CP1
well-defined away from the point P = [0 : 1 : 0]. We perform nine (infinitely
close) blow-ups at P (as in section 17) in order to get the desired elliptic
fibration on E(1) with one E˜8 and one fishtail fibre. Since the Euler
characteristic of an E˜8 fibre is 10 and that of a fishtail is 1, and since the
Euler characteristic of E(1) is 12, we know (from section 15), that there
must be one other fishtail fibre in this elliptic fibration. We shall now
explicitly “find” this fibre.
We know that our singular fibres are curves C[t0:t1] which correspond to
polynomials, where [t0 : t1] ∈ CP1. We define
pt(x, y, z) = t0p0(x, y, z) + t1p1(x, y, z) (t = [t0 : t1], [x : y : z] ∈ CP2)
Since we are working in CP2, in order to find singular points using the
Implicit Function Theorem, we need to work in the charts [1 : y : z],
[x : 1 : z] and [x : y : 1] (which we shall call charts 1, 2 and 3, respectively),
which are all isomorphic to C2. For example, working in the chart z = 1,
where each point is of the form [x : y : 1], our polynomial pt becomes
pt(x, y) = t0p0(x, y) + t1p1(x, y) ((x, y) ∈ C2)
and then a singular point (x0, y0) ∈ C2 is a point that satisfies the following
three equations:
pt(x0, y0) = 0
∂pt
∂x
(x0, y0) = 0
∂pt
∂y
(x0, y0) = 0
and then we say [x0 : y0 : 1] ∈ CP2 is a singular point of pt. We see that the
polynomial for [t0 : t1] = [0 : 1], p[0:1](x, y, z) = zy
2 − zx2 − x3, corresponds
to the fishtail fibre (see section 16), and the polynomial for [t0 : t1] = [1 : 0],
p[1:0](x, y, z) = z
3, corresponds to the E˜8 fibre (and every point [x : y : 0] is
a singular point).
Since we have covered the cases when either t0 = 0 or t1 = 0, we now look
for all the polynomials pt that have singular points and t0 6= 0 and t1 6= 0.
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Let us return to our example
p0(x, y, z) = z
3 (8)
p1(x, y, z) = zy
2 − zx2 − x3 (9)
pt(x, y, z) = t0z
3 + t1(zy
2 − zx2 − x3) (t = [t0 : t1] ∈ CP1) (10)
from now on, we shall just write pt as p.
Chart 1
Let us start2 by looking for singular points in chart 1, [1 : y : z]. We need to
find points (y, z) ∈ C2 that satisfy the following three equations
p(y, z) = t0z
3 + t1(zy
2 − z − 1) = 0 (11)
∂p
∂y
(y, z) = t12zy = 0 (12)
∂p
∂z
(y, z) = t03z
2 + t1(y
2 − 1) = 0 (13)
In order for equation (12) to hold, we need
(i) z = 0, or
(ii) y = 0
since t1 6= 0. In case (i), if z = 0, then equation (11) implies
p(y, 0) = t1(−1) = 0
which is a contradiction, since t1 6= 0.
In case (ii), if y = 0, then equation (13) implies
t03z
2 − t1 = 0
⇒ −t1 = −t03z2
⇒ t1
t0
= 3z2 (14)
2The reader could skip ahead to chart 3.
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and with y = 0 equation (11) becomes
t0z
3 + t1(−z − 1) = 0
⇒z3 + t1
t0
(−z − 1) = 0
and substituting in equation (14), this becomes
z3 + 3z2(−z − 1) = 0
⇒z3 − 3z3 − 3z2 = 0
⇒− 2z3 − 3z3 = 0
⇒− 2z2
(
z +
3
2
)
= 0
⇒z = 0 or z = −3
2
The case z = 0 was shown above to lead to a contradiction. However,
substituting z = −3
2
back into (14) gives
t1
t0
= 3(−3
2
)2
⇒t1
t0
=
27
4
⇒t0
t1
=
4
27
⇒[t0 : t1] = [ 4
27
: 1]
and it can be checked the point [1 : 0 : −3
2
] is indeed a singular point of
4
27
z3 + zy2 − zx2 − x3 = 0.
Although we were only expecting to find one more singular curve with a
single singular point (a fishtail fibre), we check the other charts for
completeness sake.
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Chart 2
In chart 2, y = 1 and every point is of the form [x : 1 : z]. We need to find
points (x, z) ∈ C2 that satisfy the following three equations
p(x, z) = t0z
3 + t1(z − zx2 − x3) = 0 (15)
∂p
∂x
(x, z) = t1(−2zx− 3x2) = 0 (16)
∂p
∂z
(x, z) = t03z
2 + t1(1− x2) = 0 (17)
From equation (16) we get
− 2zx− 3x2 = 0
⇒− 2x
(
z +
3
2
x
)
which gives us two cases
(i) x = 0, or
(ii) z = −3
2
x
In case (i), if x = 0, then equation (17) becomes
t03z
2 + t1 = 0
⇒t1 = −t03z2
⇒t1
t0
= −3z2 (18)
and equation (15) becomes
t0z
3 + t1z = 0
⇒z3 + t1
t0
z = 0
⇒z3 + (−3z2)z = 0 using (18)
⇒− 2z3 = 0
⇒z = 0
and z = 0 in equation (18) implies t1 = 0, which contradicts our choice of
t1 6= 0.
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In case (ii), z = −3
2
x, equation (17) becomes
t03
(
− 3
2
x
)2
+ t1(1− x2) = 0
⇒t0
t1
27
4
x2 + 1− x2 = 0
⇒
(t0
t1
27
4
− 1
)
x2 = −1
⇒t0
t1
27
4
− 1 = − 1
x2
⇒t0
t1
27
4
= − 1
x2
+ 1 (19)
and equation (15) becomes
t0
(
− 3
2
x
)3
+ t1
((
− 3
2
x
)
−
(
− 3
2
x
)
x2 − x3
)
= 0
⇒t0
(
− 27
8
)
x3 + t1
(
− 3
2
x+
3
2
x3 − x3
)
= 0
⇒− t0
t1
27
8
x3 − 3
2
x+
1
2
x3 = 0
⇒x
(
− t0
t1
27
8
x2 − 3
2
+
1
2
x2
)
= 0
⇒− t0
t1
27
8
x2 − 3
2
+
1
2
x2 = 0 (x 6= 0)
⇒x2
(
− t0
t1
27
8
+
1
2
)
=
3
2
⇒x2
(
− 1
2
t0
t1
27
4
+
1
2
)
=
3
2
⇒x2
(
− 1
2
(
− 1
x2
+ 1
)
+
1
2
)
=
3
2
(using (19))
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⇒x2
(
1
2
1
x2
+
(
− 1
2
)
+
1
2
)
=
3
2
⇒x2
(
1
2
1
x2
)
=
3
2
⇒1
2
=
3
2
which is a contradiction. Therefore, there are no singular points in chart 2.
Chart 3
In chart 3, z = 1 and every point is of the form [x : y : 1]. We need to find
points (x, y) ∈ C2 that satisfy the following three equations
p(x, y) = t0 + t1(y
2 − x2 − x3) = 0 (20)
∂p
∂x
(x, y) = t1(−2x− 3x2) = 0 (21)
∂p
∂y
(x, y) = t1(2y) = 0 (22)
Equation (22) implies that y = 0, since t1 6= 0. Equation (21) gives
− 2x− 3x2 = 0
⇒− x(2 + 3x) = 0
⇒x = 0 or x = −2
3
If x = 0, since y = 0 equation (20) becomes
t0 = 0
which contradicts our choice of t0 6= 0. If x = −23 , then equation (20)
becomes
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t0 + t1
(
−
(
− 2
3
)2
−
(
− 2
3
)3)
= 0 (23)
⇒t0 + t1
(
− 4
9
+
8
27
)
= 0 (24)
⇒t0 − 4
27
t1 = 0 (25)
⇒t0 = 4
27
t1 (26)
which is the point [ 4
27
: 1] ∈ CP1. We expected this, since
[−2
3
: 0 : 1] ∼ [1 : 0 : −3
2
] ∈ CP2 (which we calculated is a singular point in
chart 1). Therefore, if both t0 6= 0 and t1 6= 0, there is only one polynomial
of the form as in (10), namely
p(x, y, z) =
4
27
z3 + zy2 − zx2 − x3 (27)
which corresponds to the singular curve
C3 = {[x : y : z] ∈ CP2| 4
27
z3 + zy2 − zx2 − x3 = 0} (28)
which has a singular point at [−2
3
: 0 : 1] ∈ CP2.
C3 is a fishtail fibre
We proceed as in the proof of Proposition 16.3. We first note that the
calculations above show that C3 has P = [−23 : 0 : 1] as its only singular
point. The space of projective lines through the point P = [−2
3
: 0 : 1]
consists of line of the form
ax+ by + cz = 0 [a : b : c] ∈ CP2
that satisfy
a
(
− 2
3
)
+ b(0) + c(1) = 0
⇒c = 2
3
a
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and so we can parametrize this space of lines by [u0 : u1] ∈ CP1 by
L[u0:u1] = {[x : y : z] ∈ CP2|u0x+ u1y +
2
3
u0z = 0}
Defining
α =
u0
u1
(29)
we have
u0x+ u1y +
2
3
u0z = 0
⇒ u1y = −u0x− u02
3
z
⇒ y = −u0
u1
(
x+
2
3
z
)
⇒ y = −α
(
x+
2
3
z
)
(30)
and then substituting this into our polynomial 4
27
z3 + zy2 − zx2 − x3 = 0,
we get
4
27
z3 + zy2 − zx2 − x3 = 0
⇒ 4
27
z3 + z
(
− α
(
x+
2
3
z
))2
− zx2 − x3 = 0
⇒ 4
27
z3 + α2z
(
x+
2
3
z
)2
− zx2 − x3 = 0 (31)
We shall now try and find a factor of
(
x+ 2
3
z
)2
in the above line:
4
27
z3 − zx2 − x3 = 4
27
z3 − x
(
x2 + xz
)
=
4
27
z3 − x
(
x2 +
4
3
xz +
4
9
z2
)
+
1
3
x2z +
4
9
xz2
=
1
3
x2z +
4
9
xz2 +
4
27
z3 − x
(
x+
2
3
z
)2
=
1
3
z
(
x2 +
4
3
xz +
4
9
z2
)
− x
(
x+
2
3
z
)2
=
1
3
z
(
x+
2
3
z
)2
− x
(
x+
2
3
z
)2
=
(
x+
2
3
z
)2(1
3
z − x
)
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and therefore (31) becomes
(
x+
2
3
z
)2(1
3
z − x
)
+ α2z
(
x+
2
3
z
)2
= 0
⇒
(
x+
2
3
z
)2(1
3
z − x+ α2z
)
= 0
⇒x = −2
3
z or x =
(1
3
+ α2
)
z
x = −2
3
z corresponds to the point P = [−2
3
: 0 : 1], but for the second value
of x, we have from equation (30) we have
y = −α
((1
3
+ α2
)
z +
2
3
z
)
⇒ y = −α(1 + α2)z
and so we have the point (where we recall that α = u0
u1
for [u0 : u1] ∈ CP1)
Q[u0:u1] = [
1
3
+
(u0
u1
)2
: −u0
u1
(1 +
(u0
u1
)2
) : 1]
It is perhaps worthwhile to recap what we have just done and try to
interpret the results of our calculations. We have just calculated the
intersection points of C3 and a line L[u0:u1]. Our solution x = −23z shows
that each line L[u0:u1] passes through the point P = [−23 : 0 : 1]. We
expected this solution, since we are considering the pencil of all curves
passing through P . The point Q[u0:u1] is the other intersection point of C3
and L[u0:u1].
Now, we notice that if
(
u0
u1
)2
= −1 then Q[u0:u1] = P = [−23 : 0 : 1].
Therefore, for the points [i : 1] and [−i : 1], Q[i:1] = Q[−i:1] = P . So,
L[u0:u1] ∩ C3 = {P,Q[u0:u1]}, except if [u0 : u1] = [±i : 1], in which case
L[i:1] ∩ C3 = L[−i:1] ∩ C3 = {P}. We define the map ψ : CP1 −→ C3 by
ψ([u0 : u1]) = Q[u0:u1], and we define Q[±i:1] = P . We have already shown
that C3 has only one singular point, and this calculation shows that C3 is
homeomorphic to CP1 with two points identified. We can therefore
conclude that C3 is a fishtail fibre. 
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19 A Construction of an E˜6 Fibre
In this section, we use the techniques explained in section 17 to give a
construction of an E˜6 fibre.
By Remark 17.1 and Lemma 17.2, we need to choose two cubics p0 and p1
that intersect transversally in exactly three points. We choose a cubic p1 so
that the curve corresponding to p1 will have homology class 3h, with
multiplicity 1. As in section 17, we shall label the curves with their
homology classes, so we shall call the curve corresponding to p1 the curve
3h. Next, we choose a projective line L that intersects 3h in exactly three
points in CP2. The line L corresponds to a linear polynomial l which has
homology class h. We then choose the cubic p0 to be p0 = l
3, and therefore
the curve corresponding to p0 has homology class h with multiplicity 3 (and
we shall also call this curve h). We label the intersection points P1, P2 and
P3. Each intersection point has multiplicity 3. See Figure 19.1.
We start by blowing-up at P1. This introduces the exceptional curve e1,
and the proper transform of h is h− e1 and the proper transform of 3h is
3h− e1. Therefore, e1 has multiplicity 2. See Figure 19.2.
The second and third blow-ups (at P2 and P3, respectively) are similar to
the first, each introducing the exceptional curves e2 and e3, respectively,
both with multiplicity 2, and the proper transforms of the curves
corresponding to p0 and p1 are now h− e1 − e2 − e3 (with multiplicity 3)
and 3h− e1 − e2 − e3 (with multiplicity 1), respectively. It can be
calculated that these two curves no longer intersect each other. This gives
us Figure 19.3.
We perform the fourth blow-up at P1, the fifth blow-up at P2 and the sixth
blow-up at P3. These blow-ups introduce the exceptional curves e4, e5 and
e6, which each have multiplicity 1. The proper tranforms of e1, e2 and e3
are e1 − e4, e2 − e5 and e3 − e6, respectively, and the proper transform of
3h− e1 − e2 − e3 is 3h− e1 − · · · − e6. See Figure 19.4.
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We perform the seventh blow-up at P1, introducing the exceptional curve
e7, the eighth blow-up at P3 introducing e8 and the ninth blow-up at P2,
introducing e8. This unexpected ordering of blow-ups is done so that the
homology classes of the resulting −2-spheres will be the same as in [P]. The
proper transforms of e4, e5 and e6 are e4 − e7, e5 − e9 and e6 − e8,
respectively. These are therefore −2-spheres each with multiplicity 1. The
proper transform of 3h− e1 − · · · − e6 is 3h− e1 − · · · − e6 − e7 − e8 − e9
(still with multiplicity 1), and therefore the three exceptional curves e7, e8
and e9 each have multiplicity 0, and are therefore sections of the E˜6 fibre.
See Figures 19.5 and 19.6.
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h(3)
3h(1)
Figure 19.1
3h− e1(1)
e1(2)
h− e1(3)
P1(2)
P2(3) P3(3)
Figure 19.2
e1(2)
P1(2)
3h− e1 − e2 − e3(1)
h− e1 − e2 − e3(3)
P2(2) P3(2)
e2(2) e3(2)
Figure 19.3
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h− e1 − e2 − e3(3)
e4(1) e5(1) e6(1)
3h− e1 − . . .− e6(1)
P1(1) P2(1) P3(1)
e3 − e6(2)e1 − e4(2) e2 − e5(2)
Figure 19.4
h− e1 − e2 − e3(3)
e3 − e6(2)e1 − e4(2) e2 − e5(2)
e7(0) e8(0)e9(0)
e4 − e7(1) e5 − e9(1) e6 − e8(1)
P1(0) P2(0) P3(0)
3h− e1 − e2 − e3 − e4 − e5 − e6 − e7 − e8 − e9(1)
Figure 19.5
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21
11
2
23
e4 − e7 e1 − e4
e5 − e9
e2 − e5
e6 − e8e3 − e6h− e1 − e2 − e3
Figure 19.6
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20 An Elliptic Fibration on E(1) with an E˜6
Fibre
We explicitly construct an elliptic fibration on E(1) with one E˜6 fibre and
four fishtail fibres.
We follow the construction in section 19, where we started with two cubics
that intersected each other transversally in three points, and then blew up
three times at each of those three points.
We know from [GS] that a fishtail fibre is ambiently isotopic to
C1 = {[x : y : z] ∈ CP2|zy2 = x3 + zx2} (32)
so, we shall take one cubic to be
p1(x, y, z) = zy
2 − zx2 − x3 (33)
We now need to choose a cubic p0 such that p0 and p1 intersect
transversally in three points, which means that the set
{P ∈ CP2|p0(P ) = 0 and p1(P ) = 0}
contains exactly three distinct points, none of them tangent points.
Furthermore, we need p0 to be a perfect cube, i.e. a polynomial of the form
p0(x, y, z) = (ax+ by + cz)
3
for some constants a, b, c ∈ C.
We shall choose p0(x, y, z) = (y +
1
2
z)3 to be p0. See Remark 20.1. So, we
have
p0(x, y, z) = (y +
1
2
z)3 (34)
p1(x, y, z) = zy
2 − zx2 − x3 (35)
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The intersection points
Firstly,
p0(x, y, z) = 0
⇒(y + 1
2
z)3 = 0
⇒y + 1
2
z = 0
⇒y = −1
2
z
⇒y2 = 1
4
z2 (36)
and substituting (36) into (35), we get
p1(x, y, z) = 0
⇒zy2 − zx2 − x3 = 0
⇒z
(1
4
z2
)
− zx2 − x3 = 0
⇒z3 − 4zx2 − 4x3 = 0 (37)
Now, if x = 0, we get from (37)
z3 − 4zx2 − 4x3 = 0 and x = 0
⇒z3 = 0
⇒z = 0
and, from (36), if z = 0, then y = 0. Since [0 : 0 : 0] is not a point in CP2,
we can assume that x 6= 0. Dividing (37) through by x3 and setting t = z
x
,
we get
z3 − 4zx2 − 4x3 = 0
⇒
(z
x
)3
− 4
(z
x
)
− 4 = 0
⇒t3 − 4t− 4 = 0
⇒t3 − 4t = 4 (38)
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From [We], we can explicitly calculate the roots of a cubic equation of the
form
x3 + px = q p, q ∈ R
We have the following intermediate variables:
Q =
1
3
p (39)
R =
1
2
q (40)
D =
p3
27
+
q
4
(41)
S =
3
√
R +
√
D (42)
T =
3
√
R−
√
D (43)
A = S + T (44)
B = S − T (45)
Then the three roots t1, t2, t3 are:
t1 = B (46)
t2 = −1
2
B + i
√
3
2
A (47)
t3 = −1
2
B − i
√
3
2
A (48)
For our particular cubic in (38), t3 − 4t = 4, we have p = −4 in (39) and
q = 4 in (40), and so from equations (39) to (45) we get
B =
3
√
2 +
√
44
27
+
3
√
2−
√
44
27
(49)
A =
3
√
2 +
√
44
27
− 3
√
2−
√
44
27
(50)
Substituting these values for B and A back into equations (46), (47) and
(48), it is simple algebra to verify that these are indeed solutions to our
polynomial in (38).
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Or, we could check numerically that
t1 ≈ 2.3830 (51)
t2 ≈ −1.1915 + 0.5089i (52)
t3 ≈ −1.1915− 0.5089i (53)
are solutions to (38). Recalling that t = z
x
, y = −1
2
z, x 6= 0 and that
[x : y : z] ∈ CP2, we can let x = 1 and then we get the three intersection
points as
P1 = [1 : −1
2
t1 : t1] (54)
P2 = [1 : −1
2
t2 : t2] (55)
P3 = [1 : −1
2
t3 : t3] (56)
Notice that these are the three distinct intersection points between the line
y + 1
2
z and the cubic zy2 − zx2 − x3, and so must be transverse intersection
points. Therefore, the cubic p0(x, y, z) = (y +
1
2
z)3 and the cubic
p1(x, y, z) = zy
2 − zx2 − x3 intersection transversely in three points, and so
blowing up the intersection points of the two cubic curves corresponding to
p0 and p1 will give rise to an elliptic fibration with an E˜6 fibre (as in section
19), and at least one fishtail fibre. The next calculation shows that there
are in fact four fishtail fibres.
The singular points
We now look at every polynomial of the form
p[t0:t1] = t0p0 + t1p1 (57)
where [t0 : t1] ∈ CP1 and p0, p1 are as in (34) and (35). Every polynomial of
that form is a cubic which passes through the intersection points P1, P2 and
P3. We wish to find the values of [t0 : t1] ∈ CP1 such that p[t0:t1] is a
singular curve. Again, we use the Implicit Function Theorem. We start
with the polynomial
p(x, y, z) = t0
(
y +
1
2
z
)3
+ t1(zy
2 − zx2 − x3) (58)
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The point [0 : 1] corresponds to a fishtail fibre (see equation (32) and [GS])
and the point [1 : 0] corresponds to the polynomial p0(x, y, z) = (y +
1
2
z)3
which is singular at every point [x : −1
2
z : z] ∈ CP2 and corresponds to the
E˜6 fibre. We therefore look for points (polynomials) [t0 : t1] such that
t0 6= 0 and t1 6= 0, and so defining α = t0t1 , instead of (58) we can consider
the polynomial
p(x, y, z) = α
(
y +
1
2
z
)3
+ zy2 − zx2 − x3 (59)
Since we are working in CP2, we need to work in charts in order to use the
Implicit Function Theorem. We first look in the chart z = 1, i.e. [x : y : 1].
Then, the polynomial in (59) becomes
p(x, y, 1) = α
(
y +
1
2
)3
+ y2 − x2 − x3 (60)
and the partial derivatives are
∂p
∂x
(x, y, 1) = −2x− 3x2 (61)
∂p
∂y
(x, y, 1) = 3α
(
y +
1
2
)2
+ 2y (62)
Recall that a singular point is a point P such that
p(P ) =
∂p
∂x
(P ) =
∂p
∂y
(P ) = 0
One can check that there are only three values of α, and therefore only
three points [t0 : t1], that give polynomials p[t0:t1] that each have a single
singular point P . These values are:
[t0 : t1] = [− 8
27
: 1] P = [0 : 1 : 1] (63)
[t0 : t1] = [− 32
121
: 1] P = [−2
3
:
4
3
: 1] (64)
[t0 : t1] = [1 :
1
8
] P = [−2
3
: −1
3
: 1] (65)
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Remark 20.1 It should be remarked that the polynomial
p0(x, y, z) =
(
y + 1
2
)3
was chosen specifically so that the singular points
would be rational, to make the calculations easier. The trade-off is that the
intersection points are irrational, but since these points are not used in any
further calculations (after we have shown that there are three intersection
points, we don’t use them anymore), this is not a problem.
We now need to determine the type of singular fibre(s) to which these three
polynomials correspond. We show that the polynomial given by (63) is a
fishtail fibre.
Consider the polynomial
p(x, y, z) = − 8
27
(
y +
1
2
z
)3
+ zy2 − zx2 − x3 (66)
and let C be the curve
C = {[x : y : z] ∈ CP2| − 8
27
(
y +
1
2
z
)3
+ zy2 − zx2 − x3 = 0} (67)
We know this curve has a singular point P = [0 : 1 : 1], and we look at the
space of projective lines that pass through P . A line of the form
ax+ by + cz = 0 a, b, c ∈ C
must satisfy
a(0) + b(1) + c(1) = 0
⇒c = −b
and so we can parametrize these lines by CP1 by setting a = u0, b = u1 for
[u0 : u1] ∈ CP1, and then these lines are of the form
L[u0:u1] = {[x : y : z] ∈ CP2|u0x+ u1y − u1z = 0}
which shows that for every line of this form,
z = y +
u0
u1
x
105
and letting
β =
u0
u1
(68)
we have
z = y + βx (69)
Substituting this back into (66), we get
p(x, y, z) = 0
⇒− 8
27
(
y +
1
2
z
)3
+ zy2 − zx2 − x3 = 0
⇒− 8
27
(
y +
1
2
(y + βx)
)3
+ (y + βx)y2 − (y + βx)x2 − x3 = 0
⇒− 8
27
(3
2
y +
1
2
βx
)3
+ y3 + βxy2 − x2y − βx3 − x3 = 0
⇒− 8
27
(
27
8
y3 + 3
(9
4
)(1
2
)
βxy2 + 3
(3
2
)(1
4
)
β2x2y +
1
8
β3x3
)
+ y3 + βxy2 − x2y − (β + 1)x3 = 0
⇒− y3 − βxy2 − 1
3
β2x2y − 1
27
β3x3 + y3 + βxy2 − x2y − (β + 1)x3 = 0
⇒− y3 + y3 − βxy2 + βxy2 − 1
3
β2x2y − 1
27
β3x3 − x2y − (β + 1)x3 = 0
⇒− 1
3
β2x2y − 1
27
β3x3 − x2y − (β + 1)x3 = 0
⇒
(
− 1
3
β2 − 1
)
x2y − (β + 1 + 1
27
β3)x3 = 0
and dividing through by y3 and letting t = x
y
, we get
(
− 1
3
β2 − 1
)(x
y
)2
− (β + 1 + 1
27
β3)
(x
y
)3
= 0
⇒
(
− 1
3
β2 − 1
)
t2 − (β + 1 + 1
27
β3)t3 = 0
and so if
−1
3
β2 − 1 = 0
(which, after a short calculation, implies that (β + 1 + 1
27
β3) 6= 0)
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we then must have t = 0 with multiplicity 3, which implies
t = 0
⇒x
y
= 0
⇒x = 0
⇒z = y + β(0) (70)
⇒z = y
which is the point [0 : 1 : 1] (the singular point), and where we have used
(69) in line (70). But
−1
3
β2 − 1 = 0
⇒β2 = −3
⇒β = ±
√
3i
⇒u0
u1
= ±
√
3i
where the last line follows from (68). This means that the two lines
corresponding to [
√
3i : 1] and [−√3i : 1] each intersect the curve C in the
point [0 : 1 : 1] (and in no other points), which shows that the polynomial
in (66) corresponds to a fishtail fibre.
The other singular fibres
So far, we have shown that the two polynomials
p0(x, y, z) =
(
y +
1
2
z
)3
p1(x, y, z) = (zy
2 − zx2 − x3)
give rise to an elliptic fibration with an E˜6 fibre and two fishtail fibres. By
Kodaira’s classification of singular fibres in section 15, the Euler
characteristic of an E˜6 fibre is 8, and the Euler characteristic of a fishtail
fibre is 1, so the sum of the Euler characteristics of these three fibres is 10.
There are two more singular curves given by lines (64) and (65),
C1 = {[x : y : z] ∈ CP2| − 32
121
(
y +
1
2
z
)3
+ zy2 − zx2 − x3 = 0}
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which has a singular point at [−2
3
: 4
3
: 1], and
C2 = {[x : y : z] ∈ CP2|
(
y +
1
2
z
)3
+
1
8
(
zy2 − zx2 − x3
)
= 0}
which has a singular point at [−2
3
: −1
3
: 1].
Both of these singular curves must have Euler characteristic at least 1.
However, the Euler characteristic of E(1) = CP2#9CP2 is 12, and so if one
of these singular fibres has Euler characteristic greater than 1, then the sum
of the Euler characteristics of the five fibres is greater than 12, which is a
contradiction. Therefore, both C1 and C2 must be fishtail fibres, and thus
we have found an elliptic fibration on E(1) with an E˜6 fibre and four
fishtail fibres.
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21 An Exotic CP2#7CP2
In this section, we give an exposition of J. Park’s construction in [P] of an
exotic CP2#7CP2.
Let C7 be the plumbing given by Figure 11.1, without the meridians ai
(i = 0, 1, . . . , 5).
It is proved in [FS1] that if the intersection form of H2(C7;Z) with respect
to the basis {u1, u2, . . . , u6} is given by
P =


−2 1 0 0 0 0
1 −2 1 0 0 0
0 1 −2 1 0 0
0 0 1 −2 1 0
0 0 0 1 −2 1
0 0 0 0 1 −9


then if {γ1, γ2, . . . , γ6} is the basis of H2(C7, ∂C7;Z) ∼= H2(C7;Z) which is
dual to the basis {u1, u2, . . . , u6} of H2(C7;Z), i.e. < γi, uj >= δij , then the
intersection form of H2(C7;Q) with respect to this basis is
T = P−1 =
−1
49


41 33 25 17 9 1
33 66 50 34 18 2
25 50 75 51 27 3
17 34 51 68 36 4
9 18 27 36 45 5
1 2 3 4 5 6


Remark 21.1 It will turn out that we only need to know the values in the
last row/column.
For the proof of the main theorem, we shall need the fact that the manifold
on which we perform the rational blowdown has a symplectic structure. In
[Sy], M. Symington proved the following theorem (stated in [P], as below)
which gives conditions when a manifold that has been rationally
blown-down admits a symplectic structure.
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Theorem 21.2 Suppose that (X,ω) is a symplectic 4-manifold that
contains a configuration Cp. Suppose further that all the 2-spheres in Cp are
symplectically embedded in X and intersect each other orthogonally. Then
the manifold which is the rational blow-down of X along Cp, denoted by
Xp = X0 ∪L(p2,1−p) Bp, admits a symplectic 2-form ωp such that (X0, ωp|X0)
is symplectomorphic to (X0, ω|X0).
As noted in [Sy], the fact that the 2-spheres are symplectic means that the
orthogonal intersections are positive.
Now suppose we have a 4-manifold X that satisifes the conditions for
Theorem 21.2 above; (X,ω) is a symplectic 4-manifold,
X = X0 ∪L(p2,1−p) Cp, and Cp is symplectically embedded in X . So,
Xp = X0 ∪L(p2,1−p) Bp is a symplectic 4-manifold with symplectic 2-form ωp,
such that there is a symplectomorphism ψp : (X0, ωp|X0) −→ (X0, ω|X0). Let
K be the canonical class on X induced by ω, and let Kp be the canonical
class on Xp induced by ωp (see Section 8).
We now claim that H1(L(p2, 1− p);Q) and H2(L(p2, 1− p);Q) are both
trivial.
Claim 21.3 H1(L(p2, 1− p);Q) is trivial
Proof:
For ease of reading the calculations, we shall denote the lens space
L(p2, 1− p) simply by L. Firstly, by the Universal Coefficient Theorem,
H1(L;Q) ∼= Hom(H1(L;Z);Q)⊕ Ext(H0(L;Z);Q)
We know π1(L) ∼= Zp2 , and since H1(L;Z) is the abelianization of π1(L)
(which is already abelian, in this case), we have H1(L;Z) ∼= Zp2 .
Recall that if F is a finite abelian group and G is an abelian group of
infinite order, then Hom(F,G) must be trivial, since if φ : F −→ G is a
homomorphism, then for all x ∈ F , nφ(x) = 0G, where n is the order of F ,
and the only way this can happen is if φ(x) = 0G for each x ∈ F .
In particular Hom(Zp2;Q) is trivial, and so Hom(H1(L;Z);Q) is trivial.
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Recall from [H1] that if F is a free group, then Ext(F ;Q) is trivial. Since
H0(L;Z) ∼= Z (see [H1]), Ext(H0(L;Z);Q) is trivial, and so finally we have
that H1(L;Q) is trivial. This proves the claim. 
Claim 21.4 H2(L(p2, 1− p);Q) is trivial
Proof:
By Poincare´ Duality, since L(p2, 1− p) is three-dimensional
H2(L(p2, 1− p);Q) ∼= H1(L(p2, 1− p);Q)
H1(L(p
2, 1− p);Z) ∼= Zp2, and changing from integral to rational
coefficients shows us that H1(L(p
2, 1− p);Q) is trivial. 
We now claim that the triviality of these cohomology groups allows us to
decompose K and ω as K = K|X0 +K|Cp and [ω] = [ω|X0] + [ω|Cp] (where
K|X0, [ω|X0] ∈ H2(X0,Q), K|Cp , [ω|Cp] ∈ H2(Cp;Q) and K, [ω] ∈ H2(X ;Q)).
If we choose A to be a small open neighbourhood3 of X0 and B to be a
small open neighbourhood of Cp, so that A ∩ B is a small open
neighbourhood of L(p2, 1− p) and X = int(A) ∪ int(B), then the
Mayer-Vietoris sequence (see [H1])
. . . −→ H2(A ∩B) −→ H2(A)⊕H2(B) −→ H2(X) −→ H1(A ∩B) −→ . . .
implies, by Poincare´ duality and the claims above, that
H2(L(p
2, 1− p)) −→ H2(X0)⊕H2(Cp) −→ H2(X) −→ H1(L(p2, 1− p))
⇒ 0 −→ H2(X0)⊕H2(Cp) −→ H2(X) −→ 0
which implies H2(X0)⊕H2(Cp) ∼= H2(X) (and the omitted coefficients are
the rationals). This proves the claim. 
So, we have the following decompositions:
K = K|X0 +K|Cp
3I say “small open neighbourhood” to mean A deformation retracts onto X0, so the
homology groups of A and X0 are isomorphic. The same goes for B and A ∩B.
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where K ∈ H2(X ;Q), K|X0 ∈ H2(X0,Q) and K|Cp ∈ H2(Cp;Q), and
[ω] = [ω|X0] + [ω|Cp]
where [ω] ∈ H2(X ;Q), [ω|X0] ∈ H2(X0,Q) and [ω|Cp] ∈ H2(Cp;Q).
Similarly, Kp and [ωp] decompose as:
Kp = Kp|X0 +Kp|Bp
[ωp] = [ωp|X0] + [ωp|Bp]
where Kp, [ωp] ∈ H2(Xp;Q), Kp|X0 , [ωp|X0] ∈ H2(X0,Q) and
Kp|Bp , [ωp|Bp] ∈ H2(Bp;Q).
(Basically, all the cohomology classes are where we expect them to be.)
These decompositions lead to the following lemma (Lemma 2.1 in [P]).
Lemma 21.5 Under the same hypothesis on (X,K, ω) and (Xp, Kp, ωp) as
above, we have
Kp · [ωp] = K · [ω]−K|Cp · [ω|Cp]
Proof:
We have the short exact sequence
H2(∂Bp;Q) −→ H2(Bp;Q) −→ H2(Bp, ∂Bp;Q) −→ H1(∂Bp;Q)
Since ∂Bp ∼= L(p2, 1− p), from Claims 21.3 and 21.4 above, both
H2(∂Bp;Q) and H1(∂Bp;Q) are trivial, and so the short exact sequence
becomes
0 −→ H2(Bp;Q) −→ H2(Bp, ∂Bp;Q) −→ 0
proving H2(Bp;Q) ∼= H2(Bp, ∂Bp;Q).
By Poincare´ duality, H2(Bp, ∂Bp;Q) ∼= H2(Bp;Q), so
H2(Bp;Q) ∼= H2(Bp;Q). Since Bp is a rational ball, H2(Bp;Q) is trivial,
and so H2(Bp;Q) is also trivial.
Therefore, Kp|Bp and [ω|Bp] are zero elements in H2(Bp;Q), and
consequently zero elements in H2(Xp;Q).
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Now let us explicitly calculate Kp · [ωp]:
Kp · [ωp] = (Kp|X0 +Kp|Bp) · ([ωp|X0 ] + [ωp|Bp])
= Kp|X0 · [ωp|X0] +Kp|X0 · [ωp|Bp] +Kp|Bp · [ωp|X0] +Kp|Bp · [ωp|Bp]
= Kp|X0 · [ωp|X0]
since the last three terms of the second line are all zero, since each contains
Kp|Bp or [ωp|Bp].
By the definition of the symplectomorphism ψp : (X0, ωp|X0) −→ (X0, ω|X0),
we must have ψ∗p([ω|X0]) = [ωp|X0] and ψ∗p(K|X0) = Kp|X0, so we have
Kp · [ωp] = Kp|X0 · [ωp|X0] = ψ∗p(K|X0) · ψ∗p([ω|X0]) (71)
Furthermore, since ψ∗p is a homomorphism,
ψ∗p(K|X0) · ψ∗p([ω|X0]) = ψ∗p(K|X0 · [ω|X0]) (72)
Since ψp is a symplectomorphism, in particular, it is an
orientation-preserving diffeomorphism, and so ψ∗p is an isomorphism
between the homology and cohomology classes of (X0, ωp|X0) and
(X0, ω|X0).
Since H4(X0;Z) ∼= Z, ψ∗p maps 1 ∈ H4((X0, ωp|X0);Z) to
1 ∈ H4((X0, ω|X0);Z) (because it is orientation-preserving, 1 does not get
mapped to −1). Therefore,
ψ∗p(K|X0 · [ω|X0]) = K|X0 · [ω|X0] (73)
and using equations (72) and (73), we have
ψ∗p(K|X0) · ψ∗p([ω|X0]) = K|X0 · [ω|X0] (74)
Finally, using equations (71) and (74), we have
Kp · [ωp] = K|X0 · [ω|X0] (75)
We now have Kp · [ωp] = K|X0 · [ω|X0]. Calculating
K · [ω] = (K|X0 +K|Cp) · ([ω|X0] + [ωp|Cp])
= K|X0 · [ω|X0] +K|X0 · [ωp|Cp ] +K|Cp · [ω|X0] +K|Cp · [ωp|Cp ]
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Now, K|X0 and [ωp|Cp] are forms restricted to different submanifolds, and so
K|X0 · [ωp|Cp] = 0. Algebraically, this is because each term belongs to a
different summand of H2(X0;Q)⊕H2(Cp;Q) ∼= H2(X ;Q). Similarly,
K|Cp · [ω|X0] = 0 and so we have
K · [ω] = K|X0 · [ω|X0] +KCp · [ωp|Cp ] (76)
Putting (75) and (76) together, we have
Kp · [ωp] = K|X0 · [ω|X0] = K · [ω]−KCp · [ωp|Cp ]
which proves the lemma. 
Next, we shall need the fact that E(1) = CP2#9CP2 can be described to be
an elliptic fibration over CP1 with one E˜6 singular fibre and four fishtail
fibres. The existence of such a fibration was shown in section 20.
The following is Lemma 3.1 in [P], credited to D. Auroux and R. Fintushel.
Lemma 21.6 The second (co)homology classes [Si] (1 ≤ i ≤ 7) of the
2-spheres Si embedded in E˜6 can be represented by:
[S1] = e4 − e7, [S2] = e1 − e4, [S3] = h− e1 − e2 − e3,
[S4] = e2 − e5, [S5] = e5 − e9, [S6] = e3 − e6, [S7] = e6 − e8;
where h denotes a generator of H2(CP
2;Z) and each ei denotes the
(co)homology class represented by the i-th exceptional curve in
CP2 ⊂ E(1) = CP2#9CP2.
Section 19 gives a proof of this Lemma, and we can take the labelling of the
spheres S1, . . . , S7 to be as given above.
Below are two theorems that we shall need in the proof of the lemma
below. The first is Corollary 1.4 in [McS2], credited to A. Liu and H. Ohta
and K. Ono. Recall that a 4-manifold X is said to be minimal if it contains
no exceptional spheres, and that a 4-manifold X is said to be rational if it
is the blow-up of CP2 or S2 × S2. For example, E(1) is rational but not
minimal. We now quote a series of important results.
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Lemma 21.7 Let X be a symplectic 4-manifold. Then the following are
equivalent:
(i) X admits a metric of positive scalar curvature.
(ii) X admits a symplectic structure ω with K · ω < 0
(iii) X is either rational or ruled
First, note that in the statement of the lemma in [McS2], X is a minimal
symplectic 4-manifold. However, it is then noted in [McS2] that the lemma
extends to the case when X is not minimal (which is how we have stated it
above). Before we can quote another lemma, we need:
Definition 21.8 For a non-minimal rational manifold with a standard
decomposition CP2#nCP2 and a standard basis {h, e1, e2, . . . , en}, a class
ξ = ah− b1e1 − b2e2 − · · · − bnen is called reduced if
b1 ≥ b2 ≥ · · · ≥ bn ≥ 0, and
a ≥ b1 + b2 + b3
Note that the second condition (with the first condition) implies a ≥ bi for
1 ≤ i ≤ n. With this definition in mind, the following lemma is the first
part of Lemma 3.4 (which is actually stronger and has other implications)
in [LL].
Lemma 21.9 Let M be a non-minimal rational manifold with a standard
decomposition and a standard basis. Then any class of non-negative square
is equivalent to a reduced class under the action of orientation-preserving
diffeomorphisms. (Furthermore, we can find such a diffeomorphism by a
simple algorithm.)
The canonical class of E(1), KE(1) ∈ H2(E(1);Z), is represented by
KE(1) = −3h+ e1 + · · ·+ e9 = −[f ], following the notation in [P] (although
in [P] the notation seems to change from ‘[f ]’ to just ‘f ’). Using the lemma
above, we later get an important relation between this canonical class and a
compatible symplectic 2-form on a non-minimal rational surface, which we
shall need in the proof of our main result.
In [LiLiu1] it is proved that CP2#kCP2 has a ‘unique’ symplectic structure
for certain k ≥ 2:
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Theorem 21.10 There is a unique symplectic structure on CP2#kCP2 for
2 ≤ k ≤ 9 up to diffeomorphisms and deformation. For k ≥ 10, the
symplectic structure is still unique for the standard canonical class.
Corollary 21.11 CP2#kCP2, for 2 ≤ k ≤ 9, with canonical class K does
not admit a symplectic 2-form ω for which K · ω > 0.
Remark 21.12 This result is of great importance to us, as it will be used
to show that the 4-manifold that we contruct, although homeomorphic to
CP2#7CP2, is not diffeomorphic to it.
We now use these results to prove the following lemma.
Lemma 21.13 For each integer k ≥ 1, E(1)#kCP2 admits a symplectic
2-form ω which is compatible with the standard canonical class
K
E(1)#kCP2
= −3h + e1 + e2 + · · ·+ e9+k, such that its cohomology class [ω]
can be represented by ah− b1e1 − b2e2 − · · · − b9+ke9+k, where
a, b1, b2, . . . , b9+k are some rational numbers satisfying
(i) a ≥ b1 ≥ · · · ≥ b9+k ≥ 0, and
(ii) 3a > b1 + b2 + · · ·+ b9+k.
Proof:
By the equivalence between (iii) and (ii) in Lemma 21.7 above, since
E(1)#kCP2 is a rational surface it admits symplectic 2-form ω, which is
compatible with the standard canonical class
K
E(1)#kCP2
= −3h + e1 + e2 + · · ·+ e9+k and satisfies the inequality
K
E(1)#kCP2
· ω < 0.
In [GS] we are reminded that a symplectic form is non-degenerate and so
ω ∧ ω > 0. This then implies that [ω] has non-negative square. Since [ω]
has non-negative square, Lemma 21.9 above implies that [ω] can be
represented by ah− b1e1 − b2e2 − · · · − b9+ke9+k for some rational numbers
satisfying a ≥ b1 ≥ · · · ≥ b9+k ≥ 0 (part (i) of the lemma).
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Since h · h = 1, h · ei = 0 for all ei, and ei · ej = −δij ,
K
E(1)#kCP2
· ω = (−3h+ e1 + · · ·+ e9+k) · (ah− b1e1 − · · · − b9+ke9+k)
= −3ah · h− b1e1 · e1 − · · · − b9+ke9+k · e9+k
= −3a + b1 + b2 + · · ·+ b9+k
and this together with K
E(1)#kCP2
· ω < 0 then implies
3a > b1 + b2 + · · ·+ b9+k
which is part (ii) of the lemma. 
Next comes an important proposition, concerning the existence of a specific
configuation Cp in E(1)#kCP
2. We also need that the 2-spheres in the
configuration are symplectically embedded, in order to use the theorem
proved in [Sy] and stated above.
Proposition 21.14 There exists a configuration C7 in the rational surface
E(1)#4CP2 such that all the 2-spheres ui lying in C7 are symplectically
embedded.
Proof:
Recall that E(1) can be viewed as an elliptic fibration with an E˜6-singular
fibre and 4 singular fishtail fibres (section 20).
Recall that the homology class [f ] = 3h− e1 − · · · − e9 of the elliptic fibre f
in E(1) can be represented by an immersed 2-sphere with one positive
double point, which is equivalent to a fishtail fibre (sections 19 and 20).
E(1) contains at least 4 such immersed 2-spheres, since it contains 4
singular fishtail fibres. If we blow up at each of these 4 double points, there
exist embedded 2-spheres f − 2e10, f − 2e11, f − 2e12, f − 2e13 in
E(1)#4CP2.
The reason it is f − 2ek and not simply f − ek (for 10 ≤ k ≤ 13) is that f
has a positive double point, and when we blow-up at this double point, the
exceptional divisor will intersect f with multiplicity 2, and so the proper
transform of f is f − 2ek.
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Since [f ] · e9 = (3h− e1 − · · · − e9) · e9 = −e9 · e9 = −(−1) = 1, and
ek · e9 = 0 for 10 ≤ k ≤ 13, we have (f − 2ek) · e9 = 1 for 10 ≤ k ≤ 13. So,
each of the embedded 2-spheres f − 2e10, f − 2e11, f − 2e12, f − 2e13
intersects a section e9 of E(1) positively. Let us call these intersection
points p10, p11, p12, p13, respectively.
We resolve these 4 intersection points (see section 13) to get a sphere S.
The homology class representing S is
[S] = (f−2e10)+(f−2e11)+(f−2e12)+(f−2e13)+e9 = 4f+e9−2e10−2e11−2e12−2e13
since when we resolve the points, we add the homology classes of the
surfaces together (see section 13). Recall that this “resolving” can be done
symplectically (see Remark 13.3).
And recalling that f · f = 0, f · e9 = 1, f · ek = 0 for 10 ≤ k ≤ 13, and
ei · ej = −δij , we can compute the square of [S] easily:
[S] · [S] = (4f + e9 − 2(e10 − · · · − e13)) · (4f + e9 − 2(e10 − · · · − e13))
= 16f · f + 8f · e9 + e9 · e9 + 4(e10 · e10 + e10 + · · ·+ e13 · e13)
= 16 · 0 + 8 · 1 + (−1) + 4 · ((−1) + (−1) + (−1) + (−1))
= −9
Therefore, we have found a symplectically embedded 2-sphere S with
square −9 in E(1)#4CP2.
We now recall constructing an elliptic fibration on E(1) with an E˜6 fibre.
Lemma 21.6 showed that we can consider the E˜6 fibre as consisting of the
spheres S1, . . . , S7 where [S1] = e4 − e7, [S2] = e1 − e4,
[S3] = h− e1 − e2 − e3, [S4] = e2 − e5 and [S5] = e5 − e9. Note that
[S1] · [S2] = [S2] · [S3] = [S3] · [S4] = [S4] · [S5] = 1
and
[S] · [S5] = (4f + e9 − 2(e10 − · · · − e13)) · (e5 − e9)
= 4f · e5 − 4f · e9 − e9 · e9
= 4(−e5) · e5 − 4(−e9) · e9 − e9 · e9
= 4− 4 + 1
= 1
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So, if we set u1 = S1, u2 = S2, . . . ,u5 = S5 and u6 = S, we obtain a
configuration C7 lying in E(1)#4CP
2. See Figures 19.6 and 11.1.
Note that all the 2-spheres ui lying in C7 are symplectically embedded.
(since S is symplectic and S1, . . . , S5 were constructed using algebraic
techniques, and so are just algebraic curves, and are therefore symplectic).
This proves the proposition. 
We are finally ready to prove the main result in [P].
Theorem 21.15 The exists a simply connected 4-manifold with which is
homeomorphic, but not diffeomorphic, to CP2#7CP2.
Proof:
We shall construct this exotic manifold, which we denote by X7.
Let us denote the manifold E(1)#4CP2 by X . By Proposition 21.14, there
exists a symplectically embedded configuration C7 in X . If we blow down
along this configuration C7 in X = X0 ∪L(49,−6) C7, we get a new smooth
4-manifold, which we shall denote by X7 = X0 ∪L(49,−6) B7.
By the theorem proved in [Sy] and stated above, since C7 was
symplectically embedded in X , there exists a symplectic structure on X7.
We proved in Section 11 that X7 is simply-connected.
Claim: X7 is homeomorphic to CP
2#7CP2
Let us look at X = CP2#7CP2 first. It has Betti numbers b+2 (X) = 1 and
b−2 (X) = 7, so the rank of X is rk(X) = 8 and the signature is σ(X) = 6.
Since X is a smooth manifold (actually, it is symplectic) and since σ(X) is
not divisible by 8, we have by Lemma 5.9 that the intersection form of X
must be odd.
Now, let us look at X7 = X0 ∪L(49,−6) B7. Since this was constructed from
E(1)#4CP2 by blowing down a configuration C7 (and so, removing 6
spheres of negative self-intersection), we know that
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b+2 (X7) = b
+
2 (E(1)#4CP
2) = 1
b−2 (X7) = b
−
2 (E(1)#4CP
2)− 6 = 13− 6 = 7
So, the rank of X7 is rk(X7) = 8 and the signature is σ(X7) = 6. Since X7
is a smooth manifold (in fact, also symplectic) we again have by Lemma 5.9
that its intersection form must be odd.
By Corollary 6.3 (Freedman’s Theorem) since X and X7 are both smooth
manifolds with the same rank, signature and parity, they must be
homeomorphic.
We now need to show that X7 is not diffeomorphic to CP
2#7CP2.
Let K7 be the canonical class on X7, and let ω7 be the corresponding
symplectic 2-form on X7. We claim that K7 · ω7 > 0 (and we shall prove
this claim in the lemma following this theorem).
Therefore, by Corollary 21.11, X7 is not diffeomorphic to X . So, we have
shown that X7 is homeomorphic, but not diffeomorphic, to CP
2#7CP2. 
Lemma 21.16 As defined above, K7 · [ω7] > 0.
Proof:
We shall denoted the homology class of a sphere S by [S].
The canonical class KE(1) of E(1) is represented by
−[f ] = −3h+ (e1 + · · ·+ e9), and the canonical class K of X = E(1)#4CP2
is represented by K = −3h+ (e1 + · · ·+ e13) = −[f ] + (e10 + · · ·+ e13).
Using Lemma 21.13, we may assume that the cohomology class [ω] of the
symplectic 2-form ω on X , that is compatible with the canonical class K,
can be represented by ah− (b1e1 + · · ·+ b13e13) for some rational numbers
a, b1, . . . , b13 satisfying a ≥ b1 ≥ · · · ≥ b13 ≥ 0 and 3a ≥ b1 + . . . b13.
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Recall from Proposition 21.14 above that
[u6] = [S]
= 4f + e9 − 2(e10 + · · ·+ e13)
⇒ [u6] = 12h+ e9 − 4(e1 + · · ·+ e9)− 2(e10 + · · ·+ e13)
Let us now recall that we defined ui = Si for 1 ≤ i ≤ 5 in Proposition 21.14
above, and the so the homology classes are:
[u1] = e4 − e7, [u2] = e1 − e4, [u3] = h− e1 − e2 − e3,
[u4] = e2 − e5, [u5] = e5 − e9
and recall K = −3h + (e1 + · · ·+ e13).
From these definitions we can see that [ui] ·K = 0 (for 1 ≤ i ≤ 5).
In order to calculate K7 · [ω7], we shall first calculate K · [ω] and
K|C7 · [ω|C7], and then use the result we proved in Lemma 21.5 above:
K7 · [ω7] = K · [ω]−K|C7 · [ω|C7] (77)
to calculate K7 · [ω7].
Firstly, if we define [ω] = ah− (b1e1 + · · ·+ b13e13),
K · [ω] = (−3h + (e1 + · · ·+ e13)) · (ah− (b1e1 + · · ·+ b13e13))
⇒ K · [ω] = −3a + (b1 + · · ·+ b13) (78)
We now express the two cohomology classes K|C7 and [ω|C7 ] using the dual
basis {γi : 1 ≤ i ≤ 6} (such that < γi, uj >= δij) for H2(C7;Q). We have,
K|C7 = (K · [u1])[γ1] + (K · [u2])[γ2] + · · ·+ (K · [u6])[γ6]
= 7[γ6]
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since K · [ui] = 0 for 1 ≤ i ≤ 5, and
K · [u6] = (−3h+ (e1 + · · ·+ e13)) · (12h+ e9 − 4(e1 + · · ·+ e9)
− 2(e10 + · · ·+ e13))
= (−3)(12)h · h+ e9 · e9 − 4(e1 · e1 + · · ·+ e9 · e9)
− 2(e10 · e10 + · · ·+ e13 · e13)
= −36 + (−1)− 4(−9)− 2(−4)
= −36− 1 + 36 + 8
= 7
Similarly,
[ω|C7] = ([ω] · [u1])γ1 + ([ω] · [u2])γ2 + · · ·+ ([ω] · [u6])γ6
and using
[ω] · [u1] = (ah− (b1e1 + · · ·+ b13e13)) · (e4 − e7) = b4 − b7
[ω] · [u2] = (ah− (b1e1 + · · ·+ b13e13)) · (e1 − e4) = b1 − b4
[ω] · [u3] = (ah− (b1e1 + · · ·+ b13e13)) · (h− e1 − e2 − e3) = a− b1 − b2 − b3
[ω] · [u4] = (ah− (b1e1 + · · ·+ b13e13)) · (e2 − e5) = b2 − b5
[ω] · [u5] = (ah− (b1e1 + · · ·+ b13e13)) · (e5 − e9) = b5 − b9
[ω] · [u6] = (ah− (b1e1 + · · ·+ b13e13)) · [u6]
= 12a+ b9 − 4(b1 + · · ·+ b9)− 2(b10 + · · ·+ b13)
we finally get
[ω|C7] = (b4 − b7)[γ1] + (b1 − b4)[γ2] + (a− b1 − b2 − b3)[γ3] + (b2 − b5)[γ4]
+ (b5 − b9)[γ5] + (12a+ b9 − 4(b1 + · · ·+ b9)− 2(b10 + · · ·+ b13))[γ6]
Then, using the intersection form of H2(C7;Q) given above Remark 21.1,
we have [γ6] · [γk] =< γ6, γk >= k(−149 ) for 1 ≤ k ≤ 6, and so
K|C7 · [ω|C7] = 7[γ6] · [ω|C7]
= (7)
(−1
49
)(
1(b4 − b7) + 2(b1 − b4) + 3(a− b1 − b2 − b3)
+ 4(b2 − b5) + 5(b5 − b9)
+ 6
(
12a+ b9 − 4(b1 + · · ·+ b9)− 2(b10 + · · ·+ b13)
))
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Therefore
K|C7 · [ω|C7 ] =
(−1
7
)(
75a− 25b1 − 23b2 − 27b3 − 25b4 − 23b5 − 24b6
− 25b7 − 24b8 − 23b9 − 12(b10 + b11 + b12 + b13)
)
(79)
And using the relation in (77) above, along with (78) and (79), we have
K7 · [ω7] = K · [ω]−K|C7 · [ω|C7]
= (−3a + (b1 + · · ·+ b13))−K|C7 · [ω|C7]
=
(1
7
)(
− 21a+ 7(b1 + · · ·+ b13)
)
−K|C7 · [ω|C7]
=
(1
7
)(
− 21a+ 7(b1 + · · ·+ b13) + 75a− 25b1 − 23b2
− 27b3 − 25b4 − 23b5 − 24b6 − 25b7 − 24b8 − 23b9
− 12(b10 + b11 + b12 + b13)
)
=
(1
7
)(
54a− 18b1 − 16b2 − 20b3 − 18b4 − 16b5 − 17b6
− 18b7 − 17b8 − 16b9 − 5(b10 + b11 + b12 + b13)
)
and using the inequality
3a > b1 + · · ·+ b13
which implies
54a > 18b1 + · · ·+ 18b13
we get
K7 · [ω7] >
(1
7
)(
2b2 − 2b3 + 2b5 + b6 + b8 + 2b9 + 13(b10 + b11 + b12 + b13)
)
and since b2 > b3, we have 2b2 − 2b3 > 0, which in turn implies
K7 · [ω7] >
(1
7
)(
2b5 + b6 + b8 + 2b9 + 13(b10 + b11 + b12 + b13)
)
and since bi ≥ 0 for 1 ≤ i ≤ 13, we finally have
K7 · [ω7] > 0
This proves the lemma. 
22 The Next Constructions
The first example of a manifold homeomorphic but not diffeomorphic to
CP2#6CP2 was constructed by A. Stipsicz and Z. Szabo´ in [SS]. They
started with an elliptic fibration on CP2#9CP2 which had an E˜7 fibre and
three fishtail fibres, and (after a few blow-ups) then performed a generalized
version of a rational blowdown to obtain a manifold homeomorphic to
CP2#6CP2. Then, computation of the Seiberg-Witten invariants of this
manifold showed that it was not diffeomorphic to CP2#6CP2.
Up until this point, only finitely many non-diffeomorphic exotic smooth
4-manifolds had been found for CP2#nCP2 (for n = 6, 7, 8). R. Fintushel
and R. Stern introduced a new technique in [FS3] which can be used to
construct infinite families of non-diffeomorphic exotic CP2#nCP2’s, for
n = 6, 7, 8.
A few days after a preprint of [FS3] was posted on the arXiv, J. Park, A.
Stipsicz and Z. Szabo´ posted a preprint of [PSS] on the arXiv, in which
they used this technique to construct an infinite family of
non-diffeomorphic exotic CP2#5CP2’s.
We give an outline of the technique presented in [FS3] below, as well as an
outline of how it was applied to construct exotic CP2#nCP2’s (for
n = 5, 6). First, however, we need to review R. Fintushel and R. Stern’s
knot surgery technique presented in [FS2], as well as the concept of a
mapping class group and the monodromy of a singular fibre.
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23 Fibre Sums and Embedded Tori
For fibre sums, one can refer to [GS], and for knot surgery the original
source is [FS2], but a good presentation of both can be found in [Sc].
Fibre sums
Suppose we have two C∞-elliptic fibrations (see section 14)
π1 : S1 −→ C1
π2 : S2 −→ C2
Choose t1 ∈ C1 and t2 ∈ C2 such that the fibres F1 = π−11 (t1) and
F2 = π
−1
2 (t2) are tori (generic fibres).
A tubular neighbourhood νFi of each Fi in Si is a copy of D
2 × T 2 in each
Si (i = 1, 2). Then ∂(Si \ νFi) ∼= T 3 (for i = 1, 2), and we choose a
fibre-preserving, orientation-reversing diffeomorphism of T 3
φ : ∂(S1 \ νF1) −→ ∂(S2 \ νF2)
Then, the fibre sum S1#fS2 is defined as the manifold
(S1 \ νF1) ∪φ (S2 \ νF2).
Note that S1#fS2 will admit a C
∞-elliptic fibration π : S1#fS2 −→ C1#C2.
Remark 23.1 Although the diffeomorphism type of S1#fS2 might depend
on the choice of the diffeomorphism φ, if either elliptic fibration
πi : Si −→ Ci (i = 1, 2) contains a cusp fibre, then for any choice of φ the
manifolds (S1 \ νF1)∪φ (S2 \ νF2) will be diffeomorphic, and then S1#fS2 is
a well-defined 4-manifold. See Chapter 8 in [GS].
Remark 23.2 It should be remarked that a tubular neighbourhood is
often called a regular neighbourhood.
Near-cusp embedded tori
Before we get to the knot surgery technique itself, we first need a definition
from [Sc].
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Definition 23.3 Let X be a simply-connected 4-manifold. Let T be a
torus embedded in X that is homologically nontrivial and has zero
self-intersection. Such a torus T is called near-cusp embedded if and only if
a neighbourhood of T in X is diffeomorphic to a neighbourhood U of a
generic torus fibre inside some elliptic fibration, so that U contains a cusp
fibre and so that T corresponds to a regular (generic) fibre.
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24 Knot Surgery
We now describe the knot surgery technique described in [FS2]. Another
good explanation can be found in [Sc].
Let us start with a closed simply-connected 4-manifold X , which contains a
near-cusp embedded torus T . Let νT be a tubular neighbourhood of T (i.e.
a copy of T ×D2), and consider the manifold X \ νT . Then
∂(X \ νT ) ∼= ∂(νT ) ∼= S1 × S1 × S1 ∼= T 3.
Now, let K be a knot in S3. Let νK be a tubular neighbourhood of K, and
consider the manifold S3 \ νK (the knot complement). Homologically,
S3 \ νK is indistinguishable from a solid torus S1×D2, and it therefore has
boundary ∂(S3 \ νK) ∼= S1 × S1. Therefore, the boundary of
S1 × (S3 \ νK) is also the 3-torus S1 × S1 × S1 ∼= T 3.
We shall glue X \ νT and S1 × (S3 \ νK) together along their boundaries.
However, there are several choices we can make in how we glue their
boundaries to each other.
Firstly, ∂(νK) ∼= ∂(S3 \ νK) ∼= T 2, a torus. Let λ be a longitude of ∂(νK)
(and therefore a meridian of ∂(S3 \ νK)). Consider the homology class
[pt× λ] ∈ H1(S1 × (S3 \ νK);Z).
Secondly, ∂(νT ) ∼= ∂(T ×D2), and we consider the homology class
[pt× ∂D2] ∈ H1(T ×D2;Z). Since ∂(νT ) ∼= ∂(X \ νT ), we also consider
[pt× ∂D2] as a homology class in H1(X \ νT ;Z)
We define the manifold
XK = (X \ νT ) ∪φ (S1 × (S3 \ νK))
where φ : ∂(X \ νT ) −→ ∂(S1 × (S3 \ νK)) is an orientation-reversing
diffeomorphism such that [pt× ∂D2] is identified with [pt× λ].
Remark 24.1 We did not specify where the homology class
[pt× µ] ∈ H1(S1 × (S3 \ νK);Z) is mapped to, where µ is the meridian of
∂(νK). In fact, [pt× µ] can be mapped to any generator of H1(T ;Z) in
T × ∂D2.
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Since we assumed that T is near-cusp embedded, the diffeomorphism type
of XK is completely determined by our choice of mapping [pt× λ] to
[pt×D2], since (because T is near-cusp embedded) the Seiberg-Witten
invariant of XK is completely determined by the Seiberg-Witten invariant
of X and the Alexander polynomial of K.
This means that all such constructed XK ’s (where [pt× µ] can be mapped
to any generator of H1(T ;Z)) have the same Seiberg-Witten invariant. It is
not known whether these (different) XK ’s are all diffeomorphic ([FS2]);
recall that if Y and Z are two smooth 4-manifolds that have different
Seiberg-Witten invariants, then they are definitely non-diffeomorphic, but if
Y and Z have the same Seiberg-Witten invariant, then they could be
diffeomorphic or non-diffeomorphic.
Let us review the knot surgery construction. We started with a closed,
simply-connected smooth 4-manifold X . We removed νT ∼= T ×D2, and
then “glued back” a homological copy of T 2 ×D2 (our S1 × (S3 \ νK)), and
called this new manifold XK . Therefore, the homology of XK is the same as
the homology of X , and by the corollary of Freedman’s Classification
Theorem, Corollary 6.3, XK is homeomorphic to X .
However, the Seiberg-Witten invariants of XK and X will be different for
most choices of K, and therefore in general XK will not be diffeomorphic to
X .
Remark 24.2 If we also assume (or choose our torus T ) so that X \ νT is
simply-connected, then the fact that X and X \ νT are simply-connected
implies that XK is also simply-connected (stated in [FS3]).
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25 Fishtail and Cusp Fibres Revisited
We now look at fishtail and cusp fibres from a viewpoint different to that of
section 16.
By definition, a generic fibre in an elliptic fibration is a torus. In section 16,
it was shown that a fishtail fibre is a sphere with a point of transverse
self-intersection. The fishtail fibre “appears” in an elliptic fibration by
collapsing a homologically nontrivial circle, in a nearby generic torus fibre,
to a point ([Sc]). Such a circle is called a vanishing cycle. It is a circle that
bounds a disk of self-intersection −1 in the fibre’s complement (for a
computation of this fact, see [GS] pages 292-293).
Explicitly, suppose that π : S −→ C is an elliptic fibration and that t1 ∈ C
is a point such that F1 = π
−1(t1) is a fishtail fibre. Then, in a
neighbourhood of t1 in C, there is a point t such that F = π
−1(t) is a
generic torus fibre with a vanishing cycle v. As t→ t1, v collapses to a
point. See Figure 25.1 and 25.2.
In section 16, it is shown that a cusp fibre is also a sphere, but with one
singular point. Suppose again that π : S −→ C is an elliptic fibration, and
suppose that t2 ∈ C is a point such that F2 = π−1(t2) is a cusp fibre. Then
a nearby (generic) torus fibre has two vanishing cycles v1 and v2 which
collapse to a single point (we can think of these circles, which are
generators of H1(T
2;Z), as the meridan and longitude of the torus). See
Figure 25.3. The singular point of a cusp fibre has a neighbourhood which
looks like a cone over the trefoil knot (see [Sc], [GS]).
For Kirby diagrams of a fishtail fibre and of a cusp fibre, see [GS], page 299.
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26 The Mapping Class Group of the Torus
Definition 26.1 The mapping class group of the torus, labelled Γ1, is
defined to be the set of isotopy classes of orientation-preserving
diffeomorphisms of T 2.
More formally, if we let Diff+(T 2) be the set of orientation-preserving
diffeomorphisms of T 2, and we define Diff0(T
2) to be the set of
diffeomorphisms of T 2 that are isotopic to the identity map, then
Γ1 ∼= Diff+(T 2)/Diff0(T 2)
It was first proved by M. Dehn in [De] that the mapping class group Γg of a
genus-g surface is generated by finitely many twist homeomorphisms (now
called Dehn twists). In fact, only 3g − 1 Dehn twists are needed to generate
Γg ([L2], see also [L1] and [L3]). The following definition is from [GS].
Definition 26.1 Let S be a surface and let C be a circle in S. A
right-handed Dehn twist ψ : S −→ S is a diffeomorphism obtained by
“cutting” S along C, twisting a neighbourhood of one of the boundary
components 360◦ to the right, and then “regluing” the cut-out component
“back in”.
We, of course, also have a more formal definition (also from [GS]).
Definition 26.2 Let S be a surface and let C be a circle in S. Identify
νC, a neighbourhood of C, with S1 × I. Define the map ψ such that on νC
ψ(θ, t) = (θ + 2πt, t) (80)
and ψ is the identity map on S \ νC (and ψ goes smoothly from id|S\νC to
(80)). Then ψ is a right-handed Dehn twist.
For an example of a Dehn twist on a cylinder, see Figure 26.1 below (from
[GS]).
According to [SSS], Γ1 admits a presentation (see also chapter 7 in [CM])
Γ1 =< a, b | aba = bab, (ab)6 = 1 >
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It is shown in [FM] that Γ1 is isomorphic to SL(2;Z), the group of 2× 2
matrices with integer entries and determinant 1. In fact, the map
φ : Γ1 −→ SL(2;Z), defined in [SSS] by
φ(a) =
(
1 1
0 1
)
φ(b) =
(
1 0
−1 1
)
provides us with an isomorphism between Γ1 and SL(2;Z). It is easily
checked that
(
1 1
0 1
)
and
(
1 0
−1 1
)
generate SL(2;Z) and that
φ(aba) =
(
0 1
−1 0
)
= φ(bab)
φ((ab)6) =
(
1 0
0 1
)
For more about Dehn twists and mapping class groups, see [FM].
C
Cψ
Figure 26.1
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27 Monodromy and the Existence of
Certain Elliptic Fibrations
We consider an elliptic fibration
π : CP2#9CP2 −→ CP1 (81)
There are only finitely-many singular points {s1, s2, . . . , sn} ⊂ CP1 (i.e.
points s such that π−1(s) is a singular fibre of the type listed in Kodaira’s
table of singular fibres). In fact, there are at most 12 singular points, since
each singular point corresponds to a singular fibre which has Euler
characteristic at least 1, and χ(CP2#9CP2) = 12.
Since there are only finitely-many singular points {s1, s2, . . . , sn} ⊂ CP1, we
can find disjoint disks {D1, D2, . . .Dn} such that si ∈ int(Di) and
Di ∩Dj = ∅ if i 6= j (i, j = 1, 2, . . . n).
Now consider one of these singular points s, and its disk neighbourhood D,
and let C = ∂D. Since every t ∈ C ⊂ CP1 is such that π−1(t) is a (generic)
T 2 fibre, if we restrict the fibration in (81) to C, by traversing along C we
get a diffeomorphism ψ of T 2 ([SSS]), and this diffeomorphism is defined up
to isotopy and conjugation ([SSS]). The corresponding element (defined
only up to conjugation) of ψ in Γ1, the mapping class group of the torus, is
called the monodromy of the singular fibre F = π−1(s).
The following argument is stated in [SSS]: suppose that w is a word Γ1
which is composed of 12 right-handed Dehn twists w1, w2, . . . , w12 satisfying
w = w1 . . . w12 = (w1 . . . wi1)(wi1+1 . . . wi2) . . . (wik+1 . . . w12) = 1
in Γ1. Then for the singular fibres Fj (j = 1, . . . , k) with monodromies
conjugate to (wij+1 . . . wij+1) there is an elliptic fibration
π : CP2#9CP2 −→ CP1 with singular fibres F1, . . . , Fk.
Table 27.1 gives a list of the monodromies (in Γ1 and SL(2;Z)) of the
singular fibres in Kodaira’s list of singular fibres. This list comes from [SSS]
and [HKK].
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Singular fibre Γ1 SL(2;Z)
I1 a
(
1 1
0 1
)
In a
n
(
1 n
0 1
)
II ba
(
1 1
−1 0
)
III aba = bab
(
0 1
−1 0
)
IV (ba)2
(
0 1
−1 −1
)
I∗n (ab)
3an
( −1 −n
0 −1
)
E˜8 (ba)
5
(
0 −1
1 1
)
E˜7 (ba)
4b
(
0 −1
1 0
)
E˜6 (ba)
4
( −1 −1
1 0
)
Table 27.1
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28 Double Node Neighbourhoods and
Exotic CP2#5CP2’s
We give an outline of the double node neighbourhood technique presented
in [FS3].
A double node neighbourhood D is a (fibred) neighbourhood of an elliptic
fibration that contains two fishtail fibres with the same monodromy4. This
means that there is a smooth torus fibre of D that has two vanishing cycles
C1 and C2 that collapse to a point over the points p1 and p2 in D,
respectively.
We now consider the effect of performing knot surgery along a (generic)
torus fibre F in a double node neighbourhood using a twist knots
K = T (n), pictured in Figure 28.1 (from [FS3]). Recall that although we
are forced to send the homology class of the longitude of our knot K to a
certain homology class, we are free to send the meridian of our knot K to
any homology class (that is a generator) of our choice. We choose the gluing
in the knot surgery construction to be such that we send the homology
class of a meridian of K to the class a× pt, the class of the vanishing cycle.
It is proved in [FS3] that while D had section which was a disk D1, the
effect of knot surgery is that D1 has a smaller disk D2 removed from it and
a punctured torus glued onto the boundary of D2 in D1 (essentially,
connect-summing with a torus). Furthermore, this punctured torus
contains a loop which bounds a disk U self-intersection −1. We can then
perform surgery on an annular neighbourhood of U that will result in the
torus becoming an immersed sphere S of self-intersection −1. Note that
this step is nontrivial and is the key argument in [FS3].
Now, R. Fintushel and R. Stern proceed in [FS3] to construct an infinite
family of CP2#6CP2’s as follows: we recall that E(1) has an elliptic
fibration with one E˜6 fibre and four fishtail fibres. Since (ab)
6 = 1 in Γ1, the
factorisation (ab)6 = (ab)4a2(a−1ba)b shows the existence of such a
fibration, since
4This is equivalent to saying that the neightbourhood contains an I2-fibre.
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(i) b(ab)4b−1 ∼ (ba)4 is the monodromy of the E˜6 fibre,
(ii) a is the monodromy of a fishtail fibre,
(iii) a conjugate of b in Γ1 is (ba)b(ba)
−1 = (bab)a−1b−1 = (aba)a−1b−1 = a
(where we used the braid relation aba = bab in the second step), and
so b is also a fishtail fibre
(vi) a−1ba is a conjugate of b, and therefore of a, in Γ1 and so is also a
fishtail fibre.
and, furthermore, two of the fishtail fibres have the same monodromy a.
We can therefore find a double node neighbourhood D ⊂ E(1) containing
two fishtail fibres with the same monodromy, and E(1) \D contains an E˜6
fibre and the two remaining fishtail fibres F1 and F2. Choosing the knot K
to be the twist knot T (n), we perform the knot surgery on D as above, and
therefore DK contains an immersed sphere S of self-intersection −1. We
then glue DK back into E(1) \D to obtain the manifold
Yn = (E(1) \D)∪DK , and then the two fishtail fibres F1 and F2 intersect S
transversely in a single point.
We blow-up at the double points of S, F1 and F2 to obtain spheres of
self-intersection −5, −4 and −4, respectively, which intersect in a pair of
points. These intersection points are singular points which can be
smoothed to obtain a sphere R of self-intersection −9. Furthermore, R
intersects the S5 sphere in E˜6 (one of the spheres of multiplicity 1) in a
single positive point (i.e. R · S5 = +1). We are therefore in the same
position to perform a rational blowdown along a configuration of spheres
C7, as in Park’s construction, except that we have only used three blow-ups
of E(1) (actually, Yn, which is homeomorphic to E(1)) instead of the four
done in [P] and in section 21 above.
Therefore, the rational blowdown along C7 will produce a manifold Xn that
is homeomorphic to CP2#6CP2. These manifolds Xn will not be
diffeomorphic to CP2#6CP2, and in fact because of the knot surgery, will
not even be diffeomorphic to each other. Therefore, we have constructed an
infinite family of 4-manifolds homeomorphic to CP2#6CP2 but not
diffeomorphic to it.
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Several constructions are presented in [PSS] to construct infinite families of
manifolds homeomorphic but not diffeomorphic to CP2#5CP2. One
particularly nice construction is started by first showing that there is an
elliptic fibration on E(1) with an I6 fibre and six fishtail fibres, one with
monodromy m1, one with monodromy m2, two with monodromy m3 and
the last two with monodromy m4, where the mi (i = 1, 2, 3, 4) are
conjugates of a in Γ1 (explicitly, this is done by using the braid relation to
turn a conjugate of (ab)6 into (a3b)3 which factorises as
a6(a−3ba3)(bab−1)2b2(b−1ab)).
Two pairs of fishtail fibres with the same monodromy allow us to perform
the double node neighbourhood knot surgery twice, and we get to the stage
of having a sphere of self-intersection −9 in a manifold Vn#2CP2, where Vn
is some manifold (the result of the knot surgery with the twist knots T (1)
and T (n)) that is homeomorphic to E(1), and we are again ready to
perform a rational blowdown along a configuration C7. This time, the
resulting 4-manifolds Qn will be homeomorphic (but not diffeomorphic) to
CP2#5CP2, and the manifolds Qn will all be non-diffeomorphic.
This short account of a few results in [FS3] and [PSS] do not do justice to
these papers, which contain far more detail.
2n− 1
RH
1
2 twists
Figure 28.1
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29 Epilogue
In early 2007, the first example of an exotic CP2#3CP2 was given in [AP]
by A. Akhmedov and B. Doug Park. The reader is also referred to the
subsequent papers [BK] and [ABP].
K. Yasui recently posted a paper ([Ya]) on the arXiv giving constructions of
CP2#nCP2 (n = 5, 6, 7, 8, 9) using rational blowdowns and without using
elliptic fibrations.
In conclusion, over the last few years mathematicians, in a way, have got
closer to finding an exotic CP2. However, it is still unknown whether any of
the following 4-manifolds
CP2, CP2#CP2, CP2#2CP2, S2 × S2, S4
admits an exotic smooth structure.
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30 A Note About Sources, Diagrams and
Corrections
Before discussing the books and papers, I must give credit where it is due.
My advisor, David Gay, helped me immensely with all the background
material and sections 2−14 and 21−24, and answered many, many
questions on the original thesis overall and topology in general. Andra´s
Stipsicz gave me several excellent lectures on singular fibres in elliptic
fibrations and double-node neighbourhoods, and patiently answered my
multitude of questions, which has resulted in sections 11, 15−20 and
25−28. I cannot overstate their contribution.
Although the bibliography is quite large, most references are only used for a
single result. Only a few books or articles have been used extensively.
[GS] is the key background reference, containing chapters on the
classification of topological 4-manifolds, blowing up and blowing down,
rational blowdowns, Kirby calculus, elliptic fibrations, . . . the list goes on.
It would be helpful to have already read [GP], or to have a copy at hand,
before reading this article.
[P] and [PSS] are the papers this article is “built around”, and the main
goal of writing this article was to make these papers more accessible.
The next most important are the papers [FS1], [FS2] and [FS3], the original
sources for rational blowdowns, knot surgery and double node
neighbourhoods.
[SSS] is my favourite source for singular fibres, although other good sources
are [HKK] and [BPV].
[Sc] is an excellent book that covers a lot of the material presented in [GS],
although is often not as detailed. It also has an excellent section on knot
surgery.
[McS1] is an excellent reference for anything to do with symplectic topology.
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[Ro] is my favourite source for the theory of knots and links. [CF] also has
a good section on group presentations not found in [Ro].
Although these references listed above provided over 95% of the source
material for this article, the remaining 5% provided by the rest of the
references is no less important.
Finally, I should mention that the diagrams included in this article were
made using the wonderful program Ipe (version 6.0 preview 23).
Corrections
There are several versions of this article available on the arXiv, of which
this is version 4.
Version 1 was the first draft, which I had hoped was error-free.
In version 2 the order of attribution, regarding the construction of exotic
CP2#3CP2s, at the beginning of the Epilogue was corrected.
In version 3 the abstract was modified to make clear the purpose of this
article.
In version 4 Definition 14.3 was modified, and the accompanying
commutative diagram was removed. The details for the references for [R]
and [U], which were neglected in the earlier versions, were finally filled in.
Section 20 in version 3 was moved to become section 11, and was renamed
“Results Concerning Rational Blowdowns”. Consequently, a few sections
have been shifted accordingly. Various typographical errors were corrected;
however, I fear that there are still some out there.
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