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Abstract
Heat transfer to the cylinder walls of internal combustion engines is recognized
as one of the most important factors that influences both engine design and op-
eration. Research efforts concerning heat transfer in internal combustion engines
often target the investigation of thermal loading at critical combustion chamber
components. Simulation of internal combustion engine heat transfer using low-
dimensional thermodynamic modelling often relies on quasi-steady heat transfer
correlations. However unsteady thermal boundary layer modelling could make a
useful contribution because of the inherent unsteadiness of the internal combus-
tion engine environment.
In this study, a computational and experimental study is presented. The exper-
iments are performed on a spark-ignition, single-cylinder engine under motored
and fired conditions. In the present study, decoupled simulations are performed,
in which quasi-steady heat transfer models are used to obtain the gas properties
in the core region. A scaled Eichelberg’s model is used in the simulation of the
motored test under wide open and fully closed throttle settings. In the fired case
the scaled Woschni’s model was used. The scaling factor is used to achieve a good
agreement between measured and simulated pressure histories.
An unsteady heat transfer model based on the unsteady thermal boundary layer
is presented in this study. Turbulent kinetic energy in the core of the cylinder is
modelled by considering the balance between production and dissipation terms
as suggested by previous authors. An effective variable thermal conductivity is
ii
applied to the unsteady model with different turbulent Prandtl number models
and turbulent viscosity models, and a fixed value is assumed for the thermal
boundary layer thickness. The unsteady model is run using the gas properties
identified from the quasi-steady simulation.
The results from the quasi-steady modelling showed that no agreement was
achieved between the measured and the simulated heat flux using the scaled
Eichelberg’s model for the motored case and the scaled Woschni’s model for the
fired case. A significant improvement in the simulation of the heat flux measure-
ments was achieved when the unsteady energy equation modelling of the thermal
boundary layer was applied. The simulation results have only a small sensitiv-
ity to the boundary layer thickness. The simulated heat flux using the unsteady
model with one particular turbulent Prandtl number model, agreed with mea-
sured heat flux in the wide open throttle and fully closed throttle cases, with an
error in peak values of about 6 % and 35 % for those cases respectively. In the
fired case, a good agreement was also observed from the unsteady model and the
error in the peaks between the measured and the simulated heat flux was found
to be about 9 %.
The turbulent Prandtl number and turbulent viscosity models are derived from
quasi-steady flow experiments and hence their general applicability to the un-
steady internal combustion engine environment remains uncertain. The thermal
boundary layer thicknesses are significant relative to the internal combustion en-
gine clearance height and therefore, the assumption of an adiabatic core is ques-
tionable. Investigation of a variable thermal boundary layer thickness and more
closely coupled simulation to account for heat loss from the entire volume of the
gas should be targeted in the future.
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BTDC Before Top Dead Centre
CA Crank Angle
DI Direct Injection
FA Fuel/Air ratio
FCT Fully Closed Throttle
IDI Indirect Injection
TDC Top Dead Centre
WOT Wide Open Throttle
Nomenclature
Notation
A surface area
a constant
B cylinder bore
b constant
Cm mean piston speed
cp specific heat at constant pressure
Cµ constant
D specific length
d diameter
fµ damping function
h heat transfer coefficient
k thermal conductivity
kt turbulent thermal conductivity
K turbulence kinetic energy
l length scale
m mass
N engine speed
P pressure
Pr Prandtl’s number
Prt turbulent Prandtl’s number
Q˙ rate of heat generation per unit volume
Nomenclature xxii
q heat flux
Re Reynold’s number
Ret turbulent Reynold’s number
S cylinder stroke
St Stanton number
T temperature
UT transport velocity
u turbulent fluctuating velocity
u´ intensity of turbulence
V volume
Vj jet velocity
w gas velocity
Greek symbols
α thermal diffusivity
αs scaling factor
α∗ constant (k − ω model)
β∗ constant (k − ω model)
θ crank angle
ω angular speed
ω specific dissipation rate (k − ω model)
ρ density
 emissivity
 dissipation rate (k −  model)
∆ difference
φ equivalence ratio the temperature ratio
φ the temperature ratio (T/T∞)
µ dynamic viscosity
µt turbulent dynamic viscosity
µ+ the ratio of turbulent viscosity to molecular viscosity
Nomenclature xxiii
ν kinematic viscosity
νt turbulent kinematic viscosity
Subscripts
b burned gases
c convection
cyl cylinder
d displacement
g gas side
m mean value
t turbulent
u unburned gases
w wall side
Chapter 1
Introduction
1.1 Heat transfer in engines
In-cylinder heat transfer is a significant feature of internal combustion engines
(ICEs) which affects engine performance and emissions. Measurements of heat
transfer have been performed and models have been produced by a large number
of researchers. The accuracy of predicting the wall heat transfer is required not
only to calculate the heat transfer rate from the gas pressure and temperature
data, but also necessary for the internal combustion engines to improve the over-
all engine simulation. The heat transfer process from the gases to the coolant
through the combustion chamber wall has in general the three heat transfer el-
ements. From the gases to the combustion chamber wall the heat is transferred
mainly by convection with a contribution from radiation. The heat flux is con-
ducted through the combustion chamber walls and then convected from the walls
to the coolant, figure 1.1. In spark ignition engines the radiative component is less
important than in compression ignition engine where the radiation heat transfer
is significant due to the soot particles during the combustion process [3][10].
The total chemical energy that enters an engine in the fuel is converted into ap-
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Figure 1.1: Schematic of temperature distribution and heat transfer modes across
combustion chamber wall.
proximately 35 percent useful crankshaft work and about 30 percent is carried
away from the engine in the exhaust flow. Approximately one third of the total
energy is dissipated to the immediate surroundings via heat transfer. Gas tem-
peratures in the combustion chamber during the combustion process may reach
2700 K. Metal components of the combustion chamber cannot tolerate this kind
of temperature, which indicates that significant heat transfer must occur in the
cylinders of internal combustion engines [2].
The heat transfer from the gases to the combustion chamber walls during the
combustion period can reach approximately 10 MW/m2. Components of the com-
bustion chamber which are in contact with the high-temperature burned gases
generally experience the highest heat flux. Thermal stress on these components
must be kept under levels that would cause failure or serious engine damage. It
is reported that temperature must be less than about 400 ◦C for cast iron and
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300 ◦C for aluminium alloys [3]. However, the surface temperature of the piston
and cylinder must generally be lower than 200 ◦C in order to avoid decomposition
of the lubricating oil [2] [3].
For accurate simulation of engine performance and emission, robust models for in-
cylinder heat transfer are essential. To date, in-cylinder convective heat transfer
models have been largely empirical and the models are generally engine-specific
and require ‘tuning’ for the different configurations to which they are applied.
1.2 Hypotheses
1. The majority of previous in-cylinder heat transfer models have emerged
from steady-state, turbulent flow heat transfer correlations which are of
limited applicability in the highly unsteady environment of ICEs.
2. New models for convective heat transfer in ICEs can be developed by accom-
modating the transient processes which occur in the engine environment.
3. These transient models will be more accurate and can be applied on a
variety of engines with less reliance on empirical ‘tuning’ approaches used
with earlier models.
1.3 Objectives of the thesis
The main objectives of this project are:
1. To implement and test the most popular heat transfer models obtained
from the literature in an engine simulation program. An existing quasi one-
dimensional spark ignition engine Matlab simulation program will be used
to perform the simulation.
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2. To contribute new experimental data on transient heat transfer in en-
gines. For this contribution to be realised, the experimental work will focus
on two objectives:
(a) To design and construct fast response thermocouples suitable for mea-
suring the transient surface temperatures of the engine cylinder wall.
(b) To perform experiments on a spark ignition engine to aid the develop-
ment of transient convective heat transfer models.
3. To deduce and develop a transient convective heat transfer model based on
the experimental data. This will be implemented in a quasi one-dimensional
spark ignition engine Matlab simulation program to check its reliability,
accuracy and applicability for different engine configurations.
1.4 Outcomes of the study
The following outcomes are expected to be achieved from this study:
1. Development of a new unsteady convective heat transfer model which may
be applicable for different engine configurations.
2. A credible implementation of existing and new convective heat transfer
models in a quasi one-dimensional spark ignition engine Matlab simulation
program.
1.5 Layout of the thesis
The research study presented in this thesis discovers experimentally and with the
aid of numerical simulation the internal combustion engines heat transfer, and
develops an unsteady heat transfer model based on the analysis of the unsteady
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thermal boundary layer. The aim of this section is to make the thesis clear and
easy to follow.
Chapter 2 is devoted to a literature review in order to provide the reader with
an adequate overview of the fundamentals of internal combustion engines, engine
heat transfer basics and some of the existing studies and heat transfer models and
finally some of the available temperature and heat flux measurement methods in
internal combustion engines.
In chapter 3, the derivation of the unsteady, one-dimensional heat conduction
equation model developed in this study will be presented, and the turbulent
thermal conductivity model which uses different models for the turbulent Prandtl
number and the turbulent viscosity will also be discussed.
The implementation of some of the existing convective heat transfer models in a
quasi one-dimensional spark ignition engine Matlab simulation program is pre-
sented in chapter 4. Some of the pressure and heat transfer data from the litera-
ture is assessed with the quasi one-dimensional simulation, and the heat flux from
different quasi-steady heat transfer models and the unsteady thermal boundary
layer model, with a constant turbulent thermal conductivity is investigated.
The engine specifications, the measuring devices, the thermocouple probe fabri-
cation and the whole measurements procedure will be discussed in chapter 5.
In chapter 6, the experimental results for the pressure and heat flux obtained
from the motored and fired tests, with the results from the simulation process
using some of the existing quasi-steady heat transfer models, are presented.
Chapter 7 will demonstrate the unsteady model developed in this study with an
effective variable thermal conductivity implemented in Matlab. This will be used
to simulate the engine heat transfer to compare the measured heat flux with the
predicted one, to illustrate the main findings and outcomes of this study.
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In Chapter 8, a summary of this research study, overall conclusions and some
recommendations for future work are presented.
Chapter 2
Literature Review
2.1 Introduction
The internal combustion engine is one of the most common and prefered sources
of mechanical power in the modern world. This type of engine is used in dif-
ferent fields including but not limited to, transportation and electrical power
generation. There are many designs and types of these engines, such as Spark
Ignition (SI), Compression Ignition (CI) and Homogeneous Charge Compression
Ignition (HCCI), however the spark ignition is the one of primary interest in this
work. Heat transfer is an important issue for internal combustion engines, be-
cause it affects critical operating parameters of the internal combustion engines
such as the in-cylinder pressure and temperature. However, engine heat transfer
analysis and modelling are among the most complicated issues, because of the
combustion process, the in-cylinder charge turbulence and the rapid motion of
the piston within the combustion chamber. All of these factors contribute to the
unsteadiness and local changes of the in-cylinder heat transfer. Moreover, heat
transfer also has an effect on the engine exhaust emissions, because of the effect
of the temperature changes on the NOx formation. It was found that a reduction
in the peak gas temperature of about (25-50 K) can halve the nitric oxides NOx
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emissions [11]. The examination of the engine’s heat transfer and the thermal
loading has a long and involved history. A variety of engine types and engine
components have been tested and examined by a number of studies and research
projects. In this chapter a brief introduction to the main concepts involved in the
engines heat transfer will be presented, as well as some of the well known engine
heat transfer correlations and review of the literature of some of the major studies
that have been carried out on the engines heat transfer field. In addition, a review
of engine heat transfer measurement techniques is included in this chapter.
2.2 Internal combustion engine - Fundamental
concepts
The internal combustion engine (IC) is a heat engine that converts the chem-
ical energy in the fuel into mechanical energy. The process of converting the
chemical energy in the fuel is to convert it first to thermal energy by means of
combustion with air inside the combustion chamber of the engine. This thermal
energy increases the pressure and temperature of the gases within the combus-
tion chamber. The high-pressure gas then expands against the mechanisms of the
engine. This expansion is converted by the mechanical linkages of the engine to
a rotating crankshaft, which is the output of the engine. The crankshaft is con-
nected to a transmission and/or power train to transmit the rotating mechanical
energy to the desired final use. There are two main types of internal combustion
engines, namely two stroke cycle and four stroke cycle, based on the piston move-
ment. In the four stroke engine, the piston experiences four movements over two
engine revolutions for each cycle, whereas, in the two stroke engine the piston has
only two movements over one revolution for each cycle. The four stroke engine is
the primary interest of this study.
A diagram representing a four stroke internal combustion engine is shown in
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figure 2.1. This type of engine uses the crankshaft and the connecting rod to
generate a reciprocating motion in the piston. This motion is usually generated
by the compression and expansion of the gases in the combustion chamber. The
inlet and exhaust valves in the head of the engine allow the gas transfer process
to take place, while the spark plug ignites the charge. The denoting ‘four stroke’
comes from the four major processes performed by these engines, which will be
described later, after references [1] and [2].
Figure 2.1: Diagram of a four stroke, spark ignition internal combustion en-
gine. Figure taken from [1].
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2.2.1 Internal combustion engine - Terminology
Some of the commonly used terms and abbreviations relating to internal com-
bustion engines as used in this study are presented below.
Top Dead Centre: A position when the piston is at the furthest point away
from the crankshaft. It also refers to the end of the compression and exhaust
strokes. At this point the combustion chamber is at its smallest volume and it is
abbreviated as TDC.
Bottom Dead Centre: A position when the piston is at the closest point to the
crankshaft. This refers to the end of the intake and expansion strokes when the
piston is at the bottom of its motion. The combustion chamber has its largest
volume at this point and it is abbreviated as BDC.
Bore: Diameter of the cylinder or diameter of the piston face, which is about the
same, with a very small clearance and it is abbreviated as B.
Stroke: The distance the piston moves from one extreme position to the other: TDC
to BDC or BDC to TDC. It is abbreviated as S.
Clearance Volume: The minimum volume in the combustion chamber when
the piston is at TDC.
Degrees Crank Angle: It refers to the position of the crank during the two
revolution engine cycle. For the four stroke engine when the cycle covers two
revolutions, the crank increases from 0◦ to 720◦ and then repeats. It is abbreviated
as ◦ CA.
Compression Ratio: It refers to the amount of compression performed during
the compression stroke and conversely the amount of expansion achieved during
the expansion stroke. It is expressed as the ratio of the volume of the combustion
chamber when the piston is at the BDC to the clearance volume. It is usually
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abbreviated as rc.
Volumetric Efficiency: Refers to the quantity of the actual air entering the
cylinder during induction relative to the actual capacity of the cylinder. It is
expressed as the ratio of the mass of air drawn to the mass of air that would exist
in the cylinder when the piston is at BDC at a reference pressure and temperature.
Air-Fuel Ratio: It is the ratio of mass of air to mass of fuel input into engine
and it is abbreviated as AF.
Fuel-Air Ratio: It is the ratio of mass of fuel to mass of air input into engine
and it is abbreviated as FA.
Wide-Open Throttle: It refers to the condition when the engine operates with
throttle valve fully open when maximum power is desired. It is abbreviated as
WOT.
Direct Injection: When the fuel is injected into the main combustion chamber of
an engine. Engines have either one main combustion chamber (open chamber) or a
divided combustion chamber made up of a main chamber and a smaller connected
secondary chamber. It is abbreviated as DI.
Indirect Injection: When the fuel is injected into the secondary chamber of an
engine with a divided combustion chamber. It is abbreviated as IDI.
2.2.2 Internal combustion engine - Basic engine cycles
A brief description of the cycle of a four stroke engine is given here with an
explanation of each stroke.
Intake Stroke or Induction: In this stroke the piston travels from TDC to BDC
with the intake valve open and exhaust valve closed, figure 2.2-a. This movement
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Figure 2.2: Four-stroke SI engine operating cycle. (a) Intake stroke. (b) Compres-
sion stroke. (c) Combustion at almost constant volume. (d) Power stroke. (e) Ex-
haust blowdown. (f) Exhaust stroke. Figure taken from [2].
2.2 Internal combustion engine - Fundamental concepts 13
of the piston increases the volume in the combustion chamber, which creates a
partial vacuum. The resulting pressure differential, through the intake system
from atmospheric pressure on the outside to the vacuum on the inside, causes air
to be drawn into the cylinder. As the air passes through the intake system, fuel
is added to it in the desired amount by means of fuel injectors or a carburetor.
Compression Stroke: Once the piston reaches BDC, the intake valve closes and
the piston travels back to TDC with all valves closed, figure 2.2-b. The air-fuel
mixture will be compressed and both the pressure and temperature in the cylin-
der will be raised. The finite time required to close the intake valve means that
actual compression does not start until sometime after BDC. Near the end of the
compression stroke, the spark plug is fired and combustion is initiated. The com-
bustion of the air-fuel mixture occurs in a very short but finite length of time with
the piston near TDC (i.e., nearly constant-volume combustion), figure 2.2-c. It
starts near the end of the compression stroke slightly before TDC and continues
into the power stroke slightly after TDC.
Expansion Stroke or Power Stroke: With both valves closed, the high pres-
sure created by the combustion process pushes the piston away from TDC fig-
ure 2.2-d. This is the stroke which produces the work output of the engine cy-
cle. When the piston starts to travel from TDC to BDC, cylinder volume is
increased, causing pressure and temperature to drop. Late in the power stroke,
the exhaust valve is opened and exhaust blowdown occurs, figure 2.2-e.
Exhaust Stroke: At the time the piston reaches BDC, exhaust blowdown is
complete, but the cylinder is still full of exhaust gases at approximately atmo-
spheric pressure. With the exhaust valve remaining open, the piston now moves
from BDC to TDC in the exhaust stroke, figure 2.2-f. This movement of the
piston pushes most of the remaining exhaust gases out of the cylinder into the
exhaust system at about atmospheric pressure.
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2.3 Internal combustion engine heat transfer -
General concepts
To analyse the heat transfer in internal combustion engines, it is often convenient
to divide the engine into six subsystems. Those subsystems include: 1- The intake
port, 2- The exhaust port, 3- The combustion chamber, 4- The coolant medium,
5- The lubricating oil and 6- The solid components of the engine [12].
The intake and exhaust ports are important, due to their geometry and the
unsteady flow by the inducted air and the fuel in non-direct injection systems,
in addition to the exhaust charge. The most important and the most complex
subsystem is the combustion chamber, where combustion occurs and the chem-
ical energy in the charge is converted into thermal energy and the pressure and
temperature vary very rapidly. The cooling medium is the engine coolant and
radiator system for water-cooled engines. The fifth subsystem is lubricating oil
which is used to cool the underside of the piston. The last subsystem is the solid
components of the engine, which serve the other five subsystems [12]. The subsys-
tem that will be examined in this study is the combustion chamber (the engine
cylinder).
The high temperature of the remaining burned gases in the cylinder adds further
heat to the combustion chamber components after the combustion process. Con-
sequently, the new incoming charge will be heated, due to the high temperature
of those components, and this can cause a pre-ignition in some critical cases. In
order to avoid the problems that may occur due to the high temperature, those
components are cooled by an external cooling medium. This process adds more
complexity to the engine heat transfer phenomenon, because it occurs repeatedly,
multiple times in a second. Furthermore, the process of the heat transfer itself
is difficult and complex, because it is transient and subject to rapid changes in
in-cylinder gas pressure and temperature. The combustion chamber itself, with
its moving boundaries, adds further to this complexity. As a result of all these fac-
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tors, the heat transfer from the gases to combustion chamber walls is a challenging
phenomenon and many of its aspects need to be understood and elucidated.
The heat transfer in internal combustion engines is considered to be an impor-
tant feature of the engines, because of its effect on the engine performance and
emissions. As mentioned above, the cooling process is necessary in the engine. In-
sufficient cooling can increase the chance of knock occurring. On the other hand,
excessive cooling and higher heat transfer to the combustion chamber walls will
tend to reduce the availability of the energy in the combustion chamber and de-
crease the overall output work, by lowering the average combustion gas pressure
and temperature [3]. During the combustion process, the thermal cycling causes
wear on engine components, and the high temperature and thermal stress can
cause failure or serious engine damage. The engine emissions are strongly depen-
dent on the heat transfer and the temperature of the charge, and due to local,
national and international legislation, engine emissions are important. Conse-
quently, due to all these facts it can be seen that heat transfer is very important
in the design of internal combustion engines.
2.4 Effect of engine variables on heat transfer
The heat transfer from the working fluids to the walls of the combustion chamber
depends on many different variables, which makes it difficult to correlate one
engine to another. These variables include, engine speed, load, spark timing,
equivalence ratio, swirl and squish, inlet air temperature, engine size and wall
material. A general comparison of some of those variables is described in the
following sections, after references [2] and [3]:
2.4 Effect of engine variables on heat transfer 16
2.4.1 Engine speed
As the engine speed increases, the gas velocity into and out of the engine will
increase and this leads to a rise in turbulence and convection heat transfer coeffi-
cients. This effect increases the heat transfer occurring during intake and exhaust
strokes and even during the early part of the compression stage, Whereas, during
the combustion and power stroke, the gas velocities within the cylinder are inde-
pendent of engine speed as they are controlled by swirl, squish and combustion
motion. The convective heat transfer coefficient and thus, the convective heat
transfer, are therefore independent of engine speed at this stage. It can be seen
in figure 2.3 that as the engine speed increases, all the steady state temperatures
go up. Consequently, heat transfer to the engine coolant increases with higher
speeds.
When an engine runs at higher speeds, the time per cycle is less. The combustion
in the engine occurs over about the same burn angle at all speeds, which means the
time of combustion is less at higher speeds, resulting in less time for self-ignition
and knock. However, the time for heat transfer per cycle will be less and that
means the engine runs hotter, which leads to increased knock problems. Therefore,
it can be observed that some engines have an increased knock problem at higher
speeds where as some have less problems at higher speeds.
2.4.2 Compression ratio
Increasing the compression ratio in an SI engine up to rc = 10.0 decreases the
total heat flux to the coolant. Thereafter, increasing the compression ratio raises
the heat flux slightly. The magnitude of the change is modest; for example, raising
the compression ratio from 7.1 to 9.4 decreases the heat flux at the valve bridge
by about 10 percent. Several of the combustion characteristics change as the com-
pression ratio increases (at fixed throttle setting), such as cylinder gas pressure,
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Figure 2.3: Engine temperature as a function of engine speed for typical SI en-
gine. Figure taken from [2].
peak gas temperature and gas motion, which increase as the compression ratio
increases, also the gas temperature late in the expansion stroke and during the
exhaust stroke, which increases as well, and combustion becomes faster as the
compression ratio increases. The component temperatures are affected by the in-
crease of the compression ratio depending on location. In general, the higher the
compression ratio, the more expansion cooling will occur during the power stroke,
which leads to cooler exhaust, resulting in lowering head and exhaust valve tem-
peratures. The piston and spark plug electrode temperatures generally increase
slightly as the compression ratio increases, due to the higher peak combustion
temperatures.
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2.4.3 Spark timing
As the spark timing is retarded in the SI engine the heat flux is decreased, as
shown in figure 2.4. The same trend would be expected in CI engines when the
injection timing is retarded. Retarding the spark timing makes the combustion
occur later when the cylinder volume is larger, and that decreases the burned gas
temperature. Late ignition timing extends the combustion process further into
the expansion stroke, which results in higher exhaust temperature and hotter
valves and ports.
Figure 2.4: Effect of spark timing on heat transfer. Figure taken from [3].
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2.4.4 Swirl and squish
Swirl or squish motion increases gas velocity, resulting in a higher heat transfer
coefficient, which causes higher heat fluxes.
2.4.5 Equivalence ratio
In spark ignition engines the maximum power is gained at the mixture equivalence
ratio φ = 1.1, at which the peak heat flux occurs, and decreases as the engine
runs leaner or richer. The maximum heat transfer per cycle as a fraction of fuel
chemical’s energy will be at stoichiometric condition φ = 1.0, and it then decreases
for leaner or richer mixture, as shown in figure 2.5.
Figure 2.5: Effect of equivalence ratio on heat transfer. Figure taken from [3].
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2.4.6 Inlet air temperature
The increase in temperature of the inlet air, increases the heat flux linearly; the
gas temperatures throughout the cycle are increased. An increase of about 100 K
gives about 10-15 percent increase in heat flux.
2.4.7 Wall material
Different materials are used in manufacturing the cylinder and the piston compo-
nents of engines, which results in different operating temperatures. The commonly
used materials are cast iron and aluminium, which have substantially different
thermal conductivities. They both operate with combustion surface temperatures
(200 − 400◦ C) which are relatively lower than burned gas temperatures. There
is substantial interest in using materials that could operate at much higher tem-
peratures so that the heat loses from the working fluid would be reduced.
2.5 Correlations for heat transfer in internal com-
bustion engines
The heat flux from the working gases to the combustion chamber wall in internal
combustion engines can be described using the following equations:
Nu =
hl
k
= CRen (2.1)
q = h(Tg − Tw)⇒ h = q/(Tg − Tw) (2.2)
The equation 2.1 represents the typical correlation for the global heat transfer
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models, where Nu is the non-dimensional Nusselt number, h is the overall heat
transfer coefficient and l and k are the length scale and the thermal conductivity
respectively. Re denotes the Reynolds number and C and n are the model con-
stants. The overall heat transfer coefficient can be obtained from this equation,
if the model constants and the Reynolds number are known.
Equation 2.2 shows the heat flux q, can be calculated from the overall heat transfer
coefficient h, the in-cylinder gases temperature Tg and the wall temperature Tw.
Numerous studies and measurements have been carried out on internal com-
bustion engines to investigate the heat transfer coefficients, and various ways
were proposed to obtain these coefficients. The heat transfer coefficient is not
non-dimensional, hence it is expressed here in kW/m2.K unless indicated other-
wise. Furthermore, when correlations involve other dimensional parameters, the
pressure is expressed in MPa, the temperature in K, the mean piston speed in
m/s, the cylinder volume in m3 and the cylinder bore in m, unless indicated
otherwise.
A heat transfer model proposed by Nusselt was the first model for heat transfer
and was originally intended to predict the steady state heat flux. This model can
also be used to predict the instantaneous heat flux if it is expressed in terms of
instantaneous cylinder pressure and gas temperature [12]. Nusselt proposed his
model as the sum of convection and radiation heat transfer correlations:
h = hc + hr (2.3)
hc = 5.41× 10−3(1 + 1.24Cm)(P 2cylTg)1/3 (2.4)
hr =
4.21× 10−4
(1/g + 1/w − 1)
(Tg/100)
4 − (Tw/100)4
(Tg − Tw) (2.5)
Nusselt’s formula was modified by Brilling who gave the mean piston speed term
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(3.5 + 0.185Cm), instead of the original term (1 + 1.24Cm); another modifica-
tion was made by Van Tyen who gave the mean piston speed term (3.22 +
0.864Cm) [12].
Eichelberg proposed a heat transfer coefficient to describe the instantaneous total
heat transfer. He made the first instantaneous heat flux measurement on large two
stroke and four stroke diesel engines [12]. Eichelberg’s formula can be expressed
as:
h = 7.67× 10−3(Cm)1/3(PTg)1/2 (2.6)
Annand [13] reviewed the existing formulae for instantaneous heat transfer rate
and proposed his formula for instantaneous heat flux as follows:
h = a
k
B
R0.7e + b
(T 4g − T 4w)
(Tg − Tw) (2.7)
where a is a constant ranging from 0.25 to 0.8 and b is a constant suggested to be
4.3 × 10−12 for spark ignition engines and 3.3 × 10−11 for diesel engines. In this
formula it can be observed that the second term of Annand’s equation represents
the radiative heat transfer term.
A formula to calculate the heat transfer coefficient for internal combustion engines
was introduced by Woschni [14]. Woschni’s formula can be written as follows [12]:
hc = 0.820B
−0.2P 0.8w0.8T−0.53 (2.8)
Woschni stated that the characteristic speed w (average gas velocity) depends on
two terms. One is due to piston motion and is modelled as the mean piston speed
Cm. The other term is due to swirl initiation from the combustion event, which
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is modelled as a function of the pressure rise due to combustion. The average gas
velocity is assumed to be:
w = C1Cm + C2
VdT1
P1V1
(P − Pm) (2.9)
where T1, P1 and V1 are the temperature, pressure and volume at initial con-
dition respectively and Pm is the motored pressure. C1 = 2.28, C2 = 0.0 during
the compression stroke. C1 = 2.28, C2 = 3.24× 10−3 during the combustion and
expansion strokes.
This formula is applicable for only one type of engines and to be valid for different
types of engines, different constants must be determined to be applied in this
formula.
Woschni’s formula was modified by Hohenberg to give better prediction of time
averaged heat flux based on experimental observations. The modifications of this
formula included the use of instantaneous cylinder volume instead of cylinder
bore, and changes of the characteristic speed w (average gas velocity) term to
be (Cm + 1.4), and the temperature term exponent to be (-0.4) instead of (-
0.53) [15] [16]. Hohenberg’s formula can be presented as follows, where the heat
transfer coefficient is expressed in W/m2.K and the pressure is expressed in bar.
h = C1V
−0.06P 0.8T−0.4g (Cm + C2)
0.8 (2.10)
where C1 and C2 are constants and their mean values are C1 = 130 and C2 = 1.4.
Sitkei and Ramanaiah [17] proposed a formula for the instantaneous heat trans-
fer coefficient. This formula was presented in separate convection and radiation
terms, in order to recognise the importance of radiation in diesel engines. The
equivalent diameter de was used instead of the cylinder bore as the characteristic
length. The convective heat transfer coefficient was given by the following for-
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mula [15], where the heat transfer coefficient is expressed in kW/m2.K and the
pressure in bar.
hc = 0.046(1 + b)
P 0.7C0.7m
T 0.2g d
0.3
e
(2.11)
The diameter de was defined as follows:
de = 4
V
A
The constant b was found to be as follows:
b = 0.0− 0.03 for a direct combustion chamber.
b = 0.05− 0.1 for a piston chamber.
b = 0.15− 0.25 for a swirl chamber.
b = 0.25− 0.35 for a pre-combustion chamber.
Han et al. [18] determined a new empirical formula for instantaneous heat transfer
coefficient. The purpose in developing this formula was to analyse the instanta-
neous value of heat transfer from gas to wall in the combustion chamber of spark
ignition engines, where h is expressed in kW/m2.K and the pressure in bar.
h = 687P 0.75w0.75D−0.25T−0.465 (2.12)
w(θ) = 0.494Cm + 0.73× 10−6(1.35P dV
dθ
+ V
dP
dθ
) (2.13)
where D is the specific length which was considered as the cylinder diame-
ter. (Note that in the original paper by [18], there is a typographical error in
the presentation of equation 2.13).
The heat transfer per cycle to the combustion chamber surface of spark ignition
engines for quasi-steady and transient conditions was investigated by Shayler
and co-workers [19] . They obtained a correlation between heat transferred, peak
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cylinder pressure, engine speed and the cylinder bore. The heat transfer per cycle
has been identified in the form:
q (kJ/cycle) = 9.0× 10−5P (bar)B
4.5(cm)
N0.8(rpm)
+ 0.04 (2.14)
A new model was proposed by Wu et al. [6] for heat transfer for small-scale
spark-ignition engines. The Stanton number was used in this model and they
considered the heat transfer surface area to be two times the piston area. The
proposed model is:
h = StρCpu (2.15)
where h is expressed in W/m2.K and u is the gas turbulent fluctuating velocity
which can be approximated as 0.5Cm. The Stanton number can be expressed as:
St = 0.718× e(−0.145Cm) (2.16)
Sharief et al. [20] proposed a heat transfer correlation based on experiments on
a motored diesel engine. In the Reynolds number in this correlation the intake
jet velocity was applied instead of mean piston velocity. Their correlation for
estimating the heat transfer from engines is:
h = 20P 0.6V 0.6j T
−0.222
g d
0.4 (2.17)
where h is expressed in W/m2.K and the pressure in bar.
Rao and Bardon [21] presented a formula for the instantaneous heat transfer
coefficient in a reciprocating engine. This formula was developed based on the
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turbulent diffusion and it relates the convective heat transfer coefficient to the
turbulent intensity in the charge. This formula can expressed in the form:
h = ρCpUT = 0.058ρCpu´ (2.18)
2.6 Studies on heat transfer in internal combus-
tion engines
Much research has been performed regarding the measurement, investigation and
estimation of heat transfer from the working fluid to the wall in internal com-
bustion engines. From the literature it can be found that different approaches
and methods have been applied to obtain measurements. Different engines were
tested, considering different parameters such as air to fuel ratio, engine speed and
engine load.
2.6.1 Experimental studies
Experimental studies with correlations evaluation and development
Woschni [14] introduced a formula to calculate the heat transfer coefficient for
internal combustion engines, equation 2.8. He established his formula based on
convection heat transfer similarity laws. The Nusselt experiments were repeated
in this study, and other formulas, based on the Nusselt’s formula, were represented
and compared with the author’s formula. According to this study, the heat trans-
fer in the internal combustion engine was controlled by forced convection due to
the piston motion and the combustion. Thus the heat transfer was considered only
by free convection after the combustion process was complete. The study showed
that in the combustion phase, the heat transfer coefficient increases, mainly be-
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cause of the additional convection caused by combustion. Furthermore, it also
demonstrated that, for a local mean heat transfer coefficient, the local mean gas
velocity must be applied in the definition of the Reynolds number. This formula
is applicable for only one category of engines and to be valid for different types
of engines, different constants must be determined to be applied in this formula.
Oguri [22] investigated the heat transfer rate from the working gases to the com-
bustion chamber walls of a four stroke spark-ignition engine. From this study it
was concluded that the estimated heat transfer coefficients experimentally co-
incide well with those calculated by Eichelberg’s formula (equation 2.6), in the
combustion period and the first half of the expansion stroke. It was also found
that the experimental values of heat flow in the compression stroke coincide with
the values calculated using the heat transfer coefficient using Eichelberg’s for-
mula, and there are no extreme differences between them, as was found when
the heat transfer coefficients were compared. This study also observed that, in
the latter half of the expansion stroke, the values of the heat transfer coefficient
and the heat flow estimated experimentally are smaller than those calculated by
Eichelberg’s formula. From this study a new dimensionless formula was obtained
and was satisfactory when applied in the expansion stroke, but it is difficult to
apply this formula to large engines.
Hassan [23] described a new approach for the unsteady heat transfer prediction
in internal combustion engine cylinders, using the existing empirical heat trans-
fer data of forced convection for the flat plates or pipes. Experimental data were
obtained and compared with the data from the existing empirical correlations. Re-
sults showed that there was an agreement between experimental data and existing
data on heat transfer from a flat plate in turbulent flow. The results also showed
that the use of the existing flat plate and pipe flow data to predict the convection
heat transfer in internal combustion engine cylinders could be supported.
Shayler and others [19] investigated the heat transfer per cycle to the combus-
tion chamber surface of spark ignition engines, for quasi-steady and transient
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conditions. The Woschni correlation for heat transfer was applied. A correlation
between heat transferred, peak cylinder pressure, engine speed and the cylinder
bore was obtained. It was observed that the cyclic variations in heat transfer
dependent on variations in peak pressure. This study included the heat flux dis-
tribution over the surface of the chamber and it showed that the heat flux is
dependent on location along the liner.
Wu et al. [6] proposed a new model for heat transfer for small-scale spark-ignition
engines. According to this study, the previous heat transfer models were not
suitable for small engines, because they were originally developed for large-scale
engines. The Stanton number was used in this model. In this study the heat
transfer surface area was considered to be twice the piston area. The results
showed that the proposed model has better predictive capability than previous
models.
Sharief and others [20] proposed a heat transfer correlation based on experiments
on a motored diesel engine. In the Reynold’s number in this correlation, the intake
jet velocity was applied instead of mean piston velocity. According to this study,
the intake jet velocity takes into account the inlet port and piston diameters. Thus
it represents the gas velocity better than the mean piston speed. Comparing this
correlation with earlier correlations at different loads, showed an agreement be-
tween this correlation and Eichelberg’s correlation (equation 2.6) at the combus-
tion and expansion periods. It was observed that the heat transfer rate increased
with an increase in the load and engine speed.
Enomoto and Furuhama [24] determined the local heat transfer coefficients at
different locations on the wall surface of a combustion chamber of a four-stroke
gasoline engine. They concluded that the heat transfer coefficient starts to rise
simultaneously with rise of the pressure in the combustion chamber, due to the ig-
nition at most measuring points on the piston surface and the piston head. Those
values of the heat transfer coefficient were several times greater than those calcu-
lated by Eichelberg’s formula. At some points on the piston surface, the cylinder
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head and all measuring points on the cylinder surface, the peak values of the heat
transfer coefficient and the phase were similar to those calculated by Eichelberg’s
formula. The heat transfer coefficient was affected by the geometry of a cylinder
head. The study also showed that, at higher engine speed, the heat transfer co-
efficient values calculated by Eichelberg or Woschni formulas substantially differ
from the measured values.
Sanli et al. [25] examined numerically the effects of spark timing and the engine
load on the in-cylinder heat transfer of a spark ignition engine, using experi-
mental engine test data. A four-stroke, air-cooled, single-cylinder SI engine was
tested. The Woschni, Hohenberg and Han models were employed to perform the
investigation on this engine at 2000 rpm engine speed and different spark timings
and engine loads. It was concluded that the in-cylinder heat transfer coefficient
and the heat flux at constant load and speed conditions increased slightly when
the spark timing is advanced, and their peak values occur at earlier crank angle
than that of the original spark timing. It was also demonstrated that the in-
cylinder heat transfer coefficient and the heat flux were slightly decreased when
the spark timing retarded from the original timing. On the other hand, the effect
of changing the engine load at constant spark timing was investigated as well, and
it was found that the magnitude of the in-cylinder heat transfer coefficient and
the heat flux were increased when the engine load was increased. In comparison
between the three heat transfer models used in this study, it was observed that
the Han model gave higher heat transfer coefficient and heat flux than the other
two models. Furthermore, the values of the heat transfer coefficient and the heat
flux were higher for each model relative to the original spark timing from the
beginning of spark timing toward the peak point at the advanced spark timing,
whereas their values were lower at the retarded spark timing. Towards the end
of the compression stroke, each model gave higher values for the heat transfer
coefficient and heat flux at the retarded spark timing, in contrast to the original
timing while those values were lower at the advanced spark timing.
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Wang et al. [26] investigated the effect of the ignition timing, air-fuel ratio and the
mixture preparation on the engine heat flux. The investigation was conducted on
a spray-guided, direct-injection, spark-ignition, single-cylinder research engine. A
thermodynamic simulation code was implemented to predict the heat transfer
from the gases to the combustion chamber walls, using different heat transfer
correlations. It was concluded that the peak heat flux value became higher by ad-
vancing the ignition timing. Furthermore, advancing the ignition timing increased
the peak cylinder pressure and temperature, which increased the magnitude of
the peak heat flux. When analysing the effect of the air-fuel ratio, it was found
that when the mixture was stoichiometric or richer than stoichiometric, the mag-
nitude of the heat flux was higher and showed an earlier phasing. Two modes
were used to investigate the effect of the mixture preparation, DI (Direct Injec-
tion) and PI (Plenum Injection). In the DI mode the data were presented for
two cases with injection in the intake stroke and one case in the compression
stroke. In the latter, the peak heat flux was higher than the mean value for the
other tested conditions. Comparison of the two modes at different air-fuel ra-
tios revealed that the heat flux increased as the mixture became richer in the
two injection modes. But the increase was larger in the PI mode than in the DI
mode. The heat transfer correlations of Eichelberg, Woschni and Hohenberg were
used to predict the heat transfer from the gases to the walls of the combustion
chamber. The results obtained from the experimental measurements were com-
pared with the data obtained from these models. It was found that Hohenberg’s
correlation seemed to be the most accurate model, as Woschni’s model under-
estimated and over-estimated the heat flux before and after the top dead centre
respectively. Some modifications were made to Woschni’s model to make it more
accurate in the low-load low-speed testing operating conditions on the engine
used in this study.
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Experimental studies with the examination of measuring location and
operating condition
Uchimi and coworkers [27] studied the conditions of heat loss to combustion
chamber walls in a direct injection diesel engine. To characterise the heat loss to
the entire piston surface of this engine, measurements of instantaneous heat flux
were conducted at different points. Those points were the piston crown, and the
side and bottom of the cavity. Results showed that there were differences in the
piston surface instantaneous temperature waveform, the instantaneous heat flux
waveform amplitude and the peak phase between different measuring points. The
results also showed that the heat loss to the piston surface relative to the calorific
value of fuel was higher than those of the gasoline engine measured in earlier
studies.
Hoag [28] measured the instantaneous temperature at three positions on the
cylinder head of a direct injection diesel engine. The study found that the in-
stantaneous heat flux was sharply concentrated near the top dead centre during
combustion and dropped off rapidly during the expansion processes. The study
showed that the heat flux reached its minimum values late in the expansion pro-
cess and then increased throughout the exhaust process. This study also showed
that the increase in the wall temperature led to an increase in heat transfer to
the charge during the intake process and reduction in heat rejection during the
compression process. During combustion and early in the expansion process there
were no detectable differences in the instantaneous heat flux with increase in wall
temperature.
Alkidas [29] measured the transient heat flux at four positions on the cylinder
head of a four-stroke single-cylinder spark ignition engine. This engine was tested
under fired and motored conditions. The variations of engine speed and spark tim-
ing was investigated in this study. This study concluded that at fired conditions,
the initiation of the rapid increase of heat flux at each position of measurement
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is correlated reasonably with the time of flame arrival. However, at the motored
conditions, the increase of heat flux during the compression stroke occurs si-
multaneously at the four positions of measurement. The study also showed that
varying the position of measurement on the cylinder head considerably varies
the peak heat flux. Moreover, it also showed that advancing the spark timing
and increasing the engine speed increased the peak heat flux at each position of
measurement.
In another study Alkidas and Myers [30] measured the heat flux at several posi-
tions on the cylinder head and liner of a four-stroke, single cylinder, and spark
ignition engine. The influence of air-fuel ratio and volumetric efficiency on heat
transfer was investigated. This study illustrated that the variations of the air-
fuel ratio did not strongly affect the local transient heat transfer at constant
engine speed and volumetric efficiency. Furthermore, at near-stoichiometric mix-
ture combustion the peak heat flux reached a maximum, while it decreased at
leaner and richer mixture combustion. The peak heat flux increased about 30 %,
due to the increase in volumetric efficiency from 40 to 60 percent. The amount
of heat transferred to the walls of the combustion chamber during the closed
portion of the cycle, which was calculated using the integrated form of the first
law of thermodynamics, matched well with the corresponding transient heat flux
measurements values. Cycle-to-cycle variations in the surface temperature and
the heat flux were noted at each location of measurements, due to the variation
of the propagation of the flame through the combustion chamber.
Harigaya et al. [31] estimated the instantaneous local heat transfer coefficient on
the combustion chamber wall. A four stroke, L-type, single cylinder spark-ignition
engine was used in this experimental study. This study investigated the effects of
gas flow and flame propagation on the heat transfer coefficient. Local heat flux
at twenty four locations was measured on the cylinder head. It was concluded
that the gas velocity in the combustion chamber increased with decreasing the
throat area, and particulary the velocity near the throat was higher than that in
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the other parts of the chamber. Furthermore, the gas flow and flame propagation
have a strong influence on the local instantaneous heat flux. The heat transfer
coefficient varies with measuring positions and it increases with increasing the
flame velocity. The study also observed that there is a strong correlation between
the Nusselt number based on the local heat transfer coefficient and the Reynolds
number based on flame velocity.
Gilaber and Pinchon [32] examined the effects of some parameters on the heat
transfer in spark ignition engines. The effects of varying the spark timing, the
volumetric efficiency, the engine speed, the equivalence ratio and the swirl number
were tested on a single cylinder spark ignition engine. A laser doppler velocimeter
(L.D.V) was used to analyse the effect of fluid dynamics on heat transfer and four
heat flux gauges were installed in the combustion chamber. The spark timing was
changed from 0 to 40 degrees BTDC. Examination of the effect of changing the
spark timings showed that the maximum peak value of the measured heat flux
was found to be at spark advance of 40 degrees BTDC. Moreover, it was observed
that the peak heat flux values decreased from 2500 kW/m2 to 1200 kW/m2 when
the spark advance decreased from 40 to 0 degrees at location 1, and the same
trend was observed at the other three locations. However, no significant changes
were obtained on the turbulence levels in the L.D.V measurement volume when
the spark timings were changed. When analysing the effect of the volumetric
efficiency, three values were chosen, these being 0.9, 0.8 and 0.5. It was concluded
that, when the volumetric efficiency increased from 0.5 to 0.9 the peak values
of the heat flux increased from 1500 kW/m2 to 2800 kW/m2 at location 1. It
was also observed that the turbulence levels did not depend on the volumetric
efficiency. In the analysis of the engine speed, three different speeds were tested,
500 rpm, 1500 rpm and 2500 rpm. This analysis showed that the peak heat
flux values increased from 2000 kW/m2 to 3100 kW/m2 as the engine speed
increased from 500 rpm to 2500 rpm. Furthermore, it was found that, the heat
transfer duration declined from 17 milliseconds at 500 rpm to 7 milliseconds at
2500 rpm. To examine the influence of the equivalence ratio, five equivalence
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ratios ranging from 0.7 to 1.1 were chosen. The maximum value of the heat flux
increased from 800 kW/m2 to 2200 kW/m2 at the equivalence ratios 0.7 and 0.9
respectively, and then reached a limit of 2400 kW/m2 when the equivalence ratios
of 1.0 and 1.1 were reached. The swirl conditions were also analysed and for this
analysis three swirl conditions were studied, a high swirl, a medium swirl and a
low swirl. The effect of the swirl could be clearly observed at locations 3 and 4,
where the peak heat flux increased from 2000 kW/m2 to 3000 kW/m2 when the
swirl condition changed from low to high swirl. However, no significant changes
could be found on the turbulence levels as the swirl conditions were changed. It
was also concluded from this study that the turbulence intensity was found to be
the main parameter which affected the heat transfer when the engine speed was
varied.
Prasad and Samaria [33] investigated the effect of the insulation coating applied
on the cylinder wall, on the temperature and the heat loss of a semi-adiabatic
diesel engine. The cylinder wall was coated externally with a 2 mm thin layer of
oxide based ceramic insulation material. The investigations concluded that as the
thickness of the insulation coating was increased, the overall body temperature
of the piston increased. It was also found that with a 2 mm-thick insulation
coating, the reduction in heat loss through the piston was found to be about 6
percent. The study also concluded that the heat loss through the air in the crank-
case increased, while the heat loss through the cooling water decreased. It was
also demonstrated that the effect of cooling medium temperature was dominant
at low loads, whereas at high loads the effect of the hot gas temperature was
obvious.
Enomoto et al. [34] investigated the heat losses during knocking in a four-stroke
gasoline engine. The effect of advancing the ignition timing and varying the gaso-
line octane number were examined. Two thin-film thermocouples were embedded
in the piston crown. In the normal combustion without knocking it was concluded
that the temperature started to rise later as the distance of flame propagation
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from the spark plug became greater. In the case of combustion with knocking, in
the zone where the temperature of the wall surface began to rise due to the arrival
of the normal combustion flame, the temperature was raised further by knock-
ing. Furthermore, by advancing the ignition timing and lowering the gasoline
octane number, the temperature fluctuation became greater. During the knock-
ing the heat loss was greater during the working stroke in proportion to the knock
intensity. It was also found, when the knock intensity exceeded a certain value,
the heat loss during the working stroke became greater than the total heat loss
during a cycle. On the other hand, when the ignition timing advanced, the heat
loss during the compression stroke increased, but the heat loss during the working
stroke was greater. The increase in heat loss during the working stroke caused by
knocking, was higher when the octane number was made smaller, than the case
when the ignition timing was advanced. It was also observed that the measured
values of the heat transfer coefficient increased in proportion to the knock inten-
sity, whereas the values calculated by Woschni’s and Eichelberg’s equations were
hardly changed by the knock intensity.
Kimura et al. [35] investigated the effect of combustion chamber specifications,
swirl ratios and injection timing on the transient heat transfer characteristics. A
single-cylinder, direct injection diesel engine was used in this investigation. Four
thin film thermocouples on the piston were used to measure the instantaneous
temperature, in order to determine the transient heat flux rates. The heat flux was
investigated at two locations, the piston cavity and the piston head. In examining
the effect of the cavity diameter on the heat flux, it was found that at 7◦ CA
BTDC injection timing the heat flux peak decreased with a larger cavity diameter,
and the heat flux started to increase after 30◦ CA ATDC. At the piston crown
however, the heat flux was not affected by the cavity diameter. For 2◦ CA ATDC
injection timing, the heat flux did not change at either location. In investigating
the effect of the swirl ratio on the heat flux at the two locations, it was found for
the 7◦ CA BTDC injection timing in the piston cavity, that the heat flux peak
increased with a higher swirl ratio, however the heat flux started to reduce at 10◦
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CA ATDC. In the piston head the heat flux peak was found not to be affected
by the swirl ratio. For the 2◦ CA ATDC injection timing, the heat flux peak
increased at both locations with a higher swirl ratio. From this study it can be
concluded that the heat flux at the piston crown is not influenced by the cavity
diameter and the swirl ratio and it only relates to the injection timing.
Harigaya et al. [36] conducted an experimental study to measure the local surface
temperature and heat flux on the combustion chamber wall of a four-stroke,
single-cylinder spark ignition engine under knocking and non-knocking conditions,
using thin film thermocouples. From this study it was found that under normal
conditions, the maximum heat fluxes decrease and the time for the maximum heat
flux occurs later, as the distance from the spark plug increases. It was also clear
that the positions near the ignition point experience higher heat fluxes. On the
other hand, under knocking conditions at positions away from the knock zone, the
maximum heat fluxes were almost the same as those under normal conditions. In
the knock zone however, the maximum heat fluxes were higher. Moreover, it was
also found that the heat fluxes were higher than those under normal conditions
during the expansion stroke. It was also demonstrated that the maximum heat
fluxes in each position were approximately constant for knock intensities less than
0.3 MPa. It was observed that the maximum value of heat flux was about 2.0
times and the time-averaged value 1.24 times larger than those under the non-
knocking conditions. Furthermore, it was also concluded that the heat transfer
coefficient was not affected by the knock intensities under 0.3 MPa, and it was
found at the knock zone for the knock intensity 0.6 MPa, that the heat transfer
coefficient was about 2.6 times larger than was found under normal conditions.
Wang et al. [37] studied the burn rate and the instantaneous in-cylinder heat
transfer in a spray-guided, direct-injection, spark-ignition engine. Three different
fuels, gasoline, iso-octane and toluene were used in this study. Four thermocouple
probes were installed in the combustion chamber walls to measure the surface
temperature. This study investigated the effects of the ignition timing, air-fuel
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ratio, fuel injection timing and the injection strategy on the burn rate and the
in-cylinder heat transfer. Investigating the effect of varying the ignition timings
on the peak heat flux and its phasing showed that, as the ignition was advanced
the peak heat flux increased and its phasing was advanced. It was also found
that the cyclic heat transfer was slightly increased as the ignition timing was
advanced from 35◦ to 45◦ CA BTDC. In studying the effect of the air fuel ratio,
it was concluded that the peak heat flux and the cyclic heat transfer were reduced
as the mixture became weakened and the phasing of the peak heat transfer was
advanced when the mixture was lean. When the effect of the injection strategy was
investigated, two different ways of injection were examined, the direct injection
DI and the port injection PI. The peak heat flux and the cyclic heat transfer
were higher in the PI mode than in the DI mode for toluene and gasoline, but
this difference became smaller when the mixture became lean. The influence of
the injection timing was examined as well, and it was observed that, for the late
direct injection during the compression stroke, the peak heat flux was comparable
to those with early injection. In overall comparison between the three fuels, it was
found that the gasoline showed the lowest peak heat flux and cyclic heat transfer
among the three fuels. A modified Woschni correlation was used to model the
in-cylinder heat transfer, and constant scaled factor was used for all cases. The
prediction showed a good agreement with the experimentally obtained results.
Desantes et al. [38] investigated the effect of the intake conditions on the local
instantaneous heat flux in a direct injection diesel engine. The effect of the in-
jection pressure, the intake air temperature and the oxygen concentration at the
intake were investigated. A fast response thermocouple was installed in the com-
bustion chamber of a single cylinder, direct injection diesel engine, to measure the
instantaneous wall temperature. In examining the effect of the injection pressure
on the instantaneous heat flux, it was found that the heat flux peak increased
as the injection pressure increased. It was also found that the heat flux peaks
occurred earlier than the in-cylinder pressure peaks, and it was observed that the
higher the injection pressure, the closer the peak to the top dead centre (TDC). In
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order to evaluate the influence of the intake air temperature, it was concluded
that warming the intake air temperature to about 70 ◦C increased the fire wall
temperature uniformly by about 20◦C. It was also observed that increasing the
intake air temperature to 120 ◦C led to a higher heat flux. Examining the effect
of the oxygen concentration at the intake showed that the local heat flux was
sensitive to the composition of the charge.
Experimental studies accounting for engine load and/or speed
Enomoto et al. [39] obtained the surface temperature variation and instantaneous
heat flux of the piston and the cylinder of a four-stroke gasoline engine for each
stroke and identified the heat loss ratio which appears to be the amount of heat
loss to a particular component relative to the fuel energy. Results showed that
the heat transfer ratio for the piston was 2-3 % and 3-6 % at full and partial
load respectively. The heat transfer ratio for the cylinder liner was 2-3 % at both
full and partial load. Under knocking conditions the heat flow into the piston
increased by 70 % in the working stroke compared with the amount under normal
combustion. The overall heat transfer ratio for the piston and cylinder was about
4-6 % at full load, 8 % under knocking and 5-9 % at partial load.
In addition to the previous study, Enomoto et al. [40] determined the surface
temperature variation and instantaneous heat flux of the cylinder head and the
suction and exhaust valves of a four-stroke gasoline engine. The results illustrated
that the heat transfer ratio for the cylinder head was 2.5-3.5 % at full load and 3-
6.3 % at partial load. The heat transfer ratio for the intake and exhaust valves was
0.5-0.8 % and 0.6-1.2 % at full and partial load respectively. Under the knocking
conditions the ratio of heat transfer increased during the working stroke. The
overall heat transfer ratio in a cycle was 4.5 % for the cylinder head, 1.0 % for
suction and exhaust valves and 13.5 % for the entire combustion chamber surfaces.
Sanli et al. [41] investigated the heat transfer characteristics between gases and in-
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cylinder walls at fired and motored conditions in a diesel engine. A four-cylinder,
indirect injection diesel engine was tested. The Woschni correlation was used, to
calculate the heat transfer coefficient by using the experimental data that they
obtained. Results showed that the increase of engine speed at low constant load
slightly decreased the in-cylinder peak heat fluxes and heat transfer coefficients,
while increasing the engine speed at higher loads caused an increase in the in-
cylinder heat transfer coefficients. However, the peak heat fluxes remain approxi-
mately the same for the higher loads case. Increasing the engine load at constant
speed increased the peak heat fluxes and the heat transfer coefficients. Under
motored conditions, increasing the engine speed increased the peak heat fluxes
and the heat transfer coefficients.
Wang and Stone [37] studied the instantaneous heat transfer during the warm-
up stage on a Rover K16 four-cylinder spark-ignition engine. In this study they
investigated the effects of engine loads and engine speeds on the instantaneous
heat transfer. The Woschni and Hohenberg correlations were applied in a sim-
plified single-zone model to model the engine heat transfer. It was found that
both correlations gave very similar results under both steady state motoring and
firing conditions. Consequently, only the Hohenberg correlation was further used
for modelling the heat transfer during the warm-up stage. They found that the
measured peak heat flux increased when the wall temperature increased, and the
measured heat flux phasing became earlier. This was a result of the increasing
burn rate and higher burned gas temperature with rising wall temperature. They
also found that the rate of change in the peak heat flux is greater and its phasing
is earlier at higher loads and higher engine speeds. It was also concluded that
both the modelled and the experimentally calculated heat transfer coefficients
were found to increase with increasing wall temperature, which led to an increase
in the heat flux as the wall temperature rose.
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2.6.2 Analytical and computational studies
Han et al. [18] developed a new empirical formula for the analysis of instantaneous
heat transfer coefficient and the instantaneous value of heat transfer from gas to
wall in the combustion chamber of a spark ignition engine. Predicting the heat
transfer coefficient on the wall of a combustion chamber by using the existing em-
pirical formula, showed that the time averaged values matched the experimental
data, whereas the instantaneous values during the cycle showed big differences
between the empirical results and the experimental data. However, the results
from the new empirical formula revealed a good match with experimental data.
Rao and Bardon [21] developed a formula for computing the instantaneous con-
vection heat transfer coefficient between the charge and the confining walls in a
reciprocating engine, equation 2.18. The formula was developed from basic con-
siderations of turbulent diffusion and also it relates the convection heat transfer
coefficient with the turbulence intensity in the charge. This formula is expected to
be more accurate and applicable to all engine types, and relative to the previous
heat transfer correlations, it involves less empiricism. According to this study,
the numerical factors which were used in developing the formula were suggested
based on the best information available at that time. The study illustrated that
the value of the final constant can be conveniently adjusted as better measure-
ments of turbulence intensities in the charge become available.
Depcik and Assanis [42] presented a universal quasi-steady heat transfer corre-
lation for the intake and exhaust flow of an internal combustion engine. This
correlation was developed from the micro scales of turbulence and it allows only
for one engine-dependent parameter. According to this study, a single correlation
was presented to describe the intake and exhaust side heat transfer data.
Lawton [43] measured the instantaneous heat flux at the surface of a cylinder head
in a motored diesel engine at different speeds. This study found that the observed
heat flux was different from the predicted one according to existing quasi-steady
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theories. However, when the gas temperature external to the boundary layer and
the wall temperature were equal, in particular it was found that there was a
significant heat flux. The maximum heat flux was found to occur at about 8◦
before top dead centre. Furthermore, it also concluded that the heat flux during
compression was larger than that during expansion. The solution of the equation
of thermal energy gave a very good prediction of the observed heat flux at all
engine speeds. After a simple modification, Annand’s equation gave good results
and it was recommended for general cycle calculations.
Mohammadi et al. [44] used a CFD code to compute the average heat flux and
heat transfer coefficient on the cylinder head, liner, piston and intake and ex-
haust valves of a spark ignition engine. In this study the Woschni correlation was
used to compare with the computationally determined total heat transfer on the
combustion chamber. From this comparison, close agreement was observed. Re-
sults showed that maximum heat flux in each part occurred at maximum cylinder
pressure. It also showed that the higher heat flux was on the intake valves, and
the heat flux on the cylinder head was more than on the piston. In this study
new correlations to estimate the maximum and minimum variation in convective
heat transfer coefficients in spark ignition engines were proposed.
Nijeweme et al. [11] investigated the unsteady heat transfer in a spark ignition
engine. Their measurements of the instantaneous heat flux showed that there is a
heat transfer from the wall into the combustion chamber, even when the bulk gas
temperature was higher than the wall temperature. They explained their result
by modelling the unsteady flow and heat conduction within the gas side thermal
boundary layer. They reported that it is impossible for the widely used corre-
lations (of the form Nu = ReaPrb) to give the correct phasing when the bulk
gas temperature is being used. Therefore, in their CFD heat flux calculations,
the work term within the boundary layer and the convection term need to be in-
cluded, if accurate results are to be obtained. Twelve fast response thermocouples
were installed through the combustion chamber of the tested engine. The sur-
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face heat fluxes were calculated for the motored and fired conditions at different
speeds, throttle settings and ignition timings. The combustion system was mod-
elled with computational fluid dynamics to compare the measurements. The CFD
prediction gave a very poor agreement with the experimental measurements. The
one-dimensional energy conservation equation has been linearised and normalised
and solved in the gas side boundary layer for the motored case. The heat conduc-
tion, the energy equation with work term in the boundary layer and a convective
flow normal to the surface were implemented as well. The results showed that
the work term causes a phase shift of the heat flux forward in time, and the
convective flow term contributes significantly to the magnitude of the heat flux.
Noori and Rashidi [45] determined the locations where the heat flux and the heat
transfer coefficient are the highest. A spark ignition engine with a flat roof com-
bustion chamber was used in this study. The KIVA-3V CFD code was used to
simulate the flow, combustion and heat transfer on this engine. Some locations
on the cylinder head and the centerline of the piston surface were considered, to
estimate the heat flux and the heat transfer coefficient. From this investigation
it was concluded that during the compression stroke, the distribution of the heat
transfer coefficient was only influenced by the gas velocity distribution. However,
during the combustion period, it was affected by both the local gas velocity and
the density. Furthermore, it was found at the arrival of the flame at any location,
the heat flux increased rapidly at that location and the maximum value occurred
at the time of the peak cylinder pressure and temperature. Some locations experi-
enced the highest heat flux when the flame arrived at the time of the peak cylinder
pressure. It was also concluded that the heat flux on the cylinder head was found
to be higher than that on the piston and the cylinder walls, and that would be
due to the fact that most of the combustion and the higher gas velocities take
place at the cylinder head. Moreover, it was observed that the average area heat
flux and the heat transfer coefficient were found to have the highest values at the
cylinder head and the lowest values at the cylinder walls. In comparison between
the average area heat flux calculated using the CFD simulation and Woschni’s
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correlation, it was found that the calculated heat flux using the Woschni’s corre-
lation was lower than that calculated using the CFD simulation. Furthermore, in
comparing the local heat flux obtained with the CFD simulation and the average
area heat flux estimated by Woschni’s correlation, it was demonstrated that the
heat flux values predicted using the two methods were approximately the same
before and after the combustion period.
Section summary Most of the studies mentioned in this section showed that
the previous heat transfer models are engine-specific and to apply them to differ-
ent engines configurations, different parameters are required. Furthermore, it can
also be concluded that in the heat transfer model proposed by Woschni, which is
widely used, the velocity term with pressure-dependent parameters would cause
an over-prediction of heat transfer, except in the cases under low speed and low
load operating conditions where the effect of pressure increase on heat transfer
is quite low. Moreover, it is concluded that in the small scale engines, the exist-
ing heat transfer models might not be able to predict the heat transfer rates as
originally proposed for large scale engines. It is also observed that the prediction
of heat transfer using the existing models, showed some agreement in evaluat-
ing the phase of the predicted heat transfer in most of the cases studied, with a
reasonable difference in the magnitude. It can be clearly demonstrated that no
universal heat transfer model existed and to apply the currently available models
the application of scaling factors and tuning parameters are required, as will be
presented in this study when different heat transfer models are examined. It is
also observed that the heat transfer models by Woschni, Eichelberg and Annand
were the models most used among the existing heat transfer models. Although
there are some deficiencies in the existing models, they remain the best available
and they were used in the current study as a starting point for further analysis.
The effect of different operating parameters and measuring locations on heat
transfer were investigated. Most of the studies mentioned earlier obtained the
same results from their investigations. In investigating the effect of the ignition
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timing, it was observed that advancing the spark timing increases the peak heat
flux values. Moreover, in the examination of the influence of the air/fuel ratio on
the heat flux it was found that the weaker the mixture, the lower the heat flux. It
is also concluded that increasing the volumetric efficiency increases the peak heat
flux values. When the effect of engine load and engine speed were tested, it was
found that increasing the engine load reduces the heat transfer rates, whereas
increasing the engine speed increases the peak heat flux values. The heat flux
was examined in different measuring locations and it is believed that the heat
flux varies from one location to another, which has also been concluded from the
study conducted in this research. The current study also observed that the heat
flux values become lower as the distance from the spark increased, a finding which
was supported by the conclusion of some of the studies presented earlier.
2.7 Methods of measuring heat flux in internal
combustion engines
The heat transfer between gases in the cylinder and the cylinder wall of internal
combustion engines needs to be measured and estimated accurately. Two possible
ways are available for estimating heat transfer in internal combustion engines. The
first one is to use the heat balance. The drawback of using the heat balance
method is that only a cycle averaged heat flux can be measured. This method is
not suitable for the modern research as instantaneous heat transfer data is really
required to progress state-of-the-art modelling. The second method is to use heat
flux and temperature sensors which are specifically designed for the measurement
of the instantaneous temperature and heat flux [4].
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Heat flux sensors
The measurements of the cylinder wall surface temperature are necessary to es-
timate the instantaneous heat flux. The surface temperature at the combustion
chamber walls varies very quickly due to the unsteady boundary conditions. The
fast variation in the temperatures at the surface makes it necessary to choose
the size of the the temperature sensor (which can be used to measure those tem-
peratures) to be as small as possible and as close to the surface as possible. In
the design of a temperature sensor, a wide range of options are open to the
engineer. The temperature sensor materials must be selected to be compatible
with the requirements for minimal thermal distribution and thermal response
times. Further to this point, strong demands on the construction of the surface
temperature sensors need to be considered as the thermophysical properties of
those sensors have to be close to those of the wall material. Moreover, the tem-
perature sensor ‘the gauges’ should not interfere with the fluid flow (gases in
cylinder) [12] [4]. A discussion and a brief outline of some of the most common
sensors follows.
Film type thermocouple gauges
The thermocouple elements are thin layers of different materials which are de-
posited on each other. The small mass of the thin film thermocouples make their
response to the temperature fluctuations very rapidly. It was reported by De-
muynck et al. [4] that the surface thermocouple used by Annand [46] was made
from three different films (aluminum, magnesium-fluoride and antimony). This
thermocouple was attached directly to the cylinder head surface. Dent and Su-
liaman [47] as mentioned by Borman and Nishiwaki [12] used another example of
this type. They used vacuum deposited films of two materials (iron and constan-
tan) [12] [4].
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Figure 2.6: Pair wire type thermocouple. Figure taken from [4].
Pair-wire type thermocouple gauges
An example of a pair-wire thermocouple is shown in figure 2.6. As can be seen in
the figure, the two leads of the thermocouple are made of metals and inserted into
an insulation tube. These two leads are surrounded by a ceramic oxide layer as an
insulation medium, to prevent contact between the leads and the tube. The ends
of the pair leads are connected by a vacuum-deposited plating as a hot junction.
Demuynck et al. [4] stated that Hohenberg [48] and Wimmer et al. [49] used this
type of thermocouple [12] [4].
A pair ribbon type is an example of this category but with pair ribbons instead of
wires. The pair ribbon type is shown in figure 2.7. The two thin ribbons replace
the wires and the mica sheets are used as an electrical insulation. This type of
thermocouple was used by Alkidas [29]. Buttsworth [50] showed that, there is a
degree of inaccuracy in the derived heat flux measurements due to the influence of
the two-dimensional transient heat conduction effects on the surface temperature
measurements using this type of thermocouples [12] [4].
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Figure 2.7: Pair ribbon type thermocouple. Figure taken from [4].
Coaxial type thermocouple gauges
This type of thermocouple was first used by Bendersky [51] to measure gun bore
surface temperatures. Since his paper, many surface thermocouples of this type
have been designed and refined to meet the needs for heat transfer measure-
ments in engine research. A typical coaxial-type surface thermocouple can be
seen in figure 2.8. Borman and Nishiwaki [12] reported that this type of ther-
mocouple was used by LeFeurve et al. [52], Oguri and Aizawa [53] and Sihling
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and Woschni [54]. As seen in the figure, the centre wire (second thermocouple
element) was made of nickel or constantan, coated with insulation and put into
the iron tube, (first thermocouple element). The iron tube was threaded for in-
sulation. The end of the probe was plated with a vacuum-deposited thin layer of
metal (in the order of 1µm thick). A hot junction was formed at the interface
between the metal plating and the end of the body [12] [4].
Figure 2.8: Coaxial type thermocouple. Figure taken from [4].
Yoshida et al. [55] made and used the surface thermocouple shown in figure 2.9. This
thermocouple has the same construction in principle as the co-axial thermocou-
ple. The constantan cylinder has two inner wires made of copper, one being used
to detect the instantaneous surface temperature, and the other used to obtain the
steady heat flux component. Ceramic was used as an insulation medium between
those two wires and the constantan, as well as around the constantan, to ensure
one-dimensional heat flow [12] [4].
The general aim and the principle of the application of the coaxial type thermo-
couple for the heat flux measurement, is to measure the surface temperature of a
body which can be considered as a semi-infinite solid. This type of thermocouple
can be made very small, which decreases the response time, due to the smaller
thermal mass that needs to be heated to a specific temperature. A very important
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Figure 2.9: Yoshida type thermocouple. Figure taken from [4].
issue which needs to be considered when using the coaxial type of thermocouple
is to ensure that the physical properties of the thermocouple are closely matched
with the physical properties of the wall material. Furthermore, the thermal prod-
uct (ρkcp) of the thermocouple and that of the wall should be similar or very
close to each other (see section 5.2.2 for details about the thermal product and
its values). This feature is possible if it is considered that the thermocouple can
be made from almost any two materials. The thermocouple can be made to have
physical properties close to that of the wall, by using one material with thermo-
physical properties as those of the wall, and the other material as a very thin
wire. The average value of the two coaxial thermocouple material properties can
be used for the thermocouple thermal product [56] [57], provided these properties
are not too different.
In this study the coaxial type thermocouple was chosen to measure the surface
temperature for the following reasons:
• The coaxial thermocouples can be made very small.
• They can be installed flush with the surface and therefore not interfere with
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the gases flow over the surface.
• The material of these thermocouples can be chosen with physical properties
which are very close to that of the wall.
• Due to their design, the coaxial thermocouples are easy to use, very robust
and they are able to tolerate the harsh environmental conditions such as
those in internal combustion engines.
In addition to the above reasons, there are two more advantages of the coaxial
thermocouple technique which are, its fast response time (∼ 50µs) and very good
durability [57].
Chapter 3
Turbulent Thermal Conductivity
and the Unsteady Model
3.1 Introduction
The analysis of the turbulence motion in internal combustion engines is important
in the development of engine performance. The turbulence can be created by
the flow over the inlet valves. The intake jet in the form of swirl, tumble or
combinations thereof creates a large scale rotating charge motion. Close to top
dead centre the turbulence increases due to tumble breakdown in engine designs
which generate tumble. More turbulence around top dead centre is created by late
inlet valve closing, combined with low valve lift. Local changes and unsteadiness in
the in-cylinder heat transfer is strongly affected by the turbulence motion. The
significant effect of the combustion process on engine heat transfer is due to
the rapid increase of density, temperature and pressure during the combustion
stage. Particulary in SI engines, the flame propagation separates the in-cylinder
charge into two zones, burned and unburned, which creates a great local change
in heat transfer. During the intake and compression strokes the turbulence has
strong effects on the mixing of air, fuel and residual gases. The piston speed
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also affects the turbulence in internal combustion engines because the Reynolds
number is proportional to piston speed.
In the numerical studies and simulations of internal combustion engines, the mod-
elling of engine heat transfer is a very important issue. The prediction of thermal
condition in engines strongly depends on the accuracy of engine heat transfer
prediction. Inaccurate prediction of cylinder thermal conditions would have an
adverse effect on the accurate simulation of engine performance and combustion
process. Thus, accuracy in predicting engine heat transfer is a precondition for
the accuracy in predicting the engine performance.
A thermal boundary layer model which employed a turbulent conductivity was
proposed by Yang and Martin [58]. In this model, the empirical correlation for
turbulent thermal conductivity was used to solve the linearised thermal bound-
ary layer equation. The results of their model showed a good agreement when
compared to a motored experimental data. The characteristic length which is a
function of fluctuation velocity was involved in the turbulent conductivity, which
makes their model strongly dependant on the selection of fluctuation velocity. The
model proposed by Han and Reitz [59] considered a variable density but assumed
that the kinematic viscosity is constant. The KIVA 3V heat transfer model [60] is
widely used and it considers the turbulent conductivity effects. However, in this
model the density and viscosity across the thermal boundary layers are assumed
to be constant. Moreover, the laminar thermal conductivity and turbulent Prandtl
number variation are not considered. In this study, a heat transfer model is pre-
sented in which the effect of the variation of turbulent Prandtl number and turbu-
lent viscosity on the turbulent thermal conductivity through the boundary layer
is considered.
In this chapter the derivation of the unsteady, one-dimensional heat conduction
equation will be presented. An effective variable turbulent thermal conductivity
model with the application of different models for the turbulent Prandtl number
and the turbulent viscosity will also be discussed in order to apply it to the
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unsteady heat transfer model. The variation of the turbulent kinetic energy during
the engine cycle is also needed and a model for this quantity is also discussed.
3.2 Unsteady thermal boundary layer model.
In this section the derivation of the unsteady one-dimensional heat conduction
equation that can be conveniently implemented via a finite difference formulation
is presented [61].
The unsteady energy equation can be expressed as (e.g. [62] [63])
ρ
Dh
Dt
=
Dp
Dt
+∇.k∇T + Q˙ (3.1)
where D
Dt
is the total derivation composed of the local time derivative and the
convective derivative.
D
Dt
=
d
dt
+ V.∇ (3.2)
Equation 3.1 is quite general in that it applies to an unsteady, compressible,
viscous, heat conducting fluid. The final term of the right hand side of equation 3.1
is a source term and refers to the rate at which energy is delivered into the volume
of fluid by means other than conduction.
To apply equation 3.1, a Cartesian coordinate system is considered and x is taken
as the direction perpendicular to the wall and property gradients along the wall
(i.e. in directions y and z) are neglected. The pressure is assumed to be uniform
throughout the boundary layer and the viscous dissipation is neglected.
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The unsteady energy equation can therefore be written as.
ρ
∂h
∂t
+ ρu
∂h
∂x
=
∂p
∂t
+
∂
∂x
(k
∂T
∂x
) + Q˙ (3.3)
Approximating the boundary layer gas as calorically perfect, the energy equation
in Cartesian coordinates becomes:
ρcp
∂T
∂t
+ ρucp
∂T
∂x
=
∂p
∂t
+
∂
∂x
(k
∂T
∂x
) + Q˙ (3.4)
Some positions within the engine may be best described by cylindrical or spherical
coordinates systems, rather than Cartesian. When this is the case, the equiva-
lent approximation used to arrive at equation 3.4 is that gradients in the θ and
z directions in the cylindrical case, and θ and φ in the spherical case can be
neglected. Therefore, equation 3.4 can be rewritten in a more general form as:
ρcp
∂T
∂t
+ ρucp
∂T
∂x
=
∂p
∂t
+
∂
∂r
(k
∂T
∂r
) +
σ
r
k
∂T
∂r
+ Q˙ (3.5)
Where σ is a switch corresponding to the different coordinate systems: σ = 0 for
Cartesian; σ = 1 for cylindrical and σ = 2 for spherical.
Dividing throughout by T∞, the time-dependent temperature external to the
boundary layer (independent of the spatial coordinate) and the product ρcp yields:
1
T∞
∂T
∂t
− 1
ρcp
1
T∞
∂p
∂t
− Q˙ = 1
ρcp
1
T∞
∂
∂r
(k
∂T
∂r
) +
σ
r
k
ρcp
1
T∞
∂T
∂r
− u 1
T∞
∂T
∂r
(3.6)
Defining the temperature ratio as.
φ =
T
T∞
(3.7)
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The first term on the left hand side of equation 3.6 can be expressed as.
1
T∞
∂T
∂t
=
∂φ
∂t
+
φ
T∞
∂T∞
∂t
(3.8)
Taking the equation of state as:
ρ =
P
RT
(3.9)
Substitution of equation 3.8 into equation 3.6 gives:
∂φ
∂t
+
φ
T∞
∂T∞
∂t
− R
cp
φ
p
∂p
∂t
− R
cp
φ
p
Q˙ =
1
ρcp
∂
∂r
(k
∂φ
∂r
) + (
σ
r
α− u)∂φ
∂r
(3.10)
where α is the thermal diffusivity. Equation 3.10 can be rewritten as:
∂φ
∂t
+
φ
cpT∞
(cp
∂T∞
∂t
− v∞∂p
∂t
− v∞Q˙) = 1
ρcp
∂
∂r
(k
∂φ
∂r
) + (
σ
r
α− u)∂φ
∂r
(3.11)
where v∞ is the specific volume of the gas external to the thermal boundary layer.
Noting that the first law for a closed system can be written:
cpdT − vdp = δq (3.12)
the second term on the left hand side of equation 3.11 will be zero for two cases:
(i) the source term is zero throughout the region; and (ii) the source term is
constant throughout the region. Under either of these conditions, the final form
of the energy equation that will be used in the present simulations can be written
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as:
∂φ
∂t
=
1
ρ cp
∂
∂r
(
k
∂φ
∂r
)
+
(σ
r
α− u
) ∂φ
∂r
(3.13)
To solve the above equation, boundary and initial conditions are needed. The
wall boundary condition at (r = r0) is
φ (r0, t) =
T (r0, t)
T∞(t)
=
Tw(t)
T∞(t)
= f (t) (3.14)
and a second boundary condition arises from the behaviour of the gas external
to the boundary layer (r → ∞)
φ (∞, t) = T (∞, t)
T∞(t)
= 1 (3.15)
The initial condition is:
φ (r, 0) = g (r) (3.16)
For planar systems, equation 3.13 can be conveniently solved via transformation
to a Lagrangian coordinate system which eliminates the normal velocity term. For
example, Yang and Martin [58] adopted the Lagrangian transformation approach,
and Borman and Nishiwaki [12] have identified a number of earlier workers also
adopting this approach. However, for cylindrical or spherical systems, such a
transformation does not lead to a useful simplification.
In [61], to evaluate the velocity term u from the continuity equation, a direct
numerical approach has been adopted as follows.
The total mass within the boundary layer between the surface (r0) and a certain
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point within the boundary layer r is given by,
m =
∫ r
0
ρ A dr (3.17)
Where the area A ∼ rσ for the different coordinate systems. The velocity in the
direction of increasing r will therefore be given by
u = − 1
ρA
dm
dt
= − 1
ρA
d
dt
∫ r
0
ρ(r,) A(r,) dr, = − 1
ρ rσ
d
dt
∫ r
0
ρ (r,) r,σdr, (3.18)
A significant feature of the above energy equation formulation (equation 3.13) is
that it can be applied when the combustion occurs. This is not a point that other
workers have emphasised. The normal approach is to claim that the gas external
to the boundary layer is adiabatic and thus the pressure, which is uniform across
the thermal boundary layer, is related to the external temperature via the normal
isentropic relationship. When combustion occurs, it is clear that the pressure and
temperature in the core region (external to the boundary layer) will not follow an
isentropic relationship. However, the derivation of the unsteady model emphasizes
the fact that the equation 3.13 can be applied even when combustion occurs.
The one-dimensional heat conduction equation is then implemented in the finite
difference routine for the solution of transient one dimensional heat conduction
problem built in Matlab. This Matlab routine provides the boundary layer heat
flux based on a finite difference solution of one dimensional unsteady energy equa-
tion for the case of variable thermal properties within the boundary layer. The
gas properties required to run this routine are identified from the quasi-steady
Matlab program discussed in section (4.3). The finite difference Matlab routine
will be used in this study in the examination of the unsteady heat transfer model.
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3.3 Turbulent thermal conductivity
The unsteady model discussed in the previous section has a wide range of usage
options; it can be used for cartesian, spherical and cylindrical coordinates. More-
over, it can accommodate a non-isentropic variation of gas properties external
to the boundary layer in addition to the variable thermal conductivity within
the boundary layer. Such options make it suitable for internal combustion en-
gines heat transfer modelling. In this section the addition of a variable turbulent
thermal conductivity to this model will be presented. The turbulent thermal con-
ductivity within the boundary layer can be expressed as [64]:
Kt =
cpµt
Prt
(3.19)
3.3.1 Turbulent Prandtl number correlations
For simplicity, a constant value for the turbulent Prandtl number is usually as-
sumed [65] [66]. In this study, constant values for the turbulent Prandtl number
ranging from 0.7 to 0.9 will be used, in addition to variable values derived from
some empirical formulas. Most of the correlations available for modelling the tur-
bulent Prandtl number are derived from pipe flow data, and it seems that specific
models are not available for internal combustion engine flows. Churchill [67] found
that the turbulent Prandtl number is only a function of (µt/µ) (the ratio of the
turbulent viscosity to the molecular viscosity) and the molecular Prandtl num-
ber (Pr). Jischa and Rieke [68] found that for low Prandtl numbers the turbulent
Prandtl number depends strongly on the molecular Prandtl number. The follow-
ing correlations for the turbulent Prandtl number were developed for different
boundary conditions, but generally they are applicable for heat transfer in a fully
developed turbulent pipe flow. One of the empirical formulas for the turbulent
Prandtl number that describes the turbulent flow in pipes propose by Jischa and
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Rieke [68] is expressed as:
Prt = 0.85 +BPr
−1 (3.20)
where B=0.012 to 0.05 and applied for Re=2×104.
The following equation which describes the variation in turbulent Prandtl number
was developed by Myong et al. [69]:
Prt = 0.75 +
1.63
ln (1 + Pr/0.0015)
(3.21)
for 10−2 < Pr < 104 and 104 < Re < 105.
The formula proposed by Graber [70] and cited by Jischa and Rieke [68] describes
the turbulent Prandtl number as a function of the molecular Prandtl number in
the form :
Prt =
1
0.91 + 0.13Pr0.545
(3.22)
applicable for 0.7 < Pr < 100.
Based on the suggestion of Kays [71] another formula for the variable turbulent
Prandtl number was proposed in the form:
Prt =
0.7
Prµ+
+ 0.85 (3.23)
Another formula was proposed by Kays and Crawford [72] and presented by
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Kays [71] as the following expression:
Prt = {0.5882 + 0.228µ+ − 0.044(µ+)2[1− exp (−5.165
µ+
)]}−1 (3.24)
Notter and Sleicher [73] developed a correlating equation for the turbulent Prandtl
number in the form:
Prt =
1 + φ
[0.025Prµ+ + φ][1 + 10
35+µ+
]
(3.25)
where φ = 90Pr1.5(µ+)0.25.
The above equation can be applied for 104 < Re < 106 and 0 < Pr < 104.
In the above equations µ+ is the ratio of the turbulent viscosity to the molecular
viscosity and Pr is the molecular Prandtl number, which is defined as the ratio
of momentum diffusivity (kinematic viscosity) to thermal diffusivity and it is
expressed as:
Pr =
ν
α
=
cpµ
K
(3.26)
The thermal conductivity in the above equation is calculated based on the gas
temperature in the combustion chamber in the form [41]:
K = 3.17× 10−4T 0.772g (3.27)
and similarly the molecular viscosity is calculated in the form [41]:
µ =
3.3× 10−7T 0.7g
1 + 0.027φ
(3.28)
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where φ is the equivalence ratio.
Finally, the formula proposed by Reynolds [74] in the form:
Prt = {(1 + 100Pe−0.5)[(1 + 120Re−0.5)−1 − 0.15]}−1 (3.29)
In the above equation, Pe is the Peclet number which is defined as Prandtl
number multiplied by Reynolds number.
Equation 3.29 can be applied for Re < 1.7× 105.
The equations presented above (Eqs. 3.20- 3.29) alongside with constant values
for the Prandtl number will be considered in this study in order to investigate
the effect of the variation of turbulent Prandtl number on the turbulent ther-
mal conductivity and consequently on the heat transfer in internal combustion
engines.
3.3.2 Turbulent viscosity correlations
The turbulent viscosity term appears in the turbulent thermal conductivity cor-
relation in equation 3.19 and in some of the expressions for the turbulent Prandtl
number, needs to be defined.
In the two-equation k − ω model, k is the turbulence kinetic energy and ω is
the specific dissipation rate which can be calculated using the following expres-
sion [75]:
ω =
Turbulence dissipation rate
Turbulence kinetic energy × β∗ , β
∗ = 0.09 (3.30)
This correlation is proposed by Wilcox [75] and is widely used in the definition
of ω. The Wilcox k−ω model gives good results for both wall bounded flows and
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free shear flows because of the low Reynolds number correction factors, which
makes it suitable for the engine simulation [76].
Different models that describe the turbulent viscosity using the k−ω models are
available in the literature. Some of the well known models will be presented and
used in this study. Wilcox [75] proposed a model for the the turbulent viscosity
in the form:
µt = α
∗ρk
ω
(3.31)
where α∗ is the low-Reynolds correction factor. This coefficient is given by:
α∗ =
0.025 + Ret
6
1 + Ret
6
(3.32)
In the above equation Ret is the turbulent Reynolds number which is suggested
to be given by:
Ret =
k
νω
(3.33)
Another model for the turbulent viscosity is proposed by Peng and others [77]
and stated by Bredberg [78] in the form:
µt = fµ
ρk
ω
(3.34)
In the above equation the damping function fµ is expressed as:
fµ = 0.025 + [1− exp {−(Ret
10
)3/4}]× [0.975 + 0.001
Ret
exp {−(Ret
200
)2}] (3.35)
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Bredberg and others [79] suggested another formula for the turbulent viscosity. It
was presented by Bredberg [78] as follows:
µt = fµ
ρk
ω
(3.36)
The damping function fµ is presented in the form:
fµ = 0.09 + (0.91 +
1
Re3t
)[1− exp {−(Ret
25
)2.75}] (3.37)
3.3.3 Turbulence kinetic energy model
An approach which describes the temporal variation in turbulence kinetic energy
within an internal combustion engine is provided by Lumley [80] and is expressed
as a differential equation per unit mass with the absence of gas exchange in the
form:
dk
dt
= P −D (3.38)
where P is the turbulence energy production rate per unit mass. In this model
the ratio Vc/Aw represents the length scale for mean strain rate and it is the ratio
of cylinder volume to the surface area. According to this, the mean strain rate
should vary as |VP |Aw\Vc, where VP is the mean piston speed. The turbulent
stress has the dimension of squared velocity. The turbulence energy production
rate is given by:
P = FP
Aw
Vc
|VP |3 − 2
3
k
1
Vc
dVc
dt
(3.39)
In the above equation for the production rate, the first term represents turbulence
3.3 Turbulent thermal conductivity 64
production due to the strain in the shear flow on the walls and the effects of
compression is represented by the second term of this equation.
In equation 3.38, D represents the turbulence energy dissipation rate per unit
mass. It varies as V 3t /L as is indicated by the turbulence theory, where Vt is the
turbulent velocity and L is the scale of the largest turbulent eddies. In engines
the turbulence scale is compatible with that of the cylinder, and the dissipation
rate model is expressed as [80]:
D = Fd
kVt
V
1/3
c
(3.40)
In equations 3.39 and 3.40 FP and Fd are user-defined constants for scaling the
production and dissipation terms respectively. The typical values for these con-
stants as suggested by Lumley are:
During compression
FP = 0.00502
Fd = 0.298
During combustion
FP = 0.03
Fd = 0.05
During expansion
FP = 0.00502
Fd = 0.298
By introducing the meaning and modelling the terms of the production rate
and the dissipation rate and putting Vt =
√
2k, the equation 3.38 can then be
rewritten as:
dk
dt
= FP |VP |3Aw
Vc
− 2
3
k
1
Vc
dVc
dt
− Fd
√
2
1
V
1/3
c
k3/2 (3.41)
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The above equation is a first order ODE which can be solved using the Matlab
function ODE23. To solve this equation, an initial value for the turbulence kinetic
energy (k) needs to be assumed. A representative initial value for the turbulence
kinetic energy according to Diwakar [81] is assumed to be 12.5 percent of the
square of the mean piston speed as stated by Rao and Bardon [21].
3.3.4 Representative calculations
This section illustrates the assumed relationship between the distance from the
wall and the turbulent thermal conductivity and the effect of the thermal bound-
ary layer thickness on the peak heat flux values for the wide open throttle motored
case and the fired case operating conditions presented in section 7.3.1 and sec-
tion 7.4 respectively in chapter 7.
An illustration of the variation of the turbulent thermal conductivity as a function
of distance from the wall is presented in figure 3.1 for representative motored
conditions at different times during the engine cycle. The figure shows that the
assumed turbulent thermal conductivity used in the model varies linearly up to
the edge of the boundary layer and remains constant from the boundary layer
edge and into the core of the engine charge. The edge of the thermal boundary
layer was chosen to be 15.5 mm corresponding to the location of 95 % of maximum
temperature variation. Different values for the location of the thermal boundary
layer were investigated and no significant effect on the heat flux was observed, as
illustrated in figure 3.2. This figure shows that only about 20 % reduction in the
peak heat flux was observed for a doubling of the assumed turbulent boundary
layer thicknesses.
Figure 3.1 also shows that the turbulent thermal conductivity at the top dead
centre is the highest among the three represented crank angle cases, whereas
during compression (e.g 30◦ CA degrees BTDC) it is higher than the expansion
(e.g 30◦ CA degrees ATDC). This level of difference in the magnitude of the
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Figure 3.1: Variation of turbulent thermal conductivity as a function of distance
from the wall for the WOT motored case.
turbulent thermal conductivity is due to the variation of turbulent kinetic energy
obtained from Lumley’s model during the engine cycle, as shown in figure 3.3. As
it can be observed that the turbulent kinetic energy has its peak near top dead
centre then it starts to drop during the expansion stage. This can be identified
from equation 3.41 in which the rate of the turbulent kinetic energy is higher
during the compression stage when the change in the cylinder volume is negative,
which makes the second term of this equation positive and vice versa during the
expansion stage. At the top dead centre the rate of change in the cylinder volume
is zero, but at that time, the cylinder volume is at its minimum value, which
makes the first and the last term of equation 3.41 higher. The assumed thermal
boundary layer thickness is correct at 36◦ CA degrees ATDC, and the simulated
thickness of the thermal boundary layer at top dead center is found to be 10 mm.
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Figure 3.2: Effect of different thermal boundary layer thicknesses on peak heat
flux, for the WOT motored case and the fired case.
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Figure 3.3: Variation of turbulent kinetic energy during the engine cycle for the
WOT motored case.
Chapter 4
Simulation of Previous Engine
Data
4.1 Introduction
Simulation of engine heat transfer can be used to predict the heat transfer rates
from the engine, which are very important for the thermal analysis and engine
design. To critically evaluate existing heat transfer models, it is necessary to
have data on both instantaneous in-cylinder pressure and heat flux as a function
of crank angle, along with engine geometry and fuel and air flow rate data. It
seems very few of the previous works on instantaneous engine heat transfer have
reported crank-resolved cylinder pressure and heat flux in sufficient detail to en-
able independent assessment. This chapter will focus on the results obtained from
simulating the previous data from the literature for a small number of different
engines and conditions. In addition, the results obtained from the unsteady ther-
mal energy equation simulation will be presented. The engine simulations are
performed using a quasi one-dimensional spark ignition engine Matlab simula-
tion program. Both the simulated pressure and temperature history were used to
calculate the heat transfer coefficient, using different heat transfer models, and
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to compare the simulated results with the reported data.
4.2 Types of S.I engine computer models
Two main types of computer model are available for use in engine characteristics
prediction. These two models are the fluid dynamic model and the thermodynamic
model. The fluid dynamic model is based on the detailed analysis of the in-cylinder
fluid flow and the thermodynamics model is generally based on energy and mass
conservation within the engine cycle. A brief description of these two models
follows.
4.2.1 Fluid dynamic models
The fluid dynamic computer models are called multi-dimensional models, due
to the implementation of the flow equations. These models have more ability to
predict engine conditions, but they usually take longer for the cycles to be calcu-
lated and to set up. The fluid dynamic models can predict the flow field within
the engine cylinder, the combustion process and the heat transfer, by numeri-
cally solving the governing conservation equations. These are also able to study
the process of intake and exhaust gas exchange, by means of one-dimensional
unsteady fluid dynamics. Moreover, the turbulence within the flow region can be
modelled using full-field modelling or the large eddy simulation. This can include
the cycle-by-cycle variation which exists during the engine operation.
4.2.2 Thermodynamic models
In the thermodynamic models there is no flow modelling calculated and therefore
the geometric features of fluid motion cannot be predicted. These models are re-
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ferred to as zero dimensional models. The thermodynamic models are known as
phenomenological and they are called quasi-dimensional models when special ge-
ometric features can be added. The thermodynamic computer models must start
with the inlet conditions, which include the properties of the inlet gas. In addition
the engine geometry must be entered, such as cylinder bore, stroke, connecting
rod length and engine speed. Once these details are entered into the model then
the model will be able to calculate the required parameters. This includes the
rate of change of volume with crank angle, and the change of in-cylinder pressure
with respect to the crank angle. The heat transfer rates and the indicated work
and efficiency can also be calculated. In this study the thermodynamic computer
model is chosen to be used in the engine simulation.
4.3 Simulation using a quasi one-dimensional Mat-
lab program
To perform the simulation for the internal combustion engines and conditions,
the model developed by Buttsworth [82] is used. This model is a translation of
the work by Ferguson [83] from FORTRAN into Matlab. The overall mass of
the reactants is transformed into products according to a specified rate, which
followed the cosine burn law during combustion [83]. The local transformation
of reactants into products within the flame front is considered instantaneous and
the products of combustion are treated as being in chemical equilibrium using
the approach of Olikara and Borman [84].
4.3.1 Simulation of pressure and heat transfer data
The crank-resolved pressure and heat transfer data from the work of Wu et
al. [5] [6] and Alkidas [7] will be presented and discussed. The designations “en-
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gine A” and “engine B” refer to the engines used by Wu et al. [5] [6] respectively
and “engine C” refers to the engine used by Alkidas et al. [7]. The engine simula-
tions are performed using a quasi one-dimensional spark ignition engine Matlab
simulation program developed by Buttsworth [82]. Both the simulated pressure
and temperature history were used to calculate the heat transfer coefficient using
different heat transfer models, and to compare the simulated results with the
reported data. To perform the engine simulations, some of the essential engine
parameters, such as bore, stroke, compression ratio and connecting rod length
were reported in the literature. The specifications of their engines are shown in
tables 4.1, 4.2 and 4.3 respectively.
Parameter Value
Compression ratio 9.1:1
Cylinder bore 0.0565 m
Cylinder stroke 0.0495 m
Fuel Gasoline
Engine capacity 125 cm3 single cylinder
Valves per cylinder 2
Table 4.1: Specifications of engine A, Wu et al. [5].
Parameter Value
Compression ratio 10.2:1
Cylinder bore 0.052 m
Cylinder stroke 0.0586 m
Fuel Gasoline
Engine capacity 125 cm3 single cylinder
Valves per cylinder 2
Table 4.2: Specifications of engine B, Wu et al. [6].
The work of Wu et al. [5] [6] provided the heat transfer data under different oper-
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Parameter Value
Compression ratio 8.5:1
Cylinder bore 0.0921 m
Cylinder stroke 0.0762 m
Fuel Iso-octane
Engine capacity 507.6 cm3 single cylinder
Connecting rod length 0.1463 m
Table 4.3: Specifications of engine C, Alkidas et al. [7].
Parameter Value
Speed 6000 rpm
Wall temperature 531 K
Half stroke to rod ratio 0.25
Blow-by constant 0.8 s−1
Residual fraction 0.1
Equivalence ratio 0.9
Burn start 15o BTD
Burn duration 50o
Initial pressure (180 BTC) 95 kPa
Initial temperature (180 BTC) 370 K
Table 4.4: Operation parameters for simulation engine A, Wu et al. [5].
ating conditions. In this simulation the data are chosen as follows: for engine A,
the pressure and heat flux data were provided for the condition 6000 rpm and 6 bar
BMEP; for engine B, the data were provided for the condition 6000 rpm and 7 bar
BMEP. For the engine used by Alkidas et al. [7] engine C the data were provided
for the condition at 1300 rpm and the baseline intake flow configuration. However,
for those parameters which were not provided, estimated values were used, or the
parameters (such as inlet pressure and temperature) were tuned with reasonable
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limits, so the simulated pressure history provided a good match with the experi-
mental results as presented in figures 4.1, 4.2 and 4.3. While many papers have
reported instantaneous heat flux data, very few have also reported corresponding
in-cylinder pressure data. Without a reported pressure history, the magnitude and
phasing of the combustion-induced pressure rise cannot be confidently simulated
and hence, the instantaneous bulk gas conditions within the cylinder, which drive
the heat transfer process, cannot be reliably simulated. Furthermore, appropriate
values for the start and duration of the burning are being used (tuned) in order to
simulate the engine’s performance accurately. The operation parameters used in
the engine simulation process are presented in tables 4.4, 4.5 and 4.6 for the en-
gines A, B and C respectively. It is noted in table 4.4 and 4.5, that unrealistically
high values for the wall temperatures are used. Those values were obtained from
the tuning process in the simulation to match the measured pressure histories
and no further scaling was performed in the heat transfer models in contrast to
the approach adopted in chapter 6 where scaled heat transfer models are used.
Parameter Value
Speed 6000 rpm
Wall temperature 593 K
Half stroke to rod ratio 0.25
Blow-by constant 0.8 s−1
Residual fraction 0.1
Equivalence ratio 0.9
Burn start 16o BTD
Burn duration 60o
Initial pressure (180o BTC) 80 kPa
Initial temperature ((180o BTC) 320 K
Table 4.5: Operation parameters for simulation of engine B, Wu et al. [6].
The simulation parameters mentioned in the above tables were used in simulating
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Parameter Value
Speed 1300 rpm
Wall temperature 450 K
Half stroke to rod ratio 0.2604
Blow-by constant 0.8 s−1
Residual fraction 0.1
Equivalence ratio 0.92
Burn start 23o BTD
Burn duration 53o
Initial pressure (180o BTC) 70 kPa
Initial temperature ((180o BTC) 425 K
Table 4.6: Operation parameters for simulation of engine C, Alkidas et al. [7].
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Figure 4.1: Pressure variation with crank angle for engine A operation. Dashed
line: data from [5]; solid line: simulated results using Annand’s model with initial
pressure 95 kPa and initial temperature 370 K.
4.3 Simulation using a quasi one-dimensional Matlab program 75
−180 −90 0 90 180
0
1
2
3
4
5
Crank Angle (o)
Pr
es
su
re
 (M
Pa
)
Figure 4.2: Pressure variation with crank angle for engine B operation. Dashed
line: data from [6]; solid line: simulated results using Annand’s model with initial
pressure 80 kPa and initial temperature 320 K.
the pressure history for the engines A, B and C, as presented in the figures 4.1, 4.2
and 4.3 respectively.
Heat transfer data obtained by [5] and [6] for engines A and B is presented in
figures 4.4 and 4.5 respectively, along with results from the simulations. Two
solid lines are presented in each figure. The first line, which begins at 180 BTDC
corresponds to the heat flux determined using the Annand model (Equation 2.7)
for the unburned gas. The second, which begins at 23 BTDC for engine A and
16 BTDC for engine B, correspond to the heat flux, again using the Annand
model, for the burned zone. There appears to be reasonable agreement between
experiments and the simulated result in the initial stages of compression. However,
this level of agreement should be regarded as somewhat fortuitous, since only two
thermocouple heat flux gauges were used in both engine experiments and these
two gauges registered substantially different peak values, which could be due
to the inherent spatial variation and the time of flame arrival at the measuring
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Figure 4.3: Pressure variation with crank angle for engine C operation. Dashed
line: data from [7]; solid line: simulated results using Woschnis’s model with initial
pressure 70 kPa and initial temperature 425 K.
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Figure 4.4: Heat flux variation with crank angle for engine A operation. Dashed
line: data from [5]; solid line: simulated results using Annand’s model.
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Figure 4.5: Heat flux variation with crank angle for engine B operation. Dashed
line: data from [6]; solid line: simulated results using Annand’s model.
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Figure 4.6: Average heat flux variation with crank angle for engine A operation.
Dashed line: data from [5]; solid line: simulated results using Annand’s model.
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positions as observed by different studies as well as the current study (section
6.3). The difference was larger than a factor of 4 for engine A, and a factor of 5
for engine B.
A significant feature of figure 4.4 is the fact that the simulated result appears
to fall more rapidly than the measured heat flux. In Figure 4.5 however, the
measured heat flux appears to fall more rapidly than the simulated result. The
flame arrival at the gauge locations will have a dominant effect on the rise in
heat flux observed in the experiments. Since the experimental data represents
an averaging of two signals from different locations, it is perhaps reasonable to
present the simulated result averaged over the unburned and burned zones. This
has been done in figures 4.6 and 4.7 for engine A and B respectively.
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Figure 4.7: Average heat flux variation with crank angle for engine B operation.
Dashed line: data from [6]; solid line: simulated results using Annand’s model.
The averaged simulation result provides a reasonable representation of the ob-
served timing of the rise in heat flux. However, the rate of fall in the heat flux is
not improved through this averaging process. Using the cosine burn law during
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Figure 4.8: Heat flux variation with crank angle for engine C operation. Dashed
line: data from [7]; solid line: simulated results using Woschni’s model.
combustion in the simulation model might be the reason why the simulated rate
of fall in heat flux was not well matched with the measured one.
In the case of engine C, the Woschni model (equation 2.8) was used in the simu-
lation process and the measured heat flux presented in figure 4.8 was obtained by
averaging the heat flux at the three locations. In this case the Woschni model was
used because of the good agreement that was obtained from the pressure simu-
lation, and also with this model a satisfactory level of agreement was achieved
between the calculated and the simulated mass.
It appears in figure 4.8 that the peak value in the measured heat flux is greater
than the simulated result by a factor of about 2.5. In figure 4.9 the averaged
simulation result is compared with the experimental data and it is observed that
the phasing of the rise in the simulated result is similar to the measured (average)
heat flux, despite the fact that the peak values are different.
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4.3.2 Results from unsteady simulation
The unsteady thermal boundary layer model was run, using the gas properties
identified from the engine simulation with the Annand model (equation 2.7) for
engine A and B operation and with the Woschni model (equation 2.8) for engine
C operation (the heat flux results from which are presented above, section 4.3.1).
Results from the unsteady model are presented in figures 4.10 through to 4.15. In
figures 4.10, 4.11 and 4.12 the heat flux in the unburned and burned zones are
presented separately, whereas in 4.13, 4.14 and 4.15 the mean heat flux obtained
by averaging the results over the instantaneous unburned and burned zone areas
is presented.
For the present modelling, a constant effective turbulent conductivity was as-
sumed throughout the thermal boundary layer. The magnitude of this conductiv-
ity was assumed to be 50 times larger than the molecular conductivity, following
the approach adopted by Lawton [43] in which the turbulent conductivity was
taken as being 25 times larger than the molecular conductivity.
The unburned zones simulated heat flux using the unsteady approach for the
three engines, is higher than the experimental results for crank angles before
top dead centre, figures 4.10, 4.11 and 4.12. Figures 4.10 and 4.12 illustrate that
the simulated burned zones heat flux for engines A and C are smaller than the
experiments, whereas for engine B the simulated burned zone heat flux is higher
than the experiments, as shown in figure 4.11. The peak heat flux values are
substantially larger, and occur earlier than the experimental peak values when
two separate zones are considered for each of the simulated data, figures 4.10, 4.11
and 4.12.
The phasing of the simulated peaks is improved when the averaged values are
considered, but those averaging approaches cause the magnitude of the simulated
peaks to underestimate the experimental results (figures 4.13, 4.14 and 4.15).
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Figure 4.9: Average heat flux variation with crank angle for engine C operation.
Dashed line: data from [7]; solid line: simulated results using Woschni’s model.
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Figure 4.10: Heat flux variation with crank angle for engine A operation. Dashed
line: data from [5]; solid line: simulated results using unsteady model.
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Figure 4.11: Heat flux variation with crank angle for engine B operation. Dashed
line: data from [6]; solid line: simulated results using unsteady model.
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Figure 4.12: Heat flux variation with crank angle for engine C operation. Dashed
line: data from [7]; solid line: simulated results using unsteady model.
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Figure 4.13: Average heat flux variation with crank angle for engine A operation.
Dashed line: data from [5]; solid line: simulated results using unsteady model.
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Figure 4.14: Average heat flux variation with crank angle for engine B operation.
Dashed line: data from [6]; solid line: simulated results using unsteady model.
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Figure 4.15: Average heat flux variation with crank angle for engine C operation.
Dashed line: data from [7]; solid line: simulated results using unsteady model.
4.4 Conclusion
A formulation of the unsteady, one dimensional energy equation for heat flux
simulation, applicable for the internal combustion engine environment, was ex-
amined. The thermodynamic simulation of three internal combustion engines was
performed by tuning the unknown simulation parameters within reasonable limits
until the simulated pressure history closely matched the experimental data. Heat
flux simulation on the three engines was achieved, using the quasi-steady Annand
model for the engines A and B and the Woschni model for the engine C. A good
agreement with the experimental measurements was observed on engines A and
B. However, the level of agreement is somewhat fortuitous, since internal combus-
tion engine heat flux is a strong function of position, and only two positions were
used to derive a supposedly representative, crank-resolve heat flux in the exper-
iments in engines A and B. Three heat flux gauge positions were available from
the engine C data so in this case, all three were used to obtain the supposedly
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representative heat flux. It can also be concluded that no significant improvement
in the simulation of the heat flux measurements was achieved when the unsteady
energy equation modelling of the thermal boundary layer was applied. In partic-
ular, the rapid fall of the heat flux during the expansion stroke is not accurately
captured by the unsteady modelling, despite the fact that considerable success
has previously been achieved in this area, using the unsteady energy equation
model applied to motored engines. Inaccurate modelling of the effective turbu-
lent conductivity may be a source of error in the present modelling efforts. A
constant, but arbitrarily elevated value of thermal conductivity relative to the
molecular conductivity was assumed. The unsteady thermal boundary layer sim-
ulation may be improved if the spatial and temporal variation in the turbulent
conductivity is correctly modelled.
Using an effective turbulent conductivity that varies with crank angle is an impor-
tant objective which may improve these aspects of the simulation. Moreover, due
to the unsteady environment of the internal combustion engines, which generally
causes the increase and decrease in the turbulence intensity during compression
and expansion processes respectively, there are good prospects for narrowing the
heat flux peak simulated by the unsteady approach. An improved approach for
more effective turbulent conductivity modelling will be investigated and imple-
mented in the engine simulation.
Chapter 5
Equipment and Test Procedure
5.1 Introduction
This chapter outlines the experimental methods used for the investigations of
the heat transfer within a small, four-stoke, spark ignition engine. The engine
specifications, the measuring devices, the thermocouple probes fabrication and
the whole measurements procedure will be presented in this chapter. The lack of
sufficient reporting of pressure history and heat flux data in previous works, in
addition to uncertain mass capture values, have made a very strong demand on
performing an experimental work to obtain sufficient and reliable pressure and
heat flux data to develop the engine heat transfer modelling.
5.2 Experimental equipment and the experimen-
tal methods
In this study the heat flux in the engine is first investigated under motored condi-
tions with the variation in the throttle position. The motored test is undertaken
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to check the performance of the engine before starting to record the data from
the fired engine. This step will help in validating the pressure and temperature
measurements and also to validate the crank angle data. In this test the effect of
changing the throttle position on the in-cylinder pressure and the heat transfer
in the engine is examined. In the case of the motored tests, only the air flows
into the combustion chamber and no combustion occurs during this case. From
this point, the effect of the gas flow and the turbulence on the heat transfer can
be investigated in the absence of the combustion and associated thermal inho-
mogeneities. Under fired conditions, the engine is tested for only one case with
loaded and partly closed throttle setting.
The experimental equipment and set-up will be fully described in the following
sections.
5.2.1 The test engine
The engine used for this research at the laboratories of the University of Southern
Queensland is a four-stroke, single cylinder, air cooled, spark ignition Kubota
engine, model GS200 fueled with gasoline. The detailed engine specifications are
given in table 5.1. Some modifications have been made on the engine head to allow
for mounting the pressure transducers and the thermocouple probes. Schematic
diagram of the test engine set-up is illustrated in figure 5.1. The engine is coupled
with a hydraulic dynamometer made by Salami with a load controller panel.
5.2.2 Surface temperature sensors (thermocouples)
This work required the design and and construction of small, accurate and cost-
effective gauges (temperature sensor) that can be used to measure the changes
in the surface temperature of the engine walls. The temperature sensors are fast-
response E-type coaxial thermocouples (Chromel-Constantan). The thermocou-
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Engine make and model Kubota - GS200
Bore 69 mm
Stroke 54 mm
Total displacement 201 cc
Continues H.P 2.83 kW/3600 rpm
Compression ratio 6.0:1.0
Ignition timing 23o BTDC
Table 5.1: Test engine specifications.
Figure 5.1: Schematic diagram of experimental set-up.
ple probes were designed and assembled by the author in the laboratories of the
University of Southern Queensland. The E-type (Chromel/Constantan) coaxial
thermocouple is designed and constructed for the purpose of measuring the tran-
sient surface temperature of the internal combustion engine wall as a function
of time. The design of this thermocouple is shown in figure 5.2. It is one ther-
mocouple element (chromel tube) inserted over the second thermocouple element
(constantan wire) with an electrical insulation in between. To establish an electri-
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cal insulation layer between the two thermocouple materials, the constantan wire
is placed in an oven for about 30 minutes at 850◦C prior to assembly to allow the
oxidation layer to grow. Then the chromel tube is assembled over the constantan
wire to form the E-type thermocouple which then is placed into the furnace for 1
hour at 850◦C to achieve a good insulation and bonding. The oxidation layer on
the second thermocouple element (constantan wire) is working as an insulation
substance between the two materials.
Figure 5.2: The arrangement of the thermocouple probe.
The hot junction of the thermocouple is formed using sandpaper to grind the
front surface of the thermocouple and drag the thermocouple materials across
the insulation. Sanding the front surface in situ will allow a conformal fit for the
thermocouple in the engine walls. Forming the thermocouple hot junction using
this method makes the gauge very robust and suitable for the application in
harsh environmental conditions. For example, the impact of high speed particles
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transported gases in combustion chamber has in general no effect on the operation
of the thermocouple. In case of failure, sanding the front surface again activates
the thermocouple.
The thermocouple allows a mounting through the wall which is important for
accurate measurements for the fast changing surface temperatures. Four thermo-
couple probes are used and mounted at equal distance of about 5.0 mm intervals
along a ray from the spark plug located on the engine head as shown in fig-
ure 5.3. The probes are installed flush with the surface of the engine head and
they are mounted into the engine head wall by gluing the rear part of the first
thermocouple element (chromel tube) to the engine head with an epoxy. For accu-
rate heat flux measurements and to determine the fluctuations in heat flux from
the transient surface thermocouple measurements, the thermal product
√
(ρcpk)
was defined based on available values for the individual properties ρ, cp and k for
the two separate materials, and emf calibration for the thermocouple probes was
performed. The thermal properties of the two thermocouple materials are given
in table 5.2. Since the value of
√
(ρcpk) for the two materials differs by only 1
% it was considered reasonable to take the mean
√
(ρcpk) value as that of the
thermocouple heat flux gauge.
Thermal property Chromel Constantan
Density kg/m3 8730.243 8912.93
Thermal conductivity W/m.K 19.2 21.2
Specific heat J/kg.K 450 390√
(ρcpk) J/m
2.K.s1/2 8.68× 103 8.58× 103
Table 5.2: Properties of thermocouple materials at room temperature [8] [9].
Because the output of those probes is in microvolts, the signals was amplified and
then read in by the data acquisition system (described in section 5.2.5). A Matlab
program was then used to convert the voltage data obtained from the thermo-
couple probe into temperature values, which was then used to deduce the heat
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flux through the engine walls, using the thermal properties of the thermocouple
materials.
Figure 5.3: Location of heat flux probes and pressure sensors. TH1-TH4 are the
thermocouple gauges, 1 and 2 refers to the PCB and Kistler piezoelectric pressure
sensors respectively.
5.2.3 Pressure sensors
The piezoelectric pressure transducers are often preferred in engine applications
due to their small size, quick response and accuracy. Charge is created on the
quartz elements of the transducers when they are subjected to pressure. The
charge produced by the pressure transducer is converted to analogue voltage
values by charge amplifiers.
Two pressure sensors mounted on the head of the engine are used to measure
the in-cylinder pressure. The first is an uncooled, flush-mounted Kistler 6125C
piezoelectric pressure sensor which was mounted on the engine head as illustrated
in figure 5.3 with a Kistler SCP slim 2852A11 charge amplifier; this pressure
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sensor is used to measure the in-cylinder pressure during the motoring test. The
second pressure transducer is a PCB piezoelectric pressure sensor model 112B11
with a Bruel & Kjaer charge amplifier and it is used to measure the in-cylinder
pressure during the fired running engine test. The inlet pressure and the pressure
in the combustion chamber near the bottom dead centre (BDC) are measured
using BSDX series pressure sensors manufactured by Sensortechnics. Both of
those pressure measurements will be used to provide an absolute reference for the
pressure in the cylinder measured by the piezoelectric devices.
5.2.4 Top Dead Centre (TDC) encoder
A transmissive optoschmitt sensor (electro optical sensor) made by Honeywell
was used to give a voltage pulse when the TDC position is reached. This sensor
consists of a well aligned pair of infrared diodes facing an optoschmitt detector
encased in a black thermoplastic housing, so that infrared rays emitted from the
diode fall on the optoschmitt detector when uninterrupted. The photodetector
consists of a photodiode, amplifier, voltage regulator, Schmitt trigger and an
NPN output transistor with 10 kΩ (nominal) pull-up resistor.
The buffer logic provides a high output when the optical path is clear, and a
low output when the path is interrupted. A thin metal plate with 12 notches
(one every 30o CA with a wider notch for the TDC position) was fixed to the
flywheel, such that it passes through the slit between the infrared diode and the
optoschmitt detector when the engine is running. The metal plate and the sensor
are positioned in such a way that when the notch passes by the sensor it gives a
voltage signal for each notch with a longer signal provided when the piston reaches
TDC. The TDC position was calibrated by taking the voltage output readings
on the oscilloscope and fixing the metal plate at the location corresponding to
TDC. Voltage signals from the optical sensor are recorded by the data acquisition
system. A Matlab routine is used to calculate the real crank angle data from the
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voltage data.
5.2.5 Data acquisition system
The data acquisition used in the experiments is a set of two 4-Channel NI
9234 (±5 V, 51.2 kS/s per Channel, 24-Bit IEPE) modules and two NI 9205
32-Channel (±200 mV to ±10 V, 16-Bit analog input) modules from National
Instruments. The data acquisition system is used to sample the measured param-
eters, with a sample rate 51200 samples/second. Signals recorded for the present
work were: crank angle position, voltage signal from surface temperature probes,
cylinder pressure, inlet air flow rate, inlet air temperature, the voltage signal from
the intake pressure transducer, the voltage signal from the pressure transducer
on the side of the combustion chamber near the BDC and voltage signal from
the lambda sensor. The signals received recorded as time based voltage mea-
surements were then converted to meaningful units based on previous calibration
of the measuring devices. This converted data includes temperatures, pressure,
engine speed and fuel flow rate. Those measurements are then combined using
Matlab routines developed for this purpose to calculate performance parameters
and other useful formulations to describe and characterise the engine operation
and heat transfer conditions and behaviour.
5.2.6 Air flow rate and fuel flow rate
The inlet manifold of the engine is connected to a calibrated standard counter
rotary flow meter made by Romet (model no. RM 30) with a maximum capacity
of 30 m3/h which which draws in air from the atmosphere. A voltage output from
the air flow meter is read by the data acquisition system to provide the flow rate
of air captured by the engine.
Fuel flow rate is measured on the basis of volume using a graduated beaker and
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stopwatch. The fuel from the graduated beaker is sent to the engine through a
pipe with a control valve. For the measurement of the fuel flow rate of the engine,
the valve is open and the time for a definite quantity of the fuel flow is noted. This
gives the fuel flow rate for the engine.
The air flow rate and the fuel flow rate are then converted from volume basis to
mass basis via the calculated density of the ambient air and the specified density
of the fuel.
5.2.7 Lambda sensor
A Professional Lambda Meter (PLM) made by MoTec is used to measure the
lambda values in the engine. This sensor can measure lambda or (Air/Fuel ratio)
over a wide range of mixtures with fast response time. The PLM provides a dif-
ferential analogue output voltage proportional to lambda which can be connected
to a data logger to record the voltage values corresponding to lambda values. The
lambda sensor is located in the exhaust flow.
5.3 Data reduction procedure
The procedure and the steps that are used to convert the voltage signals the
surface junction thermocouples and the pressure transducers into heat flux and
pressure values are described as below. The governing equations and the simula-
tion model which used in the model simulation are presented in appendix A.
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5.3.1 Temperature and heat flux measurements and cal-
culations
High heat fluxes like those obtained from the very harsh environment and during
high speed flows such as heat flux in the internal combustion engine are generally
obtained by measuring the surface temperatures. The transient heat flux regis-
tered by the thermocouples can be determined from the measured surface temper-
ature history, by solving the one-dimensional heat conduction equation equation
to convert the surface temperature history to the correct heat flux into the engine
walls. The rationale for using this method for determining the heat flux is depen-
dent on a few assumptions. The system is simplified as one-dimensional, unsteady
heat conduction and the heat transfer is assumed to be normal to the combus-
tion chamber surface, hence the probes are insulated from the engine walls. In
this method the technique uses the surface temperature as a function of time
to calculate the heat flux. The approach is based on the voltage changes of the
fast response thermocouples, which are embedded in the engine head walls. Then
those voltage changes can be converted to temperature values to be incorporated
into the heat flux equation.
For this purpose a set of in-house fabricated amplifiers are used in this process,
the voltage gain of those amplifiers being 2000 (1 Volt into the amplifier would
give 2000 Volts out of the amplifier). The sensitivity of the E-type thermocouples
used in this experiment was found to be 62.5 µV/◦C based on our calibration,
see appendix B. The resulting voltages come out from the amplifiers are then
incorporated into a Matlab routine combining with the thermocouple sensitivity
to calculate the real surface temperatures. Those temperatures are then used to
calculate the heat flux through the thermocouple probes. The thermal product
for this type of thermocouples can be taken as the average of the two thermo-
couple materials properties, although it is recommended in some cases to use the
thermal properties of the chromel due to the uncertainty in constantan thermal
properties [9]. The heat flux measurement is based on a one-dimensional tran-
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sient conduction solution and is given as for a semi-infinite geometry. The heat
flux rates can be determined from the measured surface temperature history by
solving the following equation using a numerical integration technique, and based
on the thermal properties of the thermocouple materials given in table 5.2.
q =
2×√ρcpk√
pi
n∑
i=1
Ti − Ti−1√
tn − ti +√tn − ti−1 (5.1)
Where q is the heat transfer through the thermocouple gauges, ρ, c and k are
the density, specific heat at constant pressure and the thermal conductivity for
the thermocouple material respectively, T is surface temperature, t is the time
of interest. The above equation is valid under the assumption that for t0 = 0 the
temperature is set to be as T (t0) = 0, i.e. the temperature in the equation given
above represents the temperature difference of the thermocouple probe registered
during the measurements [85] [56].
Due to the large amount of data recorded, the rapid change in temperatures
and because of the nature of such measurements, some noise appears in the
temperature data. Such noise associated with the temperature measurements
will appear to some degree in the calculated heat flux. To minimize the noise
effects, the recorded surface temperature history data will be smoothed using a
smoothing function in Matlab during the calculation of the heat flux from these
temperature data. The data is sampled at a rate of 51200 samples/s and smoothed
over 20 points using a moving-average filter.
5.3.2 Pressure measurements
In the case of the motored test the Kistler 6125C piezoelectric pressure sensor is
used to measure the in-cylinder pressure. Based on this sensor calibration, the
voltage output of this sensor through the charge amplifier is converted directly
to pressure data with 1 Vout=1 MPa pressure reading. This pressure sensor gives
5.3 Data reduction procedure 97
directly the real pressure values in the cylinder with no need for any offset pro-
cesses.
During the fired test the PCB piezoelectric pressure transducer is used to measure
the in-cylinder pressure. This pressure transducer has a linear response charac-
teristic and the slope of the calibration line is determined with a dead weight
pressure tester (see appendix B). The Bruel & Kjaer charge amplifier is used to
convert the charge signals from the pressure transducer to voltage signals which
can be read by the data acquisition system. These voltage signals will then be in-
corporated into a Matlab routine to be transformed into pressure values using the
following formula for this pressure transducer according to the sensor calibration.
P = C1V + C2 (5.2)
Where P is the pressure, C1 is calibration constant (the slope of the curve),
V is the voltage readings in volts and C2 is the intercept of the curve on the
pressure axis. A Matlab routine will be used to calculate the in-cylinder pressure
values versus the crack angle data. The pressure value obtained by the in-cylinder
pressure transducer does not give the actual in-cylinder pressure values. In order
to obtain the actual in-cylinder pressure values, the calculation procedure needs
a reference or pegging pressure. The reference pressure is determined by reading
the intake pressure and the pressure in the cylinder at near the BDC, using the
transducer embedded on the side of the combustion chamber at this position as
described below.
The in-cylinder pressure values acquired from the PCB piezoelectric pressure
transducer mounted on the head of the engine must be offset to match a known
absolute pressure. The BSDX series pressure sensors offer cost-effective absolute,
differential and gage pressure measurements. The reference pressure values from
the two BSDX series pressure sensors (mentioned in section 4.2.3) will be as-
signed as the actual in-cylinder pressure when the piston is at BDC of the intake
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stroke. For this purpose a BSDX5000A2R from the BSDX series pressure sensors
is installed on the side wall of the combustion chamber near the bottom dead
centre. In this case time averaged pressure readings from the combustion cham-
ber at around the bottom dead centre are recorded. This recorded pressure is
matched to the inlet pressure recorded in the intake stroke downstream of the
throttle, using a BSDX1000A2R pressure sensor from the BSDX series pressure
sensors. The offset of these two measurements is used to offset the rest of the in-
cylinder pressure data. Based on the previous offset procedure, all other pressure
values in the engine cycle can be determined from the knowledge of the reference
pressure values and the calibration line slope of the pressure transducer in the
engine head.
The in-cylinder pressure data collected in this stage will be averaged over a num-
ber of cycles along with the crank angle, to minimize the cycle-to-cycle variation
and to obtain a good representation of the engine operating conditions.
Chapter 6
Results from Engine Experiments
and Assessment of Quasi-Steady
Models
6.1 Introduction
Measurements are taken under motored and fired conditions with the engine
described in chapter 5 to obtain a new data set in which all parameters necessary
for heat flux simulation are measured. The experimental results for the pressure
and heat flux obtained from the motored and fired tests together with the results
from the simulation process using some of the existing quasi-steady heat transfer
models, are presented in this chapter.
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6.2 Results from motored engine
The throttle in the intake is used to control the mass of air entering the en-
gine. The effect on the heat transfer of reducing the in-cylinder mass is investi-
gated. The throttle position is varied from a wide open throttle (WOT) to a fully
closed throttle (FCT). In this work the pressure data are analysed to ascertain
a proper phasing of the pressure data along with the crank angle data, and also
to provide the peak pressure values during the engine test in order to compare
them with simulated results.
6.2.1 Results from wide open throttle test
The initial air temperature was calculated from the known trapped mass and the
measured pressure and was found to be 314.98 K, the inlet pressure measured
being 80.79 kPa. The mass of the air captured by the engine was found to be
2.2339×10−4 kg/cyc. The engine was run at 1411 rpm. The in-cylinder pressure
data obtained from this test is presented in figure 6.1. Those pressure data show a
little cycle-to-cycle variation but they can provide considerable information about
the reliability and accuracy of the measurement procedure.
The in-cylinder pressure data is then ensemble averaged, and presented verses
crank angle data along with the simulated pressure data. The ensemble averaged
pressure data verses the crank angle is shown figure 6.2. This figure indicates that
the occurrence of the peak pressure occurs slightly before the top dead centre
(about 1.6 degrees crank angle BTDC).
In order to reliably simulate the heat transfer process within the engine cylinder,
it is necessary to match the simulated pressure with the experimentally measured
pressure. The heat transfer model proposed by Eichelberg [12] equation (2.6) is
used in this case to simulate the pressure data and later to simulate the heat flux
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Figure 6.1: In-cylinder pressure for WOT motored test over 23 cycles.
within the engine. The pressure simulation using this model shows a reasonable
agreement with the measured pressure, figure 6.3 which gives a good opportunity
to reliably simulate the instantaneous heat flux in later work. The peak pressure
value goes up to about 0.74 MPa at 1.6◦ crank angle BTDC and then starts to
decrease. At approximately 180◦ CA after top dead centre, the pressure starts to
rise as the piston moves towards top dead centre during the exhaust stroke.
The heat transfer coefficient proposed by Eichelberg was used to predict the
total instantaneous heat transfer with no radiation term included. This formula
is widely used in predicting the heat transfer in low-speed engines [12]. In the
present case, a scaling factor (αs) is applied to this formula to allow matching of
the measured and simulated pressure. Eichelberg’s formula with a scaling factor
can be presented as follows.
h = αs7.67× 10−3(Cm)1/3(PTg)1/2 (6.1)
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Figure 6.2: Averaged in-cylinder pressure for WOT motored case.
In this formula the scaling factor is tuned until a reasonable agreement between
the measured and simulated pressure is achieved. In the case of the wide open
throttle test the scaling factor is found to be 4.035. Once the reasonable agreement
between the two pressure histories is achieved, the instantaneous heat flux in the
combustion chamber is investigated and simulated.
The change in the measured surface temperature history from one of the coaxial
thermocouples is shown in figure 6.4. The heat flux extracted from one of the
measured surface temperatures from one of the thermocouple probes is presented
in figure 6.5. The peak heat flux value for this motored test reaches the value
of more than 80 kW/m2 in some cycles. Notably the peak heat flux level varies
significantly from cycle-to-cycle, whereas the minimum level is about the same
for all cycles.
Figure 6.6 shows the variation in the ensemble averaged heat flux with crank
angle at the three measurement positions. Position one is where the closest probe
to the spark plug is located, followed by position two and three, figure 5.3 in
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Figure 6.3: Averaged in-cylinder measured pressure and the simulated pressure for
WOT motored case.
chapter 5. The present surface junction thermocouples do not have an in-depth
thermocouple reference, so the small steady-state component of heat flux, remains
unresolved. Therefore, the ensemble averaged heat flux was offset to match the
minimum values of the simulated heat flux. It can be seen that there is a variation
in the heat flux according to the measuring position during the intake stroke, due
to the differences in the local air flow. It can also be noticed that the increase
in the heat flux during the compression stroke occurs simultaneously at all loca-
tions. The heat flux measured at location one seems to rise more rapidly, followed
by heat flux at location three and two respectively, whereas the heat flux at lo-
cation two falls more rapidly than the heat flux at location three and one after
top dead centre. On the other hand, the peak values of heat flux at locations
two and three seem to occur approximately at the same crank angle, whereas,
at location one the peak heat flux value occurs later at about 1.7◦ CA after top
dead centre. Differences in the heat flux during the exhaust stroke can be noticed
and this might be because of the exhaust valve opening and the change in the air
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Figure 6.4: Change in surface temperature from probe one for WOT motored case.
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Figure 6.5: Heat flux calculated from measured surface temperature from probe
one for WOT motored case.
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Figure 6.6: Heat flux from different measuring locations for WOT motored case.
The heat flux is ensemble averaged for the three probes and plotted versus crank
angle, figure 6.7. A closer look at the heat flux data in this figure shows that
the averaged peak heat flux value occurs before the top dead centre (about 3.25◦
CA BTDC). The decline of the heat flux from about 8.25 kW/m2 occurs at
330◦ CA BTDC, due to the inlet valve opening which draws in air at ambient
temperature. This decline in the heat flux continues as the gas in the cylinder is
cooled by the fresh air entering the cylinder. The ensemble averaged peak heat
flux value becomes about 84.4 kW/m2. A sharp decline in the heat flux occurs
near the top dead centre and negative values of heat flux are reached at about
100◦ CA after top dead centre then it starts to increase as the piston moves
towards the top dead centre during the exhaust stroke.
The measured heat flux and the simulated heat flux is presented in figure 6.8,
along with the crank angle. The simulation of the heat flux using the scaled
Eichelberg’s model with a scaling factor of 4.035 (chosen so pressure histories
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Figure 6.7: Averaged heat flux for WOT motored case.
match) overestimates the measured one by a factor of more than 1.9. This might
be due to the fact that most of the existing heat transfer models are generally
engine-specific, and heat transfer characteristics are generally considered to be
different from engine to engine. A significant feature can be noticed from this
figure, that the simulated heat flux appears to rise and fall more rapidly than
the measured one. The peak simulated heat flux value occurs at 5◦ CA BTDC
which is earlier than the peak value of the measured heat flux. Using an unscaled
version of Eichelberg’s model shows no improvement in the prediction of the heat
flux when compared to the scaled one.
Some of the widely used heat transfer models are used to make a comparison
between the heat transfer models and the measured data. Predicted results of the
heat flux using a selection of the previous models as described in chapter 2 are pre-
sented in figure 6.9. All of the heat transfer models used in this comparison over-
estimate the heat flux. These previous models are all tuned so that the simulated
pressure in each case matched the measured pressure. In Woschni’s model (equa-
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Figure 6.8: Measured and simulated heat flux using Eichelberg’s model with a
scaling factor of 4.035 for WOT motored case. Experimental data from the averaged
heat flux for the three probes.
tion 2.8) the scaling factor is chosen to be 5.296, in Annand’s model (equa-
tion 2.7) the scaling factor is 1.939, in Nusselt’s model (the convection term only
equation 2.4) the scaling factor is found to be 6.036 and in Hohenberg’s model
(equation 2.10) the scaling factor used is 3.108.
Figure 6.10 shows a zoomed-in plotting of the peak values for those models. The
figure illustrates that even when these models are tuned to match the measured
peak motoring pressure, the difference in the peak heat flux values between the
different heat transfer models is in the order of about 13 %. The figure also shows
that the models proposed by Hohenberg and Nusselt provided the highest heat
flux, followed by the models of Woschni, Eichelberg and finally, Annand.
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Figure 6.9: Comparison of measured and simulated heat flux using previous heat
transfer models with different scaling factors for WOT motored case. Experimental
data from the averaged heat flux for the three probes.
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Figure 6.10: Zoomed-in plotting for simulated heat flux using previous heat transfer
models for WOT motored case.
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6.2.2 Results from fully closed throttle test
In this test the engine was throttled, which decreases the trapped mass. This
decreases the in-cylinder pressure, and a decrease in the heat flux would be ex-
pected as well. The initial temperature of the air based on the trapped mass
and the measured pressure was found to be 408.48 K and the inlet pressure was
42.55 kPa. The trapped mass was dropped due to the throttling process, and it
was found to be 9.0711× 10−5 kg/cyc and the engine was run at 1406 rpm. The
measured in-cylinder pressure obtained from this test is shown in figure 6.11.
0 0.5 1 1.5 2
0
1
2
3
4
5 x 10
5
Time (sec)
Pr
es
su
re
 (P
a)
Figure 6.11: In-cylinder pressure from FCT motored test over 23 cycles.
Figure 6.12 shows the ensemble averaged in-cylinder pressure versus crank an-
gle. The figure shows that the peak measured pressure value occurs at 1.6◦ CA
before top dead centre. The simulated pressure is then plotted, along with the
measured pressure, figure 6.13. This figure demonstrates that the simulated peak
value occurs slightly later than the measured one at the top dead centre. The
figure also shows that a good agreement between the measured and the sim-
ulated pressure is achieved. The peak pressure value is about 0.42 MPa and
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then it starts to decline after the top dead centre and to start to rise again at
about 180◦ CA ATDC as the piston moves towards top dead centre during the
exhaust stroke. Eichelberg’s heat transfer model (equation 2.6) is used in this case
to simulate the pressure and the heat flux. The scaling factor (αs) that has been
applied in the WOT case to match the measured and the simulated pressure, is
applied in this case as well and is found to be 0.208.
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Figure 6.12: Averaged in-cylinder pressure from FCT motored test.
Based on the good agreement achieved between the measured and the simulated
pressure, the instantaneous heat flux is then investigated. The change in the en-
gine surface temperature and heat flux from the gases to the cylinder walls are
presented in figures 6.14 and 6.15 respectively for one of the measuring posi-
tions. Figure 6.15 shows that the heat flux reaches more than 60 kW/m2 in some
cycles and it also shows a difference in the peaks from cycle-to-cycle.
The variation of the ensemble averaged heat flux from the three measuring posi-
tions is presented in figure 6.16. The ensemble averaged heat flux was also offset
in the this case to match the minimum values of the simulated heat flux, since
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Figure 6.13: Averaged in-cylinder measured pressure and the simulated pressure
for FCT motored case.
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Figure 6.14: Change in surface temperature from probe one for FCT motored case.
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Figure 6.15: Heat flux calculated from measured surface temperature from probe
one for FCT motored case.
the small steady-state component of the measured heat flux remains unresolved
in the experimental data. The figure illustrates that the heat flux at position one
decreases earlier, as it is the closest one to the intake valve and the incoming fresh
air reaches it first. The same trend found in the WOT case can be noticed here,
when the heat flux measured at location one rises more rapidly than the heat flux
at location three and two respectively. However, the heat flux at location two falls
more rapidly than the heat flux at location three and one. The peak values of
the heat flux measured at location one and two occurs at the same crank angle
(3.2◦ CA BTDC), whereas at location three, it happens earlier at about 4.9◦ CA
before top dead centre.
Figure 6.17 presents the ensemble averaged heat flux from the three measuring
positions. As the fresh air enters the engine during the intake stroke, the heat
flux decreases from 11.5 kW/m2 and continues to decrease below zero to reach its
minimum value at about 294◦ before it starts to rise again. The peak value of the
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Figure 6.16: Heat flux from different measuring locations for FCT motored case.
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Figure 6.17: Averaged heat flux for FCT motored case.
ensemble averaged heat flux is 52.11 kW/m2 and it occurs at 3.2◦ CA BTDC. The
heat flux then declines sharply to reach its minimum value after top dead centre
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at about 85◦ CA. As the piston moves towards the top dead centre, the heat
flux starts to increase during the exhaust stroke. The simulated heat flux using
Eichelberg’s model is presented in figure 6.18 along with the measured heat flux
versus crank angle. The figure shows that no agreement is achieved between the
measured and the simulated heat flux. Moreover, the peak value of the measured
heat flux is higher than the simulated one by more than 4.7 times. The figure
also demonstrates that the peak simulated heat flux value occurs later than the
measured one at about one degree before top dead center. Using the unscaled
Eichelberg’s model in the FCT case shows better agreement with the measured
one than the scaled model, but the measured pressure history is not accurately
simulated.
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Figure 6.18: Measured and simulated heat flux using Eichelberg’s model with a
scaling factor of 0.208 for FCT motored case. Experimental data from the averaged
heat flux for the three probes.
A comparison between the measured heat flux and the simulated heat flux us-
ing some of the previous heat transfer models with different scaling factors is
presented in figure 6.19. The figure shows that all of the heat flux models under-
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Figure 6.19: Comparison of measured and simulated heat flux using previous heat
transfer models with different scaling factors for FCT motored case. Experimental
data from the averaged heat flux for the three probes.
estimate the measured heat flux. The same procedure in matching the measured
and the simulated pressure is followed in the FCT case and different scaling fac-
tors are applied to each model. In Woschni’s model (equation 2.8) the scaling
factor applied is 0.444, in Annand’s model (equation 2.7) the scaling factor is
found to be 0.148, in Nusselt’s model (the convection term only equation 2.4) the
scaling factor is chosen as 0.362 and in Hohenberg’s model (equation 2.10) the
scaling factor used is 0.251. A zoomed-in plotting for the heat flux predicted by
the previous heat transfer models is shown in figure 6.20. This figure determines
that the difference in the peaks between the different models is 13 %, which is
the same as that found in the WOT case. The figure also demonstrates that the
highest value of heat flux is predicted by the scaled Hohenberg’s and Nusselt’s
models.
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Figure 6.20: Zoomed-in plotting for simulated heat flux using previous heat transfer
models for FCT motored case.
6.3 Results from fired engine
This section discusses the results obtained from the fired engine test. The inlet
air temperature was found to be 400 K, based on the trapped mass and the
measured inlet pressure, the inlet pressure measured at the inlet manifold was
54 KPa. The averaged wall temperature was found to be as 432.15 K based on
the measured data. The mass of the air entering the engine was found to be
1.1778×10−4 kg/cyc. The engine was run at 2213 rpm. The engine was loaded
and it was run at a slightly lean operating condition with an equivalence ratio of
0.95.
The in-cylinder pressure data obtained from this test is presented in figure 6.21. The
figure shows the peak pressure distribution of a sample of about 35 consecutive
cycles. This figure shows the maximum and minimum pressure during the sample,
as well as the variation in the pressure peaks, with some cycle-to-cycle variation
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and almost the same minimum values.
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Figure 6.21: In-cylinder pressure for fired case over 35 cycles.
The ensemble averaged in-cylinder pressure and simulated pressure are presented
in figure 6.22. This figure demonstrates that some agreement between the sim-
ulated and measured pressure has been achieved during the compression and
combustion stages. To achieve this level of agreement, some parameters in the
simulation had to be tuned. In the simulation of the fired engine test, the scal-
ing factor applied to Eichelberg’s model in equation 2.6 has also been applied to
Woschni’s model (equation 2.8) in the case of the fired test. The scaling factor in
this case is found to be 0.15. Moreover, the Wiebe function model is used in the
definition of the mass fraction burned and the Wiebe parameters have been tuned
as well to match the pressure and were found to be a = 75 and m = 2.036. The
peak pressure value is about 1.14 MPa and it occurs at about 30◦ CA ATDC. Then
the pressure starts to decrease during the expansion stroke and it can be noticed
that the simulated pressure seems to decline more rapidly than the measured one
until about 100◦ CA after top dead centre when the measured pressure started
to drop more rapidly.
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Figure 6.22: Averaged in-cylinder measured pressure and the simulated pressure
for fired case.
The change in the engine surface temperature and heat flux from the gases to
the combustion chamber walls from one of the thermocouples are shown in fig-
ure 6.23 and figure 6.24 respectively. Figure 6.24 shows that a great cyclic varia-
tion occurring in the heat flux appears in the peaks, whereas the minimum values
for most of the cycles are almost the same.
Figure 6.25 displays the heat flux trace at the three measurement positions on the
engine head, the offsetting was also applied to this case to match the minimum
values of the measured heat flux with the simulated one. It can be seen that there
is a slight difference in the heat flux in the intake stage according to the measuring
position, due to the local gas velocities and flows. The figure also demonstrates
that, during the compression stage and just before the flame initiation when the
piston moves towards the TDC, the gas density through the cylinder increases
and accordingly the heat flux increases in all measuring locations, and the local
distribution of the heat flux is only affected by the local velocity distribution in
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Figure 6.23: Change in surface temperature from probe one for fired case.
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Figure 6.24: Heat flux calculated from surface temperature from probe one for
fired case.
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Figure 6.25: Heat flux from different measuring locations for fired case.
the cylinder. After the ignition it can be noticed that the heat flux at location
one starts to rise more rapidly and it has the highest peak value, due to its
location closest to the spark plug, followed by location two and ultimately location
three. The figure also illustrates that the peak values for the measuring locations
one and three occur at the same crank angle (about 30◦ CA ATDC). At location
two, it occurs later, at 37◦ CA after top dead centre.
When the numerical prediction of the pressure matches the experimental pressure
data as closely as possible, then the numerical heat flux data can be compared to
the measured heat flux. The ensemble averaged measured heat flux over the three
measuring locations is presented in figure 6.26, with simulated heat flux using
the scaled Woschni’s model. This figure demonstrates that the peak measured
heat flux occurs at the same crank angle of peak in-cylinder pressure and it
is about 498 kW/m2. After that the heat flux reduces to relatively low values
as the piston moves towards the bottom dead centre and the expansion starts
to cool the in-cylinder burned gases. It can be noticed from this figure that the
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Figure 6.26: Measured and simulated heat flux using Woschni’s model with a
scaling factor of 0.15 for fired case. Experimental data from the averaged heat flux
for the three probes.
simulated heat flux using the scaled Woschni’s model is obviously underestimating
the measured heat flux. The measured peak value is higher than the simulated
one by more than 7.6 times. It is possible that due to the fact that those models
are engine-specific, they might not be able to predict the heat flux correctly
over a different range of engine geometries and they cannot be widely used for
all operating conditions. The unscaled Woschni’s model in the fired case shows
better agreement with the measured one than the scaled Woschni’s model, but the
measured pressure history is found to be not accurately simulated if the unscaled
model is used.
In contrast to some of the well known heat transfer models with different scaling
factors, the measured heat flux is plotted against those models in order to inves-
tigate their ability to predict the heat flux in this engine. The scaling factors used
in this simulation are 0.08 for Annand’s model (equation 2.7) and Eichelberg’s
model (equation 2.6), 0.1 for Nusselt’s model (the convection term only equa-
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Figure 6.27: Comparison of measured and simulated heat flux using previous heat
transfer models with different scaling factors for fired case. Experimental data from
the averaged heat flux for the three probes.
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Figure 6.28: Zoomed-in plotting for simulated heat flux using previous heat transfer
models for fired case.
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tion 2.4) and 0.12 for Hohenberg’s model (equation 2.10). Figure 6.27 presents
the measured heat flux and the simulated heat flux, using the heat transfer mod-
els of Hohenberg, Nusselt, Annand, Eichelberg and Woschni. The figure shows
that all of the existing heat transfer models underestimated the measured heat
flux. Even though the shapes of the heat flux are somewhat similar to each other,
the magnitude is still lower than the measured heat flux. Moreover, although each
of these models has different parameters in predicting the heat flux, none of them
was able to provide a close estimation of the measured heat flux. In figure 6.28
it can be seen that the peak values of the heat flux predicted using the previous
model, seem to occur at different crank angles and also the decline of heat flux
after the peak values occurs at different times.
6.4 Unscaled heat flux simulation
In this section, the unscaled versions of the different heat transfer models dis-
cussed in previous sections are used to compare with the measured heat flux
values. The unscaled peak heat fluxes values for the WOT motored case, the
FCT motored case and the fired case are presented in table 6.1. It can be noticed
from this table that, for the WOT motored case, the unscaled version of Eichel-
berg’s model shows no improvement in the simulated heat flux comparing to the
scaled one. Whereas, the unscaled Annand’s model shows a better prediction of
the peak heat flux than the others. Moreover, the peak heat flux values from the
unscaled models vary in a factor of 1.3 - 4. In the FCT motored case the unscaled
version of Eichelberg’s model shows a better agreement with the measured heat
flux when compared to the scaled version. In this case the variation in the peak
heat flux values from the different unscaled models is in order of 1.5 - 3.5. In the
case of the fired engine the unscaled Woschni’s model shows a closer agreement
in the simulation of the peak heat flux than the scaled model. Furthermore, the
difference in peaks between the different scaled models is in factor of 1.25 - 4. It
can also be observed for the fired case that, the unscaled versions of Annand’s and
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Eichelberg’s models have the same peak heat value. However, the use of unscaled
version of these different models does not produce an accurate simulation of the
measured pressure history.
Unscaled peak heat flux values(W/m2)
Heat transfer model WOT motored case FCT motored case Fired case
Annand 8.16×104 7.49×104 8.16×105
Woschni 2.99×104 2.49×104 4.35×105
Eichelberg 3.92×104 5.33×104 8.16×105
Nusselt 2.62×104 3.06×104 6.53×105
Hohenberg 5.91×104 4.42×104 5.44×105
Measured peak 8.45×104 5.2×104 4.98×105
Table 6.1: Unscaled peak heat flux values from different heat transfer models.
6.5 Conclusion
In this chapter the results from the motored test were presented. The effect of
two different throttle settings on the in-cylinder pressure and heat transfer were
examined. The engine was tested under wide open and fully closed throttle set-
tings. The results showed that throttling the engine resulted in reducing the mass
of air trapped by the engine and this led to decreasing the in-cylinder pressure and
temperature as well as the heat transfer. A Matlab routine was used in simulating
the engine performance.
The heat transfer model proposed by Eichelberg was used in the Matlab routine
for the engine simulation. A scaling factor was applied to Eichelberg’s model. The
scaling was used to achieve close agreement between the measured and simulated
pressure results. The scaling factor was found to be 4.035 for the wide open
throttle test and 0.208 for the fully closed throttle test. Some of the well known
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heat transfer models were examined, to compare the measured heat transfer with
the simulated heat transfer using those models with different scaling factors. In
the case of the wide open throttle, all of the models tested overestimated the
measured heat transfer, and it was found to be more than 1.9 in the case of the
scaled Eichelberg’s model. In the fully closed throttle test, the measured heat flux
was underestimated, and in the case of the scaled Eichelberg’s model it was more
than 4.7 times.
In the case of the fired test, Woschni’s model was used in the engine simula-
tion. The scaling factor applied to this model to match the measured and the
simulated pressure was found to be 0.15. The Wiebe function parameters for the
mass fraction burned was found to be a = 75 and m = 2.036. In the simula-
tion of the heat flux using the scaled Woschni’s model there was no agreement
achieved and it underestimated the measured heat flux by 7.6 times. The same
approach was observed when some of the previous heat transfer models with dif-
ferent scaling factors were used and all of them under-predicted the measured
heat flux.
When the unscaled version of Eichelberg’s model used for the two motored cases,
the predicted heat flux showed a better agreement in the FCT case with the
measured one than the scaled model, whereas, in the WOT case there was no
improvement achieved. For the fired case when the unscaled Woschni’s model was
applied, a better prediction in the simulated heat flux was obtained compared to
the scaled model. On the other hand, the use of unscaled models produced an
inaccurate simulation of the measured pressure history. Therefore, it seems likely
that there are strong spatial variations in the heat flux which are not measured
or simulated.
Chapter 7
Results from Unsteady Model
7.1 Experimental data
To explore the applicability of the the unsteady heat transfer model developed
in this study and compare predicted heat fluxes with the measured ones, the
results from the unsteady model simulation will be compared to the available
experimental data. The experimental data covers three different sets of operating
conditions, including two sets of motored engine and one fired engine case. The
heat flux determined from the unsteady model simulation will be compared to
the measured data in the wide open throttle and fully closed throttle motored
case in addition to the fired case.
7.2 Numerical simulation conditions
In the finite difference routine for the solution of transient, one-dimensional, heat
conduction problem built in Matlab, some of the numerical conditions and the gas
properties are required. Those properties are identified from the engine simulation
discussed in the previous chapter for each case. The averaged wall temperatures
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and the trapped mass, are chosen based on the experimental data. The temper-
ature change is chosen as 1 K and the time steps and the grid refinement values
are chosen, based on the spatial and temporal step size independence checks
performed for each case. In the unsteady model, all the three models for the tur-
bulent viscosity presented in chapter 3 were examined and the heat flux results
were almost identical for the all models. Therefore, the turbulent viscosity model
presented in equation 3.31 with different constant values and models for turbulent
Prandtl number will be used. A single fixed value for the thermal boundary layer
thickness of 15.5 mm is assumed.
7.3 Results from unsteady model - motored case
The unsteady heat transfer model developed in this study is first tested on a
motored engine case. As mentioned in chapter 6, the engine is tested under mo-
tored conditions, with wide open and fully closed throttle cases. The results from
the unsteady model for those two cases with comparison to experimental results
follows below.
7.3.1 Results from wide open throttle case
The unsteady thermal boundary layer model was run, using the gas properties
identified from the engine simulation with Eichelberg’s model (section 6.2.1). In
the present modelling, a variable effective thermal turbulent conductivity was
considered throughout the thermal boundary layer, instead of the constant value
assumed in a previous work [61], and as discussed in chapter 4, section 4.3.2.
Time step and node spacing independence
Investigation of the solution independent from the time step and node spacing
of the computation in numerical studies is essential. Once the independence is
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Figure 7.1: Heat flux sensitivity to node spacing (Prt = 0.9) for WOT motored
case. Values in the legend corresponded to node spacing at the wall in units of m.
confirmed, the numerical results can be confidently compared with the experi-
mental data. Time step and node spacing independence were investigated for all
of the turbulent Prandtl number models presented in this study. The time step
and node spacing independence test for the case of a constant turbulent Prandtl
number of 0.9 and one of the variable turbulent Prandtl number models will be
presented.
Three different time steps were tested for the wide open throttle case. The three
time steps tested were 2.66× 10−6 s, 5.31× 10−6 s and 1.06× 10−5 s. According
to this test, the simulated heat flux was essentially identical for the three time
steps. Consequently, the time step 1.06× 10−5 s was chosen for the simulation.
When checking the node spacing (grid refinement) independence, it is desirable to
minimise the total number of nodes, so as to reduce the computational time. How-
ever, a fine node spacing is required at the surface, to accurately resolve rapid
changes in heat flux. The grid refinement was checked by changing the Fourier
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number in the finite difference routine built in Matlab which was used in the
simulation of the unsteady heat transfer model. Three different values for the
node spacing were examined. These values were 4.03 × 10−6 m, 2.02 × 10−6 m
and 1.01 × 10−6 m for the WOT case. The node spacing independence check is
shown in figure 7.1 for the turbulent Prandtl number 0.9, and figure 7.2 for the
turbulent Prandtl number using the formula in equation 3.21. The order of con-
vergence of the numerical scheme was almost unity and error estimates based on
the Richardson extrapolation indicated the error in the peak heat flux value for
the smalest node spacing was around 7%. This was considered sufficiently accu-
rate for the present work since unsteadies in the model parameters were typically
much lower. Therefore, the node spacing of 1.01×10−6 m was chosen for the wide
open throttle case.
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Figure 7.2: Heat flux sensitivity to node spacing (equation 3.21 for Prt) for WOT
motored case. Values in the legend corresponded to node spacing at the wall in
units of m.
In the examination of the effect of the turbulent Prandtl number on the simu-
lated heat flux, three constant values of the turbulent Prandtl number were used
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Figure 7.3: Measured and simulated heat flux using the unsteady model for WOT
motored case, with constant turbulent Prandtl number values in the thermal con-
ductivity model. Experimental data from the averaged heat flux for the three
probes.
in the unsteady model. The three values were 0.7, 0.8 and 0.9. The simulated
heat flux results obtained from these values are shown in figure 7.3. It can be
observed from this figure that as the turbulent Prandtl number increases, the
heat flux decreases. It also demonstrates that the unsteady model overestimates
the measured heat flux and the predicted heat fluxes start to increase and drop
faster than the measured one. Furthermore, all the three peaks of the simulated
heat flux occur at the same crank angle 10◦ CA BTDC. The error in the peaks
between the measured and the simulated heat flux is found to be 57.29 % for the
value of 0.7, about 45.04 % for 0.8 and 35.02 % when the value of 0.9 is used. It
seems that increasing the value of the Prandtl number in the unsteady model
could improve the prediction of the heat flux.
In order to examine the prediction of heat flux using the unsteady model, the tur-
bulent Prandtl number models presented in equation 3.21 and equation 3.29 are
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used to simulate the heat flux in the unsteady model. These two models for the
turbulent Prandtl number provide a very close estimation of the measured heat
flux, with the smallest error between the measured and the simulated peaks.
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Figure 7.4: Measured and simulated heat flux using the unsteady model for WOT
motored case, with variable turbulent Prandtl number values in the thermal con-
ductivity model. Experimental data from the averaged heat flux for the three
probes.
The heat flux from the unsteady model is presented in figure 7.4. In figure 7.4 it
can be seen that the heat flux simulated using the unsteady approach starts to
rise more rapidly than the measured heat flux at about 160◦ CA before top dead
centre, whereas at about 60◦ CA BTDC they seem to rise simultaneously. The
simulated heat flux using the turbulent Prandtl number in equation 3.21 has
the highest peak value, followed by the simulated heat flux using the turbulent
Prandtl number in equation 3.29 and the measured heat flux. The peak heat flux
values for the two simulated heat fluxes occur at the same crank angle (10◦ CA
BTDC), while the measured one occurs slightly later at 3.25◦ CA BTDC. The
figure demonstrates that, just after the top dead centre, the two simulated heat
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fluxes decline more rapidly than the measured one. The error in the peak values
between the simulated and measured heat flux is found to be 6.03 % and 25.63
% for the turbulent Prandtl number, using equation 3.29 and equation 3.21 re-
spectively. An overall agreement between the measured and the simulated heat
flux can be observed from this figure.
All of the turbulent Prandtl number models mentioned earlier in this study were
examined and the errors in the peaks between the measured heat flux and the
predicted heat flux using those models are presented in table 7.1.
Turbulent Prandtl number model Error in peak values %
Equation 3.20 38.17
Equation 3.23 87.05
Equation 3.24 103.57
Equation 3.21 25.63
Equation 3.25 35.24
Equation 3.22 28.14
Equation 3.29 6.03
Prt=0.7 57.29
Prt=0.8 45.04
Prt=0.9 35.02
Table 7.1: Error in peaks between measured and predicted heat flux using the
unsteady model, with different turbulent Prandtl number models in the turbulent
thermal conductivity model for the WOT motored case. All models have overesti-
mated the peak heat flux value.
7.3.2 Results from fully closed throttle case
The gas properties identified from the engine simulation with Eichelberg’s model (sec-
tion 6.2.2) for the FCT case are used to run the unsteady thermal boundary layer
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model. The same trend in choosing the turbulent viscosity model in the WOT
case, is used in this case and the same constant values for the turbulent Prandtl
number with the two variable models are chosen for this case in the simulation of
the heat flux in the unsteady model, with a brief illustration for the other models.
Time step and node spacing independence
When checking the time step independence, another three different time steps,
were tested for the fully closed throttle case. The three time steps tested are
2.66× 10−6 s, 5.33× 10−6 s and 1.07× 10−5 s. As observed in the WOT case, the
peak heat flux was found to be virtually identical for the cases studied. The time
step 1.07× 10−5 s is chosen for the simulation.
To investigate the effect of the node spacing (grid refinement) independence on
the computation in the FCT case, another three values for the node spacing
were examined by changing the Fourier number in the simulation routine. These
three values are 7.16 × 10−6 m, 3.58 × 10−6 m and 1.79 × 10−6 m. Figure 7.5,
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Figure 7.5: Heat flux sensitivity to node spacing (Prt = 0.9) for FCT motored
case. Values in the legend corresponded to node spacing at the wall in units of m.
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showing the sensitivity of the node spacing on heat flux for the turbulent Prandtl
number 0.9, and figure 7.6 for the turbulent Prandtl number using the formula
in equation 3.21. The Richardson extrapolation was also performed for this case
and the order of convergence of the numerical scheme was found to be almost
unity. Error estimates based on the Richardson extrapolation for the peak heat
flux value at the smallest node spacing was about 5%. Therefore, the node spacing
of 1.79× 10−6 m was chosen for this case.
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Figure 7.6: Heat flux sensitivity to node spacing (equation 3.21 for Prt) for FCT
motored case. Values in the legend corresponded to node spacing at the wall in
units of m.
Three different constant values of the turbulent Prandtl number were examined in
the unsteady model. Values of 0.7, 0.8 and 0.9 were applied. Figure 7.7 shows the
simulated heat flux obtained from the unsteady model, using those three values
compared with the measured heat flux. The figure demonstrates that, the higher
the turbulent Prandtl number, the smaller the heat flux. The figure also shows
that the predicted heat flux from all three values of turbulent Prandtl number
seems to increase simultaneously and more rapidly than the measured heat flux,
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Figure 7.7: Measured and simulated heat flux using the unsteady model for FCT
case, with constant turbulent Prandtl number values in the thermal conductivity
model. Experimental data from the averaged heat flux for the three probes.
whereas the measured heat flux declines faster than the predicted ones. It is also
observed that the unsteady model overestimates the measured heat flux, and the
peak values of the simulated heat flux occur at the same crank angle (5◦ CA
BTDC), while the measured peak occurs slightly later at 3.2◦ CA BTDC. The
error in the peak values between the simulated heat flux and the measured one
is found to be more than 110 % for the case of Prt= 0.7, about 94 % for the
case of Prt= 0.8 and 80.98 % for Prt= 0.9. It can be observed that using constant
values for the turbulent Prandtl number in the unsteady model improved the heat
flux estimation, in comparison to the use of the empirical Eichelberg’s correlation
discussed earlier.
The heat flux from the unsteady model in the FCT case is presented in fig-
ure 7.8, using two different models for the variable turbulent Prandtl number
(equation. 3.21 and equation. 3.29). The figure demonstrates that the predicted
heat flux using the unsteady approach starts to rise and drop more rapidly than
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Figure 7.8: Measured and simulated heat flux using the unsteady model for FCT
motored case, with variable turbulent Prandtl number values in the thermal con-
ductivity model. Experimental data from the averaged heat flux for the three
probes.
the measured heat flux during most of the engine cycle, however, at about 35◦
CA ATDC they seem to decline simultaneously. As was observed in the WOT
case, the simulated heat flux using the turbulent Prandtl number in equation 3.21
tends to have the highest peak value, followed by the simulated heat flux using
the turbulent Prandtl number in equation 3.29 and then the measured heat flux.
Moreover, the peak heat flux values for the two simulated heat fluxes occur at the
same crank angle (5◦ CA BTDC), while the measured one occurs later at 3.2◦ CA
BTDC. The error in the peak values between the simulated and measured heat
flux is higher than what was observed in the WOT case and it is found to be about
35 % and 68.95 % for the turbulent Prandtl number using equation 3.29 and equa-
tion 3.21 respectively. Although the fact that the magnitude of the simulated heat
flux using the unsteady approach seems to somehow overestimate the measured
heat flux, there is a reasonable agreement in the phasing of the heat flux. It can
7.3 Results from unsteady model - motored case 137
also be observed that the unsteady model provides a better prediction of the
heat flux in contrast to the results obtained for the empirical model proposed
by Eichelberg, presented in figure 6.18, and the case of the constant turbulent
Prandtl number values discussed above. Furthermore, this level of agreement be-
tween the results can be accepted to some extent as the measured data was taken
from only three measuring locations in the combustion chamber which is unlikely
to reflect in the actual spatial variation of heat transfer in the chamber, and also
because the maximum value for each location is somewhat different to another
one, which can be seen in figure 6.16 in the previous chapter.
Table 7.2 presents the errors in peaks between the measured and simulated heat
flux from different turbulent Prandtl number models.
Turbulent Prandtl number model Error in peak values %
Equation 3.20 85.15
Equation 3.23 87.05
Equation 3.24 103.57
Equation 3.21 68.95
Equation 3.25 75.74
Equation 3.22 72.24
Equation 3.29 35.01
Prt=0.7 110.16
Prt=0.8 94.06
Prt=0.9 80.98
Table 7.2: Error in peaks between measured and predicted heat flux using the
unsteady model, with different turbulent Prandtl number models in the turbulent
thermal conductivity model for the FCT motored case. All models have overesti-
mated the peak heat flux value.
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7.4 Results from fired case
The unsteady thermal boundary layer model for the fired case is run using the
gas properties identified from the engine simulation with Woschni’s model in
section 6.3. In this section the the predicted heat flux from the unsteady model for
three constant turbulent Prandtl number values and different turbulent Prandtl
number models is discussed and compared to the measured results.
Time step and node spacing independence
In the time step independence check, three different time steps for the fired engine
case were tested. The three time steps tested are 1.69× 10−6 s, 3.39× 10−6 s and
6.7730 × 10−6 s. The check of the time steps independence on the heat flux was
carried out in this case and it showed no significant effect of the these changes
on the heat flux. Therefore, the time step 6.77× 10−6 s was chosen to be used in
the simulation.
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Figure 7.9: Heat flux sensitivity to node spacing (Prt = 0.9) for fired case. Values
in the legend corresponded to node spacing at the wall in units of m.
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Figure 7.10: Heat flux sensitivity to node spacing (equation 3.21 for Prt) for fired
case. Values in the legend corresponded to node spacing at the wall in units of m.
The effect of the node spacing was also checked in this case and three different
values for the node spacing were tested. Those values are 5.27×10−6 m, 2.63×10−6
m and 1.32 × 10−6 m. The sensitivity check was made on all of these values
and it was found that the heat flux is weakly affected by the change in the
node spacing values. The Richardson extrapolation was performed for the fired
case and the order of convergence of the numerical scheme was also found to
be almost unity and error estimates based on the Richardson extrapolation in
the peak heat flux value for the smallest node spacing used was found to be
about 8%. The value of 1.32 × 10−6 m for the node spacing was chosen in the
fired engine test simulation. The effect of variable node spacing on heat flux is
illustrated in figure 7.9 and figure 7.10 for constant turbulent Prandtl number 0.9
and for variable turbulent Prandtl number using the equation 3.21.
In the case of the fired engine the three constant values for the turbulent Prandtl
number used in the two previous (motored) cases are used in this case. Fig-
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Figure 7.11: Measured and simulated heat flux using the unsteady model for fired
case, with constant turbulent Prandtl number values in the thermal conductivity
model. Experimental data from the averaged heat flux for the three probes.
ure 7.11 presents the effect of different turbulent Prandtl number values on the
heat flux. The figure demonstrates that the unsteady model over-predicts the
measured heat flux for all constant values used. This figure also shows that the
measured heat flux starts to rise and decline more rapidly than the predicted heat
flux. It can also be noticed that the simulated peaks occur at the same crank
angle of about 40◦ CA ATDC and the measured one occurs earlier at 31◦ CA
ATDC. The error between the simulated peak heat flux and the measured value
is found to be more than 47 % for the turbulent Prandtl number value of 0.7,
about 36 % for the case of 0.8 and 27.09 % for the Prandtl number 0.9. It can
be observed that using constant values for the turbulent Prandtl number in the
unsteady model adds some improvement to the prediction of the heat flux, in
contrast to the quasi-steady models used in the previous chapter, but they still
overestimate the measured heat flux.
The predicted heat flux from the unsteady model in the fired case is demonstrated
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Figure 7.12: Measured and simulated heat flux using the unsteady model for fired
case, with variable turbulent Prandtl number values in the thermal conductivity
model. Experimental data from the averaged heat flux for the three probes.
in figure 7.12 using the two different models for the variable turbulent Prandtl
number (equation. 3.21 and equation. 3.29). The figure shows that the measured
heat flux starts to rise more rapidly than the simulated ones using the unsteady
model. The figure also shows that the two simulated heat fluxes seem to increase
simultaneously during the compression stage and most of the combustion stage,
whilst the predicted heat flux using the turbulent Prandtl number in equation 3.21
declines faster than the another simulated one. Moreover, the simulated heat flux
using the turbulent Prandtl number in equation 3.21 seems to have the highest
peak and it overestimates the measured heat flux, whereas the predicted heat
flux using the turbulent Prandtl number in equation 3.29 underestimates the
measured heat flux. It can also be observed that the peak heat flux value for the
heat flux obtained from the unsteady approach using the equation 3.29 for the
turbulent Prandtl number, and the measured peak occur at about the same crank
angle 30◦ CA ATDC, whilst the simulation of Prandtl number in equation 3.21
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occurs later at 40◦ CA ATDC. The error between the predicted and measured
peak heat flux is found to be about 9.04 % when the formula in equation 3.29
for the turbulent Prandtl number is used, and about 19.32 % using the formula
in equation 3.21. It can be seen that a reasonable agreement is achieved with a
reduction in the error between peaks compared to the results obtained from the
quasi-steady model proposed by Woschni presented in figure 6.26, and the results
from the unsteady model using the constant values for the turbulent Prandtl
number.
The error between the predicted peak values and the measured one, using all
of the different turbulent Prandtl number models mentioned in section 3.3.1, is
reported in table 7.3. The table illustrates that peak value of the measured heat
flux is overestimated by the all of these models except the model in equation 3.29.
Turbulent Prandtl number model Error in peak values %
Equation 3.20 30.26
Equation 3.23 31.30
Equation 3.24 40.53
Equation 3.21 19.32
Equation 3.25 20.85
Equation 3.22 21.96
Equation 3.29 -9.04
Prt=0.7 47.28
Prt=0.8 36.15
Prt=0.9 27.09
Table 7.3: Error in peaks between measured and predicted heat flux using the
unsteady model, with different turbulent Prandtl number models in the turbulent
thermal conductivity model for the fired case. Models generally overestimate the
peak heat flux.
7.5 Application to other engines 143
7.5 Application to other engines
In this section, the unsteady heat transfer model will be applied to other engines
to validate this method of investigating the heat flux from those engines. The
data from engines discussed in an earlier chapter (chapter 4) will be used in this
simulation. The data from the work of Wu et al. [5] and [6] will be used and
discussed in the heat flux simulation using the unsteady model. The designations
“engine A” and “engine B” refer to the engines used by Wu et al. [5] and [6]
respectively. The unsteady thermal boundary layer model was run using the gas
properties identified from the engine simulation for these engines discussed in
section 4.3.1. The turbulent Prandtl number model in equation 3.29 was used in
the turbulent conductivity model in the unsteady heat transfer model.
Time step and node spacing independence
The time step and grid refinement independence checks were performed for these
engines and the following values were chosen. For engine A the time step chosen
was 2.498×10−6 s and the node spacing was 7.246×10−7 m; for engine B the time
step and node spacing chosen were 2.498×10−6 s and 7.751×10−7 m respectively.
The simulated heat flux obtained from the unsteady model is presented with
the experimental heat flux for engine A and B in figure 7.13 and figure 7.14
respectively. Figure 7.13 shows that the simulated heat flux starts to rise and
decline more rapidly than the measured one, whereas in figure 7.14, the simulated
heat flux increases faster than the measured one, but the measured one seems
to drop more rapidly. Moreover, it can be seen for engine A in figure 7.13 that
the predicted peak occurs earlier than the measured peak at 17◦ CA ATDC and
the measured one occurs at about 26◦ crank angle after top dead centre. For the
engine B in figure 7.14 the simulated peak occurs slightly later than the measured
one at about 16◦ crank angle after top dead centre, whereas the measured one
occurs at about 13◦ CA ATDC. It can also be noticed that the simulated peak
using the unsteady model is higher than the measured one for engine A and
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Figure 7.13: Measured and simulated heat flux using the unsteady model (Engine
condition A).
smaller than the measured one for engine B, as shown in figures 7.13 and 7.14
respectively. The error in peaks between the measured and the simulated one is
found to be 9.4 % for engine A and 17.3 % for engine B. The simulation of heat
flux using the unsteady approach developed in this study shows an improvement
in predicting the heat flux compared to the unsteady model with a constant
turbulent conductivity shown in chapter 4. This level of agreement in predicting
the heat flux might be improved if the engine’s operating parameters such as
the intake pressure and temperature and the trapped mass were available from
the experiments in the work of [5] and [6] instead of tuning some parameters to
match the pressure trace to validate the engine simulation.
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Figure 7.14: Measured and simulated heat flux using the unsteady model (Engine
condition B).
7.6 Conclusion
In this chapter, the unsteady model developed in this study was examined and
validated on different engine operating conditions. The model was tested in a
motored engine with two different throttling settings (wide open and fully closed
throttle) and one fired engine case. A finite difference routine built in Matlab
was used in the simulation of this model. The numerical conditions and the gas
properties for this simulation were identified from the experimental data and the
engine simulations discussed in the previous chapter. For the numerical simulation
the time-step independence check was performed for each case. Three different
time steps were tested for the three cases. According to this test it was observed
that the heat flux tends to converge for the all time steps examined and the
highest time step for each case was chosen.
In validating the unsteady model, different turbulent Prandtl number models
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were implemented in the thermal conductivity model, as well as examining three
constant values for the turbulent Prandtl number, with the assumption of a fixed
value of the thermal boundary layer thickness. The simulation showed different
values for the error in peaks between the measured and predicted heat flux for
each value of the turbulent Prandtl number for each engine case tested. For the
constant turbulent Prandtl values, the errors in peaks were found to be 57.29 %
for the value of 0.7, about 45.04 % for 0.8 and 35.02 % for the value of 0.9 in the
WOT case. For the FCT case, the errors were found to be higher than in the case
of the WOT test and they were 110.16 % for the case of 0.7, about 94.06 % for the
case of 0.8 and 80.98 % for the Prandtl number 0.9. For the fired case, the errors
were found to be more than 47.28 % for the turbulent Prandtl number value of 0.7,
about 36.15 % for the case of 0.8 and 27.09 % for the turbulent Prandtl number
0.9. It would be observed that the prediction of the heat flux was improved by
using the unsteady approach in contrast to the simulated results obtained from
the quasi-steady heat transfer models discussed in chapter 6.
More improvement was achieved when variable turbulent Prandtl number mod-
els were applied. Five different formulae for the turbulent Prandtl number were
examined. The heat flux estimation was better predicted with those models and
the error in the peaks was found to be lower than that obtained from the con-
stant turbulent Prandtl number values. The model proposed by Reynolds [74]
and the model proposed by Myong [69] provided the lowest errors of all mod-
els. In the WOT case the errors were found to be 6.03% and 25.63%, for the FCT
case the errors were 35.01% and 68.95 % and for the fired test case the errors
at the peak were 9.04 % and 19.32 % for these two turbulent Prandtl number
models respectively. It can be concluded that the heat transfer model developed
in this study using the unsteady approach, provides a very good agreement with
measured results in contrast to the existing quasi-steady models. Moreover, the
implementation of an effective variable thermal conductivity adds a reasonable
level of improvement to the simulation of engine heat transfer compared with
previous studies using a constant thermal conductivity model. Furthermore, it
7.6 Conclusion 147
is also concluded that the turbulent thermal conductivity model with a variable
turbulent Prandtl number using Reynolds’ formula, gives better estimation than
the other models examined. Although, a fixed single value was assumed for the
thermal boundary layer thickness, the study showed that, the simulation results
have only a small sensitivity to the boundary layer thickness and that the assumed
thickness value was close to the values simulated near TDC.
The current approach has some limitations. Although an unsteady thermal bound-
ary layer equation is being solved, the models for turbulent Prandtl number and
turbulent viscosity are derived from quasi-steady flow data which might not be
generally applicable in the internal combustion engine environment. Furthermore,
the choice of the model can have a significant impact on the simulated heat flux
values depending on the conditions.
Chapter 8
Conclusions and future
suggestions
8.1 Summary
The lack of studies which provide sufficient details on pressure history and heat
flux data in engines and the uncertainty in the captured mass values, provides
the necessary stimulation to perform experiments to obtain the pressure history
and heat flux data, in order to improve the unsteady heat transfer modelling in
internal combustion engines.
An experimental and computational study on heat transfer in internal combus-
tion engines has been conducted on a spark ignition engine. The experiments
were performed under motored and fired conditions. The engine simulation was
performed using a quasi one-dimensional spark ignition engine Matlab simulation
program. This program was run using some of the essential engine parameters
such as, bore, stroke, compression ratio and connecting rod length, in addition to
the operating parameters from the experiments. Those parameters include intake
pressure and temperature, air flow rate and the engine speed.
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In the experimental process the engine surface temperatures were collected, using
a set of E-type coaxial thermocouples. Those thermocouple probes were designed
and fabricated by the author in the laboratories of the University of Southern
Queensland. The surface temperature history was used to calculate the heat trans-
fer rates from the gases to the cylinder walls. In this experiment, the engine was
tested under wide open and fully closed throttle motored engine conditions and
under fired engine condition.
In the engine simulation, different quasi-steady heat transfer models were im-
plemented in order to investigate the difference in heat transfer rates from each
model. In this study, an unsteady heat transfer model with emphasis on thermal
boundary layer modelling to improve the prediction of heat transfer in internal
combustion engines was investigated. The heat transfer model was developed,
based on the unsteady thermal boundary layer with the implementation of vari-
able turbulent thermal conductivity. For the calculations of the turbulent thermal
conductivity, different turbulent Prandtl number and turbulent viscosity models
were applied. The heat transfer rates from those models were obtained and com-
pared with the experimental results.
8.2 Conclusions
The following conclusions were drawn from this study:
• The simulation of engine heat flux, using some of the existing convective
heat transfer models, shows no agreement with the measured heat fluxes
for all of the cases studied when the heat flux model is tuned so that the
simulated pressure history matches the experimental results.
• All of the turbulent viscosity models examined in this study provide nearly
identical heat flux results in the unsteady model.
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• Different heat flux values have been obtained from different turbulent Prandtl
number models, and a significant effect of the turbulent Prandtl number on
the simulation of engine heat flux has been observed.
• Using the turbulent Prandtl number formula proposed by Reynolds [74]
in the turbulent conductivity model, has shown a very good agreement
between the measured and the simulated heat flux.
• The simulation results have only a small sensitivity to the boundary layer
thickness.
• The thermal boundary layer thicknesses in the unsteady model are relative
significant to the internal combustion engine clearance height and therefore,
no isothermal core can be assumed.
8.3 Suggestions for future work
In this study, a heat transfer model based on the unsteady approach which might
improve the prediction of heat transfer in internal combustion engines was pre-
sented. Future efforts relating to this work might consider the following directions.
• Further experimental studies for complete reporting of engine parameters
and instantaneous heat flux data.
• Additional studies on a range of different engines operated over a wide range
of conditions.
• Investigation of the applicability of turbulence models in the unsteady en-
vironments associated with internal combustion engines.
• Further investigations into the appropriate choice of existing turbulent Prandtl
number and turbulent viscosity models for internal combustion engine ap-
plications.
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• The implementation of variable thermal boundary layer thickness.
• Coupled unsteady simulations to account for heat loss from the entire vol-
ume of the gas.
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Appendix A
Governing equations and the
simulation model
In order to define the heat transfer rates from the gases to the combustion chamber
walls during the combustion process, the heat transfer will be expressed as a
function of the crank angle in terms of the heat loss from the burned and unburned
gases [83] as follows:
dQ/dθ = −Q˙1/ω = (−Q˙b − Q˙u)/ω (A.1)
In this model the combustion gases are defined as two zones, burned and un-
burned,from which the heat transfer rates Q˙b and Q˙u are obtained respectively. The
heat flux for both zones is expressed as a function of temperature:
Q˙b = h Ab (Tb − Tw) (A.2)
Q˙u = h Au (Tu − Tw) (A.3)
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Ab and Au are the areas of burned and unburned gas respectively contacted with
the cylinder walls. They can be calculated from the following equations.
Ab =
(
pi b2
2
+
4V
b
)
x
1
2 (A.4)
Au =
(
pi b2
2
+
4V
b
) (
1− x 12
)
(A.5)
The above two equations are empirical functions that have the correct limits in
the case of a cylinder where x→ 0 and when x→ 0. Where x is the mass fraction
of the cylinder content, it can be presented as:
Before the ignition/compression, x = 0
During the combustion,
x =
1
2
{
1− cos
[
pi (θ − θs)
θb
]}
(A.6)
Where θ is the crank angle at any angle of the cycle and θs and θb are the start
and duration of combustion in crank angle degrees respectively.
The following two parameters are the mass and the volume at any angle of the
cycle and they can be written as:
m = m1 exp
[−C (θ − θ1)
ω
]
(A.7)
m1 is the initial mass at the start of compression. The cylinder volume can be
given by:
V = V0
[
1 +
r − 1
2
{
1− cosθ + 1

[
1− (1− 2 sin2θ) 12 ]}] (A.8)
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The differential form of the first law of thermodynamics will be presented for a
control volume encasing the cylinder content.
m
du
dθ
+ u
dm
dθ
=
dQ
dθ
− P dV
dθ
− m˙1 h1
ω
(A.9)
The pressure and the temperature histories throughout the cycle are required to
determine the average gas velocity and they are functions of the thermodynamic
properties of the gases, hence those thermodynamic properties will be described
as follows:
Two Matlab subroutines (FARG and ECP) were programmed to return the ther-
modynamic properties throughout the engine cycle, see ([82]). The energy of the
system is assumed to be:
u =
U
m
= x ub + (1− x)uu (A.10)
ub is the energy of the burned gas at the temperature Tb and uu is the energy
of the unburned gas at the temperature Tu. The energy of the burned gas is
expressed as a function of the temperature Tb and the pressure P ,
ub = ub (Tb , P ) (A.11)
and
dub
dθ
=
∂ub
∂Tb
dTb
dθ
+
∂ub
∂P
dP
dθ
(A.12)
Substitution of the partial derivatives returned by the subroutine ECP [83] the
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above equation becomes:
dub
dθ
=
(
cpb − Pvp
Tb
∂ ln vb
∂ lnTb
)
dTb
dθ
− vb
(
∂ ln vb
∂ lnTb
+
∂ ln vb
∂ lnP
)
dP
dθ
(A.13)
And for the unburned gases
duu
dθ
=
(
cpu − Pvu
Tu
∂ ln vu
∂ lnTu
)
dTu
dθ
− vu
(
∂ ln vu
∂ lnTu
+
∂ ln vu
∂ lnP
)
dP
dθ
(A.14)
Equation (A.10) can be expressed in the derivatives form as:
m
du
dθ
=
[
x
dub
dθ
+ (1− x) duu
dθ
+ (ub − uu) dx
dθ
]
m (A.15)
Substituting the equations (A.13 and A.14) into the above equation gives:
m
du
dθ
= mx
(
cpb − Pvp
Tb
∂ ln vb
∂ lnTb
)
dTb
dθ
+ m (1− x)
(
cpu − Pvu
Tu
∂ ln vu
∂ lnTu
)
dTu
dθ
−
[
mxvb
(
∂ ln vb
∂ lnTb
+
∂ ln vb
∂ lnP
)
+ m(1− x)vu
(
∂ ln vu
∂ lnTu
+
∂ ln vu
∂ lnP
)]
dP
dθ
+ m(ub − uu)dx
dθ
(A.16)
The above equation represents the first term on the left hand side of the equation
(A.9). The same approach will be followed to define the specific volume of the
system where the specific volume is expressed as a function of the temperature
and the pressure.
vb = vb (Tb , P ) (A.17)
166
v =
V
m
= x vb + (1− x) vu (A.18)
The derivatives form of the above equation is given as:
dvb
dθ
=
∂vb
∂Tb
dTb
dθ
+
∂vb
∂P
dP
dθ
(A.19)
Substituting of the partial derivatives returned by the subroutine ECP [83] into
the above equation gives:
dvb
dθ
=
vb
Tb
∂ ln vb
∂ lnTb
dTb
dθ
+
vb
P
∂ ln vb
∂ lnP
dP
dθ
(A.20)
And for the unburned gases, the specific volume is expressed as follows:
dvu
dθ
=
vu
Tu
∂ ln vu
∂ lnTu
dTu
dθ
+
vu
P
∂ ln vu
∂ lnP
dP
dθ
(A.21)
The derivatives expression of the equation A.18 is given by:
1
m
dV
dθ
− V
m2
dm
dθ
= x
dvb
dθ
+ (1− x) dvu
dθ
+ (vb − vu)dx
dθ
(A.22)
By substituting the equations A.20 and A.21 into the above equation gives:
1
m
dV
dθ
+
V C
mω
= x
vb
Tb
∂ ln vb
∂ lnTb
dTb
dθ
+ (1− x) vu
Tu
∂ ln vu
∂ lnTu
dTu
dθ
−[
x
vb
P
∂ ln vb
∂ lnP
+ (1− x)vu
P
∂ ln vu
∂ lnP
]
dP
dθ
+ (vb − vu)dx
dθ
(A.23)
The entropy of the unburned gas is introduced into this analysis since the un-
burned gas is treated as an open system losing mass via leakage and during the
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combustion. The equation relating the entropy to the temperature and pressure
is given by:
su = su(Tu, P ) (A.24)
From the above equation the derivatives form is:
dsu
dθ
=
(
∂su
∂Tu
)
dTu
dθ
+
(
∂su
∂P
)
dP
dθ
(A.25)
Substituting the partial derivatives returned by the subroutine FARG [83] into
the above equation yields:
dsu
dθ
=
(
cpu
Tu
)
dTu
dθ
− vu
Tu
∂ ln vu
∂ lnTu
dP
dθ
(A.26)
To define the first term on the right hand side of equation A.9 (work term), the
enthalpy of the mass loss due to blowby needs to be specified [83]. The unburned
gas leaks past the rings in the early stage of the combustion process, and in the
late stage the burned gas leaks past the rings. Those leaks need to be considered
in order to accurately perform the calculations. The relationship between the
enthalpy of unburned and burned gases can be presented in the presence of the
mass fraction as follows:
hl =
(
1− x2)hu + x2hb (A.27)
The functional form of the enthalpy of unburned and burned gases will be followed
respectively,
hu = hu(Tu, P ) (A.28)
168
hb = hb(Tb, P ) (A.29)
They are computed by subroutines FARG and ECP for unburned and burned
gases respectively [83], and the values will be returned for the further calculations
throughout the engine cycle.
Appendix B
Calibration
B.1 Pressure transducer calibration curve
This appendix presents the calibration curve for the PCB piezoelectric pressure
transducer. This pressure transducer was calibrated in the laboratories of the
University of Southern Queensland, using a dead weight tester. The pressure
transducer was installed in the dead weight tester and calibrated using a Bruel
& Kjaer charger amplifier. The large input resistance of the charge amplifier
makes it suitable to calibrate this type of pressure transducers. A LabVIEW
data acquisition program was used to record the voltage signals provided by the
charge amplifier, which will be used to make the calibration curve, along with
pressure values from the tester. An oscilloscope was also used to monitor the
change in the pressure during the test. The calibration range of the pressure is
between 10-90 psi.
After the preliminary installation and setting up of the system were completed,
the dead weight tester was loaded with known weights. Those weights provide
a hydraulic pressure on the pressure transducer which gives voltage output sig-
nals. The voltage values corresponding to known pressure values were collected. Those
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voltage values were then used to make a plot versus the known pressure ap-
plied. The best fitting straight line was then drawn through the points and the
slope of the line gave the sensitivity of the pressure transducer. A linear relation-
ship between the pressure and the voltage was resulted from this calibration, see
figure B.1 and the following formula was obtained:
P = C1V + C2 (B.1)
Figure B.1: Pressure transducer calibration curve.
Where P is the pressure, C1 is calibration constant (the slope of the curve), V is
the voltage readings in volt and C2 is the intercept of the curve on the pressure
axis.
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B.2 Thermocouple calibration
This section presents the calibration process of the E-type coaxial thermocou-
ple used in this study. This calibration was conducted in the laboratories of the
University of Southern Queensland, using the hot water bath technique. The
fabricated thermocouple was placed into a hot water bath at about 55◦C. The
thermocouple probe was connected to the multimeter to record the change in
the voltage output from the thermocouple, according to the change in the water
temperature. The water was then left to cool down and the temperature val-
ues were recorded from the thermometer, along with the output voltage values
from the multimeter. Based on this measurement, the output was found to be
62.5 mV/◦C which is about 9 % lower than the standard value of this type of
thermocouple (68 mV/◦C). The collected set of data was then used to plot the
calibration curve. The temperature values and the output voltage readings from
the calibration are presented in the table below.
Change in water temperature (◦C) Voltage output (mV)
52 1.9
41 1.16
35 0.803
31.5 0.59
29 0.423
26 0.25
Table B.1: Thermocouple calibration
