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Abstract 
Educational Data Mining (EDM) is a new paradigm aiming to mine and extract 
knowledge necessary to optimize the effectiveness of teaching process. With normal 
educational system work it’s often unlikely to accomplish fine system optimizing due to 
large amount of data being collected and tangled throughout the system. EDM resolves 
this problem by its capability to mine and explore these raw data and as a consequence of 
extracting knowledge. This paper describes several experiments on real educational data 
wherein the effectiveness of Data Mining is explained in migration the educational data 
into knowledge. The experiments goal at first to identify important factors of teacher 
behaviors influencing student satisfaction. In addition to presenting experiences gained 
through the experiments, the paper aims to provide practical guidance of Data Mining 
solutions in a real application. 
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1. Introduction 
Teaching-performance evaluations play important role in assessment of the quality of 
classroom instruction so most of educational institutions use Teacher Assessment Survey 
(TAS) to get student opinions measuring student satisfaction and to extract wide-range 
knowledge related to teaching behaviors in the courses they teach. Typical goals of the 
analysis of the TAS as follows [1,6]:  
 What are the major teaching constructs that are satisfied (or dissatisfied) by students? 
 How does the “dissatisfied” vary over student attributes or their combinations (Eg., 
across level, major, faculty, gender, etc.)? Are there any unusual variations; Eg., are 
there any subgroups of student in specific faculty, having a specific major, who are 
more dissatisfied as compared to similar combinations? 
 Can dissatisfied students be partitioned into subsets, where students within each 
subset share lot of common characteristics? 
 What are good predictors of student dissatisfaction? 
 Identify “interesting” subsets of dissatisfied students. 
Similar questions can be asked about satisfied students. The main goal of the 
paper is to build data mining models discovering teacher behaviors that are 
associated strongly with student satisfaction for example students of teachers who 
implement combination of teaching behaviors with specific rating scores (e.g., 
Teachers’ personality, scientific background, etc.,) make considerable gains in 
student satisfaction. Data mining is fruitful for educational institutions in finding the 
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factors that affect student satisfactions strongly and how these factors related to 
other. Data mining is one of the rapidly growing fields according to the huge 
amount of data accumulated by running institutions to its business [2]. New methods 
for data mining have been studied, which describe data exploring and knowledge-
extracting processes including data preprocessing, data analysis, and knowledge 
representation. The common tasks of data mining include induction of classification 
models [12], association rules [13], evolution and deviation analysis and making 
clustering for similar data objects [2]. To make data suitable for mining, preparing 
methods should be applied to it for cleansing and transforming data to a format 
ready for the mining [2]. Educational Data mining [8] is a novel research area 
offering solid ground for applications interested for educational environment. 
Educational data mining can mine educational data to extract knowledge related to 
learning activities. Figure 1 demonstrates how the data mining could strongly 
contribute in providing the knowledge necessary to educational responsible for 
making the correct decisions to optimize the educational systems and shows how the 
usage of the data mining in educational institutions forms an interactive cycle for 
learning improvement. 
The main objective of this study is to use data mining techniques to improve 
student achievement through the followings: 
a) Get a detailed understanding of the current situation of teaching behaviors 
in the classroom.  
b) Discover the teaching behaviors that are associated strongly with student 
satisfaction and can be used as significant predictors for the teacher 
performance.  
c) Design a future plan for achieving specific improvements based on the 
findings in (a, b). 
 
 
Figure 1. The Cycle of Employing Data Mining in Educational Institutions 
International Journal of Hybrid Information Technology 
Vol. 10, No.12 (2017) 
 
 
Copyright ©  2017 SERSC  3 
2. Related Work 
Taherifar and Banirostam [5] used data mining techniques on data collected from 
survey forms of Turkish university students. In their work, they used Principle component 
analyses to reduce the data set then they applied and compared two-step and Kohonen 
clustering algorithms. Then, they used Quest decision tree algorithm on the results of a 
two-step clustering and extracted the important predictors that identify student 
satisfactions. 
Hamada and Abadi [16] analyzed opinion of students about their teachers in Teacher 
Evaluation system. In their paper, they showed an application of data mining and 
presented analysis of the obtained result using WEKA tool. 
Hemaid and El-Halees [3] investigated teaching performance factors using data 
mining. In their work, they proposed a model to evaluate teacher performance 
through the use of data mining techniques like association, and classification rules 
and also they applied these techniques using WEKA tool on real data collected for 
teachers from the Ministry of Education and Higher Education in Gaza City. 
Ajay and Saurabh [17] used data mining techniques to evaluate performance of 
university teachers. They used four classification techniques which are Naive Bayes, 
ID3, CART and LAD tree. The Naïve Bayes classifier was the best algorithm having 
lowest average error compared to others. 
Palshikar et al., [6] introduced how survey responses can be analyzed and 
processed using data mining techniques and described a tool called QUEST for 
analyzing survey responses. They presented a real-life case-study where QUEST 
was used to analyze responses from a real-life employee satisfaction survey in an IT 
company. 
Barracosa and Antunes [4] proposed a new methodology for predicting teachers 
performance based on the analysis of educational surveys. In their methodology, 
they use classification and sequential pattern mining for identify and discovering 
meta-patterns describing frequent teacher behaviors. 
Abu Naser et al., [18] developed Artificial Neural Network model for predicting a 
sophomore student performance. They tested the model and showed that the model 
was able to predict the performance of more than 80% of prospective students.  
 
3. Data Set Description 
This paper inspects real data collected from an educational database system and via on-
line Teacher Assessment Survey (TAS) in a higher education institution. The institution 
conducts survey for each course they teach in the last of each semester. This survey aims 
to examine issues viewed as essential to students by seeking their opinion on a number of 
factors related to teaching, assessment and support provided by their course teachers in a 
classroom. The conducted survey contains 20 of structured questions offering fixed 
options to a student, who chooses one from them. For example, “answer students' 
questions clearly: Excellent, Good, Average, Poor, Very poor”. The TAS questions are 
grouped into 4 categories as shown in Table 1 and the questions within each category 
gather responses about a specific aspect of a teacher behavior in a classroom. 
 
 
 
 
 
 
International Journal of Hybrid Information Technology 
Vol. 10, No.12 (2017) 
 
 
4  Copyright ©  2017 SERSC 
Table 1. TAS Questions 
 
Before analyzing the data, the satisfaction index (SI) is computed for each TAS 
question as indicator that assesses the overall student satisfactions for that question 
intention (aspect of teaching behavior). To establish a SI of ith question (Qi) answered by 
N students, the student answer for Qi is mapped to number value (v) on a scale from 0 to 4 
(Excellent{4}, Good{3}, Average{2}, Poor{1}, Very poor{0}), where 0 is the worst 
value while 4 is the best value. The satisfaction index of Qi whose fixed domain Di of 
possible answers (0..|Di|-1) is calculated as shown in equation 1 (niv= no. of students that 
selected answer v for Qi) [5]. If all students answer 0 to a question Qi, then S(Qi) = 0%. If 
all students answer |Di| – 1 to a question Qi, then S(Qi) = 100%. 
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We also computed the overall SI for each category (related questions of a specific 
concern) as the average of the SI S(Cj) for jth category (Cj) containing N questions (see 
equation 2) [5].  
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After processing the collected data, the data comprises 608 records, each record 
consists 29 attributes describing a course and student satisfactions for the course-teaching 
aspects. Table 2 presents the attributes and their description as taken from the source 
database and after calculating the satisfaction measures. 
 
Categories Questions 
Personal 
Characteristics 
1. has strict and an influential figure. 
2. the overall appearance stylish and decent. 
3. is committed to the dates of the lectures. 
4. treats students with humility and respect 
Scientific 
Background 
5. proficient in the scientific materials. 
6. answers students' questions clearly 
7. widely acquaintance in diverse areas of knowledge. 
8. presents the material in suitable way to student levels. 
9. presents the material in a coherent and sequential displays  
10. covers course topics during the semester. 
Professional Skills 
11. enriches the material by examples. 
12. uses methods growing the student thinking.  
13. grows positive attitudes among students towards the 
Specialization. 
14. invests time in the lecture presentation of the material and 
the scientific activities. 
15. develops research skills by different activities. 
16. encourages students to use a variety of knowledge 
sources. 
Assessment 
17. uses a variety of questions in the exam. 
18. covers the most scientific topics in the exam. 
19. the number of questions are proportional to the exam 
time. 
20. assesses duties and activities objectively. 
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Table 2. Data Set Attributes 
Attribute Attribute Description 
Teacher_id The ID number of teacher 
Qualification  
The qualification of teacher; 
Values: BA, MA, Ph.D. 
Course_id The ID number of course 
Faculty College name  
Major The specific of the course 
Course_level 
The course level in a curriculum 
Values:1..5  
No_Students 
The total number of student in the 
course 
Satisfaction index scores 
of 20 questions in the 
survey 
 
Satisfaction index scores of 20 
questions in the survey 
of studies. 
Values: 0..100 
Total_SI 
The total average of the SI for all 
questions 
Achievement_ average 
The total average of the student marks 
in the course taught by the teacher  
Values: 0..100 
 
4. Experiments 
As we mention before, using data mining on performance data will be fruitful in 
building classification and predictive models to know the well -defined teaching 
performance indicators influencing the student satisfaction. So we will discuss later 
our experiences in mining educational data and migrating these data to knowledge.  
 
4.1. Experiment 1: using only responses to predict student satisfaction 
In the first experiment, we used only the responses to the questions to build a 
predictive model to predict student satisfaction for a teacher performance without using 
any other data (Eg., teacher qualification, course level, no. of student in the course etc.). 
in this experiment, we used the SI attributes for the TAS categories with making the 
attribute values to be class label(poor, average, good), First we discrete the total average 
of the SI for all questions  to make it class label (poor, average, good). 
Table 3. Data Set Attributes of Experiment1 
Fields Description Values Domain Direction 
PersChar The overall SI of 
Personal-Characteristics 
category 
>= 80 
79-65 
< 65 
good 
average 
poor 
input 
ScBackground  
The overall SI of 
Scientific-Background 
category 
>= 80 
79-65 
< 65 
good 
average 
poor 
input 
ProfSkills 
The overall SI  of 
Professional-Skills 
category  
>= 80 
79-65 
< 65 
good 
average 
poor 
input 
Assessment 
The overall SI of 
Assessment category 
>= 80 
79-65 
< 65 
good 
average 
poor 
input 
TechPerfAvg 
The total average SI of 
the teacher performance  
>= 80 
79-65 
< 65 
good 
average 
poor 
Output  
(Target ) 
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After preparing the data set to make it suitable for mining as shown in Table 3, we 
applied the c4.5 classification algorithm which is a tree-based classification and 
prediction method which uses recursive splitting for the training data set into 
subsets with similar target field values. The c4.5 examines the input fields to find 
the best split, measured by the reduction in an impurity index that results from the 
split. The split defines multiple subsets, each of which is subsequently split into 
more subsets and so on until one of the stopping criteria is triggered [14, 15]. Figure 
2 and Figure 3 illustrate the result of the classification on the TechPerfAvg (The total 
average SI of the teacher performance) as a target class. 
 
 
Figure 2. Teaching-behavior Classification Tree in Experiment 1 
 
Figure 3. Teaching-behavior Classification Rules in Experiment 1 
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From the classification result, we found that the scientific background of the teacher is 
the best predictor for teacher performance. 
 
4.2. Experiment 2: using responses and achievement average 
In this experiment, we use the all of the question responses and course achievement 
average to classify the teacher performance. Figure 4 shows the resulted classification tree 
with high accuracy rate 94.2%. Figure 5 shows rule based view for the classification 
result. We will explain some of the interested rules: 
Rule1: if(Q12 in [poor, average] and Q9 in [poor]) then teacher performance is poor. 
Rule2: if(Q12 in [good] and Q18 in [good] and Q1 in [good]) then teacher performance 
is good. 
From these rules, we found that the Q12 attribute concerning about how the teacher 
uses methods growing the student thinking plays important role in classifying the teacher 
performance. 
 
 
Figure 4. Teacher-performance Classification Tree in Experiment 2 
International Journal of Hybrid Information Technology 
Vol. 10, No.12 (2017) 
 
 
8  Copyright ©  2017 SERSC 
 
Figure 5. Teacher-performance Classification Rules in Experiment 2 
5.3. Experiment 3: Using responses and student data to predict Student satisfaction 
for teaching performance. 
The goals of this experiment are to extract the important factors that identify the 
student satisfaction for their teacher performance and to build the classification 
model for predicting the student satisfaction. Later we illustrate the mining 
experience starting from the preparation of the data to the application of the mining 
process and its evaluation.  
Data preprocessing: We discrete the TAS questions SI values and number of 
student enrollment in a course into categories based on the values of the mean and 
the standard deviation of the values distribution. Table 4 presents the attributes and 
their description that exists in the data set. 
Data mining functionality: (clustering, classification): In this case, we firstly 
segment the course satisfaction data into 3 cluster by applying k-means clustering 
algorithm [11]. The clustering process groups the data according to their similarity. 
The input data for the clustering process is shown in Table 4. The output clusters 
classify the satisfaction data into three groups: cluster-1, cluster-2 and cluster-3. 
Figure 6 shows a graph of the three clusters plotted and colored according the total 
overall SI percent. We observe that the cluster-3 presenting at most the data of the 
dissatisfied courses. 
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Table 4. Data Set Attributes of the Clustering Process 
Fields Description Values Domain Direction 
Faculty The name of the 
faculty of the course 
 
input 
Question1_SI_Bin  
. 
. 
. 
 
Question20_SI_Bi
n 
categories based on the 
values of the mean and 
standard deviation of 
the distribution of the 
field. 
x < (Mean – Std. Dev) 
 
(Mean – Std. Dev) <= x 
<= (Mean + Std. Dev)  
 
x > (Mean + Std. Dev 
-1(poor) 
 
 0(average) 
 
 
 1(good) 
input 
No_Students_Bin 
The number of 
students enrollment in 
the course  
x < (Mean – Std. Dev) 
 
(Mean – Std. Dev) <= x 
<= (Mean + Std. Dev)  
 
x > (Mean + Std. Dev 
-1(small) 
 
 0(average) 
 
 
1(large) 
input 
 
 
Figure 6. Satisfaction Clusters Graph of Experiment 3 
In the second step, the output resulted from the clustering process is used to drive 
new class field named 'Satisfaction'. The Satisfaction field is flag attribute having 
true when 'course data' doesn't belong to "cluster-3". Then We apply the 
classification algorithm to build a classification model and identi fy the most 
important factors determining the satisfaction of the students to their course's 
teacher performance. Table 5 shows the data fields used to build the model. Figure 7 
shows the resulted classification tree. 
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Table 5. Data Set Attributes of the Classification Process 
Fields Description Values Domain Direction 
Faculty The name of the 
faculty of the 
course 
Agriculture, Arts, Dental, 
Economics, Education, Engineering, 
Islamic, Law, Medical Sciences, 
Pharmacy, Science 
input 
Question1_SI_Bin  
. 
. 
. 
 
Question20_SI_Bin 
categories based 
on the values of 
the mean and 
standard 
deviation of the 
distribution of 
the field. 
x < (Mean – Std. Dev) 
 
(Mean – Std. Dev) <= 
x <= (Mean + Std. 
Dev)  
 
x > (Mean + Std. Dev 
-1(poor) 
 
   
0(average) 
 
 
 1(good) 
input 
Satisfaction 
Student 
Satisfaction   
True 
False 
output 
 
 
Figure 7. Classification Tree of Experiment 4 
Evaluation: A total of 608 course-teaching records were used in the experiment. 
Of these records, 592 records are classified correctly with high accuracy of 97.37%. 
After this mining, we observe that there are some of interesting teacher performance 
factors. These factors are important in determining and classifying the course's 
teacher performance. The first importance factor is question6 that concerns about 
how the teacher answering students' questions clearly. The second factor is 
question10 concerning about covering course topics during the semester. The third 
factor is question8 that concerns on how the teacher presenting the material in 
suitable way to student levels. We observed that the faculty attribute plays role in 
classifying the student satisfaction about the teacher performance. We discovered 
that most of the scientific colleges interested in the teaching construct concerning 
about how the curriculum coverage during the semester. 
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5. Conclusion 
This study presents the importance of date mining techniques for exploring and 
discovering educational data. This study examines teaching constructs that are 
influencing on student satisfactions and indicates the important predictors for 
teacher performance. We applied several data mining techniques like data 
preprocessing techniques, c4.5 classification algorithm and K-means clustering 
algorithm. This study shows how the data of survey responses can be processed and 
mined. The study also shows the potential of the data mining for predicating 
student-satisfaction factors concerning about their teacher performance. We have 
met our objective which is to examine data of student satisfaction by data mining 
techniques. On working on these data, many attributes have been tested, and some 
of them are found effective on the performance prediction. The teaching construct 
that goals to growing the student thinking was important predictor for the student 
satisfaction. The teacher answering students' questions clearly, covering course 
topics during the semester and the presenting the material in suitable way play 
important roles in classifying the teachers' performance. 
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