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Introduction
The classical theory of real continued fractions, whose origins probably date back
to the antiquity, was already laid down by Euler in the 18th century and then further
developed, among others, by Lagrange and Galois.
As it is well known, there are close connections between the arithmetic behaviour
of algebraic number fields and that of the algebraic function fields in one variable, this
analogy being stronger in the case of function fields over finite fields. For instance, in the
19th century Abel [1] and Chebyshev [16] started to developed a theory of polynomial
continued fractions. More precisely, the ring of polynomials K[T ] over a given field
K can play the role of the ring of integers Z and thus its field of fractions K(T ) will
correspond to the field of rational numbers Q. Then, the role of R will be played by the
completion of K(T ) with respect to the valuation ord associated to the degree, that is,
by L = K((T−1)), the field of formal Laurent series in T−1. Every formal Laurent series
α =
∑
i≤n
ciT
i can be written (uniquely) as a regular simple continued fraction, that is, as
α = a0 +
1
a1 +
1
a2 +
1
. . .
,
where a0∈K[T ] and where the ai are polynomials of positive degree. As in the real case,
the ai are called the partial quotients of α and we will write
α = [a0, a1, . . . ].
Almost all the classical notions and results can be translated in the function fields
setting; in particular in this thesis we will consider the polynomial analogues of Zaremba’s
and McMullen’s Conjectures on continued fractions with bounded partial quotients. We
will focus especially on the second one, proving it whenK is an infinite algebraic extension
of a finite field, when K is uncountable, when K = Q and when K is a number field;
we will also see that, if K is a finite field, then the polynomial analogue of Zaremba’s
Conjecture over K would imply the polynomial analogue of McMullen’s. Of course,
according to the base field K, we will have to use different methods.
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Real numbers with bounded partial quotients appear in many fields of mathematics
and computer science, for instance in Diophantine approximation, fractal geometry, tran-
scendental number theory, ergodic theory, numerical analysis, pseudo-random number
generation, dynamical systems and formal language theory (for a survey, see [59]).
While studying numerical integration, pseudo-random number generation and quasi-
Monte Carlo methods, Zaremba in [68] (page 76) conjectured that for every positive
integer d ≥ 2 there exists an integer b < d, relatively prime to d, such that all of the
partial quotients in the continued fraction of b/d are less than or equal to 5. More
generally, we can consider the following Conjecture:
Conjecture 1 (Zaremba). There exists an absolute constant z such that for every integer
d ≥ 2 there exists b, relatively prime to d, with the partial quotients of b/d bounded by z.
In [62], Wilson proved that any real quadratic field Q(
√
d) contains infinitely many
purely periodic continued fractions whose partial quotients are bounded by a constant
md depending only on d (for example, we can take m5 = 2). McMullen [34] explained
these phenomena in terms of closed geodesics on the modular surface and conjectured
the existence of an absolute constant m, independent from d:
Conjecture 2 (McMullen). There exists an absolute constant m such that for every
positive squarefree integer d the real quadratic field Q(
√
d) contains infinitely many purely
periodic continued fractions whose partial quotients are bounded by m.
Actually, McMullen conjectured that md = 2 should be sufficient for every d.
Zaremba’s and McMullen’s Conjectures have been deeply studied by Bourgain and
Kontorovich, who showed that they are special cases of a much more general local-global
Conjecture and proved a density-one version of Zaremba’s Conjecture (Theorem 1.2 in
[13]). However, both Conjectures are still open.
In the polynomial setting, the property of having bounded partial quotients corre-
sponds to the property of having partial quotients of bounded degree. When K is a
finite field, Laurent series whose continued fraction expansions have bounded partial
quotients appear in stream cipher theory, as they are directly linked to the study of lin-
ear complexity properties of sequences and pseudorandom number generation. Indeed,
Niederreiter ([42], Theorem 2) proved that the linear complexity profile of a sequence is
as close as possible to the expected behaviour of random sequences if and only if all the
partial quotients of the corresponding Laurent series are linear.
We will study the following analogue of Zaremba’s Conjecture for polynomial con-
tinued fractions over a field K:
Conjecture Z (Polynomial analogue of Conjecture 1). There exists a constant zK such
that for every non-constant polynomial f ∈K[T ] there exists g∈K[T ], relatively prime to
f , such that all the partial quotients of f/g have degree at most zK.
Actually, it is believed that it is enough to take zK = 1 for any field K 6= F2 and
zF2 = 2. This conjecture has already been studied many authors, including Blackburn
[9], Friesen [19], Lauder [32] and Niederreiter [41]:
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Theorem 3 (Blackburn [9], Friesen [19]). Conjecture Z holds with zK = 1 whenever K
is an infinite field.
If K = Fq is a finite field and deg f < q/2, then there exists a polynomial g, relatively
prime to f , such that all the partial quotients of f/g are linear.
Analogously, we will study a polynomial version of McMullen’s Conjecture. Let K
be a field with characteristic different from 2. Then for every polynomial D ∈K[T ] of
even degree, which is not a square in K[T ] and whose leading coefficient is a square in
K, the square root of D is well defined as a formal Laurent series. We can then consider
the following conjecture:
Conjecture M (Polynomial analogue of Conjecture 2). Let K be a field with char K 6= 2.
Then there exists a constant mK such that for every polynomial D ∈ K[T ] satisfying
the previous conditions there exist infinitely many pairwise non-equivalent1 elements of
K(T,
√
D) \K(T ) whose partial quotients have degree at most mK.
It is believed that for every admissible field K it is enough to take mK = 1. We will
see that this is true in all the cases where the Conjecture has been proved.
We will also consider the following strengthening of Conjecture M (with mK = 1):
Conjecture 4. For every polynomial D∈K[T ] satisfying the previous hypotheses there
exists a polynomial f ∈K[T ] such that the partial quotients of f√D (except possibly for
finitely many of them) have degree 1.
Theorem 5. Conjecture 4, and thus Conjecture M, holds when K is an uncountable
field, when K = Q and when K is a number field.
It is easy to see that this can never happen when K is a finite field or, more generally,
an algebraic extension of a finite field, because in this case the continued fraction of f
√
D
is always periodic, with infinitely many partial quotients of degree deg f + 12 degD.
However, this also implies that the polynomial analogue of the Pell equation always has
non-trivial polynomial solutions, which will allow us to follow other strategies. More
precisely, we will prove the following:
Theorem 6. If K is an algebraic extension of a finite field, then Conjecture M is a
consequence of Conjecture Z, with mK = zK.
In particular, if K is an infinite algebraic extension of a finite field, then Conjecture
M holds with mK = 1.
Organization of the thesis
In the first two chapters, for the convenience of the reader, we will recall some
known results on continued fractions in function fields, focusing on the tools that we
will use to discuss the polynomial analogues of Zaremba’s and McMullen’s Conjectures.
1Two formal Laurent series are said to be equivalent if their continued fraction expansions can be
obtained one from the other by adding (or removing) finitely many partial quotients or by multiplication
by a non-zero constant.
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In particular, we will study the multiplication of a continued fraction by a polynomial;
even if this is a very simple issue, we have not been able to find previous proofs of these
results in the literature.
In the first Chapter, after some generic facts on continued fractions on normed fields,
we will introduce formal Laurent series and their continued fraction expansion based on
the polynomial part. The classical theory of real continued fractions can be transposed
almost entirely in the function fields setting; in particular, the continued fraction expan-
sion of a Laurent series will provide a sequence of rational functions, called convergents,
which are its best approximations through rational functions. The only noteworthy dif-
ferences between the real and the polynomial settings are due to the fact that now the
absolute value is non-Archimedean; this will lead to uniqueness of continued fraction
expansions and to more precise results on the approximation of a Laurent series by its
convergents.
In section 1.3 we will consider some simple algebraic operations on continued fractions
and, aiming at the study of Conjectures Z and M, we will always highlight the results
related to the partial quotients’ degrees. In particular, in order to treat Conjecture 4,
in 1.3.4 we will examine the connection between the degrees of the partial quotients of
α and those of (T − λ)α or α
(T − λ) , where α is a formal Laurent series over K and λ is
a constant:
Proposition 7. Let α = [a0, a1, . . . ] ∈K((T−1)) be a formal Laurent series such that
1 < supn deg an <∞, let pnqn be its convergents and let λ∈K.
Let β = (T − λ)α = [b0, b1, . . . ].
If qn(λ) 6= 0 for every n, then sup
m
deg bm = max{sup
n
deg an − 1, 1}.
Let γ =
α
T − λ = [c0, c1, . . . ].
If pn(λ) 6= 0 for every n, then sup
m
deg cm = max{sup
n
deg an − 1, 1}.
In the second Chapter (assuming the characteristic of K to be different from 2) we
will focus on quadratic irrationalities, for which, as in the real setting, more precise
results can be proven. This case had already been treated by Abel, Chebyshev and,
later, by Artin. We will see that when K is an algebraic extension of a finite field all of
the classical theory, including Lagrange’s and Galois’ well known Theorems, carries over
to the polynomial setting. However, this is not true in general, because if K is an infinite
field then the set of polynomials over K of degree bounded by a given constant is infinite.
Moreover, as in the classical case, the continued fraction expansion of square roots is
strictly connected with the existence of solutions to an analogue of Pell’s equation.
Finally, we will discuss a connection, already observed by Abel, between continued
fractions in quadratic function fields and the theory of hyperelliptic curves.
In the third Chapter we will present the original Conjectures of Zaremba and Mc-
Mullen on real continued fractions, giving a brief summary of the known results, mainly
due to Bourgain and Kontorovich.
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In Chapter 4 we will then consider Conjecture Z. As it was already known to Black-
burn, when K is infinite, Conjecture Z holds with zK = 1; we will prove again this result
with a different method, based on the multiplication of a continued fraction by a poly-
nomial, in Theorem 4.2.2. On the other hand, when K is a finite field there are only
partial results towards Conjecture Z, concerning polynomials with small degree, such as
Theorem 4.2.2 (Blackburn), Theorems 4.2.8 and 4.2.14 (Friesen) or Corollary 4.2.16.
In Chapter 5 we will finally study Conjecture M, proving it, with mK = 1, in the
following cases.
• Adapting to the polynomial setting a result of Mercat (The´ore`me 8.2 in [37]) we
will show that Conjecture M is a consequence of Conjecture Z as soon as the Pell
equation has non-trivial solutions (Theorem 5.1.1); in particular, this will imply
that Conjecture M holds over every infinite algebraic extension of a finite field
(Corollary 5.1.4).
• When K is an uncountable field it is easy to show that Conjecture 4, and thus
Conjecture M, hold (Theorem 5.2.2).
• The theory of reduction of a continued fraction modulo a prime will allow us to
prove Conjecture 4 over the algebraic closure of Q (Theorem 5.3.21 and Corollary
5.3.22). Actually, in this case we will also give two other direct proofs of Conjecture
M (Proposition 5.3.19).
• Continued fractions of the form f√D are linked to generalized Jacobians of the
hyperelliptic curve U2 = D(T ) and, thanks to a Theorem of Zannier ([66], Theorem
1.7), this leads to a proof of Conjecture 4 and of Conjecture M over every number
field (Theorem 5.4.26).
Finally, we will present a well-known connection between real continued fractions and
geodesics in the hyperbolic plane and its link with McMullen’s results and conjectures
on continued fraction with bounded partial quotients.
Notation
Throughout the thesis, we will use the following standard notations:
- for a field K we will denote by K∗ = K \ {0} the group of its invertible elements and
by K its algebraic closure;
- we will denote by Fq the finite field with q elements, where q is a power of a prime p;
- for α∈R, we will denote respectively by bαc , {α} the integer and the fractional parts
of α: α = bαc+{α} with bαc∈Z and {α}∈ [0, 1); we will use the same symbols for their
polynomial analogues but the distinction will be clear from the context;
- if a, b are integers or polynomials, we will write a|b for “a divides b” and we will denote
by gcd(a, b) = (a, b) their greatest common divisor;
- we will denote by At the transposed of a matrix A.
All the examples presented in the thesis have been computed thanks to PARI/GP.
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Chapter 1
Continued fractions of formal
Laurent series
It is easy to see that a continued fraction formalism can be introduced over any
normed field. In particular, as it was already shown in works of Abel [1], Chebyshev
[16] or Artin [4], the classical theory of real continued fractions has a nearly perfect
analogue for function fields over finite fields, that is, when the roles of Z,Q and R are
played, respectively, by the ring of polynomials Fq[T ] over a finite field Fq, by the field
of rational functions Fq(T ) and by the field of formal Laurent series Fq((T−1)).
After recalling some general properties of continued fractions over a normed field,
we will introduce the field of formal Laurent series L = K((T−1)), where K is a generic
field, to focus then on regular continued fractions over L. In particular, we will show
how most of the classical results for real continued fractions have an analogue in this
case and highlight the more important differences. Finally, we will study how to perform
some simple operations with continued fractions, focusing on Mo¨bius transformations of
a continued fraction (we recall that, as in the classical case, it is not easy in general to
add or multiply continued fractions).
As in the real case, more precise results can be given about quadratic irrationalities;
however, there is a complete analogy between the real and the polynomial settings,
especially regarding periodicity, only if the base field K is (an algebraic extension of) a
finite field. These issues will be discussed in Chapter 2.
Unless otherwise specified, the results presented in this Chapter and in the following
one are well known and can be found, together with more details, in most of the works
on polynomial continued fractions, such as [32], [50], [54] or [61].
1.1 General continued fraction formalism
Let F be a field and let | · | : F→ R+ be an absolute value over F.
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Definition 1.1.1. Let a0, a1, · · · , an∈F. When it has a sense, that is, when no division
by zero occurs, we define the finite simple continued fraction [a0, a1, . . . , an] as
[a0, a1, . . . an] = a0 +
1
a1 +
1
. . . +
1
an
∈ F. (1.1)
Let (an)n≥0 be an infinite sequence of elements of F. When it exists, we define the
infinite simple continued fraction [a0, a1, . . . ] as
[a0, a1, . . . ] = lim
n→∞[a0, a1, . . . , an]∈F, (1.2)
where the limit is of course taken with respect to the absolute value | · |.
Remark 1.1.2. It is easy to see that continued fractions can be nested one at the end of
the other, that is,
[a0, . . . , an, [an+1, an+2, . . . ]] = [a0, . . . , an, an+1, . . . ].
Notation 1.1.3. Let a0, a1, . . . be a sequence, finite or infinite, of elements of F. We
will set
C−1() = 0, C0() = 1 (1.3)
and, for n ≥ 0,
Cn+1(a0, . . . , an) = anCn(a0, . . . , an−1) + Cn−1(a0, . . . , an−2).
Equivalently, Cn+1(a0, . . . , an) is the sum of all the possible products of a0, . . . , an in
which k disjoint pairs of consecutive terms are deleted, for k = 0, . . . , b(n+ 1)/2c (where
the empty product is set to be 1). That is, Cn+1(a0, . . . , an) =
b(n+1)/2c∑
k=0
Lk(a0, . . . , an), where
Lk(a0, . . . , an) =
∑
0≤j1,...,jk≤n−1
jm≤jm+1−2 for every m
a0 · · · ̂aj1aj1+1 · · · ̂ajkajk+1 · · · ajn .
In particular, we always have
Cn+1(a0, . . . , an) = Cn+1(an, . . . , a0). (1.4)
Lemma 1.1.4. Let (an)n⊂F and let a∈F∗. Then for every n ≥ 0
Cn+1(a a0, a
−1a1, . . . , a(−1)
n
an) =
{
aCn+1(a0, . . . , an) if n is even
Cn+1(a0, . . . , an) if n is odd
.
Proof. By induction.
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Definition 1.1.5. Let α = [a0, a1, . . . ]∈F; its continuants (pn, qn) are defined by
pn = Cn+1(a0, . . . , an), qn = Cn(a1, . . . , an) for n ≥ −2, (1.5)
where we set q−2 = 1.
When they exist, their quotients
pn
qn
are called the convergents of the continued
fraction [a0, a1, . . . ].
From now on, we will always assume that the continued fractions we consider are
well defined, as well as their convergents.
Lemma 1.1.6. Let (pi, qi), (uj , vj) be, respectively, the continuants of [a0, . . . , an] and
of [an, . . . , a0]. Then un = pn, un−1 = qn, vn = pn−1 and vn−1 = qn−1.
Proof. It follows immediately from (1.4).
Lemma 1.1.7. Let α = [a0, a1, . . . ] and let (
pn
qn
)n be its convergents. Then we have
pn
qn
= [a0, . . . , an] for every n ≥ 0. (1.6)
Proof. Of course, p0q0 =
a0
1 = [a0]. If by inductive hypothesis [b0, . . . , bm] =
Cm+1(b0,...bm)
Cm(b1,...,bm)
for m < n and for every b0, . . . ,bm, then, as [a0, . . . , an] =
[
a0, . . . , an−1+ 1an
]
, we will
have [a0, . . . , an] =
(
an−1+ 1an
)
pn−2+pn−3(
an−1+ 1an
)
qn−2+qn−3
= pnqn .
Remark 1.1.8. In particular, by the previous Lemma,
[an, . . . , a0] =
pn
pn−1
and [an, . . . , a1] =
qn
qn−1
. (1.7)
Lemma 1.1.9. In the previous notations, we have
qnpn−1 − qn−1pn = (−1)n for n ≥ −1. (1.8)
More generally, setting di,n = Ci−1(an−i+2, . . . , an) for i ≥ 0, n ≥ i, we have
qnpn−i − qn−ipn = (−1)n+i−1di,n. (1.9)
Proof. As in the real case, (1.8) can be easily proved by induction.
As for (1.9), the case i = 0 is trivially true and for i = 1 we find again (1.8).
Now, qnpn−i − qn−ipn = an(qn−1pn−i − qn−ipn−1) + (qn−2pn−i − qn−ipn−2). Assuming
by inductive hypothesis that (1.9) holds for i − 1 and i − 2 (for every n), we will have
qnpn−i − qn−ipn = an(−1)n+i−1di−1,n−1 + (−1)n+i−1di−2,n−2 = (−1)n+i−1di,n.
Lemma 1.1.10. Let (an) be a sequence of elements of F such that, for every n ≥ 0, the
continuants pn, qn and αn = [an, an+1, . . . ] are well defined; let α = α0.
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1. α = [a0, . . . , an, αn+1] for every n, so
α =
αn+1pn + pn−1
αn+1qn + qn−1
; equivalently, αn+1 = −qn−1α− pn−1
qnα− pn . (1.10)
2.
n∏
j=1
αj =
(−1)n
pn−1 − α qn−1 for n ≥ 1.
3. If α = [a0, . . . , an] =
pn
qn
, then
n∏
j=1
αj = qn. More generally,
αk · · ·αn = Cn−k+1(ak, . . . , an). (1.11)
4. We have
α− pn
qn
=
(−1)n
qn(αn+1qn − qn−1) , (1.12)
so
|pn − αqn| = |qnαn+1 − qn−1|−1.
Proof. 1. follows directly from Remark 1.1.2 and from Lemma 1.1.7, while 2. and 4. are
an immediate consequence of 1. and (1.8). Finally, 3. follows from 2, (1.8) and (1.9).
Remark 1.1.11. In the previous hypotheses, setting αi,n = [ai+1, . . . , an] we will have,
similarly to (1.10), pnqn =
αi,npi+pi−1
αi,nqi+qi−1 for every i < n. Then
pn
qn
− pi
qi
=
(−1)i
qi(αi,nqi + qi−1)
. (1.13)
Comparing (1.13) and (1.9) we get that Cn−i−1(ai+2, . . . , an) = qnαi,nqi+qi−1 , so
Cn(a1, . . . , an) = Ci(a1, . . . , ai)Cn−i(ai+1, . . . , an)+
+ Ci−1(a1, . . . , ai−1)Cn−i−1(ai+2, . . . , an). (1.14)
It can also be useful to introduce a matrix formalism for continued fractions, gen-
eralizing the one used in the classical real case, which goes back at least to Frame [17].
This subject is examined also in [10].
Notation 1.1.12. For a∈F, let Ma be the unimodular matrix Ma =
(
a 1
1 0
)
∈M2(F)
and, for a0, . . . , an∈F, let
M(a0,...,an) = Ma0 · · ·Man .
M2 (F) acts on F by Mo¨bius transformations: we will write(
A B
C D
)
α =
Aα+B
Cα+D
.
In particular, if α = [a0, a1, . . . ] then Maα = a +
1
α = [a, a0, a1, . . . ] so, iterating,
M(a0,...,an)αn+1 = α.
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Lemma 1.1.13. If (pn, qn)n are the continuants of α, then for every n ≥ 0,
M(a0,...,an) =
(
pn pn−1
qn qn−1
)
. (1.15)
Proof. By induction.
Remark 1.1.14. Some of the previous results can be found again immediately in this
context.
For instance, as pnqn−1 − pn−1qn = detM(a0,...,an) = (−1)n+1, we get again (1.8).
Moreover, denoting by
uj
vj
the convergents of [an, . . . , a0] as in Lemma 1.1.6, then(
un vn
un−1 vn−1
)
= M(an,...,a0) = M
t
(an,...,a0)
=
(
pn pn−1
qn qn−1
)
.
Certainly, M(a0,...,an) = M(a0,...,ai)M(ai+1,...,an) for every i ≤ n, which implies (1.14).
Remark 1.1.15. We can consider the map from M2 (F) to F∪{∞} defined by ϕ : (M) = α
γ
for M =
(
α β
γ δ
)
, where ϕ(M) = ∞ if and only if γ = 0. In particular, we will have
ϕ(M(a0,...,an)) = [a0, . . . , an]. This map is compatible with Mo¨bius transformations, that
is, for every m,M ∈M2(F) we have ϕ(Mm) = Mϕ(m).
1.2 Continued fractions of formal Laurent series
The theory of continued fractions of Laurent series, and especially of quadratic irra-
tionalities, was firstly developed by Abel and Chebyshev as a tool to express hyperelliptic
integrals in finite terms.
Abel [1] was the first who considered systematically continued fractions in the hy-
perelliptic case, proving the following result:
Let D∈Q[T ] be a monic polynomial of even positive degree 2d which is not a perfect
square. If there exists a non-trivial solution (p, q) of the polynomial analogue of the Pell
equation for D, that is, if there exist polynomials p, q∈Q[T ] such that p2−Dq2 is a non-
zero constant (with q 6= 0), then, setting f = p′/q, we will have that f is a polynomial of
degree d − 1 and that
∫
f(T )dT√
D(T )
= log
(
p(T ) + q(T )
√
D(T )
)
. Conversely, given such
an indefinite integral, it follows that f is a polynomial of degree d− 1 and that (p, q) is
a solution of the Pell equation for D.
Indeed, if p(T )2 −D(T )q(T )2 is a constant, then p, q are relatively prime polynomi-
als, so 2p′p − 2q′qD − q2D′ = 0 implies that q|p′ and (2q′D + qD′)/2p = p′/q. Thus
(p(T )+q(T )
√
D(T ))′/(p(T )+q(T )
√
D(T )) = f(T )/
√
D(T ) with f = p′/q. Conversely,
given the integral, adding it to its conjugate (the integral obtained replacing
√
D(T )
with −√D(T ) ) we get that log(p2 −Dq2) must be a constant, that is, p2 −Dq2 must
be a non-zero constant.
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As it was already well known, the solutions to the classical Pell equation for a positive
integer d can be found through the continued fraction expansion of
√
d. Thus, Abel was
naturally led to define an analogous continued fraction expansion for a square root of D
when D is a polynomial as above. He proved that the existence of a non-trivial solution
to the polynomial Pell equation for D is equivalent to the periodicity of the continued
fraction expansion of
√
D, and that in this case the whole classical theory carries over
to the polynomial setting. Moreover, he found a connection between the periodicity of
the continued fraction of
√
D and the fact that the class of the divisor (∞−)− (∞+) is a
torsion point on the Jacobian of the hyperelliptic curve H : U2 = D(T ), where ∞−,∞+
are the points at infinity on H. Chebyshev continued these studies, publishing a series of
papers on this subject between 1853 and 1867; in particular, he considered extensively
the case when D has degree 4, that is, when the associated curve is an elliptic curve [16].
A century later, Artin resumed this theory, in order to study the arithmetic of
quadratic extensions of Fp(T ) in complete analogy to the classical theory of quadratic
number fields [4], [5]. In particular, this allowed him to find explicit formulas for class
numbers of quadratic function fields.
1.2.1 Formal Laurent series
In the theory of continued fractions over function fields, the role of the ring of integers
Z in the classical case will be played by the polynomial ring K[T ], where K is a field,
and, consequently, its field of fractions K(T ), the field of rational functions over K, will
correspond to Q.
K(T ) is a normed field with the natural valuation given by
ord (A/B) = −degA+ degB if A/B 6= 0, A,B∈K[T ] and ord(0) =∞.
We will denote by | · | the associated absolute value
|A/B| = µdegA−degB, |0| = 0
with µ∈R, µ > 1 fixed (usually, µ = q if K = Fq is a finite field and µ = e otherwise).
Contrary to the usual absolute value on Q, the norm | · | is non-Archimedean, that is,
|f + g| ≤ max {|f |, |g|}
for every f, g∈K(T ) and, in particular, |f +g| = max{|f |, |g|} as soon as |f | 6= |g|. This,
together with the fact that a set of polynomials of bounded norm is finite if and only if
K is a finite field, will lead to the principal differences between the classical theory of
real continued fractions and the theory of continued fractions in function fields.
In place of R, we will then consider the completion of K(T ) with respect to the
valuation ord, that is, the field of formal Laurent series.
Definition 1.2.1. We will denote by LK or, when the base field K is clear, simply by
L, the set of formal Laurent series over K, that is,
LK = K
((
T−1
))
=
{
N∑
i=−∞
ciT
i, N ∈Z, ci∈K ∀i
}
.
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Obviously L is a ring with the natural operations of sum and product of formal series
N∑
i=−∞
ciT
i +
M∑
i=−∞
diT
i =
max{M,N}∑
i=−∞
(ci + di)T
i,
(
N∑
i=−∞
ciT
i
) M∑
j=−∞
djT
j
 =M+N∑
k=−∞
(∑
i
cidk−i
)
T k,
where we set ci = 0 for i > N , dj = 0 for j > M .
Actually, L is a field: let α =
∑
i≤N
ciT
i∈L, α 6= 0, with cN 6= 0, then α is invertible
in L and its inverse is β =
∑
j≤−N
djT
j , where
d−N = c−1N and dj−N = −c−1N
N−1∑
i=N+j
cidj−i for j < 0. (1.16)
As we can think of K[T ] as a subring of L and any non-zero polynomial is invertible
in L, we can identify K(T ) with a subfield of L.
Lemma 1.2.2. Let α =
∑
i≤N
ciT
i∈L. Then α represents a rational function if and only
if its coefficients ci eventually satisfy a linear recurrence relation, that is, if and only if
there exist m0 ≤ N, M ≥ 1 and d0, . . . , dM ∈K such that d0cj + · · · + dMcj−M = 0 for
every j ≤ m0.
Proof. If
M∑
i=0
cj−idi = 0 for j ≤ m0, setting g = d0 + d1T + · · · + dMTM , we have
gα =
∑
m0<k≤N+M
( ∑
0≤i≤M
ck−idi
)
T k∈K(T ), so α is a rational function.
Conversely, if f = a0 + · · · + aNTN , g = b0 + · · · + bMTM ∈K[T ], then, by (1.16),
the coefficients of g−1 eventually satisfy a linear recurrence relation, so also the coeffi-
cients of f/g eventually satisfy the same linear recurrence relation. More precisely, if
f/g =
∑
i≤N−M
ciT
i, then for k small enough
M∑
i=0
bick+M−i = 0.
Remark 1.2.3. If K is a finite field it can be proved similarly that α is a rational function
if and only if the sequence (ci)i is eventually periodic.
Example 1.2.4. Let α = T
3+T
T 2+2T+1
∈LQ. Then for k small enough the coefficients dk of
α will satisfy dk+2 + 2dk+1 + dk = 0. Indeed, the formal Laurent series that represents
α is T − 2 + 4T−1 − 6T−2 + 8T−3 − 10T−4 + 12T−5 + · · · .
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Notation 1.2.5. The valuation ord and its associated norm | · | can be extended in a
natural way to L: if α =
N∑
i=−∞
ciT
i with cN 6= 0, we set
ord(α) = −N, |α| = µN .
Lemma 1.2.6. L is the completion of K(T ) with respect to the norm | · |, that is, it is
the smallest extension K′ of K(T ) such that any Cauchy sequence of elements of K′ has
a limit in K′.
Proof. Let α =
∑
i≤N
ciT
i∈L; for every n ≥ 0 let αn =
N∑
i=−n
ciT
i. Then we have αn∈K(T )
for every n and (αn)n≥0 is a Cauchy sequence converging to α. Thus, L is contained in
the completion of K(T ) with respect to | · |.
It is then enough to show that L is complete. Let (αn)n≥1⊂L be a Cauchy sequence,
with αn =
∑
i ci,nT
i for every n. Then for every ε > 0 there exists M ∈ N such that
|αm − αn| < ε for every m,n > M ; in particular, for every i ∈ Z we have that there
exists Mi such that |αm − αn| < µi for every m,n > Mi. Equivalently, for n > Mi the
coefficients of the formal series αn coincide at least up to degree i, so we can define ci
as the common value of the ci,n for n > Mi. Let α =
∑
i ciT
i. Then we have α ∈ L
(the orders of the αn have to be bounded, that is, ci = 0 for i big enough) and α is, by
construction, the limit of the sequence (αn), that is, |α− αn| → 0 as n→∞.
Then L is the completion of K(T ).
Notation 1.2.7. Let O be the valuation ring associated to ord,
O ={α∈L, ord(α) ≥ 0} =
{∑
i≤0
ciT
i∈L
}
.
In particular, O is a local ring with maximal ideal M = (T−1) = {α∈L, ord(α) > 0}.
Then O/M can be identified with K; if α = ∑i≤0 ciT i∈O, we will denote by α = c0 its
reduction in O/M.
As K is complete, Hensel’s Lemma holds:
Proposition 1.2.8 (Hensel’s Lemma). Let f ∈O[X], with X transcendent over O, and
let f ∈K[X] be its reduction modulo M. If there exists a root c of f in K with f ′(c) 6= 0,
then there exists a unique α∈O which is a root of f and such that α = c.
Lemma 1.2.9. Let K be a field of characteristic different from 2, let α∈L be a non-zero
Laurent series of even order ord(α) = −2N and whose leading coefficient is a square in
K. Then, up to the choice of the sign, the square root of α is well defined in L.
Proof. Let us consider f(X) = X2 − T−2Nα∈O[X]. In the previous notations, f has a
root c in K and, as T−2Nα 6= 0, c 6= 0, so f ′(c) = 2c 6= 0. Then, by Hensel’s Lemma,
there exists β ∈O such that β2 = T−2Nα. Moreover, β is unique up to the choice of a
sign (that is, up to the choice of a square root in K of the leading coefficient of α); we
will write TNβ =
√
α.
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Remark 1.2.10. More precisely, in the previous notations, if α =
∑
i≤2N
ciT
i, with c2N a
non-zero square, c2N = c
2, then α = c2T 2N (1 + α˜) with α˜ =
∑
i<2N ci/c
2 T i−2N . It then
follows that
β = c TN
∞∑
k=0
(
1/2
k
)
α˜k.
The coefficients of β can be also found through a recursive formula: β =
∑
j≤N bjT
j
with
bN = c and, for j < N, bj =
1
2
c−1
cj+N − N−1∑
k=j+1
bkbj+N−k
 . (1.17)
Remark 1.2.11. On the other hand, if K has characteristic 2, then the squaring map is
the Frobenius endomorphism, so a formal Laurent series has a square root if and only if
it is of the form
∑
i c
2
iT
2i, and in this case its (unique) square root is
∑
i ciT
i.
Example 1.2.12. Let K = Q and let D = T 4 + T 2 + 1. Then it is easy to see that
√
D = T 2 +
1
2
+
3
8
T−2 − 3
16
T−4 +
3
128
T−6 +
15
256
T−8 + · · ·∈LQ.
1.2.2 Regular continued fraction expansions of formal Laurent series
In the notations of section 1.1, let us consider the theory of continued fractions over
F = L = LK (for some field K), with the previously defined absolute value | · |.
Lemma 1.2.13. Let (an)n≥0 be a sequence of formal Laurent series such that ord an < 0,
except possibly for finitely many indices n. Then the continued fraction [a0, a1, . . . ] is
well defined in L.
Proof. As in Remark 1.1.11, for every i < n let αi,n = [ai+1, . . . , an] and let
pn
qn
be the
convergents of [a0, a1, . . . ] (for i, n large enough, the αi,n and the
pn
qn
are well defined). We
have then seen that |pnqn −
pi
qi
| = |qi|−1|αi,nqi+qi−1|−1. For i, n large enough |αi,n| = |ai+1|
and |αi,nqi + qi−1| = |qi+1|, so∣∣∣∣pnqn − piqi
∣∣∣∣ = |qiqi+1|−1 −−−−→n,i→∞ 0.
Thus (pnqn )n is a Cauchy sequence and, as L is complete, it has a limit in L, that is, the
infinite continued fraction [a0, a1, . . . ] is well defined in L.
Remark 1.2.14. Actually, the previous statement holds also if we allow the an to have
order 0 on a subsequence of non-consecutive indices n or even if there are consecutive
pairs an, an+1 of order 0 such that anan+1 + 1 6= 0.
In particular, an infinite continued fraction [a0, a1, . . . ] such that an∈K[T ] for every
n and deg an ≥ 1 for n ≥ 1 converges in L; in this case, [a0, a1, . . . ] is said to be a regular
continued fraction.
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Actually, any formal Laurent series α has a unique regular continued fraction expan-
sion, which will be called the continued fraction expansion of α. As well as the classical
continued fraction algorithm is based on the integer part, the polynomial continued
fraction algorithm is based on the polynomial part.
Notation 1.2.15. Let α =
∑
i≤N
ciT
i∈L. The polynomial part of α is
bαc =
N∑
i=0
ciT
i∈K[T ],
that is, bαc is the unique polynomial A such that ord(α−A) > 0.
Similarly to the real case, we will also write
{α} = α− bαc
for the polynomial analogue of the fractional part of α.
If α, β∈L and k∈K, then bα+ βc = bαc+ bβc and bkαc = k bαc (while bαβc is not
necessarily equal to bαc bβc).
Remark 1.2.16. In complete analogy with the real case we can then consider the following
continued fraction algorithm.
For α∈L, let α0 = α, a0 = bαc and, for n ≥ 1, let
αn =
1
αn−1 − an−1 , an = bαnc
(where this procedure ends if and only if there exists m such that αm = am, if and only
if there exists m such that αm is a polynomial).
Certainly an ∈ K[T ] for every n and deg an ≥ 1 for n ≥ 1, so the continued frac-
tion [a0, a1, . . . ] is regular and, in particular, it is well defined. Moreover, for every n,
α = [a0, . . . , an−1, αn] and αn = [an, an+1, . . . ], so
α = [a0, a1, . . . ]. (1.18)
This is called the (regular) continued fraction expansion of α; the αn are called the
complete quotients of α and the an are said to be its partial quotients.
Thus, the regular continued fraction of a formal Laurent series is obtained by iterating
the polynomial analogue of the Gauss map,
T : M → M
α 7→
{
1
α −
⌊
1
α
⌋
if α 6= 0
0 if α = 0
,
where, as before, M is the set of formal Laurent series with strictly positive order. If
α∈M, then α = 1α1 and for every n ≥ 1 if αn 6= 0, then 1αn = Tn−1(α).
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From now on, unless otherwise stated, we will always consider regular continued
fraction expansions, and we will call convergents (respectively, continuants) of α∈L the
convergents (respectively, continuants) of its regular continued fraction expansion.
Example 1.2.17. As in Example 1.2.12, let D = T 4 +T 2 +1∈Q[T ], let α = √D. Then
we have
α0 = α =
√
D, a0 = T
2 +
1
2
α1 =
1√
D − T 2 − 1/2 =
4
3
(
√
D + T 2 + 1/2), a1 =
8
3
T 2 +
4
3
α2 =
3
4
√
D − 4T 2 − 2 =
√
D + T 2 +
1
2
, a2 = 2T
2 + 1
α3 =
1√
D − T 2 − 1/2 , a3 =
8
3
T 2 +
4
3
· · ·
Then α =
[
T 2 + 12 ,
8
3T
2 + 43 , 2T
2 + 1, 83T
2 + 43 , · · ·
]
; in particular, the sequence of
the partial quotients of α is periodic. We will see in the next Chapter that this is not a
coincidence and that it is related to the fact that α is quadratic over Q[T ].
Remark 1.2.18. If the continued fraction expansion of α is finite, obviously α is a rational
function. The converse holds too; more precisely, if α = A/B ∈K(T ) then the partial
quotients of α are the successive quotients appearing in the Euclidean algorithm applied
to A,B. In particular, the continued fraction expansion of α is finite.
Example 1.2.19. For K = Q, let α =
T 5 + 1
T 4 + T 2 + 1
∈Q(T ). Then the regular continued
fraction expansion of α is α =
[
T,−T,−T 2 + T − 2, 1/3T + 1/3].
Lemma 1.2.20. Let α∈L, let [a0, a1, a2, . . . ] be its regular continued fraction expansion
and let (pn, qn)n≥0 be its continuants.
1. pn, qn are relatively prime polynomials for every n ≥ 1.
2. pnqm − pmqn∈K∗ if and only if m = n± 1.
3. |pn| = |a0a1 + 1||a2| · · · |an| and |qn| = |a1| · · · |an| ≥ µ|qn−1| > |qn−1| for every n.
4. deg an+1 = ord(pn − αqn)− deg qn; equivalently,
|pn − αqn| = |an+1qn|−1 = |qn+1|−1. (1.19)
Proof. As the pn, qn are polynomials, and, by (1.8), qnpn−1 − pnqn−1 = (−1)n, then
pn, qn are relatively prime for every n.
2. follows from (1.9): pnqm− pmqn∈K∗ if and only if pnqm− pmqn = ±1, if and only
if m = n± 1.
3. is a consequence of the fact that |αn| = |an| > 1 for n > 0.
By (1.12),
∣∣∣∣α− pnqn
∣∣∣∣ = |qn(αn+1qn − qn−1)|−1 = |q2nan+1|−1 = |qnqn+1|−1, that is,
|pn − αqn| = |an+1qn|−1 = |qn+1|−1.
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Lemma 1.2.21. Let α = [a0, a1, . . . ], β = [b0, b1, . . . ]∈L, with α 6= β, and let i be the
integer such that an = bn for n = 0, . . . , i−1 and ai 6= bi. If i = 0, then |α−β| = |a0−b0|.
Otherwise, let d = deg a1 + · · ·+ deg ai−1. Then we have
|α− β| = |ai − bi|
µ2d|aibi| < µ
−2d.
Proof. Let us assume i>0; let (pnqn )n be the convergents of α. Then obviously
p0
q0
, . . . , pi−1qi−1
are also convergents of β, so, by (1.10), α =
αipi−1 + pi−2
αiqi−1 + qi−2
, β =
βipi−1 + pi−2
βiqi−1 + qi−2
and
α− β = (−1)i(αi−βi)(αiqi−1+qi−2)(βiqi−1+qi−2) . Then, |α− β| = |ai − bi||aibi|−1µ−2d.
Formally, the same result holds also if β = [a0, . . . , ai−1], setting |bi| = ∞; in this
case we find again (1.19):
∣∣α− pi−1qi−1 ∣∣ = |qi−1|−2|ai|−1.
Remark 1.2.22. In particular we have that, differently from the real case where all
rational numbers have two possible regular continued fraction expansions, the regular
continued fraction expansion of a Laurent series is always unique.
Remark 1.2.23. A converse holds too: let α = [a0, a1, . . . ], β = [b0, b1, . . . ] ∈ L. Then
a0 = b0, . . . , ai = bi if and only if |α − β| < µ−2d, where d = deg a1 + · · · + deg ai.
Indeed, let us assume by contradiction that |α−β| < µ−2d, a0 = b0, . . . , ak−1 = bk−1 but
ak 6= bk, with k < i. Then, by the previous Lemma, µ−2d > |α − β| = |ak−bk||qk−1|2|akbk| , that
is, 2(deg ak + · · ·+ deg ai) < deg ak + deg bk − deg(ak − bk) ≤ 2 deg ak, contradiction.
In particular, in the case where β = p/q is a rational function we immediately get
the following first form of Best Approximation Theorem:
Lemma 1.2.24. Let α ∈ L, let p, q be two relatively prime polynomials. Then the
following are equivalent:
1. pq is a convergent of α;
2.
∣∣∣∣α− pq
∣∣∣∣ < |q|−2, (equivalently, ord(p− αq) > deg q).
Proof. Let α = [a0, a1, . . . ]∈L. Then pq is a convergent of α if and only if pq = [a0, . . . , ai]
for some i, if and only if, by the previous Remark,
∣∣∣∣α− pq
∣∣∣∣ < µ−2(deg a1+···+deg ai), if and
only if
∣∣∣∣α− pq
∣∣∣∣ < |q|−2.
Remark 1.2.25. We can see here a first significant difference between the integer and
the polynomial settings. Indeed, the corresponding result in the classical case (see for
example [43], Theorem 3.8 and Theorem 5.1) is:
Let α ∈ R. If pn/qn is a convergent of α, then |α − pn/qn| < q−2n . Conversely, if
p, q ∈ Z and |α − p/q| < 12q−2, then p/q is a convergent of α. Moreover, of any two
consecutive convergents of α, at least one satisfies the previous inequality.
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The simpler form of the Theorem in the polynomial case is due to the fact that the
absolute value is now non-Archimedean.
Remark 1.2.26. If p, q ∈K[T ] are polynomials such that |p − αq| < |q|−1, then p/q is a
convergent of α even if p, q are not relatively prime. In this case, by (1.19) the following
partial quotient has degree ord(p− αq)− deg q + 2 deg(p, q).
The converse is not always true: let (pn, qn) be a continuant of α and let d∈K[T ].
Then we have |dpn − αdqn| = |d||an+1qn|−1, so |dpn − αdqn| < |dqn|−1 if and only if
2 deg d < deg an+1.
As in the real case, the convergents to a Laurent series provide its best possible
approximations through rational functions.
Definition 1.2.27. Let α∈L, let p, q be two relatively prime polynomials with q 6= 0.
We will say that p/q is a best (rational) approximation to α if for every p′, q′∈K[T ] with
deg q′ ≤ deg q and pq 6= p
′
q′ we have
|p− αq| < ∣∣p′ − αq′∣∣ . (1.20)
Lemma 1.2.28. Let p, q be two relatively prime polynomials and let us assume that
deg q ≤ deg qn and that pq 6= pnqn (where, as before, pn, qn are the continuants of α∈L).
Then
|p− αq| ≥ |pn−1 − αqn−1| = |qn|−1.
Moreover, the equality |p − αq| = |qn|−1 holds if and only if pq = [a0, . . . , an−1, an + k]
with k∈K∗.
Proof. By (1.19), the previous inequality is certainly true if pq =
pk
qk
is a convergent of α
with k < n.
Let us then assume that pq is not a convergent of α; let α = [a0, a1, . . . ] and let
p
q = [a0, . . . , ai−1, bi, . . . ] with bi 6= ai. Of course, i ≤ n. By Lemma 1.2.21 then
|p− αq| = |q| |ai−bi||qi−1|2|aibi| ≥
|ai−bi|
|qi−1ai| ≥ |qi|−1 ≥ |qn|−1.
Remark 1.2.29. In particular, as |pn−αqn| < |pn−1−αqn−1| for every n, all the conver-
gents of α are best approximations to α.
In the real setting, by the classical Best Approximation Theorem, the convergents
of a real number α are exactly its best approximations, namely (see [27], Theorems 16,
17):
Let α ∈ R, let pnqn be a convergent of α with n ≥ 2. If p, q are integers such that
0 < q ≤ qn and such that pq 6= pnqn , then |qnα − pn| < |qα − p|. Moreover, a reduced
fraction p
′
q′ with q
′ ≥ q2 that satisfies the previous property is a convergent.
An analogue result holds also in the functions field case:
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Theorem 1.2.30 (polynomial Best Approximation Theorem). Let α∈L and let (pnqn )n
be its convergents. Let p, q∈K[T ] with q 6= 0 be two relatively prime polynomials. Then
p
q
is a best approximation to α if and only if it is a convergent of α.
Proof. It remains only to prove that every best approximation to α is also a convergent.
Let pq be a best approximation to α and let us assume that
p
q is not a conver-
gent of α. Let n be the unique integer such that deg qn−1 < deg q ≤ deg qn. Then
|p − αq| < |pn−1 − αqn−1| while, by the previous Remark, |p − αq| ≥ |pn−1 − αqn−1|,
contradiction.
1.3 Some operations with continued fractions
While there is no general algorithm to compute the sum or the product of continued
fractions, it is possible to study some easier operations. In particular, we will focus on
the multiplication (or division) of a continued fraction by a linear polynomial, which
we will later apply to the study of the polynomial analogues of Zaremba’s and Mc-
Mullen’s Conjectures, and on the polynomial analogue of Serret’s Theorem on Mo¨ebius
transformations of continued fractions.
As we will be interested in the study of continued fractions with partial quotients of
bounded degree, we will always highlight how the operation under consideration modifies
the degrees of the partial quotients. In this perspective, we introduce the following
notation:
Notation 1.3.1. For α = [a0, a1, . . . ]∈L, we set
K(α) = sup
n≥1
deg an∈N ∪ {∞}. (1.21)
If K(α) < ∞, we will say that α has bounded partial quotients, or that α is badly
approximable.
In fact, by Lemma 1.2.28, |q||p − αq| ≥ |qn||pn − αqn|= |an+1|−1 for any pair of
relatively prime polynomials p, q with deg qn ≤ deg q < deg qn+1. Thus α has bounded
partial quotients if and only if
lim inf
|q|→∞
|q||p− αq| > 0.
If α∈L \K(T ), that is, if the continued fraction of α is infinite, we will also set
K(α) = lim sup
n
deg an∈N ∪ {∞}.
Denoting by (αn)n the complete quotients of α, we have K(αn) ≤ K(α), while
K(αn) = K(α) for every n. In any case, there certainly existsN such thatK(α) = K(αn)
for every n ≥ N .
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Remark 1.3.2. Many of the following formulas can be easily proved using the the matrix
formalism introduced in 1.1.12.
Let us denote by M the multiplicative monoid generated by the identity and by the
matrices Ma, with a∈K[T ]\K. The inverse of Ma in GL2(K[T ]) is M(0,−a,0), so the only
invertible element of M is the identity.
The restriction of the map ϕ : M2(L)→ L defined in Remark 1.1.15 gives a natural
bijection between K(T ) and the set of matrices of the form Ma ·M ′ with a∈K[T ] and
M ′ ∈ M: if α = [a0, . . . , an] ∈ K(T ), we will say that it corresponds to the matrix
Mα = M(a0,...,an) = Ma0 ·M(a1,...,an).
With an abuse of notation, for α = [a0, a1, . . . ]∈L \K(T ), we will denote by Mα any
matrix of the form M(a0,...,ak,αk) with k ≥ 0; we will also write Mα = M(a0,a1,... ). This
gives a bijection between L and the formal infinite products of matrices of the form Ma
with a∈K[T ] (where a can be a constant only in the first term).
1.3.1 Continued fractions with some constant partial quotients
As we have mentioned in Remark 1.2.14, continued fractions with isolated constant
partial quotients converge, as well as continued fractions with pairs of consecutive con-
stant partial quotients with anan+1+1 6= 0. Thus, it can be useful to allow also constant,
and possibly zero, partial quotients. In particular, as it is shown by Van der Poorten
([47], Lemma 2 and Corollary 2), it is possible to transform any converging continued
faction with some constant partial quotients in a regular continued fraction following a
(possibly infinite) algorithm.
Lemma 1.3.3. For every sequence (an)n of elements of L we have
[a0, . . . , an, 0, an+1, an+2, . . . ] = [a0, . . . , an + an+1, an+2, . . . ]. (1.22)
Proof. MaM0Mb = Ma+b for every a, b∈L, so M(a0,...,an,0,an+1,... ) = M(a0,...,an+an+1,... ).
Lemma 1.3.4. Let α, β, γ∈L with β 6= 0. Then
[α, β, γ] = [α+ β−1,−β2γ − β] (1.23)
and, conversely,
[α+ β, γ] = [α, β−1,−β2γ − β]. (1.24)
Proof. [α + β−1,−β2γ − β] = α + β−1 + 1−β2γ−β = αβγ+α+γβγ+1 = [α, β, γ], while (1.24)
follows directly from (1.23) substituting β with β−1 and γ with −β2γ − β.
Remark 1.3.5. In particular, allowing constant, and possibly zero, partial quotients in
a converging continued fraction, the degrees of the neighbouring non-constant partial
quotients do not decrease when it is transformed in the regular expansion. Thus, if
[b0, b1, . . . ] is a (non-regular) continued fraction expansion for α ∈ L, with bn ∈ K[T ],
possibly constant, we will have
K(α) ≤ sup
n≥1
deg bn and K(α) ≤ lim sup deg bn.
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Lemma 1.3.6. Let α = [b0, b1, . . . ] be a continued fraction expansion for α, with the
bn∈K[T ] possibly constant polynomials. Let un, vn be the continuants of such continued
fraction and let pmqm be the convergents of the regular expansion of α. Then for every m
there exists nm such that
pm
qm
=
unm
vnm
.
Proof. This follows directly from the facts that Cn+3(a0, . . . , an,0,c)=Cn+1(a0, . . . ,an+c)
and Cn+3(a0, . . . , an, β, γ) = −β−1Cn+2(a0, . . . , an−1, an + β−1,−β2γ − β).
1.3.2 Folding Lemma
The following results can be found in [41] (Lemma 2 and Lemma 3); see also [32],
[47] for different proofs.
Notation 1.3.7. For any finite sequence of polynomials −→w = a1, . . . , an, we will denote
by ←−w the inverse sequence ←−w = an, . . . , a1 and, for k ∈ K∗, we will denote by k−→w
the sequence k−→w = ka1, k−1a2, . . . , k(−1)n−1an. Moreover, for a ∈ K[T ], we will write−→w + a = a1, . . . , (an + a), ←−w + a = (an + a), an−1, . . . , a1.
Lemma 1.3.8 (Folding Lemma). Let α = [a0, a1, a2, . . . ]∈L, let (pnqn )n be its convergents
and let −→wn be the sequence a1, . . . , an.
For every a∈K[T ] \ {0} we have
[a0,
−→wn, a,−←−wn] = a pnqn + (−1)
n
a q2n
. (1.25)
For every e1, e2, c∈K such that e21 = e22 = 1 and c2 = e1e2,
[e1a0, e1
−→wn + c, e2←−wn − c3] = e1pnqn + c(−1)
n
q2n
. (1.26)
Proof. These formulas can be easily proved using the matrix correspondence defined in
Remark 1.3.2.
Indeed, let γ = [a0,
−→wn, a,−←−wn]. By definition, the matrix corresponding to γ is
Mγ =M(a0,...,an)MaM(−an,...,−a1). Now, M(−an,...,−a1)=
(
(−1)n−1pn (−1)npn−1
(−1)nqn (−1)n−1qn−1
)t
M−1−a0 ,
thus Mγ =
(
(−1)na pnqn + 1 (−1)n−1a p2n + (−1)na a0pnqn + a0
(−1)na q2n (−1)n−1a pnqn + (−1)naa0q2n + 1
)
and γ = apnqn+(−1)
n
aq2n
.
(1.26) can be proved similarly.
Lemma 1.3.9. Let α = [a0, a1, . . . ], β = [b0, b1, . . . ] ∈ L and let (pnqn )n, (umvm )m be their
convergents. Then
[an, . . . , a0, b0, . . . , bm] =
pnum + qnvm
pn−1um + qn−1vm
. (1.27)
Proof. This is an immediate consequence of Remarks 1.1.8 and 1.3.2.
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1.3.3 Unary operations
We will now consider some simple unary operators on continued fractions. For
f : L → L, α = [a0, a1, . . . ] ∈ L, we will denote by β = f(α) = [b0, b1, . . . ] its image
under f . In some cases, and in particular when f is the multiplication or the division
by a linear polynomial, it is much easier to study the convergents of β than its partial
quotients; we will denote by pn/qn, respectively by um/vm, the convergents of α and β.
Lemma 1.3.10 (Addition of a polynomial). Let a be a polynomial in K[T ] and let
f(α) = α+ a, for α∈L. Then
β = α+ a = [a0 + a, a1, a2, . . . ], (1.28)
so
K(β) = K(α), K(β) = K(α) (1.29)
and
un = Cn+1(a0 + a, . . . , an) = pn + aqn, vn = qn for every n.
Lemma 1.3.11 (Multiplication by a constant). Let f(α) = c α, with c ∈ L∗. Then
formally
β = [c a0, c
−1a1, . . . , c(−1)
n
an, . . . ]. (1.30)
Proof. It follows easily from the definition of continued fraction.
In general, to ensure that the previous expansion is regular, we must assume c∈K∗.
For example, we have −α = [−a0,−a1, . . . ,−an, . . . ].
Lemma 1.3.12. If β = c α with c∈K∗, then
K(β) = K(α) and K(β) = K(α).
Moreover, {
un = c pn, vn = qn if n is even
un = pn, vn = c
−1qn if n is odd
.
Proof. The first equality follows directly from the previous Lemma and the second is a
consequence of Lemma 1.1.4,
This relation has been expressed by Schmidt in [54] as
c[c′a0, c a1, c′a2, . . . ] = c′[c a0, c′a1, c a2, . . . ],
for c, c′ non-zero polynomials in K[T ].
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Lemma 1.3.13 (Inverse). Let f(α) = 1α . Then we have
β =

[0, a0, a1, . . . ] if a0 /∈ K
[a1, a2 . . . ] if a0 = 0
[a−10 ,−a20a1 − a0,−a−20 a2,−a20a3, . . . ] if a0∈K∗
. (1.31)
If a0 /∈ K we have that the convergents unvn of β are given by
un = Cn+1(0, a0, . . . , an−1) = qn−1, vn = Cn(a0, . . . , an−1) = pn−1
and, of course, similar formulas hold also in the other cases.
If a0 /∈ K, then K(β) = max{K(α), deg a0}, while K(β) ≤ K(α) if a0 = 0 and
K(β) = K(α) if a0∈K∗. In all cases,
K(β) = K(α).
Proof. [0, a0, a1, . . . ] is always a continued fraction expansion for β but it is regular if and
only if deg a0 > 0. Otherwise, it can be transformed in the regular continued fraction
expansion of β by (1.22) if α = 0 or by (1.23) if α∈K∗.
Lemma 1.3.14 (Frobenius endomorphism). Let K be a field of characteristic l. Applying
the Frobenius endomorphism f(α) = αl it is clear that
β = αl = [al0, a
l
1, . . . ], with un = p
l
n, vn = q
l
n for every n
and
K(β) = l K(α), K(β) = l K(α).
Remark 1.3.15. In particular, if m is a power of l and α=[a0, . . . , an, a
m
0 , . . . , a
m
n , a
2m
0 , . . . ],
then α = [a0, . . . , an, α
m], so α is algebraic of degree at most m + 1 over K(T ). Thus,
unlike the real case, in positive characteristic it is easy to find explicit examples for
the continued fraction expansions of algebraic elements of various degrees. An algebraic
irrational element α of this type is said to be of class IA; such special elements have
been studied, for instance, by Schmidt [54].
Lemma 1.3.16 (Substitution). For a non-constant polynomial P (X) ∈K[X] we can
consider the composition with P map f : LT = K((T−1)) → K((X−1)) = LX , that is,
f(α(T )) = α(P (X)). Of course,
β = [a0(P (X)), a1(P (X)), . . . ] and un(X) = pn(P (X)), vn(X)= qn(P (X)) for every n.
Moreover,
K(β) = (degP )K(α) and K(β) = (degP )K(α).
Remark 1.3.17. In particular, it is easy to construct examples of continued fractions such
that the degrees of their partial quotients are all multiples of a given integer.
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1.3.4 Multiplication of a continued fraction by a polynomial
As we will see in Theorem 1.3.26, there exists a recursive algorithm to express the
partial quotients of a (not necessarily regular) continued fraction expansion of ABα in
terms of the partial quotients of α, where α is a Laurent series and A/B a rational
function. However, thanks to the best approximation Theorems, it is possible to find in
an easier way some of the convergents of ABα, from which immediately follow bounds for
the degrees of its partial quotients. To the best of our knowledge, the following simple
results do not appear in the literature, even if similar methods to those of Theorem
1.3.18 are used, in a slightly different context, in [45], Theorem 2.
Theorem 1.3.18. Let α = [a0, a1, a2, . . . ] ∈ L, let A,B be relatively prime non-zero
polynomials and let β = ABα = [b0, b1, b2, . . . ]. Let (pn, qn)n, (um, vm)m be, respectively,
the continuants of α and β. For every n, let An = gcd(A, qn) and let Bn = gcd(B, pn).
Provided that
deg an+1 > degA+ degB − 2 degAn − 2 degBn,
then there exists m∈N and there exists k∈K∗ such that
um = k
A
AnBn
pn, vm = k
B
AnBn
qn. (1.32)
In this case, we also have
deg bm+1 = deg an+1 − degA− degB + 2 degAn + 2 degBn. (1.33)
Proof. Let u = k ApnAnBn , v = k
Bqn
AnBn
, with k∈K∗. In particular, u, v are relatively prime
polynomials. Moreover,
|u− vβ| = |A||AnBn|−1|pn − qnα| = |A||AnBn|−1|qnan+1|−1.
Now, by Lemma 1.2.24, u/v is a convergent of β if and only if |u−vβ| < |v|−1, that is, if
and only if deg an+1 > degA+ degB − 2 degAn − 2 degBn. In that case, (1.33) follows
directly from (1.19).
Corollary 1.3.19. In the previous notations we have that α is badly approximable if
and only if β = ABα is. Moreover, in this case
K(α)− degAB ≤ K(β) ≤ K(α) + degAB. (1.34)
Proof. If K(α) > degAB, applying the previous Theorem to all the partial quotients
with large enough degree we will have K(β) ≥ K(α) − degAB, which is obvious
in the case K(α) ≤ degAB. Inverting the roles of α, β and of A,B we will have
K(α) ≥ K(β)− degAB.
Refining Theorem 1.3.18, it is possible to give explicitly, up to multiplicative con-
stants, all the continuants of the product (or the quotient) of a continued fraction by a
linear polynomial:
31
Proposition 1.3.20. Let α = [a0, a1, . . . ] and, for λ∈K, let β = (T −λ)α = [b0, b1, . . . ].
Let (pn, qn)n, (um, vm)m be, respectively, the continuants of α and β.
1. If qn(λ) 6= 0 and deg an+1 > 1, then there exist m∈N, k∈K∗ such that
um(T ) = k (T − λ)pn(T ), vm(T ) = k qn(T )
and in that case deg bm+1 = deg an+1 − 1;
2. If qn(λ)qn+1(λ) 6= 0, then there exist m∈N, k∈K∗ such that
um(T ) = k (pn(T )qn+1(λ)− pn+1(T )qn(λ)),
vm(T ) = k
qn(T )qn+1(λ)− qn+1(T )qn(λ)
T − λ
and in that case deg bm+1 = 1;
3. If qn(λ) = 0, then there exist m∈N, k∈K∗ such that
um(T ) = k pn(T ), vm(T ) = k
qn(T )
T − λ
and in that case deg bm+1 = deg an+1 + 1.
Moreover, the previous formulas give exactly (and only once) all the convergents of β.
Proof. 1. and 3. follow directly from Theorem 1.3.18; since, in the previous notations,
A = T − λ and B = 1, they are the only possible cases.
In the hypothesis of 2., setting u = qn+1(λ)pn−qn(λ)pn+1, v = qn+1(λ)qn−qn(λ)qn+1T−λ , we
have |u−vβ| = |qn+1(λ)(pn−qnα)−qn(λ)(pn+1−qn+1α)| = |qn+1|−1. As |v| = |qn+1||T |−1
and u, v are relatively prime polynomials, then (u, v) is, up to a multiplicative constant, a
continuant of β. By (1.19), the degree of the following partial quotient of β is necessarily
1.
It follows easily from an examination of the degrees of the continuants um, vm and
of the partial quotients bm+1 that the convergents thus found are all distinct and that
they must be all of the convergents of β.
Of course, we can obtain similar formulas for the convergents of
α
T − λ :
Proposition 1.3.21. In the previous notations, let β =
α
T − λ .
• If pn(λ) 6= 0 and deg an+1 > 1, then there exist m∈N, k∈K∗ such that
um = k pn, vm = k (T − λ)qn
and in that case deg bm+1 = deg an+1 − 1;
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• If pn(λ)pn+1(λ) 6= 0, then there exist m∈N, k∈K∗ such that
um = k
pn(T )pn+1(λ)− pn+1(T )pn(λ)
T − λ ,
vm = k (qn(T )pn+1(λ)− qn+1(T )pn(λ))
and in that case deg bm+1 = 1;
• If pn(λ) = 0, then there exist m∈N, k∈K∗ such that
um = k
pn
T − λ, vm = k qn
and in that case deg bm+1 = deg an+1 − 1.
Moreover, the previous formulas give exactly (and only once) all the convergents of β.
Corollary 1.3.22. Let α∈L, let (pnqn )n be its convergents and let λ∈K.
If qn(λ) 6= 0 for every n, then K((T − λ)α) =
{
1 if K(α) = 1
K(α)− 1 otherwise .
If pn(λ) 6= 0 for every n, then K
(
α
T − λ
)
=
{
1 if K(α) = 1
K(α)− 1 otherwise .
Analogously, if qn(λ) 6= 0, respectively, pn(λ) 6= 0, for every large enough n, then,
assuming K(α) > 1, K((T − λ)α) = K(α)− 1, respectively K
(
α
T − λ
)
= K(α)− 1.
Lemma 1.3.23. Let α∈L with K(α) > 1 and let λ, a∈K. Then
if pn(λ) + aqn(λ) 6= 0 for every n, then K
(
α+ a
T − λ
)
= K(α)− 1.
Similarly, if pn(λ)+aqn(λ) 6=0 for every large enough n, then K
(
α+ a
T − λ
)
= K(α)−1.
Proof. It follows immediately from the previous Corollary and (1.28),
Remark 1.3.24. Lemma 1.3.4 allows us to recover the regular expansion of the multipli-
cation of a continued fraction by any rational function.
For example, if α = [a0, a1, . . . ] ∈ L and A is a polynomial such that A - a1, then
Aα = [Aa0, a1/A, . . . ] =
[
Aa0, ba1/Ac, {a1/A}−1,−{a1/A}2 [a2, a3, . . . ]−{a1/A}
]
= . . . .
By repeatedly applying (possibly infinitely many times) (1.24), (1.23) or (1.22) we can
thus obtain the regular continued fraction of Aα.
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Actually, adapting to the polynomial case a result due to Mende`s France [36], Grisel
in [22], The´ore`me 2, gave an algorithm for the continued fraction expansion of the prod-
uct of a formal Laurent series by a rational function (where constant partial quotients
are allowed).
Notation 1.3.25. Let α = [a0, . . . , an]; we will denote by [b1, . . . , bk, [α], bk+1, . . . ] the
continued fraction [b0, . . . , bk, a0, . . . , an, bk+1, . . . ].
Theorem 1.3.26 (Grisel). Let α = [a0, a1, . . . ] and let A,B be relatively prime polyno-
mials; for every i ≥ 0 let ai = ABa′i + hi, with a′i, hi ∈K[T ] and deg hi < degAB. Let
us set δ−1 = 1, u−1 = 0, Q−1 = 0, δ0 = A and, for i ≥ 0, let us define recursively
Hi =
AB
δi
, a′′i =
⌊
(−1)ui−1δihi − δi−1Qi−1
Hi
⌋
,
ji
Hi
=
{
(−1)ui−1δihi − δi−1Qi−1
Hi
}
,
ui = ui−1 +` (ji/Hi), where `([a0, . . . , an]) = n is the length of the continued fraction; let
Qi, Q˜i be, respectively, the denominators of the second to last and of the last convergents
of ji/Hi and let δi+1 = Hi/Q˜i. Then
A
B
α =
[
(−1)u−1δ20a′0 + a′′0,
[
H0
j0
]
, . . . ,
[
Hi−1
ji−1
]
, (−1)ui−1δ2i a′i + a′′i ,
[
Hi
ji
]
, . . .
]
, (1.35)
where, if ji = 0, we set [Hi/ji] = [0, 0], `(ji/Hi) = 0, Qi = 0 and Q˜i = 1. In
general, this may not be the regular continued fraction expansion of ABα, since some
of the (−1)ui−1δ2i a′i + a′′i could be constants. In this case, the regular expansion can be
recovered by applying (possibly infinitely many times) (1.24).
Example 1.3.27. For example, let α = [T, T + 1, T − 2, T 2] = T 5−T 4−T 2+T+1
T 4−T 3−T 2+T+1 . Then
Tα = [T 2, 0, 0, 1, T,−1, T, T,−T ] = [T 2 + 1,−T, T − 1, T,−T ], by (1.23) and (1.22).
Remark 1.3.28. In the previous notations, let A = T − λ and B = 1 with λ∈K.
Let us assume that qn(λ) 6= 0 for every n. It is easy to see by induction that for n ≥ 1
we have δn = (−1)b
n−1
2 cqn−1(λ), Hn = (−1)b
n−1
2 cqn−1(λ)−1(T − λ), jn = (−1)b
n
2 cqn(λ),
a′′n = 0, un = n, Q˜n = (−1)n−1(qn−1qn)(λ)−1(T − λ), Qn = 1, where hn = an(λ) and
deg a′n = deg an − 1. Then
(T − λ)α = [(T − λ)a0, . . . , (−1)n−1qn−1(λ)2a′n, (−1)n−1(qn−1qn)(λ)−1(T − λ), . . . ],
which implies again the first result of Corollary 1.3.22.
On the other hand, if α = [a0, . . . , aN , αN+1] with qn(λ) 6= 0 for n < N and
qN (λ) = 0, then (T − λ)α = [(T − λ)a0, . . . , qn−1(λ)2a′n, (−1)n−1qn−1(λ)2(T − λ)αn+1],
giving again that, if qn(λ) = 0, the degree of the following partial quotient is increased
by 1.
Inverting the roles of the pn, qn similar results can be found for
α
T − λ .
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1.3.5 A polynomial analogue of Serret’s Theorem
The multiplication of a continued fraction by a rational function is a special case of
a Mo¨bius transformation in M2(K[T ]).
Remark 1.3.29. Let β = Mα, with M =
(
A B
C D
)
∈M2(K[T ]) such that detM 6= 0.
Then, β= 1C
(
A− detMCα+D
)
, so α is badly approximable if and only if β is and, assuming
that K(Cα+D) = K (1/(Cα+D)), then
K(α)− 2 degC − deg(detM) ≤ K(β) ≤ K(α) + 2 degC + deg(detM).
Of course, the same relation holds for K(α),K(β). Actually, we will see in Remark
1.3.36 that
K(α)− deg(detM) ≤ K(β) ≤ K(α) + deg(detM).
Notation 1.3.30. We will say that α, β∈L are equivalent, and write α ∼ β, if they are
GL2(K[T ])-equivalent, that is, if there exists M ∈GL2(K[T ]) such that α = Mβ.
Certainly, ∼ is an equivalence relation.
In particular, any two rational functions are equivalent and, by (1.15), α ∼ αn for
every n (where the αn are the complete quotients of α).
Actually, Serret [58] proved that two real numbers are GL2(Z)-equivalent if and only
if the tails of their continued fraction expansions coincide. An analogous result holds in
the polynomial case:
Theorem 1.3.31 (polynomial analogue of Serret’s Theorem). Let α, β be irrational
Laurent series. Then the following are equivalent:
1. β ∼ α;
2. there exist m,n∈N, l∈K∗ such that lαn = βm;
3. the continued fraction expansions of α, β eventually coincide up to multiplication by
a constant, that is, there exist n,m∈N, l∈K∗ such that α =[a0, . . . , an−1, c1, c2, . . . ]
and β = [b0, . . . , bm−1, lc1, l−1c2, . . . ].
Lemma 1.3.32. Let M =
(
A B
C D
)
∈M2(K[T ]) be a unimodular matrix. Then we have
degA > degB > degD and degA > degC > degD if and only if there exists a constant
c∈K∗ such that M
(
c 0
0 ±c−1
)
∈M.
Proof. Let M(a0,...,an) =
(
A B
C D
)
∈M, where a0, . . . , an are non-constant polynomials.
Then it is easy to see that degA> degB> degD and degA> degC> degD.
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Conversely, letM=
(
A B
C D
)
be a unimodular matrix such that degA>degB>degD
and degA > degC > degD. Then, applying the Euclidean algorithm to the columns of
M it can be seen that there exists c∈K∗ such that M
(
c 0
0 ±c−1
)
∈M.
More precisely, M= M(a0,...,an)
(
c 0
0 ±c−1
)
, where AC =[a0, . . . , an],
B
D =[a0, . . . , an−1]
and c∈ K∗.
Remark 1.3.33. Reasoning in the same way on the rows of M we have that there ex-
ist b0, . . . , bn ∈ K[T ], with deg bi > 0 for every i, and there exists d ∈ K∗ such that
M =
(
d 0
0 ±d−1
)
M(b0,...,bn).
It can be proved similarly that if M ∈ GL2(K[T ]) is an invertible matrix with
detM = k ∈K∗, then M = M(a0,...,an)
(
c 0
0 ±c−1
)(
k 0
0 1
)
with c ∈ K∗ and a0, . . . , an
polynomials such that deg a1, . . . ,deg an−1 > 0.
Proof of Theorem 1.3.31. The equivalence of 2. and 3. follows directly from the defini-
tion of complete quotients and from (1.30).
If αn = lβm, with l∈K∗, then obviously α ∼ αn ∼ βm ∼ β.
Let us assume that β = Mα with M ∈ GL2(K[T ]) and l = detM ∈ K∗. By the
previous Remark, M can be written as M = M(d0,...,dn)
(
c 0
0 ±c−1
)(
l 0
0 1
)
with c∈K∗
and di ∈K[T ], deg di > 0 for 0 < i < n. Then β = [d0, . . . , dn,±c2lα]. If deg dn > 0
and ord(α) < 0, then ±lc2α = βn+1 and we directly find the regular continued fraction
for β. Otherwise, we can still recover it by applying a finite number of times (1.22) or
(1.23). In any case, the regular continued fraction of β will be of the desired form.
Lemma 1.3.34. Let α, β be two equivalent formal Laurent series with α = [a0, a1, . . . ]
and β = [b0, b1, . . . , bM , a0, a1, . . . ]; let pn/qn, um/vm be, respectively, the convergents of
α and β. Then, as in (1.27),
um = uMpm−M−1 + uM−1qm−M−1, vm = vMpm−M−1 + vM−1qm−M−1
for every m > M .
Corollary 1.3.35. In particular, if α ∼ β, then
K(α) = K(β). (1.36)
Remark 1.3.36. Let M =
(
A B
C D
)
∈ M2(Z) with detM 6= 0. As in Remark 1.3.33,
essentially by performing the Euclidean algorithm on its first column, we can write M
as M = M(a0,...,an)M
′, with M ′ of the form M ′ =
(
(A,C) B′
0 ±detM(A,C)
)
.
36
Setting as before β = Mα, we will have β ∼ (A,C)α+B′(detM)/(A,C) , and then, if r = (A,C),
K(β) = K
(
rα+B′
(detM)/r
)
by (1.36),
K(rα+B′)− deg((detM)/r) ≤ K(β) ≤ K(rα+B′) + deg((detM)/r) by (1.34),
K(rα)− deg((detM)/r) ≤ K(β) ≤ K(rα) + deg((detM)/r) by (1.29),
K(α)− deg(detM) ≤ K(β) ≤ K(α) + deg(detM) by (1.34).
As well as Serret’s Theorem, this Remark is the polynomial analogue of a well-known
result for the real case. Indeed, as it is proved by Lagarias and Shallit [30], if α is a real
number with partial quotients bounded (eventually) by some constant k and β = aα+bcα+d ,
with a, b, c, d∈Z and ad− bc 6= 0, then the partial quotients of β are eventually bounded
by (ad− bc)(k + 2).
Lemma 1.3.37. Let α = [a0, . . . , an−1, αn] and let β = [b0, . . . , bm−1, lαn] with l∈K∗.
Then β = Mα with
M = M
(b0,...,bm−1−l−1an−1,...,−l(−1)k−1ak,...,−l(−1)na0) ·

(
0 l
1 0
)
if n is odd(
0 1
l 0
)
if n is even
.
Proof. Of course, M = M(b0,...,bm−1)
(
l 0
0 1
)
M−1(a0,...,an−1); the lemma follows from the
facts that
(
l 0
0 1
)
Ma = Mla
(
1 0
0 l
)
for every a, l and that M−1(a0,...,an) = M(0,−an,...,−a0,0).
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Chapter 2
Quadratic irrationalities in
function fields
In the real case, more precise results can be given on the continued fraction expan-
sions of real quadratic irrationalities. In particular, Lagrange proved that the continued
fraction expansion of any real quadratic irrationality is eventually periodic and Galois
showed that the continued fraction of a real quadratic irrationality α is purely periodic
if and only if α is reduced, that is, if −1 < α′ < 0 < 1 < α, where α′ is the conjugate
of α. In particular, if d is a positive non-square integer, the continued fraction of
√
d is
periodic and its period starts from the second partial quotient. The periodicity of the
continued fraction of
√
d is directly linked to the fact that the Pell equation for d has
non-trivial solutions; actually, all its solutions descend from the convergents of
√
d.
We will see that, in the polynomial case, if the base field K is an algebraic extension of
a finite field, all such results have perfect analogues, which can be proved using the same
techniques as in the real setting. In the other cases, however, most continued fractions
of quadratic irrationalities are not periodic and for most polynomials the analogue of
the Pell equation has no solutions (apart from the trivial ones).
Having briefly recalled some basic definitions and results of algebraic geometry, we
will present a classical connection, already known to Abel, between continued fraction
expansions of quadratic irrationals and hyperelliptic curves. However, this requires the
polynomial D to be squarefree; as we will see in section 5.4, similar results can be
obtained also in the general case by substituting the usual Jacobian variety with an
appropriate generalized Jacobian.
Notation 2.1. From now on, K will be a field with characteristic different from 2. We
will denote by SK the set of polynomials D of positive even degree in K[T ], which are
not a perfect square in K[T ] and whose leading coefficient is a square in K. As we have
seen in Lemma 1.2.9, if D∈SK then D has a square root in L \ K(T ), which is unique
up to the choice of a sign, that is, up to the choice of a square root in K of the leading
coefficient of D. In fact, a polynomial D of K[T ] has an irrational square root in L if and
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only if D∈SK. In this case, we will write
√
D, assuming the sign to have been properly
chosen.
We will always denote the degree of such a polynomial D by degD = 2d.
We will want to study the continued fraction expansions of formal Laurent series of
the form α =
A+B
√
D
C
, with A,B,C∈K[T ], C 6= 0 and D∈SK. If B is different from
zero, that is, if α is not a rational function, then α is said to be a quadratic irrationality.
Let D ∈ SK. Then K(T,
√
D) is a quadratic extension of K(T ) with Galois group
G = {id, σ}, with σ(√D) = −√D. If α ∈ SK, α = A+B
√
D
C , its norm and trace are
given, respectively, by N(α) = αα′ = A
2−B2D
C2
, Tr(α) = α + α′ = 2AC , where we denote
by α′ = σ(α) the Galois conjugate of α.
Let α = [a0, a1, a2, . . . ]. Then, by (1.28), (1.30), α
′ = [Tr(α) − a0,−a1,−a2, . . . ].
However, in general Tr(α) is not a polynomial, so this is not the regular continued
fraction expansion of α′. We could recover the regular continued fraction expansion of
α′ using the results of Lemma 1.3.4; we will see in Remark 2.1.9 that, in some cases, the
continued fraction of α′ can be obtained directly from that of α.
Remark 2.2. If α = A+B
√
D
C is a quadratic irrationality, there exist polynomials r, s,D
′,
with s 6= 0, such that
α =
r +
√
D′
s
, with s|(r2 −D′). (2.1)
Indeed, if m = C
(C,A2−B2D) , it is enough to take r = mA, s = mC,D
′ = m2B2D (where,
as before, we are assuming that we have chosen the correct sign for the square root).
Such a triple of polynomials r, s,D′ is certainly not unique but, assuming A,B,C to be
relatively prime, the previous choice provides a triple of minimal degree.
From now on, writing α = r+
√
D
s we will always assume that D∈SK, that r, s∈K[T ]
with s 6= 0 and that s|(r2 −D).
Lemma 2.3. Let α = r+
√
D
s = [a0, a1, . . . ] and let δ =
⌊√
D
⌋
. Let us set s0 = s, r0 = r
and
rn = an−1sn−1 − rn−1, sn = D − r
2
n
sn−1
for n ≥ 1.
Then rn, sn are polynomials in K[T ] for every n and it is easy to see by induction that
αn =
rn +
√
D
sn
, so an =
⌊
rn + δ
sn
⌋
, (2.2)
where we denote by αn the complete quotients of α.
Let tn be the remainder in the Euclidean division of rn + δ by sn. Then we have
an =
rn+δ−tn
sn
, so δ − tn = rn+1.
Definition 2.4. A quadratic irrationality α∈L is said to be reduced if
ord(α) < 0 and ord(α′) > 0.
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Proposition 2.5. If α = r+
√
D
s is a reduced quadratic irrationality, then αn is reduced
for every n.
Moreover, for every quadratic irrationality α there exists an index N such that αN
is reduced (that is, such that αn is reduced for every n ≥ N). Then, for n ≥ N we have
deg rn = − ord(
√
D) = deg(ansn) = d
and the coefficients of rn and
√
D of degrees d, d− 1 coincide. In particular,
0 < deg an ≤ d, and 0 ≤ deg sn < d for every n ≥ N. (2.3)
Moreover,
an =
⌊
2
√
D
sn
⌋
for every n ≥ N.
Corollary 2.6. Any quadratic irrationality is badly approximable and, in the previous
hypotheses and notations,
K
(
r +
√
D
s
)
≤ d = 1
2
degD.
Proof of Proposition 2.5. It is easy to see that αn is reduced if and only if deg sn−1 < d
and that if αn is reduced, then deg(ansn) ≤ d, which implies that if αN is reduced,
then αn is for every n ≥ N . Moreover, it can be seen that if αn is not reduced, then
deg sn < deg sn−1, so there exists N such that αN is reduced.
If αn is reduced, then deg tn−1 < deg sn, so an =
⌊
rn+δ
sn
⌋
=
⌊
2δ−tn−1
sn
⌋
=
⌊
2
√
D
sn
⌋
(where the tn and δ are defined as in Lemma 2.3).
Remark 2.7. Let α =
√
D; of course, α is not reduced but α1 =
δ +
√
D
D2 − δ is, so αn is
reduced for every n ≥ 1. In particular, deg a0 = d and deg an ≤ d for every n ≥ 1, that
is, in the notations of 1.3.1,
K(
√
D) ≤ d.
In the real case, continued fractions of real quadratic irrationalities are directly linked
with solutions of the Pell equation. Actually, the polynomial analogue of Pell’s equation
arises naturally in the study of quadratic irrationalities of L.
Lemma 2.8. Let α be a quadratic irrationality, let (pnqn )n be its convergents. For every
n, let ϕn = pn − αqn. Then we have
ϕnϕ
′
n = (−1)n+1
sn+1
s0
.
In particular, for α =
√
D we have
sn+1 = (−1)n+1
(
p2n −Dq2n
)
. (2.4)
41
Proof. By Lemma 1.1.10, ϕnϕ
′
n =
n+1∏
i=1
1
αiα′i
=
n+1∏
i=1
s2i
r2i −D
=
n+1∏
i=1
− si
si−1
= (−1)n+1 sn+1
s0
.
If α =
√
D, the Best Approximation Theorem (Lemma 1.2.24) can be written in the
following way:
Proposition 2.9. Let D ∈ SK with degD = 2d, let α =
√
D, let p, q ∈ K[T ] be two
relatively prime polynomials. Then pq is, up to the sign, a convergent of α if and only if
deg(p2 −Dq2) ≤ d− 1. (2.5)
Proof. Let n ≥ 0. As αn+1 is reduced, by Proposition 2.5 deg sn+1 < d, that is, by the
previous Lemma, deg(p2n −Dq2n) ≤ d− 1.
Conversely, let p, q be two relatively prime polynomials satisfying (2.5). Assuming
|p+ q√D| > |p− q√D|, we must have |p| = |q√D| = µd+deg q, so |p− q√D| < |q|−1. By
Lemma 1.2.24 then p/q is a convergent of
√
D.
Definition 2.10. Let D∈SK. The polynomial analogue of the Pell equation for D is
X2 −DY 2∈K∗, (2.6)
where we look for solutions X,Y ∈K[T ].
(2.6) always has the trivial solutions (x, y) = (k, 0) with k ∈K∗. A solution (x, y)
of (2.6) is said to be non-trivial if y 6= 0 (equivalently, if x is not constant). If the Pell
equation for D has non-trivial solutions, D is said to be a Pellian polynomial.
Lemma 2.11. If D is Pellian, then (2.6) has infinitely many non-trivial solutions.
More precisely, those solutions form a group where, identifying a solution (x, y) with the
quadratic irrationality x+ y
√
D, the operation is given by multiplication in K(T,
√
D).
Let (x1, y1) be a non-trivial solution with deg x1, deg y1 minimal. Then the set of
solutions to (2.6) is exactly
K∗ ×
〈
x1 + y1
√
D
〉
. (2.7)
Proof. Pell’s equation is equivalent to N(X + Y
√
D)∈K∗, that is, (x, y) is a solution of
Pell’s equation if and only if x+ y
√
D is a unit in K[T,
√
D].
Remark 2.12. By Proposition 2.9, if the Pell equation for D has solutions, they must
be, up to a multiplicative constant, continuants of α =
√
D. More precisely, D is Pellian
if and only if there exists n such that sn+1∈K∗, if and only if there exists n such that
deg an+1 = d.
By the previous Lemma then either there are infinitely many partial quotients of
degree d or the only partial quotient of degree d is a0.
In [66], Theorem 1.3, Zannier improved the previous classical results:
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Theorem 2.13 (Zannier). Let D∈SK be a polynomial of degree 2d. Then we have
K(
√
D) ≤ d/2,
unless D is of the form D(T ) = r(T )2D˜(T ) with D˜ a Pellian polynomial of degree at
least 32d.
2.1 Periodicity and quasi-periodicity
Definition 2.1.1. Let α be an irrational Laurent series. The continued fraction of α is
said to be quasi-periodic if there exist n ≥ 0,m ≥ 1 and a constant c∈K∗ such that
αn+m = c αn,
where the αn are the complete quotients of α. The smallest positive integer m for which
the previous equality holds is called the quasi-period of α.
If there exist N ≥ 0,M ≥ 1 such that
αN+M = αN ,
then the continued fraction of α is said to be periodic and the smallest integers M,N
satisfying the previous equality are called, respectively, its period and its pre-period. If
N = 0, α is said to be purely periodic.
If the continued fraction of α is periodic with αN+M = αN , then it is easy to see by
induction that αN+M+k = αN+k for every k ≥ 0. We will write
α = [a0, . . . , aN−1, aN , . . . , aN+M−1].
If the continued fraction of α is quasi-periodic with αn+m = c αn we will write
α = [a0, . . . , an−1, an, . . . , an+m−1 c] .
Lemma 2.1.2. Let α be quasi-periodic, α = [a0, . . . , an−1, an, . . . , an+m−1 c]. Then we
have
α =
[
a0, . . . , an−1, an, an+1, . . . , an+m−1, c an1/c
]
=
=
[
a0, . . . , an+m−1, c an, . . . , c(−1)
m−1an+m−1
c(−1)
m]
=
In particular, αn+2m = c
(−1)mαn+m = c1+(−1)
m
αn, so
α =
[
a0, . . . , an−1, an, . . . , an+2m−1c
1+(−1)m]
.
Lemma 2.1.3. If the continued fraction expansion of α is periodic with period M , then
it is also quasi-periodic and its quasi-period m divides M . Moreover, period and quasi-
period start at the same index.
Let us assume that the continued fraction of α is quasi-periodic; let m,n, c be as
above.
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1. If m is odd then the continued fraction expansion of α is periodic and its period is
M =
{
m if c = 1
2m otherwise
.
2. If m is even and c is a primitive j-th root of unity, then the continued fraction of
α is periodic with period M = j m.
3. If m is even and c is not a root of unity, then the continued fraction of α is not
periodic.
In particular, if K is a finite field (or an algebraic extension of a finite field), a continued
fraction is periodic if and only if it is quasi-periodic.
Proof. It follows from the previous Lemma. For instance, if m is odd, then we have
αn+2m = αn, which implies 1.
Periodic and quasi-periodic continued fractions can be studied using the matrix for-
malism of 1.1.12.
Proposition 2.1.4. Let α = [a0, a1, . . . ] be an irrational Laurent series. Then the
following are equivalent:
1. the continued fraction expansion of α is quasi-periodic;
2. there exists M ∈GL2(K[T ]), not a multiple of the identity, such that α = Mα;
3. α is a quadratic irrationality satisfying Pα2 +Qα + R = 0 with P,Q,R relatively
prime polynomials such that D = Q2 − 4PR is Pellian.
Proof. 1.⇒ 2. Let αn+m = c αn with m > 0 and c∈K∗. For every l, let Ml=M(a0,...,al−1).
Then in particular we will have α = Mn+mαn+m = Mn+m
(
c 0
0 1
)
M−1n α, where of course
Mn+m
(
c 0
0 1
)
M−1n ∈GL2(K[T ]) and is not a multiple of the identity matrix.
2. ⇒ 3. Let α = Mα with M =
(
p p′
q q′
)
∈ GL2(K[T ]) not a multiple of the
identity. Then α is a quadratic irrationality satisfying Pα2 + Qα + R = 0, where
q = Py, q′ − p = Qy, −p′ = Ry, with y = gcd(q, q′ − p, p′). Then y2D = (q′ + p)2 − 4l,
where l = detM = pq′− p′q∈K∗, which gives a non-trivial solution to the Pell equation
for D.
3.⇒ 2. We have Tr(α) = −Q/P and N(α) = R/P . Let (x, y) be a non-trivial solu-
tion of Pell’s equation forD and letM =
(
p p′
q q′
)
with p= x−Qy, q= 2Py, p′= −N(α)q,
q′= p− Tr(α)q∈K[T ]. Then detM = x2 −Q2y2 + 4PRy2 = x2 −Dy2∈K∗, M is not a
multiple of the identity and Mα =
pα−N(α)q
qα+ p− Tr(α)q = α.
44
2. ⇒ 1. Let α = Mα with M ∈ GL2(K[T ]) not a multiple of the identity matrix.
By Serret’s Theorem 1.3.31 there exist m,n∈N, c∈K∗ such that αm+n = c αn. As M
is not a multiple of the identity, m cannot be zero, so the continued fraction of α is
quasi-periodic.
Remark 2.1.5. Let D ∈SK be a squarefree polynomial. If there exists an element α of
K(T,
√
D) \K(T ) whose continued fraction is quasi-periodic, then D is Pellian, that is,
also the continued fraction of
√
D is quasi-periodic.
Conversely, let us assume that D is Pellian. Let α = A+B
√
D
C with A,B,C relatively
prime polynomials and B,C 6= 0. Then the continued fraction of α is quasi-periodic if
and only if the Pell equation for D has non-trivial solutions (x, y) such that BC
(C,A2−B2−D)
divides y.
Lemma 2.1.6. If α = Mα, then α∈K(T,√D) where D is the discriminant of M ,
D = (tr M)2 − 4 detM.
Similarly, if α = [a0, . . . , an−1, an, . . . , an+mc], then α ∈K(T,
√
D) where D is the dis-
criminant of M(an,...,an+m), that is,
D = (Cm+1(an, . . . , an+m) + Cm−1(an+1, . . . , an+m−1))2 + 4(−1)m.
Moreover, α = Mα if and only if
(
α
1
)
is an eigenvector of M .
Proof. The first statement follows from the proof of the previous Proposition and the
second one from the definition of the action of GL2(K[T ]) over L
Remark 2.1.7. If the continued fraction expansion of α is purely periodic, α=[a0, . . . , an],
then α = Mα for M = M(a0,...,an); we will say that M is the matrix canonically associated
to α.
Conversely, let α = Mα with M ∈ GL2(K[T ]) not a multiple of the identity. By
Remark 1.3.33, there exist polynomials a0, . . . , an, with deg a1, . . . ,deg an−1 > 0, such
that M = M(a0,...,an)
(
l1 0
0 l2
)
with l1l2 = detM ∈ K. Then a (possibly non regular)
continued fraction expansion for either α or α′ is [a0, . . . , anl1/l2 ].
Now, when they are quasi-periodic, the continued fractions of α and α′ are strictly
related. The following Lemma is the polynomial version of a result proved by Galois
[21] for real quadratic irrational numbers having a purely periodic continued fraction
expansion.
Lemma 2.1.8. If α is a quadratic irrationality with purely quasi-periodic continued
fraction, α = [a0, . . . , an
c], then
α′ =
[
0,−c an,−c−1an−1, . . . ,−c(−1)na0
c(−1)
n+1
]
. (2.8)
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Proof. Certainly α = M
(
c 0
0 1
)
α, whereM=M(a0,...,an), that is, α =
(
c−1 0
0 1
)
M−1α =
= M(0,−can,...,−c(−1)na0,0)c
(−1)nα, so the continued fraction expansion of either α or α′ is[
0,−c an, . . . ,−c(−1)na0, 0
c(−1)
n]
=
[
0,−c an, . . . ,−c(−1)na0
c(−1)
n+1
]
. As this is obvi-
ously different from α, it must be the continued fraction expansion of α′.
Remark 2.1.9. Let α be a quadratic irrationality with quasi-periodic continued fraction,
α = [a0, . . . , an−1, an, . . . an+mc]. Then α′ = [a0, . . . , an−1, (αn)′], so, by the previous
Lemma,
α′ =
[
a0, . . . , an−1 − c an+m,−c−1an+m−1, . . . ,−cεan,−c c−εan+mc
ε]
,
where ε = (−1)m.
Let us assume n to be minimal, that is, let c−1an−1 6= an+m.
• If n = 0 (that is, if α is purely quasi-periodic) then ord(α) < 0 and ord(α′) > 0
(in particular, ord(α− α′) = ord(α) < 0).
• If n = 1, then α′ =
[
a0 − c am+1,−c−1am, . . . ,−cεa1,−c c−εam+1c
ε]
, so ord(α′) ≤0
and ord(α− α′) = −deg am+1 < 0.
• If n = 2, then α′ =
[
a0, a1 − c am+2,−c−1am+1, . . . ,−cεa2,−c cεam+2c
ε]
. Then
ord(α) = ord(α′) and ord(α− α′) ≥ 0; more precisely, ord(α− α′) = 0 if and only
if deg(a1 − c am+2) = 0.
• If n > 2, then bαc = bα′c, so ord(α− α′) > 0.
This also implies the following Lemma:
Lemma 2.1.10. Let α be a quadratic irrationality with quasi-periodic continued fraction
α = [a0, . . . , an−1, an, . . . , an+mc], where we assume n minimal. Then:
1. ord(α− α′) > 0 if and only if n ≥ 3 or n = 2 and deg(a1 − c am+2) > 0;
2. ord(α− α′) = 0 if and only if n = 2 and deg(a1 − c am+2) = 0;
3. ord(α− α′) < 0 and ord(α′) ≤ 0 if and only if n = 1;
4. ord(α− α′) < 0 and ord(α′) > 0 if and only if n = 0.
In particular, 4. is the polynomial analogue of the classical Galois’ Theorem, that
is, assuming the continued fraction of α to be quasi-periodic, then α is reduced if and
only if its continued fraction is purely quasi-periodic.
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Lemma 2.1.11. In the notations of 1.3.1, we also have
K(α) = K(α′)
for every quadratic irrationality α with quasi-periodic continued fraction expansion and,
even more so, K(α) = K(α′).
Remark 2.1.12. Let α ∈ L be quasi-periodic, α =
[
a0, . . . , an, b1, . . . , bm
c
]
, and let us
assume that Tr(α)∈K[T ], that is, {α} = −{α′}.
Possibly doubling the quasi-period, we can assume m to be even, then by Remark
2.1.9, α′ =
[
a0, . . . , an − c bm,−c−1bm−1, . . . ,−c−1b1,−c2bmc
−1
]
. Now, {α + α′} = 0
implies that either α is purely quasi-periodic or n = 0 or n = 1 and 2a1 = c bm.
Moreover, we must have c = c−1, so c = ±1 and, again, possibly doubling the period,
we can assume c = 1. Thus, the continued fraction of α is in fact periodic.
If α is purely periodic, then
[
b2, . . . , bm, b1
]
= − [−bm, . . . ,−b1 ], that is, bi = bm−i+2
for i = 2, . . . ,m; in this case, Tr(α) = b1.
If n = 0 then
[
b1, . . . , bm
]
= − [−bm−1, . . . ,−b1,−bm ], that is, bi = bm−i for
i = 1, . . . ,m− 1; in this case, Tr(α) = 2a0 − bm.
If n = 1 then
[
a1, b1, . . . , bm
]
= − [a1 − bm,−bm−1, . . . ,−b1,−bm ], that is, bm = 2a1
and bi = bm−i for i = 1, . . . ,m− 1; in this case, Tr(α) = 2a0.
Certainly, the converse holds too, that is, α has polynomial trace if and only if its
continued fraction expansion satisfies one of the previous conditions.
In particular, Tr(α) = 0, that is, α = BC
√
D, if and only if the continued fraction of
either α or 1/α is of the form
[
a0, b1, b2, . . . , b2, b1, 2a0
]
.
Notation 2.1.13. Let a1, . . . , am−1 ∈ K[T ] and let c be a non-zero constant. The
sequence a1, . . . , am−1 is said to be skew-symmetric of skew c if am−i = c(−1)
i
ai for every
i.
In particular, if m is even, then a1, . . . , am−1 is skew-symmetric if and only if it is
symmetric.
Theorem 2.1.14. Let D ∈ SK and let α = BC
√
D, with B,C non-zero polynomi-
als such that ord (α) < 0. If the continued fraction expansion of α is quasi-periodic,
α =
[
a0, a1, . . . , am−1, 2c a0
c−1
]
, then a1, . . . , am−1 is skew-symmetric of skew c, so the
continued fraction of α is periodic and it has the form
B
C
√
D =
[
a0, a1, . . . , am−1, 2c a0, am−1, . . . , a1, 2a0
]
.
Moreover, αi = −
(
c(−1)iα′m−i+1
)−1
, ri = rm−i+1 and si = c(−1)
i
sm−i for i = 1, . . . ,m.
In particular, if α =
√
D, then sj m =
{
1 if j is even
c−1 if j is odd
.
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Sketch of proof. The first part of the Theorem follows immediately from the case n = 0
of the previous Remark, while the second part can be easily proved using (2.8), (1.30),
(1.31).
Actually, Friesen (Theorem 1.1 in [18]) showed that for any choice of a skew-symmetric
sequence of polynomials a1, . . . , am−1 there exist infinitely many polynomialsD∈SK such
that the continued fraction of
√
D has the previous form1.
As in the classical case, the periodicity of the continued fraction of
√
D is immediately
connected with the existence of non-trivial solutions of the Pell equation for D:
Proposition 2.1.15. Let
√
D = [a0, a1, . . . ] with D ∈ SK. Then, the following are
equivalent:
1. the continued fraction of
√
D is quasi-periodic;
2. the continued fraction of
√
D is periodic;
3. there exists i > 0 such that deg ai = d (equivalently, such that si∈K∗);
4. deg ai = d (equivalently, si∈K∗) for infinitely many i;
5. D is Pellian;
6. K[T,
√
D] has non-constant units;
7. the continued fraction of r+
√
D
s is quasi-periodic for every r, s∈K[T ] such that s
divides r2 −D.
In that case, if m is the quasi-period of
√
D, then
deg ai = d if and only if si∈K∗, if and only if m|i
and all the solutions to the Pell equation for D are given by
(x, y) = k(pj m−1, qj m−1), with k∈K∗, j∈N.
Proof. We have already seen in Theorem 2.1.14 that if the continued fraction of
√
D is
quasi-periodic with quasi-period m, then it is periodic and sj m∈K∗ for every j.
On the other hand, if si∈K∗ with i > 0, then αi = s−1i
√
D + s−1i ri, so αi+1 = siα1.
Then
√
D is quasi-periodic and i is a multiple of the quasi-period m.
The connection with the existence of solutions to the Pell equation for D and the
equivalence of 5., 6. and 7. follow directly from Lemma 2.11, Remark 2.12 and Proposition
2.1.4.
Lemma 2.1.16. Let α =
√
D have a quasi-periodic continued fraction expansion, let m
be its quasi-period, with am = 2c a0, and let n be its period. Then the solutions to the
Pell equation for D are given, up to multiplicative constants, by the following:
1Friesen proved this result for monic polynomials over finite fields but his method works in any case.
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1. if n = m is even, then c = 1 and p2j m−1 −Dq2j m−1 = 1 for every j∈N;
2. if n = m is odd, then c = 1 and p2j m−1 −Dq2j m−1 = (−1)j for every j∈N;
3. if n = 2m with m odd, then p2j m−1 −Dq2j m−1 =
{
1 if j is even
−c−1 if j is odd .
Proof. It follows from (2.4) and from the last formula of Proposition 2.1.15.
Remark 2.1.17. Let D∈SK and let K˜ be an extension of K. As the continued fraction
expansion does not change for extensions of the base field, the sets of the monic solutions
to the Pell equation for D in K[T ] and in K˜[T ] coincide.
When K is a finite field, the theory of polynomial quadratic continued fractions
is completely analogue to the classical one; in particular, the equivalent conditions of
Theorem 2.1.14 are always satisfied and the following analogue of Lagrange’s Theorem
holds:
Theorem 2.1.18 (polynomial analogue of Lagrange’s Theorem). Let α∈K((T−1)) with
K = Fq a finite field. Then the following statements are equivalent:
1. the continued fraction expansion of α is periodic
2. the continued fraction expansion of α is quasi-periodic
3. α is a quadratic irrationality
Proof. We have already seen in Lemma 2.1.3 that if K is a finite field, 1. is equivalent
to 2. and, by Proposition 2.1.4, 2. always implies 3. Let us prove that 3. implies 1.
If α is a quadratic irrationality, α = r+
√
D
s with degD = d, by Proposition 2.5 there
exists N such that αn is reduced for every n ≥ N . Then deg rn = d and deg sn < d for
every n ≥ N (and the coefficients of the rn of degrees d, d − 1 coincide with those of√
D). As K is finite, there are only finitely many possibilities for the rn, sn, so there exist
n ≥ N,m > 0 such that rn = rn+m and sn = sn+m, that is, such that αn = αn+m.
Corollary 2.1.19. If α = r+
√
D
s ∈Fq, with degD = 2d, then the length of the period of
α is at most q2d−1.
Proof. In the notations of the proof of the previous Theorem we have that, for n large
enough, there are at most qd−1 possible choices for the coefficients of rn and at most
qd possible choices for the coefficients of sn. Thus, the period of α has length at most
q2d−1.
Lemma 2.1.20. Theorem 2.1.18 holds also over any algebraic extension of a finite field.
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Proof. If F′ is an algebraic extension of a finite field Fq and if α is a quadratic irrationality
over F′, there exists a finite subfield F of Fq such that α is a quadratic irrationality over
F: if α = r+
√
D
s , it is enough to consider the field generated over Fq by the coefficients of
r, s,D and by a square root of the leading coefficient of D. As the continued fraction of
a Laurent series does not change when extending the base field, by Lagrange’s Theorem
the continued fraction expansion of α is periodic.
Corollary 2.1.21. Let K be an algebraic extension of a finite field. Then any polynomial
D∈SK is Pellian. Equivalently, for every D∈SK,
K(
√
D) = K(
√
D) = d.
In particular, for every non-zero polynomial P there exist infinitely many multiples
j m of the quasi-period m of
√
D such that P divides qj m−1.
Proof. The first statement follows immediately from Theorem 2.1.18, Proposition 2.1.15
and Remark 2.7.
Let P 6= 0∈K[T ]. Then P 2D is a Pellian polynomial, so there exist infinitely many
pairs (x, y) such that x2− y2P 2D∈K∗. Then, the pairs (x, Py) are solutions to the Pell
equation for D of the desired form, which, by the last statement of Proposition 2.1.15,
implies the second claim.
Remark 2.1.22. In the notations of Theorem 2.1.18, it is always true that 1. implies 2.
and 2. implies 3. However, if K is not an algebraic extension of a finite field, there may
exist quadratic irrationalities whose continued fraction is not quasi-periodic and there
may exist quasi-periodic continued fractions that are not periodic.
Indeed, as soon as there exists c∈K∗ which is not a root of unity, by Lemma 2.1.3
any quasi-periodic continued fraction of the form α = [a1, . . . , am
c] with m even will not
be periodic.
We will see in Corollary 2.2.19 an algebro-geometric condition for Pellianity, based
on the reduction theory of abelian varieties; this will imply that there exist non-Pellian
polynomials D ∈ SC (or SQ), so the continued fraction of
√
D will not even be quasi-
periodic (for example, D = T 4 + T + 1 is non-Pellian, see Example 2.2.20).
If degD = 2 then the continued fraction of
√
D is always periodic, of the form√
D =
[
a0, 2c a0, 2a0
]
, D is always Pellian and K(
√
D) = 1.
If degD = 4 then either D is Pellian (and the continued fraction of
√
D is periodic)
or all the partial quotients of
√
D, apart from a0, are linear, that is, K(
√
D) = 1.
It is possible to prove that if degD = 6, then either D is Pellian or only finitely
many of the partial quotients of
√
D can have degree 2, that is, either K(
√
D) = 3 or
K(
√
D) = 1.
If degD ≥ 8 different cases can occur; for example, D can be Pellian or D could be
of the form D = F (T 2) with degF = 4 and in this case, by Lemma 1.3.16, either D is
Pellian or all the partial quotients of
√
D apart from the first one have degree 2. If D is
non-Pellian,
√
D can have at most finitely many partial quotients of degree 3 but in [33]
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we show that there exist non-Pellian polynomials D ∈ C[T ] of degree 8 with infinitely
many partial quotients of degree 1 and infinitely many partial quotients of degree 2.
A generic polynomial D ∈SC will not be Pellian and the continued fraction of
√
D
will not be periodic. However, Zannier ([66], Theorem 1.1) proved that for every poly-
nomial D∈SC, at least the sequence of the degrees of the partial quotients of
√
D(T ) is
eventually periodic.
2.2 Algebro-geometric approach
As it was already known to Abel and Chebychev, the continued fraction expansion of
quadratic irrationalities of the form A+B
√
D
C , where D is a squarefree polynomial of even
degree, is linked to algebro-geometric properties of the hyperelliptic curve H of affine
model U2 = D(T ). In particular, D is Pellian if and only if [(∞−)− (∞+)] is a torsion
point on the Jacobian of H, where ∞± are the points at infinity on H.
Afterwards,this subject has been greatly developed, among others, by Adams and
Razar [2], Berry [7], [8], Platonov [46], Van der Poorten and Tran [50], [51], Zannier [65],
[66].
Before showing this connection, we will recall some basic results on algebraic curves;
more details and proofs can be found in most books introducing algebraic geometry,
such as [31], [56] or [60].
2.2.1 Reminder of basic results on curves
Let K be an algebraically closed field and let C be a curve defined over K. We will
denote by K[C] the ring of coordinates of C and by K(C) its function field. For any
subfield K1 of K we will denote by C(K1) the set of points of C defined over K1; we will
also write C(K) = C.
Let P be a point of C; we will denote by OP the local ring of C at P , that is, the ring
of rational functions regular at P :
OP = {f/g∈K(C), g(P ) 6= 0} .
OP is a local ring with maximal ideal MP = {f/g∈OP , f(P ) = 0}. P is said to be
smooth if dimKMP /M
2
P = 1 and C is said to be a smooth curve if all its points are
smooth.
If P is a smooth point of C, then OP is a discrete valuation ring and MP is principal;
a generator t of MP is called a uniformizer for C at P . The natural valuation of OP is
denoted by ordP : ordP (f) = n if and only if f = t
ng with g∈OP \MP . Of course, this
valuation can be extended to K(C) and P is said to be a zero (respectively, a pole) of
a rational function f if ordP (f) > 0 (respectively, ordP (f) < 0). Any non-zero rational
function f has finitely many zeros and finitely many poles and the numbers of its zeros
and poles (counted with multiplicity) coincide; this number is called the degree of f and
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it is denoted by deg f . From now on, if f ∈K[T ], we will denote by degT f its degree as
a polynomial.
The local rings OP form a subsheaf O of the constant sheaf K(C).
From now on we will assume, unless stated otherwise, that C is a smooth curve.
We will denote by Div(C) the group of divisors of C, that is, the free abelian group
generated by the points of C. Let A = ∑P∈C aP (P ) ∈ Div(C). Then A is said to be
positive, or effective (A ≥ 0), if aP ≥ 0 for every P and A is said to be prime to a point
Q if aQ = 0. The degree of A is defined as degA =
∑
P aP ; in particular, the divisors of
degree 0 form a subgroup of Div(C), which will be denoted by Div0(C).
Let f be a non-zero rational function. Its divisor is defined as
div(f) =
∑
P∈C
ordP (f)(P )
and such a divisor is said to be principal. Principal divisors form a subgroup of Div(C),
that will be denoted by P(C). The quotient group
Pic(C) = Div(C)/P(C),
is called the Picard group, or divisor class group, of C; we will denote by [A] the class in
Pic(C) of a divisor A. Two divisors A1, A2 are said to be linearly equivalent if [A1] = [A2],
that is, if there exists a rational function f such that A1 = A2 + div(f); in this case we
will write A1 ∼ A2.
Given a point P ∈ C and a divisor A, let L(A)P be the set of rational functions f
such that ordP (f)+ordP (A) ≥ 0; the L(A)P form a subsheaf L(A) of the constant sheaf
K(C). Let L(A) = H0(C, L(A)), that is,
L(A) = {f ∈K(C)∗, div(f) +A ≥ 0} ∪ {0}.
It can be seen that L(A) is a finite-dimensional K-vector space, let `(A) = dimK L(A).
Let I(A) = H1(C, L(A)); I(A) is still a finite-dimensional K-vector space, let i(A)
be its dimension.
Theorem 2.2.1 (Riemann-Roch). Let C be a smooth curve. Then there exists an integer
g, called the genus of C, such that for every divisor A∈Div(C)
`(A)− i(A) = deg(A)− g + 1. (2.9)
Corollary 2.2.2. Let P∞ be a point of C. Then for every divisor A of degree 0 there
exists a divisor B of degree g such that
A ∼ B − g(P∞). (2.10)
Moreover, there exists n≤g such that there exists a unique B≥0 with A ∼ B−n(P∞).
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As deg(div(f)) = 0 for every rational function f , the group of principal divisors P(C)
is actually a subgroup of Div0(C), so we can consider Pic0(C) = Div0(C)/P(C). Pic0(C)
can be given a structure of abelian variety over K, that is, a structure of projective variety
over K such that the multiplication and the inverse maps are morphisms of varieties. As
an abelian variety, Pic0(C) has dimension g; it is called the Jacobian variety of C and
denoted by J .
Notation 2.2.3. For every fixed point P∞ we can consider the map from the curve C
into its Jacobian J given by
jP∞(P ) = [(P )− (P∞)];
this map is an embedding as soon as g ≥ 1.
For i ≥ 1, let
WP∞i = {jP∞(P1) + · · ·+ jP∞(Pi), P1, · · · , Pi∈C},
that is, WP∞i = {[(P1) + · · ·+ (Pi)− i(P∞)], P1, . . . , Pi∈C}. Now,
C ' WP∞1 ⊂WP∞2 ⊂· · ·⊂WP∞g = J
for any choice of the point P∞. TheWP∞i are closed subvarieties of J (even if in general
they are not algebraic groups) and
dimWP∞i = i for i = 1, . . . , g.
2.2.2 Quadratic continued fractions and hyperelliptic curves
Let K be a field of characteristic different from 2. Let D∈K[T ] be a polynomial of
even degree degT D = 2d ≥ 4 whose leading coefficient is a square in K and which is not
a square in K[T ], that is, in the previous notations, let D∈SK.
Assuming additionally that D is squarefree, we can consider the hyperelliptic curve
HD of affine model
HD : U2 = D(T )
(the projective closure of this affine curve could be singular, we will always consider a
desingularization). It can be seen that HD has genus
g = d− 1.
Its function field is
K(HD) = K(T,U) =
{
a(T ) + b(T )
√
D(T )
c(T )
, a, b, c∈K[T ], c 6= 0
}
.
HD has two points at infinity, defined over K. We will denote them by ∞+, ∞−,
choosing their signs so that
ord∞+
(√
D −
⌊√
D
⌋)
> 0 and ord∞−
(√
D −
⌊√
D
⌋)
< 0.
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Embedding HD in its Jacobian JD through the map j : P 7→ [(P ) − (∞+)], by
Corollary 2.2.2 any point of JD can be written as the sum of at most d − 1 points in
j(HD). We will see that the convergents of
√
D and the degrees of its partial quotients
can be recovered from the writing of the multiples of δ = [(∞−) − (∞+)] ∈ JD as
minimal sums of points in the image of HD. In particular, the continued fraction of
√
D
is periodic if and only if δ is a torsion point of JD.
Notation 2.2.4. K(HD) is a quadratic extension of K(T ); we will denote its non-trivial
involution by f 7→ f ′: if f = a+b
√
D
c , then f
′ = a−b
√
D
c . If P = (t, u) is an affine point of
HD we will denote by P ′ = (t,−u) its conjugate point (where ∞′± =∞∓).
Lemma 2.2.5. Let f = a+b
√
D
c be a rational function on HD, with a, b, c relatively prime
polynomials. If b = 0, that is, if f = ac ∈K(T ), then
deg
a
c
= 2 |degT a− degT c|.
On the other hand, if b 6= 0, then
deg f ≥ d+ degT b.
Proof. The first statement is obvious.
Let then b 6= 0. It follows from the fact that a, b, c are relatively prime that the
zeros of c give rise to at least degT c poles of f (counted with multiplicity). Now, if
degT c ≥ d + degT b we immediately have deg f ≥ degT c ≥ d + degT b. On the other
hand, assuming that degT c < d+ degT b, at least one between ∞+,∞− is a pole of f of
multiplicity at least degT b+ d− degT c, giving again that deg f ≥ d+ degT b.
Notation 2.2.6. We will denote by δ the degree-zero divisor
δ = (∞−)− (∞+).
We will still denote by δ its class in the Jacobian: δ = [δ]∈JD.
Remark 2.2.7. We can think of a rational function α =
a+ b
√
D
c
∈ K(HD) as a for-
mal Laurent series in K(T,
√
D) ⊂ K((T−1)); let α =
m∑
i=−∞
cnT
n be its expansion, with
m = − ord(α). By our choice of the signs of ∞± we have
ord∞+(α) = ord(α) and ord∞−(α) = ord(α
′).
Remark 2.2.8. Let α ∈K(HD) \ K(T ) and let [a0, a1, . . . ] be its continued fraction ex-
pansion; let pnqn be its convergents and let us denote by ln the degree of an. Let
ϕn = pn − qnα.
Then, by (1.19),
div(ϕn) = A+ r(∞+) + s(∞−), with r = degT qn+1, s = −degT pn
and where A is an affine divisor of degree degA = degT pn − degT qn+1 = l0 − ln+1.
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Lemma 2.2.9. For every n there exist P1, . . . , Pd−ln+1, affine points of HD, such that
(degT pn)δ ∼ (P1) + · · ·+ (Pd−ln+1)− (d− ln+1)(∞+).
More generally, for every m we have
mδ ∼ (Ps+1) + · · ·+ (Pk) + s(∞−)− (d− ln+1 + s)(∞+), (2.11)
where k = d− ln+1 + s, s = m− degT pn and where n is the only integer such that
degT pn ≤ m < degT pn+1.
Proof. In the notations of the previous Remark, let α =
√
D. Then α has no affine
poles, so A is effective. Moreover, degA = d− ln+1 ≤ g and
div(pn − qn
√
D) = A+ (degT qn+1)(∞+)− (degT pn)(∞−). (2.12)
On the other hand, degA = degT (ϕnϕ
′
n), so we obtain again that
deg(p2n −Dq2n) = d− ln+1.
Thus, there exist d− ln+1 affine points of HD, P1, . . . , Pd−ln+1 , such that
(degT pn)δ ∼ (P1) + · · ·+ (Pd−ln+1)− (d− ln+1)(∞+).
Now, let mδ ∼ (P1) + · · ·+ (Pk)− k(∞+) with k minimal. By (2.10), we have k ≤ g
and in particular Pi 6= ∞+ for every i and Pi 6= P ′j for every i 6= j. Let us assume
P1, . . . , Ps = ∞− and Ps+1 = · · · = Pk 6= ∞− . Then there exists f ∈K(HD) such that
div(f) = (Ps+1) + · · ·+ (Pk) + (m− k)(∞+)− (m− s)(∞−). As f has no affine poles, it
must be of the form f = a+b
√
D, with a, b polynomials. Actually, as the Pi are pairwise
non-conjugated, a, b must be relatively prime. Now, k − s = degT (a2 −Db2) < d, so by
(2.5) a/b is, up to the sign, a convergent of
√
D, that is (up to a multiplicative constant)
either f = ϕn or f = ϕ
′
n. By minimality of k, certainly m ≥ k, so f = ϕn and we get
2.11.
Lemma 2.2.10. As before, let P = (t, u) be an affine zero of ϕn. Then
[K(P ) : K] ≤ 2(d− 1).
Proof. As t is a root of p2n−Dq2n, we have [K(t) : K] ≤ d−1, so [K(P ) : K] ≤ 2(d−1).
Lemma 2.2.11. Let us consider the embedding j = j∞+ of HD in its Jacobian JD,
j(P ) = [(P )− (∞+)]∈JD.
For i = 1, . . . , g, let Wi =W∞+i . Then for every m.
mδ∈Wd−ln+1+s \Wd−ln+1+s−1, where degT pn ≤ m < degT pn+1 and s = m− degT pn.
55
Proof. It follows from Lemma 2.2.9
Example 2.2.12. Let D = T 8 − 8T 7 + 18T 6 − 4T 5 − 13T 4 − 4T 3 + 18T 2 − 8T + 1; it
can be seen that D is a squarefree, non-Pellian polynomial. In the previous notations,
the minimal representations of the first multiples of δ as sums of points in j(HD) are:
δ = [(∞−)− (∞+)]∈W1
2δ = [2(∞−)− 2(∞+)]∈W2
3δ = [3(∞−)− 3(∞+)]∈W3
4δ = [(0, 1) + (1, 1)− 2(∞+)]∈W2 (as p20 −Dq20 = −12T 2 + 12T )
5δ = [(0, 1) + (1, 1) + (∞−)− 3(∞+)]∈W3
6δ = [(A1) + (A2)− 2(∞+)]∈W2, with Ai = (ti, ui), where the ti are roots of
p21 −Dq21 = 13T 2 − T + 13
7δ = [(A1) + (A2) + (∞−)− 3(∞+)]∈W3
8δ = [(B1) + (B2) + (B3) − 3(∞+)]∈W3, with Bi = (t′i, u′i), where the t′i are roots of
p22 −Dq22 = 72T 3 − 108T 2 − 180T + 72
9δ = [(C1) + (C2) + (C3)− 3(∞+)]∈W3, with Ci = (t′′i , u′′i ) and t′′i ∈
{
1, 9±
√
65
4
}
· · ·
Theorem 2.2.13 (Abel, 1826). Let D ∈K[T ] be a squarefree polynomial of degree 2d
whose leading coefficient is a square in K. Then the following statements are equivalent:
1. the continued fraction expansion of
√
D is periodic;
2.
√
D has infinitely many partial quotients of degree d;
3. the continued fraction of r+
√
D
s is quasi-periodic for every r, s∈K[T ] such that s
divides r2 −D;
4. D is Pellian, that is, there exist p, q∈K[T ] with q 6= 0 such that p2 −Dq2∈K∗;
5. K[T,
√
D] has non-constant units;
6. δ = [(∞−)− (∞+)] is a torsion point of the Jacobian JD of H : U2 = D(T ).
In this case, if
√
D =
[
a0, a1, . . . , aN
k
]
with N minimal quasi-period, δ has torsion order
degT qN and (pN−1, qN−1) is the minimal non-trivial solution to the Pell equation for D.
Proof. We have already seen in Proposition 2.1.15 the equivalence of 1. 2. 3. 4. and 5.
Let us then prove that 6. is equivalent to 2.
δ is a torsion point of JD if and only if there exists m 6= 0 such that mδ = 0∈JD
and, by (2.11), this is equivalent to the existence of (infinitely many) partial quotients
of degree d.
Moreover, by (2.11), mδ ∼ 0 if and only if deg an+1 = d, if and only if (pn, qn) is a
solution to the Pell equation for D and in this case, m = degT pn = degT qn+1.
Let us prove again that δ is a torsion point if and only if K[T,
√
D] has non-trivial
units.
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mδ = 0∈JD with m 6= 0 if and only if there exists a rational function f ∈K(T,
√
D)
such that div(f) = mδ. In this case of course div(f ′) = −mδ and f must be of the form
f = a+ b
√
D with a, b∈K[T ] and b 6= 0, so f ∈K[T,√D]. Then, as div(ff ′) = 0, f must
be a unit of K[T,
√
D].
Conversely, if f = a+ b
√
D is a unit of K[T,
√
D], then f, f ′ have no affine poles and
div(ff ′) = 0, so we must have div(f) = mδ for some m 6= 0, that is, δ will be a torsion
point of JD.
Remark 2.2.14. If D is non-squarefree, the affine curve HD : U2 = D(T ) is no longer
smooth; in particular, it is not the affine part of an hyperelliptic curve. Thus, in this
case, we will have to slightly modify the previous methods in order to obtain similar
results.
Let D = b2D˜ with b ∈ K[T ] non constant and with D˜ a squarefree polynomial
of degree degT D˜ = 2d˜. Then p/q is a convergent of
√
D (with p, q relatively prime
polynomials) if and only if, as formal Laurent series, ord(p− q√D) > degT q, if and only
if ord∞+
(
p− qb
√
D˜
)
> −ord∞+ q as rational functions in K(HD˜), if and only if
div
(
p− qb
√
D˜
)
= (P1) + · · ·+ (Pd−ln+1) + (degT q + ln+1)(∞+)− degT p(∞−),
with ln+1 > 0.
Equivalently, (degT p)δ = (P1)+ · · ·+(Pd−ln+1)− (d− ln+1)(∞+)−div
(
p− qb
√
D˜
)
,
where δ = (∞−)− (∞+)∈Div(HD˜).
On the other hand, let mδ = (P1) + · · ·+ (Pk)− k(∞+)− div(ϕ), with ϕ∈K(HD˜) of
the form ϕ = p− qb
√
D˜ and with k ≤ m minimal. As before, ∞− is the only pole of ϕ,
so we must have degT p = degT q+degT b+ d˜ = − ord∞− ϕ ≤ m, while ord∞+ ϕ ≥ m−k.
If k < degT b+ d˜ then ord∞+ ϕ > degT q, so p/q is a convergent of b
√
D˜.
Then, as in Lemma 2.2.9, the convergents of
√
D = b
√
D˜ are related to the ways
of writing the multiples of δ as sums of at most d = degT b + d˜ divisors of the form
(Pi) − (∞+), with Pi an affine point of HD˜, plus the divisor of a function of the form
p + qb
√
D˜. As we will see in section 5.4, this corresponds to substituting the usual
Jacobian J
D˜
of H
D˜
with a generalized Jacobian.
2.2.2.1 Reduction of abelian varieties and Pellianity
A condition to determine if a polynomial D defined over a number field is Pellian
or not follows from the theory of reduction of abelian varieties, developed by Serre and
Tate, [57]. Here, we will just recall the main results and show their connection with
pellianity; proofs, comments and details can be found for instance in [25], part C, while
this application of the reduction theory to continued fractions appears also in [64] (page
5).
Lemma 2.2.15. Let A be an abelian variety defined over a number field K. Then, The
multiplication by m map [m] : A(Q)→ A(Q) is surjective and its kernel Am is finite.
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Remark 2.2.16. Assuming that all the m-torsion points are defined over K, that is,
Am ⊂ A(K), and that the group µm of the m-th roots of unity is contained in K the
following holds:
Theorem 2.2.17. Let A be an abelian variety defined over a number field K. Let ν be
a non-Archimedean valuation of K, let K˜ be the residue field of ν and let p = char K˜ be
the residue characteristic of ν. Assuming that A has good reduction modulo ν, let A˜ be
its reduction. Then for every m ≥ 1 such that p does not divide m the reduction map
Am(K)→ A˜(K˜) is injective. Actually, it induces an isomorphism
Am(K) ' A˜m(K˜).
Lemma 2.2.18. As before, let A be an abelian variety over K and let P be a point
of A. If there exist valuations ν1, ν2 of good reduction for A and of different, positive,
characteristics p1, p2 such that the reductions of P modulo νi have orders mi and, for
every k1, k2∈N,
m1p
k1
1 6= m2pk22 ,
then P cannot be a torsion point of A.
On the other hand, if there exist integers k1, k2 such that m1p
k1
1 = m2p
k2
2 , they are
unique, so if P is a torsion point of A, its order must be their common value.
Proof. Let ν be a valuation of good reduction for A and of residue characteristic p > 0
and, for every point P of A, let us denote by P˜ its image in the reduced variety A˜.
By the previous Theorem, if P is a torsion point of A of order n, then P˜ is a torsion
point of A˜ of order m, with n = mpk for some k ∈N. It is then enough to apply this
result at the same time to the two valuations ν1, ν2.
In particular, we can apply the previous results to A = JD the Jacobian of an
hyperelliptic curve HD and to P = δ = [(∞−) − (∞+)]. In this case, JD has good
reduction modulo a valuation ν if and only if the residue characteristic of ν is different
from 2, D can be reduced modulo ν and its reduction is still a squarefree polynomial
of degree 2d. The previous Lemma and Theorem 2.2.13 then lead to the following
characterization of Pellian polynomials:
Corollary 2.2.19. Let D∈K[T ] be a squarefree polynomial of even degree 2d and whose
leading coefficient is a square in K; let HD be the hyperelliptic curve U2 = D(T ), let JD
be its Jacobian and let δ = [(∞−) − (∞+)]∈JD. If there exist two valuations ν1, ν2 of
K, of good reduction for JD and of different, positive, characteristics p1, p2 6= 2, such
that, denoting by mi the order of δ˜νi in J˜νi,
m1p
k1
1 6= m2pk22 for every k1, k2,
then D is non-Pellian and the continued fraction of
√
D is non-periodic.
On the other hand, if m1p
k1
1 = m2p
k2
2 = m, then the length of the quasi-period of
√
D
is at most m− g, so, computing finitely many of its partial quotients, it can be checked
effectively whether D is Pellian or not.
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Example 2.2.20. Let D = T 4 + T + 1 ∈Q[T ]. Then D can be reduced modulo any
prime and has always squarefree reduction. Let m3,m5 be, respectively, the orders of
the reductions of δ modulo 3, 5 in J˜3, J˜5. It can be seen that m3 = 7 and m5 = 9, so D
is non-Pellian.
However, for some choice of the primes p1, p2, the orders of the reductions of δ could
be compatible, for example we have m17 = m19 = 25.
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Chapter 3
Zaremba’s and McMullen’s
conjectures in the real case
In the following Chapters we will study the polynomial analogues of Zaremba’s and
McMullen’s Conjectures on continued fractions with bounded partial quotients.
Here, we will briefly review the original statements, for the real case, and some of
the known results, focusing on the works of Bourgain and Kontorovich. Discussions of
these and related results can be found in [11], [29], [28].
Notation 3.1. We will write f(x)  g(x) for x → ∞ if there exists a constant c > 0
such that |f(x)| ≤ c |g(x)| for every sufficiently large x. If f  g  f , we will write
f  g.
3.1 Zaremba’s Conjecture
Notation 3.1.1. As in ??, we will set [a0, a1, a2, . . . ] = a0 +
1
a1 +
1
a2 +
1
. . .
∈ R, where
a0, a1, a2, . . . is a (finite or infinite) sequence of integers, with ai > 0 for i ≥ 1.
Contrary to the polynomial case, rational numbers have two different regular con-
tinued fraction expansions: indeed, [a0, . . . , an] = [a0, . . . , an − 1, 1] with a0, . . . , an∈N,
a1, . . . , an−1 ≥ 1 and an > 1; in this section, we will always consider the second kind of
expansion, having 1 as the last partial quotient.
For α = [a0, . . . , ak, 1] ∈ Q, similarly to the notations introduced in 1.3.1 in the
polynomial case, we will set
K(α) = max{a1, . . . , ak, 1}.
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More generally, if α = [a0, a1, . . . ]∈R, we define
K(α) = sup
n≥1
an∈N ∪ {∞}.
For every positive integer z we can consider the sets
Rz = {b/d∈Q, K(b/d) ≤ z} , Dz = {d∈N, ∃ b such that (b, d) = 1 and b/d∈Rz} .
For example, D1 is the set of Fibonacci numbers and R1 is the set of quotients of
two consecutive Fibonacci numbers.
The study of numerical integration by the quasi-Monte Carlo method and of pseudo-
random numbers led Zaremba to express in [68] a conjecture about the existence of
rational numbers having only “small” partial quotients in their continued fraction ex-
pansions.
Let f : Rs → R be a (sufficiently regular) function, with s > 1. The quasi-Monte
Carlo method of numerical integration consists in the approximation of the integral∫
[0,1]s
f(t)dt with a finite sum of the form
1
d
d∑
i=1
f(ti), where T = (ti)di=1 is a suitable
sequence of points in [0, 1]s. If the total variation V (f)= max
α⊂{1,...,s}
‖∂(α)f‖L1([0,1]s) of f is
finite, then, by Koksma - Hlawka inequality,∣∣∣∣∣
∫
[0,1]s
f(t)dt− 1
d
d∑
i=1
f(ti)
∣∣∣∣∣ ≤ c V (f)D(T ),
where c is an absolute constant and D(T ) = sup
I⊂[0,1]s
I box
∣∣|I| − 1d(#{i ≤ d, ti∈I})∣∣ is the dis-
crepancy of the sequence T .
Zaremba was thus interested in the explicit construction of sequences of points that
have the smallest possible discrepancy. In the case s = 2, this problem is directly linked
with continued fraction expansions. Indeed, Zaremba had already proved in [67], Propo-
sition 4.3, that if T = {ti = ( id ,{ bid }) , 1 ≤ i ≤ d}, where {·} denotes the fractional part
of a real number, with b, d relatively prime positive integers such that b/d∈Rz, then
D(T ) <
(
4z
log(z + 1)
+
4z + 1
log d
)
log d
d
.
W. Schmidt proved that for every sequence T ⊂ [0, 1]2 of d points the discrepancy is
at least D(T ) > c log dd , where c is an absolute constant. Thus, Zaremba’s model realizes
the optimal discrepancy, on condition that we have a control over z, that is, if there
exists a constant z such that for every d there exists b with b/d∈Rz.
Relying on numerical evidence, in [68] (page 76) Zaremba conjectured that this is
the case for z ≥ 5:
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Conjecture 3.1.2 (Zaremba). For any positive integer d there exists b ∈N, relatively
prime to d, such that K(b/d) ≤ 5, that is,
D5 = N.
More generally, we can consider the following Conjecture:
Conjecture 3.1.3. There exists z∈N such that Dz = N.
Zaremba could only prove that for every positive integer d there exists b, relatively
prime to d, such that
K (b/d) ≤ c log d, (3.1)
where c is an absolute constant.
It has been shown that [1, 106]⊂D5 and that [1, 106] \ D4 = {54, 150}. Moreover,
Niederreiter [40] (Theorems 1 and 2) proved that D3 contains all the powers of 2 and 3
and that all the powers of 5 are in D4; actually, he gave an explicit method, based on
the folding algorithm1 to construct the corresponding elements of R3 or R4. This led
him to conjecture that D3 contains every large enough integer.
Relying on a larger numerical evidence, Hensley conjectured that the same result
should hold for D2:
Conjecture 3.1.4 (Hensley, [24]). D2 = N \ F2, where F2 is a finite set.
Actually, Hensley conjectured something much more general.
For a fixed finite alphabet A⊂N, we can consider the limit set
CA =
{
[0, a1, a2, . . . ], ai∈A ∀i
}
.
The elements of CA are said to be uniformly badly approximable or absolutely Diophantine
of height z = maxA. If A = {1, . . . , z}, similarly to the previous notation we will write
CA = Cz. For example, C{1} =
{
1+
√
5
2
}
, while CA is an infinite set as soon as #A ≥ 2.
Actually, in this case CA is an uncountable set of Lebesgue measure 0 and, more precisely,
it is a Cantor-like set. Let δA be its Hausdorff dimension; certainly δA → 1 when A
tends to the whole N. Hensley (Theorem 1 in [23]) proved that for A = {1, . . . , z} we
have
δz = 1− 6
pi2z
+ o(1/z) for z →∞;
in particular for every δ < 1 there exists a finite alphabet A such that δA > δ.
Similarly to the previous notations, let RA be the set of the convergents of elements
in CA and let DA be the set of the denominators of elements in RA.
Let RA(N) = {b/d∈RA, 1 ≤ b < d < N}. Hensely showed that
#RA(N)  N2δA for N →∞, (3.2)
1The same method, the polynomial analogue of the folding algorithm, (1.25), will allow us to prove
the polynomial analogue of Zaremba’s Conjecture for powers of linear polynomials, see Lemma 4.1.14.
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where the implied constant can depend on A.
In particular, if δA < 12 then N\DA is an infinite set. Indeed, letDA(N) = DA∩[1, N ].
Then we have #DA(N)≤ #RA(N) N2δA . So in order to have #DA(N) = N +O(1),
a necessary condition is δA ≥ 12 .
For example, as δ{1,3} < 12 , for every N ∈N there exists d ≥ N not in D{1,3}, that is,
such that b/d /∈ R{1,3} for every integer b relatively prime to d, that is, in the continued
fraction expansion of b/d there are always partial quotients different from 1 and 3.
On the other hand, #DA(N) ≥ 1N #RA(N)  N2δA−1, that is, #DA(N) grows
at least as a power of N as soon as δA > 12 . This led Hensley to conjecture that the
previous necessary condition is also sufficient, that is:
Conjecture 3.1.5 (Hensley, Conjecture 3 in [24]). For any finite alphabet A, DA=N\FA,
where FA is a finite set, if and only if δA > 12 .
As δ{1,2} > 12 (as it is shown, for example, by Jenkinson and Pollicott), this would
imply Conjecture 3.1.4 and, as a consequence, Conjecture 3.1.3.
However, Bourgain and Kontorovich proved that Hensley’s general Conjecture does
not hold: for A = {2, 4, 6, 8, 10} we have δA ∼ 0, 517 but arbitrarily large numbers do
not belong to DA; indeed, they showed that if d∈DA then d 6≡ 3 (mod 4). They thus
proposed an alternative version of this conjecture, Conjecture 3.3.2, taking into account
such congruence obstructions.
3.2 McMullen’s Conjecture
It can be proved that any real quadratic field Q(
√
d) contains infinitely many different
purely periodic continued fractions with uniformly bounded partial quotients:
Theorem 3.2.1. For any real quadratic field Q(
√
d) there exists a constant md ∈ N,
depending only on d, such that Q(
√
d) contains infinitely many purely periodic continued
fractions which are absolutely Diophantine of height md, that is,
{α∈Q(
√
d)| α purely periodic} ∩ Cmd is an infinite set.
In particular McMullen (Theorem 1.1 in [34]) proved this result using the connection
between geodesics of the modular surface and continued fractions; we will discuss such
connection and a proof of this Theorem in Appendix A.
The previous Theorem can also be proved with algebraic methods, giving an explicit
infinite sequence of absolutely Diophantine purely periodic continued fractions contained
in a given real quadratic field. For example, in the same paper McMullen noticed that
αn =
[
(1, s)n, 1, s+ 1, s− 1, (1, s)n, 1, s+ 1, s+ 3 ]∈Cs+3 (where (1, s)n means that the
sequence 1, s is repeated n times) is in Q
(√
s2 + 4s
)
for every n, which gives a proof
of Theorem 3.2.1 choosing s = 2x − 2, where (x, y) is a non-trivial solution of the Pell
equation for d, that is, x2 − dy2 = 1. Indeed, in this case for every n we will have
αn∈Q
(√
4x2 − 4 ) = Q(√dy2 ) = Q(√d ).
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Other constructions of special sequences of uniformly absolutely Diophantine purely
periodic continued fractions with similar patterns of partial quotients and that lie in
some prescribed real quadratic field are also given in [37] (The´ore`me 1.2)2, [62], [63].
This led McMullen to ask ([34], page 22) if the constants md could be replaced by
2 for every d. More generally, we can ask if the md can be replaced by some absolute
constant m:
Conjecture 3.2.2 (McMullen). There exists m∈N such that
{α∈Q(
√
d)| α purely periodic} ∩ Cm is infinite for any positive squarefree integer d.
However, even the much weaker question of whether or not there exists a constant
m such that every real quadratic field contains at least an irrational number absolutely
Diophantine of height m seems to be still open.
In [37], The´ore`me 8.2, Mercat proved that this Conjecture is weaker then Zaremba’s
Conjecture3:
Theorem 3.2.3 (Mercat). If Zaremba’s Conjecture 3.1.3 holds for some constant z,
then McMullen’s Conjecture 3.2.2 holds for height m = z + 1.
Going further, in [35] McMullen proposed an even stronger Conjecture:
Conjecture 3.2.4 (Arithmetic Chaos Conjecture). There exists m ∈ N such that for
every real quadratic field Q(
√
d), the cardinality of the set
Cl =
{
[a0, . . . , al ]∈Q(
√
d) ∩ Cm
}
grows exponentially as l→∞.
Even in this case, McMullen originally formulated the Conjecture with m = 2.
Nevertheless, there are even no known examples of quadratic fields Q(
√
d) such that
the cardinality of {[a0, . . . , al ]∈Q(
√
d) ∩ Cmd} grows exponentially with respect to l for
some constant md depending on d.
3.3 The work of Bourgain and Kontorovich
Bourgain and Kontorovich reformulated both Zaremba’s and McMullen’s Conjectures
in terms of thin orbits and showed that the two of them would follow from a much more
general Local-Global Conjecture. These methods also allowed them to prove a density-
one version of Zaremba’s Conjecture.
2We will see a polynomial analogue of some of these results in Chapter 5.
3We will see the polynomial analogue of this result in Theorem 5.1.1.
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As in Lemma1.3.32 for the polynomial case, the map [a0, . . . , an] 7→ M(a0,...,an),
where M(a0,...,an) =
(
a0 1
1 0
)
. . .
(
an 1
1 0
)
, gives a canonical correspondence between fi-
nite continued fractions and matrices
(
a b
c d
)
∈ GL2(Z) such that a > b > d ≥ 0
and a > c > d ≥ 0. In particular, we still have that if [a0, . . . , an] = pq , then
M(a0,...,an) =
(
p ∗
q ∗
)
. Moreover, if α is a real quadratic irrationality, then the continued
fraction of α is always eventually periodic and if α = [a0, . . . , an−1, an, . . . , am ], then
α∈Q(√d) where d = (tr M(an,...,am))2 + 4(−1)m−n is the discriminant of M(an,...,am).
For a fixed finite subset A of N, let GA be the semi-group generated by the matrices(
a 1
1 0
)
with a∈A. Then, denoting by {e1, e2} the canonical basis of Z2, we will have that
RA is in bijection with the orbit of e1 under the action of GA, while DA = 〈e2,GA · e1〉.
Let Fz : GL2(Z)→ Z be the linear map Fz(M)= 〈e2,M ·e1〉, that is, Fz :
(
a b
c d
)
7→ c.
Then Fz(GA) = DA and Zaremba’s Conjecture 3.1.3 is equivalent to the existence of a
finite alphabet A such that
Fz(GA) = N.
Analogously, McMullen’s Conjecture is linked to the linear map Fm(M) = trM : if
there existsA such that Fm(GA) = N, then any real quadratic field contains an absolutely
Diophantine element of height m = maxA.
Actually, it is more convenient to work in SL2(Z) then in GL2(Z), so Bourgain
and Kontorovich considered the sub-semigroups ΓA = GA ∩ SL2(Z), that is, the semi-
groups generated by the matrix products
(
a 1
1 0
)(
b 1
1 0
)
with a, b ∈ A. Now, the or-
bit GA · e1 is a union of orbits of ΓA · e1, so it is enough to study the second one:
RA ' GA · e1 = ΓA · e1 ∪
⋃
a∈A
(
a 1
1 0
)
ΓA · e1. In particular, the Hausdorff dimension
does not change when considering ΓA instead of GA and the limit set of infinite continued
fractions [0, a1, a2, . . . ] such that [0, a1, . . . , a2n]∈RA for every n is of course still CA.
Moreover, it follows from (3.2) that #(ΓA ∩ BN )  N2δA for N → ∞, where
B(N) ⊂ SL2(R) is the ball of size N about the origin, with respect to the normwwww(a bc d
)wwww = √a2 + b2 + c2 + d2.
Now, as soon as #A ≥ 2, the Zariski closure of ΓA is the whole SL2(R); the set of
integer points of SL2(R) is SL2(Z) and #(SL2(Z) ∩ BN )  N2. As δA < 1 for every
finite alphabet A, we have that ΓA has Archimedean zero density in the integer points
of its Zariski closure; ΓA is thus said to be a thin integer set. We are interested in cases
where ΓA is thin but its image under a linear map F : ΓA → Z is not, in the sense that
it has at least positive density in Z.
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Let F : SL2(Z) → Z be a surjective linear map; we will consider F (ΓA) for a given
alphabet A. The multiplicity of an integer d is defined by
mult(d) = #{M ∈ΓA, F (M) = d};
in particular, d is said to be represented if mult(d) > 0. As for some integers d this mul-
tiplicity might be infinite, we will consider multN (d) = #{M ∈ΓA ∩ BN , F (M) = d},
for N ∈ N. Naively, if d is of order N , one may expect multN (d) to be of order
1
N#(ΓA ∩ BN )  N2δA−1. However, as in the case of Hensley’s Conjecture, there may
be congruence obstructions that make this prediction false.
An integer d is said to be admissible for an alphabet A (and a map F ) if it passes
all congruence obstructions, that is, if
d∈F (ΓA) (mod q) for every q > 1.
Actually, it can be proved using the theory of Strong Approximation that there exists
an integer q(A) such that d is admissible if and only if d∈F (ΓA) (mod q(A)). Let UA
be the set of admissible integers for A.
Bourgain and Kontorovich conjectured that the previous naive prediction holds for
all admissible integers (Conjecture 1.3.1 in [29]):
Conjecture 3.3.1 (Local-Global Conjecture). Let F : SL2(Z)→ Z be a surjective linear
map and let A be a finite alphabet with #A ≥ 2. For every admissible d then
multN (d) = N
2δA−1−o(1) for N →∞ and d  N.
In particular, if δA > 1/2 then for every admissible large enough d there exists N such
that multN (d) ≥ 1, that is, all sufficiently large admissible integers are represented.
In the case of Zaremba’s Conjecture, that is for F = Fz, this leads to the following
revised version of Hensley’s Conjecture 3.1.5:
Conjecture 3.3.2 (Bourgain, Kontorovich, Conjecture 1.7 in [13]). If δA > 1/2, then
DA contains every sufficiently large admissible integer.
As the alphabet A = {1, 2} has no congruence obstructions and δA > 1/2, the Local-
Global Conjecture would still imply 3.1.4 and of course Zaremba’s Conjecture 3.1.3.
Bourgain and Kontorovich made a major step towards Zaremba’s Conjecture by
proving a density-one version, namely, they showed that, for z large enough, Dz contains
almost every natural number:
Theorem 3.3.3 (Bourgain, Kontorovich, Theorem 1.8 in [13]). There exists an explicit
constant δ0 < 1 such that DA contains almost every admissible integer for every finite
alphabet A with δA > δ0. More precisely, if δA > δ0 there exists an effectively computable
constant c depending only on A such that
#(DA ∩ [N/2, N ])
#(UA ∩ [N/2, N ]) = 1 +O
(
e−c/
√
logN
)
for N →∞,
where the implied constant depends only on A.
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Bourgain and Kontorovich have shown that it is enough to take δ0 =
307
312 .
For z ≥ 2, the alphabet A = {1, . . . , z} has no congruence obstructions, that is,
UA = N. Moreover, δ50 > δ0. It follows that:
Corollary 3.3.4. If z ≥ 50, then Dz contains almost every large enough integer. Actu-
ally, there exists an effectively computable constant c such that
#Dz(N) = N +O(Ne
−c√logN ) for N →∞,
where as before Dz(N) = Dz ∩ [1, N ].
Bourgain and Kontorovich proved Theorem 3.3.3 using a local-global principle for
thin orbits. They adapted to this case techniques developed for the study of sequences
of integers produced by orbits of subgroups of SL2(Z), with the difference that in this
case they only have a semigroup (so for example they cannot use automorphic tools and
they have to employ the thermodynamic formalism of Ruelle’s transfer operators). They
used the Hardy - Littlewood circle method, analysing exponential sums on major arcs
and minor arcs.
Refining their methods, the previous results can be slightly improved; in particular,
Frolenkov and Kan ([20], Theorem 2.1) proved positive density statements: they showed
that
if δA > 5/6 then #DA(N) N.
Combining the methods used by the previous authors, in [26], Theorem 1.6, Huang
proved that
if δA > 5/6, then
#(DA ∩ [N/2, N ])
#(UA ∩ [N/2, N ]) = 1 +O
(
e−c
√
logN
)
as N →∞.
In the case of McMullen’s Conjecture, that is with F = Fm = tr, the Local-Global
Conjecture 3.3.1 would imply
Conjecture 3.3.5 (Bourgain, Kontorovich, Conjecture 1.13 in [12]). If δA > 12 , then
for any sufficiently large admissible integer d there exists M ∈ΓA such that tr M = d.
Moreover, the multiplicity of an admissible d∈ [N, 2N) is
multN (d) = # {M ∈ΓA, tr M = d , ‖M‖ ≤ N} > N2δA−1−o(1).
Proposition 3.3.6 (Bourgain, Kontorovich, Lemma 1.16 in [12]). The Local-Global
Conjecture 3.3.1 implies McMullen’s Arithmetic Chaos Conjecture 3.2.4 with m = 2.
Sketch of Proof. Let A = {1, 2} and let K = Q(√d) be a real quadratic field. If M ∈ΓA,
that is, if M = M(a0,...,al), with a0, . . . , al ∈{1, 2} and l odd, then log ‖M‖  l. Let N
be a large enough parameter and let x  N be a solution to the Pell equation for d,
x2 − d y2 = 4. Now, x is admissible for A, so there exist at least multN (x) > N c1 > cl2
matrices M ∈ΓA with trace x (where c1, c2 are appropriate positive constant).
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In the case of McMullen’s Conjecture, Bourgain and Kontorovich could not give
density-one or positive-proportion results like those on Zaremba’s Conjecture; the main
differences are due to the fact that Fm is no longer a bilinear form.
Thanks to the connection between Zaremba’s and McMullen’s Conjectures, Mercat
proved that if M is the set of the positive squarefree integers d such that Q(
√
d) contains
a reduced quadratic irrationality which is absolutely Diophantine of height 51, then
#(M ∩ [1, N ])
√
N for N →∞.
Moreover, he proved that the sets of integers d such that Q(
√
d2 − 1), respectively,
Q(
√
d2 + 1), contains a reduced quadratic irrationality which is absolutely Diophantine
of height 51 have density 1.
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Chapter 4
Polynomial analogue of Zaremba’s
conjecture:
some known results
In this Chapter we will consider a polynomial version of Zaremba’s Conjecture 3.1.3,
where rational functions replace rational numbers, while we will deal with the polynomial
analogue of McMullen’s Conjecture 3.2.2, concerning the quadratic irrationalities defined
in Chapter 2, in the following Chapter. As in 1.3.1, for α = [a0, a1, . . . ]∈L = K((T−1))
we will set
K(α) = sup
i≥1
deg ai, K(α) = lim sup
i
deg ai
and we will say that α is badly approximable if K(α) <∞ (equivalently, if K(α) <∞).
Conjecture Z (Polynomial analogue of Zaremba’s Conjecture). There exists a constant
zK (possibly depending on the base field K) such that for every non-constant polynomial
f ∈K[T ] there exists a polynomial g relatively prime to f such that
K (g/f) ≤ zK.
By analogy with Conjecture 3.1.3, we will call this statement Zaremba’s Conjecture
over K. This problem has been studied, among others, by Blackburn [9], Niederreiter
[41], Friesen [18], Lauder [32], Mesirov and Sweet [39] (in the case K = F2).
Actually, it is believed that it is enough to take
zK =
{
1 if K 6= F2
2 if K = F2
; (4.1)
we will call (4.1) Zaremba’s strong Conjecture. It is easy to see that Zaremba’s Conjecture
with zF2 = 1 does not hold (Lemma 4.1.9); in this case, Mesirov and Sweet conjectured
that Z holds over F2 with zF2 = 2 ([39]). In the following, we will nearly always assume
the base field to be different from F2; we will present some known results about this
special case at the end of this Chapter.
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Firstly, we will show why Zaremba’s strong Conjecture seems to be plausible over
fields of cardinality greater than 2 and we will present some very general constructions
of rational fractions with small partial quotients. Blackburn [9] proved that Zaremba’s
strong Conjecture holds over any infinite field (Corollary 4.2.3); we will discuss, besides
his original method, another proof of this result. On the other hand, if K = Fq is a finite
field different from F2, so far it has been proved only that there exist polynomials g such
that K(g/f) = 1 when the degree of f is small with respect to q; we will present, and
slightly improve, some results in this direction, mostly due to the work of Friesen [19].
4.1 Likelihood of Zaremba’s Conjecture
Remark 4.1.1. When looking for a polynomial g such that K(g/f) = 1, without loss of
generality we can always assume deg g < deg f . Indeed, if g1 ≡ g2 (mod f), then g1 is
relatively prime to f if and only if g2 is and the continued fractions of g1/f, g2/f differ
only in their first partial quotient, so in particular K(g1/f) = K(g2/f).
Definition 4.1.2. We will say that a formal Laurent series α∈L is normal if
K(α) = 1.
If f, g are polynomials in K[T ], by writing “g/f is normal” we will mean that f, g
are relatively prime and K(g/f) = 1.
Lemma 4.1.3. Let α∈L and let pnqn be its convergents. Then α is normal if and only if
deg qj = j for every j.
Remark 4.1.4. Let us assume that α has positive order, α =
∑
i<0 ciT
i. As we will see
better in Lemma 4.2.4, there exists a sequence of matrices (Hj)j>0, with Hj ∈Mj(K),
called the Hankel matrices, such that deg qn = j for some n if and only if detHj 6= 0.
Thus, α is normal if and only if all the Hankel determinants are different from zero
and, more generally, K(α) = 1 if and only if detHj 6= 0 for every large enough j.
Then, at least when K is an infinite field, one should expect a generic formal power
series α to be eventually normal. In particular, polynomial analogues of Zaremba’s and
McMullen’s Conjectures are likely to hold. In fact, it is well known that (4.1) holds
over every infinite field and we will show in the following Chapter that the polynomial
version of McMullen’s Conjecture holds over uncountable fields, over infinite algebraic
extensions of finite fields and over Q and Q.
Actually, Zaremba’s and McMullen’s Conjectures are expected to hold even over
finite fields (actually, we will see in Theorem 5.1.1 that in this case Zaremba’s Conjecture
would imply McMullen’s Conjecture).
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Definition 4.1.5. Let K be a finite field and let f ∈K[T ] be a non-constant polynomial.
We define the orthogonal multiplicity 1 of f as
m(f) = # {g∈K[T ], deg g < deg f and g/f is normal} .
For every field K, we will say that a non-constant polynomial f has positive orthogonal
multiplicity if there exists g∈K[T ] such that g/f is normal.
Thus Zaremba’s strong Conjecture (4.1) for fields K 6= F2 can be reformulated as:
for every non-constant polynomial f there exists g∈K[T ] such that g/f is normal.
Equivalently,
any non-constant polynomial f has positive orthogonal multiplicity.
Lemma 4.1.6. Let K = Fq be a finite field. Then the average value for the orthogonal
multiplicity of a monic polynomial of degree d over Fq is (q − 1)d.
Proof. Let f ∈Fq[T ] be a non-constant polynomial and let d = deg f . Certainly, f has
positive orthogonal multiplicity if and only if there exist a1, . . . , ad ∈ F∗q , b1, . . . , bd ∈ Fq
such that, in the notations of 1.1.5, f = k Cd(a1T + b1, . . . , adT + bd) for some constant
k. We can then assume f to be monic.
Now, the number of monic polynomials in Fq[T ] of degree exactly d is qd, while
the number of possible choices for the an, bn is (q − 1)dqd, so the average value for the
orthogonal multiplicity of a monic polynomial f of degree d is (q − 1)d.
Remark 4.1.7. If q = 2, the previous average value is 1, therefore, for every degree
d, either all polynomials have orthogonal multiplicity exactly equal to 1 or there exist
polynomials with zero orthogonal multiplicity. Then Zaremba’s Conjecture over F2[T ]
with zF2 = 1 is very unlikely to hold; we will see that in fact it does not (Lemma 4.1.9).
On the other hand, if q > 2 the average value for the orthogonal multiplicity grows
exponentially with the degree of f , so, unless there are very large deviations from this
average, every polynomial with large degree is likely to have positive orthogonal multi-
plicity, that is, one should expect Zaremba’s Conjecture to hold with zFq = 1, as long as
q > 2. However, as we have already mentioned, up to now it has only been proved that
m(f) > 0 for every polynomial f ∈Fq[T ] with degree small enough (with respect to q).
1The word “orthogonal” is justified by the connection with the classical orthogonal sequences of
polynomials, that is, sequences of polynomials f0, f1, . . . such that deg fi = i for every i and which are
pairwise orthogonal with respect to some symmetric bilinear form ϕ : K[T ]×K[T ]→ K, non-degenerate
over 〈1, . . . , Tn〉 for every n and such that ϕ(Tf, g) = ϕ(f, Tg) for every f, g∈K[T ]. It can be seen that
a monic polynomial f ∈ K[T ] \ K has positive orthogonal multiplicity if and only if it occurs in some
orthogonal sequence of polynomials. Actually, the orthogonal multiplicity of a monic polynomial f is
exactly the number of the orthogonal sequences of monic polynomials in which f occurs.
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4.1.1 General remarks on the “orthogonal multiplicity”
Lemma 4.1.8.
1. Any linear polynomial f ∈K[T ] has positive orthogonal multiplicity and, if K = Fq
is a finite field, then m(f) = q − 1.
2. Let f ∈K[T ] be a quadratic polynomial. Then f has positive orthogonal multiplicity
if and only if there exists a linear polynomial g relatively prime to f .
The second condition is certainly satisfied as soon as the cardinality of K is greater
then 2. On the other hand, for q = 2 we have the following Lemma:
Lemma 4.1.9. Zaremba’s Conjecture with z = 1 does not hold over F2.
Proof. Let f = T 2 + T ∈ F2[T ]. Any linear polynomial g is a factor of f , so, by the
previous Lemma, m(f) = 0.
As for real continued fractions, we can find (very sparse) special sets of polynomials
with positive orthogonal multiplicity and now, in the polynomial case, for every given
polynomial with positive orthogonal multiplicity, infinitely many others can be built.
Remark 4.1.10. As the degrees of the partial quotients are invariant for multiplication by
an invertible constant, K(g/f) = K(c g/f) for every c∈K∗, so m(f) = m(c f) for every
non-constant polynomial f and for every constant c∈K∗. In particular, Zaremba’s Con-
jecture holds on K[T ] if and only if it holds on the set of monic polynomials f ∈K[T ]\K.
Lemma 4.1.11. A polynomial f(T ) has positive orthogonal multiplicity if and only if
the same is true for every polynomial of the form f1(T ) = f(aT + b) with a∈K∗, b∈K.
Moreover, in this case m(f1) = m(f).
Proof. By Lemma 1.3.16, the substitution of T with a linear polynomial does not modify
the degrees of the partial quotients.
Notation 4.1.12. Let f ∈ K[T ] be a non-constant polynomial. We will say that a
polynomial F is f -folded if
F = f or F = ah2,
where h is an f -folded polynomial and deg a ≤ 1. If f is a linear polynomial , we will
simply say that F is folded.
It is easy to see that F is f -folded if and only if F = F˜ f2
n
, where F˜ is folded and
deg F˜ < 2n.
Remark 4.1.13. It follows directly from Lemma 1.3.8 that
m(F ) ≥ m(f)
for every f -folded polynomial F ; in particular, if f has positive orthogonal multiplicity
then all the f -folded polynomials have positive orthogonal multiplicity.
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More precisely, if g/f is normal and F is f -folded, then repeated applications of (1.25)
or (1.26) will provide a polynomial G such that G/F is normal, as well as the continued
fraction expansion of G/F . For example, applying (1.26) with e1 = e2 = 1, c = (−1)d,
where d = deg f , or, if deg a = 1, applying (1.25), we will have that
fg + 1
f2
,
agf + 1
af2
are normal. (4.2)
In particular, we have the following Lemma:
Lemma 4.1.14. All the powers of linear polynomials have positive orthogonal multiplic-
ity: if degP = 1, then
K(gd/P
d) = 1, where gd =
r∑
j=0
P d−bd/2jc and 2r ≤ d < 2r+1.
Proof. As in Lemma 4.1.8, K(1/P ) = 1. Let l = bd/2c and let us assume by inductive
hypothesis that K(gl/P
l) = 1. Now, gd =
{
glP
l + 1 if d is even
glP
l+1 + 1 if d is odd
, so, by (4.2),
K(gd/P
d) = 1.
Lemma 4.1.15. Let K = Fq be a finite field, let F be an f -folded polynomial, F = F˜ f2
n
with F˜ folded. Then the orthogonal multiplicity of F is at least
m(F ) ≥ (q − 1)nm(f).
Proof. It is enough to show that if F = h2 or F = ah2 with h f -folded and deg a = 1,
then m(F ) ≥ (q − 1)m(h). This is trivially true if h has zero orthogonal multiplicity,
so we will assume m(h) > 0. Let a1, . . . , ad be linear polynomials such that, setting,
w = a1, . . . , an, in the notations of Lemma 1.3.8, [0,
−→w ] = g/h, with K(g/h) = 1
and g, h relatively prime. Then [0,−→w + 1,←−w − 1] = hg+(−1)nF so, for every k ∈ K∗,
K
(
k gh+(−1)
n
F
)
= 1. On varying w, k, the continued fractions that we obtain are all
distinct, so m(F ) ≥ (q−1)m(h). Analogously, if F = ah2, then for every k∈K∗ we have
[0,−→w , ka,−←−w ] = agh+(−1)mk−1F , K
(
agh+(−1)mk−1
F
)
= 1 and, again, when w, k vary the
corresponding continued fractions are all distinct, so m(F ) ≥ (q − 1)m(h).
4.2 Results on Zaremba’s Conjecture
Obviously for every polynomial f of degree d and for every polynomial g we have
K(g/f) ≤ d. When K is a finite field different from F2, Niederreiter improved that naive
remark, proving a polynomial analogue of Zaremba’s result (3.1).
Theorem 4.2.1 (Niederreiter, Theorem 4 in [41]). Let K = Fq be a finite field different
from F2 and let f ∈Fq[T ] be a non-constant polynomial of degree d . Then there exists
an irreducible polynomial g∈Fq[T ] relatively prime to f and such that
K(g/f) < 2 + 2 logq d.
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Sketch of Proof. If 2 + 2 logq d > d, it is sufficient to take g any irreducible polynomial
relatively prime to f .
Let us then consider the case 2+2 logq d ≤ d and let us assume f to be monic. It can
be shown that there exists at least a polynomial g∈Fq[T ] which is monic, irreducible, of
degree d, relatively prime to f and such that for every α, β∈Fq[T ] \ {0} with g|(α− fβ)
we must have degα+ deg β > d− 2− 2 logq d.
Let g/f = [1, a1, . . . , an]. Then, deg ai = deg pi − deg pi−1 for every i, where
pi/qi are the convergents of f/g. For i = 1, . . . , n, let αi = fpn−i − gqn−i and let
βi = pn−i. Then αi, βi are non-zero polynomials and g|(αi − fβi) for every i, thus
degαi + deg βi > d − 2 − 2 logq d. Now, in the notations of Lemma 1.1.9 we will have
deg(fpn−i − gqn−i) = deg di,n = degCi−1(an−i+2, . . . , an) = = d − deg pn−i+1. Thus,
d−2−2 logq d < d−deg pn−i+1+deg pn−i = d−deg an−i+1, that is, deg an−i+1<2+2 logq d
for every i.
It has been known since the work of Blackburn that Zaremba’s strong Conjecture
holds over any infinite field and that, over finite fields, any polynomial with small enough
degree has positive orthogonal multiplicity. Actually, for any polynomial f defined over
a finite field Fq, Blackburn’s method allows to construct, whenever they exist, all the
polynomials g such that g/f is normal (see [9], Theorem 2). Yet, their existence is
guaranteed only if 2q ≥ deg f(deg f + 1).
After briefly reporting Blackburn’s proof, we will present a second, slightly simpler
method that allows to construct explicitly, under the same hypothesis on deg f , a com-
pletely reducible polynomial g such that g/f is normal. However, in general our method
does not allow to construct all the solutions g and there also exist polynomials f with
positive orthogonal multiplicity for which this algorithm cannot find any suitable g.
Theorem 4.2.2. Let f ∈K[T ] be a non-constant polynomial, let d = deg f . If
|K| ≥ d(d+ 1)
2
then:
1. m(f) > 0, that is, there exists a polynomial g such that g/f is normal
2. the polynomial g can be chosen to be completely reducible.
Corollary 4.2.3. Zaremba’s strong Conjecture (4.1) holds over every infinite field.
Actually, from the proofs of Theorem 4.2.2, it will also follow that if K is an infinite
field, then for every non-constant polynomial f ∈K[T ] there exist infinitely many monic
(completely reducible) polynomials g with deg g < deg f and such that g/f is normal.
Blackburn’s proof of Theorem 4.2.2 is based on the connection between continued
fractions and Hankel matrices, at which we already hinted:
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Lemma 4.2.4. Let α =
∑
i<0 ciT
i∈L. Then there exists a convergent pn/qn of α such
that deg qn = j if and only if detHj(α) 6= 0, where Hj(α) is the j-th Hankel matrix:
Hj(α) =

c−1 · · · c−j
c−2 · · · c−j−1
· · ·
c−j · · · c−2j+1
 .
Proof. By Lemma 1.2.24, α has a convergent pnqn such that deg qn = j if and only if there
exist polynomials pn, qn, with deg qn = j, such that ord(pn − αqn) > j, if and only if
there exists a polynomial qn of degree j such that ord{qnα} > j, where {·} denotes the
polynomial analogue of the fractional part.
We may assume qn to be monic; let qn = T
j + b1T
j−1 + · · ·+ bj . Then the previous
condition gives a system of j linear equations in the variables b1, . . . , bj , whose associated
matrix is

c−1 · · · c−j −c−j−1
c−2 · · · c−j−1 −c−j−2
· · · · · ·
c−j · · · c−2j+1 −c−2j
, which has rank j, unless α = g/f is a rational
function with deg f < j (by Lemma 1.2.2). Thus, the system under consideration has a
(unique) solution if and only if detHj 6= 0.
Blackburn’s Proof of part 1. of 4.2.2. Let f ∈K[T ] be a polynomial, let d = deg f . As
in Lemma 4.1.3 then the orthogonal multiplicity of f is m(f) = #(S \⋃dj=1 Vj), where
S is the set of all the rational functions g/f with deg g < d (and g not necessarily prime
to f) and Vj is the set of the rational functions g/f , with deg g < deg f , that do not
have a convergent whose denominator has degree j, that is, by the previous Lemma,
Vj = {g/f, deg g < deg f and detHj(g/f) = 0}.
Let f = a0 + · · ·+ adT d. By Lemma 1.2.2, a Laurent series of positive order
∑
i<0
ciT
i
represents a rational function of the form g/f if and only if the ci satisfy the linear
recurrence relation
d∑
k=0
akc−k+i = 0 for i ≤ −1. That is, S, which is obviously a K-
vector space of dimension d, can be identified with the set of sequences (ci)i<0 satisfying
the previous linear recurrence relation.
Now, for every j = 1, . . . , d there exists a (non-zero) polynomial hj ∈K[X1, . . . , Xd]
of degree at most j such that detHj(α) = hj(c−1, . . . , c−d) for every α =
∑
i<0
ciT
i ∈ S.
Thus, Vj is the affine variety corresponding to the ideal (hj) ⊂ K[X1, . . . , Xd]. Then
V =
⋃d
j=1 Vj is the affine variety corresponding to the ideal (h), with h = h1 · · ·hd,
where deg h ≤ d(d+1)2 .
Thus, f has zero orthogonal multiplicity if and only if V = S, if and only if
h(t1, . . . , td) = 0 for every t1, . . . , td∈K.
If K is an infinite field this certainly cannot happen.
If K = Fq, then the polynomial h ∈ Fq[X1, . . . , Xd] has at most qd−1 deg h zeros in
Fdq , so V is different from S as soon as qd > qd−1
d(d+ 1)
2
.
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We can have q = 12d(d+ 1) if and only if d = 2 and q = 3 and we have already seen
that any polynomial of degree 2 in F3 has positive orthogonal multiplicity.
Example 4.2.5. Let us consider f = T 3 + 2∈F7[T ]. Then for every polynomial g with
deg g < 3 the Laurent series representing g/f is of the form
∑
i<0
ciT
i, with ci−3 + 2ci=0
for every i.
Then the polynomials g of degree 2 such that the continued fraction of g/f is nor-
mal are in bijective correspondence with the triples c = (c−1, c−2, c−3) ∈ F37 such that
detHj(c) 6= 0 for j = 1, 2, 3. Now, detH1(c) = c−1,detH2(c) = c−1c−3 − c2−2 and
detH3(c)=c−1c−3c−5+2c−2c−3c−4−c3−3−c2−2c−5−c−1c2−4=3c3−1+2c3−2−c3−3+c−1c−2c−3.
It can be seen that the only solution of detH3(c) = 0 is c = 0, so there are exactly 6
2 · 7
polynomials g such that g/f is normal. For example, for c = (1, 1, 0), we will have
g = T 2 + T and g/f =
[
0, T − 1, T − 1, 4T + 1 ].
We will now give a second proof of Theorem 4.2.2, based on successive multiplications
of a continued fraction by a linear polynomial; this will lead us to construct completely
reducible polynomials g. Indeed, as we have seen in Corollary 1.3.22, if qn(λ) 6= 0 for
every n, where the pn/qn are the convergents of α∈L, then K((T − λ)α) = K(α) − 1
(unless α is already normal).
Second Proof of 4.2.2. Let f ∈K[T ] be a polynomial of degree d. Trivially, K(1/f) = d
and the convergents of 1/f = [0, f ] are simply 01 ,
1
f .
If |K| > d, there exists λ1 ∈K that is not a root of f . Then, by Proposition 1.3.20
and Corollary 1.3.22, K
(
T−λ1
f
)
= d − 1 and the continued fraction of ϕ1 = T−λ1f will
be of the form [0, a1, k(T − λ1)], with deg a1 = d− 1.
For n < d−1, let us assume that we have constructed λ1, . . . , λn such that the contin-
ued fraction of ϕn =
(T−λ1)···(T−λn)
f is of the form [0, an, b1, . . . , bn], with b1, . . . , bn∈K[T ]
linear polynomials and with an ∈K[T ] a polynomial of degree exactly d − n; let piqi be
the convergents of fn. The qi have at most ln = (d− n) + (d− n+ 1) + · · ·+ d distinct
roots. Then, as soon as |K| > ln, there exists λn+1∈K such that qi(λn+1) 6= 0 for every
i. Thus, setting ϕn+1 = ϕn(T − λn+1), by Proposition 1.3.20 and Corollary 1.3.22 we
will have K(ϕn+1) = d − n − 1 and the continued fraction of ϕn+1 will be of the form
[0, an+1, b
′
1, . . . , b
′
n+1] with deg an+1 = d− n− 1 and with the b′i linear polynomials.
Thus, if |K| ≥ d(d+1)2 , there exist λ1, . . . , λd−1 ∈K that are not zeros of f and such
that
K
(
(T − λ1) · · · (T − λd−1)
f
)
= 1.
Example 4.2.6. As in the previous Example, let f = T 3 + 2∈F7[T ].
f is irreducible over F7, so, in the notations of the previous proof, we can take λ1 = 0;
then ϕ1 =
T
T 3+2
=
[
0, T 2, 4T
]
, so q0 = 1, q1 = T
2, q2 = 4T
3 + 1.
Then, we will have to take λ2 6= 0. In particular, for λ2 = −1, we will get again that
K
(
T 2+T
T 3+2
)
= 1.
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However, using this method, we can find only 19 of the 42 monic polynomials g of
degree 2 such that g/f is normal, the others being irreducible over F7.
Remark 4.2.7. The previous condition on deg f is sufficient but not necessary.
For example, let K = F5 and let f = T 5 − T . Then we have |K| 6≥ d(d+1)2 , how-
ever f has positive orthogonal multiplicity (actually, m(T 5 − T ) = 400), for example
T 4+T 3+2T 2−T−2
T 5−T =
[
0, T − 1,−T + 1, T − 1, 2T − 2, 2T − 2].
In this case Blackburn’s method would still provide all the desired polynomials g,
while our method would fail, as there are no linear polynomials in F5[T ] relatively prime
to f .
4.2.1 Finite fields
Let K = Fq be a finite field. We have already seen that every polynomial f ∈K[T ]
of degree d with d(d + 1) ≤ 2q has positive orthogonal multiplicity. Friesen greatly
improved this result; however, his method, differently from the previous ones, does not
lead to the explicit construction of a polynomial g such that g/f is normal.
Theorem 4.2.8 (Friesen, Theorem 1 in [19]). Let f ∈Fq[T ] be a non-constant polynomial
of degree d. If
d ≤ q/2
then m(f) > 0, that is, there exists g∈Fq[T ] such that g/f is normal.
Lemma 4.2.9 (Friesen). Let a0, . . . , ai ∈ Fq[T ] be non-constant polynomials and let
A =
∑
i deg ai. If f is a polynomial of degree d ≥ 2A, there exist exactly qd−2A poly-
nomials g∈Fq[T ] with deg g < d such that f/g = [a0, . . . , ai, . . . ]. More precisely, there
exists a polynomial g∈Fq[T ] with deg g < d such that
f
g + P
= [a0, . . . , ai, . . . ]
for every P ∈Fq[T ] with degP < d− 2A.
Proof of Lemma 4.2.9. By (1.27), there exists g such that the first partial quotients in
the continued fraction expansion of f/g are a0, . . . , ai. Indeed, let u/v = [ai, . . . , a0].
Certainly u, v are relatively prime polynomials, so there exist r, s ∈ Fq[T ] such that
ur + vs = f . Choosing s of minimal degree, deg s < A, necessarily we must have
deg r ≥ A, so in particular deg r > deg s. Then, setting rs = [b0, . . . , bj ] by (1.27) we will
have [a0, . . . , ai, b0, . . . , bj ] = f/g, where g = Ci(a0, . . . , ai−1)r + Ci−1(a1, . . . , ai−1)s.
As a0 is non-constant, we have deg g < deg f , so g/f = [0, a0, . . . , ai, . . . ]. Now, by
Remark 1.2.23, for every g1 ∈Fq[T ] we have that the first partial quotients of g1/f are
0, a0, . . . , ai if and only if ord(g/f−g1/f) > −2A, if and only if deg(g−g1) < d−2A.
Remark 4.2.10. In the previous Lemma, f and g are not necessarily coprime.
For example, let Fq = F3, and let us consider i = 1, a0 = T, a1 = T+1, f = T 5. Then
(A = 2, d = 5) there are exactly 3 polynomials g∈F3[T ] such that the first two partial
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quotients of f/g are a0, a1:
T 5
T 4−T 2+T =
[
T, T + 1, T 2 − T ] (f, g are not relatively prime),
T 5
T 4−T 2+T−1 =
[
T, T + 1,−T + 1,−T 2 − 1] , T 5
T 4−T 2+T+1 =
[
T, T + 1, T, T − 1, T ].
Corollary 4.2.11 (Friesen). If f ∈Fq[T ] and deg f = d ≥ 2A, there exist exactly qd−2A
polynomials g∈Fq[T ] with deg g < d such that f/g = [. . . , a0, . . . , ai] (and the difference
between any two such polynomials has degree at most d− 2A− 1).
Proof. It is enough to apply (1.7) to the previous Lemma.
Lemma 4.2.12 (Lauder, Proposition 3.9 in [32]). If f ∈Fq[T ] is a polynomial of degree
d, then
m(f) ≤ (q − 1)dd/2eqbd/2c,
where b·c, d·e are, respectively, the floor and ceiling functions.
Proof. If f has even degree d = 2i, then, by the previous Lemma, for any choice of i linear
polynomials a0, . . . , ai−1 there exists polynomial g such that f/g = [a0, . . . , ai−1, . . . ] and
g is unique. As there are (q−1)iqi possible choices for a0, . . . , ai−1, thenm(f) ≤ (q−1)iqi.
Analogously, if f has odd degree d = 2i+ 1 then for any choice of a0, . . . , ai−1 linear
there exist exactly q polynomials g such that f/g = [a0, . . . , ai−1, . . . ]. However, in
the notations of the previous prof, for s of minimal degree, as deg s < i the continued
fraction of f/g will have length at most 2i, so either f, g are not relatively prime or
K(f/g) > 1. Thus for any choice of a0, . . . , ai−1 we will have to consider only q − 1
possible polynomials g. As before, there are (q − 1)iqi possible choices for a0, . . . , ai−1,
so m(f) ≤ (q − 1)i+1qi.
Notation 4.2.13. We can consider the polynomial analogue of the Euler’s φ function
in Fq[T ]: if f ∈Fq[T ] is a non-constant polynomial, we can define φ(f) as the number of
polynomials g relatively prime to f and such that deg g < deg f .
If f is irreducible, then φ(f) = qdeg f−1 and φ(fn) = (qdeg f−1)q(n−1) deg f . Moreover,
φ is a multiplicative function, so for every polynomial f we have φ(f)≥(q − 1)degf.
Proof of Theorem 4.2.8. As before, if deg f = d, it is enough to consider polynomials g
with deg g < d; then g/f is normal if and only if all the partial quotients of f/g (included
the first one) have degree 1.
Let us assume that f has even degree d = 2i. Then there are exactly q2i rational
functions f/g with deg g < deg f .
By Lemma 4.2.9, for any a0, . . . , ai−1 ∈ Fq[T ] linear polynomials there exists a
unique polynomial g with deg g < d, not necessarily relatively prime to f , such that
f/g = [a0, . . . , ai−1, . . . ]. As there are qi(q − 1)i possible choices for the a0, . . . , ai−1,
there are exactly q2i − qi(q − 1)i polynomials g with deg g < d such that the continued
fraction of f/g does not begin with i linear partial quotients. Analogously, there are
exactly q2i− qi(q− 1)i polynomials g with deg g < d such that the continued fraction of
f/g does not end with i linear partial quotients. Moreover, there are exactly q2i − φ(f)
polynomials g with deg g < 2i not relatively prime to f . Thus, there are at least
q2i − 2(q2i − qi(q − 1)i)− (q2i − φ(f))
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polynomials g, with deg g < d, relatively prime to f and with g/f normal. By the
previous remarks, that quantity is positive if 2(q − 1)iqi − 2q2i + (q − 1)2i > 0, which is
verified for q ≥ 2d.
Now, let us assume that f has odd degree d = 2i + 1. Let g be a polynomial
relatively prime to f and with deg g < d. If the first i and the last i partial quotients in
the continued fraction expansion of f/g are linear, then K(f/g) = 1. We can repeat the
previous reasoning, but now for any choice of i linear polynomials a0, . . . , ai there will
exist exactly q polynomials g∈Fq[T ] such that the continued fraction expansion of f/g
begins (respectively, ends) with a0, . . . , ai. Thus, we will have that there exists g∈Fq[t]
such that g/f is normal if
q2i+1 − 2(q2i+1 − qi+1(q − 1)i)− (q2i+1 − φ(f)) > 0,
which is certainly true if 2qi+1(q− 1)i− 2q2i+1 + (q− 1)2i+1 > 0, verified for q ≥ 2d.
Refining this proof, Friesen could give an even better result in the case where f is
an irreducible polynomial:
Theorem 4.2.14 (Friesen, Theorem 2 in [19]). Let f ∈Fq[T ] be an irreducible polynomial
of degree d. If
d ≤ q,
then m(f) > 0, that is, there exists g∈Fq[T ] such that g/f is normal.
Proof. As f is irreducible, we have φ(f) = qd − 1.
If d = 2i is even, following the proof of the previous Theorem we will have that there
exists g such that g/f is normal if q2i − 2(q2i − qi(q − 1)i)− 1 > 0, while, if d = 2i+ 1
is odd, as before, it is sufficient to have −q2i+1 + 2qi+1(q − 1)i − 1 > 0. It can be seen
that both inequalities are verified for q ≥ d.
We can give a similar result for the polynomials f that split completely over Fq,
based on Lemma 1.3.23, where we have proved that if −a 6= pnqn (λ) for every n, where
pn
qn
are the convergents of α∈L, then K( α+aT−λ) = K(α)− 1 (unless α is already normal).
Actually, in this case we will give an explicit method to construct a polynomial g such
that g/f is normal.
Proposition 4.2.15. Let f ∈ Fq[T ] be a polynomial of degree d, let F′ be an algebraic
extension of Fq such that f splits completely over F′ and such that |F′| > d. Then f has
positive orthogonal multiplicity over F′, that is, there exists g ∈ F′[T ] such that g/f is
normal.
Proof. Let F be a splitting field of f , let f = k(T − λ1) · · · (T − λd) with λ1, . . . , λd∈F.
Let g1f1 =
b1
T−λ1 with b1∈ (F)∗. Then we have K(g1/f1) = 1. Let
g2
f2
= ( b1T−λ1 + b2)
1
T−λ2 ;
by Lemma 1.3.23, as soon as b2 6= 0,−b1(λ2 − λ1)−1, we will have K(g2/f2) = 1, where
b1 + b2(T − λ1), (T − λ1)(T − λ2) are relatively prime.
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By inductive hypothesis let us assume that, for some n < d, there exist b1, . . . , bn∈F
such that K(gi/fi) = 1 for i = 1, . . . , n, where gi = gi−1 + bi(T − λ1) · · · (T − λi−1) and
fi = (T −λ1) · · · (T −λi), that is, gifi =
(
gi−1
fi−1 + bi
)
1
T−λi ; let us also assume that gi, fi are
relatively prime for every i. Again, by Lemma 1.3.23, as soon as |F| > n+ 1 there exists
bn+1 such that fn+1, gn+1 are relatively prime and K
( gn+1
fn+1
)
= 1. Indeed, it is enough
to choose bn+1 different from −piqi (λn+1) for every i, where the
pi
qi
are the convergents of
gn/fn.
Then, possibly extending F to a field F′ such that |F′| > d, there will exist b1, . . . , bd
such that gd/fd is normal, where kfd = f and
gd = b1 + b2(T − λ1) + · · ·+ bd(T − λ1) · · · (T − λd−1)∈F′[T ].
Corollary 4.2.16. If f ∈Fq[T ] is a polynomial of degree d that splits completely and
d < q,
then m(f) > 0, that is, there exists g∈Fq[T ] such that g/f is normal.
Remark 4.2.17. More generally, in the hypotheses of Proposition 4.2.15, f certainly has
positive orthogonal multiplicity over Fq if there exist b1, . . . , bd as before satisfying also
bd∈Fq
bd(−λ1 − · · · − λd−1) + bd−1∈Fq
· · ·
(−1)d−1λ1 · · ·λd−1bd + · · · − λ1b2 + b1∈Fq
, where λ1, . . . , λd are the roots of f .
Example 4.2.18. Let us consider f = T 4 − 1 = ∏4i=1(T − i)∈F5[T ]. In the notations
of the previous proof, let us choose λi = i and b1 = 1.
The convergents of 1/(T − 1) are simply 0, 1
T−1 ; substituting λ2 = 2 we get that we
will have to take b2 6= 0,−1; let us choose b2 = 1.
Now, g2f2 =
T
T 2+2T+2
= [0, T + 2, 3T ]. Evaluating its convergents in λ3 = 3 we find
that we will have to take b3 6= 0, 1; let us choose b3 = −1.
Then, g3f3 =
−T 2−T+3
T 3−T 2+T−1 = [0,−T +2,−T +2, 3T −1 ]. As before, we will have to take
b4 6= 0, 2, 3; choosing b4 = 1 we will get T 3+3T 2+2T 4−1 = [0, T + 2,−T − 1, 3T − 1,−T + 1 ].
Remark 4.2.19. For a given polynomial f , the polynomials g such that g/f is normal
and that can be found following the previous algorithm depend on the order chosen
on the roots of f . In particular, there exist polynomials f with positive orthogonal
multiplicity such that this method provides solutions only for some choices of the order
of the λi. For example, for f = T
5 − T 3 ∈ F3[T ] with λ1 = λ2 = λ3 = 0, λ4 = 1 and
λ5 = −1 the previous algorithm does not provide any solution, while choosing the order
λ1 = −1, λ2 = 0, λ3 = 1, λ4 = λ5 = 0 we can get, for example, that g/f is normal for
g = T 4 − T 3 + T 2 + T − 1.
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Moreover, in general this method will not allow to find all the polynomials g such
that g/f is normal. For example, it can be seen that f = T 3 ∈ F3[T ] has orthogonal
multiplicity 8 but following this algorithm we may find only 4 suitable polynomials g.
Remark 4.2.20. The previous conditions on d = deg f , that guarantee that m(f) > 0, are
definitely not necessary. In fact, it can be seen computationally that every polynomial
of degree d has positive orthogonal multiplicity at least in the following cases:
K = F3 and d ≤ 11
K = F4 d ≤ 7
K = F5 d ≤ 8
K = F7 d ≤ 8
4.2.2 K = F2
The case K = F2 should be analysed separately from all the others. Indeed, as we
have already seen, when the base field is F2 many of the previous results do not hold or
are trivial. On the other hand, working over this field it is possible to give more precise
characterizations of normal Laurent series. This problem has been studied by different
authors, such as Baum and Sweet, Lauder, Blackburn or Mesirov.
Theorem 4.2.21 (Baum, Sweet,[6], page 577). Let α =
∑
i<0
ciT
i ∈F2((T−1)). Then α
is normal if and only if c−1 = 1 and c−i + c−2i + c−2i−1 = 0 for every i ≥ 1.
Proposition 4.2.22 (Blackburn, Proposition 2 in [9]). Let f ∈F2[T ] be a non-constant
polynomial. Then the orthogonal multiplicity of f is either 0 or 2k, where k is the number
of distinct non-linear irreducible factors of f .
By Lemma 4.1.6, this implies that for every positive integer d there exist polynomials
f ∈F2[T ] of degree d such that m(f) = 0.
As the orthogonal multiplicity of a polynomial in Fq[T ] is a multiple of q − 1, this is
the only case where there may exist polynomials with orthogonal multiplicity 1. More-
over, by the previous Proposition, a polynomial may have orthogonal multiplicity 1 only
if it splits completely in linear factors. This problem has been completely solved by
Blackburn:
Proposition 4.2.23 (Blackburn, Theorem 1 in [9]). Let f ∈F2[T ]. Then f has orthog-
onal multiplicity 1 if and only if f = Tm1(T + 1)m2 with
(
m1+m2
m1
)
even.
Lauder, resuming the work of Mesirov and Sweet, showed that any irreducible poly-
nomial has positive orthogonal multiplicity:
Proposition 4.2.24 (Lauder, Proposition 3.17 in [32]). If f ∈ F2[T ] is a power of an
irreducible non-linear polynomial then m(f) = 2.
Moreover, he proved the following result towards Zaremba’s strong Conjecture over
F2 (that is, with zF2 = 2):
Proposition 4.2.25 (Lauder, proposition 4.9 in [32]). If f ∈F2[T ] splits completely into
linear factors, then there exists g∈F2[T ] relatively prime to f and such that K(g/f) ≤ 2.
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Chapter 5
Polynomial analogue of
McMullen’s conjecture
As in Chapter 2, let K be a field with characteristic different from 2 and let SK be
the set of polynomials D∈K[T ] of even degree, non squares in K[T ] and whose leading
coefficient is a square in K; we will usually denote the degree of such a polynomial
by 2d. We have seen (Lemma 1.2.9) that every quadratic irrationality of the form
α = A+B
√
D
C , with D ∈ SK and with A,B,C polynomials, B,C 6= 0, is well defined in
L = K((T−1)) and that (Remark 2.7) the degrees of its partial quotients are eventually
bounded in terms of the degrees of B,C and D: K(α) ≤ (d+ degBC). Moreover, if K
is an algebraic extension of a finite field, then the continued fraction expansion of any
quadratic irrationality is periodic and K(
√
D) = K(
√
D) = d.
As in 1.3.30, we will say that α, β∈L are equivalent, and we will write α ∼ β, if they
are GL2(K[T ])-equivalent, that is, if there exists M ∈GL2(K[T ]) such that α = Mβ. By
the polynomial analogue of Serret’s Theorem 1.3.31, α, β are equivalent if and only if
the continued fractions of α and kβ eventually coincide for some non zero constant k.
An analogue of McMullen’s Theorem 3.2.1 holds also in the polynomial case, so it
will have a sense to consider an analogue of his Conjecture 3.2.2.
Theorem 5.1. For every polynomial D∈SK with degD = 2d there exist infinitely many
pairwise non-equivalent elements α of K(T,
√
D(T )) such that
K(α) ≤ d.
In [37], The´ore`me 1.2, Mercat gave an alternative proof of Theorem 3.2.1, considering
purely periodic, quasi-palindromic continued fractions, that is, real continued fractions of
the form α = [a0, a1, a2, . . . , a2, a1]∈Q(
√
d). He proved that for every such α∈Q(√d) we
can construct infinitely many pairwise non-equivalent elements of Q(
√
d) whose contin-
ued fraction is purely periodic with partial quotients bounded by a constant depending
only on the ai. His methods can be easily adapted to the polynomial setting:
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Proposition 5.2. Let α = [a0, a1, . . . , a1] ∈ K(T,
√
D) be a purely periodic, quasi-
palindromic continued fraction. Then there exist b1, . . . , bi, c1, . . . , cj∈K[T ], polynomials
(possibly constant) of degree at most K(α), such that
αn =
[
b1, . . . , bi, (a0, . . . , a1)n, c1, . . . , cj , (a1, . . . , a0)n
]
∈K(T,
√
D) for every n
(where [· · · (m1, . . . ,mk)n · · · ] means that the sequence of partial quotients m1, . . . ,mk is
repeated n times).
Moreover, the αn are pairwise non-equivalent.
Remark 5.3. Let α be a quadratic irrationality with purely periodic continued fraction
expansion, α = [a0, a1, . . . , an]. Then α = Aα for A = M(a0,a1,...,an); so, as in lemma
2.1.6, α∈K(T,√D), where D is the discriminant of the characteristic polynomial of A,
that is, D = discr(A) = tr(A)2 − 4 det(A).
We can also allow the bk, cl be constant for some k, l (actually, this will be the case in
the construction provided in the following proof), as long as the corresponding infinite
continued fraction converges in L. However, in this case it is possible that the regular
continued fraction expansions of the αn are no longer periodic.
Setting A = M(a0,a1,...,a1), the previous Proposition is then equivalent to the ex-
istence in the monoid generated by the identity and by the matrices Ma with a a
polynomial of degree at most K(α) of matrices B,C such that for every n the con-
tinued fraction associated to BAnC(At)n converges in L and such that, for every n,
discr(BAnC(At)n) = P 2n discr(A) for some polynomial Pn.
As we have already seen in Remark 1.2.14, the continued fraction converges if all
the bk, cl have positive degree, if there are non-consecutive non-zero constants or even if
there are only pairs of consecutive constants whose product is different from -1.
Sketch of the Proof of Proposition 5.2. It can be proved that there exist matrices B,C
in the monoid generated by the Ma with deg a ≤ K(α) and there exists a matrix
H∈M2(K[T ]) of rank 1 such that tr(BMCM t) = (tr(HM))2−2 detM for every matrix
M ∈M2(K[T ]) and such that tr(HAn) = tr(An+2) for every n ≥ 0. Indeed, setting
N = M(a2,...,a2), we can take
B = Ma1NM(a1,1,1,a1−1)NMa1 , C = AM(a0/2,1,1,a0/2−1)A
t, H = A
(
0 a0
0 2
)
A
if detN = −1;
B = Ma1NMa1M(a0/2,1,1,a0/2−1)Ma1NMa1 , C = M(a0,a1)NM(a1,1,1,a1−1)NM(a1,a0),
H = A
(
2 −a0
0 0
)
A if detN = 1.
In particular then tr(BAnC(At)n) = (tr(HAn))2 − 2 detAn for every n ≥ 0 and thus
discr(BAnC(At)n) = (tr(HAn))2((tr(HAn))2 − 4 detAn) = (tr(An+2))2discr(An+2),
which coincides, up to multiplication by a square, to the discriminant of A.
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By construction, the continued fractions corresponding to the previous matrices con-
verge to quadratic irrationalities, pairwise non-equivalent, and the degrees of their partial
quotients are bounded by maxi deg ai = K(α) (we have seen in Remark 1.3.5 that con-
stant partial quotients can be removed without increasing the degrees of the other partial
quotients).
It is easy to adapt the previous proof also to the cases A = Ma0 (as in the following
Example) or A = M(a0,a1).
Example 5.4. Let α =
[
T
]
= 3
(
T +
√
T 2 + 4
)
∈F5((T−1)). Setting, in the previous
notations (with N = Ma1 = Id), B = M(3T,1,1,3T−1) and C = M(T,1,1,T−1), we will have
αn=
[
3T, 1, 1, 3T − 1, (T )n, T, 1, 1, T − 1, (T )n
]
∈F5
(
T,
√
T 2 + 4
)
for every n ≥ 0.
For example, α0 =
(
T + 1
) (
T 3 − T 2 + T + 1)+ T (T 2 + 2)√T 2 + 4
−T 3 + T 2 − 2T + 1 ,
α1 =
(
T − 1) (T + 1)2 (T + 2)2 + (T + 2) (T + 3) (T 2 + 3)√T 2 + 4
−T 4 + T 3 + T 2 + 2T + 2 ,
α2 =
(
T 8−T 6−T 5+2T 3+2T 2+T+1)+T (T 2+2) (T 4−T 2+2)√T 4+4
−T 7 + T 6 − T 5 − T 4 − T 2 + T + 1 ,
. . .
Proof of Theorem 5.1. Let us assume that the polynomial Pell equation for D has no
non-trivial solutions. Then K is an infinite field, K(
√
D) < d and, by Corollary 1.3.19,
for every λ ∈ K we must have K((T − λ)√D) ≤ d, where the αλ = (T − λ)
√
D are
pairwise non-equivalent.
On the other hand, if the Pell equation for D has non-trivial solutions, by Theorem
2.1.14, K(
√
D) = d and the continued fraction of
√
D +
⌊√
D
⌋
is purely periodic and
quasi-palindromic, so by Proposition 5.2 we can construct infinitely many, pairwise non-
equivalent elements αn∈K(T,
√
D) such that K(αn) = d.
We can then ask if, in the statement of Theorem 5.1, d can be replaced by a con-
stant independent of D, that is, we can consider the following analogue of McMullen’s
Conjecture:
Conjecture M (Polynomial analogue of McMullen’s Conjecture). There exists a con-
stant mK (possibly depending on the base field K) such that for every polynomial D∈SK
there exist infinitely many pairwise non-equivalent quadratic irrationalities α∈K(T,√D)
such that
K(α) ≤ mK.
By analogy with 3.2.2, we will call this statement McMullen’s Conjecture over K.
If α is a quadratic irrationality in K(T,
√
D), so are its complete quotients αn and
we have already seen that K(αn) = K(α) for every large enough n. Certainly, all the
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complete quotients αn are equivalent to α. Thus, McMullen’s Conjecture over K is
equivalent to:
There exists a constant mK (possibly depending on the base field K) such that for
every polynomial D ∈ SK there exist infinitely many pairwise non-equivalent quadratic
irrationalities α∈K(T,√D) such that
K(α) ≤ mK.
It is believed that it should be enough to take
mK = 1 (5.1)
for every field K, that is, it is thought that for every polynomial D ∈ SK, the field
K(T,
√
D) has infinitely many pairwise non-equivalent normal elements. We will call
(5.1) McMullen’s strong Conjecture over K.
A first step in the direction of Conjecture M could be the proof of the following
weaker statement:
Conjecture 5.5. There exists a constant m′K (possibly depending on the base field K)
such that for every polynomial D∈SK there exists αD∈K(T,
√
D) such that K(αD)≤m′K.
If K is an infinite field and the previous Conjecture holds for some constant m′K then,
reasoning as in the proof of Theorem 5.1, we get that McMullen’s Conjecture M holds
with mK = m
′
K + 1. Thus, over infinite fields, Conjectures M and 5.5 are equivalent.
We have seen that when K is not an algebraic extension of a finite field, a generic
polynomial D should not be Pellian, so it has a sense to consider the following stronger
Conjecture:
Conjecture 5.6. Let K be a field which is not an algebraic extension of a finite field.
Then for every polynomial D∈SK there exist infinitely many monic polynomials P such
that
K(P
√
D) = 1.
As P
√
D,Q
√
D are equivalent if and only if P = kQ with k ∈ K∗, the previous
Conjecture immediately implies McMullen’s strong Conjecture (5.1).
Applying the results on the multiplication of a continued fraction by a linear poly-
nomial seen in Proposition 1.3.20 and Corollary 1.3.22, it will be easy to see that Con-
jecture 5.6, and thus McMullen’s strong Conjecture (5.1), hold over every uncountable
field (Theorem 5.2.2).
In section 5.3 we will study the reduction of formal Laurent series modulo a prime.
This will allow us to show that Conjecture 5.6 holds also over Q (Corollary 5.3.22). Ac-
tually, these techniques will also allow us to prove directly McMullen’s strong Conjecture
(5.1) over Q (Proposition 5.3.19). We will then give another proof of (5.1) over Q, based
on Lemma 1.3.23.
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It will follow directly (Theorem 5.4.26) from a theorem of Zannier [66] that Con-
jecture 5.6 holds over every number field, that is, over every finite extension of Q. To
prove this result, he applied an analogue for algebraic groups of Skolem-Mahler-Lech’s
Theorem to a suitable generalized Jacobian of an Hyperelliptic curve; this is why we will
review in section 5.4.1 the theory of generalized Jacobians associated to a modulus
On the other hand, over algebraic extensions of finite fields we cannot look for normal
quadratic irrationalities of the form P
√
D, as their continued fractions will always be
periodic, with infinitely many partial quotients of degree d+ degP .
Adapting to the polynomial setting a result of Mercat (Theorem 5.1.1), we will
prove a connection between the polynomial analogues of Zaremba’s and McMullen’s
Conjectures (Conjectures Z, M), which will allow us to see that McMullen’s strong
Conjecture (5.1) holds over every infinite algebraic extension of a finite field (Corollaries
5.1.3, 5.1.4). On the other hand, over finite fields we will only have that McMullen’s
Conjecture follows from Zaremba’s; however, in this case, even the existence of normal
elements in every quadratic extension is still an open problem.
5.1 K = Fp: a connection between Zaremba’s and Mc-
Mullen’s Conjectures
As we have already mentioned (Theorem 3.2.3), in [37] Mercat proved that in the
real case Zaremba’s Conjecture implies McMullen’s Conjecture. Actually, assuming
Zaremba’s Conjecture with a constant z, his method allows to explicitly construct, for
every positive, non square d, infinitely many purely periodic elements of Q(
√
d) whose
partial quotients are bounded by z + 1.
His proof can be easily adapted to the polynomial case but it requires the existence
of non-trivial solutions to the Pell equation, which always occur in the real setting and
over algebraic extensions of finite fields but is unlikely in the other cases. Combining this
with the fact that Zaremba’s (strong) Conjecture holds over every infinite field, we will
have that McMullen’s (strong) Conjecture holds over every infinite algebraic extension
of a finite field.
Theorem 5.1.1 (polynomial analogue of Theorem 3.2.3). Let D ∈ SK be a Pellian
polynomial; let (X,Y ) be a non-trivial solution to the Pell equation for D, with
X2 −DY 2 = t∈{±1}.
Let us assume that we have chosen the sign of Y so that ord(X+Y
√
D) < 0. Let Z be a
polynomial relatively prime to X and with degZ < degX; let Z/X = [0, a1, . . . , an] and
let k∈K∗ be the constant such that, in the notations of 1.1.3,
{
Cn+1(0, a1, . . . , an)=kZ
Cn(a1, . . . , an) = kX
.
Then
X − kZ + Y√D
kX
=
[
2/k,−a1, . . . ,−an, (−1)n+12t/k, an, . . . , a1
]
.
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In particular,
K
(
X − kZ + Y√D
kX
)
≤ K
(
Z
X
)
.
Proof. Let α = X−kZ+Y
√
D
kX ; it is enough to show that
(
α
1
)
is an eigenvector of the
matrix M canonically associated to ϕ =
[
2/k,−a1, . . . ,−an, (−1)n+12t/k, an, . . . , a1
]
.
Indeed, by Remark 2.1.7, in this case ϕ must be equal either to α or to its conjugate
α′; as the polynomial part of ϕ is 2/k, it follows from our choice of the sign of Y that
ϕ = α.
Let ε = (−1)n and let us denote by pi/qi, for i = 1, . . . , n the convergents of
X/Z=[a1, . . . , an], where in this case, contrary to the usual notation, pi=Ci(a1, . . . , ai)
and qi = Ci−1(a2, . . . , ai).
Then, by Lemma 1.3.12, M = M2/k
(
ε pn −ε pn−1
−ε qn ε qn−1
)
M−ε2t/k
(
pn qn
pn−1 qn−1
)
and it
is easy to see that M
(
α
1
)
= (1− 2tX2 − 2tXY
√
D)
(
α
1
)
.
Of course, the given continued fraction expansion for α is not regular; however, as
we have already seen in Remark 1.3.5, the degrees of the partial quotients of the regular
continued fraction expansion of α will still be bounded by K(Z/X).
We have seen that if the Pell equation for a polynomial D ∈ SK has non-trivial
solutions, then it has infinitely many essentially different solutions. Thus, if Zaremba’s
Conjecture holds over K, applying the previous result to different solutions of the Pell
equation we will find infinitely many pairwise non-equivalent quadratic irrationalities in
K(T,
√
D) whose partial quotients’ degrees are bounded by an absolute constant that
depends only on K:
Corollary 5.1.2. If Zaremba’s Conjecture Z holds over K for some constant zK and
D ∈ SK is Pellian, then there exist infinitely many, pairwise non-equivalent quadratic
irrationalities α∈K(T,√D) such that K(α) ≤ zK.
As any polynomial over a finite field is Pellian, we have
Corollary 5.1.3. Over every finite field of characteristic different from 2 McMullen’s
Conjecture is a consequence of Zaremba’s Conjecture (with mK = zK). In particular,
McMullen’s strong Conjecture would follow from Zaremba’s strong Conjecture.
We have already seen that if K is an infinite algebraic extension of a finite field, then
Zaremba’s strong Conjecture holds over K (Corollary 4.2.3) and that any polynomial in
SK is Pellian (Corollary 2.1.21), so:
Corollary 5.1.4. McMullen’s strong Conjecture (5.1) holds over every infinite algebraic
extension of a finite field.
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Example 5.1.5. Let D = T 8 + T 4 ∈ Q[T ]. It is easy to see that D is Pellian with√
D =
[
T 4 + 12 ,−8T 4 − 4, 2T 4 + 1
]
, so in particular the minimal solution to the Pell
equation for D is (X,Y ) = (2T 4 + 1, 2). As Zaremba’s strong Conjecture holds over Q,
there exist (infinitely many) polynomials Z∈Q[T ] relatively prime to X, with degZ < 4
and such that K(Z/X) = 1; for example, X
T 3+T
=
[
2T,−12T,−43T, 32T
]
. Then, by the
previous Theorem (t = 1, k = 1, ε = 1)[
2,−2T,−1
2
T,−4
3
T,
3
2
T,−2, 3
2
T,−4
3
T,−1
2
T, 2T
]
= 1 +
−T 3 − T + 2√D
2T 4 + 1
.
Starting from successive solutions to the Pell equation we will get that, for example,
−1 + T 7+T 5+(−8T 4−4)
√
D
8T 8+8T 4+1
,
−1 + T 11+T 9+(−32T 8−32T 4−6)
√
D
32T 12+48T 8+18T 4+1
,
1 + −T
15−T 13+8(2T 4+1)(8T 8+8T 4+1)√D
128T 16+256T 12+160T 8+32T 4+1
are normal elements of Q(T,
√
D(T )).
5.2 K an uncountable field
Let D ∈SK be a polynomial of degree 2d and let pn/qn be the convergents of
√
D.
We have already seen in Remark 2.12 that K(
√
D) ≤ d, where equality holds if and only
if D is Pellian.
Lemma 5.2.1. If for every polynomial D∈SK (not necessarily squarefree) there exists
λ ∈ K that is not a root of any of the denominators of the convergents of √D, then
Conjecture 5.5 holds over K with m′K = 1.
More precisely, for every D ∈SK of degree 2d there will exist λ1, . . . , λd−1 ∈K such
that
K
(
(T − λ1) · · · (T − λd−1)
√
D
)
= 1.
If for every polynomial D we can find infinitely many constants λ that satisfy the pre-
vious condition we will have that Conjecture 5.6, and thus McMullen’s strong Conjecture,
hold over K.
Proof. Let α =
√
D, with D∈SK and degD = 2d.
By Corollary 1.3.22, if there exists λ1 ∈K such that qn(λ1) 6= 0 for every n, then,
setting α1 = (T − λ1)α, we would have
K(α1) = max{K(α)− 1, 1} ≤ d− 1
(in particular, (T − λ1)2D is non-Pellian).
Again, if there exists λ2 that is not a root of any denominator of the convergents of
α1, then
K(α2) ≤ d− 2, where α2 = (T − λ1)(T − λ2)
√
D.
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Going on in this way, if at every step we can find a constant λi that is not a root of the
denominators of the convergents of αi−1 = (T − λ1) · · · (T − λi−1)
√
D, we will have
K(αd−1) = 1
(actually, already K(αk−1) = 1, with k = K(α)).
Theorem 5.2.2. Conjecture 5.6 and McMullen’s strong Conjecture (5.1) hold over every
uncountable field (of characteristic different from 2).
More precisely, if K is uncountable, for every polynomial D∈SK there exist infinitely
many different (d− 1)-uples λ1, . . . , λd−1, where 2d = degD, such that
K
(
(T − λ1) · · · (T − λd−1)
√
D
)
= 1.
Proof. In the proof of the previous Lemma, at every step we have to exclude at most
the countably many zeros of the denominators of the convergents. Then if K is an
uncountable field at every step we can choose uncountably many different λi.
Lemma 5.2.3. If at every step, there exists a constant λ that is a zero of at most finitely
many denominators of the convergents, then there exist λ1, . . . , λd−1∈K such that
K
(
(T − λ1) · · · (T − λd−1)
√
D
)
= 1,
while finitely many initial partial quotients can have larger degrees.
The existence of constants that are not roots of any denominator of the convergents
of
√
D, or even that are roots of only finitely many of them, is not at all obvious if K
is a countable field (and is of course false if K is an algebraic extension of a finite field).
We will show in section 5.3.2 that this is true for K = Q and we will see in Theorem
5.4.25 that Zannier [66] proved this over every number field.
5.3 K = Q: reduction of Laurent series
Of course when K = Q we cannot apply directly the previous approach, as a priori it
may happen that, for some polynomial D, every algebraic number is a root of infinitely
many denominators of the convergents to
√
D. However, we will show that this is not
the case: on the contrary, Conjecture 5.6 holds. In order to prove this statement, we
will introduce the theory of the reduction of Laurent series modulo a prime, which will
allow us to use the results on continued fractions of quadratic irrationalities over finite
fields presented in Chapter 2.
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5.3.1 Reduction of a formal Laurent series modulo a prime
Let ν be a discrete valuation of K, that is, let ν : K∗ → Z be a surjective group
homomorphism such that
ν(a+ b) ≥ min{ν(a), ν(b)} for every a, b∈K∗.
LetOν be its valuation ring, Oν = {a∈K∗, ν(a) ≥ 0}∪{0}; in particular, Oν is local with
maximal ideal Mν ={a∈Oν , ν(a) > 0} ∪ {0} and O∗ν =Oν \Mν ={a∈Oν , ν(a) = 0}.
Mν is principal; a generator pi of Mν is called a uniformizing parameter for ν. Now, K
is the field of fractions of Oν and any a∈K∗ can be written uniquely as a = xpil, with
x∈O∗ν and l∈Z; actually, l = ν(α).
We will denote by kν the residue field kν = Oν/Mν and we will denote by a the class
in kν of an element a of Oν .
Definition 5.3.1. We will say that a formal Laurent series α =
N∑
n=−∞
cnT
n ∈ L can be
reduced modulo ν if cn ∈Oν for every n. We will denote by Lν the ring of the formal
Laurent series reducible modulo ν, that is,
Lν = (Oν [[T−1]])[T ].
Let Lν be the field of formal Laurent series over kν ,
Lν = kν((T−1)).
Then the reduction homomorphism from Oν to kν extends naturally to a homomorphism
from Lν to Lν . If α∈Lν , we will denote by α its image under this homomorphism,
α =
N∑
n=−∞
cn T
n∈Lν ;
we will say that α is the reduction modulo ν of α.
We will denote by ordK, ordkν , respectively, the natural valuations of L and of Lν . If
α can be reduced modulo ν, then ordK(α) ≤ ordkν (α), and ordK(α) = ordkν (α) if and
only if ν(cN ) = 0, with N = − ordK(α).
Then, if α∈Lν , we can compare the continued fraction expansion of α over K with
the continued fraction expansion of α over kν . This problem has already been studied
by Van der Poorten in [47], [48] or [49]; more details can be found in Merkert’s thesis
[38].
Example 5.3.2. Let K = Q and let νl be the l-adic valuation, where l is a prime, that
is, νl(l
k a
b ) = k if l is relatively prime to both a and b. Then Ol = {a/b, l - b}, Ml = (l)
and the residue field is kl = Fl.
In this case, a formal Laurent series α =
N∑
n=−∞
cnT
n is reducible modulo l if and only if
all the denominators of the cn are relatively prime to l.
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Remark 5.3.3. Of course Lν is a ring, that is, if α, β∈L can be reduced modulo ν, then
α ± β and αβ are still reducible modulo ν. However, Lν is not a field: if α =
N∑
n=0
cnT
n
can be reduced modulo ν, with N = − ord(α), then, by (1.16), α−1 can also be reduced
modulo ν if and only if ν(cN ) = 0.
Moreover, if α ∈ Lν and
√
α is well defined as a Laurent series (that is, if N is
even and cN is a square in K), by (1.17)
√
α can be reduced modulo ν if ν(2) ≤ 0 and
ν(cN ) = 0.
Lemma 5.3.4. Let K = Q. Then any rational function and any quadratic irrationality
A+B
√
D
C , with A,B,C,D∈Q[T ], C 6= 0 and D∈SK can be reduced modulo all but finitely
many primes.
Proof. A+B
√
D
C is reducible modulo a prime l as soon as l is different from 2 and it does
not divide neither the (finitely many) denominators of the coefficients of A,B,C,D nor
the numerators of the leading coefficients of C and D.
Obviously, the previous reasoning remains true when K is a finite extension of Q and
ν is an extension to K of the l-adic valuation.
Remark 5.3.5. Let α = [a0, a1, . . . ] ∈ L. If α and all its partial quotients an can be
reduced modulo ν, then α = [a0, a1, . . . ]. A priori, this may not be the regular continued
fraction expansion of α, as some of the an could be constants. Actually, it can be seen
that in this case deg an = deg an for every n ≥ 1.
Roughly, if for some n ≥ 1 we had that deg an < deg an, then the leading coefficient
of an would have positive valuation, which would imply that some coefficients of α as a
formal Laurent series have negative valuation. We will give a more precise proof of the
fact that reducing the degrees of the partial quotients cannot decrease in Lemma 5.3.13.
Thus, if α and all the an are reducible modulo ν, then
α = [a0, a1, . . . ], with deg an = deg an for every n ≥ 1 and deg a0 ≤ deg a0.
It may happen that all the an can be reduced modulo ν but α can not. For example,
α = [0, 5T + 1] = 15T+1 =
1
5T
−1 − 125T−2 + · · ·∈Q((T−1)) is not reducible modulo 5 but
all its partial quotients are. In such a case, contrary to what we said above, we would
have that the degree of the partial quotients decreases after the reduction (formally,
α = [ 0, 1 ] = 1 ).
On the other hand, it may happen that α can be reduced modulo ν but not all of the
an can. In this case it is harder to find the partial quotients of α, but Van der Poorten
proved that its convergents can still be easily recovered from those of α.
Lemma 5.3.6. Let α ∈ Lν and let (pnqn )n be its convergents; of course, the pn, qn may
not be reducible modulo ν or may reduce to 0.
For every n ≥ 0, let
hn = pi
in
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be the unique power of pi such that hnqn can be reduced modulo ν and hnqn 6= 0 (that
is, let −in be the minimal valuation of the coefficients of qn). Then hnpn can be reduced
modulo ν too.
Moreover, if ordα ≤ 0 we must also have hnpn 6= 0. So, in this case, for every n
there exists a unique hn = pi
in such that
hnpn, hnqn can be reduced modulo ν and hnpn, hnqn 6= 0.
Proof. If, by contradiction, hnpn was not reducible, there would exist jn > in such
that pijnpn can be reduced modulo ν and pijnpn 6= 0 (as before, −jn would be the
minimum of the valuations of the coefficients of pn). But in that cas we would have
0≤deg
(
pijnpn
)
=− ordkν
(
pijnpn − αpijnqn
)
≤− ordK(pn − αqn)<0, contradiction.
Let ordα ≤ 0 and let us assume by contradiction that hnpn = 0. Then we would
have 0 ≥ ordkν α ≥ ordkν αhnqn = ordkν
(
hnpn − αhnqn
)
> 0, contradiction.
Lemma 5.3.7. In the notations of the previous Lemma, let us set
xn = hnpn, yn = hnqn.
Then the rational functions xn/yn∈kν(T ) are convergents of α.
Proof. We have ordkν (xn − αyn ) ≥ ordK(pn − αqn) > deg qn ≥ deg yn so, by Remark
1.2.26, xn/yn are convergents of α.
Van der Poorten proved that the converse holds too, that is, all the convergents
of α can be found as reductions of convergents of α. However, it is possible that, for
some n, xn, yn are no longer relatively prime and there might exist m 6= n such that
xn/yn = xm/ym. We will see that if xn−1/yn−1 6= xn/yn, then deg yn = deg qn and xn, yn
are relatively prime in kν [T ], so they give, up to a multiplicative constant, a continuant
of α.
The following results can be found, with different proofs and in slightly different
contexts, in [15],[48],[49]. We will show here a slightly simplified version of the proof
given by Van der Poorten in [48] (Theorem 2.1); another version of this proof can be
found in Merkert’s Ph.D. thesis (Theorem 7.2 in [38]).
Theorem 5.3.8. Let α ∈ Lν be a formal Laurent series that can be reduced modulo ν
and let (pnqn )n be its convergents. for every n, let hn∈K∗ and let xn, yn∈K[T ] be defined
as in the previous lemma. Then
{xn/yn, n ≥ 0}
is exactly the set of the convergents of α.
Proof. Let (umvm )m be the convergents of α. By the previous lemma, for every n there
exists a (unique) integer ρ(n) such that xn/yn = uρ(n)/vρ(n). Then ρ is a well defined
function, ρ : [0, N ]→ [0, N ], where N,N ∈N ∪ {∞} are, respectively, the lengths of the
continued fractions of α, α.
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ρ is not necessarily injective but it is always surjective. Indeed, ρ(0) = 0, because
p0 = bαc must be reducible and p0 = bαc = u0, while trivially q0 = 1 = v0. Moreover,
for every n ≥ 0,
deg vρ(n+1) ≤ deg yn+1 ≤ deg qn+1 = ordK(pn − αqn) ≤
≤ ordkν (xn − αyn ) ≤ ordkν (uρ(n) − α vρ(n)) = deg vρ(n)+1,
(5.2)
thus ρ(n+ 1) ≤ ρ(n) + 1. Then there exists N0 ≤ N such that Im(ρ) = {0, . . . , N0}.
On the other hand, xn/yn → α for n→ N , so ρ must be surjective, that is, N0 = N
and all the convergents of α can be found as reductions of convergents of α.
Lemma 5.3.9. If ρ(n+ 1) = ρ(n) + 1, then xn+1, yn+1 must be relatively prime and
deg vρ(n+1) = deg qn+1.
Proof. It follows immediately from the fact that all the inequalities in (5.2) must be
equalities.
Lemma 5.3.10. In the previous notations, we also have that
ρ is non-decreasing.
Proof. For every n1 < n2 we will have deg vρ(n1) ≤ deg yn1 ≤ deg qn1 < deg qn2 <
< ordK(pn2 − αqn2) ≤ deg vρ(n2)+1 as in (5.2). Thus ρ(n1) < ρ(n2) + 1 and ρ is non-
decreasing.
Remark 5.3.11. By (1.8) for every n we have xnyn+1−xn+1yn = ±hnhn+1. As the xn, yn
can be reduced modulo ν, we must have
ν(hnhn+1) ≥ 0.
If ν(hn) = −ν(hn+1), then xnyn+1 − xn+1yn∈k∗ν , so we must have ρ(n+1) = ρ(n)±1.
Actually, as we have already shown that ρ is non-decreasing, ρ(n+ 1) = ρ(n) + 1.
Otherwise, xnyn+1 − xn+1yn = 0, that is, ρ(n) = ρ(n+ 1).
We could also have used this remark as the firs step to prove the previous Theorem;
actually, this is the strategy followed by Van der Poorten in [49].
Example 5.3.12. Let α = 3T
2−5T
T 3+5
=
[
0, 13T+
5
9 ,
27
25T− 468125 , 6254212T+ 125468
]
, its continuants
are
p0 = 0, q0 = 1
p1 = 1, q1 = 1/3T + 5/9
p2 = 27/25T − 468/125, q2 = 9/25T 2 − 81/125T − 27/25
p3 = 25/156T
2 − 125/468T, q3 = 25/468T 3 + 125/468.
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α can be reduced modulo every prime and all its partial quotients can be reduced
modulo every prime but 2, 3, 5, 13; let us consider its reductions modulo those primes.
l = 2
in xn yn ρ(n) uρ(n) vρ(n)
0 0 1 0 0 1
0 1 T + 1 1 1 T + 1
0 T T 2 + T + 1 2 T T 2 + T + 1
2 T 2 + T T 3 + 1 2 T T 2 + T + 1
Indeed, modulo 2, α = T
T 2+T+1
=
[
0, T + 1, T
]
.
l = 3
in xn yn ρ(n) uρ(n) vρ(n)
0 0 1 0 0 1
2 0 −1 0 0 1
−2 1 T 2 1 1 T 2
2 T T 3 − 1 2 −T −T 3 + 1
Indeed, modulo 3, α = T
T 3−1 =
[
0, T 2,−T ]
l = 5
in xn yn ρ(n) uρ(n) vρ(n)
0 0 1 0 0 1
0 1 2T 1 1 2T
3 2 −T 1 1 2T
−2 T 2 2T 3 1 1 2T
Indeed, modulo 5, α = 3T =
[
0, 2T
]
.
l = 13
in xn yn ρ(n) uρ(n) vρ(n)
0 0 1 0 0 1
0 1 9T + 2 1 1 9T + 2
0 −T 4T 2 − 2T + 1 2 −T 4T 2 − 2T + 1
1 T 2 + 7T 9T 3 + 6 2 −T 4T 2 − 2T + 1
Indeed, modulo 13, α = T
9T 2+2T−1 =
[
0, 9T + 2,−T ]
Lemma 5.3.13. If α ∈ Lν , then reducing modulo ν the degree of the partial quotients
(apart from the first one) can only grow, so in particular
K(α) ≥ K(α).
Proof. As ρ is non-decreasing, for every m there must exist integers nm, Nm such that
{n ∈ N, ρ(n) = m} = [nm, NM ], where ρ(nm − 1) = m − 1, ρ(Nm + 1) = m + 1.
Then deg vm = deg qnm and deg vm+1 = deg qNm+1. Thus, setting α = [a0, a1, . . . ] and
α = [b0, b1, . . . ], we will have
deg bm+1 = deg aNm+1 + · · ·+ deg anm+1.
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Corollary 5.3.14. If α∈Lν and α is badly approximable, respectively normal, in Lν ,
then α+ piβ is badly approximable, respectively normal, in L for every β∈Lν .
Example 5.3.15. Let α =
√
T 6 − 1
T 2 − 1 =
[
T, T,−T,−2T,−T, T, 2T ]∈Q[T ]. Certainly α
and all its partial quotients can be reduced modulo every prime l different from 2 and
we have αl =
[
T, T,−T,−2lT,−T, T, 2lT
]
.
Then, for l 6= 2, any Laurent series of the form
√
T 6−1+lA
T 2−1+lB is normal, provided that
A,B are polynomials reducible modulo l and with degA < 6, degB < 2.
Example 5.3.16. Let α = T
3+T 2+T+2+
√
T 6−T 5+T 4−T 3−T 2−1
T 2+T+1
∈Q((T−1)). Its continued
fraction is α =
[
2T − 32 , 87T − 14849 , 6868983T + 2347751780694289 , . . .
]
, which does not look periodic
but a priori it might have some partial quotients with degree larger than 1.
Actually, α can be reduced modulo 3 and the continued fraction expansion of its
reduction modulo 3 is α =
[
−T,−T − 1,−T
]
, so α must already be normal.
More generally, we will have
Corollary 5.3.17. McMullen’s (strong) Conjecture over Q would be a consequence of
McMullen’s (strong) Conjecture over finite fields and, by Corollary 5.1.3, it would also
follow from Zaremba’s (strong) Conjecture over finite fields.
Using a different method, we will see in Theorem 5.4.26 that McMullen’s strong
Conjecture over Q actually holds.
Analogously, and thanks to the fact that McMullen’s and Zaremba’s Conjectures
hold over the algebraic closure of finite fields, we can use reduction methods to prove
McMullen’s Conjecture over Q.
5.3.2 Proof of McMullen’s strong Conjecture for K = Q
Let D∈SQ; we will denote by KD the smallest finite extension of Q over which
√
D
is well defined as a formal Laurent series, that is, KD will be the finite extension of Q
generated by the coefficients of D and by the square root of its leading coefficient.
The continued fraction expansion of
√
D does not depend on the chosen base field,
as long as the formal Laurent series under consideration is well defined, so in fact its
continuants and its partial quotients are polynomials defined over KD.
Lemma 5.3.18. Let D∈SQ and let K = KD. Then, there exist infinitely many primes
of K with respect to whom
√
D is reducible and its reduction is an irrational Laurent
series.
Proof. Let D = a20 + δ with a0 =
⌊√
D
⌋
. Then D, a0, δ are reducible modulo infinitely
many primes and the reduction of D is a square if and only if the reduction of δ is zero,
which can happen only for finitely many primes.
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Proposition 5.3.19. McMullen’s strong Conjecture(5.1) holds over Q.
Proof. As before, let D ∈ SQ and let K = KD. Let l be a prime of KD such that the
reduction of
√
D modulo l exists and is irrational; let ν = νl be the corresponding
valuation and let k = kνl be the residue field. If α∈Q((T−1)) is reducible modulo l, as
before we will denote by α its reduction in k((T−1)). As k is a finite field, there exists
a non-trivial solution x, y∈k[T ] of the Pell equation for √D. Possibly replacing K with
a finite extension K′ such that l is still a prime of K′, we can assume that k is large
enough so that it exists a polynomial z ∈ k[T ], relatively prime to x, such that z/x is
normal (by Theorem 4.2.8 it is enough to assume #k ≥ 2 deg x). Then, by Theorem
5.1.1, x−bz+y
√
D
bx ∈k((T−1)) is normal, where b∈k is a suitable constant.
Then, by Corollary 5.3.14, for every X,Y, Z ∈K[T ] reducible modulo l, with reduc-
tions X = x, Y = y, Z = z and with degX = deg x and for every constant B∈K with
B = b we will have that
X −BZ + Y√D
BX
∈Q((T−1)) is normal .
Obviously, we can choose the lifts X,Y, Z,B in infinitely many different ways, obtaining
infinitely many pairwise non-equivalent normal elements of Q(T,
√
D).
Example 5.3.20. Let D = T 8−T 7− 34T 6 + 72T 5− 214 T 4 + 72T 3− 34T 2−T +1∈Q((T−1)).
It can be proved (see [33]) that K(
√
D) = 2, so the question of the existence of normal
elements in K(T,
√
D(T )) is not a trivial problem. It can be seen, for example with the
methods of Corollary 2.2.19, that D is a non-Pellian polynomial, so we cannot apply
directly Mercat’s Theorem 5.1.1.
Certainly
√
D can be reduced modulo every prime different from 2 and its reduction
is never rational.
Let us apply Mercat’s Theorem to the reduction D = T 8 − T 7 − T 5 − T 3 − T + 1
of D modulo 3. It is easy to compute the minimal solution of the Pell equation for D
over F3: (x, y) = (−T 10 − T 9 + T 6 − T 3 − T 2 + 1,−T 6 + T 4 − T 3 − T 2 − T ). Now,
z = T 6(T 3 + T 2 + T − 1) is relatively prime to x over F3 and z/x is normal. Then
−T 10−T 9+T 6−T 3−T 2+1+T 6(T 3+T 2+T−1)+(−T 6+T 4−T 3−T 2−T )√D
T 10+T 9−T 6+T 3+T 2−1 is normal in F3((T
−1)) (in
the previous notations, b = 2 ), so
−T 10 + T 8 + T 7 − T 3 − T 2 + 1 + 3A1 − (T 6 − T 4 + T 3 + T 2 + T + 3A2)
√
D
T 10 + T 9 − T 6 + T 3 + T 2 − 1 + 3A3
is normal in Q((T−1)) for every A1, A2, A3∈Q[T ], polynomials reducible modulo 3 and
with degA3 < 10.
Using techniques of reduction of a formal Laurent series modulo a prime we can also
prove that Conjecture 5.6 holds over Q, which of course will imply again McMullen’s
strong Conjecture (5.1). Let us then prove that the hypothesis of Lemma 5.2.1 is verified
for K = Q.
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Theorem 5.3.21. Let D∈SQ be a polynomial of degree 2d, let (pnqn )n be the convergents
of
√
D. Then, for every λ∈Q of the form
λ = ζr
r
√
1/pi,
where pi is a large enough prime of KD, r ≥ d and ζr is an r-th root of unity, we have
qn(λ) 6= 0 for every n ≥ 0.
We will give two proof of this result: a first algebraic proof, relying on the previously
discussed theory of reduction modulo a prime, and a second proof using the connection
with algebro-geometric properties of hyperelliptic curves seen in section 2.2.2.
First proof. As before, let K = KD be the smallest extension of Q over which the formal
Laurent series of
√
D is well defined.
Let l > 2 be a prime number, let ν be an extension to K of the l-adic valuation of
Q. As before, let O = {x ∈ K∗, ν(x) ≥ 0} ∪ {0} be the valuation ring of ν and let
pi be a uniformizing parameter for ν, that is, a generator of the unique maximal ideal
M = {x∈K∗, ν(x) > 0} of O. We will denote by k the residue field k = O/M and, if
α∈L = (O[[T−1]])[T ], we will denote by α∈ k((T−1)) its reduction modulo ν.
As we have seen in Lemma 5.3.4, by choosing pi large enough we can assume that
the Laurent series representing
√
D can be reduced modulo ν, that is
√
D ∈ L, and
we can assume that the reduction of D modulo ν is not a perfect square. More-
over, we can choose pi so that the leading coefficient of
√
D has valuation 0. Then
ord
(√
D
)
= ord(
√
D) = −d.
Let p/q = pn/qn be a convergent of
√
D. By Lemma 5.3.6, as ord
√
D < 0, there
exists a (unique) integer i such that x = piip and y = piiq can be reduced modulo ν and
both x, y are different from zero (−i will be minimum of the valuations of the coefficients
of q). Let us denote by uj/vj the convergents of
√
D and by bj its partial quotients. By
Theorem 5.3.8, x/y is a convergent of
√
D, that is, there exists j such that x/y = uj/vj .
Now, d ≥ deg bj+1 = deg vj+1 − deg vj . If deg q > deg vj , we have seen in lemma
5.3.13 that there exists N > n such that deg qN = deg vj+1 and deg vj ≤ deg y = deg piiq.
Then,
deg q − deg piiq ≤ d− 1, (5.3)
and this inequality holds trivially even if deg q = deg y = deg vj . Thus, the degree of (a
normalization of) q cannot decrease too much when reducing modulo ν.
Let λ ∈ Q be a root of piT r − 1, irreducible over K. Now, λ is a root of q if and
only if it is a root of y, if and only if (piT r − 1) divides y. As piT r − 1 is primitive, by
Gauss’s Lemma this is equivalent to the existence of a polynomial F ∈O[T ] such that
y = (lT r − 1)F . Then, reducing modulo ν, y = −F and deg y ≤ deg q− r. For r > d− 1
this would contradict (5.3), so λ cannot be a root of q.
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The choices of pi, r do not depend on p, q (that is, they do not depend on n): we
only require that D is reducible modulo pi, a prime over l > 2, that its reduction is not
a perfect square and that r ≥ d. Thus, we have actually proved that for every large
enough prime pi and for every integer r ≥ d a root λ of the polynomial piT r − 1 cannot
be a zero of qn for every n.
Second proof. Let D = b2D˜, with D˜∈K[T ] squarefree and let deg D˜ = 2d˜; let H be the
hyperelliptic curve of affine model U2 = D˜(T ).
Let ϕ = p− qbU , where pq = pnqn is a convergent of
√
D; let λ∈Q not a root of D and
let P = (λ,U(λ))∈H
D˜
. Then q(λ) = 0 if and only if ϕ(P ) = ϕ′(P ).
Let l be a prime and let ν be an extension to K of the l-adic valuation; let pi∈K be
a uniformizing parameter for ν.
We have seen in Remark 2.2.14 that ϕ,ϕ′ have, respectively, a zero and a pole at
∞+. If P is a point near enough to ∞+ and far enough from the zeros of ϕ′ (with
respect to ν), then ϕ,ϕ′ cannot assume the same value in P . As formal Laurent series,
let ϕ = f−iT−i + f−i−1T−i−1 + · · · , ϕ′ = gjT j + gj−1T j−1 + · · · , where j = deg p and
i = deg qn+1 > deg q.
Let us assume that H
D˜
has good reduction modulo ν, that is, let us assume that
D˜ can be reduced modulo pi and that its reduction is still a squarefree polynomial of
degree 2d˜. Let us also assume that D can be reduced modulo ν, with degD = 2d. Then
the Laurent series representing
√
D can be reduced modulo ν, so, up to multiplication
of p, q (that is, of ϕ) by a suitable power of pi, we can assume that also ϕ,ϕ′ have good
reduction modulo ν and that their reductions are not 0 (that is, ν(fm), ν(gn) ≥ 0 for
every m,n and there exist M,N such that ν(fM ) = ν(gN ) = 0) .
Let λ = pi−1/r; let us still denote by ν its extension to K(λ) (with ν(λ) = −1r ). By
Lemma 2.2.10, if we assume m ≥ d then P cannot be too near to the zeros of ϕ′, as
they have degree at most 2d − 2 over K. More precisely, as before, reducing modulo
ν the degree of ϕ′ can decrease at most of d − 1, so there must exist an element of
{gj , . . . , gj−d+1} that has absolute valuation 0. As ν(gn)∈N for every n, for r ≥ d then
there cannot be cancellations in the gnλ
n and ν(ϕ′(λ)) < 0.
On the other hand, ν(ϕ(λ)) = ν(f−ipii/r + f−i−1pi(i+1)/r + · · · ) ≥ ν(pii/r) = 1r > 0.
Then ϕ(λ) 6= ϕ′(λ), so λ is not a root of q = qn.
As the choice of λ, that is, the choices of pi, r, do not depend on n, we have that λ
is not a root of any continuant qn.
Corollary 5.3.22. Conjecture 5.6 and McMullen’s strong Conjecture hold over Q: for
every polynomial D∈SQ there exist infinitely many (d−1)-uples λ1, . . . , λd−1∈Q, where
2d = degD, such that
K
(
(T − λ1) · · · (T − λd−1)
√
D
)
= 1.
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Actually, we already have K
(
(T − λ1) · · · (T − λk−1)
√
D
)
= 1, for k=K(
√
D) and,
analogously, K
(
(T − λ1) · · · (T − λk−1)
√
D
)
= 1 for k = K(
√
D).
Proof. It follows directly from Lemma 5.2.1.
Lemma 5.3.23. For every D∈SQ there exist λ1, . . . , λd−1 with
[KD(λ1, . . . , λd−1) : KD] =
(2d− 2)!
(d− 1)! .
such that KD(λ1, . . . , λd−1)(T,
√
D(T )) has normal elements.
Proof. We have seen that we can choose λi as a root of piiT
ri − 1, with pii a prime of KD
large enough to guarantee that
√
D is reducible modulo ν, where ν is the pii-adic valuation
of KD and that the reduction of
√
D has still order −d and where ri = d+ i− 1.
Example 5.3.24. As in Example 5.3.20, let us consider the non-Pellian polynomial over
Q D = T 8 − T 7 − 34T 6 + 72T 5 − 214 T 4 + 72T 3 − 34T 2 − T + 1. As it is proved in [33],
K(
√
D) = 2. D is reducible modulo every prime different from 2 and its reduction is
never a square. Then, by the previous Theorem,(
T − 4
√
1/l
)√
D(T )
is (eventually) normal for every prime l > 2.
We can also give an alternative, direct proof of McMullen’s strong Conjecture over
Q, based on Lemma 1.3.23.
Second proof of Proposition 5.3.19. Let D ∈ SQ be a polynomial of degree 2d and let
(pnqn )n be the convergents of
√
D. Certainly K(
√
D) ≤ d; let us assume that K(√D) 6= 1.
We have seen that if a1 6= −pn(λ1)qn(λ1) for every n, then K
(√
D+a1
T−λ1
)
= K(
√
D)− 1 ≤ d− 1.
As before, let K = KD. Then for every λ1∈K we have pn(λ1)qn(λ1) ∈K ∪ {∞} for every n,
so it is enough to take a1 ∈Q \ K. In particular, it is enough to take a1 in a quadratic
extension of K.
Going on in this way, we can find a1, . . . , ad−1, λ1, . . . , λd−1 such that, setting α0 =
√
D
and, for i = 1, . . . , d− 1,
αi =
αi−1 + ai
T − λi ,
we have
K(αi) = max
{
1,K(
√
D)− i
}
.
In particular αd−1 is normal.
We can choose the λi and the ai in infinitely many different ways, obtaining infinitely
many pairwise non-equivalent normal elements of Q(T,
√
D(T )), so McMullen’s strong
Conjecture (5.1) holds over Q.
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Lemma 5.3.25. For any D∈SQ there exist α∈K′(T,
√
D) normal, with
[K′ : KD] ≤ 2d−1.
Proof. In the notations of the previous proof αd−1 is defined over K′ = KD(a1, . . . , ad−1),
where we can choose the ai so that [K′ : KD] ≤ 2d−1.
Example 5.3.26. Let D∈SQ be a polynomial of degree 2d and let us denote by ln the
n-th prime number. Then((((√
D +
√
2
) 1
T
+
√
3
)
1
T
+
√
5
)
1
T
+ · · ·+
√
ld−1
)
1
T
is normal (in the previous notations, λi = 0 for every i and ai =
√
li).
In particular, for D as in Example 5.3.20 we will have that
√
D +
√
l
T
is normal for every prime l.
Remark 5.3.27. We will see in Theorem 5.4.26 that Conjecture 5.6 holds also over every
number field. Of course, this will imply again Conjecture 5.6 and McMullen’s strong
Conjecture overQ. Indeed, we will see that for everyD∈SQ there exist λ1, . . . , λd−1∈KD
such that
K
(
(T − λ1) · · · (T − λd−1)
√
D
)
= 1.
5.4 K = Q: generalized Jacobians
In order to study Conjecture 5.6 and McMullen’s Conjecture over Q we will consider
generalized Jacobians of the hyperelliptic curves HD. Indeed, as we have seen in Remark
2.2.14, to treat the case of non-squarefree polynomials we have to consider a stricter
equivalence relation on the group of divisors. We will show in section 5.4.1.2 that this
corresponds to working on a pullback of generalized Jacobians associated to moduli.
Thus, we will firstly recall the construction of generalized Jacobians, and in particular of
the generalized Jacobian associated to a modulus, to highlight the connection between
the continued fraction expansion of
√
D, with D non necessarily squarefree, and the
minimal writing of the multiples of δ = [(∞−)−(∞+)] on a suitable generalized Jacobian.
Conjecture 5.6 will then follow from a Theorem of Zannier, proved applying to a
generalized Jacobian a version for algebraic groups of Skolem-Mahler-Lech’s Theorem.
5.4.1 Construction of generalized Jacobians
The classical construction of the Jacobian variety of a smooth algebraic curve C can
be generalized, essentially by modifying the equivalence relation on the group of degree-
zero divisors Div0(C) (or on one of its subgroups) and giving a structure of algebraic
group to the quotient thus obtained.
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Maxwell Rosenlicht discussed the construction and the properties of generalized Ja-
cobians in the most general setting [52], [53]. Here we will follow the exposition of Serre
([56], Chapter V), focused on generalized Jacobians associated to a modulus. We will
then consider the case linked to the study of quadratic irrationalities of the form b
√
D˜,
which correspond to a pullback of generalized Jacobians associated to moduli.
Let K be an algebraically closed field. Let C be a complete, projective, irreducible
smooth curve defined over K. By “glueing together” some points of C we can build a
singular curve whose normalization is C.
Notation 5.4.1. Let S⊂C be a finite set of points and let R be an equivalence relation
over S. Let S′ = S/R and let us consider
C′ = (C \ S) ∪ S′, with pi : C → C′
the canonical projection.
For Q∈C′, let
OQ =
⋂
pi(P )=Q
OP ,
where the OP are the local rings of C. Then OQ is a semi-local ring, let rQ be its Jacobson
radical, that is, rQ =
⋂
pi(P )=Q
MP . If Q∈ C′ \ S′, let O′Q = OQ and for Q∈ S′, let O′Q be a
proper subring of OQ such that
K+ rnQQ ⊆ O′Q ⊆ K+ rQ
for some integer nQ. For every point Q of C′, let us set
gQ = dimOQ/O
′
Q.
Theorem 5.4.2. C′ with the sheaf O′ formed by the rings O′Q is a non-smooth algebraic
curve, its set of singular points is S′ and C is its normalization.
We will denote by DivS(C) the group of the divisors of C prime to S and we will
denote by Div0S(C) its subgroup of degree-zero divisors.
Notation 5.4.3. Let g be the genus of C and let
g′ = g +
∑
Q∈S′
gQ.
Let A∈DivS(C) be a divisor prime to S. We can then consider the subsheaf L′(A)
of K(C′) = K(C) defined by L′(A)Q =
{
O′Q if Q∈S′
L(A)Q otherwise
.
Let L′(A) = H0(C′, L′(A)) and I ′(A) = H1(C′, L′(A)). It can be proved that
L′(A), I ′(A) are finite-dimensional K−vector spaces; let `′(A), i′(A) be, respectively,
their dimensions.
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Theorem 5.4.4 (Generalized Riemann-Roch Theorem). In the previous hypothesis and
notations, for every divisor A of C prime to S we have
`′(A)− i′(A) = deg(A)− g′ + 1. (5.4)
Corollary 5.4.5. Let P∞ be a point of C not in S. Then for every divisor A ∈ Div0S(C)
there exists an effective divisor B of degree g′ (not necessarily prime to S) such that
A = B − g′(P∞)− div(f)
with f ∈
⋂
Q∈S′
O′Q.
Instead of the classical equivalence relation ∼ between divisors, we can consider the
strong equivalence relation
A ≈ B if and ony if A = B + div(f) with f ∈
⋂
Q∈S′
(O′Q)
∗.
Rosenlicht has then studied in all generality the quotient group Div0S(C)/ ≈.
We will be particularly interested in the case where the equivalence relation R over
C, and by consequence the equivalence relation ≈ on Div0(C), is defined by a modulus.
5.4.1.1 Generalized Jacobian associated to a modulus
Definition 5.4.6. Let S⊂C be a finite set of points. A modulus m supported on S is
an effective divisor of the form
∑
P∈S
nP (P ) with nP > 0 for every P ∈ S. We can thus
define the degree of m as deg(m) =
∑
P nP .
Definition 5.4.7. Let m be a modulus on C supported on S; for f ∈K(C) and k∈K we
will write
f ≡ k (mod m)
if
ordP (f − k) ≥ nP for every P ∈S.
In particular if f ≡ k (mod m), then f(P ) = k for every P ∈S, so if k∈K∗ we will
have that div(f) is prime to S.
Notation 5.4.8. From now on, we will always consider a modulus m =
∑
P∈S nP (P )
on C with support S. We will always assume m non trivial, that is degm ≥ 2.
The singular curve Cm associated to the modulus m is defined as in 5.4.1 by identifying
all the points of S. Then S′ is reduced to a point, S′ = {Q} with Q /∈ C, and
Cm = (C \ S) ∪ {Q}.
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In the previous notations, we will have OQ={f ∈K(C), ordP (f) ≥ 0 for every P ∈S}
and rQ = {f ∈OQ, ordP (f) > 0 for every P ∈S}. We can then take
O′Q = {f ∈OQ, f ≡ k (mod m) with k∈K}.
Indeed, as we assumed m non trivial, O′Q 6= OQ and for n ≥ maxP∈S nP we have
K+ rnQ⊂O′Q⊂K+ rQ. Then
gQ = degm− 1, so g′ = g + degm− 1.
By Theorem 5.4.2, Cm with the sheaf O′ is singular and its only singular point is Q.
Definition 5.4.9. As (O′Q)
∗ = {f ∈K(C), f ≡ k (mod m) with k ∈K∗}, two divisors
A,A′ relatively prime to S are equivalent with respect to the strong equivalence relation
≈, which will now be denoted by ∼m, if and only if
A = A′ + div(f) with f ≡ 1 (mod m).
In this case A,A′ are said to be m-equivalent.
We will denote by Picm(C) the quotient of DivS(C) with respect to ∼m and by Pic0m(C)
its subgroup formed by the classes of divisors of degree 0. We will denote by [A]m the
class in Picm(C) of a divisor A∈DivS(C).
Pic0m(C) can be given a structure of algebraic group; it is then denoted by Jm and
called the generalized Jacobian of C relative to the modulus m.
Lemma 5.4.10. Jm is an extension of the usual Jacobian J by Ker Φm, where Φm is
the group morphism from the generalized Jacobian Jm to the classical Jacobian J of C
defined by
Φm([A]m) = [A].
Proof. Φm is clearly well defined; actually, it is also an algebraic morphism. It is easy to
see that Φm is surjective, and that we have the short exact sequence
0→ Ker Φm ↪→ Jm Φm−−→ J → 0.
Proposition 5.4.11. If char K = 0, then as an algebraic group, Jm is an extension of
J by the linear group
G#S−1m ×
∏
P∈S
GnP−1a .
Sketch of proof. Of course, Ker Φm=
{
[div(f)]m, f ∈K(C), ordP (f) = 0 for every P ∈S
}
.
Now, [div(f)]m = 0∈Jm if and only if f ∈ (O′Q)∗, if and only if there exists k ∈K∗
such that ordP (f − k) ≥ nP for every P ∈ S. Let UP be the multiplicative group of
the rational functions f such that ordP (f) = 0 and let U
(nP )
P be its subgroup formed by
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the functions f such that ordP (f − 1) ≥ nP . Thus, [div(f)]m = 0 if and only if there
exists k∈K∗ such that kf ∈ ⋂
P∈S
U
(nP )
P and Ker Φm ' (
∏
P∈S UP /U
(nP )
P )/Gm (where Gm
is the multiplicative group). If char K = 0, then it can be seen that as algebraic groups,
U/U (nP ) ' Gm ×GnP−1a (where Ga is the additive group).
Example 5.4.12. As before, let HD denote the hyperelliptic curve of affine model
U2 = D(T ), where D is a squarefree polynomial of degree 2d. Let P = (t, u) be an affine
point of HD and let m be the modulus m = (P ) + (P ′), where P ′ is the conjugate of
P . Let us denote by (HD)m = HD,P the singular curve obtained as before and by Q its
only singular point. Then we have gQ = 1.
Let us firstly assume that P 6= P ′, that is, t is not a root of D.
Then OQ = OP ∩OP ′ = {(a+ b
√
D)/c∈K(HD), a, b, c∈K[T ] and c(t) 6= 0} and, for
f ∈K(HD) and k∈K, we will have f ≡ k (mod m) if and only if f(P ) = f(P ′) = k.
Let now P = P ′ = (t, 0), that is, let t be a zero of D. Then we have m = 2(P ).
Thus, as before, OQ = OP = {(a + b
√
D)/c∈K(HD), a, b, c∈K[T ] and c(t) 6= 0} and
f≡k (mod m) if and only if ordP (f − k) ≥ 2.
In both cases then f ≡ k (mod m) if and only if f = a+b(T−t)
√
D
c with c(t) 6= 0 and
with a(t)c(t) =k, so O
′
Q = {(a+ b
√
D)/c∈K(HD), c(t) 6= 0, b(t) = 0}.
Let JP be the corresponding generalized Jacobian. By Proposition 5.4.11, if P 6= P ′,
then Jm is an extension of J by Gm, while if P = P ′, then Jm is an extension of J by
Ga.
5.4.1.2 Pullback of generalized Jacobians
Remark 5.4.13. Let D˜∈K[T ] be a squarefree polynomial and let D(T ) = (T −λ)2D˜(T ).
As we have seen in Remark 2.2.14, to link the convergents of
√
D with the study of
the multiples of δ = (∞−) − (∞+) we must restrict the usual linear equivalence to the
functions of the form ϕ = a+ b(T − λ)
√
D˜, that is, to the elements of O′Q for C = HD˜,
m = (P )+(P ′) and P =
(
λ,
√
D˜(λ)
)
. This gives a first connection between generalized
Jacobians and convergents of the square root of non-squarefree polynomials.
However, if D(T ) = (T − λ1)2 . . . (T − λn)2D˜(T ), where the λi are pairwise distinct
constants, this connection becomes less straightforward. Indeed, to study as before
the convergents of
√
D we have to consider linear equivalence with respect to rational
functions of the form a+ b(T − λ1) · · · (T − λn)
√
D˜, where a is any polynomial. On the
other hand, taking m = (P1) + (P
′
1) + · · · + (Pn) + (P ′n) with Pi =
(
λi,
√
D˜(λi)
)
, we
have that O′Q is the set of functions of the form a + b(T − λ1) · · · (T − λn)
√
D˜ where
a(λ1) = · · · = a(λn)∈K.
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So we would be interested in restricting the usual linear equivalence to a set of
functions bigger than O′Q, this is why we will repeat the previous reasoning with a less
strict equivalence relation.
Notation 5.4.14. As before, let D∈K[T ] be a squarefree polynomial of even degree 2d
and letH = HD be the hyperelliptic curve U2 =D(T ). Let P1 = (t1, u1), . . . , Pn= (tn, un)
be distinct affine points of H such that Pi 6= P ′j for every i, j (in particular, the ti
are not roots of D). For i = 1, . . . , n let mi be the modulus mi = (Pi) + (P
′
i ). Let
S = {P1, P ′1, . . . , Pn, P ′n}; we can consider the equivalence relation on S that identifies
the Pi with their conjugates:
PRP˜ if and only if P˜ = P or P˜ = P ′.
Let S′ = {Q1, . . . , Qn}, with Qi = [Pi]R and let HS = (H \ S) ∪ S′.
Remark 5.4.15. Let f = a+b
√
D
c ∈K(H) with a, b, c relatively prime polynomials. Then,
as in Example 5.4.12, f ∈OQi = OPi ∩ OP ′i if and only if c(ti) 6= 0 and f ∈ rQi if and
only if c(ti) 6= 0 and a(ti) = b(ti) = 0, if and only if f ≡ 0 (mod mi). We can then take
O′Qi = K + rQi , that is, f ∈O′Qi if and only if f ≡ ki (mod mi) for some ki ∈K, if and
only if c(ti) 6= 0 and b(ti) = 0.
Writing O′Q1 ∩ · · · ∩O′Qn = O′S and (T − t1) · · · (T − tn) = RS we will have
f ∈O′S if and only if f =
a+ bRS
√
D
c
with c(ti) 6= 0 for every i,
if and only if for every i there exists ki ∈ K such that f ≡ ki (mod mi). Moreover,
f ∈(O′S)∗ if and only if k1, . . . , kn∈K∗.
Certainly gQi = 1 for every i, so
g′ = g + n.
As in Notation 5.4.3, for every divisor A prime to S we can consider the K-vector
space LS(A) = {f ∈ O′S , A + div(f) ≥ 0}. The generalized Riemann-Roch Theorem
5.4.4 then becomes:
`S(A)− iS(A) = deg(A)− g − n+ 1.
In particular, by Corollary 5.4.5, choosing P∞ = ∞+ we have that for every divisor A
prime to S of degree 0 there exists a unique effective divisor B of degree l ≤ g′, with
l minimal, such that A = B − l(∞+) − div(f) with f ∈O′S . It is possible that f ≡ 0
(mod mi) for some i, so it is possible that B is no longer prime to S.
Notation 5.4.16. Let A,A′ be divisors of C prime to S. We will write A ≈ A′ if and
only if A = A′+ div(f) with f ∈(O′S)∗; in this case we will say that A,A′ are equivalent
with respect to S and we will write A ∼S A′.
We will denote by PicS(H) the group of the classes of divisors prime to S modulo
∼S and by Pic0S(H) its subgroup formed by the classes of divisors of degree 0.
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The results on generalized Jacobians associated to a modulus can be easily adapted
to this case. In particular, Pic0S(H) has a structure of algebraic group, denoted by JS ;
we will say that JS is the generalized Jacobian of H associated to S.
Lemma 5.4.17. JS is an extension of J by Gnm.
Proof. As before, we can consider the surjective map ΦS : JS → J ; then JS is an
extension of J by Ker(ΦS), which is isomorphic to Gnm as algebraic groups.
Remark 5.4.18. More generally, if C is a complete, irreducible, smooth curve we can
consider a finite family of pairwise disjoint moduli M = {m1, . . . ,mn}, that is, moduli
mi =
∑
P∈Si nP (P ) such that their supports Si are pairwise disjoint.
Let S = ∪iSi, we can consider on S the equivalence relation
PRQ ⇐⇒ there exists i such that P,Q∈Si.
Let S′ = S/R and, for every i, letQi=[P ]R for P ∈Si; let C′=(C\S)∪S′. In the notations
of 5.4.1 we will have Oi=OQi =
⋂
P∈Si
OP , ri=rQi ={f ∈OQi , ordP (f)>0 for every P ∈Si}
and we can take O′i = O
′
Qi
= {f ∈Oi, f ≡ ki (mod mi) for some ki ∈K}. Then O′i is
a proper subring of Oi and K + rnii ⊂O′i⊂K + ri, where ni = maxP∈Si nP . Moreover,
f ∈(O′i)∗ if and only if f ≡ ki (mod mi) with ki∈K∗. As before, C′ is an algebraic curve,
S′ is the set of its singular points and C is its normalization.
We will say that two divisors A,A′ are equivalent with respect to M , and we will
write A ∼M A′, if A = A′+ div(f) with f ∈(O′i)∗ for every i. As before, we will consider
PicM (C) = DivS(C)/ ∼M , Pic0M (C) = Div0S(C)/ ∼M . Again, Pic0M has a structure of
algebraic group, we will denote it by JM and we will call it the generalized Jacobian
of C relative to M1. Exactly as before, JM is an extension of J by the Kernel of the
surjective standard map
ΦM : JM → J .
We could study Ker ΦM with the previous methods, finding it to be a product of copies of
Gm and Ga. However, we can also see the Jacobian JM as the pullback of the Jacobians
Jmi .
Notation 5.4.19. Given A,B,C objects in a categoryC and maps α :A→ C, β :B→ C,
their pullback is a triple (P,ϕ, ψ), where P is an object and ϕ,ψ are maps with ϕ : P → A
and ψ : P → B, such that α ◦ ϕ = β ◦ ψ and such that for every object K and for every
couple of maps ϕ′, ψ′ such that α ◦ ϕ′ = β ◦ ψ′ there exists a unique map h : K → P
1JM is, in Roselincht’s notations [53], the generalized Jacobian relative to the semi-local ring
o = ∩iOi = {f ∈K(C), for every i there exists ki∈K such that f ≡ ki (mod mi)}
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that makes the following diagram commute
K
P A
B C
ϕ′
h
ψ′
ϕ
ψ α
β
When it exists, the pullback is unique (up to isomorphisms).
In the category C of abelian groups, the pullback always exists: in the previous
notations we can take P = {(a, b) ∈A × B, α(a) = β(b)}, ϕ = piA|P , ψ = piB|P (with
piA, piB canonical projections). Let χ = α ◦ ϕ = β ◦ ψ. Then Ker(χ) = Ker(α)×Ker(β)
and Im(χ) = Im(α) ∩ Im(β).
In particular, if A is an extension of C by KA and B is an extension of C by KB,
their pullback P is an extension of C by KA ×KB.
Lemma 5.4.20. As before, let C be a smooth curve over an algebraically closed field
K, let m1,m2 be disjoint moduli over C. Then the generalized Jacobian relative to
M = {m1,m2} defined in Remark 5.4.18 is, at least as an abelian group, the pullback of
the generalized Jacobians relative to m1,m2.
Proof. Let J1,J2 be the generalized Jacobians relative to the moduli m1,m2. Let
Φi : Ji → J be the canonical homomorphism, that is, let Φi([A]mi) = [A]. Then Ji
is an extension of the usual Jacobian J by a linear group Ker Φi ' Gmim ×Gaia .
We can consider the pullback J ′ of Φ1,Φ2; as an abelian group then
J ′ J1
J2 J
Φ1
Φ2
J ′ = {([A1]m1 , [A2]m2)∈J1 × J2, [A1] = [A2]}, which will be an extension of J by
Gm1+m2m ×Ga1+a2a .
Now, [A1] = [A2], if and only if A1 = A + div(f1), A2 = A + div(f2) for some
divisor A, which we can assume to be prime to S1, S2 and for some rational functions
f1, f2 ∈ K(C). We can always construct a rational function h such that h/f1 ≡ k1
(mod m1) and h/f2 ≡ k2 (mod m2) for some k1, k2∈K∗. Then [A1]m1 = [A+ div(h)]m1
and [A2]m2 = [A+ div(h)]m2 , so
J ′ = {([A]m1 , [A]m2), A∈Div0S1∪S2(C)}.
Now, ([A]m1 , [A]m2) = 0 if and only if A = div(f) and f is a rational function such
that f ≡ ki mod mi, with ki∈K∗, for i = 1, 2, if and only if A ∼M 0. Thus
J ′ ' Pic0M (C).
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Remark 5.4.21. Iterating this reasoning we will have that the generalized Jacobian rela-
tive to a family of moduli M = {m1, . . . ,mn} is the pullback of the generalized Jacobians
Jm1 , . . . ,Jmn and thus it is an extension of J by
∏
iGmim ×Gaia .
In particular, choosing mi = Pi +P
′
i as in Notation 5.4.14, so that Ker Φmi ' Gm for
every i, we will find again that JS is an extension of J by Gnm.
Remark 5.4.22. Let D∈K[T ] be a squarefree polynomial and let H = HD : U2 = D(T );
let t1, . . . , tn∈K be distinct constants, which are not zeros of D.
Let mt be the modulus (Pt) + (P
′
t), with Pt =
(
t,
√
D(t)
)
and let Jt be the corre-
sponding generalized Jacobian. More generally, we will denote by Jt1,...,tn the generalized
Jacobian relative to the family of moduli {mt1 , . . . ,mtn}.
We have seen that for every m there exists an effective divisor Am of degree at most
d− 1 +n such that mδ = Am− deg(Am)(∞+)− div(ϕm), with ϕm ≡ km,i∈K (mod mi)
for every m, i. Moreover, if degAm is minimal, the divisor Am is unique and in this
case, by Remark 2.2.14, ϕm = p − q(T − t1) · · · (T − tn)
√
D with p/q a convergent of
(T − t1) · · · (T − ti)
√
D. However, it is possible that km,i = 0 for some m, i, so the
previous equality cannot be read as an equality in the generalized Jacobian Jt1,...,tn .
Let λ∈K be a fixed constant; let pnqn be the convergents of
√
D and let um/vm be the
convergents of (T −λ)√D. As we have seen by algebraic methods in Proposition 1.3.20,
there exists m such that um(λ) = 0 if and only if there exists n such that qn(λ) 6= 0 and
deg an+1 > 1, where the ai are the partial quotients of
√
D.
More precisely, let nδ = (A1) + · · ·+ (Ad−l) + r(∞−)− (d− l+ r)(∞+)−div(ϕ) with
d − l + r ≤ d − 1 minimal and with the Ai affine points of H. We have seen that this
is equivalent to the existence of a convergent p/q of
√
D such that n− r = deg p, with l
degree of the following partial quotient and ϕ = p− q√D. Now, by Proposition 1.3.20,
the following are the only possible cases:
1. if q(λ) 6= 0 and l > 1, then (T−λ)pq is a convergent of (T − λ)
√
D,
(n+1)δ = (A1)+· · · (Ad−l)+(Pλ)+(P ′λ)+r(∞−)−(d−l+r+2)(∞+)−div((T−λ)ϕ)
and, for d− l+ r+ 2 ≤ d this is minimal. As (T −λ)ϕ ≡ 0 (mod mλ), the previous
equality cannot be read on the generalized Jacobian Jλ;
2. if q(λ) = 0 then pq/(T−λ) is a convergent of (T − λ)
√
D and
nδ = (A1) + · · ·+ (Ad−l) + r(∞−)− (d− l + r)(∞+)− div(ϕ),
with ϕ ≡ p(λ) 6= 0 (mod mλ);
3. if q(λ) 6= 0, then, denoting by pn+1qn+1 the following convergent of
√
D, we have
that uv , with u = p(T )qn+1(λ) − pn+1(T )q(λ) and v = q(T )qn+1(λ)−qn+1(T )q(λ)T−λ , is a
convergent of (T − λ)√D. Moreover
(deg p+ l)δ = (R1) + · · ·+ (Rd)− (d)(∞+)− div(u− v(T − λ)
√
D),
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where the Ri are affine points of H and u− v(T − λ)
√
D ≡ ±1 (mod mλ).
As the first one is the case that most interests us, we must be cautious when applying
the previous results on generalized Jacobians.
Now, let D be a squarefree polynomial of degree 2d; if there exist d different con-
stants λ1, . . . , λd ∈ K such that λi is not a root of D nor of any denominator of the
convergents of (T − λ1) · · · ̂(T − λi) · · · (T − λd)
√
D, then all the partial quotients of
(T − λ1) · · · (T − λd)
√
D (except the first one) have degree 1 and all the multiples of δ
(except the first g′−1) can be written minimally as the sum of exactly g′ = 2d−1 points
in the image of the affine part of H on the generalized Jacobian Jλ1,...,λd .
Example 5.4.23. Let D(T ) = T 6 + 1 ∈C[T ]; it is easy to see that D is a squarefree
Pellian polynomial with
√
D =
[
T 3, 2T 3
]
.
We will always denote by pnqn the convergents of the quadratic irrationality α under
consideration and we will write ϕn = pn − qnα.
As in Lemma 2.2.9, from the continued fraction expansion of
√
D follows that
p−1 = 1, q−1 = 0 δ = (∞−)− (∞+)
2δ = 2(∞−)− 2(∞+)
p0 = T
3, q0 = 1 3δ = −div(ϕ0)
4δ = (∞−)− (∞+)− div(ϕ0)
5δ = 2(∞−)− 2(∞+)− div(ϕ0)
p1 = 2T
6 + 1, q1 = 2T
3 6δ = −div(ϕ1)
7δ = (∞−)− (∞+)− div(ϕ1)
8δ = 2(∞−)− 2(∞+)− div(ϕ1)
· · · · · ·
Obviously, all the previous equalities imply the corresponding equalities on the usual
Jacobian J of the curve HD : U2 = D(T ).
Let us now consider (T + 1)
√
D(T ). It can be seen that
p−1 = 1, q−1 = 0 δ = (∞−)− (∞+)
2δ = 2(∞−)− 2(∞+)
3δ = 3(∞−)− 3(∞+)
p0 = T
3(T + 1), q0 = 1 4δ = 2(P )− 2(∞+)− div(ϕ0)
5δ = 2(P ) + (∞−)− 3(∞+)− div(ϕ0)
p1 = 2T
6 + 2T 3 + 1, q1 = 2T
2 − 2T + 2 6δ = (P1) + (P2) + (P3)− 3(∞+)− div(ϕ1)
p2 = (T + 1)(−T 6 − 12), q2 = −T 3 7δ = 2(P )− 2(∞+)− div(ϕ2)
8δ = 2(P ) + (∞−)− 3(∞+)− div(ϕ2)
· · · · · ·
where P, P1, P2, P3 are suitable affine points of HD.
Now, ϕ1 ≡ 1 (mod m−1) but ϕ0, ϕ2 ≡ 0 (mod m−1), so only the sixth equality (and
the first three) can be read in the generalized Jacobian J−1.
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Let us consider (T − 1)(T + 1)√D(T ). Then
p−1 = 1, q−1 = 0 δ=(∞−)− (∞+)
2δ=2(∞−)− 2(∞+)
3δ=3(∞−)− 3(∞+)
4δ=4(∞−)− 4(∞+)
p0 =(T − 1)(T + 1)T 3, q0 = 1 5δ=2(P1) + 2(P2)− 4(∞+)− div(ϕ0)
p1 =2T
6 − 2T 4 + 1, q1 = 2T 6δ=2(P3) + 2(P4)− 4(∞+)− div(ϕ1)
p2 =(T
6 − T 2 − 12)T, q2 = T 2 + 1 7δ=(Q1) + · · ·+ (Q4)−4(∞+)−div(ϕ2)
p3 =(T−1)(T+1)(−2T 6−1), q3 =−2T 3 8δ=2(P1) + 2(P2)− 4(∞+)− div(ϕ3)
· · · · · ·
where the Pi, Qi are affine points of HD.
It is easy to see that ϕ1 ≡
{
1 (mod m1)
1 (mod m−1)
and ϕ2 ≡
{
−12 (mod m1)
1
2 (mod m−1)
, while
ϕ0, ϕ3 ≡ 0 modulo m−1 and modulo m1. Thus the fifth and the eighth equalities cannot
again be read as equalities in the generalized Jacobian J1,−1.
Let us consider (T − 2)(T − 1)(T + 1)√D(T ). Then we have
p0 = T
6 − 2T 5 − T 4 + 2T 3 + 1
2
, q0 = 1, so
6δ = (P1) + (P2) + (P3) + (P4) + (P5)− 5(∞+)− div(ϕ0)
p1 = −T 7 + 5
2
T 6 − 5
2
T 4 + T 3 − 1
2
T +
5
4
, q1 = −T + 1
2
, so
7δ = (Q1) + (Q2) + (Q3) + (Q4) + (Q5)− 5(∞+)− div(ϕ1)
p2 =
4
5
T 8 − 32
25
T 7 − 4
5
T 6 +
32
25
T 3 +
2
5
T 2 − 16
25
T − 2
5
, q2 =
4
5
T 2 +
8
25
T +
16
25
, so
8δ = (R1) + (R1) + (R3) + (R4) + (R5)− 5(∞+)− div(ϕ2)
· · ·
where, as before, the Pi, Qi, Ri are suitable affine points of H.
Now, ϕ0 ≡

1
2 (mod m−1)
1
2 (mod m1)
1
2 (mod m2)
, ϕ1 ≡

7
4 (mod m−1)
3
4 (mod m1)
1
4 (mod m2)
, ϕ2 ≡

16
25 (mod m−1)
−1625 (mod m1)
− 225 (mod m2)
,
so the three previous equalities can be seen as equalities on the generalized Jacobian
J−1,1,2.
Remark 5.4.24. We have assumed since the beginning of this section that the base field is
algebraically closed. Actually, one could see that, by descent of the base field, generalized
Jacobians can be defined over any field.
However, as we have already remarked, the continued fraction of a formal Laurent
series, as long as it is defined, does not depend on the choice of the base field. So, even
reasoning on the algebraic closure K of K, we will have that the multiples of δ that give
the convergents of b
√
D are linked to rational functions ϕn defined over K.
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5.4.2 McMullen’s strong Conjecture over number fields
Using this connection between continued fractions of multiples of
√
D and generalized
Jacobians, Zannier in [66] proved that the sufficient condition for McMullen’s Conjecture
given in lemma 5.2.3 holds over any number field. More precisely, he proved the following:
Theorem 5.4.25 (Zannier, Theorem 1.7 in [66]). Let K be a number field and let D∈SK
be a non-Pellian polynomial; let (pnqn )n be the convergents of
√
D. Then, for every l, there
are only finitely many elements of K of degree at most l over K which are common zeros
of infinitely many qn(T ).
Theorem 5.4.26. Conjecture 5.5 holds over any number field.
Actually, as we can choose the constants λi in infinitely many different ways, also
Conjecture 5.6, and thus McMullen’s Conjecture M, hold over any number field.
Proof. If D is Pellian then, applying Theorem 5.1.1, we can construct infinitely many
purely periodic, pairwise non-equivalent, normal elements of K(T,
√
D).
Let then D be a non-Pellian polynomial.
Taking l = 1 in the previous Theorem we will have that there exists λ∈K such that
qn(λ) = 0 only for finitely many n.
Then, as in Lemma 5.2.3, for every polynomial D ∈ SK of degree 2d there exist
λ1, . . . , λd−1∈K such that
K((T − λ1) · · · (T − λd−1)
√
D) = 1,
that is, all the partial quotients of α = (T − λ1) · · · (T − λd−1)
√
D, except possibly for
finitely many of them, have degree 1. Then, denoting by αn the complete quotients of α,
for n large enough all the partial quotients of αn will have degree 1, that is, there exists
N such that K(αn) = 1 for every n ≥ N (and αn∈K(T,
√
D) \K(T ) for every n).
As it was already noticed in Remark 5.3.27, this immediately implies McMullen’s
Conjecture over Q:
Corollary 5.4.27. Conjecture 5.6 and Conjecture M hold over Q.
Zannier proved the previous result applying to the generalized Jacobians a general-
ization of Skolem-Mahler-Lech’s Theorem for algebraic groups:
Lemma 5.4.28. Let Γ be an algebraic group over C and let γ∈Γ. Then:
1. for every integer b, the Zariski closure Z(b) ⊂ Γ of the set {γnb, n ∈ N} is a
commutative algebraic subgroup of Γ;
2. there exists an integer b0 such that Z(b0) = Z0 is the connected component of the
identity of Z(1);
3. for every b 6= 0, Z(b) is a finite union of cosets of Z0.
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Theorem 5.4.29 (Skolem-Mahler-Lech for algebraic groups, Theorem 3.2 in [66]). Let
Γ be an algebraic group over C, let γ ∈Γ and let (an)n be a sequence of integers. Then
the Zarisk closure of {γan , n∈K} is a finite union of points and cosets of the connected
component of the identity of the Zariski closure of {γn, n∈Z}.
Corollary 5.4.30. Let U⊂Γ be a constructible set and let K = {k∈Z, γk∈U}. Then
K is a finite union of arithmetic progressions (modulo the integer b0 that appears in 2.
of the previous Lemma), plus or minus finite sets.
Let K be a number field and let D ∈ SK, that is, let D ∈ K[T ] be a non-square
polynomial of even degree whose leading coefficient is a square in K; let us assume
that D is non-Pellian. Let D˜ be the squarefree part of D and let H = H
D˜
be the
hyperelliptic curve H : U2 = D˜(T ); let J be the Jacobian of H. D/D˜ is the square of
a squarefree polynomial. As before, let ∞+,∞− be the points at infinity of H and let
δ = [(∞−)− (∞+)]∈J . As we have seen before, the convergents of
√
D correspond to
multiples of δ written as minimal sum of points in the image of the affine part of H on
an appropriate generalized Jacobian JM ; Zannier thus applied Corollary 5.4.30 in the
case Γ = Jm, γ = δ.
These tools also allowed Zannier to prove the results already quoted in Theorem 2.13
and Remark 2.1.22.
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Appendix A
Hyperbolic plane and continued
fractions
The continued fraction expansions of real numbers can be related to geodesics of the
hyperbolic plane H (and of the modular surface M = SL2(Z)\H). Indeed, the Gauss
map T , which encodes the continued fraction algorithm, that is the map from (0, 1) to
itself defined by T : x 7→ {1/x}, where {·} denotes the fractional part, can be seen as a
first-return map of the geodesic flow on the modular surface. This was already known
to Artin [3], who used properties of the continued fractions to deduce the existence of
a dense geodesic on M. Some variations of his method, more suitable for the study of
continued fractions, can be found, for instance, in [55] (whose approach we will follow).
In particular, McMullen used this methods to discuss quadratic continued fractions with
bounded partial quotients (see Theorem 3.2.1), leading to Conjecture 3.2.2.
Similarly, A. Broise-Alamichel and F. Paulin [14], [44] studied the relation between
continued fraction expansions of Laurent series and geodesic flow in Bruhat-Tits trees,
extending Artin’s work to function fields. They showed that the polynomial analogue of
the Gauss map, T : f 7→ {1/f} for f ∈L \ {0},deg f < 0 (where {·} is the polynomial
analogue of the fractional part) is the first return map of the geodesic flow on the modular
surface, which is a quotient of Bruhat-Tits tree by a lattice subgroup.
A.1 Elements of hyperbolic geometry
Let H be the upper half complex plane,
H = {z∈C, Im(z) > 0}.
H with the Poincare´ metric dt2 = dx
2+dy2
y2
is a model for the hyperbolic plane.
Certainly, the boundary of H is the projective real line, ∂H = R ∪ {∞}. Any point
of H is at infinite distance from any point of the boundary (while the distance between
points on ∂H is not defined); let H = H ∪ ∂H.
Let us denote by s the imaginary semi-axis.
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Lemma A.1.1. SL2(R) acts on the left on H by Mo¨bius transformations, that is, by(
a b
c d
)
z =
az + b
cz + d
.
As − id acts trivially on H, we have in fact an action of PSL2(R). To simplify the
notation, we will still write
(
a b
c d
)
for its class in PSL2(R).
Lemma A.1.2. The action of PSL2(R) on H is isometric, that is, for every z0, z1∈H
and for every A∈PSL2(R), d(Az0, Az1) = d(z0, z1).
This action extends naturally to ∂H, setting
(
a b
c d
)
(∞)= a
c
and
(
a b
c d
)(
−d
c
)
=∞;
in particular, for every A∈PSL2(R) we have A(∂H) = ∂H.
Lemma A.1.3. The geodesics of H are exactly the semicircles centred on R and the
vertical lines; moreover, any geodesic is the image of the imaginary axis s under an
isometry (that is, under a Mo¨bius transformation or under the composition of a Mo¨bius
transformation with z 7→ −z).
There exists a unique geodesic connecting any couple of distinct points of H. How-
ever, for every geodesic r and for every point z outside of it, there exist infinitely many
geodesics through z that do not intersect r in H.
If r is an oriented geodesic, we will denote by r± its endpoints on ∂H.
Lemma A.1.4. The tangent bundle of H is TH = H × C and the unit tangent bundle
of H is T 1H = {(z, v)∈TH, |v|z = 1}.
The map
(
a b
c d
)
(z, v) 7→
(
az + b
cz + d
,
v
(cz + d)2
)
gives a free and transitive action of
PSL2(R) on T 1H so, fixing a base point (z, v)∈T 1H, we can identify PSL2(R) and T 1H.
The tangent flow on T 1H is g : R × T 1H → T 1H, with g(t, (z, v)) = (z′, v′), where
(z′, v′) is the unit tangent vector to the geodesic identified by (z, v) in the point z′ at
distance t from z in the direction of v.
Choosing as base point (i, i), with the previous identification, we have
g(t, A) = AGt, with Gt =
(
et/2 0
0 e−t/2
)
,
thus g(t, (z, v)) = AGtA
−1(z, v), where A ∈ PSL2(R) is the unique matrix such that
(z, v) = A(i, i).
More generally, choosing a base point (z0, v0), we have g(t, (z, v))= BG˜tB
−1(z, v)
with G˜t = CGtC
−1, where C is the unique matrix such that (z0, v0) = C(i, i) and B is
the unique matrix such that (z, v) = B(z0, v0).
118
A.2 Cutting sequences and continued fractions
Let Γ = PSL2(Z) be the modular group; Γ is a discrete subgroup of PSL2(R) (with
the topology induced by the euclidean topology on R4).
The set
D = {z∈H, 0 ≤ Re(z) ≤ 1, |z| ≥ 1, |z − 1| ≥ 1}
is a fundamental domain for Γ, that is, H =
⋃
A∈PSL2(R)AD and, denoting by D˚ the
interior of D, AD˚ ∩BD˚ 6= ∅ if and only if A = B.
We will call ideal triangle a triangle all of whose vertices lie on ∂H.
Let ∆ =
{
z∈H, 0 ≤ Re(z) ≤ 1, |z − 12 | ≥ 12
}
that is, let ∆ be the ideal triangle of
vertices 0, 1,∞. Then ∆ = D∪AD∪A2D, where A =
(
1 −1
1 0
)
. ∆ is then a fundamental
domain for some index three subgroup of Γ; in particular, it is a fundamental domain
for the Hecke theta group, that is, the group generated by
(
0 −1
1 0
)
and
(
1 2
0 1
)
.
O
i
D
O
D
ADA2D
∆
The tessellation F of H by ideal triangles given by the images of ∆ is called the
Farey tessellation. The Farey lines, that is, the sides of the triangles in F , are exactly
the images of the imaginary axis s under Γ and the vertex set of F is precisely Q∪{∞}.
More precisely, a geodesic r is a Farey line if and only if its endpoints are rationals
p/q, p′/q′ such that pq′ − p′q = ±1.
F
0 11
2
1
4
1
3
2
3
3
4
Let r be an oriented geodesic that is not a side of F . Then r is cut into segments by
the triangles of F . If r intersects a triangle ∆′ of F , either it cuts two sides of ∆′ (that
meet each other at a vertex v) or it cuts only one of its sides (and one of the endpoints
of r is a vertex v of ∆′). In the first case, we will say that the segment cut by ∆′ on r is
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relative to v and we will label it with R (respectively, L) if v is on the right (respectively,
on the left) of r with respect to its orientation. In the second case, we will say that the
segment is relative to v and label it, indifferently, with R or L; we will also say that it
is a terminal segment.
v
L
v
L/R
v
R
The sequence · · ·La0Ra1La2 · · · associated to r, with an∈N\{0} for every n, is called
the cutting sequence of r.
L
R
R
R
L
R
L
R
In general, the cutting sequence of r is doubly infinite; it ends (respectively, starts)
if and only if r+∈Q (respectively, r−∈Q).
The cutting sequence of r is unique unless it is finite; by convention, we will assume
that the first and the second (or the last and the second to last) segments of a terminating
sequence are always of the same kind. Actually, this ambiguity corresponds to the
two possible regular continued fraction expansions for rational numbers (and our choice
corresponds to expansions of the form [a0, a1, . . . , an] with an > 1).
Remark A.2.1. As the orientation of r is fixed, two consecutive segments are of the same
kind if and only if they are relative to the same vertex. If x ∈ r is on a Farey line
and if the two segments having x as an endpoint are of different kinds, we will write
· · ·LaxRb · · · (or · · ·RaxLb · · · ).
Changing the orientation of r is equivalent to reverse its cutting sequence and to
change the kind of any segment: if · · ·La0Ra1La2 · · · is the cutting sequence of r, the
cutting sequence of −r will be · · ·Ra2La1Ra0 · · · .
Lemma A.2.2. Let σ be a segment cut by F on a geodesic r and let A∈Γ. Then Aσ
is a segment cut by F on Ar and σ, Aσ are of the same kind.
Proof. This follows from the fact that the isometries of PSL2(R) preserve the orientation.
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Theorem A.2.3. Let α ∈R, α ≥ 1, let r⊂H be a geodesic of endpoints r+ = α and
−1 < r− < 0, let x be the intersection of r, s. Then the cutting sequence of r is of the
form
· · ·La−2Ra−1xLa0Ra1 · · ·
and the continued fraction expansion of α is
α = [a0, a1, . . . ],
while −r− = [0, a−1, a−2, . . . ].
Sketch of Proof. Let us assume α /∈ Q. Then, as α > 1 and r− ∈ (−1, 0), the first
segment after x will be labelled with L, while the segment immediately before x will
be labelled with R. Thus, the number a0 of vertical lines (different from s) cut by r is
exactly bαc, that is, α = [a0, α1].
Now, let λa0 =
(
0 −1
1 −a0
)
∈ PSL2(Z); r1 = λa0(r) is a geodesic of endpoints
r−1 = − 1r−−a0 , r
+
1 = −α1, so 0 < r−1 < 1, r+1 < −1. The cutting sequence of r1 is
· · ·La−2Ra−1La0yRa1 · · · , where y is its intersection with s. As before, a1 is the number
of vertical lines cut by r1, that is, a1 = bα1c and α = [a0, a1, α2]. Applying the trans-
formation ρa1 =
(
0 −1
1 a1
)
we obtain again a geodesic satisfying the hypotheses of the
Theorem.
Going on in this way, we get that α = [a0, a1, a2, . . . ]; with a similar reasoning we
can also obtain the continued fraction expansion of r−.
Remark A.2.4. In particular, we have proved that any two geodesics cutting s and with
the same positive (respectively, negative) endpoint have the same positive (respectively,
negative) cutting sequence.
More generally, if r1, r2 are two geodesics with the same positive (or negative) end-
point α, then their cutting sequences are eventually equal.
We can prove in this setting some classical results for real continued fractions, whose
polynomial analogues we have discussed in the previous Chapters (see Lemma 1.1.9,
Theorem 1.3.31, Lemma 2.1.10, Theorem 2.1.18).
Remark A.2.5. Let α > 1 be a real number and let r be a geodesic of endpoints
r+ = α, −1 < r− < 0; as in the previous Theorem, let · · ·Ra−1xLa0Ra1 · · · be its
cutting sequence. It can be proved by induction that the vertex associated to the seg-
ments in the (n+ 1)-th term (Ran+1 or Lan+1) is the n-th convergent of α, pnqn .
As the vertices associated to two consecutive segments either coincide or are con-
nected by a Farey line, we find again that
pnqn−1 − pn−1qn = ±1.
Theorem A.2.6 (Serret). Let α, β∈R. Then, there exists A∈GL2(Z) such that Aα = β
if and only if the continued fraction expansions of α, β eventually coincide.
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Proof. Possibly by translating them, we can assume α, β > 0.
Let α = [a0, a1, . . . , an, c1, c2, . . . ], β = [b0, b1, . . . , bm, c1, c2, . . . ]. Now, by Theo-
rem A.2.3, α is SL2(Z)-equivalent to (−1)n−1[c1, c2, . . . ] and β is SL2(Z)-equivalent to
(−1)m−1[c1, c2, . . . ], so α, β are GL2(Z)-equivalent.
Conversely, let α = Aβ with A∈GL2(Z). Certainly α1 =
(
0 1
1 −a0
)
α so, possibly
substituting α with α1, we can assume A ∈ SL2(Z). Let rα, rβ be geodesics cutting s
and with positive endpoints respectively α, β. Then the cutting sequences of rβ, Arα
eventually coincide, so the continued fractions of α, β eventually coincide.
Theorem A.2.7 (Lagrange). The continued fraction expansion of α∈R is eventually
periodic if and only if α is a real quadratic irrationality
Theorem A.2.8 (Galois). The continued fraction expansion of α∈R is purely periodic
if and only if α is a reduced quadratic irrationality, that is, α > 1 and −1 < α′ < 0,
where α′ is the Galois conjugate of α.
Moreover, if α = [a1, . . . , a2n], then −1/α′ = [a2n, . . . , a1].
Proof of Theorem A.2.8. Let r be the geodesic connecting α = [a1, . . . , a2n] > 1 and
β = −[0, a2n, . . . , a1]. Its cutting sequence is periodic, so there exists A∈PSL2(Z) such
that Ar = r. In particular, α, β are the fixed points of A, so they are a couple of
conjugated quadratic irrationals, which implies that α is reduced.
Conversely, let α = a+
√
D
b be a reduced quadratic irrationality and let (x, y) be
a non-trivial solution of the Pell equation for b2D, that is, let x2 − Db2y2 = 1 with
x, y ∈Z, y 6= 0. Let A =
(
x+ aby (D − a2)y
b2y x− aby
)
. Then A∈SL2(Z) and Aα = α. Now,
A fixes also α′, so, if r is the geodesic of endpoints α, α′, Ar = r. Let · · ·Ra−1xLa0 · · ·
be the cutting sequence of r, with {x} = r ∩ s. As r = Ar, its cutting sequence must
be periodic; as α is reduced, by Theorem A.2.3 its continued fraction expansion is read
immediately on the cutting sequence of r, so it is purely periodic.
Proof of Theorem A.2.7. α is a real quadratic irrationality if and only if α is GL2(Z)-
equivalent to a reduced quadratic irrationality, if and only if, by Theorems A.2.8, A.2.6,
the continued fraction of α is eventually periodic.
A.3 Modular surface
Let M be the modular surface, that is, the quotient of the hyperbolic plane with
respect to the left action of SL2(Z):
M = SL2(Z)\H;
we will denote by P the projection of a point P ∈H on M. Topologically, M is a sphere
minus one point (M has a cusp which would correspond to the projection of ∞∈H) and
with singular points at i, ζ3 =
1+i
√
3
2 .
122
The geodesics ofM are exactly the projections of the geodesics of H. In particular, all
the Farey lines project on the line s, going from the cusp to i and back again. As cutting
sequences are invariant for the action of SL2(Z), the cutting sequence of a geodesic of
M is well defined, up to shifts, as the cutting sequence of any of its lifts. Moreover, two
geodesics on M with the same cutting sequence coincide.
Lemma A.3.1 (Artin [3]). There exist dense geodesics on M.
Proof. Let r1, r2 be two geodesics of H with cutting sequences · · ·Ra−1xLa0Ra1 · · · and
· · ·Rb−1yLb0Rb1 · · · , where x, y are their intersections with s or, more generally, with
a same Farey line. r1, r2 are “close” if and only if the central parts of their cutting
sequences coincide, that is, if and only if there exist M > 0, N < 0 such that ai = bi for
every N ≤ i ≤M . By Theorem A.2.3, if r+1 , r+2 > 1, −1 < r−1 , r−2 < 0, this is equivalent
to the fact that the first terms of the continued fraction expansions of r+1 , r
+
2 and of
−r−1 ,−r−2 coincide.
Let ξ > 1 be a real number such that in its continued fraction expansion appears any
finite sequence of natural numbers; let r⊂H be a geodesic of positive endpoint ξ (and
with −1 < r− < 0). Let R be the set of all geodesics with the same cutting sequence
as r, that is, R = {Ar, A ∈ PSL2(Z)}. Then any geodesic in H can be approximated
arbitrarily well by geodesics in R, so the image of r in M is dense in M.
McMullen formulated in this setting his results on quadratic irrational numbers with
bounded partial quotients.
Lemma A.3.2. A geodesic r of H is mapped to a closed geodesic of M if and only if
there exists an isometry A ∈ PSL2(Z) such that Ar = r, if and only if there exists an
isometry A∈PSL2(Z) that fixes the endpoints of r. In particular then the endpoints of
r are conjugated quadratic irrationalities in Q(
√
d), where d = tr(A)2 − 4.
Notation A.3.3. It can be seen that a matrix A∈PSL2(R) has exactly two fixed point
on ∂H (and no fixed points in H) if and only if | tr(A)| > 2; in this case A is said to be
hyperbolic and the geodesic connecting its fixed points is called the axis of A. We can
then consider a surjective map from the set of hyperbolic isometries in PSL2(Z) to the
set of closed geodesics of M, given by A 7→ r, where r is the axis of A.
If A,B ∈ PSL2(Z) are conjugated in PSL2(Z), their axes have the same projection
in M. Moreover, two powers of a same hyperbolic matrix obviously have the same axis;
we will say that an hyperbolic isometry is primitive if it is represented by a matrix that
is not a non-trivial power of some other matrix in PSL2(Z). Thus, we have a surjective
map from the set of conjugacy classes of primitive hyperbolic isometries in PSL2(Z) to
the set of closed geodesics of M. It can be shown that this is in fact a bijection.
Of course, the lifts of a closed geodesic r will have different endpoints, but they
will all be SL2(Z)-equivalent, so in particular they will be defined on a same quadratic
extension Q(
√
d) of Q. In this case, we will say that r is defined over Q(
√
d).
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Lemma A.3.4. If a closed geodesic r of M is associated to a primitive hyperbolic matrix
A∈SL2(Z), the length of r is the translation length of A,
L(r) = d(A) = inf
z∈H
d(z,Az).
A closed geodesic r is said to be fundamental if there is not a shorter geodesic whose
length divides L(r). It can be proved that if A fixes a closed geodesic r and (tr A)2 − 4
is squarefree, then r is fundamental.
Remark A.3.5. As in Lemma A.1.4, we can identify the unit tangent bundle1 T 1M of M
with PSL2(R)/PSL2(Z): [(z1, v1)]=[(z2, v2)]∈T 1M if and only if (z1, v1)=A(z2, v2)∈T 1H
with A∈PSL2(Z).
Definition A.3.6. We will say that a closed geodesic r⊂M is low-lying if it stays away
from the cusp of M. More precisely, we will say that r is low-lying of height c if its
pre-image r in the fundamental domain D has imaginary part bounded by c.
A real number α is said to be absolutely Diophantine of height m if α = [a0, a1, . . . ]
with an ≤ m for every n.
If r is a geodesic of endpoints α, β, then r is low-lying of height c if and only if α, β
are absolutely Diophantine of height m = m(c).
Thus, to study continued fractions with bounded partial quotients is equivalent to
studying geodesics of M contained in a compact set.
Theorem A.3.7 (McMullen, Theorem 1.2 in [34]). For any fundamental closed geodesic
r⊂M there exists a compact subset Z of M that contains infinitely many closed geodesics
whose lengths are integral multiples of L(r).
Sketch of Proof. Let r ∈ M be a closed fundamental geodesic, let A ∈ PSL2(Z) be a
primitive hyperbolic isometry associated to r. Possibly changing the sign of A, we can
assume that the largest eigenvalue of A is a quadratic unity ε > 1 of norm 1. Now, it
can be proved that L(r) = d(A) depends only on the trace of A. Thus, we can assume
A =
(
0 −1
1 t
)
, which corresponds to substitute r with a geodesic of equal length.
Let H⊂PSL2(R) be the centralizer of A. Then H is conjugated to the subgroup of
diagonal matrices of PSL2(R).
Let r be a lift of r onH and let (z, v)∈T 1H be a unit tangent vector to r. We can iden-
tify T 1H with PSL2(R) with base point (z0, v0), so H represents the geodesic flow. Iden-
tifying in the same way T 1M with PSL2(R)/ SL2(Z), the compact orbit H[id] ' H/〈A〉
projects to r. Indeed, we consider the identification PSL2(R) 3 B ←→ (z, v) ∈ T 1(H)
given by (z, v) = B(z0, v0). The geodesic flow is then g(t, (z, v)) = BG˜tB
−1(z, v),
with G˜t = CGtC
−1, where (z0, v0) = C(i, i). Now, C transforms s in r, so in fact
H =
{
G˜t, t∈R
}
. We will write G˜t ∗ (z, v) = g(t(z, v)).
1As always, we will speak of the tangent bundle of M, without bothering about the fact that this is
not well defined at the singularities i and ζ3.
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Certainly, H ∗ [id] =
{[
G˜t(z0, v0)
]
∈T 1(M), t∈R
}
projects on r.
Moreover,
[
G˜t(z0, v0)
]
= [(z0, v0)] if and only if G˜t ∈ H ∩ SL2(Z), if and only if
G˜t∈〈A〉 (because A is primitive).
It is possible to construct a sequence of primitive matrices (Lm)⊂PSL2(R) such that
the corresponding unit tangent vectors [(zm, vm)]∈T 1M are in a compact, A-invariant
subset Z of T 1M. As H/〈A〉 is compact, we can assume that Z is also H-invariant.
Moreover, we can choose the Lm so that the orbit of [(zm, vm)] under A has finite length
k(m) for every m, but k(m)→∞ for m→∞.
As A is fundamental, the stabilizer of [(zm, vm)] in H must then be 〈Ak(m)〉, so
H ∗ [(zm, vm)] projects on a closed geodesic rm on M of length k(m)L(r).
Moreover, all these geodesics lie in the projection of Z in M, compact.
We can then prove McMullen’s Theorem 3.2.1:
Theorem A.3.8 (McMullen, Theorem 1.1 in [34]). For any real quadratic field K=Q(
√
d)
there exists a compact subset Zd of M that contains infinitely many closed geodesics
defined over K.
Equivalently, for every real quadratic field K = Q(
√
d) there exists a constant md∈N
such that K contains infinitely many reduced irrationals which are absolutely Diophantine
of height md.
Proof. Let ε > 1 be a unit of K of norm 1 and integral trace t; let A =
(
0 −1
1 t
)
. By
the previous Theorem, we can construct an infinite sequence (rn)n of closed geodesics in
a compact subset Zd of M such that for every n there exists Ln∈M2(Z), k(n)∈Z with
LnA
k(n)L−1n rn = rn. Possibly changing the orientation of rn, we can always choose a
lift rn of rn such that its endpoints are r
+
n > 1,−1 < r−n < 0 . Now, r+n , r−n are fixed by
a conjugate (in M2(Z)) of a power of A, so r+n , r−n are a pair of Galois conjugate points
in K.
As the r+n are reduced, their continued fractions are purely periodic, and as the
geodesics rn are in a compact set, their partial quotients are uniformly bounded.
This led McMullen to ask if the constants md can be replaced by some absolute
constant m:
Conjecture A.3.9 (McMullen’s conjecture). There exists a compact subset Z of M
such that, for every real quadratic field K = Q(
√
d), Z contains infinitely many closed
geodesics defined over K.
Equivalently, there exists an absolute constant m such that any real quadratic field
K = Q(
√
d) contains infinitely many reduced quadratic irrationalities which are abso-
lutely Diophantine of height m.
We can also ask if, given a constant c and a real quadratic field K, there exist longer
and longer closed geodesics defined over K which are low-lying of height c. Equivalently,
we can ask if, given a constant m and a real quadratic field K, there exist reduced
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quadratic irrationals in K with longer and longer periods which are absolutely Diophan-
tine of height m. McMullen thus proposed the following stronger conjecture:
Conjecture A.3.10 (McMullen’s Arithmetic Chaos Conjecture [35]). There exists a
compact subset Y of T 1(M) such that for every real quadratic field K = Q(
√
d) the set
of closed geodesics contained in Y and defined over K has positive entropy.
Equivalently, there exists an absolute constant m such that for every real quadratic
field K = Q(
√
d) the set {[a0, . . . , al]∈K, ai ≤ m for every i} has exponential growth for
l→∞.
However, currently it is not even known if for every quadratic field K = Q(
√
d) there
exists a constant md such that the previous set grows exponentially for l→∞.
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