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Abstract
The Sierpin´ski fractal or Sierpin´ski gasket Σ is a familiar object
studied by specialists in dynamical systems and probability. In this
paper, we consider a graph Sn derived from the first n iterations of the
process that leads to Σ, and study some of its properties, including
its cycle structure, domination number and pebbling number. Various
open questions are posed.
Keywords: Sierpin´ski gasket; Sierpin´ski gasket graph; chromatic number;
Hamiltonicity; pancyclicity; domination number; pebbling number; cover peb-
bling number.
1 Introduction and Basic Properties
The structure known as the Sierpin´ski fractal or Sierpin´ski gasket Σ is a fa-
miliar object studied by schoolchildren and specialists in dynamical systems
and probability alike. It is known to be a self-similar object with fractal
1
dimension d = log 3/ log 2 ≈ 1.585 ([4]). In this paper, however, we con-
sider the finite structure obtained by iterating, a finite number of times, the
process that defines Σ, leading to (i) the finite Sierpin´ski gasket σn, and (ii)
the associated Sierpin´ski gasket graph Sn, defined as one with vertex set Vn
equal to the intersection points of the line segments in σn, and edge set En
consisting of the line segments connecting two vertices; see Figure 1 for a por-
trayal of S2, S3 and S4. It is immediate that Sn+1 consists of three attached
copies of Sn which we will refer to as the top, bottom left and bottom right
components of Sn+1 – and denote by Sn+1,T , Sn+1,L, and Sn+1,R respectively
(Figure 2).
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Sn+1,T
Sn+1,RSn+1,L
Figure 2, Sn+1
Sn+1,T,R = Sn+1,R,T
Sn+1,L,R = Sn+1,R,L
Sn+1,L,L
Sn+1,T,L = Sn+1,L,T
Sn+1,T,T
Sn+1,R,R
It turns out that structures similar to ours have been studied in two other
contexts. It is unfortunate, but not surprising, that the phrase “Sierpin´ski
graph” is used in each of these two situations, described below, as well. There
will be little danger of confusion, however, since we will deal exclusively, in
this paper, with the definition in the previous paragraph.
First, we mention the body of work that treats simple random walks and
Brownian motion on the “infinite Sierpin´ski graph” and the Sierpin´ski gasket
respectively. A typical publication in this genre is by Teufl [15], where a sharp
average displacement result is proved for random walk on a Sierpin´ski graph
that is an infinite version of the graph Sn defined above – but with each edge
being of length one and with each vertex having degree four – in our case all
but three vertices have degree four and the edges can be arbitrarily short.
Several key references may be found in Teufl’s paper.
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Second, in [12], for example, the authors study crossing numbers for
“Sierpin´ski-like graphs,” which are extended versions of the “Sierpin´ski graphs”
S(n, k) first studied in [10]. These graphs were motivated by topological
studies of the Lipscomb space that generalizes the Sierpin´ski gasket and are
defined as follows: S(n, k) has vertex set {1, 2, . . . , k}n, and there is an edge
between two vertices u = (u1, . . . , un) and v = (v1, . . . , vn) iff there is an
h ∈ [n] such that
• uj = vj for j = 1, . . . , h− 1;
• uh 6= vh; and
• uj = vh; vj = uh for j = h+ 1, . . . , n.
An interesting connection is that the graph S(n, 3), n ≥ 1 is isomorphic to
the Tower of Hanoi game graph with n disks: see [16] for a popular account
and [9] for a list of scholarly references.
After discussing some baseline results in this section, we will prove in
Section 2 that Sn is Hamiltonian and pancyclic (i.e., has cycles of all possible
sizes). In Section 3, we determine the domination number of Sn, proving
in the process that it has efficiency that is asymptotically 90%. This is
in sharp contrast to the Sierpin´ski graphs of [10] – it has been exhibited
by Klavzˇar, Milutinovic´, and Petr [11] that the graphs S(n, k) have perfect
dominating sets, i.e., are 100% efficient. Finally, in Section 4, we will show
that the determination of the cover pebbling number pi(Sn) of Sn is not
trivial, even given the so-called “stacking theorem” of Vuong and Wyckoff
[17]. We conclude with a statement of some open questions.
Proposition 1 Sn has
3
2
(3n−1 + 1) vertices and 3n edges.
Proof To construct Sn+1 from Sn we add one downward facing triangle in
each of the 3n−1 upward facing triangles of Sn. Thus we add 3
n points. In
other words,
|Vn+1| = |Vn|+ 3
n
= |V1|+
n∑
i=1
3i
=
3
2
· (3n + 1),
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as asserted. The number of edges in Sn may now be easily determined using
the fact that the sum of the vertex degrees equals twice the number of edges:
|En| =
1
2
|Vn|∑
j=1
deg(vj)
=
1
2
·
(
4 ·
3
2
(3n−1 − 1) + 2 · 3
)
= 3n,
completing the proof.
Note that an alternative proof of Proposition 1 can be based on the facts
that |Vn+1| = 3|Vn| − 3 and |En+1| = 3|En|.
Proposition 2 Sn is properly three-colorable, i.e. χ(Sn) = 3 for each n.
Proof Clearly, χ(S1) = 3. Suppose χ(Sn) = 3. Color Sn with three colors.
We now properly 3-color Sn+1 in the following fashion: After we insert one
downward facing triangle in each upward facing triangle of Sn, each added
vertex is assigned a previously used color different from the colors of the
vertices of Sn adjacent to it.
2 Hamiltonicity and Pancyclicity
We begin with an important lemma:
Lemma 3 Sn has two Hamiltonian paths, say Hn0 and Hn1, both starting at
the same vertex of degree two and ending at different vertices of degree two.
Proof The lemma is clearly true for S1. Suppose it is true for Sn. Consider
Sn+1, which is a three-fold “repetition” of Sn, as mentioned in Section 1,
i.e., it consists of the three attached copies Sn+1,T , Sn+1,L, and Sn+1,R of
Sn. Consider a Hamiltonian path of Sn+1,T , moving from the top vertex (of
degree 2) of Sn+1,T to the top vertex of Sn+1,R. Using another Hamiltonian
path (guaranteed by the induction hypothesis) we move from that vertex
to left vertex of of Sn+1,R. Finally, we take the Hamiltonian path of Sn+1,L
starting at its right vertex and ending at its left vertex, but with a critical
modification, namely avoiding the top vertex of Sn+1,L. In this fashion, we
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have constructed a Hamiltonian path of Sn+1 from its top vertex to its left
vertex. A similar argument is employed if the path is to end in the right
vertex of Sn+1.
We simplify our notation next. The top, left, and right vertices of Sn+1,T
will be denoted respectively by Sn+1,T,T , Sn+1,T,L, and Sn+1,T,R. Other critical
vertices in Sn+1 are analogously denoted by Sn+1,L,T , Sn+1,L,L, Sn+1,L,R,
Sn+1,R,T , Sn+1,R,L, and Sn+1,R,R; of course we have Sn+1,T,R = Sn+1,R,T ;
Sn+1,R,L = Sn+1,L,R; and Sn+1,L,T = Sn+1,T,L. See Figure 2.
Theorem 4 Sn is Hamiltonian for each n.
Proof By Lemma 3, we take a Hamiltonian path of Sn+1,T that moves from
Sn+1,T,L to Sn+1,T,R. Next, take a Hamiltonian path from Sn+1,T,R to Sn+1,R,L
and finally move from this vertex to our starting vertex using another Hamil-
tonian path of Sn. This gives us a Hamiltonian cycle for Sn+1.
Lemma 5 Each Hamiltonian path of Sn+1 as constructed in Lemma 3 above,
and moving, say, from Sn+1,T,T to Sn+1,L,L, can be sequentially reduced in
length by one at each step, while maintaining the starting and ending vertices,
with the process ending in a path from Sn+1,T,T to Sn+1,L,L along the left side
of Sn+1.
Proof We proceed by induction, noting that the result is clearly true for
n = 1. Assume that the result is true for Sn. There exists a Hamiltonian
path from Sn+1,T,T to Sn+1,L,L via Sn+1,T,R and Sn+1,R,L. Suppose we need
a path from Sn+1,T,T to Sn+1,L,L but with a reduction in length of r ≥ 1.
If r ≤ |Sn| − s, where s is the length of the side of Sn, then adjustments
need only be made in the first of the three above-mentioned Hamiltonian
paths. If |Sn| − s ≤ r ≤ 2|Sn| − 2s, then we make adjustments in the
lengths of two Hamiltonian paths. Likewise, if 2|Sn| − 2s ≤ r ≤ 3|Sn| − 3s,
we adjust three paths. Finally, if 3|Sn| − 3s ≤ r ≤ 3|Sn| − 2s, then we
modify the reduced path Sn+1,T,T → Sn+1,T,R → Sn+1,R,L → Sn+1,L,L of
length 3s as follows to achieve the further required reduction: (i) Sn+1,T,T →
Sn+1,T,R → Sn+1,R,L is replaced by a path from Sn+1,T,T to Sn+1,T,L of length
2s; (ii) the path Sn+1,R,L → Sn+1,L,L of length s is replaced by the path
Sn+1,T,L → Sn+1,L,L, also of length s. This yields a path from Sn+1,T,T to
Sn+1,L,L of length 3s. Finally, the first component of this path is shrunk,
by the induction hypothesis, to a path of length s + δ, leading to a path of
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length 2s+ δ; 0 ≤ δ ≤ s from Sn+1,T,T to Sn+1,L,L. This completes the proof.
Theorem 6 Sn is pancyclic for each n.
Proof Once again the proof is by induction. Assume the result is true for all
m ≤ n. The Hamiltonian cycle Sn+1,T,L → Sn+1,T,R → Sn+1,R,L → Sn+1,T,L
of Sn+1 consists of three Hamiltonian paths in Sn+1,T , Sn+1,R and Sn+1,L
respectively. By Lemma 5 applied to Sn, we reduce these as necessary to get
cycles of all sizes ≥ 3s. Cycles of smaller sizes are obtained by invoking the
induction hypothesis on Sn, noting that |Sn| ≥ 3s.
3 Domination Numbers and Efficiency
The three degree two vertices {vT , vL, vR} of Sn will be called “corner ver-
tices” and the three vertices Sn,T,R, Sn,R,L and Sn,L,T will be called the “mid-
dle vertices” of Sn. Let S
′
n = Sn \ {vT , vL, vR}. For k = 0, 1, 2, 3, let γn
k
be the minimum number of vertices needed to dominate S ′n in addition to k
corner vertices that are to assist in the dominating of S ′n. Let γn denote the
domination number of Sn.
Theorem 7 For every n ≥ 4 we have
γn = 3 · γn−1
and
γn
k ≥
{
γn if k = 0, 1
γn − 1 if k = 2, 3
Proof The fact that γn ≤ 3γn−1 is a trivial consequence of the decomposition
of Sn+1 into its three components.
It is immediate that γ1 = 1; γ2 = 2; and γ3 = 3. We next verify that
both parts of the result are true for n = 4. First note that γ4 ≤ 9. Also if
γ4 = 8, we contradict the fact that for any graph G with maximum degree ∆,
|γ(G)|(∆+1) ≥ |V (G)|. The fact that γ04 = γ
1
4 = 9 may be checked by hand.
Consider γ24 . Since a total of four vertices of S
′
4 are dominated by the two
external vertices, we need to dominate 35 others in S ′4. Assuming that the
7
two aiding vertices are v1 and v34 (see Figure 1), we must have v4 or v6 and v20
or v36 in the dominating set for S
′
4. Supposing without loss of generality that
v4 and v20 are in the dominating set, we must now dominate 27 additional
vertices and thus need at least 6 other vertices in the dominating set. Thus
γ24 ≥ 8 as required. The fact that γ
3
4 ≥ 8 is checked similarly.
Assume then that the statements of the theorem are both true for each m
with 4 ≤ m ≤ n. Let us start by proving the first part of the theorem. Since
any dominating set of Sn+1 contains either 0, 1, 2, or 3 “middle vertices,” we
have
γn+1 ≥ min{3γn
0, 2γn
1 + γn
0 + 1, 2γn
1 + γn
2 + 2, 3γn
2 + 3}
≥ min{3γn, 3γn + 1, 3γn + 1, 3γn}
= 3γn,
as required. A word of explanation might be in order: In the above calcu-
lation, the first quantity, namely 3γ0n, is a lower bound on γn+1 assuming
that no middle vertices are in the dominating set of Sn+1. It is obtained as
follows. There might be 0, 1, 2, or 3 corner vertices in the dominating set
and we thus have, in this case,
γn+1 ≥ min{3γ
0
n, 2γ
0
n + γ
1
n + 1, γ
0
n + 2γ
1
n + 2, 3γ
1
n + 3} = 3γ
0
n.
Actually, it is evident that the minimum in each case corresponds to there
being no corner vertices in the dominating set.
For the second part of the proposition, we note that γ0n ≥ γ
1
n and γ
2
n ≥ γ
3
n,
so that
γ0n+1 ≥ γn+1
1
≥ min{2γn
0 + γn
1, 3γn
1 + 1, γn
2 + γn
1 + γn
0 + 1,
γn
3 + 2γn
1 + 2, γn
1 + 2γn
2 + 2, γn
3 + 2γn
2 + 3}
= 3γn
= γn+1,
and
γ2n+1 ≥ γn+1
3
≥ min{3γn
1, 2γn
2 + γn
1 + 1, 2γn
2 + γn
3 + 2, 3γn
3 + 3}
≥ 3γn − 1
= γn+1 − 1,
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completing the proof.
Remarks Note that by Theorem 7, γn = 3
n−2 for n ≥ 3, and thus, since
none of the outer vertices are in the minimum dominating set, it follows that
this set “covers,” with duplication, a total of 5 · 3n−2 vertices. Now Sn has
3
2
(3n−1 + 1) vertices, so that the “efficiency” of the domination is asymptoti-
cally 90%. This is in contrast to the fact, exhibited by Klavzˇar, Milutinovic´,
and Petr [11] that the graphs S(n, k) have perfect dominating sets, i.e., are
100% efficient. After we had completed this research, our colleague Teresa
Haynes pointed out that domination numbers of the so-called E-graphs of [7]
provide generalizations of Theorem 7. For this reason, we have given only
an abbreviated proof of Theorem 7.
4 Pebbling Numbers
Given a connected graph G, distribute t indistinguishable pebbles on its
vertices in some configuration. Specifically, a configuration of weight t on
a graph G is a function C from the vertex set V (G) to N ∪ {0} such that∑
v∈V (G)C(v) = t. A pebbling move is defined as the removal of two pebbles
from some vertex and the placement of one of these on an adjacent vertex.
Given an initial configuration, a vertex v is called reachable if it is possible to
place a pebble on it in finitely many pebbling moves. Given a configuration,
the graph G is said to be pebbleable if any of its vertices can be thus reached.
Define the pebbling number pi(G) to be the minimum number of pebbles that
are sufficient to pebble the graph regardless of the initial configuration.
SPECIAL CASES: The pebbling number pi(Pn) of the path is 2
n−1 ([5]).
Chung [2] proved that pi(Qd) = 2d and pi(Pmn ) = 2
(n−1)m, where Qd is the
d-dimensional binary cube and Pmn is the cartesian product of m copies of
Pn. An easy pigeonhole principle argument yields pi(Kn) = n. The pebbling
number of trees has been determined (see [5]). One of the key conjectures in
pebbling, now proved in several special cases, is due to Graham; its resolution
would clearly generalize Chung’s result for m-dimensional grids:
GRAHAM’S CONJECTURE. The pebbling number of the cartesian product
of two graphs is no more that the product of the pebbling numbers of the two
graphs, i.e.
pi(GH) ≤ pi(G)pi(H).
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A detailed survey of graph pebbling has been presented by Hurlbert [5],
and a survey of open problems in graph pebbling may be found at [6].
Consider also the following variant of pebbling called cover pebbling, first
discussed by Crull et al ([3]): The cover pebbling number λ(G) is defined as the
minimum number of pebbles required such that it is possible, given any initial
configuration of at least λ(G) pebbles on G, to make a series of pebbling
moves that simultaneously reaches each vertex of G. A configuration is said
to be cover solvable if it is possible to place a pebble on every vertex of G
starting with that configuration. Various results on cover pebbling have been
determined. For instance, we now know ([3]) that λ(Kn) = 2n− 1;λ(Pn) =
2n − 1; and that for trees Tn,
λ(Tn) = max
v∈V (Tn)
∑
u∈V (Tn)
2d(u,v), (1)
where d(u, v) denotes the distance between vertices u and v. Likewise, it
was shown in [8] that λ(Qd) = 3d and in [18] that λ(Kr1,...,rm) = 4r1 + 2r2 +
. . . + 2rm − 3, where r1 ≥ 3 and r1 ≥ r2 ≥ . . . ≥ rm. The above examples
reveal that for these special classes of graphs at any rate, the cover pebbling
number equals the “stacking number”, or, put another way, the worst possible
distribution of pebbles consists of placing all the pebbles on a single vertex.
The intuition built by computing the value of the cover pebbling number for
the families Kn, Pn, and Tn in [3] led to Open Question No. 10 in [3], and
which was proved by Vuong and Wyckoff [17] and later, independently, by
Sjo¨strand [14]:
STACKING THEOREM: For any connected graph G,
λ(G) = max
v∈V (G)
∑
u∈V (G)
2d(u,v),
thereby proving that (1) holds for all graphs.
The Sierpin´ski graph will now be revealed to be one for which the use of
the Stacking Theorem does not reduce the computation of the cover pebbling
number to a trivial exercise. We first prove that the diameter of Sn is 2
n−1,
and, using this fact, that the worst vertex on which to stack pebbles is a
corner vertex a of degree two:
Lemma 8 diam(Sn) = 2
n−1.
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Proof The fact that δn ≥ 2
n−1 is obvious. We use induction for the reverse
inequality. The result is clearly true for n = 1. Assume it to be true for n.
Let x, y be any two points in (without loss of generality) Sn+1,T and Sn+1,L
respectively. Any path between x and y must go through Sn+1,L,T which we
will denote for brevity by z. We thus have
d(x, y) = d(x, z) + d(z, y)
≤ 2n−1 + 2n−1 = 2n,
as required.
Lemma 9 ST (a) ≥ ST (v) for each v ∈ Sn, where ST (v) =
∑
u∈Sn
2d(u,v).
Proof. We proceed by induction. The result is easy to verify for S1 and S2.
Assume that it is true for Sn. In Sn+1, denote the vertices Sn+1,T,T , Sn+1,L,T ,
and Sn+1,R,T by a, b and c respectively. Let d and e be arbitrary vertices in
Sn+1,T and Sn+1,L ∪ Sn+1,R respectively. By Lemma 8, we have
d(a, e) = 2n−1 +min{d(b, e), d(c, e)},
and
d(d, e) = min{d(d, b) + d(b, e), d(d, c) + d(c, e)}.
Since, however, min{d(b, e), d(c, e)} = d(α, e), where α = b or α = c, it
follows that
d(d, e) ≤ d(d, α) + d(α, e) ≤ 2n−1 + d(α, e) = d(a, e).
We thus have
ST (d) =
∑
u∈Sn+1
2d(d,u)
=
∑
u∈Sn+1,T
2d(d,u) +
∑
u∈[Sn+1,L∪Sn+1,R]\{b,c}
2d(d,u)
≤
∑
u∈Sn+1,T
2d(d,u) +
∑
u∈[Sn+1,L∪Sn+1,R]\{b,c}
2d(a,u)
≤
∑
u∈Sn+1,T
2d(a,u) +
∑
u∈[Sn+1,L∪Sn+1,R]\{b,c}
2d(a,u)
= ST (a),
where the next to last line above follows due to the induction hypothesis.
11
Theorem 10 The cover pebbling number λ(Sn) of the Sierpin´ski graph sat-
isfies the recursion
λ(Sn+1) =
(
1 + 22
n−1+1
)
λ(Sn)−
(
22
n
+ 22
n−1+1
)
.
Proof Notice that, with β(i) denoting (in Sn+1) the number of points at
distance i from the corner vertex a, the following two conditions hold:
• For any j ∈ {1, 2, . . . , 2n−1 − 1}, β(j + 2n−1) = 2β(j);
• β(2n) = 2β(2n−1)− 1.
Thus,
λ(Sn+1) = ST (a)
=
2n−1∑
i=0
β(i)2i + 2
2n−1∑
i=1
β(i)2i+2
n−1
− 22
n
= λ(Sn) + 2 · 2
2n−1(λ(Sn)− 1)− 2
2n
=
(
1 + 22
n−1+1
)
λ(Sn)−
(
22
n
+ 22
n−1+1
)
,
as asserted.
5 Open Problems
Here are some open problems for readers of this paper to consider:
• What is the edge chromatic number (chromatic index) and total chro-
matic number of Sn? By Vizing’s Theorem, the former is either 4 or
5, and if Behzad’s total chromatic conjecture is true, then the latter is
either 5 or 6.
• What is the pebbling number of Sn? Various bounds as in [1] may be
used to estimate this quantity, but we consider the determination of
pi(Sn) to be quite hard.
• What baseline structural properties similar to the ones we have studied
in this paper can be established for the Sierpin´ski graphs of Klavzˇar
and Milutinovic´ [10]?
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• In a similar vein, what can be said of the domination number, cycle
structure, etc. of Sierpin´ski-like graphs generated by considering Pas-
cal’s triangle mod p; p ≥ 3? (See [13] for details on this structure and
recall that the Siepin´ski gasket graph is related to Pascal’s triangle mod
2.)
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