Abstract
Introduction
Object tracking, object recognition, image retrieval, image classification, and many other computer vision applications rely on representing images with sparse number of keypoints. A real challenge is to efficiently detect and describe keypoints with stable and robust representations invariant to scale, rotation, and noise. Keypoints description imposes a large computational burden, especially for realtime systems such as applications for low-power devices.
One kind of the descriptors with good performance is the histogram of oriented gradient proposed by Lowe [1] to describe the Scale Invariant Feature Transform keypoints. Most of the efforts in the past decades were to detect and describe the keypoints as good as SIFT-like methods with less time consumption [3] [4] . The Speeded up Robust Feature (SURF) [5] has similar matching performance with much faster speed by describing keypoints with the responses of Haar-like filters which can be calculated efficiently by integral image.
The deployment of cameras on mobile phones coupled with the growing computing power of mobile CPUs has leaded a new trend: computer vision algorithms should run on mobile devices with low calculating performance and memory capacity. Images captured by mobile devices such as IPAD can be used to perform structure from motion [6] , image retrieval [7] , and object recognition [8] . The Binary Robust Independent Elementary Feature (BRIEF) [2] , the Oriented Fast and Rotated BRIEF (ORB) [9] , and the Binary Robust Invariant Scalable Keypoints (BRISK) [10] are able to be used in real-time applications. Figure 1 . demonstrates comparison of time consumption between different image features when N features are extracted from images. We made Y-axis as logarithm scale to make it more readable. For all descriptor extraction algorithm the extraction time depends on number of features linearly approximately. Figure 1 . shows that BRIEF with binary descriptors performs best in time consumption of descriptor extraction part. So, the contribution of the image features with binary descriptors such as BRIEF and ORB is that a binary string obtained by simply comparing pairs of image intensities can efficiently describe a keypoint or an image patch.
In this paper, we introduce a kind of binary descriptor that can be directly computed from image patches by comparing the responses of Gaussian filter of the sampling patches. Matching step can be done efficiently using Hamming distance, which can be done very fast on SSE instruction set of modern CPUs such as Core i7 processor. Another advantage of binary descriptors is less memory usage which is very useful for mobile devices with limited memory resources. 
Related Work
The SIFT descriptor [1] is highly discriminate but is relatively slow to be extracted and matched. It is a drawback for real-time systems and mobile devices. There are many methods to speed up the process of detecting keypoints and extracting descriptors while preserving the discriminative property of SIFTlike descriptors. The SURF descriptor [5] is a good choice of solving the problem of time-consumption while remaining invariant to view-point transformation by using integral images to make it faster to compute. However, it needs 256 bytes of memory to represent a descriptor of SURF because it is a 64-vector of floating-point values. This will take up huge memory when millions of descriptors are extracted and stored.
There are three ways to solve this problem. The first way is using dimensionality reduction strategy such as PCA that is very easy to perform and can reduce the dimension of descriptor at no loss in recognition performance [11] . Another way of shortening descriptors is to quantize its floating-point coordinates in to integers coded on fewer bits. The SIFT descriptor can be quantized to 4 bits per coordinate [12] [13] [14] . It brings advantages of memory gain and faster matching because computing the distance between short vectors can be realized efficiently on modern CPUs. The third way of reducing dimension of descriptors is to binarize it. Locality Sensitive Hashing (LSH) is applicable to change floating-point vectors to binary descriptors. Matching will be done by measuring the similarity between binary strings by Hamming distance between the corresponding binary descriptors, that is very efficient since the Hamming distance can be computed with a bitwise XOR operation followed by a bit count.
In our algorithm, binary descriptors are built directly by comparing the responses of Gaussian filter of the sampling patches without creating SIFT-like descriptors. Such comparisons are very powerful and efficient for classification purposes in spite of their simplicity.
Detector
In this detection part, keypoints are detected by our scale invariant detector that is inspired by FAST detector [15] [16] . FAST detector is widely used in BRIEF [2] and ORB [9] because of its computational property. However, FAST detector cannot handle the scale changes because the size of pattern is fixed as demonstrated in Figure 2 . So, we employ a scale pyramid of the image and use the method [17] to select the scale, as shown in Figure 3 . The pattern of our detector is illustrated in Figure 4 . The blue circle is drawn at a radius σ corresponding to the scale selected in Figure 3 . Our detector is invariant to scale change for we use the adaptable size of the pattern instead of the fixed size of FAST detector. The criterion involves a circle of 16 patches around the corner candidate P. We use 16 image patches which are smoothed by Gaussian filter instead of 16 pixels in FAST pattern to overcome the shortcomings of being sensitive to noise. The 16 red circles correspond to the standard Gaussian kernel used to smooth the intensity values at the sampling points.
Figure 4. Pattern of our algorithm
Pixel P is identified as a keypoint if there is a set of contiguous pixels along the blue circle which are all brighter than the intensity of P plus a threshold t, or all darker than it minus t, as illustrated in Figure  4 . A large number of non-corners can be excluded efficiently by firstly examining the four values at 1, 5, 9, 13 (the four compass directions). If pixel P is a corner then at least three of these four values must all be brighter than t I p  or darker than t I p  . p I is the Gaussian filter response of pixels around P (green circle). If neither of these is the case, then P cannot be a corner. Or, the full criterion can then be applied to the remaining candidates by testing all 16 values along the blue circle. Figure 5 . shows the detected scale corresponding to the radius of the red circles in the images. FAST does not contain a score of corner. So we employ a Hessian matrix measure to order the interest points. For a target number N of interest points, we firstly set the threshold low enough to get more than N interest points, then order them according to the Hessian matrix measure, and choose the top N interest points. 
Descriptor
To make our descriptor robust to rotation, the orientation of the keypoints should be calculated firstly. In traditional SIFT-like descriptors, the directions of interest points are estimated by intensity gradient based method. The time consumption is unacceptable for real-time systems. So we use Haar-wavelet responses instead of gradient of intensity based on SURF descriptors. Haar-wavelet responses in x and y direction are computed fast by using integral images. The dominant orientation is estimated by computing the sum of all responses within a sliding orientation window covering an angle of 3
π . There are many sampling patterns to compare pairs of image patches. BRIEF [2] and ORB [9] use random pairs. BRISK [10] uses a round grid where points are equally spaced on the circles symmetrically. In our descriptor, we use circular patterns, illustrated in Figure 7 , which are overlapping to obtain more information of the image.
Figure 7. Grids of our pattern
Each sampling point should be smoothed by Gaussian Filter to be more robust to noise. BREIF [2] is lack of the step of smoothing the sampling points, so BRIEF descriptor is sensitive to noise. ORB [9] adds the step of smoothing part, but it uses the same kernel for all sampling points in the image patch around the keypoint. To match the retina model, we use different scale of Gaussian Filter. The difference between our pattern and BRISK pattern [10] is the exponential change in size and the overlapping receptive fields. As illustrated in Figure 7 , the centre of the red circles denotes the sampling locations. The red circles are drawn at a radius σ corresponding to the standard deviation of the Gaussian kernel used to smooth the intensity values at the sampling points.
It has been experimentally observed that exponentially changing the scale of the Gaussian Filter according to the distance between the sampling point and the keypoint leads to better results. At the same time, the overlapping area of the sampling region makes our descriptor more robust to variance such as affine transformation because more information of the image is taken in the descriptor.
Each bit of the 128-bit binary descriptors is calculated by comparing the intensity of the sampling point pairs. The sampling point pairs are comprised of 2 parts. The first part is illustrated on the left of   x g is the result of the Gaussian filter applied to the sampling point x. In order to avoid aliasing effects when sampling the image intensity of a point in the pattern, Gaussian smoothing with standard deviation σ proportional to the distance between the sampling points and the interest points is applied. 128 pairs of (x, y)-location illustrated above are chosen to form a set of 128-bit binary descriptors. A pair of (x, y)-location is illustrated in Figure 8 . In the experiment results part we will demonstrate that only 128-bit binary descriptors could yield good compromises between matching rate and speed.
Matching
In order to accelerate the matching part, we use coarse-to-fine strategy. As illustrated in FREAK [18] , humans do not look at a scene in fixed steadiness. Their eyes move up and down with discontinuous individual movements called saccades. The presented cell topology in the retina is one reason for such movements. The fovea part of the human eyes captures high-resolution information thanks to its highdensity photoreceptors. Hence, it plays a critical role in vision algorithms.
We propose the following matching strategy. We start by searching with the first 42 bits of our descriptor which is illustrated on top of Figure 8 . The further comparison will be continued with the next 86 bits to obtain finer information if the distance of the first 42 bits of the descriptor is smaller than some threshold. More than 87% of the candidates are discarded with the first 42 bits of our descriptors.
Experiment Results
In this section, we will compare our method with conventional features using the datasets from Mikolajczyk.
Repeatability
Repeatability is one of the most significant properties of good features. Given two images of the same object or scene, taken under different viewing conditions, a high percentage of the features detected on the scene in both images should be found in both images. Figure 9 . shows the good repeatability of our detector which is invariant to view-point change (Wall), blur (Trees), brightness change (Leuven) as well as JPEG compression (UBC). The small red crosses denote the location of detected interest points.
Wall Trees
Leuven UBC Figure 9 . Repeatability of keypoints detected by our detector under different view conditions
Computing time and memory usage
Reducing the time consumption of conventional detector and descriptor is a crucial issue to achieve real-time applications. In this part, we will show that our algorithm has advantages both in detector and descriptor. Traditional descriptors such as SIFT and SURF are composed of gradient based on intensity and this computation is time-consuming. Our descriptor is computed by comparing the intensities of two patches and it can be realized very fast especially on modern computers or handheld devices. Table  1 . demonstrates the time consumption using different detectors and descriptors when 2000 keypoints were extracted from a 1920×1080 size image. It is obvious that our detector and descriptor are much faster than that of SIFT without loss of too much performance as illustrated in the Matching part. Table 2 . shows that our descriptors take up less memory than conventional SIFT-like descriptors. 
Matching
We evaluated the performance of stereo matching of the descriptors between two views under different view conditions. We also compute the Hamming distance between two binary descriptors using an SSE 4.2 optimized popcount. As shown in Figure 10 , our descriptor has good performance of invariance to view-point change.
Figure 10. Keypoint matching using our invariant descriptors
Comparison of time usage of stereo matching is illustrated in Table 3 . The time consumption of stereo matching has been reduced obviously because our descriptors are binary and they can be matched using Hamming distance which can be calculated very fast on SSE instruction set of modern CPUs such as Core i7 processor. The time of keypoint matching can be further saved when using our coarse-to-fine strategy. 
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