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ABSTRAK 
Terdapat beberapa media online terpercaya yang menghadirkan berita-berita kriminal di 
Kalimantan Selatan. Namun media-media online tersebut tidak menyediakan fitur pencarian 
berdasarkan kategori jenis kriminalitasnya. Naïve Bayes Classifier (NBC) adalah metode yang 
dapat digunakan untuk mengklasifikasi suatu dokumen berita berdasarkan kategorinya. Pada 
penelitian ini dibatasi pada lima kategori, yaitu pembunuhan, pencurian, korupsi, narkoba dan 
pemerkosaan. NBC dilatih menggunakan 180 data latih dan diuji menggunakan 45 data uji yang 
jumlahnya sama untuk setiap kategori. Besarnya akurasi pengujian yang didapatkan adalah sebesar 
77,78 %. 
Kata kunci—berita kriminal, klasifikasi, media online, Naïve Bayes Classifier (NBC). 
 
ABSTRACT 
There are several trusted online media that deliver criminal news in South Kalimantan. However, 
these online media do not provide a search feature based on the type of crime. Naïve Bayes Classifier 
(NBC) is a method that can be used to classify a news document based on its category. The classes 
in this research are limited to five categories, they are murder, theft, corruption, drugs and rape. 
NBC was trained with 180 training set and tested with 45 testing set  in the same amount for each 
category. The accuracy of testing was 77,78 %. 
Keywords—criminal news, classification, online media, Naïve Bayes Classifier (NBC). 
 
 
PENDAHULUAN 
Tindak kriminalitas yang terjadi di 
Kalimantan Selatan pada tahun 2014-2016 
meningkat hingga 40%. Data tersebut didapat 
berdasarkan informasi langsung dan tidak 
langsung dari masyarakat. salah satu sumber 
informasi tersebut melalu media cetak dan 
media online. Menurut Arifin media online 
merupakan penyebar berita tekstual dengan 
bahasa tulis yang bersifat lugas dan informatif 
[1]. Hal tersebut didukung oleh Yunus yang 
menyatakan bahwa media online memiliki 
keunggulan tersendiri seperti up to date, real 
time dan praktis [2]. Terdapat 3 (tiga) media 
online terpercaya di wilayah Provinsi 
Kalimantan Selatan yaitu 
banjarmasin.tribunnews.com, antarakalsel.com 
dan kalsel.prokal.co. Berita kriminalitas tetap 
menjadi topik utama di situs tersebut. Semakin 
meningkatnya tindak kriminalitas yang terjadi 
semakin meningkat pula kuantitas berita 
kriminal yang disuguhkan oleh media online 
tersebut. Namun, situs-situs tersebut tidak 
menyediakan menu khusus untuk 
mempermudah pembaca dalam mendapatkan 
berita kriminalitas berdasarkan jenisnya. 
Sehingga perlu adanya sebuah aplikasi berbasis 
web yang dapat membantu pembaca 
mendapatkan berita kriminalitas berdasarkan 
jenisnya dari ketiga media online yang telah 
disebutkan sebelumnya. Permasalahan yang 
muncul adalah bagaimana membangun suatu 
aplikasi yang dapat mengklasifikasi jenis 
kriminalitas dari suatu berita kriminal, dimana 
pada penelitian ini jenis kriminalitas dibatasi 
18
2nd SEMINASTIKA 2019  ISSN: 2655-0881 
 
 
pada pembunuhan, pencurian, korupsi, narkoba 
dan pemerkosaan. 
Proses klasifikasi berita dapat 
dilakukan dengan teknologi text mining. Text 
mining merupakan penambangan teks yang 
bekerja pada kumpulan data yang tidak 
terstruktur, seperti dokumen dan berita [3]. Text 
mining mampu mengolah data menjadi 
ringkasan, clustering, prediksi, association dan 
klasifikasi. Dalam penelitian ini menggunakan 
metode Naive Bayes Classifer (NBC) untuk 
mengklasifikasikan berita kriminalitas 
berdasarkan jenisnya melalui isi atau kata-kata 
dalam berita tersebut. 
Seperti yang dilakukan oleh Mahmudy 
dan Widodo mengenai klasifikasi berita online 
dengan menggunakan metode Naive Bayes 
Classifier (NBC). Data yang digunakan 
sebanyak 900 berita online dari situs 
kompas.com, yang terbagi menjadi 9 (sembilan) 
kategori yaitu internasional, nasional, 
metropolitan, kesehatan, dikbud, IPTEK, olah 
raga, hiburan dan ekonomi. Tingkat akurasi 
yang dicapai menggunakan metode NBC adalah 
78%, dengan persentase tertinggi pada kategori 
kesehatan yaitu 93% [4]. 
Penelitian yang serupa dilakukan oleh 
Fauzi dkk. dengan menggunakan model seleksi 
fitur two-phase. Phase pertama yang digunakan 
adalah IG dan phase kedua adalah MMR-FS. 
Penelitian yang dilakukan menggunakan 300 
berita online dari Kompas.com, dimana 250 di 
antaranya digunakan sebagai training set. Dari 
dataset yang dikumpulkan dibagi menjadi 5 
(lima) kategori, yaitu internasional, olahraga, 
ekonomi dan bisnis, travelling, dan sains dan 
teknologi. Tingkat akurasi yang dicapai dari 
penelitiannya tersebut adalah sebesar 86% [5]. 
Sedangkan Chandra dkk. menggunakan 
metode NBC dengan fitur N-Gram untuk Berita 
online sebanyak 361 kasus dari portal berita 
radarmalang.com dengan 7 (tujuh) kategori 
berita ekonomi, news, edukasi, kesehatan, 
olahraga, entertainment dan lain-lain. Hasil dari 
metode tersebut terbukti mampu menambah 
jenis kata sebelum masuk ke proses stemming 
sehingga meningkatkan hasil akurasi klasifikasi 
menjadi 78,66%, sebelumnya akurasi yang 
didapatkan tanpa fitur N-Gram hanya 59,24% 
dengan presentase tertinggi dimiliki oleh 
kategori news mencapai 34,78% [6]. 
Selain itu, Nugroho melakukan penelitian 
dengan menggunakan Naive Bayes Classifier 
pada data twitter mengenai kenaikan tarif dasar 
listrik. Pengujian dilakukan menggunakan 
metode confusion matrix, dengan akurasi 
89,67%. Kemudian agung menerapkan fitur n-
gram pada metode NBC sehingga akurasi 
meningkat menjadi 92,00% [7]. 
 
 
METODOLOGI 
A. Kerangka Penelitian 
Penelitian yang dilakukan dimulai 
dengan melakukan perumusan masalah, 
pengumpulan dataset, pelabelan dataset, 
training dan testing. Kerangka penelitian ini 
dapat dilihat pada Gambar 1. 
mulai
Perumusan masalah
Pengumpulan dataset
Pelabelan dataset
Training
Testing
selesai
Preprocessing
Pembangunan aplikasi
 
Gambar 1. Kerangka penelitian 
 
Aplikasi dibangun menggunakan bahasa 
pemrograman PHP. Aplikasi yang dimaksud 
digunakan untuk melakukan tahapan-tahapan 
selanjutnya seperti pengumpulan dataset, 
pelabelan dataset, preprocessing, training dan 
testing. 
Untuk training dan testing dilakukan 
menggunakan metode Naive Bayes Classifier. 
Naive Bayes Classifier merupakan model 
sederhana dari Algoritma Bayes yang sangat 
cocok untuk pengklasifikasian data yang tidak 
terstruktur seperti text atau dokumen [7]. 
Persamaannya adalah : 
     = argmax
  ∈ 
 (  |  ,   , … . ,   ) (1) 
Berdasarkan persamaan ini, maka rumus bayes 
dapat ditulis menjadi : 
     =   argmax
  ∈ 
 (  ,  ,….,  |  ) (  )
 (  ,  ,….,  )
 (2) 
 (  ,   , … . ,   )merupakan bilangan konstan, 
sehingga dapat dihilangkan menjadi 
      =   argmax
  ∈ 
 (  ,   , … . ,   |  ) (  ) 
 (3) 
Karena persamaan (3) sulit untuk dihitung, 
maka akan diasumsikan bahwa setiap kat pada a
19
2nd SEMINASTIKA 2019  ISSN: 2655-0881 
 
 
dokumen tidak mempunyai keterkaitan seperti 
persamaan berikut. 
     =   argmax
  ∈ 
      ∏  (   |  )   (4) 
       =  
|   |
| |
 (5) 
     |    =  
     
   |        |
 (6) 
Keterangan: 
       merupakan probabilitas setiap 
dokumen pada kategori j terhadap seluruh    
dokumen. 
     |    merupakan probabilitas 
kemunculan  kata    pada suatu dokumen 
  . 
      yaitu frekuensi dokumen pada tiap 
kategori. 
 | | yaitu jumlah dokumen yang ada. 
     yaitu frekuensi kata ke-i pada tiap 
kategori j. 
    yaitu frekuensi seluruh kata pada 
kategori j. 
 Kosakata merupakan jumlah seluruh kata 
yang tersimpan. 
 
B. Pengumpulan dan Pelabelan Dataset 
Dataset berupa dokumen-dokumen berita 
kriminalitas dari media online terpercaya di 
Provinsi Kalimantan Selatan, yaitu 
banjarmasin.tribunnews.com, antarakalsel.com 
dan kalsel.prokal.co. Data berita yang 
digunakan sejak tahun 2016 sampai dengan 
tahun 2018. 
Dataset tersebut kemudian diberikan 
label berdasarkan kategori jenis kriminalitas. 
Pada penelitian ini dibatasi pada lima kategori, 
yaitu pembunuhan, pencurian, korupsi, narkoba 
dan pemerkosaan. 
Dataset kemudian dibagi menjadi data 
latih dan data uji, dengan perbandingan 80:20. 
Data latih digunakan pada proses training, 
sementara data uji digunakan pada proses 
testing. 
 
C. Preprocessing 
Preprocessing dilakukan sebelum 
tahapan training dan testing. Preprocessing 
adalah suatu tahapan awal untuk mengolah dan 
mengubah teks berita menjadi data dengan 
format yang diharapkan, terdapat 4 tahapan 
preprocessing yaitu [8]: 
a.   Case folding merupakan proses merubah 
teks menjadi bentuk standar huruf kecil 
(lowercase) 
b. Tokenizing yaitu proses penguraian 
deskripsi menjadi kata-kata dan 
menghilangkan delimiter-delimiter seperti 
tanda titik (.), koma (,), spasi dan karakter 
angka. 
c. Filtering merupakan proses pengambilan 
kata-kata penting dari hasil tokenizing. 
d. Proses stemming merupakan sebuah proses 
yang bertujuan untuk membuang imbuhan 
baik berupa prefiks, sufiks maupun konfiks 
yang terdapat pada setiap kata. 
 
Untuk kepentingan training dan testing, 
dokumen yang sudah melalui preprocessing 
kemudian disimpan. Alur tahapan 
preprocessing dapat dilihat pada Gambar 2. 
mulai
Dokumen
Case folding
Tokenizing
Filtering
Stemming
Dokumen hasil 
preprocessing
selesai
 
Gambar 2. Alur tahapan preprocessing 
 
D. Training 
Tahapan training digunakan untuk 
mendapatkan probabilitas prior       dan 
probabilitas posterior     |    dengan 
menggunakan data latih. Pada tahapan ini juga 
dilakukan penghitungan nilai akurasi training. 
Alur tahapan training dapat dilihat pada 
Gambar 3. 
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mulai
Data latih
Preprocessing
Hitung probabilitas prior 
P(vj), kemudian simpan
Hitung probabilitas posterior 
P(wi|vj), kemudian simpan
Untuk setiap data latih 
lakukan klasifikasi 
menggunakan VMAP
Hitung akurasi training
selesai
 
Gambar 3. Alur tahapan training 
 
E. Testing 
Tahapan testing digunakan untuk 
menguji kemampuan NBC dalam 
mengklasifikasikan suatu dokumen (dari data 
uji) ke dalam kategorinya, dengan 
menggunakan persamaan (4). Setelah itu 
dilakukan perhitungan akurasi dari hasil 
klasifikasi yang dilakukan. Alur tahapan testing 
dapat dilihat pada Gambar 4. 
 
mulai
Data uji
Preprocessing
Untuk setiap data uji lakukan 
klasifikasi menggunakan VMAP
Hitung akurasi testing
selesai
 
Gambar 4. Alur tahapan testing 
 
 
HASIL DAN PEMBAHASAN 
Penelitian ini menggunakan dokumen 
teks be rupa berita kriminalitas sebanyak 225 
berita, yang merupakan dataset pada penelitian 
ini. Dataset tersebut dibagi menjadi dua yaitu 
80% atau sebanyak 180 dokumen sebagai data 
latih dan 20% atau sebanyak 45 dokumen 
sebagai data uji. Setiap berita disimpan dalam 
format “.txt”. Contoh dari dokumen berita 
kriminal ditunjukkan pada Gambar 5. 
“Nova diduga terlibat jaringan narkoba yang 
dikendalikan dari lembaga permasyarakatan 
(Lapas). Nova ditangkap bersama delapan 
tersangka lainnya. Kesembilan tersangka ini 
memiliki peran berbeda dalam jaringan.” 
Gambar 5. Contoh dokumen berita criminal 
 
A. Preprocessing 
 Berita kriminal dikenakan tahapan 
preprocessing yang terdiri dari case folding, 
tokenizing, filtering dan stemming.  
 
nova diduga terlibat jaringan narkoba yang 
dikendalikan dari lembaga permasyarakatan 
(lapas) nova ditangkap bersama delapan 
tersangka lainnya. kesembilan tersangka ini 
memiliki peran berbeda dalam jaringan 
 
nova|diduga|terlibat|jaringan|narkoba|yang|di
kendalikan|dari|lembaga|permasyarakatan|la
pas|nova|ditangkap|bersama|delapan|tersang
ka|lainnya|kesembilan|tersangka|ini|memiliki
|peran|berbeda|dalam|jaringan 
 
diduga | terlibat | jaringan | narkoba | 
dikendalikan | permasyarakatan | ditangkap | 
tersangka  
 
duga | libat | jaringan | narkoba | kendali | 
masyarakat | tangkap | sangka  
Gambar 6. Tahapan preprocessing 
 
Gambar 6 menunjukkan tahapan 
preprocessing yaitu case folding bertujuan 
merubah teks menjadi bentuk standar 
(lowercase), tokenizing menguraikan  deskripsi  
menjadi kata-kata, sedangkan filtering 
mengambil kata-kata penting dari hasil 
tokenizing. Serta proses stemming bertujuan 
untuk membuang imbuhan  berupa  prefiks,  
sufiks  maupun  konfiks  yang  terdapat  pada 
setiap kata. 
 
B. Pembagian Data Latih dan Data Uji 
Dalam penelitian ini pembagian data latih 
dan data uji berdasarkan jenisnya ditunjukkan 
pada Tabel 1. Terdapat 5 (lima) jenis kriminal 
yaitu pembunuhan, pencurian, korupsi, narkoba 
dan pemerkosaan. 
Tabel 1. Pembagian data latih dan uji 
Kategori  Data latih Data uji 
Pembunuhan 36 9 
Pencurian 36 9 
Narkoba  36 9 
Korupsi 36 9 
Pemerkosaan 36 9 
Total  180 45 
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C. Training 
Jumlah data latih yang digunakan untuk 
setiap kategori adalah sama, yaitu 36 dokumen 
data latih untuk setiap kategori (lihat Tabel 1). 
Sehingga berdasarkan persamaan (5) nilai 
probabilitas prior       adalah sama, yaitu 0,2. 
Selanjutnya nilai probabilitas posterior 
    |    dari data latih ditentukan 
menggunakan persamaan (6) dengan jumlah 
term sebanyak 244 term. Baik probabilitas prior 
maupun probabilitas posterior tersebut 
kemudian disimpan di dalam database, dimana 
nilainya akan digunakan untuk klasifikasi suatu 
dokumen menggunakan persamaan (4). 
Tahapan selanjutnya dari proses training 
adalah menghitung nilai akurasi dari klasifikasi 
dokumen dengan menggunakan data latih. Dari 
klasifikasi yang dilakukan pada 180 dokumen 
data latih, diperoleh 154 dokumen 
terklasifikasikan dengan benar. Dengan kata 
lain memiliki akurasi sebesar 85,56%. Akurasi 
data latih tertinggi pada kategori korupsi, yaitu 
sebesar 94,44%. Sedangkan akurasi data latih 
terendah pada pemerkosaan, yaitu sebesar 
63,89%. Akurasi data latih di setiap kategori 
dapat dilihat pada Tabel 2. 
 
Tabel 2. Akurasi data latih di setiap kategori 
No Kategori  Akurasi 
data latih 
1 Pembunuhan 91,67 % 
2 Pencurian 91,67 % 
3 Narkoba  86,11 % 
4 Korupsi 94,44 % 
5 Pemerkosaan 63,89 % 
 Rata-rata  85,56 % 
 
D. Testing 
Pada tahapan testing (pengujian), 
kemampuan NBC untuk mengklasifikasi berita 
kriminal diuji menggunakan data uji. Dari 
pengujian terhadap 45 data uji, sebanyak 36 
dokumen terklasifikasikan dengan benar. 
Dengan kata lain besarnya akurasi pengujian 
adalah 77,78%. Akurasi pengujian tertinggi 
pada kategori pembunuhan dan korupsi yang 
mencapai 100%, sedangkan akurasi pengujian 
terendah pada kategori pemerkosaan yang 
hanya mencapai 44,44%. Akurasi pengujian 
dengan menggunakan data uji dapat dilihat pada 
Tabel 3. 
 
Tabel 3. Akurasi pengujian menggunakan data uji 
No Kategori  Akurasi 
pengujian 
1 Pembunuhan 100 % 
2 Pencurian 77,78 % 
3 Narkoba  66,67 % 
4 Korupsi 100 % 
5 Pemerkosaan 44,44 % 
 Rata-rata  77,78 % 
 
 
KESIMPULAN 
Berdasarkan penelitian yang telah 
dilakukan maka dapat disimpulkan bahwa:  
1. Naïve Bayes Classifier (NBC) dapat 
diterapkan untuk klasifikasi berita kriminal 
dengan akurasi pengujian sebesar 77,78% 
dari lima kategori, yaitu pembunuhan, 
pencurian, narkoba, korupsi dan 
pemerkosaan.  
2. Pada tahapan training, banyaknya term 
dari 180 data latih adalah sebanyak 244 
term, dengan nilai probabilitas prior       
adalah sama untuk semua kategori, yaitu 
0,2. 
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