A number of different analytical methods were applied to dynamic scans obtained with [18F12fluoro-2-deoxy-o-glucose and positron emission tomog raphy, In particular, methods applying three, four, stan dard, or no rate constants were compared in four studies on three normal subjects. In addition, regional cerebral blood flow, oxygen utilisation, and blood volume were measured using the oxygen-I5 steady-state inhalation technique. There was a large difference between values of glucose utilisation obtained with the various analytical methods, in particular between methods using three or four rate constants. This difference was not due to con tamination of the tracer with [18F12-fluoro-2-deoxy-o mannose. For dynamic techniques, the separate mea-
The measurement of regional cerebral glucose utilisation (rCMRglu) with [18F]2-fluoro-2-deoxY-D glucose (FDG) and positron emission tomography (PET) has been a widely used technique to study regional metabolism in the human brain (see, for example, Phelps et aI. , 1982; . The method was adapted (Phelps et aI. , 1979b; Reivich et al. , 1979; Huang et al. , 1980) from the original tracer model developed for [14C]2-deoxY-D-glucose and quantitative autora diography (Sokoloff et al. , 1977) .
Although FDG has provided valuable clinical in formation, interpretation of results has been re stricted by the existence of several uncertainties in the implementation of the model. Of these limita tions, the value and regional constancy of the so-surement of regional cerebral blood volume was essen tial. Static techniques (single scans with standard or no rate constants) were best related to dynamic techniques utilising four rate constants. From the results, it fol lowed, however, that these static techniques can only be applied clinically if relatively large disturbances of glu cose metabolism and no changes in rate constants are an ticipated. The lumped constant was assessed from the combined measurement of oxygen and glucose utilisation and was higher than previously reported. called lumped constant in pathology has attracted a great deal of attention (see, for example, Sokoloff et al., 1977; Hawkins et al. , 1981; Gjedde, 1982; Gjedde et al., 1985; Ingvar and Siesj6, 1985) . In ad dition, there have been discussions about the va lidity of using standard rate constants in a single scan obtained at least 40 min after injection. This has resulted in several alternative operational equa tions (Sokoloff et al., 1977; Phelps et al., 1979b; Brooks, 1982; Rhodes et al., 1983; Hutchins et aI. , 1984; Wienhard et aI., 1985) in an effort to reduce the sensitivity to the actual values of the rate con stants. However, other workers (Hawkins et al. , 1981; Heiss et aI. , 1984; Hutchins et al. , 1984; Wienhard et al., 1985) have indicated that this ap proach is less accurate (especially in pathology) than measuring the whole tissue time-activity curve by multiple FDG scans starting at time of in jection. The number of rate constants has also been a topic of discussion. In particular, there is dis agreement about the effect of the presence of hy drolysis, resulting in dynamic studies allowing for both three (Reivich et aI., 1979) or four (Phelps et aI. , 1979b) rate constants. In addition, the correc tion for intravascular activity has been performed in different ways (Phelps et aI. , 1979b; Wienhard et aI. , 1985; Hawkins et aI. , 1986) or has been omitted completely (Reivich et aI. , 1985) . Finally, it has re cently been shown that the level of contamination of FDG with [18F]2-fluoro-2-deoxY-D-mannose (FDM) depends on the radiochemical method of preparation (Bida et aI. , 1984) .
Disagreement concerning these uncertainties and their importance to the calculations has led to various implementations of the original model de veloped for autoradiography (Sokoloff et aI. , 1977) . All these different analytical methods aim to mea sure rCMRgiu using FDG and PET. However, the danger exists that results of one method cannot be compared with results of another. This would greatly hamper communication of results and might lead to erroneous conclusions. For example, the situation could arise where patient data are com pared to previously reported normal data (from an other institute using another analytical method). If different implementations provide different results, such a comparison could lead to significant differ ences between patient and normal data, which in reality might only be due to the fact that the same implementation was not used in both studies.
The present study was carried out to determine the degree of variability between various analytical methods. In particular, the following issues were addressed (Lammert sma et aI. , 1985) : (1) the pres ence of hydrolysis and its effect on the calculations;
(2) the effect of the presence of FDM; (3) the statis tical precision with which the rate constants can be determined; (4) the effect of intravascular activity; (5) the effect of timing errors; and (6) the possibility of using a single scan with standard or no rate con stants.
MATERIALS AND METHODS
To assess the effects of different analytical techniques on the final calculated value of rCMRglu, a number of these methods were applied to the same scan data ob tained from four studies on three normal SUbjects. Per mission to perform these studies was obtained from the Research Ethics Committee of Hammersmith Hospital, and, with regard to the radiation involved, from the United Kingdom Administration of Radioactive Sub stances Advisory Committee. All subjects gave their in formed consent prior to the study.
FDG was infused intravenously, such that peak plasma levels were reached at 1.75 ± 0.17 min (mean ± SD) following the start of the study. Scanning was started si multaneously with the start of the infusion. Multiple scans of the same plane (orbitomeatal line + 5 cm) were collected as follows: 5 scans of 1 min, 6 scans of 5 min, J Cereb Blood Flow Metab. Vol. 7, No.2, 1987 followed by a single scan of 10 min. The final scan was started 45 ± 1 min following start of the study. A single slice ECAT-II (EG & G, Ortec) (Phelps et aI., 1978; Wil liams et aI., 1979 ) PE T scanner was used for all studies. Multiple arterial plasma samples were withdrawn from a previously inserted radial cannula at an initial rate of 3 samples/per min for the first 3 min. The sampling rate was then progressively reduced to 1 sample/5 min at the end of the study, resulting in a total of 27 ± 1 samples per study. Three studies were performed using FDG con taining 20-25% FDM. To assess the effect of this FDM contamination, a repeat study in one of the subjects was carried out using FDG containing less than 5% FDM. These levels of impurities were determined by radio chemical analysis and 19F-nuclear magnetic resonance (NMR) spectroscopy.
In addition to the FDG study, regional cerebral blood flow (rCBF), oxygen utilisation (rCMR02) and blood volume (rCBV) were measured using the oxygen-15 steady-state inhalation technique (including the correc tion for intravascular activity) as described previously (Frackowiak et aI., 1980; Lammertsma et aI., 1983) . C1502 and 1502 scans were performed prior to a transmis sion scan, taking care that all oxygen-15 activity had de cayed (half-life 2.1 min) before the transmission scan was started. Following this transmission scan, the FDG study was performed. The IlCO scan was performed last, cor recting both scan and blood samples for background 18F activity. This correction was possible because of the sta bility of the FDG distribution at that time (around 1 h postinfusion). The total duration of each study was ap proximately 2.5 h.
All emission scans were corrected for attenuation using the measured attenuation coefficients obtained from the transmission scan. As mentioned above, rCMR02 was corrected for intravascular nonextracted oxygen-15 using the IlCO scan, as described previously (Lammert sma et aI., 1983) . In addition, all FDG scans were corrected for intravascular 18FDG using the individually measured rCBV values, taking into account the measured differ ence between whole blood and plasma concentrations, as described in the Appendix. In calculating rCBV, a value of 0.69 was assumed for the regional cerebral to large vessel haematocrit ratio (Lammertsma et aI., 1984) .
To obtain maximal statistical precision, large regions of interest were used for analysis-one comprising whole brain (161 ± 24 cm 2 ) and one being located on the whole cortical rim (57 ± 2 cm 2 ), as described previously (Wise et aI., 1983) . The same regions of interest were superim posed on each FDG scan and on the rCBF, rCMR02, and rCBV scans. For the purpose of creating tissue time-ac tivity curves, midscan times were assigned to the FDG scans. Several analytical techniques were applied to the created FDG uptake curves (corrected for intravascular activity) and/or to the final scan started at 45 min, de pending on the particular technique used. For fitting pro cedures, the usual three-compartment model (Phelps et aI., 1979b) with three (no hydrolysis) or four rate con stants was assumed and use was made of a standard iterative nonlinear least-squares regression technique (Carson et aI., 1981) .
CMRglu was calculated using the following techniques, assuming a value of 0.42 (Phelps et aI., 1979b; Huang et aI., 1980) for the lumped constant (LC):
(A) The uptake curve was fitted allowing for four rate constants, and the values obtained were, together with the final FDG scan value, substituted in the following equation (Phelps et al., 1979b; Huang et al., 1980) . (I) Only the final FGD scan was used and standard rate constants, as defined by Phelps et al. (1979b) , were used in the alternative single scan equation given by Hutchins et al. (1984) .
-4k2k4]1!2}/2 kl,k2 = first-order rate constants for FDG forward and reverse capillary transport, respectively k3,k4 = first-order rate constants for phos phorylation of FDG and dephos phorylation of FDG-6-P04, respec tively Cp(t) = plasma FDG concentration as function of time l Ct(T) = cerebral tissue concentration of FDG and FDG-6-P04 at time T Cgl u = plasma glucose concentration * = operation of convolution (B) Allowing for 4 rate constants, the uptake curve was fitted for the klk3/(k2 + k3)' and the value ob tained was substituted (Phelps et al., 1979b; Huang et al., 1980): (2) (C ) The uptake curve was fitted allowing for 3 rate constants, and the values obtained were, together with the final FDG scan value, substituted in Eq.
1, which for k4 = 0, reduces to the original opera tional equation given by Sokoloff et al. (1977) .
(D) Allowing for 3 rate constants, the uptake curve was fitted for klkAk2 + k3)' and the value ob tained was substituted in Eq. 2.
(E) The uptake curve was fitted allowing for 4 rate constants, but k4 was fixed at previously reported (Phelps et al., 1979b ) values (i.e., k4 = 0.0063 and 0.0068 for whole brain and cortex, respectively).
Values obtained for kl-k3 and the fixed value for k4
were, together with the final FDG scan value, sub stituted in Eq. 1.
(F) Allowing for 4 rate constants, but fixing k4 at pre viously reported (Phelps et al., 1979b ) values (i.e., k4 = 0.0063 and 0.0068 for whole brain and cortex, respectively), the uptake curve was fitted for klk3/(k2 + k3)' and the value obtained was substi tuted in Eq. 2.
(G) Only the final FDG scan was used, and standard rate constants as defined by Phelps et al. (1979b) were used in Eq. 1. (H) Only the final FDG scan was used, and standard rate constants as defined by Phelps et al. (1979b) were used in the alternative single scan equation given by Brooks (1982) .
(J) Only the final FDG scan was used, and standard rate constants, as defined by Phelps et al. (1979b) , were used in Eq. 1 after normalising kl as pro posed by Wienhard et al. (1985) . (K) Only the final FDG scan was used, and standard rate constants, as defined by Phelps et al. (1979b) , were used in Eq. 1 after normalising both k, and k3, as proposed by Wienhard et al. (1985) .
(L) Only the final FDG scan was used, neglecting the rate constants completely, according to .
(3) (M) Only the FDG uptake curve was used by plotting C/Cp against fC/Cp, which, after a certain equilib rium period, becomes linear if k4 = O. The slope Ks was then used (Gjedde, 1982; Patlak et al., 1983) .
(N) Methods A to F were repeated for (I) uptake curves, which were not corrected for intravascular 18FDG activity, and (2) corrected curves, but as suming the cerebral-to-large vessel haematocrit ratio to be 0.85 instead of 0.69. In addition, using the noncorrected curves, an increasing number of scans from the beginning of the curve were omitted, as proposed by Heiss et al. (1984) . (0) Methods A, B, E, and F, were repeated using a fitting routine that considered each region of in terest data point (corrected for intravascular ac tivity) as being the average value of the tissue time-activity curve during the corresponding scan period, as described by Hawkins et al. (1986) . In contrast to assigning midscan times to the mea sured data points, in this procedure, these points are taken as the integral of the tissue curve over each scan period. In addition methods A, B, E, and F were repeated (for noncorrected curves) using a similar fitting procedure, including rC BV as a separate parameter (Hawkins et al., 1986) .
A general problem in positron emission tomography (and indeed all in vivo tracer studies) is the fact that the transit time from injection point to the brain might be dif ferent from that to the sampling site (radial artery). To assess the effects of the resulting possible misalignment between plasma and tissue curves, methods A-D were repeated with plasma curves that were shifted 12 s in both directions.
Finally, the value of the lumped constant was assessed by assuming a stoichiometric relationship of 5.6: 1 for rCMR02:rCMRglu in the normal human brain (see, for example, Siesjo, 1978) .
RESULTS
Results of the oxygen-I S steady-state technique are given in Table 1 for all four studies on the three normal subjects. Studies 1, 2, and 3A are those studies where, in conjunction with these measure ments, rCMRgiu was estimated using FDG con taining between 20 and 25% FDM. Study 3B repre sents the repeat study on subject 3, when FDG containing <5% FDM was used. For comparison, in Table 2 , corresponding values for rCMRglu, as obtained with method A, are given, assuming the lumped constant to be 0.42. Table 3 illustrates the sensitivity of the rate con stants for the fitting procedure used in the cortex of subject 1: 4 rate constants (methods A and B), 3 rate constants (methods C and D), or 4 rate con stants with fixed k4 (methods E and F). In addition, the effect of the correction for intravascular activity is shown by assuming a value of the regional cere bral-to-Iarge vessel haematocrit ratio of 0.85 in stead of 0.69, by neglecting this correction com pletely, and finally, by neglecting this correction but simultaneously not using data for the first 4 min of data collection (i.e., the interval in which the relative contribution of intravascular activity is highest) (Heiss et al., 1984; Wienhard et aI., 1985) .
In Table 4 , average values of the rate constants for the four studies are given for both whole brain and cortex. Both results for fitting with 3 (methods C and D) and 4 (methods A and B) rate constants are listed. The correction for intravascular activity was performed using a regional cerebral-to-Iarge vessel haematocrit ratio of 0.69.
In Table 5 , the results of the different methods are compared for all four studies. The ratio of rCMRgiu for each method, divided by that obtained from method A, is given. No data are shown for method M, as it was impossible to objectively de fine a linear part of the curves. This is illustrated in Fig. 1 , in which curves are given for both studies 3A and 3B. As can be seen from Fig. 2 , the result of the analysis according to method M is very depen dent on the selection of the starting point. Results of method N are not given in Table 5 , but can be found for one case in Table 3 (see the Discussion section for a further treatise of this method).
In most cases, for curves corrected for intravas cular activity, method 0 provided results similar to those of the corresponding method (A, B, E, or F), with rCMRgiu values that were on average 3% lower. However, in a number of cases, no conver gence was obtained, and the fitted values of the rate constants oscillated around the values obtained with the corresponding method. The same observa tion was true if the curves were not corrected for intravascular activity and rCBV was included as an additional parameter in the fitting procedure. In this case, rCMRgiu values were, on average, 6% higher than those of the corresponding method. However, the fitted values of rCBV were smaller (24 ± 12%) than the measured values.
For methods A through D, average changes in rate constants and rCMRglu, resulting from a 12-s shift between plasma and tissue curves, are given in Table 6 . A positive shift of the plasma curve would correspond to a transit time from injection to sam pling point that is shorter than that to the brain. A negative shift represents the more likely opposite case. Tissue curves used were corrected for intra vascular activity using a cerebral-to-Iarge vessel haematocrit ratio of 0.69.
Finally, in Table 7 , the calculated lumped con- 4-no correction, but neglecting first 4 min of uptake curve r = regional cerebral-to-large vessel haematocrit ratio All data for cortex of subj ect I. Results ± standard error are given. stant is given for methods A through L, assum ing a stoichiometric relationship of 5. 6:1 for rCMROz:rCMRglu. Data are given for a cerebral to-large vessel haematocrit ratio of 0.69. Assuming this ratio to be 0.85 resulted in calculated lumped constants that were 5. 9 ± 2.7% higher.
DISCUSSION
The most striking result of the present study was the large discrepancy between the rCMRgiu values calculated from the different analytical methods. As theoretically expected, Eqs. 1 and 2 provided similar results. However, assuming k4 to be 0 (methods C and D) resulted in rCMRgiu values that were on average 21 % lower (see Table 5 ) than those obtained when k4 was allowed to vary (methods A and B). Furthermore, in one normal volunteer, the difference was as high as 43% (Table 5 ). Values for fixed k4 (methods E and F) were intermediate. This latter finding was no surprise, considering that the fixed value of k4 was lower than the fitted one (Table 4) .
It has been argued that the presence of hydro lysis is not very important (Heiss et al., 1984) , as it is relatively small compared to the other rate con stants. However, allowing for k4 has a direct effect, not only on k3, but also on all other rate constants, as is clear from Tables 3 and 4.
The fitted values of k4 (Table 4 ) are much higher than previously reported (Phelps et al., 1979b; Rei vich et al., 1985) . However, it should be realised that a total study duration of 1 h is rather short to obtain an accurate estimate of k4• This is reflected in the high standard errors for k4 (Table 3) . This consideration was one of the reasons for the selec tion of large regions of interest in order to obtain optimal statistics. As a result, within five iterations, in all four studies, excellent fits were obtained with correlation coefficients that averaged 0.9996.
The largest value of k4 was obtained for study no. 2 (k4 = 0. 024 and 0. 038 for whole brain and cortex, All data are corrected for intravascular activity using a cerebral-to-Iarge vessel haema tocrit ratio of 0.69.
Results ± standard deviation are given. All data are corrected for intravascular activity using a cerebral-to-large vessel haematocrit ratio of 0.69. respectively). It is therefore no surprise that in this study, the largest difference in rCMRgiu was found ( Table 5) . These values of k4 seem to be artefac tually high. However, it is of interest to note that for methods C and D (3 rate constants), rCMRgiu values for cortex and whole brain were exactly the same. For 4 rate constants (methods A and B), a more realistic 23% higher value for cortex com pared to whole brain was obtained (Table 2) . Al though still slightly higher, for the remaining three studies, k4 values (0.012 ± 0.001 and 0.014 ± 0.002 for whole brain and cortex, respectively) were close to the values published by Friedland et ai. (1983) and Hawkins et al. (1986) . As mentioned above, the large discrepancy be tween the present value of k4 and that reported pre viously (Phelps et al. , 1979b; Huang et al. , 1980) could perhaps be explained by the relatively short data collection period used in the present study. However, certain other factors should also be taken into account. First, in the studies by Phelps et al. (1979b) and Huang et al. (1980) , a nominal value for rCBV was used to correct for intravascular activity.
This, of course, is less accurate than measuring rCBV individually, which is the procedure adopted in the present study. In addition, in contrast to the studies mentioned above, where a geometric atten uation correction was performed, in the present study, the more accurate measured attenuation cor rection method was used (Frackowiak et aI. , 1980) . Third, Phelps et al. (1979b) and Huang et al. (1980) used venous sampling from a heated hand rather than arterial sampling for most of their studies. It has recently been shown that there is some differ ence in rCMRgiu values obtained using these two sampling techniques (Friedland et aI. , 1985) , with arterial sampling being more accurate. Finally, Phelps et al (1979b) and Huang et al. (1980) used a bolus injection of FDG, whereas in the present study, FDG was injected over a longer time in terval. For the same relatively slow scanner used in all these studies, prolonging the injection time should provide more accurate rate constants by prolonging the initial part of the arterial curve, thereby allowing its more precise definition. Another indication of a noticeable k4 was found START TIME LINEAR in the analysis of the data using method M. If k4 were 0, the plot of C/Cp against fC/Cp should yield a straight line after a certain equilibrium period (Gjedde, 1982; Patlak et ai., 1983) . However, as is illustrated in Figs. 1 and 2 , no linear portion of the curves could be defined. It is important to realise that this analysis is independent of the specific structure of the model (Patak et ai., 1983) . This analysis will yield a straight line, if and only if, there is an irreversible compartment, no matter how many intermediate compartments are present (Patlak et ai., 1983) . From Figs. 1 and 2, it follows that there is no irreversible compartment in the present studies, which is strongly in favour of a nonzero k4• A possible explanation for the discrepancy be tween the various methods could be the presence of FDM. It has been shown that FDG preparations contain a variable amount of FDM as contaminant, depending on the mode of production (Bida et ai., 1984) . In three of the studies (nos. 1, 2, and 3A), FDG was used that contained 20-25% FDM. Therefore, in one of the normal volunteers (no. 3), a repeat study (no. 3B) was performed with FDG containing <5% FDM. From Table 5 , it follows that there was no significant difference between studies 3A and 3B with respect to the effect of allowing for k4 on the calculation of rCMRglu. However, unfor tunately, the plasma glucose level was quite dif ferent between the two studies ( Table 2) . This is re flected in the difference between the plasma nor malised curves shown in Fig. 1 . Therefore, the rate constants obtained in both studies could not be compared, although the k4 values were similar (0.012 and 0.011 for whole brain and 0.012 and 0.016 for cortex). The main difference between study 3B and the other three studies was the fact that for methods A and B, the values of k,-k3 (especially k2) tended to be lower, in accordance with data published by Robinson et ai. (1979) . For methods C and D, only k2 was lower. However, it should be realised that the plasma glucose level of study 3B was also the lowest. Nevertheless, if the presence of FDM was responsible for the discrep ancy between the different analytical techniques, there should have been less difference in calculated rCMRgiu values by the different methods in study 3B. This finding is confirmed by comparing study 3B with studies 1 and 2, all of which had a similar plasma glucose level and similar results with regard to rCMRgiu values.
From the data in Table 4 , it follows that the values of the rate constants are somewhat different from previously published values (see Reivich et ai., 1985 , for a review). However, the lower values of k, and k2 (and k3 for methods C and D) are prob ably due to the more accurate correction for intra vascular activity adopted in the present study, as is illustrated in Table 3 . The higher values of k3 for Numbers (mean ± SD) represent ratio of values obtained using shifted plasma curves to those obtained using the original curves. All data are corrected for intravascular activity using a cerebral-to-large vessel haematocrit ratio of 0.69. All data are corrected for intravascular activity using a cerebral-to-Iarge vessel haematocrit ratio of 0.69. methods A and B on the other hand are probably a reflection of the higher k4 values. Although excellent fits were obtained for all four studies, it follows from Table 3 that the precision of the individual rate constants was not very high. This does not limit the applicability of the FDG method. Operational equations Brooks, 1982; Hutchins et al., 1984) are designed to minimise the sensitivity to errors in rate constants. An advantage of using Eq. 2 is the fact that this ratio itself can be fitted, giving a standard error of the final result. As expected, the standard error of the k\k3/(k2 + k3) ratio is much lower (on average 7.6%) than that of the individual rate constants, due to the correlation between these constants in the fitting process. The fact that Eqs. 1 and 2 provide similar results (Table 5) indicates that Eq. 2 (which is not designed to minimise the sensitivity to errors in the rate constants) provides estimates of rCMRgiu with a high degree of precision.
A further indication that the individual rate con stants cannot be determined very accurately is given by the data presented in Table 6 , in which timing errors in matching plasma and tissue curves are analysed. As can be seen, these errors have a pronounced effect on the measured values of the rate constants. It should be realized that this problem is difficult, if not impossible, to solve. Even for new scanners with improved temporal res olution, arrival times in the brain will be difficult to assess on a regional basis. Fortunately, even a 12-s timing error results in only a relatively small error in calculated rCMRgiu (Table 6) , at least for the injection protocol utilised in the present study.
From Table 3 , it follows that the values obtained for the rate constants are also affected by errors in J Cereb Blood Flow Metab, Vol. 7, No. 2, 1987 the correction for intravascular activity. The values of k\k3/(k2 + k3) ratio (and thus rCMRglu) are much less sensitive to these errors, but it can be seen that the correction is necessary, especially for methods A and B. Applying no correction for these methods resulted in an average overestimation of rCMRgiu of 21% compared to the values obtained when the tissue curves were corrected for intravascular ac tivity, assuming a regional cerebral-to-Iarge vessel haematocrit ratio of 0.69 (Lammertsma et aI., 1984) . Assuming this ratio to be 0.85 instead of 0.69 resulted in rCMRglu values that averaged 6% higher. Methods C and D are less sensitive to the presence of intravascular activity. No correction resulted in an average overestimation of 8% relative to rCMRglu values obtained using the correction for intravascular activity with a haematocrit ratio of 0.69. Using a ratio of 0.85 instead of 0.69 gave, on average, only 2% higher values. For methods E and F, these overestimations were intermediate.
In a relatively small number of studies, a mean regional cerebral-to-Iarge vessel haematocrit ratio of 0.69 has been reported (Lammertsma et aI., 1984) . However, in that series, individual values up to 20% higher or lower than the mean were found (Lammert sma et al., 1984) . In more pathological brain tissue, an even larger range of values was ob tained (Brooks et al., 1986) . In the present analysis, calculations were also performed with the com monly used value of 0.85 (Phelps et al., 1979a) to assess the effect of a 20% error in rCBY. From this analysis, it follows that even for methods A and B, uncertainty in the regional cerebral-to-Iarge vessel haematocrit ratio results in acceptable errors (i.e., <10%) in rCMRglu, as long as some correction for intravascular activity is performed.
In dynamic studies, the effect of intravascular ac tivity is most pronounced shortly after injection, i.e., at the beginning of the study. It has been pro posed (Heiss et ai., 1984; Wienhard et ai., 1985) to neglect the first (4) minutes of the tissue curve in an attempt to avoid the measurement of rCBY. In the present study, this approach was analysed by omit ting a progressive number of scans from the begin ning of each study and fitting the remaining tissue curve without applying the correction for intravas cular activity. Using methods C and D (k4 = 0) and omitting the first 4 min of data collection resulted in an average error of 2.4% in rCMRglu, with a max imum of 4.9%. As expected, the errors of the indi vidual rate constants (especially kJ and k2) were much higher (up to 60%). For methods A and B the results were worse, giving an average error of 7.4% in rCMRglu, with a maximum of 12.7%. In Fig. 3 , the effect of varying the starting time of scanning following injection is shown. The shaded area rep resents the range of errors obtained in the four studies (using methods A and B) as compared to using the full tissue curve corrected for intravas- On the vertical axis, the percent difference is given compared to calculations using the entire curves corrected for intravascular activity, assuming a regional ce rebral-to-Iarge vessel haematocrit ratio of 0.69. The shaded area represents the range of errors obtained in the four normal studies. The dashed lines represent results for the contralateral hemisphere of two patients with cerebral tu mours.
cular activity. Due to its potential importance in re ducing the complexity of the scanning protocol and the radiation dose to the patient, the same analysis was extended to curves obtained from the cortical grey matter of the contralateral hemisphere of two patients with cerebral tumours. It follows from the results (Fig. 3) , that this approach was unaccept able in these regions of relatively normal cerebral tissue. Consequently, to obtain accurate results in pathology, at present rCBV has to be measured sep arately. A possible way to avoid this measurement might be to incorporate rCBV in the compartmental model (Hawkins et ai., 1986) . However, utilising this model in the present study resulted in a number of cases where no convergence was obtained. In these cases, the fitted rate constants kept oscil lating around the values obtained with methods A and B. The rate constants were not significantly different in those cases in which convergence was obtained, although the computation time was ex tremely prolonged. In addition, the fitted values of rCBV were lower (24 ± 12%) than the values mea sured with the l1CO scan. Some underestimation of rCBV with this model is expected, as it assumes that whole blood and plasma concentrations of FDG are similar (Hawkins et ai., 1986) . In practice, the whole blood concentration is approximately 10% lower than the plasma concentration. It is likely, therefore, that for this approach, faster scanners are needed than the one used in the present study in order to collect more data points. A promising feature was the fact that if the curves were first corrected for intravascular activity, ap plication of this method only resulted in a different fitted value of rCBY. Rate constants and calculated rCMRgiu values were not affected. Another possible way of avoiding the separate measurement of rCBV would be to use a single scan (at least 45 min after injection) with standard (methods G to K) or no (method L) rate constants. In that case, at the time of scanning, intravascular activity will be minimal relative to that in the tissues. From Table 5 , it follows that compared to methods A and B, methods G through L resulted in average underestimation in rCMRgiu of 8, 9, 11, 11, 11, and 6%, respectively. Maximum underestima tions were 27, 27, 26, 26, 28, and 21%, respectively (study no. 2) . It is of interest to note that although methods G through L did not correlate with any of the other methods, the deviations were least com pared to methods A and B. The higher values as compared to methods C and D are in agreement with the data of Heiss et ai. (1984) .
It could be argued that the use of previously pub lished rate constants (Phelps et ai., 1979b; Huang et aI., 1980) in methods G through K was not appro priate, as the present rate constants were rather different. For method G, for example, use of the average rate constants obtained from these four normal subjects resulted in a maximum error in rCMRgiu of 21% compared to methods A and B. Results for methods H through K were similar. Therefore, methods using standard or no rate con stants could be used clinically depending on the re search question, i. e., if relatively large disturbances in rCMRgiu and no significant alterations in the rate constants are anticipated. If changes in rCMRgiu less than approximately 20% and/or changes in rate constants are expected, dynamic studies should be more appropriate.
Without allowing for rCBV in the fitting proce dure, theoretically, the integral method ° (Hawkins et aI., 1986) should be more accurate than assigning midscan times to the data points (corrected for in travascular activity). The similar rCMRgiu values obtained for both methods indicate that, at least for the present scanning protocol, midscan timing methods are acceptable. A major advantage of the latter method is the much shorter computation time.
The lumped constants calculated from the rCMROz:rCMRglu ratios (Table 7) were higher than previously reported (Phelps et aI. , 1979b; Huang et aI., 1980) . Assuming k4 to be 0 Reivich et al. (1985) have reported a value for the lumped constant of 0.52, which is close to the average value of 0. 59 ob tained with methods C and D (k4 = 0). It should be realised that for the large regions of interest used in the present study, the oxygen-15 steady-state tech nique is expected to underestimate rCMROz by ap proximately 20% due to tissue heterogeneity (Lam mertsma et aI. , 1981) . Allowing for this underesti mation would result in values of the lumped constant of 0.61 for methods A and B and 0.47 for methods C and D. The possibility of an elevated lumped constant due to contamination with FDM cannot be excluded on the basis of these results. Values of the lumped constant are lowest for study 3B «5% FDM), especially for whole brain. How ever, for the cortex, the difference with the value for study 3A (20-25% FDM) is not significant.
CONCLUSIONS
A large difference was found between rCMRgiu values obtained from several analytical techniques, in particular between methods employing three or four rate constants. This discrepancy was not due to the presence of FDM. Furthermore, rate con stants obtained (especially k4) were different from J Cereb Blood Flow Metab, Vol. 7, No. 2, 1987 previously reported values. However, rate con stants themselves cannot be measured very accu rately due to uncertainties in the relative timing of plasma and tissue curves and in the regional cere bral-to-Iarge vessel haematocrit ratio.
The present study was not designed to establish the absolute magnitude of k4' although the data strongly indicate that k4 should be taken into ac count. The purpose of the study was to assess the variation in calculated rCMRgiu values using dif ferent analytical techniques. The results indicate that further studies are urgently needed to establish the most accurate approach. With the variety of methods currently used, its seems almost impos sible to compare results from different institutes.
From the results, it follows that if four rate con stants are used in dynamic studies, a separate meaurement of rCBV to correct for intravascu lar activity is essential. Neglecting the first few minutes of tracer accumulation in the brain might lead to erroneous results in pathological cerebral tissue. Errors due to this approach are less if three rate constants could be used, although even then, individual rate constants might be in error up to 60%.
The use of standard or no rate constants is only possible in those cases in which anticipated distur bances in rCMRgiu are not too small, and in which at the same time, rate constants are not expected to be different from those obtained in normal cerebral tissue. For smaller deviations and/or when different rate constants are expected, dynamic studies are to be preferred.
Finally, lumped constants calculated from the rCMROz:rCMRglu ratio were slightly higher than previously reported. The calculated values were, of course, also dependent on the analytical method used to measure rCMRglu.
APPENDIX
U sing a well-counter arterial whole blood (Cb) and plasma (Cp) concentrations can easily be mea sured for any radioactive tracer. The two entities are related according to:
where Ce is the erythrocyte concentration and h is the large vessel haematocrit.
In the brain vasculature, erythrocyte and plasma concentrations will remain the same. The whole blood concentration, however, will change due to a different haematocrit according to:
where C{, is the regional cerebral whole blood con centration and he is the regional cerebral haemato crit.
Equations A.I and A.2 can be solved for Ce to obtain an expression for C{, in terms of measurable entities.
(A. 3)
where r is the regional cerebral-to-Iarge vessel hae matocrit ratio (he/h).
U sing a PET scanner, the total regional cerebral concentration (C�) can be measured. Using Eq. A. 3, the net tissue concentration (Ct can be calcu lated from
It should be realised that although theoretically incorrect, rCMRgiu is usually expressed per tissue weight, including the vasculature. To conform to this custom (as is done in the present study), Eq. A. 4 should be rewritten as follows:
