Histopathology defines the gold standard in oncology. Automatic analysis of pathology images could thus have a significant impact on diagnoses, prognoses and treatment decisions for cancer patients. Recently, convolutional neural networks (CNNs) have shown strong performance in computational histopathology tasks. However, given it remains intractable to process pathology slides in their entirety, CNNs have traditionally performed inference on small individual patches extracted from the image. This often requires a significant amount of computation and can result in ignoring potentially relevant spatial and contextual information. Being able to process larger input patches and locating discriminatory regions more efficiently could help improve both computational and task specific performance. Inspired by the recent success of Deep Recurrent Attention Models (DRAMs) in image recognition tasks, we propose a novel attention-based architecture for classification in histopathology. Similar to CNNs, DRAMs have a degree of translation invariance built-in, but the amount of computation performed can be controlled independently from the input image size. The model is a deep recurrent neural network trained with reinforcement learning to attend to the most relevant areas of large input patches. We evaluate our model on histological and molecular subtype classification tasks for the glioma cohorts of The Cancer Genome Atlas (TCGA). Our results suggest that the DRAM has comparable performance to state-of-the-art CNNs despite only processing a select number of patches.
I. INTRODUCTION
Analysis of histopathology images is a critical step in oncology as interpretation of these images by pathologists is the gold standard for diagnosis, prognosis and treatment. Interpretation of histopathology images largely consists of careful microscopic examination of hematoxylin and eosin (H&E) stained tissue sections. This can be a tedious, timeconsuming and sometimes subjective task. Advances in slide scanning technology and reductions in cost of digital storage capacity have enabled the widespread adoption of digital pathology over the past decade [1] . More recently, the dramatic increase in computational power and breakthroughs in machine learning have fueled research into automated analysis of histopathology images [2] . These developments have together led to the rapid emergence of computational histopathology. Most recent works have successfully leveraged Convolutional Neural Networks (CNNs) for tasks such as detection, image segmentation and diagnosis, highlighting the effectiveness and relevance of learned features in complex images such as histopathology slides [3] , [4] , [5] . 1 
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It is important to highlight however that several challenges have to be overcome before deep learning can be applied succesfully in the field of digital pathology. In addition to the scarcity of training samples typical for medical image datasets, the key challenges that hinder a deep learning approach include the lack of ground-truth localized annotations and the extremely large size of digital pathology slides (often in the order of gigapixels). The former challenge implies histopathology image analysis (HIA) belongs to the field of Weakly Supervised Learning (WSL). The latter challenge implies it is computationally intractable to process a slide in its entirety. Thus, any modeling approach needs to be time and memory efficient whilst extracting as much information as possible out of the image. The popular approach adopted to deal with this has been to formulate HIA as a Multiple Instance Learning (MIL) problem: instead of treating images as a single instance, we instead assume it represents a bag of instances [6] , [27] , [28] . This consists in dividing the histopathology slides into small high resolution patches, sampling randomly from these patches and applying patch level CNNs. The MIL framework is then used to combine patch level predictions intelligently and make an overall slide prediction.
Despite their general success in HIA, these methodologies have several drawbacks. Firstly, given each slide may contain a few thousand patches, a non-negligible computational burden may be associated to processing a representative proportion of the entire slide. Furthermore, given there is inherent loss of contextual and spatial information when dealing with randomly sampled patches, the final aggregation step can be particularly difficult to generalize and may be suboptimal.
In a study on pathologist eye movement Brunye et al. discussed findings on expert visual diagnostic procedures [7] . Indeed, they highlighted that visual attention to salient but diagnostically irrelevant image features may underlie the inherently different viewing behavior of novices versus experts while interpreting digitized breast pathology slides. Thus, attentional biases in highly trained professionals may be a core skill to quickly identify relevant areas in slides by focusing on a few select regions.
We propose to mimic the pathologists process by using Deep Recurrent Attention Models (DRAMs), initially proposed by Mnih et al. [8] . DRAMs are inspired by the way humans perform visual recognition tasks. These networks dynamically attend to the most informative areas of an image, only processing these regions. The architecture is independent of input image size, allowing for much larger patch size and limiting computational cost. In this paper, we propose a model based on DRAMs to distinguish glioma subtypes using data from The Cancer Genome Atlas (TCGA).
Gliomas are the most common type of adult brain tumors with variable response to therapy, clinical course, and prognoses. In 2016, the World Health Organization (WHO) released its new Classification of Tumors of the Central Nervous System [9] , this integrated new genetic and molecular information to explain tumor heterogeneities. We evaluated our algorithm on the following tasks: tumor grade (i.e. lower grade vs. glioblastoma), IDH1 mutation status, 1p/19q codeletion, and MGMT methylation status. Thus we show that it is possible to gain rapid and accurate classification of these crucial variables from a pathology image which could assist clinicians into better and more timely decision making.
II. RELATED WORK

A. Computational Histopathology
Convolutional Neural Networks (CNNs) were first used in HIA for mitosis detection in Whole Slide Image (WSI) [3] . This work was instrumental in demonstrating the effectiveness and relevance of learned features in complex images such as histopathology slides. The application of CNNs has since become widespread in histopathology tasks. Many works make use of a multiple instance learning (MIL) framework [6] to aggregate patch level inference into a global image level classification. Their contribution often lies in presenting novel aggregation methodologies to improve the transition from local to global inference. For example, Hou et al. [5] proposed an EM-based method to identify discriminative patches in high resolution images automatically, whilst Ilse et al. [23] recently presented an attention-based framework assigning larger weights to key instances. There have also been focused efforts on using latent spaces to improve inference. Zanjani et al. [21] successfully applied Conditional Random Fields (CRFs) over latent spaces of a trained CNN in order to jointly assign labels to the patches. This led to performing inference on a wider context rather than appearance of individual patches. Our work goes beyond CNN architectures and integrates Visual Attention techniques. To our knowledge, there have been no previous attempts to applying such hard attention architectures to computational histopathology problems.
B. Visual Attention Models
Initially motivated by the need to reduce the computational cost associated with CNNs, attention-based models have demonstrated state-of-the-art performance on a variety of image recognition tasks in recent years [8] , [15] , [16] . The original RAM proposed by Mnih et al. takes inspiration from the way humans perform visual recognition [8] . It uses a recurrent neural network to sequentially integrate information extracted from glimpses cropped out of an image. Given the cropping operation is non differentiable, the authors resort to reinforcement learning to train the model via the REINFORCE rule [17] [15] , achieving better performance than RAM on MNIST classification and producing state-of-the-art results on SVHN recognition [19] . More recently, Jaderberg et al. [20] proposed Spatial Transformer Networks (STN), a trainable module very similar in nature to a recurrent attention model, which has also shown state-of-the-art results on the same tasks as DRAM.
Our model is most similar to the architectures described by Mnih et al. [8] and Ba et al. [15] .
III. METHODS
In this section we present the data, our pre-processing pipeline and provide a description of the model. We also discuss model evaluation.
A. Data
TCGA [32] provides a rich dataset of H&E stained tissue Whole Slide Image (WSI) for a variety of cancer types.
For our experiments, we focus on patients from the glioma cohorts, namely TCGA-LGG (Lower Grade Glioma) and TCGA-GBM (Glioblastoma). We download and preprocess 710 glioma cases (339 LGG & 371 GBM patients respectively) from the GDC portal. Along with the slides, we used labels provided in the Supplementary Materials of [25] for our classification tasks.
B. Whole Slide Image Pre-processing
We perform the pre-processing steps on the highest slide resolution available (40x magnification).
Region of Interest: Tissue segmentation is necessary given there are large areas of white background space in histopathology images which are irrelevant for analysis. We follow a threshold based segmentation method to automatically detect the foreground region. In particular, we first transform the image from RGB to HSV color space and apply Otsu's method [12] to find the optimal threshold in each channel. The masks are then combined to compute the final tissue segmentation.
Tiling: We tile the tissue region extracted from the original slides into large patches. For our experiments we use tiles of 4096 × 4096 pixels, which is the largest tile size we can feasibly perform computation on. The median patient in our cohort has 6 large tiles.
Color Normalization: Stain normalization is essential given the results from the staining procedure can vary greatly. Moreover, differences in slide scanners or staining protocol can materially impact stain color, which in turn can affect algorithm performance. Many methods have been introduced to overcome this well defined problem, including sophisticated end-to-end deep learning solutions [13] . For simplicity, we resort to a histogram equalization algorithm as proposed in [10] .
Preprocessing pathology slides is a computationally expensive and time consuming task. In their work on histopathology, Ruiz et al. [26] used a GPU to reduce the execution time. We follow their methodology to perform our preprocessing tasks in under 3 hours using multi-threading and program optimization. Fig. 1 . Foreground detection result illustrated by red bounding box. An Otsu method is applied to find the optimal threshold for each channel after the image is converted from RGB to HSV.
C. Deep Recurrent Attention Model
A Recurrent Attention Model (RAM) processes information in a sequential manner, building up a dynamic internal representation of an environment, which in this paper is the histopathology tile. At each time step t, the model focuses selectively on a given location in the large patch called a glimpse, then the model extracts features from this glimpse, updates its internal state and chooses the next location to attend. This process is repeated for a fixed number of steps, during which the model incrementally combines the information in a coherent manner. The general architecture can be broken down into a number of sub-components that consist of a multi-layer neural network, where each subcomponent maps some input vector into an output vector (Fig. 2) . The next section provides a detailed description of each of these sub-components.
Glimpse Network: At each time step t, the glimpse network receives as inputs a location tuple l t and the corresponding extracted glimpse x t . The glimpse x t is sent through three convolutional layers, max pooling, and a fully connected layer to encode a what feature vector g x t . Separately, the location tuple l t is sent through a fully connected layer to encode a where feature vector g l t . Next, the what and where feature vectors are multiplied element-wise as initially proposed in [14] and passed through a rectified linear unit activation function to get the final output feature vector g t .
In all our experiments, we initialize l 1 with (0, 0), i.e. the glimpse at the center of the image.
Core Network: The core of the model is a two layer Recurrent Neural Network that contains stacked LSTM units [24] . At each time step t, the network receives as input g t , the glimpse network's feature vector, and encodes two features vectors r (1) t and r (2) t :
We use LSTM units because of their ability to learn longrange dependencies and stable learning dynamics. Location Network: Using a fully connected layer that takes input feature vector r (2) t from the top recurrent layer, the location network computes the next glimpse location l t+1 . Ideally, the model should learn to look at locations that are relevant for classification. However, the Location Network is non-differentiable, which means standard back-propogation techniques are not applicable. As proposed in [8] [15], we use a policy gradient method in the form of REINFORCE algorithm [17] to train this part of the model.
Classification Network: The classification network takes the final feature vector r (1) T from the lower recurrent layer and outputs a prediction.
As proposed by Mnih et al. [8] , we used a hybrid supervised loss in training to optimize the network. In particular, classification loss was defined as cross-entropy between the final prediction and the ground-truth label; REINFORCE [17] was used to train the location network.
D. Model building and evaluation
For all experiments, we use stratified and shuffled splits to separate the data into training (70%), validation (10%) and testing (20%) sets, using early stopping to avoid overfitting. We also randomly rotated tiles by multiples of 90 degrees and flipped them vertically and horizontally. During training we sample balanced batches, meaning batches contained the same number of patients from each class. We set the glimpse size to 256×256 pixels, given this is a common patch size in CNN architectures. We assigned the slide level label to every tile and perform tile-level classification to encourage the network to attend discriminatory regions. However, during testing, we used the average class probabilities over all tiles to classify a slide. We use the following metrics to evaluate all models: classification accuracy, precision, recall, F-score, and area under the receiver operating characteristic curve (AUC).
IV. RESULTS
We select glioma tumor grade as an initial classification task to solve in order to benchmark our model vs. existing methods. In particular, we consider the results reported by Barker et al. [31] , Rubin et al. [30] , and Hou et al. [5] for LGG vs. GBM classification on the TCGA dataset. We then apply the method to molecular data.
A. Prediction of tumor grade
For histological subtype classification (Table I) , in order to compare the performance to state-of-the-art results convolutional networks, we use classification accuracy as our performance metric. Our method achieves results statistically equivalent to state-of-the-art reported results for LGG vs. GBM classification (DRAM 24 glimpses, Table I ). The model with 24 glimpses has an accuracy, precision, recall, F-Score and AUC of 94% (90%-98% confidence interval), 95%, 93%, 90% and 93% respectively.
Furthermore, we notice that in every misclassified GBM case at least one tile had been correctly classified. Thus, in cases where the class distribution is highly unbalanced it may be appropriate to use a more sophisticated aggregation strategy.
B. Prediction of molecular characteristics
For molecular subtype classification, our results suggest it is feasible to use the DRAM approach to classify clinically relevant molecular alterations in both low and high-grade gliomas (Table II) . In particular, IDH mutation, MGMT methylation and 1p/19q codeletion are classified correctly with accuracies of 79%, 77% and 71% respectively as well as AUCs of 86%, 75% and 76%. These preliminary results suggest a link with the tissue image which could be explored in further work.
V. DISCUSSION
We have shown that DRAMs can be useful and informative for classification tasks in histopathology. Our results suggest that by selectively choosing where to focus, DRAMs can achieve a performance comparable to state-ofthe-art algorithms whilst limiting the computation involved in histopathological image analysis. Our method takes just over two seconds on average to process an entire 4096×4096 tile, which is 5 to 10 times larger than the standard tile size. Furthemore, the aggregated classification is performed on 144 glimpses vs. hundreds or thousands of patches in the classical CNN histopathology classifier such as in [5] . Finally, we notice the usefulness of this method in locating clinically significant regions, all while providing a confidence level, making the analysis more interpretable.
However, in future work we would like to explore a number of improvements that can be made to the model. First, our model can be augmented by adding a negative reward for each glimpse it takes, forcing the network to decide when to stop taking glimpses. Second, we could extend the model's spatial attention mechanism to incorporate multiple resolutions to mimic a pathologist's process even more accurately. Finally, in certain slides, the class distribution may be highly unbalanced in favor of the less clinically significant outcome, which suggests more sophisticated aggregation strategies may be beneficial. Incorporating these changes may improve the robustness as well as the speed of convergence of the model.
