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Position filtering-based non-orthogonal multiple
access in mobile scenarios
Hao Qiu, Shaoshuai Gao
Abstract
In this paper, a downlink non-orthogonal multiple access (NOMA) system with partial channel
state information (CSI) in mobile scenarios is considered. In particular, users are deployed randomly
and move casually around the base station (BS). As a result, the channel gain of each user will vary
as its position change, which has an influence on spectrum efficiency of conventional NOMA. For the
addressed scenario, an analytical framework in terms of average sum rate performance is developed to
evaluate the impact of estimated position deviation. To further improve the system performance, a novel
NOMA scheme based on position filtering in mobile scenarios is proposed. Monte Carlo simulation is
also provided to demonstrate the spectrum efficiency improvement compared with conventional NOMA
and OMA schemes. And the results verify the accuracy of proposed analytical framework.
I. INTRODUCTION
Non-orthogonal multiple access (NOMA) has recently received considerable attention and has
been recognized as a promising candidate for future wireless networks [1], [2]. It is considered
not only to improve the spectral efficiency but also to support massive connectivity. Compared
to conventional orthogonal multiple access (OMA), the key idea of NOMA is to realize multiple
access (MA) by encouraging non-orthogonal resource allocation among multiple users. More
users than the number of available orthogonal resource blocks, like time-, frequency- and code-
resources, are supported. This can be achieved at the cost of increased receivers’ complexity,
which is needed to separate the signal of each user. The power-domain NOMA is inspired by
the superposition coding technology, in which the signals of different users are multiplexed by
using different power allocation (PA) coefficients. It should be noted that fairness is also a key
property in NOMA that needs to be taken into consideration. In particular, the users with poor
channel conditions are usually allocated more transmission power so that their signal can be
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2decoded successfully by regarding the signals of others as noise. The successive interference
cancellation (SIC) strategy is implemented at the users with better channel conditions. In other
words, they decode the signals of poorer users first, remove them from the received superimposed
signal, and then decode their own messages. On the other hand, NOMA can be easily combined
with current communication technologies owing to the excellent compatibility with conventional
OMA. For instance, downlink NOMA has been proposed in the 3rd generation partnership project
long-term evolution (3GPP-LTE) system, where NOMA is referred to as multi-user superposition
transmission (MUST) [3]. Furthermore, NOMA has been applied to the forth digital TV standard
(ATSC 3.0), where NOMA is referred to as layered division multiplexing (LDM) [4], [5].
A. Related Work and Motivation
The philosophy that NOMA can use spectrum more efficiently is motivated by the fact
that the difference of channel conditions can be exploited by opportunistically allocating the
transmission power [6]–[9]. In [6], the impact of path loss on the performance of NOMA with
randomly deployed users was estimated, which has demonstrated that NOMA can outperform
conventional OMA. The impact of user pairing on NOMA has been investigated in [7].
And it has been considered in two kinds of NOMA systems, i.e., NOMA with fixed power
allocation (F-NOMA) and cognitive-radio-inspired NOMA (CR-NOMA). In [8], NOMA was
investigated under different power allocation strategies from a fairness standpoint. The design
of uplink NOMA has been proposed in [9] and the results have showed significant performance
improvement to Orthogonal Frequency Division Multiple Access (OFDMA).
The concept of NOMA can also be linked to many communication technologies [10]–[14].
Specifically, NOMA is applied to a coordinated system in order to support the cell-edge users in
[10]. The application of multiple-input multiple-output (MIMO) techniques to NOMA has been
considered in [11], which has demonstrated that NOMA can be used to improve the spectrum
efficiency of MIMO. According to the principle of SIC, the users with better channel conditions
have to know the messages of other users first in order to decode their own messages. Such prior
information can be exploited to improve the performance of poor users. As shown in [12], a
cooperative NOMA scheme has been characterized by analyzing outage probability and diversity
order. In [13], NOMA is employed in a large-scale underlay cognitive radio (CR) network. And
a high-ratio visible light communication (VLC) system along with NOMA was also considered
in [14].
3Recently, a power allocation optimality problem in a downlink single-input single-output
(SISO) NOMA system is investigated in [15]. To maximize the sum rate subject to the Quality
of Service (QoS) requirement of each user, the optimal decoding order is determined by the
channel conditions. In particular, it is preferable to decode the messages of the poor users
first. Actually, most of the existing works in the open literatures about NOMA are under the
assumption that both the BS and the users can obtain perfect knowledge of channel gains. In
conventional communication systems, the CSI between BS and each user can be estimated by
pilot signals. After estimating the channel from pilot signals, the users send the results back to
the BS. However, in a fast time varying situation, this assumption might not be realistic since
the amplitudes and the phases of the channel coefficients vary rapidly. This may also consume a
substance amount of communication overhead, especially when there are too many users in the
system. The distances between transceivers play a dominant role in the second order statistics
(SOS) of wireless channels [16]. Compared to fading, distance information changes much more
slowly and is easier to obtain. Therefore it is more realistic for the BS to have access to it
without much complexity. Thus like previous works [16]–[18], we focus on NOMA with partial
channel information.
In this paper, we consider a downlink single-cell NOMA network with partial CSI. Different
from [16]–[18] where the position and path loss of each user is fixed, we concentrate on mobile
scenarios. Users are deployed randomly around the BS and move casually. As a result, the path
loss of each user is changing constantly and can be predicted to some extent. The impact of the
position uncertainty on the performance of NOMA is investigated and a novel position filtering-
based NOMA scheme is proposed. The main contributions of this paper is summarized in the
next subsection.
B. Contribution
The main contributions of this article are summarized as follows:
• According to the sum rate approximation, we emphasize the importance of the decoding
order in the NOMA under different channel conditions. Based on these results, the impact
of position information deviation on the decoding order and average sum rate performance
has been analyzed. We adopt a new metric, named as decoding order error probability (the
probability that the user order is not optimal) to evaluate the affect of positioning deviation.
For the most practical case of two-node pairing case, the analytical framework of the error
4probability and average sum rate performance is proposed in both the fading-free scenario
and the fading scenario. The results can act as a guide to a novel NOMA scheme and allow
us to investigate the impact of system parameters.
• Since both the power allocation and decoding order are determined by distance information,
more accurate position information is required. In this context, we propose a novel NOMA
scheme based on position filtering in mobile scenarios to further improve the spectrum
efficiency. The scheme includes two algorithms. In detail, the BS applies a self-adaptive
filter, i.e. Kalman Filter [19], to track the movement of each user after observing the
location of each user with a positioning method, such as global positioning system (GPS)
or received signal strength (RSS) approaches [20]. Then according to the estimate results, a
power allocation strategy is implemented at the BS and SIC decoding is carried out at the
side of receivers. This algorithm is named as position-tracking based NOMA. In addition,
position observation is not necessary at all slots in order to reduce network overhead.
Instead, the previous position information and prior user mobile models can be used to
predict user’s movement in advance. Thus we present another algorithm called position-
prediction based NOMA. This algorithm has led to a trade off between system performance
and communication overhead. Comparing with position-tracking based NOMA, less channel
information feedback is required while a suboptimal performance can also be guaranteed.
• Finally, we present Monte Carlo simulations to demonstrate the accuracy of analytical results
and performance evaluation. From the simulation results, one can observe that our algorithms
can improve the accuracy of distance information and a better sum rate performance can be
obtained. By comparing to OMA and conventional NOMA, the novel NOMA scheme shows
superior performance to the benchmarks. Additionally, position-prediction based NOMA can
still achieve a great performance gain with relatively low network overhead.
C. Organization and Notations
The reminder of this paper is organized as follows. The system model is described and the
factors that affect the spectrum efficiency of NOMA under different channel conditions are
introduced in Section II. In Section III, the impact of estimated position deviation on NOMA
average sum rate performance is evaluated. In Section IV, a novel position filtering based NOMA
scheme is proposed. And computer simulation results and some discussions are presented in
Section V. Finally, Section VI concludes the paper.
5Throughout this paper, matrices and vectors are denoted by upper- and lower-case boldface
letters respectively. The superscripts T denote transpose. Expectation is expressed by E {·} and
probability is denoted by Pr (·). In addition, N (a,R) and CN (a,R) denotes the distribution
of real Gaussian random vectors and circularly symmetric complex Gaussian (CSCG) random
vectors with mean vector a, covariance matrix R, respectively. In denotes the identity matrix
of size n.
(
n
k
)
denotes a combination formula, i.e. n!
(n−k)!k!
.
II. SYSTEM MODEL
In this paper, we focus on a single-cell downlink NOMA system in a mobile scenario, as shown
in Fig.1. The network consists of one BS and M users Ui (i = 1, 2, . . . ,M) where the BS and
all the users are equipped with a single antenna. It is assumed that the BS is located at the origin
of a two-dimensional Euclidean plane, expressed as R2. At the beginning, users are deployed
randomly and the distance between the BS and Ui is denoted by di (i = 1, 2, . . . ,M). Similar
to [17], [21], the original locations of users are modeled as homogeneous Poisson point process
(HPPP) with density λa. In particular, they are uniformly distributed in the disk D with radius
RD. The number of users M follows a Poisson distribution with Pr (M = k) =
(
µk/k!
)
e−µ,
where µ = piR2Dλa is the average number of users. After that, they are assumed to walk casually
around the BS. It is worthy to point out that the zone that users can reach is not restricted to the
disc D, shown in Fig.1(b). More details about mobility models will be described in Section IV.
We assume that the BS always have messages to transmit to each user and the total transmission
power is equal to P . For the channel model, all wireless channels in the network are assumed to
be independent identically distributed (i.i.d) and quasi-static fading, i.e. the channel gain remains
constant for a given coherence time and varies independently from one to another. The fading-free
scenario and the fading scenario are both considered in this article. We use path loss to model the
channel for the former. And a composite channel model is assumed in the fading scenario, which
consists of large-scale path loss and small-scale fading. Thus the channel coefficient between
user Ui and the base station can be denoted by ri = hi/d
α/2
i , where hi ∼ CN (0, 1) and α is the
path loss exponent. Therefore, the channel gain can be calculated as |ri|2 = |hi|2 d−α, in which
|hi|2 is subjected to an exponential distribution with parameter 1.
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Fig. 1. An illustration of the assumed network model
A. NOMA Scheme with Partial Channel Information
In NOMA, the BS transmits messages to all users simultaneously. Hence without loss of
generality, the distances can be sorted as follows
d1 < d2 < . . . < dM (1)
According to the principle of superposition coding, the signals of different users are superposed
with distinct power. As a result, the signal S sent by the BS can be expressed as follows:
S =
M∑
m=1
√
αmPSm (2)
where Sm (m = 1, 2, . . . ,M) denotes the signal of the user Um, αm is power allocation factor
that is subject to
∑M
m=1 αm = 1. At the side of receivers, the signal received by user Um can be
formulated as
ym = rm
M∑
l=1
√
αlPSl + nm (3)
where nm denotes the Gaussian noise of user m. And the noise is assumed to be normalized
with zero mean and variance σ2n, i.e. nm ∼ CN (0, σ2n). Based on (3), if SIC is carried out by
user m, Um has to detect the messages of Ul (m+ 1 ≤ l ≤M) successfully before detecting his
own message. In other words, Um have to decode the message of UM first. And if the message
of UM is decoded successfully, the signal will be removed from the received composite signal,
7step by step until Um can detect his own message. Under the assumption of perfect channel
estimation at receivers, the achievable rate for Um to detect the signal Sl is shown as follows
Rm→l = log2
(
1 +
|rm|2 αl
|rm|2 al−1 + 1ρ
)
(4)
where al−1 =
∑l−1
k=1 αk, a0 = 0, and ρ =
P
σ2n
denotes the transmit SNR.
Suppose that the user Um is capable of detecting the message of each Ul (m+ 1 ≤ l ≤M)
correctly and perfect SIC is assumed. Thus the achievable rate of Um is given by
Rm = log2
(
1 +
|rm|2 αm
|rm|2 am−1 + 1ρ
)
(5)
Especially, interference does not exist when U1 detect the signal S1. So the achievable rate is
expressed as
R1 = log2
(
1 + ρ |r1|2 α1
)
(6)
It should be noted that as for two different users Ui and Uj , if |hi|2 ≥ |hj|2, we have the
following property for achievable rate.
Ri→j = log2
(
1 +
|ri|2 αj
|ri|2 aj−1 + 1ρ
)
> log2
(
1 +
|rj|2 αj
|rj|2 aj−1 + 1ρ
)
= Rj (7)
Similarly, if |hi|2 ≤ |hj|2, vice versa. In other words, the achievable rate of a signal is restricted
by the user with the poorest channel condition who needs to detect it1. Furthermore, average sum
rate is used as a performance criteria for the case when the transmitted data rates are determined
according to real-time channel conditions. In terms of NOMA with partial channel information,
assuming that user Um always decodes the signals Sl (m+ 1 ≤ l ≤M) correctly, the sum rate
of the system can be expressed as follows
RIsum =
M∑
l=1
min
1≤m≤l
Rm→l
=
M∑
l=1
min
1≤m≤l
(
1 +
|rm|2 αl
|rm|2 al−1 + 1ρ
)
(8)
1As a special case, the achievable rate of a user’s signal is restricted by himself only if users are ordered by perfect CSI, such
as [6], [7]. However under the assumption of partial CSI, the property |ri|
2
< |rj |
2
cannot be guaranteed despite of di < dj .
And the property is also considered in [15].
8As a comparison, the sum rate performance of OMA scheme can be calculated as
RIIsum =
M∑
l=1
1
M
log2
(
1 + ρ |rm|2
)
(9)
This can be used as a benchmark in order to compare with the NOMA system in section V.
B. Factors Affecting NOMA Spectrum Efficiency under Different Channel Conditions
In this subsection, the spectrum efficiency of NOMA under different channel conditions
is considered. For a brief explanation, we assume the BS transmits messages to two users
simultaneously. The two users are denoted by U1 and U2 respectively and the decoding order is
from U2 to U1. That means U1 firstly detects the signal S2 while referring to S1 as interference
according to the SIC strategy. Meanwhile U2 detect the signal S2 directly regarding S1 as noise.
In this case, the sum rate can be expressed as follows
RIsum = log2
(
1 + ρ |r1|2 α1
)
(10)
+ log2
(
1 +
min
(|r1|2 , |r2|2)α2
min
(|r1|2 , |r2|2)α1 + 1ρ
)
Under the condition of high SNR, i.e. ρ→∞, sum rate can be approximated as
RIsum ≈ log2
(
1 + ρ |r1|2 α1
)
+ log2
(
1 +
α2
α1
)
= log2
(
ρ |r1|2
)
(11)
The result implies that when SNR is high, the dominant factor of NOMA sum rate performance
is the channel conditions whose signals are detected later. This is because the user U2 is
interference-limited if the SNR is high enough, whose achievable rate is mainly restricted by
power allocation strategy as shown in (11). On the contrary the user U1 is noise-limited, whose
channel conditions have a more significant affect on system performance.
On the other hand, under the condition of low SNR, i.e. ρ→ 0, we have
RIsum ≈ log2
(
1 + ρ |r1|2 α1
)
+ log2
(
1 + ρmin
(|r1|2 , |r2|2)α2) (12)
Based on (12), user U1 and U2 are both noise-limited when SNR is low, which implies that
the sum rate performance of NOMA is influenced by both the channel conditions and power
allocation scheme. Furthermore, larger spectrum efficiency can be achieved if the signal of the
9strong user is decoded later. And the optimal sum rate performance can be achieved by traditional
water-filling algorithm according to (12).
The results above can also be extended to the case of multiple uses similarly. As we can
see, the detection order plays an important part in NOMA spectrum efficiency at both high
SNR region and low SNR region. And how to arrange the detection order and improve system
spectrum efficiency with acceptable complexity is an interesting issue, which is considered in
the next section.
III. POSITION ESTIMATION AND PERFORMANCE ANALYSIS
Suppose that there are M users around the base station and they are ordered according to
their distances to the BS as shown in (1). And the distance information of user Ui obtained
by the BS can be denoted by dˆi. For mathematical tractability, we consider the case where the
BS schedules two users to transmit messages like [7]. The two users are selected to be paired
for implementation of the NOMA. Without loss of generality, it is assumed that user U1 and
U2 are paired and d1 < d2. Besides, suppose that the estimated position deviations of axis-x
and axis-y in a Cartesian coordinate are subject to a Gaussian distribution with zero mean and
variance σ2. The results of position estimation will lead to a distinct decoding process and system
performance, which can be seen from analysis and simulation results below.
In this article, we adopt a new metric to evaluate the impact of distance deviation, which is
named as decoding order error probability. It is defined as the probability that the decoding order
isn’t optimal2, which is due to incomplete channel information and estimate deviation.
Lemma 1. In the fading-free scenario, the decoding order error probability of NOMA with
partial channel information for the two pairing users with fixed locations can be expressed as
follows
P 1e =
∞∑
i=0
∞∑
j=0
Pλ1β (i)Pλ2β (j) Ii,j (13)
where Pλ (k) =
e−λλk
k!
(k ≥ 0) is the probability mass function (PMF) of a Poisson distribution,
λk = d
2
k (k = 1, 2), β =
1
2σ2
, and Ii,j =
(
1
2
)αi+αj (αi+αj−1
αj
)
F
(
1, αi + αj , αj + 1,
1
2
)
, αk = k+1,
F (·) denotes a hypergeometric function.
2The optimal decoding order has been investigated in [15]
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Proof. Assume that the real position of a user is represented as (x, y) and the estimated position
is given by (xˆ, yˆ). Thus the real distance is d2 = x2 + y2 and the measured distance is dˆ2 =
xˆ2 + yˆ2. Recall that the estimated position deviation is subjected to a Gaussian distribution,
i.e. xˆ ∼ N (x, σ2) and yˆ ∼ N (y, σ2). Therefore, dˆ is subjected to a non-central chi-squared
distribution. The PDF is given as follows
fdˆ (x) =
1
2σ2
exp
(
−x+ λ
2σ2
)
I0
(√
xλ
σ2
)
, (x ≥ 0) (14)
where λ = d2 = x2 + y2, I0 (x) denotes zero-order modified Bessel function of the first kind.
Express it in the form of a series and substitute into (14), we have
fdˆ (x) =
1
2σ2
exp
(
−x+ λ
2σ2
) ∞∑
k=0
1
k!Γ (k + 1)
(√
xλ
2σ2
)2k
=
∞∑
k=0
Pλβ (k) fαk,β (x) (15)
where αk = k + 1, β =
1
2σ2
, Pλ (k) =
e−λλk
k!
(k ≥ 0) is the probability mass function (PMF) of
a Poisson distribution, fα,β (x) =
βαxα−1e−βx
Γ(α)
, (x > 0) is the PDF of Gamma distribution with
parameters α and β. (15) indicates that the PDF of dˆ is a weighted sum of the Gamma distribution
PDF, whose weight coefficients are the probabilities of Poisson distributions. Thus its CDF can
be calculated naturally as
Fdˆ (x) =
∞∑
k=0
Pλβ (k)Fα,β (x) (16)
where Fα,β (x) =
γ(α,β)
Γ(α)
is the CDF of Gamma distribution and is expressed as the form of a
regularized Gamma function. Recall that the two positions are fixed and d1 < d2, thus we have
λ1 < λ2. In this case, the decoding order error event occurs only if the order of the estimated
distances is incorrect, i.e.
{
dˆ1 < dˆ2
}
. Let Pe = Pr
(
dˆ1 < dˆ2
)
. The error probability can be
formulated as
P 1e = Pe =
∫ +∞
0
∫ u
0
fdˆ1 (u) fdˆ2 (v) dvdu (17)
Substitute (15) to (17), a double integral will be obtained, the inner integral result is the CDF
of Gamma distribution as shown in (16). After some simplification, we obtain the expression
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shown in (13). And the integral term Ii,j can be calculated as follows
Ii,j =
∫ ∞
0
fαi,β (x)Fαj ,β (x) dx
=
∫ ∞
0
βαixαi−1e−βx
Γ (αi)
γ (αj, βx)
Γ (αj)
dx
=
βαi
Γ (αi) Γ (αj)
∫ ∞
0
xαi−1e−βxγ (αj , βx) dx
(a)
=
βαi
Γ (αi) Γ (αj)
βαjγ (αi + αj)
αj (2β)
αi+αj
F
(
1, αi + αj, αj + 1,
1
2
)
=
(
1
2
)αi+αj (αi + αj − 1
αj
)
F
(
1, αi + αj, αj + 1,
1
2
)
(18)
where the calculation process (a) in (18) is obtained by using the result (6.455) in [22]. And
F (·) denotes a hypergeometric function. After substituting (15), (16) and (18) into (17), the
proof is completed.
Remark 1: Lemma 1 indicates that the decoding order error probability can be expressed
as a weighted summation of Ii,j , whose weight coefficients are the probabilities of Poisson
distribution. Note that the term Ii,j is just a function of the series’ indices in (13), i.e. i and j,
which means it can be used to simplify the calculation. Furthermore, it can be approximated as
a finite sum of finite terms due to the convergence property. And the results of (13) can also be
used to calculate the average sum rate performance of NOMA for analytical tractability.
Remark 2: As shown in Lemma 1, the decoding order error probability is effected by the
distances of users and positioning deviation. Intuitively, as the difference between the two
distances gets smaller or positioning deviation gets larger, the error probability Pe will become
larger and deteriorate the performance of NOMA, which will be illustrated below.
Lemma 2. In the fading-free scenario, the sum rate performance of NOMA with partial channel
information for the two pairing users with fixed locations can be formulated as follows
RIsum = log2
(
1 +
|r2|2 α2
|r2|2 α1 + 1ρ
)
+ (1− Pe) log2
(
1 + ρ |r1|2 α1
)
+ Pe log2
(
1 + ρ |r2|2 α1
)
(19)
where the probability Pe has been calculated in Lemma 1.
Proof. Please refer to Appendix A.
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Remark 3: From lemma 2, one can observe that the first term of the sum rate formula is
constant while the sum of the last two terms is a weighted summation. Note that the channel
of user U1 is better than that of U2 in the fading-free scenario. As a result, the decoding order
error will lead to the degradation of NOMA sum rate performance. From another perspective,
this also indicates that the upper bound performance can be achieved if the users are ranked by
perfect channel information, which is impracticable actually.
As for the fading scenario, the results are similar. Although we can not always ensure that
the composite channel gains are dominated by distance, the near users are more likely to have
better channel conditions. More specifically, the analytical framework of the fading scenario is
shown in Lemma 3.
Lemma 3. As for NOMA with partial CSI for the two pairing users with fixed locations in the
fading scenario, the decoding order error probability is expressed as
P 2e =
D − 1
D + 1
Pe +
1
D + 1
(20)
And the average sum rate performance can be calculated as follows
RIsum =ϕ (2, ρ) + ϕ (1, ρ)
+ (1− Pe) [ϕ′ (1, ρα1)− ϕ (1, ρα1)− ϕ (2, ρα1)]
+ Pe [ϕ
′ (2, ρα2)− ϕ (1, ρα2)− ϕ (2, ρα2)] (21)
Where D = d22/d
2
1, ϕ (n, φ) = − λnλ ln 2e
λ
φEi
(
−λ
φ
)
and ϕ′ (n, φ) = − 1
ln 2
e
λ
φEi
(
−λn
φ
)
, λk =
d2k (k = 1, 2), λ = λ1 + λ2, Ei (x) denotes an exponential integral. The probability Pe has been
calculated in Lemma 1.
Proof. Please refer to Appendix B.
Remark 4: The error probability and sum rate performance of NOMA in the fading scenario
are given in Lemma 3. One can infer from (20) that the error probability is larger than that of the
fading-free scenario. And the decoding order error event may still occur without any positioning
deviation, i.e. Pe = 0, due to the incomplete CSI. Besides, the sum rate expression in (21) has
the same form as (19), which shows the affect of user order on the NOMA sum rate is similar
to that in the fading-free scenario. And the analytical result comparison between the fading-free
and fading scenarios will be shown in section V.
13
In this section, we have analyzed the impact of positioning deviation on the NOMA sum
rate performance when only partial CSI is available. Inaccurate distance estimation may make
the SIC strategy suboptimal. The results have shown that more reliable position information is
vital to improve system performance. Based on this, we propose a novel NOMA scheme based
on position filtering in the next section, where the actions of users are predictable and this
knowledge can be exploited to improve the system performance.
IV. POSITION FILTERING BASED NOMA SCHEME
In this section, we propose a novel scheme of position filtering based NOMA in mobile
scenarios. Consider the single-cell network described in Section II, users can move casually
around the base station. And the BS can gain the partial CSI with some positioning methods
like GPS, then transmit different messages to all users simultaneously with these knowledge.
A. User Mobile Model
In this paper, the motion of users are described by a velocity sensor model [20]3.This mobile
model can be expressed by a continuous-time state-space model. Suppose that the mobile state
of a user is defined by a vector
s (t) = [x (t) , vx (t) , y (t) , vy (t)]
T
(22)
where x (t) and y (k) specify the position at time t in Cartesian coordinate. And vx (t) and vy (t)
denote the velocity in x-axis and y-axis respectively. Thus the distance between the user and the
base station can be calculated as
d (t) = x2 (t) + y2 (t) (23)
In addition, the velocities can change at any time. The variation can be expressed by a white
noise stochastic process vector w (t) and its covariance matrix is denoted by Q.
w (t) = [wx (t) , wy (t)]
T
Q = σ2wI2 (24)
And the state transition model is expressed with a linear differential equation as follows
s˙ (t) = A˜s (t) + B˜w (t) (25)
3Other more complicated models can also be involved such as dynamic mobile state model [23], though their results may be
similar. And the design for practical outdoor scenarios is a promising future direction, but it is beyond the scope of this paper.
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Where A˜ and B˜ are state-transition matrix and random input matrix respectively, are presented
as
A˜ =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

 B˜ =


1 0
0 0
0 1
0 0

 (26)
At time t, a measurement of the state vector is made according to
z (t) = Hs (t) + n (t) (27)
Where H is the observation matrix, and is presented as
H =

1 0 0 0
0 0 1 0

 (28)
n (t) is the observation noise which is assumed to be zero mean Gaussian white noise process
with covariance matrix R˜ = σ2obI2
After sampling the state and measurement vector once every T seconds, the model can be
transformed into discrete-time state-space model. Let sk = s (kT ) and zk = z (kT ), we have
sk+1 = Ask +wk (29)
Where
A = eA˜T =


1 T 0 0
0 1 0 0
0 0 1 T
0 0 0 1

 (30)
wk =
∫ (k+1)T
kT
eA˜((k+1)T−τ)B˜w (τ) dτ (31)
Where wk is a zero mean discrete-time Gaussian white noise vector, thus E
{
wnw
T
n+i
}
= 0 for
i 6= 0. Besides, the covariance matrix R is calculated as
R = E
{
wnw
T
n
}
=


Tσ2w 0 0 0
0 0 0 0
0 0 Tσ2w 0
0 0 0 0

 (32)
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Based on this, we propose a novel downlink NOMA scheme with partial CSI in mobile
scenarios. Position estimation is carried out with the help of a Kalman filter, which is based
on minimizing error covariance. Let sˆk denote the estimated state vector. The purpose of the
scheme is to obtain the optimal estimated distance in the sense of linear quadratic estimation and
improve the system spectrum efficiency. According to the principle of Kalman filter, we propose
two kinds of NOMA algorithms, i.e position-tracking based NOMA and position-prediction based
NOMA. In position-tracking based NOMA, position measurement is carried out every slot the
BS transmits messages. However, there may be insufficient measurement samples in realistic
systems. In order to solve this issue and further reduce communication overhead, the distance
information can be predicted with previous measurements and user’s motion model obtained by
the BS. Thus in position-prediction based NOMA, positioning is not carried out at each slot.
Instead, the user order and power allocation scheme are determined by position prediction most
of the time. The two schemes are specified as follows.
B. Position-tracking based NOMA
In position-tracking based NOMA, position observation is required at each slot. The algorithm
can be divided to two steps as follows
Step 1: According to the user’s state vector, covariance matrix of the last slot and the
measurement data of the current slot, Kalman filter algorithm is performed to obtain the optimal
position estimate. Then calculate the distance information by substituting the result into (23).
Step 2: According to the position estimate results, it is assumed that dˆ1 ≤ dˆ1 ≤ . . . ≤ dˆM
without loss of generality. At the side of the BS, power allocation is conducted based on a
predefined strategy or the QoS requirement of users. While at the side of receivers, decoding is
carried out starting from the signal of the farthest user to that of the nearest user. And messages
of each user can be obtained by SIC strategy.
The detailed algorithm procedure is described in table I.
C. Position-prediction based NOMA
In this subsection, we consider a more realistic scenario. As we know, transmitting the CSI
to the BS may result in a mount of communication overhead and extra transmission delay. Thus
the position information may not be available at every slot due to these reasons. Based on these,
we propose the position-prediction based NOMA scheme. In the process of position estimation,
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TABLE I
ALGORITHM 1: POSITION-TRACKING BASED NOMA
Initialization
Set initial predicted state estimate Sˆ1|0 = 0 and predicted error covariance P1|0 = I4
Step 1:
For each user Ui
Calculate the Kalman gain:
Kk = Pk|k−1H
(
HPkH
T +R
)−1
Updated state equation:
Sˆk|k = Sˆk|k−1 +Kk
(
zk −HSˆk
)
Updated estimate covariance:
Pk|k = (I4 −KkH)Pk|k−1
Calculate the estimate distance:
dˆk = xˆ
2
k + yˆ
2
k
Predicted state equation:
Sˆk+1|k = ASˆk|k
Predicted error covariance:
Pk+1|k = APk|kA
T +Q
End
Step 2:
At the side of the transmitter, the BS ranks the users according to the estimate distances dˆ1 ≤ dˆ2 ≤ . . . ≤ dˆM . Then the
transmission power is assigned to each user accordingly.
At the side of the receivers, for each user Ui
let l = M , detect the signal Sl that is transmitted to Ul
1) If the detection is successful, the interference signal can be removed by SIC. Then let l = l − 1 and step
by step until the user detects his own message.
2) If the detection is unsuccessful, the user fails to detect the message he needs.
End
some knowledge about the motions can be obtained by the BS. And this kind of knowledge can
be used to predict users’ position in the future. Thus in this case, a practical NOMA scheme
with lower communication overhead is proposed while a reliable system performance also can
be guaranteed.
Similar to position-tracking based NOMA, this scheme can be described in two steps. In step
1, if the BS has access to the measurement result, the Kalman filter is also performed as described
in algorithm I. On the contrary, the BS will predict the position position of each user in the
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future according to the prior model and previous measurement results if no measurement data
is available. In step 2, the NOMA algorithm is carried out in the same way as position-tracking
based NOMA.
The detailed algorithm procedure is shown in table II.
TABLE II
ALGORITHM 2: POSITION-PREDICTION BASED NOMA
Initialization
Set initial predicted state estimate Sˆ1|0 = 0 and predicted error covariance P1|0 = I4
Recursion steps
Step 1:
For each user Ui
If the BS has access to the measurement data
Calculate the Kalman gain:
Kk = Pk|k−1H
(
HPkH
T +R
)−1
Updated state equation:
Sˆk|k = Sˆk|k−1 +Kk
(
zk −HSˆk
)
Updated estimate covariance:
Pk|k = (I4 −KkH)Pk|k−1
End
Calculate the estimate distance:
dˆk = xˆ
2
k + yˆ
2
k
Predicted state equation:
Sˆk+1|k = ASˆk|k or Sˆk+1|k = ASˆk|k−1
Predicted error covariance:
Pk+1|k = APk|kA
T +Q or Pk+1|k = APk|k−1A
T +Q
End
Step 2 is the same as that in Algorithm 1
V. NUMERICAL RESULTS AND SIMULATIONS
In this section, numerical results and Monte Carlo simulations are provided to validate the
correctness of our analytical results and evaluate the performance of the proposed novel NOMA
scheme. The parameters used in our simulations are set as follows. The sampling interval is set
to T = 0.2s and each sample trajectory includes K = 300 sample points, which corresponds
to the duration of each independent trial 1min. The radius of the disk D where users are
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deployed at the beginning is set as RD = 30m. The variance of process noise is σ
2
w = 5. As
for channels, the path loss exponent is fixed to α = 2. The small-scale fading is assumed to be
Rayleigh fading which means hi ∼ CN (0, 1). And the power allocation factors in NOMA are
αk =
2k−1
∑M
l=1(2l−1)
, 1 ≤ k ≤ M . The thermal noise is set as σ2n = −30dBm. The Monte Carlo
simulation results are averaged over 105 independent trials.
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Fig. 2. The decoding order error probability versus estimated position deviation with two users and fixed user position U1 (3, 3).
In Fig. 2, the impact of estimate deviation on the detection order error probability Pe is
investigated. As observed from Fig. 2, the error probability Pe increases as deviation becomes
larger. This is because the uncertainty of position estimate will cause incorrect user order.
Furthermore, the user order is more likely to be disordered and the error probability is higher
when users are getting closer. It is worth to point out that the curves reveal distinct properties
under different channel models. As for the fading scenario, an error floor can still be observed
even with very low estimate deviation. This is because the channel condition of a user is not just
determined by the distance to the BS. Incomplete channel information can lead to an incorrect
decision on user decoding order. Thus detection order error event may still occur when the
estimate deviation doesn’t exist. And the approximated analytical results in (13) match with
Monte Carlo simulation.
Fig. 3 demonstrates the influence of estimated position deviation on NOMA average sum rate
performance and compare it with OMA scheme. As observed from Fig. 3(a) and Fig. 3(b), one
can see that the impact of position deviation is similar under the two kinds of channel model.
In particular, the average sum rate performance deteriorates when the observation noise variance
19
0 5 10 15
Position Estimation Deviation (
ob)
5.5
6
6.5
7
7.5
8
8.5
9
9.5
Av
er
ag
e 
Su
m
 R
at
e 
(bi
ts/
s/H
z)
NOMA simulation
NOMA analytical
OMA simulation
SNR=35dB
SNR=38dB
SNR=40dB
(a) Fading-free Scenario
0 5 10 15
Position Estimation Deviation (
ob)
5
5.5
6
6.5
7
7.5
8
8.5
Av
er
ag
e 
Su
m
 R
at
e 
(bi
ts/
s/H
z)
NOMA simulation
NOMA analytical
OMA simulation
SNR=40dB
SNR=38dB
SNR=35dB
(b) Fading Scenario
Fig. 3. Impact of position observation noise on average sum rate under different transmit SNR with M = 2 and fixed user
position U1 (3, 3) , U2 (10, 10).
σ2ob is increasing since the higher decoding order error probability Pe will reduce the sum rate.
And the sum rate of the fading scenario is a bit lower than that of the fading-free scenario
due to the effect of small-scale fading. Additionally, the comparison with OMA shows that the
performance gain of NOMA can still be guaranteed in spite of the existence of estimation error.
And the correctness of analytical result in (19) is also validated by the Monte Carlo simulation.
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20
Fig. 4 demonstrates the position estimate process in one simulation trial, in which there are
two users in the network. As shown in Fig. 4(a), the estimate motion trajectory after filtering is
close to the real one while the observation points with noise are around the real position points.
From Fig. 4(b), the distances after filtering also approach the real values. And compared to the
distances directly calculated by the observations positions, the relation between the two users’
distances is more accurate. As a result, the error probability Pe will be much smaller and the
performance is improved, which will be demonstrated below.
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Fig. 5. Average sum rate performance of position-tracking based NOMA with observation noise variance σ2ob = 50.
In Fig. 5, we show the simulation results for sum rate performance of position-tracking based
NOMA in mobile scenarios as the algorithm described in I. The channel is modeled as Rayleigh
channel. As we can see, the sum rate performance of the proposed NOMA scheme is close to
that with perfect position knowledge, which is the upper bound of NOMA with partial channel
information. And this is true under different user density and different transmission power.
On the contrary, the performance of NOMA with users sorted randomly, which is the lower
boundary of NOMA, is almost the same with OMA when the SNR is high. And the average
sum rate of NOMA is superior to the OMA scheme in the medium to high SNR regions since
the bandwidth resources in NOMA systems is shared by multiple users. However, in the very
low SNR regions the interference signals may be not able to removed and several users cannot
detect their messages correctly. This issue can be solved by more advanced power allocation
strategy which is an interesting research topic in the future.
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Fig. 6. Average sum rate performance of position-prediction based NOMA with observation noise variance σ2ob = 50.
Fig. 6 illustrates the simulation results for sum rate performance of position-prediction based
NOMA in mobile scenarios as the algorithm demonstrate in II. We use Rayleigh channel to
model the channel condition. In our simulation setting, the slots in which the BS has access to
observation data only account for about 25% in all transmission slots. As shown from Fig. 6(a)
and Fig. 6(b), one can observe our proposed NOMA scheme with incomplete observation data
still obtain an excellent sum rate performance. And in the meantime the communication overhead
used to feedback channel information is largely reduced at the cost of negligible performance
degradation. In other words, this scheme results in a trade off between system performance and
complexity. And the performance of our scheme is still superior to the OMA as expected.
VI. CONCLUSION
In this paper, a position filtering-based NOMA scheme in mobile scenarios has been proposed.
This scheme consists of two algorithms, i.e. position-tracking based NOMA and position-
prediction based NOMA. The impact of estimated position deviation has been investigated
and the simulation results validate the correctness of our analytical results. By comparing our
scheme to the conventional NOMA and OMA schemes, the spectrum efficiency performance
improvement can be observed from the Monte Carlo simulation results. Furthermore, an
important future direction is to consider more advanced power allocation strategies combined
with our proposed NOMA scheme.
22
APPENDIX A
PROOF FOR LEMMA 2
Recall that the distances of users U1 and U2 have d1 < d2, so we obtain |r1|2 > |r2|2 in the
fading-free scenario. The two cases about the results of distance estimation are illustrated as
follows
(1) The distance estimation result is dˆ1 < dˆ2. In this situation, user U2 regards the signal S1
as interference and detect his own message directly. The user U1 firstly considers his own
signal S1 as interference to detect S2 and removes S2 according to SIC strategy, then detects
the signal S1. According to (8), the achievable rate of S1 is limited to the channel condition
of U1 while the achievable rate of S2 is constrained by the channel condition U2.
(2) The distance estimation result is dˆ1 > dˆ2. In this context, the two receivers have a different
detection process and the restriction of achievable rate also becomes different. In detail, the
detection order is reverse. The user U1 detects his signal S1 with regarding S2 as interference.
The user U2 detects the signal S2 after removing the interference of S1. In this case, the
achievable rates of both S1 and S2 are limited by U2 because of its poor channel condition.
To make it clearer, we have shown the detection process and the signals that restrict the
achievable rate (boldface) in table III.
TABLE III
RECEIVER DETECTION PROCESS IN THE FADING-FREE SCENARIO
U1 U2
dˆ1 < dˆ2 S2 → S1 S2
dˆ1 > dˆ2 S1 S1 → S2
Based on table III, the sum rate performance of NOMA with partial channel information for
the two pairing users is given as follows
RIsum = (1− Pe) (R1 +R1→2) + Pe (R2 +R2→1) (33)
Where the probability Pe has been formulated in Lemma 1. Substitute (4), (5) and (6) into (33),
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we have
RIsum =
[
log2
(
1 + ρ |r1|2 α1
)
+ log2
(
1 +
|r2|2 α2
|r2|2 α1 + 1ρ
)]
× (1− Pe) + Pe ×
[
log2
(
1 + ρ |r2|2 α2
)
+ log2
(
1 +
|r2|2 α1
|r2|2 α2 + 1ρ
)]
=
[
log2
(
1 + ρ |r1|2 α1
)
+ log2
(
1 +
|r2|2 α2
|r2|2 α1 + 1ρ
)]
× (1− Pe) + Pe × log2
(
1 + ρ |r2|2
)
= log2
(
1 +
|r2|2 α2
|r2|2 α1 + 1ρ
)
+ Pe log2
(
1 + ρ |r2|2 α1
)
+ (1− Pe) log2
(
1 + ρ |r1|2 α1
)
(34)
Therefore, this completes the proof of lemma 2.
APPENDIX B
PROOF FOR LEMMA 3
In the fading scenario, the detection process and the restrictive factor of achievable rate become
more complex due to the impact of small-scale fading. Using the similar method in the proof
of Lemma 2, the detection process and the signals that restrict the achievable rate are listed in
the table IV. Recall the optimal user order proposed in [15], it’s better to detect the signals of
TABLE IV
RECEIVER DETECTION PROCESS IN THE FADING SCENARIO
U1 U2
|r1|
2
> |r2|
2
, dˆ1 > dˆ2 S1 S1 → S2
|r1|
2
< |r2|
2
, dˆ1 < dˆ2 S2 → S1 S2
|r1|
2
> |r2|
2
, dˆ1 < dˆ2 S2 → S1 S2
|r1|
2
< |r2|
2
, dˆ1 > dˆ2 S1 S1 → S2
the weak users firstly. And from the table IV, one can observe that the detection order error
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event occurs on the first two conditions. Let Pk (k = 1, . . . , 4) denotes the probability of each
condition. As a result, the error probability in the fading scenario is given as follows
P 2e =P1 + P2
=Pr
(
|r1|2 > |r2|2 , dˆ1 > dˆ2
)
+ Pr
(
|r1|2 < |r2|2 , dˆ1 < dˆ2
)
(35)
Due to the independence of channels and measurement, the probability is given by
P 2e =Pr
(|r1|2 > |r2|2)× Pe
+
[
1− Pr (|r1|2 > |r2|2)] (1− Pe) (36)
Let D = d22/d
2
1. With some algebraic manipulations, the probability term in (36) is calculated as
Pr
(|r1|2 > |r2|2) = Pr (|h2|2 < D |h1|2) = D
D + 1
(37)
By substituting (37) into (36), the first part of the lemma is proved.
In addition, the average sum rate can be expressed as
RIsum =
4∑
k=1
E {Ck}Pk (38)
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Where
C1 = log
(
1 +
|r2|2 α1
|r2|2 α2 + 1ρ
)
+ log
(
1 + ρ |r2|2 α2
)
= log
(
1 + ρ |r2|2
)
(39)
C2 = log
(
1 +
|r1|2 α2
|r1|2 α1 + 1ρ
)
+ log
(
1 + ρ |r1|2 α1
)
= log (1 + ρ |r1|) (40)
C3 = log
(
1 +
|r2|2 α2
|r2|2 α1 + 1ρ
)
+ log
(
1 + ρ |r1|2 α1
)
= log
(
1 + ρ |r2|2
)− log (1 + ρ |r2|2 α1) (41)
+ log
(
1 + ρ |r1|2 α1
)
C4 = log
(
1 +
|r1|2 α1
|r1|2 α2 + 1ρ
)
+ log
(
1 + ρ |r2|2 α2
)
= log
(
1 + ρ |r1|2
)− log (1 + ρ |r1|2 α2) (42)
+ log
(
1 + ρ |r2|2 α2
)
The key to obtain the average sum rate in (38) is to calculate the conditional expectation in each
situation. Let random variable Xk = |rk|2 (k = 1, 2), and the first expectation term is calculated
as follows.
E
{
C1|X1 > X2, dˆ1 > dˆ2
}
=E {C1|X1 > X2}
=
∫ ∞
0
∫ ∞
x2
C1 (x2) f (x1, x2|X1 > X2) dx1dx2
=
∫∞
0
C1 (x2) fX2 (x2)
[∫∞
x2
fX1 (x1) dx1
]
dx2
Pr (X1 > X2)
=
λ2ρ
λ ln 2
∫ ∞
0
e−λx2
1 + ρx2
dx2
/
Pr (X1 > X2) (43)
Recall the following result ∫ ∞
0
e−lx
1 + xφ
dx = − l
φ
e
l
φEi
(
− l
φ
)
(44)
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Define ϕ (n, φ) = − λn
λ ln 2
e
λ
φEi
(
−λ
φ
)
and ϕ′ (n, φ) = − 1
ln 2
e
λ
φEi
(
−λn
φ
)
. By substituting (37) and
(44) into (43), we have
E
{
C1|X1 > X2, dˆ1 > dˆ2
}
= ϕ (2, ρ) /
(
D
D + 1
)
(45)
Similar to (45), we can obtain other conditional expectations as follows
E
{
C2|X1 < X2, dˆ1 < dˆ2
}
= ϕ (1, ρ) /
(
1
D + 1
)
(46)
E
{
C3|X1 > X2, dˆ1 < dˆ2
}
= [ϕ (2, ρ)− ϕ (2, ρα1)
+ ϕ′ (1, ρα1)− ϕ (1, ρα1)] /
(
D
D + 1
)
(47)
E
{
C4|X1 < X2, dˆ1 > dˆ2
}
= [ϕ (1, ρ)− ϕ (1, ρα2)
+ ϕ′ (2, ρα2)− ϕ (2, ρα2)] /
(
1
D + 1
)
(48)
With the same method like (36) and (37), the probability Pk (k = 1, . . . , 4) is obtained. And by
substituting the result of Pk, (45), (46), (47) and (48) into (38), the lemma has been proved.
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