It's common that different individuals share the same name, which makes it time-consuming to search information of a particular individual on the web. Name disambiguation study is necessary to help users find the person of interest more readily. In this paper, we propose an Adaptive Resonance Theory (ART) based two-stage strategy for this problem. We get a first-stage clustering result with ART1 model and then merge similar clusters in the second stage. Our strategy is a mimic process of manual disambiguation and need not to predict the number of clusters, which makes it competent for the disambiguation task. Experimental results show that, in comparison with the agglomerative clustering method, our strategy improves the performance by respectively 0.92% and 5.00% on two kinds of name recognition results.
Introduction
Searching for person is an important part of real-world entity searching activity on the World Wide Web. We randomly selected 10,000 of 21,426,941 non-empty queries from the query logs of June in 2008 provided by Sogou, a widely-used Chinese search engine. Statistical result shows that 13% of the queries include at least one person's name and 8.2% is exactly one name. It's common that different individuals share the same name. There are 290 thousand people share the single name "张 伟" in China 1 . It's time-consuming to filter the search results among lots of namesakes to get information of the target individual and one will probably fail to recall the considerable web pages during the procedure [1] . With the development of related fields like object retrieval, entity linking and communities identification, name disambiguation attracts more researchers' attention.
Analogous with Web People Search Evaluation Campaign (WePS) focusing on the English names ambiguity, CIPS-SIGHAN Joint Conference on Chinese Language Processing (SIGHAN2010) features a bake-off on Chinese personal name disambiguation. This task defined as a problem of documents clustering. Each cluster in the result is corresponding to a real-world person entity.
During the process of manual disambiguation, such as distinguishing the search result of a person name, we have no idea about how many different individuals sharing the query name involved in the ranked pages. Besides, the main steps of macroscopic process of thinking and learning during manual disambiguation could be described as follows: This paper presents an adaptive resonance theory based two-stage strategy for the name disambiguation problem. In the first stage, we use a ART1 model to get results of a high accuracy; then a agglomerative clustering algorithm is implemented to merge clusters sharing a high similarity. Our method is similar with the process of manual disambiguation and need not to predict the number of clusters, which makes it competent for the disambiguation task.
The remainder of this paper is organized as follows. In Section 2, we give an overview of previous studies on name disambiguation. In Section 3, we present the details of our method. Section 4 describes experimental results on the SIGHAN2010 task 3 data sets. Finally, we present our conclusions and future work suggestion in Section 6.
Related Work
Treating the problem as cross-document coreference resolving, Bagga and Baldwin [2] use a standard vector space model. First of all, their system produces coreference chains within each document. Then it outputs a summary of the document by extracting the sentences that related to the chains. Summaries whose cosine similarity is higher than a specific threshold will be agglomerated into the same cluster. Most works represent documents as vectors now, and improvements are achieved in the following aspects: extraction of feature, usage of web resources and application of algorithm.
Mann and Yarowsky [3] get a rich feature space by extracting the biographic facts e.g. occupation and birth place. Attribute extraction is a subtask of WePS2, consisting of extracting 18 kinds of "attribute values" for target individuals 2 . Ontology-driven attribute extraction from unstructured text also provides credible evidence for entity name disambiguation in specific field [4] . Due to the lack of biographical information on the web, Bollegala et al. [5] develop an automatically key phrases extraction method to enrich the feature.
There are also many approaches focusing on the rapidly increasing resource on the web. Bunescu et al. [6] make a use of free online encyclopedia. They consider a Wikipedia item as a named entity, and generate a dictionary mapping the ambiguous documents to their possible named entity. Similarly, X. P. Han and L. Sun [7] convert a name disambiguation problem into an entity linking task. A generative model is proposed in their work to classify the contexts. To improve the estimation of similarity, Vu et al. [8] enrich the conventional feature by invoking the directories on the web. In their work, measurement of term weights and similarities is modified to take word frequency of each directory into consideration. X. P. Han and J. Zhao [9] extract professional taxonomy from the Freebase. With the assumption of one individual relevant to one profession, the authors classify documents into a real world professional taxonomic category. Then, the documents in the same professional category will be put into a same cluster. X. Zhou et al. [10] use exclusive character attributes contained in a taxonomic knowledge base to get more reliable similarity. Similarity will be reduced if the documents have exclusive attributes.
Various kinds of strategies have been applied in this field. Uncertainty of the number of individuals makes the clustering algorithms suitable for the problem. While most researchers implement an agglomerative clustering method [2, 3, 5] , Pedersen et al. [11] use a divisive one to differentiate documents. Fuzzy ant based clustering is inspired by the behavior of ants clustering dead nest mates into piles. E. Lefever et al. [12] propose an approach of high adaptability based on the fuzzy ant algorithms. Recent work including [13, 14] respectively use a multi-stage strategy, in which reliable attributes are extracted to ensure the accuracy in the first stage and other features are involved to improve the low recall values of the result.
Social network based disambiguation is another main kind of clustering-based approaches [15] [16] [17] . Different from the biographic facts concerned method discussed above, social network based partition algorithms focus on the relationship between named entities. Firstly, these works extract co-occurrence of person names or link structure of the web pages. Then a graphical model (social network) is constructed based on the extraction result. The network will be divided into subgraphs relevant to different persons in the end.
Chinese name disambiguation has its own uniqueness. Chinese texts have no capital letters or space boundaries, which makes name recognition and word segmentation needed before clustering perform. Related works range from Chinese dependent feature extraction and knowledgebase utilization [10] to language independent algorithm application [17] .
Two-Stage Disambiguation via ART

Adaptive Resonance Theory
Adaptive Resonance Theory (ART) model was proposed by S. Grossberg [18, 19] as a result of long-term concentration on human cognitive information processing. Besides ART1, which is implicated in our research, some other models in the family [20] [21] [22] [23] [24] are studied by researchers of variable fields such as medical diagnosis [25] , semiconductor fabrication [26] and intrusion detection [27] .
The basic structure of ART network is shown in Figure 1 . The ART network consists of attention subsystem and orienting subsystem. Comparison layer C is the underlying network of attention subsystem, where the input pattern is contrast enhanced and normalized before entering the recognition layer R. For each stored patterns in R, the network compares input pattern X with them. If the matching level of a certain pattern reaches the required attentional vigilance, i.e. produce good resonance, the network classifies X into the relevant category of the stored pattern, and modifies the prototype of the category to ensure the corresponding node win the competition when similar input patterns occur. The iteration is repeated over all nodes on output layer of R, but if no required category is found, a new pattern would be estab-lished in R through orienting subsystem.
Considering the name disambiguation as a cognitive process, the principle of the ART network is quite similar to the manual disambiguation process as described in Section 1. Moreover, similar to the biological memory, the memory capacity of the ART model can increase with the number of the input samples. Therefore, the ART network clustering process does not require a specific number of clusters as input, and this advantage makes it especially suitable for the disambiguation problem of uncertain number of namesakes.
Agglomerative Clustering in Stage Two
As explained in 3.1, the ART model is competent for pattern comparison, classification and new category construction. However, even if documents in one category have a high similarity with those in another one, meaning these two categories probably refer to the same person, an ART1 algorithm never merges them.
An agglomerative clustering approach is able to take the global similarity into consideration. To combine the advantages of both methods, we propose a two-stage strategy in this paper, which is shown in Figure 2 . In the first stage, an ART1 model is implemented to classify the documents into categories that constructed automatically. Then the clusters sharing a high similarity are merged by an agglomerative method.
Experimental Results and Analysis
Data Set and Corpus Aimed Preprocessing
SIGHAN2010 task 3 focuses on the Chinese name disambiguation problem. In this task, a manually clustered corpus contains 32 names is provided as train data. Each name in the corpus is relevant to a various number (from 100 to 400) of news from Xinhua News Agency and the total number of the documents is 6926. This corpus is used as the experimental data set in this paper.
The names given in the corpus is a substring of the news text, which means there are two situations where a person name recognition module is needed:
1) The given name is the substring of the exact name of the person reported in the news (e.g. "张伟" is a substring of "张伟东");
2) The given name is a polysemic word, which refers to another concept in the text rather than a person's name (e.g. the name string "黄海" also means the yellow sea).
In the light of this particularity of the corpus, we develop a preprocessing modular to divide documents into several sub-sets based on the different recognized names.
Then our method is performed on these sub-sets, before combining the results to get final clusters. If a polysemic word referring to another concept is properly recognized, the relevant document will be put in a "discarded" cluster. In the experiments, we test our method on both machine person name recognition result and manual name tagged result.
Evaluation Metrics
There are two kinds of clustering scoring methods [28, 29] used in the evaluation. The formulas are shown in Table 1 .
Features and Baseline System
We use classical textual features in our experiments. Firstly, word segmentation is executed. The nouns, verbs, adjectives and adverbs are extracted as features, after removing the stop words. Each document is represented as a vector consisting of Boolean values of existence of the feature words.
Baseline system implements a single-link agglomerative clustering based on cosine similarity with a standard vector space model. In the second stage of our method, we use the same approach to combine clusters. We test our approach on 16 different names, and the standard clustering result of the other names are used as training data. After parameter adjustment, we set the agglomerative similarity threshold to 0.2, and the ART attentional vigilance to 0.75. It is shown in Table 2 that performance (F1 value of B_Cubed score) of our strategy improves by 0.92% in comparison with the baseline system, when taking the machine recognized names as input of the preprocessing modular. Furthermore, when taking the manual tagged names as input, our strategy achieves a significant improve by 3.00% and 5.00% in Purity score and B-Cubed score respectively. The corresponding results are shown in Table 3 . According to the scores indicated in Tables 2 and 3 , there's large gap between the result of recognized name and tagged name. Precision of name recognition on test data is shown in Figure 3 .
Evaluation Results
In Figure 4 we show the detailed performance (Precision, Recall and F-measure) on each name in test data set. These names are representative for different situations as mentioned above, some refer to another concept, and some are substrings of longer names. Even if the given name is the exact name of persons, the number of person entities and documents distribution on these entities is variable. As indicated in Figure 4 our approach is generally effective in all these cases. show that our approach achieves a clearly improvement, increasing respectively 0.92% and 5.00%, on automatic name recognition result and manual name tagged result.
Conclusions and Further Work
This paper proposes a two-stage strategy to simulate the process of manual name disambiguation. ART1 algorithm is used in pattern comparison, classification and new category construction, and then agglomerative clustering combines the similar clusters. Experimental results
To represent a person entity more properly, a more targeted attribute extraction will be studied. Social information and text theme will be selected as feature in our further study. Analog patterns consisting of word frequency weights and the importance weights will be used as input, when other ART models are testified in experiments.
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