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Abstract
We establish some interior regularity criterions of suitable weak solutions for the 3-D
Navier-Stokes equations, which allow the vertical part of the velocity to be large under
the local scaling invariant norm. As an application, we improve Ladyzhenskaya-Prodi-
Serrin’s criterion and Escauriza-Seregin-Sˇvera´k’s criterion. We also show that if weak
solution u satisfies
‖u(·, t)‖Lp ≤ C(−t)
3−p
2p
for some 3 < p <∞, then the number of singular points is finite.
1 Introduction
We consider the three dimensional incompressible Navier-Stokes equations{
∂tu−∆u+ u · ∇u+∇π = 0,
divu = 0,
(1)
where u(x, t) = (u1(x, t), u2(x, t), u3(x, t)) denotes the unknown velocity of the fluid, and the
scalar function π(x, t) denotes the unknown pressure.
In a seminal paper [12], Leray proved the global existence of weak solution with finite
energy. It is well known that weak solution is unique and regular in two spatial dimensions.
In three dimensions, however, the question of regularity and uniqueness of weak solution is
an outstanding open problem in mathematical fluid mechanics.
In a fundamental paper [1], Caffarelli-Kohn-Nirenberg proved that one-dimensional Haus-
dorff measure of the possible singular points of suitable weak solution u is zero (see also
[13, 22, 14, 23]). The proof is based on the following ε-regularity criterion: there exists an
ε > 0 such that if u satisfies
lim sup
r→0
r−1
∫
Qr(z0)
|∇u(y, s)|2dyds ≤ ε, (2)
then u is regular at z0. The same result remains true if (2) is replaced by
lim sup
r→0
r−2
∫
Qr(z0)
|u(y, s)|3dyds ≤ ε. (3)
1
The quantities on the left hand side of (2) and (3) are scaling invariant. More general interior
regularity criterions were obtained by Gustafson-Kang-Tsai [7] in terms of scaling invariant
quantities (see Proposition 2.5). In the first part of this paper, we will establish some interior
regularity criterions, which allow the vertical part of the velocity to be large under the local
scaling invariant norm. The proof is based on the blow-up argument and an observation that
if the horizontal part of the velocity is small, then the blow-up limit satisfies uh = 0, hence
∂3u3 = 0 and
∂tu3 −∆u3 + ∂3π = 0, ∆π = 0.
Using new interior regularity criterions, we improve Ladyzhenskaya-Prodi-Serrin regularity
criterions, which state if the weak solution u satisfies
u ∈ Lq(0, T ;Lp(R3)) with 2
q
+
3
p
≤ 1, p ≥ 3,
then it is regular in (0, T )×R3, see [19, 5, 21, 4]. It should be pointed out that the regularity
in the class L∞(0, T ;L3(R3)) is highly nontrivial, since it does not fall in the framework
of small energy regularity. This case was solved by Escauriza-Seregin-Sˇvera´k [4] by using
blow-up analysis and the backward uniqueness for the parabolic equation.
In Leary’s paper [12], he also proved that if [−T, 0) is the maximal existence interval of
smooth solution, then for p > 3, there exits cp > 0 such that
‖u(·, t)‖Lp ≥ cp(−t)
3−p
2p .
In general, if u satisfies
‖u(·, t)‖Lp ≤ C(−t)
3−p
2p , (4)
the regularity of the solution at t = 0 remains unknown except p = 3. Recently, for the ax-
isymmetric Navier-Stokes equations, important progress has been made by Chen-Strain-Yau-
Tsai [2, 3] and Koch-Nadirashvili-Segegin-Sˇvera´k [10], where they showed that the solution
does not develop Type I singularity (i.e, ‖u(·, t)‖L∞ ≤ C(−t)− 12 ) by using De-Giorgi-Nash
method and Liouville theorem respectively. However, the case without the axisymmetric
assumption is still open. The second part of this paper will be devoted to show that the
number of singular points is finite if the solution satisfies (4) for 3 < p < ∞. The proof is
based on an improved ε-regularity criterion: if the suitable weak solution (u, π) satisfies
sup
t∈[−1+t0,t0]
∫
B1(x0)
|u(x, t)|2dx+
∫ t0
−1+t0
( ∫
B1(x0)
|u(x, t)|4dx) 12 dt
+
∫ t0
−1+t0
( ∫
B1(x0)
|π(x, t)|2dx) 12 dt ≤ ε6,
then u is regular in Q 1
2
(z0), see Proposition 5.1.
This paper is organized as follows. In section 2, we introduce some definitions and no-
tations. In section 3, we establish some new interior regularity criterions of suitable weak
solutions. In section 4, we apply them to improve Ladyzhenskaya-Prodi-Serrin’s criterion
and Escauriza-Seregin-Sˇvera´k’s criterion. Section 4 is devoted to the proof of the number of
singular points under the condition (4). In the appendix, we present the estimates of the
pressure and some scaling invariant quantities.
2
2 Definitions and notations
Let us first introduce the definition of weak solution.
Definition 2.1 Let Ω ⊂ R3 and T > 0. We say that u is a Leray-Hopf weak solution of (1)
in ΩT = Ω× (−T, 0) if
1. u ∈ L∞(−T, 0;L2(Ω)) ∩ L2(−T, 0;H1(Ω));
2. u satisfies (1) in the sense of distribution;
3. u satisfies the energy inequality: for a.e. t ∈ [−T, 0],∫
Ω
|u(x, t)|2dx+ 2
∫ t
−T
∫
Ω
|∇u|2dxds ≤
∫
Ω
|u(x,−T )|2dx.
Furthermore, the pair (u, π) is called a suitable weak solution if π ∈ L3/2(ΩT ) and the
energy inequality is replaced by the following local energy inequality: for any nonnegative
φ ∈ C∞c (R3 × R) vanishing in a neighborhood of the parabolic boundary of ΩT ,∫
Ω
|u(x, t)|2φdx+ 2
∫ t
−T
∫
Ω
|∇u|2φdxds
≤
∫ t
−T
∫
Ω
|u|2(∂sφ+△φ) + u · ∇φ(|u|2 + 2π)dxds, for a.e. t ∈ [−T, 0].
Remark 2.2 In general, we don’t know whether a Leray-Hopf weak solution is a suitable
weak solution. However, if u is a Leray-Hopf weak solution and u ∈ L4(ΩT ), then it is also
a suitable weak solution, which can be verified by using a standard mollification procedure.
Let (u, π) be a solution of (1) and introduce the following scaling
uλ(x, t) = λu(λx, λ2t), πλ(x, t) = λ2π(λx, λ2t), (5)
for any λ > 0, then the family (uλ, πλ) is also a solution of (1). We introduce some invariant
quantities under the scaling (5):
A(u, r, z0) = sup
−r2+t0≤t<t0
r−1
∫
Br(x0)
|u(y, t)|2dy,
C(u, r, z0) = r
−2
∫
Qr(z0)
|u(y, s)|3dyds,
E(u, r, z0) = r
−1
∫
Qr(z0)
|∇u(y, s)|2dyds,
D(π, r, z0) = r
−2
∫
Qr(z0)
|π(y, s)| 32 dyds,
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where z0 = (x0, t), Qr(z0) = (−r2 + t0, t0)×Br(x0), and Br(x0) is a ball of radius r centered
at x0. We also denote Qr by Qr(0) and Br by Br(0). We also denote
G(f, p, q; r, z0) = r
1− 3
p
− 2
q ‖f‖Lp,q(Qr(z0)),
H(f, p, q; r, z0) = r
2− 3
p
− 2
q ‖f‖Lp,q(Qr(z0)),
G˜(f, p, q; r, z0) = r
1− 3
p
− 2
q ‖f − (f)Br(x0)‖Lp,q(Qr(z0)),
H˜(f, p, q; r, z0) = r
2− 3
p
− 2
q ‖f − (f)Br(x0)‖Lp,q(Qr(z0)),
where the mixed space-time norm ‖ · ‖Lp,q(Qr(z0)) is defined by
‖f‖Lp,q(Qr(z0))
def
=
( ∫ t0
t0−r2
( ∫
Br(x0)
|f(x, t)|pdx
) q
p
dt
) 1
q
,
and (f)Br(x0) is the average of f in the ball Br(x0). For the simplicity of notations, we denote
A(u, r, (0, 0)) = A(u, r), C˜(u, r) = C(u− (u)Br , r), G(f, p, q; r, (0, 0)) = G(f, p, q; r)
and so on. These scaling invariant quantities will play an important role in the interior
regularity theory.
Now we recall the definitions of Lorentz space and BMO space [6].
Definition 2.3 Let Ω ⊂ Rn and 1 ≤ p, ℓ ≤ ∞. We say that a measurable function f ∈
Lp,ℓ(Ω) if ‖f‖Lp,ℓ(Ω) < +∞, where
‖f‖Lp,ℓ(Ω)
def
=


(∫∞
0 σ
ℓ−1|{x ∈ Ω; |f | > σ}| ℓpdσ
) 1
ℓ
for ℓ < +∞,
sup
σ>0
σ|{x ∈ Ω; |f | > σ}| 1p for ℓ = +∞.
Moreover, f(x, t) ∈ Lq,s(−T, 0;Lp,ℓ(Ω)) if ‖f(·, t)‖Lp,ℓ(Ω) ∈ Lq,s(−T, 0).
The following facts will be used frequently: for any R > 0,
‖f‖Lp,ℓ1 ≤ ‖f‖Lp,ℓ2 , if ℓ1 ≥ ℓ2; (6)
‖f‖p1Lp1 (Ω) ≤ C
(
Rp1 |Ω|+Rp1−p‖f‖pLp,∞(Ω)
)
, if p > p1. (7)
Recall that a local integrable function f ∈ BMO(Rn) if it satisfies
sup
R>0,x0∈Rn
1
|BR(x0)|
∫
BR(x0)
|f(x)− fBR(x0)|dx <∞.
Moreover, f(x) ∈ VMO(Rn) if f(x) ∈ BMO(Rn) and for any x0 ∈ Rn,
lim sup
R↓0
1
|BR(x0)|
∫
BR(x0)
|f(x)− fBR(x0)|dx = 0.
We say that a function u ∈ BMO−1(Rn) if there exist Uj ∈ BMO(Rn) such that u =∑n
j=1 ∂jUj. VMO
−1(Rn) is defined similarly. A remarkable property of BMO function is
sup
R>0,x0∈Rn
1
|BR(x0)|
∫
BR(x0)
|f(x)− fBR(x0)|qdx <∞.
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for any 1 ≤ q <∞.
Let us conclude this section by recalling the following ε-regularity results. Here and what
follows, we define a solution u to be regular at z0 = (x0, t0) if u ∈ L∞(Qr(z0)) for some r > 0.
Proposition 2.4 [1, 14] Let (u, π) be a suitable weak solution of (1) in Q1(z0). There exists
an ε0 > 0 such that if ∫
Q1(z0)
|u(x, t)|3 + |π(x, t)|3/2dxdt ≤ ε0,
then u is regular in Q 1
2
(z0). Moreover, π can be replaced by π − (π)Br in the integral.
Proposition 2.5 [7] Let (u, π) be a suitable weak solution of (1) in Q1(z0) and w = ∇× u.
There exists an ε1 > 0 such that if one of the following two conditions holds,
1. G(u, p, q; r, z0) ≤ ε1 for any 0 < r < 12 , where 1 ≤ 3p + 2q ≤ 2;
2. H(w, p, q; r, z0) ≤ ε1 for any 0 < r < 12 , where 2 ≤ 3p + 2q ≤ 3 and (p, q) 6= (1,∞);
then u is regular at z0.
3 Interior regularity criterions of suitable weak solution
The purpose of this section is to establish some interior regularity criterions, which allow
the vertical part of the velocity to be large under the local scaling invariant norm. These
results improve some classical results and Gustafson-Kang-Tsai’s result (Proposition 2.5).
Set u = (uh, u3). Let us state our main results.
Theorem 3.1 Let (u, π) be a suitable weak solution of (1) in Q1 and satisfy
C(u, 1) +D(π, 1) ≤M.
Then there exists a positive constant ε2 depending on M such that if
C(uh, 1) ≤ ε2,
then u is regular at (0, 0).
Theorem 3.2 Let (u, π) be a suitable weak solution of (1) in Q1 and satisfy
G(u, p, q; r) ≤M for any 0 < r < 1,
where 1 ≤ 3p + 2q < 2, 1 < q ≤ ∞. There exists a positive constant ε3 depending on p, q,M
such that (0, 0) is a regular point if
G(uh, p, q; r
∗) ≤ ε3
for some r∗ with 0 < r∗ < min{12 , (C(u, 1) +D(π, 1))−2}.
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Theorem 3.3 Let (u, π) be a suitable weak solution of (1) in Q1 and satisfy
H(∇u, p, q; r) ≤M for any 0 < r < 1,
where 2 ≤ 3p + 2q < 3, 1 < p ≤ ∞. There exists a positive constant ε4 depending on p, q,M
such that (0, 0) is a regular point if
H(∇uh, p, q; r∗) ≤ ε4 (8)
for some r∗ with 0 < r∗ < min{12 , (C(u, 1) +D(p, 1))−2}.
Remark 3.4 As a special case of Theorem 3.2, it follows that u is regular if
|u3| ≤ M√
T − t , |uh| ≤
ε3√
T − t ,
which improves Leray’s result [12]. And from Theorem 3.3, it follows that u is regular at
(0, 0) if for any 0 < r < 1,
r−1
∫
Qr
|∇u3|2dxdt ≤M2, r−1
∫
Qr
|∇uh|2dxdt ≤ ε24,
which improves Caffarelli-Kohn-Nirenberg’s result [1].
The proof of Theorem 3.1 is based on compactness argument and the following lemma.
Lemma 3.5 Let (u, π) be a suitable weak solution of (1) in Q1 and D˜(π, 1) ≤ M . Then u
is regular at (0, 0) if
C(u, r0) ≤ cε9/50 r8/50 for some 0 < r0 ≤ 1.
Here c is a small constant depending on M .
Proof. By (27) and Ho¨lder inequality, for 0 < r < r0/4 we have
C(u, r) + D˜(π, r) ≤ r
2
0
r2
C(u, r0) + C(
r
r0
)5/2D˜(π, r0) + C
r20
r2
C(u, r0)
≤ CM r
5/2
r
9/2
0
+ C
r20
r2
C(u, r0).
Choosing r = ( ε02CM )
2/5r
9/5
0 and by assumption, we infer that
C(u, r) + D˜(π, r) < ε0,
which implies that (0, 0) is a regular point by Proposition 2.4. 
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Now let us turn to the proof of Theorem 3.1.
Proof of Theorem 3.1. Assume that the statement of the proposition is false, then there
exist a constant M and a sequence (uk, πk), which are suitable weak solutions of (1) in Q1
and singular at (0, 0), and satisfies
C(uk, 1) +D(πk, 1) ≤M, C(ukh, 1) ≤
1
k
.
Then by the local energy inequality, it is easy to get
A(uk, 3/4) + E(uk, 3/4) ≤ C(M),
hence by using Lions-Aubin’s lemma, there exists a suitable weak solution (v, π′) of (1) such
that (at most up to subsequence),
uk → v, ukh → 0 in L3(Q 1
2
), πk ⇀ π′ in L
3
2 (Q 1
2
),
as k → +∞. That is, vh = 0, which gives ∂3v3 = 0 by ∇ · v = 0, and hence,
∂tv3 + ∂3π
′ −△v3 = 0, −△π′ = 0, or
∂tv +∇π′ −△v = 0,
which implies that |v| ≤ C(M) in Q1/4 by the classical result of linear Stokes equation(see
[2] for example). However, (0, 0) is a singular point of uk, hence by Lemma 3.5, for any
0 < r < 1/4,
cε
9/5
0 r
8/5 ≤ lim
k→∞
r−2
∫
Qr
|uk|3dxdt
≤ lim
k→∞
C(v, r) ≤ C(M)r3,
which is a contradiction by letting r→ 0. 
The proof of Theorem 3.2 is motivated by [18] and based on the blow-up argument.
Proof of Theorem 3.2. Assume that the statement of the proposition is false, then there
exist constants p, q,M and a sequence (uk, πk), which are suitable weak solutions of (1) in
Q1 and singular at (0, 0), and satisfy
G(uk, p, q; r) ≤M for all 0 < r < 1,
G(ukh, p, q; rk) ≤
1
k
,
where 0 < rk < min{12 , (C(uk, 1) +D(πk, 1))−2}. Then it follows from Lemma 6.2 that
A(uk, r) + E(uk, r) +D(πk, r) ≤ C(M,p, q)
for any 0 < r < rk.
Set vk(x, t) = rku
k(rkx, r
2
kt), q
k(x, t) = r2kπ
k(rkx, r
2
kt). Then
A(vk, r) + E(vk, r) +D(qk, r) ≤ C(M,p, q)
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for any 0 < r < 1. Lions-Aubin’s lemma ensures that there exists a suitable weak solution
(v¯, π¯) of (1) such that (at most up to subsequence),
vk → v¯ in L3(Q 1
2
), qk ⇀ q¯ in L
3
2 (Q 1
2
),
vkh ⇀ 0 in L
q((−1
4
, 0);Lp(B 1
2
)),
as k → +∞. Then we have v¯h = 0 and
∂tv¯3 + ∂3q¯ −△v¯3 = 0,
which implies that |v¯3| ≤ C(M) in Q 1
4
. However, (0, 0) is a singular point of vk, hence by
Proposition 2.4 and (26), for any 0 < r < 1/4,
ε0 ≤ lim inf
k→∞
r−2
∫
Qr
|vk|3 + |qk|3/2dxdt
≤ C lim inf
k→∞
(
C(v¯, r) +
r
ρ
D(qk, ρ) + (
ρ
r
)2C(vk, ρ)
)
≤ C
(
C(v¯, r) +
r
ρ
+ (
ρ
r
)2C(v¯, ρ)
)
≤ Cr1/2 (by choosing ρ = r 12 ),
which is a contradiction if we take r small enough. 
Proof of Theorem 3.3. Without loss of generality, let us assume that
8
3
<
3
p
+
2
q
< 3.
The other case can be reduced to it by Ho¨lder inequality. By Lemma 6.2, we have
A(u, r) + E(u, r) +D(π, r) ≤ C(M)(r1/2(C(u, 1) +D(π, 1)) + 1) ≤ C(M),
for any 0 < r ≤ r1 , min{12 ,
(
C(u, 1) + D(p, 1)
)−2}. This together with interpolation
inequality gives
C(u, r) ≤ C(M) for any 0 < r ≤ r1. (9)
We get by Poinca´re inequality that
G˜(uh, p1, q1; r) ≤ CH˜(∇uh, p, q; r),
where p1 =
3p
3−p , q1 = q, hence it follows from (28) and (8) that
C˜(uh, r
∗) ≤ C(M)(A(uh, r∗) + E(uh, r∗)) 1−3δ1−2δ G˜(uh, p1, q1; r∗) 11−2δ ,
≤ C(M)G˜(uh, p1, q1; r∗)
1
1−2δ ≤ C(M)ε
1
1−2δ
4 ,
where δ = 2− 3p1 − 2q1 ∈ (0, 13), hence by (9) for 0 < r < r∗
C(uh, r) ≤ C( r
r∗
)C(uh, r
∗) +C(
r∗
r
)2C˜(uh, r
∗) ≤ C(M)( r
r∗
+ (
r∗
r
)2ε
1
1−2δ
4
)
.
Taking r small enough, and then ε4 small enough such that
C(uh, r) ≤ ε33.
Then the result follows from Theorem 3.2. 
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4 Applications of interior regularity criterions
4.1 Ladyzhenskaya-Prodi-Serrin’s criterion
Using the interior regularity criterions established in Section 3, we present Ladyzhenskaya-
Prodi-Serrin’s type criterions in Lorentz spaces.
Theorem 4.1 Let u be a Leray-Hopf weak solution of (1) in R3 × (−1, 0). Assume that u
satisfies
‖u‖Lq,∞((−1,0);Lp,∞(R3)) ≤M, ‖uh‖Lq,ℓ((−1,0);Lp,∞(R3)) <∞, (10)
where 3p +
2
q = 1, 3 < p ≤ ∞, and 1 ≤ ℓ <∞. Then u is regular in R3 × (−1, 0]. For ℓ =∞
or p = 3, the same result holds if the second condition of (10) is replaced by
‖uh‖Lq,∞((−1,0);Lp,∞(R3)) ≤ ε5,
where ε5 is a small constant depending on M .
Remark 4.2 For ℓ = ∞, we improve Kim-Kozono’s result [9] and He-Wang’s result [8],
where the smallness of all components of the velocity is imposed. In general case, we improve
Sohr’s result [20] by allowing the vertical part of the velocity to fall in weak Lp space.
Remark 4.3 Under the condition (10), it can be verified that Leray-Hopf weak solution is
suitable weak solution. We left it to the interested readers.
The proof is based on the following lemma.
Lemma 4.4 Assume that u satisfies
‖u‖Lq,∞((−1,0);Lp,∞(R3)) ≤ m,
where 3p +
2
q = 1, 3 ≤ p ≤ ∞. Then for any 0 < r < 1 and 0 < ǫ < 1, there hold
G(u,
9
10
p,
4
5
q; r) ≤ Cǫ 4q5 + Cǫ− q5mq, 3 < p <∞,
A(u, r) ≤ Cǫ2 + Cǫ−1m3, p = 3,
G(u,∞, 3
2
; r) ≤ Cǫ3/2 + Cǫ−1/2m2, p =∞.
Proof. First we consider the case of 3 < p < ∞. Using the definition of Lorentz space, we
infer that
r(
4
5
− 8
3p
)q−2
∫ 0
−r2
( ∫
Br
|u| 910pdx
) 8q
9p
dt
≤ Cr( 45− 83p )q−2
∫ 0
−r2
(∫ ∞
0
σ
9
10
p−1|{x ∈ Br; |u(x, t)| > σ}|dσ
) 8q
9p
dt
≤ Cr( 45− 83p )q−2
(
r2(r3R
9
10
p)
8q
9p +
∫ 0
−r2
( ∫ ∞
R
σ
9
10
p−1|{x ∈ Br; |u(x, t)| > σ}|dσ
) 8q
9p
dt
)
≤ Cr( 45− 83p )q−2
(
r2(r3R
9
10
p)
8q
9p +R−
4q
45
∫ 0
−r2
‖u(·, t)‖
8q
9
Lp,∞dt
)
≤ Cr( 45− 83p )q−2
(
r2(r3R
9
10
p)
8q
9p +R−
4q
45 r
−(1− 3
p
) 8q
9
+2
I(r)
)
≤ Cǫ 4q5 + Cǫ− 4q45 I(r),
9
where we take R = ǫr−1 and the estimate of I(r) is given by
I(r) ≡ r(1− 3p ) 8q9 −2
∫ 0
−r2
‖u(·, t)‖
8q
9
Lp,∞(B1)
dt
≤ Cr(1− 3p ) 8q9 −2
∫ ∞
0
σ
8q
9
−1|{t ∈ (−r2, 0); ‖u(·, t)‖Lp,∞ > σ}|dσ
≤ Cr(1− 3p ) 8q9 −2
(
R
8q
9 r2 +
∫ ∞
R
σ
8q
9
−1|{t ∈ (−r2, 0); ‖u(·, t)‖Lp,∞ > σ}|dσ
)
≤ Cr(1− 3p ) 8q9 −2
(
R
8q
9 r2 +R−
q
9 ‖u‖qLq,∞(−1,0;Lp,∞(B1))
)
≤ Cr(1− 3p ) 8q9 −2
(
R
8q
9 r2 +R−
q
9mq
)
≤ Cǫ 8q9 + Cǫ− q9mq (R = ǫr 3p−1).
This gives the first inequality. For p = 3, we consider
sup
−r2<t<0
r−1
∫
Br
|u|2dx ≤ C sup
−r2<t<0
r−1
∫ ∞
0
σ|{x ∈ Br; |u(x, t)| > σ}|dσ
≤ C sup
−r2<t<0
r−1
(
R2r3 +
∫ ∞
R
σ|{x ∈ Br; |u(x, t)| > σ}|dσ
)
≤ C sup
−r2<t<0
r−1
(
R2r3 +R−1‖u(·, t)‖3L3,∞
)
,
which gives the second inequality by taking R = ǫr. Let g(t) = ‖u(·, t)‖L∞(B1). Then we
have
r−1/2
∫ 0
−r2
g(t)3/2dt ≤ Cr−1/2
∫ ∞
0
σ
1
2 |{t ∈ (−r2, 0); |g(t)| > σ}|dσ
≤ Cr−1/2
(
R
3
2 r2 +
∫ ∞
R
σ
1
2 |{t ∈ (−r2, 0); |g(t)| > σ}|dσ
)
≤ Cr− 12
(
R
3
2 r2 +R−
1
2m2
)
,
which gives the third inequality by taking R = ǫr. 
Proof of Theorem 4.1. By translation invariance and Theorem 3.2, it suffices to show that
G(u, p1, q1; r) ≤M, G(uh, p1, q1; r) ≤ ε3, (11)
for any 0 < r < 1/2 and some (p1, q1) with 1 ≤ 3p1 + 2q1 < 2. For 3 < p <∞, let p1 = 910p and
q1 =
4
5q, then
3
p1
+ 2q1 <
5
4 < 2. For ℓ < ∞, we have ‖uh‖Lq,ℓ(−r2,0;Lp,∞(Br)) → 0 as r → 0.
Hence by Lemma 4.4, the condition (11) holds if we take ǫ small enough, and then take r
small enough. The proof of the other cases is similar. We omit the details. 
4.2 Escauriza-Seregin-Sˇvera´k’s criterion
The following theorem improves Escauriza-Seregin-Sˇvera´k’s criterion by noting the inclusion
L3(R3) ⊂ L3,ℓ(R3) for ℓ > 3 and L3(R3) ⊂ VMO−1(R3).
10
Theorem 4.5 Let (u, π) be a suitable weak solution of (1) in R3 × (−1, 0). If
‖uh‖L∞((−1,0);L3,ℓ(R3)) + ‖u3‖L∞((−1,0);BMO−1(R3)) =M <∞,
for some ℓ <∞, and u3(x, t) ∈ VMO−1(R3) for t ∈ (−1, 0], then u is regular in R3× (−1, 0].
We need the following lemma, which gives a bound of local scaling invariant energy.
Lemma 4.6 Under the assumptions of Theorem 4.5, there holds
A(u, r) + E(u, r) +D(π, r) ≤ C(M,C(u, 1),D(π, 1)) for any 0 < r < 1/2.
Proof. Let ζ(x, t) be a smooth function with ζ ≡ 1 in Qr and ζ = 0 in Qc2r. Since u3 ∈
L∞(−1, 0;BMO−1(R3)), there exists U(x, t) ∈ L∞(−1, 0;BMO(R3)) such that u3 = ∇ · U .
We have by Ho¨lder inequality that
r−2
∫
Q2r
|u3|3ζ2dxdt
= r−2
∫
Q2r
3∑
j=1
∂jUj · u3|u3|ζ2dxdt
≤ 6r−2
∫
Q2r
|U − UB2r |(|∇u3||u3|+ |u3|2|∇ζ|)dxdt
≤ 6r−2
(∫
Q2r
|U − UB2r |6dxdt
)1/6( ∫
Q2r
|∇u3|2dxdt
)1/2(∫
Q2r
|u3|3dxdt
)1/3
+12r−3
(∫
Q2r
|U − UB2r |3dxdt
)1/3( ∫
Q2r
|u3|3dxdt
)2/3
,
which implies that
C(u3, r) ≤ C(M)
(
E(u, 2r)1/2C(u, 2r)1/3 +C(u, 2r)2/3
)
. (12)
On the other hand, we have by Lemma 4.4 that
A(uh, r) ≤ C(M) for any 0 < r < 1,
which along with the interpolation inequality gives
C(uh, r) ≤ A(u, r)3/4
(
E(u, r) +A(u, r)
)3/4 ≤ C(M)(E(u, r) +A(u, r))3/4. (13)
We infer from (12) and (13) that
C(u, r) ≤ C(M)(E(u, 2r) +A(u, 2r) + C(u, 2r))5/6.
With this, following the proof of Lemma 6.2, we conclude the result. 
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Proof of Theorem 4.5. Following [4], the proof is based on the blow-up analysis and
unique continuation theorem. Without loss of generality, assume that (0, 0) is a singular
point. Then by Theorem 3.2, there exists a sequence of rk ↓ 0 such that
r−2k
∫
Qrk
|uh|3dxdt ≥ ε1. (14)
Let uk(x, t) = rku(rkx, r
2
kt) and π
k(x, t) = r2kπ(rkx, r
2
kt). Then for any a > 0 and k large
enough, it follows from Lemma 4.6 that
A(uk, a) + E(uk, a) + C(uk, a) +D(πk, a) ≤ C(M,D(π, 1)).
Using Lions-Aubin lemma, there exists (v, π′) such that for any a, T > 0 (up to subsequence)
uk → v in L3(Ba × (−T, 0)),
uk → v in C([−T, 0];L9/8(Ba)),
πk ⇀ π′ in L
3
2 (−T, 0;L∞(Ba)),
as k → +∞ (see the proof of Theorem 4.1 in [24] for the details). Furthermore, there hold
‖vh‖L∞(−a2,0;L3,ℓ(R3)) ≤ sup
k
‖ukh‖L∞(−a2,0;L3,ℓ(R3)) ≤M, (15)
and for any z0 = (x0, t0) ∈ (−T + 1, 0) × R3,
A(v, 1; z0) + E(v, 1; z0) + C(v, 1; z0) +D(π
′, 1; z0) ≤ C(M,D(p, 1)). (16)
Due to (15) and (7), we infer that∫
Q1(z0)
|vh|2dxdt→ 0, as z0 →∞,
which along with (16) implies that∫
Q1(z0)
|vh|3dxdt→ 0, as z0 →∞.
Hence by Theorem 3.1, there exists R > 0 such that
|v(x, t)| + |∇v(x, t)| ≤ C, (t, x) ∈ (−T + 1, 0) × R3\BR.
Due to uh(x, 0) ∈ L3,ℓ, we infer that∫
Ba
|vh(x, 0)|dx ≤
∫
Ba
|vh(x, 0) − ukh(x, 0)|dx +
∫
Ba
|ukh(x, 0)|dx
≤
∫
Ba
|vh(x, 0) − ukh(x, 0)|dx + r−2k
∫
Bark
|uh(y, 0)|dy
≤
∫
Ba
|vh(x, 0) − ukh(x, 0)|dx + C‖uh(0)‖L3,ℓ(Bark )
−→ 0, as k →∞,
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which implies vh(x, 0) = 0 a.e. R
3. And due to u3(x, 0) ∈ VMO−1(R3), we have v3(x, 0) = 0
(see Theorem 4.1 in [24]).
Let w = ∇× v, then w(x, 0) = 0 and
|∂tw −△w| ≤ C(|w|+ |∇w|), (−T + 1, 0)× R3\BR.
By the backward uniqueness property of parabolic operator [4], we have w = 0 in (−T +
1, 0)×R3\BR. Similar arguments as in [4], using spacial unique continuation we have w ≡ 0
in (−T+1, 0)×R3, which implies△v ≡ 0 in (−T+1, 0)×R3, hence vh ≡ 0 in (−T+1, 0)×R3,
since vh(·, t) ∈ L3,ℓ. This is a contradiction to (14). 
5 The number of singular points
5.1 An improved ε-regularity criterion
We need the following improved version, which may be independent of interest.
Proposition 5.1 Let (u, π) be a suitable weak solution of (1) in Q1(z0). There exists an
ε6 > 0 such that if
sup
t∈[−1+t0,t0]
∫
B1(x0)
|u(x, t)|2dx+
∫ t0
−1+t0
( ∫
B1(x0)
|u(x, t)|4dx) 12 dt
+
∫ t0
−1+t0
( ∫
B1(x0)
|π(x, t)|2dx) 12 dt ≤ ε6,
then u is regular in Q 1
2
(z0).
Remark 5.2 Due to Lemma 6.1, the above norm of the pressure can be replaced by L1(Q1(z0))
norm. A slightly different version of Proposition 5.1 was obtained by Vasseur [23], who used
the De Giorgi iterative method.
Proof.By Proposition 2.5 and translation invariance, it suffices to prove that
A(u, r) + E(u, r) ≤ ε
1
2
6 ≤ ε21 (17)
for any 0 < r < 1/2. Set rn = 2
−n, where n = 1, 2, · · · . First of all, (17) holds for r = r1 by
local energy inequality. Suppose that (17) holds for rk with k ≤ n− 1. We need to show that
A(u, rn) +E(u, rn) ≤ ε
1
2
6 . (18)
Let φn = χψn, where χ is a cutoff function which equals 1 in Q1/4 and vanishes outside of
Q1/3, and ψn is as follows:
ψn = (r
2
n − t)−3/2e
−
|x|2
4(r2n−t) .
Direct computations show that φn ≥ 0 and
(∂t +△)φn = 0 in Q1/4,
13
|(∂t +△)φn| ≤ C1 in Q1/3,
C−11 r
−3
n ≤ φn ≤ C1r−3n , |∇φn| ≤ C1r−4n on Qrn n ≥ 2,
φn ≤ C1r−3k , |∇φn| ≤ C1r−4k on Qrk−1/Qrk 1 < k ≤ n.
Using φn as a test function in the local energy inequality, we get
sup
−r2n<t<0
r−1n
∫
Brn
|u(x, t)|2dx+ r−1n
∫
Qrn
|∇u|2dxdt
≤ C21r2n
∫
Q1
|u|2dxdt+ C1r2n
∫
Q1
|u|3|∇φn|dxdt+ C1r2n
∣∣ ∫
Q1
π(u · ∇φn)dxdt
∣∣
def
= I1 + I2 + I3.
Firstly, we have by assumption that
I1 ≤ C21r2nε6.
Recall that the following well-known interpolation inequality from [1]: for ρ ≥ r > 0
C(u, r) ≤ C(ρ
r
)3A(u, ρ)3/4E(u, ρ)3/4 + C(
r
ρ
)3A(u, ρ)3/2,
from which and the induction assumption, it follows that
I2 ≤ C21r2n
n∑
k=1
r−4k
∫
Qrk
|u|3dxdt
≤ Cr2n
n∑
k=1
r−2k ε
3/4
6 ≤ Cε3/46 .
To estimate I3, we choose χk to be a cutoff function, which vanishes outside of Qrk and equals
1 in Q7/8rk , and |∇χk| ≤ Cr−1k . We have by the induction assumption that
I3 ≤ C1r2n
n−1∑
k=1
∣∣ ∫
Q1
π(u · ∇((χk − χk+1)φn))dxdt
∣∣ + C1r2n∣∣
∫
Q1
πu · ∇(χnφn)dxdt
∣∣
≤ C1r2n
n−1∑
k=1
∣∣ ∫
Q1
(π − (π)Bk )u · ∇((χk − χk+1)φn)dxdt
∣∣
+C1r
2
n
∣∣ ∫
Q1
(π − (π)Bn)u · ∇(χnφn)dxdt
∣∣
≤ Cr2n
n∑
k=3
r−4k
∫
Qrk
|(π − (π)Bk )u|dxdt+ Cr2n
∫
Q1
|u||π|dxdt
≤ Cr2n
n∑
k=3
r−2k ε
1/4
6 H˜(π, 2, 1; rk) + Cε
3/2
6 ,
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and by Lemma 6.1 and interpolation inequality, we get
H˜(π, 2, 1; θj) ≤ CθH˜(π, 1, 1; θj−1) + Cθ− 32G(u, 4, 2; θj−1)2
≤ (Cθ)jH˜(π, 1, 1; 1) + Cθ− 32
j∑
ℓ=1
(Cθ)ℓ−1G(u, 4, 2; θj−ℓ)2
≤ (Cθ)jε6 + Cθ−
3
2
j∑
l=1
(Cθ)ℓ−1ε
1
2
6
≤ Cε
1
2
6 ,
where we take θ such that Cθ < 12 and j satisfies θ
j ≥ rn. This gives
I3 ≤ Cε3/46 .
Summing up the estimates for I1 − I3 and taking ε6 small enough, we conclude (18). 
5.2 The number of singular points
Theorem 5.3 Let u be a Leray-Hopf weak solution in R3 × (−1, 0) and satisfy
‖u‖Lq,∞(−1,0;Lp(R3)) =M <∞, (19)
where 3p +
2
q = 1, 3 < p < ∞. Then the number of singular points of u is finite at any time
t ∈ (−1, 0], and the number depends on M .
Remark 5.4 The case of (p, q) = (3,∞) has been proved by Neustupa [15] and Seregin [16].
In fact, the solution is regular in this case [4]. A special case satisfying (19) is
‖u(t)‖Lp(R3) ≤M(−t)
3−p
2p .
Note that the solution is regular if M is small, which was proved by Leray [12].
Lemma 5.5 Let (u, π) be a suitable weak solution of (1) in Q1 and satisfy
‖u‖Lq,∞(−1,0;Lp(B1)) < M, (20)
where 3p +
2
q = 1 and 3 < p <∞. There exists ε7 > 0 depending on M,C(u, 1),D(π, 1) such
that u is regular at (0, 0) if
‖u‖2
L
q0
t L
p
x
(Q1) + ‖π‖Lq0/2t Lp/2x (Q1) ≤ ε7. (21)
where q0 = 3 for 3 < p < 9 and q0 =
q+2
2 for p ≥ 9.
Proof. For p ∈ (3, 9), the result follows from Proposition 2.4 and (21). Now we assume
p ≥ 9. Similar to the proof of Lemma 4.4, we can infer from (20) that
G(u, p, q0; r) ≤ C(M) for any 0 < r < 1, (22)
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which along with Lemma 6.2 gives
A(u, r) + E(u, r) +D(π, r) ≤ C(M,C(u, 1),D(π, 1)) for any 0 < r < 1/2. (23)
Due to p ≥ 9, hence q0 > 2, Ho¨lder inequality gives
G(u, 4, 2; r) ≤ CG(u, p, q0; r). (24)
Let ζ be a cutoff function, which vanishes outside of Qρ and equals 1 in Qρ/2, and satisfies
|∇ζ| ≤ C1ρ−1, |∂tζ|, |△ζ| ≤ C1ρ−2.
Define the backward heat kernel as
Γ(x, t) =
1
4π(r2 − t)3/2 e
−
|x|2
4(r2−t) .
Taking the test function φ = Γζ in the local energy inequality, and noting (∂t +△)Γ = 0, we
obtain
sup
t
∫
Bρ
|u|2φdx+
∫
Qρ
|∇u|2φdxdt ≤
∫
Qρ
(|u|2(△φ+ ∂tφ) + u · ∇φ(|u|2 + π))dxdt.
This implies that
A(u, r) + E(u, r) ≤ C(r
ρ
)2
(
ρ−3
∫
Qρ
|u|2dxdt+ C(u, ρ) + ρ−2|u||π − (π)Bρ |dxdt
)
.
While by (22) and (24), we have
C(u, ρ) ≤ A(u, ρ)1/2G(u, 4, 2; ρ)2 ≤ C(M)A(u, ρ)1/2.
And we get by Lemma 6.1 that
H˜(π, 2, 1; r) ≤ C(ρ
r
)
3
2G(u, 4, 2; ρ)2 + C(
r
ρ
)H˜(π, 1, 1; ρ)
≤ C(M)(ρ
r
)
3
2 + C(
r
ρ
)H˜(π, 1, 1; ρ),
which gives by a standard iteration that
H˜(π, 2, 1; r) ≤ C(M) for 0 < r < 1/2.
Hence, we have
ρ−2
∫
Qρ
|u||π − πBρ |dxdt ≤ CA(u, ρ)1/2H˜(π, 2, 1; ρ) ≤ C(M)A(u, ρ)1/2.
Let F (r) = A(u, r) + E(u, r) + H˜(π, 2, 1; r)2. Then we conclude
F (r) ≤ C(r
ρ
)2F (ρ) + C(M)(
r
ρ
)2 + C(
ρ
r
)3G(u, 4, 2; ρ)4. (25)
Letting ρ = 1, and taking r small and then ε7 small, we infer from (25), (23) and Proposition
5.1 that (0, 0) is a regular point. The proof is completed. 
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Now we are in position to prove Theorem 5.3.
Proof of Theorem 5.3. We denote z1 = (x1, t0), · · · , zK = (xK , t0) by the singular points
of the solution at t = t0. Then Lemma 5.5 implies that at every singular point we have
G(u, p, q0; r, zl)
2 +H(π, p/2, q0/2; r, zl) > ε7, for any 0 < r < 1,
where l = 1, · · · ,K. We choose r0 > 0 small such that Br(xi) ∩Br(xj) = ∅ for i 6= j and all
0 < r ≤ r0. Taking r = θkr0 and ρ = θk−1r0 in (26), we find
H(π, p/2, q0/2; θ
kr0)
q0/2
≤ Cθq0−2H(π, p/2, q0/2; θk−1r0)q0/2 + Cθ−2−
3q0
p
+q0G(u, p, q0; θ
k−1r0)
q0
≤ (Cθq0−2)kH(π, p/2, q0/2; r0)q0/2 +Cθ−2−
3q0
p
+q0
k−1∑
i=0
(Cθq0−2)k−i−1G(u, p, q0; θ
ir0)
q0 .
Now, for q0p ≥ 1, noting that
K∑
l=1
a
q0
p
l ≤
( K∑
l=1
al
) q0
p , al ≥ 0,
we deduce by (7) with R = r−2/q‖u‖Lq,∞(−1,0;Lp(R3)) that
ε
q0
2
7 K ≤ C
K∑
l=1
(
G(u, p, q0; r, zl)
q0 +H(π, p/2, q0/2; r, zl)
q0/2
)
≤ Crα
∫ t0
t0−r2
( ∫
Ω
|u|pdx)q0/pdt+C(Cθq0−2)krβ ∫ t0
t0−r2
( ∫
Ω
|π| p2 dx)q0/pdt
+Cθ
−2−
3q0
p
+q0
k−1∑
i=0
(Cθq0−2)k−i−1rα
∫ t0
t0−r2
( ∫
Ω
|u|pdx)q0/pdt
≤ C‖u‖q0
Lq,∞(−1,0;Lp(R3))
+ C(Cθq0−2)k‖π‖q0/2
Lq/2,∞(−1,0;Lp/2(Ω))
,
where Ω = ∪Kl=1Br0(xl), α = (1 − 3p − 2q0 )q0, β = (2 − 3p − 2q0 ), and choose θ such that
Cθ
2− 4
q0 < 12 . Letting k →∞, we infer that
K ≤ Cε−
q0
2
7 ‖u‖q0Lq,∞(−1,0;Lp(R3)).
Similarly, for q0p < 1, noting that
K∑
l=1
a
q0
p
l ≤ K1−
q0
p
( K∑
l=1
al
) q0
p , al ≥ 0,
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we infer that
ε
q0
2
7 K ≤ C
K∑
l=1
(
rα
∫ t0
t0−r2
( ∫
Br(xl)
|u|pdx)q0/pdt+ (Cθq0−2)krβ ∫ t0
t0−r2
( ∫
Br(xl)
|π| p2 dx)q0/pdt
+Cθ
q0−
3q0
p
−2
k−1∑
i=0
(Cθq0−2)k−i−1rα
∫ t0
t0−r2
( ∫
Br(xl)
|u|pdx)q0/pdt)
≤ CK1−
q0
p
(
rα
∫ t0
t0−r2
(
∫
Ω
|u|pdx)q0/pdt+ (Cθq0−2)krβ
∫ t0
t0−r2
(
∫
Ω
|π|p/2dx)q0/pdt
)
≤ CK1−
q0
p
(
‖u‖q0
Lq,∞(−1,0;Lp(R3))
+ (Cθq0−2)k‖π‖q0/2
Lq/2,∞(−1,0;Lp/2(Ω))
)
.
Letting k →∞, we get
K ≤ Cε−
p
2
7 ‖u‖pLq,∞(−1,0;Lp(R3)).
The proof is completed. 
6 Appendix
We first present some estimates of the pressure in terms of some scaling invariant quantities.
Lemma 6.1 Let (u, π) be a suitable weak solution of (1) in Q1. Then there hold
H(π, 2, 1; r) ≤ C(ρ
r
)
3
2G(u, 4, 2; ρ)2 + CH(π, 1, 1; ρ),
H˜(π, 2, 1; r) ≤ C(ρ
r
)
3
2G(u, 4, 2; ρ)2 + C(
r
ρ
)H˜(π, 1, 1; ρ),
for any 0 < 4r < ρ < 1. Here C is a constant independent of r, ρ.
Proof. We write π = π1 + π2 with π1 satisfying
△π1 = −∂i∂j(uiujζ),
where ζ is a cut-off function , which equals 1 in Bρ/2 and vanishes outside of Bρ. Hence,
△π2 = 0 in Bρ/2.
By Caldero´n-Zygmund inequality, we have∫
Bρ
|π1|2dx ≤ C
∫
Bρ
|u|4dx,
and using the properties of harmonic function, for r < ρ/4
sup
x∈Br
|π2| ≤ Cρ−3
∫
Bρ/4
|π2|dx,
sup
x∈Br
|π2 − (π2)Br | ≤ Cr sup
x∈Bρ/4
|∇π2| ≤ C(r
ρ
)ρ−3
∫
Bρ
|π2 − (π2)Bρ |dx.
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Then it follows that for 0 < r < ρ/4,∫
Br
|π|2dx ≤
∫
Br
|π1|2dx+
∫
Br
|π2|2dx
≤ C
∫
Bρ
|u|4dx+ Cr3ρ−6
(∫
Bρ
|π|dx
)2
,
and ∫
Br
|π − (π)Br |2dx ≤
∫
Br
|π1 − (π1)Br |2dx+
∫
Br
|π2 − (π2)Br |2dx
≤ C
∫
Bρ
|u|4dx+ Cr5ρ−8
( ∫
Bρ
|π − (π)Bρ |dx
)2
.
Integrating with respect to t, we get∫ 0
−r2
( ∫
Br
|π|2dx
) 1
2
dt ≤ C
∫ 0
−ρ2
(∫
Bρ
|u|4dx
) 1
2
dt+ Cr
3
2ρ−3
∫ 0
−ρ2
∫
Bρ
|π|dxdt,
and ∫ 0
−r2
( ∫
Br
|π − (π)Br |2dx
) 1
2
dt
≤ C
∫ 0
−ρ2
( ∫
Bρ
|u|4dx
) 1
2
dt+ r
5
2 ρ−4
∫ 0
−ρ2
∫
Bρ
|π − (π)Bρ |dxdt.
The proof is completed. 
The same proof also yields that for any 0 < 4r < ρ < 1,
H(π, p/2, q/2; r) ≤ C(ρ
r
) 4
q
+ 6
p
−2
G(u, p, q; ρ)2 + C
(r
ρ
)2− 4
qH(π, 1, q/2; ρ), (26)
where p > 2, q ≥ 2. Similarly, one can show that (see also [17])
D˜(π, r) ≤ C((r
ρ
)5/2D˜(π, ρ) + (
ρ
r
)2C(u, ρ)
)
, (27)
for any 0 < 4r < ρ < 1.
The following lemma gives a bound of local scaling invariant energy, see also [7] and [25].
Lemma 6.2 Let (u, π) be a suitable weak solution of (1) in Q1. If
G(u, p, q; r) ≤M with 1 ≤ 3
p
+
2
q
< 2, 1 < q ≤ ∞ or
H(∇u, p, q; r) ≤M with 2 ≤ 3
p
+
2
q
< 3, 1 < p ≤ ∞,
for any 0 < r < 1, then there holds for 0 < r < 1/2
A(u, r) + E(u, r) +D(π, r) ≤ C(p, q,M)(r1/2(C(u, 1) +D(π, 1)) + 1).
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Proof.First of all, we assume G(u, p, q; r) ≤M and moreover,
3
2
<
3
p
+
2
q
< 2,
3
p
+
3
q
≥ 2, 4
p
+
2
q
≥ 2, p, q <∞.
Otherwise, we can choose (p1, q1) satisfying the above condition and by Ho¨lder inequality,
G(u, p1, q1; r) ≤ CG(u, p, q; r).
By Ho¨lder inequality and Sobolev inequality, we get∫
Br
|u|3dx =
∫
Br
|u|3α+3β+3−3α−3βdx
≤ ( ∫
Br
|u|2dx)3α/2( ∫
Br
|u|6dx)β/2( ∫
Br
|u|pdx)(3−3α−3β)/p
≤ C( ∫
Br
|u|2dx)3α/2( ∫
Br
|∇u|2 + |u|2dx)3β/2( ∫
Br
|u|pdx)(3−3α−3β)/p,
where α, β ≥ 0 are chosen such that
1
3
=
α
2
+
β
6
+
1− α− β
p
, 1 =
3β
2
+
3− 3α− 3β
q
.
That is,
α =
2(3p +
3
q − 2)
3(6p +
4
q − 3)
, β =
4
p +
2
q − 2
6
p +
4
q − 3
.
Integrating with respect to time, we get∫
Qr
|u|3dxdt ≤ C( sup
−r2<t<0
∫
Br
|u|2dx) 3α2 ( ∫
Qr
|∇u|2 + |u|2dxdt) 3β2
×
(∫ 0
−r2
( ∫
Br
|u|pdx) qpdt) 3−3α−3βq ,
this means that
C(u, r) ≤ C(A(u, r) + E(u, r)) 3α+3β2 G(u, p, q; r)3−3α−3β .
Set 3p +
2
q = 2− δ with 0 ≤ δ < 1/2. Then 3α+3β2 = 32 − 12( 6
p
+ 4
q
−3)
= 1−3δ1−2δ and
C(u, r) ≤ C(A(u, r) + E(u, r)) 1−3δ1−2δG(u, p, q; r) 11−2δ . (28)
By the assumption, we get
C(u, r) ≤ C(p, q,M)(A(u, r) + E(u, r)) 1−3δ1−2δ .
Using the local energy inequality and (26), we deduce that
A(u, r) + E(u, r) ≤ C(C(u, 2r)2/3 + C(u, 2r) + C(u, 2r)1/3D(π, 2r)2/3),
D(π, r) ≤ C((r
ρ
)D(π, ρ) + (
ρ
r
)2C(u, ρ)
)
for 0 < 4r < ρ < 1.
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Set F (r) = A(u, r) + E(u, r) +D(π, r). It follows from the above three inequalities that
F (r) ≤ C(1 + C(u, 2r) +D(π, 2r))
≤ C + C(r
ρ
)F (ρ) + C(p, q,M)
(
(
ρ
r
)2 + (
ρ
r
)
1−3δ
1−2δ
)(
A(u, ρ) + E(u, ρ)
) 1−3δ
1−2δ
≤ C + C(r
ρ
)F (ρ) + C(p, q,M,
ρ
r
)
for 0 < 8r < ρ < 1. By the standard iteration and local energy inequality, we deduce that
F (r) ≤ C(p, q,M)(r1/2(A(u, 1/2) + E(u, 1/2) +D(π, 1)) + 1)
≤ C(p, q,M)(r1/2(C(u, 1) +D(π, 1)) + 1).
Now Let us assume that H(∇u, p, q; r) ≤M and 52 < 3p + 2q < 3, p < 3. General case can
be reduced to this case as above. Similarly, we have∫
Qr
|u− uBr |3dxdt
≤ C( sup
−r2<t<0
∫
Br
|u|2dx) 3α2 ( ∫
Qr
|∇u|2dxdt) 3β2
×
( ∫ 0
−r2
( ∫
Br
|u− uBr |
3p
3−pdx
) q(3−p)
3p dt
) 3−3α−3β
q
≤ C( sup
−r2<t<0
∫
Br
|u|2dx) 3α2 ( ∫
Qr
|∇u|2dxdt) 3β2 ( ∫ 0
−r2
( ∫
Br
|∇u|pdx) qpdt) 3−3α−3βq ,
where α+ β = 1− 1
3( 6
p
+ 4
q
−5)
. Let 3p +
2
q = 3− δ0 with 0 ≤ δ0 < 12 , then
C˜(u, r) ≤ C(A(u, r) + E(u, r)) 1−3δ01−2δ0 H(∇u, p, q; r) 11−2δ0
≤ C(p, q,M)(A(u, r) + E(u, r)) 1−3δ01−2δ0 .
Note that
C(u, r) ≤ C((r
ρ
)C(u, ρ) + (
ρ
r
)2C˜(u, ρ)
)
,
and
A(u, r) + E(u, r) ≤ C(C(u, 2r)2/3 + C(u, 2r) + C(u, 2r)1/3D(π, 2r)2/3),
D(π, r) ≤ C((r
ρ
)D(π, ρ) + (
ρ
r
)2C˜(u, ρ)
)
,
for 0 < 4r < ρ < 1. Let F (r) = A(u, r) + E(u, r) + C(u, r) +D(π, r). Then we have
F (r) ≤ C(1 + C(u, 2r) +D(π, 2r))
≤ C(1 + (r
ρ
)C(u, ρ) + (
ρ
r
)2C˜(u, ρ) + (
r
ρ
)D(π, ρ)
)
≤ C(1 + (r
ρ
)F (ρ) + (
ρ
r
)2F (ρ)
1−3δ0
1−2δ0
)
≤ C + C(r
ρ
)F (ρ) + C(p, q,M,
ρ
r
),
which implies the required result. 
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