This paper investigates the productivity and efficiency of large bank holding companies (BHCs) in the United States over the period [2004][2005][2006][2007][2008][2009][2010][2011][2012][2013], by estimating a translog stochastic distance frontier (SDF) model with time-varying heterogeneity. The main feature of this model is that a multi-factor structure is used to disentangle time-varying unobserved heterogeneity from inefficiency. Our empirical results strongly suggest that unobserved heterogeneity is not only present in the U.S. JEL classification: C11; D24; G21.
Introduction
The productivity and efficiency of the U.S. banking industry has received considerable attention in the past three decades, reflecting the transformation of the industry caused by regulatory changes and technological and financial innovations (Wheelock and Wilson, 2012; Hughes and Mester, 2013; Davies and Tracey, 2014) . One line of research in this area that has recently attracted increasing interest focuses on how to deal with the problem of unobserved heterogeneity among banks -an important issue given the widespread unobserved heterogeneity among U.S. banks (Cole et al., 2004; Berger et al., 2005; Rossi, 1998; Rosen, 2003) . Studies along this line of research include Mester (1997) and El-Gamal and Inanoglu (2005) . This study aims to contribute to this line of research by applying a stochastic distance frontier model, which allows for timevarying unobserved heterogeneity, to the analysis of the productivity and efficiency of bank holding companies (BHCs) in the U.S. 1 There is evidence that time-varying unobserved heterogeneity is widely present in the U.S. banking industry. Consider, for example, bank asset quality. Studies Mester, 1993, 1998) suggest that the quality of a bank's assets can influence the bank's costs in a variety of ways (Hughes and Mester, 1993; Hannan and Hanweck, 1988) . Thus, it would be desirable to incorporate a vector of variables characterizing bank asset quality when modeling the bank's production process. However, this is technically difficult for the following two reasons. First, asset quality is hard to measure (i.e., "unobserved"). Second, the effects of asset quality are "time-varying" due to changes in bank regulations, economic conditions, loan approval processes, and so on. To give another example, previous studies (Demsetz and Strahan, 1997; Dick, 2006; Hirtle, 2007) suggest that the geographic reach and local branch density of a bank's branch network has an important impact on the bank's cost structure, and thus should be accounted for when assessing productivity and efficiency. However, as with the case of asset quality, it is difficult to quantify this time-varying bank characteristic, "due to the lack of detailed branch data across a large number of institutions" (Hirtle, 2007) . Besides these two examples, there are many other bank characteristics that are hard to measure and time-varying, such as "too-big-to-fail" factors (Davies and Tracey, 2014 ) and level of risk-taking (Hughes and Mester, 2013) . These examples suggest that it is important to account for time-varying unobserved heterogeneity when investigating the productivity and efficiency at BHCs in the U.S.
The purpose of this paper is to apply a new stochastic distance frontier (SDF) model, which allows for time-varying unobserved heterogeneity, to BHCs in the U.S. The model, which we call the "translog SDF model with time-varying heterogeneity", is obtained by adding multiple timevarying individual effects to the standard translog SDF model. Following Ahn et al. (2013) , the time-varying individual effects are modeled by a "multi-factor structure". Formally, the multifactor structure is written as: f 0 t i , where t = 1; 2; :::; T indexes time; i = 1; ; K indexes firms;
i is a vector of unobserved firm-specific variables; and f t is the corresponding vector of timevarying parameters. The model thus has three error terms, with one capturing statistical noise, a second capturing inefficiency, and a third capturing time-varying unobserved heterogeneity.
It is worth noting that the multi-factor structure is also used in Anh et al. (2007) , but for a different purpose. Specifically, in Anh et al. (2007) the multi-factor structure is employed to model firm-specific time-varying technical inefficiency, whereas in this paper it is used to capture time-varying unobserved heterogeneity. In addition, f t and i also have different interpretations in the two papers. In Anh et al. (2007) , f t represents common drivers of technical inefficiency and i represents firm-specific responses to the shocks. In contrast, in this paper i represents unobserved firm-specific variables and f t measures the time-varying effects of i on the dependent variable.
In assessing the productivity and efficiency of BHCs in the U.S., we use the output-distancefunction-based productivity index proposed by Orea (2002) and Lovell (2003) . This index has two desirable properties: 1) it is valid under different market structures and returns to scale; and 2) it allows for scale effects. These advantages imply that the productivity measure used in this study is theoretically correct even when we do not have a priori information about the market structures and returns to scale of the U.S. banking industry.
We choose to use a Bayesian approach to estimate the SDF model with time-varying heterogeneity. There are two reasons for this choice. First, we can easily obtain exact inferences on productivity and efficiency measures through the posterior distributions of these measures. Second, it is computationally attractive, because it only involves relatively straightforward modifications to the Bayesian formulations of standard stochastic frontier models (Koop and Steel, 2003; O'Donnell and Coelli, 2005) .
Finally, we apply the translog SDF model with time-varying heterogeneity to BHCs in the U.S.
over the period [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] . Our empirical results provide strong evidence that the SDF model with time-varying heterogeneity is preferred to both the standard translog SDF model and the true random effects model. The superiority of the former model suggests that unobserved heterogeneity not only exists in the U.S. banking industry, but also varies over time.
The rest of the paper is organized as follows. In Section 2, we briefly discuss the outputdistance-function-based productivity index, its three components, and returns to scale. In Section 3, we present the SDF model with time-varying heterogeneity. In Section 4, we discuss the Bayesian procedure for estimating the model. Section 5 describes the data. In Section 6, we apply our methodology to BHCs in the U.S., discuss the effects of incorporating time-varying unobserved heterogeneity, and report our estimates of total factor productivity growth and its components. Section 7 concludes the paper.
The Output-Distance-Function-Based Productivity and Efficiency Measures

Output distance functions
We start by defining the output distance function. Consider the case of a multi-input multioutput production technology, where a bank holding company (BHC) Färe and Primont (1995) , the production technology can be described by the technology set
The production technology satisfies a standard set of axioms including convexity, strong disposability, closedness and boundedness. Färe and Primont (1995) show that this technology can also be described using an output distance function
It gives the minimum amount by which an output vector can be deflated and remains producible with a given input vector. The output distance function is non-decreasing, convex and linearly homogeneous in outputs, and non-increasing and quasi-convex in inputs -see Färe and Grosskopf (1994, p. 38) .
Following the common practice of modeling the effect of time through an exogenous time variable, t, the output distance function in (1) can be rewritten as D o (x; y; t). As indicated by (1),
Deviation of the output distance function from one, due to technical inefficiency, can be accommodated as follows,
where (t) 1.
The output-distance-function-based productivity and efficiency measures
Following Lovell (2003) and Orea (2002) , we use the following output-distance-function-based productivity index to assess the productivity and efficiency of BHCs in the U.S.
where
and
It is straightforward to show that the following restrictions on! m and ! n hold
where the former holds by the linear homogeneity of the output distance function in outputs and the latter by definition.
We now define the-output-distance-function measure of returns to scale. Let " n denote the elasticity of the output distance function with respect to x n , i.e.,
The output-distance-function-based measure of returns to scale (") can then be defined as in Caves et al. (1982) 
This measure has been used in studies such as Färe and Grosskopf (1994, p. 103) and Orea (2002) .
As demonstrated by Lovell (2003) , Orea (2002) , and Feng and Serletis (2010) , the productivity index in (3) can be decomposed into three components: technical change (T C), change in technical efficiency ( T E), and scale effects (SC):
T E = @ ln (t)=@t;
The first term (T C) in (5) is a primal measure of the rate of technical change, capturing the shift in the best practice distance frontier. The second term ( T E) is a primal measure of the change in technical efficiency, representing the rate at which an observed firm moves towards or away from the frontier. The third term (SC) captures the contribution of scale economies.
The Translog Stochastic Distance Frontier (SDF) Model with Time-Varying Heterogeneity
To estimate the productivity and efficiency measures in Section 2, it is necessary to parameterize the output distance function. In this paper we choose a translog functional form for the output distance function, mainly because it is easy to impose the linear homogeneity property with this functional form. Studies that have employed a translog output distance function include Färe et al. (1993) and O'Donnell and Coelli (2005) . However, the standard translog output distance function has two drawbacks: first, it is inestimable because D o (y; x; t) is unobservable; and second, it does not allow for unobserved heterogeneity. To overcome these two drawbacks, we first follow Lovell et al. (1994) and O'Donnell and Coelli (2005) and transform the standard translog output distance function into an estimable regression equation in the form of a standard stochastic frontier model. We then follow Ahn et al. (2013) and use a multi-factor structure to model time-varying heterogeneity. These two steps will transform the standard translog output distance function into our translog SDF model with time-varying heterogeneity.
We start by specifying the standard translog output distance function as follows
where t denotes a time trend. The usual symmetry restrictions require a mp = a pm and b nj = b jn . Moreover, to ensure linear homogeneity of the output distance function in y, the following
As mentioned above, a problem with (7) is that it is inestimable. This problem can be overcome by exploiting the linear homogeneity restrictions in (8). Specifically, we follow Lovell et al. (1994) and O'Donnell and Coelli (2005) and impose the linear homogeneity by normalizing (7) by one of the outputs (say, output M )
where the first equality is obtained by the linear homogeneity property, the third one by (2). u ln( ) = ln D o (y; x; t) 0 is a measure of inefficiency that is unobservable and non-negative.
Rearranging (9) yields
Assuming that u follows a non-negative distribution and adding an independently and identically normally distributed error term, v, (10) can be further written as
The above procedure thus transforms the standard translog output distance function in (7) into (11), an estimable equation in the form of a standard stochastic frontier model. However, like other standard stochastic frontier models, (11) does not allow for unobserved heterogeneity. In this sense, we refer to (11) as the standard translog stochastic distance frontier (SDF) model.
The standard translog SDF model in (11) can be written more explicitly by expanding the first term on the right hand side
In matrix notations, (12) can be written as
where i = 1; ; K indexes firms; t = 1; ; T indexes time; q it = ln y M;it ; z it is a vector comprising all the variables on the right hand side of (12); and refers to the corresponding vector of coefficients of the translog function (including the intercept). In addition,
with 'exp' denoting an exponential distribution with an unknown parameter , and v it i.i.d.
We now turn to introducing time-varying unobserved heterogeneity into (13). Specifically, we follow Ahn et al. (2013) and use a "multi-factor structure" to capture time-varying unobserved heterogeneity. Formally, the translog SDF model with time-varying heterogeneity can be written as follows
where u it and v it are specified as above; i = ( i1 ; :::; ih ) 0 is an h 1 vector of unobserved firmspecific variables; and f t = (f t1 ; :::; f th ) 0 is the corresponding vector of parameters measuring the effects of i on q it . For identification purpose, it is required that h (T 1)=2 (Geweke and Zhou, 1996, p. 565) 2 . With regards to the specifications of f t and i , we follow Geweke and Zhou (1996) and treat both as random. This treatment has two advantages. First, it facilitates the estimation of the model within a Bayesian framework, as can be seen below. Second, it does not impose any parametric form on f t , thus giving the model flexibility in capturing time variations of unobserved heterogeneity.
The translog SDF model with time-varying heterogeneity in (14) is very general. It reduces to the standard translog SDF model in (13) when f t 0 (i.e., in the absence of unobserved heterogeneity). It also reduces to the following true random effect SDF model when h (the number of factors) is one and f t is a constant (i.e., when the unobserved heterogeneity is time invariant)
where It is straightforward to show that for the translog SDF model with time-varying heterogeneity, 2 If (14) represents a panel data model with common factors where some factors are observable, (14) can be written as
where f 1;t is a h 1 1 vector of unobservables; f 2;t is a h 2 1 vector of unobservables; e z it = z it ; f 1;t 0 ; and (15) is a random coefficient model with a new factor structure, represented by f 0 2;t 2;i . The identification restriction thus becomes h 2 (T 1)=2. Accordingly, the prior and posterior distribution for e i needs to be changed. But, our specifications and discussions regarding the new factor structure remain the same. Further, if f 1;t is a constant scalar (say f 1 ), the above model reduces to
where w i = f 1 1;i . The identification restriction is still h 2 (T 1)=2.
technical efficiency, technical change, and returns to scale are respectively
Equation (17) can then be used to obtain efficiency change, T E = du=dt.
Bayesian Estimation
In this section, we discuss a Bayesian procedure for estimating the translog SDF model with time-varying heterogeneity in (14). We first introduce some matrix notations: Following Koop and Steel (2003) and O'Donnell and Coelli (2005), we adopt a flat prior for
and the following distribution for h v
(21) implies that h v is fully determined by the likelihood function -see the conditional posterior distribution for h v in (29).
As mentioned above, we choose an exponential distribution for u it (O'Donnell and Coelli, 2005) . Since the exponential distribution is a special case of the gamma distribution, the prior for u it is written as
where f Gamma denotes the gamma distribution.
According to Fernandez et al. (1997) , in order to obtain a proper posterior we need a proper prior for the parameter, . We use the following proper prior
where is the prior median of the efficiency distribution. Our best prior knowledge of the efficiency of BHCs in the U.S. is the mean efficiency value of 0.90 reported by Stiroh (2000) that examines the productivity and efficiency for BHCs in the U.S. over the period 1991-1997. We experimented with various values of ranging from 0:50 to 0:99. The results were always the same up to the number of digits presented in Section 6, suggesting that our results are very robust to large changes in .
As stated above, we follow Geweke and Zhou (1996) and assume that i and f t follow the following distributions respectively i i.i.d. N (0; I h ), for i = 1; 2; :::; K;
and p (f t ) / 1; for t = 1; 2; :::; T:
The likelihood function can be shown to be
Using Bayes's Theorem and combining the likelihood function in (26) and the prior distributions in (20) - (25), we obtain the following posterior joint density function
Note that all the measures of productivity, technical change, technical efficiency, returns to scale are functions of ; h v ;u; 1 , , and F . Let g( ,h v ,u, 1 , ;F ) represent these functions of interest.
In theory, we could obtain the moments of g( ,h v ,u, 1 , ;F ) from the posterior density through integration. Unfortunately, these integrals cannot be computed analytically. Therefore, we use the Gibbs sampling algorithm which takes sequential random draws from a series of full conditional posterior distributions. Under very mild assumptions (Tierney, 1994) , these draws converge to draws from the joint posterior. Once draws from the joint distribution are obtained, any posterior feature of interest can be calculated.
The full conditional posterior distributions for ; h v ;u; and 1 are shown to be
where The conditional posterior densities of i , for i = 1; 2; :::; K, are multivariate normal as follows:
The full conditional posterior distributions for F is more involved than those given in (28) -(32). Specifically, for identification purpose (Geweke and Zhou, 1996) , we set the first h columns 
1 ; :::;
= ( i1 ; :::; it ) 0 (i = 1; :::; K):
The Gibbs sampler for Bayesian estimation can then be implemented by drawing sequentially from the conditional posteriors in (28)-(34).
The Data
The data used in this study are obtained from the consolidated FR Y-9C reports filed by U.S.
BHCs over the period 2004 -2013. Studies (Cole et al., 2004; Berger et al., 2005) suggest that large and small BHCs/banks employ different production technologies. Specifically, large BHCs/banks tend to employ "hard" information-based production technologies, while small ones tend to employ "soft" information-based production technologies (Berger et al., 2005) . To avoid potential problems associated with technology heterogeneity, in this paper we focus on a selected subsample of relatively homogeneous large BHCs, namely those with total assets in excess of 1 To select the relevant variables, we follow the commonly-accepted intermediation approach proposed by Sealey and Lindley (1977) , whereby banks collect purchased funds and use labor and capital to transform these funds into loans and other assets. On the input side, three inputs are included: the quantity of labor, x 1 ; the quantity of purchased funds and deposits, x 2 ; and the quantity of physical capital, x 3 , which includes premises and other fixed assets. On the output side, four outputs are specified. They are consumer loans, y 1 ; securities, y 2 , which includes all non-loan financial assets (i.e., all financial assets minus the sum of all loans, securities, and equity);
non-consumer loans, y 3 , which is composed of industrial, commercial, and real estate loans; and off-balance sheet items, y 4 . All the quantities are constructed by following Berger and Mester (2003) , with the exception of y 4 , which is constructed by following the User's Guide for the BHC Performance Report published by the Federal Reserve Board (2013). These quantities are deflated by the GDP deflator to the base year 2004, except for the quantity of labor.
Empirical Results
Model comparison
In this subsection, we compare the estimation performance of the three SDF models, namely, the SDF model with time-varying heterogeneity in (14), the standard translog SDF model in (13) and the translog SDF model with time-invariant heterogeneity in (16).
Before making this comparison, we first discuss two things: i) the choice of h (i.e., the number of factors) for the SDF model with time-varying heterogeneity, and ii) the convergence performance of the three SDF models. With regard to the choice of h, given that we have T = 10 time periods, the highest number of factors identifiable is 4 (i.e. h (T 1)=2). We, therefore, estimate four different versions of the SDF model with time-varying heterogeneity, with the first version having one factor, the second version having two factors, the third version having three factors, and the last version having four factors. Following Geweke et al. (2015) , we use the marginal log likelihood to choose among the four versions. As can be seen from To evaluate the convergence performance of the three SDF models, we calculate the simulation inefficiency factors (SIF) for each model. SIF can be interpreted as the number of successive iterations needed to obtain near independent draws (see, for example Kim et al., 1998) . In our experience, a sampler can achieve reasonable mixing performance when the resulting SIF value is below 100. As can be seen from We now turn to comparing the three SDF models using the Bayes factor (Kass and Raftery 1995) . Letting M I and M J denote two competing models, the Bayes factor is defined as the ratio of the posterior odds of M J to M I multiplied by the prior odds of M J to M I . When both models have an equal prior likelihood, the Bayes factor reduces to
where Pr (D jM J ) and Pr (D jM I ) represent the marginal likelihood (integrating over the model parameters) of the data D for M J to M I , respectively. The Bayes factor summarizes "the evidence provided by the data in favor of one scientific theory, represented by a statistical model, as opposed to another" (Kass and Raftery, 1995) . Kass and Raftery suggest using the following Schwarz criterion to approximate the Bayes factor: 17533:76) . This confirms that unobserved heterogeneity is present among the BHCs. In addition, the DIC value for the translog SDF model with timevarying heterogeneity is much smaller than that for the translog SDF model with time-invariant heterogeneity, confirming that unobserved heterogeneity is time-varying in the U.S. banking industry.
Possible candidates for the four time-varying unobserved factors include asset quality, geographic reach and local branch density, organizational structure, and "too-big-to-fail" factors.
These four candidates have been widely documented to have important impacts on the production process of banks (see Hughes and Mester, 1993; Dick, 2006; Berger et al., 2005; Davies and Tracey, 2014) . It should be noted that while these four factors are unknown to the econometrician, they are likely to be known to firm (bank) managers (see Reiss and Wolak, 2007) . The time-varying nature of these four factors implies that the effects of these factors on the production process of banks vary over time. For instance, factors, which have helped increase revenues or reduce costs today, may be less helpful or even not helpful in the future. Therefore, bank managers should closely monitor the trends of these factors so that they have the current information on these factors when making production decisions. They should also take preventive and proactive measures so that these factors evolve in a way that leads to higher revenues or lower costs in the future.
Consequences of failure to take into account unobserved heterogeneity
It is of interest to briefly examine consequences of failing to allow for time-varying unobserved technology heterogeneity. Due to space limitations, we use productivity growth as an example, because productivity growth is a more comprehensive measure of productivity and efficiency than technical change, technical efficiency, and returns to scale.
We undertake this examination in two steps. In the first step, we examine consequences of completely ignoring unobserved heterogeneity on the magnitudes of productivity growth, by comparing the standard translog SDF model and the translog SDF model with time-varying heterogeneity.
Panel A, Table 3 presents the mean differences in productivity growth between these two models.
As can be seen, the mean differences in productivity growth range between 0:41% and 0:56%
with an average of 0:14%. This means that by completely ignoring unobserved technology heterogeneity, the standard translog SDF model on average overestimates productivity growth by 0:14%:
This latter figure is not small, considering that the average productivity growth over the sample period based on the translog SDF model with time-varying heterogeneity is only one-seventh of this figure (i.e., 0:02%; see Table 7 ).
We now turn to the second step. In this step we examine consequences of not allowing technology heterogeneity to vary over time, by comparing the translog SDF model with time-invariant heterogeneity and the translog SDF model with time-varying heterogeneity. Panel B, Table 3 presents the mean differences in productivity growth between these two models. As can be seen, the mean differences in productivity growth between these two models range between 0:51% and 0:08% with an average of 0:35%. This suggests that by failing to allow technology heterogeneity to vary over time, the translog SDF model with time-invariant heterogeneity underestimates productivity growth by 0:35%: Again, this figure is not small, because the average productivity growth over the sample period based on the translog SDF model with time-varying heterogeneity is only 0:02% (see Table 7 ).
Hence, in what follows we concentrate on the empirical results from the translog SDF model with time-varying heterogeneity. Feng and Serletis (2010) and Feng and Zhang (2012) . There are two possible reasons for this.
Empirical results from the SDF model with time-varying heterogeneity
Technical change
First, the two previous studies only include commercial banks that operated continuously over the sample period, whereas our unbalanced panel not only includes BHCs that operated continuously over the sample period, but also less efficient BHCs that did not survive. Second, our measure of technical change, by definition, only includes pure technical change (i.e., technical change captured by the time trend). Technical change due to factors, such as improvements in output/input quality and branch networks, is captured by the multi-factor structure and thus excluded from our estimates. As pointed out by Hulten (1992) , technical change is "a measure of our ignorance" and that the more we can explain it, the smaller pure technical change becomes. To get a better understanding of the distribution of technical efficiency across BHCs, in 2012. This result suggests that the BHCs were not affected by the recent financial crisis to the same extent; instead, some were more affected than others. there is a nonlinear relationship between asset size and returns to scale, we regress the estimated returns to scale on a constant, total assets, and squared total assets for each year, i.e. RT S = 0 + 1 ASSET + 2 ASSET 2 , where 0 is a constant, 1 the coefficient for ASSET, and 2 the coefficient for ASSET 2 . Again for each year, we cannot reject that 1 = 2 = 0 at the 5% level of significance, confirming that there is no clear pattern between returns to scale and asset size. This finding is consistent with those of Daniel et al. (1973) , Murray and White (1983) , and Feng and Zhang (2014) Specifically, those studies find that when technology heterogeneity is accounted for, the commonly found pattern (i.e., banks face increasing returns to scale up to an optimum size and then decreasing returns to scale above that point) may not hold. In addition, we also run similar regressions for technical efficiency. Again, we find that there is no clear pattern between technical efficiency and asset size.
Technical efficiency
Returns to scale
We also note that there are some similarities and some differences between the results presented here and those of other recent studies (Wheelock and Wilson, 2012; Hughes and Mester, 2013; Davies and Tracey, 2014 Table 7 presents the results on productivity growth and its three components (i.e., technical change, efficiency change, and scale effects). It should be noted that the first year of the sample period is dropped because we need to difference technical efficiencies in two consecutive years to obtain efficiency changes. This table shows that the estimates of productivity growth are quite small, ranging between 0:32% and 0:49%.
TFP growth and its components
We now turn to the three components of productivity growth. The estimates of scale effects are very small, ranging between 0:02% and 0:11% (see the last panel of Table 7 ). This small magnitude is not surprising, given that the BHCs on average show slight increasing or constant returns to scale through the sample period. In addition, the estimates of scale effects are positive for all sample years with the exception of 2009 and 2010. This is because input reductions occurred in these two years (see equation (6) As with the case of technical change, there are two possible reasons for the small magnitude of productivity growth. First, our unbalanced panel not only includes surviving BHCs, but also less productive BHCs that did not survive. Second, our estimates of productivity growth only include pure technical change. Technical change due to factors, such as improvements in output/input quality and branch networks, is captured by the multi-factor structure and thus excluded from our estimates of productivity growth.
Conclusion
Productivity and efficiency of the U.S. banking industry has attracted much attention in the past three decades. One important line of research in this area focuses on how to deal with the problem of unobserved heterogeneity among banks. The present study aims to contribute to this line of research by applying a stochastic distance frontier model that allows for unobserved time-varying heterogeneity to bank holding companies (BHCs) in the U.S. This study is interesting because there is considerable evidence that time-varying unobserved heterogeneity is widely present in the industry.
Specifically, we estimate a translog stochastic distance frontier ( 
