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Learning New Facts from Knowledge Bases with Neural Tensor Networks and 


















































































































































































Comparing SVM and Convolutional Networks for Epileptic Seizure Prediction 
















































































































































































































































































Lua combines simple procedural syntax with powerful data description constructs                   
based on associative arrays and extensible semantics. Lua is dynamically typed,                     
runs by interpreting bytecode for a register­based virtual machine, and has                     


















































  ______             __   |  Torch7  
 /_  __/__  ________/ /   |  Scientific computing ​for​ Lua.  
  / / / _ \/ __/ __/ _ \  |  
 /_/  \___/_/  \__/_//_/  |  https://github.com/torch  




















































myparams = { 
hiddenunits = 100, 
learningrate = 0.1, 
momentum = 0.9, 
maximumnorm = 1, 
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batchsize = 128, 
maxtries = 100, 




























input_size = mydata:featureSize(), 
output_size = myparams.hiddenunits, 

















































































2.7%  3.8%  3.04%   
Linear 
classifier 
7.6%  12.0%  8.4%  [31][31][31] 
K­Nearest 
Neighbors 
0.52%  5.0%  1.33%  [32][31][35] 
Non­linear 
classifiers 
3.3%  3.6%  3.3%  [31][31][31] 
Support vector 
machines 
0.56%  1.4%  0.8%  [33][25][31] 










































MNIST  100  92  3.80% 
MNIST  120  104  3.48% 
MNIST  140  421  3.21% 
MNIST  160  175  3.33% 
MNIST  180  165  3.01% 
MNIST  200  312  3.00% 
MNIST  220  422  2.90% 
MNIST  240  584  2.93% 
MNIST  260  199  3.15% 
MNIST  280  293  3.04% 





















Cifar10  100  98  46.85% 
Cifar10  120  88  47.62% 
Cifar10  140  55  49.32% 
Cifar10  160  53  47.63% 
Cifar10  180  54  48.06% 
Cifar10  200  52  48.84% 
Cifar10  220  68  49.65% 
Cifar10  240  50  50.46% 
Cifar10  260  46  48.91% 
Cifar10  280  74  49.93% 
Cifar10  300  55  49.90% 
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Cifar10 Graphs 
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One disadvantage of neural networks is the long training times. We can use our 
experiences training MNIST to demonstrate (our experiences with Cifar10 are similar). 
When we set the number of hidden nodes to 100, each iteration took about six seconds 
to run and our program went through 193 iterations before deciding to stop early due to 
lack of progress. The ideal solution was found on the 92nd iteration. We end up getting 
an error rate of 3.8%. When we set the number of hidden nodes to 300, each iteration 
took about ten seconds to run and our program went through 589 iterations before 
deciding to stop early due to lack of progress. The ideal solution was found on the 488th 
iteration. We end up getting an error rate of 2.7%. We should also note that increasing 
the number of hidden nodes from 100 to 300 dramatically increased the time it took to 
train the neural network from around 30 minutes to over 3 hours. 
 
Interestingly enough, the number of iterations required before reaching the ideal 
solution seems to have no correlation with the number of hidden units. This is because 
the algorithm chooses a random spot to start walking towards the ideal solution and 
may sometimes land in a more favorable spot initially. However, in general, more 
hidden units result in more favorable results, especially for MNIST. 
 
The Cifar10 dataset resulted in much worse results than the MNIST. This can be 
explained by the much more complex images contained in the dataset. In order to 
improve results, it may be necessary to increase the number of hidden units, increase 
46 
the number of layers in the model, or use a more aggressive learning rate. 
Unfortunately this is unfeasible with the limited hardware that we have access to.  
 
Overall, these results are somewhat typical of neural networks, which seem to have a 
large variation in error rate percentage. On the MNIST dataset other results range from 
4.7% in a test run by Yann LeCun [31] to 0.35% in a test run by Dan Ciresan [34]. The 
current best result for Cifar10 [37] also uses a variation on neural networks, showing 
that neural networks are indeed a good candidate for classification of more complex 
imagery as well.  
 
Nevertheless, these are pretty favorable results (especially when considering the limited 
hardware that the test was run on) and aptly demonstrate the potential that neural 
networks have when solving these sorts of problems. 
 
Conclusion 
 
In conclusion, neural networks are shown to be a viable choice when doing image 
recognition, especially of handwritten digit images. This is because neural networks are 
especially useful for solving problems with non­linear solutions, which applies in the 
case of handwritten digit images, since the hidden units are able to effectively model 
such problems. We must also note that this is with the caveat of having the necessary 
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computational hardware and time. Without such resources, results can be subpar, as 
shown by the Cifar10 tests. 
 
While there are many advantages to using neural networks, there are also a few 
drawbacks. One drawback to neural networks is in training. Since the system has to go 
through many iterations during the training phase, this may cause training to take a long 
time, especially when run on computers using older hardware.  
 
Another drawback to neural networks (although this applies to all machine learning in 
general) is picking the right parameters (such as number of hidden nodes per layer, 
learning rate, and number of layers). The right parameters can cause a huge difference 
in results with a massive decrease in error rate percentage. However, it is difficult to 
balance and the wrong choices can cause extremely long training times or inaccurate 
results. 
 
Future work may include running tests on models that have more hidden units and 
layers as well as using a more aggressive learning rate. To accommodate the large 
hardware demands that are required to do such work, we may look into running our 
computations in the cloud. Amazon has the EC2 cloud which may be able to offload a 
lot of the work. Another possible way to drastically improve hardware performance may 
be to use the graphics card to help with computations. NVIDIA has the CUDA library 
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which is excellent at running computations in parallel, which Torch7 actually has some 
built in support for. 
 
With the rise of tools such as torch7 (and dp) neural networks are now more useful than 
ever before and will probably be applied to many other problems in the future. This can 
range from item recommendation at a shopping service like Amazon or even to things 
like self­driving cars. We live in an era ruled by data and I am excited to see what will 
come next. 
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