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Abstract
We establish the relationship between the growth rate of periodic orbits and the
topological entropy for C1 generic vector fields: this extends a classical result of
Katok for C1+α(α > 0) surface diffeomorphisms to C1 generic vector fields of any
dimension. The main difficulty comes from the existence of singularities and the
shear of the flow.
1 Introduction
For an Axiom A system f , Bowen [1] proved that the upper limit of the growth rate
of periodic points is equal to its topological entropy, namely,
lim sup
n→∞
1
n
log#Pn(f) = htop(f),
where Pn(f) = {x ∈ M : x = fn(x)}, htop(f) is the topological entropy of f . Katok [6,
Theorem 4.3] showed that for a C1+α(α > 0) diffeomorphism f on a compact manifold
and any f -invariant Borel probability measure with non-zero Lyapunov exponents, the
upper limit of the growth rate of periodic points for f is larger than or equal to its metric
entropy, i.e.,
lim sup
n→∞
1
n
log#Pn(f) ≥ hµ(f), where µ is a hyperbolic measure.
In particular, if f is a C1+α surface diffeomorphism, then one has
lim sup
n→∞
1
n
log#Pn(f) ≥ htop(f).
In this paper, we will consider the case of vector fields. Assume thatM is a boundary-
less compact smooth Riemannian manifold and X 1(M) is the space of all C1 vector fields
on M with the C1 norm. Note that X 1(M) is a Banach space. A vector field X ∈ X 1(M)
generates a flow ϕt = ϕ
X
t . Suppose that [x]
△
= {y ∈M : y ∈ Orb(x)}. Let
#PT (X) =
∑
[x]∈PT (X)
π(x),
where π(x) is the minimal period of x and PT (X) = {[x] ⊂M : 0 < π(x) ≤ T}.
∗We were partially supported by NSFC 11671288 and A Project Funded by the Priority Academic
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Theorem A. There is a dense Gδ set R ⊂ X
1(M) such that for any X ∈ R, one has
lim sup
T→∞
1
T
log#PT (X) ≥ htop(X) := htop(ϕ1).
One of the main difficulties for proving Theorem A is the presence of singularities.
Flows with singularities have rich and complicated dynamics such as the Lorenz attractor
[13, 5]. At singularities, one can not define the linear Poincare´ flow (see Definition 2.1).
Hence we lose some compact properties. Even there is no singularities, we are not able
to use the usual Pesin theory as in Lian and Young [9] since the vector field is only C1.
Additionally, one may have “shear” for flows. This is sharp in this work since we have
to control the periods by the nature of this work. We introduce the outline of proof on
Theorem A:
— If a generic vector field is star (see Definition 3.1), every regular ergodic measure
(see Definition 2.2) of this vector field is hyperbolic from Shi-Gan-Wen [15, Theorem
E]. Then by applying a shadowing lemma, we show the relationship between the
upper limit of the growth rate and the metric entropy for the regular measure.
— If a generic vector field is not star, we prove that the upper limit of the growth rate
of periodic orbits is infinity, hence larger than the topological entropy.
2 Preliminaries
Given X ∈ X 1(M), a point σ ∈ M is a singularity if X(σ) = 0. Denote by Sing(X)
the set of singularities. A point x is regular if X(x) 6= 0. A regular point p is periodic,
if ϕXt0 (p) = p for some t0 > 0. A critical point is either a singularity or a periodic point.
Denote the normal bundle of X by
NX
△
=
⋃
x∈M\Sing(X)
Nx, where Nx
△
= {v ∈ TxM : v ⊥ X(x)}.
For the flow ϕXt generated by X , its derivative with respect to the space variable is
called the tangent flow and is denoted by dϕXt .
Definition 2.1. Given x ∈ M \ Sing(X), v ∈ Nx and t ∈ R, the linear Poincare´ flow
ψXt (v) is the orthogonal projection of ϕ
X
t (v) on NϕXt (x) along the flow direction X(ϕ
X
t (x)),
ψXt (v)
△
= dϕXt (v)−
〈dϕXt (v), X(ϕ
X
t (x))〉
‖ X(ϕXt (x)) ‖2
X(ϕXt (x)),
and the rescaled linear Poincare´ flow ψ∗t is
ψ∗t (v)
△
=
‖ X(x) ‖
‖ X(ϕXt (x)) ‖
ψXt (v) =
ψXt (v)
‖ dϕXt |<X(x)> ‖
.
Let µ be an invariant measure of ϕt which is not concentrated on Sing(X), for the
linear Poincare´ flow ψt : N → N . by the Oseledec Theorem [7, Theorem S.2.9], for µ-a.e.
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x, there is a measurable splitting Nx =
k(x)⊕
i=1
Ei(x) and numbers λ1(x) < λ2(x) < · · · <
λk(x)(x), such that
lim
t→∞
1
t
log ‖ ψt(v) ‖= λi(x), ∀ v ∈ Ei(x) \ {0}, i = 1, 2, . . . , k(x), where 1 ≤ k(x) ≤ d− 1.
These quantities are called the Lyapunov exponents at point x of ψt and the sub-bundle
Ei(x) is called the Oseledec subspace of λi(x).
Definition 2.2. An ergodic measure µ of the flow ϕt is regular if it is not supported on
a singularity. A regular ergodic measure is hyperbolic, if the Lyapunov exponents of the
linear Poincare´ flow ψt are all non-zero.
Remark. We can also define the hyperbolicity of an ergodic measure by using the tangent
flow dϕt as usual. However, for ergodic measures that are not supported on singularities,
there will be one zero Lyapunov exponent for the tangent flow along the flow direction.
For a regular hyperbolic ergodic measure µ, we can rewrite the splittingN =
k⊕
i=1
Ei, (1 ≤
k ≤ d− 1) as N = Es⊕Fu, where all the Lyapunov exponents along Es are negative and
all the Lyapunov exponents along Fu are positive. We call the splitting N = Es⊕Fu the
hyperbolic Oseledec splitting w.r.t. the hyperbolic ergodic measure µ.
Definition 2.3. Let Λ ⊂M \ Sing(X) be an invariant (not necessarily compact) set. An
invariant splitting NΛ = E ⊕ F w.r.t. the linear Poincare´ flow ψt is dominated, if there
are C > 0 and η > 0 such that for any x ∈ Λ and any fixed t > 0, one has
‖ ψt|Ex ‖ · ‖ ψ−t|Fϕt(x) ‖≤ Ce
−ηt.
The linear Poincare´ flow ψt loses the compactness due to the existence of singularities.
This difficulty can be overcome by extending the linear Poincare´ flow (see [8]). For under-
standing the accumulation directions on singularity, one has to define the transgression
of the tangent flow dϕXt : for the sphere bundle SM = {v ∈ TM : ‖v‖ = 1}, the map
(t, v)→
dϕXt (v)
‖dϕXt (v)‖
, t ∈ R, v ∈ SM
defines a flow on SM . For any point v ∈ SM , one can define a fiber Nv = {u ∈ TM : u ⊥
v} and then define a bundle NSM . Then one can consider another bundle on M :
NSM = {(v1, v2) : v1 ∈ SxM, v2 ∈ TxM, v1 ⊥ v2},
and define the following flow on NSM after Liao:
Θt(v1, v2) = (dϕ
X
t (v1), dϕ
X
t (v2)−
〈dϕXt (v1), dϕ
X
t (v2)〉
‖ dϕXt (v1) ‖
2
dϕXt (v1))
= (ProjS(Θt),ProjN(Θt))
The linear Poincare´ flow ψt can be “embedded” in the flow Θt. In fact, if one considers
the subsets {(X(x)/‖X(x)‖, v)} ⊂ NSM , then for any regular point x ∈ M and any
v ∈ Nx, one has ψXt (v) = ProjNΘt(X(x)/‖X(x)‖, v).
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For a compact invariant set Λ, its transgression Λ˜ is defined by
Λ˜ = Closure{X(x)/‖X(x)‖ : x ∈ Λ \ Sing(X)} in SM.
Thus, ProjNΘt is a continuous flow on Λ˜. The extended linear Poincare´ flow ψ˜ on NΛ˜SM
is defined as the compactification of the fibered flow ProjNΘt on
⋃
x∈Λ\Sing(X){X(x)/‖X(x)‖}
over the base flow ProjSΘt.
Lemma 2.4. [8, Lemma 3.1] The extended linear Poincare´ flow ψ˜Xt (v) varies continuously
w.r.t. the vector field X, the time t and the vector v.
Proof. This follows from the fact that the flow Θt is continuous w.r.t. X , R andNSM .
Lemma 2.5. If NΛ\Sing(X) = E ⊕ F is a dominated splitting w.r.t. the linear Poincare´
flow ψt on an invariant set Λ, then the extended linear Poincare´ flow ψ˜t has dominated
splitting NΛ˜SM = E˜ ⊕ F˜ and the bundles E˜ , F˜ are continuous on Λ˜.
Proof. By the definition of dominated splitting, there are C > 0 and η > 0 such that for
any x ∈ Λ \ Sing(X) and any fixed t > 0, one has
‖ ψt|Ex ‖ · ‖ ψ−t|Fϕt(x) ‖≤ Ce
−ηt. (1)
Thus, on the set Γ = {X(x)/‖X(x)‖ : x ∈ Λ \ Sing(X)} ⊂ SM , the lifts of E and F in
NΓSM still satisfy the inequality (1). Thus these two bundles can be extended on the
closure of Γ, which is Λ˜, in a unique and continuous way.
Lemma 2.6. [Definition of the transgression of a measure] If µ is an ergodic ϕt-invariant
measure on M with µ(Sing(X)) = 0, then there is an ergodic ProjSΘt-invariant measure
µ˜ on Λ˜, the transgression of Λ = Supp(µ), such that the Lyapunov exponents of flow ψ˜t
w.r.t. the measure µ˜ are the same as the Lyapunov exponents of the linear Poincare´ flow
ψt w.r.t. the measure µ. The measure µ˜ is called the transgression of µ.
Proof. Let P : TM →M be the projection which is a continuous surjection with P(v) = x
for any vector v ∈ TxM . Take the measure µ˜ = (P|Λ˜)∗µ on Λ˜. For any Borel set A ⊂ Λ˜
with µ˜(Φ−t(A)) = µ˜(A) for every t ∈ R, one has µ(P(ProjSΘ−t(A))) = µ(PA) for ∀ t ∈ R.
Since µ is an ergodic ϕt-invariant measure, µ˜(A) = µ(PA) = 0 or 1. It means that µ˜ is
an ergodic ProjSΘt-invariant measure.
Applying the Oseledec Theorem to the linear Poincare´ flow ψt : NΛ → NΛ, for µ-a.e.
x, there is splitting Nx = E1⊕E2⊕ · · · ⊕ Em and quantities λ1 < λ2 < · · · < λm such that
lim
t→∞
1
t
log ‖ ψt(v) ‖= λi, ∀ v ∈ Ei \ {0}, i = 1, 2, . . . , m,where 1 ≤ m ≤ dim(M) − 1.
By the definition of the extend Poincare´ flow, for the splitting Nx =
⊕m
i=1 Ei, ∀v ∈ Ei\{0},
one has
lim
t→∞
1
t
log ‖ ψ˜t(v) ‖= lim
t→∞
1
t
log ‖ ProjNΘt(X(x)/‖X(x)‖, v) ‖= lim
t→∞
1
t
log ‖ ψt(v) ‖= λi.
Therefore, the Lyapunov exponents of ψ˜t w.r.t. the measure µ˜ are the same as the
Lyapunov exponents of the linear Poincare´ flow ψt w.r.t. the measure µ.
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3 The Reduction of Theorem A
3.1 Proof of Theorem A
Definition 3.1. A vector field X ∈ X 1(M) is star, if there is a C1 neighborhood U of X
such that every critical element of any Y ∈ U is hyperbolic.
For a generic non-star vector field, the growth rate of periodic orbits for this vector
field is infinite. We postpone the proof of Theorem 3.2 in Section 3.3.
Theorem 3.2. There is a dense Gδ set R ⊂ X 1(M) such that if X ∈ R is not star, then
lim sup
T→∞
1
T
log#PT (X) = +∞.
For star vector fields, we have two steps. First, based on that any regular ergodic
measure of star vector field is hyperbolic, we show that the hyperbolic Oseledec splitting
is a dominated splitting (Theorem 3.3). Secondly, we prove that if the hyperbolic Oseledec
splitting w.r.t. a regular hyperbolic measure is a dominated splitting, then the growth
rate of periodic orbits is larger than or equal to the metric entropy (Theorem 3.4).
Theorem 3.3. If µ is a regular ergodic invariant measure of a C1 star vector field X
with hµ(X) > 0, then µ is a hyperbolic measure and its hyperbolic Oseledec splitting
N = Es ⊕Fu is a dominated splitting.
The proof of Theorem 3.3 is in Section 3.2. Recall the classical definition of the entropy.
For a homeomorphism f :M →M , the metric dfn defined as d
f
n(x, y) = max
0≤i≤n−1
d(f ix, f iy),
the topological entropy htop(f) is defined as
htop(f) = lim
ε→0
lim sup
n→∞
logNf (n, ε)
n
,
where Nf (n, ε) is the minimal number of ε-balls in the d
f
n metric covering the space M .
Katok [6, Theorem 1.1] defined the metric entropy hµ(f) of f -invariant ergodic measure
µ as
hµ(f) = lim
ε→0
lim
n→∞
logNf (n, ε, δ)
n
,
where Nf(n, ε, δ) is the minimal number of ε-balls in the d
f
n metric covering the set of
measure larger than or equal to 1− δ.
Theorem 3.4. Let µ be a regular ergodic invariant hyperbolic measure of X ∈ X 1(M).
If the hyperbolic Oseledec splitting N = Es ⊕ Fu is a dominated splitting, then
lim sup
T→∞
1
T
log#PT (X) ≥ hµ(X) := hµ(ϕ1).
For this theorem, we have to deal with the re-parametrization problem. In Liao’s
shadowing lemma, the period of periodic point which shadows the recurrent point is re-
parametrization of the recurrent time. For our goal, we have to estimate the difference
between the recurrent time and its re-parametrization. In section 4, we give the shadowing
lemma with time control. Theorem 3.4 is proved in section 5.
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Proof of Theorem A. Take a dense Gδ set R ⊂ X
1(M) as Theorem 3.2. For any X ∈ R,
if X is not star, by Theorem 3.2, one has
lim sup
T→∞
1
T
log#PT (X) =∞ > htop(X).
If X is star, then any ergodic invariant measure µ of X is a hyperbolic measure by [15,
Theorem E]. We can suppose that hµ(X) > 0, since if hµ(X) = 0, the inequality is true.
According to Theorem 3.3, the hyperbolic Oseledec splitting N = Es ⊕ Fu w.r.t. the
ergodic invariant measure µ is a dominated splitting. By Theorem 3.4, one has
lim sup
T→∞
1
T
log#PT (X) ≥ hµ(X).
By the variational principle, htop(ϕ1) = sup {hµ(ϕ1) : µ is an ergodic measure of X}.
Thus one has
lim sup
T→∞
1
T
log#PT (X) ≥ htop(X).
The proof of Theorem A is complete.
3.2 The proof of Theorem 3.3
Liao has proved the following estimates for star flows in [11, Proposition 4.4].
Lemma 3.5. For every star vector field X ∈ X 1(M), there are a C1 neighborhood U of
X and constants η > 0, T0 > 0, such that for any periodic orbit O of every Y ∈ U with
π(O) ≥ T0 and the natural hyperbolic splitting NO = E ⊕ F w.r.t. ψYt , we have
1. For any x ∈ O and every t ≥ T0, one has
‖ ψYt |Ex ‖
m(ψYt |Fx)
≤ e−2ηt;
2. For any x ∈ O,
[π(O)/T0]−1∏
i=0
‖ ψYT0 |EϕYiT0 (x)
‖≤ e−ηπ(O),
[π(O)/T0]−1∏
i=0
m(ϕYT0|FϕYiT0 (x)
) ≥ eηπ(O).
Next, we introduce the ergodic closing lemma for flows and give the statement about
the relationship between periodic orbits and metric entropy.
Definition 3.6. A point x ∈M \Sing(X) is strongly closable, if for any C1 neighborhood
U of X, L > 0 and any δ > 0, there are Y ∈ U , y ∈M and τ0 > 0 such that
1. ϕYτ0(y) = y;
2. d(ϕYt (y), ϕ
X
t (x)) < δ, ∀ 0 ≤ t ≤ τ0;
3. X = Y on M\B, where B =
⋃
t∈[−L,0]
B(ϕXt (x), δ).
Denote by Σ(X) the set of strongly closable points of X , Wen [16, Theorem 3.9] gave
the following flow version of the ergodic closing lemma.
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Theorem 3.7. ([16, Theorem 3.9]) For any C1 vector field X and any ϕXt -invariant
Borel probability measure µ, one has µ(Sing(X) ∪Σ(X)) = 1.
Proof of Theorem 3.3. According to [15, Theorem E], µ is a hyperbolic measure. Let
N = Es ⊕ Fu be the hyperbolic Oseledec splitting w.r.t. the measure µ. By Lemma 3.5,
there are η > 0, T0 > 0 and a C
1 neighborhood U of X , such that for every periodic orbit
O of any Y ∈ U with π(O) ≥ T0 and the natural hyperbolic splitting NO = E ⊕ F w.r.t.
ψYt , one has
‖ ψYt |Ex ‖
m(ψYt |Fx)
≤ e−2ηt, ∀ t ≥ T0, ∀ x ∈ O;
[π(O)/T0]−1∏
i=0
‖ ψYT0 |EϕYiT0 (x)
‖≤ e−ηπ(O),
[π(O)/T0]−1∏
i=0
m(ψYT0 |FϕYiT0(x)
) ≥ eηπ(O), ∀ x ∈ O.
Since hµ(X) > 0 and the metric entropy on any critical element is zero, we will assume
that µ does not support on any critical element for the rest of proof. Define
B(µ) = {x : lim
T→∞
1
T
∫ T
0
f(ϕt(x))dt =
∫
fdµ, ∀ continuous function f :M → R}.
Since µ is ergodic, one has µ(B(µ)) = 1. Thus, one has µ(B(µ)∩Supp(µ)∩Σ(X)) = 1 by
Theorem 3.7. For µ-a.e. x, there are vector fields {Xn}n∈N+ ⊂ U , points {xn}n∈N+ ⊂ M
and {τn : τn > 0}n∈N+ with ϕ
Xn
τn (xn) = xn satisfying:
• d(ϕXnt (xn), ϕ
X
t (x)) <
1
n
, for ∀ t ∈ [0, τn];
• ‖Xn −X‖C1<
1
n
.
Consider the ergodic measure µn which is supported on the orbit of xn. Since x is strongly
closable, for any continuous function f , one has
lim
n→∞
∫
fdµn = lim
n→∞
1
τn
∫ τn
0
f(ϕt(xn))dt = lim
n→∞
1
τn
∫ τn
0
f(ϕt(x))dt =
∫
fdµ.
Thus, µn → µ in the sense of weak∗ topology. As µ is not supported on any critical
element, one has τn →∞ as n→∞.
Claim. There are only finite sinks or sources among {Orb(xn)}.
Proof. If not, for fixed x ∈ B(µ) ∩ Supp(µ) ∩ Σ(X), we may assume that Orb(xn) are
sinks, then one only has
[τn/T0]−1∏
i=0
‖ ψXnT0 (ϕ
Xn
iT0
(xn)) ‖≤ e
−ητn .
By the definition of the extended linear Poincare´ flow, one has that
[τn/T0]−1∏
i=0
‖ ψ˜XnT0 (ϕ
Xn
iT0
(x)) ‖≤ e−ητn .
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Since d(ϕXnt (xn), ϕ
X
t (x)) <
1
n
for any t ∈ [0, τn] and ‖Xn −X‖C1<
1
n
, one has that
[τn/T0]−1∏
i=0
‖ ψ˜XT0(ϕ
X
iT0(x)) ‖≤ e
−ητn .
By Lemma 2.6, the definition of the transgression of a measure, one has that
∫
log ‖ ψ˜XT0 ‖
dµ˜(x) ≤ −η. It means that
∫
log ‖ ψXT0 ‖ dµ(x) ≤ −η. Therefore, the Lyapunov exponents
of the linear Poincare´ flow ψt are negative. By the Ruelle inequality [14, Theorem 2], one
can get hµ(ϕT0) = 0. Since µ is an ergodic measure, hµ(ϕT0) = |T0|hµ(ϕ1) = |T0|hµ(X) >
0. This is a contradiction. The claim is thus proved.
By Lemma 3.5, for the non-trivial hyperbolic splitting NOrb(xn) = E ⊕ F w.r.t. ψ
Xn
t ,
[τn/T0]−1∏
i=0
‖ ψXnT0 |EϕXniT0 (y)
‖≤ e−ητn ,
[τn/T0]−1∏
i=0
m(ψXnT0 |FϕXniT0 (y)
) ≥ eητn , ∀ y ∈ Orb(xn). (2)
We may assume that the indices of Orb(xn) are the same, then there is a dominated
splitting on the limit point x as Nx = Gx ⊕Hx, where Gx = lim
n→∞
Exn and Hx = lim
n→∞
Fxn.
We only need to prove that Gx = Esx and Hx = F
u
x . By Lemma 2.6, the inequalities (2)
means that ∫
log ‖ ψ˜XnT0 |Ex ‖ dµ˜n(x) ≤ −η,
∫
logm(ψ˜XnT0 |Fx)dµ˜n(x) ≥ η.
By Lemma 2.4, since ‖Xn −X‖C1<
1
n
for every n ∈ N+, one has∫
log ‖ ψ˜XT0 |Ex ‖ dµ˜n(x) ≤ −η,
∫
logm(ψ˜XT0 |Fx)dµ˜n(x) ≥ η.
By Lemma 2.4 again, one has
∫
log ‖ ψ˜XT0 |Gx ‖ dµ˜(x) ≤ −η and
∫
logm(ψ˜XT0 |Hx)dµ˜(x) ≥ η.
According to the Birkhoff ergodic theorem and Lemma 2.6, one has
lim
m→∞
1
m
m−1∑
i=0
log ‖ ψXT0 |GϕiT0 (x) ‖= limm→∞
1
m
m−1∑
i=0
log ‖ ψ˜XT0 |GϕiT0 (x) ‖=
∫
log ‖ ψ˜XT0 |Gx ‖ dµ˜(x) ≤ −η,
lim
m→∞
1
m
m∑
i=1
logm(ψXT0 |HϕiT0 (x)) = limm→∞
1
m
m∑
i=1
logm(ψ˜XT0 |HϕiT0 (x)) =
∫
logm(ψ˜XT0 |Hx)dµ˜(x) ≥ η.
It means that lim
m→∞
1
m
m−1∑
i=0
log ‖ ψXT0 |GϕiT0 (x) ‖≤ −η < 0. That implies Gx ⊂ E
s
x. If E
s
x * Gx,
then there is a non-zero vector v belong to Esx but not belong to Gx. One has the dominated
splitting v = v1 + v2 and v1 ∈ Gx, 0 6= v2 ∈ Hx. Therefore,
lim
t→∞
1
t
log‖ψXt (v)‖ = lim
t→+∞
1
t
log‖ψXt (v2)‖ ≥ lim
m→∞
1
m
m∑
i=1
logm(ψ˜XT0 |HϕiT0 (x)) > 0.
This contradicts to the fact that the Lyapunov exponents along Esx are negative. Conse-
quently, one has that Esx ⊂ Gx. Therefore, one has that E
s
x = Gx. Similarly, one can get
that Fux = Hx.
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3.3 Proof of Theorem 3.2
Lemma 3.8. There is a dense Gδ set R ⊂ X 1(M) such that for given T, k ∈ N+, if for
every C1 neighborhood U of X ∈ R, there is Y ∈ U having k periodic orbits whose periods
belong to (T, 3T
2
), then X has k orbits whose periods belong to (T, 3T
2
).
Proof. Fix a countable topological base {O1, O2, . . . , Oi, . . . } ofM . Let {U1, U2, . . . , Un, . . . }
be the family of finite unions of {Oi}. We define
Hkn,T
△
= {X : X has k hyperbolic periodic orbits with period belonging to (T, 3T/2) in Un},
N kn,T
△
= { X : ∃ C1 neighborhood U of X, s.t. for any Y ∈ U , either Y has
no k periodic orbits with periods belonging to (T, 3T/2) or all k periodic
orbits with period belonging to (T, 3T/2) of Y are not in Un }.
By the definition, the set N kn,T is open. By the stability of hyperbolicity, H
k
n,T is open.
Claim. Hkn,T ∪N
k
n,T = X
1(M).
Proof of Claim: For any X ∈ X 1(M), if X /∈ N kn,T , then for any C
1 neighborhood U of X ,
there is a Y ∈ U which has k periodic orbits whose periods belong to (T, 3T/2) belonging
to Un. Thus, there is a sequence {Xm}m∈N+ ⊂ H
k
n,T such that Xm → X . Therefore,
X ∈ Hkn,T . Consequently, H
k
n,T
⋃
N kn,T is open and dense.
Let
R =
∞⋂
k=1
∞⋂
n=1
∞⋂
T=1
(
Hkn,T ∪ N
k
n,T
)
.
It is clear that R is a residual subset of X 1(M). For given T > 0 and any X ∈ R, if there
exists a C1 neighborhood U of X ∈ R such that any Y ∈ U has k periodic points with
period belonging to (T, 3T/2), then X /∈ N kn0,T for some n0. Therefore, X ∈ H
k
n0,T
.
We prove Theorem 3.2 based on the generic property of vector fields.
Proof of Theorem 3.2. Take a dense Gδ set R ⊂ X 1(M) as Lemma 3.8. If any X ∈ R is
not star, then for any C1 neighborhood U of X , there is Y ∈ U which has a non-hyperbolic
periodic point x of Y . Let T ′ be the period of x, then ψYT ′ has a eigenvalue λ whose module
is 1. For any N ∈ N+, we consider the following two cases.
λ is real. In this case, λ = ±1. We may assume that λ = 1 ( The case λ = −1
can be proved similarly). After a C1 perturbation, one can assume that Y is locally
linear in a small neighborhood of the periodic orbit. Therefore, there is an infinite subset
B ⊆ M such that ϕYT ′|B = Id. We can find at least e
N fixed points of ϕYT ′ in a small
cross section at x. By Lemma 3.8, X has eN periodic orbits whose periods belong to
([T ′]− 1, 3([T ′ − 1])/2). Consequently, one has
1
2T ′
log#P2T ′(X) ≥ N/2.
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λ is not real. In this case, DϕYT ′ is a rotation map on the sub-eigenspace V w.r.t. the
eigenvalue λ. One can also assume that Y is locally linear in a small neighborhood of
the periodic orbit after a C1 perturbation, one can also assume that ϕYT ′|V is a rational
rotation by perturbation. Thus there is k ∈ N+ such that ϕYkT ′|V = Id. Therefore, one can
find at least eNT fixed points of ϕYT , where T = kT
′. Consequently,
1
T
log#PT (Y ) ≥ N .
In any case, for any C1 neighborhood U of X and every n ∈ N+, there are Y ∈ U
and T0 = T0(n) such that Y has at least e
nT0 periodic orbits whose periods is T0. By
Lemma 3.8, X has at least enT0 periodic orbits whose periods belong to (T0, 3T0/2). By
the arbitrariness of n, one has
lim sup
T→∞
1
T
log#PT (X) = +∞.
4 A shadowing lemma with time control
For the linear Poincare´ flow, one has the shadowing lemma of Liao for some quasi-
hyperbolic orbit segments.
Definition 4.1. Assume that Λ ⊂M \Sing(X) is an invariant (not necessarily compact)
set having a dominated splitting NΛ = E ⊕ F w.r.t. the linear Poincare´ flow. Given
η > 0 and T0 > 0, an orbit arc ϕ
X
[0,T ](x) ⊂ Λ with T > T0 is (η, T0)-quasi hyperbolic
(associated to Λ) if there is a time partition 0 = t0 < t1 < t2 < t3 < · · · < tl = T with
ti+1 − ti ≤ T0, i = 0, · · · , l − 1 such that for k = 0, 1, · · ·, l − 1, one has
k−1∏
i=0
‖ ψ∗ti+1−ti |EϕXti (x)
‖≤ e−ηtk ,
l−1∏
i=k
m(ψ∗ti+1−ti|FϕXti (x)
) ≥ eη(T−tk).
For obtaining a periodic orbit, we have the Liao’s shadowing Lemma (see [12, Theorem
5.5] and [10, Theorem I]) which means the recurrent quasi-hyperbolic orbits whose initial
point and terminal point are far away from Sing(X) can be shadowed by periodic orbits.
Theorem 4.2. (Liao’s shadowing Lemma) Suppose Λ ⊂ M\Sing(X) is an invariant set
with a dominated splitting NΛ = E ⊕ F . Given ε0 > 0 and two constants η > 0, T0 ≥ 1,
for every ε > 0, there is δ > 0 such that for any orbit segment ϕX[0,T ](x) ⊂ Λ with the
following properties:
• d(x, Sing(X)) ≥ ε0 and d(ϕXT (x), Sing(X)) ≥ ε0,
• ϕX[0,T ](x) is (η, T0)-quasi hyperbolic,
• d(x, ϕXT (x)) < δ,
Then there exist a C1 increasing homeomorphism θ : [0, T ] → R and a periodic point
p ∈M whose period is θ(T ) such that:
1. 1− ε < θ′(t) < 1 + ε, ∀ t ∈ [0, T ];
10
2. d(ϕXt (x), ϕ
X
θ(t)(p)) ≤ ε|X(ϕ
X
t (x))|, ∀ t ∈ [0, T ].
Remark 4.3. In Theorem 4.2, in fact one can have that
ϕXθ(t)(p) ∈ expϕt(x)Nϕt(x)(2ε|X(ϕt(x))|)
for any t ∈ [0, T ], where Ny(χ) = {v ∈ Ny : |v| ≤ χ} for any regular point y and any
χ > 0.
In fact, one can get more information on the periodic orbit.
Proposition 4.4. Under the setting of Theorem 4.2, if T = mT0 for some m ∈ R+, then
there is N = N(η, T0) such that
|θ(τ)− τ | ≤ N · d(x, ϕXT (x)), ∀ τ ∈ N ∩ [0, T ].
For a normed vector space A and r > 0, denote by A(r) = {v ∈ A : ‖v‖ < r}. Recall
that Nx(χ) = expxNx(χ).
Lemma 4.5. For the flow ϕXt generated by X ∈ X
1(Md), there are two constants C >
0, δ > 0 such that if y ∈ Nx(δ|X(x)|), then there is a unique t = t(y) ∈ [0, 2] such that
ϕt(y) ∈ Nϕ1(x)(δ) and |t(y)− 1| < C · d(x, y).
Proof. We take ε0 > 0 such that the exponential map expx is a diffeomorphism on the
ball TxM(ε0). For any x ∈ M and any y close to x, one can lift the local orbit of y to
TxM in the following way: for any v ∈ TxM , if ‖v‖ < ε0, then one can define
ϕ˜t(v) = exp
−1
x ◦ ϕt ◦ expx(v).
It is clear that ϕ˜t is a local flow generated by a C
1 vector field X˜x on TxM , where
X˜x(v) = D(exp
−1
x ) ◦X(expx(v)).
Thus, we have that
K = sup
x∈M, v∈TxM(ε0)
{|X˜x(v)|, ‖DX˜x(v)‖} < +∞.
Now for any regular point x ∈ M , one can identify TxM to Rd by some isometrical
transformation satisfying e1 = X(x)/|X(x)| for an orthonormal basis e = {e1, · · · , ed}
of Rd. In this way, the flow ϕ˜t can be regard as the solution of differential equation:
dz/dt = X˜x(z).
Given ε > 0, by reducing ε0 if necessary, one can assume that the map D expx(v) is
ε-close to the identity map for any x and v ∈ TxM(ε0).
Claim. There is δ > 0 such that for any regular point x, one has that
Nx(δ|X(x)|) ∩ Sing(X) = ∅.
Proof of the Claim. It suffices to consider the flow ϕ˜t and the vector field X˜x. For δ <
ε/K, we have that for any v ∈ Nx(δ|X(x)|),
|X˜x(v)| ≥ |X˜x(0)| − max
ξ∈TxM(ε0)
‖DX˜x(ξ)‖.|v| ≥ |X(x)| −Kδ|X(x)| ≥ (1− ε)|X(x)| > 0.
Since the map D expx is ε-close to identity, one can conclude.
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Claim. By reducing δ if necessary, for any regular point x, any point y ∈ Nx(δ|X(x)|/2)
and any t ∈ [δ/3, 2δ/3], there is a unique s = s(t, y) ∈ [0, δ] such that ϕs(y) ∈ Nϕt(x)(δ).
Proof of the Claim. As before, one can work in the local chart introduced above. By
reducing δ if necessary such that for any |v| ≤ δ|X(x)|, one has
sup
t∈(−δ,δ)
|X˜x(v)|
|X˜x(ϕ˜t(v))|
< 1 +
ε
K
, sup
t∈(−δ,δ)
∠(X˜x(v), X˜x(ϕ˜t(v))) <
ε
K
.
For any v ∈ Nx(δ|X(x)|/3), for the time t0 satisfying
|ϕ˜t0(v)| = δ|X˜x(ϕ˜t0(0))|, and |ϕ˜s(v)| ≤ δ|X˜x(ϕ˜s(0))|, ∀s ∈ [0, t0),
one has
|ϕ˜t0(v)| = |v +
∫ t0
0
X˜x(ϕ˜t(v))dt| ≤ |v|+ (1 + ε)t0|X˜x(0)|.
Thus,
δ|X˜x(0)| ≤ δ(1 + ε/K)|X˜x(0)| ≤ δ/3|X˜x(0)|+ (1 + ε)t0|X˜x(0)|.
Consequently, we have t0 ≥
2δ
3(1+ε)
≥ δ
2
. Similar estimate gives the fact that t0 ≤ 2δ by
reversing the inequalities.
The above claim allows one to define the non-linear dynamics along the flows: the
sectional Poincare´ map and the rescaled sectional Poincare´ map1. For any regular point
x and t, the sectional Poincare´ map
Pt : Nx(δ|X(x)|)→ Nϕt(x)(δ)
is the lift of the holonomy map induced by the local flow from expx(Nx(δ|X(x)|)) to
expϕt(x)(Nϕt(x)(δ)).
The rescaled sectional Poincare´ map
P∗t : Nx(δ)→ Nϕt(x)(δ)
is defined by
P∗t (v) =
Pt(|X(x)|v)
|X(ϕt(x))|
, ∀v ∈ Nx(δ).
In the local coordinate, by the choice of e1, one can assume that Nx(r) = {
∑
yiei},
where y = (y2, · · · , yd) ∈ Rd−1. By abuse of the notions, one also denotes
∑
yiei by y. In
this local coordinate, one can present P∗t . Define the map τ : Nx(δ/2)→ R
1 such that
ϕ˜τ(y) ◦ ϕ˜t(‖X˜x(x)‖y)/‖X˜x(ϕ˜t(x))‖ ∈ Nϕt(x)(δ)
for any y ∈ Nx(δ/2). From the above facts, the map τ is an injective. In the local chart,
the rescaled sectional Poincare´ map P∗t can be written by
P∗t (y) = ϕ˜τ(y) ◦ ϕ˜t(‖X˜x(x)‖y)/‖X˜x(ϕ˜t(x))‖.
1These two maps have been theoretically studied in [4] and [2].
12
We are going to estimate τ(y). For t ∈ [δ/3, 2δ/3], we consider the function
H(x, t, y, τ) = 〈ϕ˜τ ◦ ϕ˜t(|X˜x(x)|y)/|X˜x(ϕ˜t(x))|,
X˜x(ϕ˜t(x))
|X˜x(ϕ˜t(x))|
〉,
where 〈·, ·〉 denotes the inner product in the local Euclidean coordinate. From the defini-
tion of map τ , one has
1. H(x, t, y0, τ(y0)) = 0 from the definition of map τ .
2. ∂H/∂y and ∂H/∂τ are equi-continuous w.r.t. x and t.
3. ∂H/∂τ |y=0,τ=0 = 〈
X˜x(ϕ˜t(x))
|X˜x(ϕ˜t(x))|
,
X˜x(ϕ˜t(x))
|X˜x(ϕ˜t(x))|
〉 = 1.
By the Implicit Function Theorem, one has
∂τ
∂y
= −
∂H/∂y
∂H/∂τ
. Since ϕt is C
1 and ϕt(y) ∈
TxM(ε0), ∂H/∂τ is uniformly bounded away from zero and ∂H/∂y is uniformly bounded.
Therefore, ∂τ/∂y is uniformly bounded w.r.t. y. This means that |s(t, y)− t| = |τ(y)| ≤
C0 · d(x, y), where C0 is a constant decided by ∂τ/∂y.
By adding the time consecutively, one can get the constant C.
Fixed η > 0, T0 ≥ 1, the following Lemma 4.6 will show that the distance between
(η, T0)-quasi hyperbolic orbit and its shadowing periodic orbit can be controlled by the
distance between the starting point and terminal point of this quasi hyperbolic orbit. The
idea about proof of Lemma 4.6 can refer to [7, Page 269, Corollary 6.4.17].
Lemma 4.6. Under the assumption of Proposition 4.4, taking α = e−η/2, there is a con-
stant C > 0 such that for the (η, T0)-quasi hyperbolic orbit ϕ[0,mT0](x) and the shadowing
orbit ϕ[0,θ(mT0)](p) in Theorem 4.2, one has
d(ϕiT0(x), ϕθ(iT0)(p)) ≤ C · α
min{i,m−i} · d(x, ϕmT0(x)), ∀ i ∈ [0, n].
Proof. By Remark 4.3, one can assume that ϕXθ(t)(p) ∈ expϕt(x)Nϕt(x)(2ε|X(ϕt(x))|) for
any t ∈ [0, T ]. Thus, one can lift the dynamics in the normal fibers and consider a
sequence of rescaled sectional Poincare´ maps {P∗T0,ϕiT0 (x)
: NϕiT0 (x) → Nϕ(i+1)T0 (x)}. Since
ϕ[0,mT0](x) is a (η, T0)-quasi hyperbolic orbit, by the Definition 4.1, for the dominated
splitting NΛ = E ⊕ F w.r.t. the linear Poincare´ flow, one has
k−1∏
i=0
‖ ψ∗T0 |Eϕ(i−1)T0 (x) ‖≤ e
−kη,
m−1∏
i=k
m(ψ∗T0 |FϕiT0(x)) ≥ e
(m−k)η, for k = 0, · · · , m.
By Liao’s shadowing Lemma 4.2, one has d(ϕt(x), ϕθ(t)(p)) ≤ ε|X(ϕt(x))|, ∀ t ∈ [0, T ].
For the maps {P∗T0,ϕiT0 (x)
}, the periodic orbit of p also admits a dominated splitting
Nx = Ep ⊕ Fp with respect to {DP∗T0,ϕiT0 (x)
}. Thus, they have plaques in the normal
fibers. The distance in the E-plaques are denoted by dE and the the distance in the F -
plaques are denoted by dF . One can split the distance into E-distance and F -distance.
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There is a constant C ≥ 1 such that dF(p, x) ≤ Cd(p, x), dE(p, x) ≤ Cd(p, x) and d(p, x) ≤
dE(p, x) + dF(p, x). Therefore,
d(ϕiT0(x), ϕθ(iT0)(p)) ≤ dE(ϕiT0(x), ϕθ(iT0)(p)) + dF(ϕiT0(x), ϕθ(iT0)(p))
≤ αidE(x, p) + α
m−idF(ϕmT0(x), ϕθ(mT0)(p))
≤ αid(x, p) + αm−id(ϕmT0(x), ϕθ(mT0)(p))
≤ αmin{i,m−i}(d(x, p) + d(ϕmT0(x), ϕθ(mT0)(p)))
By adapting a generalized shadowing lemma of S. Gan [3, Theorem 1.1], by enlarging C
if necessary, we have that
d(x, p) ≤ Cd(x, ϕT (x)) and d(ϕT (x), ϕθ(T )(p)) ≤ Cd(x, ϕT (x))
Therefore,
d(ϕiT0(x), ϕθ(iT0)(p)) ≤ C
2 · αmin{i,m−i} · d(x, ϕmT0(x)), ∀ i ∈ [0, m].
Proof of Proposition 4.4. By Theorem 4.2, given ε0 > 0, η > 0 and T0 ≥ 1, for every
ε > 0, there is δ˜ > 0 such that for any (η, T0)-quasi hyperbolic orbit segment ϕ
X
[0,T ](x) ⊂
Λ with d(x, Sing(X)) ≥ ε0, d(ϕT (x), Sing(X)) ≥ ε0 and d(x, ϕT (x)) < δ˜, there is a
periodic point p ∈ M and a C1 strictly increasing function θ such that ϕθ(T )(p) = p and
d(ϕt(x), ϕθ(t)(p)) ≤ ε|X(ϕt(x))| for any t ∈ [0, T ]. Consider a time partition 0 = t0 <
t1 < t2 < t3 < · · · < tm = T with ti+1 − ti = T0. Taking α = e
−η/2 ∈ (0, 1), by Lemma
4.6, there is C1 > 0 such that
d(ϕθ(ti)(p), ϕti(x)) ≤ C1 · α
min{i,m−i} · d(x, ϕT (x)), i = 0, 1, . . . , m.
On the fact that d(ϕt(x), ϕθ(t)(p)) ≤ ε|X(ϕt(x))| for every t ∈ [0, T ], by Lemma 4.5, there
is C2 = C2(T0) > 0 such that for ϕθ(ti)(p) ∈ Nϕti(x)(δ), i = 0, 1, . . . , m, one has
|θ(ti+1)− θ(ti)− (ti+1 − ti)| ≤ C2 · d(ϕti(x), ϕθ(ti)(p)), ∀ i = 0, 1, . . . , m.
Let N = N(η, T0) =
2C2 · C1
1− α
, one has
|θ(T )− T | ≤
m−1∑
i=0
|θ(ti+1)− θ(ti)− (ti+1 − ti)| ≤ C2 ·
m−1∑
i=0
d(ϕti(x), ϕθ(ti)(p))
≤ C2 · C1 · d(ϕT (x), x)
m−1∑
i=0
αmin{i,m−i} ≤ N · d(ϕT (x), x).
From the above discussion, for any τ ∈ N ∩ [0, T ]
|θ(τ)− τ | ≤
m−1∑
i=0
|θ(ti+1)− θ(ti)− (ti+1 − ti)| ≤ N · d(x, ϕ
X
T (x)).
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5 Periodic Orbits of Vector Fields by Shadowing
5.1 Pesin block of vector fields
For a regular hyperbolic ergodic measure µ and its hyperbolic Oseledec splitting N =
Es ⊕Fu, by the definition of ψ∗t , for µ-a.e. x, one has
λ−(µ) = lim
t→∞
1
t
log ‖ ψ∗t |E
s
x ‖< 0, λ
+(µ) = lim
t→∞
1
t
logm(ψ∗t |F
u
x ) > 0 (3)
Lemma 5.1. If the hyperbolic Oseledec splitting of a regular hyperbolic ergodic measure
µ is a dominated splitting, then for any ε > 0, there exists T (ε) ∈ R such that for µ-
a.e. x ∈M and every T ≥ T (ε), one has
lim
k→∞
1
k · T
k−1∑
i=0
log ‖ ψ∗T |E
s
ϕiT (x)
‖ exists and is contained in [λ−(µ), λ−(µ) + ε),
lim
k→∞
1
k · T
k−1∑
i=0
log ‖ ψ∗−T |F
u
ϕ−iT (x)
‖ exists and is contained in (−λ+(µ)− ε,−λ+(µ)].
Proof. Let R be the support of µ and R˜ be the transgression of R. By Lemma 2.5, R˜
admits a dominated splitting NR˜SM = E
s⊕Fu w.r.t. the extended linear Poincare´ flow.
By Lemma 2.6, one has
λ−(µ) = λ−(µ˜) = lim
t→+∞
1
t
∫
log ‖ ψ˜t|E
s ‖ dµ˜,
where µ˜ is the transgression of µ. Therefore, for any ε > 0, there is T (ε) > 0 large enough
such that for every T ≥ T (ε), one has |
1
T
∫
log ‖ ψ˜T |Esx ‖ dµ˜ − λ
−(µ)| < ε. By Lemma
2.4, since every X(x)
‖X(x)‖
∈ R˜ is a unit vector, for the fixed T ≥ T (ε), ψ˜T (·) is continuous
on NSM
△
= {(v1, v2) : v1 ∈ SxM, v2 ∈ TxM, v1 ⊥ v2}. Thus, by the Birkhoff ergodic
theorem, one has
lim
k→∞
1
k · T
k−1∑
i=0
log ‖ ψ∗T |E
s
ϕiT (x)
‖=
1
T
∫
log ‖ ψ˜T |E
s
x ‖ dµ˜ < λ
−(µ) + ε.
Since the norms are sub-multiplicative, one has
lim
k→∞
1
k · T
k−1∑
i=0
log ‖ ψ∗T |E
s
ϕiT (x)
‖≥ lim
t→∞
1
t
log ‖ ψ∗t |E
s
x ‖= λ
−(µ).
The conclusion for sub-bundle Fu can be obtained similarly.
Definition 5.2. Let µ be a regular hyperbolic ergodic measure of X ∈ X 1(M), NΛ =
Es ⊕Fu be the hyperbolic Oseledec splitting, where Λ is a Borel set with µ-total measure.
Given λ ∈ (0, 1), L > 0 and k ∈ R+, the Pesin block ΛLλ(k) is defined as:
ΛLλ(k) = {x ∈ Λ :
n−1∏
i=0
‖ ψ∗L|E
s
ϕiL(x)
‖≤ kλn, ∀ n ≥ 1,
n−1∏
i=0
‖ ψ∗−L|F
u
ϕ−iL(x)
‖≤ kλn, ∀ n ≥ 1, d(x, Sing(X) ∩ Λ) ≥
1
k
}.
15
Proposition 5.3. If the hyperbolic Oseledec splitting of a regular hyperbolic measure µ is
a dominated splitting, then the Pesin block ΛLλ(k) is a compact set such that
µ(ΛLλ(k))→ 1 as k → +∞.
where λ = e−η, 0 < η < min{−λ−(µ), λ+(µ)}, L ≥ T (min{−λ−(µ), λ+(µ)} − η) as in
Lemma 5.1.
Proof. By Definition 5.2, ΛLλ(k) is a compact set. By the hyperbolicity of the regular
measure and the choice of λ, for µ-a.e. x ∈M , by Lemma 5.1, there is C(x) satisfying
n−1∏
i=0
‖ ψ∗L|E
s
ϕiL(x)
‖≤ C(x) · λn,
n−1∏
i=0
‖ ψ∗−L|F
u
ϕ−iL(x)
‖≤ C(x) · λn, ∀ n ≥ 1.
Let ΓLλ(k) = {x ∈ Λ :
∏n−1
i=0 ‖ ψ
∗
L|E
s
ϕiL(x)
‖≤ kλn,
∏n−1
i=0 ‖ ψ
∗
−L|F
u
ϕ−iL(x)
‖≤ kλn, ∀ n ≥ 1}.
Therefore,
µ(
⋃
k>0
ΓLλ(k)) = 1.
For two real numbers 0 < k1 < k2, one has Γ
L
λ(k1) ⊂ Γ
L
λ(k2). Consequently,
µ(ΓLλ(k))→ 1 as k →∞.
According to the facts that ΛLλ(k) ⊂ Γ
L
λ(k) and µ(Sing(X)) = 0, for any ε > 0, there is
K = K(ε) ∈ N such that |µ(ΓLλ(k))− µ(Λ
L
λ(k))| < ε, ∀ k ≥ K. Then
µ(ΛLλ(k))→ 1 as k →∞.
5.2 Constructing many periodic orbits: proof of Theorem 3.4
We have the following version of Poincare´ Recurrence Theorem for flows. It can be
deduced by the case of diffeomorphisms. Hence, the proof is omitted.
Proposition 5.4. Let µ be an ϕt-invariant measure. For any fixed time t0 and any set
B with positive µ-measure, there is a set R ⊂ B with µ(R) = µ(B) and a sequence of
integers 0 < n1 < n2 < n3 < · · · < ni < · · · such that for every x ∈ R,
1. ϕni·t0(x) ∈ R, for all i ∈ N;
2. d(x, ϕni·t0(x))→ 0, as i→∞;
In fact, one can have the following stronger recurrent property
Proposition 5.5. Assume that f is a homeomorphism on a compact metric space M .
Let µ be an ergodic invariant measure of f . If Λ is a set with positive measure of µ, then
given δ > 0 and ε > 0, we have that
lim
n→∞
µ(Λn) = µ(Λ),
where
Λn = {x ∈ Λ : ∃ m ∈ [n, (1 + ε)n], f
m(x) ∈ Λ, d(fm(x), x) < δ}.
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Proof. Given δ > 0 and ε > 0, take a finite measurable partition P = {Pi}
ℓ
i=1 such that
diam(Pi) ≤ δ, Pi ⊂ Λ or Pi ∩ Λ = ∅, for i = 1, 2, · · · , ℓ.
Consider the set
Λn(P)
△
= {x ∈ Λ : ∃ i ∈ [1, ℓ] and m ∈ [n, (1 + ε)n], s.t. fm(x) ∈ Λ, x, fm(x) ∈ Pi ∈ P}.
Fix Pi ⊂ Λ, define
P in,ε = {x ∈ Pi :
n−1∑
j=0
χPi(f
j(x)) ≤ nµ(Pi)(1 +
ε
3
),
[n(1+ε)]∑
j=0
χPi(f
j(x)) ≥ nµ(Pi)(1 +
2ε
3
)},
where χPi is the characteristic function of set Pi. Therefore, P
i
n,ε ⊂ Pi
⋂
Λn(P). By the
Birkhoff ergodic theorem, µ(Pi \ P in,ε)→ 0 as n→∞. This implies the proposition.
Now we are ready to prove Theorem 3.4.
Proof of Theorem 3.4. The proof will follow some steps.
Choose a Pesin block. Since the hyperbolic Oseledec splitting N = Es ⊕ Fu of the
ergodic hyperbolic measure µ is a dominated splitting, one can take λ ∈ (0, 1) which is
bigger than and close to e−min{−λ
−(µ), λ+(µ)} and L as Lemma 5.1 to define Pesin block
(Definition 5.2) ΛLλ(k) :
ΛLλ(k) = {x ∈ Λ :
n−1∏
i=0
‖ ψ∗L|E
s
ϕiL(x)
‖≤ kλn, ∀ n ≥ 1,
n−1∏
i=0
‖ ψ∗−L|F
u
ϕ−iL(x)
‖≤ kλn, ∀ n ≥ 1, d(x, Sing(X) ∩ Λ) ≥
1
k
}.
By Proposition 5.3, taking k > 0 large enough such that µ(ΛLλ(k)) > 0. One can fix
λ0 ∈ (λ, 1), then there is j = j(k) ∈ N+ such that for any x ∈ ΛLλ(k),
n−1∏
i=0
‖ ψ∗j(k)L|E
s
ϕij(k)L(x)
‖≤ λn0 ,
n−1∏
i=0
‖ ψ∗−j(k)L|F
u
ϕ
−ij(k)L(x)
‖≤ λn0 , ∀ n ≥ 1.
Then, for the set ΛL0λ0 (k) defined by
ΛL0λ0 (k)
△
= {x ∈ Λ :
n−1∏
i=0
‖ ψ∗j(k)L|E
s
ϕij(k)L(x)
‖≤ λn0 , ∀ n ≥ 1,
n−1∏
i=0
‖ ψ∗−j(k)L|F
u
ϕ
−ij(k)L(x)
‖≤ λn0 , ∀ n ≥ 1, d(x, Sing(X) ∩ Λ) ≥
1
k
},
where L0 = jL, we have µ(Λ
L0
λ0
(k)) ≥ µ(ΛLλ(k)) > 0. Hereafter we fix this k. By
Proposition 5.4, taking B = ΛL0λ0 (k), one has that for µ-a.e. x ∈ Λ
L0
λ0
(k), the forward
orbit of x will return to ΛL0λ0 (k) and will be arbitrarily close to x. Let η0 = − log λ0. If
ϕnL0(x) ∈ Λ
L0
λ0
(k) for some n ∈ N, then ϕ[0,nL0](x) is (η0, L0)-quasi hyperbolic orbit arc.
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The shadowing constants. Let C = max{1,maxx∈M |X(x)|}. Given ε0 = 1/k, η = η0,
T0 = L0 and ε > 0, for ε1 = ε/3C, by Theorem 4.2, there is δ = δ(ε) much smaller than
ε such that for any x, ϕnL0(x) ∈ Λ
L0
λ0
(k), if d(x, ϕnL0(x)) < δ, then there is a point
p ∈ M and C1 strictly increasing function θ : [0, nL0] → R such that p = ϕθ(nL0)(p)
and d(ϕt(x), ϕθ(t)(p)) ≤ ε1|X(ϕt(x))| < ε/3 for all t ∈ [0, nL0]. Moreover, by Proposition
4.4, one has |θ(t) − t| ≤ Nδ for any integer t ∈ [0, nL0], where N is a constant which is
independent of x and n. One can also assume that Nδ is much smaller than ε.
A seperation set Kn. For ε > 0 and n ∈ N, we claim that there is a finite set
Kn = Kn(k, ε) ⊂ Λ
L0
λ0
(k) with the following properties:
1. For points x, y ∈ Kn, there is an integer t ∈ [0, nL0] such that d(ϕt(x), ϕt(y)) > ε;
2. For any x ∈ Kn, there is an integer m = m(n) with n < m ≤ (1 + ε)n such that
ϕmL0(x) ∈ Λ
L0
λ0
(k) and d(x, ϕmL0(x)) < δ(ε);
3. lim inf
ε→0
lim inf
n→∞
1
nL0
log#Kn ≥ hµ(ϕ1).
The construction of Kn. Now, we give the precise construction of Kn. We consider
the following sets:
ΛL0λ0 (k, n) = {x ∈ Λ
L0
λ0
(k) : ∃m ∈ [n, (1 + ε)n], ϕmL0(x) ∈ Λ, d(x, ϕmL0(x)) < δ(ε)}.
By the construction, we have that µ(ΛL0λ0 (k)) > 0. Apply Proposition 5.5 by taking
f = ϕL0 , one has
lim
n→∞
µ(ΛL0λ0 (k, n)) = µ(Λ
L0
λ0
(k)).
We take a maximal choice of Kn = Kn(k, ε) ⊂ Λ
L0
λ0
(k, n) such that Item 1 is satisfied.
By the definition of ΛL0λ0 (k, n), Item 2 is satisfied.
For Item 3, let us recall the definition of the metric entropy by Katok [6, Theorem
1.1], see also Section 3.1. By the maximality of Kn, one has
#Kn ≥ Nϕ1(nL0, ε, 1− µ(Λ
L0
λ0
(k, n))).
Thus,
lim inf
ε→0
lim inf
n→∞
1
nL0
log#Kn ≥ lim inf
ε→0
lim inf
n→∞
1
nL0
logNϕ1(nL0, ε, 1−µ(Λ
L0
λ0
(k, n))) ≥ hµ(ϕ1).
The construction of Kn is hence complete.
Estimate the growth rate of the periodic orbits. Now we can complete the poof
of Theorem 3.4. For every x ∈ Kn, there is mx with n ≤ mx ≤ n(1 + ε) such that
ϕmxL0(x) ∈ Λ
L0
λ0
(k). By Theorem 4.2, there is a strictly increasing map θx : [0, mxL0]→ R
and a periodic point p = px of period θ(mxL0) such that
d(ϕt(x), ϕθx(t)(p)) < ε1|X(ϕt(x))| < ε/3, ∀t ∈ [0, mxL0].
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By Proposition 4.4, one has that
|θx(τ)− τ | ≤ N · d(x, ϕmL0(x)) ≤ Nδ, ∀τ ∈ N ∩ [0, mL0].
For two different points x, y ∈ Kn, by the construction of Kn, there is j ∈ N∩ [0, nL0]
such that d(ϕj(x), ϕj(y)) > ε. Thus,
d(ϕθx(j)(px), ϕθy(j)(py)) ≥ d(ϕj(x), ϕj(y))− d(ϕj(x), ϕθx(j)(px))− d(ϕj(y), ϕθy(j)(py))
> ε− ε/3− ε/3 = ε/3.
In fact, we have the following disjoint property:
Claim. ϕ(−ε/32C, ε/32C)(px) ∩ ϕ(−ε/32C, ε/32C)(py) = ∅, where C = sup
z∈M
{‖X(z)‖} <∞.
Proof of the Claim. By Proposition 4.4, taking δ ∈ (0, ε/64CN), one has |θx(j)−j| ≤ Nδ
and |θy(j)− j| ≤ Nδ. Therefore,
|θx(j)− θy(j)| ≤ |θx(j)− j|+ |θy(j)− j| ≤ 2Nδ < ε/32C.
Thus, one has that for any t ∈ (−t0, t0),
d(ϕθx(j)+t(px), ϕθx(j)(px)) < ε/16 and d(ϕθy(j)+t(py), ϕθy(j)(py)) < ε/16.
Consequently, for any t, s ∈ (−t0, t0),
d(ϕθx(j)+t(px), ϕθy(j)+s(py)) ≥ d(ϕθx(j)(px), ϕθy(j)(py))− d(ϕθx(j)+t(px), ϕθ(j)(px))
− d(ϕθy(j)+s(py), ϕθy(j)(py)) > ε/3− ε/4 > 0.
This implies the claim.
From the claim, in Orb(px), any orbit segment ϕ[0,1](z) contains at most 32C/ε points
in the set {px}x∈Kn. Consequently, we have that∑
[x]∈PT (X), nL0(1−ε)−Nδ≤π(x)≤nL0(1+ε)+Nδ
π(x) ≥ ε/32C.#Kn.
Thus,
#PnL0(1+ε)+Nδ(X) ≥ ε/32C.#Kn..
Therefore,
lim sup
T→∞
1
T
log#PT (X) ≥ lim sup
n→∞
1
nL0(1 + ε) +Nδ
log#PnL0(1+ε)+Nδ(X)
= lim
n→∞
nL0
nL0(1 + ε) +Nδ
lim sup
n→∞
1
nL0
log#PnL0(1+ε)+Nδ(X)
≥
1
1 + ε
lim inf
n→∞
1
nL0
log(ε/32C.#Kn)
≥
1
1 + ε
lim inf
n→∞
1
nL0
log#Kn
Thus, by letting ε→ 0, one has
lim sup
T→∞
1
T
log#PT (X) ≥ hµ(X).
Theorem 3.4 is now proved, hence the proof of the main theorem is complete.
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