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Résumé
L’analyse quantitative de la perfusion myocardique, i.e. l’estimation d’indices de per-
fusion segmentaires puis leur confrontation à des valeurs normatives, constitue un enjeu
majeur pour le dépistage, le traitement et le suivi des cardiomyopathies ischémiques
–parmi les premières causes de mortalité dans les pays occidentaux. Dans la dernière
décennie, l’imagerie par résonance magnétique de perfusion (IRM-p) est la modalité pri-
vilégiée pour l’exploration dynamique non-invasive de la perfusion cardiaque. L’IRM-p
consiste à acquérir des séries temporelles d’images cardiaques en incidence petit-axe et
à plusieurs niveaux de coupe le long du grand axe du cœur durant le transit d’un agent
de contraste vasculaire dans les cavités et le muscle cardiaques. Les examens IRM-p
résultants présentent de fortes variations non linéaires de contraste et des artefacts de
mouvements cardio-respiratoires. Dans ces conditions, l’analyse quantitative de la perfu-
sion myocardique est confrontée aux problèmes complexes de recalage et de segmentation
de structures cardiaques non rigides dans des examens IRM-p.
Cette thèse se propose d’automatiser cette analyse quantitative en développant un
outil d’aide au diagnostic faiblement/non supervisé dédié à l’IRM de perfusion cardiaque
de premier passage, comprenant quatre étapes de traitement :
1. sélection automatique d’une région d’intérêt centrée sur le cœur ;
2. compensation non rigide des mouvements cardio-respiratoires sur l’intégralité de
l’examen traité ;
3. segmentation des contours cardiaques ;
4. quantification de la perfusion myocardique.
Les réponses que nous apportons aux différents défis identifiés dans chaque étape s’arti-
culent autour d’une idée commune : exploiter l’information liée à la cinématique de transit
de l’agent de contraste dans les tissus pour discriminer les structures anatomiques et gui-
der le processus de recalage des données. Ce dernier constitue le travail central de cette
thèse.
Les méthodes de recalage non rigide d’images fondées sur l’optimisation de mesures
d’information constituent une référence en imagerie médicale. Leur cadre d’application
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usuel est l’alignement de paires d’images par appariement statistique de distributions de
luminance, manipulées via leurs densités de probabilité marginales et conjointes, estimées
par des méthodes à noyaux. Efficaces pour des densités jointes présentant des classes
individualisées ou réductibles à des mélanges simples, ces approches atteignent leurs
limites pour :
– des mélanges non-linéaires où la luminance au pixel s’avère être un attribut trop
frustre pour permettre une décision statistique locale discriminante, d’où l’éventua-
lité d’appariements imprécis voire incohérents, problématiques dans des contextes
de transport d’atlas et d’estimation de mouvement. Une idée intuitive consiste à
recourir à des primitives de dimension supérieure, véhiculant notamment des infor-
mations de contexte spatial, intégrées au sein d’une variable aléatoire vectorielle.
– des données mono-modal avec variations non linéaires et multi-modal où le critère
de recalage, maximisant la corrélation statistique entre paires d’images, est myope
par rapport à l’information disponible dans les images voisines de la série, d’où
l’éventualité d’une incohérence globale de l’alignement. Une idée intuitive consiste
à recourir à un recalage simultané par groupe maximisant conjointement les dé-
pendances statistiques entre images de la séquence.
Cette thèse introduit un modèle mathématique de recalage informationnel multi-
attributs/multi-vues générique répondant aux défis identifiés : (i) alignement simultané
de l’intégralité de l’examen IRM-p analysé par usage d’un atlas, naturel ou synthétique,
dans lequel le cœur est immobile et en utilisant les courbes de rehaussement au pixel
comme ensemble dense de primitives ; et (ii) capacité à intégrer des primitives image
composites, spatiales ou spatio-temporelles, de grande dimension. Ce modèle, disponible
dans le cadre classique de Shannon et dans le cadre généralisé d’Ali-Silvey, est fondé
sur de nouveaux estimateurs géométriques de type k plus proches voisins des mesures
d’information, consistants en dimension arbitraire. Nous étudions leur optimisation va-
riationnelle en dérivant des expressions analytiques de leurs gradients sur des espaces
de transformations spatiales régulières de dimension finie et infinie, et en proposant des
schémas numériques et algorithmiques de descente en gradient efficace. Ce modèle de
portée générale est ensuite instancié au cadre médical ciblé, et ses performances, notam-
ment en terme de précision et de robustesse, sont évaluées dans le cadre d’un protocole
expérimental tant qualitatif que quantitatif.
Mots clés : recalage non rigide statistique multi-attributs ; mesures d’information sur
des espaces d’état de grande dimension ; recalage par groupe ; estimateurs entropiques
aux kNN ; IRM cardiaque de perfusion ; quantification de la perfusion myocardique.
Abstract
Quantitative assessment of moycardium perfusion, i.e. computation of perfusion para-
meters which are then confronted to normative values, is a key issue for the diagnosis, the-
rapy planning and monitoring of ischemic cardiomyopathies –the leading cause of death
in Western countries. Within the last decade, perfusion magnetic resonance imaging (p-
MRI) has emerged as a reference modality for reliably assessing myocardial perfusion in
a noninvasive and accurate way. In p-MRI acquisitions, short-axis image sequences are
captured at multiple slice levels along the long-axis of the heart during the transit of
a vascular contrast agent through the cardiac chambers and muscle. Resulting p-MRI
exams exhibit high nonlinear contrast variations and complex cardio-thoracic motions.
Perfusion assessment is then faced with the complex problems of non rigid registration
and segmentation of cardiac structures in p-MRI exams.
The objective of this thesis is enabling an automated quantitative computer-aided
diagnosis tool for first pass cardiac perfusion MRI, comprising four processing steps :
1. automated cardiac region of interest extraction ;
2. non rigid registration of cardio-thoracic motions throughout the whole sequence ;
3. cardiac boundaries segmentation ;
4. quantification of myocardial perfusion.
The answers we give to the various challenges identified in each step are based on a com-
mon idea : investigating information related to the kinematics of contrast agent transit
in the tissues for discriminating the anatomical structures and driving the alignment
process. This latter is the main work of this thesis.
Non rigid image registration methods based on the optimization of information mea-
sures provide versatile solutions for robustly aligning medical data. Their usual appli-
cation setting is the alignment of image pairs by statistically matching luminance dis-
tributions, handled using marginal and joint probability densities estimated via kernel
techniques. Though efficient for joint densities exhibiting well-separated clusters or re-
ducible to simple mixtures, these approaches reach their limits for :
x– nonlinear mixtures where pixelwise luminance appears to be a too coarse feature for
allowing unambiguous local statistical decisions, resulting into inaccurate or incon-
sistent matches, especially problematic in atlas propagation or motion estimation
frameworks. An intuitive idea to overcome this limitation is to combine multiple
higher-dimensional image features (which may convey spatial information) within
a vector random variable.
– mono-modal with nonlinear variations and multi-modal data, where registration
optimality is questioned by the fact that pairwise criteria are myopic and disregard
the information available in neighboring frames. An intuitive idea to overcome this
limitation is to opt for groupwise registration, simultaneously registering all frames
of the p-MRI exam.
This thesis presents a unified mathematical model for the information-theoretic multi-
feature/multi-view non rigid registration, addressing the identified challenges : (i) simul-
taneous registration of the whole p-MRI exam, using a natural or synthetic atlas gene-
rated as a motion-free exam depicting the transit of the vascular contrast agent through
cardiac structures and using local contrast enhancement curves as a feature set ; and
(ii) can be easily generalized to richer feature spaces combining radiometric and geome-
tric information. The resulting model is based on novel consistent k-nearest neighbors
estimators of information measures in high dimension, for both classical Shannon and
generalized Ali-Silvey frameworks. We study their variational optimization by deriving
under closed-form their gradient flows over finite and infinite dimensional smooth trans-
form spaces, and by proposing computationally efficient gradient descent schemas. The
resulting generic theoretical framework is applied to the groupwise alignment of cardiac
p-MRI exams, and its performances, in terms of accuracy and robustness, are evaluated
in an experimental qualitative and quantitative protocol.
Keywords : multi-feature nonrigid statistical registration ; high-dimensional information-
theoretic measures ; groupwise registration ; kNN entropy estimators ; cardiac perfusion
MRI ; quantification of myocardium perfusion.
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Introduction
C
e mémoire présente un ensemble de contributions méthodologiques et algorithmiques
permettant d’adresser la problématique clinique de l’évaluation quantitative de la
perfusion myocardique en vue de détecter, caractériser et suivre objectivement des pa-
thologies affectant l’irrigation du muscle cardiaque, au premier rang desquelles l’ischémie
myocardique. Le contexte radiologique étudié est celui de l’imagerie par résonance ma-
gnétique de perfusion de premier passage. Le fil conducteur de nos travaux concerne la
prise en compte de la dimension temporelle dans les modèles d’analyse proposés, facteur
d’une cohérence de traitement à l’échelle de l’examen complet. De cette idée découle
la nécessité de disposer de cadres théoriques autorisant la manipulation de primitives
iconiques spatio-temporelles de grande dimension.
0.1 Contexte et motivations
L’obstruction des artères coronaires entraîne une diminution de l’irrigation du muscle
cardiaque (myocarde), et avec elle une réduction des apports en oxygène et nutriments
aux tissus : c’est l’ischémie myocardique. L’ischémie peut concerner une région ou l’en-
semble du muscle cardiaque. Du point de vue de la dynamique fonctionnelle, elle repré-
sente un déséquilibre entre les apports et la demande en oxygène du myocarde. Stade
ultime de ce processus, l’infarctus du myocarde désigne la nécrose d’une zone plus ou
moins étendue du muscle cardiaque. Privées d’oxygène, les cellules musculaires au sein
du territoire atteint ne parviennent plus à se contracter et meurent en quelques heures.
La gravité de l’infarctus tient principalement à son extension spatiale : plus l’artère co-
ronaire obstruée irrigue une vaste zone, plus l’infarctus est sévère. Si l’atteinte est très
étendue, le fonctionnement de l’ensemble de la pompe cardiaque se trouve altéré, et la
fonction contractile devient anormale.
La détection précoce et l’évaluation des pathologies ischémiques constituent un enjeu
majeur pour la prévention et la planification clinique et thérapeutique de l’infarctus du
myocarde. Dans ce contexte, l’imagerie par résonance magnétique de perfusion (IRM-p)
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Figure 1 – Les 4 phases de la perfusion cardiaque dans des examens IRM-p. (a) Pré-
contraste : le bolus n’a pas encore atteint le cœur - (b) Perfusion du ventricule droit -
(c) Perfusion du ventricule gauche - (d) Perfusion du myocarde.
est aujourd’hui reconnue comme une modalité d’investigation non invasive, pertinente et
fiable. Lors d’un examen IRM-p, des séquences d’images sont acquises à des niveaux de
coupe multiples le long du grand axe du cœur au cours du transit d’un agent de contraste
(Gd-DTPA) dans les cavités cardiaques et le myocarde. La cinétique de rehaussement
de contraste est corrélée au débit sanguin dans la zone observée. L’évaluation fiable de
la perfusion régionale exige que le cœur demeure immobile durant l’acquisition. Pour
cette raison, celle-ci est effectuée à une phase donnée du cycle cardiaque par le biais
d’une synchronisation à l’électrocardiogramme de manière à supprimer l’influence de la
contraction du cœur, et en apnée afin de minimiser les mouvements respiratoires.
L’évaluation de la perfusion myocardique en routine radiologique/clinique repose au-
jourd’hui sur un examen visuel multi-coupes des séries d’images. Le diagnostic est fondé
sur le constat qu’un territoire myocardique irrigué par une artère coronaire sténosée
reçoit le bolus de contraste de manière différée et réduite par rapport à un territoire
normalement perfusé. Il en résulte un délai et une décroissance du rehaussement dans
le signal IRM observé. Afin de préciser et d’objectiver l’interprétation clinique, la dis-
tribution de l’agent de contraste peut être analysée quantitativement en caractérisant
l’évolution temporelle du niveau de gris moyen sur une région cardiaque donnée. A cette
fin, des courbes de premier passage réflétant la cinétique de rehaussement (Figure 1)
sont estimées sur chaque segment d’une subdivision anatomique standardisée du cœur.
L’évaluation quantitative s’appuie alors sur une analyse conjointe d’indices de perfusion
cliniquement pertinents dérivés des courbes de rehaussement segmentaires, par référence
à des valeurs normatives.
Ce travail de thèse vise à automatiser cette analyse quantitative en développant un
outil d’aide au diagnostic faiblement/non supervisé dédié à l’IRM de perfusion cardiaque.
Le verrou applicatif à lever est ici l’estimation robuste des courbes de premier passage
segmentaires. Dans des conditions d’acquisition idéales où les structures cardiaques sont
statiques, la résolution de ce problème se résume à l’obtention d’une segmentation précise
du cœur dans une image de référence de la séquence. Cependant, en routine radiologique,
les patients éprouvent fréquemment des difficultés à maintenir une apnée complète du-
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Figure 2 – Schéma synoptique de l’approche spatio-temporelle d’analyse de la perfusion
myocardique proposée.
rant l’acquisition ; et dans certains cas critiques, une acquisition en respiration libre est
inévitable. L’évaluation quantitative de la perfusion myocardique est alors confrontée au
problème complexe de recalage de séquence d’images présentant des variations fortement
non linéaires de contraste et des mouvements non rigides complexes.
0.2 Contributions
Cette thèse propose une solution complète d’analyse quantitative non supervisée de
la perfusion myocardique, comprenant quatre étapes de traitement (Figure 2) :
1. sélection automatique d’une région d’intérêt (ROI) centrée sur le cœur ;
2. compensation non rigide des mouvements cardio-respiratoires sur l’intégralité de
l’examen traité ;
3. segmentation des contours cardiaques ;
4. quantification de la perfusion myocardique.
Les réponses apportées pour chaque étape mettent en œuvre, au travers de modélisations
spatio-temporelles spécifiques, une idée commune : exploiter une information anatomique
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Figure 3 – Cinétique de rehaussement du signal dans les structures cardiaques. (a)
Segmentation cardiaque. (b) Courbes de premier passage pour le ventricule droit, le
ventricule gauche et le myocarde complet chez un sujet sain.
discriminante liée aux propriétés perfusionnelles des tissus et véhiculée par leurs ciné-
tiques de rehaussement décrites par les courbes de premier passage à l’échelle du pixel
(Figure 3). Nous déclinons cette idée à troix niveaux de contributions, tant méthodolo-
giques qu’expérimentales :
Sélection d’une ROI cardiaque
Nous proposons un algorithme spatio-temporel rapide et robuste, fondé sur la morpho-
logie mathématique.
Compensation non rigide des mouvements cardio-respiratoires
Nous élaborons un cadre théorique polyvalent et de portée générale pour le recalage
statistique multi-attributs / multi-vues d’images, fondé sur l’optimisation variationnelle
d’estimateurs consistants des mesures d’information classiques et généralisées sur des
espaces d’état de grande dimension. Cette contribution fondamentale, qui constitue le
cœur de ce travail doctoral, comprend les aspects suivants :
– définition d’un cadre théorique générique pour le recalage statistique multi-attributs
ou multi-vues, instanciable à des problématiques d’alignement d’images ou de séries
d’images pour des scénarios par paire ou par groupe ;
– mise en évidence de nouveaux estimateurs géométriques de type k plus proches
voisins des mesures d’information bivariées (information mutuelle, information mu-
tuelle normalisée, information exclusive) et multivariées (information d’interaction,
multi-information) classiques, et des α-informations bivariées et multivariées (in-
formation de Rényi et de Tsallis), consistants sur des espaces d’état de dimension
arbitraire ;
– optimisation variationnelle sous forme analytique de ces estimateurs sur des espaces
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de transformations spatiales de dimension finie et infinie ;
– mise en œuvre numérique et algorithmique efficace des modèles de recalage associés ;
– étude expérimentale de leurs performances en IRM cardiaque au travers de deux
applications : compensation des mouvements cardio-thoraciques en IRM de perfu-
sion, et estimation des déformations myocardiques en IRM de marquage.
Quantification de la perfusion myocardique
Nos contributions concernent ici :
– la conception et l’évaluation d’une approche de segmentation robuste des structures
cardiaques en IRM-p par contour actif implicite, initialisé par classification spatio-
temporelle des courbes de rehaussement ponctuelles ;
– l’estimation robuste des courbes de rehaussement et des indices de perfusion seg-
mentaires par ajustement d’un modèle paramétrique heuristique ;
– l’évaluation préliminaire de la pertinence clinique de l’outil d’aide au diagnostic
développé dans un contexte de suivi post-infarctus.
0.3 Organisation du document
Ce manuscrit s’articule autour de trois parties. La première introduit le contexte
médical et radiologique, et précise les problématiques applicatives et méthodologiques.
La deuxième propose un état de l’art des méthodes de recalage en imagerie médicale,
en mettant l’accent sur les techniques d’alignement propres à l’IRM de perfusion. La
dernière partie rassemble nos contributions méthodologiques et expérimentales.
1ère partie - Fondements médicaux et radiologiques
• chapitre 1 : ce chapitre définit les notions anatomiques et physiologiques néces-
saires à la compréhension de la problématique médicale motivant l’évaluation de la
perfusion myocardique.
• chapitre 2 : ce chapitre rappelle les fondements théoriques et technologiques de
l’imagerie par résonance magnétique, depuis le phénomène physique de résonance
magnétique nucléaire jusqu’aux technologies et stratégies d’acquisition des images.
2ème partie - Recalage en imagerie médicale : cadre théorique et état de l’art
• chapitre 3 : ce chapitre dresse un état de l’art du recalage en imagerie médicale.
Une attention particulière est accordée au recalage de séquences d’images de per-
fusion, dans le but d’identifier les verrous et les enjeux méthodologiques associés.
• chapitre 4 : après un exposé des principes de construction de mesures d’informa-
tion dans le cadre de Shannon puis dans le cadre généralisé d’Ali-Silvey, ce chapitre
étudie de manière approfondie la problématique d’estimation de ces mesures, en
soulignant les verrous théoriques liés à la manipulation de variables aléatoires de
grande dimension.
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3ème partie - Contributions méthodologiques et expérimentales
• chapitre 5 : nous présentons une approche spatio-temporelle robuste de sélection
d’une ROI cardiaque dans des examens IRM-p fondée sur la morphologie mathéma-
tique, qui constitue une amélioriation d’un algorithme précédemment développé.
Sa pertinence est établie par le biais d’une étude comparative de performances.
• chapitre 6 : nous élaborons un modèle mathématique de recalage informationnel
multi-attributs/multi-vues répondant aux défis identifiés dans les chapitres précé-
dents : (i) alignement simultané de l’intégralité de l’examen IRM-p analysé par
usage d’un atlas, naturel ou synthétique, dans lequel le cœur est immobile ; et (ii)
capacité à intégrer des primitives image composites, spatiales ou spatio-temporelles,
de grande dimension. Ce modèle, disponible dans le cadre classique de Shannon et
dans le cadre généralisé d’Ali-Silvey, est fondé sur de nouveaux estimateurs géo-
métriques de type k plus proches voisins des mesures d’information, consistants
en dimension arbitraire. Nous étudions leur optimisation variationnelle en dérivant
des expressions analytiques de leurs gradients sur des espaces de transformations
spatiales régulières de dimension finie et infinie, et en proposant des schémas nu-
mériques et algorithmiques de descente en gradient efficace. Ce modèle de portée
générale est ensuite instancié au cadre médical ciblé, et ses performances, notam-
ment en terme de précision et de robustesse, sont évaluées dans le cadre d’un
protocole expérimental tant qualitatif que quantitatif.
• chapitre 7 : ce chapitre met en place un outil faiblement/non supervisé d’aide au
diagnostic d’anomalies de perfusion en IRM-p, en proposant une méthode hybride
de classification/segmentation des structures cardiaques, et une technique d’estima-
tion robuste des courbes de premier passage et des indices de perfusion cliniques
qui en dérivent. La pertinence clinique de cet outil fait l’objet d’une évaluation
préliminaire sur une cohorte de patients post-infarctus.
Première partie
Fondements médicaux et
radiologiques

Chapitre 1
Le cœur
C
e chapitre est consacré à la présentation et à l’étude du cœur humain, moteur du
système circulatoire sanguin. Il s’articule autour de trois axes. Nous présentons en
premier lieu l’anatomie et la physiologie du cœur (Section 1.1), détaillant en particulier
le cycle cardiaque, son activité électrique et ses besoins métaboliques. Nous nous pen-
chons ensuite sur les pathologies cardiaques (Section 1.2) originaires d’une affection du
myocarde et altérant sa fonction contractile. En dernier lieu, nous effectuons une étude
comparative des différentes modalités d’investigation du cœur (Section 1.3).
1.1 Anatomie et physiologie
1.1.1 Anatomie cardiaque
Situé entre les poumons, dans le médiastin antérieur et aux deux tiers à gauche du
plan médian du corps humain, le cœur repose sur le diaphragme (Figure 1.1). Il présente
la forme d’une pyramide triangulaire dont le grand axe est dirigé vers l’avant, la gauche
et légèrement vers le bas, depuis sa base, d’où émergent les troncs vasculaires, jusqu’à
son extrémité, appelée apex .
Figure 1.1 – Position du cœur dans le thorax.
Le cœur est un organe creux
constitué essentiellement d’un tissu
musculaire, le myocarde, recouvert
d’une enveloppe interne, appelée en-
docarde, et d’une enveloppe externe,
ou péricarde. Cette dernière comporte
une partie séreuse et une partie fi-
breuse (Figure 1.2b). Le péricarde sé-
reux comprend un feuillet viscéral, ap-
pelé épicarde, adhérant fermement au
myocarde, et un feuillet pariétal beau-
coup plus lâche, qui accorde au cœur
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une liberté de mouvement. Entre l’épicarde et le myocarde s’insère une couche consti-
tuée de tissu adipeux, de nerfs et de vaisseaux coronaires. Dans l’épaisseur du myocarde,
on distingue deux couches : une portion interne située sous l’endocarde, appelée couche
sous-endocardique, et une portion externe située sous l’épicarde, dénommée couche sous-
épicardique.
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(a) Vaisseaux et cavités. (b) Parois.
Figure 1.2 – Anatomie cardiaque (Netter, 1969).
Siège de la circulation sanguine, le cœur comprend quatre cavités (Figure 1.2a) :
– deux chambres postérieures réceptrices à parois minces, appelées oreillettes 1 (resp.
oreillette droite (OD) et oreillette gauche (OG)), où aboutissent des troncs veineux ;
– deux chambres antérieures propulsives à parois plus épaisses, appelées ventricules
(resp. ventricule droit (VD) et ventricule gauche (VG)), d’où partent des troncs
artériels.
Les sorties de ces cavités sont contrôlées par un système de valves, destinées à prévenir
le reflux sanguin :
– les oreillettes communiquent avec leur ventricule homologue via des valves auriculo-
ventriculaires : valve tricuspide à droite et valve mitrale à gauche ;
– les ventricules communiquent avec leur tronc artériel associé via des valves sig-
moïdes : valve sigmoïde pulmonaire à droite et valve sigmoïde aortique à gauche.
1. On parle également d’atrium.
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1.1.2 Cycle cardiaque
La circulation sanguine permet d’apporter aux cellules, de manière continue et re-
nouvelée, l’oxygène et les nutriments nécessaires au métabolisme. Le cœur assure cette
fonction en jouant le rôle d’une pompe aspirante-foulante, dont les parties droite et gauche
traitent en parallèle et séparément le sang appauvri en oxygène et le sang oxygéné (qua-
lifié d’hématosé) :
← Protodiastole - · · · - Télédiastole → ← Protosystole - · · · - Télésystole →
Phases Diastole générale Systole Systole
cardiaques (auriculaire et ventriculaire) auriculaire ventriculaire
Oreillettes relaxation contraction relaxation
Ventricules relaxation relaxation contraction
Durée 400 ms 100 ms 300 ms
Figure 1.3 – Structuration du cycle cardiaque en phases systoliques et diastoliques. En
rouge sombre (resp. vif) : sang appauvri (resp. enrichi) en oxygène.
– Le cœur droit est le siège de la petite circulation ou circulation pulmonaire : le
sang désoxygéné, issu de l’organisme et collecté par les veines caves, est admis dans
l’OD, transféré dans le VD puis expulsé dans l’artère pulmonaire vers les poumons.
– Le cœur gauche est le siège de la grande circulation ou circulation systémique : le
sang hématosé, issu des poumons et collecté par les veines pulmonaires, est admis
dans l’OG, transféré dans le VG puis propulsé dans la circulation générale via
l’aorte 2.
Afin d’assurer ce mécanisme de pompage, le muscle cardiaque se déforme rythmique-
ment (environ 75 fois/minute au repos) selon un cycle d’une durée de 800ms, alternant
événements de relaxation (diastole) et de contraction (systole). Plus précisément, un
cycle cardiaque se décompose en trois phases (Figure 1.3) :
– diastole générale : c’est la période de repos myocardique durant laquelle les ventri-
cules (diastole ventriculaire) et les oreillettes (diastole auriculaire) se relâchent. Par
un mécanisme passif, le sang atrial s’écoule alors dans les ventricules, les remplissant
2. Comparativement à la circulation pulmonaire, la circulation systémique met en jeu des trajets
nettement plus longs, impliquant des résistances à l’écoulement supérieures. Afin de garantir une pression
intra-vasculaire suffisante, le myocarde est de ce fait plus développé au niveau du VG, avec une épaisseur
variant de 7mm à 12mm (excepté à l’apex) vs. 4mm au maximum sur le bord libre du VD. Cette
caractéristique explique l’intérêt accordé au VG dans l’exploration fonctionnelle cardiaque.
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à 70% de leur capacité. La diastole est également la phase de perfusion myocardique
pendant laquelle le muscle cardiaque est vascularisé via les artères coronaires.
– systole auriculaire : les oreillettes se contractent et expulsent le sang qu’elles contien-
nent dans les ventricules (remplissage actif à 30% de leur capacité).
– systole ventriculaire : les ventricules se contractent et expulsent dans leurs artères
respectives le sang qu’ils contiennent ; les oreillettes se remplissent par un méca-
nisme d’aspiration.
Le début et la fin de la systole (resp. diastole) sont désignés par les termes protosystole
et télésystole (resp. protodiastole et télédiastole).
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Noeud
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d’ASCHOFF−TAW ARA
Figure 1.4 – Structure du tissu cardionecteur (Netter, 1969).
1.1.3 Activité électrique
Le myocarde est constitué de cellules contractiles étroitement interconnectées, ap-
pelées cardiomyocytes. A cette organisation cellulaire est associé un système nerveux
autonome, le tissu cardionecteur , qui initie et véhicule l’influx électrique en assurant une
contraction synchrone des cavités. Le tissu cardionecteur est formé de cardiomyocytes
spécialisés regroupés en amas. On distingue successivement (Figure 1.4) :
– le nœud de Keith et Flack (ou nœud sinusal), situé dans la paroi supérieure de
l’OD ;
– le nœud d’Aschoff-Tawara (ou nœud auriculo-ventriculaire), localisé dans la partie
inférieure du septum inter-atrial ;
– le faisceau de His (ou faisceau auriculo-ventriculaire), qui traverse le septum inter-
ventriculaire et se divise en deux branches latérales qui rejoignent les extrémités
des ventricules ;
– le réseau de Purkinje, qui constitue les terminaisons de ces branches et remontant
le long des parois ventriculaires par un trajet sous-endocardique.
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Figure 1.5 – Structure de l’ECG et mise en correspondance des activités cardionectrices.
L’automatisme à l’origine d’un battement cardiaque est initié dans le nœud sinu-
sal. L’influx nerveux se propage ensuite rapidement le long de faisceaux internodaux,
déclenchant la contraction des deux oreillettes, puis se concentrent dans l’unique voie
conductrice entre oreillettes et ventricules : le nœud d’Aschoff-Tawara. Celui-ci impose
un ralentissement à l’influx nerveux, permettant d’achever la systole auriculaire jusqu’à
vidange complète des oreillettes. Atteignant les ventricules, l’influx se propage rapide-
ment par les branches du faisceau de His jusqu’à l’apex. Son entrée dans le réseau de
Purkinje marque le début de la systole ventriculaire, entraînant une vague de contraction
des ventricules depuis l’apex jusqu’à leur base.
L’activité électrique du cœur peut être suivie en enregistrant, au moyen d’électrodes
cutanées, les potentiels de surface générés par la propagation de l’influx nerveux. Le
graphe résultant, appelé électrocardiogramme (ECG), comprend, pour un cœur sain, une
série de déflexions, dénommées respectivement onde P, onde QRS et onde T (Figure 1.5) :
– l’onde P correspond à la dépolarisation des oreillettes, parcourues par l’influx issu
du nœud sinusal, lors de leur contraction ;
– le complexe QRS traduit la dépolarisation rapide des ventricules lors de leur contrac-
tion. La déflexion, plus marquée que l’onde P, refléte la plus grande puissance de
la contraction ventriculaire ;
– l’onde T correspond à la repolarisation lente des ventricules, conduisant à la diastole
ventriculaire.
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En cardiologie, l’étude diagnostique de l’ECG repose sur la mesure de la fréquence
cardiaque, et l’analyse de la morphologie et de la durée des événements P, QRS, T, et
des intervalles PR, ST et QT.
En radiologie, l’ECG fournit un repère physiologique essentiel permettant de syn-
chroniser l’acquisition à la dynamique cardiaque dans le but d’atténuer les artefacts de
mouvement générés par les battements du cœur. Plus précisément, l’acquisition est effec-
tuée durant la diastole, entre l’onde T et l’onde P, où ces artefacts sont les plus faibles 3.
Artère coronaire droite
Artère coronaire gauche
Artère interventriculaire 
antérieure
Artère circonexe
Grande veine cardiaque
Aorte
Artère circonexe
Artère coronaire droite
Sinus coronaire
(a) Face antérieure. (b) Face postérieure.
Latéral
Antérieur
Inférieur
Septal
(c) Nomenclature des parois cardiaques.
Figure 1.6 – Vascularisation du cœur.
3. L’augmentation de la fréquence cardiaque se traduit par un accroissement de la part de la phase
systolique dans le cycle cardiaque, au détriment de la phase diastolique : ceci explique la meilleure qualité
des images acquises chez des patients au rythme cardiaque lent et régulier.
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1.1.4 Vascularisation
En se contractant, le cœur consomme beaucoup d’énergie. Afin d’apporter au myo-
carde l’oxygène et les nutriments nécessaires à son fonctionnement, le cœur est doté d’un
système vasculaire autonome : le système coronaire. La perfusion myocardique est assurée
par deux artères coronaires , qui prennent naissance à la base de l’aorte au niveau d’ori-
fices (ostia) situés au-dessus de la valve sigmoïde aortique, et se ramifient en un arbre
coronarien dont chaque branche irrigue une région donnée du muscle cardiaque selon une
organisation terminale. Plus précisément, après avoir cheminé à la surface du cœur dans
des sillons épicardiques délimitant les cavités cardiaques (Figure 1.6), les artères coro-
naires et leurs ramifications plongent dans le myocarde via des branches perforantes qui
donnent naissance à un réseau terminal dense d’artérioles et de capillaires à disposition
longitudinale (Figure 1.7).
Artère épicardique
Artérioles terminales
Artère perforante
Artère myocardique
Figure 1.7 – Organisation terminale de la perfusion myocardique.
L’artère coronaire gauche assure principalement l’irrigation du cœur gauche (OG et
VG). Elle se divise en deux branches principales : l’artère inter-ventriculaire antérieure
(IVA), qui vascularise les parois antérieures et antéro-septales, et l’artère circonflexe
qui irrigue les parois latérales. L’artère coronaire droite irrigue quant à elle les faces
antérieures et inférieures de la partie droite du cœur (OD et VD), et les parois inférieures
et inféro-septales du VG (Figure 1.6).
Cette organisation spécifique est exploitée par les protocoles radiologiques pour sim-
plifier la localisation des lésions coronaires : le diagnostic préalable d’une anomalie régio-
nale de la perfusion myocardique permet en effet de restreindre l’exploration ultérieure
de l’arbre coronaire aux seules branches irriguant le territoire cardiaque incriminé.
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Origine Manifestation Altération
CMD idiopathique
destruction des cellules cardiaques
dysfonction systolique
dilatation homogène des cavités ventriculaires
augmentation des diamètres télédiastoliques
diminution de la contractilité myocardique
CMH familiale hypertrophie myocardique
dysfonction diastolique
ischémie sous-endocardique
CMR atteinte fibrotique
élévation des pressions télédiastoliques
dysfonction diastolique
diminution du débit cardiaque
diminution des volumes ventriculaires
CMI ischémique
trouble du rythme
dysfonction systoliqueangine de poitrine
infarctus du myocarde
Table 1.1 – Différentes classes de cardiomyopathies. CMD : cardiomyopathies dilatées.
CMH : cardiomyopathies hypertrophiques. CMR : cardiomyopathies restrictives. CMI :
cardiomyopathies ischémiques.
1.1.5 Besoins métaboliques
Le myocarde tire son énergie de l’oxydation des lipides, et, dans une moindre mesure,
des glucides et des lactates contenus dans le sang coronaire 4. L’oxygène est donc un
agent essentiel du métabolisme cardiaque. Les réserves du myocarde étant limitées, le
cœur est sous la dépendance d’un approvisionnement coronaire constant en nutriments
et en oxygène. Le muscle cardiaque extrait en moyenne 60% à 70% de l’oxygène du sang
artériel coronaire. Ce rendement étant d’ores et déjà maximal au repos, les besoins du
cœur en activité ne peuvent être satisfaits que par une augmentation de la perfusion
myocardique, qui peut quintupler lors d’un effort soutenu. Cette dépendance en sang
hématosé explique l’extrême sensibilité du cœur vis-à-vis des pathologies grévant l’apport
en oxygène.
1.2 Pathologies cardiaques
1.2.1 Cardiomyopathies
Les cardiomyopathies (CM) sont des affections du myocarde associées à une dys-
fonction cardiaque significative. La classification de l’OMS (Richardson et al., 1996) les
divisent en :
4. Une diminution de la quantité d’oxygène (hypoxie) peut changer cette prédilection. En cas de
réduction ou d’arrêt de l’apport sanguin (ischémie), les glucides deviennent en effet le substrat préférentiel
du fait d’un meilleur rendement oxydatif.
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1. CM primitives (ou constitutionnelles), de type familial ou idiopathique 5 ;
2. CM secondaires (ou spécifiques), liées à une cause cardiaque ou systémique défi-
nie (e.g. origine ischémique, valvulaire, hypertensive, inflammatoire, métabolique,
toxique· · · ).
En pratique clinique, les CM sont plus volontiers classées par altération fonctionnelle
(Tableau 1.1). On distingue ainsi :
1. les CM avec dysfonction systolique, comprenant notamment les CM dilatées et
ischémiques ;
2. les CM avec dysfonction diastolique, liées à un trouble de la compliance 6 du VG,
parmi lesquelles figurent les CM hypertrophiques et restrictives.
1.2.2 Ischémie, infarctus et viabilité
L’ischémie résulte d’un déséquilibre, temporaire ou prolongé, entre besoins myocar-
diques et apports en oxygène et nutriments assurés par la perfusion du muscle cardiaque.
Elle induit une souffrance myocardique qui se manifeste par des altérations de la fonction
contractile, des troubles de l’ECG et une douleur angineuse au repos et/ou à l’effort.
L’ischémie est généralement secondaire à la présence d’un obstacle (plaque d’athé-
rome) dans une artère coronaire ou ses branches (athérosclérose). Elle peut résulter soit
d’une occlusion consécutive à une rupture de plaque avec formation d’un caillot sanguin
(thrombose) ou migration d’un fragment oblitérant (embolie), soit d’une réduction de
la lumière (sténose). Certaines atteintes cardiaques, à défaut d’en être la cause, peuvent
l’aggraver : on parle alors d’angor fonctionnel. Citons :
– la CMH : dans ce cas, l’épaississement myocardique induit une augmentation des
besoins en oxygène et une hypoperfusion des couches sous-endocardiques résultant
de la compression artérielle ;
– la tachycardie : ici, le raccourcissement de la diastole provoque une diminution de
la perfusion coronaire ;
– la bradycardie, du fait de la diminution du débit cardiaque.
Face à une ischémie sévère et prolongée et en l’absence de circulation collatérale
de suppléance, les cardiomyocites perdent rapidement leur fonction contractile, puis, en
l’espace de quelques dizaines de minutes, des lésions cellulaires irréversibles apparaissent,
aboutissant à la nécrose myocardique ou infarctus du myocarde (IDM) 7. La nécrose est
rarement homogène au sein du territoire lésé : certaines zones, principalement périphé-
riques, peuvent conserver une cohorte de cardiomyocytes survivants mais trop mal per-
fusés pour être fonctionnels. La possibilité pour ces zones de récupérer (partiellement
5. i.e. d’origine inconnue.
6. La compliance caractérise la capacité d’un ventricule à se dilater lors du remplissage diastolique.
7. Ce processus est connu sous le nom de cascade ischémique.
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ou totalement) leur contractilité en cas de reperfusion conduit à la notion de viabilité
myocardique 8.
L’évaluation de la viabilité myocardique suite à un IDM a des implications pronos-
tiques et thérapeutiques importantes, notamment pour décider d’effectuer ou non un acte
de revascularisation susceptible d’accroître notablement l’espérance de vie (Nesto et al.,
1982,Alderman et al., 1983,Pigott et al., 1985,Carli et al., 1995,Allman et al., 2002). Le
diagnostic d’un myocarde non viable permet ainsi d’éviter les risques d’une revasculari-
sation à des patients qui n’en tireraient aucun bénéfice. Dans le cas contraire, l’analyse
régionale de la viabilité permet de guider l’action thérapeutique, l’impact potentiel d’une
revascularisation étant directement lié à l’extension de la zone infarcie 9.
1.3 Modalités d’imagerie cardiaque
Les atteintes cardiaques peuvent être investiguées par diverses modalités d’imagerie,
parmi lesquelles la coronarographie, la tomodensitométrie à rayons X, les examens de
médecine nucléaire (scintigraphie et tomographie par émission de positons), l’échogra-
phie et l’imagerie par résonance magnétique. Le choix d’une modalité de référence (gold
standard) et la coopération éventuelle de plusieurs modalités pour des fins diagnostiques
font l’objet de protocoles radiologiques. Ces derniers sont liés aux pathologies et sont
établis sur la base d’études cliniques longitudinales.
1.3.1 Coronarographie
La coronarographie est une radiographie des artères coronaires utilisant un produit de
contraste iodé opaque aux rayons X. Elle constitue la modalité de référence pour réaliser
un bilan des lésions coronaires (nombre, topographie, sévérité) et apprécier l’impact d’une
circulation de suppléance dans un certain nombre d’indications (angor stable invalidant,
IDM aigu) (Bittl et Levin, 2004). Elle est également utilisée dans un cadre thérapeutique
8. Plus précisément, la notion de viabilité myocardique renvoie à deux situations de dysfonctions
ventriculaires post-ischémiques particulières :
– la sidération : elle caractérise une dysfonction temporaire, consécutive à un épisode ischémique
aigu mais suffisamment bref pour être réversible, qui régresse spontanément dans un délai va-
riant de quelques heures à plusieurs semaines (Braunwald et Kloner, 1982). Elle survient dans de
nombreuses situations cliniques : circulation extracorporelle, thrombolyse, angioplastie, etc.
– l’hibernation : elle caractérise un myocarde devenu akinétique ou dyskinétique suite à une ischémie
chronique et modérée, et qui se recouvre une fonction contractile efficace après revascularisation
(Rahimtoola, 1982,Rahimtoola, 1989,Braunwald et Rutherford, 1986).
9. Plus précisément, les segments myocardiques nécrosés à plus de 25%, et, a fortiori, ceux affectés par
un IDM transmural (i.e. affectant le myocarde dans la totalité ou quasi-totalité de son épaisseur, depuis
l’endocarde jusqu’à l’épicarde), auront une faible capacité de récupération fonctionnelle, contrairement
à ceux touchés par une atteinte sous-endocardique (Choi et al., 2001).
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comme imagerie de contrôle lors d’actes de revascularisation myocardique par angioplastie
coronaire transluminale percutanée avec pose éventuelle d’une endoprothèse (stent).
1.3.2 Tomodensitométrie à rayons X
La tomodensitométrie à rayons X (TDM) ou scanner X fournit, sous forme de séries
de coupes axiales (Section 1.3.6), une cartographie de la densité d’absorption des rayons
X par les tissus imagés. Son utilisation récente en cardiologie résulte de l’essor des techno-
logies d’acquisition hélicoïdale continue multi-détecteurs, autorisant des acquisitions 3D
dynamiques à une résolution spatiale élevée et isotrope. Synchronisée à l’ECG et avec in-
jection d’un produit de contraste iodé, elle permet la visualisation dynamique des troncs
coronaires épicardiques (Rodenwaldt, 2004), et la détection/caractérisation des plaques
d’athérome invisibles en coronarographie (Fayad et al., 2002,Hoffmann et al., 2004). La
TDM est également indiquée pour l’étude morphologique des structures cardiaques, et
l’étude fonctionnelle globale (volume, fraction d’éjection 10), masse myocardique) et seg-
mentaire (cinématique, épaississement) des parois du VG (Dirksen et al., 2002). Outre
l’irradiation et la néphrotoxicité des produits iodés, et malgré de constants perfection-
nements technologiques, les limitations de la TDM sont liées aux artefacts cinétiques
(défauts de synchronisation) et à une résolution spatiale n’atteignant toujours pas celle
de la coronarographie, qui demeure à l’heure actuelle la modalité de référence pour l’exa-
men des artères distales.
1.3.3 Imagerie nucléaire
La Tomographie d’Emission Mono-Photonique (TEMP) 11 ou tomoscintigraphie est
une modalité d’imagerie fonctionnelle permettant de cartographier la distribution des
photons gamma émis par des traceurs radioactifs au sein d’un volume tissulaire. En
cardiologie, la TEMP permet d’évaluer, en termes de perfusion et de viabilité, les consé-
quences myocardiques de lésions coronaires (Strauss et al., 1998). Les radiomolécules
usuelles sont, d’une part, les traceurs marqués au technétium-99m (Sestamibi, Tétrofos-
mine), et d’autre part, le thallium-201. Les premiers sont principalement utilisés pour
l’étude de la perfusion myocardique 12 (Taillefer et al., 1997). Celle-ci repose sur la
confrontation de deux examens - l’un réalisé au repos, l’autre à l’acmé d’une épreuve
d’effort 13- afin de discriminer les déficiences de perfusion réversibles (zones ischémiques)
10. La fraction d’éjection mesure la fraction de volume sanguin éjecté par le VG à chaque batte-
ment cardiaque. Voisine de 60% chez le sujet sain, elle est définie par le rapport du volume d’éjection
ventriculaire au volume télé-diastolique : FE = (VTD - VTS) / VTD. )
11. Single-Photon Emission Computerized Tomography (SPECT).
12. Synchronisée à l’ECG, la scintigraphie au technétium-99m autorise en outre l’analyse de la fonction
contractile globale et pariétale (Jones et al., 1990,Depuey et al., 1993,Chua et al., 1994).
13. Cet effort peut être d’origine physique (e.g. exercice au cyclo-ergomètre) ou induit pharmacolo-
giquement par injection (i) de dypiridamole ou d’adénosine (provoquant une vasodilatation directe des
coronaires saines et une diminution de la perfusion des coronaires sténosées), ou (ii) de dobutamine (en-
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des atteintes définitives (zones infarcies) : l’ischémie se traduit par une hypoperfusion
segmentaire à l’effort d’un territoire par ailleurs correctement vascularisé au repos, alors
que la nécrose myocardique entraîne un déficit permanent. La sensibilité élevée (83% à
90%) et la bonne spécificité (65% à 70%) de cette technique en font l’examen de référence
pour l’évaluation de la perfusion myocardique en routine clinique (Mahmarian et Verani,
1991,Mahmarian, 1999). La scintigraphie myocardique au thallium-201 au repos, suivie
d’acquisitions tardives, est quant à elle indiquée pour l’étude de la viabilité (Rozanski
et al., 1981) : le marquage tardif de zones d’hypofixation précoce témoigne de l’existence
de cardiomyocytes viables (Morse et al., 1999), l’absence d’amélioration tardive signalant
a contrario une nécrose sans viabilité.
L’autre modalité d’imagerie nucléaire est la Tomographie par Emission de Positons
(TEP) 14 (Ter-Pogossian et al., 1975). Avec une résolution spatiale supérieure (4-5 mm
vs. 8-10 mm pour la TEMP) ainsi qu’une sensibilité (85% à 90%) et une spécificité
(70% à 75%) accrues, la TEP a de meilleures performances que la TEMP. Actuellement
concurrencée en routine par l’échographie de stress, la scintigraphie et l’IRM, la TEP
est considérée comme la modalité de référence pour l’étude de la viabilité myocardique
(Schwaiger, 1994). Le diagnostic repose sur l’existence de zones de discordance entre deux
examens, l’un utilisant un traceur de viabilité, l’autre un traceur de perfusion : en cas
d’hypoperfusion segmentaire, signalée par une hypofixation du traceur de perfusion, la
captation du FDG permet de conclure à la persistance de zones viables (Vanoverschelde
et al., 1995).
1.3.4 Imagerie ultrasonore
L’échocardiographie est l’examen de première intention en routine clinique pour éva-
luer la fonction ventriculaire, analyser la morphologie cardiaque et dépister d’éventuelles
complications précoces. Associée à un examen au repos, l’échographie de stress (réalisée
après effort physique ou induit par injection de dobutamine) permet de détecter l’isché-
mie myocardique (hypokinésie de stress réversible au repos (Dagianti et al., 1995,Chuah
et al., 1998)) et d’évaluer la viabilité après IDM (zones acontractiles au repos recou-
vrant une cinétique à l’effort (Zhang et al., 1995)). De nombreuses études (Armstrong
et al., 1987,Quinones et al., 1992,Marwick et al., 1992,Hoffman et al., 1993,Afridi et al.,
1994,O’Keefe Jr et al., 1995,Bax et al., 1996) démontrent des performances diagnostiques
voisines de celles de l’imagerie nucléaire, avec une sensibilité de 81% et une spécificité de
89%. Outre une résolution spatiale médiocre et des restrictions d’incidence, sa principale
limitation réside dans sa faible échogénicité qui compromet l’interprétation dans 10%
à 15% des cas. D’où l’émergence d’une échographie de contraste, fondée sur l’injection
de microparticules gazeuses hyperéchogènes permettant d’accroître le contraste des ré-
traînant une vasodilatation indirecte, secondaire à l’augmentation du travail cardiaque) (Martin et al.,
1992).
14. Positron Emission Tomography (PET).
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gions myocardiques normalement perfusées. Sa principale application est le diagnostic,
en phase aigüe d’IDM, d’une absence de perfusion myocardique en dépit d’un acte de
revascularisation (phénomène de no-reflow) (Ito et al., 1992).
1.3.5 Imagerie par résonance magnétique
L’Imagerie par Résonance Magnétique (IRM) permet de cartographier, sous forme
de séries de coupes axiales, la densité protonique au sein d’un volume tissulaire. Non
invasive et reproductible, elle permet d’imager dynamiquement le cœur avec une résolu-
tion spatio-temporelle élevée et un excellent contraste, notamment entre sang circulant
et parois (Pujadas et al., 2004). La diversité des séquences d’acquisition font d’elle une
modalité polyvalente et complète pour la cardiologie, adaptée à l’étude des répercutions
tant morphologiques que fonctionnelles et perfusionnelles de nombreuses pathologies,
dont l’ischémie myocardique et l’IDM.
1.3.5.1 Ciné-IRM
Les séquences ciné-IRM permettent d’acquérir, en temps réel, sous incidence arbitraire
et avec une résolution spatiale de l’ordre du millimètre, des coupes du cœur à plusieurs
instants du cycle cardiaque 15, et ainsi d’imager dynamiquement son anatomie (Waterton
et al., 1985). En réalisant une série d’acquisitions en coupe petit axe le long du grand axe
du cœur, depuis l’apex jusqu’à la base (Section 1.3.6), il devient possible d’évaluer quan-
titativement la fonction contractile globale (volumes télé-diastolique/systolique, masse
myocardique, fraction d’éjection) du VG (Sechtem et al., 1987, Reichek, 1991, Hundley
et al., 1996,Fogel, 2000,Rebergen et de Roos, 2000). La fonction ventriculaire régionale
peut être appréhendée de deux manières complémentaires : la première consiste en l’étude
qualitative des mouvements des parois endo- et épicardiques, afin d’identifier des zones
hypokinétiques, akinétiques ou dyskinétiques 16 durant la systole ; la seconde repose sur
l’analyse quantitative de l’épaississement systolique pariétal du VG.
1.3.5.2 IRM de marquage
Certaines séquences ciné-IRM permettent d’intégrer sur chaque image un marquage
physique sous forme de lignes ou de grilles (tag) se déformant avec les tissus marqués au
cours de leur évolution. Cette modalité est appelée IRM de marquage ou IRM marquée
(tagged MRI ) (Zerhouni et al., 1988,Axel et Dougherty, 1989). L’analyse des déforma-
tions du motif de marquage durant le cycle cardiaque donne accès à des mesures éparses
des déplacements intramyocardiques (en particulier, à leurs composantes non-radiales),
autorisant une quantification de la fonction contractile segmentaire à une échelle trans-
murale. A l’heure actuelle, l’IRM de marquage ne s’est pas encore substituée en routine
15. Typiquement, 15 à 30 phases selon la durée du cycle cardiaque.
16. i.e. animée de mouvements paradoxaux d’expansion en systole.
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clinique à la ciné-IRM conventionnelle, principalement en raison de l’absence d’outils logi-
ciels d’aide au diagnostic performants, non/faiblement supervisés et cliniquement validés
(Garot et al., 2000,Petitjean, 2003).
Des études expérimentales ont par ailleurs souligné l’intérêt potentiel de l’IRM de
marquage pour l’évaluation de la viabilité myocardique via des études fonctionnelles
sous stress pharmacologique à la dobutamine (réponse contractile de zones akinétiques
au repos) (Baer et al., 1999,Bree et al., 2006).
1.3.5.3 IRM de perfusion
La perfusion myocardique peut être évaluée par deux techniques d’IRM complémen-
taires, associant séquences d’acquisition ultra-rapides à l’injection d’agents de contraste
paramagnétiques (chélates de gadolinium) (Section 2.3.3.2) :
– la première, dénommée imagerie de perfusion de premier passage , vise à mettre en
évidence d’éventuelles anomalies de rehaussement de signal au cours du premier
passage du produit de contraste. Le diagnostic est établi en comparant un examen
au repos avec un examen sous stress pharmacologique, les zones ischémiques pré-
sentant un hyposignal au stress, et/ou en identifiant dans l’examen au repos les
territoires potentiellement hypoperfusés (Al-Saadi et al., 2000).
– la seconde, appelée imagerie de perfusion tardive , met en œuvre des acquisitions
effectuées environ 20 minutes après injection. Elle utilise des séquences spécifiques,
adaptées à la détection des tissus présentant un défaut de cinétique d’élimination
du produit de contraste (Kim et al., 2000), les zones nécrosées induisant un rehaus-
sement tardif.
L’IRM de perfusion de premier passage permet de détecter qualitativement l’isché-
mie myocardique en quelques minutes, et de quantifier son étendue par analyse seg-
mentaire des courbes d’intensité moyenne du signal en fonction du temps (courbes
de premier passage). Avec une sensibilité de 87% et une spécificité de 85%, elle
possède des performances comparables à celles de la TEP et supérieures à celles
de la TEMP myocardique dans la détection de la maladie coronaire (Schwitter
et al., 2001). Elle se révèle également indiquée pour la détection de phénomènes de
no-reflow en phase aigüe d’IDM.
L’IRM de perfusion tardive se révèle très pertinente pour mesurer l’extension
transmurale d’une nécrose, et différencier zones nécrosées et viables (Kim et al.,
2000,Mahrholdt et al., 2002, Schvartzman et al., 2003, Shan et al., 2004). Elle est
indiquée pour différencier les CM non ischémiques (caractérisées par une prise de
contraste intramyocardique n’affectant pas le sous-endocarde) des CMI (engendrant
des hypersignaux sous-endocardiques d’extension plus ou moins transmurale, asso-
ciés à des séquelles d’infarctus) (McCrohon et al., 2003). Ce diagnostic différentiel
permet de reclasser en CMI 13% des CM identifiées comme non ischémiques par co-
ronarographie. L’IRM de perfusion tardive permet également de mettre en évidence
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des signes de nécrose dans les CMH (Bogaert et al., 2003). De par sa résolution spa-
tiale plus élevée, elle apparaît supérieure à la TEMP myocardique pour la détection
des infarctus sous-endocardiques, qui n’induisent pas nécessairement d’anomalies
de contractilité en ciné-IRM (épaississement systolique normal) (Schwitter et al.,
2001, Wagner et al., 2003). Avec une sensibilité de 96% et une spécificité de 100
%, ses performances sont par ailleurs au moins égales à celles de la TEP pour la
détection de zones nécrosées (Klein et al., 2002).
1.3.6 Plans de coupe
L’orientation, la sélection et l’épaisseur des plans de coupe utilisés en imagerie
cardiaque diffèrent selon les modalités, et parfois même au sein d’une modalité
donnée. Afin de faciliter l’évaluation intra- et intermodale, la Société Américaine
de Cardiologie (AHA) a défini un système de plans de coupe standards (Cerqueira
et al., 2002b), deux à deux orthogonaux, formés des incidences petit axe (la plus
employée), grand axe horizontal (également appelée 4 cavités) et grand axe vertical
(Figure 1.8).
En incidence petit axe, les ventricules sont échantillonnés selon trois plans de coupe
perpendiculaires au grand axe du VG, divisant le cœur en sections représentant 35%,
35% et 30% de la masse du myocarde (Figure 1.9). Le plan basal se situe sous les feuillets
de la valve mitrale, le plan médian au niveau des muscles papillaires et le plan apical
sous ces muscles avant la fermeture de la cavité.
L’AHA recommande également une épaisseur de coupe inférieure à 1cm.
1.3.7 Conclusion
Les modalités d’investigation radiologique du cœur sont donc multiples. Malgré ses
avantages (absence d’irradiation, invasivité faible/nulle, accessibilité et mobilité), l’écho-
cardiographie présente un caractère fortement opérateur-dépendant limitant la repro-
ductibilité du diagnostic, de sorte que la ciné-IRM est devenue la modalité de référence
pour l’étude de la fonction cardiaque. Les explorations fonctionnelles nucléaires pâtissent
quant à elles d’un caractère irradiant, d’une faible résolution spatiale et d’artefacts d’at-
ténuation (principalement en TEMP). A ces limitations s’ajoutent, dans le cas de la TEP,
des contraintes de coût et d’accessibilité. Dans ce contexte, l’IRM apparaît comme une
modalité alternative, complète et polyvalente, ayant bénéficié depuis 10 ans de progrès
technologiques significatifs pour l’exploration des pathologies cardiaques.
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Figure 1.8 – Définition des plans de coupe petit axe et grand axe (Petitjean, 2003).
VGVD
Médian
Apical
Grand axe
Basal
Plan du 
petit axe
Paroi libre du VD
Figure 1.9 – Le grand axe du cœur et les trois principaux niveaux de coupe petit axe
-apical, médian et basal- préconisés par l’AHA (Petitjean, 2003).
Chapitre 2
Imagerie par résonance
magnétique
L
’IRM est issue de la découverte en 1946, par F. Bloch et E. Purcell, d’un phénomène
physique fondamental : la Résonance Magnétique Nucléaire (RMN). En présence
d’un champ magnétique intense, certains noyaux atomiques, dont l’hydrogène, entrent
en résonance en absorbant le rayonnement électromagnétique d’une radiofréquence pro-
portionnelle à l’intensité du champ, puis réémettent cette énergie lors de la relaxation
vers leur état d’équilibre (Bloch et al., 1946,Bloch, 1946,Purcell et al., 1946).
La RMN entre dans le champ médical en 1971 : exploitant l’omniprésence des protons
dans les tissus biologiques, Damadian recourt à la mesure des temps de relaxation pour
diagnostiquer in vitro leur état tumoral (Damadian, 1971). En 1973, Lauterbur obtient la
première image 2D d’un objet hétérogène, en modulant spatialement l’intensité du champ
magnétique via un gradient de champ dépendant linéairement de la position (Lauterbur,
1973). Perfectionnant le traitement des signaux, Mansfield développe en 1977 la technique
d’IRM instantanée de type écho-planaire, ouvrant la voie aux applications cérébrales et
cardiovasculaires (Mansfield et Maudsley, 1977). Ces contributions valent à Lauterbur et
Mansfield le prix Nobel de Physiologie et de Médecine en 2003 (Partain, 2004).
Partant des concepts physiques régissant la RMN, nous exposons dans ce chapitre les
principes de formation des images RM, précisons les facteurs technologiques influençant
leur qualité, et donnons un panorama des principales familles de séquences d’acquisition.
Dans un second temps, nous présentons les techniques propres à l’IRM cardiaque, en
particulier l’IRM de perfusion myocardique.
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Figure 2.1 – Une charge en rotation induit un moment magnétique µ lié à son moment
cinétique J et aligné sur son axe de rotation (Kastler et al., 2006).
2.1 Principe physique de la RMN
2.1.1 Magnétisme nucléaire
Les nucléons -protons et neutrons- constituant le noyau atomique possèdent un moment
cinétique intrinsèque, lié à leur rotation propre, et un moment magnétique intrinsèque,
lié à la rotation des charges qui les constituent. Lorsque ces nucléons sont en nombre
impair 1, les interactions de ces moments confèrent au noyau (Kastler et al., 2006) :
– un moment cinétique total J , ou spin nucléaire. Ce spin est un vecteur axial, dont la
valeur est quantifiée par un nombre quantique de spin I, relié au quantum d’action
par la relation I = n h¯2 (n ∈ N), où h¯ = h2π est la constante de Planck réduite 2.
– un moment magnétique nucléaire µ proportionnel au spin (Figure 2.1) :
µ = γJ
la constante γ, appelée rapport gyromagnétique, étant spécifique au noyau.
La mécanique quantique prévoit qu’en présence d’un champ magnétique, le nombre
d’orientations du spin J (et donc d’états d’énergie du noyau) est quantifié par un entier
N , tel que :
N = 2I + 1
Le noyau d’hydrogène 1H (proton), atome plus abondant dans le corps humain, est ca-
ractérisé par I = 12 et ne possède donc que N = 2 orientations et valeurs possibles pour
son moment cinétique.
2.1.2 Etat d’équilibre : champ magnétique principal B0
En l’absence de champ magnétique externe, les protons d’un échantillon tissulaire
sont orientés aléatoirement : la résultante M =
∫
µdV des aimantations élémentaires
1. Pour les noyaux à nombre de nucléons pair, les moments cinétiques s’annihilent par paires, induisant
un spin nul. C’est le cas du carbone 12C et de l’oxygène 16O.
2. Les valeurs connues de I correspondent à n ∈ [0..9].
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Figure 2.2 – Etats d’énergie d’une distribution de protons en présence d’un champ
magnétique statique intense B0.
est alors nulle. Soumis à un champ magnétique uniforme intense 3 B0 = |B0| z, les spins
s’orientent dans l’axe du champ en précessant à une vitesse angulaire ω0 proportionnelle
à B0 4 :
ω0 = γB0
A l’équilibre thermodynamique, ils se répartissent en N = 2 populations, selon que
leur moment magnétique est parallèle (np protons d’énergie 5 Ep) ou antiparallèle (na
protons d’énergie Ea > Ep) au champ B0, conformément à une statistique de Boltzmann :
np
na
= exp
(
Ea − Ep
kBT
)
kB désignant la constante de Boltzmann et T la température (Figure 2.2). On montre :
Ea − Ep = γh¯|B0| > 0
de sorte que np > na . Cette légère différence de population induit une aimantation
globale M = M0 z parallèle à B0 (Figure 2.3), dont l’intensité M0 = (np − na)µz est
donnée par la relation (Abragam, 1961) :
M0 =
γ2h¯2I(I + 1)
3kBT
(np + na) |B0|
L’aimantation M est donc une fonction croissante de la densité protonique (np +
na) et de l’intensité du champ B0. A l’équilibre, sa composante transversale Mxy est
nulle du fait de l’incohérence de phase des spins, et sa composante longitudinale Mz
3. Typiquement, |B0| = 1T, soit 20 000 fois l’intensité du champ magnétique terrestre.
4. Pour le proton, la fréquence de résonance µ0 = γ2π|B0| vaut 42.58 Mhz pour |B0| = 1T.
5. Cette énergie vaut Ep = −µ ·B0 = −µz|B0|.
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Figure 2.3 – Précession et orientation des spins en présence d’un champ magnétique
externe B0, et aimantation résultante M0 à l’équilibre thermodynamique.
est maximale (|Mz | = M0). Sa mesure directe s’avère toutefois impossible, car M0 ≪
|B0| (typiquement, M0 ≈ 10−14T pour |B0| = 1.5T). Cette difficulté est contournée en
basculant le vecteur M dans le plan xy via une perturbation de l’état d’équilibre au
moyen d’un champ magnétique auxiliaire B1.
2.1.3 Perturbation de l’état d’équilibre : onde RF
L’application d’un champ magnétique B1 (|B1| ≪ |B0|) orthogonal à B0, induit par
un courant sinusoïdal à la fréquence de Larmor ω0 (ou onde radiofréquence (RF)), modifie
l’aimantation en générant une composante transversale. Le vecteur M s’écarte alors de
sa position d’équilibre, en basculant d’un angle α (f lip angle) d’autant plus grand que
l’impulsion RF, qualifiée de longitudinale, est intense et sa durée τRF importante :
α = γ|B1|τRF
L’impulsion à 90◦, dite de saturation-récupération, constitue un choix standard 6.
2.1.4 Phénomène de relaxation et mesure du signal de précession libre
La suppression de l’impulsion RF entraîne un retour de l’aimantation M à sa position
d’équilibre : la composante longitudinale Mz croît alors vers sa valeur maximale M0,
et la composante transversale Mxy décroît en précessant à la vitesse angulaire ω0. Ce
6. L’annulation de Mz et l’émergence de Mxy s’expliquent alors de manière quantique, respectivement
par une distribution protonique équilibrée (np = na) et une mise en cohérence de phase des spins.
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(a) (b)
Figure 2.4 – Relaxation de l’aimantation après une impulsion RF à α = 90◦. (a) Evolu-
tion des aimantations longitudinale Mz et transversale Mxy. La constante T1 (resp. T2)
détermine la durée nécessaire à la récupération (resp. décroissance) de 63% (resp. 37%)
de la composante Mz (resp. Mxy). (b) Signal FID décroissant en T2∗.
phénomène est régi par la loi de Bloch (Wright, 1997) :
Mz(t) = M0
(
1− e− tT1
)
Mxy(t) = M0 e
− t
T2
les constantes T1 et T2 définissant respectivement les temps de relaxation longitudinale
et transversale, caractéristiques du volume de matière considéré 7 (Figure 2.4a).
La précession de l’aimantation transverse autour de B0 induit aux bornes d’une bo-
bine réceptrice d’axe orthogonal à B0 un signal sinusoïdal amorti S(t) de pulsation ω0
et d’amplitude proportionnelle à Mxy, appelé signal FID (Free Induction Decay) :
S(t) ∝ Mxy(t) eiω0t
Ce signal, dont l’énergie est proportionnelle à la densité protonique au sein du volume
considéré, est le signal RMN (Figure 2.4b).
La cinétique de relaxation dépend des propriétés physico-chimiques du milieu : la
constante T1 caractérise sa capacité à s’aimanter plus ou moins rapidement, T2 sa pro-
pension à restituer plus ou moins lentement l’énergie absorbée lors de l’excitation RF. De
manière générale, ces grandeurs sont plus courtes dans les solides que dans les liquides.
Pour les tissus biologiques dans les conditions standards (T = 310K, |B0| = 1.5T), la
relaxation longitudinale est de l’ordre de la seconde (250 ms < T1 < 3000 ms), alors
7. T1 mesure la quantité de réalignement des protons sur le champ B0 ; pour cette raison, il est
également appelé temps de relaxation spin-réseau. T2 mesure la quantité de réalignement des protons
entre eux, et est aussi appelé temps de relaxation spin-spin.
30 Imagerie par résonance magnétique
Tissu T1 (ms) T2 (ms)
Graisse 260 80
Rein 500 40
Matière blanche 780 90
Myocarde 800 45
Muscle 870 45
Matière grise 900 100
LCR 2400 160
Table 2.1 – Valeurs de T1 et T2 à |B0| = 1.5 T pour quelques tissus humains (Duerinckx
et Kumar, 2000).
que la relaxation transversale de l’ordre du dixième de seconde (30 ms < T2 < 200 ms)
(Pickens, 2000) (Tableau 2.1). Pour le tissu myocardique, T1 = 800 ms et T2 = 45 ms
(Duerinckx et Kumar, 2000).
En pratique, on observe une décroissance de l’aimantation transverse avec une cons-
tante de relaxation T ∗2 < T2. Ce biais est lié à une perte de cohérence de phase des spins
précessant avec B1, imputable à diverses causes : hétérogénéités spatiales intrinsèques
du champ B0, hétérogénéités de champ d’origine moléculaire 8, effets de susceptibilité
magnétique 9, phénomènes de flux et de diffusion.
2.2 Formation de l’image IRM
L’IRM est une cartographie spatiale de la densité protonique par mesure locale du
signal RMN. Réaliser cette cartographie implique de localiser précisément ce signal au
sein du volume imagé. A cette fin, des gradients de champ magnétique directionnels
linéaires sont superposés au champ B0 grâce aux bobines de gradient de champ magné-
tique. L’image IRM est acquise en trois temps : (i) un plan de coupe est sélectionné grâce
à un gradient de sélection de coupe Gz ; (ii) dans ce plan, les lignes sont sélectionnées
via un gradient de phase Gy qui réalise un codage en y de la phase des protons ; (iii)
les colonnes sont sélectionnées par un gradient de fréquence Gx qui induit un codage
8. Ces hétérogénéités proviennent de micros champs magnétiques dûs à l’interaction de spins évoluant
dans des environnements moléculaires différents.
9. La susceptibilité magnétique est le coefficient χ tel que M = χB0. Il quantifie la propension d’une
substance à s’aimanter. Des matériaux de susceptibilités très différentes génèrent un gradient de champ
magnétique à leur interface.
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de fréquence selon la direction x. La carte d’aimantation est finalement reconstruite par
double transformée de Fourier du signal RMN dans la coupe.
2.2.1 Sélection d’un plan de coupe
En présence du champ B0, les protons du volume étudié résonnent tous à la fréquence
ω0. Une discrimination spatiale selon un plan de coupe orthogonal 10 à l’axe z est réalisée
superposant à B0 un gradient de champ linéaire Gz = z0Gz0 z : les protons précessent
alors à une vitesse angulaire ω(z0) = γ(|B0| + z0Gz0) proportionnelle à l’ordonnée z0.
L’application d’une onde RF sélective de largeur ∆ω(z0) = γ∆z Gz0 autour de la fré-
quence ω(z0) permet d’obtenir le signal FID des protons situés dans la coupe d’épaisseur
∆z centrée en z0.
2.2.2 Localisation dans la coupe : codage en fréquence et en phase
L’étape suivante consiste à coder spatialement les protons au sein du plan de coupe
sélectionné. Ce codage est réalisé en appliquant successivement des gradients de champ
linéaires Gx et Gy selon les directions respectives x et y.
L’application de Gy provoque la précession des protons à des fréquences distinctes,
proportionnelles à leur ordonnée y0. Le déphasage résultant après un temps τy est donné
par φy = γy0Gy0τy. Après suppression de Gy, les protons recouvrent leur vitesse de
précession initiale en conservant leur déphasage. L’application ultérieure du gradient
Gx entraine une précession des protons à des fréquences distinctes, proportionnelles à
leur abscisse x0. Chaque proton est dès lors caractérisé par sa fréquence et sa phase de
précession, respectivement proportionnelles aux coordonnées x0 et y0. Le gradient Gx
induit ainsi un codage de fréquence et le gradient Gy un codage de phase. En pratique,
Gy est appliqué avant l’acquisition du signal, et Gx pendant celle-ci, d’où la terminologie
alternative de gradient de lecture utilisée pour ce dernier.
Le temps séparant la première impulsion longitudinale de la lecture du signal est
appelé temps d’écho (TE). Le codage de phase est répété autant de fois que l’on désire
acquérir de lignes d’image, avec une période appelée temps de répétition (TR).
2.2.3 Reconstruction par transformée de Fourier
Dans une coupe d’épaisseur ∆z, les gradients de champ Gx et Gy induisent donc une
distribution spatiale de fréquence :
ω(x) = γ(|B0|+ x ·G) = ω0 + γx ·G
où x = (x0, y0) et G = (Gx0 , Gy0). En désignant par Mxy(x) la densité d’aimantation
transverse dans la coupe, le signal RMN issu d’un volume élémentaire dx est le signal
10. Une incidence de coupe arbitraire s’obtient en combinant linéairement les gradients axiaux
(Gx, Gy, Gz).
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sinusoïdal amorti dS(t) de pulsation ω(x) et d’amplitude proportionnelle à Mxy(x) :
dS(t) ∝ Mxy(x) eiω0teiγx·Gt dx
En pratique, dS(t) est démodulé afin de s’affranchir de la porteuse ω0. En introduisant
la variable k(t) = γ
∫ t
0 G(τ) dτ = (kx, ky), assimilable à une fréquence spatiale
11, 12, on
obtient par intégration sur la coupe :
S(k) ∝
∫
Mxy(x) e
ik·x dx
Le signal RMN apparaît ainsi comme la transformée de Fourier de l’aimantation trans-
versale (Twieg, 1983). Cette dernière s’obtient par transformée de Fourier inverse :
Mxy(x) ∝
∫ +∞
−∞
S(k)e−ik·x dk
L’échantillonnage du plan de coupe dans l’espace de Fourier (encore appelé k-space)
est réalisé en incrémentant à chaque TR l’amplitude du gradient de phase Gy, appliqué
pendant un temps τy, et en codant le signal S(k) pendant un temps d’observation TO
via le gradient de lecture Gx. On a alors : kx = γGx TO et ky = γGy τy.
2.3 Facteurs de qualité de l’image en IRM
La qualité d’image est un élément primordial pour le rendement diagnostic. En IRM,
les principaux critères de qualité sont le rapport signal sur bruit (RSB), la résolution
spatiale, l’existence d’artefacts et le contraste.
2.3.1 Rapport signal sur bruit et résolution spatiale
La principale source de bruit dans l’image RM résulte de la création d’une force
électro-motrice dans la bobine réceptrice par le corps lui-même. Cette dernière se modélise
comme un bruit gaussien. On montre que le RSB de l’image est proportionnel à l’intensité
du champ |B0|, au temps d’acquisition Ta et à la résolution spatiale R 13 (Wright, 1997) :
RSB ∝ |B0|
√
Ta
R
La qualité de l’image est donc tributaire d’un compromis entre résolution et durée d’ac-
quisition, à établir en fonction des contraintes médicales et technologiques propres à
l’examen. Le temps d’acquisition, défini par (Brown et Semelka, 1999) :
Ta = N nTR
11. Pour un gradient constant au cours du temps, il vient : k = γGt.
12. En notant φx (resp. φy) le déphasage des protons induit par le gradient Gx (resp. Gy), on montre
en effet : kx = φxx et ky =
φy
y
.
13. La résolution spatiale correspond à la finesse de l ?image, i.e. à la taille du plus petit détail que
l ?on pourra détecter.
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est fonction du temps de répétition TR, du nombre N de lignes de la matrice d’acquisition,
et du nombre n d’acquisitions accumulées pour obtenir un signal de qualité suffisante.
2.3.2 Artefacts
La présence d’artefacts peut considérablement réduire la qualité de l’image IRM. On
distingue deux sources principales :
– artefacts liés au système d’acquisition : artefacts de troncature, déplacement chi-
mique, susceptibilité magnétique, artefacts propres à certaines séquences ou à des
éléments matériels, etc ;
– artefacts liés au patient : artefacts métalliques, artefacts de mouvements (e.g. mou-
vements cardio-respiratoires en IRM cardiaque)... Les artefacts de mouvement im-
pactent la qualité de l’image en diminuant la résolution.
2.3.3 Facteurs du contraste en IRM
2.3.3.1 Temps de relaxation et densité de protons
L’IRM traduit le signal FID en niveaux de gris. Tout paramètre susceptible d’influen-
cer ce signal est qualifié de facteur de contraste. On distingue :
– les paramètres intrinsèques, liés aux propriétés physico-chimiques des tissus : il
s’agit avant tout 14 de la densité protonique et des temps de relaxation T1 et T2.
– les paramètres extrinsèques ou instrumentaux, liés au champ magnétique B0 et aux
séquences d’acquisition : ils comprennent notamment l’angle de basculement α, le
temps de répétition TR et le temps d’écho TE.
Les contrastes pondérés en densité de protons, T1 et T2 sont tributaires des para-
mètres d’acquisition. Pour comprendre ces relations, considérons l’évolution des aiman-
tations longitudinale Mz et transversale Mxy pour des tissus possédant des propriétés de
relaxation distinctes (Figure 2.5). Ces aimantations sont liées par l’impulsion à 90◦ : la
valeur de Mz à t = TR définit celle à partir de laquelle Mxy décroît au début de chaque
cycle d’acquisition. La valeur de Mxy à t = TE détermine l’intensité du signal FID.
Le paramètre TR conditionne le temps laissé aux protons pour recouvrer leur état
d’équilibre. Selon sa valeur par rapport à T1, la récupération de l’aimantation est partielle
ou totale. Pour un TR long (typiquement, TR ≈ 2000 ms), les taux de récupération des
tissus à relaxation lente et rapide sont équivalents : leur différenciation en fonction de T1
est donc difficile. A contrario, un TR court, inférieur ou proche du T1 des tissus (typi-
quement, TR ≈ 400-600 ms) implique un important écart d’aimantation entre protons à
relaxation lente et rapide : cet effet de saturation 15 partielle induit un contraste en T1.
14. D’autres facteurs, tels la diffusion, la concentration en oxygène, la vitesse des fluides circulants ou
les agents de contraste (Section 2.3.3.2) concourent également au contraste.
15. La saturation correspond à une récupération partielle ou une disparition de l’aimantation longi-
tudinale suite à la réduction du TR. Cet effet est exploité par les séquences destinées à atténuer des
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Figure 2.5 – Influence des paramètres TR et TE sur le contraste des séquences ES en
fonction des constantes T1 et T2, pour 3 tissus (indexés 1, 2 et 3) présentant des propriétés
de relaxation différentes (Bas, 1995).
TE court TE long
TR court T1
TR long densité protonique T2
Table 2.2 – Relations entre paramètres d’acquisition et facteurs de contraste en ES.
Le paramètre TE correspond à l’instant de mesure du signal FID sur la courbe de
relaxation en T2. Par un raisonnement analogue, un TE court (TE < 20-30 ms) induit un
contraste en T2 faible. A contrario, plus TE est long et adapté aux vitesses de relaxation
des tissus (TE ≈ 80-100 ms), plus le contraste est prononcé en T2. La valeur de TE est
limitée par le RSB qui doit demeurer suffisant.
Il est enfin possible d’exclure simultanément les pondérations en T1 et T2 en choisis-
sant un TE très faible et un TR grand devant les T1. Le contraste est alors déterminé
directement par la densité protonique 16.
Un choix pertinent des paramètres d’acquisition permet ainsi d’optimiser le contraste
tissulaire (Tableau 2.2). En outre, la sensibilité et la potentialité de l’IRM peuvent être
accrues par l’utilisation d’agents de contraste (AC). Ces derniers permettent de discri-
miner tissus sains et pathologiques dans le cadre d’études fonctionnelles cinétiques.
artefacts de flux ou de mouvement, ou à créer des motifs de présaturation (IRM de marquage).
16. Une séquence ES à double écho permet ainsi d’acquérir simultanément une image en densité de
protons et une image pondérée en T2 dans un intervalle de temps donné.
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2.3.3.2 Agents de contraste
Les AC utilisés en IRM sont des substances pharmacologiques qui accentuent le
contraste tissulaire en diminuant localement les temps de relaxation 17. Ils se répartissent
en deux familles, qui se distinguent par leur mode d’action :
– les agents paramagnétiques sont des solutions de chélates d’ions de la classe des
métaux de transition ou des lanthanides. Ces éléments se caractérisent par un
fort moment magnétique électronique, lié à l’existence d’un ou plusieurs électrons
libres. Les complexes usuels sont à base de gadolinium (Gd) qui, avec 7 électrons
non apariés, possède un paramagnétisme maximal. Les interactions entre spins des
électrons libres et spins des protons créent des transitions supplémentaires entre les
niveaux d’énergie Ea et Ep, qui accélèrent le retour à l’équilibre des protons. En
diminuant le temps de relaxation longitudinale, ces AC induisent des hypersignaux
sur les images pondérées en T1. A forte concentration, ils affectent la relaxation T ∗2 .
– les agents superparamagnétiques sont constitués de nanoparticules d’oxydes de fer.
Caractérisées par un regroupement important d’ions paramagnétiques, ces sub-
stances manifestent une aimantation élevée en présence d’un champ magnétique.
Les perturbations locales du champ magnétique induites modifient la fréquence de
Larmor des protons, accélérant le déphasage des aimantations transversales. Il en
résulte des hyposignaux sur les images pondérées en T ∗2 .
Les chélates de gadolinium sont employés comme marqueurs de perfusion en IRM.
Les complexes utilisés en routine sont principalement des AC extracellulaires (Gd-DTPA,
Gd-BOPTA) qui, du fait de leur faible poids moléculaire, diffusent à travers la paroi
vasculaire vers l’espace interticiel 18. La perfusion myocardique peut dès lors être évaluée
en analysant régionalement l’évolution du signal IRM (Section 2.5.2). A cette fin, il est
nécessaire de disposer de séquences d’acquisition rapides à haute résolution temporelle.
2.4 Séquences d’acquisition IRM
Les séquences d’acquisition IRM se distinguent par le mode d’excursion du plan
de Fourier (agencement et durée des gradients de champ) lors de l’échantillonnage du
signal, et par la nature des impulsions préparatoires qui modifient l’état préalable de
l’aimantation et influent ainsi sur le contraste.
17. En IRM, les AC sont donc observés indirectement, via les effets qu’ils induisent sur l’aimantation
des spins situés dans leur environnement. De ce fait, les modèles pharmaco-cinétiques, reliant les variations
du signal RMN à la concentration, sont complexes et généralement non linéaires.
18. Par opposition, les AC intravasculaires, de poids moléculaire plus élevé, sont non/faiblement dif-
fusibles et dotés d’une rémanescence vasculaire. Cette spécificité compartimentale induit des modèles
pharmaco-cinétiques plus simples que ceux des AC extracellulaires.
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2.4.1 La séquence d’inversion-récupération
Cette séquence consiste en une impulsion préparatoire sélective à 180◦ qui inverse
la composante longitudinale de l’aimantation (i.e. Mz → −M0). Après suppression de
l’impulsion, l’aimantation revient à son état initial. Afin de disposer d’un signal FID
mesurable (i.e. Mxy 6= 0), une lecture est effectuée après un temps d’inversion TI au
moyen d’une séquence écho de spin ou écho de gradient (Section 2.4.3).
En augmentant la dynamique de variation de l’aimantation, qui passe de l’intervalle
[0,M0] à [−M0,M0], la séquence d’inversion-récupération permet d’accroître le contraste
des images pondérées en T1. Elle permet en outre de s’affranchir du signal d’un tissu
donné via le choix d’un TI correspondant à l’instant d’annulation de la composante Mz
au passage du plan de coupe, i.e. voisin du T1 du tissu 19.
2.4.2 Les séquences en écho de spin
La mesure directe du signal FID fournit une carte d’aimantation pondérée en T ∗2 .
La technique d’écho de spin (ES) (spin echo) permet d’accéder au paramètre T2 en
limitant les artefacts liés aux hétérogénéités spatiales du champ B0 (Figure 2.6). La
séquence d’ES débute par une impulsion RF longitudinale à 90◦ qui synchronise les spins
et bascule l’aimantation dans le plan de mesure. A la fin de celle-ci, les spins commencent
à se déphaser. L’application à TE/2 d’une impulsion RF transversale à 180◦, en inversant
l’aimantation Mxy, permet de refocaliser les moments magnétiques élémentaires, générant
un deuxième signal émis dans le sens opposé, appelé écho.
Dans la séquence ES de base, un seul écho est enregistré après chaque impulsion
à 90◦ (Figure 2.7). Des variantes réduisent le temps d’acquisition en enregistrant, lors
d’un même cycle d’excitation, plusieurs échos provenant d’impulsions à 180◦ multiples.
Qualifiées de turbo, ces séquences rapides se divisent en deux familles (Tableau 2.3) :
les séquences à impulsions longitudinales multiples, dites multi-shot et les séquences à
impulsion longitudinale unique, dites single-shot (Kastler et al., 2006).
2.4.3 Les séquences en écho de gradient et écho de gradient rapides
En accélérant le retour à l’équilibre de l’aimantation, l’emploi d’un angle de bascule-
ment α inférieur à 90◦ permet de diminuer le temps de répétition TR sans dégradation
notoire du RSB 20, et d’augmenter la vitesse de balayage du plan de Fourier. Le repha-
sage par impulsion à 180◦, utilisé par les séquences ES, n’est alors plus envisageable. La
séquence d’écho de gradient (EG) (gradient echo) lui substitue un gradient bipolaire. Ce
19. Ainsi, la séquence STIR (Short TI Inversion Recovery) utilise un TI voisin du T1 de la graisse
pour annuler le signal des tissus adipeux. La séquence FLAIR (FLuid Attenuated Inversion Recovery)
emploie quant à elle un TI proche de celui du liquide céphalo-rachidien.
20. A tout couple (TR, T1) est associé un angle de basculement α∗, appelé angle de Ernst , induisant
un signal maximal dans le plan transverse. Il vérifie : cosα∗ = e−
TR
TI .
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Figure 2.6 – Principe et paramètres des séquences ES. Lors un cycle d’excitation, la
séquence de base génère un écho unique ; les séquences rapides utilisent des échos mul-
tiples.
Figure 2.7 – Séquence ES : diagramme de séquence et excursion du plan de Fourier
(Kastler, 2003).
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Type Nom Acronyme Constructeur
ES multi-
shot
RARE Rapid Acquisition with Relaxation Enhancement Brucker
FSE Fast Spin Echo GE
TSE Turbo Spin Echo Siemens - Philips
ES
single-
shot
HASTE Half-Fourier Acquisition Single-shot Turbo spin Echo Siemens
SS FSE Single Shot Fast Spin Echo GE
SS TSE Single Shot Turbo Spin Echo Philips
Table 2.3 – Séquences ES rapides.
Type Nom Acronyme Constructeur
EG avec
rewinder
FISP Fast Imaging with Steady-state Precession Siemens
FFE Fast Field Echo Philips
GRASS Gradient Recalled Acquisition in the Steady-State GE
EG avec
spoiler
FLASH Fast Low-Angle SHot Siemens
T1 CE-FFE T1 Contrast-Enhanced Fast Field Echo Philips
SPGR SPoiled GRASS GE
EG équi-
libré
True-FISP True Fast Imaging with Steady-state Precession Siemens
Balanced-FFE Balanced Fast Field Echo Philips
FIESTA
Fast Imaging Employing STeady-state Acquisi-
tion
GE
EG avec
écho sti-
mulé
PSIF mirrored/time reversed FISP Siemens
T2 CE-FFE T2 Contrast-Enhanced FFE Philips
SSFP Steady State Free Precession GE
Table 2.4 – Séquences EG rapides.
dernier comporte un lobe négatif, qui accélère le déphasage des spins et accentue ainsi
la décroissance du signal, suivi d’un lobe positif d’une durée double, qui provoque le re-
phasage des spins à l’instant TE et génère un pic d’écho au centre de l’espace de Fourier
(Figure 2.8). A l’instar des séquences ES, les séquences EG peuvent être pondérées en T1
ou T2. Elles sont soumises aux effets T ∗2 qui sont corrigés par une impulsion d’inversion.
TR étant faible, une aimantation transversale résiduelle persiste après lecture du si-
gnal et vient contribuer au signal d’écho. Le traitement de cette composante a motivé
l’élaboration de nombreuses séquences EG rapides (Tableau 2.4) dérivées de la séquence
de base en optimisant l’angle de basculement, les temps TR et TE, et le schéma de
séquence utilisé (annulation/renforcement de l’aimantation transverse résiduelle, géné-
ration d’un écho stimulé) (pour plus de détails, se référer à (Kastler et al., 2006).) La
pondération en EG est donc rarement purement tributaire des relaxations T1 ou T2. De
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Figure 2.8 – Séquence EG : diagramme de séquence et excursion du plan de Fourier
(Kastler, 2003).
manière générale, les séquences EG sont particulièrement adaptées au contraste en T1, et
tirent plus difficilement parti de la pondération en T ∗2 / T2 en raison de leur sensibilité
aux hétérogénéités de B0.
2.4.4 Les séquences en écho de gradient ultra-rapides
L’association des techniques EG et des paradigmes turbo employés en ES aboutit
aux séquences EG ultra-rapides qui permettent des acquisitions en quelques centaines de
millisecondes (snapshot imaging) (Tableau 2.5). Ces séquences se répartissent en deux
familles :
– la première comprend des séquences de type FLASH ou FISP fondées sur gradients
de commutation améliorés autorisant des TE et TR très courts (3 à 15 ms) ;
– le seconde est la technique écho-planar, actuellement la plus rapide, qui permet
de coder simultanément plusieurs lignes du plan de Fourier par commutation de
gradients très performants. Plus précisément, l’exploration du plan de Fourier est
effectuée après une unique impulsion d’excitation via un gradient de fréquence à
oscillations très rapides, et un gradient de phase appliqué de manière constante ou
intermittente selon le mode d’excursion adopté. Les images résultantes sont forte-
ment pondérées en T ∗2 . Une pondération en T1 (resp. T2) est obtenue en utilisant
une impulsion préparatoire de type inversion-récupération (resp. à 90°-180°).
2.5 IRM de perfusion myocardique
Comparativement aux séquences classiques dédiées à des organes immobiles, les sé-
quences d’IRM cardiaques présentent des spécificités liées aux mouvements cycliques
du cœur. Le principe de base est de synchroniser les acquisitions au rythme cardiaque
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Type Nom Acronyme Constructeur
EG avec
spoiler
Turbo-FLASH Turbo Fast Low-Angle SHot Siemens
FSPGR Fast SPoiled GRASS GE
EG avec
rewinder
Turbo-FISP Turbo Fast Imaging with Steady-state Precession Siemens
TFE Turbo Field Echo Philips
FGR Fast GRASS GE
écho pla-
nar
TFE-EPI TFE Echo Planar Imaging Philips
EPI Perf EPI Perfusion Siemens
GRE-EPI Gradient Recalled Echo EPI GE
Table 2.5 – Séquences EG ultra-rapides.
via l’ECG (Kastler et al., 2006). Les constants progrès technologiques réalisés ces deux
dernières décennies, marqués par l’émergence de séquences rapides/ultra-rapides autori-
sant des résolutions spatio-temporelles élevées, font aujourd’hui de l’IRM une modalité
polyvalente privilégiée pour l’exploration fonctionnelle (IRM cardiaque conventionnelle
(Cormeau, 1999), IRM de marquage (Zerhouni et al., 1988,Axel et Dougherty, 1989) . . . )
et perfusionnelle (IRM de perfusion myocardique) du cœur. Une attention particulière
est accordée dans cette section aux séquences utilisées en IRM de perfusion myocardique
en routine radiologique.
L’IRM de perfusion myocardique consiste à acquérir des séries temporelles d’images
cardiaques après injection intraveineuse d’un AC paramagnétique à effet majoritairement
T1 (chélate de Gd). Ces acquisitions, effectuées durant la diastole, utilisent des séquences
rapides synchronisées à l’ECG. A chaque battement du cœur, 3 à 7 coupes petit axe sont
enregistrées, les images d’un niveau de coupe donné correspondant au même instant du
cycle cardiaque (Figure 2.9). Les protocoles sont élaborés afin de minimiser les artefacts
induits par les mouvements cardio-thoraciques. Les acquisitions sont ainsi réalisées :
– en milieu de diastole, dans l’intervalle de temps compris entre l’onde T et l’onde P
de l’ECG, où les déformations myocardiques sont les plus lentes ;
– en apnée afin de réduire l’influence des mouvements respiratoires.
Une pondération en T1 est obtenue en recourant à des séquences EG ultra-rapides,
classiques (Turbo-FLASH / TFE) ou équilibrées ( Balanced FFE / True-FISP / FIESTA),
ces dernières induisant un contraste plus élevé. Les séquences EPI constituent une alter-
native, au prix d’une résolution spatiale dégradée, lorsque l’apnée n’est médicalement pas
réalisable ou la synchronisation à l’ECG se révèle difficile.
L’examen de perfusion comporte deux phases (Section 1.3.5.3) :
– une étude de premier passage, visant stricto sensu à évaluer la perfusion myo-
cardique (détection de zones ischémiques) : celle-ci est réalisée dans les premières
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Figure 2.9 – Principe d’acquisition des examens d’IRM de perfusion : acquisitions multi-
coupes synchronisées à l’ECG en incidence petit axe aux niveaux basal (1), médian (2)
et apical (3) le long du grand axe du cœur.
secondes suivant l’injection en bolus 21 de l’AC, associée ou non à un stress phar-
macologique. Les séquences correspondantes utilisent des impulsions préparatoires
de saturation-récupération afin d’accroître le contraste des zones perfusées.
– une étude tardive, destinée à apprécier la viabilité myocardique (détection et quan-
tification de séquelles d’IDM) : celle-ci est réalisée 10 à 20 minutes après injection
de l’AC. Les séquences associées font usage d’impulsions préparatoires d’inversion-
récupération pour annuler le signal du myocarde et ainsi rehausser le contraste
entre zones saines et nécrosées.
2.5.1 Analyse qualitative de la perfusion myocardique
Les séquences d’images de premier passage montrent une première phase de pré-
contraste caractérisée par un faible contraste dans les structures cardiaques, puis une
augmentation du signal dans les cavités ventriculaires (droite puis gauche), suivi d’un
rehaussement myocardique lié à la diffusion interstitielle de l’AC (Figure 2.10). Leur
analyse qualitative, effectuée par visualisation en boucle, repose sur l’identification de
retards et de déficits de rehaussement du signal, et la mise en évidence d’artefacts de
susceptibilité magnétique liés au transit de l’AC. Les zones ischémiques sont caracté-
21. Un bolus est une injection rapide et brève d’une substance dans un vaisseau sanguin.
42 Imagerie par résonance magnétique
#1 #10 #19 #25
B
M
A
Figure 2.10 – Images caractéristiques d’un examen d’IRM de perfusion cardiaque aux
niveaux basal (B), médian (M) et apical (A) durant le premier passage du bolus d’AC.
#1 : pré-contraste. #10 : arrivée de l’AC dans le VD. #19 : arrivée de l’AC dans le VG.
#25 : perfusion myocardique.
risées par des hyposignaux sous-endocardiques (d’extension transmurale plus ou moins
prononcée), contrastant avec les territoires sains qui présentent un rehaussement normal
et homogène.
L’étude des séquences d’images de perfusion tardive vise à identifier une rétention
anormale de l’AC 22, causant un hypersignal caractéristique d’une zone nécrosée (Kim
et al., 1999,Rehwald et al., 2002). Leur analyse qualitative se fonde simplement sur la
détection visuelle d’une prise de contraste régionale, qualifiée de rehaussement tardif .
Dans chaque cas, l’analyse dynamique de l’ensemble des niveaux de coupe permet de
préciser l’étendue anatomique des anomalies de perfusion.
2.5.2 Analyse quantitative de la perfusion myocardique
Conjointement à son évaluation qualitative, la perfusion myocardique peut être ap-
préhendée par analyse des courbes d’intensité régionale moyenne du signal en fonction
22. Cette rétention s’explique par un retard dans la cinétique d’entrée-sortie du gadolinium dans le
myocarde, entrainant l’augmentation du volume d’AC présent dans l’espace interstitiel.
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Figure 2.11 – (a) Modèle 17 segments du VG préconisé par l’AHA. (b) Vascularisation
associée par l’artère inter-ventriculaire antérieure (LAD), l’artère coronaire droite (RCA)
et l’artère circonflexe (RCX).
du temps, appelées courbes de premier passage. Ces dernières permettent de calculer des
paramètres cliniques objectifs, ouvrant la voie à un diagnostic quantitatif (Figure 2.12).
L’analyse quantitative de la perfusion régionale est conditionnée par une étape de
segmentation dynamique du myocarde, permettant d’extraire un masque myocardique
pour toutes les images de la séquence aux différents niveaux de coupe considérés. Ces
masques sont ensuite partitionnés en régions d’intérêt fonctionnel, appelées segments
myocardiques , sur la base d’un modèle en 17 segments (Preim et al., 2009) standardisé
par l’AHA (Figure 2.11). Les courbes de premier passage segmentaires sont obtenues en
calculant pour chaque image l’intensité moyenne du signal au sein du segment consi-
déré. Ce calcul est également effectué pour la cavité ventriculaire (blood pool). La courbe
associée fournit une référence pour le calcul de paramètres cliniques de perfusion (Sec-
tion 2.5.4) et une fonction d’entrée pour un modèle pharmaco-cinétique de l’AC.
2.5.3 Modèle segmentaire du myocarde
Le modèle de segmentation myocardique défini par l’AHA (Cerqueira et al., 2002b)
permet de rendre compte de la perfusion régionale pour toutes les modalités d’imagerie
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Figure 2.12 – Paramètres d’intérêt clinique pour l’évaluation de la perfusion myocar-
dique dérivés des courbes de premier passage. ∆Imax : amplitude du pic de contraste ;
∆tmax : temps d’arrivée du pic de contraste ; δmax : pente maximale du rehaussement
de contraste ; Amax : aire sous la courbe ; δexp : taux de décroissance exponentielle du
contraste.
cardiaque. Cohérent avec les observations anatomiques et autopsiques, et fondé sur les
approches existantes de segmentation et de nomenclature myocardiques, il autorise un
repérage spatial précis sur la base d’amers anatomiques, et un échantillonnage adéquat
du VG dans les limites de résolution. Le modèle spécifie :
– l’orientation, la localisation et l’épaisseur des plans de coupe (Section 1.3.6) ;
– la position des segments sur le myocarde et la nomenclature associée ;
– l’association des segments à des territoires artériels coronaires.
Modèle segmentaire du VG Les sections du VG aux niveaux basal et médian sont
modélisées par six segments myocardiques de 60◦, et la section apicale par quatre seg-
ments de 90◦. Ces segments sont nommés en fonction de leur position le long du grand
axe et dans le plan du petit axe. La jonction des parois du VD est utilisée pour identifier
et séparer le septum des parois inférieure et antérieure. Chaque segment est associé à
un territoire myocardique irrigué par l’une des trois principales artères coronaires. Cette
correspondance permet de relier un déficit perfusionnel régional à une portion spécifique
du réseau coronaire. La localisation, nomenclature et vascularisation des segments ainsi
délimités sont précisés sur la Figure 2.11.
Modèle segmentaire du VD Le modèle de l’AHA ne prévoit pas de segmentation
standard de la paroi libre du VD (PLVD). En général, dans la direction du grand axe, la
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segmentation de la PLVD est similaire à celle du VG et inclut les niveaux basal, médian
et apical. En coupe petit axe, la PLVD est le plus souvent divisée en trois segments égaux
(Naito et al., 1995,Klein et al., 1998). La segmentation proposée dans (Fayad et al., 1998),
fondée sur des considérations anatomiques, divise cependant la PLVD en quatre régions :
l’infudibulum, le sinus, et les régions médiane et apicale.
2.5.4 Paramètres cliniques de perfusion
Différents paramètres d’intérêt clinique pour l’évaluation quantitative de la perfusion
myocardique peuvent être dérivés des courbes de premier passage (Manning et al., 1991,
Wilke et al., 1993). Citons notamment (Figure 2.12) :
– l’amplitude du pic de contraste depuis une ligne de référence (baseline) correspon-
dant à la valeur moyenne du signal avant arrivée du bolus :
∆Imax = I(tmax)− Ibase
L’indice clinique associé ∆I∗max s’obtient en normalisant ce paramètre par sa valeur
dans la cavité ventriculaire (blood pool) :
∆I∗max =
∆Imax
∆Ibpmax
(2.1)
– le temps d’arrivée au pic de contraste depuis le début de la prise de contraste
(time-to-peak) :
∆tmax = tmax − t0 (2.2)
– la pente maximale du rehaussement lors de la prise de contraste (maximum ups-
lope) :
δmax = max
t0≤t≤tmax
I ′(t)
La normalisation relativement à la valeur intra-venticulaire conduit à l’indice cli-
nique δ∗max :
δ∗max =
δmax
δbpmax
(2.3)
– le taux de décroissance exponentielle du contraste après le pic (exponential decay
rate), noté δexp. Une normalisation analogue conduit à l’indice clinique δ∗exp :
δ∗exp =
δexp
δbpexp
(2.4)
– l’aire sous la courbe depuis le début de la prise de contraste jusqu’au pic de contraste
depuis la ligne de référénce (area under curve) :
Amax =
∫ tmax
t0
[
I(t)− Ibase
]
dt
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L’indice clinique associé A∗max est obtenu par normalisation par ∆tmax :
A∗max =
Amax
∆tmax
L’évaluation quantitative de la perfusion segmentaire repose sur une analyse conjointe
de ces différents paramètres. Comparativement aux valeurs mesurées dans les zones myo-
cardiques saines, un territoire hypoperfusé se caractérisera ainsi par :
– une cinétique de passage de l’AC ralentie/retardée, reflétée par une augmentation
du temps d’arrivée au pic ∆tmax et une diminution de la pente maximale de re-
haussement δ∗max ;
– une prise de contraste moins marquée, manifestée par une diminution du pic de
contraste ∆I∗max et de l’aire sous la courbe A∗max.
2.6 Conclusion
L’IRM est aujourd’hui une modalité technologiquement mature pour l’investigation
des pathologies du myocarde, tant fonctionnelles que perfusionnelles. Malgré ses poten-
tialités diagnostiques, son utilisation en routine radiologique demeure toutefois principa-
lement qualitative, au détriment de la précision et de la reproductibilité, faute d’outils
logiciels faiblement/non supervisés estimant automatiquement les paramètres d’intérêt
clinique. L’évaluation quantitative d’examens d’IRM de perfusion est conditionnée par
une étape critique d’alignement des images et de segmentation du myocarde. Cette étape
est rendue complexe tant par les caractéristiques intrinsèques du signal RM (absence de
contraste tissulaire avant le passage de l’AC, variations de contraste rapides et élevées
lors de sa diffusion dans les différentes structures cardiaques), que par le caractère dy-
namique du territoire imagé (existence de mouvements cardio-respiratoires non rigides
altérant la forme des structures anatomiques durant le passage de l’AC).
Le chapitre suivant dresse un état de l’art des méthodes de recalage en IRM-p tout
en mettant en exergue les verrous associés.
Deuxième partie
Recalage en imagerie médicale :
cadre théorique et état de l’art

Chapitre 3
Recalage non rigide d’images
médicales
L
e recalage d’images est un sujet central en imagerie médicale. Il consiste essen-
tiellement à établir une relation géométrique entre les objets représentés par une
paire/série d’images. Nous distinguons quatre objectifs majeurs du recalage en imagerie
médicale :
– recalage multi-modal : il s’agit de fusionner des informations issues de modalités
différentes afin de confronter des informations anatomiques ( TDM, imagerie US
. . . ) et/ou fonctionnelles (SPECT, TEP, IRM fonctionnelle . . . ). Les images consi-
dérées sont des acquisitions effectuées sur un même patient.
– recalage mono-modal multi-vues/canal : ce type de recalage intervient pour éva-
luer l’évolution d’une pathologie sur des images d’un même patient obtenues à
des périodes différentes. Il permet également d’estimer in vivo des comportements
physiologiques à des fins diagnostiques ou thérapeutiques.
– recalage inter-patient : il permet de mettre en correspondance des informations
complémentaires disponibles au sein d’une population pour la construction d’at-
las anatomiques ou fonctionnels. Il permet également la construction de modèles
anatomo-fonctionnels individualisés.
– recalage atlas-données : il permet notamment l’étiquetage ou la segmentation au-
tomatique d’attributs par transport de cartes (atlas).
Nous présentons en premier temps le cadre théorique général du recalage en image-
rie médicale (Section 3.1) et les différentes directives pour sa résolution (Section 3.2).
Dans un deuxième temps, nous nous penchons sur le recalage de séquence d’images et
présentons ses différents scénarios (Section 3.3) avec une attention particulière accordée
au recalage de séquences temporelles synchronisées de perfusion, se rapprochant de la
deuxième catégorie de recalage présentée ci-dessus (Section 3.4). Nous dressons enfin un
état de l’art de différentes méthodes de recalage de séquences d’images de perfusion exis-
tantes pour en dégager les limitations et motiver ainsi la nouvelle méthode de recalage
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en IRM-p proposée (Section 3.5).
3.1 Définition mathématique d’un système de recalage
Soient une image source I et une image de référence T définies sur un domaine Ω ⊂ Rq
et à valeurs dans un ouvert Λ ⊂ Z. Aligner I sur T consiste à trouver une transformation
spatiale φ : Ω → Ω au sein d’un espace fonctionnel T telle que Iφ = I ◦ φ soit similaire
à T au sens d’un critère prédéfini. Ce problème peut s’exprimer de manière équivalente
en terme de champ de déplacement u tel que :
φ = Id+ u
Id désignant la fonction identité. Ainsi, en tout point x ∈ Ω, on recherche un champ u
tel que :
Iu(x) = I(x+ u(x)) soit similaire à T (x) .
Le recalage s’appréhende alors comme un problème de minimisation d’une fonction de
coût sur l’espace des transformations :
φ∗ = argmin
φ∈T
C(Iφ, T )
Le critère de recalage C(Iφ, T ) est la somme d’un critère de similarité entre l’image source
transformée Iφ et l’image de référence T , et d’un terme de régularisation garantissant
des solutions régulières.
Ce principe général soulève un certain nombre de questions liées aux critères condi-
tionnant le choix d’une méthode de recalage. Quelles sont les informations disponibles
et utilisables pour aider la mise en correspondance ? Quel est le critère qui peut nous
renseigner sur la ressemblance entre deux images ? Par quelle type de transformation
allons nous établir cette mise en correspondance ? Comment rechercher la meilleure cor-
respondance ? Ces questions débouchent sur la définition des différents composants d’une
méthode de recalage.
3.2 Typologie du recalage
3.2.1 Nature des primitives
Nous distinguons deux classes de primitives, définissant deux grandes approches de
recalage (Betrouni et al., 2009) :
Approches par primitives géométriques Les méthodes de recalage géométriques
procèdent par appariement de structures géométriques homologues présentes dans les
images (points, lignes, surfaces) et fournissent un champ de déplacement épars. Cette
extraction de primitives reste la partie donnant le plus d’incertitude car très dépendante
des techniques de segmentation (manuelle ou automatique).
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Approches par primitives iconiques Les méthodes iconiques exploitent l’intégralité
de l’information contenue dans les images sans faire intervenir une étape de segmentation
préalable, et fournissent ainsi un champ de déplacement dense. Le recalage est effectué
en transformant une image et en mesurant le degré de similarité entre attributs image
(radiométriques, spatiales), géométriquement correspondants, entre les deux images.
Deux inconvénients majeurs pénalisent les méthodes de recalage par attributs géo-
métriques. Le premier concerne le choix des primitives géométriques communes entres
les images, d’autant plus qu’il n’est pas toujours évident d’identifier de manière précise
les mêmes structures, en particulier dans un contexte multi-modal/multi-vues. Le second
problème touche l’extraction de ces primitives par segmentation, qui s’avére très délicate
et difficilement automatisable, surtout pour des images bruitées comme en échographie.
La segmentation est en outre pénalisante en terme de reproductibilité des résultats. Ces
constatations nous amènent à privilégier les approches de recalage iconique qui semblent
plus adaptées aux données médicales.
3.2.2 Critères de similarité
Le choix du critère dépend de la nature des images à aligner. Ainsi, un recalage mono-
modal ou multi-modal va généralement conduire à des critères tout à fait différents.
Les critères couramment utilisés en recalage mono-modal reposent sur l’hypothèse de
conservation de l’information photométrique, et sont souvent fondés sur des fonctions de
différences ponctuelles (somme de différences absolues (SAD), somme de différences au
carré (SSD)). Robustes aux résidus gaussiens, ces critères s’avèrent néanmoins sensibles
aux points aberrants.
L’hypothèse précédente de conservation de l’information photométrique n’est plus
fondée dans le cas d’un recalage multi-modal caractérisé par des dépendances images
plus complexes. Les dépendances affines sont traduites par le coefficient de corrélation
(Brown, 1992), les dépendances fonctionnelles par le rapport de corrélation (Roche et al.,
1999), et les dépendances statistiques par les mesures issues de la thèorie de l’information
(les plus utilisées sont l’information mutuelle (Collignon et al., 1995) et l’information
mutuelle normalisée (Studholme et al., 1999)) qui reposent sur des hypothèses faibles
concernant les intensités des images. Ces mesures, plus récentes et octroyant un appa-
riement statistique de distributions scalaires de luminance, manipulées via leurs densités
de probabilité marginales et conjointes, sont à l’origine de nombreux développements en
recalage d’images médicales (Maes et al., 1997,Viola et III, 1995) et leur pertinence est
bien établie. Le Chapitre 4 de ce mémoire est entièrement consacré à l’étude des mesures
d’information.
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3.2.3 Espace de recherche
L’espace de recherche permet d’identifier le type de transformation à mettre en place.
Le choix de la transformation est orienté par la nature de la correspondance géométrique
que l’on désire établir entre les images à aligner. Nous distinguons deux grandes classes
de transformations (Petitjean, 2003) :
3.2.3.1 Transformations paramétriques
Ce modèle définit l’ensemble des solutions acceptables et le nombre de degrés de
liberté (DDL) accordé à la transformation. Il peut être global s’il s’applique à l’ensemble
de l’image, ou local si la transformation résulte d’un ensemble de contributions appliquées
à des sous régions de l’image.
Transformations globales Une transformation globale s’écrit sous la forme générale :
φglobal(x) = Ax+ t
où A est une matrice q×q et t un vecteur de dimension q. La forme de la matrice A permet
de distinguer les différents types de transformation. Une matrice orthogonale directe 1
détermine une transformation rigide. L’ajout d’un facteur d’échelle global conduit aux
similitudes. Si A est quelconque, la transformation est affine, et autorise l’étirement et le
cisaillement des structures. En général, une transformation rigide suffit pour un recalage
global.
Transformations locales Ce type de transformations permet d’appréhender des dé-
formations locales. Dans le cas paramétrique, la déformation est décomposée sur une base
de fonctions hiérarchiques définies soit ponctuellement (sur Ω ou une tesselation de Ω),
soit régionalement via une grille de points de contrôle recouvrant Ω.
Dans le cas d’une décomposition ponctuelle sur une base de fonctions hiérarchiques,
la transformation s’écrit :
φlocal(x) = B(x) θ
B(x) désignant un vecteur contenant les fonctions de base et θ un vecteur de coefficients
à estimer. Les bases usuelles sont des bases d’ondelettes (Wu et al., 2000) ou des fonctions
cosinus discret (Ashburner et Friston, 1999).
Pour une décomposition sur une base de fonctions à support borné ΩB, les dépla-
cements θ obtenus aux nœuds d’une grille G permettent de définir la transformation.
Celle-ci s’écrit alors :
φlocal(x) = x +
∑
i|(x−xi)∈ΩB
B(x− xi) θi
1. i.e. AAT = I et detA = 1.
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où (xi)i∈G désigne la famille des points de contrôle, θ = (θi)i∈G les déplacements à estimer,
et B la base de fonctions. Un choix classique consiste en une grille formée de nœuds
uniformément répartis et une famille de fonctions définies comme produits tensoriels de
B-splines (Rueckert et al., 1999,Kybic et Unser, 2000) (Free Form Deformations) (FFD).
Ce choix est optimal en terme de complexité numérique, de précision et de décorrélation
des paramètres (Kybic, 2001).
Nous distinguons par ailleurs, au sein des modèles paramétriques, les transformations
rigides/affines qui sont de faible dimension des transformations non rigides de dimension
supérieure. En imagerie médicale, un espace de transformation non rigide est souvent
nécessaire du fait (i) de la nature intrinsèquement non rigide de la majorité des compo-
sants anatomiques (muscle, vaisseaux . . . ) ; (ii) de la forte variabilité inter-sujet ; (iii) des
altérations anatomiques et fonctionnelles induites par les pathologies et lésions ; (iv) de
la non linéarité introduite par les imageurs.
3.2.3.2 Transformations non paramétriques
La transformation est discrète, locale et de dimension infinie car elle est définie ex-
plicitement en chaque pixel de l’image :
φ = Id+ u
où u désigne un champ de déplacement à estimer en tout point x ∈ Ω.
3.2.4 Régularisation
Le recalage non rigide d’images est intrinsèquement mal posé. Lorsque le nombre de
paramètres est important, il devient difficile de maîtriser le comportement du modèle de
transformation. Il est nécessaire alors d’introduire une contrainte de sous-espace, i.e. une
contrainte sur la forme de la solution par une connaissance a priori de celle-ci, restreignant
le domaine de résolution du problème et permettant de restaurer les conditions d’unicité
et de stabilité des solutions vis-à-vis des données. Le critère du recalage serait alors
une association de deux énergies 2 : le critère de similarité S(Iφ, T ) et une énergie de
régularisation R(φ) :
C(Iφ, T ) = S(Iφ, T ) + λR(φ)
λ > 0 pondérant l’influence de la régularisation.
Si l’espace des transformations est non paramétrique, la théorie de la régularisation
fournit un formalisme mathématique approprié pour l’obtention de modèles bien posés.
Selon les modèles comportementaux a priori de transformations, on aboutit alors à des
modèles variationnels, des modèles par équations aux dérivées partielles (EDP), ou à des
2. A l’exception des approches de régularisation par filtrage itératif qui sont fondées sur une séparation
des deux étapes d’estimation des champs de déplacement de de régularisation (Tableau 3.1)
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Approche Type Expression/Principe
Physique
élastique linéaire R(u) = 1
2
∫
Ω
[
β tr(El(u))
2 + 2γ tr(El(u)
2)
]
dx
(Miller et al., 1993)
hyperélastique R(u) = 1
2
∫
Ω
[
β tr(E(u))2 + 2γ tr(E(u)2)
]
dx
(Rabbit et al., 1995)
plaque mince (Duchon, 1976) R(u) =
∫
Ω

 ∑
i+j=2
2
i !j !
∥∥∥∥∥ ∂
2u
∂xi1 · · · ∂xjq
∥∥∥∥∥
2

 dx
Géométrique
Nagel-Enkelmann R(u) = 1
2
tr
[
(∇u)T TT∇u
]
(Nagel et Enkelmann, 1986)
Filtrage
itératif
démons (Cachier et al., 2003)
1. estimer u∗ sans contrainte de régularisa-
tion
2. lisser u∗ par filtrage gaussien
Probabiliste
Bayes u∗ = argmax
u
p (u|I, T )
(Ashburner et Friston, 1999)
Table 3.1 – Quelques méthodes de régularisation suivant les modèles comportementaux
de transformations. El =
1
2(∇uT +∇u) tenseur de déformation linéaire. E = 12(∇uT +
∇u + ∇uT∇u) tenseur de déformation non linéaire. β, γ ≥ 0 coefficients de Lamé.
TT =
1
||∇T ||2+2µ
[
(µ + ||∇T ||2) Id −∇T (∇T )T
]
tenseur calculé sur l’image de référence
T . µ > 0 hyperparamètre de contraste.
approches probabilistes. Dans le cadre paramétrique, cet a priori est en général inutile
sur des espaces de faible dimension. Différentes énergies/méthodes de régularisation ont
été proposées dans la littérature. Quelques-unes sont présentées dans le Tableau 3.1.
Conservation de la topologie Une propriété souhaitable pour un champ de déforma-
tion est la préservation de la topologie des structures à recaler 3. Cette propriété impose
à la transformation d’être un homéomorphisme 4. Pour un état de l’art détaillé sur les
méthodes de recalage avec contrainte de conservation de la topologie, se référer à (Noblet,
2006,Musse, 2000,Trouvé, 1998).
3.2.5 Optimisation
La transformation de recalage résulte de la minimisation d’une fonction de coût opé-
rant sur des attributs images. Selon le nombre de degré de liberté de la transformation
et la dimension de l’espace des primitives, la minimisation peut s’avérer rapidement un
3. En particulier, indispensable dans un contexte de recalage d’images cérébrales où les noyaux sont
identiques du point de vue topologique chez tous les individus.
4. i.e. continue, bijective et à inverse continue.
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problème complexe. Des stratégies d’optimisation doivent être mises en œuvre afin de
garantir l’obtention d’une solution correcte dans un temps raisonnable. La difficulté ma-
jeure de l’optimisation des problèmes de recalage non rigide résident dans la non convexité
de la fonction de coût dans l’espace des paramètres induisant une possibilité de conver-
ger vers des minima locaux. L’initialisation du processus d’optimisation est ainsi très
importante. Les approches multi-échelles et multi-résolutions (Thevenaz et Unser, 2000)
constituent une alternative à la non convexité sans pour autant garantir l’optimalité de
la solution.
Approches directes Elles sont envisageables lorsque le nombre de paramètres à es-
timer est faible. Le recalage rigide/affine à partir de deux ensembles de marqueurs ou
le recalage non rigide à partir de la mise en correspondance de primitives géométriques
peut se formuler par un problème de moindres carrés.
Approches exhaustives Elles reposent sur la discrétisation arbitraire ou adaptée de
l’espace de recherche et sur un balayage empirique de l’espace de recherche discrétisé.
Pour un nombre élevé de paramètres, ces méthodes sont extrêmement coûteuses en temps
de calcul.
Approches numériques itératives Elles sont envisageables lorsque la fonction de
coût à minimiser est une fonction non linéaire des paramètres à optimiser. Ces méthodes
reposent sur le calcul du gradient de la fonction de coût 5. Klein et al. évaluent dans
(Klein et al., 2007) différentes méthodes itératives d’optimisation de l’information mu-
tuelle sur des espaces de transformations paramétriques exprimées dans une base de
B-splines. Les auteurs s’intéressent à deux classes de stratégies itératives d’optimisation
par schéma de descente : les méthodes stochastiques (méthode de Kiefer-Wolfowitz, mé-
thode de Robbins-Monro . . . ) dérivant la direction de descente via une approximation du
gradient de la fonction de côut à partir d’un sous échantillon de données, et les méthodes
déterministes (desente de gradient, descente de gradient conjugé, Newton, Quasi-Newton
. . . ) fondées sur un calcul exacte du gradient et/ou de la matrice hessienne.
Une étude comparative de ces différentes méthodes a établi les performances des
approches stochastiques, en particulier la méthode de Robbins-Monro, en terme de temps
de calcul. En contrepartie, les approches déterministes autorisent une meilleure précision.
3.3 Scénarios de recalage de séquence d’images
Nous abordons maintenant les aspects de recalage de séries d’images, intervenant
dans des contextes de recalage/fusion multi-modal et multi-canal mono-modal.
5. A l’exception des algorithmes de type Powell et Simplex qui sont simples d’implantation et ne
nécessitent pas le calcul du gradient.
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Soient (Iτ )1≤τ≤d une série de d images définies sur un domaine Ω ⊂ Rq et à valeurs
dans un intervalle Λ ⊂ Z, et T une image de référence. Nous recherchons dans un espace
fonctionnel T un ensemble de d transformations spatiales régulières φτ : Ω→ Ω telles que
φτ aligne l’image Iτ sur la référence T . Cette normalisation spatiale s’appréhende selon
deux scénarios de traitement : une approche classique par paire (pairwise registration)
alignant de manière indépendante chaque image de la séquence sur la référence, et une
approche par groupe (groupwise registration) exploitant toute l’information disponible
dans l’ensemble pour guider le recalage et estimer conjointement les d transformations.
3.3.1 Recalage par paire
Le recalage paire-à-paire recherche de manière individuelle et itérative la transfor-
mation optimale (φτ )1≤τ≤d , alignant l’image Iτ sur la référence T , cette dernière étant
souvent une image de la séquence avec un contraste maximal (Figure 3.1.a).
Même si les performances de l’approche par paire sont établies lorsqu’il s’agit d’aligner
deux images entre elles (Viola et III, 1997, Zitova et Flusser, 2003), cette dernière se
heurte à des limitations intrinsèques majeures dans le cas où nous désirons aligner un
ensemble d’images. Ces limitations sont en effet imputables au choix d’une image de
référence statique. Un mauvais choix, avec des structures et/ou des primitives manquantes
par exemple, pourrait corrompre l’algorithme plus loin. Cela soulève des questions de
robustesse puisque l’unicité des solutions par rapport à la référence n’est pas garantie
(Bhatia et al., 2004). L’optimalité du recalage est par ailleurs remise en question par le
fait que le critère, maximisant la corrélation entre paires d’images, est myope et ne tient
pas compte de l’information disponible dans les images voisines.
3.3.2 Recalage par groupe
Le recalage par groupe s’appréhende comme une estimation simultanée des corres-
pondances images-référence (Figure 3.1.b). Son cadre d’application usuel est l’alignement
de séquence d’images par optimisation du critère de recalage sur l’espace fonctionnel T d :
φ∗ = argmin
φ∈T d
C(Iφ11 , · · · , T, · · · , Iφdd )
où φ = [φ1...φd] un vecteur de d transformations spatiales régulières sur T , et C un critère
de recalage comprenant classiquement un terme de similarité multivarié S(Iφ11 , · · · , T, · · · , Iφdd ),
et un terme de régularisation R(φ). L’image de référence T est choisie soit de manière
explicite comme étant une image de référence donnée, soit implicitement en étant un
référentiel commun inconnu (Geng et al., 2009).
Le recalage par groupe a suscité beaucoup d’intérêt ces dernières années notamment
dans des contextes de construction d’atlas (Christensen et al., 2006,Bhatia et al., 2004),
construction de modèles de forme (Twining et al., 2005, Cootes et al., 2005), recalage
multi-modal (Kim et Orchard, 2010), et recalage mono-modal le long d’une séquence
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temporelle telle des examens de perfusion (Sun et al., 2004c, Bhatia et al., 2004, Kim
et al., 2011). Dans (Sun et al., 2004c), les auteurs mettent en place une méthode de
recalage spatio-temporelle en IRM rénale de perfusion par minimisation variationnelle
d’une fonctionnelle d’énergie. La référence est une séquence temporelle sans artefacts
de mouvement, estimée de manière couplée au recalage. Bhatia et al. (Bhatia et al.,
2004) proposent d’aligner simultanément les images sur un atlas qui représente la forme
moyenne de la population d’examens IRM cérébrale étudiés. Toujours dans un contexte
médical lié à l’analyse d’examens IRM cérébrale de perfusion, Kim et al. (Kim et al.,
2011) introduisent une démarche de recalage par groupe opérant en deux étapes :
1. aligner simultanément les images de la phase de post-contraste sur une référence
(image moyenne) par minimisation de la fonction cosinus calculée sur des descrip-
teurs peu sensibles à la variation de contraste.
2. aligner par paire les images de la phase de pré-contraste sur la référence mise à
jour.
Attirés par les potentialités de l’approche par groupe, de nombreux auteurs (Ma et al.,
2007,Learned-Miller, 2006,Twining et al., 2005,Zhang et Rangarajan, 2005,Geng et al.,
2009) sont allés investiguer leurs performances comparativement aux approches par paire
usuelles. Ces études ont clairement démontré l’apport du recalage simultané en terme de
précision et de robustesse du recalage.
3.4 Recalage de séquence d’images de perfusion
L’application clinique directe de nos travaux de thèse concerne l’IRM cardiaque de
perfusion, en vue de parvenir à analyser quantitativement la perfusion du myocarde.
Nous nous concentrerons alors dans ce qui suit sur ce problème particulier de recalage,
en essayant d’éclairer les verrous méthodologiques qui en découlent et d’apporter des
connaissances sur l’état de l’art du domaine.
3.4.1 Verrous méthodologiques
L’analyse quantitative des images RM de perfusion est rendu difficile, d’une part,
par la complexité de l’anatomie cardio-thoracique, et d’autre part, par l’existence d’une
variabilité importante des signaux au cours de l’examen. Cette dernière revêt plusieurs
aspects :
– variabilité statistique : elle est liée au faible rapport signal sur bruit des images,
résultant du nécessaire compromis entre résolution spatiale et résolution tempo-
relle dicté par la technologie d’acquisition. Ce compromis conduit à privilégier une
résolution temporelle élevée au détriment de la résolution spatiale, dans le but
d’acquérir un maximum de coupes lors du premier passage de l’AC (Section 2.3.1).
58 Recalage non rigide d’images médicales
– variabilité photométrique : elle découle des fluctuations du contraste des structures
cardio-thoraciques lors du transit de l’AC. Ces variations sont d’amplitude élevée,
non stationnaires au cours du temps et spatialement hétérogènes (Figure 1 - Cha-
pitre 0). En particulier, le contraste tissulaire est nul jusqu’à l’arrivée de l’AC,
rendant l’anatomie indiscernable, et s’atténue rapidement après le pic de premier
passage. En outre, l’existence de pathologies induit un défaut régional de contraste
qui peut rendre le recalage problématique en cas de localisation au voisinage des
frontières myocardiques (pathologies sous-endocardiques notamment).
– variabilité cinématique : elle résulte de l’existence d’artefacts de mouvement cardio-
respiratoires, imputables à diverses causes : mouvements involontaires du patient,
apnée trop courte voire impossible, déformations intrinsèques du muscle cardiaque
. . . L’altération de la forme des structures cardiaques au cours du temps rend le
problème de recalage encore plus difficile.
De ce contexte radiologique complexe découlent un certain nombre de verrous d’ordre
méthodologique à lever. En réduisant le contexte spatial, l’extraction automatique d’une
région d’intérêt cardiaque se révèle essentielle pour simplifier les étapes de compensation
de mouvement. Par ailleurs, le succès du recalage est conditionné par l’élaboration d’une
méthodologie robuste vis-à-vis du bruit et des variations de contraste intra-myocardiques.
3.4.2 Etat de l’art
Nous dressons maintenant un état de l’art critique des méthodes qui traitent le reca-
lage en IRM-p cherchant à lever les différents verrous associés.
3.4.2.1 Approches géométriques
La littérature ne manque pas de méthodes de recalage en IRM-p cardiaque par mise en
correspondance de structures géométriques. Ces dernières sont soit des points d’intérêt
(Gallippi et Tahey, 2001) ou des surfaces homologues (Delzescaux et al., 2001, Comte
et al., 2004). Delzescaux et al. (Delzescaux et al., 2001) utilisent les contours du VG,
VD et épicarde, extraits manuellement sur une image de la séquence, comme primitives
servant à générer un modèle de référence. Ce modèle sera ajusté à chaque image, le
contraste tissulaire étant différent d’un instant à un autre.
Comte et al. (Comte et al., 2004) ont choisi la surface commune entre le poumon
gauche et le cœur comme attribut d’appariement. Ils cherchent à estimer le déplacement
du cœur sous hypothèse qu’il suit exactement celui de la surface en question. Gallippi
et al. (Gallippi et Tahey, 2001) proposent d’automatiser le recalage cardiaque mono-
modal en RM, puis en US. Leur méthode repose en premier temps sur une détection
des points d’intérêt, par filtre de Sobel, dans une image de référence et dans chacune
des images source. Dans un deuxième temps, un appariement inter-image se fait par
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minimisation d’un score statistique local fonction de la variation locale de la luminosité
dans un voisinage préfédini du point considéré.
Pour résumer, le recalage de séquence d’images de perfusion par approche géométrique
est tributaire d’une étape préliminaire pénalisante pour l’identification d’amers géomé-
triques. Cette étape se fait soit de manière supervisée mais extrêmement fastidieuse,
soit en recourant à un algorithme de segmentation qui constitue en soi un problème
sous-jacent complexe.
3.4.2.2 Approches iconiques
Adressant le problème de recalage en IRM-p, certains travaux (Dornier et al., 2003,
Wollny et al., 2008) recourent à la SSD pour exprimer la similarié entre intensités. Dans
(Dornier et al., 2003), la SSD est calculée sur une région d’intérêt ne contenant que
des structures qui ne subissent pas de changements rapides du signal tout au long du
transit de l’AC. Idéales dans un contexte applicatif d’appariement d’images ayant la
même réponse impulsionnelle aux signaux des capteurs, la SSD atteint ses limites en
IRM cardiaque de perfusion où les dépendances entre intensités varient de manière non
linéaire en fonction du transit du bolus.
Une meilleure modélisation de ces relations complexes serait de recourir aux cri-
tères statistiques globaux tels le rapport de corrélation (Roche et al., 1998, Hermosillo
et Faugeras, 2001), et aux mesures issues de la théorie de l’information tels le coeffi-
cient de corrélation normalisé (Breeuwer et al., 2001b,Breeuwer et al., 2001a,Breeuwer
et al., 2003), et l’information mutuelle et ses variations (Bracoud et al., 2003, Positano
et al., 2001, Positano et al., 2003,Ablitt et al., 2004,Wong et al., 2005,Rueckert et al.,
1999, Thevenaz et Unser, 2000) 6. Ces dernières constituent la méthode universelle en
recalage d’images médicales et a suscité de nombreux travaux de recherche.
3.4.2.3 Recalage rigide
Les mouvements cardio-thoraciques en IRM-p ont été abondamment modélisés comme
des déformations rigides (Breeuwer et al., 2001a, Breeuwer et al., 2003, Milles et al.,
2007,Milles et al., 2008,Comte et al., 2004, Bracoud et al., 2003, Sun et al., 2004a, Sun
et al., 2004b,Kawakami et al., 2005,Bansal et Funka-Lea, 2002,Breeuwer et al., 2001b,Ad-
luru et al., 2006,Buonaccorsi et al., 2005,Dornier et al., 2003,Positano et al., 2003). Cette
restriction est motivée premièrement par la complexité numérique réduite associée à la
manipulation de transformations avec de faibles DDL, et deuxièmement par le fait que le
mouvement du cœur, supposé être majoritairement translationnel, est dans le même plan
de coupe et que les mouvements inter-coupes tout au long du grand axe sont négligeables.
6. Récemment, une nouvelle mesure entropique dite CCRE (Cross-Cumulative Residual Entropy) est
introduite (Wang et Vemuri, 2007). Elle s’appuie sur des fonctions de répartition et semble être plus
régulière que l’entropie classique de Shannon. La CCRE est évaluée dans un contexte de recalage non
rigide multi-/mono-modal et sa pertinence est établie.
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Même si un éventail de méthodes de recalage rigide d’images cardiaques a été proposé
dans la littérature, nous considérons qu’une telle sous-modélisation des déformations
cardio-thoraciques ne peut que dégrader la qualité du recalage et soulever des questions
de précision de l’alignement et de robustesse quant aux variabilités cinématiques en IRM-
p.
3.4.2.4 Recalage non rigide
L’objectif ici n’est pas d’exposer les fondements théoriques des modèles de transfor-
mations élastiques mais de synthétiser les principales classes de transformations utilisées
en recalage non rigide d’images de perfusion. Le lecteur désirant avoir une vue d’ensemble
sur les différents modèles de transformations élastiques est invité à se référer à (Holden,
2008).
Les déformations de formes libres ont été largement utilisées en recalage de séquence
d’images de perfusion (Rueckert et al., 1999,Ablitt et al., 2004,Gao et al., 2002,Ablitt
et al., 2002). Elles autorisent souvent un alignement précis et robuste. Dans (Rueckert
et al., 1999), un modèle FFD basé sur les B-splines cubiques est appliqué dans un contexte
de recalage en IRM mammaires par optimisation variationnelle de l’information mutuelle
normalisée.
Dans (Ablitt et al., 2004,Gao et al., 2002), les auteurs ont eu recours à la régression
par moindres carrés partiels (Partial Least Squares Regression) (PLSR) en vue d’établir
une relation entre le mouvement 3D du cœur et le mouvement respiratoire. Ce dernier
est estimé à partir des signaux mesurés en temps réel et correspondant aux variations
d’intensités sur les structures thoraciques Dans la phase d’apprentissage, les champs de
déplacement thoracique sont utilisés comme signal d’entrée (prédicteurs) de l’algorithme
PLSR et les mouvements cardio-respiratoires induits sont ses réponses. Les auteurs uti-
lisent une méthode de validation croisée pour la validation du modèle de prédiction
proposé.
On propose une nouvelle méthode de compensation du mouvement cardiaque opérant
en deux étapes consécutives dans (Ablitt et al., 2002). La première étape utilise des
données de marquage tissulaire pour corriger le mouvement inter-coupes du VG. La
deuxième étape consiste à trouver le mouvement dans le plan, induit par la respiration.
Pour y parvenir, on a eu recours au modèle FFD avec application de la PLSR comme
décrit dans l’article (Gao et al., 2002).
Dans (Yang et al., 1997, Xue et al., 2008), l’alignement passe également par deux
étapes successives de traitement. Dans (Yang et al., 1997,Yang et al., 1998), les mouve-
ments translationnels attribuables à une perte d’apnée ou à un éventuel mouvement du
patient sont corrigés durant la première étape, par estimation du déphasage entre images
successives dans l’espace de Fourrier. Les images déformées étant grossièrement alignées,
la deuxième étape consiste à corriger les déformations myocardiques dans l’espace polaire.
Les modèles actifs d’apparence (Active Appearance Models) (AAM) (Cootes et al.,
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2001,Cootes et al., 1998,Cootes et al., 1995) ont inspiré divers travaux de recherche en
recalage de séquences cardiaques cette dernière décennie (Delzescaux et al., 2001, Steg-
mann et al., 2005,Ólafsdóttir et al., 2004,Stegmann et Larsson, 2003). Dans ces travaux,
L’AAM doit sa popularité à sa représentation compacte des variabilités photométriques
et cinématiques dans les cavités/tissu cardiaques, mettant en œuvre une prédiction non
linéaire de descripteurs d’apparence locaux. Un modèle d’apparence est appris sur une
base de données d’apprentissage. Une première analyse en composantes principales (ACP)
sur les vecteurs de formes permet d’estimer la forme moyenne d’un objet et ses modes
de variations tronqués à un certain niveau. Une fois les objets de la base d’apprentissage
normalisés et alignés à la forme moyenne, des vecteurs d’apparence sont calculés et une
deuxième ACP est appliquée. Finalement et sous l’hypothèse d’une éventuelle corréla-
tion entre les variations de forme et de texture, une troisième ACP est appliquée sur la
totalité des paramètres de forme et de texture. Il en résulte une paramétrisation de l’ap-
parence du modèle permettant de générer de nouvelles instances de l’objet. Le problème
se ramène enfin à ajuster les paramètres du modèle pour approcher le plus fidèlement
possible l’image courante.
Dans (Stegmann et Larsson, 2003, Stegmann et al., 2005), Stegmann et al. utilisent
cette même logique de modélisation statistique dans un contexte de compensation du
mouvement non rigide et de segmentation cardiaque en IRM-p. Cependant, ils constatent
que l’AAM suggère que les variations de niveaux de gris sont représentées par une gaus-
sienne multivariée, mais que cette hypothèse n’est pas fondée sur des données de perfusion
où le contraste dépend fortement du transit du bolus. Pour pallier ce problème, ils pro-
posent de classer (par K-moyennes) les vecteurs de texture en 5 classes/phases liées au
passage de l’agent de contraste. A partir de cette classification, ils construisent K vec-
teurs de paramètres de texture par ACP indépendante sur chaque population de classes.
Ils apprennent finalement un modèle de forme unifié à partir de tous les examens de leur
cohorte expérimentale, en utilisant les modèles actifs de forme (Active Shape Models)
(ASM) (Cootes et al., 1995).
L’ACP est intervenue dans d’autres travaux de recalage en IRM de perfusion (Mel-
bourne et al., 2007). Dans cet article, les auteurs développent une technique dite PPCR
(Progressive Principal Component Registration) pour corriger le mouvement en IRM hé-
patique de perfusion. Cet article est parmi les quelques travaux de recherche proposant
une approche temporelle pour le recalage des données de perfusion. En effet, la variation
temporelle rapide et non linéaire de contraste, une particularité importante dans les don-
nées de perfusion, doit être prise en compte dans le processus de recalage afin de garantir
son succés (Hennemuth et al., 2008).
Nous examinons dans la section suivante comment cette prise en compte de la varia-
tion de contraste a été implémentée dans les méthodes de recalage existantes.
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3.4.3 Prise en compte de la variation de contraste
3.4.3.1 Etude de l’existant
La prise en compte des variations non stationnaires de contraste dans un examen de
perfusion peut être implémentée soit de manière implicite en adoptant un appariement
statistique par optimisation d’une mesure d’information telle l’information mutuelle et ses
variations qui s’impose en premier choix ; soit explicitement en exploitant la dimension
temporelle dans le processus d’alignement. La littérature met en place deux aspects
différents pour l’intégration de la dimension temporelle :
1. enrichir les primitives scalaires de niveau de gris classiquement utilisées pour guider
le recalage en recourant à des attributs image spatio-temporels, comme les courbes
de rehaussement (Hachama, 2008,Lorenzo et al., 2006,Sun et al., 2004c) ;
2. choisir une image de référence "adéquate". Dans (Gallippi et Tahey, 2001), l’image
de référence est celle du milieu de l’examen avec un contraste tissulaire maximal.
Bracoud et al. (Bracoud et al., 2003) sélectionnent une image parmi les dernières
instants de l’examen où le signal est à peu près constant. Un recalage en cascade
appliqué sur des paires d’images successives est proposé dans (Breeuwer et al.,
2001a). Une alternative intéressante serait de recourir à une image dynamique pré-
sentant des variations temporelles de contraste dans les structures à aligner (Del-
zescaux et al., 2001,Stegmann et Larsson, 2003,Stegmann et al., 2005,Adluru et al.,
2006,Buonaccorsi et al., 2005,Milles et al., 2007,Milles et al., 2008).
Dans (Melbourne et al., 2007), les auteurs appliquent une ACP sur les courbes de
rehaussement. Cette décomposition est gouvernée par la force de la corrélation temporelle
locale existante. Sous l’hypothèse que les plus importants profils de rehaussement seront
décrits par les premiers vecteurs propres et que les artefacts de mouvements seront décrits
par les derniers, une reconstruction des données à partir des premiers vecteurs propres
fournit un examen de référence grossièrement aligné.
(Milles et al., 2007,Milles et al., 2008) présentent une approche de recalage spatio-
temporel inspiré de celle de (Melbourne et al., 2007). Milles et al. utilisent l’ACI (Analyse
en Composante Indépendante) pour la décomposition de leurs données de perfusion en
des sources "de contraste" indépendantes : image primitive de baseline où l’AC n’est pas
encore arrivé aux structures cardiaques, image primitive du VD où l’AC diffuse dans
ce dernier et image primitive du VG où l’AC arrive au VG. Pour chaque image source,
une image de référence est calculée par combinaison linéaire des trois images primitives.
Cette dernière se caractérise par une distribution spatiale d’intensité similaire à l’image
source correspondante. Le recalage est implémenté en deux étapes : un premier aligne-
ment sur des images de référence calculées avec une faible résolution des données. En
effet, l’échantillonnage permet de diminuer les artefacts de mouvements produisant ainsi
des composantes indépendantes grossièrement alignées. Un deuxième recalage est ensuite
effectué sur des images de référence calculées avec la résolution complète. Le critère de
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similarité utilisé est la corrélation croisée et le modèle de transformation estimé est res-
treint à une simple translation. La fonction de coût est calculée sur les régions d’intérêt
sélectionnées automatiquement à partir des composantes indépendantes trouvées. L’ap-
proche proposée est évaluée suivant trois aspects différents : géométrique par l’étude de
la variation de la position du centre du VG avant et après alignement, qualitative en
comparant les courbes de rehaussement obtenues avant et après recalage à celles de la
vérité-terrain, et quantitative par comparaison de la pente maximale du rehaussement
dérivée après recalage à celle de la vérité-terrain.
Adluru et al. dans (Adluru et al., 2006), mettent l’accent sur l’importance du choix
de l’image de référence pour la compensation du mouvement cardiaque en IRM-p. Ils af-
firment que les méthodes utilisant une image de référence statique sont peu performantes.
Ils suggèrent alors une technique de recalage basée modèle qui associe à chaque image
de l’examen une image de référence lissée sur laquelle elle va être alignée. Leur méthode
consiste à ajuster les courbes de rehaussement locales à un modèle pharmaco-cinétique
à deux compartiments. Pour y parvenir, ils commencent par sélectionner une région
cardiaque d’intérêt. Un modèle de transformation rigide est utilisé pour un alignement
préliminaire des ROI cardiaques sur une seule référence, par minimisation de la diffé-
rence quadratique moyenne (Mean Squared Difference) (MSD). Des modèles pharmaco-
cinétiques estimés à partir des images alignées permettent de construire un examen de
référence sur lequel l’examen source est finalement aligné. Notons qu’une approche de
recalage similaire a été également proposée dans (Buonaccorsi et al., 2005).
3.4.3.2 Ouvertures méthodologiques
L’état de l’art réalisé dans les sections précédentes nous amène à conclure qu’il n’y
a aucun consensus clair quant à la technique de recalage "optimale" en IRM de perfu-
sion. Leur cadre d’application usuel allant du contexte universel d’alignement non rigide
statistique par paire où chaque image est individuellement alignée sur une image de réfé-
rence ; jusqu’au recalage rigide limité à un mouvement translationnel et optimisant une
métrique de différences ponctuelles quadratique, minimisant le coût calculatoire mais
sujet à l’erreur (Zitova et Flusser, 2003).
Nous dégageons trois critiques de l’existant :
1. dans la plupart des méthodes existantes, l’intéraction avec l’utilisateur est souvent
nécessaire ; que ce soit pour étiqueter la base d’apprentissage pour les modèles
statistiques de forme (Stegmann et al., 2005) ou pour la sélection d’une région
d’intérêt autour du myocarde ;
2. les méthodes existantes sont très limitées lorsqu’il s’agit de la prise en compte
explicite de la variation spectaculaire de contraste dans les structures cardiaques ;
3. même si la littérature comporte un éventail de méthodes de recalage par paire de
pertinence bien établie et procédant par alignement séquentiel et séparé des images
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source sur une référence (statique ou dynamique), à notre connaissance, aucune
approche de recalage simultané n’a été proposée en IRM de perfusion.
3.5 Aperçu sur la méthode de recalage proposée
Nous proposons dans ce travail une nouvelle méthode de recalage non rigide d’exa-
mens de perfusion avec injection d’un agent de contraste induisant de fortes variations
du signal dans les structures cardiaques. Nous adoptons une stratégie de recalage par
groupe sur un examen de référence sans artefacts de mouvement, guidé par l’apparie-
ment de courbes de rehaussement locales. La Figure 3.1 illustre la méthode de recalage
proposée par comparaison à la méthode par paire et à la méthode par groupe usuelle.
Contrairement aux méthodes classiques de recalage par groupe dans lesquelles on
aligne simultanément toutes les images de la séquence sur une seule image de référence,
nous proposons ici d’aligner l’examen source sur un examen de référence qui représente
une séquence d’images alignées avec variation dynamique de contraste. Inspirés des tech-
niques de recalage par paire d’images, nous optons pour un cadre statistique exprimant
la variation non linéaire des dépendances entre les intensités le long de la séquence en
fonction de la circulation de l’agent de contraste. L’approche est essentiellement basée sur
la maximisation d’un ensemble de mesures d’information allant de l’information mutuelle
et ses variations qui s’imposent en première intention, jusqu’aux mesures d’information
généralisées, telles les α-informations (Pluim et al., 2004,Rougon et al., 2005b) qui offrent
une alternative pertinente. Le recalage est ainsi piloté par les propriétés statistiques de
toute la séquence, avec pour bénéfice escompté une meilleure cohérence globale de l’ali-
gnement par rapport à un recalage paire-à-paire sur une image de référence de l’examen.
Le Tableau 3.2 récapitule les différents composants de la méthode de recalage proposée
et les comparent à des travaux récents de recalage de séquence d’images classés selon le
scénario utilisé : recalage par paire ou recalage par groupe classique.
3.6 Conclusion
Ce chapitre a éclairé les défis liés au recalage d’images médicales et a couvert les diffé-
rentes composantes principales proposées pour sa résolution : la nature des primitives, le
critère de similarité, l’espace de transformation et la régularisation. Un accent particulier
a été accordé au problème particulier de recalage de séquence d’images, ouvrant la voie
à deux scénarios possibles pour sa résolution : le recalage par paire et le recalage simul-
tané par groupe. Dans la première approche, chaque image de la séquence est alignée
individuellement sur une image de référence généralement statique, soulevant ainsi des
problèmes d’optimalité et de robustesse du recalage. La deuxième approche, pilotée par
l’information disponible dans toute la séquence, autorise une meilleure cohérence globale
de l’alignement.
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Dans sa deuxième partie, ce chapitre s’est préoccupé du recalage en IRM de perfusion
avec injection d’un agent de contraste. Un état de l’art sur les méthodes de recalage
existantes a été établi, permettant de déboucher sur trois différentes constatations :
1. le recalage par groupe de part sa meilleure cohérence globale sur l’alignement et
sa robustesse par rapport au choix de la référence, permet une meilleure prise en
compte de la variation non linéaire de contraste ;
2. les mesures d’information constituent une référence en recalage d’images de per-
fusion puisqu’elles garantissent un appariement statistique pertinent entre images
avec variation non linéaire d’intensité ;
3. les transformations non rigides autorisent un alignement souvent précis et robuste.
Face à ces constats, nous proposons au Chapitre 6 une méthode innovante de reca-
lage non rigide multi-attributs par groupe en IRM cardiaque de perfusion. Ce modèle
apportera des solutions aux limitations des méthodes citées dans l’état de l’art. Nous me-
nons par ailleurs au chapitre suivant une étude approfondie des fondements théoriques
nécessaires pour la construction et l’estimation des mesures d’information dans le cadre
de Shannon puis dans le cadre généralisé d’Ali-Silvey.
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Figure 3.1 – Illustration de la nouvelle méthode de recalage par groupe d’un examen
de perfusion (d images). (a) Pw : recalage par paire. (b) GwC : recalage par groupe
classique. (c) GwN : recalage par groupe proposé.
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Chapitre 4
Mesures d’information : le
cadre de Shannon et sa
généralisation
D
ans ce chapitre, nous abordons les aspects théoriques liés à la définition et à l’es-
timation de mesures de similarité informationnelles, dans la perspective de leur
application au recalage de séquences d’images médicales présentant une variabilité densi-
tométrique temporelle importante. Nous exposons tout d’abord les principes de construc-
tion des mesures bivariées dans le cadre classique de Shannon (Section 4.1), puis dans
le formalisme généralisé d’Ali-Silvey (Section 4.2). Nous présentons ensuite différentes
extensions possibles de ces principes au cas de mesures multivariées (Section 4.3). Abor-
dant la question de l’évaluation de ces mesures à partir d’échantillons statistiques, nous
introduisons dans la section 4.4 des estimateurs consistants de type substitutif des me-
sures entropiques dans le cadre de Shannon, puis dans le cadre généralisé d’Ali-Silvey.
Leur mise en œuvre requiert de disposer d’estimateurs consistants des densités de proba-
bilité marginales et conjointes impliquées dans leur définition. Dans la section 4.5, nous
dressons donc un panorama des techniques non paramétriques d’estimation de densité
univariée puis multivariée, en analysant leurs performances et leurs limitations. Nous
mettons ainsi en évidence les principaux verrous théoriques liés à la définition de ces
estimateurs sur des espaces d’état de grande dimension.
Notations Soient X et Y des variables aléatoires (VA) définies sur un espace d’état U
de dimension d 1. Nous désignerons par pX et pY leurs fonctions de densité de probabilité
(f.d.p) marginales respectives, et par pX,Y la densité de la VA conjointe (X,Y ) définie
sur U × U . Nous considérerons en outre les VA conditionnelles X|Y et Y |X définies sur
U , et noterons par pX|Y et pY |X leurs densités respectives.
1. U ⊂ Rd (resp. U ⊂ Zd) pour des VA continues (resp. discrètes).
70 Mesures d’information : le cadre de Shannon et sa généralisation
4.1 Le cadre de Shannon
4.1.1 Entropie
L’entropie est une mesure d’incertitude sur une VA : plus les symboles émis par une
VA diffèrent, plus son entropie est élevée. De manière duale, elle mesure la quantité
d’information délivrée par une VA : plus un récepteur reçoit d’information reçue sur une
VA, plus son entropie décroît. La définition de l’entropie varie selon que le contexte est
continu ou discret :
– l’entropie de Shannon d’une VA discrète X, notée H(X), est définie par :
H(X) = −
∑
x∈U
pX(x) log pX(x) (4.1)
– l’entropie différentielle est le pendant de l’entropie de Shannon pour une VA X
continue :
H(X) = −
∫
U
pX(x) log pX(x) dx (4.2)
L’entropie de Shannon ne converge pas vers l’entropie différentielle à la limite continue.
Les cadres théoriques associés sont donc distincts. Par souci de concision, nous nous
restreindrons dans la suite à la présentation du cadre continu, les définitions pour les VA
discrètes s’en déduisant directement.
La définition (4.2) s’étend aux VA conditionnelles et conjointes :
– l’entropie de X conditionnellement à Y , notée H(X|Y ), est donnée par :
H(X|Y ) = −EY
[∫
U
pX|Y (x|y) log pX|Y (x|y) dx
]
= −
∫
U2
pX,Y (x, y) log pX|Y (x|y) dxdy (4.3)
Elle mesure l’incertitude résiduelle sur la VA X lorsqu’on connaît parfaitement la
VA conditionnante Y .
– l’entropie de la VA conjointe (X,Y ) est définie de manière similaire par :
H(X,Y ) = −
∫
U2
pX,Y (x, y) log pX,Y (x, y) dxdy (4.4)
L’entropie est positive et vérifie les propriétés suivantes :
H(X,Y ) ≤ H(X) +H(Y ) (4.5a)
H(X,Y ) = H(X) +H(Y |X) (4.5b)
d’où il découle :
H(X,X) = H(X) (4.6a)
H(X|Y ) ≤ H(X) (4.6b)
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Dans les identités (4.5a, 4.6b), l’égalité se produit si et seulement si les VA sont indépen-
dantes : on parle d’additivité de l’entropie.
Le gain d’information entre deux VA peut être mesuré soit en terme d’écart, par le
concept de divergence, soit en terme de similarité, via la notion d’information mutuelle.
4.1.2 Divergence de Kullback-Leibler
La divergence de Kullback-Leibler mesure la dissimilarité d’une VA vis-à-vis d’une
VA de référence. La divergence de Kullback-Leibler de la VA X relativement à la VA Y ,
notée DKL(X ‖ Y ), est définie par :
DKL(X ‖ Y ) =
∫
U
pX(x) log
pX(x)
pY (x)
dx (4.7)
Elle se réexprime sous la forme :
DKL(X ‖ Y ) = H×(X,Y )−H(X) (4.8)
où H×(X,Y ) est l’entropie croisée des VA X et Y :
H×(X,Y ) = −
∫
U
pX(x) log pY (x) dx (4.9)
Cette dernière mesure la quantité d’information de X issue de Y .
Comme l’entropie différentielle, la divergence de Kullback-Leibler est additive. Par
construction, elle est non-symétrique. Une version symétrisée est donnée par la divergence
de Jeffreys (encore appelée J-divergence) :
DJ(X,Y ) = DKL(X ‖ Y ) +DKL(Y ‖ X) (4.10)
4.1.3 Information mutuelle
L’information mutuelle (IM) entre 2 VA X et Y est une mesure symétrique, notée
I(X,Y ), qui quantifie la réduction d’incertitude sur une VA connaissant l’autre. Plusieurs
définitions équivalentes sont possibles :
I(X,Y ) = H(X) +H(Y )−H(X,Y ) (4.11a)
= H(X)−H(X|Y ) (4.11b)
= H(Y )−H(Y |X) (4.11c)
L’IM se réexprime comme la divergence de Kullback-Leibler entre la VA conjointe (X,Y )
et la VA produit (X × Y ) :
I(X,Y ) = DKL((X,Y ) ‖ X × Y )
=
∫
U2
pX,Y (x, y) log
pX,Y (x, y)
pX(x)pY (y)
dxdy (4.12)
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A B
(a) Recalage idéal (b) Recalage maximisant l’IM
Figure 4.1 – Limitation de l’IM pour le recalage iconique en cas de recouvrement partiel
des supports des données : les images à recaler présentent le même objet sur des fonds
d’intensités distinctes ; l’existence de statistiques jointes incomplètes sur le fond dans
certaines orientations génère un maximum parasite de l’IM (Baty, 2007).
L’IM mesure ainsi l’écart statistique entre l’observation jointe de deux VA potentiel-
lement corrélées, et le cas de référence où ces VA seraient indépendantes. Cet écart est
entièrement déterminé par la densité de copule πX,Y définie par (Durrani et Zeng, 2010) :
πX,Y (x, y) =
pX,Y (x, y)
pX(x) pY (y)
(4.13)
L’IM vérifie les propriétés suivantes :
I(X,Y ) ≥ 0
I(X,X) = H(X)
I(X,Y ) ≤ H(X) +H(Y )
I(X,Y ) = 0 si (X,Y ) indépendantes
L’IM croît ainsi en fonction du degré de corrélation statistique des VA, atteignant son
maximum pour des VA totalement corrélées.
4.1.4 Informations normalisées - Information exclusive
L’IM est sensible aux statistiques incomplètes (Studholme et al., 1999). En particulier,
dans un contexte de recalage iconique, le recouvrement partiel des supports des données
engendre des statistiques jointes incomplètes (Figure 4.1). Pour pallier cette limitation,
des mesures d’information normalisées ont été proposées, parmi lesquelles :
73 Le cadre de Shannon
Figure 4.2 – Interprétation algébrique des notions d’entropie conditionnelle H(·|·), en-
tropie conjointe H(·, ·), information mutuelle I(·, ·) et information exclusive Z(·, ·) de
deux VA. La quantité d’information correspondante est codée en gris foncé (Baty, 2007).
• le coefficient de corrélation entropique (ECC) (Maes et al., 1997) :
ECC(X,Y ) =
2I(X,Y )
H(X) + H(Y )
(4.14)
• l’information mutuelle normalisée (NMI) (Studholme et al., 1999) :
NMI(X,Y ) =
H(X) + H(Y )
H(X,Y )
(4.15)
= 1 +
I(X,Y )
H(X,Y )
Ces mesures sont reliées aux coefficients d’incertitude U(X|Y ) :
U(X|Y ) = I(X,Y )
H(X)
qui quantifient l’incertitude associée à la prédiction d’une VA par une VA de référence
(Melbourne et al., 2009). Elles sont bornées : ECC(X,Y ) ∈ [0, 2] et NMI(X,Y ) ∈ [1, 2],
et croissantes en fonction du degré de corrélation statistique de leurs arguments.
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Hf, Ȟ(ȝ) -Hf, Ȟ(ȝ) -Hf, Ȟ x ȝ(ȝ,Ȟ)
f-entropies f-divergences f-informations
Figure 4.3 – Construction des divergences et informations généralisées entre mesures de
probabilité (µ, ν) relativement à la métrique f à partir des f -entropies Hf,ν(µ).
Une mesure d’information non normalisée, l’information exclusive, se révèle également
robuste aux statistiques incomplètes (Maes et al., 1997,Petitjean, 2003). Définie par :
Z(X,Y ) = H(X,Y ) − I(X,Y ) (4.16)
elle mesure l’information exclusivement contenue par l’une ou l’autre des VA X et Y
observées conjointement, apparaissant ainsi duale de l’IM (Figure 4.2). Elle décroît en
fonction du degré de corrélation statistique de ses arguments, vérifiant Z(X,Y ) = 0 si
X et Y sont totalement corrélées.
4.2 Le cadre généralisé d’Ali-Silvey
La notion classique d’entropie –et corrélativement celle de divergence et d’information–
reposent sur le choix d’une métrique logarithmique pour quantifier l’incertitude liée à
l’observation d’un état. Ces notions peuvent être généralisées en considérant d’autres
métriques entropiques. Cette construction requiert d’étendre le concept d’entropie à un
cadre théorique élargi, i.e. celui des mesures de probabilité (Basseville, 1996). Sous cette
forme générale, l’entropie d’une mesure de probabilité est définie par rapport à une me-
sure de référence, d’où la terminologie d’entropie relative. Les entropies induisent ensuite
les divergences, à partir desquelles sont définies les informations (Figure 4.3). On aboutit
ainsi à la classe d’Ali-Silvey de mesures entropiques généralisées (Ali et Silvey, 1966).
4.2.1 Entropies généralisées
La notion de mesure d’incertitude d’une VA, exprimée par l’entropie différentielle
(resp. de Shannon), est généralisé par les f -entropies. Cette famille de mesures se sub-
divise en deux classes : les f -entropies intégrales et non intégrales, à chacune desquelles
l’entropie différentielle (resp. de Shannon) peut être affiliée comme un cas limite.
f -entropie intégrale
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Définition 1 (f -entropie intégrale d’une mesure de probabilité). L’entropie intégrale
d’une mesure de probabilité µ, relativement à la métrique entropique f et à la mesure de
référence ν, notée Hf,ν , est définie par :
Hf,ν(µ) = −
∫
f
(
dµ
dν
)
dν (4.17)
où f : R+ −→ R est une fonction continue convexe.
Spécialisée à une VA continue X de densité pX par rapport à la mesure borélienne, cette
définition, via les dérivées de Radon-Nikodym dµdx ≡ pX(x) et dνdx ≡ 1 , conduit à :
Définition 2 (f -entropie intégrale d’une VA continue). L’entropie intégrale d’une VA
continue X de densité de probabilité pX , relativement à la métrique entropique f , notée
Hf (X), est :
Hf (X) = −
∫
U
f
(
pX(x)
)
dx (4.18)
où f : R+ −→ R est une fonction continue convexe.
Le pendant de cette définition pour les VA discrètes s’obtient immédiatement :
Définition 3 (f -entropie intégrale d’une VA discrète). L’entropie intégrale d’une VA
discrète X de densité pX , relativement à la métrique entropique f , notée Hf (X), est :
Hf (X) = −
∑
x∈U
f
(
pX(x)
)
(4.19)
où f : R+ −→ R est une fonction continue convexe.
L’entropie différentielle (resp. de Shannon) apparaît comme un cas particulier de
f -entropie intégrale, associé à la métrique de Kullback fKL(x) = x log x.
Le choix f(x) = x
α−x
α−1 (α > 0, α 6= 1) conduit à l’entropie de Havrda-Charvát,
encore appelée entropie de Tsallis, notée Hα (Tsallis, 1988) :
Hα(X) =
1
α− 1
(
1− Jα(X)
)
(4.20)
avec :
Jα(X) =
∫
U
(
pX (x)
)α
dx (4.21)
Cette dernière est non additive. Si X et Y sont indépendantes, on a en effet :
Hα(X,Y ) = Hα(X) + Hα(Y ) + (1− α)Hα(X)Hα(Y )
Elle converge vers l’entropie différentielle à la limite α→ 1 :
lim
α→1Hα(X) = H(X) (4.22)
D’autres métriques f ont été proposées dans la littérature de la théorie de l’information
(Taneja, 1989). Quelques-unes sont présentées dans le Tableau 4.1.
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f -entropie non intégrale
Définition 4 (f -entropie non intégrale d’une mesure de probabilité). L’entropie non
intégrale d’une mesure de probabilité µ, relativement à la métrique entropique ψ et à la
mesure de référence ν, notée Hψ,ν, est définie par :
Hψ,ν(µ) = − logψ−1
(∫
dµ
dν
ψ
(
dµ
dν
)
dν
)
où ψ : R+ −→ R est une fonction continue monotone.
Comme pour les entropies intégrales, cette définition peut être spécialisée aux VA conti-
nues et discrètes.
Définition 5 (f -entropie non intégrale d’une VA continue). L’entropie non intégrale
d’une VA continue X de densité de pX , relativement à la métrique entropique ψ, notée
Hψ(X), est :
Hψ(X) = − logψ−1
(∫
U
pX(x)ψ
(
pX(x)
)
dx
)
(4.23)
où ψ : R+ −→ R est une fonction continue monotone.
Définition 6 (f -entropie non intégrale d’une VA discrète). L’entropie non intégrale
d’une VA discrète X de densité pX , relativement à la métrique entropique ψ„ notée
Hψ(X), est :
Hψ(X) = − logψ−1
(∑
x∈U
pX(x)ψ
(
pX(x)
))
(4.24)
où ψ : R+ −→ R est une fonction continue monotone.
La métrique de Kullback ψKL(x) = log x conduit, selon le contexte, à l’entropie
différentielle ou de Shannon.
La métrique ψ(x) = xα−1 (α > 0, α 6= 1) définit l’entropie de Rényi d’ordre α, notée
H∗α (Rényi, 1960) :
H∗α(X) =
1
1− α log Jα(X) (4.25)
Contrairement à l’entropie de Tsallis, l’entropie de Rényi est additive 2. Comme celle-ci,
elle converge vers l’entropie différentielle à la limite α→ 1 :
lim
α→1
H∗α(X) = H(X) (4.26)
2. Les entropies de Tsallis et de Rényi sont unifiées par l’entropie de Sharma-Mittal, notée Hα,s et
définie pour (α, s) > 0 et (α, s) 6= 1 par (Frank et Daffertshofer, 2000) :
Hα,s(X) =
1
1− s
[
1− Jα(X)
s−1
α−1
]
Elle vérifie les propriétés suivantes (Leonenko et al., 2008a) :
Hα,α(X) = Hα(X) lim
s,α→1
Hα,s(X) = H(X)
lim
s→1
Hα,s(X) = H
∗
α(X) lim
α→1
Hα,s(X) = H
G
s (X)
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Les propriétés asymptotiques (4.22, 4.26), et le fait que l’entropie différentielle (resp.
de Shannon) soit la seule f -entropie à la fois intégrale et non intégrale soulignent la place
singulière de la théorie de Shannon au sein du cadre généralisé d’Ali-Silvey.
4.2.2 Divergences généralisées
4.2.2.1 f -divergences
La notion de dissimilarité d’une VA par rapport à une VA de référence, exprimée
classiquement par la divergence de Kullback-Leibler, est généralisée par les f -divergences
(Taneja, 1989,Ali et Silvey, 1966). Le cadre naturel pour leur définition est là encore celui
des mesures de probabilité :
Définition 7 (f -divergence de mesures de probabilité). La f -divergence d’une mesure
de probabilité µ par rapport à une mesure de référence ν relativement à la métrique
entropique f , notée Df (µ ‖ ν), est définie par :
Df (µ ‖ ν) = −Hf,ν(µ)
On distingue ainsi des f -divergences intégrales et non intégrales, dont les définitions
générales peuvent être spécialisées aux VA continues et discrètes possédant une densité 3.
f -divergence intégrale
Définition 8 (f -divergence intégrale de mesures de probabilité). La f -divergence inté-
grale d’une mesure de probabilité µ par rapport à une mesure de référence ν relativement
à la métrique entropique f est :
Df (µ ‖ ν) =
∫
f
(
dµ
dν
)
dν
où f : R+ −→ R est une fonction continue convexe.
En spécialisant cette définition à des VA continues X (resp. Y ) de densité pX (resp. pY ),
avec dµdx ≡ pX(x) et dνdx ≡ pY (x) , il vient :
Définition 9 (f -divergence intégrale de VA continues). La f -divergence intégrale d’une
VA continue X par rapport à la VA continue de référence Y relativement à la métrique
entropique f est :
Df (X ‖ Y ) =
∫
U
f
(
pX(x)
pY (x)
)
pY (x) dx
où f : R+ −→ R est une fonction continue convexe.
où HGs désigne l’entropie gaussienne définie par :
H
G
s (X) =
1
s− 1
(
1− exp
[
−(s− 1)H(X)
])
3. Dans la suite, nous restreindrons notre exposé au cas des VA continues, les définitions relatives
aux VA discrètes s’en déduisant sans difficulté.
78 Mesures d’information : le cadre de Shannon et sa généralisation
Nom f(x) Df (X ‖ Y ) Condition
Kolmogorov |x− 1|
∫
U
∣∣pX(x)− pY (x)∣∣ dx
Kullback-Leibler x log x
∫
U
pX(x) log p
X(x)
pY (x)
dx
Iα-divergence x
α−αx+α−1
α(α−1)
1
α(α−1)
(
Jα(X ‖ Y )− 1
)
α > 0, α 6= 1
χα-divergence |x− 1|α
∫
U
|pX(x)−pY (x)|α
(pY (x))α−1
dx α ≥ 1
Matusita |xα − 1|1/α
∫
U
∣∣(pX(x))α − (pY (x))α∣∣ 1α dx 0 < α ≤ 1
Table 4.1 – Quelques f -divergences intégrales classiques (Petitjean, 2003).
Le choix f = fKL conduit à la divergence de Kullback-Leibler (4.7). Si f(x) = x
α−x
α−1
(α > 0, α 6= 1), on obtient la divergence de Tsallis, notée Dα(X ‖ Y ) :
Dα(X ‖ Y ) = 1
α− 1
(
Jα(X ‖ Y )− 1
)
(4.27)
avec :
Jα(X ‖ Y ) =
∫
U
(
pX(x)
)α (
pY (x)
)1−α
dx (4.28)
Cette dernière converge vers la divergence de Kullback-Leibler à la limite α→ 1 :
lim
α→1
Dα(X ‖ Y ) = DKL(X ‖ Y ) (4.29)
D’autres f -divergences intégrales ont été définies dans la littérature (Taneja, 1989).
Quelques-unes sont présentées dans le Tableau 4.1.
f -divergence non intégrale
Définition 10 (f -divergence non intégrale de mesures de probabilité). La f -divergence
non intégrale d’une mesure de probabilité µ par rapport à une mesure de référence ν
relativement à la métrique entropique ψ est :
Dψ(µ ‖ ν) = logψ−1
(∫
dµ
dν
ψ
(
dµ
dν
)
dν
)
où ψ : R+ −→ R est une fonction continue monotone.
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Nom ψ(x) Dψ(X ‖ Y ) Condition
Kullback-Leibler log x
∫
U
pX(x) log p
X(x)
pY (x)
dx
Rényi xα−1 1α−1 log Jα(X ‖ Y ) α 6= 1, α > 0
Bhattacharyaa x−1/2 −2 log
∫
U
√
pX(x)pY (x) dx
Table 4.2 – Quelques f -divergences non intégrales classiques (Petitjean, 2003).
Définition 11 (f -divergence non intégrale de VA continues). La f -divergence non inté-
grale Dψ d’une VA continue X par rapport à la VA continue de référence Y relativement
à la métrique entropique ψ est :
Dψ(X ‖ Y ) = logψ−1
(∫
U
ψ
(
pX(x)
pY (x)
)
pX(x) dx
)
où ψ : R+ −→ R est une fonction continue monotone.
Le choix ψ = ψKL fournit la divergence de Kullback-Leibler. En posant ψ(x) = xα−1
(α > 0, α 6= 1), on obtient l’α-divergence de Rényi :
D∗α(X ‖ Y ) =
1
α− 1 log Jα(X ‖ Y ) (4.30)
qui, comme la divergence de Tsallis, converge vers la divergence de Kullback-Leibler à la
limite α→ 1 :
lim
α→1
D∗α(X ‖ Y ) = DKL(X ‖ Y ) (4.31)
D’autres divergences non intégrales sont présentées dans le Tableau 4.2.
Les propriétés asympotiques (4.29, 4.31), et le fait que la divergence de Kullback-
Leibler soit la seule f -divergence à la fois intégrale et non intégrale singularisent à nouveau
le cadre classique de Shannon.
Dualité des f -divergences intégrales et non-intégrales
La fonction miroir d’une fonction f , notée f˘ , est définie par :
f˘(x) = xf
(
1
x
)
(4.32)
La transformation f → f˘ est idempotente, i.e. ˘˘f = f , d’où une relation de dualité entre
f et f˘ .
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Des Définitions 8 et 10, il découle que f -divergences intégrales et non intégrales sont,
à un isomorphisme près, reliées par l’identité de connexion suivante :
ψ(x) = f˘
(
1
x
)
(4.33)
Par ailleurs, bien que non symétriques, les f -divergences vérifient une propriété de
pseudo-symétrie remarquable :
Df (µ ‖ ν) = Df˘ (ν ‖ µ) (4.34)
Quantifier la déviation d’une mesure µ par rapport à une mesure de référence ν pour la
métrique f équivaut ainsi à quantifier la dissimilarité de la mesure ν par rapport à la
référence µ pour la métrique miroir f˘ .
4.2.2.2 Pseudo-distances généralisées
f -divergence de Jeffreys
Des pseudo-distances généralisées entre VA, prolongeant la divergence de Jeffreys (4.10)
élaborée dans le cadre classique, peuvent être définies en symétrisant les f -divergences :
Définition 12 (f -divergence de Jeffreys généralisée). La f -divergence de Jeffreys entre
les VA X et Y relativement à la métrique entropique f est :
DJ,f (X,Y ) = Df (X ‖ Y ) + Df (Y ‖ X)
Divergence de Bregman
La divergence de Bregman mesure la dissimilarité d’une VA X par rapport à une VA
de référence Y par la différence entre l’information de X et son approximation linéaire
autour de Y .
Définition 13 (Divergence de Bregman). La divergence de Bregman d’une VA X à la
VA de référence Y pour la métrique f , notée DB,f (X ‖ Y ), est définie par :
DB,f (X ‖ Y ) = Hf (Y ) − Hf (X) + ∇Hf(Y,X − Y )
où ∇Hf est la dérivée de Gâteaux de la f -entropie Hf 4.
DB,fKL coïncide avec la divergence de Kullback-Leibler. Cette identité ne s’étend pas
à une métrique entropique f 6= fKL arbitraire : DB,f 6= Df .
4. Lorsque Hf est une f -entropie intégrale, cette dérivée s’écrit simplement :
∇Hf (Y,X − Y ) = −
∫
U
f
′(pY (x))(pX(x)− pY (x)) dx
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f -divergence de Jensen
Une autre voie pour mesurer la dissimilarité entre VA consiste à comparer l’information
d’un mélange à l’information issue de chaque VA dans les proportions du mélange. On
obtient ainsi des divergences généralisées fondées sur des combinaisons de f -entropies.
Définition 14 (f -divergence de Jensen). Soit β ∈ ]0, 1[. La f -divergence de Jensen d’une
VA X par rapport à la VA de référence Y relativement à la métrique entropique f :
DβJ,f (X ‖ Y ) = Hf
(
βX + (1− β)Y ) − β Hf (X) − (1− β)Hf (Y )
Pour f = fKL, la f -divergence de Jensen s’exprime en fonction de la divergence de
Kullback-Leibler :
DβJ,fKL(X ‖ Y ) = β DKL
(
X ‖ βX +(1−β)Y ) + (1−β)DKL(Y ‖ βX +(1−β)Y )
4.2.3 Informations généralisées
Les f -informations constituent un cas particulier de f -divergences. Elles renvoient
à une définition de l’information entre 2 mesures de probabilité comme la dissimilarité
de la mesure jointe par rapport à la mesure produit, associée au cas d’indépendance.
Formellement :
Définition 15 (f -information de 2 mesures de probabilité). La f -information de deux
mesures de probabilité µ et ν relativement à la métrique entropique f , notée If (µ, ν), est :
If (µ, ν) = Df
(
(µ, ν) ‖ µ× ν)
Par construction, les f -informations sont symétriques. Elles se divisent en f -informations
intégrales et non intégrales, dont nous donnons ci-après les définitions pour des VA conti-
nues. Ces dernières s’étendent sans difficulté aux VA discrètes.
Définition 16 (f -information intégrale de VA continues). La f -information intégrale
entre deux VA continues X et Y relativement à la métrique entropique f est :
If (X,Y ) =
∫
U2
f
(
πX,Y (x, y)
)
pX(x) pY (y) dxdy
où f : R+ −→ R est une fonction continue convexe, et πX,Y = pX,Y
pXpY
désigne la densité
de copule.
Le cas f = fKL correspond à l’IM (4.12). Pour f(x) = x
α−x
α−1 (α > 0, α 6= 1), on
obtient l’α-information de Tsallis, notée Iα(X,Y ) :
Iα(X,Y ) =
1
α− 1
(
Jα(X,Y )− 1
)
(4.35)
avec :
Jα(X,Y ) =
∫
U2
pX,Y (x, y)
(
πX,Y (x, y)
)α−1
dxdy (4.36)
82 Mesures d’information : le cadre de Shannon et sa généralisation
L’α-information de Tsallis converge vers l’IM à la limite α→ 1 :
lim
α→1
Iα(X,Y ) = I(X,Y ) (4.37)
Définition 17 (f -information non intégrale de VA continues). La f -information non
intégrale de deux VA continues X et Y relativement à la métrique entropique ψ est :
Iψ(X,Y ) = logψ
−1
(∫
U2
ψ
(
πX,Y (x, y)
)
pX,Y (x, y) dxdy
)
où ψ : R+ −→ R est une fonction continue monotone.
Le choix ψ = ψKL conduit à l’IM. Pour ψ(x) = xα−1 (α > 0, α 6= 1), on obtient
l’α-information de Rényi :
I∗α(X,Y ) =
1
α− 1 log Jα(X,Y ) dxdy (4.38)
qui converge également vers l’IM à la limite α→ 1 :
lim
α→1
I∗α(X,Y ) = I(X,Y ) (4.39)
4.2.4 Informations normalisées et information exclusive généralisées
Une généralisation au cadre d’Ali-Silvey des informations normalisées (4.14,4.15) et
exclusive (4.16) a été proposée dans (Petitjean et al., 2003, Rougon et al., 2005b). La
difficulté posée par cette extension tient au fait que, pour une métrique entropique arbi-
traire (f 6= fKL), les notions de f -entropie et de f -autoinformation ne coïncident pas :
If (X,X) 6= Hf(X). Une approche directe par généralisation de l’entropie (H → Hf )
n’est donc pas envisageable. L’idée retenue consiste à réécrire les définitions (4.14-4.16)
uniquement en terme d’information via l’identité H(X) = I(X,X), puis à généraliser
l’information (I → If ). On aboutit ainsi aux définitions suivantes :
• coefficient de corrélation entropique généralisé :
ECCf (X,Y ) = 2
If (X,Y )
If (X,X) + If (Y, Y )
(4.40)
• information mutuelle normalisée généralisée :
NMIf (X,Y ) =
If (X,X) + If (Y, Y )
If (X,X) + If (Y, Y )− If (X,Y ) (4.41)
• information exclusive généralisée :
Zf (X,Y ) = If (X,X) + If (Y, Y )− 2If (X,Y ) (4.42)
Par construction, ces mesures vérifient : ECCfKL = ECC, NMIfKL = NMI et ZfKL = Z.
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4.3 Mesures d’information multivariées
Disposant d’une vision générale sur les mesures d’information entre deux VA, nous
abordons dans cette section le cas des mesures d’information multivariées, dont l’usage
a été suggéré pour des problématiques d’analyse d’image diverses : fusion multivues
(Neemuchwala et Hero, 2004), recalage par groupe (Ma et al., 2007), recalage multisources
(Kim et Orchard, 2010), reconnaissance multimodale d’objets (Wu et al., 2002), biométrie
multi-indices (Poh et Bengio, 2005), indexation multimédia (Wu et al., 2004)...
La définition de ces mesures ne relève pas d’une généralisation triviale du cas biva-
rié. Dans la littérature, cette difficulté théorique a été appréhendée quasi-exclusivement
dans le cadre de Shannon, où principalement deux extensions multivariées de l’IM ont
été proposées : l’information d’interaction (paragraphe 4.3.1.1) et la multi-information
(paragraphe 4.3.1.2). Dans le cadre général d’Ali-Silvey, une seule extension à notre
connaissance a été suggérée à ce jour, i.e. la multi-information de Rényi avec application
au recalage de séquences d’images (Ma et al., 2007). Nous proposons dans ce contexte
des généralisations cohérentes de l’information d’interaction et de la multi-information,
aboutissant aux concepts originaux de f -information d’interaction (paragraphe 4.3.2.1)
et de multi-f -information (paragraphe 4.3.2.2).
Notations Soit X = {Xj}1≤j≤m une famille de VA continues, de densités de proba-
bilité respectives pX
j
définies sur un espace d’état U . Nous désignons par pX1,...,Xm la
densité de la VA conjointe
(
X1, . . . ,Xm
)
définie sur U m, et par x = (x1, . . . , xm) un
état dans U m.
4.3.1 Le cadre de Shannon
4.3.1.1 Information d’interaction
L’information d’interaction ou co-information (Jakulin et Bratko, 2004, Bell, 2003,
Kludas et al., 2009) est la quantité d’information partagée par l’intégralité des VA d’une
famille observées conjointement (Figure 4.4(b)).
Définition 18 (Information d’interaction entre VA). L’information d’interaction entre
m VA continues (resp. discrètes) d’une famille X = {Xj}1≤j≤m est :
C(X1, . . . ,Xm) =
∑
Y⊆X
(−1)|X\Y|H(Y) (4.43)
où H(Y) désigne l’entropie différentielle (resp. de Shannon) d’une quelconque sous-
famille Y de VA incluse dans X , et |X\Y| le cardinal de la famille complémentaire.
L’information d’interaction vérifie la propriété :
∀Xj ∈ X C(X1, . . . ,Xm) = C(X\Xj |Xj)− C(X\Xj) (4.44)
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(a) Multi-information (b) Information d’interaction
Figure 4.4 – Interprétation algébrique des informations trivariées classiques. Les régions
grisées représentent l’information capturée par (a) la multi-information et (b) l’informa-
tion d’interaction des VA X, Y et Z. Les chiffres indiquent le nombre de fois où la
dépendance statistique entre sous-familles de VA correspondantes est prise en compte.
où C(X\Xj |Xj) est l’information d’interaction conditionnelle, définie de manière simi-
laire à (4.43) via les entropies conditionnelles H(Y |Xj). Elle est symétrique et stable,
dans la mesure où l’adjonction de VA supplémentaires se traduit par la création de nou-
velles interactions sans modification des interactions initiales.
L’information d’interaction coïncide avec l’entropie pour m = 1, l’IM pour m = 2, et
pour m = 3 avec l’extension trivariée de l’IM proposée par (McGill, 1955) :
C(X1,X2,X3) = −H(X1)−H(X2)−H(X3)
+H(X1,X2) +H(X1,X3) +H(X2,X3)−H(X1,X2,X3)
En rapprochant (4.43, 4.44) des identités (4.11a, 4.11b) du cas bivarié, on réalise que
l’information d’interaction correspond à une extension de l’IM orientée entropie, fondée
sur la propriété d’additivité. Une construction alternative est une extension orientée
divergence à partir de l’identité (4.12).
4.3.1.2 Multi-information
La multi-information ou corrélation totale (Studeny et Vejnarova, 1998) est la somme
des quantités d’information partagées par au moins deux des éléments d’une famille de
VA observées conjointement (Figure 4.4(a)).
Définition 19 (Multi-information de VA). La multi-information entre m VA continues
(resp. discrètes) d’une famille X = {Xj}1≤j≤m est la différence entre leurs entropies
marginales cumulées et leur entropie conjointe :
I(X1, . . . ,Xm) =
m∑
i=1
H(Xi)−H(X1, . . . ,Xm) (4.45)
où H désigne l’entropie différentielle (resp. de Shannon).
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La multi-information se réécrit comme la divergence de Kullback-Leibler de la VA jointe
(X1, . . . ,Xm) par rapport à la variable produit X1×. . .×Xm, associée au cas de référence
d’indépendance statistique :
I(X1, . . . ,Xm) = DKL
(
(X1, . . . ,Xm) ‖ X1 × · · · ×Xm) (4.46)
=
∫
Um
pX
1,...,Xm(x) log πX
1,...,Xm(x) dx
où πX
1,...,Xn est la densité multivariée de copule définie par :
πX
1,...,Xn(x) =
pX
1,...,Xm(x)
pX1(x1) . . . pXm(xm)
(4.47)
Coïncidant avec l’IM pour m = 2, la multi-information diffère de l’information d’inter-
action pour m ≥ 3, prenant plusieurs fois en compte les dépendances statistiques entre
paires de VA (Nemenman, 2004).
4.3.2 Le cadre d’Ali-Silvey
La construction d’informations multivariées dans le cadre d’Ali-Silvey est un problème
peu exploré. Nous proposons dans ce paragraphe deux extensions possibles du cadre de
Shannon : l’une via les f -entropies généralisant l’information d’interaction, l’autre via les
f -divergences prolongeant la multi-information.
4.3.2.1 f -information d’interaction
La substitution de l’entropie différentielle par une f -entropie dans la définition (4.43)
aboutit à la notion de f -information d’interaction. Ce formalisme englobe deux classes
de mesures, i.e. les f -informations d’interaction intégrales et non intégrales.
Définition 20 (f -information d’interaction entre VA). La f -information d’interaction
intégrale (resp. non intégrale) des m VA de la famille X = {Xj}1≤j≤m relativement à la
métrique entropique f est donnée par :
Cf (X
1, . . . ,Xm) =
∑
Y⊆X
(−1)|X\Y|Hf (Y) (4.48)
où Hf (Y) désigne la f -entropie intégrale (resp. non intégrale) d’une quelconque sous-
famille Y de VA incluse dans X , et f : R+ −→ R est une fonction continue convexe
(resp. continue monotone).
Par construction, Cf coïncide avec l’information d’interaction pour f = fKL et ψ =
ψKL. Des propriétés des f -entropies, il découle que l’information d’interaction est la
seule f -information d’interaction à la fois intégrale et non intégrale. Pour des f -entropies
additives, telles l’α-entropie de Rényi (4.25), la f -information d’interaction est la quantité
information partagée par l’intégralité des VA d’une famille observées conjointement au
sens de la métrique f .
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4.3.2.2 Multi-f -information
Le passage de la divergence de Kullback-Leibler à une f -divergence dans la définition
(4.46) aboutit au concept de multi-f -information. Comme les f -information d’interaction,
les multi-f -informations se subdivisent en mesures intégrales et non intégrales.
Définition 21 (Multi-f -information de VA). La multi-f -information intégrale (resp. non
intégrale) des m VA continues de la famille X = {Xj}1≤j≤m relativement à la métrique
entropique f est donnée par :
If (X
1, . . . ,Xm) = Df ((X
1, . . . ,Xm) ‖ X1 × · · · ×Xm)
où Df est la f -divergence intégrale (resp. non intégrale) relativement à f , et f : R
+ −→ R
est une fonction continue convexe (resp. continue monotone).
Multi-f -information intégrale
Pour des VA continues, la multi-f -information intégrale s’exprime en fonction des densités
marginales et conjointe comme :
If (X
1, . . . ,Xm) =
∫
Um
pX
1
(x1) . . . pX
m
(xm) f
(
πX
1,...,Xm(x)
)
dx (4.49)
Le cas f = fKL = x log x coïncide avec la multi-information (4.46). Pour f(x) = x
α−x
α−1
(α > 0, α 6= 1), nous obtenons la multi-information de Tsallis, notée Iα(X1, . . . ,Xm) :
Iα(X
1, . . . ,Xm) =
1
α− 1
(
Jα(X
1, . . . ,Xm)− 1) (4.50)
avec :
Jα(X
1, . . . ,Xm) =
∫
Um
pX
1,...,Xm(x1, . . . , xm)
(
πX
1,...,Xm(x)
)α−1
dx (4.51)
En rapprochant cette définition de (4.35, 4.36), on constate que la multi-information de
Tsallis est une généralisation multivariée de l’α-information de Tsallis. Par construction,
elle converge vers la multi-information à la limite α→ 1 :
lim
α→1
Iα(X
1, . . . ,Xm) = I(X1, . . . ,Xm)
Multi-f -information non intégrale
Dans le cas non-intégral, on obtient :
Iψ(X
1, . . . ,Xm) = logψ−1
(∫
Um
pX
1,...,Xm(x)ψ
(
πX
1,...,Xm(x)
)
dx
)
(4.52)
Le cas ψ = ψKL = log x correspond à nouveau à la multi-information. Si ψ(x) = xα−1
(α > 0, α 6= 1), nous obtenons la multi-information de Rényi (Ma et al., 2007) :
I∗α(X
1, . . . ,Xm) =
1
α− 1 log Jα(X
1, . . . ,Xm) (4.53)
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qui apparaît comme une généralisation multivariée de l’α-information de Rényi, et converge
vers la multi-information à la limite α→ 1 :
lim
α→1
I∗α(X
1, . . . ,Xm) = I(X1, . . . ,Xm)
4.4 Estimation des mesures entropiques
Dans cette section, nous abordons le problème d’estimation des mesures entropiques
uni- et multivariées à partir d’échantillons indépendants et identiquement distribués
(i.i.d) des VA considérées. Compte-tenu des relations unissant entropie, divergence et
information, ce problème est réductible à l’identification d’estimateurs consistants 5 et
asymptotiquement sans biais 6 des entropies dans les cadres de Shannon ou d’Ali-Silvey.
Deux classes d’approches principales se dégagent ici de la littérature (Wolsztynski, 2006) :
– les approches substitutives (plug-in) évaluent l’entropie via un estimateur consis-
tant (généralement non paramétrique) de la densité de probabilité (Joe, 1989).
Quatre familles d’estimateurs se rattachent à cette classe (Beirlant et al., 1997).
Les estimateurs intégraux découlent d’un calcul numérique des intégrales (4.18,4.23)
sur un support excluant la queue de la distribution. De manière alternative, ces in-
tégrales peuvent être évaluées en loi comme des moyennes empiriques sur un sous-
échantillon extrait des données. Les estimateurs de resubstitution utilisent l’intégra-
lité des données, tant pour l’estimation de densité que pour le calcul de la moyenne
empirique. Les estimateurs par partionnement de données divisent ces dernières
en 2 sous-échantillons : le premier sert à estimer la densité ; le second à calculer
la moyenne empirique. Enfin, les estimateurs par validation croisée construisent
des estimateurs de densité multiples en excluant à chaque fois une observation des
données disponibles ; la contribution de cette dernière à la moyenne empirique est
ensuite calculée en utilisant l’estimateur de densité ainsi obtenu.
– plus récentes, les approches géométriques évitent le problème complexe d’esti-
mation de densité en évaluant l’entropie directement à partir de la géométrie des
observations, considérées comme des nuages de points dans Rd. Cette classe com-
prend les estimateurs entropiques par espacement (sample-spacings) dédiés aux
VA scalaires (Beirlant et al., 1997,Wachowiak et al., 2005), les graphes entropiques
5. Un estimateur Xˆn d’une VA X à partir d’un échantillon de n observations i.i.d. est dit :
– faiblement consistant s’il converge en probabilité vers X :
∀ǫ > 0 lim
n→∞
P
(
|Xˆn −X| ≤ ǫ
)
= 1
– fortement consistant s’il converge presque sûrement vers X :
P
(
lim
n→∞
Xˆn = X
)
= 1
6. Le biais d’un estimateur Xˆn d’une VA X est défini par : B(Xˆn) = E(Xˆn)−X.
Xˆn est dit asymptotiquement sans biais si : lim
n→∞
B(Xˆn) = 0.
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(Hero et al., 2002,Neemuchwala et Hero, 2004) et les estimateurs entropiques aux
k plus proches voisins (k Nearest Neighbors) (kNN) (Kozachenko et Leonenko,
1987,Goria et al., 2005).
Nous nous intéressons tout d’abord aux estimateurs entropiques substitutifs qui ont
suscité les travaux les plus nombreux (Beirlant et al., 1997), et concentrons notre étude
sur les estimateurs de resubstitution dont la simplicité de mise en œuvre apparaît adaptée
à des algorithmes de recalage d’image itératifs. Leur archétype pour l’entropie différen-
tielle est l’estimateur d’Ahmad-Lin (Ahmad et Lin, 1976)), dont nous systématisons le
principe de construction pour dériver des estimateurs de resubstitution des divergences
et informations dans les cadres de Shannon et d’Ali-Silvey. Nous dressons ensuite un pa-
norama des techniques d’estimation de densité non paramétriques, en mettant en exergue
leurs limitations intrinsèques pour des VA de grande dimension et des familles de VA de
cardinal élevé. Ce constat nous amènera à nous tourner au Chapitre 6 vers les estimateurs
entropiques géométriques.
4.4.1 Estimateurs d’Ahmad-Lin des mesures entropiques univariées
Dans ce paragraphe, nous considérons des VA à fonction de répartition absolument
continue, et à densité C1-continue de dérivée uniformément bornée sur l’espace d’état U .
4.4.1.1 Le cadre de Shannon
Sous ces hypothèses, Ahmad et Lin ont proposé un estimateur de resubstitution
simple de l’entropie différentielle H(X) à partir d’un échantillon Xn = (Xi)1≤i≤n de n
observations i.i.d. de la VA X (Ahmad et Lin, 1976) :
HAL(X) = − 1
n
n∑
i=1
log pX(Xi) (4.54)
Sous la condition de pic suivante :
∫
U p
X(x)
(
log pX(x)
)2
dx <∞ , l’estimateur HAL(X)
est (i) consistant si la densité pX est connue ou évaluée via un estimateur consistant pˆX ;
et (ii) asymptotiquement sans biais. Ce résultat s’étend directement à l’estimation de l’en-
tropie H(X,Y ) d’une VA conjointe (X,Y ) à partir d’un échantillon Zn = (Xi, Yi)1≤i≤n
de n observations i.i.d. de celle-ci :
HAL(X,Y ) = − 1
n
n∑
i=1
log pX,Y (Xi, Yi) (4.55)
La construction de HAL(X) repose sur le fait que H(X) s’exprime comme une espé-
rance par rapport à la VA considérée 7 :
H(X) = −EX
[
log pX
]
7. HAL(X) s’interprête ainsi comme un estimateur empirique de la log-densité moyenne de la VA X
à partir de l’échantillon Xn.
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Son principe se prolonge sans difficulté à la divergence de Kullback-Leibler qui vérifie :
DKL(X ‖ Y ) = EX
[
log
pX
pY
]
Etant donnés des échantillons Xn = (Xi)1≤i≤n de n observations i.i.d. d’une VA X, et
Ym = (Yi)1≤i≤m de m observations i.i.d. d’une VA Y , on aboutit ainsi à l’estimateur de
resubstitution de DKL(X ‖ Y ) suivant :
DALKL(X ‖ Y ) =
1
n
n∑
i=1
log
pX(Xi)
pY (Xi)
(4.56)
L’échantillon Ym, qui n’apparaît pas dans l’expression (4.56), est utilisé pour obtenir
un estimateur pˆY de la densité pY (Section 4.5). L’échantillon Xn permet ensuite de
générer un échantillon i.i.d. (pˆY (Xi))1≤i≤n de Y , utilisé pour estimer l’entropie croisée
H×(X,Y ) = −EX
[
log pY
]
.
De même, l’IM s’exprime comme :
I(X,Y ) = E(X,Y )
[
log πX,Y
]
Etant donné un échantillon (Xi, Yi)1≤i≤n de n observations i.i.d. de la VA conjointe
(X,Y ), on obtient l’estimateur de resubstitution suivant :
IAL(X,Y ) =
1
n
n∑
i=1
log πX,Y (Xi, Yi) (4.57)
Sous la condition de pic
∫
U π
X,Y (x, y)
(
log πX,Y (x, y)
)2
dxdy < ∞ , les estimateurs (4.56-
4.57) sont également (i) consistants si les densités pX , pY et pX,Y sont connues ou évaluées
via des estimateurs consistants ; et (ii) asymptotiquement sans biais.
Des estimateurs (4.55, 4.57) découlent immédiatement des estimateurs par resubsti-
tution consistants de l’IM normalisée (4.15) et de l’information exclusive (4.16) :
NMIAL(X,Y ) = 1 +
IAL(X,Y )
HAL(X,Y )
(4.58)
Z AL(X,Y ) = HAL(X,Y ) − IAL(X,Y ) (4.59)
4.4.1.2 Le cadre d’Ali-Silvey
La démarche proposée par Ahmad et Lin s’étend aux mesures entropiques généralisées
de la classe d’Ali-Silvey. En notant tout d’abord que les f -entropies intégrales Hf (X) et
non intégrales Hψ(X) s’expriment comme des espérances par rapport à la VA X :
Hf (X) = −EX
[
f(pX)
pX
]
ψ (exp (−Hψ(X))) = EX
[
ψ(pX)
]
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nous obtenons des estimateurs de resubstitution de ces mesures à partir d’un échantillon
i.i.d. Xn de X :
HALf (X) = −
1
n
n∑
i=1
[
f(pX(Xi))
pX(Xi)
]
(4.60)
HALψ (X) = − logψ−1
[
1
n
n∑
i=1
ψ(pX(Xi))
]
(4.61)
En observant ensuite que les f -divergences intégrales Df (X ‖ Y ) et non intégrales
Dψ(X ‖ Y ) s’écrivent comme :
Df (X ‖ Y ) = EX
[(
pX
pY
)−1
f
(
pX
pY
)]
ψ (exp (Dψ(X ‖ Y ))) = EX
[
ψ
(
pX
pY
)]
nous en déduisons des estimateurs de resubstitution à partir d’échantillons i.i.d. Xn de
X et Yn de Y :
DALf (X ‖ Y ) =
1
n
n∑
i=1
(
pX(Xi)
pY (Xi)
)−1
f
(
pX(Xi)
pY (Xi)
)
(4.62)
DALψ (X ‖ Y ) = logψ−1
[
1
n
n∑
i=1
ψ
(
pX(Xi)
pY (Xi)
)]
(4.63)
Enfin, pour les f -informations intégrales If (X,Y ) et non intégrales Iφ(X,Y ) , on a :
If (X,Y ) = E(X,Y )
[(
πX,Y
)−1
f
(
πX,Y
)]
ψ
(
exp (Iψ(X,Y ))
)
= E(X,Y )
[
ψ
(
πX,Y
)]
d’où les estimateurs de resubstitution à partir d’un échantillon i.i.d. (Xi, Yi)1≤i≤n de la
VA conjointe (X,Y ) :
IALf (X,Y ) =
1
n
n∑
i=1
(
πX,Y (Xi, Yi)
)−1
f
(
πX,Y (Xi, Yi)
)
(4.64)
IALψ (X,Y ) = logψ
−1
[
1
n
n∑
i=1
ψ
(
πX,Y (Xi, Yi)
)]
(4.65)
A notre connaissance, les estimateurs (4.60-4.65) n’ont jusqu’ici pas été mis en évi-
dence. Par un raisonnement analogue à (Ahmad et Lin, 1976, Théorème 1), on montre
que sous les conditions de pic :
∫
U
f2(pX(x))
pX(x)
dx < ∞ et ∫U pX(x)ψ2 (pX(x)) dx < ∞ ,
ces estimateurs sont (i) consistants si les densités de probabilité sont connues ou évaluées
via des estimateurs de densité consistants, et, (ii) asymptotiquement sans biais dans le
cas intégral.
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4.4.2 Estimateurs d’Ahmad-Lin des mesures entropiques multivariées
Etant donnée une famille X = {Xj}1≤j≤m de VA continues, nous nous intéressons
maintenant à l’obtention d’estimateurs de resubstitution des mesures d’information mul-
tivariées définies à la Section 4.3 à partir d’un échantillon Xn = (X1i , . . . ,Xmi )1≤i≤n
de n observations i.i.d de la VA conjointe (X1, . . . ,Xm). Comme dans le cas univarié,
nous supposerons ces VA à fonction de répartition absolument continue, et à densité
C
1-continue de dérivée uniformément bornée sur leur espace d’état U .
4.4.2.1 Le cadre de Shannon
L’information d’interaction (4.43) de la famille X étant une somme d’entropies de
sous-familles Y ⊆ X , un estimateur de resubstitution C AL(X1, . . . ,Xm) consistant et
asymptotiquement sans biais de C(X1, . . . ,Xm) se construit trivialement à partir d’es-
timateurs multivariés HAL(Y) de la forme (4.54), calculés sur des sous-échantillons i.i.d.
Yn de Y extraits de l’échantillon originel Xn :
CAL(X1, . . . ,Xm) =
∑
Y⊆X
(−1)|X\Y|HAL(Y) (4.66)
Par ailleurs, la multi-information (4.46) de la famille X s’exprimant comme une es-
pérance relativement à la VA conjointe :
I(X1, . . . ,Xm) = E(X1,...,Xm)
[
log πX
1,...,Xm
]
une démarche identique au cas univarié conduit immédiatement à l’estimateur de resub-
stitution IAL(X1, . . . ,Xm) de I(X1, . . . ,Xm) suivant :
IAL(X1, . . . ,Xm) =
1
n
n∑
i=1
log πX
1,...,Xm(X1i , . . . ,X
m
i ) (4.67)
Sous la condition de pic
∫
U π
X1,...,Xm(x)
(
log πX
1,...,Xm(x)
)2
dx < ∞ , cet estimateur est
(i) consistant si les densités (marginales et jointes) sont connues ou évaluées via des
estimateurs de densité consistants, et, (ii) asymptotiquement sans biais.
4.4.2.2 Le cadre d’Ali-Silvey
De manière similaire, des estimateurs de resubstitution CALf (X
1, . . . ,Xm) consis-
tants des f -informations d’interaction (4.48) s’obtiennent directement en considérant des
estimateurs multivariés HALf (Y) de la forme (4.60) (f -entropies intégrales) ou (4.61)
(f -entropies non intégrales), calculés sur des sous-échantillons i.i.d. Yn extraits de Xn :
CALf (X
1, . . . ,Xm) =
∑
Y⊆X
(−1)|X\Y|HALf (Y) (4.68)
Dans le cas intégral, l’estimateur CALf est de plus asymptotiquement sans biais.
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En remarquant à nouveau que les multi-f -informations intégrales (4.49) et non inté-
grales (4.52) s’expriment en terme d’espérance :
If (X
1, . . . ,Xm) = E(X1,...,Xm)
[ (
πX
1,...,Xm
)−1
f
(
πX
1,...,Xm
) ]
ψ
(
exp
(
Iψ(X
1, . . . ,Xm)
))
= E(X1,...,Xm)
[
ψ
(
πX
1,...,Xm
) ]
nous obtenons sans difficulté les estimateurs de resubstitution suivants :
IALf (X
1, . . . ,Xm) =
1
n
n∑
i=1
(
πX
1,...,Xm(X1i , . . . ,X
m
i )
−1 f
(
πX
1,...,Xm(X1i , . . . ,X
m
i )
)
(4.69)
IALψ (X
1, . . . ,Xm) = logψ−1
[
1
n
n∑
i=1
ψ
(
πX
1,...,Xm(X1i , . . . ,X
m
i )
)]
(4.70)
Sous des conditions de pic analogues au cas univarié (cf. paragraphe 4.4.1.2), ces estima-
teurs sont consistants. Dans le cas intégral, l’estimateur IALf est en outre asymptotique-
ment sans biais.
4.5 Estimation non paramétrique de densité
La mise en œuvre des estimateurs entropiques substitutifs est conditionnée par la
disponibilité d’estimateurs fiables (i.e. consistants et à biais minimal) des densités de
probabilité. Les techniques d’estimation de densité se divisent en 2 grandes familles :
– les approches paramétriques supposent que les observations suivent une loi connue,
régie par un nombre réduit de paramètres (e.g. gaussienne ou mélange de gaus-
siennes) (Assenza et al., 2008). Estimer la densité équivaut alors à estimer ses
paramètres intrinsèques. Trois algorithmes dominent la littérature : estimation par
maximum de vraisemblance, estimation bayésienne, et estimation par maximum a
posteriori (Scott, 2001)
– les approches non paramétriques sont des méthodes aveugles, sans a priori sur la
loi des observations. Pour une synthèse des nombreux développements théoriques,
on se reportera avec profit à (Rosenblatt, 1956,Silverman, 1986,Scott, 1992).
Bien que séduisante par sa compacité et son caractère analytique, une modélisation
paramétrique réaliste des densités peut s’avérer difficile en cas de distributions complexes,
multimodales ou multidimensionnelles. Polyvalentes par nature, les techniques non pa-
ramétriques autorisent a contrario une grande souplesse de modélisation au prix d’une
complexité numérique plus élevée. Elles apparaissent mieux adaptées à la formulation
de modèles de recalage statistique multi-vues ou multi-attributs d’images médicales, non
spécialisés à un territoire anatomique ou à une modalité.
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4.5.1 Principe des estimateurs non paramétriques
On cherche donc à approcher la densité pX d’une VA continue X par un estimateur
pˆXn construit à partir d’un échantillon Xn = (X1i , . . . ,Xmi )1≤i≤n de n observations i.i.d.
sans connaissance de la loi de X. La probabilité qu’un état x appartienne à une région
R de l’espace d’état U peut être estimée empiriquement par la fréquence relative :
PˆXn (x ∈ R) =
k(R)
n
où k(R) est le nombre d’observations de Xn inclus dans R. En désignant par PX la
fonction de répartition de X, on montre que PˆXn est une VA binomiale de paramètres n
et PX (Lefèvre, 2000) :
P
(
PˆXn (x ∈ R) =
k(R)
n
)
= Ck(R)n
(
PX(x)
)k(R)(
1− PX(x))n−k(R)
PˆXn correspond à l’estimateur de maximum de vraisemblance de P
X et est non biaisé.
En désignant par V (R) le volume de la région R, un estimateur de la densité pX est
alors donné par pˆXn (x) =
PˆXn (x)
V (R) , soit :
pˆXn (x) =
k(R)
nV (R) (4.71)
La qualité de l’estimateur (4.71) est conditionnée par le choix de la région R, qui
doit être adaptée au nombre et à la densité d’échantillons (Figure 4.5). Intuitivement,
pˆXn approchera d’autant mieux p
X que le volume V (R) sera faible à la limite n → ∞.
Toutefois, la décroissance de V (R) vers 0 doit être suffisamment lente pour éviter que
R ne se dépeuple de tout échantillon, ce qui conduirait à une estimée localement nulle
de pX . Trois conditions nécessaires doivent donc être vérifiées par V (R) et k(R) pour
garantir la convergence de pˆXn vers p
X (Lefèvre, 2000,Lefèvre, 2003) :
lim
n→∞V (R) = 0 (4.72a)
lim
n→∞ k(R) = ∞ (4.72b)
lim
n→∞
k(R)
n
= 0 (4.72c)
La première assure la convergence simple de pˆXn vers p
X en imposant la continuité de
pˆXn (x) au voisinage de x. La deuxième garantit la convergence en probabilité de k(R)/n
vers pX . La dernière impose au nombre d’échantillons contenus dans R de rester faible
par rapport au nombre total d’échantillons.
Sous ces conditions, deux stratégies sont envisageables pour adapter V (R) et k(R) :
– spécifier a priori le volume V (R) en fonction du nombre n d’échantillons (e.g.
V (R) = 1/√n). Les prototypes de cette démarche sont les méthodes par histo-
gramme et par fenêtres de Parzen.
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x
R
U
Figure 4.5 – Principe de l’estimateur de densité non paramétrique pˆXn (x) =
k(R)
nV (R) . Ici,
R est une région centrée en x ∈ U , de volume V (R) et contenant k(R) échantillons.
– fixer a priori le nombre k(R) d’échantillons contenus dans R (e.g. k(R) = √n),
et adapter le volume V (R) afin qu’il contienne effectivement ces échantillons. On
aboutit ainsi aux estimateurs aux k plus proches voisins.
4.5.2 Estimation non paramétrique de densités univariées
Nous considérons tout d’abord le cas de VA scalaires (d = 1 , U ⊆ R ).
4.5.2.1 Estimateur de densité empirique
Un estimateur empirique pX
hist
(x) de la densité pX(x) au point x ∈ U s’obtient trivia-
lement en comptant le nombre d’observations dans un voisinage de x, issu d’une partition
de U en intervalles centrés sur les états (cases de l’histogramme). En considérant pour
simplifier une partition uniforme en cases de largeur 2h, on a V (R) = 2h et :
k(R) =
n∑
i=1
1U
(
x−Xi
h
)
où 1U(.) désigne la fonction indicatrice sur U = [−1, 1[. On obtient ainsi :
pXhist(x) =
1
2nh
n∑
i=1
1U
(
x−Xi
h
)
(4.73)
pX
hist
converge vers pX sous la condition (4.72a) i.e. limn→∞ h = 0. Toutefois, pXhist est
biaisé, son biais dépendant du paramètre h, et non continu, ce qui le rend impropre à
l’estimation des dérivées de pX (Scott, 1992,Härdle et al., 2004).
Cet estimateur empirique peut être régularisé en remplaçant la fonction 1U dans
la définition (4.73) par une fonction d’influence continûment différentiable, spécifiant la
portée et le poids des observations. On aboutit ainsi à l’estimateur de densité à noyau.
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4.5.2.2 Estimateur de densité à noyau
Un noyau K : U −→ R+ est une fonction continue positive, de masse unité :∫
U K(x) dx = 1. Un noyau de largeur h, noté Kh, s’obtient par dilatation de K :
Kh(x) =
1
h
K
(x
h
)
L’estimateur de densité à noyau (Kernel Density Estimator) (KDE) associé à K est défini
par (Parzen, 1962) :
pXkde(x) =
1
n
n∑
i=1
Kh(x−Xi)
=
1
nh
n∑
i=1
K
(
x−Xi
h
)
(4.74)
pX
kde
apparaît donc comme une généralisation de l’estimateur de densité empirique (4.73).
Il se réexprime sous la forme d’un histogramme lissé :
pXkde = p
X
hist ⋆ K
héritant ainsi des propriétés de continuité et différentiabilité de K (Scott et Sain, 2004,
Tsybakov, 2003). Le noyau le plus simple est une indicatrice sur un intervalle de U de
largeur 2h. Quelques noyaux standards proposés dans la littérature sont présentés dans
le Tableau 4.3 (Härdle et al., 2004,Türlach, 1993).
La largeur h du noyau contrôle la régularité de l’estimateur pX
kde
(Figure 4.6), et doit
être adaptée afin de prendre convenablement en compte la dispersion des observations.
Une valeur de h trop faible conduit à une estimation sous-régularisée oscillante (sous-
lissage). Une valeur trop élevée entraîne un lissage excessif avec risque de perte de modes
et de surestimation (sur-lissage) (Terrell et Scott, 1985).
Etude asymptotique et propriétés statistiques
pX
kde
est un estimateur consistant de pX (Parzen, 1962). Pour des noyaux K symétriques
d’énergie finie, i.e. :
‖K‖2 =
∫
U
K(x)2 dx < ∞
96 Mesures d’information : le cadre de Shannon et sa généralisation
Noyau K(x) Graphe
rectangulaire 121U(x)
−1.5 −1 −0.5 0 0.5 1 1.5
−0.5
0
0.5
1
triangulaire (1− | x |)1U(x)
−1.5 −1 −0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
Epanechnikov 34(1− x2)1U(x)
−1.5 −1 −0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
biweight 1516(1− x2)2 1U(x)
−1.5 −1 −0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
triweight 3532(1− x2)3 1U(x)
−1.5 −1 −0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
gaussien 1√
2π
exp
(
−x22
)
−3 −2 −1 0 1 2 3
−0.5
0
0.5
1
1.5
cosinus π4 cos(
π
2x)1U(x)
−1.5 −1 −0.5 0 0.5 1 1.5
−0.5
0
0.5
1
1.5
Table 4.3 – Quelques noyaux standards (Härdle et al., 2004,Türlach, 1993). 1U désigne
la fonction indicatrice sur l’intervalle U = [−1, 1[.
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Figure 4.6 – Performances de l’estimateur de Parzen en fonction du paramètre de lissage
h pour une distribution gaussienne univariée N (0, 1.5). En trait continu : densité exacte.
En trait pointillé : l’estimateur pX
kde
calculé à partir de n = 200 échantillons i.i.d. de X
pour (a) h = 0.1 ; (b) h = 0.2 ; (c) h = 0.6 ; (d) h = 1.5.
on montre que le biais B{pX
kde
(x)} et la variance V{pˆX(x)} locales 8 de pX
kde
sont respec-
tivement donnés par (Härdle et al., 2004,Tsybakov, 2003) :
B{pXkde(x)} =
h2
2
µ(K)(pX)′′(x) + o(h2) h→ 0
V{pXkde(x)} =
1
nh
‖K‖2pX(x) + o
(
1
nh
)
nh→∞
avec µ(K) =
∫
U x
2K(x) dx. Augmenter la largeur h du noyau réduit donc la variance de
l’estimateur, mais accroît simultanément son biais, et vice-versa. L’établissement d’un
8. Par définition :
B{pˆX(x)} = E
[
pˆ
X(x)
]
− pX(x)
V{pˆX(x)} = E
[(
pˆ
X(x)− E
[
pˆ
X(x)
])2]
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compromis entre biais et variance en fonction de h est donc nécessaire.
Un compromis optimal peut être recherché en optimisant des mesures de performance
combinant biais et variance, telles l’erreur quadratique moyenne (EQM) ou l’erreur qua-
dratique intégrée moyenne (EQIM) 9. On obtient alors (Härdle et al., 2004) :
EQM{pX
kde
(x)} = h
4
4
µ(K)2(pX)′′(x)2 +
1
nh
‖K‖2pX(x) + o(h4) + o
(
1
nh
)
(4.75)
EQIM{pXkde} =
1
nh
‖K‖2 + h
4
4
µ(K)2‖(pX)′′‖2 + o(h4) + o
(
1
nh
)
(4.76)
Ces critères dépendent de K, h et pX :
– pour h et pX donnés, la recherche d’un noyau optimal équivaut à l’identification
d’une fonction K minimisant ‖K‖2. Une étude comparative des performances de
certains noyaux classiques relativement à l’EQM a montré que le noyau d’Epanech-
nikov (cf. Tableau 4.3) est le plus efficace (Deheuvels, 1977).
– pour K et pX donnés, une condition nécessaire pour que pX
kde
soit consistant (en
moyenne quadratique) et asymptotiquement sans biais est que les deux premiers
termes de (4.75) et (4.76) tendent vers 0 quand n→∞. Il en résulte les conditions
nécessaires suivantes pour h (Härdle et al., 2004) :
lim
n→∞h = 0 (4.77a)
lim
n→∞nh = ∞ (4.77b)
En particulier, la vitesse de décroissance de h vers 0 doit être inférieure à n−1.
Des études ont montré que le choix du noyau K se révèle nettement moins critique que
la sélection d’une largeur h adaptée aux données (Devroye et Lugosi, 2001,Scott, 1992).
Sélection de la largeur du noyau
Les performances des estimateurs de densité à noyau sont fortement conditionnées par le
choix d’une largeur h adaptée aux données (Terrell et Scott, 1992, Scott et Sain, 2004).
Sous les conditions nécessaires (4.77a,4.77b), la détermination d’une largeur h∗ optimale
peut être appréhendée comme la minimisation d’une mesure d’erreur entre pX
kde
et la
densité exacte pX . Cette problématique a suscité une littérature abondante (Härdle,
1991,Türlach, 1993,Park et Türlach, 1992,Jones et al., 1996). Nous présentons ici deux
classes de méthodes de sélection de largeur de noyau couramment utilisées :
9. Par définition :
EQM{pˆX(x)} = E{[pˆX(x)− pX(x)]2}
EQIM(pˆX) =
∫
EQM{pˆX(x)}dx
On a : EQM{pˆX(x)} = B{pˆX(x)}2 + V{pˆX(x)}.
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1. les approches par substitution (plug-in), dont l’archétype est la règle de normali-
sation (rule-of-thumb) (Silverman, 1986) ;
2. les approches par validation croisée, dont l’instance la plus simple est la validation
croisée au sens des moindres carrés (Härdle et al., 2004).
 Approches par substitution
Les approches de sélection de largeur de noyau par substitution minimisent un critère
d’erreur entre pX
kde
et pX relativement à h, puis éliminent l’inconnue pX de l’expression
du minimiseur h∗(K) obtenue en lui substituant une densité gaussienne. De nombreux
critères, tels les normes L1 et L2, ont été envisagés, conduisant à des estimateurs h∗ spéci-
fiques (Berlinet et Devroye, 1994,Devroye et Lugosi, 2001,Türlach, 1994,Türlach, 1993).
A titre d’exemple, nous détaillons l’approche de Silverman (Silverman, 1986) fondée sur
l’erreur quadratique intégrée moyenne asymptotique (EQIMA), correspondant au terme
dominant dans l’expression (4.76) de l’EQIM :
EQIMA(K,h) =
1
nh
‖K‖2 + h
4
4
‖(pX)′′‖2µ(K)2
Pour K fixé, la largeur optimale h∗(K) est alors donnée par :
h∗(K) =
( ‖K‖2
n‖(pX)′′‖2µ(K)2
)1/5
(4.78)
En supposant que X suit une loi normale d’écart type σˆ, calculé empiriquement à partir
de l’échantillon Xn, il vient :
‖(pX)′′‖2 = 3
8
√
π
σˆ−5 ∼ 0.212 σˆ−5 (4.79)
En considérant un noyau K gaussien, l’expression (4.78) se réécrit finalement sous la
forme (Silverman, 1986,Härdle et al., 2004,Tsybakov, 2003) :
h∗ =
(
4σˆ5
3
)1/5
n−1/5 ∼ 1.06 σˆ n−1/5 (4.80)
L’estimateur (4.80) se révèle sensible aux données aberrantes (outliers). En utilisant
un estimateur de variance robuste impliquant l’intervalle interquartile R, on aboutit au
résultat suivant (Silverman, 1986) :
h∗ = 1.06 min
(
σˆ,
R
1.34
)
n−1/5 (4.81)
La largeur optimale h∗ ainsi estimée vérifie la condition (4.77a). La vitesse de convergence
en n−1/5 du noyau correspondant garantit le meilleur compromis possible entre biais
et variance de l’estimateur pX
kde
(Loader, 1999). Cette vitesse de convergence pour des
densités univariées caractérise les autres estimateurs par substitution proposés dans la
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littérature (Berlinet et Devroye, 1994, Devroye et Lugosi, 2001, Türlach, 1994, Türlach,
1993), qui se différencient par un facteur multiplicatif variant de 0.5 à 3.
En raison de leurs performances raisonnables et de leur faible complexité numérique,
les approches de sélection de largeur de noyau par substitution sont considérées parmi
les plus intéressantes (Türlach, 1994,Berlinet et Devroye, 1994). Elles sont toutefois très
sensibles à l’hypothèse de gaussianité sur la loi de X. Parfaitement opérative pour des
densités proches de la loi normale, la règle de normalisation s’avère non satisfaisante si
pX s’écarte sensiblement du cas gaussien (Härdle et al., 2004), et donc notamment pour
des densités multimodales (Figure 4.8).
 Approches par validation croisée
La sélection de largeur de noyau par validation croisée de type moindres carrés repose
sur une minimisation relativement à h de l’erreur quadratique entre pX
kde
et pX . Le terme∫
U
(
pX(x)
)2
dx étant indépendant de h, ce problème équivant à minimiser le critère suivant
(Härdle et al., 2004,Sain et al., 1994,Loader, 1999) :
CV(K,h) =
∫ (
pXkde(x)
)2
dx − 2EX
(
pXkde
)
(4.82)
En estimant le second terme de (4.82) par validation croisée de type leave-one-out, on
obtient :
CV(K,h) =
1
n2h
∑
i
∑
j
K ⋆K
(
Xj −Xi
h
)
− 2
n(n− 1)h
∑
i
∑
j 6=i
K
(
Xi −Xj
h
)
Cette technique peut être appliquée à d’autres critères tels la vraisemblance (Loader,
1999). Contrairement aux approches par substitution, les méthodes de sélection de largeur
de noyau par validation croisée ne requierent aucune d’hypothèse a priori sur la loi de
la VA X, l’estimateur h∗(K) s’adaptant automatiquement à la régularité de pX .
Plusieurs études ont souligné le manque de robustesse de ces méthodes et le risque
d’aboutir à un estimateur inconsistant (Türlach, 1994,Devroye et Lugosi, 2001). En par-
ticulier, elles peuvent dans certains cas entraîner un sous-lissage très important, voire
fournir une largeur de noyau nulle (Loader, 1999, Park et Türlach, 1992). Enfin, leur
complexité numérique est en général élevée, les critères considérés n’étant pas optimi-
sables sous forme analytique.
Bien que couramment utilisées, les deux familles d’approches que nous venons d’évo-
quer ne recouvrent pas l’intégralité des méthodes de sélection automatique du paramètre
de lissage optimal. L’abondance des travaux sur cette thématique est ici révélateur d’une
absence de consensus quant à l’existence d’une technique "optimale" (Härdle et al., 2004).
Une approche pragmatique, recommandée dans (Härdle et al., 2004), est de déterminer
une valeur h∗ en évaluant différentes techniques de sélection et en comparant les estimées
de densité résultantes.
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4.5.3 Estimation de densités multivariées
Etant donnée une VA continue X = (X1, . . . ,Xd) de densité 10 pX sur un espace
d’état U ⊂ Rd de dimension d > 1, nous cherchons ici à estimer la densité pX à partir
d’un échantillon Xn = (Xi)1≤i≤n = (X1i , . . . ,Xdi )1≤i≤n de n observations i.i.d. de X.
Les principales techniques non paramétriques d’estimation de densité en dimen-
sion supérieure sont des variantes d’estimateurs à noyau. L’estimation est effectuée soit
conjointement sur toutes les composantes des observations via un noyau généralisé multi-
varié, soit séparément sur chaque composante via un produit de noyaux univariés. Nous
présentons brièvement les aspects théoriques sous-tendant ces approches, et identifions
leurs principales limitations.
4.5.3.1 Estimateurs de densité à noyaux multivariés
Un noyau multivarié K : U −→ R+ est une fonction continue, positive et de masse 1
sur l’espace U ⊆ Rd. Un noyau multivarié d’extension H, noté KH , est défini par :
KH(x) =
1
det(H)
K
(
H−1x
)
où H est une matrice (d × d) symétrique définie positive. L’estimateur de Parzen de la
densité multivariée pX est alors défini par (Scott, 1992,Scott et Sain, 2004) :
pXkde(x) =
1
n
n∑
i=1
KH(x−Xi) (4.83)
=
1
n det(H)
n∑
i=1
K
[
H−1(x−Xi)
]
(4.84)
Comme dans le cas univarié, les performances de cet estimateur dépendent prin-
cipalement du terme H. Dans le cas général, H possède au plus d(d + 1)/2 éléments
indépendants à déterminer. En pratique, on se restreint souvent des matrices diagonales
H = diag(h1, . . . , hd), ce qui limite le nombre d’inconnues à d mais supprime les interac-
tions entre composantes. Le choix le plus simple est une matrice scalaire : H = h Id.
Les noyaux courants sont des noyaux séparables à matrice H diagonale. La densité
est alors estimée via un produit de d noyaux univariés Kj de largeur hj :
pXkde(x) =
1
nh1 . . . hd
n∑
i=1

 d∏
j=1
Kj
(
xj −Xji
hj
) (4.85)
les noyaux Kj pouvant être identiques. L’estimateur (4.85) est consistant et asymptoti-
10. pX peut aussi être considérée comme la densité jointe des VA scalaires X1, . . . , Xd.
102 Mesures d’information : le cadre de Shannon et sa généralisation
quement sans biais sous les conditions suivantes (Devroye et Lugosi, 2001,Scott, 1992) :
h1 = . . . = hd = h (4.86a)
lim
n→∞h = 0 (4.86b)
lim
n→∞nh
d = ∞ (4.86c)
La détermination d’une extension optimale H∗ du noyau peut être effectuée en généra-
lisant l’approche par substitution de Silverman à un contexte multivarié. En supposant
que X suit une loi normale de covariance diag(σˆ1, . . . , σˆd) , et pour des noyaux univariés
Kj gaussiens, on montre que la largeur optimale h∗j de Kj au sens du critère EQIM est
donnée par (Zhang et al., 2004,Scott, 1992,Scott et Sain, 2004) :
h∗j =
(
4
d+ 2
) 1
d+4
σˆj n
− 1
d+4
l’écart type σˆj étant calculé empiriquement à partir d’un sous-échantillon de Xj extrait
de Xn. La vitesse de convergence optimale de l’EQM vers 0 varie alors en o
(
n−
4
4+d
)
, et
décroit donc en fonction de la dimension d (Mack et Rosenblatt, 1979).
4.5.3.2 Limitations des estimateurs de densité à noyau
Les performances des estimateurs à noyau se dégradent rapidement quand la dimen-
sion des VA augmente. En pratique, ces estimateurs deviennent caduques dès que d > 3
(Scott, 1992,Terrell et Scott, 1985). L’origine de ce constat est double :
1. Complexité numérique : Dans un souci d’efficacité numérique, les estimateurs
à noyau de densités multivariées utilisent généralement des noyaux produits de la
forme (4.85), associés à des matrices d’extension H diagonales. Cette modélisation
ignore les corrélations entre composantes, équivalant ainsi à une hypothèse d’indé-
pendance de ces dernières qui, en pratique, n’est pas toujours justifiée. Par ailleurs,
les approches par substitution pour la sélection des largeurs des noyaux facteurs re-
posent explicitement sur une hypothèse ad hoc de gaussianité des VA composantes.
Ces méthodes atteignent rapidement leurs limites dès que les données dévient de
la loi normale, ou que leurs composantes sont corrélées.
Dans le cas de noyaux arbitraires, identifier une matrice d’extension optimale sans
hypothèses ad hoc sur la loi des observations (e.g. via des techniques de valida-
tion croisée) entraîne un surcoût calculatoire important qui devient rapidement
prohibitif quand la dimension d augmente, en raison de la complexité de la repré-
sentation (d2(d + 1) degrés de liberté) et du caractère souvent itératif du schéma
d’optimisation (Zhang et al., 2004,Jones et al., 1996,Sain et al., 1994).
2. Fléau de la dimension : La limitation majeure des méthodes à noyaux en grande
dimension réside dans la détermination d’une extension H adaptée aux données. Ce
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problème se heurte en effet au fléau de la dimension (curse of dimensionality) (Scott
et Sain, 2004,Terrell et Scott, 1985). A taille d’échantillon n fixée, plus la dimension
d augmente, plus les données tendent à devenir éparses dans l’espace d’état U . Afin
de garantir une estimation cohérente, la densité d’échantillons sous le noyau doit
être suffisante. Son extension doit donc être assez grande pour prendre en compte
des données localement éparses, et assez faible pour capturer les détails essentiels
de la distribution. Plus précisément, pour une matrice scalaire H = h Id, on montre
que : V{pX
kde
} = o ( 1
nhd
)
(Härdle, 1991,Scott et Sain, 2004) et : B{pX
kde
} = o(hd+1)
(Härdle, 1991,Scott, 1992). Ainsi, à n fixé, augmenter h afin de garantir une variance
faible entraîne un accroissement significatif du biais, et vice-versa (Wolsztynski,
2006). Pour des VA de dimension d > 3, un compromis biais-variance satisfaisant
ne peut être obtenu qu’au prix d’une explosion de la taille des échantillons.
Pour une part, les limitations de la méthode de Parzen proviennent de l’utilisation
de noyaux de taille fixe. Ce constat plaide en faveur d’estimateurs de densité à noyaux
adaptatifs, dont la taille varie en fonction de la densité locale de l’échantillon.
4.5.3.3 Estimateurs de densité à noyaux adaptatifs
Les estimateurs de densité à noyaux adaptatifs utilisent des noyaux de taille variable,
localement adaptée à la densité des données dans le but de contourner la limitation
inhérente au fléau de la dimension. Ces techniques sont également appropriées pour
l’estimation de densités à longue traîne (long tail), pour lesquelles les estimateurs à
noyaux fixes sont inopérants 11 (Wolsztynski, 2006,Scott et Sain, 2004). Elles se divisent
en deux classes qui se distinguent par la stratégie d’adaptation de la largeur du noyau
adoptée : les estimateurs de type ballon (balloon estimator) et les estimateurs de type
échantillon adapté (sample point estimator). Des études comparatives de ces formulations
ont été effectuées dans le cas univarié (Jones, 1990) et multivarié (Terrell et Scott, 1992).
Estimateurs de densité de type ballon
L’estimateur ballon de la densité pX en un point x ∈ U accumule des contributions de
noyaux identiques, centrés en chaque échantillon Xi et de largeur Hx adaptée à l’état x
considéré (Jones, 1990,Terrell et Scott, 1992) :
pXB(x) =
1
n
n∑
i=1
KHx(x−Xi) (4.87)
L’estimateur pX
B
est biaisé, peut posséder une intégrale non unité, et présente des irrégu-
larités dûes à la nature discontinue de la fonction d’extension Hx (Scott et Sain, 2004).
Il s’avère malgré tout performant en grande dimension (Terrell et Scott, 1992).
11. Déterminer un noyau d’extension optimale pour une VA à longue traîne est problématique, du
fait de la difficulté de concilier deux contraintes : (i) largeur élevée pour atténuer les irrégularités sur les
queues de distribution où les données sont éparses ; et (ii) largeur adaptée à celle des modes.
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L’estimateur de densité aux k plus proches voisins (Loftsgaarden et Quesenberry,
1965), abordé en détail au paragraphe 4.5.3.4, appartient à cette catégorie.
Estimateurs de densité de type échantillon adapté
Ces estimateurs utilisent des noyaux centrés en chaque échantillon Xi et de largeurs Hi
adaptées à l’échantillon considéré (Jones, 1990,Terrell et Scott, 1992) :
pXE (x) =
1
n
n∑
i=1
KHi(x−Xi) (4.88)
L’estimateur pX
E
présente globalement les mêmes caractéristiques que l’estimateur de
Parzen, héritant de toutes les propriétés du noyau K, notamment une masse unité. Les
données situées dans des régions peu denses sont davantage lissées que celles provenant
de régions peuplées. Ainsi, l’impact des données rares est minimisé par rapport aux
échantillons fréquemment observés. Son inconvénient majeur réside dans son caractère
non local. En effet, l’estimée peut être très influencée par la contribution d’observations
distantes de l’état x considéré. Pour des extensions scalaires Hi = hi Id, un choix classique
est : hi ∝ pX(Xi)− 1d (Scott et Sain, 2004).
4.5.3.4 Estimateur de densité aux k plus proches voisins
L’estimateur de densité aux k plus proches voisins (k-Nearest Neighbors) (kNN),
introduit par Loftsgaarden et Quesenberry (Loftsgaarden et Quesenberry, 1965), repose
sur un principe dual de l’estimateur de Parzen : alors que ce dernier sonde un nombre
variable d’échantillons dans un voisinage d’extension fixe prédéfinie (e.g. H = h Id),
l’estimateur kNN adapte l’extension du voisinage pour sonder un nombre prédéfini k
d’échantillons (Figure 4.7). En l’occurrence, le voisinage est modulé de manière à inclure
les k échantillons les plus proches de l’état x considéré. Cette idée simple permet d’adapter
automatiquement l’extension du noyau à la densité locale de l’échantillon.
L’estimateur de densité aux k plus proches voisins est un cas particulier d’estimateur
à noyau de type ballon (4.87). En choisissant pour K le noyau uniforme U(0, 1) sur la
boule unité B1 de Rd, de volume Vd = πd/2Γ(d/2+1) , et en posant Hx = ρXk (x) Id où ρXk (x) est
la distance euclidienne du point x à son k-ème plus proche voisin dans le sous-échantillon
X\{x}, on obtient (Loftsgaarden et Quesenberry, 1965,Moore et Yackel, 1977) :
pXknn(x) =
1
nVd
(
ρXk (x)
)d
n∑
i=1
U
(
x−Xi
ρXk (x)
)
=
k
nVd
(
ρXk (x)
)d (4.89)
Dans cette expression, Vd
(
ρXk (x)
)d
est le volume de la boule de Rd de rayon ρXk (x) centrée
en x, notée BXk (x). En rapprochant (4.89) de l’expression générale d’un estimateur de
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Figure 4.7 – Dualité entre (a) estimateurs de Parzen (voisinage de taille h donnée), et
(b) estimateurs aux k plus proches voisins (nombre d’échantillons k = 3 contenus dans
le voisinage donné) pour un échantillon univarié.
densité (4.71), on constate que l’estimateur kNN met en œuvre un voisinage R sphérique
centré en x dont le volume V = Vd
(
ρXk (x)
)d
est adapté à l’état considéré. En particulier,
ce volume augmente sur les queues de distribution, ce qui réduit le risque de sous-lissage
des données rares inhérent aux méthodes à noyau de taille fixe (Wolsztynski, 2006).
Propriétés asymptotiques et choix de k
L’estimateur pX
knn
est faiblement consistant sous les conditions suivantes (Moore et Ya-
ckel, 1977,Loftsgaarden et Quesenberry, 1965) :
lim
n→∞ k = ∞
lim
n→∞
k
n
= 0
La consistance de pX
knn
devient forte sous la condition supplémentaire suivante (Moore et
Yackel, 1977) :
lim
n→∞
k
log(log n)
= ∞
Ces conditions sont peu restrictives. Le choix de k apparaît ainsi nettement moins critique
que celui de la taille h du noyau de Parzen. Un choix admissible est k =
√
n.
Cependant, l’estimateur pX
knn
ne définit pas une densité (
∑
x∈X p
X
knn
(x) 6= 1) et se
révèle biaisé, même en dimension faible (Silverman, 1986). Ce biais provient notamment
d’une mauvaise prise en compte des queues de distribution. Plus précisément, on montre
que (Mack et Rosenblatt, 1979) :
B{pXknn(x)} =
1
2
(
Vd pX(x)
) 2
d
Q(pX)(x)
(
k
n
) 2
d
V{pX
knn
(x)} = 1
k
(
pX(x)
)2
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Figure 4.8 – Performances de l’estimateur pX
knn
pour d = 1 en fonction du nombre de
voisins k. En trait continu : densité exacte pX , mélange de deux gaussiennes N (2, 0.5)
et N (−2, 1). En trait pointillé : densité pX
kde
estimée à partir de n = 200 observations
i.i.d de X via un noyau gaussien de largeur optimale h∗ donnée par (4.81). En trait
discontinu : densité pX
knn
estimée sur le même échantillon.
avec Q(pX)(x) =
1
Vd
d∑
α,β=1
∫
B1
yαyβ dy ∂
2
α,β p
X(x) . Ainsi, sur les queues de distribu-
tion où pX est faible, le biais B{pX
knn
(x)} croît fortement 12 en proportion du facteur(
pX(x)
)− 2
d . L’erreur quadratique moyenne vérifie (Mack et Rosenblatt, 1979) :
EQM{pXknn(x)} = o
((
k
n
) 4
d
+
1
k
)
La valeur k∗ minimisant l’EQM est donnée par (Mack et Rosenblatt, 1979) :
k∗ = C n
4
4+d
12. Ce comportement ne se produit pas dans la cas de l’estimateur à noyau pXkde.
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(a) (b)
Figure 4.9 – Performances de l’estimateur pX
knn
pour d = 2 en fonction du nombre de
voisins k. (a) densité exacte pX , mélange de deux gaussiennes N (µ1,Σ1) et N (µ2,Σ2)
avec µ1 =
[
1 2
]T
, Σ1 =
[
1 0.5
0.5 2
]
, et µ2 =
[
2 −2
]T
, Σ2 =
[
2 0.5
1 1.5
]
. (b) densité
pX
knn
estimée à partir de n = 200 observations i.i.d de X avec k = k∗.
avec C =
( π
Γ
(
d/2 + 1
)) d2

 1
Vd
(
pX(x)
)2+ 4
d(
Q(pX)(x)
)2


d
4+d
. Le taux de convergence optimal de
l’EQM varie donc en o
(
n−
4
4+d
)
.
Les performances de l’estimateur pX
knn
pour d = 1 et d = 2 sont illustrées respective-
ment sur les Figures 4.8 et 4.9. On observe que l’estimateur est biaisé, notamment pour
d = 2 malgré l’utilisation de la valeur optimale théorique k = k∗, et n’est pas continûment
différentiable. Du fait de ces limitations, l’estimateur de densité kNN n’est pas utilisé en
pratique. Nous verrons au chapitre suivant qu’il permet néanmoins de construire des
estimateurs consistants et sans biais de l’entropie de Shannon sur des espaces d’état de
grande dimension.
4.6 Conclusion
Nous avons articulé ce chapitre autour de deux enjeux de modélisation majeurs pour
le recalage statistique d’images médicales : (i) la définition de mesures de similarité in-
formationnelles, et (ii) l’identification d’estimateurs performants de ces dernières. Nous
avons tout d’abord dressé un panorama approfondi des mesures d’information bivariées et
multivariées utilisées dans la littérature dans des cadres classiques et généralisés, en sou-
lignant les principes sous-tendant leur construction. Sur cette base théorique, nous nous
sommes ensuite concentrés sur l’estimation fiable de ces mesures à partir d’échantillons
i.i.d. Systématisant le principe de l’estimateur d’Ahmad-Lin de l’entropie différentielle,
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nous avons ainsi mis en exergue des estimateurs substitutifs consistants des entropies,
divergences et informations classiques et généralisées. Leur mise en œuvre étant condi-
tionnée par la disponibilité d’estimateurs non paramétriques consistants des densités de
probabilité, nous avons poursuivi par un état de l’art des techniques d’estimation de
densité à noyau, en soulignant l’importance de noyaux d’extension adaptée à la densité
locale des échantillons. Performants dans le cas univarié, les estimateurs à noyau de taille
fixe souffrent du fléau de la dimension, et atteignent leurs limites pour des VA de dimen-
sion supérieure à 3. Bien que réduisant la variance de l’erreur d’estimation, les stratégies
d’adaptation de l’extension du noyau se révèlent insuffisantes, les estimateurs de den-
sité à noyaux variables étant fortement biaisés. Les estimateurs substitutifs des mesures
entropiques conduisent donc à une impasse théorique en grande dimension.
Le verrou que constitue l’estimation de densité en grande dimension peut néanmoins
être contourné en évaluant les mesures d’information directement à partir des données
(i.e. sans estimer les densités intervenant dans leurs définitions). Les outils méthodolo-
giques correspondants sont les estimateurs entropiques géométriques que nous étudions
en détail au Chapitre 6.
Nous consacrerons par ailleurs le chapitre suivant à l’élaboration d’une approche
spatio-temporelle robuste de sélection d’une ROI cardiaque dans des examens IRM-p
fondée sur la morphologie mathématique.
Troisième partie
Contributions méthodologiques et
expérimentales

Chapitre 5
Sélection automatique d’une
région cardiaque d’intérêt
E
n IRM de perfusion cardiaque de premier passage, les images acquises comportent
outre le muscle cardiaque et ses cavités, des structures thoraciques périphériques.
Ces tissus dont la nature varie selon le niveau de coupe, n’ont généralement pas le même
mouvement que le cœur. Ils peuvent par conséquent interférer dans le processus d’ali-
gnement de ce dernier, avec corrélativement une dégradation des performances de toute
la chaîne d’analyse automatique de la perfusion myocardique. Afin de simplifier la mo-
délisation dans les phases de recalage et de segmentation et d’accroître la robustesse
des méthodes mises en œuvre, un pré-traitement de ces images s’avère nécessaire pour
écarter d’emblée les informations non pertinentes liées aux structures périphériques et
se restreindre à une région d’intérêt centrée sur le cœur. Conscients du besoin de dispo-
ser d’une méthode à la fois automatique et robuste pour la sélection d’une région car-
diaque d’intérêt, nous proposons dans ce chapitre une approche fondée sur la morphologie
mathématique qui répond à ces critères. L’approche proposée est une extension spatio-
temporelle de la méthode proposée par Discher dans (Discher et al., 2005). Après avoir
donné un aperçu sur cette dernière (Section 5.1), la Section 5.2 fournit une description
précise de la méthode proposée, dont les performances sont ensuite expérimentalement
validées (Section 5.3).
Dans tout ce qui suit, une séquence comportant d images RM de perfusion cardiaque
(IRM-p), définies sur un domaine Ω ⊂ Z2, est modélisée comme une fonction I : Ω ×
[1..d] → Λ à valeurs dans un intervalle Λ ⊂ Z (Λ = [0..255] en général). Nous désignons
par Iτ = I(., τ) la τ -ème image de la séquence I.
112 Sélection automatique d’une région cardiaque d’intérêt
5.1 Approche de Discher
5.1.1 Principe
Discher propose dans (Discher et al., 2005) un algorithme de sélection automatique
d’une région cardiaque d’intérêt (ROI) à partir d’un examen IRM-p, développé au dé-
partement ARTEMIS de TELECOM SudParis. La ROI cardiaque est détectée via une
approche fondée sur la morphologie mathématique appliquée à une image de référence
Iτ à contraste maximal 1. Son principe général consiste à extraire dans Iτ l’ensemble de
toutes les régions perfusées candidates, puis à cerner les cavités cardiaques parmi ces
dernières en se basant sur les informations spatiales a priori relatives à l’anatomie du
thorax. Etant donné que l’agent de contraste est à l’origine de fortes intensités du signal
IRM, l’extraction des structures perfusées équivaut à détecter les zones qui sont plus
claires dans Iτ que dans I1, cette dernière étant la première image anatomique de la
phase de pré-contraste.
Cette tâche est rendue difficile d’une part par le faible rapport signal sur bruit des
données IRM-p se traduisant par des artefacts de texture avec rehaussement fluctuant
de l’intensité dans les régions anatomiques, d’autre part par les artefacts de mouvement
cardio-thoracique résultant en un mauvais alignement des structures anatomiques entre
Iτ et I1. On peut toutefois remarquer que : (i) l’étendue spatiale des structures car-
diaques est plus importante que l’ampleur des artefacts de mouvement, se traduisant par
un chevauchement des régions cardiaques non alignées, (ii) la vitesse de la perfusion est
beaucoup plus importante que le taux d’acquisition d’images, ce qui fait que l’étendue
spatiale des structures perfusées est généralement plus grande que la taille du texton de
l’image, (iii) les variations d’intensité induites par l’absorption de l’agent de contraste
sont beaucoup plus importantes que les fluctuations liées au bruit. A partir de ces ob-
servations, Discher suggère la pertinence des outils morphologiques (Annexe A) pour
le filtrage d’artefacts de texture, l’extraction des régions perfusées et le marquage des
cavités cardiaques perfusées parmi les autres structures thoraciques.
5.1.2 Etapes principales de l’algorithme
S’appuyant sur l’analyse précédente, le schéma proposé par Discher se divise classi-
quement en trois étapes :
– une étape de pré-traitement réduisant les artefacts de texture ;
– une étape de "segmentation" 2 visant à marquer les régions perfusées candidates :
structures cardiaques (ventricule droit (VD), ventricule gauche (VG) et myocarde)
et structures thoraciques vasculaires ;
– une étape de post-traitement qui détecte les cavités cardiaques parmi les régions
candidates et construit une ROI autour du cœur.
1. Ici τ = τmax.
2. On confond ici volontairement marquage et segmentation.
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5.1.2.1 Pré-traitement
Cette étape vise à réduire les artefacts de texture et à homogénéiser les régions anato-
miques, dans le but de simplifier la texture complexe des poumons et éviter les éventuelles
erreurs de détection pendant l’étape ultérieure de segmentation. Le choix de Discher s’est
porté sur le coût de connexion (Prêteux, 1992) visant à homogénéiser les vallées (minima-
régionaux) de l’intensité. Plus précisément, toute image de la séquence I est filtrée via
le coût de connexion par rapport à ses bords horizontaux, sachant que ces derniers sont
toujours connectés au thorax.
5.1.2.2 Segmentation
Soit Iτ une image de référence choisie avec un bon contraste dans les structures car-
diaques. La détection des régions plus claires dans Iτ que dans I1 est établie via une
reconstruction géodésique numérique (Vincent, 1993, Vachier et Vincent, 1995, Meyer
et al., 1997) (Annexe A), suivie d’une extraction des maxima régionaux (Schmitt et
Prêteux,Soille, 1999,Serra, 1982). Discher construit progressivement un marqueur perti-
nent des cavités cardiaques dans l’image filtrée Iτ en l’initialisant au départ à I1 et en
utilisant ensuite différents outils morphologiques. Un choix approprié de la fonction de
marquage est en fait primordial afin d’éviter la sur-segmentation. Les extrema de cette
fonction devront marquer exactement les objets à extraire (Vincent, 1990). Les différentes
étapes de l’algorithme de segmentation de Discher sont écrites en pseudo-langage dans
Algorithme 1. En sortie, l’algorithme de segmentation fournit une carte de segmentation
comprenant l’ensemble des régions perfusées candidates. Ces régions ne contiennent cer-
tainement pas que des structures cardiaques, mais également des vaisseaux thoraciques,
principalement pulmonaires et coronaires, qui étaient perfusés pendant le premier pas-
sage du bolus. L’élimination de ces structures vasculaires se fait dans une troisième étape
de post-traitement.
5.1.2.3 Post-traitement
L’étape de post-traitement vise à éliminer les structures vasculaires non significatives
dans la carte de segmentation dérivée Rτ . Des a priori spatials relatifs à l’anatomie du
thorax en routines d’imagerie en coupe petit-axe sont utilisés à cet effet : (i) le cœur
se situe dans la moitié gauche le long des axes d’inertie principaux du thorax, (ii) le
cœur est situé loin des bords de l’image, (iii) le cœur est généralement la plus grande
structure perfusée pendant le premier passage du bolus. Ces contraintes sont appliquées
de manière séquentielle en extrayant d’abord un masque thoracique Mτ associé à Iτ et
puis en calculant son système d’inertie (Gτ ,m1τ ,m
2
τ ) où Gτ désigne le centre de gravité
et m1τ (resp. m
2
τ ) désigne l’axe d’inertie principal (resp. secondaire). En ne conservant
que la moitié gauche M′τ de Mτ , les régions segmentées non contenues dans M′τ sont
finalement rejetées. De plus, les régions touchant les bords de l’image sont également
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Algorithm 1 Algorithme de segmentation de Discher
Entrée:
{
Iτ , τ ∈ [1..d] : image de référence
I1 : première image de la séquence
Sortie: Rτ : carte de segmentation des régions perfusées candidates dans Iτ .
Initialisation: M = I1 ∧ Iτ /* M est un inf-marqueur de Iτ plus robuste au bruit que
I1
3. */
1. Rτ (M) = lim
n→+∞
δ
(n)
τ (M) /* reconstruction géodésique numérique de l’image Iτ à partir
de M . */
2. Sτ (M) = Iτ−Rτ (M) /* résidu de reconstruction de Iτ . Les maxima régionaux de Sτ (M)
définissent une extrême sur-segmentation des régions perfusées qui nécessite d’être simplifiée.
*/
3. M ′ = γB(Sτ (M)) /* construire un marqueur M
′ de Iτ plus pertinent que M par le biais
d’une ouverture de Sτ (M) par un élément structuant unitaire B 8-connexe. */
4. Rτ (M
′) = lim
n→+∞
δ
(n)
τ (M ′) /* reconstruction géodésique de Iτ à partir de M
′. */
5. Dτ = |Rτ (M ′)− Rτ (M)|+ /* image de différence entre les deux reconstructions de Iτ .
*/
6. Rτ /* maxima régionaux de Dτ . Cet ensemble filtré de maxima régionaux contient les
structures cardiaques perfusées (si jamais il y en a) et des vaisseaux thoraciques de grandes
tailles qui sont principalement des vaisseaux pulmonaires et coronaires. */
éliminées.
Selon l’instant τ de perfusion et l’éventuelle pathologie existante, les structures car-
diaques perfusées peuvent consister en une seule composante connexe (VD ou VG) ou
en deux composantes connexes (VD et VG). Ces dernières sont détectées et discriminées
des autres régions segmentées dans M′τ en trois étapes :
– sélection des régions candidates en utilisant une contrainte sur la taille des régions
dans la carte de segmentation M′τ ;
– sélection des régions valides par élimination des faux candidats via un test statis-
tique sur la distribution des centres de gravité des régions candidates sur toute la
séquence. La moyenne de cette distribution est notée G ;
– sélection des régions cardiaques perfusées via une reconstruction binaire de la carte
de segmentation à partir du segment Gm2τ ∩M′τ .
Pour plus de détails sur ces différentes étapes, le lecteur est invité à se reporter à (Discher
et al., 2005). Une ROI cardiaque est finalement définie sur l’ensemble de la séquence
comme un sous-domaine D de taille N ×N centré en G. Son extension N étant fixée à
N = 128.
3. Formellement, étant donnée une image f , un inf-marqueur de f est défini comme étant toute image
g tel que : g < f .
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5.2 Approche proposée
5.2.1 Principe
L’approche proposée est une extension au cas 3D spatio-temporel de la méthode
proposée par Discher dans (Discher et al., 2005), avec comme bénéfice escompté une
complexité réduite, une amélioration de la robustesse et une meilleure précision. Cette
méthode de sélection de la ROI cardiaque constitue la première étape de la chaîne d’ana-
lyse quantitative de la perfusion du myocarde en IRM de premier passage que nous
proposons dans le cadre de cette thèse.
L’objectif est de revisiter et d’enrichir l’étape de segmentation de Discher dans le but
de simplifier l’étape ultérieure de post-traitement, voire de se dispenser de la majorité
de ses composantes. Bien que performante, la méthode de segmentation abordée par
Discher présente un inconvénient majeur lié au choix de l’image de référence Iτ sur
laquelle on va appliquer toute la démarche. Non seulement l’image doit contenir la cavité
droite et la cavité gauche toutes les deux bien perfusées et avec un bon contraste, mais
également être un bon représentant du cœur sur le restant des images de la séquence
puisque sa taille, sa forme et sa localisation pourrait être différente d’une image à une
autre à cause des artefacts de mouvements cardiaques et respiratoires. Nous pensons
également aux structures thoraciques détectées et qui malgré l’étape post-segmentaire
risquent de nous amener à détecter des faux positifs. Nous proposons ici de minimiser
ces inconvénients étroitement liés à l’unicité de l’image de référence et donc au fait
de se limiter à un instant donné de l’examen. Une idée intuitive serait alors d’exploiter
l’information temporelle pertinente que comporte toute la séquence. En effet, la spécificité
des images de perfusion du myocarde réside dans la variation non linéaire du contraste
principalement dans les structures cardiaques. Ces dernières manquent remarquablement
de détail d’anatomie dans la phase de pré-contraste, pour subir, avec l’arrivée du bolus
dans les cavités cardiaques, un rehaussement important de l’intensité du signal. Nous
proposons alors de travailler sur l’espace spatio-temporel. Dans cette optique, la détection
des régions cardiaques équivaut à l’extraction des "tubes" clairs correspondant au VG
et au VD comme illustré sur la Figure 5.1. Par analogie au principe adapté par Discher,
ceci est possible par une reconstruction géodésique de toute la séquence I à partir d’une
concaténation de d instances de la première image I1. L’idée sous-jacente est de tirer profit
de la cohérence temporelle en routines d’imagerie cardiaque de perfusion et qui se résume
en deux aspects : toute structure cardiaque perfusée demeure forcément perfusée sur au
moins les 5 images suivantes. A contrario, le bruit et/ou les structures non significatives
qui se voient perfusés à l’instant τ0 ne le sont obligatoirement pas sur les images suivantes
(τ > τ0).
5.2.2 Etapes principales de l’algorithme
La démarche proposée pour la sélection d’une ROI cardiaque se divise en trois étapes :
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Figure 5.1 – Illustration de la méthode de segmentation des structures cardiaques pro-
posée.
– une étape de pré-traitement destinée à homogénéiser les régions fortement textu-
rées, dans le but de réduire par la suite les artefacts de texture ;
– une étape de segmentation visant à détecter principalement les régions cardiaques
perfusées ;
– une étape de post-traitement visant à éliminer les structures non significatives (si
jamais il y en a) et à construire une ROI cardiaque.
5.2.2.1 Pré-traitement
La qualité d’une image IRM-p est conditionnée par de multiples facteurs : la du-
rée totale de l’acquisition ; la concentration du produit de contraste ; les mouvements
du patient et la paramétrisation de la séquence d’acquisition. L’étape de pré-traitement
poursuit trois objectifs : réduire le bruit, réhausser localement le contraste aux frontières
des structures anatomiques d’intérêt et lisser les régions anatomiques fortement texturées
dans le but d’éviter les éventuelles erreurs de détection dans la phase suivante de segmen-
tation. Les techniques de filtrage par Equations aux Dérivées Partielles (EDP) se prêtent
particulièrement bien à ces objectifs (Deriche et Faugeras, 1997,Sapiro, 2006). Parmi ces
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approches, les filtres diffusifs à conduction variable de type diffusion anisotrope (Perona
et Malik, 1990,Weickert, 1998,Catté et al., 1992) se singularisent par leurs propriétés de
rehaussement avec préservation des contours et de lissage intra-régional. Notre choix s’est
porté sur le filtre de Catté-Dibos (Catté et al., 1992) qui constitue une version bien posée
du filtre de Perona-Malik (Perona et Malik, 1990). Son EDP génératrice est la suivante :
∂I
∂t
= div (g (|∇Iσ|) ∇I) (5.1)
où g : R+ −→ R+ désigne la fonction de conduction du modèle et ∇Iσ = ∇Gσ ⋆ I une
version régularisée du gradient de I par une gaussienne Gσ de variance σ2. g est une
fonction de classe C1 bornée décroissante telle que : g(0) = β, β > 0 et lim
x→+∞ g(x) = 0.
De nombreuses fonctions de conduction ont été proposées dans la littérature (Weickert,
1998,Sapiro, 2006). Notre choix s’est porté sur la fonction proposée par Perona et Malik
(Perona et Malik, 1990) définie par :
g(x) =
1
1 + x2/K2
où K > 0 est un hyper-paramètre définissant le seuil de contraste pour le rehaussement.
Souvent fixée empiriquement, une estimation automatique de K robuste vis-à-vis de la
variabilité des images traitées n’est pas toujours facile. Il peut être choisi à partir des
statistiques sur la norme du gradient de l’image (Perona et Malik, 1990) ou comme
fonction de la variance de l’image (Black et al., 1998) ou encore comme fonction du
rapport signal à bruit (Voci et al., 2004). La Figure 5.2 illustre le résultat de filtrage
par diffusion anisotrope pour trois images différentes représentatives de la phase de pré-
contraste et de post-contraste d’un examen IRM-p de premier passage en incidence petit-
axe, niveau médian. L’EDP est discrétisée par un schéma itératif aux différences finies
explicites et appliquée à chaque image de la séquence IRM-p.
5.2.2.2 Segmentation
L’objectif de cette étape de l’algorithme est d’extraire les régions qui sont perfusées
et qui demeurent perfusées tout au long du premier passage de l’agent de contraste, en
particulier les structures cardiaques. Dans toute la démarche de segmentation, nous tra-
vaillons sur les images filtrées à l’issue de la première étape de pré-traitement. Le schéma
de segmentation construit progressivement un marqueur spatio-temporel pertinent des
régions cardiaques perfusées en utilisant comme marqueur initial une séquence d’images
M construite à partir d’une concaténation de d instances de la première image I1 de
la phase de pré-contraste. Les détails algorithmiques de la méthode de segmentation
proposée sont donnés dans l’Algorithme 2. Nous utilisons une implantation efficace des
outils morphologiques numériques impliqués. L’implantation de l’opérateur de recons-
truction par exemple utilise un algorithme hybride décrit dans (Vincent, 1993), tirant
profit des points forts des algorithmes séquentiels (Meyer, 1987) et ceux à base de files
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Figure 5.2 – Etape de pré-traitement. En haut : images natives. Au milieu : images
après application du filtre de diffusion anisotrope (K = 10 ; #itérations = 15). En bas :
profil image native (ligne continue bleue) vs. profil image filtrée (ligne discontinue rouge).
d’attente (Vincent, 1990). La Figure 5.3 illustre pas à pas la démarche de segmentation
spatio-temporelle proposée.
5.2.2.3 Post-traitement
L’étape de segmentation spatio-temporelle induit en général une détection pertinente
des deux cavités cardiaques. Ces dernières sont parfois accompagnées de structures thora-
ciques de grande taille, en particulier dans le cas où ces dernières présentent un rehausse-
ment de l’intensité sur plusieurs images consécutives de l’examen. Afin de disposer d’une
méthode de segmentation robuste, nous préconisons une étape de post-traitement très
simple visant à éliminer les éventuelles structures thoraciques détectées et à construire
119 Approche proposée
(a) (b) (c) (d)
(e) (f) (g)
(h) (i) (j)
Figure 5.3 – Schéma proposé de segmentation appliqué à un examen IRM-p. Illustration
du résultat des différentes étapes de segmentation sur l’image #25/45 de l’examen. (a)
Image originale filtrée. (b) RI(M) : reconstruction géodésique de I à partir de M . (c)
SI(M) : résidu de reconstruction de I. (d) Maxima régionaux de (c) montrant une sur-
segmentation. (e) Nouveau marqueur M ′ après ouverture de (c) par l’élément structurant
B. (f) RI(M ′) : reconstruction géodésique de I à partir de (e). (g) DI : différence entre
(f) et (b). (h) Maxima régionaux de (g). (i) PI : image MIP de (g). (j) RI : maxima
régionaux de (i).
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Algorithm 2 Algorithme de segmentation proposé
Entrée: I : examen de perfusion
Sortie: RI : carte de segmentation des régions perfusées dans I
Initialisation: Mτ = I1∧Iτ ∀ τ ∈ [1..d] /* L’inf-marqueur M est modélisé comme une
fonction M : Ω× [1..d]→ Λ à valeurs dans l’intervalle Λ. Nous désignons par Mτ =M(., τ) la
τ -ème image de M . */
1. RI(M) = lim
n→+∞
δ
(n)
I
(M) /* reconstruction géodésique numérique de l’examen I à partir
de M . */
2. SI(M) = I −RI(M) /* résidu de reconstruction de I. Les maxima régionaux de SI(M)
définissent une sur-segmentation des régions perfusées qui nécessite d’être simplifiée. */
3. M ′ = γB(SI(M)) /* construire un marqueur M
′ de I plus pertinent que M par le biais
d’une ouverture de SI(M) par un élément structuant 3D B inclus dans R
3 × {0} (A ne pas
confondre avec l’élément structurant volumique pour lequel la troisième dimension représente
la profondeur de gris). Notre choix s’est porté sur la boule 3D de rayon R = 3 dans le plan
image et de hauteur H = 5. L’ouverture γB tend à supprimer les zones claires et étroites dans
SI(M). En particulier, les zones de taille inférieure à 3 pixels et qui sont présentes dans moins
de 5 images consécutives de la séquence. Le choix optimal des paramètres R et H dépend
de l’examen I. En particulier, R dépend de la taille des structures cardiaques et H de la
dynamique de l’agent de contraste dans ces structures. */
4. RI(M
′) = lim
n→+∞
δ
(n)
I
(M ′) /* reconstruction géodésique de I à partir de M ′. */
5. DI = |RI(M ′)−RI(M)|+ /* image de différence entre les deux reconstructions de I. */
6. PI(x) = max{(DI)1(x), . . . , (DI)d(x)} ∀ x ∈ Ω /* visualiser le volume DI par pro-
jection du maximum d’intensité PI (M aximum Intensity Projection) (MIP). Cette technique
consiste à afficher uniquement la valeur maximale rencontrée sur chaque pixel. (DI)τ désigne
la τ -ème image de DI . */
7. RI /* maxima régionaux de PI . */
par la suite une boîte englobante autour du cœur.
Nous procédons tout d’abord à la détection des composantes connexes dans RI . Trois
cas sont envisageables selon le nombre de composantes trouvées :
– une seule composante (cas peu fréquent, généralement pour un examen en coupe
apicale où le VD est généralement de très petite taille) : Nous considérons qu’elle
correspond au VG et nous passons directement à la détermination de la boîte
englobante autour du cœur.
– deux composantes vérifiant une certaine contrainte de proximité (distance entre
leurs centres respectifs est inférieure à 25 pixels) : nous considérons qu’elles corres-
pondent aux deux cavités cardiaques et nous passons directement à la détermina-
tion de la boîte englobante.
– plus que deux composantes connexes : nous contraignons le problème via des in-
formations spatiales simples caractérisant le cœur. Plus précisément : (i) le cœur
est situé loin des bords de l’image, (ii) le cœur est souvent la plus grande région
perfusée pendant le premier passage du bolus. Notons tout de même, qu’expéri-
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(a) (b) (c) (d)
Figure 5.4 – Etape de post-segmentation proposée appliquée à deux examens de perfu-
sion différents et de complexité différente. (a) Image native #28. (b) Carte de segmen-
tation RI . (c) Structures cardiaques détectées à partir de (b). (d) ROI cardiaque.
mentalement parlant, la dernière contrainte sur la taille suffit majoritairement pour
différencier entre régions cardiaques et régions thoraciques à l’issue de l’étape de
segmentation.
Après détection des cavités cardiaques, la ROI est construite à partir de leurs rectangles
englobants définis en utilisant une méthode par croissance de région. La ROI cardiaque
est alors définie comme un sous domaine D ⊂ Ω de taille N ×M centré sur les deux
rectangles englobants 4. L’extension de la ROI (N et M) dépend de la taille du cœur et
des mouvements cardio-thoraciques. En revanche, comme nous avons travaillé sur tout le
volume d’images et que la carte de segmentation RI est issue d’une MIP, on est presque
sur que la taille et la position du cœur dans toutes les images sont bien représentées par
RI . Il suffit alors de choisir N et M de manière à laisser une marge appropriée par rapport
aux rectangles englobants des cavités. La Figure 5.4 illustre ces propos sur deux examens
IRM-p en incidence petit-axe acquis sur deux patients différents. Le premier examen
est au niveau médian et ne présente pas de difficultés majeures. Le deuxième examen
est acquis au niveau basal et est plus complexe puisque certains vaisseaux thoraciques
de grande taille ont pris du contraste avec l’arrivée de l’agent de contraste. La région
d’interêt a été toutefois bien détectée suite à une simple comparaison des surfaces des
régions détectées.
4. Si une seule composante connexe est détectée, la ROI est centrée sur le rectangle englobant associé.
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5.3 Analyse comparative de performances
5.3.1 Matériel
L’étude a été réalisée sur des données IRM de perfusion acquises au Service d’Image-
rie Médicale/Radiologie de l’Hôpital Henri Mondor (Dr. J-F. Deux), sur 10 patients (9
hommes, 1 femme, âge moyen : 63± 8 ans) porteurs d’un infarctus du myocarde (IDM)
récent (8 IDM antérieur et 2 IDM inférieur). Pour chaque patient, on a acquis sur un
Scanner IRM 1.5 Tesla après injection d’un agent de contraste et avec synchronisation
à l’ECG, une séquence GRE multicoupes sans motif EPI, en respiration libre. Chaque
séquence comporte 8 coupes (7 coupes en petit-axe et une coupe en 4 cavités), répétées
40 fois. Les paramètres d’acquisition sont résumés dans le Tableau 6.4, Chapitre 6. Des
séquences d’images acquises sur 3 volontaires sains et dans des conditions identiques ont
été également utilisées pour évaluer la méthode proposée.
5.3.2 Résultats expérimentaux
Nous souhaitons ici évaluer la méthode proposée et prouver son apport en termes
d’amélioration de robustesse et de précision par rapport à la méthode de Discher. Une
évaluation qualitative a été d’abord effectuée par le biais d’une inspection visuelle systé-
matique des résultats de sélection d’une ROI cardiaque. La Figure 5.5 illustre les sorties
des trois étapes de l’algorithme appliqué à deux examens IRM-p de d = 40 images, en
incidence petit-axe. Le premier examen est une séquence saine acquise au niveau api-
cal alors que le deuxième est une séquence pathologique acquise au niveau médian. De
ces expériences, il ressort que la technique proposée est robuste puisqu’elle fournit des
ROI cardiaques pertinentes même en présence de pathologies multiples et de variabilité
inter-individus.
Pour démontrer objectivement ces constatations, nous proposons d’évaluer quanti-
tativement les performances de la méthode proposée par comparaison avec la méthode
de Discher. À cette fin, nous faisons appel à une méthode d’évaluation supervisée qui
consiste à comparer la segmentation automatique à une segmentation de référence. Un
critère standard de validation de la segmentation mesurant le degré de recouvrement
entre les couples de régions détectées, a été utilisé. En particulier, nous nous intéres-
sons ici à la mesure de Vinet introduite dans (Vinet, 1991) et largement utilisée dans la
littérature (Philip-Foliguet et Guigues, 2006).
D’une manière générale, nous noterons Sˆ =
⋃l
j=1 Rˆj une segmentation automatique et
S =
⋃k
j=1Rj une segmentation de référence. Sˆ (resp. S) est une partition de Ω en régions
notées Rˆj, j = 1 . . . l (resp. Rj , j = 1 . . . k). La mesure de Vinet s’appuie sur un appa-
riement biunivoque entre les régions des deux segmentations à comparer (Philip-Foliguet
et Guigues, 2006). Pour tout couple de régions (Rˆi,Rj), on définit leur recouvrement par
tij = card(Rˆi ∩ Rj). La mesure de Vinet se fonde sur l’appariement itératif des régions
dont le recouvrement est maximal. Soit m le nombre de couples obtenus et C1 . . . Cm les
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Figure 5.5 – Sorties des différentes étapes de la méthode de sélection de ROI cardiaque
proposée, appliquée à deux examens IRM-p (d = 40 images, incidence petit-axe, niveau
apical (en haut) et niveau médian (en bas)). (a) Image #29/40. (b) Etape de pré-
traitement : image filtrée. (c) Etape de segmentation : carte de segmentation RI . (d)
Etape de post-traitement : ROI cardiaque.
Sameh Discher
VG VD VG VD
Volontaire #1 Médian 0.20 0.23 0.45 1.00
Patient #1 Médian 0.26 0.21 0.55 0.38
Patient #2 Base 0.04 0.02 0.44 0.18
Volontaire #2 Base 0.07 0.33 0.33 0.45
Patient #3 Base 0.22 0.15 0.63 0.29
Volontaire #3 Apex 0.08 0.06 0.55 0.30
Patient #4 Médian 0.23 0.08 0.52 0.31
Moyenne ± SD 0.16 ± 0.09 0.15 ± 0.11 0.49 ± 0.1 0.41± 0.27
Table 5.1 – Mesure de dissimilarité de Vinet entre segmentation automatique du VD et
du VG induite par la méthode proposée (resp. la méthode de Discher), et segmentation
de référence. Expérimentation réalisée sur 4 patients et 3 sujets sains.
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recouvrements de chacun de ces couples. La mesure de dissimilarité de Vinet est alors
définie par :
V (Sˆ, S) = 1−
∑m
p=1Cp
card(S)
(5.2)
V est une distance dans [0, 1], avec une valeur proche de 0 traduit un très bon résultat
de segmentation. Dans le contexte de sélection de région cardiaque d’intérêt qui nous
intéresse, le but n’est pas d’extraire de manière précise les contours épicardique et du
VD mais simplement de bien localiser les deux cavités et d’avoir une approximation
satisfaisante de leur segmentation manuelle de référence. Sur la base de cette observation,
on considère dorénavant que V < 0.5 indique un bon résultat de détection d’une ROI
cardiaque.
Nous calculons la mesure de Vinet V pour une seule cavité cardiaque à la fois (l = k =
1) à partir de la carte de segmentation induite par la méthode proposée d’une part et la
méthode de Discher d’autre part, et les cartes de segmentation de référence. Ces dernières
constituent la vérité-terrain et sont construites par segmentation supervisée du VD et
du VG dans toutes les images de la séquence. Les résultats de ces expériences, résumés
dans le Tableau 5.1, montrent clairement les performances de la méthode proposée (V =
0.16± 0.09 pour le VG et V = 0.15± 0.11 pour le VD), et son bénéfice comparativement
à la méthode de Discher (valeurs de V plus petites).
Les Figures 5.6 et 5.7 illustrent quelques étapes de la segmentation automatique
induite par la méthode proposée par comparaison avec la méthode de Discher. En parfaite
cohérence avec les résultats de l’évaluation quantitative résumés dans le Tableau 5.1,
nous pouvons confirmer que l’ajout de la dimension temporelle améliore notablemment
la précision de détection des structures cardiaques. Le résidu de reconstruction SI(M)
(Figure 5.6) présente une sur-segmentation encore plus importante avec la méthode de
Discher qu’avec la méthode proposée. De plus, la carte de segmentation RI à l’issue de
l’etape de segmentation proposée est idéale et ne contient que les deux cavités cardiaques.
Notons également la robustesse de la nouvelle approche vis-à-vis du choix d’une image
de référence, contrairement à la méthode de Discher. Le résultat de segmentation de
cette dernière est étroitement dépendant de l’image de référence d’entrée. Sur les deux
cas d’échec de segmentation avec la méthode de Discher illustrés sur les Figures 5.6 et
5.7, la méthode proposée autorise une extraction des deux cavités cardiaques. Enfin,
la complexité algorithmique est réduite puisque l’étape de post-traitement devient très
simple. Pour un examen IRM-p de d = 40 images de taille Ω = 232 × 256 pixels, la
sélection d’une ROI cardiaque requiert un temps CPU de l’ordre de 19 secondes sur un
PC DualCore 1.86GHz avec 2Go de RAM.
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5.4 Conclusion
La sélection automatique d’une région cardiaque d’intérêt dans un examen IRM de
perfusion demeure une tâche délicate et non immédiate à cause de différents facteurs : (i)
la qualité des images RM acquises et le faible rapport signal sur bruit des images, (ii) la
variabilité importante du signal au cours du temps après injection de l’agent de contaste
qui fait que les images acquises à des instants différents ne présentent forcément pas les
mêmes détails anatomiques des structures cardiaques, (iii) les artefacts de mouvements
cardiaques et respiratoires qui font que la forme et la taille du cœur sont altérées au cours
du temps. Avec la méthode spatio-temporelle proposée dans ce chapitre, nous espérons
être robuste à ces divers verrous. L’algorithme se divise en trois étapes : premièrement,
une étape de pré-traitement destinée à homogénéiser les régions fortement texturées.
Ensuite, une segmentation des régions perfusées candidates. L’originalité de cette étape
réside dans le fait que le traitement n’est pas restreint à une seule image de la séquence
mais plutôt à toute l’information spatio-temporelle de l’examen. Enfin, une dernière
étape de post-traitement visant principalement à construire une ROI cardiaque. Les
performances de la méthode proposée ont été expérimentalement validées et comparées
à la méthode de Discher.
Après avoir construit une région cardiaque d’intérêt de toute la séquence, nous nous
intéressons maintenant à la compensation du mouvement cardio-respiratoire restreinte
à ces ROIs cardiaques. Nous présentons dans le chapitre suivant une nouvelle méthode
variationnelle spatio-temporelle de recalage statistique par groupe d’examens IRM-p.
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(a) (b) (c) (d)
Figure 5.6 – Méthode de Discher (en haut) vs. méthode proposée (en bas). Application
à un examen cardiaque de perfusion (d = 40 images, incidence petit-axe, niveau médian).
(a) Image native I25. (b) Résidu de reconstruction S25(M) (en haut) et SI(M) (en bas).
(c) Maxima régionaux de (b). (d) Carte de segmentation R25(M) (en haut) et RI(M)
(en bas).
(a) (b) (c) (d)
Figure 5.7 – Méthode de Discher (en haut) vs. méthode proposée (en bas). Application
à un examen cardiaque de perfusion (d = 40 images, incidence petit-axe, niveau basal).
(a) Image native I19. (b) Résidu de reconstruction S19(M) (en haut) et SI(M) (en bas).
(c) Maxima régionaux de (b). (d) Carte de segmentation R19(M) (en haut) et RI(M)
(en bas).
Chapitre 6
Recalage statistique non rigide
par optimisation variationnelle
de mesures d’information en
grande dimension
A
dressant la problématique d’estimation/compensation de mouvements non rigides en
IRM tissulaire cardiaque, nous élaborons dans ce chapitre un cadre théorique de
portée générale pour le recalage (rigide et non rigide) statistique multi-attributs d’images
et de séquences d’images fondé sur l’optimisation variationnelle de mesures d’informa-
tion en grande dimension. Son originalité majeure est d’autoriser l’usage de descripteurs
riches, locaux ou non locaux, de la structure des signaux traités afin de guider efficace-
ment le processus d’alignement. Le formalisme proposé permet d’appréhender sous une
forme unifiée différents scénarios de recalage, incluant :
– le recalage multi-attributs par paire, i.e. l’alignement d’une image source sur
une image cible sur la base d’attributs iconiques multiples, manipulés sous la forme
d’un descripteur complexe de grande dimension. Nous appliquerons ce modèle à
l’estimation des déformations myocardiques en IRM de marquage (Annexe E).
– le recalage mono/multi-attributs par groupe orienté atlas, i.e. l’alignement
simultané d’une séquence d’images source sur une séquence prototype (e.g. une
séquence de référence sans artefacts de mouvement), en exploitant les propriétés
spatio-temporelles d’attributs iconiques. Nous appliquerons cette idée au recalage
d’examens d’IRM de perfusion cardiaque dans un contexte mono-attribut où le
descripteur considéré est simplement le niveau de gris. Le modèle résultant corres-
pond à un recalage par groupe utilisant la courbe de rehaussement de chaque pixel
en tant qu’attribut spatio-temporel.
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La formalisation et la mise en œuvre de ces idées d’apparence classique butent sur
un verrou théorique commun lié à la manipulation de VA vectorielles. En particulier,
l’étude menée au Chapitre 4 a permis de conclure à l’échec d’une modélisation directe
recourant à des estimateurs substitutifs des mesures d’information, en raison de la com-
plexité du problème d’estimation de densité en grande dimension, imputable au fléau de
la dimension. En particulier, la dégradation rapide des performances des estimateurs de
densité à noyaux avec la dimension de l’espace d’état rend caduque les schémas variation-
nels proposés dans le cas scalaire (Thevenaz et Unser, 2000,Hermosillo, 2002,Petitjean,
2003,Rougon et al., 2005b,d’Agostino et al., 2006).
Le présent chapitre représente le travail central de cette thèse : en recourant à des
estimateurs entropiques géométriques aux k plus proches voisins, nous mettons en place
un cadre théorique et algorithmique original pour l’estimation et l’optimisation varia-
tionnelle de mesures d’information en grande dimension dans un contexte de recalage.
Nos contributions méthodologiques se situent à trois niveaux :
1. nous identifions de nouveaux estimateurs géométriques de type kNN, consistants et,
pour certains, asymptotiquement sans biais, des principales mesures d’information
au sein des cadres de Shannon et d’Ali-Silvey ;
2. nous étudions leur optimisation variationnelle en dérivant sous forme analytique
leurs gradients respectifs sur des espaces de transformations spatiales régulières de
dimension finie et infinie ;
3. nous proposons un cadre numérique et algorithmique autorisant une mise en œuvre
efficace des modèles mathématiques continus.
6.1 Formalisation du problème de recalage multi-attributs
6.1.1 Position du problème
Afin de disposer d’un formalisme unifié, incluant approches par paire et par groupe,
nous considérons le problème général de recalage de séquences d’images 1. Une séquence
d’images 2D en niveaux de gris, définies sur un domaine 2 Ω ⊂ R2 et acquises à des
instants successifs τ ∈ [1..d] , est modélisée comme une fonction à variations bornées
I : Ω× [1..d]→ Λ à valeurs dans un intervalle Λ ⊂ Z.
Etant données une séquence source IM comprenant d images non alignées et une
séquence de référence IT de même longueur, nous cherchons à effectuer un alignement
conjoint de l’ensemble des images de IM sur leurs analogues dans IT . En particulier,
si la séquence IT est dénuée d’artefacts de mouvement, cet alignement équivaut à une
compensation de mouvement de IM par référence à l’atlas IT . Notons xτ =
(
xτ,1, xτ,2
)
1. Cela inclut des séquences mono-modales temporelles et des séquences multi-modales.
2. En pratique, Ω est une ROI centrée sur le cœur, détectée automatiquement sur l’ensemble de
l’examen via l’approche morphologique décrite au Chapitre 5.
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les coordonnées spatiales dans l’image IM (·, τ) , et posons x = [x1 . . . xd] ∈ Ωd . Nous
recherchons dans un espace fonctionnel T d un vecteur φ(x) = [φ1(x1) . . . φd(xd) ] de d
transformations spatiales 2D régulières, telles que φτ ∈ T aligne l’image IM (·, τ) sur
son homologue IT (·, τ) dans la séquence de référence (τ ∈ [1..d]). Formellement :
φ :
Ωd → (R2)d
x = [x1 . . . xd ] 7→ φ(x) =
[
φ1(x1) . . . φd(xd)
]
Le cas d = 1 correspond au recalage par paire. Le cas d > 1 renvoie au recalage par
groupe, IT pouvant alors être une séquence recalée ou la concaténation de d instances
d’une même image de référence.
6.1.2 Modélisation
Les correspondances locales inter-images sont établies via un ensemble dense de pri-
mitives spatio-temporelles M (resp. T ) extraites de la séquence IM (resp. IT ), indéxées
par x ∈ Ωd et à valeurs dans un espace F ⊂ RD de dimension D. De manière générale,
l’espace des attributs F peut contenir à la fois des informations densitométriques et spa-
tiales, que nous intégrons dans des vecteurs d’attributs M(x) = [M(x1, 1) . . . M(xd, d) ]
(resp. T (x) = [T (x1, 1) . . . T (xd, d) ] ) où M(xτ , τ) (resp. T (xτ , τ) ) est un attribut image
de dimension D1 extrait de IM (·, τ) (resp. IT (·, τ) ) au point xτ ∈ Ω. Consécutivement :
D = dD1. Le recalage est dit multi-attributs si D1 > 1 , ce type de recalage pouvant
relever d’un mécanisme par paire (d = 1) ou par groupe (d > 1).
Afin de prendre en compte de manière robuste les variabilités liées aux patients, aux
acquisitions et aux pathologies, nous adoptons un cadre statistique. Les primitives M
et T sont ainsi modélisées comme des VA sur l’espace d’état F , de densités marginales
respectives pM et pT , de densité jointe pM,T , et de densité de copule πM,T = p
M,T
pMpT
.
Le recalage s’appréhende alors comme un problème d’appariement statistique optimal
entre distributions de primitives sur l’espace des transformations :
φ∗ = argmin
φ∈T d
C(M,T, φ) (6.1)
Le critère de mise en correspondance C(M,T, φ) s’écrit classiquement :
C(M,T, φ) = S(Mφ, T ) + λR(φ) (6.2)
où S(Mφ, T ) est une mesure de dissimilarité statistique entre la VA de référence T et
la VA Mφ calculée sur la séquence transformée IφM = IM ◦ φ−1 , R(φ) un stabilisateur
garantissant des solutions régulières, et λ > 0 un hyperparamètre de régularisation 3.
Nous concentrons ici notre intérêt sur des mesures de similarité informationnelles, dont
la polyvalence et la pertinence pour le recalage d’images médicales ont été largement
3. Pour alléger les notations, Mφ sera notée simplement M .
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établies (Maes et al., 2003,Pluim et al., 2003,Pluim et al., 2004). Spécifiquement, nous
étudierons d’abord l’IM et ses variations, puis la famille des α-informations comprenant
les informations de Tsallis et de Rényi (Section 4.2.3).
6.1.3 Recalage par groupe en IRM de perfusion
L’objectif applicatif de cette thèse est le recalage de séquence d’images RM de per-
fusion avec injection d’un agent de contraste, induisant de fortes variations du signal au
cours de son transit dans les structures cardiaques. Dans le cadre du formalisme général
précédemment mis en place, nous proposons d’aborder ce problème via une stratégie de
recalage par groupe (d > 1) sur un examen IRM-p de référence IT (atlas) sans artefacts
de mouvement mais présentant une dynamique de prise de contraste générique 4. Etant
donné un examen IRM-p IM comprenant d images, nous cherchons donc à estimer un
vecteur φ de d transformations spatiales régulières alignant au mieux IM sur la cible IT .
Dans ce contexte, nous proposons de fonder les correspondances locales inter-examens
sur les variations temporelles d’un attribut scalaire local élémentaire, i.e. le niveau de
gris du pixel courant (D1 = 1). Les primitives associées, de dimension D = d et à valeurs
dans F = Λd , correspondent ainsi aux courbes de rehaussement en chaque point de Ω
pour l’examen considéré (Figure 6.1). Formellement :
M :
Ωd → F
x = [x1 . . . xd ] 7→ M(x) =
[
IM (x1, 1) . . . IM (xd, d)
] (6.3)
T étant définie de manière analogue.
Le choix de ce descripteur spatio-temporel est motivé par le fait que les structures car-
diaques (VD, VG, myocarde) possèdent chacunes une dynamique d’absorption de l’agent
de contraste spécifique, dont la courbe de rehaussement régionale constitue une signature
(Figure 3 - Chapitre 0). Rappelons que le premier passage de cet agent induit un schéma
de rehaussement en 4 phases (Section 2.5.1, Chapitre 2) : (i) avant l’arrivée du bolus,
le contraste des structures cardiaques est très faible, d’où une absence initiale de détails
anatomiques ; (ii) l’agent de contraste pénètre dans le VD, révélant son anatomie ; puis
(iii) arrive au VG, et enfin (iv) diffuse dans le myocarde via le réseau coronarien. Des ré-
gions cardiaques différentes présentent donc des motifs de rehaussement spatio-temporels
distincts. Ce constat est également valide pour les structures thoraciques périphériques,
et persiste à une échelle locale. Les courbes de rehaussement ponctuelles sont néanmoins
plus bruitées, ce qui suggère une modélisation stochastique. L’originalité de l’approche
proposée est d’exploiter les propriétés statistiques de ces signatures densitométriques
temporelles locales.
Le modèle de recalage par groupe résultant vise à aligner simultanément l’ensemble
des images de l’examen IM , de manière à maximiser la similarité statistique des champs
4. Tous les développements mathématiques associés demeurent cependant génériques et s’appliquent
facilement aux différents modèles.
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Figure 6.1 – Primitives spatio-temporelles M (resp. T ) extraites de l’examen source IM
(resp. de référence IT ).
de courbes de rehaussement locales, calculés sur les examens IφM et IT . La déformation
d’une image de IM est ainsi pilotée localement par les propriétés statistiques de toute la
séquence, avec pour bénéfice escompté une meilleure cohérence globale de l’alignement
comparativement à un recalage par paire sur une image de référence de l’examen.
Ce modèle repose sur l’optimisation de mesures d’information bivariées opérant sur
des VA vectorielles. Afin de permettre sa mise en œuvre, nous apportons maintenant une
réponse générique au problème d’estimation de ces mesures en grande dimension.
6.2 Estimation des mesures d’information sur des espaces
d’état de grande dimension
L’estimation des mesures entropiques en grande dimension par des techniques substi-
tutives implique de disposer d’estimateurs consistants des densités, et se heurte au fléau
de la dimension. Cette impasse théorique peut être contournée en évaluant ces mesures
directement (i.e. sans estimer les densités impliquées dans leur définition) à partir des
données via des estimateurs entropiques géométriques. Ces derniers comprennent :
1. les graphes entropiques, applicables à la sous-classe des α-informations, dont la
pertinence pour le recalage iconique multivarié est aujourd’hui établie (Hero et
Michel, 1999,Neemuchwala et Hero, 2005) ;
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2. les estimateurs entropiques de type kNN , de formulation plus récente, dont l’usage
en analyse d’image s’est jusqu’ici confiné à la divergence de Kullback-Leibler dans
un contexte de suivi dans des séquences vidéos (Boltz, 2008,Boltz et al., 2009).
6.2.1 Graphes entropiques
Introduits par Redmond et Yukich pour décrire les distributions de VA (Redmond
et Yukich, 1996), les graphes entropiques ont été largement étudiés par A. Hero. Leur
intérêt découle d’un théorème stipulant que la longueur d’un graphe de représentation
minimal construit sur un échantillon indépendant et identiquement distribué (i.i.d) d’une
VA induit un estimateur non paramétrique consistant de son α-entropie (Hero et Michel,
1999, Michel et al., 2000, Hero et al., 2001). Il en résulte des estimateurs géométriques
des α-divergences, applicables au recalage multi-vues (Hero et al., 2002) et à la classifi-
cation/indexation d’images multi-descripteurs (Hero et al., 2001) ; et des α-informations
(Neemuchwala et Hero, 2004,Neemuchwala et al., 2005,Neemuchwala et al., 2007), per-
tinents pour le recalage par paire multi-attributs (Ma et al., 2007,Oubel et al., 2005,Sa-
buncu et Ramadge, 2008,Staring et al., 2009).
Soit Xn = (Xi)1≤i≤n un échantillon de n observations i.i.d. d’une VA vectorielle
continue X sur un espace d’état U ⊂ Rq (q ≥ 1). Cet échantillon peut être représenté par
un graphe couvrant GXn = (V,E), de nœuds V = Xn et d’arêtes E, au sein d’une classe
de graphes G donnée. Nous nous intéressons spécifiquement aux graphes minimaux G au
sens d’une fonctionnelle de longueur Lγ de la forme (Hero et al., 2001) :
Lγ(GXn ) =
∑
e∈E
‖e‖γ
où ‖e‖ est la longueur euclidienne de l’arête e ∈ E , et γ une constante appelée exposant
d’arête, telle que 0 < γ < q . Soit Lγ(Xn) la longueur d’un tel graphe minimal :
Lγ(Xn) = min
GXn ∈G
Lγ(GXn ) (6.4)
Lorsque G est l’ensemble des graphes couvrants acycliques, on obtient un arbre couvrant
minimal (Minimal Spanning Tree) (MST) (Figure 6.2). Sur cette classe, la fonctionnelle
Lγ est continue et quasi-additive (Redmond et Yukich, 1996, Hero et al., 2001). Cette
propriété est vérifiée pour d’autres classes de graphes couvrants minimaux, notamment :
– les graphes kNN (k-Nearest Neighbor Graph) (kNNG) où chaque sommet v ∈ V
est relié à ses k plus proches voisins dans Xn\{v} . En notant NXk (v) l’ensemble
des k arêtes incidentes à v, la longueur minimale est donnée par (Neemuchwala et
Hero, 2005) :
Lγ,k(Xn) =
∑
v∈V
∑
e∈NXk (v)
‖e‖γ
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Figure 6.2 – Graphe MST associé à un échantillon Xn de n = 250 réalisations i.i.d. d’une
loi normale bivariée N (µ,Σ) de moyenne µ =
[
2 3
]T
et de covariance Σ =
[
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2.5 8
]
.
En désignant par ρXj (i) la distance euclidienne de l’observation Xi à son j-ème
plus proche voisin dans Xn\{Xi} , Lγ,k(Xn) se réexprime sous la forme :
Lγ,k(Xn) =
n∑
i=1
k∑
j=1
[
ρXj (i)
]γ
(6.5)
– les graphes aux plus proches voisins généralisés (generalized Nearest-Neighbor Graph)
(gNNG) où chaque sommet v ∈ V est relié à un ensemble de voisins dans Xn\{v}
dont les ordres de proximité sont spécifiés par une famille S d’entiers arbitraires 5.
La longueur minimale est alors donnée par (Pal et al., 2010) :
Lγ,S(Xn) =
n∑
i=1
∑
j∈S
[
ρXj (i)
]γ
(6.6)
α-entropie de Rényi
Un graphe couvrant minimal dont la longueur Lγ(Xn) est une fonctionnelle continue
quasi-additive vérifie presque sûrement (Steele, 1988) :
lim
n→∞
Lγ(Xn)
nα
= βq,γ
∫
U
(
pX (x)
)α
dx (6.7)
5. Les entiers de S ne sont pas nécessairement consécutifs. En notant k l’élément maximal de S, on
constate donc que v ∈ V est relié à un sous-ensemble de ses k plus-proches voisins dans Xn\{v} .
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où α = q−γq et βq,γ est une constante indépendante de p
X . Ce résultat, qui généra-
lise le théorème de Beardwood-Halton-Hammersley (Beardwood et al., 1959), conduit à
l’estimateur suivant de l’α-entropie de Rényi (4.25) (Hero et al., 2001,Ma et al., 2000) :
H∗α
GE(X) =
1
1− α log
(
Lγ(Xn)
nα
)
− c (6.8)
où c = 11−α log βq,γ est un terme de correction de biais, dont la valeur, dépendant de la
classe de graphes G considérée, est estimée par simulation à partir d’un échantillon XUn
i.i.d. de grande taille uniformément distribué sur [0, 1]q :
βq,γ = lim
n→∞
Lγ(XUn )
nα
L’estimateur H∗α
GE(X) est faiblement consistant et asymptotiquement sans biais (Hero
et al., 2002), et fortement consistant sur la classe des graphes gNNG (Pal et al., 2010).
Il permet ainsi d’estimer de manière fiable l’α-entropie de Rényi directement à partir
de la géométrie des données (i.e. leurs distances dans Rq ) sans estimer la densité pX .
De manière remarquable, la topologie du graphe couvrant minimum ne dépend pas du
paramètre γ. Une fois ce graphe construit, l’α-entropie de Rényi peut ainsi être estimée à
un ordre α quelconque (α > 0, α 6= 1) en calculant simplement la longueur Lγ(Xn) pour
γ = q(1−α). Un estimateur géométrique HαGE(X) faiblement consistant de l’α-entropie
d’Havrda-Charvàt (4.20) s’obtient de la même manière à partir de (6.7) (Michel et al.,
2000). De ces résultats découlent des estimateurs par graphe entropique de l’α-divergence
de Rényi-Jensen (Neemuchwala et al., 2007).
Les estimateurs par graphe entropique des α-entropies ont des propriétés communes
dès lors que la fonctionnelle Lγ est continue et quasi-additive sur la classe de graphes
considérée. Ils se différencient toutefois par leur coût calculatoire. Le choix d’une classe G
pertinente est alors conditionnée par des considérations algorithmiques. Bien que conti-
nus et quasi-additifs, les graphes de type voyageur de commerce, dont la détermination
est NP-complexe, ne présentent pas d’intérêt pratique. La construction d’un graphe MST
a une complexité en O(n2 log n) . Celle d’un graphe kNNG/gNNG, dominée par la re-
cherche des k plus proches voisins, peut être effectuée par un algorithme en O(n log n)
(Neemuchwala et Hero, 2005). De ce fait, les graphes kNNG/gNNG sont privilégiés.
α-information de Rényi
Etant données deux VA vectorielles continues X et Y sur un espace d’état U ⊂ Rq, soit
Zn = (Xi, Yi)1≤i≤n un échantillon de n observations i.i.d. de la VA conjointe (X,Y )
sur U 2 ⊂ R2q. Soient Xn = (Xi)1≤i≤n et Yn = (Yi)1≤i≤n les échantillons i.i.d. de
X et Y dérivés de Zn. Ces échantillons déterminent trois graphes kNNG, conduisant à
l’estimateur géométrique de l’α-information de Rényi (4.38) suivant (Oubel et al., 2005) :
I∗α
GE(X,Y ) =
1
α− 1 log
1
nα
n∑
i=1
k∑
j=1

 ρX,Yj (i)√
ρXj (i) ρ
Y
j (i)

2γ + c′ (6.9)
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où c′ = 1α−1 log β
′
q,γ est un terme de correction de biais dont la valeur peut être estimée
par simulation de Monte-Carlo. L’estimateur I∗α
GE(X,Y ) est faiblement consistant et
asymptotiquement sans biais (Neemuchwala et Hero, 2005).
Un autre estimateur kNNG est proposé dans (Staring et al., 2009) :
I∗α
GE(X,Y ) =
1
α− 1 log
1
nα
n∑
i=1

 ΓX,Yk (i)√
ΓXk (i) Γ
Y
k (i)

2γ + c′ (6.10)
où ΓZk (i) =
∑k
j=1 ρ
Z
j (i) représente la distance totale de l’observation Zi d’une VA Z à
ses k plus proches voisins dans l’échantillon Zn\{Zi} .
Application au recalage
Les techniques de graphes entropiques conduisent à des estimateurs consistants des me-
sures entropiques en grande dimension, dont la pertinence en analyse d’image a été
établie dans des contextes applicatifs variés. Recourir à ces estimateurs pour l’approche
de recalage non rigide par groupe envisagée se heurte néanmoins à deux problèmes :
– Complexité numérique : la détermination d’un graphe couvrant minimal requiert
une optimisation combinatoire sur la classe de graphes G considérée. La complexité
des algorithmes de graphes minimaux varie selon la nature de cette classe, mais est
toujours superlinéaire par rapport au nombre n de sommets. Ces techniques sont
donc numériquement intensives. Dans un cadre de recalage, ce constat est aggravé
par une optimisation itérative de ces estimateurs, imposant a priori la construction
à chaque itération de deux graphes minimaux, associés aux VA Mφ et (Mφ, T ).
– Optimisation : les estimateurs par graphe entropique des α-informations ne sont
en toute rigueur pas différentiables par rapport à une transformation φ. De ce fait,
leur optimisation dans un cadre de recalage a été initialement appréhendée via des
méthodes directes sur des espaces de transformations de dimension faible (Hero
et al., 2002, Neemuchwala et Hero, 2004, Neemuchwala et al., 2005). Une expres-
sion de la dérivée variationnelle des estimateurs H∗α
GE(X,Y ) (Oubel et al., 2005)
et I∗α
GE(X,Y ) (Sabuncu et Ramadge, 2008, Staring et al., 2009) sur des espaces
fonctionnels de dimension finie a cependant été proposée sous une hypothèse d’in-
variance de la topologie des graphes pour des variations faibles de φ. Sous cette
hypothèse forte, le flot de gradient résultant peut être itéré plusieurs fois sans re-
calculer les graphes entropiques des VA dépendant de φ. Des questions théoriques
demeurent néanmoins ouvertes, notamment les conditions de réinitialisation des
graphes en cas de rupture de l’hypothèse précédente.
Pour ces raisons, nous envisageons une autre classe d’estimateurs géométriques : les
estimateurs entropiques de type kNN. Ces derniers sont consistants en grande dimension,
calculables efficacement, et optimisables rigoureusement dans un contexte de recalage non
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Figure 6.3 – Géométrie kNN pour (a) une VA M ; (b) une VA conjointe (M,T ).
rigide multi-attributs. Sur la base de l’estimateur entropique de Kozachenko-Leonenko-
Goria (Goria et al., 2005), nous présentons au paragraphe suivant de nouveaux estima-
teurs kNN performants de l’IM et de ses variations, puis de la famille des α-informations,
et étudions leur optimisation variationnelle sur des espaces de transformations spatiales
régulières de dimension finie et infinie.
6.2.2 Estimateurs entropiques aux k plus proches voisins
Soit X une VA vectorielle continue sur un espace d’état U ⊂ Rq de dimension q.
Adoptant le formalisme de recalage par groupe de la Section 6.1.2, nous considérons ici,
sans perte de généralité, un échantillon XΩd = (X(x))x∈Ωd d’observations i.i.d. de X
indexé par une variable spatiale x ∈ Ωd.
D’une manière générale, les techniques d’estimation de type kNN visent à caractériser
la VA X à partir des statistiques des boules BXk (x) ⊂ Rq, centrées sur l’échantillon X(x)
et contenant ses k plus proches voisins dans XΩd\{X(x)} (Figure 6.3). Les estimateurs
associés sont des fonctions du rayon ρXk (x) de BXk (x) , égal à la distance euclidienne de
X(x) à son k-ème plus proche voisin au sein de cet ensemble. C’est le cas de l’estimateur
de densité pX
knn
défini par (4.89), que nous avons étudié au paragraphe 4.5.3.4.
137 Estimation des mesures d’information en grande dimension
Estimateurs kNN Estimateurs à noyaux
Extension de la
zone d’influence
Variable (fonction du nombre
de voisins k)
Fixe (largeur du noyau)
Forme de la zone
d’influence
Induite par la métrique sur Rq Induite par le noyau
Mode d’estimation
de l’entropie
Directe (à partir des k voisins
des données)
Par substitution (à partir
d’un estimateur de densité)
Observations
prises en compte
k plus proches voisins de l’état
courant (équipondération)
Toutes (contributions pondé-
rées par le noyau)
Table 6.1 – Estimateurs entropiques kNN vs. estimateurs entropiques de resubstitution
construits sur des estimateurs de densité à noyaux.
6.2.2.1 Le cadre de Shannon
Entropie différentielle
Comme les graphes entropiques, les estimateurs entropiques de type kNN évaluent H(X)
directement à partir de la géométrie des données, sans estimer la densité pX . Bien que
d’inspiration fondamentalement différente (cf. Tableau 6.1), leur construction peut être
appréhendée formellement par le biais des estimateurs entropiques de resubstitution.
En injectant l’estimateur pX
knn
dans l’expression (4.54) de l’estimateur d’Ahmad-Lin de
H(X), on obtient l’estimateur kNN de H(X) suivant :
Hknn
′
(X) =
q
|Ω|
∑
x∈Ωd
log ρXk (x) + log
Vq|Ω|
k
(6.11)
L’estimateur pX
knn
étant consistant, Hknn
′
(X) est faiblement consistant, mais se révèle
biaisé. Ce problème est résolu en appliquant une correction de biais additive. Pour k = 1,
on aboutit ainsi à l’estimateur de Kozachenko-Leonenko (Kozachenko et Leonenko, 1987).
Toutefois, cet estimateur diverge lorsque ρX1 (x) = 0, ce qui se produit si l’échantillon XΩd
contient plusieurs observations de même valeur. Pour pallier ce problème, une version
modifiée a été proposée par Kybic (Kybic, 2006). L’estimateur de Kozachenko-Leonenko
a été étendu au cas k ≥ 2 par Goria et al. sous la forme suivante (Goria et al., 2005) :
Hknn(X) =
q
|Ω|
∑
x∈Ωd
log ρXk (x) + ck,Ω(q) (6.12)
le terme correctif étant donné par ck,Ω(q) = log(Vq(|Ω|−1)) − ψ(k) avec ψ(k) = Γ
′(k)
Γ(k) .
L’estimateur Hknn(X) est consistant et asymptotiquement sans biais, si la densité pX
est bornée et vérifie les conditions faibles suivantes (Goria et al., 2005) :
∃ǫ > 0
∫
U
∣∣ log pX(x) ∣∣1+ǫ pX(x) dx < ∞ (6.13a)
∃ǫ > 0
∫
U2
| log ‖x− y‖| 1+ǫ pX(x) pX(y) dxdy < ∞ (6.13b)
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L’estimateur Hknn(X) peut s’interprêter comme un estimateur de resubstitution, construit
en injectant dans l’estimateur d’Ahmad-Lin HAL(X) = − 1|Ω|
∑
x∈Ωd
log pX (X(x)) de
H(X) l’estimateur kNN de densité suivant 6 :
pXknn(X(x)) =
1
(|Ω| − 1) e−ψ(k)Vq
(
ρXk (x)
)q (6.14)
Dans le cas scalaire (q = 1), Hknn(X) s’interprête également comme un estimateur en-
tropique par espacement (Beirlant et al., 1997). Les performances de Hknn(X) en grande
dimension se révèlent robustes vis-à-vis du paramètre k (Goria et al., 2005).
Divergence de Kullback-Leibler
Soit YΩd = (Y (x))x∈Ωd un échantillon i.i.d. d’une seconde VA vectorielle continue Y sur
l’espace d’état U ⊂ Rq. En dérivant un estimateur kNN de l’entropie croisée (4.9) par
une construction analogue à celle de l’estimateur (6.12), on aboutit à l’estimateur kNN
de la divergence de Kullback-Leibler suivant (Leonenko et al., 2008b) :
DknnKL (X ‖ Y ) =
q
|Ω|
∑
x∈Ωd
log
ρ¯Yk (x)
ρXk (x)
+ log
|Ω|
|Ω| − 1 (6.15)
où ρ¯Yk (x) désigne la distance euclidienne de X(x) à son k-ème plus proche voisin dans
l’échantillon YΩd . L’estimateur DknnKL (X ‖ Y ) est consistant et asymptotiquement sans
biais, sous des hypothèses faibles sur les densités pX et pY similaires à (6.13a, 6.13b)
(Leonenko et al., 2008b). Sa pertinence pour la segmentation et le suivi multi-attributs
d’objets dans des séquences vidéos a été établie par Boltz (Boltz et al., 2007,Boltz et al.,
2008,Boltz, 2008,Boltz et al., 2009).
A notre connaissance, l’usage des estimateurs entropiques de type kNN en analyse
d’image s’est jusqu’ici confiné à la divergence de Kullback-Leibler. Afin d’aborder des
applications de recalage statistique en grande dimension, nous dérivons dans la suite de
nouveaux estimateurs kNN de l’IM et de ses variations.
Information mutuelle et mesures d’information connexes
Soit ZΩd = (X(x), Y (x)) x∈Ωd un échantillon i.i.d. de la VA continue conjointe (X,Y )
sur l’espace d’état U 2 ⊂ R2q. Nous désignons par B(X,Y )k (x) ⊂ R2q la boule centrée
en (X(x), Y (x)) et de rayon ρX,Yk (x) égal à la distance euclidienne de (X(x), Y (x)) à
son k-ème plus proche voisin dans l’échantillon ZΩd\(X(x), Y (x)) (Figure 6.3). D’après
(6.12), un estimateur kNN de l’entropie conjointe H(X,Y ) est donné par :
Hknn(X,Y ) =
2q
|Ω|
∑
x∈Ωd
log ρX,Yk (x) + ck,Ω(2q) (6.16)
6. On pourra comparer (6.14) à l’estimateur kNN de densité de Loftsgaarden-Quesenberry (4.89)
défini par : pXknn(X(x)) =
k
|Ω| Vq (ρ
X
k
(x))q
.
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En injectant les estimateurs kNN des entropies marginales et conjointe dans la définition
(4.12) de l’IM, nous obtenons l’estimateur kNN de l’IM suivant :
Iknn(X,Y ) =
q
|Ω|
∑
x∈Ωd
log
ρXk (x) ρ
Y
k (x)(
ρX,Yk (x)
)2 + c′k,Ω(q) (6.17)
avec c′k,Ω(q) = log
(Vq2
V2q
(|Ω| − 1)) − ψ(k).
Par construction, cet estimateur hérite des propriétés de l’estimateur entropique de
Kozachenko-Leonenko-Goria. On a donc :
Propriété 1. Iknn(X,Y ) est consistant et asymptotiquement sans biais.
Notons que Iknn(X,Y ) s’interprête comme un estimateur de resubstitution construit en
injectant dans l’estimateur d’Ahmad-Lin (4.57) de l’IM, un estimateur kNN de la densité
de copule πX,Y défini à partir de l’estimateur de densité (6.14) par :
πX,Y
knn
(
X(x), Y (x)
)
=
pX,Y
knn
(
X(x), Y (x)
)
pX
knn
(
X(x)
)
pY
knn
(
Y (x)
) (6.18)
En effectuant la même substitution dans la définition (4.15), nous dérivons l’estima-
teur kNN de l’IM normalisée suivant :
NMIknn(X,Y ) =
q
|Ω|
∑
x∈Ωd
log
(
ρXk (x) ρ
Y
k (x)
)
+ 2 ck,Ω(q)
q
|Ω|
∑
x∈Ωd
log
(
ρX,Yk (x)
)2
+ ck,Ω(2q)
(6.19)
Par construction :
Propriété 2. NMIknn(X,Y ) est consistant.
Enfin, en substituant les estimateurs (6.16) et (6.17) dans la définition (4.16), nous
obtenons l’estimateur kNN de l’information exclusive suivant :
Zknn(X,Y ) = − q|Ω|
∑
x∈Ωd
log
ρXk (x) ρ
Y
k (x)(
ρX,Yk (x)
)4 + c′′k(q) (6.20)
avec c′′k(q) = 2 log
(V2q
Vq
)
.
Par construction :
Propriété 3. Zknn est consistant et asymptotiquement sans biais.
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Informations multivariées
Les estimateurs kNN de l’entropie conjointe (6.16) et de l’IM (6.17) peuvent être étendus
au cas multivarié. On aboutit ainsi à des estimateurs kNN de l’information d’interaction
(4.43) et de la multi-information (4.46), pertinents pour des problématiques de recalage
par groupe multi-attributs sans atlas. Ces estimateurs sont dérivés dans l’Annexe B.
6.2.2.2 Le cadre d’Ali-Silvey
α-entropie
Les α-entropies de Rényi (4.25) et de Tsallis (4.20) sont définies à partir de l’intégrale
Jα(X) définie par (α > 0, α 6= 1) :
Jα(X) =
∫
U
(
pX (x)
)α
dx
Un estimateur kNN de Jα(X) , consistant et asymptotiquement sans biais sous des hypo-
thèses faibles sur pX , a récemment été identifié (Leonenko et al., 2008a,Leonenko et al.,
2008b) :
J knnα (X) =
1
|Ω|
∑
x∈Ωd
(
ck,q,Ω(α)
[
ρXk (x)
]q )1−α
(6.21)
avec ck,q,Ω(α) = Vq (|Ω| − 1)Ck(α) et Ck(α) =
[
Γ(k)
Γ(k+1−α)
] 1
1−α
. En remarquant que
Jα(X) = EX
[(
pX
)α−1]
, un estimateur consistant de type Ahmad-Lin de J knnα (X) est
donné par :
J ALα (X) =
1
|Ω|
∑
x∈Ωd
(
pX
(
X(x)
))α−1
L’estimateur J knnα (X) s’interprête donc comme un estimateur de resubstitution, construit
en injectant dans J ALα (X) l’estimateur kNN de densité suivant (Leonenko et al., 2008a) :
pXα, knn
(
X(x)
)
=
1
(|Ω| − 1)Ck(α)Vq
(
ρXk (x)
)q (6.22)
Par comparaison avec l’estimateur kNN de densité (4.89) : pX
knn
(X(x)) = k|Ω|Vq (ρXk (x))q
,
ce résultat suggère la nécessité d’adapter l’estimation de pX au paramètre α 7.
Des estimateurs kNN consistants des α-entropies de Rényi H ∗knnα (X) et de Tsallis
H knnα (X) s’obtiennent à partir de J
knn
α (X) par substitution :
H ∗knnα (X) =
1
1− α log J
knn
α (X) (6.23)
H knnα (X) =
1
α− 1
(
1− J knnα (X)
)
(6.24)
7. Ce constat est réminiscent de la relation γ = q(1 − α) entre le paramètre α et l’exposant d’arête
γ qui définit la métrique d’un graphe entropique.
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L’estimateur H knnα (X) est de plus asymptotiquement sans biais
8. Notons que ces esti-
mateurs convergent vers l’estimateur de Kozachenko-Leonenko-Goria à la limite α→ 1 :
lim
α→1
H ∗knnα (X) = Hknn(X)
lim
α→1
Hknnα (X) = Hknn(X)
Cette propriété est également vérifiée par les estimateurs kNN de densité (6.22) et (6.14)
sous-jacents à ces estimateurs entropiques :
lim
α→1
pXα, knn
(
X(x)
)
= pXknn
(
X(x)
)
et résulte du lemme suivant :
Lemme 6.2.1. lim
α→1
Ck(α) = e
−ψ(k) .
Preuve Posons p = 1− α . En passant à la limite p→ 0, il vient successivement :
Ck(α) =
[
Γ(k)
Γ(k + p)
] 1
p
= exp
[
1
p
log Γ(k)− 1
p
log Γ(k + p)
]
∼ exp
[
1
p
log Γ(k)− 1
p
log
(
Γ(k) + Γ′(k)p
)]
= exp
[
1
p
log Γ(k)− 1
p
log
(
Γ(k)
(
1 + ψ(k) p
))]
= exp
[
−1
p
log
(
1 + ψ(k) p
)]
∼ exp (−ψ(k)) 
α-informations
Nous étendons les résultats précédents aux α-informations de Rényi (4.38) et de Tsallis
(4.35), définies à partir de l’intégrale Jα(X,Y ) suivante (α > 0, α 6= 1) :
Jα(X,Y ) =
∫
U2
pX,Y (x, y)
(
πX,Y (x, y)
)α−1
dxdy
dont nous construisons un estimateur kNN via une construction formelle analogue à celle
proposée pour les α-entropies. En remarquant que Jα(X,Y ) = EX,Y
[(
πX,Y
)α−1]
, nous
8. L’estimateur J knnα (X) permet également de construire par substitution un estimateur kNN de
l’α-entropie de Sharma-Mittal (cf. paragraphe 4.2.1) :
H
knn
α,s (X) =
1
1− s
[
1− J knnα (X)
s−1
α−1
]
Cet estimateur est consistant et asymptotiquement sans biais.
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dérivons tout d’abord l’estimateur de type Ahmad-Lin suivant de Jα(X,Y ) suivant :
J ALα (X,Y ) =
1
|Ω|
∑
x∈Ωd
(
πX,Y
(
X(x), Y (x)
))α−1
(6.25)
Sous des hypothèses faibles sur πX,Y , l’estimateur J ALα (X,Y ) est consistant et asympto-
tiquement sans biais. A partir de l’estimateur de densité (6.22), nous construisons ensuite
formellement l’estimateur kNN de la densité de copule suivant :
πX,Yα, knn
(
X(x), Y (x)
)
=
pX,Yα, knn
(
X(x), Y (x)
)
pXα, knn
(
X(x)
)
pYα, knn
(
Y (x)
)
= c′k,q,Ω(α)
[
ρXk (x) ρ
Y
k (x)(
ρX,Yk (x)
)2
]q
(6.26)
avec c′k,q,Ω(α) = (|Ω| − 1)Ck(α)
V 2q
V2q
. Injectant cet estimateur dans J ALα (X,Y ) , nous
aboutissons à l’estimateur kNN de Jα(X,Y ) suivant :
J knnα (X,Y ) =
1
|Ω|
∑
x∈Ωd
(
c′k,q,Ω(α)
[
ρXk (x) ρ
Y
k (x)(
ρX,Yk (x)
)2
]q)α−1
(6.27)
L’estimateur J knnα (X,Y ) est consistant et asymptotiquement sans biais. Par substitution,
nous obtenons finalement les estimateurs kNN des informations de Rényi I ∗knnα (X,Y ) et
de Tsallis I knnα (X,Y ) suivants :
I ∗knnα (X,Y ) =
1
α− 1 log J
knn
α (X,Y ) (6.28)
I knnα (X,Y ) =
1
α− 1
(
J knnα (X,Y ) − 1
)
(6.29)
Par construction, ces estimateurs héritent des propriétés de J knnα (X,Y ) . Ainsi :
Propriété 4. I ∗knnα (X,Y ) est consistant.
Propriété 5. I knnα (X,Y ) est consistant et asymptotiquement sans biais.
Ces estimateurs convergent vers l’estimateur kNN de l’IM (6.17) à la limite α→ 1 :
lim
α→1
I ∗knnα (X,Y ) = I
knn(X,Y )
lim
α→1
Iknnα (X,Y ) = I
knn(X,Y )
α-divergences
Un raisonnement analogue peut être appliqué aux α-divergences. Les estimateurs kNN
résultants, pertinents pour des problématiques de segmentation multi-attributs, sont pré-
sentés dans l’Annexe C.
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α-informations multivariées
Les estimateurs kNN des α-entropies (6.23, 6.24) et des α-informations (6.28, 6.29)
s’étendent au cas multivarié. On aboutit ainsi à des estimateurs kNN des α-informations
d’interaction (4.48) et des multi-α-informations (4.50 ,4.53), applicables au recalage par
groupe multi-attributs sans atlas. Ces estimateurs sont dérivés dans l’Annexe D.
Relations avec les graphes entropiques kNNG/gNNG
En tenant compte des identités γ = q(1 − α) et c = 11−α log βq,γ , l’estimateur gNNG
(6.8) de l’α-entropie de Rényi 9 se réécrit sous la forme :
H∗α
GE(X) =
1
1− α log J
GE
α (X) (6.30)
avec :
J GEα (X) =
1
|Ω|
∑
x∈Ωd
∑
j∈S
(
cGEq,Ω(α)
[
ρXj (x)
]q)1−α
(6.31)
où cGEq,Ω(α) = |Ω|
[
1/βq,q(1−α)
] 1
1−α . En rapprochant ces expressions de (6.21,6.23), on
constate que l’estimateur kNN de l’α-entropie de Rényi est similaire, à une constante
près, à l’estimateur gNNG dans le cas particulier où S = {k}.
De la même manière, l’estimateur kNNG (6.9) de l’α-information de Rényi se réécrit
sous la forme :
I∗α
GE(X,Y ) =
1
α− 1 log J
GE
α (X,Y ) (6.32)
avec :
J GEα (X,Y ) =
1
|Ω|
∑
x∈Ωd
k∑
j=1
(
cGE
′
q,Ω (α)
[
ρXk (x) ρ
Y
k (x)(
ρX,Yk (x)
)2
]q)α−1
(6.33)
où cGE
′
q,Ω (α) =
1
|Ω|
[
β′q,q(1−α)
] 1
α−1 . En rapprochant ces expressions de (6.27,6.28), on constate
que l’estimateur kNN de l’α-information de Rényi est similaire, à une constante près, à
l’estimateur kNNG pour k = 1. Pour généraliser ce constat à un entier k arbitraire, il
semble raisonnable de considérer une extension gNNG de l’estimateur (6.9), construite
en effectuant dans (6.33) une sommation sur des voisins indexés par un ensemble S d’en-
tiers arbitraires. Toutefois, à notre connaissance, il n’existe aucun théorème prouvant la
consistance de l’estimateur ainsi défini. Prudemment, nous laissons donc ce point ouvert.
6.3 Optimisation variationnelle des mesures d’information
en grande dimension
Disposant d’estimateurs kNN des mesures d’information classiques et généralisées,
consistants en grande dimension, nous réexprimons le critère de recalage (6.2) sous la
9. Le cas particulier S = [1..k] correspond à l’estimateur kNNG de l’α-entropie de Rényi.
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forme :
C(M,T, φ) = Sknn(Mφ, T ) + λR(φ) (6.34)
où Sknn est un estimateur kNN d’un critère de dissimilarité informationnel. La minimisa-
tion variationnelle de la fonctionnelle (6.34) sur l’espace de transformations T d nécessite
le calcul de sa dérivée de Gâteaux. L’expression de celle-ci varie selon que l’espace T est
de dimension finie ou infinie.
Espaces de transformations de dimension infinie
Nous considérons ici un espace T de transformations régulières de dimension infinie.
Classiquement, nous décrivons une transformation φ ∈ T d via un champ de déplacement
u ∈ T d tel que φ = Id + u, avec u(x) = [u1(x1) . . . ud(xd) ] (x ∈ Ωd). En utilisant pour
C(M,T, u) la notation abrégée C(u) , nous cherchons donc une solution u∗ du problème
d’optimisation suivant :
u∗ = argmin
u∈T d
C(u)
La dérivée de Gâteaux dhC(u) de la fonctionnelle C(u) au point u ∈ T d dans la direction
h ∈ T d est, sous réserve d’existence, la dérivée ∂C(u+ǫh)∂ǫ
∣∣∣
ǫ=0
de la fonction ǫ→ C(u+ǫh)
en ǫ = 0 :
dhC(u) def= lim
ǫ→0
C(u+ ǫh)− C(u)
ǫ
La dérivée de Gâteaux se réexprime sous la forme :
dhC(u) = < ∇uC(u), h >L2
où ∇u C(u) =
[
∂1C(u) . . . ∂dC(u)
] ∈ Rd est le gradient de C , et ∂τC la dérivée par-
tielle de C par rapport à uτ . Une condition nécessaire d’existence d’un extremum de la
fonctionnelle C sur T d est donnée par les équations d’Euler-Lagrange :
∇u C(u(x)) = 0 x ∈ Ωd (6.35)
Si le terme de similarité est une mesure d’information, la fonctionnelle C(u) est non
quadratique, et les équations d’Euler-Lagrange non linéaires. La résolution directe de
(6.35) étant alors impossible, des méthodes itératives de descente utilisant le gradient
∇uC(u) sont nécessaires (Section 6.5).
Si h est un vecteur eτ d’une base canonique de T d , on a : deτC(u) = ∂τC(u) . Le
point clef réside donc dans le calcul des dérivées partielles ∂τSknn pour des estimateurs
kNN des mesures informationnelles.
Espaces de transformations de dimension finie
Nous considérons ici des espaces de transformations régulières de dimension finie, définies
par un modèle paramétrique linéaire φ(x) = Bd(x)Θ, où Bd(x) (x ∈ Ωd) est une matrice
de dimension (2d × dp) définissant une base locale de T d et Θ = [Θ1 . . .Θd ] est
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un vecteur de d paramètres Θτ ∈ Rp. En notant C(M,T, φ) simplement C(Θ) , nous
cherchons une solution Θ∗ du problème d’optimisation suivant 10 :
Θ∗ = argmin
Θ∈(Rp)d
C(Θ)
La dérivée de Gâteaux de C(Θ) coïncide avec le gradient ∇Θ C(Θ) = [ ∂1C(Θ) . . . ∂dC(Θ) ]
par rapport au vecteur Θ , où ∂τC est la dérivée partielle de C par rapport à Θτ . Les
équations d’Euler-Lagrange dans l’espace des paramètres s’écrivent alors simplement :
∇ΘC(Θ) = 0 (6.36)
Là encore, ces équations sont intégrées par des méthodes itératives de descente le long du
gradient ∇ΘC(Θ) . L’enjeu est donc de calculer les dérivées partielles ∂τSknn par rapport
à Θτ des estimateurs kNN des mesures informationnelles.
Dans la suite, nous identifions des expressions analytiques des dérivées variationnelles
des estimateurs kNN de l’IM et de ses variations, puis des α-informations, pour des
transformations régulières de dimension infinie et finie. Ces estimateurs n’étant pas diffé-
rentiables, nous adoptons une stratégie par substitution inspirée de (Boltz et al., 2009) :
1. partant d’estimateurs de resubstitution consistants des mesures d’information, nous
calculons analytiquement leurs dérivées variationnelles en utilisant des estimateurs
de densité à noyaux et une approximation mean-shift des quotients ∇p
M
pM
et ∇p
M,T
pM,T
.
2. nous réintroduisons ensuite le cadre kNN en considérant des noyaux uniformes sur
les boules BMk et BM,Tk .
Nous aboutissons ainsi à des estimateurs kNN consistants des dérivées variationnelles
∂uSknn et ∂ΘSknn .
6.3.1 Dérivées variationnelles des mesures d’information classiques en
grande dimension
Nous présentons en détail le calcul de la dérivée variationnelle de l’IM en grande
dimension, sur la base de l’estimateur Iknn défini par (6.17). Les principes mis en jeu
s’étendent immédiatement à l’IM normalisée et à l’information exclusive, dont la dérivée
variationnelle est donnée sans démonstration.
Espaces de transformations de dimension infinie
Considérons l’estimateur de resubstitution (4.57) de l’IM entre les VAs Mu et T :
IAL(Mu, T ) =
1
|Ω|
∑
x∈Ωd
log πM
u,T
(
Mu(x), T (x)
)
(6.37)
10. Le stabilisateur R(φ) peut être ignoré si p est faible, les contraintes de sous-espace induisant alors
une régularisation implicite suffisante.
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Soit u+ ǫeτ une perturbation de la τ -ème composante du champ u (ǫ > 0). La dérivée
de l’estimateur perturbé s’écrit :
∂IAL(Mu+ǫ eτ , T )
∂ǫ
=
1
|Ω|
∑
x∈Ωd
∂
∂ǫ
(
log
pM
u+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
)
pM
u+ǫ eτ
(
Mu+ǫ eτ (x)
)
pT
(
T (x)
))
=
1
|Ω|
∑
x∈Ωd
[
∂ǫ p
Mu+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
)
pMu+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
)
− ∂ǫ p
Mu+ǫ eτ
(
Mu+ǫ eτ (x)
)
pMu+ǫ eτ
(
Mu+ǫ eτ (x)
) ] (6.38)
Considérons les estimateurs à noyaux des densités marginales pM
u
et jointes pM
u,T ,
définis respectivement par :
pM
u(
Mu(x)
)
=
1
|Ω|
∑
y∈Ωd
K1
(
Mu(x)−Mu(y)) (6.39)
pM
u,T
(
Mu(x), T (x)
)
=
1
|Ω|
∑
y∈Ωd
K2
(
Mu(x)−Mu(y), T (x)− T (y)) (6.40)
où K1 est un noyau univarié de RD et K2 un noyau bivarié de RD × RD . Il vient :
∂ǫ p
Mu+ǫ eτ
(
Mu+ǫ eτ (x)
)
=
1
|Ω|
∑
y∈Ωd
∇K1
(
Mu+ǫ eτ (x)−Mu+ǫ eτ (y))[ ∂τMu+ǫ eτ (x)− ∂τMu+ǫ eτ (y) ]T (6.41)
∂ǫ p
Mu+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
)
=
1
|Ω|
∑
y∈Ωd
∂MK2
(
Mu+ǫ eτ (x)−Mu+ǫ eτ (y), T (x)− T (y))[ ∂τMu+ǫ eτ (x)− ∂τMu+ǫ eτ (y) ]T
(6.42)
où ∂τMu(x) =
[
∂τM
u
1 (x) . . . ∂τM
u
D(x)
]
est la matrice (D× 2) des dérivées partielles de
Mu(x) par rapport à uτ . En injectant (6.41, 6.42) dans (6.38) et en passant à la limite
ǫ→ 0, on obtient après un calcul rapide :
deτ I
AL(Mu, T ) =
− 1|Ω|2
∑
x∈Ωd
[ ∑
y∈Ωd
∇K1
(
Mu(x)−Mu(y))
pMu
(
Mu(x)
) [ ∂τMu(x)− ∂τMu(y) ]T
−
∑
y∈Ωd
∂MK2
(
Mu(x)−Mu(y), T (x)− T (y))
pMu,T
(
Mu(x), T (x)
) [ ∂τMu(x)− ∂τMu(y) ]T
]
Les termes en ∂τM(x) peuvent être intégrés en tenant compte de (6.39, 6.40). Les termes
en ∂τM(y) sont traités en permutant l’ordre des sommations, puis en échangeant les
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variables x et y. En notant Mu simplement M , on obtient aisément :
deτ I
AL(M,T ) =
− 1|Ω|
∑
x∈Ωd
[
∇pM(M(x))
pM
(
M(x)
) − 1|Ω| ∑
y∈Ωd
∇K1
(
M(y)−M(x))
pM
(
M(y)
)
− ∂M p
M,T
(
M(x), T (x)
)
pM,T
(
M(x), T (x)
) + 1|Ω| ∑
y∈Ωd
∂MK2
(
M(y)−M(x), T (y) − T (x))
pM,T
(
M(y), T (y)
) ]DMτ (x)
avec DMτ (x) =
(
∂xτM(x)
)T
=
[
0 . . . ∂xτMτ (xτ , τ) . . . 0
]T
. Par conséquent :
∂τI
AL(M,T )(x) =
− 1|Ω|
[
∇pM(M(x))
pM
(
M(x)
) − 1|Ω| ∑
y∈Ωd
∇K1
(
M(y)−M(x))
pM
(
M(y)
)
− ∂M p
M,T
(
M(x), T (x)
)
pM,T
(
M(x), T (x)
) + 1|Ω| ∑
y∈Ωd
∂MK2
(
M(y)−M(x), T (y) − T (x))
pM,T
(
M(y), T (y)
) ]DMτ (x)
(6.43)
Les termes
(
∇pM
pM
)(
M(x)
)
et
(
∂Mp
M,T
pM,T
)(
M(x), T (x)
)
de (6.43) peuvent être calculés
en utilisant un estimateur mean-shift (Fukunaga et Hostetler, 1975). Pour la VA M sur
F ⊂ RD, l’estimateur mean-shift du gradient de densité normalisé pour un voisinage
sphérique est donné par (Boltz et al., 2009) :
(∇pM
pM
)(
M(x)
) ≈ D + 2
nh2
∑
y∈BMh (x)
(
M(y)−M(x)) (6.44)
où BMh (x) est l’ensemble des n points y ∈ Ωd tels que M(y) appartient à la boule de RD
centrée en M(x) et de rayon h. En spécialisant l’expression (6.44) à des voisinages kNN
(i.e. BMh (x) = BMk (x), h = ρMk (x) et n = k) et en posant rM (x, y) = M(x) −M(y)
(Figure 6.3), on obtient l’estimateur kNN mean-shift :
(∇pM
pM
)(
M(x)
) ≈ − D + 2
k
(
ρMk (x)
)2 ∑
y∈BMk (x)
rM (x, y) (6.45)
Pour la VA conjointe (M,T ) sur F2 ⊂ R2D, l’estimateur kNN mean-shift est donné par :
(
∂Mp
M,T
pM,T
)(
M(x), T (x)
) ≈ − 2D + 2
k
(
ρM,Tk (x)
)2 ∑
y∈BM,Tk (x)
rM(x, y) (6.46)
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Considérons maintenant les autres termes de (6.43) :
A1 =
1
|Ω|
∑
y∈Ωd
∇K1
(
M(y)−M(x))
pM
(
M(y)
)
A2 =
1
|Ω|
∑
y∈Ωd
∂MK2
(
M(y)−M(x), T (y)− T (x))
pM,T
(
M(y), T (y)
)
Le gradient du noyau symétrique K1 étant anti-symétrique, on a :
lim
|Ω|→∞
A1 = EM
[
∇K1
(
M(y)−M(x))
pM
(
M(y)
)
]
=
∫
Ωd
∇K1
(
M(y)−M(x))
pM
(
M(y)
) pM(M(y)) dy
= 0
Le terme A1 peut donc être négligé si |Ω| est suffisamment grand. Il en va de même
pour A2. Cependant, nous pouvons dériver une approximation kNN de A1 (resp. A2) en
choisissant pour K1 (resp. K2) un noyau uniforme UρMk (y) (resp. UρM,Tk (y)
) sur la boule
BMk (y) (resp. BM,Tk (y)). Les dérivées de ces noyaux sont données par :
∇UρMk (y)
(
M(y)−M(x)) = 1
VD
(
ρMk (y)
)D rM(x, y)∣∣rM(x, y)∣∣ 1SMk (y)(M(x))
∂MUρM,Tk (y)
(
M(y)−M(x), T (y) − T (x)) = 1
V2D
(
ρM,Tk (y)
)2D rM (x, y)∣∣rM (x, y)∣∣ 1SM,Tk (y)(M(x), T (x))
où 1SMk (y) est l’indicatrice de la sphère S
M
k (y) ⊂ RD centrée en M(y) et de rayon ρMk (y),
et 1SM,Tk (y)
est l’indicatrice de la sphère SM,Tk (y) ⊂ R2D centrée en
(
M(y), T (y)
)
et de
rayon ρM,Tk (y) (Figure 6.3). Par ailleurs, les densités p
M et pM,T peuvent être évaluées
par des estimateurs kNN de la forme (6.14) :
pMknn
(
M(y)
)
=
1
(|Ω| − 1) e−ψ(k) VD
(
ρXk (y)
)D
pM,T
knn
(
M(y), T (y)
)
=
1
(|Ω| − 1) e−ψ(k) V2D
(
ρM,Tk (y)
)2D
En définissant NMk (x) = { y ∈ Ωd |M(x) ∈ SMk (y) } et NM,Tk (x) = { y ∈ Ωd |
(
M(x), T (x)
) ∈
SM,Tk (y) } , et en posant λk,Ω = |Ω|−1|Ω| e−ψ(k) , nous obtenons finalement :
A1 = λk,Ω
∑
y∈NMk (x)
rM (x, y)
ρMk (y)
A2 = λk,Ω
∑
y∈NM,Tk (x)
rM(x, y)∣∣rM(x, y)∣∣
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S(M,T ) KM,T1 KM,T2
−I(M,T ) 1 1
−NMI(M,T ) NMI
knn(M,T )
Hknn(M,T )
1
Hknn(M,T )
Z(M,T ) 2 1
Table 6.2 – Structure de la dérivée variationnelle ∂uτSknn .
En rassemblant ces résultats, nous aboutissons à un estimateur kNN ∂uτSknn de la dé-
rivée variationnelle du critère de dissimilarité S(M,T ) = −I(M,T ) sur des espaces de
transformations de dimension infinie :
∂uτSknn(x) =
1
|Ω|
[
KM,T1
(
LM,Tk (x) + J
M,T
k (x)
)
− KM,T2
(
LMk (x) + J
M
k (x)
) ]
DMτ (x)
(6.47)
avec :
LM,Tk (x) = λk,Ω
∑
y∈NM,Tk (x)
rM (x, y)∣∣rM (x, y)∣∣ (6.48a)
LMk (x) = λk,Ω
∑
y∈NMk (x)
rM(x, y)
ρMk (y)
(6.48b)
JM,Tk (x) =
2D + 2
k
(
ρM,Tk (x)
)2 ∑
y∈BM,Tk (x)
rM (x, y) (6.49a)
JMk (x) =
D + 2
k
(
ρMk (x)
)2 ∑
y∈BMk (x)
rM (x, y) (6.49b)
En menant des calculs similaires pour l’IM normalisée (4.15) et l’information exclusive
(4.16), respectivement à partir des estimateurs de resubstitution (4.58) et (4.59), on
aboutit également à l’expression (6.47). Ces diverses mesures d’information se distinguent
entre elles par la valeur des termes globaux KM,T1 et KM,T2 (Tableau 6.2).
La structure de l’expression (6.47) met en évidence la manière avec laquelle le critère
de similarité pilote le processus d’alignement. La force statistique agissant sur la τ -ème
image de l’examen source IM apparaît contrôlée par deux facteurs :
1. une composante locale i.e. le gradient ∂xτM(xτ , τ) de la primitive extraite de
l’image IuM (·, τ) ;
2. une composante globale induite par les variations de la distribution des primitives
spatio-temporelles calculées sur l’intégralité de l’examen IuM lors d’une déformation
infinitésimale u → u+ du. Cette composante a deux origines :
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M(x)
BMk (x )
SMk (y1 )
SMk (y2 )
SMk (y3 )
M(y
2
)
M(y
3
)
M(y
1
)
Figure 6.4 – Structure des termes J Mk (x) et L
M
k (x) de la dérivée variationnelle
∂uτSknn(x). M(x) : état courant. Points rouges : échantillons contribuant à J Mk (x).
Etoiles bleues : échantillons contribuant à LMk (x).
(a) la première est associée à la variation des statistiques de la VA M dans la boule
kNN centrée sur l’observation courante M(x), qu’expriment les termes JMk et
LMk . Notons que J
M
k est une somme de contributions d’échantillons M(y)
inclus dans cette boule kNN, alors que LMk est une somme de contributions
d’échantillons M(y), centres de sphères kNN contenant M(x) (Figure 6.4).
(b) la seconde est induite par la variation des statistiques de la VA conjointe
(M,T ) dans la boule kNN centrée sur l’observation courante
(
M(x), T (x)
)
,
que traduisent les termes JM,Tk et L
M,T
k .
En pratique, les termes LM,Tk et L
M
k , dont l’évaluation se révèle numériquement nettement
plus coûteuse que celle des termes JM,Tk et J
M
k , et qui sont négligeables devant ces
derniers, peuvent être ignorés.
Remarque En évaluant les densités pM et pM,T via des estimateurs kNN biaisés de
type Loftsgaarden-Quesenberry (4.89) :
pMknn
(
M(y)
)
=
k
|Ω|VD
(
ρXk (x)
)D
pM,T
knn
(
M(y), T (y)
)
=
k
|Ω|V2D
(
ρM,Tk (y)
)2D
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k 5 10 15 20 25 30
1
k 0.2 0.1 0.0667 0.05 0.04 0.0333
λk,Ω 0.2217 0.1052 0.0689 0.0513 0.0408 0.0339
λk,Ω − 1k 0.0217 0.0052 0.0022 0.0013 0.0008 0.0006
Table 6.3 – Influence de l’estimateur kNN de densité sur la pondération des termes
LM,Tk (x) et L
M
k (x) de la dérivée variationnelle ∂uτSknn en fonction du nombre k de
voisins pour |Ω| = 10000 . 2e`me ligne : estimateur de Loftsgaarden-Quesenberry (4.89) -
3e`me ligne : estimateur de Kozachenko-Leonenko-Goria (6.14).
on aboutit à une dérivée variationnelle de la forme (6.47) avec les expressions spécifiques
suivantes pour les termes LM,Tk (x) et L
M
k (x) :
LM,Tk (x) =
1
k
∑
y∈NM,Tk (x)
rM(x, y)∣∣rM(x, y)∣∣
LMk (x) =
1
k
∑
y∈NMk (x)
rM (x, y)
ρMk (y)
Ces expressions se distinguent de (6.48a, 6.48b) par le coefficient de pondération global :
1
k dans le cas présent vs. λk,Ω =
|Ω|−1
|Ω| e
−ψ(k) lorsqu’on choisit un estimateur de densité
sous-jacent à un estimateur kNN entropique sans biais. L’écart entre ces coefficients
décroît en fonction du nombre k de voisins (Tableau 6.3). Plus précisément, en utilisant
le resultat : ψ(k) = ln k − 12k +O
(
1
k2
)
, on montre aisément que :
λk,Ω − 1
k
=
1
|Ω|
(
−1
k
+
|Ω| − 1
2k2
)
+ O
(
1
k3
)
Espaces de transformations de dimension finie
Les développements précédents demeurent valides pour des transformations paramé-
triques linéaires φτ (xτ ) = B(xτ )Θτ définies par des vecteurs de paramètres Θτ ∈ Rp
dans une base locale décrite par la matrice B(xτ ) de taille (2 × p). La seule différence
concerne le terme DMτ (x) qui se réfère dans ce cas à une différentielle
(
∂ΘτM(x)
)T
par
rapport aux paramètres Θτ . Via la règle de dérivation en chaîne, celle-ci se réexprime
sous la forme
((
∂xτM(x)
)(
∂Θτφ(x)
))T
=
(
∂xτM(x)
)T
B(xτ ) . On obtient finalement :
∂ΘτSknn =
1
k|Ω|
∑
x∈Ωd
[
KM,T1
(
LM,Tk (x) + J
M,T
k (x)
)
−KM,T2
(
LMk (x) + J
M
k (x)
) ]
DMB,τ (x)
(6.50)
où DMB,τ (x) =
(
∂xτM(x)
)T
B(xτ ) est la matrice de taille (D × p) correspondant à la
projection de la dérivée ∂xτM(x) sur la base locale B de l’espace T . Ainsi, la dérivée
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variationnelle (6.50) peut être interprétée comme la projection sur cette base locale de
la dérivée variationnelle (6.47).
Les expressions (6.47, 6.50) des dérivées variationnelles des mesures d’information
du cadre de Shannon sont valides pour des vecteurs de primitives définis sur un espace
d’état F de nature et de dimension D arbitraires. Le choix de l’espace de primitives
est uniquement reflété par la dérivée ∂xτM(x). Pour le modèle de recalage par groupe
d’examens IRM-p proposé au paragraphe 6.1.3, qui repose sur des attributs scalaires
(D = d) de niveaux de gris (F = Λd), cette dérivée correspond simplement aux gradients
des images de l’examen transformé IφM :
∂xτM(x) =
[
0 · · · ∇IφM (xτ , τ) · · · 0
]
6.3.2 Dérivées variationnelles des α-informations en grande dimension
Un raisonnement analogue permet de construire les dérivées variationnelles des α-
informations de Tsallis et de Rényi en grande dimension, sur la base de l’estimateur
J knnα (M,T ) défini par (6.27). Celles-ci s’expriment en fonction d’un estimateur kNN
∂τJ
knn
α (M,T ) de la dérivée variationnelle de l’intégrale Jα(M,T ) définie par (4.36) :
∂τI
knn
α (M,T ) =
1
α− 1 ∂τJ
knn
α (M,T ) (6.51)
∂τI
∗knn
α (M,T ) =
1
α− 1
∂τJ
knn
α (M,T )
J knnα (M,T )
(6.52)
où le symbole ∂τ désigne, selon la dimension de l’espace de transformations considéré, soit
la dérivée variationnelle ∂uτ relativement au champ de déplacement uτ , soit la dérivée
variationnelle ∂Θτ relativement au vecteur de paramètres Θτ .
Espaces de transformations de dimension infinie
Considérons l’estimateur de resubstitution (6.25) de l’intégrale Jα(Mu, T ) :
J ALα (M
u, T ) =
1
|Ω|
∑
x∈Ωd
(
πM
u,T
(
Mu(x), T (x)
))α−1
Soit u+ ǫeτ une perturbation de la τ -ème composante du champ u (ǫ > 0). En écrivant
la dérivée de l’estimateur perturbé sous la forme :
∂J ALα (M
u+ǫ eτ , T )
∂ǫ
=
α− 1
|Ω|
∑
x∈Ωd
(
πM
u+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
))α−1
∂ǫ
(
log πM
u+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
))
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on se ramène, au facteur
(
πM
u+ǫ eτ ,T
(
Mu+ǫ eτ (x), T (x)
))α−1
près, à l’identité (6.38). En
poursuivant le calcul selon les mêmes lignes, on obtient après passage à la limite ǫ→ 0 :
deτJ
AL
α (M,T ) =
− α− 1|Ω|2
∑
x∈Ωd
(
πM,T
(
M(x), T (x)
))α−1[ ∑
y∈Ωd
∇K1
(
M(x)−M(y))
pM
(
M(x)
) [ ∂τM(x)− ∂τM(y) ]T
−
∑
y∈Ωd
∂MK2
(
M(x)−M(y), T (x) − T (y))
pM,T
(
M(x), T (x)
) [ ∂τM(x)− ∂τM(y) ]T
]
et finalement :
∂τJ
AL(M,T )(x) =
− α− 1|Ω|
[(
πM,T
(
M(x), T (x)
))α−1(∇pM(M(x))
pM
(
M(x)
) − ∂M pM,T (M(x), T (x))
pM,T
(
M(x), T (x)
) )
− 1|Ω|
∑
y∈Ωd
∇K1
(
M(y)−M(x))
pM
(
M(y)
) (πM,T (M(y), T (y)))α−1
+
1
|Ω|
∑
y∈Ωd
∂MK2
(
M(y)−M(x), T (y)− T (x))
pM,T
(
M(y), T (y)
) (πM,T (M(y), T (y)))α−1
]
DMτ (x)
Dans un dernier temps, nous élaborons un estimateur kNN consistant de ∂τJ AL(M,T )(x)
via les mêmes principes que pour l’IM, avec les spécificités suivantes :
– les densités pM et pM,T sont évaluées via des estimateurs kNN de la forme (6.22) :
pMknn
(
M(y)
)
=
1
(|Ω| − 1)Ck(α)VD
(
ρMk (y)
)D
pM,T
knn
(
M(y), T (y)
)
=
1
(|Ω| − 1)Ck(α)V2D
(
ρM,Tk (y)
)2D
– la densité de copule πM,T est calculée via l’estimateur kNN πM,Tα, knn défini par (6.26).
On obtient finalement :
∂uτJ
knn
α (x) =
α− 1
|Ω|
[ (
LMk,α(x) + J
M
k,α(x)
)
−
(
LM,Tk,α (x) + J
M,T
k,α (x)
) ]
DMτ (x)
(6.53)
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avec :
LM,Tk,α (x) = λk,Ω(α)
∑
y∈NM,Tk (x)
rM (x, y)
|rM (x, y)|
(
πM,T
knn
(y)
)α−1
(6.54a)
LMk,α(x) = λk,Ω(α)
∑
y∈NMk (x)
rM(x, y)
ρMk (y)
(
πM,T
knn
(y)
)α−1
(6.54b)
JM,Tk,α (x) =
(
πM,T
knn
(x)
)α−1
JM,Tk (x) (6.54c)
JMk,α(x) =
(
πM,T
knn
(x)
)α−1
JMk (x) (6.54d)
et λk,Ω(α) =
|Ω|−1
|Ω| Ck(α) .
Espaces de transformations de dimension finie
Pour des transformations paramétriques linéaires φτ (xτ ) = B(xτ )Θτ définies par des pa-
ramètres Θτ ∈ Rp , l’argument précédemment invoqué pour l’IM conduit immédiatement
à l’estimateur kNN consistant de la dérivée variationnelle de ∂ΘtJ
AL(M,T ) suivant :
∂ΘτJ
knn
α =
α− 1
|Ω|
∑
x∈Ωd
[ (
LMk,α(x) + J
M
k,α(x)
)
−
(
LM,Tk,α (x) + J
M,T
k,α (x)
) ]
DMB,τ (x)
(6.55)
Par construction : lim
α→1
JM,Tk,α = J
M,T
k et limα→1
JMk,α = J
M
k . Par ailleurs, il résulte du
Lemme 6.2.1 : lim
α→1λk,Ω(α) = λk,Ω . Il s’ensuit : limα→1L
M,T
k,α = L
M,T
k et limα→1L
M
k,α = L
M
k .
Les estimateurs kNN (6.51, 6.52) des dérivées variationnelles des α-informations s’avèrent
donc cohérents avec les estimateurs kNN (6.47, 6.50) des dérivées variationnelles de l’IM
à la limite α→ 1 .
6.4 Régularisation
Afin de garantir le caractère bien posé du problème de recalage, le terme de dissimi-
larité S(Mφ, T ) est augmenté d’une régularisation explicite R(φ) si la transformation
recherchée appartient à un espace de dimension élevée ou infinie. Cette régularisation est
mise en œuvre indépendamment sur chaque composante de la transformation :
R(φ) =
d∑
τ=1
R(φτ )
Espaces de transformations de dimension finie
Si dimT <∞ , nous utilisons un stabilisateur d’ordre 2 de type spline de plaque mince
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(Thin-Plate Spline)(TPS) défini par (Duchon, 1976,Rohr et al., 1999) :
R(φτ ) =
∫
Ω
[ ∑
i+j=2
2
i !j !
∥∥∥∥ ∂2φτ
∂xiτ,1 ∂x
j
τ,2
∥∥∥∥2
]
dxτ (6.56)
Pour des modèles paramétriques linéaires φτ (xτ ) = B(xτ )Θτ avec Θτ ∈ Rp , la dérivée
variationnelle de R(φτ ) sur l’espace des paramètres est définie par :
∂ΘτR(φτ ) = 2
∫
Ω
[ ∑
i+j=2
2
i !j !
(
∂2B(xτ )
∂xiτ,1 ∂x
j
τ,2
)T( ∂2B(xτ )
∂xiτ,1 ∂x
j
τ,2
)]
Θτ dxτ
Espaces de transformations de dimension infinie
Pour des transformations régulières non paramétriques, nous utilisons le stabilisateur de
Nagel-Enkelmann (Nagel et Enkelmann, 1986). Ce stabilisateur d’ordre 1 s’exprime par :
R(uτ ) = 1
2
tr
((∇uτ)TTIT (τ)∇uτ) (6.57)
où ∇uτ est le jacobien du champ uτ , et TIT (τ) est le tenseur suivant, calculé sur la τ -ème
image IT (τ) de l’examen de référence :
TIT (τ) =
1
||∇IT (τ)||2 + 2µ
[(
µ+ ||∇IT (τ)||2
)
Id − ∇IT (τ)
(∇IT (τ))T ]
où µ > 0 est un hyperparamètre de contraste. Ce tenseur impose une contrainte géomé-
trique de lissage le long des lignes de niveau de l’image. Il favorise ainsi une régularisation
intra-régionale, conduisant à des estimées de déplacement nettement plus localisées que
les stabilisateurs physiques de type élasticité linéaire. En particulier, il permet de limiter
le biais induit par les mouvements des structures thoraciques périphériques au voisinage
des parois cardiaques (Petitjean, 2003, Rougon et al., 2005b). La dérivée variationnelle
de R(uτ ) est donnée par :
∂uτR(uτ ) = −∇ ·
(
TIT (τ)∇uτ
)
6.5 Optimisation numérique
La transformation optimale φ∗ est estimée en intégrant numériquement les équations
d’Euler-Lagrange par un algorithme de descente itératif :
– si dim T =∞ , l’intégration est réalisée sur chaque composante uτ via un schéma
numérique explicite de la forme :
u t+1τ (xτ ) = u
t
τ (xτ ) + δt dt(xτ )
u t=0τ (xτ ) = 0
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– si dim T < ∞ , l’intégration s’effectue dans l’espace des paramètres sur chaque
composante Θτ par un schéma analogue :
Θ t+1τ = Θ
t
τ + δt dt
φτ (Θ
t=0
τ ) = I2
dt est la direction de descente à l’itération t et δt > 0 est un pas de temps contrôlant
la profondeur de la descente dans la direction dt. La direction de recherche et le pas
de temps sont choisis de manière à ce que la suite {u tτ} (resp. {Θ tτ}) converge vers un
minimum local du critère de recalage C.
Les performances des méthodes d’optimisation numériques pour le recalage non rigide
par mesures d’information classiques sur des espaces de transformations B-splines ont fait
l’objet d’une étude approfondie (Klein et al., 2007). A notre connaissance, il n’existe pas
d’étude similaire pour des espaces de transformations régulières de dimension infinie.
Nous optons ici pour un algorithme de descente de gradient, la direction de recherche dt
étant alors l’opposée de la dérivée variationnelle du critère de recalage C :
u t+1τ (x) = u
t
τ (x) − δt ∂uτC(u tτ )(x)
Θ t+1τ = Θ
t
τ − δt ∂ΘτC(Θ tτ )
Ce choix est motivé par l’assurance d’une convergence linéaire 11 vers un minimum local
du critère, et une mise en œuvre simple au regard d’algorithmes à convergence plus rapide
de type Quasi-Newton ou gradient conjugué non linéaire. La détermination d’un pas de
temps optimal par recherche linéaire est numériquement intensive. Un pas constant induit
une convergence lente pour des critères non lisses. Nous avons opté pour un pas de temps
à décroissance exponentielle en fonction du nombre d’itérations (Klein et al., 2007) :
δt =
δ
(t+∆)β
δ > 0 , ∆ ≥ 1 et β ∈ [0, 1] étant des hyperparamètres laissés au choix de l’utilisateur.
6.6 Mise en œuvre expérimentale et algorithmique
Examen de référence
De manière générale, l’examen de référence IT est une séquence d’images IRM-p décrivant
la variation du niveau de gris induite par le passage de l’agent de contraste, de même
longueur que l’examen IM , et indemne d’artefacts de mouvements cardio-respiratoires.
Le choix de IT s’avère nettement moins critique que celui d’une image de référence au
sein de l’examen traité dans un contexte de recalage par paire. Un choix idéal serait un
prototype temporel aligné de l’examen source IM . Une référence patient-spécifique n’est
toutefois pas nécessaire, la puissance statistique du modèle autorisant le recours à une
référence générique. Celle-ci peut être :
11. Sous réserve que le pas de temps δt vérifie la condition CFL.
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pré-contraste perfusion VD perfusion VG perfusion myocarde
(τ = 9) (τ = 11) (τ = 18) (τ = 22)
Figure 6.5 – Examen de référence de synthèse comprenant d = 34 images.
1. une référence naturelle constituée par un examen IRM-p non pathologique sans
artefacts respiratoires, ou présentant des artefacts respiratoires restreints en fin
d’acquisition et compensés de manière supervisée ;
2. une référence de synthèse construite à partir d’un modèle géométrique schématique
du cœur en coupe petit axe, présentant des profils de rehaussement archétypiques,
constants par morceaux sur les ventricules, le myocarde et le thorax (Figure 6.5).
Afin d’éviter que les distance ρTk ne soient identiquement nulles sur chaque région
anatomique, ce modèle est bruité par un bruit additif uniforme.
Dans les deux cas, le schéma de descente converge vers une solution satisfaisante où toutes
les images de l’examen source sont alignées entre elles. Toutefois, du fait d’une déviation
plus importante avec les statistiques de l’examen source, l’utilisation d’une référence
synthétique induit une convergence plus lente des schémas numériques. En outre, le choix
ad hoc d’un rehaussement uniforme sur les structures thoraciques périphériques génère
des erreurs de recalage de ces dernières, sans incidence sur l’alignement des structures
cardiaques. Dans le cas d’une référence naturelle, nous avons constaté expérimentalement
que les performances du modèle sont robustes vis-à-vis du choix de l’examen IRM-p.
Recherche des k plus proches voisins
La complexité numérique du cadre de recalage proposé est dictée par la dimension D
des primitives, le nombre d’échantillons |Ω|, le nombre de voisins k, et la dimension
de l’espace de transformations. Cette complexité est dominée par la recherche des k
voisins les plus proches. Une recherche exhaustive exacte requiert O(D|Ω|2) opérations
et se révèle prohibitive. Cette combinatoire peut être optimisée en utilisant l’algorithme
d’Arya et al. (Arya et al., 1998). Ce dernier repose sur une structuration des données dans
R
D ou R2D sous forme d’arbres binaires kd (k-d Tree), puis sur une recherche approchée
des k voisins les plus proches au sein de cette structure. De manière remarquable, la
complexité et l’usage mémoire de cet algorithme sont linéaires par rapport à D et |Ω|.
Une implantation en C++ est disponible dans la bibliothèque libre ANN 12 qui supporte
une recherche exacte ou approchée dans un espace de dimension quelconque muni de la
distance L1, L2 ou L∞. En pratique, nous utilisons la métrique L2.
12. http://www.cs.umd.edu/~mount/ANN/
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Mise en œuvre hiérarchique
Différentes stratégies hiérarchiques peuvent être mises à profit pour réduire la charge
calculatoire et accélerer la convergence des schémas d’intégration (Klein et al., 2010) :
• représentation multi-résolution des données : la transformation φ∗ est estimée
progressivement sur des données de résolution croissante au sein d’une pyramide
d’images, la solution obtenue à une résolution donnée servant d’initialisation à la
résolution suivante. Cette stratégie permet une prise en compte des grands dépla-
cements (Kybic et Unser, 2000,Thevenaz et Unser, 2000,Pluim et al., 2001).
• représentation hiérarchique des transformations : la transformation φ∗ est estimée
progressivement sur des espaces de transformations de dimension croissante. Pour
des transformations B-splines, cette stratégie peut être mise en œuvre par subdivi-
sion progressive de la grille de contrôle (Thevenaz et Unser, 2000) ou par utilisation
de FFD multi-niveaux (Schnabel et al., 2001,Chandrashekara et al., 2004). Elle per-
met une prise en compte des déformations locales de faible amplitude.
• utilisation de sous-échantillons statistiques : pour des espaces de transformations de
dimension finie, la dérivée variationnelle du critère de dissimilarité (6.50, 6.53) est
calculée à partir de l’échantillon
(
Mφ(x), T (x)
)
x∈Ωd . La taille de cet échantillon
peut être nettement réduite en sélectionnant aléatoirement à chaque itération un
sous-ensemble Σ ⊂ Ωd de pixels de l’examen de référence. Cette stratégie conduit
à des algorithmes de descente stochastiques particulièrement efficaces (Viola et III,
1997,Klein et al., 2007,Klein et al., 2009).
Dans le cadre de ce travail doctoral, nous avons privilégié la première mise en œuvre
hiérarchique.
Normalisation des attributs
Pour des modèles multi-attributs (D1 > 1), une normalisation des attributs élémentaires
est nécessaire afin de ne pas privilégier au sein des vecteurs M(xτ , τ) et T (xτ , τ) les com-
posantes ayant les valeurs les plus élevées. Nous utilisons alors des attributs de moyenne
nulle et de variance unité.
Calcul des dérivées spatiales des images
Les gradients des images sont calculés de manière robuste par filtrage de Canny-Deriche.
Critère de convergence
Nous testons la convergence des schémas numériques en mesurant les variations du champ
de déplacement u sur la totalité de l’examen entre deux itérations successives. La conver-
gence est supposée atteinte si les variations ||u t+1τ − u tτ ||, de toutes les composantes de
ce champ sont inférieures à un seuil prédéfini 13 au sens d’une norme || · || sur T . En
13. Un critère plus fort consiste à exiger que les variations de toutes les composantes de u soient
inférieures à un seuil donné pendant un nombre d’itérations prédéfini.
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Paramètre Valeur
Temps de répétition (TR) 176 ms
Temps d’écho (TE) 0.96 ms
Champ de vision (FOV) 90.625%
Epaisseur de coupe 8 mm
Résolution spatiale 1.56× 1.56 mm2
Espacement inter-coupe 12 mm
Table 6.4 – Paramètres d’acquisition des examens IRM-p du corpus expérimental.
pratique, nous utilisons la norme suivante :
||u t+1τ − u tτ || = max
xτ∈Ω
(
||u t+1τ (xτ )− u tτ (xτ )||L2
)
6.7 Validation du modèle
6.7.1 Méthodologie de validation
 Corpus expérimental
La méthode de recalage par groupe proposée a été évaluée sur un corpus d’examens
IRM-p acquis au Service d’Imagerie Médicale/Radiologie (Dr. Jean-François Deux) de
l’Hôpital Henri Mondor (APHP, Créteil) sur 53 patients (45 hommes/8 femmes, âge
moyen : 64 ± 5 ans) atteints d’un infarctus du myocarde (IDM) récent, localisé sur les
segments antérieur ou inférieur. Les acquisitions synchronisées à l’ECG ont été réalisées
en respiration libre après injection d’un bolus de Gd-DTPA sur un scanner IRM Siemens
Avanto 1.5T utilisant une séquence GRE multi-coupes sans motif EPI. Les principaux
paramètres d’acquisition sont résumés dans le Tableau 6.4. Une séquence comporte 8
coupes (7 coupes petit-axe et une coupe 4 cavités), répétées 40 fois, soit un total de 350
séries d’images, comprenant chacune d ∈ [15..40] 14 cadres. Afin de disposer de références
non-pathologiques, ce corpus a été complété par des examens acquis sur 3 volontaires
sains dans des conditions identiques.
Sur l’ensemble des examens de ce corpus, une ROI cardiaque de taille prédéfinie
|Ω| = 115 × 90 pixels a été détectée automatiquement via l’approche morphologique
décrite au Chapitre 5, et le recalage a été restreint à cette région.
 Critères d’évaluation
Des critères précis et spécifiques ont été établis pour évaluer les performances des mé-
thodes de recalage (Jannin et al., 2002,Betrouni et al., 2009). Nous avons retenu quatre
d’entre eux :
– précision : elle définit le degré d’exactitude des paramètres estimés ;
14. La valeur du paramètre d varie selon les examens en fonction de la durée du premier passage.
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– robustesse : elle traduit les performances de la méthode en présence de facteurs
perturbants liés à la variabilité intrinsèque des signaux, aux pathologies et à la
variabilité anatomique inter-individuelle ;
– fiabilité : elle évalue la reproductibilité des résultats, i.e. la capacité de la méthode
à converger plusieurs fois vers les mêmes valeurs dans des conditions données ;
– complexité et rapidité : ce critère englobe plusieurs caractéristiques, telles la
complexité de la transformation, le temps de calcul nécessaire pour estimer les
paramètres, et le degré de supervision de la méthode.
En pratique, on cherche généralement un compromis entre précision et complexité, et
robustesse et fiabilité.
 Scénarios et variables d’évaluation
Nous évaluons les performances du recalage à deux niveaux de la chaîne image (Figure
6.6) :
1. en sortie du module de recalage, en terme de compensation de mouvement. L’éva-
luation peut alors concerner :
(a) le mouvement estimé : les variables étudiées sont alors les paramètres de la
transformation ;
(b) le réalignement anatomique : les variables d’étude sont des structures géomé-
triques caractéristiques présentes dans les images ;
2. en sortie du module de mesure, en terme de quantification de la perfusion. Les
variables étudiées sont dans ce cas :
– les courbes de rehaussement estimées ;
– les indices cliniques de perfusion dérivés de ces courbes.
 Nature de l’évaluation
Nous évaluons les performances du modèle proposé :
– qualitativement, par inspection visuelle subjective des variables étudiées ;
– quantitativement, en mesurant l’écart des variables étudiées à la vérité-terrain 15.
6.7.2 Validation qualitative
Nous évaluons la méthode de recalage proposée sur le corpus de données réelles, afin
de disposer d’indications sur ses performances dans un contexte radiologique/clinique
réel. Le choix d’un corpus en respiration libre nous a permis de disposer d’un échantillon
présentant une variabilité cinématique relativement importante. La validation qualitative
des performances du recalage se fonde alors sur une inspection visuelle des résultats
d’alignement par un praticien expert. Des relectures multiples et le recours à plusieurs
experts permettent de réduire la variabilité intra- et inter-observateurs.
15. Selon le cas, cette vérité-terrain est donc cinématique ou géométrique.
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Validation du recalage
Compensation du mouvement Quantification de la perfusion
Estimation de mouvement
paramètres de la transformation 
Alignement géométrique
centre du VG
segmentation du cœur 
courbes de rehaussement
indices de perfusion
Figure 6.6 – Scénarios et variables d’évaluation des performances du recalage.
6.7.3 Validation quantitative
6.7.3.1 Vérités-terrain
Une évaluation objective des performances du recalage est tributaire de la disponi-
bilité de vérités-terrain permettant de comparer les résultats obtenus à de grandeurs de
référence.
6.7.3.1.1 Vérité-terrain cinématique
 Position du problème
Nous distinguons trois pistes possibles pour l’obtention de données de mouvement de
référence en imagerie médicale :
– méthodes prospectives : les données prospectives sont des données cliniques spé-
cialement acquises à des fins de recalage ou de validation de méthodes de recalage.
Différentes techniques, invasives (utilisation de marqueurs extrinsèques implantés)
ou non invasives (utilisation de marqueurs anatomiques imagés), sont envisageables
pour contrôler la position du sujet dans l’imageur au moment de l’acquisition.
– fantômes physiques : il s’agit de modèles matériels anatomiquement réalistes
(fantôme crâne de Hoffman (Turkington et al., 1993), fantôme en gélatine (Moore
et al., 1994), . . . ) imagés dans la modalité étudiée avec des repères/marqueurs ex-
trinsèques et/ou intrinsèques (inserts de formes et dimensions connues) addition-
nels. Ces marqueurs, de préférence creux, sont remplis avec un produit de contraste
approprié (sulfate de cuivre ou gadolinium en IRM). Plusieurs acquisitions du fan-
tôme tourné ou incliné par rapport à une position de référence sont effectuées. La
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précision du recalage est évaluée en mesurant l’écart entre ces repères sur l’image
de référence et l’image recalée.
– fantômes numériques : il s’agit soit d’images naturelles représentatives, soit
d’images simulées à partir de modèles numériques 3D de l’organe investigué. Les
modèles de déplacements appliqués, selon le cas, aux images ou au modèle 3D,
peuvent être d’inspiration purement mathématique, biomécanique ou résulter d’un
apprentissage statistique (atlas) (Petitjean, 2003).
A notre connaissance, la problématique d’obtention d’une vérité-terrain cinématique
en IRM cardiaque de perfusion n’a à ce jour pas fait l’objet d’une synthèse de portée géné-
rale. L’étude sur fantômes physiques ne prenant pas en compte les variabilités inhérentes
aux données cliniques (mouvements du patient pendant l’acquisition, hétérogénéité des
tissus imagés), notre choix s’est porté sur les données simulées.
 Vérité-terrain cinématique par simulation des mouvements cardio-thoraciques
Des images de synthèse sont générées en appliquant à des examens IRM-p natifs IT sans
artefacts de mouvement des transformations spatiales φ aléatoires connues au sein d’un
espace fonctionnel donné. Ces transformations constituent une vérité-terrain de mouve-
ments cardio-respiratoires simulés. Les composantes φτ sont générées indépendamment
sur chaque image et dans chaque direction de la trame.
Afin de prendre en compte divers ordres de déformations, nous considérons deux
espaces de transformations de dimension finie φτ (xτ ) = B(xτ )Θτ :
– des translations, considérées par certains experts comme une approximation d’ordre
0 satisfaisante des mouvements cardio-thoraciques en coupe petit-axe (Milles et al.,
2008). Leurs composantes Θτ = (δxτ , δyτ ) sont tirées indépendamment pour chaque
image selon une loi uniforme sur un intervalle [−δ, δ] d’amplitude δ donnée.
– des transformations FFD B-splines cubiques, générées en appliquant aux nœuds
d’une grille de contrôle (2n × 2n) avec n ∈ {2, 3, 4} des déplacements dont les
composantes Θτ sont uniformément distribuées dans un intervalle [−δ, δ] .
Dans les deux cas de figure, nous ne cherchons pas à synthétiser une déformation
réaliste, mais à disposer d’un modèle de mouvement génératif d’amplitude variable (pa-
ramétrée par δ). Afin de prendre en compte le bruit d’acquisition des données, les images
déformées obtenues sont bruitées par un bruit additif gaussien N (0, σ20) 16. Les réalisa-
tions IM = φ(IT ) +N (µ0, σ20) sont ensuite systématiquement recalées sur IT .
6.7.3.1.2 Vérité-terrain géométrique par construction d’une base expertisée
Nous construisons une base expertisée par segmentation supervisée de toutes les images
des examens IRM-p étudiés par un radiologue expert.
16. σ0 = 2.0 .
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6.7.3.2 Mesures d’erreur
6.7.3.2.1 Compensation des mouvements cardio-thoraciques
 Estimation des mouvements
En présence d’une vérité-terrain, une évaluation quantitative objective des performances
d’alignement peut être effectuée en comparant les grandeurs estimées {Pˆi}1≤i≤N à la
vérité-terrain P ref = {P refi }1≤i≤N . Nous utilisons ici deux mesures classiques 17 :
– l’erreur quadratique moyenne (EQM) qui quantifie l’erreur d’estimation 18 :
EQM =
1
N
N∑
i=1
(
Pˆi − P refi
)2
– le coefficient de détermination r2 ∈ [0, 1] qui mesure le degré de dépendance linéaire
entre les deux ensembles de valeurs 19 :
r2 = 1 −
∑N
i=1
(
Pˆi − P refi
)2∑N
i=1
(
P refi − P¯ ref
)2
où P¯ ref désigne la moyenne de P ref . Ce coefficient s’interprête comme le pour-
centage de la variance de l’ensemble P ref expliqué par les grandeurs estimées, ces
ensembles étant d’autant plus corrélés que r2 est proche de 1.
 Alignement de structures géométriques
Une autre piste consiste à évaluer la capacité du modèle à aligner des structures géomé-
triques présentes sur l’ensemble des images de l’examen étudié. Nous conduisons cette
étude à deux niveaux, que distinguent la nature des structures considérées :
• à une échelle globale, en analysant les variations de la position du centre du VG au
cours de l’examen, avant et après recalage (Milles et al., 2008). La métrique utilisée
est l’écart-type σVG de cette série temporelle. Pour un recalage parfait, le centre
du VG est immobile et σVG = 0 .
• à une échelle locale, en évaluant la superposition de deux segmentations en ré-
gions du cœur, induites par un contourage des parois ventriculaires endo- et épi-
cardiques 20 (Li et al., 2011) :
– une segmentation de référence Sref(τ) (τ ∈ [1..d]) effectuée manuellement sur
toutes les images de l’examen recalé φ∗(IM ) par un radiologue expert ;
17. Si dim T =∞ , ces grandeurs sont les champs de déplacement uτ (N = 2d |Ω|). Si dim T <∞ , il
s’agit des paramètres Θτ (N = p d).
18. L’unité de l’EQM varie selon la nature des variables d’étude Pˆi utilisées. Selon le cas, elle peut
être soit de l’ordre du pixel, soit du niveau de gris.
19. Il correspond au carré du coefficient de corrélation de Pearson.
20. Cela correspond à une approche de validation de type CAD.
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– une segmentation par propagation Spro(τ) (τ ∈ [1..d]) générée en dupliquant le
contourage Sref(τmax) sur une image φ∗τmax(IM (τmax)) présentant un contraste
myocardique maximum, i.e. Spro(τ) = Sref(τmax) . Les segmentations par propa-
gation ainsi obtenues à l’aide du recalage sont comparées aux vérités-terrain Sref .
Pour un recalage parfait, le cœur est immobile et la segmentation ainsi induite
est parfaite (Figure 6.7).
Ce scénario simple présente l’inconvénient de définir une vérité-terrain sur des don-
nées transformées, sans garantie a priori sur la pertinence de la transformation
estimée φ∗. Un scénario préférable, quoique plus complexe, consiste à effectuer la
segmentation Sref sur l’examen natif IM . Dans ce cas, la segmentation Spro est
générée par duplication de φ∗τmax(S
ref
(
τmax)
)
, et Sref est comparée à (φ∗)−1(Spro) .
Pour comparer les résultats de segmentation induite par le recalage, nous utilisons
une mesure classique quantifiant le taux de recouvrement de deux ensembles :
l’indice de similarité de Dice (Zijdenbos et al., 1994, Pluempitiwiriyawej et al.,
2005). Etant données deux cartes binaires de segmentation A1 et A2, l’indice de
Dice ∆D ∈ [0, 1] est défini par :
∆D(A1, A2) = 2
|A1 ∩A2|
|A1|+ |A2|
où |A| désigne le nombre de pixels "objet" de la carte A. Le recalage est considéré
comme excellent si ∆D > 0.7 (Zijdenbos et al., 1994).
6.7.3.2.2 Analyse semi-quantitative de la perfusion
En restaurant les correspondances anatomiques entre régions cardiaques homologues sur
l’intégralité de l’examen traité, la transformation φ∗ réduit le biais généré par la pré-
sence dans un segment myocardique de pixels étrangers à ce segment, et induit ainsi une
meilleure estimation des courbes de rehaussement régionales. Les performances du mo-
dèle proposé peuvent donc être appréciées par le biais d’une étude d’impact du recalage
sur la quantification de la perfusion. Celle-ci peut être menée à deux niveaux :
1. estimation des courbes de premier passage : nous effectuons une étude qualitative,
par comparaison visuelle des courbes estimées via la segmentation Spro avant et
après recalage ; et quantitative, en calculant l’EQM et le coefficient de détermina-
tion entre ces courbes et les courbes de vérité-terrain (base expertisée) issues de
Sref (N = d) ;
2. estimation des indices de perfusion cliniques : nous élaborons une chaîne non su-
pervisée d’analyse semi-quantitative d’examens cardiaques IRM-p, et comparons
les indices de perfusion segmentaires calculés avant et après recalage (Chapitre 7).
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(b) Sref est définie sur l’examen natif IM .
Figure 6.7 – Scénarios de validation des performances du recalage par recouvrement
d’une segmentation de référence Sref et d’une segmentation par propagation Spro .
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k 5 10 15 20 30
σVG (pixels) 5.44 6.96 1.5 1.32 3.12
# iterations 50 50 50 100 250
temps CPU (min) 1.95 2.1 2.48 5.23 14.72
Table 6.5 – Précision du recalage vs temps CPU en fonction du nombre de voisins k.
Résultats du recalage affine par groupe d’un examen IRM-p au niveau apical (d = 16
images/ désalignement initial σVG ≈ 13 pixels).
6.8 Résultats expérimentaux
6.8.1 Influence des paramètres du modèle
6.8.1.1 Statistiques kNN
La complexité numérique du modèle proposé est dictée par la recherche des voisins les
plus proches, et croît avec k . Une valeur optimale k∗ peut être calculée analytiquement
en minimisant par rapport à k l’erreur quadratique moyenne EQM{pX
knn
} de l’estimateur
kNN de densité sous-jacent à l’estimateur kNN entropique Sknn . Sa forme générale est :
k∗ =
⌊
k0(d) |Ω| f(d)
⌋
où k0(d) est une constante dépendant de pX et ∇2pX , et f une
fonction décroissante telle que lim
d→∞
f(d) = 0 . Des expressions sont disponibles dans la
littérature pour l’estimateur de Loftsgaarden-Quesenberry (Mack et Rosenblatt, 1979)
(Section 4.5.3.4), et pour des versions avec corrections de bords de ce dernier dédiées
à des densités à support borné (Liitiainen et al., 2010, Sricharan et al., 2010). A notre
connaissance, des résultats analogues restent à produire pour les estimateurs kNN de
densité (6.14) et (6.22).
Aussi estimons-nous empiriquement une valeur convenable de k en recherchant, via
des tests systématiques sur les données petit-axe du corpus de référence, un compromis
raisonnable entre temps de calcul et précision du recalage. Ces tests sont réalisés pour
des transformations affines, la référence IT étant un examen non pathologique sans ar-
tefacts de mouvement. La précision de l’alignement est évaluée de manière globale via
l’écart-type σVG des variations de la position du centre du VG sur l’examen recalé. Les
résultats mettent en évidence l’existence d’une large plage de valeurs k ∈ [12..30] sur
laquelle σVG(k) est faible. La valeur k = 15 , correspondant au 1er quartile, est un choix
satisfaisant en pratique que nous avons figé dans la suite de notre étude expérimentale.
Le Tableau 6.5 présente les résultats obtenus au niveau apical pour un examen de premier
passage comprenant d = 16 images.
6.8.1.2 Dimension des primitives
Un point clef du modèle proposé est l’utilisation de primitives spatio-temporelles.
Nous avons motivé ce choix en soulignant le caractère discriminant des courbes de re-
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haussement à l’échelle anatomique, et en postulant leur pertinence pour assurer une co-
hérence spatio-temporelle à l’échelle pixellique. Afin de valider ce postulat, nous étudions
la dispersion autour d’un pixel x ∈ Ω des positions y ∈ BMk (x) des k voisins de M(x)
en fonction de la dimension d de l’espace d’état. Cette étude est tout d’abord effectuée
sur des examen natifs en respiration libre, puis réitérée sur des examens recalés. Elle est
réalisée aux différents niveaux de coupe standards pour des sujets sains et pathologiques.
Des tests systématiques sur les examens natifs montrent que la dispersion spatiale
des k voisins de M(x) sur le domaine image décroît lorsque la dimension d des primitives
augmente. Le fait d’accumuler de l’information dans des descripteurs locaux (et donc
d’enrichir le contexte de décision local) accroît donc la relation entre corrélation statis-
tique dans l’espace d’état Λd et cohérence spatiale sur le domaine image Ω . Consécuti-
vement, plus l’information contenue dans les primitives est riche, plus les sous-échantillons
sur lesquels opère l’estimateur Sknn sont spatialement cohérents (Figure 6.8). Cette ten-
dance est accentuée par le recalage : en réduisant la dispersion des primitives dans l’espace
d’état, la minimisation du critère de dissimilarité S induit des sous-échantillons de plus
en plus cohérents spatialement.
6.8.1.3 Mesures d’information
Nous étudions l’aspect et la régularité des estimateurs kNN des mesures d’information
classiques et généralisées sur des espaces de transformations de dimension finie. A cette
fin, nous utilisons des données de synthèse générées à partir d’un examen sans artefacts
de mouvement (d = 34). Contrairement au recalage par paire, un échantillonnage dense
de l’espace des paramètres se heurte pour le recalage par groupe au fléau de la dimension,
même pour des transformations intra-images rigides. Nous adoptons donc une approche
de Monte-Carlo en échantillonnant aléatoirement cet espace comme décrit précédemment
dans la Section 6.7.3.1, et restreignons notre étude aux translations. Nous faisons varier
l’amplitude δ jusqu’à une valeur maximale de 20 pixels dans la direction x, et 10 pixels
dans la direction y.
La Figure 6.9 montre les résultats obtenus pour les estimateurs kNN de l’IM (6.17),
de l’IM normalisée (6.19), et des α-informations (6.28, 6.29). Dans ce dernier cas, le
paramètre α a été ajusté empiriquement via des tests systématiques dans l’intervalle
α ∈ [0.9, 1.5]. La valeur α = 1.2 conduit aux meilleurs résultats en termes de régularité
et convexité du critère, et de précision du recalage. Nous constatons que les différents esti-
mateurs kNN étudiés sont lisses, et, à l’exception de l’α-information de Tsallis, possèdent
un intervalle de capture large. Dans le cadre classique, l’estimateur kNN de l’IM norma-
lisée présente un profil plus lisse que celui de l’IM. Ce constat prolonge une propriété
précédemment observée pour les estimateurs de resubstition de ces mesures.
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Figure 6.8 – Influence de la dimension d sur la cohérence spatiale des primitives image.
(a) Les segments relient chaque pixel x d’une grille sur Ω (en rouge) au point y ∈ BMk (x)
le plus proche de x (en bleu) - (b) Carte de distance au point y ∈ BMk (x) le plus proche
du pixel courant x. La dispersion spatiale des plus proches voisins décroît rapidement
quand d augmente. Examen IRM-p natif en coupe basale (k = 15).
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Figure 6.9 – Aspect des estimateurs Sknn(δx, δy) en fonction de l’amplitude de trans-
lation maximale δx (resp. δy) selon l’axe x (resp. y).
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données natives recalage FFD
(Nx = Ny = 8)
recalage
non paramétrique
Figure 6.10 – Influence de l’espace de transformations sur les performances de recalage :
images MIP au niveau de coupe médian. En haut : examen présentant des déplacements
faibles - En bas : examen avec mouvements respiratoires de grande amplitude. En pro-
jection MIP, les erreurs de recalage se traduisent par une perte de contraste des contours
myocardiques et du myocarde. Le modèle FFD se révèle ici mieux adapté.
6.8.1.4 Espace de transformations
L’inspection visuelle du corpus IRM-p confirme que la complexité de la cinématique
cardio-thoracique en respiration libre ne peut être capturée avec une précision suffisante
par un modèle affine. Le recours à des espaces de transformations non rigides s’impose
donc. Nous avons testé expérimentalement deux options, en utilisant l’α-information de
Rényi (α = 1.2) en schéma monorésolution :
– un modèle FFD B-spline cubique, paramétré par une grille de contrôle régulière de
taille (Nx×Ny) (2dNxNy degrés de liberté) et contraint par un stabilisateur spline
de plaque mince (6.56) avec λ = 1.5 .
– un modèle non paramétrique de déplacements C2-continus (2d |Ω| degrés de liberté)
associé à un stabilisateur de Nagel-Enkelman (6.57) avec µ = 100000 et λ = 0.01 .
La précision du recalage a été évaluée qualitativement en visualisant les examens alignés
en boucle ciné ou en projection MIP. Pour des transformations non paramétriques, nous
avons constaté une dégradation des performances au niveau du VG pour certains examens
présentant des mouvements respiratoires rapides importants, traduite par des erreurs
d’alignement des contours endocardiques sur les segments antérieurs et latéraux dans
les phases de perfusion du VG et du myocarde. Nous imputons ces erreurs à une sur-
modélisation de l’ordre de la transformation, ce qui nous a incité à privilégier un modèle
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pré-contraste perfusion VD perfusion VG perfusion myo
Figure 6.11 – Exemple de recalage pour des translations aléatoires (niveau de coupe
médian / d = 16 images). 1ère ligne : examen natif IM - 2ème ligne : examen de référence
IT - 3ème ligne : examen recalé φ∗(IM ) - 4ème ligne : images différence |IT − φ∗(IM )| .
FFD spatialement plus contraint. Des tests systématiques, effectués en utilisant des grilles
de contrôle de taille (2n × 2n) avec n ∈ {2, 3, 4} ont conduit aux conclusions suivantes :
1. un paramétrage (8 × 8) permet un alignement simultané précis pour des examens
comportant jusqu’à d = 34 images (Figure 6.10) ;
2. une grille (4 × 4) induit un modèle spatialement trop contraint dans le cas de
mouvements respiratoires rapides et/ou de grande amplitude ;
3. les résultats de recalage avec les grilles (8 × 8) et (16 × 16) sont très similaires.
L’introduction de degrés de liberté supplémentaires ne se traduit donc pas par
une prise en compte de mouvements d’échelle plus fine. Le surcoût de complexité
numérique associé n’est donc pas motivé.
6.8.2 Evaluation du recalage en terme de compensation de mouvement
6.8.2.1 Précision
Afin d’évaluer objectivement la précision du recalage pour la compensation des mou-
vements cardio-thoraciques, nous utilisons la base de vérité-terrain simulée (Section
6.7.3.1) et considérons les deux modélisations translationnelle (δ variant jusqu’à une
valeur maximale de 15 pixels) et de FFD B-splines cubiques (avec une grille de contrôle
(8× 8) et δ variant jusqu’à une valeur maximale de 10 pixels).
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δ (pixels) 2 5 8 10 12 15
EQM 0.01 0.03 0.02 0.10 0.15 0.26
r2 0.98 0.97 0.98 0.97 0.96 0.95
Table 6.6 – Performances de recalage pour des translations aléatoires (données petit-
axe / niveau de coupe médian) : EQM (pixels) et coefficient de détermination r2 entre
paramètres estimés et vérité-terrain en fonction de l’amplitude maximale de déplacement
δ .
δ (pixels) 1 3 5 7 10
EQM
NMI 0.52 0.76 0.63 0.83 1.5
I∗α 0.41 0.49 0.57 0.62 0.80
r2
NMI 0.94 0.91 0.93 0.90 0.83
I∗α 0.95 0.94 0.93 0.93 0.91
Table 6.7 – Performances de recalage pour des transformations FFD aléatoires (données
petit-axe / niveau de coupe médian) : EQM (pixels) et coefficient de détermination r2
entre paramètres estimés et vérité-terrain en fonction de l’amplitude maximale δ des
déplacements.
Pour le cas translationnel, le critère utilisé est l’IM, le nombre réduit de degrés
de liberté du modèle rendant inutile une régularisation. Un résultat typique de recalage
pour un examen non pathologique est illustré sur la Figure 6.11 (d = 16 images). Les
valeurs de l’EQM et du coefficient de détermination entre paramètres de transformation
estimés et verité-terrain en fonction de δ indiquent que l’alignement est extrèmement
précis (Tableau 6.6). Des tests analogues réalisés avec l’IM normalisée et l’α-information
de Rényi conduisent à des résultats identiques aux précédents : le cadre classique de
Shannon s’avère donc suffisant pour garantir un recalage global en translation fiable.
Pour des transformations FFD, nous considérons deux mesures de similarité : l’IM
normalisée et l’α-information de Rényi (α = 1.2), augmentées d’un stabilisateur spline de
plaque-mince (λ = 1.5 ). Un résultat typique de recalage pour un patient présentant un
IDM antérieur (d = 34 images) est illustré sur la Figure 6.12. Le Tableau 6.7 synthétise
les valeurs de l’EQM et du coefficient de détermination entre paramètres estimés et vérité-
terrain. Quelle que soit la mesure utilisée, la précision du recalage est attestée par des
valeurs r2 ≥ 0.9 et EQM ≤ 1 pixel pour δ ∈ [1, 10[. Les performances de l’estimateur
kNN de l’α-information de Rényi se révèlent en outre légèrement supérieures à celles de
l’estimateur kNN de l’IM normalisée.
Ces conclusions objectives sont confirmées qualitativement par les expérimentations
sur le corpus IRM-p (Figure 6.13). Qu’il s’agisse de sujets normaux ou pathologiques,
l’alignement simultané d’examens IRM-p par maximisation de l’α-information de Rényi
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VG VD Myocarde
examens natifs 0.89 0.003 0.20
examens recalés
NMI 0.98 0.95 0.88
I∗α 0.98 0.87 0.93
gain (%)
NMI 10.11 31567 340
I∗α 10.11 2890 365
Table 6.8 – Impact du recalage sur la segmentation orientée atlas des structures car-
diaques : indices de Dice entre segmentation de référence Sref et segmentation par pro-
pagation Spro relatifs aux VG, VD et myocarde.
sur l’espace des transformations FFD se révèle très précis en pratique.
6.8.2.2 Robustesse
Afin d’évaluer la robustesse du modèle proposé, nous étudions l’influence de sources
de variabilité pathologique et/ou anatomique sur les performances d’alignement. A cette
fin, nous générons des données IRM-p fortement hétérogènes en concaténant des images
issues de patients différents atteints de pathologies distinctes, acquises à des phases de
perfusion consécutives. Ces données composites sont alignées sur un examen de référence
IT synthétique 21 (Section 6.6) en optimisant, sur un espace de transformations FFD
paramétrées par une grille de contrôle (8 × 8) , l’IM normalisée et l’α-information de
Rényi (α = 1.2) augmentées d’un stabilisateur TPS (λ = 1.5 ).
Pour tous les tests effectués, l’inspection visuelle des résultats révèle d’excellentes
performances d’alignement des structures cardiaques sur l’intégralité de l’examen malgré
la présence d’importantes variations densitométriques, anatomiques et pathologiques. A
titre d’exemple, un résultat de recalage en coupe médiane pour une séquence composite
de d = 6 images émanant de deux patients distincts est présenté sur la Figure 6.14.
Notons que le choix d’un modèle de rehaussement uniforme sur le thorax pour la réfé-
rence synthétique IT induit des artefacts de recalage sur les régions périphériques, sans
incidence sur l’alignement des structures cardiaques.
Nous corroborons ces observations qualitatives par une évaluation objective en me-
surant l’indice de Dice entre segmentation de référence et segmentation par propaga-
tion des structures cardiaques (VG, VD et myocarde) sur les images natives (para-
graphe 6.7.3.2.1). D’après ces résultats, on déduit que le recalage permet d’améliorer
les résultats de segmentation (Tableau 6.8), notamment sur les structures qui bougent
beaucoup (myocarde et VD) et qui sont caractérisées par un indice de Dice faible avant re-
calage. Ces résultats confirment en outre l’intérêt de l’α-information de Rényi qui permet
un gain de précision de 20% sur l’alignement du myocarde vis-à-vis de l’IM normalisée.
21. Dans ce contexte, le modèle de recalage par groupe opère dans un cadre inter-patient, et aboutit
à un alignement mutuel des images émanant des différents patients incluses dans la séquence traitée.
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pré-contraste perfusion VD perfusion VG perfusion myocarde 2e`me passage
Figure 6.12 – Exemple de recalage pour des transformations FFD aléatoires (δ = 7).
1ère ligne : examen simulé IM (d = 34 images) - 2ème ligne : examen recalé via l’IM
normalisée - 3ème ligne : examen recalé via l’α-information de Rényi (α = 1.2).
pré-contraste perfusion VD perfusion VG perfusion myocarde 2e`me passage
Figure 6.13 – Influence de la précision du recalage sur la qualité d’une segmentation
cardiaque par propagation d’un contourage manuel sur une image à contraste myocar-
dique maximal (d = 34 images / niveau de coupe médian). 1ère ligne : examen natif réel
- 2ème ligne : examen recalé via l’α-information de Rényi (α = 1.2).
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Figure 6.14 – Evaluation de la robustesse du modèle proposé. 1ère ligne : données com-
posites en coupe médiane créées en concaténant 6 images issues de 2 patients distincts.
Le contourage générant la segmentation Spro est superposé à l’image de contraste myo-
cardique maximum - 2ème ligne : recalage par IM normalisée - 3ème ligne : recalage par
α-information de Rényi (α = 1.2). Spro est surimposée aux examens alignés.
6.8.3 Evaluation du recalage en terme de quantification de la perfusion
Nous avons évalué objectivement l’impact du modèle proposé sur l’estimation des
courbes de rehaussement, en comparant, via l’EQM et le coefficient de détermination, les
courbes issues de la segmentation de référence Sref (vérité-terrain) aux courbes dérivées
de la segmentation par propagation Spro, avant et après alignement. Cette analyse semi-
quantitative a été réalisée à l’échelle du myocarde complet, et s’appuie sur les courbes
"brutes" estimées à partir du signal IRM-p moyen.
Des tests ont été effectués sur un jeu de 10 examens (d = 30 images) issus de sujets
distincts et présentant une variabilité morphologique et/ou pathologique importante :
8 patients atteints d’un IDM associé à une hypoperfusion segmentaire, et 2 volontaires
sains (Figure 6.15). Ces examens ont été alignés aux trois niveaux de coupe standards sur
un examen de référence synthétique, en utilisant l’IM, l’IM normalisée, l’α-information
de Rényi (α = 1.2) et l’α-information de Tsallis (α = 1.2). Les courbes de rehaussement
estimées avant et après recalage pour les patients pathologiques sont présentées sur la
Figure 6.16 en regard de la vérité-terrain. Les écarts à la vérité-terrain sont quantifiés
dans le Tableau 6.9. De ces expérimentations, il ressort :
– les courbes estimées après recalage sont plus régulières que celles calculées sur les
données natives. En particulier, avant recalage, le rehaussement durant la perfusion
est souvent surestimé du fait de l’incursion du VG dans la région myocardique
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résultant des mouvements thoraciques. Cette surestimation n’est pas observée sur
les courbes issues des examens recalés, ce qui confirme la cohérence de l’alignement
sur l’intégralité de la séquence traitée.
– le recalage réduit considérablement l’erreur d’estimation des courbes de rehausse-
ment vis-à-vis de la vérité terrain avec laquelle il induit une excellente corrélation.
On peut donc escompter une nette amélioration de l’estimation des indices de per-
fusion cliniques dérivés.
– les résultats quantitatifs sur des données réelles incitent à privilégier les mesures
d’informations classiques par rapport aux α-informations dont les performances
sont souvent moins bonnes, contrairement aux conclusions que nous avions tirées
des tests sur données simulées (Section 6.8.2).
– le modèle de recalage proposé se révèle pertinent aussi bien pour des examens
pathologiques que pour des séquences saines.
6.8.4 Intérêt d’une stratégie d’alignement
Pour une mesure d’information donnée –en l’occurrence l’IM–, le modèle de recalage
par groupe proposé a été comparé à un recalage variationnel iconique par paire classique,
fondé sur un estimateur entropique de resubstitution allié à un estimateur de densité
de Parzen (Rougon et al., 2005b). Dans l’approche par groupe, la référence IT utilisée
est un examen IRM-p non pathologique sans artefact de mouvement. Dans l’approche
par paire, chaque image de l’examen à un niveau de coupe donné est alignée sur l’image
de référence à contraste myocardique maximum, support du contourage définissant la
segmentation Spro (Rougon et al., 2005a). Les tests ont été réalisés sur :
1. un examen pathologique en coupe médiane (d = 30 images),
2. un examen IRM-p simulé en coupe basale (d = 16 images), généré en appliquant
à IT des translations aléatoires de composantes uniformément distribuées dans
l’intervalle [−10, 10] pixels.
Dans chaque cas, les courbes de rehaussement à l’échelle du myocarde complet ont été
calculées avant et après recalage, et comparées à la vérité-terrain selon le protocole utilisé
au paragraphe 6.8.3.
Les résultats mettent clairement en évidence l’intérêt d’une stratégie de recalage par
groupe qui aboutit à une réduction drastique de l’EQM et une excellente corrélation avec
la vérité-terrain (Tableau 6.10). Pour les données simulées, le gain de corrélation réalisé
atteint 91.5% par rapport aux données natives et 13.7% par rapport à l’approche par
paire ; on observe par ailleurs une réduction de l’EQM de 99.1% par rapport aux données
natives et de 95.3% par rapport à l’approche par paire. Enfin, la stratégie par groupe
permet de réaliser un alignement cohérent sur l’ensemble de l’examen, notamment pour
les images de la phase de pré-contraste sur lesquelles l’approche par paire échoue.
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Natif Après recalage
Patient #1 (base)
EQM 34.94 3.62 4.50 9.29 13.07
r2 96.81 99.73 98.26 97.68 97.11
Patient #2 (médian)
EQM 51.68 14.38 7.20 6.17 8.33
r2 96.80 99.11 99.42 99.55 99.23
Patient #3 (apex)
EQM 287.21 22.82 7.30 40.58 25.92
r2 60.81 96.89 99.0 94.46 96.46
Patient #4 (apex)
EQM 12.40 3.75 7.63 11.24 4.66
r2 97.90 99.37 98.71 98.10 99.21
Patient #5 (médian)
EQM 40.18 8.43 12.30 25.03 16.60
r2 97.65 99.46 99.28 98.54 99.03
Patient #6 (médian)
EQM 1484.9 12.71 11.24 30.24 40.07
r2 −61.03 98.62 98.78 96.72 95.65
Patient #7 (médian)
EQM 2.32 0.58 1.02 0.68 2.12
r2 98.75 99.68 99.45 99.63 98.85
Patient #8 (base)
EQM 6.06 1.53 0.83 4.11 1.82
r2 97.69 99.41 99.68 98.43 99.31
Volontaire #1 (médian)
EQM 24.17 3.04 1.35 1.93 2.56
r2 96.0 99.50 99.78 99.68 99.58
Volontaire #2 (apex)
EQM 5.21 2.22 1.95 2.05 2.36
r2 96.79 99.66 99.81 99.70 99.59
I knn NMI knn I
∗knn
α I
knn
α
Table 6.9 – EQM (niveau de gris) et coefficient de détermination (en %) entre courbes
de rehaussement issues de la segmentation de référence Sref , et courbes dérivées de la
segmentation par propagation Spro, avant et après recalage. Mesures réalisées à l’échelle
du myocarde complet sur des examens IRM-p comportant d = 30 images, issus de 8
patients atteints d’un IDM et de 2 volontaires sains.
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Patient #1
Patient #2
Patient #3
Patient #4
Patient #5
Patient #6
pré-contraste perfusion VD perfusion VG perfusion myocarde
Figure 6.15 – Examens IRM-p pathologiques utilisés pour évaluer l’impact du recalage
sur l’estimation des courbes de rehaussement.
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Figure 6.16 – Courbes de rehaussement estimées à l’échelle du myocarde complet avant
recalage (en bleu), après recalage (en rouge), et issues de la segmentation de référence
Sref (vérité-terrain). La métrique d’information utilisée pour chaque patient correspond
aux mentions en gras dans le Tableau 6.9.
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Nature des données Naturelles Synthétiques
Examens natifs 193.21 90.11 388.58 51.90
Recalage par paire 30.77 95.88 76.01 87.42
Recalage par groupe 9.61 99.44 3.55 99.37
EQM r2 EQM r2
Table 6.10 – Comparaison des performances du recalage par groupe et par paire pour
l’estimation des courbes de rehaussement à l’échelle du myocarde complet. EQM (pixels)
et r2 (%) entre courbes de rehaussement calculées avant puis après recalage, et la vérité-
terrain.
I knn NMIknn I ∗knnα I knnα
Patient #1 13.1 12.8 13.97 14.21
Patient #2 13.5 13.3 14.05 13.97
Patient #3 11.13 14.95 15.04 15.53
Patient #4 11.5 11.2 15.36 15.1
Patient #5 13.38 13.21 14.2 14.15
Patient #6 14 13.9 14.78 14.33
Table 6.11 – Temps CPU (en mn) pour le recalage par groupe d’examens IRM-p com-
prenant d = 30 images sur un espace de transformations FFD pour une grille de contrôle
(8× 8). ROI cardiaque de taille |Ω| = 115× 90 pixels.
6.8.5 Performances numériques
Pour des transformations FFD paramétrées par une grille de contrôle (8 × 8) (3840
degrés de liberté), l’alignement par groupe d’un examen IRM-p comportant d = 30
images pour une ROI cardiaque de taille Ω = 115 × 90 pixels requiert 11 à 16 minutes
de temps CPU sur un PC standard DualCore 2.4GHz à 2Go de RAM (Tableau 6.11).
Ces performances représentent un surcoût moyen de 11% par rapport à un recalage par
paire classique.
Deux pistes sont envisageables afin de parvenir à des temps de calcul compatibles
avec un usage en routine clinique :
• le recours à des schémas numériques d’optimisation plus efficaces, tels un schéma
Quasi-Newton ou un algorithme de descente stochastique de type Robbins-Monro
(Klein et al., 2007,Klein et al., 2009).
• l’accélération de la recherche des voisins les plus proches via une implantation GPU,
qu’encouragent des tentatives de portage en langage CUDA d’algorithmes de force
brute (Garcia et al., 2008,Garcia et al.). La possibilité d’une implantation GPU de
l’algorithme optimal approché d’Arya et al. (Arya et al., 1998) que nous utilisons
requiert toutefois une étude approfondie, hors du cadre de ce travail doctoral.
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6.9 Conclusion
Dans ce chapitre, nous avons développé un cadre théorique pour le recalage statis-
tique multi-attributs de séquences d’images fondé sur l’optimisation variationnelle de
mesures d’information en grande dimension. Adressant le verrou théorique lié à la ma-
nipulation de primitives iconiques de grande dimension, nous avons tout d’abord dérivé
des estimateurs kNN consistants et, pour certains, asymptotiquement sans biais, des me-
sures d’information classiques du cadre de Shannon, et des α-informations dans le cadre
généralisé d’Ali-Silvey. Nous avons ensuite élaboré un formalisme variationnel complet
pour leur optimisation sur des espaces de transformations de dimension finie et infinie,
et proposé une mise en œuvre efficace via un schéma de descente à pas adaptatif et un
algorithme de recherche approchée des k voisins de complexité linéaire.
Ce cadre générique a été appliqué à un scénario de recalage par groupe d’examens
IRM de perfusion cardiaque. Les tests menés sur un corpus IRM-p conséquent ont montré
que le modèle résultant autorise un alignement cohérent de l’ensemble des images de
l’examen traité, avec une précision sous-pixellique et une bonne robustesse vis-à-vis de la
variabilité anatomique et pathologique inter-individuelle. Il permet d’estimer des courbes
de rehaussement régionales plus lisses et fortement corrélées à la vérité-terrain induite
par une segmentation cardiaque.
Le calcul des indices de perfusion dérivés de ces courbes, estimées directement à
partir du signal IRM-p, se heurte malgré tout à un niveau de bruit élevé. A ce bruit
s’ajoutent les erreurs liées à la segmentation supervisée du cœur dans une image de
référence. Afin de disposer d’un outil fiable et reproductible d’analyse semi-quantitative
de la perfusion myocardique, nous proposons au chapitre suivant une chaîne de traitement
non supervisée des examens IRM-p recalés, incluant une segmentation des contours endo-
et épicardiques, une estimation analytique des courbes de rehaussement et une mesure
robuste des indices de perfusion cliniques.
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Chapitre 7
Quantification de la perfusion
myocardique
L
a quantification de la perfusion myocardique à partir d’un examen IRM-p de premier
passage s’effectue en trois étapes :
1. estimation des courbes de rehaussement régionales aux différents niveaux de coupe
standards, relativement à une subdivision du myocarde en segments anatomiques ;
2. conversion des données de rehaussement en mesures de débit par l’intermédiaire
d’un modèle pharmaco-cinétique de l’agent de contraste ;
3. calcul des indices de perfusion cliniques dérivés des courbes de débit.
En l’absence de modèle pharmaco-cinétique, l’omission de la deuxième étape aboutit à
une analyse semi-quantitative.
La première étape nécessite de disposer d’une segmentation des contours endo- et
épicardiques. En compensant les mouvements cardio-thoraciques, l’approche de recalage
par groupe précédente garantit un alignement précis des structures cardiaques sur l’en-
semble de l’examen, et permet de réduire cette tâche à la segmentation d’une seule image
où ces structures présentent un contraste optimal. Les contours extraits sont ensuite du-
pliqués sur l’ensemble de l’examen. Cette stratégie de segmentation par propagation
permet de contourner la difficulté liée au manque de détail anatomique dans la phase de
pré-contraste à laquelle est confrontée une approche directe de segmentation dynamique.
Afin de garantir la reproductibilité des mesures, il est indispensable de s’affranchir
de la variabilité inter-observateur en optant pour une approche de segmentation non su-
pervisée. Dans ce contexte, nous présentons au paragraphe 7.1 une technique hybride de
classification/segmentation autorisant une détection précise des contours myocardiques
sur un examen IRM-p aligné. Dans la Section 7.2, nous abordons ensuite les aspects
d’estimation robuste des courbes de rehaussement par ajustement d’un modèle analy-
tique sur les mesures segmentaires issues du signal IRM-p. Les potentialités de la chaîne
d’analyse semi-quantitative de la perfusion myocardique résultante sont illustrées dans
la Section 7.3 sur des examens émanant de sujets sains et pathologiques.
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Figure 7.1 – Segmentation de séquences d’images cardiaques IRM-p sans artefacts de
mouvement.
7.1 Segmentation des structures cardiaques en IRM de per-
fusion
Partant d’un examen IRM-p réaligné, nous proposons une méthode de segmenta-
tion statique non supervisée des contours endocardiques et épicardiques en deux étapes
(Figure 7.1) :
1. Une étape de classification, opérant sur des primitives image spatio-temporelles, à
nouveau choisies comme les courbes de rehaussement locales : nous supposons ici
que les pixels de l’examen aligné peuvent être divisés en un nombre prédéfini de
classes, caractérisées chacune par un profil temporel de rehaussement spécifique.
Bien que cette hypothèse est vérifiée en pratique, cette classification n’aboutit pas
à une extraction précise du muscle cardiaque. Les structures adjacentes au cœur
peuvent en effet présenter un profil de rehaussement semblable à celui du myocarde,
et être ainsi affectées par erreur à la même classe. L’image de classes anatomiques
constitue néanmoins une pré-segmentation grossière du cœur.
2. Une étape de segmentation proprement dite, opérant sur une image à contraste
myocardique maximal, visant à raffiner la pré-segmentation initiale pour aboutir à
un contourage précis du myocarde.
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7.1.1 Classification des courbes de rehaussement locales
Nous effectuons une classification à l’échelle du pixel sur la base d’une mesure de simi-
larité entre courbes de rehaussement locales. Le choix de ces primitives spatio-temporelles
est motivé par leur caractère anatomiquement discriminant, déjà exploité par notre ap-
proche de recalage par groupe. Nous utilisons un algorithmique classique de K-moyennes
à K = 4 classes, respectivement associées au VD, au VG, au myocarde et au thorax. La
classe thoracique est modélisée comme une classe de rejet.
Afin de réduire la dimension d ∈ [25..40] de ces primitives, une analyse en composantes
principales préalable est réalisée sur l’ensemble des courbes de rehaussement de l’examen
courant. La classification est ensuite effectuée après projection des courbes natives sur
le sous-espace engendré par les d ′ premières composantes principales. L’algorithme des
K-moyennes procède en deux étapes itérées jusqu’à convergence :
1. affectation des pixels à une classe en fonction du degré de similarité entre primitive
au point considéré et centre de la classe. La mesure de similarité entre courbes de
rehaussement utilisée est ici le coefficient de corrélation linéaire ;
2. actualisation des centres de classes par moyennage des primitives sur chaque classe.
L’algorithme est initialisé par une pré-classification d’un échantillon aléatoire de 10% des
primitives, et un choix aléatoire de K observations comme centres de classes.
Des tests systématiques sur notre corpus IRM-p nous ont permis de constater que
d ′ = 20 composantes principales conduisent à une pré-segmentation satisfaisante. La
Figure 7.2.a illustre les résultats obtenus à différents niveaux de coupe petit axe pour 5
patients porteurs d’un IDM (d = 30 images) et un volontaire sain (d = 40 images). Un
examen visuel des images de classes fait apparaître que :
– le muscle cardiaque est correctement délimité, mais on observe fréquemment une
sur-segmentation, principalement imputable à des erreurs de classification des pixels
adjacents au myocarde. Ces erreurs s’expliquent par le rehaussement des tissus tho-
raciques périphériques avec l’arrivée du bolus dans le myocarde.
– le VD et le VG sont segmentés précisément mais souvent inclus dans la même classe.
Deux facteurs pourraient être à l’origine de cette fusion : le nombre restreint de
classes, probablement inférieur aux principales classes anatomiques visibles, et le
bruit affectant les primitives estimées directement à partir du signal IRM-p.
– les piliers sont inclus dans la classe myocardique. Les régions hypoperfusées, qui
présentent des signatures dynamiques nettement différenciées, en sont exclues.
De nombreuses pistes sont envisageables pour améliorer les performances de classifica-
tion : débruitage des primitives par ajustement d’un modèle analytique de courbe de
rehaussement (Section 7.2), estimation du nombre de classes K optimal, etc. au détri-
ment toutefois du temps de calcul. Nous optons pour une stratégie différente consistant
à raffiner les résultats de classification via une étape de segmentation variationnelle.
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Figure 7.2 – Détection des contours cardiaques par classification et segmentation varia-
tionnelle de l’image de classes. 1ère ligne : examen IRM-p d’un sujet sain (d = 40 images).
Lignes suivantes : examens IRM-p de patients atteints d’un IDM (d = 30 images).
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7.1.2 Segmentation variationnelle du myocarde
Partant des frontières de la classe myocardique, nous recherchons une segmentation
précise des contours endo- et épicardiques sur une image de référence I = Iφ
∗
M (., τmax) à
constraste tissulaire maximal. La démarche classique consiste à segmenter tout d’abord
l’endocarde, puis à utiliser ce résultat pour guider la segmentation de l’épicarde, sou-
vent plus complexe à obtenir du fait d’un contraste faible avec les tissus périphériques.
Dans cette stratégie séquentielle, les erreurs de segmentation de l’endocarde peuvent se
répercuter sur la segmentation de l’épicarde, et ne sont pas corrigées a posteriori sur la
base du contour épicardique extrait. Pour ces raisons, nous privilégons une stratégie de
segmentation simultanée des deux contours de la couronne myocardique.
Nous utilisons à cette fin le modèle de contour actif orienté région de Li et al. 1 (Li
et al., 2008). Ce modèle repose sur une représentation implicite d’une frontière comme
l’ensemble de niveau 0 d’une fonction régulière ϕ : Ω → R , positive sur le fond Ω+ de
l’image et négative sur le support Ω− = Ω\Ω+ des objets. Son énergie est définie par :
ε(ϕ, f+, f−) =
∫
Ω
εx(ϕ, f
+(x), f−(x)) dx+ ν
∫
Ω
|∇H(ϕ(x))| dx + µ
2
∫
Ω
(|∇ϕ(x)|−1)2 dx
(7.1)
La première intégrale est un terme d’attache aux données qui étend l’énergie externe du
modèle de Chan et Vese (Chan et Vese, 2001) de manière à prendre en compte des images
présentant des distributions de luminance hétérogènes sur les régions de la segmentation,
telles les données IRM-p. Ces distributions sont estimées via des fonctions f+ (fond) et
f− (objets). Le potentiel εx(ϕ, f+(x), f−(x)) est défini en chaque point x ∈ Ω par :
εx(ϕ, f
+(x), f−(x)) = λ+
∫
Ω
Kσ(x− y)
∣∣I(y)− f+(x)∣∣2H(ψ(y)) dy +
λ−
∫
Ω
Kσ(x− y)
∣∣I(y)− f−(x)∣∣2 (1−H(ψ(y))) dy (7.2)
où Kσ est un noyau spatial de largeur σ et H est la fonction de Heaviside. Ce potentiel 2
encourage, au sein de la région Ω+ (resp. Ω−), l’homogénéité de la distribution locale de
luminance autour de la valeur f+(x) (resp. f−(x)) dans un voisinage d’extension σ, défini
par le noyau Kσ centré au point courant x . Les autres intégrales de l’énergie (7.1) sont des
termes de régularisation : la seconde représente la longueur de la frontière, et la troisième
contraint la fonction ϕ à demeurer proche d’une fonction distance signée. Les poids de
ces différents termes sont déterminés par les hyperparamètres positifs (λ+, λ−, µ, ν) .
Un minimiseur (ϕ∗, f+∗, f−∗) de la fonctionnelle ε est estimé par une technique
d’optimisation alternée en choisissant la classe myocardique pour région Ω− initiale :
1. L’implantation de la méthode est disponible en ligne http://www.engr.uconn.edu/~cmli/
2. Le modèle de Chan-Vese met en œuvre une version dégénérée du potentiel (7.2), correspondant à
des fonctions f+ et f− constantes et à un noyau Kσ uniforme sur le domaine Ω .
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– pour une fonction ϕ donnée, la minimisation de (7.1) par rapport à f+ et f−
s’effectue analytiquement : les valeurs optimales correspondent à la moyenne de la
luminance respectivement sur les régions Ω+ et Ω−, pondérée spatialement par le
noyau Kσ centré au pixel courant ;
– la minimisation de (7.1) par rapport à la fonction ϕ pour des fonctions (f+, f−)
données s’effectue itérativement par descente de gradient à pas δt constant.
Les hyperparamètres du modèle ont été estimés empiriquement et figés aux valeurs
suivantes : λ+ = 1.5, λ− = 2.0, ν = 0.004 × 2552, µ = 1.0, σ = 1.5 et δt = 0.1. Le
choix d’une pénalisation moindre du terme d’homogénéité intra-régionale de la luminance
(7.2) sur le fond Ω− s’explique par la diversité des tissus jouxtant la frontière externe du
myocarde. La Figure 7.2 illustre les contours myocardiques ainsi extraits sur 6 examens
IRM-p issus de sujets sains et pathologiques. Des tests approfondis sur notre corpus
IRM-p ont montré que l’approche envisagée autorise une détection simultanée précise
des parois endo- et épicardiques. Dans certains cas, la région Ω− finale inclut également
les piliers, qui, du point de vue de la quantification de la perfusion, doivent être exclus
du myocarde (Figure 7.2 - Ligne 5). Ces artefacts sont aisément éliminés par un post-
traitement morphologique (bouchage de trou) sur la composante connexe associée au VG.
Dans un dernier temps, les contours myocardiques ainsi extraits sur l’image de référence
sont dupliqués sur l’ensemble de l’examen aligné au niveau de coupe considéré.
7.2 Estimation des courbes de premier passage
La perfusion myocardique est évaluée quantitativement via un ensemble d’indices
cliniques dérivés des courbes de rehaussement segmentaires (Chapitre 2-Section 2.5.2).
Les courbes natives étant trop bruitées pour permettre un calcul robuste de ces indices, il
est nécessaire de recourir à un modèle de rehaussement a priori. Les modèles disponibles
dans la littérature se divisent en deux classes :
1. les modèles pharmaco-cinétiques (Kawakami et al., 2005,Buonaccorsi et al., 2005,
Adluru et al., 2006) décrivent la cinétique d’absorption propre à l’agent de contraste
utilisé en reliant sa concentration au rehaussement local observé. Leurs paramètres,
qualifiés de quantitatifs, décrivent le processus physiologique concerné ;
2. les modèles heuristiques (Huisman et al., 2001, Nagel et al., 2004, Moate et al.,
2004) sont des modèles purement analytiques postulant une corrélation linéaire
entre intensité du signal et concentration d’agent de contraste. Sans fondement
physiologique, ces modèles paramétriques sont indépendants de l’agent de contraste
utilisé. Les indices de perfusion qui en découlent sont qualifiés de semi-quantitatifs.
Nous avons privilégié les modèles heuristiques du fait de leur polyvalence. Notre choix
s’est porté sur le modèle de Moate et al. (Moate et al., 2004), utilisé par (Hachama, 2008)
pour l’analyse quantitative de la perfusion en TDM. Ce modèle décrit l’intensité du signal
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Figure 7.3 – Paramètres du modèle de rehaussement de Moate et al..
au cours du temps par la fonction à cinq paramètres Pi suivante (Figure 7.3) :
SI(t) = P1 +
P2 + P5 t
1 + e−P4 (t−P3)
(7.3)
Pour P5 = 0, cette fonction est une sigmoïde :
– P1 est l’intensité du signal avant rehaussement (baseline),
– P2 est l’amplitude du plateau après rehaussement,
– P3 est l’instant où le taux de rehaussement est maximal,
– P4 est le taux de rehaussement maximal.
Cette sigmoïde est modifiée par adjonction au numérateur d’un terme linéaire P5 t qui
permet de modéliser une croissance (P5 > 0) ou une décroissance (P5 < 0) du signal
après la phase de rehaussement. Pour P5 6= 0 :
– l’interprétation de P1 demeure inchangée,
– P2 est la différence entre la valeur de la tangente à la partie terminale de la courbe
en t = 0 et l’intensité P1 du signal initial,
– P3 est une approximation de l’instant où le taux de rehaussement est maximal,
– P4 est une approximation de ce taux.
Les indices semi-quantitatifs de perfusion se calculent analytiquement en fonction des
paramètres Pi (Tableau 7.1), à l’exception des instants de début de prise de contraste
et d’arrivée au pic de contraste (Tableau 7.2) qui sont estimés numériquement par un
algorithme de section d’or (Forsythe et al., 1977) à partir de la dérivée seconde du modèle :
∂2SI
∂t2
=
[
2P5
(
1 + e−P4 (t−P3)
)
+ P4(P2 + P5 t) e
−P4 (t−P3)
] P4 e−P4 (t−P3)(
1 + e−P4 (t−P3)
)3
Ces paramètres sont estimés en ajustant le modèle (7.3) sur les courbes de rehaussement
natives par une méthode de moindres carrés non linéaires (Coleman et Li, 1996). La
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Indice de perfusion Expression analytique
Signal moyen avant rehaussement Ibase = P1
Pic de contraste depuis la baseline ∆Imax = P2 + P3 P5
Pente maximale du rehaussement δmax =
P2 P4
4
Taux de décroissance δexp = P5
Table 7.1 – Indices semi-quantitatifs de perfusion calculables analytiquement en fonction
des paramètres du modèle de rehaussement de Moate et al..
Indice de perfusion Définition mathématique
Instant d’arrivée au pic de contraste tmax = argmin
t
(
∂2SI
∂t2
)
Instant de début de prise de contraste t0 = argmax
t
(
∂2SI
∂t2
)
Table 7.2 – Indices semi-quantitatifs de perfusion calculables numériquement en fonction
des paramètres du modèle de rehaussement de Moate et al..
Figure 7.4 présente des résultats d’ajustement obtenus pour les courbes de rehaussement
du VD, VG et myocarde complet pour un volontaire sain et un sujet porteur d’un IDM.
7.3 Analyse quantitative de la perfusion myocardique
La finalité de l’analyse (semi-)quantitative de la perfusion myocardique est la dé-
tection objective de zones hypoperfusées au sein du muscle cardiaque, afin de pouvoir
identifier l’artère coronaire à l’origine du déficit 3. L’évaluation repose sur une analyse des
courbes de rehaussement segmentaires, et une étude conjointe des indices de perfusion
cliniques dérivés (Section 2.5.4 - Chapitre 2). Cinq indices de perfusion semi-quantitatifs
sont couramment utilisés :
– la pente maximale (normalisée) du rehaussement δ∗max,
– le pic (normalisé) d’intensité depuis la baseline ∆I∗max,
– le délai d’arrivée au pic depuis le début de la prise de contraste 4 ∆tmax,
– l’aire (normalisée) sous la courbe A∗max,
– le taux (normalisé) de décroissance δ∗exp.
La plupart du temps, l’étude des quatre premiers indices se révèle suffisante.
3. Rappelons que l’occlusion des artères interventriculaires antérieures, correspondant à la branche
coronaire gauche, induit un IDM antérieur, tandis que l’occlusion de la coronaire droite entraîne un IDM
inférieur. La gravité de l’atteinte coronarienne détermine l’étendue du territoire myocardique déficitaire.
4. ∆tmax = tmax − t0.
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Figure 7.4 – Courbes de rehaussement estimées sur les régions cardiaques pour un
examen IRM-p sain et pathologique (d = 34 images).
Nous présentons ici les résultats de quantification obtenus sur une cohorte de 10
patients atteints d’un IDM aiguë récent de localisation variable dont 9 d’entre eux sont
traités par revascularisation (Tableau 7.3). Cette étude a été effectuée sur des examens
de premier passage complets en incidence petit axe (d ∈ [25..34] images), aux niveaux de
coupe basal, médian et apical standards (Cerqueira et al., 2002a). Le protocole d’analyse
adopté est le suivant :
1. Compensation des mouvements cardio-respiratoires par recalage par groupe ;
2. Extraction des contours endo- et épicardique sur une image de référence après
alignement par classification et segmentation variationnelle ;
3. Délimitation supervisée par un expert des segments myocardiques par référence au
modèle ventriculaire à 17 segments standardisé par l’AHA (Cerqueira et al., 2002a).
4. Estimation de courbes de rehaussement segmentaires lisses par ajustement du mo-
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ID patient âge sexe pathologie localisation traitement
#1 72 H IDM antérieur revascularisation
#2 62 F IDM antérieur revascularisation
#3 68 F IDM inférieur revascularisation
#4 70 H IDM latéral revascularisation
#5 62 H IDM inférieur revascularisation
#6 82 F IDM antérieur revascularisation
#7 50 H IDM antérieur revascularisation
#8 55 H IDM septal revascularisation
#9 67 H IDM inférieur revascularisation
#10 12 H IDM septal -
Table 7.3 – Caractéristiques de la cohorte utilisée pour les tests d’analyse semi-
quantitative de la perfusion myocardique.
dèle heuristique (7.3) sur les courbes natives, et calcul automatique des indices de
perfusion dérivés.
5. Détection des zones hypoperfusées par comparaison inter-segmentaire des valeurs
de ces indices.
Le diagnostic résultant est ensuite confronté aux conclusions et à la validation d’un expert
médical (Dr. J-F. Deux). Pour faciliter l’interprétation et la comparaison des résultats,
les indices segmentaires sont visualisés en fausses couleurs sous forme de cartographies
en œil de bœuf.
Perfusion myocardique chez un sujet porteur d’un IDM antérieur
Nous réalisons ici une analyse quantitative complète et élaborée de la perfusion myocar-
dique chez le Patient #1, diagnostiqué par l’expert comme porteur d’un IDM antérieur
récent revascularisé. Cette étude est menée sur un examen de premier passage complet,
acquis sans stress pharmacologique au 5ème jour post infarctus, et comprenant trois
séquences (basale, médiane et apicale) de d = 34 images chacune.
L’inspection visuelle des données signale la présence de régions hypoperfusées aux
trois niveaux de coupe. L’examen des courbes de rehaussement segmentaires estimées
révèle des profils atypiques, notamment sur les segments antérieur et antéroseptal (Figure
7.5). Les cartographies en œil de bœuf des indices segmentaires (Figure 7.6) indiquent
que, comparativement aux valeurs mesurées sur des tissus sains, les segments antérieur
et antéroseptal présentent :
1. une cinétique de transit du bolus retardée, qui se traduit principalement par une
diminution de la pente maximale de rehaussement δ∗max (segment plus sombre) et
une légère augmentation du temps d’arrivée au pic de contraste ∆tmax, notamment
au niveau apical (segment plus clair) ;
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Figure 7.5 – Etude de la perfusion myocardique chez le Patient #1. A gauche : territoires
ischémiques détectés visuellement (image #14/34) - A droite : courbes de rehaussement
segmentaires montrant un déficit perfusionnel sur les segments antérieur et antéroseptal
(Figure 2.11-Chapitre 2).
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Figure 7.6 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #1.
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2. un rehaussement réduit, qui est reflété par la diminution du pic d’intensité ∆I∗max
et de l’aire sous la courbe A∗max (segments plus sombres).
En plein accord avec le diagnostic qualitatif de l’expert, ces observations permettent
de conclure objectivement que le patient souffre d’un défaut de perfusion sur les parois
antérieure et septale, en dépit de l’acte de revascularisation (phénomène du no-reflow
inhérent aux dégâts microvasculaires) 5. Ce constat est corroboré par l’inspection visuelle
des courbes de rehaussement.
A titre d’évaluation complémentaire des performances du recalage en terme d’impact
sur l’analyse quantitative de la perfusion, nous comparons les indices calculés automa-
tiquement avec ceux issus d’une vérité-terrain, associée à un contourage manuel des
segments myocardiques sur toutes les images de l’examen. Les Tableaux 7.4 et 7.5 syn-
thétisent respectivement les valeurs de l’EQM et du coefficient de corrélation entre indices
segmentaires estimés avant/après recalage et vérité-terrain. Nous constatons à nouveau
que le recalage permet un gain de précision significatif, atteignant 91% au niveau médian
et 99% au niveau apical. Il réduit ainsi le risque d’une interprétation quantitative erronée,
susceptible d’aboutir à un diagnostic inexact. Ce constat est corroboré par l’inspection
visuelle des courbes de rehaussement antéro-médiane et inféro-apicale (Figure 7.7) : les
courbes estimées après recalage sont plus lisses que celles issues des données natives, et
apparaissent bien corrélées à la vérité-terrain. Notons enfin que la tentative d’ajustement
du modèle heuristique sur les courbes natives échoue sur le segment inféro-apical, l’im-
portance des artefacts de mouvement entraînant une dispersion des mesures conduisant
à une rupture de modèle (Figure 7.7(b)).
Perfusion myocardique chez 9 patients différents
Nous présentons maintenant les résultats d’analyse semi-quantitative de la perfusion
myocardique obtenus pour les autres patients de la cohorte. Cette population présente
une variabilité inter-individuelle importante en termes de nature et de localisation des
pathologies (Tableau 7.3). L’inspection visuelle des examens permet cependant de noter
des caractéristiques communes aux cinétiques de rehaussement des tissus sains, d’une
part, et des tissus atteints, d’autre part, lors du premier passage du bolus :
1. rehaussement transitoire du signal dans le myocarde sain ;
2. accroissement initial lent et souvent tardif du contraste dans les zones hypoperfusées
(hyposignal précoce). Notre cohorte englobe des pathologies ischémiques d’exten-
sion variable, allant d’un infarctus localisé au sous-endocarde (Patient #8) à des
atteintes transmurales sévères (Patients #1 et #7).
Dans certains cas, les conclusions diagnostiques sont rendues difficiles par les facteurs
de nuisance suivants :
5. Dans les cas les plus sévères, les capillaires peuvent être occlus par des débris cellulaires : c’est
l’obstruction microvasculaire. Ce phénomène se manifeste par un défaut de rehaussement sur la séquence
de perfusion de premier passage qui persiste sur la séquence de rehaussement tardif.
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∆I∗max ∆tmax δ∗max A∗max δ∗exp
Après recalage
Médian 0.002 3.293 0.001 8.669 0.002
Apex 7.47e−4 0.724 1.492e−4 6.9334 3.515e−4
Avant recalage
Médian 0.013 8.040 0.011 68.725 0.004
Apex 0.008 3.012 2.852e−4 19.809 0.035
Gain (%)
Médian 84.6 59.0 90.9 87.4 50.0
Apex 90.7 76.0 47.7 65.0 99.0
Table 7.4 – EQM (en temps pour ∆tmax et en niveau de gris pour A∗max) entre indices
de perfusion segmentaires estimés avant/après recalage et vérité-terrain pour le Patient
#1.
∆I∗max ∆tmax δ∗max A∗max δ∗exp
Après recalage
Médian 84.68 −4.33 83.57 91.15 64.46
Apex 96.32 43.34 94.53 66.55 79.45
Avant recalage
Médian 34.86 −60.79 28.59 20.63 34.53
Apex 61.67 25.06 84.48 59.56 −79.28
Table 7.5 – Coefficient de corrélation (en %) entre indices de perfusion segmentaires
estimés avant/après recalage et vérité-terrain pour le Patient #1.
ID patient Segments déficitaires ∆I∗max δ∗max A∗max ∆tmax Diagnostic visuel
#1 antérieur + septal ց ց ց ր antérieur
#2 antérieur + antéroseptal ց ց ց - antérieur
#3 inférieur + inférolatéral ց ց ց - inférieur
#4 antérieur + latéral ց ց ց - latéral
#5 inférieur + latéral ց ց ց - inférieur
#6 antérieur ց ց ց - antérieur
#7 antérieur + antéroseptal ց - ց - antérieur
#8 septal ց ց ց - septal
#9 inférieur + inférolatéral ց ց ց - inférieur
#10 antérieur ց ց ց - septal
Table 7.6 – Conclusions diagnostiques résultant de l’analyse semi-quantitative de la
perfusion myocardique vs. inspection visuelle chez les 10 patients étudiés.
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Figure 7.7 – Courbes de rehaussement estimées avant recalage (AvR), après recalage
(ApR) et via la vérité-terrain (VT) sur les segments pathologiques pour le Patient #1.
– finesse du myocarde, notamment en coupe basale (Patients #4 et #7), entraînant
une baisse du rapport signal-sur-bruit des mesures ;
– artefacts de susceptibilité magnétique, entraînant un hyposignal persistant au ni-
veau de territoires myocardiques sains (Patient #10) ;
– décalage entre injection du bolus et début de l’acquisition, induisant une réduc-
tion de la durée de la phase de pré-contraste, d’où un risque de sur-estimation de
l’instant t0 de début de la prise de contraste (Patient #3) ;
– déficit de perfusion segmentaire prédominant au sous-endocarde (Patients #8 et
#9). Le recours à un modèle de segmentation myocardique standardisé transmu-
ral 6 conduit alors à un biais de quantification important. Nous illustrons ce pro-
6. i.e. considérant le myocarde dans la totalité ou quasi-totalité de son épaisseur, depuis l’endocarde
jusqu’à l’épicarde.
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blème pour le Patient #8 en confrontant les mesures issues d’un modèle transmural
(Figure 7.21) à celles obtenues avec un modèle de segmentation à deux couches,
respectivement sous-endocardiques et sous-épicardiques (Figure 7.23). La réduc-
tion du biais de mesure par le choix d’une segmentation plus fine permet de révéler
l’atteinte perfusionnelle.
Les Figures (7.8-7.25) confrontent les territoires hypoperfusés identifiés visuellement
aux courbes de rehaussement et cartes d’indices de perfusion segmentaires estimées. Les
conclusions diagnostiques issues de l’analyse conjointe de ces indices sont résumées dans
le Tableau 7.6 en regard de l’interprétation visuelle du radiologue. On constate une
concordance parfaite avec l’avis qualitatif de l’expert sauf, sans surprise, pour le Patient
#10 pour qui l’interprétation des résultats de quantification n’étaient pas évidente. En
effet, les importants artefacts de texture sont à l’origine d’un hyposignal/rehaussement
fluctuant de l’intensité dans des régions myocardiques, avec incidence immédiate sur le
calcul du pic de contraste. Dans certains cas, l’approche quantitative permet en outre
d’affiner la localisation de l’atteinte perfusionnelle. Notons que l’utilité diagnostique de
l’indice ∆tmax ne semble pas toujours évidente, d’autant plus qu’il n’est pas influencé
par l’éventuel retard de perfusion sur les territoires déficitaires. La pente maximale du
rehaussement δmax , corrélée à ∆tmax , semble être souvent un meilleur indicateur de la
cinétique de transit du bolus.
7.4 Conclusion
Ce chapitre a mis en place un outil faiblement/non supervisé permettant d’évaluer
quantitativement la perfusion régionale du myocarde, en fournissant des indices cliniques
semi-quantitatifs calculés à partir d’un examen IRM-p en respiration libre préalablement
aligné. Cet outil procède en trois étapes : (i) segmentation des contours myocardiques,
(ii) estimation des courbes de premier passage segmentaires, et (iii) extraction des in-
dices de perfusion standards. La compensation des mouvements respiratoires permet de
réduire le problème de délimitation du cœur sur toutes les images à une segmentation
statique. L’information disponible sur l’ensemble de l’examen est néanmoins exploitée
lors de la phase d’initialisation fondée sur une classification spatio-temporelle. Ce point
constitue un élément clef de l’approche de segmentation proposée, et conditionnant pour
ses performances. Les courbes de rehaussement régionales natives sont ensuite ajustées
à un modèle analytique paramétrique heuristique, permettant de calculer de manière
robuste des indices de perfusion cliniques semi-quantitatifs pour chaque segment myo-
cardique. L’évaluation quantitative de l’irrigation du muscle cardiaque repose ensuite
sur une analyse comparative conjointe de ces indices, un territoire déficitaire étant ca-
ractérisé par une cinétique de passage du bolus retardée et/ou une prise de contraste
moins prononcée. Le diagnostic permet finalement de responsabiliser l’artère en cause
dans l’ischémie/infarctus.
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L’outil complet (sélection de ROI, recalage, segmentation et quantification) a été
appliqué à 10 examens IRM-p de premier passage présentant des pathologies ischémiques
à des localisations variées. Les résultats obtenus éclairent l’intérêt clinique de l’approche
de recalage par groupe proposée, avec laquelle un gain de précision de plus de 90% sur
les indices de perfusion estimés a été observé.
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Figure 7.8 – Etude de la perfusion myocardique chez le Patient #2. A gauche : territoires
ischémiques détectés visuellement (image #14/30) - A droite : courbes de rehaussement
segmentaires.
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Figure 7.9 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #2.
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Figure 7.10 – Etude de la perfusion myocardique chez le Patient #3. A gauche : terri-
toires ischémiques détectés visuellement (image #13/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.11 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #3.
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Figure 7.12 – Etude de la perfusion myocardique chez le Patient #4. A gauche : terri-
toires ischémiques détectés visuellement (image #17/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.13 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #4.
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Figure 7.14 – Etude de la perfusion myocardique chez le Patient #5. A gauche : terri-
toires ischémiques détectés visuellement (image #15/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.15 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #5.
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Figure 7.16 – Etude de la perfusion myocardique chez le Patient #6. A gauche : terri-
toires ischémiques détectés visuellement (image #9/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.17 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #6.
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Figure 7.18 – Etude de la perfusion myocardique chez le Patient #7. A gauche : terri-
toires ischémiques détectés visuellement (image #13/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.19 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #7.
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Figure 7.20 – Etude de la perfusion myocardique chez le Patient #8. A gauche : terri-
toires ischémiques détectés visuellement (image #12/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.21 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #8.
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Figure 7.22 – Etude de la perfusion myocardique chez le Patient #8 à l’échelle sous-
endocardique. A gauche : territoires ischémiques détectés visuellement (image #12/30)
- A droite : courbes de rehaussement segmentaires sous-endocardiques.
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Figure 7.23 – Cartographie en œil de bœuf des indices de perfusion segmentaires sous-
endocardiques estimés pour le Patient #8.
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Figure 7.24 – Etude de la perfusion myocardique chez le Patient #9. A gauche : terri-
toires ischémiques détectés visuellement (image #14/30) - A droite : courbes de rehaus-
sement segmentaires.
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Figure 7.25 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #9.
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Figure 7.26 – Etude de la perfusion myocardique chez le Patient #10. A gauche :
territoires ischémiques détectés visuellement (image #14/30) - A droite : courbes de
rehaussement segmentaires.
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Figure 7.27 – Cartographie en œil de bœuf des indices de perfusion segmentaires estimés
pour le Patient #10.
Conclusions et perspectives
C
ette thèse s’est intéressée à l’évaluation quantitative de la perfusion myocardique en
IRM de premier passage, dans le but d’élaborer un outil d’aide au diagnostic non
supervisé fournissant au spécialiste des éléments de décision objectifs à des fins cliniques
et thérapeutiques. Les défis applicatifs associés incluaient l’identification d’une région
d’intérêt cardiaque, la compensation des mouvements cardio-thoraciques consécutifs à
des pertes d’apnée ou intrinsèques à l’acquisition en respiration libre, et la segmentation
du muscle cardiaque. Les défis méthodologiques sous-jacents concernaient l’estimation de
mouvement et la segmentation de structures non rigides dans des séries d’images présen-
tant de fortes variations de contraste. Les réponses que nous avons apportées s’articulent
autour d’une idée centrale : exploiter l’information liée à la cinématique de transit de
l’agent de contraste dans les tissus pour discriminer les structures anatomiques et guider
le processus de recalage des données. Nos contributions ont été les suivantes :
1. élaboration d’une approche morphologique spatio-temporelle pour la détection d’une
ROI cardiaque ;
2. définition d’un cadre théorique générique pour le recalage statistique multi-attributs
ou multi-vues, instanciable à des problématiques d’alignement d’images ou de séries
d’images pour des scénarios par paire ou par groupe ;
3. identification de nouveaux estimateurs géométriques aux k plus proches voisins
des mesures d’information bivariées (IM, IM normalisée, information exclusive) et
multivariées (information d’interaction, multi-information) du cadre de Shannon,
et des α-informations bivariées et multivariées, consistants sur des espaces d’états
de dimension arbitraire ;
4. optimisation variationnelle sous forme analytique de ces estimateurs sur des espaces
de transformations spatiales régulières de dimension finie et infinie ;
5. étude expérimentale des performances des modèles de recalage résultants dans deux
contextes cliniques en IRM cardiaque :
(a) compensation des mouvements respiratoires en IRM-p par recalage par groupe
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sur un examen statique de référence, sur la base d’informations radiométriques
spatio-temporelles (courbes de rehaussement locales) ;
(b) estimation des déformations myocardiques en IRM de marquage par recalage
d’image paire-à-paire sur la base de primitives image composites, intégrant
informations radiométriques (intensité et valeurs extrémales de contraste di-
rectionnel) et géométriques (directions propres du tenseur de structure) ;
6. développement et évaluation préliminaire d’un outil non supervisé d’estimation des
indices de perfusion segmentaires, intégrant des modules de recalage non rigide et
de segmentation du myocarde par contour actif implicite, initialisé par classification
spatio-temporelle des courbes de rehaussement locales.
La mise en place d’un formalisme variationnel unifié de portée générale pour le reca-
lage statistique multi-attributs/vues d’images constitue la contribution centrale de cette
thèse. Notre travail s’est appuyé sur une analyse approfondie des problématiques d’es-
timation des mesures d’information sur des espaces d’état de grande dimension, qui a
permis d’éclairer les limitations des approches par resubstitution utilisées classiquement
pour évaluer ces mesures pour des variables aléatoires scalaires. Ces limitations sont liées
à la complexité intrinsèque du problème d’estimation de densité à partir d’échantillons de
taille restreinte (fléau de la dimension). Ce verrou théorique rend caduques les techniques
à noyaux et motive une remise en cause radicale de l’approche mathématique standard.
Il a été contourné en recourant à des estimateurs entropiques géométriques aux k plus
proches voisins, autorisant un calcul de l’entropie directement à partir des échantillons,
sans recours à un estimateur de densité intermédiaire. Les estimateurs kNN originaux
des mesures d’information que nous avons mis en évidence sont d’un intérêt immédiat
pour de nombreuses problématiques en traitement du signal et des images, soit du fait
de données natives de grande dimension, soit parce que des impératifs de précision et
de robustesse impliquent un enrichissement du contexte de décision par intégration de
primitives multiples et complexes issues des données. Nous avons démontré leur perti-
nence dans des contextes de recalage/fusion multi-attributs et multi-canal mono-modaux
avec fortes variations de contraste, et conjecturons leur adéquation à des problèmes d’ali-
gnement multi-modaux. D’autres champs restent à investiguer, en particulier la segmen-
tation d’images multi-attributs/multi-vues (nécessitant l’optimisation variationnelle des
estimateurs kNN sur des espaces de forme), et la classification multi-indices (indexation
multimédia, biométrie multi-indices, reconnaissance multi-modale d’objets . . . ).
De nombreuses perspectives d’approfondissement et de développements nouveaux
s’offrent ainsi à nos travaux dans des directions tant méthodologiques que cliniques :
 Perspectives méthodologiques
Elles concernent les aspects théoriques et algorithmiques du cadre de recalage mis en
place :
– optimisation des performances numériques, dans le but de parvenir à des implan-
tations suffisamment rapides pour être compatibles avec les exigences de la routine
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clinique. Cela passe, d’une part, par l’étude de schémas de descente plus efficaces,
les candidats a priori étant les méthodes de type Quasi-Newton et les algorithmes
de descente stochastiques de type Robbins-Monro ; et, d’autre part, par une opti-
misation matérielle de la recherche des voisins les plus proches par le biais d’une
implantation GPU ;
– couplage des problèmes de recalage et d’estimation paramétrique des courbes de
premier passage, afin d’évaluer l’impact de primitives plus régulières sur la vitesse
de convergence et la robustesse du processus d’alignement ;
– enrichissement des descripteurs de rehaussement par de l’information de contexte
spatial. Une option serait de recourir à des courbes de rehaussement non-ponctuelles
estimées sur des patchs d’extension prédéfinie centrés au pixel courant ;
– le cadre théorique mis en place permet d’envisager le recours à des descripteurs
complexes, générés par concaténation de multiples primitives image locales et/ou
non-locales. L’impact des corrélations inter-composantes sur les performances du
recalage demanderait à être précisément étudié, notamment en vue d’évaluer l’ap-
port de techniques de réduction de dimension et de sélection de variables dans le
but d’optimiser la complexité numérique des schémas.
 Perspectives cliniques
Des perspectives médicales, complémentaires à l’évaluation quantitative de la perfusion
du myocarde en IRM de premier passage mise en place, sont également tracées :
– étude comparative des performances du recalage avec d’autres méthodes notam-
ment celles provenant de logiciels de constructeurs d’IRM
– analyse quantitative de la perfusion myocardique en IRM de stress, la détection
visuelle de l’anomalie perfusionnelle à l’effort étant souvent problématique. La
confrontation des résultats de quantification sous stress à ceux au repos permet
en outre de renforcer la certitude diagnostique de l’ischémie éventuelle ;
– analyse de la perfusion myocardique en IRM de rehaussement tardif en vue de
mettre en évidence les zones d’infarctus par confrontation avec les résultats de
quantification en perfusion de premier passage : les territoires hypoperfusés ne pré-
sentant pas d’hypersignal tardif correspondent à des zones de myocarde déficitaires
a priori viables en cas de revascularisation.
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Annexe A
Rappels de morphologie
mathématique
L
a morphologie mathématique correspond à une technique non linéaire de traitement
du signal née dans les années 60 des travaux de G. Matheron et J. Serra. Depuis, elle
a pris une importance considérable notamment en traitement d’images pour l’extraction
d’attributs, la reconnaissance de forme et la détection d’objets ou de contours.
Ce chapitre n’est qu’une présentation sommaire de certaines notions de la morphologie
mathématique, inspirée principalement du mémoire de thèse de L. Vincent (Vincent,
1990) et de celui de C. Vachier (Vachier, 1995). Les lecteurs qui désireront approfondir
certains points pourront notamment se reporter aux ouvrages de référence en ce domaine :
les deux livres de J. Serra (Serra, 1982, (Ed.), 1988), ceux de G. Matheron (Matheron,
1975,Matheron, 1967) et le livre de Coster et Chermant (Coster et Chermant, 1985).
A.1 Morphologie binaire et numérique
Le formalisme adéquat pour la description des opérateurs morphologiques, pour les
images binaires, est la théorie des ensembles. Suffisant pour décrire ce type d’images, le
cadre de la théorie des ensembles devient inconvenable pour les images numériques en
niveaux de gris et doit être remplacé par le cadre de l’analyse fonctionnelle. Dans tout
ce qui suit nous désigons par ψ une transformation binaire ou numérique.
Morphologie binaire Dans le cas binaire, ψ agit sur des éléments de P(R2) (i.e. des
ensembles de R2). En pratique, on travaille sur des ensembles discrets, ψ : P(Z2) −→
P(Z2). Dans ce cas, la relation d’ordre est l’inclusion.
Morphologie numérique Dans le cas numérique, ψ : F −→ F agit sur des fonctions
de R2 dans R (ou de Z2 dans Z dans le cas discret). F désignera l’ensemble de ces
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x
t
f
sous-graphe de f
Figure A.1 – Sous-graphe d’une fonction f (Vachier, 1995).
fonctions (F = {f : R2 −→ R}). Dans ce cas, la relation d’ordre est la suivante :
∀f, g ∈ F , f ≤ g ⇔ ∀x ∈ R2, f(x) ≤ g(x) (A.1)
On définit le sous-graphe SG d’une fonction f ∈ F comme la partie de l’espace à trois
dimensions située en dessous du graphe de f (cf. Figure A.1). Plus précisément :
SG(f) = {(x, t) ∈ R2 × R, t ≤ f(x)} (A.2)
A.2 Propriétés des transformations morphologiques
Les transformations morphologiques sont dotées de propriétés importantes dont nous
rappelons dés à présent les définitions dans le cas binaire. Ces définitions s’étendent
aisément au cas numérique (Vachier, 1995,Vincent, 1990).
Extensivité ψ est dite extensive si et seulement si
∀X ∈ P(R2), X ⊆ ψ(X) (A.3)
Dans le cas contraire (ψ(X) ⊆ X), elle est dite anti-extensive.
Croissance ψ est dite croissante si et seulement si elle préserve les relations d’ordre
entre éléments :
∀X,Y ∈ P(R2), X ⊆ Y ⇒ ψ(X) ⊆ ψ(Y ) (A.4)
Dans le cas contraire (X ⊆ Y ⇒ ψ(Y ) ⊆ ψ(X)), ψ est dite décroissante.
Idempotence ψ est dite idempotente si, appliquer plusieurs fois ψ équivaut à l’appli-
quer une seule fois :
∀X ∈ P(R2), ψ(ψ(X)) = ψ(X) (A.5)
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Dualité ψ1 et ψ2 sont dites duales si et seulement si appliquer ψ1 à un ensemble X
équivaut à appliquer ψ2 au complémentaire Xc de X puis à complémenter le résultat
final :
∀X ∈ P(R2), ψ1(X) = (ψ2(Xc))c (A.6)
Homothopie ψ est dite homothopique si et seulement si elle est continue et réversible.
Dans ce cas, ψ conserve l’homothopie et ne crée ni détruit des particules.
A.3 Transformations morphologiques élémentaires
Elément structurant
Les opérateurs morphologiques travaillent sur le voisinage d’un point, appelé élément
structurant (E.S), de centre, de géométrie et de taille connus. Dans tout ce qui suit, un
élément structurant est noté par B, son transposé (i.e. son symétrique par rapport à
l’origine) par B˘, et son translaté au point x ∈ R2 par Bx.
Dans le cas numérique, deux types d’éléments structurants sont envisageables : (i) les
éléments plans qui peuvent être considérés comme une fonction constante et égale à zéro
sur leurs supports : B inclus dans R2× {0} (Vincent, 1990), (ii) les éléments volumiques
qui consistent à introduire une pondération de niveaux sur leurs supports : B inclus dans
R
2 × {R}. En pratique, on se limite très souvent à des éléments structurants plans.
A.3.1 Dilatation et érosion
La dilatation et l’érosion sont les opérateurs de base de la morphologie mathématique.
Elles sont à l’origine d’un très grand nombre de transformations plus élaborées (fonction
distance, squelette . . .). Considérons un ensemble X ⊂ P(R2) et un élément structurant
B. La dilatation de X par B (notée δB(X)) est l’union des points x de R2 tels que Bx
intersecte X :
δB(X) = {x ∈ R2, Bx ∩X 6= ∅} (A.7)
L’érosion de X par B (notée ǫB(X)) est l’ensemble des points x de R2 tels que Bx soit
entièrement inclus dans X :
ǫB(X) = {x ∈ R2, Bx ⊂ X} (A.8)
Dans le cas numérique, si B est un élément structurant plan, alors dilater une fonction
f par B revient à donner à tout point x ∈ R2 la valeur maximale de la fonction f dans
la fenêtre d’observation définie par B, lorsque B est centré en x :
δB(f)(x) = sup
y∈Bx
{f(y)} (A.9)
De la même manière, l’érosion de f par B en x ∈ R2 est définie par :
ǫB(f)(x) = inf
y∈Bx
{f(y)} (A.10)
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L’érosion et la dilatation vérifient les propriétés suivantes :
– érosion est anti-extensive, dilatation est extensive
– érosion et dilatation sont croissantes
– érosion et dilatation sont duales
– érosion et dilatation ne sont pas idempotentes
– érosion et dilatation sont irréversibles
A.3.2 Ouverture et fermeture
En morphologie mathématique, une ouverture est une opération croissante, anti-
extensive et idempotente. Parmi cette classe de transformations, les ouvertures morpholo-
giques (d’un ensemble X dans le cas binaire ou d’une fonction f dans le cas numérique)
par un élément structurant B, notée γB , sont définies à partir de la dilatation et de
l’érosion :
γB = δB˘ ◦ ǫB (A.11)
La fermeture par B, notée ϕB , est définie par :
ϕB = ǫB˘ ◦ δB (A.12)
L’ouverture et la fermeture morphologiques vérifient les propriétés suivantes :
– ouverture est anti-extensive, fermeture est extensive
– ouverture et fermeture sont croissantes
– ouverture et fermeture sont duales
– ouverture et fermeture sont idempotentes
– ouverture et fermeture sont irréversibles
– ouverture et fermeture ne sont pas homothopiques
Dans le cas numérique, l’ouverture appliquée à une image à niveaux de gris, fait dis-
paraître les pics de l’image (structures claires) et la fermeture les vallées (structures
sombres) et ceci selon un critère de taille et de forme déterminé par l’élément structurant
(cf. Figure A.2).
A.3.3 Filtres morphologiques
Un filtre morphologique est une transformation ψ croissante et idempotente. Les ou-
vertures et les fermetures sont des filtres morphologiques de base. D’une manière générale,
d’autres filtres morphologiques se construisent par combinaisons de fermetures et d’ouver-
tures de différentes tailles (Matheron, 1975). Deux types de combinaisons sont possibles :
compositions de filtres de base (par exemple. filtre alterné séquentiel ((Ed.), 1988)), et
combinaison de filtres de base par sup et inf (par exemple. centre morphologique ((Ed.),
1988)).
Les filtres morphologiques assurent les propriétés de lissage et sont particulièrement
intéressants dans tous les problèmes d’amélioration des images à teintes de gris.
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Figure A.2 – Ouverture et fermeture morphologiques (Vachier, 1995).
A.3.4 Résidus morphologiques
De manière générale, un résidu morphologique correspond à la différence arithmétique
entre deux transformations morphologiques ψ1 et ψ2. Parmi ces résidus, deux sont très
fréquemment utilisés : le gradient et la transformation appelée chapeau haut-de-forme.
Gradient morphologique
A partir de la dilatation et de l’érosion morphologique, on définit les gradients morpho-
logiques comme des résidus de ces transformations :
grad(f) = δB(f)− ǫB(f) (A.13)
Le gradient morphologique grad(f) est symétrique. De nombreuses variantes de cette
transformation existent. Il est par exemple possible de définir le gradient morphologique
à partir d’un couple d’éléments structurants quelconque. On définit ainsi le gradient par
dilatation et le gradient par érosion en considérant une des deux transformations ψ1 ou
ψ2 égale à l’identité :
grad+(f) = δB(f)− f (A.14)
grad−(f) = f − ǫB(f) (A.15)
Ces gradients sont non symétriques et sont généralement appelés gradient interne et
gradient externe respectivement (Vachier, 1995,Najman, 2008).
Chapeau haut-de-forme
On appelle transformation chapeau haut de forme (top hat), le résidu entre l’identité et
une ouverture :
HdFB(f) = f − γB(f) (A.16)
Appliquée à une image numérique à niveaux de gris f , cette transformation extrait les
résidus de l’ouverture de f , i.e. les zones claires et étroites (cf. Figure A.3). De manière
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Figure A.3 – Chapeau haut-de-forme (Vachier, 1995).
similaire, on peut extraire les zones sombres et étroites d’une image par le biais du
chapeau haut-de-forme conjugé, défini par :
HdF∗B(f) = ϕB(f)− f (A.17)
A.4 Distance géodésique
La distance géodésique dX : R2 × R2 −→ R associée à l’ensemble X ∈ P(R2) est la
borne inférieure des longueurs des chemins entre x et y dans X (s’il en existe) :
dX(x, y) = inf{l(Cx,y)} (A.18)
où Cx,y est le chemin de longueur l(Cx,y), reliant x à y dans X. Dans le cas où aucun
chemin d’extrémités x et y inclus dans X n’existe, on pose dX(x, y) = +∞ (Vincent,
1990). L’introduction d’une distance géodésique permet d’introduire la notion de boule
géodésique (notée BX(x, n)) de rayon n centrée en x ∈ X :
BX(x, n) = {y ∈ X, dX(x, y) ≤ n} (A.19)
A.5 Transformations géodésiques et reconstruction
La reconstruction géodésique consiste à reconstituer les composantes connexes d’un
ensemble X lorsque leur intersection avec les composantes connexes d’un second en-
semble M est non vide. L’ensemble de référence M est généralement appelé marqueur et
l’ensemble X masque géodésique (Vachier et Vincent, 1995,Meyer et al., 1997).
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A.5.1 Dilatation et érosion géodésiques
La dilatation géodésique de taille n (notée δ(n)X (Y )) d’un ensemble Y ∈ P(R2) inclus
dans un masque X est définie par :
δ
(n)
X (Y ) = δ
(1)
X ◦ δ(1)X ◦ · · · ◦ δ(1)X︸ ︷︷ ︸
nfois
(Y ) (A.20)
où δ(1)X est une dilatation géodésique unitaire (i.e. de taille 1). Cette dernière s’obtient
simplement en intersectant le dilaté euclidien de taille 1 de l’ensemble Y (δ1(Y )) avec
l’ensemble X.
δ
(1)
X (Y ) = δ1(Y ) ∩X (A.21)
L’érosion géodésique notée ǫ(n)X (Y ) s’obtient par dualité :
ǫ
(n)
X (X/Y ) = X/δ
(n)
X (Y ) (A.22)
où X/Y désigne la différence ensembliste.
Ces mêmes définitions s’étendent aisément au cas numérique. On peut dilater géodé-
siquement la fonction g : R2 −→ R par rapport à une fonction majorante f : R2 −→ R
de la manière suivante :
δ
(n)
f (g) = δ
(1)
f ◦ δ(1)f ◦ · · · ◦ δ(1)f︸ ︷︷ ︸
nfois
(g) (A.23)
δ
(1)
f (g) = inf{δ1(g), f} (A.24)
L’érosion numérique géodésique de f par rapport à g (g ≤ f) est définie de façon ana-
logue :
ǫ(n)g (f) = ǫ
(1)
g ◦ ǫ(1)g ◦ · · · ◦ ǫ(1)g︸ ︷︷ ︸
nfois
(f) (A.25)
ǫ(1)g (f) = sup{ǫ1(f), g} (A.26)
A.5.2 Reconstruction géodésique
Un des premiers intérêts de la dilatation géodésique est de permettre l’opération
dite de reconstruction. A partir d’un marqueur désignant en quelque sorte les objets
que l’on désire préserver, une dilatation géodésique de taille infinie (en pratique jusqu’à
idempotence) permettra de retrouver les particules marquées dans leur intégralité. La
reconstruction géodésique binaire (notée RX(M)) de l’ensemble masque X à partir d’un
ensemble marqueur M inclus dans X est définie par :
RX(M) = δ
(+∞)
X (M) = limn→+∞ δ
(n)
X (M) (A.27)
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Figure A.4 – Dilatation et reconstruction géodésiques numériques (Vachier, 1995).
Cette transformation s’étend aisément au cas numérique. On peut ainsi reconstruire (ou
partiellement reconstruire) une fonction f à partir d’une fonction marqueur g minorante
(g ≤ f) (cf. Figure A.4) :
Rf (g) = δ
(+∞)
f (g) = limn→+∞ δ
(n)
f (g) (A.28)
Par cette opération, seuls les pics de f marqués par g peuvent être totalement (ou
partiellement) reconstruits.
A.5.3 Extrema régionaux d’une fonction
maxima 
régionaux
Figure A.5 – Maxima régionaux d’une fonction.
Un maximum régional (resp. minimum régional) d’une fonction f est un sommet
de la surface topographique, i.e. une région connexe (mais pas forcément réduite à un
point) à partir de laquelle il n’est pas possible, partant d’un point quelconque de cette
région, de rejoindre un point de la surface d’altitude supérieure (resp. inférieure) par un
chemin jamais descendant (resp. montant) (Vincent, 1990) (cf. Figure A.5). Les maxima
régionaux de f sont obtenus à partir des résidus de la reconstruction géodésique de f par
f − 1 :
Rf = f −Rf (f − 1)
où Rf est l’indicatrice des maxima régionaux de f .
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A.6 Conclusion
On a essayé dans cet annexe de présenter un certain nombre d’opérateurs classiques
de la morphologie mathématique qu’il nous parait utile de rappeler dans cette thèse.
La majorité de ces opérateurs a été utilisée dans une méthode de sélection automatique
d’une région cardiaque d’intérêt en IRM de perfusion myocardique, décrite en détail dans
le chapitre 5.
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Annexe B
Estimateurs kNN des
informations multivariées
classiques
E
tant donnée une famille X = {Xj}1≤j≤m de VA vectorielles continues sur U ⊂ Rq,
nous nous intéressons ici à la dérivation d’estimateurs kNN des informations multiva-
riées du cadre de Shannon (Section 4.3) à partir d’un échantillon XΩ = (X1(x), . . . ,Xm(x))x∈Ω
d’observations i.i.d de la VA conjointe (X1, . . . ,Xm) sur l’espace d’état U m ⊂ Rmq.
Information d’interaction
L’estimateur entropique kNN bivarié (6.16) se généralise sans difficulté à une sous-famille
de VA Y ⊆ X de cardinal |Y| , connue via un sous-échantillon YΩ extrait de l’échantillon
initial XΩ :
Hknn(Y) = q|Y||Ω|
∑
x∈Ω
log ρYk (x) + ck,Ω(q|Y|) (B.1)
De la définition (4.43) découle alors immédiatement l’estimateur kNN consistant et
asymptotiquement sans biais de l’information d’interaction C(X1, . . . ,Xm) suivant :
Cknn(X1, . . . ,Xm) =
∑
Y⊆X
(−1)|X\Y|Hknn(Y) (B.2)
Multi-information
Par ailleurs, la construction formelle par resubstitution de l’estimateur Iknn(X,Y ) de l’IM
peut être généralisée à la multi-information (4.46). Partant de l’estimateur consistant
(4.67), nous injectons l’estimateur kNN de la densité multivariée de copule πX
1,...,Xm
suivant, défini via l’estimateur kNN de densité (6.14) :
πX
1,...,Xm
knn
(
X1(x), . . . ,Xm(x)
)
=
pX
1,...,Xm
knn
(
X1(x), . . . ,Xm(x)
)
pX
1
knn
(
X1(x)
)
. . . pX
m
knn
(
Xm(x)
) (B.3)
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qui généralise l’estimateur bivarié (6.18). En notant que :
pX
1,...,Xm
knn
(
X1(x), . . . ,Xm(x)
)
=
1
(|Ω| − 1) e−ψ(k)Vmq
(
ρX
1,...,Xm
k (x)
)mq
nous aboutissons à l’estimateur kNN de la multi-information suivant :
Iknn(X1, . . . ,Xm) =
q
|Ω|
∑
x∈Ω
log
ρX
1
k (x) . . . ρ
Xm
k (x)(
ρX
1,...,Xm
k (x)
)m + c′k,m(q) (B.4)
avec c′k,m(q) = log
(
Vqm
Vmq
(|Ω| − 1)m−1)− (m− 1)ψ(k) . Cet estimateur est consistant et
aysmptotiquement sans biais.
Annexe C
Estimateurs kNN des
α-divergences
N
ous dérivons ici des estimateurs kNN des α-divergences de Tsallis (4.27) et de Rényi
(4.30), définies à partir de l’intégrale Jα(X ‖ Y ) suivante (α > 0, α 6= 1) :
Jα(X ‖ Y ) =
∫
U
(
pX(x)
)α (
pY (x)
)1−α
dx
A cette fin, nous construisons un estimateur kNN de Jα(X ‖ Y ) par un raisonnement
formel analogue à celui utilisé pour les α-entropies. En remarquant tout d’abord que
Jα(X ‖ Y ) = EX
[(
pX
pY
)α−1]
, nous dérivons l’estimateur consistant et asymptotique-
ment sans biais de Jα(X ‖ Y ) suivant :
J ALα (X ‖ Y ) =
1
|Ω|
∑
x∈Ωd
(
pX
(
X(x)
)
pY
(
X(x)
))α−1
A partir l’estimateur de densité (6.22), nous construisons ensuite formellement un estima-
teur kNN
pXα,knn
pYα,knn
du ratio de densité p
X
pY
. En injectant cet estimateur dans J ALα (X ‖ Y ) ,
nous obtenons l’estimateur kNN de Jα(X ‖ Y ) suivant :
J knnα (X ‖ Y ) =
1
|Ω|
∑
x∈Ωd
( |Ω|
|Ω| − 1
[
ρ¯Yk (x)
ρXk (x)
]q )α−1
(C.1)
qui, sous des hypothèses faibles sur pX et pY , est consistant et asymptotiquement sans
biais. Par substitution de J knnα (X ‖ Y ) dans les définitions (4.27) et (4.30), nous obtenons
finalement des estimateurs kNN consistants des divergences de Rényi D ∗knnα (X ‖ Y ) et
d’Havrda-Charvát D knnα (X ‖ Y ) :
D ∗knnα (X ‖ Y ) =
1
α− 1 log J
knn
α (X ‖ Y ) (C.2)
D knnα (X ‖ Y ) =
1
α− 1
(
J knnα (X ‖ Y )− 1
)
(C.3)
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L’estimateur D knnα (X ‖ Y ) est de plus asymptotiquement sans biais.
Ces estimateurs convergent vers l’estimateur kNN de la divergence de Kullback-
Leibler (6.17) à la limite α→ 1 :
lim
α→1
D ∗knnα (X ‖ Y ) = DknnKL (X ‖ Y )
lim
α→1
D knnα (X ‖ Y ) = DknnKL (X ‖ Y )
Annexe D
Estimateurs kNN des
α-informations multivariées
E
tant donnée une famille X = {Xj}1≤j≤m de VA vectorielles continues sur U ⊂ Rq,
nous présentons maintenant des estimateurs kNN des informations multivariées gé-
néralisées (Section 4.3.2) à partir d’un échantillon XΩ = (X1(x), . . . ,Xm(x))x∈Ω d’ob-
servations i.i.d de la VA conjointe (X1, . . . ,Xm) sur l’espace d’état U m ⊂ Rmq.
α-information d’interaction
L’estimateur kNN (6.21) se généralise directement à une sous-famille de VA Y ⊆ X pour
laquelle on dispose d’un sous-échantillon YΩ extrait de l’échantillon initial XΩ :
J knnα (Y) =
1
|Ω|
∑
x∈Ω
(
ck,q|Y|,Ω(α)
[
ρYk (x)
]q|Y| )1−α
(D.1)
Par substitution, on en déduit des estimateurs kNN consistants des α-entropies de Rényi
H ∗knnα (Y) et de Tsallis H knnα (Y) d’expressions respectivement identiques à (6.23) et
(6.24). De la définition (4.48) résulte immédiatement l’estimateur kNN consistant de
l’α-information d’interaction de Rényi C∗α(X1, . . . ,Xm) suivant :
C ∗knnα (X
1, . . . ,Xm) =
∑
Y⊆X
(−1)|X\Y|H ∗knn(Y) (D.2)
Un estimateur kNN C knnα (X
1, . . . ,Xm) consistant et asymptotiquement sans biais de
l’α-information d’interaction de Tsallis s’obtient en utilisant H knnα (Y) dans (D.2).
Multi-α-information
Par ailleurs, la construction par resubstitution des estimateurs kNN des informations
de Rényi (6.28) et de Tsallis (6.29) peut être généralisée aux multi-informations de
Tsallis (4.50) et de Rényi (4.53). Ces mesures sont construites à partir de l’intégrale
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Jα(X
1, . . . ,Xm) définie par (4.51), dont un estimateur consistant et asymptotiquement
sans biais est :
J ALα (X
1, . . . ,Xm) =
1
|Ω|
∑
x∈Ω
(
πX
1,...,Xm
(
X1(x), . . . ,Xm(x)
))α−1
(D.3)
En substituant dans (D.3) l’estimateur kNN de la densité multivariée de copule πX
1,...,Xm
suivant, construit formellement via l’estimateur kNN de densité (6.22) :
πX
1,...,Xm
α,knn
(
X1(x), . . . ,Xm(x)
)
=
pX
1,...,Xm
α,knn
(
X1(x), . . . ,Xm(x)
)
pX
1
α,knn
(
X1(x)
)
. . . pX
m
α,knn
(
Xm(x)
) (D.4)
nous aboutissons à un estimateur kNN J knnα (X
1, . . . ,Xm) consistant et asymptotique-
ment sans biais de Jα(X1, . . . ,Xm) . En notant que :
pX
1,...,Xm
α,knn
(
X1(x), . . . ,Xm(x)
)
=
1
(|Ω| − 1)Ck(α)Vmq
(
ρX
1,...,Xm
k (x)
)mq
il vient :
J knnα (X
1, . . . ,Xm) =
1
|Ω|
∑
x∈Ω
(
c′k,q,m,Ω(α)
[
ρX
1
k (x) . . . ρ
Xm
k (x)(
ρX
1,...,Xm
k (x)
)m
]q)α−1
(D.5)
avec c′k,q,m,Ω(α) =
(
(|Ω|−1)Ck(α)
)m−1 Vmq
Vmq
. En substituant J knnα (X
1, . . . ,Xm) dans les
définitions (4.50) et (4.53), on aboutit à des estimateurs consistants I knnα (X
1, . . . ,Xm)
et I ∗knnα (X1, . . . ,Xm) des multi-α-informations de Tsallis et de Rényi, respectivement.
L’estimateur I knnα (X
1, . . . ,Xm) est de plus asymptotiquement sans biais.
Annexe E
Application à l’estimation des
déformations myocardiques en
IRM de marquage
L
e modèle de recalage informationnel en grande dimension proposé a été appliqué à
l’estimation dense des déformations myocardiques à partir d’examens IRM par mar-
quage tissulaire (IRM-t) (Petitjean, 2003). Ce problème est appréhendé via un recalage
multi-attributs par paire : à un niveau de coupe donné, chaque image de la séquence
IRM-t analysée est alignée sur la suivante (d = 1) sur la base de primitives image mul-
tiples, intégrées dans une VA de grande dimension. Spécifiquement, nous proposons de
piloter le recalage à l’échelle du pixel en intégrant des canaux d’information liés aux
propriétés (contraste et orientation) du motif de marquage :
– 3 attributs radiométriques locaux : le niveau de gris et les contrastes directionnels
maximum et minimum ;
– 2 attributs géométriques locaux : les directions de contraste maximum et minimum.
Le vecteur de primitives au pixel x ∈ Ω , de dimension D = 5, est donc formé de la
luminance et des valeurs et directions propres du tenseur de structure Jρ(x) de l’image
courante I :
Jρ(x) =
(
I2x ⋆ Gρ IxIy ⋆ Gρ
IxIy ⋆ Gρ I
2
y ⋆ Gρ
)
calculé à une échelle ρ égale à la demi-largeur du motif de marquage.
L’objectif poursuivi est d’évaluer l’apport en terme de précision d’un descripteur
directionnel de contraste vis-à-vis d’un modèle analogue exploitant le seul niveau de gris
décrit dans (Rougon et al., 2005b). En cohérence avec ces travaux antérieurs, nous avons
opté pour un espace de transformations régulières de dimension infinie, et un critère de
recalage associant une α-information de Tsallis (α = 1.2) et un stabilisateur géométrique
de type Nagel-Enkelmann. Les performances du modèle ainsi défini ont été évaluées sur
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D Base Médian Apex
1 0.73 ± 0.31 0.88 ± 0.51 1.53 ± 0.75
5 0.35 ± 0.22 0.42 ± 0.34 0.65 ± 0.59
Table E.1 – EQM (en pixels) entre déplacements estimés et vérité-terrain pour des
données IRM de marquage simulées, dans le cas de primitives de niveau de gris (D = 1),
et de primitives composites intégrant luminance et tenseur de structure (D = 5).
le corpus de données SPAMM utilisé dans (Rougon et al., 2005b).
L’inspection visuelle des champs de déplacement estimés révèle une amélioration no-
table des estimées de déplacement sur :
1. les parois endo- et épicardiques, où le signal de marquage connaît des problèmes
de localisation et d’atténuation de contraste importants,
2. l’intégralité du myocarde en fin de séquence, où le contraste du signal de marquage
est atténué.
Un exemple typique de champ des déplacement estimés à partir d’une paire d’images
consécutives d’un examen IRM de marquage est illustré sur la Figure E.1.
Ces constatations qualitatives ont été corroborées en étudiant les performances du
modèle sur des données IRM-t simulées, générées à partir d’examens IRM de marquage
naturels par déformation de leur première image par l’atlas statistique de déplacement
myocardique décrit dans (Petitjean et al., 2004) (vérité-terrain). La comparaison des
EQM entre vérité-terrain et champs de déplacement estimés mesurées sur l’ensemble du
corpus expérimental révèle un gain de précision de plus de 50% de l’approche multi-
attributs par rapport au recalage iconique classique (Tableau E.1).
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Figure E.1 – Estimation des déplacements intra-myocardiques en IRM de marquage par
recalage non rigide multi-attributs (incidence petit-axe - coupe médiane).
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