On kernel-less clique-acyclic orientations of minimally imperfect graphs  by Sakuma, Tadashi
Discrete Applied Mathematics 115 (2001) 209–219
On kernel-less clique-acyclic orientations of minimally
imperfect graphs
Tadashi Sakuma
Department of Advanced Social and International Studies, Graduate School of Arts and Sciences,
The University of Tokyo, 3-8-1 Komaba, Meguro-ku, Tokyo 153-8902, Japan
Received 24 June 1999; received in revised form 5 October 2000; accepted 25 October 2000
Abstract
In this paper we will show some properties of the kernel-less clique-acyclic orientations of min-
imally imperfect graphs and discuss some relation between these properties, Berge and Duchet’s
Conjecture about kernel-solvability and the Strong Perfect Graph Conjecture. Especially, we will
give a new equivalent formalization of the SPGC by using the concept unique fractional kernel.
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1. Minimally imperfect graphs and their kernel-less clique-acyclic orientations
In this paper, a graph is assumed to be 9nite and free of loops. A vertex-set of
a graph and its characteristic vector are considered to be identical. 〈x; y〉 denotes the
inner-product of these two vectors x and y.
Let G=(V; E) be a graph, X an arbitrary subset of V . Then G[X ] denotes the
subgraph of G induced by X .
The in-neighborhood, I(v), of a vertex v in a digraph D=(V; A) is v together with
the set of all vertices sending an arc to v, i.e., vertices u such that
→
uv∈A. If u∈ I(v)
then we say that u sees v. A subset of V is called dominating if it meets I(v) for every
v∈V . A set of vertices is called an independent set if no two distinct elements in it are
connected by an arc (edge). On the contrary, a set of vertices is called a clique if every
two distinct elements in it are connected by an arc (edge). We shall allow bi-directed
arcs (i.e., pairs of oppositely directed arcs), in a digraph.
↔
uv (≡ →uv ∪ ←uv) denotes a
bi-directed arc whose end-vertices are u and v. An arc
→
uv is called irreversible if
↔
uv
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is not an arc of the graph. A kernel in D is an independent and dominating set of
vertices.
For a graph G; !(G) denotes the cardinality of its maximum clique which is called
the clique number of G. (G) denotes the cardinality of its maximum independent set
which is called the independence number of G.
A proper k-coloring (or proper k-coloration) of a graph G is a partition of the
vertices V (G)=V1 + V2 + · · ·+ Vk such that each Vi is an independent set. Then, for
each i, the independent set Vi is called a color class of the proper k-coloring of G.
A graph G is k-colorable if G has a proper k-coloring.
An orientation  of an undirected graph G is the replacement of every edge by
either an irreversible arc or a bi-directed arc. Then we will use (G) to denote the
resulting digraph. A directed cycle in an orientation of a graph is called proper if all of
its arcs are irreversible. An orientation of a graph containing no proper cycle is called
acyclic. An orientation of a graph in which no clique contains a proper cycle is called
clique-acyclic. A graph is called kernel solvable if every clique-acyclic orientation of
it has a kernel. A graph G is called perfect if every induced subgraph GA of G is
!(GA)-colorable.
It is not diHcult to show that, if a graph is kernel solvable, then its every induced
subgraph is also kernel solvable. Thus, both kernel solvability and perfectness are the
so-called hereditary properties. Furthermore, Berge and Duchet conjectured [2] that a
graph is perfect if and only if it is kernel solvable. Boros and Gurvich proved one
direction of the conjecture, namely:
Theorem 1 (Boros and Gurvich [3]). A perfect graph is kernel solvable.
Quite recently, Aharoni and Holzman [1] gave an excellent short proof to the above
statement by using a fractional counterpart of the notion of kernel, as follows:
A non-negative function f on V is called fractionally dominating if 〈f; I(v)〉=1
holds for every vertex v. If, for every vertex v, we can also 9nd some clique K
contained in I(v) such that 〈f;K〉=1 holds, then f is called strongly dominating.
A non-negative function f on V is called fractionally independent if 〈f;K〉51 holds
for every clique K . A fractional kernel is a function on V which is both fractionally
independent and fractionally dominating. In case that it is also strongly dominating, it
is called a strong fractional kernel.
Then Aharoni and Holzman proved the following two theorems:
Theorem 2 (Aharoni and Holzman [1]). Every clique-acyclic digraph has a strong
fractional kernel.
Theorem 3 (Aharoni and Holzman [1]). An orientation of a perfect graph has a ker-
nel if and only if it has a strong fractional kernel.
Clearly Theorem 1 can be easily obtained from the above two theorems.
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Note that the proof of Theorem 2 in [1] is also an implicit proof of a slightly
stronger statement explained below.
A set of maximal cliques of a graph G=(V; E) is called a vertex-cover of G if, for
every vertex v of G, there exists an element of the set which contains v. Let  be an
orientation of G, Q a vertex-cover of G. Then,  is called pseudo-clique-acyclic on Q,
if no element of Q contains a proper cycle of (G). A non-negative function f on V
is called fractionally pseudo-independent on Q if 〈f;Q〉51 for every element Q of
Q. A non-negative function f on V is called strongly dominating on Q if, for every
vertex v of G, I(v) contains a subclique Q′ of an element Q of Q for which 〈f;Q〉¿
〈f;Q′〉=1 holds. A fractional pseudo-kernel on Q of (G) is a function on V which
is both fractionally pseudo-independent on Q and fractionally dominating. In case that
it is also strongly dominating on Q, it is called a strong fractional pseudo-kernel on Q.
The proof of Theorem 2 in [1] implicitly contains a proof of the following.
Theorem 4. For each vertex-cover Q of a graph G and a pseudo-clique-acyclic ori-
entation  on Q of G; (G) has a strong fractional pseudo-kernel on Q.
Now it is natural to wish to 9nd a fractional counterpart of the other (unresolved)
direction of Berge and Duchet’s Conjecture. Actually, one can reformulate this direction
as follows.
Conjecture 1. Every minimally imperfect graph G has a kernel-less clique-acyclic
orientation which has a unique strong fractional kernel.
Note that it is not diHcult to prove, by combining Theorem 2 and several well-known
properties of minimally imperfect graphs (see Lemma 1), that every kernel-less clique-
acyclic orientation  of a minimally imperfect graph G should have a unique strong
fractional kernel f((G)) and
f((G))=
(
1
!(G)
;
1
!(G)
; : : : ;
1
!(G)
)
∈R|V (G)|+ :
Now, if every minimally imperfect graph has a clique-acyclic orientation mentioned
in the above conjecture, then, from the de9nition of Kernel-solvability, it cannot be
kernel-solvable anymore. And hence, the other (unresolved) direction of the Berge and
Duchet’s Conjecture is implied by the above conjecture.
On the other hand, the following famous conjecture (the Strong Perfect Graph Con-
jecture (SPGC)) also implies Berge and Duchet’s Conjecture.
The Strong Perfect Graph Conjecture. A graph G is minimally imperfect if and only
if it is a chord-less odd-cycle which has at least 5 vertices or its complement.
Thus it is interesting if the relation (gap) between the assumption in Conjecture 1 and
SPGC can be clear. Especially, 9rst we should clarify what properties of a minimally
imperfect graph can be deduced from the existence of its kernel-less clique-acyclic
orientation.
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Under this motivation, the author introduces the following conjecture.
Conjecture 2. Let G be a minimally imperfect graph. Then G has a kernel-less
pseudo-clique-acyclic orientation  on some vertex-cover Q of G so that (G) has a
fractional kernel which is a unique fractional pseudo-kernel on Q.
Our main goal in this paper is to show that the above conjecture is equivalent to
the Strong Perfect Graph Conjecture.
A graph G is called partitionable if |V (G)|= (G)!(G) + 1, and for arbitrary
v∈V (G), G − v can be partitioned both into (G) “!(G)-cliques” and into !(G)
“(G)-independent sets”. LovPasz [6] proved that every minimally imperfect graph is
partitionable. Note that the converse statement is not true in general.
For partitionable graphs, the following good characterization is known. This char-
acterization of partitionable graphs is called “Padberg’s conditions”. For its proof, see
[7] or [8].
Theorem 5 (LovPasz [7]). A graph G is partitionable graph if and only if the following
8 conditions (so-called Padberg’s conditions) hold for G.
(1) |V (G)|= (G) · !(G) + 1.
(2) Every vertex is in exactly !(G) “!(G)-cliques”.
(3) Every vertex is in exactly (G) “(G)-independent sets”.
(4) G−v can be partitioned into (G) “!(G)-cliques”; for arbitrary v∈V (G). Moreover;
this partition is uniquely determined for each v.
(5) G−v can be partitioned into !(G) “(G)-independent sets”; for arbitrary v∈V (G).
Moreover; this partition is uniquely determined for each v.
(6) G has exactly |V (G)| “!(G)-cliques”.
(7) G has exactly |V (G)| “(G) -independent sets”.
(8) The !(G)-cliques and (G)-independent sets can be indexed K1; K2; : : : ; K|V (G)| and
S1; S2; : : : ; S|V (G)|; respectively; so that |Ki∩Sj|=1−ij; where ij is the Kronecker
delta.
First we will prove the following.
Let G be a simple undirected graph,  an orientation of G, K a clique of (G).
Then a vertex v in K is called a minimal element of K in (G) if, ∀u∈K \{v}, either
→
uv or
↔
uv is an arc of (G).
Theorem 6. Let G be a partitionable graph. And suppose  is a pseudo-clique-acyclic
orientation on some vertex-cover Q of G so that (G) has a fractional kernel
f((G)):=
(
1
!(G)
;
1
!(G)
; : : : ;
1
!(G)
)
∈R|V (G)|+
which is a unique fractional pseudo-kernel on Q. Then;
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(1) Every !(G)-clique K of (G) contains a unique minimal element vK .
(2) For every vertex v∈V (G); there exists a unique !(G)-clique K(v) of (G) con-
taining v as its unique minimal element.
(3) Q contains all !(G)-cliques of G.
(4) For every vertex v∈V (G); (G− v) has a unique kernel S(K(v)); where S(K(v))
denotes a unique (G)-independent set for which K(v) ∩ S(K(v))= ∅ holds.
In order to prove this theorem, we will use the following well-known lemma.
Lemma 1 (LovPasz [7]). For an arbitrary partitionable graph G; there exists a unique
fractional independent set I∗ such that; for every !(G)-clique K; 〈I∗; K〉=1 holds.
Moreover;
I∗=
(
1
!(G)
;
1
!(G)
; : : : ;
1
!(G)
)
∈R|V (G)|+ :
Furthermore; if G is also minimally imperfect; then I∗ is the only non-integral vertex
(minimal face) of its fractionally independent set polytope P(AG):={x∈R|V (G)|+ |AGx
51}; where AG denotes a maximal-clique matrix of G (i.e.; a m|V (G)|-matrix whose
m rows are the incidence vectors of all maximal cliques of G; ) and 1 denotes the
vector of all ones; respectively.
Next we prove the following lemma which plays a key role in this paper.
Lemma 2. Let {v1; v2; : : : ; v|V (G)|} be the set of all vertices of a simple undirected
graph G. Now suppose that  is a pseudo-clique-acyclic orientation on a vertex-cover
Q of G such that; ∀vi ∈V (G); (G− vi) has a kernel S(vi) while (G) has no kernel.
Then
I∗:=
1
|V (G)| − 1
|V (G)|∑
i=1
S(vi)
is a fractional pseudo-kernel on Q of (G). Moreover; if a clique Q∈Q satis8es
〈I∗; Q〉=1; then Q has a unique minimal element.
Proof of Lemma 2. I∗ turns out to be a fractional pseudo-kernel on Q of (G), as
follows: For every vertex v of (G), exactly |V (G)| − 1 elements of {S(v1); S(v2); : : : ;
S(v|V (G)|)} see v, and hence I∗ must be a fractionally dominating set of (G). Now
suppose that, for some clique Q∈Q, all of the elements of {S(v1); S(v2); : : : ; S(v|V (G)|)}
intersect Q. Then, since (G[Q]) is acyclic, Q contains a vertex vi such that all vertices
in Q \ {vi} of (G) see vi. In particular, ∅ = S(vi) ∩Q sees vi, and hence S(vi) is not
only a kernel of (G − vi) but also a kernel of (G) itself. It is a contradiction. It
means that for every clique Q∈Q, at least one element of {S(v1); S(v2); : : : ; S(v|V (G)|)}
cannot intersect Q. And hence, for every clique Q∈Q, 〈(|V (G)|−1)I∗; Q〉5|V (G)|−1
holds, that is, I∗ must be fractionally pseudo-independent on Q. Thus, I∗ must be a
fractional pseudo-kernel on Q of (G).
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Now let K be an element of Q such that 〈I∗; K〉=1 holds. And suppose that K has
two distinct minimal elements x and y. Then K ∩ S(x)=K ∩ S(y)= ∅ implies that at
most |V (G)| − 2 independent sets in {S(v1); S(v2); : : : ; S(v|V (G)|)} intersect K . Hence
we obtain 〈I∗; K〉5(|V (G)| − 2)=(|V (G)| − 1)¡1, which is a contradiction. Thus, if a
clique K ∈Q satis9es 〈I∗; K〉=1 then K has a unique minimal element.
Proof of Theorem 6. Let {v1; v2; : : : ; v|V (G)|} denote the set of vertices of G. From The-
orem 4, f((G)) turns out to be a strong fractional pseudo-kernel on Q of (G). The
de9nition of a strong fractional pseudo-kernel implies that, for each vi ∈V (G), I(vi)
contains a clique K ′(vi) ∼ (⊆ K(vi)∈Q) containing vi for which 16〈f((G)); K ′(vi)〉
6〈f((G)); K(vi)〉=1. This implies that, for every vertex vi ∈V (G), K ′(vi)=K(vi)
must be an !(G)-clique of G. Therefore, we have proved (1) and (2) of the Theorem
by combining Lemma 2 and (6) of Theorem 5. Since vi is a unique minimal element
of K(vi), we have K(vi) =K(vj) if i = j. Let K:={K(v1); K(v2); K(v3); : : : ; K(v|V (G)|)}.
Note that clearly K j Q and K is the family of all !(G)-cliques of G. Hence we
have proved (3) of the Theorem. Then since S(K(vi)) intersects all of the !(G)-cliques
of G except for K(vi), every vertex of (G) except for vi is seen by some ver-
tex of S(K(vi)), (let us say “The vertex is seen by S(K(vi)).”, for short.), that is,
S(K(vi)) must be a kernel of (G − vi) for all i. Moreover, from (8) of Theo-
rem 5, S:={S(K(v1)); S(K(v2)); : : : ; S(K(v|V (G)|))} turns out to be the family of all
(G)-independent sets of G.
Now let I∗:=[1=(|V (G)|−1)]∑|V (G)|i=1 S(K(vi)). From (1) and (3) of Theorem 5, I∗=
f((G)).
Suppose that there exists an i such that (G − vi) has a kernel S = S(K(vi)). Let
us de9ne I∗∗:=I∗ − [1=(|V (G)| − 1)](S(K(vi)) − S). Lemma 2 implies that I∗∗ is a
fractional pseudo-kernel on Q of (G). However, clearly I∗∗ = I∗=f((G)), which
contradicts the assumption that (G) has a unique fractional pseudo-kernel on Q. It
means that, for every vertex v∈V (G), (G − v) has a unique kernel S(K(v)). Thus
we have proved (4) of the Theorem.
Then, from the above theorem, we have the following.
Corollary 1. Let G be a minimally imperfect graph. And suppose G has a kernel-less
pseudo-clique-acyclic orientation  on some vertex-cover Q of G so that (G) has a
fractional kernel f((G)) which is a unique fractional pseudo-kernel on Q. Then;
(1) f((G))= (1=!(G); 1=!(G); : : : ; 1=!(G))∈R|V (G)|+ :
(2) Every !(G)-clique K of (G) contains a unique minimal element vK .
(3) For every vertex v∈V (G); there exists a unique !(G)-clique K(v) of (G) con-
taining v as its unique minimal element.
(4) Q contains all !(G)-cliques of G.
(5) For every vertex v∈V (G); (G− v) has a unique kernel S(K(v)); where S(K(v))
denotes a unique (G)-independent set for which K(v) ∩ S(K(v))= ∅ holds.
Proof of Corollary 1. Since the fractional kernel f((G)) is also a unique fractional
pseudo-kernel on Q; we have from Theorem 4 that it is also a strong fractional
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pseudo-kernel on Q of G. And hence it turns out to be a strong fractional kernel of G.
Combining this fact and Lemma 1, we have that f((G))= (1=!(G); 1=!(G); : : : ; 1=!
(G))∈R|V (G)|+ , which prove (1) of the Corollary.
Then, we can apply Theorem 6 to G, and hence the proof of (2), (3), (4) and (5)
of the Corollary will be deduced.
Now, we will show the main result of this section.
Theorem 7. Let G be a minimally imperfect graph. And suppose that G has a
kernel-less pseudo-clique-acyclic orientation  on some vertex-cover Q of G so that
(G) has a fractional kernel f((G)) which is a unique fractional pseudo-kernel on
Q. Then; G is either a chord-less odd cycle with at least 5 vertices or its complement.
In the proof of this theorem, we will use two lemmas. First we will prove the
following.
Lemma 3. Let G be a partitionable graph. And suppose that G has a kernel-less
pseudo-clique-acyclic orientation  on some vertex-cover Q of G so that (G) has a
fractional kernel
f((G)):=
(
1
!(G)
;
1
!(G)
; : : : ;
1
!(G)
)
∈R|V (G)|+
which is a unique fractional pseudo-kernel on Q. Then; for each vertex v of G; I(v)
is an !(G)-clique of G. Furthermore; for each u; v∈V (G); I(u)= I(v) if and only if
u= v.
Proof of Lemma 3. Let v be an arbitrary vertex of (G). Then from Theorem 6, (G−
v) has a unique kernel S(K(v)), where S(K(v)) denotes a unique (G)-independent set
for which K(v) ∩ S(K(v))= ∅ holds. Thus, for every real number t satisfying 05t51
and for every vertex u of G−v, 〈t ·S(K(v))+(1−t)·f((G)); I(u)〉=1 holds. Moreover,
since (G) is kernel-less, 〈S(K(v)); I(v)〉=0 holds. Thus, if 〈f((G)); I(v)〉  1, then
there exists a non-zero positive real number T less than 1 so that 〈T · S(K(v)) + (1−
T ) · f((G)); I(v)〉=1 holds. It means that T · S(K(v)) + (1 − T ) · f((G)) also a
fractional kernel of (G), which contradicts the assumption that f((G)) is a unique
fractional pseudo-kernel on Q. Thus, for each vertex v of G, 〈f((G)); I(v)〉=1, and
hence, from (2) of Theorem 6, I(v) must be an !(G)-clique of G. Furthermore, using
(1) and (2) of Theorem 6, we can easily obtain that, for each u; v∈V (G), I(u)= I(v)
if and only if u= v.
Next, we will prove the following.
Lemma 4. Let G be a partitionable graph;  be an orientation of G so that; for every
!(G)-clique Q of (G); (G)[Q] is acyclic. And suppose that; for each vertex v of
(G); I(v) is an !(G)-clique; and that; for each u; v∈V ((G)); I(u)= I(v) if and
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only if u= v. Then G has either a chord-less odd cycle with at least 5 vertices or its
complement as its (not necessarily proper) induced subgraph.
Proof of Lemma 4. Let u0 be an arbitrary vertex of V ((G)). Then, since I(u0) is
an !(G)-clique of G; (G)[I(u0)] is acyclic, and it means that (G)[I(u0) − u0]
has a minimal element v0. Hence I(u0) − u0 $ I(v0). And since u0 = v0; we have
I(u0) = I(v0). Hence (G) has a vertex u1 such that I(u0) − u0 + u1 = I(v0). Then
obviously, u0 = u1 = v0.
If a graph H has two non-adjacent (adjacent, resp.) pair of vertices (p; q) and an
(!(H) − 1)-clique X (((H) − 1)-independent set Y , resp.) such that both of p + X
and X + q are !(H)-cliques (p + Y and Y + q are (H)-independent sets, resp.) of
H , then this pair (p; q) is called a critical non-edge (critical edge, resp.) of H .
In the above manner, the pair (u0; u1) is a critical non-edge of G. In the same
way, (G)[I(u1)− u1] has a minimal element v1, and (G) has a vertex u2 such that
I(u1)− u1 + u2 = I(v1). Particularly, u1 = v1 and (u1; u2) is again a critical non-edge of
G. If v1 = v0, then (G) has a bi-directed arc
←→
u1v1, and it means that I(u1) has two
distinct minimal elements u1 and v1, which contadicts our assumption. Hence v0 = v1.
u0 = v1 is clear because (u0; u1) is a non-adjacent pair of (G) while (u1; v1) is an
arc of (G). Thus all of the four vertices {u0; v0; u1; v1} are distinct from each other.
Hence all of the four !(G)-cliques {I(u0); I(v0); I(u1); I(v1)} are also distinct from
each other. Particularly, I(u0)− u0 = I(v0)− u1 = I(u1)− u1 = I(v1)− u2.
Note that there are a lot of well-known facts about critical edges and non-edges of
partitionable graphs. Here we use one of such facts.
Fact 1. Let H be a partitionable graph. Then H cannot have two distinct (!(H) −
1)-cliques X and Y and a critical non-edge (p; q) so that all of p + X; X + q; p +
Y; Y + q are !(H)-cliques of H .
Proof of Fact 1. Suppose that a partitionable graph H has two distinct (!(H) − 1)-
cliques X and Y and a critical non-edge (p; q) so that all of p+X , X +q, p+Y , Y +q
are !(H)-cliques of H . Then, because X and Y are distinct and |X |= |Y |, we can 9nd
at least one vertex r ∈X \Y . From (5) of Theorem 5, H−r can be partitioned into !(H)
“(H)-independent sets” and this partition of V (H−r) is uniquely determined. (In other
words, H−r is uniquely !(H)-colorable.) It is easy to see that this “(H)-independent
set”-partition of H−r has a unique element (color class) S(p+X ) disjoint from p+X .
Moreover, (8) of Theorem 5, S(p+X ) is a unique independent set of H disjoint from
p+X . In the same way, H has a unique independent set S(X +q) disjoint from X +q,
and it is another element (color class) of this partition. Then since X − r intersects
all elements (color classes) of this partition except for S(X + q) and S(p + X ), we
have that p∈ S(X + q) and q∈ S(p + X ). However, since p + Y + q ⊂ V (H − r),
both p and q must be contained in the same color class of this partition. It is a
contradiction.
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By using the above Fact 1, we have u0 = u2. Moreover, in the same way, we can 9nd
a sequence of vertices of V (G) {p0; p1; : : : ; pk−1; pk =p0} such that each (pi; pi+1) is
a critical non-edge of G and (pi; pi−1) =(pi; pi+1) with subscript arithmetic modulo
k(=3).
A graph H is called “Chv;atal’s rainbow-colored graph C!(H)−1(H)!(H)+1”, if H is the
graph with vertices v0; v1; : : : ; v!(H)(H) such that vi is adjacent to vj if and only if
|i − j|5!(H)− 1, with subscript arithmetic modulo (H)!(H) + 1.
Then, we introduce another well-known fact implicitly proven by Giles et al., in [5].
Fact 2. Let G be a partitionable graph. And suppose that G has a sequence of
vertices {p0; p1; : : : ; pk−1; pk =p0} such that each (pi; pi+1) is a critical non-edge
(each (pi; pi+1) is a critical edge; resp.) of G and (pi; pi−1) =(pi; pi+1) with subscript
arithmetic modulo k(=3). Then k = (G)!(G)+1 holds and G contains the spanning
subgraph C!(G)−1(G)!(G)+1.
On the other hand, in our situation, I(v) is an !(G)-clique for every v∈V ((G)).
Thus, for every edge of G, G has at least one !(G)-clique containing both of its
endpoints at the same time. Combining this and the above Fact 2, G turns out to be
C!(G)−1(G)!(G)+1 itself.
If (G)53 or !(G)53, then since it is well-known that the Strong Perfect Graph
Conjecture is valid for such graphs, and hence G must have either a chord-less odd
cycle with at least 5 vertices or its complement as its induced subgraph.
If (G)=4 and !(G)=4, then we can show the existence of a chord-less odd cycle
with at least 5 vertices in G ≡ C!(G)−1(G)!(G)+1, as follows: Actually, we can always 9nd
a chord-less cycle C as a proper induced subgraph of G so that C contains the path
v0v!(G)−1v2(!(G)−1)v3(!(G)−1)v4(!(G)−1). If C is odd, then we have done. Otherwise, we
can 9nd the following new chord-less odd cycle C′:=(C\{v!(G)−1v2(!(G)−1)v3(!(G)−1)})∪
{v!(G)−1v!(G)v2!(G)−1v3(!(G)−1)} as a proper induced subgraph of G.
Proof of Theorem 7. From (4) of Corollary 1. we obtain that, for every !(G)-clique
Q of G, (G)[Q] is acyclic. Moreover, by combining Corollary 1 and Lemma 3,
we obtain that, for every vertex v of G, I(v) is an !(G)-clique of G and, for each
u; v∈V ((G)), I(u)= I(v) if and only if u= v. Then we can apply Lemma 4 to G to
complete the proof.
From Theorem 7, we have the following:
Theorem 8. Conjecture 2 is a=rmative if and only if the Strong Perfect Graph Con-
jecture is a=rmative.
Proof of Theorem 8. Let V :={v0; v1; : : : ; v2m} (25m) is the vertex-set of a graph G
which is either a chord-less odd-cycle with at least 5 vertices or its complement. Then,
put an orientation
←
vivj on an existent edge of G, if and only if 15 j − i5m or
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m + 15i − j52m holds. Then the resulting orientation of G satis9es the assumption
of Conjecture 2. Hence, if the Strong Perfect Graph Conjecture is aHrmative then
Conjecture 2 is also aHrmative. On the other hand, if Conjecture 2 is aHrmative then,
from Theorem 7, the Strong Perfect Graph Conjecture is obviously aHrmative.
2. Kernel-less clique-acyclic orientations of minimally non-kernel-solvable graphs
If Conjecture 2 is true, then all minimally non-kernel-solvable graphs are obvi-
ously minimally imperfect graphs. Now, let G be a minimally non-kernel-solvable
graph which has a kernel-less pseudo-clique-acyclic orientation  on a vertex-cover
Q of G such that (G) has a fractional kernel f((G)) which is a unique fractional
pseudo-kernel on Q. Then, it will be natural to ask whether G is also minimally im-
perfect or not.
Here we have the following partial answer to the above question.
Theorem 9. Let G be a minimally non-kernel-solvable graph which has a kernel-less
clique-acyclic orientation  such that (G) has a unique fractional kernel f((G)).
Then; G is either a chord-less odd-cycle C2n+1 (25n) or the compliment of C7 (C7).
In order to prove the above theorem, we use the following theorem in [4].
Theorem 10 (Gasparian [4]). Let G be a graph which has at least 4 vertices. Then G
is partitionable if and only if G has a family of |V (G)| cliques K:={K1; K2; K3; : : : ;
K|V (G)|} and a family of |V (G)| independent sets S:={S1; S2; S3; : : : ; S|V (G)|} so that
Ki ∩ Sj =1− ij; where ij is the Kronecker delta.
Proof of Theorem 9. Clearly, G must have at least 4 vertices. Let V (G):={v1; v2; v3; : : : ;
v|V (G)|}. From Theorem 2, f((G)) is a strong fractional kernel of (G). Thus, for
each vertex vi of V (G), (G) has a clique K(vi) whose minimal element is vi so that
〈f((G)); K(vi)〉=1.
Now, since G is minimally non-kernel-solvable, (G − vi) has a kernel S(vi) for
each i. Then, from Lemma 2, we have that
(|V (G)| − 1)f((G))=
|V (G)|∑
i=1
S(vi):
Moreover, since f((G)) is the only fractional kernel of (G), the family of inde-
pendent sets S:={S(v1); S(v2); S(v3); : : : ; S(v|V (G)|)} will be uniquely determined. In
particular, S(vi) is a unique kernel of (G − vi) for each i. On the other hand,
|V (G)| − 1 = 〈(|V (G)| − 1)f((G)); K(vi)〉
=
〈|V (G)|∑
h=1
S(vh); K(vi)
〉
:
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And hence, for each i, K(vi) intersects exactly |V (G)| − 1 elements of S. Since S(vi)
is a kernel of (G − vi) while it cannot be a kernel of (G) itself, S(vi) ∩ K(vi)= ∅
obviously holds for each i. Thus, Theorem 10 implies that G is a partitionable graph
and S is the family of all (G)-independent sets of G. Then, from Lemma 2 f((G))
is uniquely determined as follows:
f((G))=
(
1
!(G)
;
1
!(G)
; : : : ;
1
!(G)
)
∈R|V (G)|+ :
Then, we can apply Theorem 6, Lemmas 3 and 4 to G, and hence G turns out to
be either a chord-less odd cycle C2n+1 (25 n) or its complement C2n+1 (25 n) or
G has a C2n+1 (25n) or C2n+1 (25n) as its proper induced subgraph. Since G is
minimally non-kernel-solvable, it contains neither a C2n+1 (25n) nor C2n+1 (25n)
as its proper induced subgraph. Thus, G is either a C2n+1 (25n) or C2n+1 (25n).
Let  be an orientation of C2n+1 (45n) such that I(v) is an !(G)-clique for each v
of (G), Then (G) contains directed triangles as its induced subgraph, and hence 
cannot be clique-acyclic. Combining this fact and Lemma 3, we have that G is either
C2n+1 (25n) or C7.
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