ABSTRACT This paper proposes a detail-preserving image denoising method via cluster-wise progressive principal component analysis (PCA) thresholding based on the Marchenko-Pastur (MP) law in random matrix theory. According to random matrix theory, an efficient and stable noise-level estimation method is also presented. Specifically, a global Gaussian noise level is estimated by interpreting the relationship between noise and eigenvalues of PCA for noisy patch matrices via the MP law in conjunction with the observation that vectors extracted from a noise-free image often lie in a low-dimensional subspace. Before noise removal, an adaptive clustering method is developed to automatically determine a suitable number of clusters segregating patches with different features (edges and textures). To denoise each cluster matrix, progressive PCA thresholding is performed. First, a hard thresholding of singular values in the singular value decomposition domain based on the MP law is applied to find a low-rank approximation to the cluster matrix. Second, the remaining noises of the low-rank matrix are further removed in the PCA transform domain using a special soft thresholding, i.e., the linear minimum mean-square-error technique with locally estimated parameters. The experiments show that the proposed method not only achieves state-of-the-art denoising performance in terms of quantitative indices, but also preserves visually important image details best.
I. INTRODUCTION
High-quality detail-preserving image denoising is very important in image processing and computer vision for acquiring useful visual information from various imaging sensors [1] . The most common noise model is additive white Gaussian noise, which can be modeled as independent identically distributed Gaussian noise with zero mean and variance σ 2 , where σ is in accordance with the noise level of the Gaussian noise.
Image denoising methods [1] can generally be classified into two groups. The first approach exploits prior knowledge obtained from the inherent properties of images in the spatial domain, such as nonlocal self-similarity (NSS). The NSS prior assumes that natural images contain many similar pixels or patches that are spatially close to or far from each other. Among the various nonlocal algorithms, the nonlocal means filter was first proposed in [2] as an extension of the bilateral filter [3] . Kervrann and Boulanger [4] , [5] demonstrated the real power of nonlocal means. The nonlocal means filter inherits the edge-preserving property of the bilateral filter and achieves promising performance. The exploitation of nonlocal self-similarity is extended via patch-grouping methods, such as the block matching and clustering algorithms. For example, clustering coupled with a patch-based Wiener filter (PLOW) is proposed in [6] for image denoising. However, since PLOW uses K-means with a fixed number of clusters, it can mix different features (edges, singularities, and textures) into the same cluster in the case of a large number of features; hence some features may become indiscernible after noise removal. Similarly, many other clustering-based denoising algorithms [7] , [8] also fail to determine a suitable number of clusters to well distinguish different features, which therefore hampers the exploitation of NSS.
The second denoising approach is based on transformdomain methods, including discrete wavelet transform, dictionary learning and principal component analysis (PCA). The most popular discrete wavelet transform can represent edges and singularities in a sparse way. One typical example of this wavelet method is Bayes least squares with a Gaussian scale-mixture (BLS-GSM) [9] . However, the fixed global wavelet basis does not accurately represent the structure, and extra artifacts are often brought into the denoised image. To overcome the shortcomings of the representation with fixed bases, dictionary learning (DL)-based denoising methods use a set of adaptive redundant bases called a dictionary to obtain a more flexible image representation with improved sparsity. The most classic DL-based denoising method is K-SVD [10] , which is a generalization of K-means. PCA is another widely used dimension-reduction technique in many denoising methods. Muresan and Parks [11] use adaptive PCA together with the linear minimum mean squareerror estimation (LMMSE) to denoise overlapping patches. Zhang et al. [12] further improve the denoising performance by adding a patch-selection mechanism.
The state-of-the-art denoising methods usually combine several denoising techniques. For example, BM3D [13] is widely recognized as one of the most effective image denoising algorithms. It exploits spatially nonlocal similarity to achieve enhanced sparsity in the 3D-transform domain, where the noise is removed via collaborative filtering. The detail preservation performance of BM3D is further improved by applying PCA on the shape-adaptive patch groups in the 3D transform domain with a shrinkage of the spectrum (BM3DSAPCA) [14] . However, none of these methods are good at protecting irregular texture details while simultaneously avoiding artifacts. In [15] , an efficient algorithm is proposed by calculating a low-rank approximation (LRA) of the patch groups using truncated singular value decomposition (SVD), which achieves competitive performance with respect to BM3DSAPCA [14] but lacks the texture preservation in images. Furthermore, the low-rank nature of images has also been successfully exploited in nonlocal image denoising methods [15] - [18] .
Despite demonstrating good quantitative performance in terms of indices such as the peak signal-to-noise ratio (PSNR) [19] and structural similarity (SSIM) [20] , the above-mentioned denoising methods always introduce excessive smoothing and have deficiencies in preserving fine image details (i.e., edges and textures). However, the preservation of image detail (or low-level features) is very important in humanoid visual systems when acquiring image information. To develop an image quality criterion consistent with humanoid vision, Sheikh and Bovik [21] propose the visual information fidelity measure based on wavelet decomposition. A new image quality assessment metric called feature similarity (FSIM) [22] is proposed based on low-level features, showing high consistency with humanoid vision through subjective visual evaluation. In recent years, increasing numbers of assessment metrics have attempted to mimic human visual assessment [23] , but these assessment metrics tend to give a relatively reasonable evaluation on certain types of image distortions such as image blur or additive noise [24] . Therefore, a high metric value does not guarantee superior visual quality for the image. In terms of human visual assessment, a high-quality denoised image should preserve the original information without introducing additional artifacts. However, robust preservation of image detail remains a challenging unsolved problem for many state-of-the-art denoising algorithms.
Moreover, the second challenging problem in image denoising is that we must parameterize the denoising algorithms with a noise level σ . However, the noise level is usually unknown; thus, a blind noise level estimate is necessary. The noise level estimation methods based on PCA proposed in [25] and [26] show state-of-the-art performance, even for texture images, but the estimates usually deviate from the true values when the noise level becomes high.
This work addresses these two issues by presenting an effective and stable noise level estimation method and a highquality detail-preserving denoising algorithm based on truncated SVD and random matrix theory (RMT) [27] . RMT is widely used in research on physical systems, finance, and wireless communication. Inspired by the RMT-based MRI denoising in [28] and [29] , which estimates the local Rician noise level in a 3D image block via heuristic search, this work estimates the global Gaussian noise level based on the LRA theory using truncated SVD and the Marchenko-Pastur (MP) law [30] in RMT. After noise level estimation, a cluster-wise image denoising is performed. We cluster image patches in an over-clustering-and-iterative-merging approach to automatically determine a suitable cluster number that is consistent with the number of image feature types at small scale. Each cluster is then denoised via the following progressive thresholding: we first employ the MP-law-based truncated SVD (hard thresholding) to construct a low-rank matrix that preserves as much of the useful image detail as possible. Subsequently, the residual noise in the low-rank matrix is removed with the coefficient-wise LMMSE estimator (a special adaptive soft thresholding).
Overall, this work makes a threefold contribution: 1. We present an efficient and stable noise level estimation method based on the MP law. The proposed noise level estimation method is stable at high noise level and shows the highest accuracy for grayscale images compared with the state-of-the-art methods. 2. We propose an adaptive patch clustering method using an over-clustering-and-iterative-merging strategy. The proposed clustering method can automatically determine a suitable cluster number consistent with the number of types of different image features from noisy images. 3. We propose a progressive thresholding filter to denoise the adaptively clustered patches in PCA transform domain by combining a hard thresholding based on MP law and a special soft thresholding (LMMSE with locally estimated parameter).
By applying the progressive thresholding to the adaptively clustered patches, the proposed denoising algorithm not only achieves excellent quantitative performance competitive to the state-of-the-art algorithms but also visually preserves the image details best. We describe LRA theory using truncated SVD and RMT in Section II. Then, the details of the proposed algorithm, called adaptive patch clustering with progressive PCA thresholding (AC-PT), are demonstrated in Section III. We present the experimental results in Section IV and discussions in Section V, and conclude this work in Section VI.
II. THEORY A. LOW-RANK APPROXIMATION BASED ON TRUNCATED SVD
For clarity, lower (upper) case bold-face letters will stand for column vectors (matrices). Superscript T denotes transpose of a vector or a matrix. This work denotes by i the eigenvalue (or singular value) index, j the cluster index, k the patch index.
Consider noisy image φ ∈ R a×b contaminated by Gaussian noise N (0, σ 2 ), where a and b are the height and width of the image, respectively. We extract overlapping square patches from the noisy image φ. Let y ∈ R M ×1 be a sample vector containing all the pixels in a d × d patch from the image φ with M = d 2 . So we can decompose y as
where n follows a multivariate Gaussian distribution N M (0, σ 2 I) with mean 0 and covariance matrix σ 2 I. We first centralize y as x = y − E(y) = x 0 + n, where E(·) denotes the expected value, and x 0 = y 0 − E(y). Denote by X ∈ R M ×L the patch group matrix consisting of L patches
In the SVD representation, X can be directly expressed as
are orthonormal matrices and X is a diagonal matrix with diagonal elements (singular values) σ x,1 , σ x,2 , · · · , σ x,M arranged in descending order. Suppose X is a low rank matrix X 0 plus noise N:
where
Since all the entries of N are random variables, N is called a random matrix. Here, X 0 is assumed to be a low-rank matrix in two situations: 1) X 0 is a global matrix containing all the possible patches from a noise-free image for the global noise level estimation in Subsection III-A; 2) X 0 is composed of similar patches via the patch clustering in Subsection III-C and III-D. In these situations, if the noise is small in magnitude, the number of large singular values of X is often referred to as the numerical rank of matrix X.
Assuming that the numerical rank of X 0 is equal to r, we can approximate X with the following truncated SVD for image denoising:
To determine the numerical rank r, we analyze the essential relationship between X and X 0 . Let us consider the SVD of the sample covariance matrix of X:
Similarly, the SVD of the sample covariance matrix of X 0 and N are:
and
Since entries of N are independent of each other, the sample covariance matrix of N is approximately a diagonal matrix :
where the diagonal elements of are
n,M . Since X 0 is independent of N, X 0 N T and NX T 0 should be close to zero. Then Equation (4) is expressed as:
where 2 X 0 is a diagonal matrix with diagonal elements
x 0 ,i the PCA eigenvalues of X 0 . Due to the orthonormality of U X 0 , there is
+ in Equation (9), we see that noise results in increased PCA eigenvalues. Equation (4) and (9) imply that we can approximate the eigenvector matrix U X 0 by U X :
. Finally, we obtain the following equation:
, and the number of singular values that are larger than λ n,i , r < i ≤ M is approximately equal to the numerical rank r of X. VOLUME 6, 2018 According to (10), we know that X can be decomposed into two parts:X andX. TheX part is full of noise without any useful information and should be discarded. TheX part is a mixture of signal and noise and needs to be carefully denoised. Therefore, we propose a progressive denoising strategy: In the first step, by interpreting the PCA eigenvalues of the noisy matrix N via random matrix theory in Subsection II-B, the hard thresholding of singular values is applied to discard the noisiest partX; In the second step, we turn to a special soft thresholding in PCA transform domain for denoising the noiseless partX. The implementation of the first step is by MP-SVD in Subsection III-C, and the second step is by adaptive LMMSE described in Subsection III-D. These two steps are jointly applied to remove the noise in each image cluster.
B. INTERPRETATION OF THE PCA EIGENVALUE FOR THE NOISY MATRIX N BASED ON RANDOM MATRIX THEORY
For a large-size noisy covariance matrix, the asymptotic behavior of the PCA eigenvalues can be described by the Marchenko-Pastur (MP) law [30] . The random matrix N ∈ R M ×L discussed in Subsection II-A has independent identically distributed (i.i.d.) Gaussian entries with mean 0 and variance σ 2 , its covariance matrix
In such a range, the eigenvalue λ n of N has the following probability distribution:
where 1(·) is an indicator function. For γ > 1,
According to the probability distributions in Equations (11)- (12) in the MP law, we have the expectation of the observed PCA eigenvalues of N:
The MP law requires M , L → ∞, but the actual size of the matrix N is finite. Thus MP law cannot give an accurate description of the behavior of eigenvalues for the Wishart matrix N . In this paper, we only use MP law to approximate the behavior of the eigenvalues of the Wishart matrix N with finite size. So we can approximate the range of the PCA eigenvalues for N, i.e., λ n,i ∈ [λ n− , λ n+ ], to estimate the numerical rank r of the data matrix X.
Therefore, we can rewriteX andX in (10) as:
We can also obtain the relationship between the PCA eigenvalues λ x,i of X and the PCA eigenvalues λ n,i (r
III. DETAILS OF THE PROPOSED ALGORITHM
The AC-PT algorithm starts by estimating the noise level as an important parameter for noise reduction. Then, adaptive clustering is applied to the stacked patches to group similar patches together. Each cluster matrix is processed with progressive two-step denoising: MP-SVD and LMMSE denoising. A flowchart of the proposed algorithm is given in Fig. 1 .
A. GLOBAL NOISE LEVEL ESTIMATION
The noise level is a key parameter in the overall image denoising procedure. The state-of-the-art performance of PCA-based noise level estimation is achieved in [25] , [26] , and [31] . In [25] and [26] , low-rank patch selection leads to a heavy computational burden and is not stable at high noise levels. [31] proposes a fast noise level estimation method based on the observation that patches taken from the noiseless image often lie in a low-dimensional subspace. This low-dimensional subspace can be learned by the low-rank approximation of PCA, and the noise level can be estimated from the eigenvalues of covariance matrix of noisy patches.
Inspired by this work, we propose an efficient and stable noise level estimation method by integrating this noise level estimation strategy with the MP law. By describing the relationship between the noise level σ and the PCA eigenvalue λ of the random matrix N as shown in Equations (11)- (12), the MP law can effectively be used to estimate the Gaussian noise level of the whole image. The MP law has been used to locally estimate the MRI noise level in a small 3-D block [28] , [29] . Being different from the work [28] , [29] , our method employs the MP law to globally estimate noise level. The global approach is reasonable in that the MP law describes the properties of large-size matrices more accurately than small-size matrices. Let the subscript φ represent the entire image. Therefore, to achieve highly accurate estimates, we divide the whole a × b image into overlapping d φ ×d φ patches, and stack all the overlapping patches together to construct a large matrix
. The large noisy matrix X φ is mathematically defined as a lowrank matrix X 0,φ plus a noise matrix N φ :
where each column of N φ is a vector that follows a multivariate Gaussian distribution N M φ (0, σ 2 I) with mean 0 and covariance matrix σ 2 I. The estimation of noise level σ is directly related to the PCA eigenvalues of N φ . However, N φ is unknown and X φ is known. The low-rankness of X 0φ enables us to study relationship between the PCA eigenvalues of N φ and the PCA eigenvalues of X φ . Some results on such relationship have been deduced in Subsection II-B. Based on the PCA eigenvalues λ x φ ,i 1 ≤ i ≤ M φ of X φ , we can estimate the noise level σ by exploiting the following two equations.
The first equation can be derived according to Equation (13) and (17) . Statistically, the mean value of the observed eigenvalues between λ n φ − and λ n φ + is approximately equal to the expected value of λ n φ ,
The second equation can be obtained from
Equation (19) and (20) show that the noise level estimation comes to be a problem of determining the range [λ n φ − , λ n φ + ].
We can directly set
Next, we determine an appropriate λ n φ + via heuristic greedy search based on (19) and (20) . Specifically, for each λ x φ ,i , if λ n φ + = λ x φ ,i , we can calculate the variance estimation σ 2 i 1 according to (19) and σ 2 i 2 according to (20) , respectively. Then we calculate the difference
2 . The optimal λ n φ + is determined by choosing the appropriate λ x φ ,i that minimizes the difference i . After the determination of λ n φ ± , the noise levelσ is computed according to (19) . The global noise level method is concluded in Algorithm 1. 
Algorithm 1 Global Noise Level Estimation

B. ADAPTIVE CLUSTERING
Given the global noise levelσ , we then perform a cluster-wise LRA for image denoising. An adaptive clustering method is developed in AC-PT to collect similar patches of the image for low-rank matrix construction by exploiting the global nonlocal self-similarity of the image.
Generally, the cluster should be grouped finely and precisely such that one cluster corresponds to one type of image feature at small scale. Therefore, the number of clusters should be consistent with the number of different image feature types being identified and differentiated at very small scale. Such a requirement cannot be met with the classic clustering method, namely K-means, which cannot specify the optimal number of clusters adaptively. Many cluster number selection methods use various types of validation indices, but they are too complex [32] .
We develop an adaptive clustering method in an overclustering-and-iterative-merging approach. The proposed adaptive clustering consists of two steps: the over-clustering step ensures the complete separate of patches with different types of image features, while the iterative-merging step guarantees that the same type of image feature is in one cluster. The similar over-clustering-and-merging approach is proposed in [33] . The proposed adaptive clustering differs from [33] in two aspects: 1) the proposed method is only parameterized by the noise level σ (not the cluster number); 2) our iterative merging is based on the between-cluster distance whereas the method in [33] applies non-iterative merging based on the distance between data points and the cluster centers.
Let us detail the adaptive clustering method. In the overclustering step, we need to obtain a large number of clusters. To speed up and improve the clustering, we use the K-meansbased divide-and-conquer technique [34] : we set the cluster number as max{ After over-clustering, the iterative-merging is applied to prevent clusters from being too small and scattered. By setting a reference value T as a merging threshold, we iteratively merge two clusters into one cluster if their between-cluster distance x − y 2 2 < T , where · 2 denotes the l 2 norm, and the vectors x and y denote the mean vectors of the two clusters. The iteration ends when the cluster number does not change anymore.
To adaptively merge the similar clusters, we need to derive a suitable threshold T of the between-cluster distance so as to define an acceptable similarity between clusters. We suppose that there are two clusters A ∈ R M ×L a and B ∈ R M ×L b , the centers of A and B are y A and y B , respectively. Usually, the two clusters are not the same size, i.e. L a > L b . Let us further consider the extreme case, where L a = L 1 and L b = 1. y A = y can therefore be considered to be noise-free while y B is polluted by noise. Let y B = y + n, where n = [n 1 , n 2 , · · · , n M ] with entries following i.i.d. Gaussian noise of zero mean and σ 2 = 1 variance. Therefore, the between-cluster distance is
In fact, since the clusters are obtained by K-means based clustering, it is almost impossible to have two clusters belonging to the same type of feature such that one cluster has a very large cluster size L a = L and the other cluster has only L b = 1. So the possibility that we merge the two clusters should be P(D B,A < √ T ) = , where is a very small number. Since D 2 B,A follows the center chi-squared distribution with M degrees of freedom according to the Equation (21), it is easy to compute the T according to the cumulative distribution function for this center chi-squared distribution. For example, if we have = 1.3×10 −10 and M = 64, we get T ≈ 16.0. For σ 2 not equal to 1, there is T = 16.0σ 2 .
The threshold T derived from the extreme case is also applicable to common cases. As we know, if the distance between cluster A and B is below T , we accept B as the same feature type as A. Since the influence of noise on the center decreases with the increase in the size of the cluster, the T derived above can be regarded as an acceptable upper limit of the influence of noise towards the cluster center. In the case that both of the two clusters are of large size and the distance between them is below √ T , the two clusters are assumed to have acceptable similarity between them such that these two clusters can be grouped into one cluster. 2 compares the proposed clustering method with the traditional K-means clustering that is initialized with optimal cluster number. We see that the image segmentation with proposed clustering method embodies more image details, i.e., the edges and singularities of the house, while the homogeneous regions of the sky remain to be in the same cluster.
C. MP-SVD DENOISING WITH RANK ESTIMATION
In the MP-SVD denoising step, we remove the noisiest components from each cluster matrix by computing the LRA based on the MP law. Denote by X 0,j and X j , 1 ≤ j ≤ K , the jth noise-free cluster matrix and the noisy cluster matrix in the image, respectively. Because we have already obtained the noise levelσ , we can calculate λ n+ =σ 2 (1 + √ γ ) 2 . For simplicity, let X represent any noisy cluster matrix X j . We then approximate a low-rank matrix from noisy data via hard thresholding of the singular values of the cluster matrix X:
where the threshold ξ = √ µλ n+ and µ is an adjustment coefficient. Here, the number of the singular values greater than ξ = √ µλ n+ is the rank of low-rank matrix X. Since the components with singular values close to √ λ n+ are still very noisy, µ should be larger than 1.0. However, if µ becomes larger, more noisy data will be removed with less feature detail preserved. Fig. 3 shows the effect of the threshold ξ on the denoising performance in terms of PSNR. Compared with the traditional optimal hard threshold √ 2.3σ [35] (see Fig. 3(f) ), the MP law based hard threshold ξ = √ µλ n+ (see Fig. 3(c) -(e)) achieves better denoising performances both visually and quantitatively with the setting µ = 1.1 producing the best satisfying denoising effect (see Fig. 3(d) ). 
D. LMMSE DENOISING WITH LOCAL PARAMETER ESTIMATION
After removing the noisiest components based on RMT, we obtain the signal-dominated low-rank cluster matrix for the j-th cluster, i.e.,
The signal-dominated part is then denoised carefully. In PCA transform domain, we obtain r j transform bands from this signal-dominated part. Each PCA transform band of the signal-dominated part is filtered via local approximation instead of global approximation. This is because of the observation that the signal-dominated PCA transform band has much more in-band variations than does the noisedominated band. As illustrated in Fig. 4 , the noise-free part of a typical signal-dominated band (red line in Fig. 4(c) ) fluctuates more drastically than that of a typical noise-dominated band (red line in Fig. 4(d) ). To preserve this kind of variations, the coefficients in the transform band should be smoothed locally.
Specifically, we remove the remaining noise using the LMMSE denoising method, which is also applied in LPG-PCA [12] . In contrast to LPG-PCA, which applies the LMMSE estimator to the patch group in a global manner, AC-PT locally implements the LMMSE estimator in a coefficient-wise approach, where the parameter of the LMMSE estimator is estimated via locally averaging. Supposing s j,(i,k) is an entry of matrix U T X j X j (also the k-th coefficient of the i-th band for the j-th cluster), with 1 ≤ i ≤ r j and 1 ≤ k ≤ L j , we estimate
where a soft thresholding operator is defined as:
For the parameter S j,(i,k) in LPG-PCA, it is estimated using a ''global'' averaging within the band,
Being different from LPG-PCA, the proposed method estimate S j,(i,k) using a ''local'' averaging of adjacent coefficients as
VOLUME 6, 2018 where ζ controls the number of adjacent coefficients used for averaging. We empirically set ζ = 1 to achieve a satisfactory performance. Table 1 and Fig. 5 compare the denoising performance between the two steps, namely, MP-SVD and LMMSE (global or local). To comprehensively evaluate the performance of image denoising, we use four quality assessment indices: PSNR, SSIM [20] , FSIM [22] , and SR-SIM [36] . Table 1 and Fig. 5 verify the improvement of denoising in the second step, especially at high noise level. We can also find that the ''LMMSE (local)'' can have much better noise removal than does the ''LMMSE (global)'' when combined with MP-SVD. It implies that local approximation method preserves signal variations better in the signal-dominated transform band than does the global approximation.
Generally, the proposed two-step denoising method can be performed in two modes: when the noise level is known and unknown. The proposed algorithm is summarized in Algorithm 2.
IV. EXPERIMENTAL RESULTS
All the experiments are performed on a PC equipped with an Intel Core i5-4460 Quad-Core 3.2 GHz CPU with 24 GB memory. The patch size is set to be d φ = 10 for noise level estimation and d = 8 for noise reduction. Table 2 displays the noise level estimation performance of our method on grayscale images in comparison with the stateof-the-art noise level estimation methods [25] , [26] , [31] according to two evaluation indices: the mean absolute error | σ − σ | and the maximum absolute error max | σ −σ | between the estimated value and the true value for 100 trials with σ = 10, 20, 30, 40, 50. The proposed noise level estimation method consumes less running time than do the methods in [25] and [26] on average, but is slower than the method in [31] . Generally, the proposed noise level estimation method has the highest estimation accuracy and the most stable performance among the compared methods, especially when the noise level is high. LMMSE denoising: remove remaining noise using the adaptive LMMSE estimator; 7: end for 8: Reproject the estimated stacked patchesX onto the imageˆ . 9: returnˆ . These different noise level estimation methods are further tested in the application of ACPT 1 based image denoising. We denoised the images that are already tested in Table 2 using different noise level σ = 10, 20, 30, 40, 50. We also use the four assessment indices: PSNR, SSIM, FSIM, and SR-SIM, to comprehensively evaluate the performance of image denoising. As confirmed by Table 3 , the proposed noise level estimation leads to the best quantitative denoising performance compared with the state-of-the-art methods in average.
To evaluate the image denoising performance, we compare the proposed AC-PT method with the state-of-theart algorithms, namely, BM3D [13] , BM3DSAPCA [14] , LPG-PCA [12] , SGHP [7] , WNNM [16] and the efficient SVD (ESVD) [15] . Two groups of test images (see Fig. 6 ) with σ = 10, 20, 30, 40 are used for experiments: 8 standard test images and 8 texture images from the McGill dataset [37] . All the algorithms are set to the default parameters for their best performance. The detail preservation capability is first confirmed by the visual evaluation in Figs. 7-9 for three images at different noise levels. There exist fine small-scale stochastic textures in these three test images on the fingerprint, the head of the small animal (in the red boxes), and concrete surface in Figs. 7-9. Compared with AC-PT, the other six methods clearly over-smooth these stochastic textures. SGHP seems to have less over-smoothness than the other five methods but is still inferior to the proposed AC-PT method in terms of both quantitative and visual performances. Table 4 shows that the AC-PT method not only outperforms the state-of-the-art denoising methods in terms of the average FSIM (0.9388 and 0.9020) and SR-SIM (0.9683 and 0.9499) but also achieves competitive performance in terms of PSNR and SSIM. More importantly, [24] and [38] have shown that FSIM and SR-SIM is superior to PSNR and SSIM in providing consistent assessment of image distortion with human perception. The high performances of FSIM and SR-SIM indicate that AC-PT can preserve the feature details (such as edges and fine textures) best with the least amount of image blurring compared with the state-of-the-art denoising methods.
Finally, we apply the proposed AC-PT algorithm to denoise the real noisy MR image because it has been confirmed in [28] and [29] that PCA based Gaussian denoising method can satisfactorily denoise the MR images without using the noise model of the MR image (Rician or noncentral Chi distribution). The MR image obtained from [5] is used for test. We assume the noise level in this image is constant so that we can implement the denoising methods for additive white Gaussian noise. We compare AC-PT with the state-of-the-art low rank denoising algorithm, WNNM [16] . We implement WNNM with its default noise level estimation method in [16] . Fig. 10 shows that the AC-PT preserves more image details than does the WNNM, which obviously oversmoothes the cerebral sulcus in the MR image. 
V. DISCUSSION
The proposed noise level estimation method provides a more accurate and stable estimate of noise level for grayscale image than do the state-of-the-art algorithms. Although the method in [31] has been demonstrated to work well for color image, it has a poor performance for grayscale image.
For the noise reduction, the proposed nonlocal denosing algorithm protect important image details best compared with the state-of-the-art denoising algorithms. We note that hard thresholding of singular values for the nonlocal patch groups is also implemented in [39] . The proposed algorithm is different from [39] by employing both an adaptive clustering of nonlocal patches and more advanced hard PCA thresholding based on the MP law. Apart from the hard PCA thresholding in the first step, the local approximation implemented in the coefficient-wise LMMSE filtering in the second step also helps preserve the image detail compared with the global LMMSE in [12] . More advanced local nonparametric regression strategy [40] can be exploited to further improve the denoising performance in the coefficient-wise PCA domain filtering.
VI. CONCLUSION
We have proposed not only a stable noise level estimation method but also a detail-preserving cluster-wise denoising method. Compared with the state-of-the-art algorithms, the proposed noise level estimation method is more accurate and stable in dealing with grayscale images. The proposed nonlocal image denoising algorithm implement an adaptive clustering method to finely cluster the nonlocal patches with different types of features. Each cluster is carefully denoised via a progressive PCA thresholding approach. We first remove the major part of noise by implementing an improved singular value hard thresholding based on the MP law. Then the noise removal is further improved using coefficient-wise PCA domain LMMSE filtering (a special soft thresholding) with locally estimated parameters. This nonlocal progressive denoising scheme combined with the adaptive clustering method leads to superior performance in detail-preserving image denoising over the state-of-the-art methods. Our further work will focus on the improvement of the proposed AC-PT method as well as its applications in medical image processing and computer vision.
