If σ t > t, then t is said to be right-scattered, and if ρ r < r, then r is said to be left-scattered. The points that are simultaneously right-scattered and left-scattered are called isolated. If σ t t, then t is said to be right dense, and if ρ r r, then r is said to be left dense. The points that are simultaneously right-dense and left-dense are called dense.
Introduction
Recently, new developments of the theory and applications of dynamic derivatives on time scales were made. The study provides an unification and an extension of traditional differential and difference equations and, in the same time, it is a unification of the discrete theory with the continuous theory, from the scientific point of view. Moreover, it is a crucial tool in many computational and numerical applications. Based on the wellknown Δ delta and ∇ nabla dynamic derivatives, a combined dynamic derivative, socalled α diamond-α dynamic derivative, was introduced as a linear combination of Δ and ∇ dynamic derivatives on time scales. The diamond-α dynamic derivative reduces to the Δ derivative for α 1 and to the ∇ derivative for α 0. On the other hand, it represents a "weighted dynamic derivative" on any uniformly discrete time scale when α 1/2. See 1-5 for the basic rules of calculus associated with the diamond-α dynamic derivatives.
The classical Hermite-Hadamard inequality gives us an estimate, from below and from above, of the mean value of a convex function. The aim of this paper is to establish a full analogue of this inequality if we compute the mean value with the help of the delta, nabla, and diamond-α integral.
The left-hand side of the Hermite-Hadamard inequality is a special case of the Jensen inequality.
Recently, it has been proven a variant of diamond-α Jensen's inequality see 6 . In the same paper appears the following generalized version of the diamond-α Jensen's inequality.
In Section 2, we review some necessary definitions and the calculus on time scales. In Section 3, we give our main results concerning the Hermite-Hadamard inequality. Some improvements and applications are presented in Section 4, together with an extension of Hermite-Hadamard inequality for some symmetric functions. A special case is that of diamond-1/2 integral, which enables us to gain a number of consequences of our Hermite-Hadamard type inequality; we present them in Section 5 together with a discussion concerning the case of convex-concave symmetric functions.
Preliminaries
A time scale or measure chain is any nonempty closed subset T of R endowed with the topology of subspace of R .
Throughout this paper, T will denote a time scale and a, b T a, b ∩ T a time-scaled interval.
For all t, r ∈ T, we define the forward jump operator σ and the backward jump operator ρ by the formulas
We make the convention:
inf ∅ : sup T, sup ∅ : inf T.
2.2
We say that f is delta differentiable on T κ , provided that f Δ t exists for all t ∈ T κ and that f is nabla differentiable on T κ , provided that f ∇ t exists for all t ∈ T κ .
If T R, then
If T Z, then
is the forward difference operator, while
is the backward difference operator.
For a function f : T → R, we define f σ : T → R by f σ t f σ t , for all t ∈ T, i.e., f σ f • σ . We also define f ρ : T → R by f ρ t f ρ t , for all t ∈ T, i.e., f ρ f • ρ . For all t ∈ T κ , we have the following properties.
i If f is delta differentiable at t, then f is continuous at t.
ii If f is left continuous at t and t is right-scattered, then f is delta
iii If t is right-dense, then f is delta differentiable at t, if and only if, the limit lim s→t f t − f s / t − s exists as a finite number. In this case,
In the same manner, for all t ∈ T κ we have the following properties.
i If f is nabla differentiable at t, then f is continuous at t.
ii If f is right continuous at t and t is left-scattered, then f is nabla
iii If t is left-dense, then f is nabla differentiable at t, if and only if, the limit lim s→t f t − f s / t − s exists as a finite number. In this case,
it is continuous at all rightdense points in T and its left-sided limits are finite at all left-dense points in T. One denotes by C rd the set of all rd-continuous functions. A function f : T → R is called ld-continuous, if it is continuous at all left-dense points in T and its right-sided limits are finite at all right-dense points in T. One denotes by C ld the set of all ld-continuous functions.
It is easy to remark that the set of continuous functions on T contains both C rd and C ld .
According to 2, Theorem 1.74 , every rd-continuous function has a delta antiderivative, and every ld-continuous function has a nabla antiderivative.
2.11
Using Theorem 2.5, viii we get
2.12
A similar theorem works for the nabla antiderivative for f, g ∈ C ld . Now, we give a brief introduction of the diamond-α dynamic derivative and of the diamond-α integral.
Definition 2.6. Let T be a time scale and for s, t ∈ T κ κ put μ ts σ t − s, and ν ts ρ t − s. One defines the diamond-α dynamic derivative of a function f : T → R in t to be the number denoted by f α t when it exists , with the property that, for any ε > 0, there is a neighborhood
As it was proved in 5, Theorem 3.9 , if f is diamond-α differentiable for 0 < α < 1 then f is both Δ and ∇ differentiable. It is obvious that for α 1 the diamond-α derivative reduces to the standard Δ derivative and for α 0 the diamond-α derivative reduces to the standard ∇ derivative. For α ∈ 0, 1 , it represents a "weighted dynamic derivative."
We present here some operations with the diamond-α derivative. For that, let f, g :
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Let a, b ∈ T and f : 
2.20
The Hermite-Hadamard inequality
In this section, we present an extension of the Hermite-Hadamard inequality, for time scales.
For that, we need to find the conditions fulfilled by the functions defined on a time scale. We want to evaluate b a tΔt and b a t∇t on such sets, because they provide us with a useful tool for the proof of Hermite-Hadamard inequality. We start with a few technical lemmas. 
In both cases, there exists an α T ∈ 0, 1 such that 
3.6
In the same manner, we prove that if we add an interval, the corresponding integral remains in the same interval. So, let us denote
3.7
where s ∈ c, d is the point from mean value theorem.
Using the same methods, we show that if we "extract" an isolated point or an interval from an initial times scale, the corresponding integral decreases. And so, the value of b a f t Δt is between its minimum value corresponding to T {a, b} and its maximum value
The proof is similar in the case of nonincreasing functions and also, for the nabla integral. The final conclusion of the Lemma 3.1 is obvious for any
3.9
Then
Remark 3.2. The above proof covers the case of adding or extracting a set of the form {l 1 , l 1 , . . . , l n , . . . , l}, where n ∈ N and l n n∈N is a sequence of real numbers such that lim n→∞ l. For that, suppose that l n n∈N is a nondecreasing sequence the proof works in the same way for nonincreasing sequences, while the case of nonmonotone sequences can be split in two subcases with monotone sequences . Let ε > 0. Since l n n∈N is convergent, we have N 1 ∈ N such that |l − l n | < ε, for all n ≥ N 1 . Since f is rd-continuous and l is left dense, the limit lim n→∞ f l n exists and it is finite. Denoting by b this limit, we have N 2 ∈ N such that |b − f l n | < ε, for all n ≥ N 2 and so f l n ∈ b − ε, b ε , for all n ≥ N 2 . Using Theorem 2.5 iv , we have, for N max{N 1 ,
3.12
Taking the delta integral in the following inequality b − ε < f l n < b ε and using Theorem 2.5 viii , we have
3.13
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Taking the modulus in the last inequality and using |l − l N | < ε, we get
If ε goes to 0 and N goes to ∞, then lim N→∞ b a N f t Δt 0. Passing to the limit as N → ∞, in 3.12 , we get
which are, respectively, the case of adding two points l 1 , l and the case of adding an interval l 1 , l . ii If f is nonincreasing on T, then for α ≤ α T , we have and, obvious, if we choose C d − c 2 /2 the conclusion is clear. By repeating the same arguments several times, we can "extract" any number of intervals from a, b and get the same conclusion. In other words, the function G measures the square of distances between all scattered points between a and b and it depends on the "geometry" of the time scale T. 3.30
The proof uses the same methods as the proof of Lemma 3.4, so we will omit the details.
Notice that 
3.31
Remark 3.7. For all time scales T and all α ∈ 0, 1 , we have
3.32
Indeed, using Lemma 3.1 for the nondecreasing function f t t, we have
3.33 and the conclusion is clear. We denote by 
where G is the function introduced in Definition 3.5. 1 − 2α G t, b − G a, t .
3.35
Now, we are able to give the Hermite-Hadamard inequality for the time scales. 
Proof. For every convex function, we have
3.37
By taking the diamond-α integral side by side, we get 
3.42
According to Lemma 3.1, the last inequality is true for b a t α t ≤ b a t λ t, that is, for α ≥ λ. The same arguments work for λ ≥ α.
