Damped harmonic oscillations appear naturally in many applications involving mechanical and electrical systems as well as in biological systems. Most students are introduced to harmonic motion in an elementary ordinary differential equation (ODE) course. Solutions to ODEs that describe simple harmonic motion are usually found by investigating the roots of a corresponding characteristic polynomial and ultimately written out as a time series to be graphed. Although this approach is standard, students often fail to connect the relationship between position and velocity that one achieves using phase plane analysis. The purpose of this article is to illustrate how the phase plane analysis and transformations can be used to gain a deep understanding of damped harmonic oscillations.
Introduction
Due to the vital role of oscillations in our daily life ranging from the vibrations of structures such as suspension bridges to the neural oscillations in the brain responsible for perception, most students interested in biology, chemistry, mathematics, physics and engineering study harmonic oscillations at some point during their tertiary education. Simple harmonic motion has been extensively studied and is generally well understood, but its importance continues to generate interesting approaches such as those illustrated in Glaister & Glaister (2009) and Kougias (2009) . It is our goal to provide yet another approach for the teaching and learning of the mechanics involved when dealing with damped oscillatory motion.
In the theory of oscillations, a common approach for solving a second-order linear differential equation with constant coefficients is to write down the equation's corresponding characteristic polynomial. Using Euler's formula, one can then write the solution based on the roots of this polynomial. Another common approach is to decompose the equation into a system of two, first-order coupled differential equations expressed in matrix-vector form. In this form, the eigenvalues and corresponding eigenvectors of the coefficient matrix lead to a qualitative understanding of the system and solutions. A more convenient method for representing the general qualitative behaviour of dynamical systems without the necessity of computing and graphing lengthy charts for the time series solution is to plot trajectories in the phase plane or phase space. In this article, we present a solution method for damped oscillations that involve simple integration and transformations in the phase plane to gain a deep understanding of the global behaviour of the solutions. Although these ideas are presented for the well-studied linear spring-mass system, the generalization of the methods may be a suitable approach for more complex systems.
The term 'phase space' was originally used by Boltzmann (1868) , Maxwell (1879) and Gibbs (1902) in the context of the kinetic theory of gases to describe the possible states of a system of particles. Some few years later, Poincaré (1892) used the geometrical concept of curves in a phase space to analyse the stability of the solar system, thereby bringing this novel approach to a higher level of perfection. The use of the phase plane in the study of oscillatory systems was first initiated by Léauté (1885) to investigate the behaviour of automatic control systems. Apparently, he was not aware of the works done by Poincaré published a few years earlier on the so-called three body problem Barrow-Green (1997) . Unfortunately, the works of Léauté have now been almost completely forgotten (see Andronov et al., (1966) for further information). The solution method presented in this article takes advantage of the works by these pioneers and re-establishes the importance of thinking in geometrical terms when studying damped oscillating systems.
Mathematical model
Consider a mass m suspended by means of a spring having a stiffness k and a dashpot mechanism with a damping coeffecient c as illustrated in Fig. 1a . As soon as the system is slightly removed from equilibrium, it will be opposed by the two forces Àkx (in case of a linearly elastic spring) and Àc_ x (in the case of a viscous damper). Here, x = x(t) is the position of the mass as a function of time t and _ x ¼ dx=dt. By utilizing Newton's second law of motion, we obtain the following second-order differential equation
where we assume that the mass is under free vibrations without external forcing. Due to the damping, the system will vibrate with a frequency slightly less than its natural frequency ! 0 ¼ ffiffiffiffiffiffiffiffi k=m p . An electrical analogue of the mechanical oscillating system can also be obtained by connecting a resistor, an inductor and a capacitor in series as illustrated in Fig. 1b . By employing Kirchhoff's voltage law, a similar differential equation in which the electric charge q, the inductance L, the reciprocal of the capacitance 1/C (elastance) and the resistance R, replace x, m, k and c, respectively, is obtained as follows
When considering these types of systems, the position of the mass or the electrical charge often depends on an external force. For example, rotating components in machines and electromotive forces can create external periodic forcing. Typically, to gain a better understanding of the differential Equations (2.1) and (2.2) when periodic forcing is included, one can investigate the generalized equation
where F 0 is the amplitude of the external force, and ! is the frequency of the external force. Solutions of (2.3) have been extensively studied and discussed in texts such as Boyce & DiPrima (2009) and Edwards & Penney (2007) . Although (2.3) is the classical equation for a forced harmonic oscillator, without loss of generality, we present our approach for the simplified unforced-damped equation
where a suitable scaling has been chosen so that the natural frequency is of unity, and 2p is the damping coefficient which is assumed to be positive.
Solution method
Since Equation (2.4) does not explicitly contain the time variable, we can reduce it to a first-order differential equation by replacing € x with ydy/dx. Solving for dy/dx we get
The right side of (3.1) is a homogeneous function, therefore using the change of variable w = y/x we obtain the following separable differential equation
The solution of this differential equation depends on the value of the damping parameter p. From a physical standpoint, depending on whether p is greater, equal or less than one, we have a case of underdamping, critical damping or overdamping, respectively, in our system. We will investigate each one of these cases separately. It is worthwhile to mention that an alternative approach would be to use the substitution z ¼ e pt x ð3:3Þ to transform (2.4) into the equation
devoid of the damping term. Although the analysis differs slightly, this approach leads to the same results as those presented below. A complete geometrical analysis using phase planes for second-order undamped systems can be found in Daneshbod & Latulippe (2010) .
Underdamping (p < 1)
Assuming p < 1, Equation (3.2) can be easily integrated yielding the following result
ð3:5Þ
where we have used ln K as our constant of integration. Replacing y/x for w and simplifying, we obtain the final solution as
In order to graph the trajectories in the phase plane, it is easier to convert to a new set of variables in the (u, v) plane defined by
ð3:7Þ
Mathematically, this transformation represents a stretch in the x-direction along with a shear in the y-direction. Substituting the new variables into Equation (3.6) results in
where ¼ p= ffiffiffiffiffiffiffiffiffiffiffiffiffi 1 À p 2 p . This equation can be reduced to an even more compact form by converting to polar coordinates r and (u = rcos , v = rsin ), giving us r ¼ Ke
ð3:9Þ
(see Andronov et al., (1966) for a similar derivation). As a result, we will have the following parametric form
where in this case represents our parameter (À1 < < 1). As is shown in Fig. 2 , the transformation (3.7) being continuous, preserves the qualitative features of the trajectories in the phase space. The trajectory illustrated on the right side of Fig. 2 forms an inward spiral, suggesting that the motion of the system will be oscillating with decreasing amplitude. In addition, the direction of the trajectories will be in a clockwise direction. To see this, notice that the solution x(t) moves from left to right on the upper half plane (where dx/dt > 0), and right to left on the lower half plane (where dx/dt < 0).
Critical damping (p = 1)
Assuming p = 1, Equation (3.2) can be integrated yielding
where K is a constant of integration. It is more desirable to express this solution in the following parametric form
where a is a parameter (À1 < a < 1). For positive values of K, the trajectories are located above and for negative values of K, they are located below the line y = Àx (see Fig. 3 ). In the phase plane, the solutions eventually tend to become zero but will not display oscillatory patterns. This is the classical time series behaviour observed when a system is critically damped. 
Conclusions
Second-order equations that have constant coefficients are typically solved by examining the roots of the corresponding characteristic equation. This method often requires a basic understanding of complex numbers as the roots can take on complex conjugate values. Both Doboš (2007) and Kougias (2009) illustrate how to avoid this issue when students have not been sufficiently exposed to complex numbers. In the method presented here, we also skirt the use of complex analysis. Students that have a simple understanding of separable and homogeneous first-order equations can apply these transformations (with some algebra) and investigate the phase plane behaviour of the solutions. Even though the phase plane approach is not usually taught in elementary differential equations courses, having a deep understanding of the phase plane behaviour of simple oscillators can prove extremely beneficial in understanding more complicated systems. At first glance, the complicated forms of the transformations may lead the reader to ponder about the benefits of solving equations using this approach. Although it is clear that this method can lead to a deeper understanding of the phase-plane solution patterns, the true merits may not be so obvious. First, the solution method presented here requires only one integration even though we are solving second-order equations. This may be beneficial for a more general class of differential equations where integrating proves difficult. Second, the transformations defined throughout are continuous transformations. These will maintain the qualitative features without altering the dynamics of the original equation. A third and far more significant benefit is that this solution method may prove helpful in solving non-linear differential equations, a task which can often be impenetrable. Understanding that oscillatory behaviour and patterns are found in many diverse areas such as the dynamics of planetary motion, physiology and social and behavioral studies, the importance of studying oscillatory systems cannot be understated.
