This paper takes a fresh look at the topic of trace semantics in the theory of coalgebras. The first development of coalgebraic trace semantics used final coalgebras in Kleisli categories, stemming from an initial algebra in the underlying category. This approach requires some non-trivial assumptions, like dcpo enrichment, which do not always hold, even in cases where one can reasonably speak of traces (like for weighted automata). More recently, it has been noticed that trace semantics can also arise by first performing a determinization construction. In this paper, we develop a systematic approach, in which the two approaches correspond to different orders of composing a functor and a monad, and accordingly, to different distributive laws. The relevant final coalgebra that gives rise to trace semantics does not live in a Kleisli category, but more generally, in a category of Eilenberg-Moore algebras. In order to exploit its finality, we identify an extension operation, that changes the state space of a coalgebra into a free algebra, which abstractly captures determinization of automata. Notably, we show that the two different views on trace semantics are equivalent, in the examples where both approaches are applicable. Also affiliated to Centrum Wiskunde & Informatica (Amsterdam, The Netherlands) and HASLab / INESC TEC, Universidade do Minho (Braga, Portugal).
Introduction
Coalgebras provide an abstract framework for state-based computation. In general, a coalgebra is a map of the form X → H(X), where X is a state space and H is a functor that captures the kind of computation involved. Often, this H is, or contains, a monad T , providing certain computational effects, such as when T is lift 1 + (−), powerset P or distribution D, giving partial, non-deterministic and probabilistic computation.
In the case such an H contains a monad T , it turns out that there are two archetypical forms in which T plays a role, namely in:
In the first case, the monad T occurs inside a functor G that typically handles input and output. In the second case the monad T is on the outside, encapsulating a form of computation over a functor F , that typically describes the transitions involved. In some cases these two forms are equivalent, for instance for non-deterministic automata with labels-given by a set A-and termination. They involve the powerset monad P and can be described equivalently as:
where on the left-hand-side we have the functor G = 2 × (−) A and on the right-handside F = 1 + A × (−). These descriptions are equivalent because the powerset monad P is special (it is "additive", see [8] , mapping coproducts to products). In fact, there are isomorphisms:
Classically, to study language or trace equivalence for non-deterministic automata there is a standard construction called determinization [14] . It involves changing the state space X into a state space PX. In doing so, the transition structure becomes much simpler (in particular, deterministic).
In this paper, we are interested in a similar determinization construction, but on a more abstract level. It involves changing the state space from X into T (X), for a monad T . It turns out that this can be done relatively easily for coalgebras of the form X → G(T X), on the left in (1) , as illustrated in [25] : it involves a distributive law between G and T , and such law corresponds to a lifting G of the functor G to the category EM(T ) of Eilenberg-Moore algebras of T . Moreover, the final G-coalgebra lifts to a final Gcoalgebra in EM(T ). In this way, one obtains final coalgebra semantics in a category of algebras. It yields a first form of "EM" extension semantics, see Definition 5. Categorically, this extension X → T (X) is given by the free algebra functor C → EM(T ). Extension for coalgebras of the form X → T (F X) on the right in (1) is more complicated; it involves a comparison functor K (T ) → EM(T ). We proceed by first translating them to coalgebras of the lifted functor G via a suitable law e : T F ⇒ GT , see Section 6 (and [1] ). It will be shown that the resulting trace semantics, in categories of algebras, as sketched above, not only includes the trace semantics in Kleisli categories developed in [12] ; but also covers more examples; in particular, it covers trace semantics for weighted automata X → M(1 + A × X), involving the multiset monad M. This monad does not fit in the trace framework of [12] because its Kleisli category is not dcpoenriched.
The technical (categorical) core of the paper concentrates on lifting the comparison functor K (T ) → EM(T ) to categories of coalgebras CoAlg( F ) → CoAlg( G), of lifted functors F , G. We specialize this framework by taking G to be the functor B × (−) A for deterministic automata. Its final coalgebra B A gives trace semantics. In principle, our framework is general enough to allow a different semantics, like "tree" semantics, by using a different functor G. The paper is organized as follows. The first section below recalls the basics about monads and the associated Kleisli category and category of (Eilenberg-Moore) algebras. Section 3 gives a systematic account of liftings of functors to such (Kleisli and algebra) categories, and of distributive laws; it includes a lifting result for final coalgebras to categories of Eilenberg-Moore algebras. Subsequently, Section 4 briefly recalls the coalgebraic description of deterministic automata, their final coalgebras, and the lifting of these final coalgebras to categories of Eilenberg-Moore algebras. Section 5 contains two examples of the application of EM-extension semantics: for classical nondeterministic automata and, more interestingly, a new example mixing probability and non-determinism, for simple Segala systems. In Section 6, we develop an extension semantics for coalgebras of type T F (Definition 14, via Theorem 13) and show that the Kleisli trace semantics from [12] fits in the current setting (Proposition 15). Section 7 presents examples of the K -extension semantics, including examples already treated in [12] and, more notably, examples that cannot be studied in the framework of [12] . Section 8 contains concluding remarks and pointers for future work.
Monads and their Kleisli and Eilenberg-Moore categories
This section recalls the basics of the theory of monads, as needed here. For more information, see e.g. [19, 2, 18, 4] . A monad is a functor T : C → C together with two natural transformations: a unit η : id C ⇒ T and multiplication µ : T 2 ⇒ T . These are required to make the following diagrams commute, for X ∈ C.
We briefly describe the examples of monads on Sets that we use in this paper.
-The powerset monad P maps a set X to the set PX of subsets of X, and a function f : X → Y to P(f ) : PX → PY given by direct image. Its unit is given by singleton η(x) = {x} and multiplication by union µ({X i ∈ PX | i ∈ I}) = i∈I X i . -The subprobability distribution monad D is defined, for a set X and a function f : X → Y , as
The support set of a distribution ϕ ∈ DX is defined as
Note that we do not restrict distributions to finitely supported ones in the definition of D. The unit of D is given by a Dirac distribution η(x) = δ x = (x → 1) for x ∈ X and the multiplication by
-For a semiring S, the multiset monad M S is defined on a set X as:
This monad captures multisets ϕ ∈ M S X, where the value ϕ(x) ∈ S gives the multiplicity of the element x ∈ X. When S = N, this is sometimes called the bag monad.
On functions, M S is defined like the subdistribution monad D. Again, the support set of a multiset ϕ ∈ M S X is defined as
The finite support requirement is necessary for M to be a monad. The unit η and multiplication µ of M S are defined in the same way as for D.
With a monad T on a category C one associates two categories and a comparison functor E between them, as on the right. The "Kleisli" category K (T ) is used to capture computations of type T , in the paradigm that uses monads for effects in a functional world [20] . The objects of the "Eilenberg-Moore" category EM(T ) are algebraic structures, in abstract form. Objects of EM(T ) are called 'algebras', or sometimes 'Eilenberg-Moore algebras' to avoid possible confusion with algebras of a functor F . The latter also form a category written as Alg(F ). The comparison functor E : K (T ) → EM(T ) plays here the role of pure determinization operation. The categories K (T ) and EM(T ) are initial and final in a suitable sense, see [19] for details. This determines the determinization functor. We now describe the above points in more detail.
The Kleisli category K (T ) has the same objects as the underlying category C, but
There is a forgetful functor U : K (T ) → C, sending X to T (X) and f to µ • T (f ). This functor has a left adjoint F, given by F(X) = X and F(f ) = η • f . Such a Kleisli category K (T ) inherits colimits from the underlying category C.
The category EM(T ) of Eilenberg-Moore algebras has as objects maps of the form a : T (X) → X, making the first two diagrams below commute.
Y is a map f : X → Y in C between the underlying objects making the diagram above on the right commute. The diagram in the middle thus says that the map a is a homomorphism µ → a. The forgetful functor U : EM(T ) → C has a left adjoint F, mapping an object X ∈ X to the (free) algebra µ X : T 2 (X) → T (X) with carrier T (X).
Each category EM(T ) inherits limits from the category C. In the special case where C = Sets, the category of sets and functions (our standard universe), the category EM(T ) is not only complete but also cocomplete (see [2, § 9.3, Prop. 4] ).
The extension functor E : K (T ) → EM(T ) sends an object X ∈ K (T ) to the free algebra E(X) = (µ : T 2 (X) → T (X)). For a morphism f :
It forms a map of algebras. Sometimes this E(f ) is called the "Kleisli extension" of f .
Liftings to Kleisli and Eilenberg-Moore categories
In this section we consider the situation where we have a monad T : C → C, with unit η and multiplication µ, and endofunctors F, G : C → C on the same category C. We will be interested in distributive laws between T , and F or G. This can be of two forms, namely:
It is rather difficult to remember who distributes over who and so we prefer to use the terminology "K -law" and "EM-law". This is justified by Proposition 1 below. But first we have to be more precise about what a distributive law is. It is a natural transformation, of the form λ : F T ⇒ T F or ρ : T G ⇒ GT , that commutes appropriately with the unit and multiplication of the monad. For a K -law λ : F T ⇒ T F this means:
And for an EM-law ρ : T G ⇒ GT it means:
The following "folklore" result gives an alternative description of distributive laws in terms of liftings to Kleisli and Eilenberg-Moore categories, see also [16] or [1] . Proposition 1 ("laws and liftings"). Assume a monad T and endofunctors F, G on the same category C, as above. There are bijective correspondences between K /EM-laws and liftings of F to K /EM-categories, in:
The above two requirements (3) for λ precisely say that L is a functor.
Conversely, assume there is a functor L : K (T ) → K (T ) in a commuting square as described in the proposition. Then, on objects, L(X) = F (X). Further, for a map f :
For the second correspondence assume we have an EM-law ρ : T G ⇒ GT . It gives rise to a functor R :
The equations (4) guarantee that this yields a new T -algebra.
In the reverse direction, assume a lifting R : EM(T ) → EM(T ). Applying it to the multiplication µ X yields an algebra R(µ X ) : T (GT X) → GT X. We then define
Remaining details are left to the reader.
In what follows we shall simply write F / G for the lifting of F / G, both when it comes from a K -law λ or from an EM-law ρ. Usually these laws are fixed, so confusion is unlikely, and a light, overloaded notation is preferred.
The next result (see also [1] ) is not really used in this paper, but it is a natural sequel to the previous proposition since it relates the liftings F , G to the standard adjunctions. Recall that we write Alg(−) and CoAlg(−) for categories of algebras and coalgebras of a functor, not of a (co)monad. Proposition 2. In presence of a K -law and an EM-law, the adjunctions C K (T ) and C EM(T ) lift to adjunctions between categories of, respectively, algebras and coalgebras, as described below.
There is another lifting result, for free functors only, that is relevant in this setting.
Lemma 3. In presence of a K -law the free functor F : C → K (T ) can be lifted, and similarly, given an EM-law the free algebra functor F : C → EM(T ) can be lifted:
The functor CoAlg(GT ) → CoAlg( G) on the right gives an abstract description of what is called the generalized powerset construction in [25] .
Proof. The first part is easy, since the functor F K :
It is not hard to see that F EM (c) is a coalgebra µ X → G(µ X ) on the free algebra µ X . On morphisms one simply has F EM (f ) = T (f ).
K -laws are used to obtain final coalgebras in Kleisli categories ( [12] ) but require non-trivial side-conditions, like enrichement in dcpo's. For EM-laws the situation is much easier, see below; instances of this result have been studied in [25] , see also [1] .
Proposition 4. Assume a monad T and endofunctor G on a category C, with an EMlaw ρ : T G ⇒ GT between them. If G has a final coalgebra ζ : Z ∼ = −→ GZ in C, then Z carries a T -algebra structure obtained by finality, as on the left below. The map ζ then forms a map of algebras as on the right, which is the final coalgebra for the lifted functor G :
Proof. We leave it to the reader to verify that α is a T -algebra. By construction of α, ζ is a map of algebras α → G(α). Suppose for an arbitrary algebra b :
At this stage we can describe the first form of extension semantics, which we will call EM-extension semantics, since it depends on an EM-law.
Definition 5 (EM-extension). Assume an EM-law ρ : T G ⇒ GT and suppose that the final G-coalgebra Z ∼ = −→ GZ exists. It can be lifted to a final G-coalgebra by Proposition 4. Hence one obtains "extension" semantics X → Z for a coalgebra c : X → GT X via the following three steps.
Get the resulting G-coalgebra map T X → Z by finality; 3. Precompose this map with the unit, yielding X → T X → Z.
The next two sections will introduce examples of EM-laws. Here, we briefly look at K -laws. The following result, from [12] , shows that these K -laws are quite common, namely for commutative monads and simple polynomial functors-defined with identity, constants, products ×, and coproducts only. Lemma 6. Let T : Sets → Sets be a commutative monad, and F : Sets → Sets a simple polynomial functor. Then there is a (canonical) K -law λ : F T ⇒ T F .
Deterministic automata
This section briefly describes deterministic automata as coalgebras, recalls the final coalgebra, and introduces an associated EM-law.
For arbitrary sets A, B there is an endofunctor
For the special case B = 2 = {0, 1} it tells of a state whether it is final or not. The following result is so standard that we omit the proof.
Lemma 7. The final coalgebra of the functor B × (−) A on Sets is given by the set of functions B A , with structure:
This result captures the paradigm of trace semantics: a state x ∈ X of an arbitrary coalgebra X → B × X A has a behaviour in B A that maps a trace-as-word of inputs in A to an output in B. In the sequel we consider the special case where the output set is the free algebra T (B), for a monad T . In the next result we show that we then get a distributive law. We apply this result only for the category Sets. But it will be formulated more generally, using a strong monad on a Cartesian closed category. This strength is automatic for any monad on Sets.
Lemma 8. Let T be a strong monad on a Cartesian closed category C and let A, B ∈ C be arbitrary objects. Consider the associated "machine" endofunctor M = T (B) × (−) A on C. Then there is an EM-law ρ : T M ⇒ M T given by:
This EM-law can be defined slightly more generally, not with a free algebra T (B) as output, but with an arbitrary algebra. But in fact, all our examples involve free algebras.
Proof. This follows directly from the properties of strength st.
The resulting lifting M : EM(T ) → EM(T ) sends an algebra a : T X → X to the algebra T M X → M X given by:
Proposition 4, in combination with Lemma 7, says that the final M -coalgebra T (B) A carries a T -algebra structure that forms the final M -coalgebra in EM(T ). With a bit of effort one shows that this algebra on T (B) A is given by:
Examples of EM-extension semantics
This section describes two examples of EM-laws, one familiar one in the context of non-deterministic automata, and one new one for simple Segala systems.
Non-deterministic automata, in EM-style
We briefly restate the non-deterministic automaton example from [25] , but this time using the general constructions developed so far. A non-deterministic automaton is understood here as a coalgebra c :
where G is the functor 2 × (−) A and T is the powerset monad P on Sets.
Since 2 = {0, 1} is the (carrier of the) free algebra P(1) on the singleton set 1 = { * }, Lemma 8 applies. It yields an EM-law with components ρ = ρ 1 , ρ 2 : P(2 × X A ) → 2 × (PX) A , given by:
Lemma 3 yields a coalgebra F EM (c) = φ o , φ i : P(X) → 2 × (PX) A in the category EM(P), where:
By Proposition 4 the final G-coalgebra 2 A = P(A ) of languages is also final for the functor G on EM(P). Hence we get a map P(X) → P(A ) by finality. Applying this map to the singleton set {x} ∈ P(X) yields the set of words that are accepted in the state x ∈ X. Thus, the EM-semantics from Definition 5 yields the trace semantics for a non-deterministic automaton c : X → 2 × (PX) A , via the language accepted in a state.
Simple Segala systems, in EM-style
Next, we consider simple Segala systems as a non-trivial example of EM-extension semantics, which was not considered in [25] . These systems are also called simple probabilistic automata [23] , Markov decision processes, or probabilistic labeled transition systems (LTSs). They are coalgebras of the form c : X → P(A × DX), mixing probability and non-determinism. In a recent paper [9] , with ideas appearing already in [21, 10, 6, 13] , it has been recognized that it might be useful for verification purposes to transform them into so-called distribution LTSs, i.e. into LTSs with state space DX of so-called uncertain or belief states.
Given a simple Segala system c : X → P(A × DX), we denote by c : DX → P(A × DX) its distribution LTS from [9] . It is defined by
where supp(ϕ) = {x ∈ X | ϕ(x) = 0}. In the usual notation for transitions, this means that for ϕ, ψ ∈ DX,
Here, we capture this situation via a distributive law ρ : DP(A × (−)) =⇒ P(A × D). It is an EM-law ρ : T G ⇒ GT for T = D and G = P(A × −) with the property that the EM-extension from Lemma 3 turns a simple Segala system into its distribution LTS, see Proposition 11 below. Explicitly, for a distribution Φ ∈ DP(A×X), we define
where δ x is the Dirac distribution assigning probability 1 to x, i.e. δ x = η(x). The fact that ρ is an EM-law is an instance of the following result-using that the support forms a map of monads supp : D ⇒ P. of the monad T over the functor S(A × −). The components of ρ are given by:
Remark 10. As emphasized, ρ in (8) is a distributive law between the monad D and the functor P(A × −). In particular for A = 1 it is a distributive law between the monad D and the functor P. An important but subtle point is that ρ is not a distributive law between the D and the monad P. There is no such distributive law as shown in [27] . The unit law for the powerset monad, required for a monad distributive law, does not hold for ρ with A = 1: ρ • D(η P ) = η P D. Nevertheless, one can distribute probability over non-determinism, via ρ. The construction provides a non-standard LTS semantics to simple Segala systems, by first lifting these systems to distributions.
The distribution LTS in (7) from [9] is an instance of our general framework.
Proposition 11. Given a simple Segala system c : X → P(A × DX), its EM-extension F EM (c) from Lemma 3, obtained via the EM-law ρ from (8), is the same as the coalgebra c # : DX → P(A × DX) described in Equation (7).
Proof. By a straightforward calculation:
= c .
The following is a simple example of a non-determinization.
k k simple Segala system c part of its non-determinization c # Remark 12. Definition 5 describes how EM-extension semantics arises in presence of a final coalgebra. This does not directly apply in this situation because the (ordinary) powerset functor does not have a final coalgebra, for cardinality reasons. But if we restrict ourselves to finite subsets and distributions with finite support, there is still a map of monads D fin ⇒ P fin , so that we get an EM-law D fin P fin (A×−) ⇒ P fin (A×D fin ) by Lemma 9. For a "finitely branching" Segala system c :
is the final coalgebra.
K -Extension semantics
In a next step we wish to develop extension semantics not only for coalgebras of the form X → G(T X), on the left in (1), but also for coalgebras X → T (F X), on the right in (1). This turns out to be more complicated. First of all, the lifting F K : CoAlg(T F ) → CoAlg( F ) in Lemma 3 is not interesting in the current setting because it does not involve a state space extension X → T (X). The next thought might be to translate coalgebras X → T (F X) into coalgebras X → G(T X), via a distributive law T F ⇒ GT . This results in functors
However, coalgebras X → T (F X) are usually considered as coalgebras X → F X of the lifted functor F on the Kleisli category K (T ). Therefore, our aim is to obtain a functor CoAlg( F ) → CoAlg( G). This will be described below.
Recall from Section 2 that there is a comparison functor E : K (T ) → EM(T ). In this section we show how it can be lifted to coalgebras. We consider the following situation. 
When such e is an isomorphism, it forms a "commuting pair of endofunctors" from [1] .
Theorem 13. Assuming the above points 1-4, there is a lifting E of the extension functor E in:
This functor E is automatically faithful; and it is also full if the extension natural transformation e : T F ⇒ GT consists of monomorphisms.
Proof. We define the functor E :
We need to show that E(c) is a map of algebras E(X) = µ X → G(µ X ) = G(EX) in:
But this is simply the above requirement 4. Assume f is a map of F -coalgebras, from c :
Then E(f ) = µ • T (f ) is a map of coalgebras E(c) → E(d), again by requirement 4:
Now assume the components e X : T F X → GT X are monomorphisms in C. Towards fulness of E, let h : E(c) → E(d) be a morphism in CoAlg( G). It is a map h : T X → T Y that is both a map of algebras and of coalgebras, so:
We now take f = h • η : X → T (Y ) and need to show that E(f ) = E(f ) = h and that it is a map of F -coalgebras c → d. The first is easy since:
In order to show that f is a map of coalgebras we use that e consists of monos, in:
On a more abstract level, what the previous result does is lift e : T F ⇒ GT to a natural transformation e : E F ⇒ GE. In this way we can also define the functor E :
We can now define extension semantics for coalgebras X → T (F X), analogously to Definition 5. the determinization of a coalgebra c : X → T F X is the M -coalgebra E(c) in the category of algebras EM(T ) given by:
Thus, determinization turns the coalgebra c on X into a deterministic automaton on T X. the trace map tr(c) : X → T (B) A of such a coalgebra c is obtained via the unique coalgebra map T (X) → T (B) A that arises by finality in EM(T ) in:
In Subsection 5.1 we have seen how to obtain traces for non-deterministic automata via determinization (like in [25] ). Now we re-describe the same example in K -style, via the isomorphisms (2) . In essence we translate the "Kleisli" trace semantics approach of [12] into the current setting, like in Proposition 15. Thus we start with a non-deterministic automata as coalgebras of the form c : X → P(1 + A × X), for a fixed set of labels A and 1 = { * } modeling termination. A state x ∈ X of such a coalgebra is final if and only if * ∈ c(x). In this case the monad is the powerset monad P and the functor is F = 1+A×(−) with finite lists A as initial algebra. We recall that the Kleisli category K (P) is the category Rel of sets and relations between them, and the category EM(P) is the category CL of complete lattices with join-preserving maps.
The functor F lifts to F : Rel → Rel by Lemma 6. We instantiate M for the set B = 1 and the powerset monad, and get M = 2 × (−) A since P(1) ∼ = 2. Then there is an extension law e :
One can easily check that e is injective (it is actually an isomorphism) and that it satisfies the requirements (9) for an extension law. Given a coalgebra c : X → P(1 + A × X) its determinization is the deterministic automaton E(c) : P(X) → 2 × P(X) A with subsets V ⊆ X as states, given by E(c) = e • µ • P(c) or, more concretely, This determinization coincides with the well-known subset construction [14] . The trace map tr(c) associates with each state of the original non-deterministic automaton the language it recognizes.
The dashed map T W Z in (12) in Proposition 15 is the obvious isomorphism P(A ) ∼ = −→ 2 A for non-deterministic automata. Therefore, Proposition 15 yields that "Kleisli" trace and trace via K -extension semantics coincide, i.e. tr(c) = tr K (c) for any non-deterministic automaton c : X → P(1 + A × X).
Generative probabilistic systems
Next, we consider generative probabilistic systems with explicit termination. They also fit in the "Kleisli" trace approach of [12] . Their determinization was introduced by the last two authors in [26] and motivated us to look at the framework of the present paper.
Generative systems are coalgebras for the functor D(1 + A × (−)) where D is the subprobability distribution monad. The functor F = 1 + A × (−) lifts to F : K (D) → K (D) by Lemma 6. The category EM(D) is the category PCA of positive convex algebras and convex maps [11] . We instantiate the functor M to B = 1 and the sub- It is not difficult to check that e is an extension law and that it is injective.
Given a coalgebra c : We show an example of such determinization: the automaton on the right is part of the determinization of the one on the left. The full determinization is an infinite automaton. We show the accessible part when starting from the state η(x 1 ), the Dirac distribution of x 1 , and we denote the distributions by formal sums. We omit zero output probabilities.
generative system c part of its determinization E(c)
The trace map tr(c) associates with each state of the original generative system a subprobability distribution on words, giving the probability to terminate with a given word starting from the given state. For instance, for state x 1 above, we have tr(c)(x 1 ) = 1 8 ab + 1 6 ac. The dashed map in (12) in Proposition 15 is in this case the inclusion map D(A * ) → [0, 1] A * . Therefore, again, Proposition 15 yields that "Kleisli" trace and trace via extension semantics "coincide", i.e. tr(c)(x)(w) = tr K (c)(x)(w) for any generative system c : X → D(1 + A × X), any of its states x ∈ X, and any word w ∈ A * . Moreover, it shows that the trace map tr(c) is not just any map from A * to [0, 1], but a subprobability distribution on words. This coincidence was shown in [26] in concrete terms.
Weighted automata
The restrictions imposed on the monad in order for the trace semantics of [12] to work rule out several interesting monads, such as the multiset monads M S (including the free vector space monad when S is a field), used for coalgebraic modeling of weighted systems. In this example, we show how the new framework allows us to deal with trace semantics for weighted systems using extension semantics. We consider the same functor F = 1 + A × (−) as before, with the multiset monad M S over a semiring S. Recall that it maps a set X to the set of all finitely supported maps from X to S. Having finite support is crucial for M S to be a monad, and one of the reasons why this monad does not fit in the "Kleisli" traces framework of [12] . Similar to probability distributions, we denote multisets by formal sums, now with coefficients in the semiring S. The Kleisli category K (M S ) is, for instance, the category of free commutative monoids when S = N, and the category EM(M S ) is the category of modules over S.
Coalgebras of the functor M S (1 + A × (−)) are precisely weighted automata with weights over the set S. Given a coalgebra c : X → M S (1 + A × X), each state x ∈ X has an output weight c(x)( * ) ∈ S and an a-labelled transition into state y with weight c(x)( a, y ) ∈ S.
We instantiate the deterministic automaton functor M with B = 1 and the multiset monad M S , and get M = S × (−) A since M S (1) ∼ = S. Then there is an extension natural transformation e : M S (1+A×(−)) ⇒ S ×M A S given, as for the subdistribution monad, by e(ξ) = ξ( * ), λa. λx. ξ( a, x ) .
Again, e satisfies all the conditions and it is injective.
For weighted automata, just like for generative systems, the determinization construction gives rise to a deterministic automaton with an infinite state-space even if the original automaton is finite. For a weighted automaton c :
for a multiset ξ : X → S with finite support {x ∈ X | ξ(x) = 0}.
The following is a very simple example of determinization, for S = N.
In general, the transitions of the determinization of the example weighted automaton c are given by
The trace map tr(c) : X → N A associates with each state x of the original weighted automaton the weighted language that it accepts. For instance, in the example above, we have tr(c)(x 1 )( ) = 1 and tr(c)(x 1 )(a n ) = 3 for n ≥ 1.
Remark 17. More specifically, we can consider weighted automata with weights over a field F, which are coalgebras for the functor M F (1 + A × (−)), where M F is the free vector space monad. This monad is special: the Kleisli category K (M F ) and the category EM(M F ) coincide, since each vector space has a basis. They are the category Vec of vector spaces and linear maps over F. The determinization automaton E(c) for a weighted automaton c coincides then with the linear weighted automaton of [5] .
In the remainder of this section we consider the quantum walks example from [15] , which can be described as a coalgebra c : Z + Z → M C (Z + Z), where the state space Z+Z represents positions on a line Z, with a direction (namely ↑ for the left component in Z + Z and ↓ for the other, downwards direction). This description only involves the (unitary) transition function given by a superposition of left and right steps. Here we adapt this example a little bit so that we can compute the resulting probabilities via traces. We take the functor F The right-hand-side of these equations is a formal sum over elements of the set F (Z + Z) = (Z + Z) + (Z + Z). What is possibly confusing is that in this quadruple coproduct of integers the left part Z + Z is used for output, and the right part Z + Z as state, for further computation. In these definitions the first parts (k) and r(k) are the left and right part of this output. The second part involves multiplication with scalars ± 1 √ 2 ∈ C and elements ↑ (k ± 1), ↓ (k ± 1) in the right (state) component of (Z + Z) + (Z + Z).
As machine functor we take M (X) = M C (Z + Z) × X, with label set A = 1, and with final coalgebra Z = M C (Z + Z) N of streams. The extension natural tranformation follows from additivity of the multiset monad M C (like in (2), see [8] ), in: These probabilities are computed in an ad hoc manner in [15] .
Discussion
In this paper, we have systematically studied trace semantics, bringing together two perspectives: the coalgebraic trace semantics of [12] and the coalgebraic language equivalence via a determinization construction of [25] . Having the two perspectives together enables us to extend the class of systems that fits the framework of [12] , while guaranteeing that the coalgebraic trace semantics from [12] fits in the current setting (Proposition 15). We illustrated the whole approach with several non-trivial examples, including quantum walks and simple Segala systems. Our set-up has a certain overlap with [1] , but the focus there is on getting coincidence of initial algebras and final coalgebras in categories EM(T ), using stronger assumptions than here, namely commutativity of endofunctors T F ∼ = GT , see Section 6, where we only have a law T F ⇒ GT .
In certain cases one can also use duality results to obtain trace semantics, see [22, 17] . How this relates to the current setting is unclear at this stage.
We see several (other) directions for future work. We have studied most of our examples using the deterministic automata functor. By varying this functor, as in the example of Segala systems, one moves from a traces-as-words semantics to a more elaborate one, e.g with traces-as-trees. We would like to further explore this and to study whether we can use our framework to give a coalgebraic account of temporal logics such as LTL and CTL, for which some work has appeared in [7] . The systematic development of sound and complete calculi for coalgebras is studied in [24, 26, 3] . In [26] , the axiomatization is provided for a system modeled as a T F coalgebra, but for the completeness proof there is a somewhat unexplained move to coalgebras of type GT . A general question is whether we can use our framework to justify this step and whether we can exploit it for a more general transfer result of soundness and completeness.
