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Let W be a bounded convex open subset of RN, N \ 2, and let J be the integral
functional
J(u) q F
W
[f(|Du(x)|)−u(x)] dx,
where f: [0,+.[Q R 2 {+.} is a lower semicontinuous function (possibly non-
convex and with linear growth). We prove that the functional J admits a unique
minimizer in the space of W1, 10 (W) functions that depend only on the distance from
the boundary of W, provided that the ratio between the Lebesgue measure of W and
the (N−1)-dimensional Hausdorff measure of “W is strictly less than a constant
related to the growth of f at infinity. © 2002 Elsevier Science
Key Words: calculus of variations; existence; uniqueness; necessary conditions;
nonconvex problems; noncoercive problems.
1. INTRODUCTION
Let W be a bounded convex open subset of RN, N \ 2, and let J be the
integral functional
J(u) q F
W
[f(|Du(x)|)−u(x)] dx, (1)
where f: [0,+.[Q R 2 {+.} is a lower semicontinuous function, not
necessarily convex, such that f(t) \Mt−b, t \ 0, for some constants
M> 0 and b ¥ R.
Denoting by d( · , “W) the distance function from the boundary of W, and
by WW the width of the convex set W, that is the supremum of the radii of
the balls contained in W, let K be the space of W1, 10 (W) functions depend-
ing only on the distance from the boundary of W, that is
K q {v ¥W1, 10 (W); v( · )=g(d( · , “W)), g : [0, WW]Q R}. (2)
In this paper we prove that the minimum problem
min{J(u); u ¥K} (3)
admits a unique solution, provided that the ratio between the Lebesgue
measure of W and the (N−1)-dimensional Hausdorff measure of “W is
strictly less thanM. We remark that this condition is satisfied, for example,
ifWW <M.
The very same problem, restricted to planar domains W … R2 which are
regular polygons or circles, and to superlinear functions f, was considered
in [12]. Our existence and uniqueness result (see Theorem 3.1 below) pro-
vides a full generalization of Theorem 1 in [12], removing both the restric-
tions on the geometry of the set W (other than convexity) and on the
superlinear growth of f. We refer to [12] for some applications to
problems from optimal design and glaciology, and to estimates for solu-
tions to quasilinear problems.
We remark that, since no convexity in f is required, the functional J
needs not have a minimum in W1, 10 (W) (see [2, 13, 14]). For this reason, it
could be of some interest to find a minimizer of J in a restricted class of
functions such as K. In problems of shape optimization, this amounts to
seek an optimal design in a simpler class of optimal designs.
SinceK …W1, 10 (W), it is clear that
min
K
J \ inf
W1, 10 (W)
J, (4)
and the strict inequality could hold (see [2]).
When W is a ball of radius R, then it is well known (see [5–9]) that the
functional J admits a unique (radially symmetric) minimizer in W1, 10 (BR),
provided that R/N <M. Note that R/N is exactly the ratio between the
Lebesgue measure of BR and the (N−1)-dimensional Hausdorff measure
of “BR. In this case, J attains its minimum on W1, 10 (W) and the equality
holds in (4).
Another class of functionals with this property was exhibited in [4, 18]
(see also [3, 10, 17]). More precisely, if f is a nonnegative lower semicon-
tinuous function such that f(R)=0 for some R \ 0 and f(t) \
max{0, M(t−R)}, t \ 0, for some M> 0, and W is an open bounded
convex subset of RN such thatWW [M, then the function u( · )=Rd( · , “W)
achieves the minimum of J onW1, 10 (W).
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It remains an open problem to establish for which functionals other than
those described above there exists a minimizer in W1, 10 (W) belonging to the
classK.
The plan of the paper is the following. In Section 3 we state the results of
existence and uniqueness for (3), and we show some examples and remarks.
The existence and uniqueness of minimizers to J in K will be a direct
consequence of the strict monotonicity of the function
tW
meas({x ¥ W ; d(x, “W) > t})
HN−1({x ¥ W ; d(x, “W)=t}), t ¥ [0, WW[,
proved in Section 4, and of an existence and uniqueness result for a related
scalar problem, given in Section 5. Finally, in Section 6 we prove a con-
vergence result for solutions in varying domains.
2. PRELIMINARIES
Throughout this paper, W will be a nonempty open bounded convex
subset of RN, N \ 2.
The standard scalar product and the Euclidean norm in RN will be
denoted respectively by O · , ·P and | · |.
We shall denote by A¯, int A and co A respectively the closure, the interior
and the convex hull of a set A. The distance between a point x ¥ RN and a
set A ı RN will be denoted by d(x, A). Finally, ext C will be the set of the
extremal points of a convex set C.
The Lebesgue measure and the d-dimensional Hausdorff measure of a set
A will be denoted respectively by meas(A) andHd(A).
As is customary, Lp(W) and W1, p0 (W), 1 [ p [+., will denote the
Lebesgue and Sobolev spaces of functions defined in an open set W. The
usual norm in Lp(W) will be denoted by || · ||Lp. We shall denote by AC(I)
the set of all absolutely continuous functions defined on an interval I ı R,
while ACloc(I) will be the set of all functions g : IQ R such that g ¥ AC(J)
for every compact interval J ı I.
Given a function k : RdQ R 2 {+.}, we shall denote by Dom k its
effective domain, that is the set {t ¥ Rd ; k(t) ¥ R}, and by kg its dual
function, defined by kg(p) q supt ¥ Rd{Op, tP−k(t)} for every p ¥ Rd. As is
customary, we denote by kgg the bidual function (kg)g. We recall that kgg
is the greatest convex lower semi continuous function which is pointwise
less than or equal to k. With some abuse of notation, given k : [0,+.[Q
R 2 {+.} we shall denote by kg the dual function of the map tW k(|t|).
610 GRAZIANO CRASTA
If k is a scalar convex function, then the subdifferential “k(t) of k at t is
the set [k −−(t), k
−
+(t)], where k
−
− and k
−
+ denote respectively the left and
right derivatives of k.
We recall now a particular case of the Changes of Variables Formula
(see, for example, [11, Sect. 3.4.3]).
Proposition 2.1. Let f : RNQ R be a Lipschitz continuous function, and
let k ¥ L1(RN). Then
F
R
N
k(x) |Df(x)| dx=F
R
1F
{f=t}
k dHN−12 dt.
We recall that, if A … RN is a bounded convex set, then its boundary “A
isHN−1-measurable. A property of convex sets that will be frequently used
in the sequel is the following (see [1, p. 52]).
Proposition 2.2. Let A, B be two open convex subsets of RN with
A ı B. Then HN−1(“A) [HN−1(“B) and equality holds if and only if
A=B.
In Section 4 we shall use a result concerning concave families of convex
bodies (see [1, Section 24, Section 55]), which is a consequence of the
Brunn–Minkowski theorem. A one-parameter family K(t), t ¥ [a, b], of
closed bounded convex subsets of RN is said to be a concave family if, for
every t, s ¥ [a, b], one has lK(t)+(1−l) K(s) ıK(lt+(1−l) s) for every
l ¥ [0, 1].
Proposition 2.3. Let K(t), t ¥ [a, b], be a concave family of closed
bounded convex subsets of RN. Then the map tW N−1`HN−1(“K(t)) is
concave in [a, b].
3. EXISTENCE AND UNIQUENESS OF A SOLUTION
In this section we state an existence and uniqueness result for the
minimum problem (3).
Given t \ 0, let Wt be the set defined by
Wt q {x ¥ W ; d(x, “W) > t}. (5)
If t is less than the width WW of the set W, then Wt is a nonempty bounded
convex open set, whereas Wt=” for every t \WW.
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Theorem 3.1. Assume that:
(H1) the function f: [0,+.[Q R 2 {+.} is lower semicontinuous;
(H2) there exist positive constantsM and b such that
f(t) \Mt−b, -t \ 0;
(H3) meas(W) <MHN−1(“W).
Then the function
u(x) q F d(x, “W)
0
(fg) −− 1 meas(Wt)HN−1(“Wt)2 dt, x ¥ W, (6)
is the unique solution to the nonconvex minimization problem (3). Further-
more, the function u is Lipschitz continuous and concave in W.
We recall that, with some abuse of notation, by fg we denote the dual
function of the map tW f(|t|).
The proof of Theorem 3.1 relies on the equivalence between problem (3)
and the following scalar problem:
min{F(g); g ¥Ka}, (7)
where the functional F is defined by
F(g) q FWW
0
a(t)[f(|gŒ(t)|)−g(t)] dt, (8)
with a(t) qHN−1(“Wt), andKa is the space of functions
Ka q {g ¥ ACloc[0, WW[; g(0)=0, agŒ ¥ L1(0, WW)}. (9)
This equivalence is a direct consequence of the Changes of Variables
Formula (see Proposition 2.1). Namely, since |Dd(x, “W)|=1 for a.e.
x ¥ W, then, for every k ¥ L1(W), we infer that
F
W
k(x) dx=FWW
0
1F
{x ¥ W ; d(x, “W)=t}
k dHN−12 dt.
If k is constant on the level sets of the distance, that is if there exists
r : [0, WW]Q R such that k( · )=r(d( · , “W)), we conclude that
F
W
k(x) dx=FWW
0
HN−1(“Wt) r(t) dt.
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Furthermore from the monotonicity of tWHN−1(“Wt) in the interval
[0, WW[ (see Lemma 4.3 below) we have that k ¥W1, 10 (W) if and only if
r ¥Ka.
The analysis of problem (14) will be carried out in Section 5.
In the sequel a major role will be played by the function
nW(t) q ˛ meas(Wt)HN−1(“Wt) if t ¥ [0, WW[,
0 if t \WW.
(10)
From Proposition 2.1 and the fact that |Dd(x, “W)|=1 for a.e. x ¥ W, we
have that
nW(t)=
>WWt HN−1(“Ws) ds
HN−1(“Wt)
, t ¥ [0, WW[. (11)
Remark 3.2. As we shall prove in Lemma 4.3, the map tWHN−1(“Wt)
is strictly monotone decreasing on [0, WW], hence
0 < nW(t) [
HN−1(“Wt) >WWt ds
HN−1(“Wt)
=WW−t, t ¥ [0, WW[. (12)
From the definition (10) of nW and (12) it follows that nW is a continuous
function on [0,+.[.
Notice that the function u defined in (6) can be written as u(x)=
f(d(x, “W)), x ¥ W, where
f(t) q F t
0
(fg) −− (nW(s)) ds, t ¥ [0, WW]. (13)
Remark 3.3. We shall prove in Theorem 4.1 below that the function nW
is strictly monotone decreasing on [0, WW[. Since the set of points of non
differentiability of fg is at most countable, it follows that the set
“fg(nW(s)) is a singleton for all but countably many points s ¥ [0, WW].
Hence, in the definitions (6) of u and (13) of f, the function (fg) −− can be
replaced by (fg)Œ.
Remark 3.4. In (H3) the case meas(W)=MHN−1(“W) is allowed if the
graph of fgg contains a halfline of slope M, that is, if there exists R \ 0
such that fgg(t)=M(t−R)+fgg(R) for every t \ R (see Remark 5.3
below).
Remark 3.5. From (12) we have that the condition
WW <M (14)
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implies (H3). By Remark 3.4, if the graph of fgg contains a halfline of
slope M then (14) can be weakened to WW [M. This last condition was
introduced in [4] (see also [2, 3, 17, 18]) in order to prove the existence of
solutions to the minimum problem
min 3F
W
[f(|Dv(x)|)−v(x)] dx; v ¥W1, 10 (W)4 (15)
where f: [0,+.[Q [0,+.] is a lower semi continuous function such
that f(R)=0 for some R \ 0 and f(t) \max{0, M(t−R)}. Under these
assumptions, it is proved that the function u( · )=Rd( · , “W) is a solution
to (15).
Remark 3.6. If f is a superlinear function, then there existsM> 0 such
that (H2) and (H3) are satisfied.
Example 3.7. If W … RN is a regular polygon, then HN−1(“Wt)=
c(WW−t)N−1, t ¥ [0, WW], where c qHN−1(“W)/WW. An easy computation
gives nW(t)=(WW−t)/N, t ¥ [0, WW], hence the solution to (3) is given by
u(x)=F d(x, “W)
0
(fg) −− 1WW−tN 2 dt, x ¥ W.
The case of a regular polygon in R2, with f having superlinear growth, was
considered in [12].
Example 3.8. If W=BR(0) … RN is a ball of radius R > 0, then WW=R
and nW(t)=(R−t)/N, t ¥ [0, R], hence (H3) becomes R <NM. In this
case, it is well-known that J admits a unique minimizer u(x)=f(|x|) on
W1, 10 (BR) which is radially symmetric, with f given by
f(t)=F t
0
(fg) −− 1R−sN 2 ds, t ¥ [0, R]
(see [5–7]).
Example 3.9. In general, condition (H3) cannot be improved. Let us
consider, for example, W=BR(0) … R2,
f(t) q ˛t−`t if t > 14 ,
− 14 if 0 [ t [
1
4 .
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It can be checked that f is continuously differentiable, and
fŒ(t)=˛1− 12`t if t > 14,
0 if 0 [ t [
1
4
.
We remark that fgg(t)=f(|t|) and (fgg)Œ (t)=fŒ(|t|) for every t ¥ R. As
we shall see in Section 5, Theorem 5.1, every solution u(x)=f(|x|) of (3)
satisfies the Euler–Lagrange equation
nW(t)=
R−t
2
=(fgg)Œ (fŒ(t)), a.e. t ¥ [0, R]. (16)
Since the set {(fgg)Œ (t); t ¥ R} is the open interval ]−1, 1[, it is clear that
(16) cannot be satisfied if R > 2 (we recall that, in this case, we can choose
M ¥ ]0, 1[ in (H2)). On the other hand, if R=2, then from (16) we deduce
that fŒ(t)=t−2, but in this case u ¨W1, 10 (BR).
4. MONOTONICITY OF THE FUNCTION nW
Aim of this section is to prove the following fundamental property of the
function nW defined in (10).
Theorem 4.1. Let W be an open bounded convex subset of RN. Then the
function nW is strictly monotone decreasing on [0, WW[.
In Example 4.6 we shall show that this property needs not be satisfied if
W is not a convex set.
Theorem 4.1 is a straightforward consequence of the following lemmas.
Lemma 4.2. The map tW N−1`HN−1(“Wt) is concave on [0, WW].
Proof. Since the distance function from “W is a concave function on W¯,
then the family of sets W¯t, t ¥ [0, WW], is a concave family of compact
convex sets in RN. The conclusion now follows from Proposition 2.3. L
Lemma 4.3. The function tWHN−1(“Wt) is continuous and strictly
monotone decreasing on the interval [0, WW[.
Proof. By Lemma 4.2 the map tW N−1`HN−1(“Wt) is finite and
concave on [0, WW], hence it is continuous on ]0, WW[ (see [15,
Thm. 10.1]). Therefore, also the map tWHN−1(“Wt) is continuous on
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]0, WW[. In order to prove the continuity at t=0, let e > 0 and consider the
convex set A q W+Be(0). We claim that
d(x, “A)=d(x, “W)+e -x ¥ W. (17)
Namely, let x ¥ W be fixed. The inequality d(x, “A) [ d(x, “W)+e follows
from the fact that d(y, “A)=e for every y ¥ “W (see [3, Prop. 3.1]). Since
A is a bounded convex set, there exists z ¥ “A such that |x−z|=d(x, “A).
Let y ¥ “W be the point of intersection between “W and the segment joining
x to z. We have that
d(x, “A)=|x−y|+|y−z| \ d(x, “W)+e,
hence (17) is proved.
From (17) it follows that Wt=At+e for every t ¥ [0, WW], hence the con-
tinuity ofHN−1(“Wt) at t=0 follows from the continuity ofHN−1(“At) at
t=e.
Concerning the monotonicity, let us consider two points 0 [ s < t <WW.
Since Ws and Wt are bounded convex sets and Wt is strictly contained in Ws,
from Proposition 2.2 we conclude thatHN−1(“Wt) <HN−1(“Ws). L
Remark 4.4. The function tWHN−1(“Wt) needs not be continuous at
t=WW. For example, if W … R2 is a rectangle with sides of length l1 < l2,
thenWW=l1/2, and limtQWW− H
N−1(“Wt)=2(l2−l1), whileHN−1(“Wt)=0
for every t \WW.
Lemma 4.5. Let a : [0, WW[Q ]0,+.[ be a monotone nonincreasing
function, and assume in addition that b(t) q a(t)1/d, t ¥ [0, WW[, is a concave
function for some d > 0. Then the map tW >WWt a(s) ds/a(t) is strictly
monotone decreasing in [0, WW[.
Proof. Let 0 [ t1 < t2 <WW, and define bj q b(tj), j=1, 2. The
inequality nW(t1) > nW(t2) is equivalent to
Q q bd2 F
WW
t1
b(s)d ds−bd1 F
WW
t2
b(s)d ds > 0.
Since b is a monotone nonincreasing function, and b(t) > 0 for every
t ¥ [0, WW[, we have that b1 \ b2 > 0. If b1=b2 then the proof is trivial.
Assume now that b1 > b2. Since b is a concave function, we have that
F t2
t1
b(t)d dt \ (t2−t1) F
1
0
[(1−l) b1+lb2]d dl
=
t2−t1
d+1
bd+11 −b
d+1
2
b1−b2
. (18)
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From (18) we deduce that
Q=bd2 3F t2
t1
b(s)d ds+FWW
t2
b(s)d ds4−bd1 FWW
t2
b(s)d ds
\
t2−t1
d+1
bd+11 −b
d+1
2
b1−b2
bd2−(b
d
1−b
d
2) F
WW
t2
b(s)d ds. (19)
Let us choose s ¥ “(−b)(t2). Since b1 > b2, we have that s > 0. Further-
more, from the concavity inequality
b(t) [ b2+s(t2−t), -t ¥ [0, WW], (20)
we infer that
FWW
t2
b(s)d ds [ FWW
t2
[b2+s(t2−t)]d dt
=
bd+12 −[b2−s(WW−t2)]
d+1
s(d+1)
. (21)
From (19) and (21) we have that
Q \
t2−t1
d+1
b2d+12
b1−b2
3ld+1−1−(ld−1) 51−11−s(W−t2)
b2
2d+16 b1−b2
s(t2−t1)
4 ,
(22)
where l q b1/b2 > 1. Since s ¥ “(−b)(t2), the following inequalities hold:
0 <
1
s
b1−b2
t2−t1
[ 1,
0 [ s
W−t2
b2
=s
W−t2
b(t2)−b(WW)
[ 1.
(23)
Hence, from (22) and (23) we deduce that
Q \
t2−t1
d+1
b2d+12
b1−b2
ld(l−1).
Since l > 1, we conclude that Q > 0. L
We are now in a position to complete the proof of Theorem 4.1.
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From Lemmas 4.2, 4.3, and 4.5, applied to the function a(t)=
HN−1(“Wt) and d=N−1, we conclude that nW is strictly monotone
decreasing on [0, WW[.
Example 4.6. If W is not a convex set, then the function nW defined in
(10) needs not be monotone decreasing.
Consider a (not necessarily convex) polygon W in R2, and define A q
meas(W), L qH1(“W). By a straightforward computation, for t \ 0 small
enough one has
meas(Wt)=A−Lt+Ct2, (24)
where
C q C
h < p
cotan
h
2
− C
h > p
h−p
2
(25)
(the summations are extended over the inner angles of the polygon). If
C >
L2
2A
, (26)
then n −W(0) > 0, hence nW is strictly monotone increasing in a right neigh-
borhood of t=0.
Then it is enough to construct a (nonconvex) polygon W satisfying (26).
For every e ¥ ]0, 1/2[ and k ¥N, let Tke denote the closed triangle in R2
with vertices (k− e2, 0), (k+e2, 0), (k, e). Let us define the open polygon
We q (]0, 11[×]0, 11[)<1010
k=1
Tke 2 ,
and denote by Ae, Le and Ce the constants appearing in (24) related to We.
One has
L2e
2Ae
=
L20
2A0
+O(e)=8+O(e).
On the other hand, from (25) we deduce that
Ce=C0+10 12−p22+O(e)=24−5p+O(e),
hence (26) is satisfied for e small enough.
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5. ANALYSIS OF THE SCALAR PROBLEM
In this section we shall prove the existence and uniqueness of minimizers
for the scalar problem (7). As is customary, we first establish an existence
result for the relaxed functional
F¯(g) q FWW
0
a(t)[fgg(gŒ(t))−g(t)] dt, g ¥Ka. (27)
We recall that, with our convention, the function fgg is the bidual of the
map sW f(|s|), hence it is defined over all R and satisfies fgg(t)=fgg(|t|).
Here a : [0, WW]Q [0,+.[ is any function satisfying the assump-
tion (h3) below. For notational convenience, let us define the function
n(t) q
>WWt a(s) ds
a(t)
, t ¥ [0, WW[. (28)
Theorem 5.1. Assume that (H1) and (H2) hold, together with the
following assumptions:
(h3) the function a : [0, WW]Q [0,+.[ is monotone nonincreasing,
and a(t) > 0 for every t ¥ [0, WW[;
(h4) S q sup{n(t); t ¥ [0, WW[} <M, where n is the function defined in
(28).
Then the function
f(t) q F t
0
(fg) −− (n(s)) ds, t ¥ [0, WW], (29)
belongs to Ka 5W1,.(0, WW) and minimizes F¯ over Ka. Furthermore, a
function g ¥Ka is a minimizer of F¯ in Ka if and only if it satisfies the
Euler–Lagrange inclusion
n(t) ¥ “fgg(gŒ(t)), a.e. t ¥ [0, WW]. (30)
Remark 5.2. In (h3) we allow a(WW)=0, since this is the case we are
interested for the applications. If a(WW) > 0, then Ka coincides with the
space of the absolutely continuous functions on [0, WW] vanishing at 0.
Remark 5.3. As will be underlined in the proof of Theorem 5.1, in
(h4) the case S=M is allowed if the graph of fgg contains a halfline of
slopeM.
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Now we state the result concerning existence and uniqueness of mini-
mizers for the nonconvex functional F overKa.
Theorem 5.4. Under the assumptions of Theorem 5.1, if in addition
(h5) meas({t ¥ [0, WW[; n(t)=c})=0 for every c ¥ R,
then the function f defined in (13) is the unique minimizer of F overKa.
Remark 5.5. It is clear that, if the function n is strictly monotone on
[0, WW[, then the condition (h5) is satisfied.
For the proof of Theorem 5.1 we need a simple integration-by-parts
lemma.
Lemma 5.6. Assume that (h3) holds. Let A(t) q >WWt a(s) ds. Then for
every g ¥Ka the function AgŒ belongs to L1(0, WW) and
FWW
0
a(t) g(t) dt=FWW
0
A(t) gŒ(t) dt.
Proof. From (h3) and the fact that agŒ ¥ L1(0, WW) we have that
AgŒ ¥ L1(0, WW). Since g(0)=0 and the functions ag and (Ag)Œ belong to
L1(0, t) for every t ¥ ]0, WW[ we have that
F t
0
a(s) g(s) ds=−A(t) g(t)+F t
0
A(s) gŒ(s) ds, t ¥ [0, WW[. (31)
From the properties of the Lebesgue integral, it is enough to prove that
lim
tQWW−
A(t) g(t)=0. (32)
By assumption, the function c q agŒ belongs to L1(0, WW). Furthermore,
since a is monotone nonincreasing and g(0)=0, we have that, for every
t ¥ [0, WW[,
|g(t)| [
1
a(t)
F t
0
|c(s)| ds [
||c||L1
a(t)
,
0 [ A(t) [ a(t)(WW−t),
hence |A(t) g(t)| [ (WW−t) ||c||L1, and (32) easily follows. L
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Proof of Theorem 5.1. From (H2) it follows that [0, M[ ıDom fg.
Moreover, from (h4) we have that 0 < n(t) [ S <M for every t ¥ [0, WW[,
hence
0 [ fŒ(t)=(fg) −− (n(t)) [ (fg) −− (S) <+.,
which proves that f ¥W1,.(0, WW). Since f(0)=0 by the very definition of
f, then f ¥Ka. The same argument works in the case S=M, if the graph
of fgg contains a halfline of slope M, that is if there exists R \ 0 such that
fgg(t)=M(t−R)+fgg(R) for every t \ R (see Remark 5.3). Namely, in
this case one has Dom fg=[−M, M] and 0 [ (fg) −− (M) [ R.
In order to prove that f is a minimizer of F¯ in the class Ka, we shall
prove that every function g ¥Ka satisfying the Euler–Lagrange inclu-
sion (30) is a minimizer of F¯. Given k ¥Ka, we are going to show that
F¯(k) \ F¯(g). By Lemma 5.6 and the fact that n(t) ¥ “fgg(gŒ(t)) for a.e.
t ¥ [0, WW] we deduce that
F¯(k)−F¯(g)=FWW
0
{a(t)[fgg(kŒ(t))−fgg(gŒ(t))]−A(t)[kŒ(t)−g(t)]} dt
\ FWW
0
{a(t) n(t)[kŒ(t)−gŒ(t)]−A(t)[kŒ(t)−gŒ(t)]} dt=0.
It remains to prove that every minimizer of F¯ in Ka satisfies the
Euler–Lagrange inclusion (30). We shall follow the lines of the proof given
in [8, Theorem 4.1]. For every n > 1/WW, let tn qWW−1/n, and define
Kna q {k ¥ AC[0, tn]; k(0)=0},
F¯n(k) q F
tn
0
a(t)[fgg(kŒ(t))−k(t)] dt, k ¥Kna.
Now let g ¥Ka be a minimizer of F¯ inKa and define, for every n > 1/WW,
en q F
WW
tn
a(s) ds, ln(x) q en |x−g(tn)|, x ¥ R.
We want to prove that the restriction gn of g to the interval [0, tn] is a
solution to
min
kn ¥K
n
a
{F¯n(kn)+ln(kn(tn))} (33)
for every n > 1/WW. Namely, fixed kn ¥Kna, let d q g(tn)−kn(tn) and
define the following extension k of kn to [0, WW]:
k(t) q ˛kn(t) if t ¥ [0, tn],
g(t)−d if t ¥ [tn, WW].
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Since k ¥Ka and g is by assumption a minimizer of F¯ in Ka, we have that
F¯(g) [ F¯(k), which implies that
F¯n(gn) [ F¯n(kn)+|d| F
WW
tn
a(s) ds [ F¯n(kn)+en |d|. (34)
From (34) we obtain
F¯n(gn)+ln(gn(tn))=F¯n(gn) [ F¯n(kn)+ln(kn(tn))
for every kn ¥Kna, so that gn is a solution to (33). From [16, Corollary 1]
we deduce that, for every n > 1/WW, there exists pn ¥ AC[0, tn] such that
p −n(t)=−a(t),
pn(t)
a(t)
¥ “fgg(gŒ(t)), a.e. t ¥ [0, tn], (35)
|pn(tn)| [ en. (36)
Let us extend pn to [0, WW] by setting
pn(t) q pn(tn)−F
t
tn
a(s) ds, t ¥ [tn, WW].
It is clear that pn ¥ AC[0, WW]. Furthermore, from (36) and the definition
of e we have that
|pn(WW)| [ |pn(tn)|+F
WW
tn
a(s) ds [ 2en. (37)
Since p −n=−a a.e. on [0, WW], from (37) we infer that, for every t ¥
[0, WW[,
lim
nQ+.
pn(t)
a(t)
= lim
nQ+.
pn(WW)+>WWt a(s) ds
a(t)
=n(t). (38)
Finally, since the set “fgg(t) is closed for every t ¥ R, from (35) and (38)
we conclude that g satisfies (30). L
Proof of Theorem 5.4. We claim that if g ¥Ka satisfies the Euler–
Lagrange inclusion (30), then gŒ does not take values in the open intervals
where fgg is affine. Assume by contradiction that there exist a set B ı
[0, WW] of positive measure and an interval ]a, b[ … ]0,+.[ where fgg is
affine, such that gŒ(t) ¥ ]a, b[ for every t ¥ B. Hence, denoting by s the
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slope of fgg in ]a, b[, we have that n(t)=(fgg)Œ (gŒ(t))=s for every t ¥ B,
in contrast with (h5).
Since, by definition, f satisfies the Euler–Lagrange inclusion (30), from
the claim above we deduce that fŒ takes values only in the set
E q {s \ 0; (s, fgg(s)) ¥ ext epi fgg}.
Since f(s)=fgg(s) for every s ¥ E (see [7, Remark 5.3]), we conclude that
f is a minimizer of F inKa.
It remains to prove that f is the unique minimizer. Since min F=min F¯
and F \ F¯, it is enough to prove that f is the unique minimizer of F¯ inKa.
Let g ¥Ka be another minimizer of F¯. By the convexity of the functional F¯,
we deduce that the function fl q (1−l) f+lg is a minimizer of F¯ for every
l ¥ [0, 1], and
fgg(f −l(t))=(1−l) f
gg(fŒ(t))+lfgg(gŒ(t)), a.e. t ¥ [0, WW]. (39)
Since f −l(t) belongs to E for a.e. t ¥ [0, WW] and every l ¥ [0, 1], from (39)
we conclude that fŒ(t)=gŒ(t) for a.e. t ¥ [0, WW], that is f=g. L
6. CONVERGENCE OF SOLUTIONS IN VARYING DOMAINS
Aim of this section is to prove Theorem 6.1 below concerning the con-
vergence of solutions in varying domains. With some abuse of notation, a
function v ¥W1, 10 (W) will be considered as a function in W1, 1(RN) by
setting v=0 on RN0W.
We recall that the Hausdorff distance between two bounded sets
A, B … RN is defined by
dH(A, B) q sup{d(a, B), d(b, A); a ¥ A, b ¥ B}.
Theorem 6.1. Let W, Wn, n ¥N, be open convex bounded subsets of RN,
and assume that limn dH(W, Wn)=0. Assume that (H1)–(H3) hold, and let
u ¥W1, 10 (W) be the solution to (3). Then there exists n0 ¥N such that Wn
satisfies (H3) for every n \ n0, hence problem
min
v ¥W1, 10 (W
n)
Jn(v), Jn(v) q F
W
n
[f(|Dv(x)|)−v(x)] dx (40)
admits a unique solution un ¥W1, 10 (Wn) for every n \ n0. Furthermore the
sequence (un)n converges to u in the weak-f topology of W1,.(RN), and
limn Jn(un)=J(u).
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Before proving Theorem 6.1, we need some preliminary convergence
results. We start with a simple lemma.
Lemma 6.2. Let A, B … RN be two bounded open convex sets, and assume
that A ı B. ThenHN−1(“At) [HN−1(“Bt) for every t \ 0.
Proof. Since A ı B, then At ı Bt for every t \ 0, hence the conclusion
follows from Proposition 2.2. L
Now we prove a partial convergence result concerning monotone
sequences of sets.
Lemma 6.3. Let W1 ` W2 ` · · · ` Wn ` · · · ` W be a sequence of open
bounded convex subsets of RN, such that
meas 13
n
Wn<W2=0.
Then one has limnHN−1(“Wnt )=HN−1(“Wt), for every t \ 0, t ]WW.
Proof. Since HN−1(“W1t ) \HN−1(“W2t ) \ · · · \HN−1(“Wnt ) \ · · · \
HN−1(“Wt), there exists a function a˜ : [0,+.[Q [0,+.[ such that
a˜(t) \HN−1(“Wt) and limnHN−1(“Wnt )=a˜(t) for every t ¥ [0,+.[. Since
limn WWn=WW, we have that a˜(t)=HN−1(“Wt)=0 for every t > WW.
Let us fix t ¥ [0, WW[, and prove that a˜(t)=HN−1(“Wt). For every
n ¥N, let us denote by dn q dH(W, Wn) the Hausdorff distance between the
sets W and Wn. By assumption we have that limn dn=0. Furthermore, from
the definition of dn, we have that W
n
dn
ı W ı Wn, hence
Wnt+dn ı Wt ı W
n
t .
From Lemma 6.2 we deduce that, for every n ¥N,
HN−1(“Wnt+dn ) [HN−1(“Wt) [HN−1(“W
n
t ).
For every e > 0, from the monotonicity of sWHN−1(“Wns ) we deduce that
there exists n0 ¥N such that
HN−1(“Wnt+e) [HN−1(“Wt) [HN−1(“Wnt ). -n \ n0.
Passing to the limit in the last inequalities we get
a˜(t+e) [HN−1(“Wt) [ a˜(t), -e > 0. (41)
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Finally, assume by contradiction that there exists t ¥ [0, WW[ such that
HN−1(“Wt) < a˜(t). If t > 0, then from the continuity of the function
sWHN−1(“Ws) at t we have that HN−1(“Wt− e) < a˜(t) for e ¥ ]0, t[ small
enough, hence from (41) we get a contradiction. If t=0, we can apply the
same argument used in the proof of Lemma 4.3. L
Remark 6.4. It can be checked that Lemma 6.3 holds also if we consider
an inner approximation of the set W, that is if the sequence (Wn)n satisfies
W1 ı W2 ı · · · ı Wn ı · · · ı W, 0
n
Wn=W.
We generalize the results of Lemma 6.3 and Remark 6.4 to arbitrary
sequences of sets, not necessarily monotone.
Theorem 6.5. Let W, Wn, n ¥N be open convex bounded subsets of RN,
and assume that limn dH(W, Wn)=0. Then limnHN−1(“Wnt )=HN−1(“Wt)
for every t \ 0, t ]WW.
Proof. For every n ¥N let us define the open bounded convex sets
An q int 13
k \ n
Wk2 , Bn q int co 10
k \ n
Wk2 .
The following inclusions hold:
A1 ı A2 ı · · · ı An ı · · · ı W,
B1 ` B2 ` · · · ` Bn ` · · · ` W,
An ı Wn ı Bn, -n ¥N.
We claim that, for every n ¥N,
dH(An, W) [ sup
k \ n
dH(Wk, W), (42)
dH(Bn, W) [ sup
k \ n
dH(Wk, W). (43)
By the very definition of Hausdorff distance, in order to prove (42) it is
enough to show that
sup
a ¥ An
d(a, W) [ sup
k \ n
sup
y ¥ Wk
d(y, W), (44)
d(x, An)=sup
k \ n
d(x, Wk), -x ¥ W. (45)
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Since An ı Wk for every k \ n, (44) is trivially satisfied. Concerning (45), for
every x ¥ W we have that
sup
k \ n
d(x, Wk)=d 1x, 3
k \ n
Wk2=d(x, An).
Let us now prove (43). As for the previous step, it is enough to show that
sup
b ¥ Bn
d(b, W)=sup
k \ n
sup
y ¥ Wk
d(y, W), (46)
d(x, Bn) [ sup
k \ n
d(x, Wk), -x ¥ W. (47)
Since Bn ` Wk for every k \ n, the inequality (47) trivially holds, and
e q sup
b ¥ Bn
d(b, W)− sup
k \ n
sup
y ¥ Wk
d(y, W) \ 0. (48)
Assume by contradiction that e > 0. Choose b0 ¥ Bn in such a way that
d(b0, W) \ sup
b ¥ Bn
d(b, W)−
e
2
,
so that, by (48),
d(b0, W) \ d(y, W)+
e
2
, -y ¥ 0
k \ n
Wk. (49)
Since b0 ¥ co(1k \ n Wk), by Caratheodory’s theorem there exist N+1 points
y0, ..., yN ¥1k \ n Wk and l0, ..., lN ¥ [0, 1] such that
b0=C
N
j=0
lj yj, C
N
j=0
lj=1.
Since the distance from a convex set is a convex function, we deduce that
d(b0, W) [ C
N
j=0
ljd(yj, W),
hence there exists j ¥ {0, ..., N} such that d(b0, W), [ d(yj, W), in contra-
diction with (49). This completes the proof of the claim.
From the inequalities (42) and (43) we deduce that
lim
n
dH(An, W)=lim
n
dH(Bn, W)=0.
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Moreover, from Lemma 6.3 and Remark 6.4 we have that
lim
nQ+.
HN−1(“Ant )= lim
nQ+.
HN−1(“Bnt )=HN−1(“Wt),
for every t \ 0, t ]WW. From the inclusions An ı Wn ı Bn we infer that
HN−1(“Ant ) [HN−1(“Wnt ) [HN−1(“Bnt ) for every n ¥N, hence we con-
clude that limnHN−1(“Wnt )=HN−1(“Wt) for every t ]WW. L
We are now in a position to complete the proof of Theorem 6.1.
Proof of Theorem 4.1. Since limn WWn=WW, from Theorem 6.5, (11),
and Remark 3.2 we deduce that
lim
nQ+.
nWn(s)=nW(s), -s \ 0. (50)
Since meas(Wn)/HN−1(“Wn)=nWn(0), and by (H3) nW(0) <M, we deduce
that there exist a constant S ¥ ]nW(0), M[ and an index n0 ¥N such that
nWn(0) [ S for every n \ n0, hence by Theorem 3.1 there exists a solution to
(40) for every n \ n0.
Concerning the convergence of the solutions, we recall that un(x)=
fn(d(x, “Wn)), x ¥ Wn, where
fn(t)=F
t
0
(fg) −− (nWn(s)) ds, t ¥ [0, WWn].
From (50) and Theorem 24.5 in [15] we deduce that for every s ¥ ]0, WW[
and e > 0 there exists m ¥N such that
(fg) −− (nWn(s)) ¥ [(fg) −− (nW(s))− e, (fg) −+ (nW(s))+e], -n \ m.
Moreover, from Remark 3.3 we have that
(fg) −− (nW(s))=(f
g) −+ (nW(s)), a.e. s ¥ [0, WW],
hence
lim
nQ+.
(fg) −− (nWn(s))=(f
g) −− (nW(s)), a.e. s ¥ [0, WW],
that is,
lim
nQ+.
f −n(s)=fŒ(s), a.e. s ¥ [0, WW].
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Since, for every n \ n0, fn(0)=0, 0 [ f −n(s) [ (fg) −− (S) for a.e. s ¥
[0, WWn], and limn d(x, “Wn)=d(x, “W) for every x ¥ RN, we conclude that
(un)n converges to u in the weak-f topology ofW1,.(RN).
Furthermore, by the Dominated Convergence Theorem it follows that
limn Jn(un)=J(u). L
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