ABSTRACT. We settle the main question left open in HiSl] by establishing that for all n there exists a Turing degree a with jump trace of the form ( ? ! 0 ; ? n ) | that is, for all k 2 !, 0 (k) T a (k) T 0 (n+k) and a (k) is incomparable with 0 (k+1) ; : : :; 0 (n+k?1) . It follows that every consistent jump trace is realized.
Introduction and summary
In HiSl; 1.3] the jump trace of an arithmetical Turing degree a is de ned as JTr(a) = (h 0 ; h 1 ; : : :; h k ; : : :; : : :;`k; : : :;`1;`0); where for all k, 0 (h k +k) T a (k) T 0 (`k+k) and these bounds are best possible | that is, a (k) is incomparable with all of 0 (h k +k+1) ; : : :; 0 (`k+k?1) or equivalently 0 (h k +k+1) 6 T a (k) 6 T 0 (`k+k?1) . This notion is a generalization of the familiar notions of highness and lowness | a degree a is properly high k i its jump trace is (0; The elementary properties of the jump operator imply 1.1 Lemma. For any jump trace (h 0 ; h 1 ; : : :; h k ; : : :; : : :;`k; : : :;`1;`0), for all k, (i) h k h k+1 `k +1 `k; (ii)`k `k +1 + 1:
It follows that any jump trace is of the form (h 0 ; h 1 ; : : :; h k?1 ; ? ! h ; ? ;`k ?1 ; : : : ;`1;`0), with h 0 h 1 h k?1 h ` `k ?1 `1 `0 and`i `i +1 + 1:
We call such a sequence a gap-(`? h) trace. A trace is realized i it is the jump trace of some degree. We proved as HiSl; Theorem 1.5] the 1.2 Theorem. For n 2, every gap-n trace is realized. For all n, if the simplest gap-n trace ( ? ! 0 ; ? n ) is realized, then every gap-n trace is realized.
Our main result here is that no hypotheses are necessary: 
Jump inversion
Our notation generally follows that of So], and we expect the reader to be somewhat familiar with the principal results of Chapters I{VIII of that book. Our main notational deviation is the following. Fix an enumeration h W e : e 2 ! i of the r.e. sets and set X hei = X W X e = X f x : 9y h x; X y i 2 W e g, X h i = X, and X he 0 ;:::;e m i = X he 0 ;:::;e m?1 i he m i :
Thus always X T X he 0 ;:::;e m i T 0 (m+1) . Sets of the form X he 0 ;:::;e m i and their degrees are called (m + 1)-REA X]. m is generally omitted when it is 1 and X when it is ;.
For example, in this notation, the uniform relativized version of the Sacks Jump Theorem asserts that there exists a primitive recursive function f such that for all sets X and all indices e, X hf(e)i 0 T X 0 hei and X < T X hf(e)i .
A basic tool in all that we do is the following result of Jockusch and Shore. More generally, there exist primitive recursive functions f 0 and f 1 such that for all sets X, and all natural numbers c and z, if X hci is low X], then X hci T X hf 0 (c;z)i and X hf 0 (c;z)i 0 T X hf 0 (c;z);f 1 (c;z)i 0 T X 0 hzi T X hf 0 (c;z);f 1 (c;z)i X 0 :
Furthermore, indices for all of these Turing reductions are primitive recursively calculable from c and z. Proof. We prove the rst version; the relativized and uniform version follows by the usual obsevation that the proof is e ective and independent of a relativizing parameter. The proof is a blend of the original proof of Harrington with the technique of Robinson for working above a low degree, which is explained as part of So; Theorem XI.3.2]. Although there is no proof of Harrington's Theorem in print, a generalization of it including uppercone avoidance appears as HiSl; Theorem 2.5]. Therefore, rather than presenting here a complete proof, we shall explain how to modify a simpli ed version of this proof and will expect the reader to have access to it. As in HiSl; Theorem 2.5], given S and C as speci ed, we shall actually construct an r.e. set A and an r.e. A] set B such that
We x a set E such that for all e, e 2 S =) E e] is nite; e = 2 S =) E e] = ! e] :
Our strategy is to include all but nitely much of each column of E in A to guarantee that S T A 0 while controlling computations to ensure that (A B C) 0 is computable from both S and A B C ; 0 . The role of B is to provide enough information about the limiting behavior of the columns of A to enable C ; 0 to compute moduli for them.
The construction of A is necessarily an in nite injury one, but that of B = B A] is nite injury with restraints designed to protect computations of the form feg A B t C t t (e) from injury by subsequent enumerations into B below the use u; niteness of the positive requirements ensures that this will happen at most nitely often. Of course, such a computation may also be injured by changes in C, and in general this may occur in nitely often. The lowness of C provides a way to make an informed guess whether or not C will change below u; the guess may be wrong, but only nitely often. Thus if we guess that C will not change, we C-certify the computation and proceed as before; in the opposite case we ignore the computation and wait until it is certi ed at a later stage before protecting it with a restraint.
Certi cation works as follows. Let h F n : n 2 ! i be the canonical enumeration of the nite sets. Since C is low, the set C := f e : (9n 2 W e ) F n \ C = ; g is recursive in ; 0 and hence is the limit of a recursive sequence h C s : s 2 ! i. When we encounter the computation feg A B t C t t (e) with use u, we rst determine n t such that F n t = f y < u : y = 2 C t g and enumerate n t into an auxiliary r.e. set W c that we build as part of the construction. If no such y will subsequently be enumerated into C to injure the computation, then c 2 C and hence for all su ciently large v, c 2 C v . Hence a search for the least v such that either c 2 C v or some y < u enters C v is well-de ned; the computation is certi ed in the rst case. Of course, certi cation may occur in cases when a C-change does occur later, but this can happen only nitely often. The Recursion Theorem is used to enable us to use the index of the set W c in the course of building this very set. This is slightly more involved than it might seem, because we are simultaneously using in nitely many such c, one for each potential computation. One way to formalize this procedure is the following. View the construction as dependent on a parameter a which ranges over indices for primitive recursive functions | we temporarily denote the a-th such function by a]. In determining whether or not to certify the computation feg A B t C t t (e), we search for v such that a](e; t) 2 C v . Then there exists a primitive recursive function f such that f(a; e; t) is an index of the auxiliary r.e. set used at this stage. The (Primitive) Recursion Theorem now provides an index a such that for all e and t, a](e; t) = f( a; e; t), and the successful construction is the one based on the parameter value a. We leave the remaining details, which may now be seen as a precise de nition of the function f, for the reader to glean from a study of So; Theorem XI.3.2].
We turn now to the discussion of how to modify the proof of HiSl; The statements of most of the lemmas 2.7-2.14 of HiSl; Theorem 2.5] require modi cations which are generally clear from the above changes in the de nitions. We shall assume that the reader can make many of these and will direct our comments for the most part to the changes in the proofs. The main idea of the proof of Lemma 2.7 is unchanged: s 2 T e and ? e (s; t) guarantee that the relevant computations will not su er any further injuries due to enumerations into A. In place of 2.7 (i)(d) and (ii) we havê u A (e; s; t) =û A (e; s; t) = u(A B t C t ; e; e; t) = r B (e; t):
Note that because of the inclusion of a C-correctness condition in the de nition of ? e , all of these computations will be certi ed. Similarly, this condition makes the modi ed versions of 2.7 (iii) work as before, since there will be no further C-injuries.
Lemma 2.8 holds and is proved exactly as given. Lemma 2.9 now reads feg A B C (e) # () 9s 9t e (s; t):
The implication ((=) is immediate from (the modi ed) 2.7 and (=)) is proved much as before. The only relevant part of De nition 2.10 is t e := least t (B <e] t = B <e] ). The argument for Lemma 2.11 is much the same (and simpler) becuase of the inclusion of Ccorrectness in T e . The modi ed statement of Lemma 2.12 is the same except that part (i) asserts only that t e exists, which is immediate from the induction hypothesis, and the proofs of parts (ii) and (iii) are as before.
The main new point of the proof is that still R B (e) = lim t R B t (e) exists. This is guaranteed by certi cation as follows. Suppose that e is minimal such that lim t r B (e; t) does not exist. Clearly this can happen only if feg A B C (e) " but for in nitely many t, feg A B t C t t (e) # and is C-certi ed. By the nature of the nite-injury priority construction, for su ciently large t, these computations will su er no B-injuries and for in nitely many t numbers n t will be enumerated into the set W c described above, and the computation will be certi ed by the discovery of a v > t such that c 2 C v . Since C = lim t!1 C t , it follows that c 2 C so that for some n 2 W c , F n \ C = ;. But then n = n t for some t, and by the de nition of n t it follows that the computation feg A B t C t t uses correct C information. Since it already uses correct A and B information, we have feg A B C (e) #, contrary to hypothesis. The rest of 2.12 (iv) now follows as before.
For Lemma 2.13, we note that now T e , ? e , and e are C-recursive, and we may proceed much as before to compute S-recursively indices for them as well as for A e] and B e] relative to C. Of course, we use here again the hypothesis that C is low both to compute x as the answer to a one quanti er question relative to C and hence ; 0 -recursively, and to complete the proof via the equivalences in the middle of page 572. The proof of the modi ed Lemma 2.14 is again nearly identical.
Iterated jump inversion
The preceding result can be iterated as follows.
3.1 Theorem. For any n > 0 and any set S which is n-REA ; 0 ], there exist an n-REA set A and an REA A] set B such that A 0 T B 0 T S T B ; 0 :
More generally, there exist primitive recursive functions f 0 ; : : :; f n such that for all sets X, and all n-tuples of natural numbers z = (z 0 ; : : :; z n?1 ), X hf 0 (c;z);:::;f n?1 (c;z)i 0 T X hf 0 (c;z);:::;f n?1 (c;z);f n (c;z)i 0 T X 0 hz 0 ;:::;z n?1 i T X hf 0 (c;z);:::;f n?1 (c;z);f n (c;z)i X 0 : Furthermore, indices for all of these Turing reductions are primitive recursively calculable from c and z 0 ; : : :; z n?1 . Proof. We prove the rst version; the relativized and uniform version follows by the usual obsevation that the proof is e ective and independent of a relativizing parameter. We proceed by induction. The case n = 1 is Harrington's Theorem (2.2 without C); assume as induction hypothesis that the result holds for n and x a set T which is (n+1) ; and it follows from the monotonicity of the jump operator that these inequalities hold also for all k.
The following generalization of the Sacks Jump theorem leads to a slightly di erent proof of Theorem 1.3. Suppose contrary to (ii) that X 0 T X hh 0 (e);:::;h n?1 (e)i . Then by 3.3(ii), X hh 0 (e);:::;h n?1 (e);g 0 ( d)i T X hh 0 (e);:::;h n?1 (e)i X 0 T X hh 0 (e);:::;h n?1 (e)i ; contrary to 3.3(iv).
3.5 Corollary. For all n > 0, there exist indices e 0 ; : : :; e n?1 such that for all sets X, (i) X h e 0 ;:::; e n?1 i (n) T X (n) h e 0 ;:::; e n?1 i ; (ii) if n > 1, X h e 0 ;:::; e n?1 i is Turing incomparable with X 0 ; : : :; X (n?1) .
