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1. Introduction
In nonlinear functional analysis, the research on the fixed points of operators without compactness is difficult, especially
decreasing operators. Some results about that can be seen in [1–10]. In this paper we obtain some new fixed point theorems
of decreasing operators without compactness, which extend the results in [2–5]. The methods we use here are partial order
method, cone theory and monotone iterative technique. Let us recall some definitions first.
Let E be a Banach space.
Definition 1. A nonempty convex closed set P ⊂ E is called a cone if
(1) x ∈ P, λ ≥ 0⇒ λx ∈ P;
(2) x ∈ P,−x ∈ P ⇒ x = θ .
The space E is ordered by the cone P with x ≤ y(x, y ∈ E)⇔ y− x ∈ P . P is said to be normal if there exists a constant
N > 0, such that θ ≤ x ≤ y ⇒ ‖x‖ ≤ N ‖y‖. The minimal N is called a normal constant. P is normal⇔ xn ≤ zn ≤ yn
and ‖xn − x‖ → 0, ‖yn − x‖ → 0 ⇒ ‖zn − x‖ → 0 (n = 1, 2, . . .). P is solid if it contains interior points, i.e. P˚ 6= φ. If
y− x ∈ P˚, then we write x y. More details about cone can be seen in [11] and other related books.
Definition 2. An operator A : D → E is said to be decreasing if and only if x ≤ y implies Ay ≤ Ax, where D is a convex
subset of E.
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Definition 3. An operator A : D→ E is said to be convex if and only if
A(tx+ (1− t)y) ≤ tAx+ (1− t)Ay, t ∈ [0, 1], x, y ∈ D, x ≤ y,
where D is a convex subset of E.
The paper is organized as follows. In Section 2, we give some theorems on the existence and uniqueness of fixed
points for decreasing operators without continuity and compactness. As an application, we discuss the two-point boundary
value problem of second order differential equation. In Section 3, we consider the decreasing operators which are Fréchet
differentiable and establish some fixed point theorems. We also apply the results obtained here to the Urysohn integral
equation to get the existence and uniqueness of solutions.
In the following we always assume that E is a Banach space, P is a normal cone of E, and N is the normal constant of P .
2. Decreasing operators without continuity and compactness
In this section we consider the operators without continuity and compactness. The results obtained here generalize the
results in [2–5].
Theorem 2.1. Suppose that A : P → P is a decreasing operator and there exists u ∈ P satisfying
(H1) u ≤ A2u ≤ Au;
(H2) there exists 0 < ε < 1, such that εAu ≤ A2u;
(H3) for any b satisfying ε ≤ b < 1, there exist δ = δ(b) > 0 and a function φ(t) in [b − δ, b], 1 ≤ φ(t), limt→b− φ(t) =
φ(b) < 1b , such that
A(tx) ≤ φ(t)Ax, ∀t ∈ [b− δ, b], x ∈ [εAu, Au].
Then A has a unique fixed point x∗ in [u, Au]. Moreover, for any initial x0 ∈ [u, Au], letting xn = Axn−1 (n = 1, 2, . . .), we have
‖xn − x∗‖ → 0 (n→∞).
Proof. Since A is decreasing, by the condition (H1)we know that
u ≤ A2u ≤ · · · ≤ A2nu ≤ · · · ≤ A2n−1u ≤ · · · ≤ A3u ≤ Au. (2.1)
By (H2), we get εA2n−1u ≤ A2nu, n = 1, 2, 3, . . . . Letting tn = sup{t
∣∣tA2n−1u ≤ A2nu }, then tnA2n−1u ≤ A2nu and {tn} is
increasing. Hence tn → t∗, ε ≤ t∗ ≤ 1.
We claim t∗ = 1. On the contrary, let t∗ < 1. Noticing (H3), there exist δ > 0 and φ(t) in [t∗ − δ, t∗], 1 ≤ φ(t) and
limt→t∗− φ(t) = φ(t∗) < 1t∗ , such that A(tx) ≤ φ(t)Ax, t ∈ [t∗ − δ, t∗], x ∈ [εAu, Au]. Choosing m ∈ Z+, such that
t∗ − δ ≤ tn ≤ t∗ for n ≥ m, then we get
A2(n+1)−1u = A(A2nu) ≤ A(tnA2n−1u) ≤ φ(tn)A2nu ≤ φ(tn)A2(n+1)u, n ≥ m, (2.2)
which implies 1
φ(tn)
≤ tn+1. Taking n→+∞, then φ(t∗) ≥ 1t∗ , which contradicts φ(t∗) < 1t∗ . Therefore t∗ = 1.
By (2.1), we have A2(n+q)u− A2nu ≤ A2n−1u− A2nu ≤ (1− tn)A2n−1u ≤ (1− tn)Au, q ∈ Z+.
Since P is normal, {A2nu} is a convergent sequence. Similar argument gives that {A2n−1u} is also a convergent sequence.
Suppose A2nu → u∗, A2n−1u → u∗. Taking q → +∞ in A2nu ≤ A2(n+q)u ≤ A2(n+q)−1u ≤ A2n−1u, then A2nu ≤ u∗ ≤ u∗ ≤
A2n−1u (n = 1, 2, . . .), which follows u∗ = u∗ = x∗ since tn → 1. Hence A2nu ≤ x∗ ≤ A2n−1u and A2nu ≤ Ax∗ ≤ A2n+1u. It
follows Ax∗ = x∗, that is, A has at least one fixed point x∗ in [u, Au].
It is easy to prove the uniqueness of x∗. We omit it here.
Finally, for any x0 ∈ [u, Au], let xn = Axn−1 (n = 1, 2, . . .). Since A is decreasing and P is normal, by induction, we have
A2nu ≤ x2n−1 ≤ A2n−1u, A2nu ≤ x2n ≤ A2n+1u (n = 1, 2, . . .).
Then ‖xn − x∗‖ → 0(n→∞). 
Theorem 2.2. Suppose that A : P → P is a decreasing operator and there exists v ∈ P satisfying
(H ′1) Av ≤ A2v ≤ v;
(H ′2) there exists 0 < ε < 1, such that εA2v ≤ Av;
(H ′3) for any b satisfying ε ≤ b < 1, there exist δ = δ(b) > 0 and a function φ(t) in [b − δ, b], 1 ≤ φ(t), limt→b− φ(t) =
φ(b) < 1b , such that
A(tx) ≤ φ(t)Ax, ∀t ∈ [b− δ, b], x ∈ [εA2v, A2v].
Then A has a unique fixed point x∗ in [Av, v]. Moreover, for any initial x0 ∈ [Av, v], letting xn = Axn−1 (n = 1, 2, . . .), we have
‖xn − x∗‖ → 0 (n→∞).
Proof. The proof is similar to Theorem 2.1, therefore we omit it. 
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Remark 2.1. (1) In [10], F. Li and Z. Liang introduced the definition of −ϕ-convex operator and showed some fixed point
theorems which are very interesting and can be applied to many operators. We see that the above two theorems cannot be
obtained by [10].
(2) If P is solid,A : P˚ → P˚ is a decreasing operator, u ∈ P˚ (or v ∈ P˚), and the other conditions of Theorem2.1 (or Theorem2.2)
hold, then we can also get the same conclusion as Theorem 2.1 (or Theorem 2.2).
Now we show two corollaries which are more convenient in applications.
Corollary 2.1. Suppose that A : P → P is a decreasing operator and
(H4) there exists 0 < ε < 1, such that θ < εAθ ≤ A2θ
(H5) for any a, b satisfying ε ≤ a < b < 1, there exists a continuous function φ(t) in [a, b], 1 ≤ φ(t) < 1t , such that
A(tx) ≤ φ(t)Ax, ∀ t ∈ [a, b], x ∈ [εAθ, Aθ ].
Then we have
(C) A has a unique fixed point x∗ in P. Moreover, for any initial x0 ∈ P, letting xn = Axn−1 (n = 1, 2, . . .), we have
‖xn − x∗‖ → 0 (n→∞).
Proof. It is obvious that (H4) implies (H1) and (H2). Also (H5) implies (H3). Therefore by using Theorem 2.1 we end the
proof. 
Corollary 2.2. Suppose that A : P → P is a decreasing operator satisfying (H4) and the following
(H6) there exists a continuous function φ(t) in [ε, 1), 1 ≤ φ(t) < 1t , such that
A(tx) ≤ φ(t)Ax, ∀t ∈ [ε, 1), x ∈ [εAθ, Aθ ].
Then the conclusion (C) is true.
Proof. Since (H4) implies (H1) and (H2), (H6) implies (H3), then Theorem 2.1 yields the conclusion. 
The theorems above can deduce the results obtained in [2–5] and the proofs here are more simple. As examples, we give
some of them here.
Corollary 2.3 ([3]). Suppose that A : P → P is a decreasing operator satisfying (H4) and the following
(H7) for any a, b satisfying ε ≤ a < b < 1, there exists η = η(a, b) > 0, such that
A(tx) ≤ [t(1+ η)]−1Ax, ∀ t ∈ [a, b], x ∈ [εAθ, Aθ ].
Then we have the conclusion (C).
Proof. It is enough to prove that (H5) is equivalent to (H7).
Let us take φ(t) = [t(1+ η)]−1. Then we immediately know that (H7) implies (H5).
On the other hand, if (H5) holds, taking δ = mint∈[a,b]{ 1t − φ(t)}, then we have δ > 0 since 1t − φ(t) is continuous in
[a, b]. Letting η(a, b) = aδ1−aδ , then η(a, b) > 0, and φ(t) ≤ 1t − δ = 1t − ηa(1+η) ≤ 1t − ηt(1+η) = 1t(1+η) . Therefore (H7) holds.
Now using Corollary 2.1, we obtain the conclusion (C). 
Corollary 2.4 ([4]). Suppose that A : P → P is a decreasing operator satisfying (H4) and the following
(H8) there exists α > 0, such that
A(tx) ≤ 1+ α(1− t)
t + α(1− t) Ax, ∀ t ∈ [ε, 1), x ∈ [εAθ, Aθ ].
Then the conclusion (C) holds.
Proof. Let φ(t) = 1+α(1−t)t+α(1−t) , t ∈ [ε, 1). Then Corollary 2.2 implies Corollary 2.4. 
Corollary 2.5. Suppose that A : P → P is a convex and decreasing operator, and there exists m ∈ Z+, such that 12Aθ ≤ A2mθ .
Then we have the conclusion (C).
Proof. Since A : P → P is decreasing, it follows
θ ≤ A2θ ≤ · · · ≤ A2nθ ≤ · · · ≤ A2n−1θ ≤ · · · ≤ A3θ ≤ Aθ. (2.3)
Hence 12A
2m−1θ ≤ 12Aθ ≤ A2mθ . Letting u = A2m−2θ , then u ≤ A2u ≤ Au, 12Au ≤ A2u. Now we only need to prove (H3) in
Theorem 2.1.
For any t ∈ [ 12 , 1), x ∈ [ 12Au, Au], since A : P → P is a convex operator, we have
A(tx) = A(tx+ (1− t)θ) ≤ tAx+ (1− t)Aθ ≤ tAx+ 2(1− t)A2mθ
= tAx+ 2(1− t)A2u ≤ (2− t)Ax.
Taking φ(t) = (2− t), t ∈ [ 12 , 1), then (H3) holds. Now Theorem 2.1 immediately deduces (C). 
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Remark 2.2. In Corollary 2.5, we do not need the condition ‘‘θ ≤ εAθ ≤ A2θ ’’ used in Lemma 1 of [5], and get the same
conclusion as [5]. We also see that Corollary 2.5 cannot be obtained by Theorem 2.1 in [6].
At last in this section, we apply our conclusion to the following two-point boundary value problem of second order
differential equation−d
2x
dt2
= f (t, x), x ∈ [0,+∞), t ∈ [0, 1];
x(0) = x(1) = 0.
(2.4)
It is well known that x(t) ∈ C2[0, 1] is a solution of (2.4) is equivalent to that x(t) ∈ C[0, 1] is a solution of the
Hammerstein integral equation
x(t) =
∫ 1
0
G(t, s)f (s, x(s))ds, ∀t ∈ [0, 1], (2.5)
where
G(t, s) =
{
t(1− s), 0 ≤ t ≤ s ≤ 1;
s(1− t), 0 ≤ s ≤ t ≤ 1.
Let Ax(t) = ∫ 10 G(t, s)f (s, x(s))ds. Then we have
Conclusion. Suppose
(I) 0 ≤ f (t, x) is decreasing with respect to x ∈ [0,+∞);
(II) there exists 0 < ε < 1, such that 0 < f (t, 0) < 8, f (t, 1) ≥ εf (t, 0);
(III) for any r ∈ [ε, 1), x ∈ [εAθ, Aθ ], there exists a continuous functionφ(r), 1 ≤ φ(r) < 1r , such that f (t, rx) ≤ φ(r)f (t, x).
Then (2.4) has a unique solution x∗(t) ∈ C2[0, 1]which satisfies x∗(t) ≥ 0, t ∈ [0, 1].
Proof. We use Corollary 2.2 to prove the result.
Let P = {x ∈ C[0, 1] |x(t) ≥ 0,∀t ∈ [0, 1] }. Then P is a normal cone in E. It is obvious that (I) implies A : P → P is
decreasing. By (II),
Aθ(t) =
∫ 1
0
G(t, s)f (s, 0)ds ≤ 8
∫ 1
0
G(t, s)ds = 4t(1− t) ≤ 1, ∀t ∈ [0, 1],
A2θ(t) =
∫ 1
0
G(t, s)f (s, Aθ(s))ds ≥
∫ 1
0
G(t, s)f (s, 1)ds ≥ ε
∫ 1
0
G(t, s)f (s, 0)ds
= εAθ(t), ∀t ∈ [0, 1].
On the other hand, for r ∈ [ε, 1), x ∈ [εAθ, Aθ ], by (III), there exists a continuous function φ(r), 1 ≤ φ(r) < 1r , such
that
A(rx)(t) =
∫ 1
0
G(t, s)f (s, rx(s))ds ≤ φ(r)
∫ 1
0
G(t, s)f (s, x(s))ds = φ(r)Ax(t).
Therefore, all conditions in Corollary 2.2 hold. Thenwe know thatAhas a unique fixed point in P , and hence theHammerstein
integral equation (2.5) has a unique solution x∗(t) with x∗(t) ≥ 0, t ∈ [0, 1]. This implies that (2.4) has a unique solution
x∗(t) ∈ C2[0, 1]with x∗(t) ≥ 0, t ∈ [0, 1]. 
3. Fréchet differentiable decreasing operators
In this section, we consider the Fréchet differentiable decreasing operators. The conditions we need here are different
from Section 2. By monotone iterative technique we prove the existence and uniqueness of fixed points for decreasing
operators.
Theorem 3.1. Assume that P is a normal and solid cone of E, A : P → P is a decreasing operator satisfying
(i) for every x ∈ P˚ , A is Fréchet differentiable at x, and Ax ∈ P˚ ;
(ii) there exists 0 < ε < 1, such that θ ≤ ε Aθ ≤ A2θ ;
(iii) for any θ ≤ x ≤ Aθ, θ ≤ h ≤ Aθ , we have−A2θ ≤ A′(x)h.
Then A has a unique fixed point x∗ in P˚ . Moreover, for any initial x0 ∈ P˚ , letting xn = Axn−1 (n = 1, 2, . . .), then
‖xn − x∗‖ → 0 (n → ∞), and the rate of convergence is ‖x2n−1 − x∗‖ ≤ 2nN2 ‖Aθ‖ , (n = 1, 2, . . .), ‖x2n − x∗‖ ≤
2
nN
2 ‖Aθ‖ , (n = 1, 2, . . .).
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Proof. Let v1 = Aθ, u1 = A2θ, un = Avn, vn = Aun−1 (n = 2, 3, . . .). Noticing that A is decreasing and (ii), we know that
εv1 ≤ u1 ≤ u2 ≤ · · · ≤ un ≤ · · · ≤ vn ≤ · · · ≤ v2 ≤ v1. (3.1)
Then ε vn ≤ un, n = 1, 2, 3, . . . . Letting tn = sup{t |tvn ≤ un }, we conclude that tnvn ≤ un and {tn} is increasing. Hence
tn → t∗, ε ≤ t∗ ≤ 1.
Let σ(s) = A(tnvn+ sh1), s ∈ [0, 1], where h1 = (1− tn)vn. The condition (i) leads to σ ′(s) = A′(tnvn+ sh1)h1, s ∈ (0, 1).
By the Mean Value Theorem,
A(tnvn + h1)− A(tnvn) ∈ co{σ ′(s), s ∈ (0, 1)} = co{A′(tnvn + sh1)h1, s ∈ (0, 1)}
= (1− tn)co{A′(tnvn + sh1)vn, s ∈ (0, 1)}. (3.2)
By (iii) and (3.2), it follows A(tnvn + h1) − A(tnvn) = A(vn) − A(tnvn) ≥ −(1 − tn)A2θ . Then vn+1 ≤ A(tnvn) ≤
A(vn)+ (1− tn)A2θ = un + (1− tn)u1 ≤ (2− tn)un ≤ (2− tn)un+1, and
tn+1 ≥ 12− tn . (3.3)
Therefore, t∗ = 1.
According to (3.1), for any q ∈ Z+, we have un ≤ un+q ≤ vn. Then
un+q − un ≤ vn − un ≤ (1− tn)vn ≤ (1− tn)v1. (3.4)
Since P is normal, {un} is a convergent sequence. Moreover, we see that {vn} is also a convergent sequence by a similar
argument as {un}. Suppose un → u∗, vn → v∗. By (3.1), we know that un ≤ un+q ≤ vn+q ≤ vn. Taking q→∞,
un ≤ u∗ ≤ v∗ ≤ vn (n = 1, 2, . . .). (3.5)
Then u∗ = v∗ = x∗, tn → 1. It implies un ≤ x∗ ≤ vn and un ≤ Ax∗ ≤ vn+1, which mean Ax∗ = x∗ and θ  x∗ ≤ Aθ .
Therefore A has at least one fixed point in P˚ .
It is easy to prove that A has only one fixed point in P˚ .
Finally, for any initial x0 ∈ P˚ , let xn = Axn−1 (n = 1, 2, . . .). Since A is decreasing, by induction, we have un ≤ x2n−1 ≤
vn, un ≤ x2n ≤ vn+1, (n = 1, 2, . . .). By the fact that P is normal, we get ‖xn − x∗‖ → 0 (n → ∞). Now we claim that
1− tn+1 < 1n . In fact, by (3.3) we realize
1− tn+1 ≤ 1− tn2− tn .
Notice that {tn} is increasing and tn → 1. If tn = 1 for some n, then 1− tn+1 < 1n is obvious. Otherwise,
1− tn+1 ≤ 1
1+ 11−tn
≤ 1
2+ 11−tn−1
≤ · · · ≤ 1
n+ 11−t1
<
1
n
.
Then by (3.4),∥∥x2n−1 − x∗∥∥ ≤ ∥∥x∗ − un∥∥+ ‖x2n−1 − un‖ ≤ 2N ‖vn − un‖ ≤ 2nN2 ‖Aθ‖ ,∥∥x2n − x∗∥∥ ≤ ∥∥x∗ − un∥∥+ ‖x2n − un‖ ≤ 2N ‖vn − un‖ ≤ 2nN2 ‖Aθ‖ . 
Theorem 3.2. Suppose all conditions in Theorem 3.1 hold. Then for any λ ∈ (0, 1], the equation λAu = u has a unique
solution u(λ) in P˚ . Moreover, constructing successively sequences u1(λ) = λAθ, un(λ) = (λA)un−1(λ) (n = 2, 3, . . .), we
have un(λ)→ u(λ) and
‖u2n−1(λ)− u(λ)‖ ≤ 2nN
2λ ‖Aθ‖ , ‖u2n(λ)− u(λ)‖ ≤ 2nN
2λ ‖Aθ‖ , (n = 2, 3, . . .).
Proof. It is easy to prove that λA, λ ∈ (0, 1], satisfies all conditions in Theorem 3.1. Then Theorem 3.2 is verified. 
We can also show the following properties of u(λ) in Theorem 3.2.
Theorem 3.3. Under the assumptions of Theorem 3.1, we have
(1) u(·) : (0, 1] → P˚ is continuous;
(2) u(·) : (0, 1] → P˚ is strictly increasing, i.e. for any 0 ≤ λ1 < λ2 ≤ 1, one has u(λ1) < u(λ2).
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Proof. (1) The continuity of A implies that un(λ) is continuous. By Theorem 3.2, un(λ) converges uniformly to u(λ) in (0, 1],
and hence u(λ) is continuous with respect to λ.
(2) If 0 = λ1 < λ2, then the conclusion is obviously true.
If 0 6= λ1 < λ2, then it is easy to know that u(λ1) 6= u(λ2). We claim that u(λ1) ≤ u(λ2).
First we prove λ2A(λ2Ax) ≥ λ1A(λ1Ax), ∀x ∈ P . Indeed, by the Mean Value Theorem,
A(λ2Ax)− A(λ1Ax) ∈ (λ2 − λ1)co{A′(λ1Ax+ t(λ2 − λ1)Ax) · Ax, t ∈ (0, 1)}
≥ −(λ2 − λ1)A2θ.
Then A(λ2Ax) − λ1λ2 A(λ1Ax) ≥ (1 −
λ1
λ2
)A(λ1Ax) − (λ2 − λ1)A2θ . Noting A(λ1Ax) ≥ A2θ ≥ λ2A2θ,∀x ∈ P, we have
λ2A(λ2Ax) ≥ λ1A(λ1Ax), ∀x ∈ P .
According to un(λ) = (λA)un−1(λ), u1(λ) = λAθ , u1(λ1) = λ1Aθ < λ2Aθ = u1(λ2) and (λA)2 is increasing, we get
u(λ1) ≤ u(λ2). Collecting these shows u(λ1) < u(λ2) for any 0 < λ1 < λ2 ≤ 1. 
Now as an application of Theorem 3.1, we deal with the Urysohn integral equation
x(t) =
∫ 1
0
k(t, s)f (s, x(s))ds, ∀t ∈ [0, 1]. (3.6)
Let E = C[0, 1], P = {x ∈ C[0, 1] |x(t) ≥ 0,∀0 ≤ t ≤ 1 } be a normal and solid cone in E with P˚ = {x ∈
C[0, 1] |x(t) > 0,∀0 ≤ t ≤ 1 }. We consider the operator A : P → P ,
(Ax)(t) =
∫ 1
0
k(t, s)f (s, x(s))ds, ∀t ∈ [0, 1].
Conclusion. Suppose
(I) f : [0, 1] × [0,+∞)→ (0,+∞) and fx(t, x) ≤ 0 are continuous;
(II) f (t, x) is decreasing with respect to x;
(III) k(t, s), t ∈ [0, 1], s ∈ [0, 1], is continuous and positive;
(IV) M = maxt∈[0,1]
∫ 1
0 k(t, s)f (s, 0)ds and fx(t, x)M + f (t,M) ≥ 0,∀t ∈ [0, 1], x ≥ 0;
(V) there exists 0 < ε < 1, such that f (t,M) ≥ εf (t, 0).
Then A has a unique fixed point x∗ in P˚ , which implies (3.6) has a unique solution x∗(t)with x∗(t) > 0,∀ t ∈ [0, 1].
Proof. It is obvious that for every x ∈ P˚ , one has Ax ∈ P˚ and A is Fréchet differentiable at xwith
A′(x)h(t) =
∫ 1
0
k(t, s)fx(s, x(s))h(s)ds, ∀t ∈ [0, 1].
The condition (i) in Theorem 3.1 holds. By (IV),
(Aθ)(t) =
∫ 1
0
k(t, s)f (s, 0)ds ≤ M, ∀t ∈ [0, 1].
Then by (II), (III) and (V),
(A2θ)(t) =
∫ 1
0
k(t, s)f (s, Aθ)ds ≥
∫ 1
0
k(t, s)f (s,M)ds ≥ εAθ  θ.
It infers that the condition (ii) of Theorem 3.1 also holds. Now we check (iii) in Theorem 3.1. With (IV) and fx(t, x) ≤ 0, it
follows, for θ ≤ x ≤ Aθ, θ ≤ h ≤ Aθ,
A′(x)h(t)+ (A2θ)(t) =
∫ 1
0
k(t, s)fx(s, x(s))h(s)ds+
∫ 1
0
k(t, s)f (s, Aθ)ds
=
∫ 1
0
k(t, s)[fx(s, x(s))h(s)+ f (s, Aθ)]ds
≥
∫ 1
0
k(t, s)[fx(s, x(s))M + f (s,M)]ds ≥ θ.
That is,−(A2θ)(t) ≤ A′(x)h(t). By Theorem 3.1, A has a unique fixed point in P˚ . 
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Remark 3.1. There exist k(t, s) and f (t, x) satisfying the assumptions of the above conclusion. For example, take f (t, x) =
( 45 )
x and any continuous function k(t, s) > 0 satisfying maxt∈[0,1]
∫ 1
0 k(t, s)ds = 2. We only verify (IV) here. Since M = 2,
we have
fx(t, x)M + f (t,M) = 2
(
4
5
)x
ln
(
4
5
)
+
(
4
5
)2
≥ 2 ln
(
4
5
)
+
(
4
5
)2
≥ 0.
Hence (IV) holds.
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