Concurrent Engineering has always been an important ®eld within military industry and is gaining recognition within commercial industry as well. Studies have suggested that long-range research eorts need to be directed to the area of integrated logistics. In order to satisfy the overall logistics objectives, product designs must incorporate consideration of the impact that design decisions have on operations, maintenance, transportation and supply. This paper presents a model that carries out a concurrent optimization of a product design and its associated manufacturing and logistics support systems. We oer this model as a framework for decision support of concurrent engineering activities. Ó
Introduction
The military community has considerable experience in the areas of procuring and managing large and complex assemblies. These products are often expected to perform their intended functions over a period of several years and, as a result, they require an extensive support structure consisting of personnel, equipment and spare assets. For this reason, concurrent engineering has long been an important ®eld within the military, and it has been gaining recognition within private industry as well. This paper addresses the need for decision support models for concurrent engineering with particular application to logistics engineering of military hardware.
We will refer to the evolutionary process that starts with the identi®cation of a need and continues through the three phases of product design, design of the production and logistics system and operations support as a product's life cycle. Careful consideration must be given to addressing the impact that design decisions will have on the rest of a product's life cycle. Most of the decisions that aect the logistics support European Journal of Operational Research 115 (1999) 77±97 of a product occur well before it is manufactured. These decisions are the result of trade-os among performance measures such as reliability, maintainability and availability which then aect decisions regarding the locations of spare assets and the capacity of repair facilities. According to Chapman et al. (1992) , the decisions that are made initially, during the decision of the product, will determine 80% of the total life-cycle costs.
In his review of multi-echelon inventory systems, Clark (1972) suggested that long-range research eorts be directed to the area of integrated logistics. Almost 10 years later, Geisler and Murrie (1981) stated that there remained a need for comprehensive decision models that can address these issues and provide guidance to the decision maker during the design process. Eorts to date include, Kaplan and Orr (1985) who oer a model, called the Optimum Allocation of Test Equipment/Manpower Against Logistics (OATMEAL), which determines the optimal maintenance and spare-parts stockage policies for a given product design. Gross and Ince (1978) have also considered the maintenance and spare parts allocation problem for a given product design. Murthy (1990) , Misra and Ljubojevic (1973) , Jedrzejowicz (1988) and Tapiero et al. (1987) oer methods for determining an optimal system con®guration based on meeting an overall system-level reliability goal. In the current paper, we extend these modeling eorts by presenting a model that determines the best product design based on consideration of system-level availability and lifecycle cost.
Production-system design includes process selection, job design, tooling design, capacity planning, facilities layout and, if necessary, facilities location planning. Shirley (1990) oers a model that selects the con®guration of a cellular manufacturing process to minimize the production cost for a redesigned product. Chaharbaghi (1990) discusses the merits of using discrete-event simulation to evaluate dierent productionsystem design alternatives. The model that we present here integrates the choices of components in a product design with consideration of their manufacturing costs and leadtimes.
Once planning for the production stage has begun, the next stage in the product life cycle involves operations control. The operations and maintenance phase of the life cycle is the longest and can be the most costly. If logistics issues are not addressed during the previous stages of the life cycle, the results can be extremely high support costs for the customer. Berg (1984) , Taylor and Rodriguez (1986) , Assaf and Levikson (1982) and Ansell et al. (1984) discuss models which develop optimal preventive maintenance policies for ®elded systems based on minimizing overall maintenance costs. Graves (1988) presents a model that evaluates dierent repair strategies for a system that is constrained by a two-day maintenance turn time. The current paper contains a model that simultaneously prescribes choices of repair locations for key repairable sub-assemblies of a product along with the design-con®guration choices for those sub-assemblies.
There are many eorts within commercial manufacturing and the military community to address the product-design process and its impact on logistics performance measures such as availability or supportability. We conclude that such eorts, that are often implemented under the rubric of Concurrent Engineering, necessitate concurrent decision making that must be supported by concurrent optimization. In order carry out this optimization, we model the relationship among the variables, parameters and performance measures of the dierent life-cycle stages. We use dynamic programming to create a mechanism that integrates the decisions that, traditionally, are made at dierent stages of a product's life cycle.
The contributions of our modeling approach are outlined as follows: 1. A model is constructed that links together the decisions associated with the three major phases of the life cycle: product design; manufacturing-and logistics-system design (manugistics system design); production and ®eld-operations control. 2. An optimization scheme is developed that concurrently optimizes the decision variables of the linked model. 3. The ®nal solution prescribed by the model is based on a multi-criteria value function formed from the individual objectives of minimizing Life-Cycle Cost and maximizing availability. 4. The model formulation is robust with respect to what we call the``embedded descriptive models''. That is, submodels used in the formulation can be exchanged for other models that may represent more accurately particular aspects of a given system, such as inventory costs. The rest of this paper describes our concurrent optimization methodology as follows: In Section 2 we outline the model that relates design decisions to LCC and availability. In Section 3 we describe the dynamic program that carries out the concurrent optimization. In Section 4 we discuss the performance of the model. In Section 5 we summarize the contribution of this research and point out extensions for future development.
A model for concurrent engineering

Model statement
The objective of this research is to develop a decision-support model that optimizes system life-cycle cost and availability with respect to all decision variables. The model evaluates alternative design solutions by calculating the associated operational availability as well as manufacturing and logistics support costs. These two main performance measures can be combined into the following bi-criteria model formulation:
min Life-cycle costY max System availabilityY sXtX Product design requirementsX
The objective function contains two components that are con¯icting in nature. The customer is interested in minimizing Life Cycle Cost (LCC) and also in maximizing system availability (e s ). The multicriteria nature of this optimization is unavoidable. In order to model it we combine these two criteria into a single objective function, LCC c , where is the system unavailability (1 À e s ) and c is the marginal rate of substitution between LCC and , subjectively speci®ed by the designers. In determining an appropriate value for c, the designers have to specify the tradeo between LCC and based on the relative worth of each measure. Uncertainty in making this speci®cation can be accommodated by experimenting with a range of values and studying the sensitivity of the design prescribed by the model to the choice of c. Two alternative formulations naturally come to mind: maximize availability subject to a constraint on LCC or minimize LCC subject to a constraint on availability. We note that these formulations are mathematically equivalent to ours if we interpret c as the Lagrange multiplier of these alternative formulations.
The objective function, LCC c , can be separated into individual constituent functions that are combined in stages as each con®guration option is considered in the product design. In what follows, we will develop an optimization procedure that takes advantage of the behavior of these functions and their dependencies on decision variables in order to break down this large-scale optimization problem into manageable sub-problems.
Decision variables
First, we review the decision variables that are included in the model formation. We divide these variables into three major categories; the product design variable, the manugistics (manufacturing and logistics) system-design variables and the operations-control variables. The detailed list of decision variables appears in Appendix A. The list is divided into the three subsets identi®ed above: S 1 is the set of operations-control variables, S 2 is the set of manugistics-system design variables and S 3 is the set of product-design variables.
The product-design decisions considered in this modeling approach involve choosing the optimal subassembly and component con®gurations from a set of alternatives. These alternatives are generated by the designers in order to satisfy a given set of functional requirements for the product. The set of alternative con®gurations may include the choice of purchasing outside components and sub-assemblies or manufacturing them internally. In order to represent graphically both the design choices and the hierarchy of functional requirements we developed a new type of product-structure diagram, illustrated in Fig. 1 . We de®ne two kinds of entities in this product structure; requirements and options. A requirement is a set of functional speci®cations for an item. An option is a lower level con®guration that can satisfy a requirement. Using Fig. 1 as an example, requirements appear as letters in the structure and options appear as numbers. Therefore, con®guration 2 is an option that can be used to satisfy requirement C. Individual item requirements may be grouped together to form sub-assembly con®gurations which, in turn, can be grouped together to form other sub-assemblies.
A Line Replaceable Unit (LRU) is a special type of sub-assembly. It is a collection of one or more components or sub-assemblies that are grouped together to facilitate either the repair or the manufacture of the product. The designer designates which sub-assemblies are LRU's. An LRU can consist of one or more con®guration requirements, and it is the smallest set of these requirements that is removed from the product upon failure in order to initiate a repair action. It will be assumed that the set of LRUs for a product are mutually exclusive in the sense that each component is contained in only one LRU. LRUs might be grouped together to form other sub-assemblies, but one LRU never contains another LRU.
The manugistics system design variables dictate whether to make or buy each component, the manufacturing cell in which each component is manufactured and the location at which maintenance of each LRU should take place. We assume that the manufacturing operations produce other components and the list of components from this new design merely adds to the load on the existing cells. Any new cells that the manufacturing facility is considering for the sake of capacity expansion are added to the database of existing cells and these new cells are given an initial load of zero.
The other portion of the manugistics design involves the support structure for the operating locations that are using the product. It is assumed that a particular repair facility is con®gured to repair only certain families of sub-assemblies. This happens when unique equipment or labor skills are necessary to perform the repair actions. As a result, the number of alternate repair sites in which to repair a sub-assembly and its lower level sub-assemblies is not very large.
Operations-control decisions refer to both production-control and ®eld-control decisions. These decisions involve determining the production quantities for the components and the amount of spare assets to keep on-hand at the repair location for the repair of incoming failed units. We assume static, systemmyopic inventory policies, and that, once the product is ®elded, the demand from the operating and repair locations for components and sub-assemblies will re¯ect steady-state requirements of follow-on support to meet daily operations.
Performance measures
Performance measures evaluate the design of the product, the design of the manugistics system and the operating policies. For the military application, we have determined that the two most relevant performance measures are life-cycle cost (LCC) and availability of the system (e s ). We have identi®ed several intermediate measures to facilitate the calculation of the two main performance measures. While many of these measures can be categorized by the phases of the product life cycle, there is a great deal of interaction among them and concurrent optimization requires jointly mapping them into LCC and e s .
These relationships are established in stages as illustrated in Fig. 2 . Functional dependencies are shown with arrows in the ®gure. As Fig. 2 shows, we can obtain the two overall performance measures of e s and LCC through a series of intermediate functions that we call``embedded descriptive models''. The numerous decision variables are shown in the ®gure as three groups of variables: product design, manugistics-system design and operations-control policies. These variables, along with many parameters such as transportation lead times, labor costs, failure rates, average repair times, etc. are the inputs to the embedded descriptive models. Hence, for any setting of parameters and decision variables, the model evaluates the performance measures that will be the basis for evaluating decisions.
With this capability, the model is merely descriptive. When we apply the technique of dynamic programming to this descriptive model, the result is a prescriptive model ± one capable of selecting the optimal values of the decision variables. Formulas for the embedded descriptive models are provided in Appendix A. Below, we provide an overview of these models. The Average Demand Rates for the components are computed at each operating location and repair facility. They are combined to calculate the Average Demand Rate for the higher level sub-assemblies. The demand rates are used to calculate the additional load for each manufacturing cell and repair facility for any component or sub-assembly that is to be repaired or manufactured there.
The Availability is the probability of the system being in an operational state upon demand and is derived directly from LRU availability. LRU availability is a function of Mean Down Time and the product-level Mean Time Between Failure (MTBF) which is discussed below. We consider three types of con®gurations within the product structure; series, active-redundant and passive-redundant. The calculations of LRU availability depend on the con®guration of its subordinate component parts.
When a system of modules is in a series con®guration, the system fails when any of the modules fail. We will assume that the operation of the system stops during replacement of the failed module. Under this assumption, Barlow and Proschan (1981) oer a theorem that states, the MTBF of a system of x elements in series approaches x i1 k i À1 , where k i is the mean failure rate of the ith element, regardless of the failure distribution of the elements. Consequently, when an LRU is represented by modules in a series con®gu-ration, the LRU failure rate is the sum of the module's failure rates.
When an LRU is represented by modules in an active-redundant or passive-redundant con®guration, it is easier to compute its MTBF using the modules' MTBFs. In the active-redundant case, we assume that the same module type is used to ®ll the parallel requirements. Barlow and Proschan (1981) state that LRU MTBF is then equal to the component MTBF multiplied by p i1 1ai, where p is the number of components in parallel. For the passive redundant case, the MTBF of the LRU is equal to the sum of the modules' MTBFs.
We de®ne LCC of a product to be the sum of the following elements: Production Cost, Acquisition Cost, Repair Cost, Inventory Cost, Transportation Cost and Disposal Cost. These individual cost elements are discussed in greater detail below and their formulations are given in Appendix A.
Average production cost is a function of the number of production runs, the cell to which each component has been assigned and its associated production and setup costs. Repair Cost is calculated from the number of failures for each LRU, the expected length of time needed to perform the repair action, the labor cost of the repair facility and the speci®c repair location that is chosen.
The performance measures for all inventory models are Average Annual Setup/Ordering cost, Holding cost and Service Level. Average Field Inventory Cost consists of the inventory of components that must be held if a location is a repair location and the inventory of LRU's that must be held to replace LRU's that have failed. If stockouts are to be avoided, the inventory of LRU's must cover demand during one repair cycle of the LRU as well as include additional units to replace LRU's that have been condemned.
Transportation cost is incurred when a failed LRU must be sent to an intermediate repair facility or the manufacturer for repair. This cost is a function of the transportation rate, the distance between the operating location and the repair facility and the expected rate of failures. The average cost of shipping components to the repair facilities from the manufacturer is based on the average number of batches of components sent per unit time. We assume each batch is ordered separately. The cost of shipping new LRU's to the repair facilities from the manufacturer depends on the condemnation rate of LRU's at the repair facilities.
Disposal cost is the annual expected cost of condemning the failed LRUs and components upon wearout. It is based on the expected number of failures, the disposal cost per unit and the condemnation rate. Acquisition Cost represents the cost of obtaining the ®nal assembly during the initial acquisition of the product for all operating locations.
Finally, the total Life Cycle Cost for the product is the sum of the expected provisioning/procurement costs and the acquisition costs described above. This overall cost and the system-wide availability are the two components of the objective function for the model. For more details of the modeling of the performance measures de®ned above, see Appendix A of this paper and Hatch (1994).
Dynamic program
Stages and states
For the problem described in this paper, there is a natural separation of the dependencies of the performance measures along the three sets of variables that were de®ned earlier and are disaggregated in Appendix A. Hence, we restate the optimization problem in the form of a three-stage dynamic program in which each stage selects the values of one of the variable sets. Recall that S 1 is the set of operations-control variables, S 2 is the set of manugistics-system design variables and S 3 is the set of product-design variables.
where f LCC c . The three stages of the dynamic program de®ned by Eq. (1) provide the order in which the decision variables are to be optimized. As we progress from the outer to the inner problem, the decision variables from the outer stages de®ne the``system state'' for the inner stage. The manugistics-design variables, which determine a feasible set of repair and manufacturing locations to be considered, and the operations-control variables of safety stock and batch size are combined to specify the state information for the innermost optimization over the product design variables. Fortunately, the eect of safety stock and batch size on the product design choices can be summarized by an intermediate measure, Mean Resupply Time, resulting in a substantial reduction in the dimensionality of this state space. The set of batch sizes and safety stocks can be represented by a reduced set of Mean Resupply Times which typically are set to a common value for all items received from a given supply facility. The de®nition of S 3 shows this substitution.
We de®ne Mean Resupply Time (ST) as the average time required to return a serviceable item from a stocking location. Mean Resupply Time is a function of safety stock, order quantity and the distribution of demand during the leadtime. Each repair location will have a Mean Resupply Time. Inventory models used by the Air Force (AFLCM, 1991) and other military services, set optimal or near-optimal safety stocks and order quantities uniquely once desired Mean Resupply Times are set. Therefore, in the two inner problems in Eq. (1), we can condense the state-space dimensionality de®ned by the variable set S 1 to the set of Mean Resupply Times at all locations. For a given set of Mean Resupply Times, all other operations-control variables are then determined by the inventory model. As the product con®guration is built from the inner optimization, we can determine the safety stock and order quantities for each operating and repair location based on product demand rate and the speci®ed Mean Resupply Times. In the current version of the model, we embed the Hadley±Whitin (1963) inventory model for this determination.
The second stage in Eq.
(1) consists of determining the locations of manufacturing and repair facilities given Mean Resupply Times. In the current version of the model, we assume that the set of available locations for the repair or manufacture of a particular product is small and that similar products will be repaired at a common location. Consequently, we optimize the variables in set S 2 through an enumerative search.
The product design subproblem
We solve the innermost problem in Eq. (1) using a subordinate dynamic programming (DP) procedure that considers con®guration requirements in stages. The con®guration options are selected, in turn, from their requirements. The decision at each of these stages involves choosing a speci®c con®guration option to ®ll a given requirement and become part of the product structure. Breaking down the product structure into sets of individual requirements allows us to``build'' the product design one requirement at a time. The stages of ®lling requirements are de®ned in a way that ®lls requirements with component and subassembly choices in a``bottom-up'' sequence in terms of the product structure diagram depicted in Fig. 1 . The ®rst stage of this DP procedure takes place with one of the component requirements at the extremities of the product structure tree. From these lowest-level requirements the DP stages proceed upward through the requirements until the ®nal assembly is reached. The DP solution procedure, then, can be viewed as a somewhat arti®cial`building' of the product from the given options for con®gurations and components.
As we consider using a particular component type to ful®ll a speci®c functional requirement at stage k of the DP, we will de®ne the state vector of the product design sub-problem to be, z k aY bY cY dY eY fY gY a where a is de®ned as the vector of con®guration requirement failure rates, b is de®ned as a vector of con®guration requirement Mean Corrective Times, c is de®ned as a vector of con®guration requirement demand rates, d is de®ned as a vector of repair and manufacturing facility loads, e is a set of repair locations provided by the middle optimization in Eq. (1), f is a vector of Mean Resupply Times provided by the outer optimization in Eq. (1), g is a vector of con®guration requirement LCC's and a is vector of average availabilities by operating location.
Although the dimensionality of the state vector, z k , is high, each individual stage requires only a small subset of the vector elements to determine values for the decision variables at that stage. When computing load at a facility for example, only those elements of the vector d that correspond to the facility under consideration are relevant to the decision variable calculations.
Stages of the DP subproblem
Due to the assembly nature of the product structure, there is no unique sequence for the decision points, or stages, of the DP. Also, paths that branch from the same decision point are what we shall call``linked'' at that point and can be processed in parallel. For example, options 2 and 3 in Fig. 1 , both branch from requirement B and so they are``linked'' at requirement B. Any stages which are linked require the same set of state-variable information to be made available from the parent node.
We will use the following set of rules to progress from one stage to another within the product structure. We arbitrarily sequence the children of a particular requirement from left to right and proceed down the rightmost path until we reach a terminal node. This will be the ®rst stage to begin building the decision rules and, in the example in Fig. 1 , it would be stage H/l. For a con®guration of passive redundancy we treat the entire con®guration as a single stage ± hence, the designation H/l for the stage. We then move to the next sibling on the left and proceed along its branches until we reach its terminal nodes. The parent requirement of these terminal nodes is the next stage. In Fig. 1, option 4 is the next sibling to the left of option 5, and its terminal nodes are options 13 and 14. Requirement G is the parent of these options and is the next stage in the sequence. Once all of the siblings have been visited, we move upward to their parent node for the next stage. In Fig. 1, options 4 and 5 are the only siblings with requirement C as the parent, which then becomes the next stage. We continue travelling upward, until the parent requirement is contained in con®guration 1. We then move to the requirement on the left (B) and continue in the same fashion. Following the branches of the rightmost option under requirement B, we reach requirement F as the next stage. Table 1 lists the entire sequence of stages corresponding to Fig. 1. 
Transformation equations
We now derive a set of equations to describe how the state information is transformed from one stage to the next in the dynamic program of the product-design sub-problem. The information carried in the vector a at a given requirement is used to calculate the MTBF for an LRU after an option is chosen for the LRU's requirement. The information provided by the vectors b, c, d, e and f are used to determine the Mean Down Time for the system. The vector g is used to generate LCC for the product and a is used for LRU availability by operating location.
The transformation equation for MTBF is based on its reciprocal, failure rate. We must then determine the failure rate for the option under consideration, to determine its contribution to total system failure rate. For the series con®guration, the failure rates are additive and can be directly added to the total failure rate. For the active redundant con®guration, we multiply the MTBF of the option under consideration by the appropriate amount and add its reciprocal to the total failure rate. The passive redundant con®guration is a special case. To compute the failure rate for the passive redundant con®guration, we must ®rst add the MTBFs of its modules and then take the reciprocal. To simplify the transformation equation for this case only, we will consider the entire passive redundant con®guration as one stage and ®ll the con®guration requirements simultaneously.
The transformation equation that is used to update the system MTBF with each con®guration choice is
where o is the option under consideration for requirement r H . The subscript r represents one of the following cases: requirement r is the parent requirement from which option o has branched, requirement r is the requirement to the right of requirement r H of a series con®guration or requirement r is a requirement which branches to a terminal node on a path which originated from a requirement in a series con®guration. This last case occurs because the terminal nodes for a requirement r which is in a series con®guration, are linked to the next requirement which is to the right of requirement r.
The element r summarizes the value of the failure rate for the system at the stage when option o is being considered to be included in the product design. Every component that is included in the product design contributes to the overall failure rate of the product in some fashion. A component can either increase or decrease the failure rate of the product depending on whether it is added to the product in series with the other components, in parallel with them or as a standby unit. The nature of a component's contribution is re¯ected in the value of h in Eq. (2). Every terminal node of the product structure has a unique value of h that can be computed prior to starting the DP. This value of the constant h depends on the con®guration of the requirements from which option o has branched. A module with x identical elements in active À1 in this case. The failure rate of each terminal node must be attenuated by this number for every node above it that is in a parallel con®guration. Therefore, for every terminal node, h is multiplied by x i1 1ai À1 for every option above it with x modules in active redundancy. The value of h is set equal to 1 for any option that is a terminal node and does not have any options in active redundancy in its path to con®guration 1. Finally, the constant h is set to 0 for every con®guration option that is not a terminal node for the product structure.
Since Mean Corrective Time (MCT) is a weighted average, we need to accumulate the component MCT's and the values of the weights in order to update the state variables r and r . The corresponding transformation functions are:
where r is the requirement at the current stage of the DP, o is the next con®guration option under consideration and w o is percent operating time for option o.
The transformation equation for availability is
a r H n a rn a n 5
where r is de®ned as above. The subscript n refers to an operating location. The subscript refers to a speci®c LRU. The transformation equations for facility load are as follows:
for repair facilities,
for production facilities where l1 j the mean time to remove and replace component j from LRU, h jn average component demand rate at operating location n from LRU, jp mean set up time for component j in cell p, jp mean cycle time for component type j in cell p and h j average demand rate for component j at the manufacturing location. The transformation function for Life Cycle Cost is
where r and o are de®ned as above.
Decision rules for the product-design DP
The DP solution is based on a set of decision rules, conditioned on the state of the system, that determine choices from among the alternate options at any stage in the problem. Each decision rule for the inner product design problem of Eq. (1) chooses a con®guration option that will minimize the objective function based on the information contained in the elements of the state vector, z k . When an option is included in the product design, its LCC is added to the system LCC and its contribution to MTBF and MDT is incorporated into the current MTBF and MDT of the system. Using a backwards recursion, we build decision rules for each decision point starting from the bottom of the product structure. Once the decision rules have been determined, we ®ll in the requirements beginning at the top level and continue along the branches of the product structure until we optimally choose options for all of the requirements.
For any requirement r, the LCC and e s the system can be viewed as consisting of the contributions to LCC and e s by the requirements above r in the product structure, the contributions to LCC and e s by requirement r and the contributions to LCC and e s by the requirements below r. The contributions to LCC and e s by requirements above requirement r are contained in elements a and g of the state vector z while the contributions to LCC and e s by requirements below r are denoted LCC Ã kÀ1 and e Ã kÀ1 . At each requirement, we wish to ®nd the optimal value of o, which we shall call o Ã , that minimizes the objective function for all requirements. Let g k k ik1 LCC i represent the LCC resulting from choices made for stages k 1 through u. Let a nk u ik1 e in represent the contribution to e s of these choices for stages u through k. Then we must consider the following objective function in order to build the decision rules for the requirement at stage k:
where r is the requirement at stage k, o is the option under consideration, x 3 n is the number of systems that are operated at location n and t 8 is the set of operating locations. As can be seen by Eq. (9), the optimal choices for stages 1 through k À 1, depend only on the stage information at stage k À 1 which was transformed from stage k by choosing option o. The inventory portion of LCC of the requirement must consider the increase in demand rate of including option o if it represents a component which is used elsewhere in the product, hence the dependence of LCC r on c k . e rYn oY f is de®ned as the contribution to system availability at location n of option o. As with all availability ®gures, e rYn is a function of mean LRU resupply times, hence the dependence of e rYn on f. The availability portion of the objective function is the¯eetwide system availability across all operating locations. Expression (9) illustrates that the principle of optimality holds for this DP formulation. In order to construct a decision rule, consider two options for a requirement. Let option 1 transform the objective function to
and option 2 transform the objective function to
If we compare these two values of the objective function, we can see that option 1 will minimize the objective function when
and, similarly, option 2 will minimize the objective function when the inequality occurs in the opposite direction. Each decision point, or requirement, in the product structure can be categorized into one of three dierent cases. The decision rule for the ®rst two cases will be a special form of the generalized rules described in Eq. (10). The decision rule for case III is of the general form.
Case I: Requirement r branches only to a terminal node. In this case, there are no requirements below requirement r or in series with requirement r, so LCC 
Case II: Requirement r is a linking requirement. In this case, requirement r serves as a`dummy' stage which merely carries the state information from stage k 1 through stage k intact. For this reason, LCC r c k Y o takes on the value of zero and e r oY f takes on the value of 1. The decision rule in Eq. (11) reduces to
Case III: Requirement r is in series with stage k 1. For this case, the decision rule does not reduce any further and is of the form described in Eq. (10). The recursion for the objective function is not strictly additive or strictly multiplicative. If we combine the two measures of LCC and availability and de®ne the resulting function to be
For stage k, then the recursion becomes
where LCC r c kYo is the LCC of option o at requirement r and e r oY f is the availability of option o at requirement r. LCC Ã kÀ1 and e Ã kÀ1 are de®ned as above. As the product design sub-problem is the most complex of the three subproblems in Eq. (1), we provide a brief illustration of its mechanics. Returning to the example outlined in Table 1 and Fig. 1 , we can illustrate the decision rules derived above. Table 2 shows summaries of the parameters associated with the elementary components of the product in the form of the contributions that each component makes to the system states of availability, MCT, Resupply Time, etc. in the recursions (2)±(8). These values form the database that the dynamic program requires.
The ®rst stage is H, which can be ®lled by the combined component types 15/17, 15/18, 16/17 or 16/18. For the backwards recursion, we begin at stage H which branches to terminal nodes and so falls under Case I discussed earlier. We then build the decision rules in the following manner: To complete the decision rules for stage H, we must perform the pairwise comparisons with the other con®guration options. Using the same equations as above, we will compare 15/18 to options 16/17 and option 16/17 with 16/18 to order the choice interval for each option. We then proceed to stage G, which also falls under Case I and build the decision rule for component types 13 and 14. Table 3 summarizes the decision rules which were built using this logic.
Computational tests
A FORTRAN program was written to automate the solution technique described in the sections above. A model input ®le serves as the means for initializing the parameters required by the DP. Because of the large number of parameters that are associated with the components and sub-assemblies of the product, an extensive database is maintained to store each of these parameters.
The overall optimization model formulation is based on a modular design that incorporates dierent embedded descriptive models that are used to compute the performance measures that determine the optimal values of the decision variables. For the purpose of illustration in this research, certain descriptive models were chosen to be embedded which may not be the most accurate models for a speci®c type of product design. However, the characteristics that we assume of these models are quite general; conse- quently, other forms of these embedded models can be chosen as interchangeable modules without destroying the functional relationships of the performance measures. Several problems of various sizes were generated to evaluate the eect of problem size on total run time for this particular solution approach. The factors that determine the size of a problem are: number of LRU's, number of stages, number of production facility choices per LRU, number of repair location choices per LRU and number of con®guration options per con®guration requirement. The number of LRU's represents the width of the product structure network while number of stages corresponds to the depth of the network. The number of con®guration options will aect the complexity of the decision rules that must be tracked. Finally, the number of LRU's and the number of production and repair locations per LRU directly aect the number of iterations for the inner optimization problem.
Using the factor levels from Table 4 , 63 problems were solved on an IBM 3090 model 300E/VF mainframe system and the run time values were recorded in CPU seconds. Of all the factors, the number of LRU's had the most signi®cant eect on run times. Table 5 summarizes the run times for the test problem set and illustrates the variability of run times as a function of the number of LRU's. The variability in CPU time as a function of any of the other problem factors is less than that shown in Table 5 .
The run time for this program is directly related to the number of iterations that the inner optimization must perform to solve the problem. For this research, an enumeration scheme for the outer and middle optimizations was chosen. This rudimentary method for these optimizations is the principle cause of the increase in CPU time with problem size.
The run times must be viewed in terms of the costs and bene®ts associated with the model's use. Unlike other manufacturing decision support systems such as production planning models, a product-design model is not intended for perpetual updates on a daily or weekly basis. For the design of a product, it is likely that the model would be run several times under dierent values of c or with dierent parameter settings in order to investigate the sensitivity of the design to parameter estimates. Consequently, it is safe to say that in most design eorts, the cost for run time would be a small fraction of the total research and development cost. On the bene®t side, we emphasize the scope of the model's decision support as including all production, repair, component and con®guration alternatives associated with a particular product design eort. 
Summary
We have built an optimization model that uses the two performance measures of product availability and LCC. These two measures coincide with the value-based de®nition of product quality by Garvin (1984) . The model assists designers by providing guidance on the selection of components and component con®gurations to be included in a product design that maximizes availability and minimizes LCC.
One would be more correct to call the DP formulation a modeling framework rather than a model. This claim to¯exibility is based on the concept of the``embedded descriptive model''. These models can be sophisticated or simple, accurate or approximate, depending on the signi®cance of the performance measure to the product in question. Modifying the formulation from a military application to a commercial application, for example, would require alterations to the embedded descriptive models. These alterations are not likely to change the basic properties of the dependence of life-cycle cost and availability on decision variables that are required for the DP formulation. In eect, the embedded descriptive models can be thought of as``plug-in'' modules within the DP formulation each of which that can be exchanged for another version of the embedded descriptive model. Consequently, the DP formulation has the¯exibility of modular design.
As an extension of this research, a cursory sensitivity analysis was conducted for several of the input parameters to determine the impact their values have on the ®nal design. There were two reasons for performing this sensitivity analysis: ®rst, to illustrate the complexity of some of the tradeos in the design problem and thereby demonstrate the need for this optimization model and second, to illustrate some instances where solutions are sensitive or insensitive to certain parameters, thereby illustrating how the model can help direct parameter estimation eorts. A description of the analysis is contained in Hatch (1994) and remains an area for further investigation.
Appendix A
A.1. Decision variables
Throughout this paper, boldface type will be used to indicate set, matrix or vector notation. S 3 is the set of product-design variables:
S 2 is the set of manufacturing/logistics system design variables:
S 1 is the set of production-control and ®eld-operations control variables:
x r option number of the option chosen to ®ll requirement r Y r set of options chosen to ®ll requirement r and all lower level sub-assemblies and components j number of the production cell that serves as the manufacturing site for component j m n the location of repair at which LRU, from operating location n, should be repaired q j production batch size for component type j s1 jn safety stock held at location n for component type j o1 jn order quantity for component type j at location n o2 n base stock level for LRU at location n hj xr kX AX3
Average demand rate for LRU at operating location n h n ky n x 3 n X AX4
Average demand rate for LRU at repair location n h jn kPt 8
Average demand rate for LRU at the manufacturing location g7 nm mean cost, per trip, from location n and to location m t i time of acquisition of ith ®nal assembly, to allow for a phased-in deployment schedule x 2 number of operating locations x 3 n t number of systems that are operated at location n at time t x 4 number of years for system to operate x 5 number of repair depots in the logistics system g8 disposal cost for LRU g9 j i average acquisition cost of component j for ith ®nal assembly g10 i cost to assemble LRU for ith ®nal assembly during acquisition g11 i cost to assemble LRU into ®nal assembly during acquisition for jth ®nal assembly Mean Manufacturing Leadtime ML j jj q j jj gv j Y AX9
where gv j is the average queue time in cell j as a function of load.
Mean Corrective Maintenance Time MCT jn l1 jn jn for component jY AX10
MCT n l1 n rP l k xr w r wg xrn rP l k xr wr for LRUX AX11
Mean Down Time for LRU at location n MDT n l2 n n X AX12
Availability of LRU at operating location n e n MTBF n MTBF n MDT n X AX13
System Availability at operating location n e sn
Pt 4 e n X AX14
Overall¯eetwide average availability Average Field Inventory Cost per unit time at location n IC2 n f o1 jns s1 jns Á g4 jns h jn f o2 ns Á g5 ns h n Y n 1XXx 1 Hadley±Whitin modelX AX20
