Abstract. Two main weaknesses of GA and GP schema theorems are that they provide only information on the expected value of the number of instances of a given schema at the next generation E m(H; t + 1)], and they can only give a lower bound for such a quantity. This paper presents new theoretical results on GP and GA schemata which largely overcome these weaknesses. Firstly, unlike previous results which concentrated on schema survival and disruption, our results extend to GP recent work on GA theory by Stephens and Waelbroeck, and make the e ects and the mechanisms of schema creation explicit. This allows us to give an exact formulation (rather than a lower bound) for the expected number of instances of a schema at the next generation. Thanks to this formulation we are then able to provide in improved version for an earlier GP schema theorem in which some schema creation events are accounted for, thus obtaining a tighter bound for E m(H; t + 1)]. This bound is a function of the selection probabilities of the schema itself and of a set of lower-order schemata which one-point crossover uses to build instances of the schema. This result supports the existence of building blocks in GP which, however, are not necessarily all short, low-order or highly t. Building on earlier work, we show how Stephens and Waelbroeck's GA results and the new GP results described in the paper can be used to evaluate schema variance, signal-to-noise ratio and, in general, the probability distribution of m(H; t + 1). In addition, we show how the expectation operator can be removed from the schema theorem so as to predict with a known probability whether m(H; t + 1) (rather than E m(H; t + 1)]) is going to be above a given threshold.
Introduction
Since John Holland's seminal work in the mid seventies and his well known schema theorem 1, 2], schemata are traditionally used to explain why GAs and more recently GP 3, 4, 5] work. Schemata are similarity templates representing entire groups of points in the search space. The schema theorem describes how schemata are expected to propagate generation after generation under the e ects of selection, crossover and mutation.
The usefulness of the schema theorem has been widely criticised (see for example 6, 7, 8, 9] ), and many people in the evolutionary computation eld nowadays seem to believe that the theorem is nothing more than a trivial tautology of no use whatsoever. So, recently, the attention of GA theorists has moved away from schemata to land onto Markov chains 10, 11, 12, 13, 14, 15] . However, many of the problems attributed to the schema theorem are probably not due to the theorem itself, rather to its over-interpretations 16] .
The main criticism for schema theorems is that they cannot be used easily for predicting the behaviour of a GA over multiple generations. One reason for this is that schema theorems give only a lower bound for the expected value of the number of instances of a schema H at the next generation E m(H; t + 1)] as a function of quantities characterising the schema at the previous generation. The presence of an expectation operator means that it is not possible to use schema theorems recursively to predict the behaviour of a genetic algorithm over multiple generations unless one assumes the population is in nite. In addition, since the schema theorem provides only a lower bound, some people argue that the predictions of the schema theorem are not very useful even for a single generation ahead.
Clearly there is some truth in these criticisms. However, this does not mean that schema theorems are useless. As shown by our and other researchers' recent work 17, 18, 19, 20, 21 ] schema theorems have not been fully exploited nor fully developed, and when this is done they become very useful.
This paper presents new theoretical results on GP and GA schemata which largely overcome some of the weaknesses of the schema theorem. Firstly, unlike previous results which concentrated on schema survival and disruption, our results extend to GP recent work on GA theory by Stephens and Waelbroeck, and make the e ects and the mechanisms of schema creation explicit. This allows us to give an exact formulation (rather than a lower bound) for the expected number of instances of a schema at the next generation. Thanks to this formulation we are then able to provide in improved version for an earlier GP schema theorem in which some schema creation events are accounted for, thus obtaining a tighter bound for E m(H; t + 1) ]. This bound is a function of the selection probabilities of the schema itself and of a set of lower-order schemata which one-point crossover uses to build instances of the schema. This result supports the existence of building blocks in GP which, however, are not necessarily all short, low-order or highly t. Building on earlier work, we show how Stephens and Waelbroeck's GA results and the new GP results described in the paper can be used to evaluate schema variance, signal-to-noise ratio and, in general, the probability distribution of m(H; t + 1). In addition, we show how the expectation operator can be removed from the schema theorem so as to predict with a known probability whether m(H; t + 1) (rather than E m(H; t + 1)]) is going to be above a given threshold.
The structure of the paper is the following. Since the work presented in this paper extends our and other people's work, before we introduce it we will extensively review earlier relevant work on GP and GA schemata in Section 2. Then, in Section 3 we connect the recent GA results by Stephens and Waelbroeck to previous theoretical work on schemata, indicating how this leads to a series of new theoretical results for GAs. Section 4 presents perhaps the main contribution of this paper: the hyperschema theory for GP, its uses and interpretations. We draw some conclusions in Section 5. (1) where p m is the probability of mutation per bit, p xo is the probability of crossover, N is the number of bits in the strings, M is the number of strings in the population, E m(H; t + 1)] is the expected number of strings matching the schema H at generation t + 1, and p(H; t) is the probability of selection of the schema H. In tness proportionate selection this is given by p(H; t) = m(H;t)f(H;t)
where m(H; t) is the number of strings matching the schema H at generation t, f(H; t) is the mean tness of the strings matching H, and f(t) is the mean tness of the strings in the population. 1 
GP Schema Theories
One of the di culties in obtaining theoretical results on GP using the idea of schema is that the de nition of schema is much less straightforward than for GAs and a few alternative de nitions have been proposed in the literature. All of them de ne schemata as composed of one or multiple trees or fragments of trees. In some de nitions 23, 24, 25, 26, 27] schema components are non-rooted and, therefore, a schema can be present multiple times within the same program. This, together with the variability of the size and shape of the programs matching the same schema, leads to considerable complications in the calculations necessary to formulate schema theorems for GP. In more recent de nitions 3, 5] schemata are represented by rooted trees or tree fragments. These de nitions make schema theorem calculations easier. We describe these schema de nitions below. Rosca's GP Schema Theory for Standard Crossover Rosca 5] has proposed a de nition of schema, called rooted tree-schema, in which a schema is a rooted contiguous tree fragment. For example, the rooted tree-schema (+ # x) represents all the programs whose root node is a + the second argument of which is x. Another example of schema with some of its instances is shown in Figure 1 (left). With this de nition, schemata divide the space of programs into subspaces containing programs of di erent sizes and shapes. Rosca derived a schema theorem for GP with standard crossover which provided a lower bound for the expected number of instances of a schema at the next generation as a function of the schema order, and the tness and size of its instances in the population.
GP Fixed-Size-and-Shape Schema Theory for One-point Crossover
In 3] a simpler de nition of schema for GP was proposed in which a schema is a tree composed of functions from the set F f=g and terminals from the set T f= g, where F and T are the function set and the terminal set used in a GP run. The symbol = is a \don't care" symbol which stands for a single terminal or function.
In line with the original de nition of schema for GAs, a schema H represents programs having the same shape as H and the same labels for the non-= nodes.
For example, if F=f+, -g and T =fx, yg the schema (+ (-= y) =) would represent the four programs (+ (-x y) x), (+ (-x y) y), (+ (-y y) x) and (+ (-y y) y). Another example of schema with some of its instances is shown in Figure 1 (right). This de nition of schema partitions the program space into subspaces of programs of xed size and shape. For this reason in the following we will refer to these schemata as xed-size-and-shape schemata. The de nition is lower-level than those described above, as a smaller number of trees can be represented by schemata with the same number of \don't care" symbols and it is possible to represent other types of schemata by using a collection of these. This is quite important because it makes it possible to export some results of the xed-size-and-shape schema theory to other kinds of schemata.
The number of non-= symbols is called the order O(H) of a schema H, while the total number of nodes in the schema is called the length N(H) of the schema. The number of links in the minimum tree fragment including all the non-= symbols within a schema H is called the de ning length L(H) of the schema (see 3, 4] for more details). For example the schema (+ (-= =) x) has order 3 and de ning length 2. These de nitions are independent of the shape and size of the programs in the actual population.
In order to derive a GP schema theorem for these schemata non-standard forms of mutation and crossover, namely point mutation and one-point crossover, were used. Point mutation is the substitution of a node in the tree with another node with the same arity. One-point crossover works by selecting a common crossover point in the parent programs and then swapping the corresponding subtrees, like standard crossover, as illustrated in Figure 2 (a). In order to account for the possible structural diversity of the two parents, one-point crossover analyses the two trees from the root nodes and considers for the selection of the crossover point only the parts of the two trees (common region) which have the same topology (i.e. the same arity in the nodes encountered traversing the trees from the root node) 3, 4] as illustrated in Figure 2 (b).
The resulting schema theorem is the following:
where p m is the mutation probability (per node), G(H) is the zero-th order schema with the same structure of H where all the de ning nodes in H have been replaced with \don't care" symbols, M is the number of individuals in the population, p di (t) is the conditional probability that H is disrupted by crossover when the second parent has a di erent shape (i.e. does not sample G(H)), and the other symbols have the same meaning as in Equation 1 (see 3, 4] for the proof). The zero-order schemata G(H)'s represent di erent groups of programs all with the same shape and size.
The probability p di (t) is hard to model mathematically, but its expected variations during a run were analysed in detail in 3].
General Schema and Schema Variance Theorems in the Presence of Schema Creation
After the work on GP schemata in 3, 28, 4] we started asking ourselves whether the estimate (lower bound) for the expected value of the number of individuals sampling a given schema at the next generation provided by the schema theorem is reliable. In order to investigate this issue in 29] we analysed the impact of variance on schema transmission and we obtained a schema-variance theorem which is general and applicable to GAs as well as GP. The analysis revealed the relative dependencies between schema transmission, population size, schema measured tness, schema fragility and schema creation. In the rest of this subsection the main mathematical results of that work are summarised.
Crossover will cause some of the individuals matching H in the mating pool to produce o spring not sampling H and vice versa. Let us call p s (H; t) the probability that individuals in H will survive crossover (in the sense that their o spring will still sample H) and p c (H; t) the probability that o spring which sample H are created by parents not sampling H. Then the total schema transmission probability for the schema H (6) which represents the signal-to-noise ratio of the schema. When the signal-tonoise ratio is large, the propagation of a schema will occur nearly exactly as predicted. When the signal-to-noise ratio is small, the actual number of instances of a schema in the next generation may be essentially random with respect to its current value.
From Equation 3 it is also possible to compute the probability of schema extinction in one generation:
Prfm(H; t + 1) = 0g = (1 ? (H; t)) M (7) It should be noted that although the results reported above include the probability of schema creation p c (H; t), such a quantity was not modelled mathematically in more detail. It is also worth noting that these results are valid independently of the representation adopted for the individuals in the population, the operators used, and the de nition of schema. Therefore, they are valid for GAs as well as for GP.
General Schema Theorems without Expected Values
Building on the work described in the previous section in 20] two new schema theorems were introduced in which expectations are not present. The theorems were obtained using Chebychev inequality in conjunction with Equations 4 and 5. These theorems are a rst step towards removing one of the most criticised components of the schema theorem: the expectation operator. One of the theorems states that for any given constant k > 0 (10) (This is a small new result, but we report it here to make it easier to see where this comes from.)
Again, these results are valid for GAs as well as for GP.
Stephens and Waelbroeck's GA Schema Theory
The results in the previous two sections require the knowledge of the total transmission probability , i.e. they require that not only schema survival and schema disruption events be modelled mathematically but also that schema creation events are. This is not be an easy task if one wants to do that using only the properties of the schema H (such as the number of instances of H and the tness of H) and those of the population when expressing the quantity . Indeed, to the best of our knowledge, none of the schema theorems presented to date in the literature have succeeded in doing this. This is the reason why all of schema theorems provide upper bounds. However, thanks to the recent work of Stephens and Waelbroeck 17, 18] it is now possible to express exactly (H; t) for GAs operating on xed-length bit strings by using properties of lower-order schemata which are supersets of the schema under consideration.
For a GA with one point crossover applied with a probability p xo , (H; t) is given by the following equation: It should be noted that Equation 11 is in a considerably di erent form with respect to the equivalent results in 17, 18] . This is because we developed it using our own notation following a simpler approach with respect to that used by Stephens and Waelbroeck. In our approach we assume that while producing each individual for a new generation one ips a biased coin to decide whether to apply selection only (probability 1 ? p xo ) or selection followed by crossover (probability p xo ). If selection only is applied, then there is a probability p(H; t) that the new individual created sample H (hence the rst term in Equation 11 ).
If instead selection followed by crossover is selected, we use the unusual idea of rst choosing the crossover point and then the parents. When selecting the crossover point, one has to choose randomly one of the N ? 1 crossover points each of which has a probability 1=(N ? 1) of being selected. Once this decision has been made, one has to select two parents. Then crossover is executed. This will result in an individual that samples H only if the rst parent has the correct left-hand side (with respect to the crossover point) and the second parent has the correct right-hand side. These two events are independent because each parent is selected with an independent Bernoulli trial. So, the probability of the joint event is the product of the probabilities of the two events. Assuming that crossover point i has been selected, the rst parent has the correct left-hand side if it belongs to L(H; i) while the second parent has the correct right-hand side if it belongs to R(H; i). The probabilities of these events are p(L(H; i); t) and p(R(H; i); t), respectively (whereby the terms in the summation in Equation 11, the summation being there because there are N ? 1 possible crossover points).
Combining the probabilities all these events one obtains Equation 11 .
By substituting Equation 11 into Equation 4 and performing some minor additional calculations 3 the GA schema theorem described in 17, 18] is obtained.
Stephens and Waelbroeck reported a number of other important ideas (including a re nement of the concept of e ective tness rstly de ned and applied to GP in 31, 32, 33]) and results on the behaviour of a GA over multiple generations in the assumption of in nite populations.
Building Block Hypothesis in GAs and GP
The building block hypothesis 2] is typically stated informally by saying that a GA works by combining short, low-order schemata of above average tness (building blocks) to form higher-order ones over and over again until it converges to an optimum or near-optimum solution.
The building block hypothesis and the related concept of deception have been strongly criticised in 34], in the context of binary GAs, where it was suggested that these ideas can only be used to produce rst-order approximations of what really happens in a GA. In 25] the criticisms to the building block hypothesis have been extended to the case of GP with standard crossover, arguing that the hypothesis is even less applicable to GP because of the highly destructive e ects of crossover. The analysis of Equation 2 in 3, 4] and the experimental results in 28] suggest that the latter criticism does not apply to GP with one-point crossover. Therefore, we cannot exclude that the building block hypothesis might be a good rst approximation of the behaviour of GP with one-point crossover.
Stephens and Waelbroeck analysed their schema theorem (equivalent to Equation 11) and stated that the presence of the terms (equivalent to) p(L(H; i); t)p(R (H; i) ; t) is a clear indication of the fact that, indeed, GAs build higher-order schemata (H) by juxtaposing lower-order ones (the L(H; i)'s and R(H; i)'s) 17, 18] . However, these building blocks are not necessarily all tter than average, short or even low-order.
New Results on GA Schemata
The availability of Equation 11 makes it possible and easy to produce a series of new results which go beyond the schema theorem obtained by Stephens and Waelbroeck and provide additional statistical information on schema behaviour for nite populations. This can be done by simply substituting the expression of (H; t) given in Equation 11 into Equations 3, 5, 6, 7, 8, 9 and 10.
We believe that the equations resulting from Equations 8 and 9 are particularly important, at least in principle, because they show that it is possible to remove the expectation operator from exact schema theories without having to assume in nite populations. We have started studying the consequences of this fact in 19].
GP Hyperschema Theory
A question that immediately comes to mind is whether it would not be possible to extend Rosca's or the xed-size-and-shape GP schema theories to emulate what Stephens and Waelbroeck have done for GAs. This is important because it would make it possible to exploit the recent and new GA results summarised above in GP, too. As described below we were able to extend the xed-size-andshape GP schema theory for one-point crossover, but that required to generalise the de nition of GP schema.
Hyperschemata
In order to do obtain for GP with one-point crossover results similar to those obtained Stephens and Waelbroeck for binary GAs we need to introduce a new, more general de nition of schema. The de nition is as follows:
De nition 1 (GP hyperschema). A GP hyperschema is a rooted tree composed of nodes from the set F T f=; #g, where F and T are the function set and the terminal set used in a GP run, and the operators = and # are polymorphic functions with as many arities as the number of di erent arities of the elements of F T , the terminals in T being 0-arity functions. The operator = is a \don't care" symbols which stands for exactly one node, while the operator # stands for any valid subtree. The internal nodes of a hyperschema can be chosen from F f=g, while the leaves of a hyperschema are elements of T f=; #g.
This de nition presents some of the features of the schema de nition we used for our GP schema theory 4]: hyperschemata are rooted trees, and they include \don't care" symbols which stand for one node only. However, De nition 1 also includes one of the features of the schema de nitions proposed by other authors 25, 5]: hyperschemata also include \don't care" symbols which stand for entire subtrees. Indeed, the notion of hyperschema is a generalisation of both Rosca's schemata (which are hyperschemata without = symbols) and xed-sizeand-shape schemata (which are hyperschemata without # symbols). So, a hyperschema can represent a group of schemata in essentially the same way as such schemata represent groups of program trees (hence the name \hyperschema"). An example of hyperschema is (* # (+ x =)). This hyperschema represents all the programs with the following characteristics: a) the root node is a product, b) the rst argument of the root node is any valid subtree, c) the second argument of the root node is +, d) the rst argument of the + is the variable x, e) the second argument of the + is any valid node in the terminal set.
Theory for Programs of Fixed Size and Shape
If one had a population of programs all having exactly the same size and shape, thanks to the de nition of hyperschema, it would be possible to express the total transmission probability of a xed-size-and-shape schema using the properties of lower-order hyperschemata, in the presence of one-point crossover, in exactly the same way as in Equation 11, i.e. Formally this result can be obtained by proceeding like in Section 2.5. Again we assume that while producing each individual for a new generation one rst decides whether to apply selection only (probability 1?p xo ) or selection followed by crossover (probability p xo ). If selection only is applied, the new individual created samples H with a probability p(H; t) (hence the rst term in Equation 12).
If selection followed by crossover is selected, we rst choose the crossover point (to be interpreted as a link between nodes) randomly out of one of the N(H)?1 crossover points available. Then we select two parents and perform crossover. 4 One might think that the de nitions of L(H; i) and U(H; i) given above are overly complicated with respect to their GA counterparts. Indeed, if all the programs in the population have the same size and shape, one could equivalently de ne L(H; i) as the schema obtained by replacing with = nodes all the nodes above crossover point i and U(H; i) as the schema obtained by replacing with a = nodes all the nodes below crossover point i. So, it would not be necessary to introduce the notion of hyperschema altogether. However, as clari ed below, the notion of hyperschema can be used to produce more general results which apply when the population contains programs of di erent size and shape.
This will result in an individual that samples H only if the rst parent has the correct lower part (with respect to the crossover point) and the second parent has the correct upper part. Assuming that crossover point i has been selected, 5 The theorem can easily be proven by: a) considering all the possible ways in which parents can be selected for crossover and in which the crossover points can be selected in such parents, b) computing the probabilities that each of those events happens and the rst parent has the correct lower part (w.r.t. the crossover point) to create H while the second parent has the correct upper part, and c) adding up such probabilities (whereby the three summations in Equation 14 ). Obviously, in order for this equation to be valid it is necessary to assume that if a crossover point i is in the common region between two programs but outside the schema H under consideration, then L(H; i) and U(H; i) are empty sets (i.e.
they cannot be matched by any individual). Equation 14 allows one to compute the exact total transmission probability of a GP schema. Therefore, by proceeding as indicated in Section 3 a series of new results for GP schemata can be obtained which provide important new statistical information on schema behaviour (e.g. schema probability distribution, schema variance, schema signal-to-noise ratio, extinction probability, etc.). In this paper we will not study these results. 
the equality applying when all the programs in the population sample G(H).
Let us compare this result to the one described in Section 2.2.
It is easy to see that by dividing the right-hand side of Equation 2 by M one obtains a lower bound for (H; t). If we consider the case in which p m = 0 and we assume the worst case scenario for p di (t), i.e. p di (t) = 1, we obtain 7 (H; t) p(H; t) 1 7 We are forced to assume p di (t) = 1 to maintain the generality of our results. 
Example
Let us consider an example. Let us imagine that the population contains 10 copies of each of the 3 programs in Figure 4 , and let us consider the propagation of the schema H 0 =(= = (= = =)). Since L(H 0 ) = 0 and B(H 0 ) = ; then (H 0 ; t) = 0. So, the new GP schema theorem cannot provide a better bound than the previous one.
However, if one considers the schema H 00 =(* = (-5 =)), with simple calculations (assuming tness proportionate selection) one obtains (H 0 ; t) 0:07 p xo . This might look like a small di erence, but the new schema theorem can provide a lower bound for E m(H; t + 1)] of up to about 2.1 higher than the old theorem, the maximum value being reached when p xo = 1. This is a big di erence considering that the correct value for E m(H; t + 1)] obtained from Equation 14 is 10.5 (for reference: the value obtained if selection only was acting is 12.5), and the lower bound provided by the old schema theorem is 7.3. So, in this example the \schema creation correction" improves the estimate by nearly 30% providing a very tight lower bound of 9.4 for E m(H; t + 1)].
Hyper Building Blocks?
The presence of the terms p(L(H; i); t)p(U(H; i); t) in the results presented in this section seems to suggest that some hyperschemata are a form of building blocks for xed-size-and-shape schemata and that, indeed, also GP with onepoint crossover builds higher-order schemata by juxtaposing lower-order ones.
The results also suggest that for this to happen the building blocks need not necessarily be all tter than average, short or even low-order. The question is whether this is true for general hyperschemata (remember that xed-size-andshape schemata are only a special kind of hyperschemata, since they do not include # symbols). More work is needed to see if Equation 14 provides support for the existence of natural building blocks for general hyperschemata.
Conclusions
In this paper, for the rst time, we provide an exact schema theorem for genetic programming which models the e ects of schema creation due to crossover, in addition to schema survival and disruption. This theorem is the result of extending recent GA theory to GP through the de nition of a new, more general notion of GP schema: the hyperschema.
In the paper we have also derived a simpli ed version of the exact GP schema theorem: the GP schema theorem with schema creation correction. This provides a simple way of calculating a lower bound for the total transmission probability of a schema which is signi cantly more accurate then the one provided by earlier schema theorems.
In addition, the paper indicates how recent general results reported in the GP literature can be applied to extend the most advanced results reported to date on GA schemata as well as the exact GP schema theorem presented in this paper. This extension provides much more information on the probabilistic behaviour of the number of instances of a schema at the next generation m(H; t + 1). This paper shows how the theory of genetic algorithms and theory of genetic programming are converging more and more and how they can mutually support the development of each other.
