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Abstract: We consider the linear regression problem, where the number p of covariates
is possibly larger than the number n of observations, under sparsity assumptions. In this
work, we propose a generalized version of the LASSO by (Tibshirani, 1996), based on
geometrical remarks about the LASSO provided by Alquier and Hebiri (2008) and that
takes into acount the objective of the statistician. As a special case, we consider the
problem of estimating the regression vector in the transductive setting as described by
Vapnik (1998), in which the estimator construction is based on a new unlabelled dataset
of interest. From a theoretical point of view, we derive Sparsity Inequalities (SI) for our
estimator, i.e., bounds on the estimation error involving the sparsity of the parameter we
try to estimate. We also derive a Pathwise Coordinate Optimization algorithm to provide
an approximated solution for our estimator.
Re´sume´ : On conside`re le proble`me de re´gression line´aire dans lequel le nombre de
variables explicatives p peut eˆtre plus grand que le nombre d’observation n. Sous des hy-
pothe`ses de parcimonie, nous proposons dans cette e´tude une ge´ne´ralisation de l’estimateur
LASSO de Tibshirani (1996), qui s’appuie sur des conside´rations ge´ome´triques pre´sente´es
par Alquier and Hebiri (2008) et prenant en compte l’objectif du statisticien. Le proble`me
de l’estimation du parame`tre inconnu dans le cadre transductif (Vapnik, 1998) est e´galement
conside´re´, i.e., une approche dans laquelle la construction de l’estimateur s’appuie sur un
nouvel e´chantillon non e´tiquete´ et pour lequel nous souhaitons re´aliser de bonne perfor-
mances de pre´diction. Du point de vue the´orique, nous illustrons nos re´sultats par des
”Ine´galite´s de Sparsite´”, i.e., des bornes sur l’erreur d’estimation qui font intervenir la
parcimonie du parame`tre que l’on veut estimer. Nous proposons e´galement un algorithme
d’optimisation coordonne´e par coordonne´e pour approximer notre estimateur.
Mots Cle´s : Mode`les de re´gression; Choix de mode`les; Parcimonie; LASSO.
1 Introduction
Dans un certain nombre d’applications (imagerie, puces ADN,...), le statisticien peut
avoir a` sa disposition des donne´es tre`s volumineuses. Certains proble`mes de re´gression,
en particulier, pre´sentent un nombre de variables p important, parfois supe´rieur a` la
taille n de l’e´chantillon. Dans cette situation, un objectif important est la se´lection d’un
petit nombre de variables pertinentes. Dans ce but, un certain nombre de me´thodes
de re´gression ont e´te´ propose´es, depuis les crite`res d’informations classiques comme AIC
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par Akaike (1973) et BIC par Schwartz (1978), jusqu’a` des me´thodes de re´gularisation
plus re´centes comme celles base´es sur la norme ℓ1 : le LASSO par Tibshirani (1996), ou le
Dantzig selector par Cande`s et Tao (2007). Ces dernie`res me´thodes ont rec¸u une attention
particulie`re lors de ces dernie`res anne´es, en partie duˆ a` la possibilite´ de les imple´menter
rapidement meˆme pour de grandes valeurs de p.
Plus formellement, introduisons le mode`le de re´gression suivant :
yi = xiβ
∗ + εi, i = 1, . . . , n, (1)
ou` le design xi = (xi,1, . . . , xi,p) ∈ R
p est de´terministe, β∗ = (β∗1 , . . . , β
∗
p)
′ ∈ Rp est
un parame`tre inconnu et les ε1, . . . , εn sont i.i.d., gaussiens centre´s et de variance σ
2.
L’objectif est alors de faire de l’infe´rence sur des quantite´s faisant intervenir le parame`tre
β∗. Soit X la matrice dont la i-e`me ligne est xi, et notons Xj sa j-e`me colonne, avec
i ∈ {1, . . . , n} et j ∈ {1, . . . , p}. On a donc X = (x′1, . . . , x
′
n)
′ = (X1, . . . , Xp). Pour
simplifier les notations, on supposera que les obesrvations sont renormalise´es de fac¸on a`
avoir X ′jXj/n = 1. On pose aussi Y = (y1, ..., yn)
′. Pour tout d ∈ N, tout v ∈ Rd et tout
α ≥ 1 on utilisera la notation habituelle ‖v‖α = (|v1|
α+ ...+ |vd|
α)1/α, en particulier ‖ · ‖2
sera la norme euclidienne.
Entre autres, le LASSO (note´ ici βˆL) a e´te´ propose´ comme estimateur valable pour
traiter ce proble`me quand p est grand, et meˆme plus grand que n, avec de tre`s bons
re´sultats pratiques : des simulations et des tests sur des donne´es re´elles peuvent eˆtre
trouve´s, par exemple, dans Tibshirani (1996). D’un point de vue the´orique, des ”Ine´galite´s
de Sparsite´” (le terme franc¸ais n’est pas consacre´, on dira donc simplement SI, pour
Sparsity Inequality, dans la suite) ont e´te´ prouve´es pour ces estimateurs : adoptons la
notation | · | pour de´signer le cardinal d’un ensemble; ainsi des bornes sur (1/n)‖XβˆL −
Xβ∗‖22 ou sur ‖βˆL − β
∗‖22, de la forme cste.σ
2|{j ∈ {1, ..., p}, β∗j 6= 0}| log(p)/n, faisant
intervenir le nombre de coordonne´es non nulles dans β∗ (multiplie´ par log(p)), au lieu
de p, sont e´nonce´es et prouve´es, par exemple par Bickel, Ritov et Tsybakov (2007). Des
conditions assurant que βˆLASSO et β
∗ ont le meˆme ensemble de coordonne´es non nulles
sont propose´es par Bunea (2008).
Remarquons que les travaux mentionne´s donnent des bornes sur ‖XβˆL − Xβ
∗‖22 ou
‖βˆL− β
∗‖22. Ils assurent donc que, sous certaines hypothe`ses, XβˆL est un bon estimateur
de Xβ∗, ou que βˆL est un bon estimateur de β
∗. Cependant, supposons que l’on donne
au statisticien des observations supple´mentaires, xi ∈ R
p pour n+1 ≤ i ≤ n+m (notons
Z la matrice (x′n+1, . . . , x
′
n+m)
′) et que l’objectif du statisticien soit pre´cise´ment d’estimer
Zβ∗ (dans l’absolu, il ne cherche pas une bonne estimation de β∗, mais simplement a`
deviner les labels Yi associe´s aux nouveaux xi). Dans la monogarphie de Vapnik (1998),
une argumentation en faveur d’une approche de´die´e a` la re´solution de ce proble`me est
de´veloppe´e : un estimateur, dit transductif pour estimer Zβ∗ doit eˆtre propose´. Celui-ci
peut eˆtre diffe´rent de l’estimateur utilise´ pour estimer β∗ ou Xβ∗. Ainsi des me´thodes de
classification supervise´e ont e´te´ e´tendues avec succe`s au cas transductif; on mentionnera
par exemple les Support Vector Machines (SVM) par Vapnik (1998) et l’estimateur de
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Gibbs par Catoni (2008). Le livre de Chapelle, Scho¨lkopf et Zien (2006) sur la classifi-
cation semi-supervise´e apporte e´galement des explications sur l’effet de stabilisation sur
les estimateurs, que peut produire la prise en compte de l’information apporte´e par les
nouveaux xi.
Dans la Partie 2, on propose un estimateur ge´ne´ral βˆM,λ (2) qui de´pend de deux
parame`tres de re´glage: λ, un parame`tre de re´gularisation, et une matrice M de taille
p × p, qui va permettre de calibrer l’estimateur en fonction de l’objectif du statisticien.
En particulier, suivant le choix de la matriceM (discute´ plus en de´tail plus loin), on pourra
conside´rer les trois objectifs suivants : premie`rement, le de´bruitage ou estimation de
Xβ∗, l’estimateur conside´re´ est dans ce cas le LASSO; deuxie`mement la transduction,
ou estimation de Zβ∗ et nous appelerons l’estimateur associe´ βˆM,λ : LASSO transductif;
finalement l’estimation directe de β∗ et pour cette perspective, l’estimateur propose´
ne sera correctement de´fini que si p < n et est alors une version seuille´e de l’estimateur
des moindres carre´s ordinaires (MCO). L’estimateur (2) est en fait tire´e d’une version
plus comple`te de ce travail, Alquier et Hebiri (2008), qui s’appuie sur les conside´rations
ge´ome´triques sur le LASSO discute´es par Alquier (2008). Dans la Partie 3, on donne une
”Ine´galite´ de Sparsite´” pour βˆM,λ (The´ore`me 3.1).
Enfin, des algorithmes pour calculer βˆLASSO ou βˆDS sont connus. Ainsi, pour le
LASSO, nous pouvons citer les me´thodes de point inte´rieur de Kim, Koh, Lustig, Boyd et
Gorinevsky (2007) par exemple, l’algorithme LARS de Efron, Hastie, Johnstone et Tibshi-
rani (2004) ou encore les algorithmes d’optimisation coordonne´e par coordonne´e (ou Path-
wise Coordinate Optimization, PCO dans la suite) discute´s par Friedman, Hastie, Ho¨fling
et Tibshirani (2007). On montre dans la Partie 4 qu’un algorithme PCO peut facilement
eˆtre propose´ pour approcher βˆM,λ, notons toutefois que les arguments the´oriques en faveur
des algorithmes PCO sont en ge´ne´ral insuffisants, et que l’on a pour le moment pas de
garanties the´oriques sur la convergence de cet algorithme.
2 De´finition de l’estimateur βˆM,λ
Pour λ > 0 et toute matrice syme´trique positive M , on conside`re l’estimateur
βˆM,λ ∈ arg min
β∈Rp
{
−2Y ′X(X˜ ′X)−1Mβ + β′Mβ + 2λ‖ΞMβ‖1
}
, (2)
ou` (X˜ ′X)−1 = (X ′X)−1 si (X ′X) est inversible, et n’importe quelle pseudo-inverse de




j (M) avec ξj(M) =
1
n
[M(X˜ ′X)−1M ]j,j. Par la suite, on va conside´rer trois cas
particuliers de cet estimateur de manie`re adapte´e a` l’objectif :
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• de´bruitage : on prend βˆX′X,λ, qui est donne´ par
βˆX′X,λ ∈ arg min
β∈Rp
{




{−2Y ′Xβ + β′X ′Xβ + 2λ‖β‖1} ,
on reconnaˆıt donc l’estimateur LASSO (remarquons qu’ici ΞX′X = I);











Y ′X(X˜ ′X)−1(Z ′Z)β +
n
m





• estimation de β∗ : on prendra βˆnI,λ, defini par
βˆnI,λ ∈ arg min
β∈Rp
{
−2Y ′X(X˜ ′X)−1β + β′β + 2λ‖ΞIβ‖1
}
.
Proposition 2.1 Supposons que (X ′X) soit inversible. Alors βˆnI,λ est l’estimateur des
MCO seuille´ : a` savoir, si βˆMCO = (X
′X)−1X ′Y alors βˆnI,λ est obtenu en remplac¸ant
la j-e`me coordonne´e bj = (βˆMCO)j de βˆMCO par Sgn(bj) (|bj| − λξj(nI)/n)+, ou` ∀u ∈ R,
Sgn(u) = ±1 selon le signe de u et 0 si a = 0 et ou` (u)+ = max{u, 0}.
3 Re´sultats the´oriques
De´finition 3.1 On dit que la matrice M de taille p×p satisfait l’Hypothe`se A(M) s’il ex-
iste c(M) > 0 tel que pour tout α ∈ Rp ve´rifiant
∑
j:β∗j =0






Commentons rapidement cette hypothe`se. Dans le cas facile, ou` M est inversible,
la condition α′Mα ≥ [c(M)/n]α′α est satisfaite pour tout α ∈ Rp avec c(M)/n e´gal a`
la plus petite valeur propre de M . Cependant, prenons pas exemple le cas du LASSO,
M = (X ′X) qui ne peut eˆtre inversible si p > n. Dans ce cas, l’hypothe`se peut toutefois
eˆtre ve´rifie´e, car elle n’exige pas que α′Mα ≥ [c(M)/n]α′α soit vrai pour tout α ∈ Rp
mais seulement pour un petit sous-ensemble de Rp. Pour M = (X ′X), cette hypothe`se
est exactement celle prise par Bickel, Ritov et Tsybakov (2007).
The´ore`me 3.1 Supposons que l’Hypothe`se A(M) soit satisfaite. Supposons queKer(M) =







. Avec probabilite´ au moins 1 − ε



















La preuve est donne´e par Alquier et Hebiri (2008). En particulier, on obtient pour les
diffe´rents objectifs :





















• si A( n
m












































Remarque 3.1 Donc, sous certaines hypothe`ses, chaque estimateur satisfait une SI pour
l’objectif pour lequel il a e´te´ conc¸u.
Remarque 3.2 Pour M = (X ′X), les re´sultats obtenus sont similaires a` ceux de Bunea,
Tsybakov et Wegkamp (2007). Par ailleurs, la preuve du The´ore`me 3.1 donne´e par Alquier
et Hebiri (2008) repose sur une ge´neralisation d’arguments donne´s par ces auteurs.
4 Algorithme PCO
Remarquons que la Proposition 2.1 donne un moyen simple de calculer l’estimateur βˆnI,λ
en pratique. Quand au LASSO, il existe un grand nombre de me´thodes pour le calculer
en pratique (me´thodes de points inte´rieurs, LARS, algorithmes PCO,...). La question du
calcul de βˆ n
m
Z′Z,λ se pose donc. Dans la sous-partie suivante, on propose un algorithme
PCO pour le calcul de βˆM,λ en ge´ne´ral (M = (X
′X) redonne l’algorithme PCO e´tudie´
par Friedman, Hastie, Ho¨fling et Tibshirani (2007)). Insistons sur le fait qu’on ne prouve
pas ici que cet algorithme converge vers βˆM,λ de fac¸on ge´ne´rale.
Algorithme : L’algorithme part de β ← (0, ..., 0)′. Puis, jusqu’a` ce que β se stabilise,























Inspire´ par un travail plus de´taile´ de Alquier et Hebiri (2008), on a propose´ un estimateur
ge´ne´ral βˆM,λ qui a pour cas particulier le LASSO et une nouvelle version du LASSO
permettant de re´soudre le proble`me de la transduction. Un prolongement de ce travail
consisterait a` montrer que l’algorithme propose´ dans la Partie 4 converge effectivement
vers notre estimateur, ou a` proposer un autre algorithme, puis a` tester les performances
de βˆM,λ sur des donne´es simule´es ou re´elles.
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