Recently, the capabilities of artificial neural networks (ANNs) in simulating dynamic systems have been proven. However, the common training algorithms of ANNs (e.g., back-propagation and gradient algorithms) are featured with specific drawbacks in terms of slow convergence and probable entrapment in local minima. Alternatively, novel training techniques, e.g., particle swarm optimization (PSO) and differential evolution (DE) algorithms might be employed for conquering these shortcomings.
INTRODUCTION
Groundwater is one of the major sources of water supply of domestic as well as agricultural activities. Modeling groundwater quality is needed to develop better strategies for water resources planning and management (Liu et al. ; Najah et al. ) . Traditional water resources management approaches considered surface water and groundwater systems as two separate entities. However, the recent developments in land and water resources analysis have demonstrated that these systems could affect each other, from both qualitative and quantitative points of view.
Nonetheless, groundwater contamination, either by anthropogenic activities, or by inherent aquifer material composition, reduces groundwater supply capacity or restricts its exploitation.
Meanwhile, agricultural activities, which might include the uncontrolled use of fertilizers and pesticides, influence and cause the deterioration of groundwater quality, although variations in groundwater quality can be influ- Electrical conductivity (EC) illustrates the capacity of a substance or solution to conduct the electricity current.
(TDS), which is a measure of all inorganic and organic substances (WHO ). Having the values of Na þ , Ca 2þ , and Mg 2þ , sodium adsorption ratio (SAR) can be calculated as (Devadas et al. ) :
(1)
where the ion concentrations are in meq/L.
Nevertheless, the hardness of groundwater might be cal- In the present study, the capability of PSO and DE algorithms were evaluated in modeling groundwater quality parameters (i.e., SO 4 and SAR).
MATERIALS AND METHODS

Site description
This study was conducted in Neyshabur plain, Iran, located 
Groundwater sampling and measurement
Monthly groundwater records were collected from 60 observational wells during a 16-year period (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) .
Geographical coordinates and elevation of each sampling location was recorded using a handheld global positioning system (GPS). A few locations were also cross-checked with a differential GPS. Collected samples were analyzed in the laboratory to measure the concentration of the qualitative parameters using the existing standard procedures (Table 1) .
In this study, groundwater qualitative parameters, i.e., SO 4 and SAR were modeled using two different evolutionary neural networks, namely, ANN-PSO and ANN-DE.
Calcium, magnesium, sodium, hardness, electrical conductivity, TDS, pH, bicarbonate, and chloride parameters were used as input variables to estimate the SO 4 and SAR. 25% and 25% (600 and 600 patterns) was used for validating and testing the models, respectively.
Applied algorithms
Artificial neural networks
ANNs are interconnected groups of artificial neurons 
Particle swarm optimization
PSO is an evolutionary computation algorithm, based on iterative optimization (Kennedy & Eberhart ) . PSO consists of a group of particles (individuals) which refine their knowledge of the search space. Each particle has two main characteristics of position and velocity. In the PSO, the iterative method is used to reach the optimal solution according to the fitness values of each particle, which is determined by optimization function.
Each particle adjusts its trajectory by tracking two pieces of information: (1) the best visited position (Pbest) and (2) ticle based on its current velocity and its distance from its previous Pbest and Gbest. The updated velocity magnitude is then utilized to calculate the next position of the particle through the search space. The iterative process is continued a set number of times, or until achieving a minimum error.
In PSO, a population of particles or proposed solutions evolves in each iteration, moving towards the optimal solution of the problem. A new population is obtained shifting the positions of the previous one for each iteration. In its movement, each individual is influenced by its neighbors' and its own trajectory. The parameters, or possible set of solutions, are contained in a vector x i , which is called a 'particle' of the swarm and represents its position in the search space of possible solutions. The particle dimension is the number of parameters. The particle position x 0 i and its velocity v 0 i are randomly obtained. The value of the fitness function is then calculated for each particle and the velocities and positions are updated taking into account these values. The algorithm updates the positions and the velocities of the particles following the equation:
The velocity of each particle, i, at iteration k, depends on three components:
• the previous step velocity term, v k i affected by the constant inertia weight, ω;
• the cognitive learning term, which is the difference between the particle's best position so far found (called I k i , local best) and the particle current position x k i ;
• the social learning term, which is the difference between the global best position found thus far in the entire swarm (called g k , global best) and the particle's current position x k i .
These two last components are affected by φ 1 ¼ c 1 r 1 and φ 2 ¼ c 2 r 2 where r 1 and r 2 are random numbers distributed uniformly in the interval [0,1] and c 1 and c 2 are constants. The particles of the swarm make up a cloud that covers the whole search space in the initial iteration and gradually contracts its size as iterations advance, performing the exploration. Thus, in the initial stages the algorithm performs an exploration searching for plausible zones and in the last iterations the best solution is improved. The PSO implementation of the algorithm has been refined over the years and many variants created. In this paper, the Standard 2011 PSO has been used. It contemplates some improvements in the implementation and the PSO parameters are set to the values:
The swarm topology defines how particles are connected between them to interchange information with the global best. In the actual Standard PSO each particle informs only K particles, usually three, randomly chosen.
Differential evolution
DE is a population-based stochastic search technique for solving continuous optimization problems. DE algorithm comprises three major operators, namely, mutation, crossover, and selection. Mutation is the simplest genetic operator. It randomly flips bits in a binary string genome from 0 to 1 or from 1 to 0. This operator improves the algorithm by introducing new solutions that do not exist in the population. After initialization, mutation operation is employed with respect to each target individual x i (t). Thereafter, a mutant vector V i (t) is determined by the current population by the following equation (Storn ):
where i 1 , i 2 and i 3 are randomly chosen indices selected within the range {1, 2,…,NP}. After the mutation, crossover operation, which is the process of varying DNA of chromosomes by exchanging some of their sections, is applied. It applies to each x ij (t) (pair of the target vector) and its related mutant vector v ij (t) to generate u ij (t) as an offspring vector can be considered as:
Even when P r ¼ 0, at least one of the parameters of the offspring will differ from the parent (forced by the condition j ¼ r). A number of individuals from the existing generation are selected to breed a new generation. The selection is typically based on fitness. Thus, the fitter an individual is, the more likely it is to be selected. A weak individual still has a chance to be selected, and this helps to keep the diversity of the population high. The trial
as a member of the population comprising the next generation after being compared to the corresponding target vector x i (t).
The selection operator for the next target vector is as below:
These steps are repeated until a pre-specified stopping criterion is satisfied.
The conventional ANN models utilize gradient-based algorithms (GBAs) (e.g., back-propagation) for identifying the weights. For the GBAs, in the calibration (training) period, it is very easy to get trapped in a local minima 
Goodness-of-fit of the model
The ANN-PSO and ANN-DE models were evaluated according to three goodness-of-fit measures, namely, the root mean square error (RMSE), the mean absolute error (MAE), and the coefficient of determination (R 2 ), expressions of which are as follows:
where N is the number of data, WQ i,o denotes the observed water qualitative parameters (SO 4 or SAR) value, and WQ i,e denotes the corresponding simulated values. meanWQ o and meanWQ e stand for the average observed and estimated groundwater quality parameters, respectively.
RESULTS AND DISCUSSION
For ANN implementation, first the number of hidden neurons was considered as twice the input numbers, according to Bhattacharyya & Pendharkar () . Then, various particle swarm/population sizes were tried. According to Geethanjali et al. (), the typical ranges for the number of particles are 20-40, and 10 particles are large enough to get good results for most of the problems.
In the present research, four different particle sizes, i.e., 10, 20, 30, and 40 were tried with 10,000 iterations for the ANN-PSO models, with hidden node number of 18 (2 × 9 inputs). Then, the hidden node number was decreased to the number of inputs (nine nodes). The sensitivity analysis of different ANN-PSO models with respect to hidden node numbers is presented in Further, the results were tested by using one-way analysis of variance (ANOVA) for verifying the robustness of the optimum ANN-DE and ANN-PSO models. Both tests were set at a 95% significance level. Thus, differences between the observed and simulated SO 4 and SAR values were considered as significant differences when the resultant significance level (p) was lower than the 0.05 by use of two-tailed significance levels. The test statistics are given in 
CONCLUSIONS
This paper presents particle swarm optimization (PSO) and differential evolution (DE)-based ANN approaches for estimation of groundwater quality parameters (SO 4 and SAR).
Two powerful bio-inspired algorithms, PSO and DE, were compared in order to determine which one is more suitable to train an ANN. This is very important because the training of an ANN is one of the key issues to obtain a good generalization. Application of PSO-and DE-based ANN to estimate groundwater quality is a novel research area. A 
