The ultra weak variational formulation (UWVF) approach has been proposed as an effective method for solving Helmholtz problems with high wave numbers.
INTRODUCTION
The inhomogeneous Helmholtz equation arises in many physical problems. The modeling of time-harmonic acoustic and electromagnetic fields in heterogenous media are widely known examples. For long wavelengths these problems can be approximated using low order finite element or finite difference methods. As the wavelength decreases these methods become increasingly expensive due to the requirement that there must be sufficiently many points per wavelength to obtain a reliable solution (ten grid points per wavelength is often mentioned as a rule of thumb). In addition, numerical pollution due to the accumulation of
phase error forces the use of even more grid points per wavelength to maintain accuracy at a desired level [7] . In many applications this leads to very large problems and intolerable computational complexity.
To avoid the problems associated with lower order finite elements, a variety of techniques have been proposed. Modifications of the basic finite element method include for example higher-order methods [8] , least squares finite elements [6, 11, 15] , and partition of unity methods (PUM) [1] . The PUM makes it possible to include a priori information about the solution in the approximation subspace. Compared to standard finite elements this has been shown to give considerable reduction in computational complexity [9] .
A common feature of finite element methods with special shape functions, such as PUM, is the need for numerical quadratures in the computation of the associated integrals. For bases that consist of oscillatory functions this requires higher order quadratures [9] or special integration techniques [12] . In addition, conditioning problems sometimes require a regularization type approach to stabilize the problem [12] .
Another approach is to approximate the global solution of the Helmholtz equation by a family of solutions of the Helmholtz equation in each element and enforce continuity as far as possible across element boundaries via the numerical scheme. One obvious method is to minimize the least squares difference in the jumps of the solution and it's normal derivative across element edges by minimizing a least squares functional, see e.g. [10, 14] . In [10] the method was analyzed using plane wave and Bessel function bases. Both bases provided efficient means to obtain good accuracy. However, the plane wave basis was recommended due to the simplicity of evaluating integrals. Conditioning problems were noted as the number of basis functions per element increase.
The ultra weak variational formulation (UWVF) is another approach to using discontinuous local solutions of the Helmholtz equation on each element. In this approach, which was proposed and analyzed in [3, 4, 5] , integration by parts is used to derive a variational formulation that weakly enforces appropriate continuity conditions between elements via impedance boundary conditions. Like the least squares method a family of local solutions
of the Helmholtz equation is used to construct the approximation space. However, unlike the least squares method, the final equations satisfied by the discrete solution are given by the Galerkin procedure rather than the more ad hoc least squares approach. However, on the theoretical level the least squares method is better understood than the UWVF in that global convergence can be proved.
In principle there are many possible choices for the local approximation functions on each element in the UWVF. However, only plane waves have been used so far, and based on the theoretical studies in [10] , it seems unlikely that Bessel function bases would offer much improvement when approximating smooth solutions. Hence, as discussed further in Section 3, we use plane waves in this paper.
An advantage of the use of the plane waves is that in most cases integrals occuring in the resulting matrix system can be evaluated in closed form. As a drawback, ill-conditioning of the problem has been reported when fine meshes or large dimensional bases are used [3] .
However, it is shown in numerical examples that the method can produce accurate results when the element size is twice the wavelength.
In this paper we investigate the UWVF from the computational point of view. We show that the conditioning problem is particularly severe when the UWVF is applied to inhomogeneous problems or when unstructured meshes with varying element size are used.
We propose the use of a basis with a non-uniform number of basis functions per element as a feasible method for improving the conditioning of the UWVF. Numerical examples show that the proper choice of basis enables us to use very large geometric elements, sometimes five times the size of the wavelength. In addition, we compare the Richardson and stabilized Bi-Conjugate Gradient iterative methods for solving the resulting linear system. The paper is organized as follows. In Section 2 we give a short review of the ultra weak variational formulation. In Section 3 we summarize the discrete form of the method. The computational scheme for choosing the bases and solving the linear system is described in Section 4. In Section 5 we give numerical examples of the method applied to a high frequency acoustic transmission problem.
with the smooth boundary 8 a nd outward unit normal
9
. The inhomogeneous Helmholtz problem for the field
where R T R E q s r u t X r 6 w v i x y 
. The transmission conditions (4) and (5) on the interface e d
c an be written in the coupled form [2] F Let us now define a new functioñ
>From (3), (6) , and (7) and integration by parts it follows that~ satisfies [3, 4, 5] 
for all piecewise smooth test functions t hat are solutions of the adjoint Helmholtz
where the bars stand for complex conjugate.
We now rewrite (10) to facilitate our discussion of the discrete problem. Let us define 
Using w e see that (10) may be rewritten as the problem of finding~
. Equation (15) 
. To compute @ a way from the skeleton involves a local post-processing step. In the discrete case this will be discussed in the following section. Note that a knowledge of
THE DISCRETE PROBLEM
Following [3, 4] , we use a Galerkin approach to the discretization of the UWVF (15).
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. For the least squares problem this basis did not offer a significant advantage over the basis we choose next [10] . In addition the integrals in (15) must be computed by quadrature.
Thus we turn to the choice advocated by Cessenat and Despres [3, 4] of the plane wave basis given by c an be constructed using angularly equispaced directions
The choice of equally spaced directions is not required by the UWVF. It is possible that another choice of directions might reduce the number of required directions if some a priori information of the solution is available but this topic is not studied here. Instead, we focus on allowing the number of directions ½ t o vary between elements.
In the Galerkin approach the test function w º » i s chosen from the basis functions so that
. Then the discrete form of the UWVF can be written as the matrix equation [3] 
where the subscript of Þ refers to the block and the superscript shows the element in the block. The matrix à is also sparse and has a block structure. The entries in à are given by
The entries for the right hand side of the system are
If the edges of the elements are straight the integrals above can be evaluated in closed form. For details we refer to [3, 4] . On curved element edges the integrals must be computed numerically. We note that it is vital to use curved elements otherwise large errors can occur from approximating curved boundaries by multi-wavelength sized elements (this is another way in which our implementation differs from the original implementation in [3] ).
For numerical stability it is suggested [4] that equation (22) Using knowledge of the conditioning of the blocks we can improve stability of the resulting matrix system (26). This will be discussed in the next section.
Provided that
, the solution of the problem (1)- (2) can be approximated
This is a direct consequence of equations (9), (18), (3), and (11), together with the uniqueness of the solution of the Helmholtz equation. On elements where R i s not real, a further local problem must be solved element by element.
COMPUTATIONAL PROCEDURE
The solution of the problem can be carried out in three steps. First, the matrix Þ is computed. Although it is possible to fix the number of functions in the basis on each element beforehand, we allow changes in the number of basis functions per element during the building of the matrix. Hence, we reduce the severity of the stability problems that were reported in [3] . When the matrix Þ is computed, it is Cholesky factorized for later use in solving the matrix equation (26).
In the second step, after the number of functions in the basis on each element is chosen, the matrix à can be computed. In the third step, the matrix system (26) is solved using an appropriate direct or iterative matrix solver. The last step is the most time consuming.
Therefore, the choice of the solver is an important issue.
Invertibility of the matrix ae
The block diagonal structure of the matrix This approach is justified because in many applications it is desirable to solve the problem [10] .
Motivated by those considerations, we also investigate what size elements are allowed in the UWVF to obtain a tolerable accuracy. The main difficulty in the use of large elements is the need for a high dimensional local basis which causes ill-conditioning of the blocks Þ f or other elements if used uniformly regardless of element size.
Choosing the basis
The simplest possibility is to use a fixed number basis functions (i.e. a fixed number of directions for the plane waves) in all elements. However, due to the variability in the wave number and element size within the computation domain, this may result in severely ill-conditioned blocks leading to instability of the solution. In this paper we propose a scheme in which the number of bases is chosen dynamically during computation of the matrix Þ .
An appropriate criterion to characterize the stability of the inversion is the t
The method we use is based on the sequential computation of the blocks Þ and estimation of the condition number. We start by setting the highest allowed value to the condition number and fixing the initial number of functions in the basis on each element.
Then, we proceed element by element building the block and estimating the condition number for the current basis. Depending on the condition number, we can reduce or increase the number of functions in the local basis, recompute the block and estimate again the condition number. When the appropriate number of functions in the basis for the element is found, the Cholesky factorized block is saved and the same procedure is
Different criteria can be used to choose the admissible number of bases. For example, one can choose the highest dimensional basis for which the condition number is below a predetermined limit. Alternatively, an initial guess can be a relatively large dimensional uniform basis which is known to generate ill-conditioned blocks. The dimension can be reduced only for the elements with the worst conditioning. Computation time is naturally dependent on the method and the initial guess for the basis. However, the basis is independent of the boundary data and therefore for a single frequency and mesh it must be computed only once.
Iterative algorithms
The solution of problem (26) can be done using a variety of techniques. Due to the large size of the problem with the use of an iterative solver is preferred. In [3] the Richardson algorithm was used. The algorithm 1. shows a pseudo code for the method. 
NUMERICAL EXAMPLES
As an example of the inhomogeneous Helmholtz problem we consider acoustic scattering from the obstacle
t
with different properties than those in the surrounding medium , respectively. The corresponding is the maximum length of the element edges in the mesh. The coarsest mesh is shown in Fig. 3 . We consider ultrasound frequencies spanning from 100 kHz to 500kHz. . 
Results for a fixed mesh
We start our study of the behavior of the error, the condition number and the performance of the iterative solvers using the coarsest mesh with . Bottom: The UWVF approximation using the non-uniform basis with
The real parts are shown on the left and on the right are the imaginary parts. The UWVF approximations are computed in the mesh withba confirm the that the condition number increases as the wavelength decreases, as was already noted in previous simulations. for preconditioning the resulting matrix system. This topic will be studied in the following section together with iterative solvers.
Preconditioning and performance of the iterative solvers
We have shown that appropriate choice of the basis can improve the stability of the inversion of the blocks . We present the t -condition numbers for We present the number of the matrix-vector operations only for the Bi-CGStab method since more operations was need in Richardson. In addition, the convergence of Richardson method stagnated in some of the most ill-conditioned cases.
CONCLUSIONS
We have shown that the use of non-uniform plane wave bases in the ultra weak variational formulation improves its applicability to inhomogeneous Helmholtz problems with varying element size. The method proposed in this paper was based on the preconditioning of blocks in the resulting matrix equation. This led to variable dimension bases on different elements.
The results indicate that it is possible use very large elements compared to the wavelength; in some simulations up to six wavelengths per element size. This makes it possible to solve high wave number problems with coarse meshes and with a relatively low computational effort. We also showed that the benefit from the non-uniform basis approach is the most significant when large elements are used.
In addition, we compared the Richardson and stabilized Bi-Conjugate Gradient methods for solving the resulting linear system. The Richardson iteration converged more smoothly but stagnated in some cases. Less matrix-vector multiplications were needed in the BiCGStab to reach the same termination criterion. Usage of non-uniform basis improved the convergence of both methods.
In this paper the number of basis functions were chosen by approximating the condition number of the blocks in the resulting matrix system. The number of basis functions per element was changed if the condition number was far from the predetermined value. This approach required the matrix blocks to be computed several times. An useful improvement would be a method to estimate the condition number for the blocks as a function of the number of bases based on the material parameters and the geometry of the elements.
