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Abstract. We introduce the class of epsilon-strongly graded rings and show that it prop-
erly contains both the class of strongly graded rings and the class of unital partial crossed
products. We determine precisely when an epsilon-strongly graded ring is separable over
its principal component. Thereby, we simultaneously generalize a result for strongly group
graded rings by Naˇstaˇsescu, Van den Bergh and Van Oystaeyen, and a result for unital
partial crossed products by Bagio, Lazzarin and Paques. We also show that the class of
unital partial crossed products appear in the class of epsilon-strongly graded rings in a fash-
ion similar to how the classical crossed products present themselves in the class of strongly
graded rings. Thereby, we obtain, in the special case of unital partial crossed products, a
short proof of a general result by Dokuchaev, Exel and Simo´n concerning when graded rings
can be presented as partial crossed products. We also provide some interesting classes of
examples of separable epsilon-strongly graded rings, with finite as well as infinite grading
groups. In particular, we obtain an answer to a question raised by Le Bruyn, Van den Bergh
and Van Oystaeyen in 1988.
1. Introduction
Let S be an associative ring equipped with a non-zero multiplicative identity element 1. Let
S/R be a ring extension. By this we mean that R is a subring of S containing 1. Recall that
S/R is called separable if the multiplication map m : S ⊗R S → S is a splitting epimorphism
of R-bimodules. Equivalently, this can be formulated by saying that there is x ∈ S ⊗R S
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satisfying m(x) = 1 and that, for every s ∈ S, the relation sx = xs holds. In that case, x is
called a separability element of S⊗RS. Separable ring extensions are a natural generalization
of the classical separability condition for algebras over fields which in turn is a generalization
of separable field extensions (see e.g. [7]). Naˇstaˇsescu, Van den Bergh and Van Oystaeyen [21]
have generalized this even further by introducing the notion of a separable functor. They show
that a ring extension is separable precisely when the associated restriction functor is separable.
A lot of work has been devoted to the question of when ring extensions are separable (see e.g.
[1], [14], [2], [3], [7], [9], [10], [15], [16], [19], [21], [23] and [24]). One reason for this intense
interest is that some properties of the ground ring R automatically are inherited by S, such
as semisimplicity and hereditarity (see e.g. [21]).
In the context of group graded rings, necessary and sufficient criteria for separability has
been obtained in two different cases (see Theorem 1 and Theorem 2 below). Indeed, let G be
a group with identity element e. Let S be graded by G. Recall that this means that, for all
g, h ∈ G, there is an additive subgroup Sg of S such that S = ⊕g∈GSg and SgSh ⊆ Sgh. The
subring R = Se is called the principal component of S.
In the first case, S is strongly graded. Recall that this means that SgSh = Sgh, for all
g, h ∈ G. This makes each Sg, for g ∈ G, an invertible R-bimodule which implies that there
is a unique ring automorphism βg : Z(R) → Z(R) such that βg(r)s = sr, for r ∈ Z(R) and
s ∈ Sg (see [19] or e.g. Definition 9 and Proposition 12). If G is finite, then the trace function
trβ : Z(R)→ Z(R) is defined by trβ(r) =
∑
g∈G βg(r), for r ∈ Z(R).
Theorem 1 (Naˇstaˇsescu, Van den Bergh and Van Oystaeyen [21]). If S is strongly graded
by G, then S/R is separable if and only if G is finite and 1 ∈ trβ(Z(R)).
In the second case, S is a unital partial crossed product of G over R. Recall that a unital
twisted partial action of G on R is a triple
α = ({Dg}g∈G, {αg}g∈G, {wg,h}(g,h)∈G×G)
where for each g ∈ G, Dg is a unital ideal of R having an (not necessarily non-zero) identity
element 1g which is central in R, αg : Dg−1 → Dg is an isomorphism of rings, and for each
(g, h) ∈ G ×G, wg,h is an invertible element from DgDgh, satisfying the following assertions
for all g, h, l ∈ G:
(P1) αe = idR;
(P2) αg(Dg−1Dh) = DgDgh;
(P3) if r ∈ Dh−1D(gh)−1 , then αg(αh(r)) = wg,hαgh(r)w
−1
g,h;
(P4) we,g = wg,e = 1g;
(P5) if r ∈ Dg−1DhDhl, then αg(rwh,l)wg,hl = αg(r)wg,hwgh,l.
Given a unital twisted partial action of G on R, the unital partial crossed product R ⋆wα G
is the direct sum ⊕g∈GDgδg, in which the δg’s are formal symbols, and the multiplication is
defined by the biadditive extension of the relations
(P6) (rδg)(r
′δh) = rαg(r
′1g−1)wg,hδgh,
for g, h ∈ G, r ∈ Dg and r
′ ∈ Dh. If G is finite, then the trace function trα : Z(R)→ Z(R) is
defined by trα(r) =
∑
g∈G αg(r1g−1), for r ∈ Z(R).
Theorem 2 (Bagio, Lazzarin and Paques [1]). If S is a unital partial crossed product of a
finite group G over R, then S/R is separable if and only if 1 ∈ trα(Z(R)).
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In this article, we wish to unify Theorem 1 and Theorem 2 (see Theorem 3) for a class of
rings which properly contains both the class of strongly graded rings and the class of partial
crossed products. We call this class of rings epsilon-strongly graded. The term “epsilon-
strongly” is supposed to be suggestive of the fact that the grading is “an epsilon away” from
being strong. Let us briefly describe the idea behind this class of rings. Suppose that S is a
ring graded by a group G and take g, h ∈ G. Instead of postulating that SgSh = Sgh, as in
the strongly graded case, we relax this condition by saying that SgSg−1 and Sh−1Sh are unital
ideals of R such that the equalities SgSh = SgSg−1Sgh = SghSh−1Sh hold. The multiplicative
identity element in SgSg−1 is denoted by ǫg. Here is an outline of the article.
In Section 2, we introduce epsilon-strongly graded rings (see Definition 4) and we give
several equivalent characterizations of them (see Proposition 7).
In Section 3, we show that if S is epsilon-strongly graded by G, then we can define a
trace function trγ : Z(R)fin → Z(R) (see Definition 14) which generalizes the trace functions
from both the strongly graded case and the partial crossed product situation. Here Z(R)fin
is the set of r ∈ Z(R) with the property that for all but finitely many g ∈ G, the relation
rǫg = 0 holds. At the end of Section 3, we show the following simultaneous generalization of
Theorem 1 and Theorem 2. Notice that our result holds for any, possibly infinite, group G.
Theorem 3. If S is epsilon-strongly graded by G, then S/R is separable if and only if 1 ∈
trγ(Z(R)fin).
In Section 4, we use Theorem 3 to find criteria for when epsilon-strongly graded rings are
semisimple, hereditary or Frobenius (see Theorem 23 and Theorem 24).
In Section 5, we show that a result concerning simplicity for strongly graded rings from
[17, Theorem 6.6] can be generalized to epsilon-strongly graded rings (see Proposition 29).
In Section 6, we introduce epsilon-crossed products (see Definition 32). We show that the
class of epsilon-crossed products coincides with the class of unital partial crossed products
(see Theorem 33). This is an epsilon-analogue of how the classical crossed products appear
in the class of strongly graded rings (see e.g. [20]). Thereby, we obtain, in the special case
of unital partial crossed products, a short proof of a general result by Dokuchaev, Exel and
Simo´n [8] concerning when graded rings can be presented as partial crossed products. At
the end of the section, we use Theorem 3 to reformulate Theorem 2 so that it holds for any,
possibly infinite, group G (see Theorem 35).
In Section 7, we provide a class of examples of separable epsilon-strongly Z2-graded rings,
neither of which are strongly graded, nor partial crossed products, in any natural way (see
Proposition 38 and Proposition 39). Thereby, we provide the first known non-trivial example
of a ring, graded by a finite group, which is separable over its principal component but yet
not strongly graded (see Remark 40 and [14, Remark II.5.1.6]).
In Section 8, we consider Morita rings which are in a natural way Z-graded. We show that,
under weak assumptions, they are in fact epsilon-strongly graded and separable over their
principal components (see Proposition 42).
2. Some Characterizations of Epsilon-strongly Graded Rings
In this section, we introduce epsilon-strongly graded rings (see Definition 4) and we give
several equivalent characterizations of them (see Proposition 7). Throughout the rest of this
article, unless otherwise stated, let G be an arbitrary group with identity element e. In this
section, let S be an arbitrary unital ring which is graded by G and put R = Se.
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Definition 4. Let S be a ring which is graded by G. We say that S is epsilon-strongly graded
by G if for each g ∈ G, SgSg−1 is a unital ideal of R such that for all g, h ∈ G the equalities
SgSh = SgSg−1Sgh = SghSh−1Sh hold. In that case, for each g ∈ G, we let ǫg denote the
multiplicative identity element of SgSg−1 .
Proposition 5. If S is epsilon-strongly graded by G, then, for every g ∈ G, ǫg ∈ Z(R).
Proof. Take g ∈ G and r ∈ R. Since SgSg−1 is an R-ideal it follows that ǫgr, rǫg ∈ SgSg−1 .
Using that ǫg is a multiplicative identity element of SgSg−1 , we therefore get that ǫgr =
(ǫgr)ǫg = ǫg(rǫg) = rǫg. 
Definition 6. Following [4, Definition 4.5] we say that S is symmetrically graded if for every
g ∈ G, the equality SgSg−1Sg = Sg holds.
Proposition 7. The following assertions are equivalent:
(i) S is epsilon-strongly graded by G;
(ii) S is symmetrically graded by G, and for every g ∈ G the R-ideal SgSg−1 is unital;
(iii) For every g ∈ G there is an element ǫg ∈ SgSg−1 such that for all s ∈ Sg the relations
ǫgs = s = sǫg−1 hold;
(iv) For every g ∈ G the left R-module Sg is finitely generated and projective, and the map
ng : (Sg)R → HomR(RSg−1 , R)R, defined by ng(s)(t) = ts, for s ∈ Sg and t ∈ Sg−1, is
an isomorphism of right R-modules.
Proof. (i)⇒(ii): This follows immediately from Definition 4 by putting h = e.
(ii)⇒(iii): Take g ∈ G and s ∈ Sg. Let ǫg denote the multiplicative identity element
of SgSg−1 . Using that S is symmetrically graded, we may write s =
∑n
i=1 aibici where
a1, . . . , an, c1, . . . , cn ∈ Sg and b1, . . . , bn ∈ Sg−1 . This yields
ǫgs =
n∑
i=1
ǫg aibi︸︷︷︸
∈SgSg−1
ci =
n∑
i=1
aibici = s
and similarly
sǫg−1 =
n∑
i=1
ai bici︸︷︷︸
∈S
g−1Sg
ǫg−1 =
n∑
i=1
aibici = s.
(iii)⇒(i): Take g, h ∈ G. Then it follows that
SgSh = ǫgSgSh ⊆ SgSg−1SgSh ⊆ SgSg−1Sgh ⊆ SgSh
and
SgSh = SgShǫh−1 ⊆ SgShSh−1Sh ⊆ SghSh−1Sh = SgSh.
It is clear that ǫg is a multiplicative identity element of SgSg−1 .
(iii)⇒(iv): Suppose that (iii) holds. From the relation ǫg−1 ∈ Sg−1Sg it follows that there
is n ∈ N and ui ∈ Sg−1 and vi ∈ Sg, for i ∈ {1, . . . , n}, such that
∑n
i=1 uivi = ǫg−1 . For
each i ∈ {1, . . . , n}, define the left R-linear map fi : Sg → R by the relations fi(s) = sui, for
s ∈ Sg. Take s ∈ Sg. Then s = sǫg−1 =
∑n
i=1 suivi =
∑n
i=1 fi(s)vi. Therefore {vi}
n
i=1 and
{fi}
n
i=1 form ”dual bases” and Sg is therefore finitely generated and projective as a left R-
module. Next we show that ng is a monomorphism. Suppose that s ∈ Sg satisfies ng(s) = 0.
Then s = ǫgs ∈ SgSg−1s = Sgng(s)(Sg−1) = {0}. Therefore s = 0. Now we show that ng is
surjective. There is n ∈ N and ai ∈ Sg and vi ∈ Sg−1 , for i ∈ {1, . . . , n}, such that
∑n
i=1 aibi =
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ǫg. For each i ∈ {1, . . . , n}, define the left R-linear map gi : Sg−1 → R by the relations
gi(s) = sai, for s ∈ Sg−1 . Take t ∈ Sg−1 . Then t = tǫg =
∑n
i=1 taibi =
∑n
i=1 gi(t)bi. Take
f ∈ HomR(RSg−1 , R)R. Then f(t) =
∑n
i=1 gi(t)f(bi) = t
∑n
i=1 aif(bi) = ng(
∑n
i=1 aif(bi))(t).
Therefore, f = ng(
∑n
i=1 aif(bi)). Hence, ng is surjective.
(iv)⇒(iii): Take a ∈ Sg and b ∈ Sg−1 . Suppose that the left R-module Sg is finitely
generated and projective, and that the map ng is an isomorphism of right R-modules. The
dual basis lemma shows that there are b1, . . . , bn ∈ Sg−1 and f1, . . . , fn ∈ HomR(Sg−1 , R) such
that b =
∑n
i=1 fi(b)bi. For every i ∈ {1, . . . , n}, there is ai ∈ Sg such that ng(ai) = fi. Hence
b =
∑n
i=1 ng(ai)(b)bi =
∑n
i=1 baibi = bǫg, where ǫg =
∑n
i=1 aibi ∈ SgSg−1 . This shows that
Sg−1(1− ǫg) = {0}. Therefore Sg−1(1− ǫg)a = {0} and thus ng((1− ǫg)a)(Sg−1) = {0}. This
implies that ng((1− ǫg)a) = 0. But since ng is injective, we finally get that (1− ǫg)a = 0 and
hence a = ǫga. Therefore S is epsilon-strongly graded by G. 
Proposition 8. If S is epsilon-strongly graded by G, then S is strongly graded by G if and
only if for every g ∈ G the equality ǫg = 1 holds.
Proof. Suppose that S is strongly graded by G. Take g ∈ G. Since SgSg−1 = R, we get that
ǫg = 1. Now suppose that S is epsilon-strongly graded with ǫg = 1, for all g ∈ G. Since SgSg−1
is a unital ideal of R with 1 as a multiplicative identity, it follows that R = R1 ⊆ RSgSg−1 ⊆ R.
Therefore SgSg−1 = R. 
3. Separability
In this section, we shall assume that S is an arbitrary unital ring which is epsilon-strongly
graded by G. We will, for each g ∈ G, introduce an additive function γg : S → S (see
Definition 9). These functions will in turn be used to define a trace function trγ : Z(R)fin →
Z(R) (see Definition 14). At the end of this section, we prove Theorem 3. Let N denote the
set of positive integers.
Definition 9. Let g ∈ G be arbitrary. From the relation ǫg ∈ SgSg−1 it follows that there
is ng ∈ N, and u
(i)
g ∈ Sg and v
(i)
g−1
∈ Sg−1 , for i ∈ {1, . . . , ng}, such that
∑ng
i=1 u
(i)
g v
(i)
g−1
= ǫg.
Unless otherwise stated, the elements u
(i)
g and v
(i)
g−1
are fixed. We also assume that ne = 1
and u
(1)
e = v
(1)
e = 1. Define the additive function γg : S → S by γg(s) =
∑ng
i=1 u
(i)
g sv
(i)
g−1
, for
s ∈ S.
Proposition 10. For any g ∈ G and r ∈ Z(R), the definition of γg(r) does not depend on
the choice of the elements u
(i)
g and v
(i)
g−1
.
Proof. Take mg ∈ N, s
(j)
g ∈ Sg and t
(j)
g−1
∈ Sg−1 , for j ∈ {1, . . . ,mg}, such that
∑mg
j=1 s
(j)
g t
(j)
g−1
=
ǫg. Then
γg(r) =
ng∑
i=1
u(i)g rv
(i)
g−1
=
ng∑
i=1
ǫgu
(i)
g rv
(i)
g−1
=
ng∑
i=1
mg∑
j=1
s(j)g t
(j)
g−1
u(i)g rv
(i)
g−1
.
Since t
(j)
g−1
u
(i)
g ∈ R and r ∈ Z(R), the last sum equals
ng∑
i=1
mg∑
j=1
s(j)g rt
(j)
g−1
u(i)g v
(i)
g−1
=
mg∑
j=1
s(j)g rt
(j)
g−1
ǫg =
mg∑
j=1
s(j)g rt
(j)
g−1
.

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Proposition 11. For any g, h ∈ G and r ∈ Z(R), γg(γh(r)) = γgh(r)ǫg holds.
Proof. From the definitions of γg and γh, it follows that
γg(γh(r)) =
nh∑
i=1
γg(u
(i)
h rv
(i)
h−1
) =
nh∑
i=1
ng∑
j=1
u(j)g u
(i)
h rv
(i)
h−1
v
(j)
g−1
.
Since u
(j)
g u
(i)
h ∈ Sgh, the last sum equals
nh∑
i=1
ng∑
j=1
ǫghu
(j)
g u
(i)
h rv
(i)
h−1
v
(j)
g−1
=
nh∑
i=1
ng∑
j=1
ngh∑
k=1
u
(k)
gh v
(k)
h−1g−1
u(j)g u
(i)
h rv
(i)
h−1
v
(j)
g−1
.
Using that r ∈ Z(R) and v
(k)
h−1g−1
u
(j)
g u
(i)
h ∈ R, the last sum equals
nh∑
i=1
ng∑
j=1
ngh∑
k=1
u
(k)
gh rv
(k)
h−1g−1
u(j)g u
(i)
h v
(i)
h−1
v
(j)
g−1
=
ng∑
j=1
ngh∑
k=1
u
(k)
gh rv
(k)
h−1g−1
u(j)g ǫhv
(j)
g−1
.
Since v
(k)
h−1g−1
u
(j)
g ∈ Sh−1 , the last sum equals
ng∑
j=1
ngh∑
k=1
u
(k)
gh rv
(k)
h−1g−1
u(j)g v
(j)
g−1
=
ngh∑
k=1
u
(k)
gh rv
(k)
h−1g−1
ǫg = γgh(r)ǫg.

Proposition 12. Let g ∈ G be arbitrary. The additive function γg : S → S restricts to a
surjective ring homomorphism Z(R)→ Z(R)ǫg which satisfies the relation γg(r)sg = sgr, for
all r ∈ Z(R), sg ∈ Sg. This function, in turn, restricts to a ring isomorphism Z(R)ǫg−1 →
Z(R)ǫg.
Proof. First we show that γg(Z(R)) ⊆ Z(R)ǫg. From the definition of γg it follows that
γg(S) ⊆ Sǫg. Thus, since ǫg is idempotent, we only need to show that γg(Z(R)) ⊆ Z(R). To
this end, take r ∈ Z(R) and r′ ∈ R. Then, since v
(i)
g−1
r′ ∈ Sg−1 , we get that
γg(r)r
′ =
ng∑
i=1
u(i)g rv
(i)
g−1
r′ =
ng∑
i=1
u(i)g rv
(i)
g−1
r′ǫg =
ng∑
i=1
ng∑
j=1
u(i)g rv
(i)
g−1
r′u(j)g v
(j)
g−1
.
Using that r ∈ Z(R), v
(i)
g−1
r′u
(j)
g ∈ R and r′u
(j)
g ∈ Sg, the last sum equals
ng∑
i=1
ng∑
j=1
u(i)g v
(i)
g−1
r′u(j)g rv
(j)
g−1
=
ng∑
j=1
ǫgr
′u(j)g rv
(j)
g−1
=
ng∑
j=1
r′u(j)g rv
(j)
g−1
= r′γg(r).
This shows that γg(r) ∈ Z(R). Now we show that the restriction of γg to Z(R) respects
multiplication. Take r, r′ ∈ Z(R). Then
γg(rr
′) =
ng∑
i=1
u(i)g rr
′v
(i)
g−1
=
ng∑
i=1
ǫgu
(i)
g rr
′v
(i)
g−1
=
ng∑
i=1
ng∑
j=1
u(j)g v
(j)
g−1
u(i)g rr
′v
(i)
g−1
.
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Since r ∈ Z(R) and v
(j)
g−1
u
(i)
g ∈ R, the last sum equals
ng∑
i=1
ng∑
j=1
u(j)g rv
(j)
g−1
u(i)g r
′v
(i)
g−1
=
ng∑
j=1
u(j)g rv
(j)
g−1
ng∑
i=1
u(i)g r
′v
(i)
g−1
= γg(r)γg(r
′).
Next, we show that the restriction Z(R) → Z(R)ǫg is surjective. Take r ∈ Z(R). From
Proposition 11, we get that γg(γg−1(rǫg)) = γe(rǫg)ǫg = rǫ
2
g = rǫg. For any sg ∈ Sg, using
that v
(i)
g−1
sg ∈ R, we conclude that
γg(r)sg =
ng∑
i=1
u(i)g rv
(i)
g−1
sg =
ng∑
i=1
u(i)g v
(i)
g−1
sgr = ǫgsgr = sgr.
Finally, we need to show that the restriction Z(R)ǫg−1 → Z(R)ǫg is injective. Suppose that
r ∈ Z(R) is chosen so that γg(rǫg−1) = 0. From Proposition 11, we get that rǫg−1 = rǫ
2
g−1
=
γe(rǫg−1)ǫg−1 = γg−1(γg(rǫg−1)) = 0. 
Remark 13. Notice that, by Proposition 11 and Proposition 12, the collection of (restriction)
maps γg : Z(R)ǫg−1 → Z(R)ǫg, for g ∈ G, yields a partial action of G on Z(R).
Definition 14. Let Z(R)fin denote the set of r ∈ Z(R) such that for all but finitely many
g ∈ G, the relation rǫg = 0 holds. Define the trace function trγ : Z(R)fin → Z(R) by
trγ(r) =
∑
g∈G γg(r), for r ∈ R.
Remark 15. Recall that if we for every g ∈ G put
(S ⊗R S)g =
⊕
(g′,g′′)∈G×G,
g′g′′=g
Sg′ ⊗R Sg′′ ,
then this defines a graded R-bimodule structure on S ⊗R S. We will refer to this as the
G-grading of S ⊗R S. There is another type of grading on S ⊗R S that we will also use. If
we, for every (g, h) ∈ G×G, put
(S ⊗R S)(g,h) = Sg ⊗R Sh,
then this defines a graded additive structure on S ⊗R S. We will refer to this as the (G×G)-
grading on S ⊗R S. For more details concerning these gradings, see [20].
Proof of Theorem 3. First we show the “if” statement. Suppose that there is c ∈ Z(R)fin
such that trγ(c) = 1. We wish to show that S/R is separable. To this end, put x =∑
g∈G
∑ng
i=1 u
(i)
g c⊗ v
(i)
g−1
. From the definition of Z(R)fin it follows that x is well-defined, since
for all but finitely many g ∈ G, we get that u
(i)
g c = u
(i)
g ǫg−1c = u
(i)
g 0 = 0. Now
m(x) =
∑
g∈G
ng∑
i=1
u(i)g cv
(i)
g−1
=
∑
g∈G
γg(c) = trγ(c) = 1.
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Next we show that x commutes with all elements of S. To this end, take h ∈ G and s ∈ Sh.
Using that su
(i)
g ∈ Shg, we get that
sx =
∑
g∈G
ng∑
i=1
su(i)g c⊗ v
(i)
g−1
=
∑
g∈G
ng∑
i=1
ǫhgsu
(i)
g c⊗ v
(i)
g−1
=
∑
g∈G
ng∑
i=1
nhg∑
j=1
u
(j)
hg v
(j)
g−1h−1
su(i)g c⊗ v
(i)
g−1
.
Since c ∈ Z(R) and v
(j)
g−1h−1
su
(i)
g ∈ R, the last sum equals
∑
g∈G
ng∑
i=1
nhg∑
j=1
u
(j)
hg c⊗ v
(j)
g−1h−1
su(i)g v
(i)
g−1
=
∑
g∈G
nhg∑
j=1
u
(j)
hg c⊗ v
(j)
g−1h−1
sǫg.
Using that v
(j)
g−1h−1
s ∈ Sg−1 , the last sum equals
∑
g∈G
∑nhg
j=1 u
(j)
hg c⊗v
(j)
g−1h−1
s = xs. Therefore,
x is a separability element for S/R.
Now we show the “only if” statement. Suppose that x ∈ S ⊗R S is a separability element
for S/R. Then x satisfies m(x) = 1 and, for each s ∈ S, the relation xs = sx holds. From the
G-grading on S⊗RS it follows that there are unique y ∈ (S⊗RS)e and z ∈ ⊕g∈G\{e}(S⊗RS)g
such that x = y+z. Then we get that 1 = m(x) = m(y)+m(z). But since 1 ∈ R and m(z) ∈
⊕g∈G\{e}Sg, we get that m(z) = 0 and m(y) = 1. We claim that for each s ∈ S, the relation
ys = sy holds. To this end, take h ∈ G and s ∈ Sh. Then 0 = sx− xs = sy − ys + sz − zs.
Since sy − ys ∈ (S ⊗R S)h and sz − zs ∈
∑
g∈G\{e} ((S ⊗R S)hg + (S ⊗R S)gh), we get that
sy− ys = 0 and sz− zs = 0. In particular, y is also a separability element for S/R. Now, for
each g ∈ G, there is dg ∈ Sg ⊗R Sg−1 such that for all but finitely many g ∈ G, dg = 0, and
y =
∑
g∈G dg. Furthermore, for each g ∈ G, there is lg ∈ N, and a
(i)
g ∈ Sg and b
(i)
g−1
∈ Sg−1 ,
for i ∈ {1, . . . , lg}, such that dg =
∑lg
i=1 a
(i)
g ⊗ b
(i)
g−1
. For each g ∈ G, put cg = m(dg). Take
h ∈ G. From the (G ×G)-grading on S ⊗R S it follows that dh commutes with every r ∈ R.
Therefore, it follows that ch ∈ Z(R). Take s ∈ Sh. From the (G ×G)-grading on S ⊗R S it
also follows that sde = dhs. Applying m gives us that sce = chs. In particular, we get that
γh(ce) =
nh∑
i=1
u
(i)
h cev
(i)
h−1
=
nh∑
i=1
chu
(i)
h v
(i)
h−1
= chǫh = ǫhch = ǫhm(dh) = m(dh) = ch.
Using that dh = 0, for all but finitely many h ∈ G, the same holds for ch and hence also for
γh(ce). By summing over h ∈ G, we get that
trγ(ce) =
∑
h∈G
γh(ce) =
∑
h∈G
ch =
∑
h∈G
m(dh) = m(y) = 1.
Moreover, by Proposition 11 it follows that for all but finitely many h ∈ G, the relation
ceǫh−1 = γh−1(γh(ce)) = 0 holds. Thus, ce ∈ Z(R)fin. 
Definition 16. Let Z(R)γfin denote the set of r ∈ Z(R)fin with the property that for every
g ∈ G, the relation γg(r) = rǫg holds.
Lemma 17. With the above notation, the following assertions hold:
(a) The set Z(R)fin is a (possibly non-unital) subring of Z(R). 1 ∈ Z(R)fin if and only if
for all but finitely many g ∈ G, ǫg = 0.
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(b) The set Z(R)γfin is a (possibly non-unital) subring of Z(R)fin. 1 ∈ Z(R)
γ
fin if and only
if for all but finitely many g ∈ G, ǫg = 0.
(c) trγ(Z(R)fin) ⊆ Z(R)
γ
fin and the function trγ : Z(R)fin → Z(R)
γ
fin is a Z(R)
γ
fin-bimodule
homomorphism.
(d) Suppose that ǫg = 0, for all but finitely many g ∈ G. If r ∈ Z(R)
γ
fin and r is invertible
in Z(R), then r−1 ∈ Z(R)γfin.
Proof. (a): Take r, r′ ∈ Z(R)fin. Let X(r) denote the finite set {g ∈ G | rǫg 6= 0}. Then
X(rr′) ⊆ X(r′) which is a finite set. Also X(r + r′) ⊆ X(r) ∪ X(r′) which is a finite set.
Therefore Z(R)fin is a subring of Z(R). Also 1 ∈ Z(R)fin precisely when ǫg = 1ǫg = 0 for all
but finitely many g ∈ G.
(b): Take r, r′ ∈ Z(R)γfin. From (a) we know that rr
′, r + r′ ∈ Z(R)fin. Take g ∈ G. From
Proposition 12, it follows that γg(rr
′) = γg(r)γg(r
′) = rǫgr
′ǫg = rr
′ǫg. Also γg(r + r
′) =
γg(r) + γg(r
′) = rǫg + r
′ǫg = (r + r
′)ǫg. Therefore rr
′, r + r′ ∈ Z(R)γfin. Since γg(1) = ǫg, the
last part of (b) follows from (a).
(c): Take r ∈ Z(R)fin and g ∈ G. By Proposition 11, we get that γg(trγ(r)) =
∑
h∈G γg(γh(r)) =∑
h∈G γgh(r)ǫg = trγ(r)ǫg. Therefore, trγ(r) ∈ Z(R)
γ
fin. To prove the last statement, take
r ∈ Z(R)fin and r
′, r′′ ∈ Z(R)γfin. Then Proposition 12 implies that
trγ(r
′rr′′) =
∑
g∈G
γg(r
′rr′′) =
∑
g∈G
γg(r
′)γg(r)γg(r
′′) =
∑
g∈G
r′ǫgγg(r)r
′′ǫg
=
∑
g∈G
r′ǫgγg(r)ǫgr
′′ =
∑
g∈G
r′γg(r)r
′′ = r′trγ(r)r
′′.
(d): From the relation rr−1 = 1, we get that γg(r)γg(r
−1) = ǫg. Since r ∈ Z(R)
γ
fin, we get
that rǫgγg(r
−1) = ǫg. Thus, r
−1rγg(r
−1) = r−1ǫg. Hence, γg(r
−1) = r−1ǫg. 
Corollary 18. Suppose that ǫg = 0, for all but finitely many g ∈ G. If trγ(1) is invertible in
R, then S/R is separable.
Proof. From Lemma 17(d), we get that trγ(1)
−1 ∈ Z(R)γfin. Thus, by Lemma 17(c), it follows
that trγ(trγ(1)
−11) = trγ(1)
−1trγ(1) = 1. Hence, S/R is separable due to Theorem 3. 
Remark 19. The sufficient condition concerning invertibility of trγ(1) in Corollary 18 is not
necessary for separability (see Proposition 39).
4. Semisimplicity, Hereditarity and Frobenius Properties
In this section, we use Theorem 3 to find criteria for when epsilon-strongly graded rings are
semisimple, hereditary and Frobenius (see Theorem 23 and Theorem 24). For the rest of this
section, S/R denotes a ring extension. Let res denote the restriction functor S-mod → R-
mod. The following two results are quite well-known, but, for the convenience of the reader,
we have chosen to include the proofs.
Proposition 20. Let S/R be separable and let M be a left (right) S-module. If res(M) is
left (right) projective, then M is left (right) projective.
Proof. We only show the “left” part of the proof. The “right” part is shown in an analogous
way and is therefore omitted. Take n ∈ N and sj, tj ∈ S, for j ∈ {1, . . . , n}, such that x =∑n
j=1 sj ⊗ tj is a separability element of S⊗R S. Since res(M) is projective, M has a dual R-
basis {mi}i∈I and {fi}i∈I . For each i ∈ I, define Fi : M → S by Fi(m) =
∑n
j=1 sjfi(tjm), for
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m ∈M . We wish to show that {Fi}i∈I and {mi}i∈I is a dual S-basis forM . First of all, clearly,
each Fi is additive. Next, for each m ∈ M ,
∑
i∈I Fi(m)mi =
∑n
j=1 sj
∑
i∈I fi(tjm)mi =∑n
j=1 sjtjm = 1m = m. Finally, take i ∈ I, s ∈ S and m ∈ M . We need to show that
Fi(sm) = sFi(m), or, in other words, that
∑n
j=1 sjfi(tjsm) =
∑n
j=1 ssjf(tjm). To see
this, first notice that xs = sx implies that
∑n
j=1 sj ⊗ tjs =
∑n
j=1 ssj ⊗ tj . From the left
S ⊗R S-module structure on S ⊗R M it follows that
∑n
j=1 sj ⊗ tjsm =
∑n
j=1 ssj ⊗ tjm. By
applying the function S ⊗R M ∋ a ⊗ b 7→ a ⊗ fi(b) ∈ S ⊗R M to the last equality, we get
that
∑n
j=1 sj ⊗ fi(tjsm) =
∑n
j=1 ssj ⊗ fi(tjm). Finally, by applying the function S ⊗R M ∋
a⊗ b 7→ ab ∈M to the last equality, we get that
∑n
j=1 sjfi(tjsm) =
∑n
j=1 ssjfi(tjm). 
Lemma 21. S is projective as a left R-module, if and only if, the functor res preserves
projectives.
Proof. Suppose that M is a projective left S-module. We wish to show that M , considered
as a left R-module, is projective. Take a dual S-basis {mi, fi}i∈I for M and a dual R-basis
{sj , gj}j∈J for S. Then {sjmi, gj ◦fi}(i,j)∈I×J is a dual basis ofM as a left R-module. Indeed,
for m ∈M we have that
∑
(i,j)∈I×J
(gj ◦ fi)(m)(sjmi) =
∑
i

∑
j
gj(fi(m))sj

mi =∑
i
fi(m)mi = m.
The converse is clear. 
Recall that R is called left (right) semisimple if all left (right) R-modules are semisimple.
Notice that since R is left semisimple if and only if R is right semisimple, (see [13, Corollary
(3.7)]) the left/right distinction is therefore unnecessary. Recall that R is called left (right)
hereditary if all submodules of left (right) projective modules over R are again projective.
Corollary 22. Let S/R be separable. If R is semisimple (left/right hereditary and S is
projective as a left/right R-module), then S is semisimple (left/right hereditary).
Proof. This follows from Proposition 20, Lemma 21 and the fact that a ring is semisimple
(hereditary) if and only if every module (or submodule of a projective module) over the ring
is projective (see [13, Theorem (2.8)]). 
It is easy to see that if S is a ring graded by a group G and we put R = Se, then semisim-
plicity (left/right hereditarity) of R is always necessary for S to be semisimple (left/right
hereditary). In fact, this is true even in the more general setting of rings graded by categories
(see [16, Proposition 3]). Now we determine sufficient conditions for semisimplicity (left/right
hereditarity).
Theorem 23. Let S be epsilon-strongly graded by a group G and put R = Se. Suppose that
R is semisimple (hereditary). If 1 ∈ trγ(Z(R)fin) (and every Sg, for g ∈ G, is projective as
a left/right R-module), then S is semisimple (left/right hereditary). In particular, if ǫg = 0
for all but finitely many g ∈ G and trγ(1) is invertible in R (and every Sg, for g ∈ G, is
projective as a left/right R-module), then S is semisimple (left/right hereditary).
Proof. This follows from Theorem 3, Corollary 18, Corollary 22 and the fact that a direct
sum of projective modules is projective. 
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Recall that S/R is called a Frobenius extension if there is a finite set J , xj, yj ∈ S, for
j ∈ J , and an R-bimodule map E : S → R such that, for every s ∈ S, the equalities
s =
∑
j∈J xjE(yjs) =
∑n
j∈J E(sxj)yj hold. In that case, (E, xj , yj) is called a Frobenius
system.
Theorem 24. If S is epsilon-strongly graded by a finite group G and we put R = Se, then
S/R is a Frobenius extension.
Proof. Put J = {(g, i) | g ∈ G, 1 ≤ i ≤ ng}, where ng is given by Definition 9. Since G is
finite, J is finite. For each j = (g, i) ∈ J , define xj = u
(i)
g and yj = v
(i)
g−1
. Define E : S → R
by E(s) = se, for s ∈ S. Then, clearly, E is an R-bimodule map. Take s ∈ S. Then
∑
j∈J
xjE(yjs) =
∑
g∈G
ng∑
i=1
u(i)g E(v
(i)
g−1
s) =
∑
g∈G
ng∑
i=1
u(i)g v
(i)
g−1
sg =
∑
g∈G
ǫgsg = s
and
n∑
j∈J
E(sxj)yj =
∑
g∈G
ng∑
i=1
E(su(i)g )v
(i)
g−1
=
∑
g∈G
ng∑
i=1
sg−1u
(i)
g v
(i)
g−1
=
∑
g∈G
sg−1ǫg = s.

Remark 25. The conclusion of Theorem 24 follows from Proposition 7(iv). Indeed, since G
is finite, it follows that S is finitely generated and projective as a left R-module. Using the
notation used in Proposition 7, put n = ⊕g∈Gng. Then n is an isomorphism of R-modules
SR → HomR(RS,R)R. Hence S/R is a Frobenius extension, according to [12, Theorem 1.2].
Recall that if T is a non-empty subset of S, then CS(T ) denotes the set of s ∈ S such that
for every t ∈ T , the relation st = ts holds.
Proposition 26. Let S/R be a Frobenius extension with Frobenius system (E, xj , yj). Then
S/R is separable if and only if there is d ∈ CS(R) such that
∑
j∈J xjdyj = 1.
Proof. See [12, Corollary 2.17]. 
Remark 27. Suppose that S is epsilon-strongly graded by a finite group G and put R = Se.
Using Theorem 24 and Proposition 26, we can, in this case, prove Theorem 3 in a different
way. Indeed, using the above results, we can conclude that S/R is separable if and only if
there is d ∈ CS(R) such that
∑
g∈G γg(d) =
∑
g∈G
∑ng
i=1 u
(i)
g dv
(i)
g−1
= 1. Since 1 ∈ R it follows
from the grading that S/R is separable if and only if there is c = de ∈ CR(R) = Z(R) such
that trγ(c) = 1.
5. Simplicity
In this short section, we show that a result concerning simplicity for strongly graded rings
from [17, Theorem 6.6] can be generalized to epsilon-strongly graded rings (see Proposi-
tion 29). Throughout this section, S denotes an arbitrary unital ring which is epsilon-strongly
graded by G and we put R = Se. Recall that R is called a maximal commutative subring of
S if CS(R) = R.
Lemma 28. If I is a non-zero ideal of S, then I ∩ CS(Z(R)) 6= {0}.
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Proof. We claim that S is right non-degenerate in the sense of [18, Definition 2]. If we assume
that the claim holds, then the desired result follows from [18, Theorem 3]. Now we show
the claim. Take g ∈ G and any non-zero s ∈ Sg. Seeking a contradiction, suppose that
sSg−1 = {0}. Then sSg−1Sg = {0}. But since ǫg−1 ∈ Sg−1Sg we get that s = sǫg−1 = 0, which
is a contradiction. 
Recall that an ideal I of S is said to be graded if I = ⊕g∈G(I ∩Sg) holds. If {0} and S are
the only graded ideals of S, then S is said to be graded simple.
Proposition 29. If R is a maximal commutative subring of S, then S is simple if and only
if S is graded simple.
Proof. The “only if” statement is clear. Now we show the “if” statement. Let I be a non-zero
ideal of S. By the assumption we have CS(Z(R)) = CS(R) = R. Hence, by Lemma 28 the
set J = I ∩ CS(Z(R)) is a non-zero ideal of R. The set SJS is a non-zero graded ideal of S
and thus, by graded simplicity of S, we get that S = SJS = J . This shows that S is a simple
ring. 
6. Partial Crossed Products
In this section, we introduce epsilon-crossed products (see Definition 32). We show that
the class of epsilon-crossed products coincides with the class of unital partial crossed products
(see Theorem 33). Thereby, we obtain, in the special case of unital partial crossed products,
a short proof of a more general result by Dokuchaev, Exel and Simo´n [8, Theorem 6.1]
concerning when graded rings can be presented as partial crossed products. At the end of
this section, we use Theorem 3 to reformulate Theorem 2 so that it holds for any, possibly
infinite, group G (see Theorem 35).
Definition 30. Let S be a ring which is epsilon-strongly graded by G. Take g ∈ G and
s ∈ Sg. Then s is called epsilon-invertible if there is t ∈ Sg−1 such that st = ǫg and ts = ǫg−1 .
We will refer to t as the epsilon-inverse of s.
The usage of the term “the epsilon-inverse” is justified by the next result.
Proposition 31. Epsilon-inverses are unique.
Proof. Suppose that g ∈ G, s ∈ Sg and r, t ∈ Sg−1 satisfy the equalities st = sr = ǫg and
ts = rs = ǫg−1 . Then r = rǫg = rst = ǫg−1t = t. 
Definition 32. Let S be a ring which is epsilon-strongly graded by G. We say that S is an
epsilon-crossed product by G if for each g ∈ G, there is an epsilon-invertible element in Sg.
Theorem 33. Let S be a ring which is epsilon-strongly graded by G. Then S is an epsilon-
crossed product if and only if S is a unital partial crossed product.
Proof. First we show the “only if” statement. Suppose that S is an epsilon-crossed product.
We will present S as a unital partial crossed product. Take g, h ∈ G. Fix an epsilon-invertible
element sg ∈ Sg with epsilon-inverse tg−1 ∈ Sg−1 . We may assume that se = te = 1. Put
Dg = SgSg−1 = Rǫg, 1g = ǫg and δg = sg. Furthermore, define αg : Dg−1 → Dg by
αg(rǫg−1) = sgrtg−1 , for r ∈ R. Then αg is well-defined. Indeed, if r, r
′ ∈ R satisfy rǫg−1 =
r′ǫg−1 , then αg(rǫg−1) = sgrtg−1 = sgrǫg−1tg−1 = sgr
′ǫg−1tg−1 = sgr
′tg−1 = αg(r
′ǫg−1). The
function αg is bijective with inverse given by α
−1
g (rǫg) = tg−1rsg. Indeed, take r ∈ R. Then
α−1g (αg(rǫg−1)) = tg−1sgrtg−1sg = ǫg−1rǫg−1 = rǫg−1
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and
αg(α
−1
g (rǫg)) = sgtg−1rsgtg−1 = ǫgrǫg = rǫg.
The function αg is clearly additive. Also αg(ǫg−1) = sgǫg−1tg−1 = sgtg−1 = ǫg. Now we show
that αg is multiplicative. Take r, r
′ ∈ R. Then
αg(rr
′ǫg) = sgrr
′tg−1 = sgrǫg−1r
′tg−1 = sgrtg−1sgr
′tg−1 = αg(rǫg−1)αg(r
′ǫg−1).
Next put wg,h = sgsht(gh)−1 . Since wg,h ∈ R, ǫgsg = sg and t(gh)−1ǫgh = t(gh)−1 , it fol-
lows that wg,h ∈ DgDgh. Now we show that wg,h is a unit in DgDgh. To this end,
first notice that αg(ǫg−1ǫh) = ǫgǫgh. In fact, from (P2) (see below), we get that there
is r ∈ Dg−1Dh such that αg(r) = ǫgǫgh. Since ǫgǫgh is the identity of DgDgh, we get
that αg(ǫg−1ǫh) = αg(ǫg−1ǫh)ǫgǫgh = αg(ǫg−1ǫh)αg(r) = αg(ǫg−1ǫhr) = αg(r) = ǫgǫgh. Put
vg,h = sghth−1tg−1ǫgǫgh. Then vg,h ∈ DgDgh and
wg,hvg,h = sgsht(gh)−1sghth−1tg−1 = sgshǫ(gh)−1th−1tg−1 = sgshth−1tg−1
= sgǫhtg−1 = sgǫhǫg−1tg−1 = αg(ǫhǫg−1) = ǫgǫgh
and
vg,hwg,h = sghth−1tg−1sgsht(gh)−1 = sghth−1ǫg−1sht(gh)−1 = sghth−1sht(gh)−1
= sghǫh−1t(gh)−1 = sghǫh−1ǫ(gh)−1t(gh)−1 = αgh(ǫ(gh)−1ǫh−1) = ǫghǫgǫgh
= ǫghǫg.
Now we check conditions (P1)-(P6) from the introduction.
(P1): Using that ǫe = 1, we get that De = R. Since γe = idR, we get that αe = idR.
(P2): First notice that αg(Dg−1Dh) = sgDg−1Dhtg−1 = sgSg−1SgShSh−1tg−1 . Since sg ∈ Sg,
and thereby sgSg−1 ∈ R, we can conclude that
αg(Dg−1Dh) = ǫgsgSg−1ǫghSgShSh−1tg−1 = ǫgǫgh(sgSg−1SgShSh−1tg−1)
⊆ DgDghR = DgDgh.
Now we show the reversed inclusion. Take r ∈ R. Put r′ = tg−1rǫgǫghsg ∈ R. Then ǫg−1r
′ = r′.
Also, since ǫghsg ∈ SghS(gh)−1sg ⊆ SghSh−1 , it follows that r
′ǫh = r
′. Thus, r′ ∈ Dg−1Dh.
Now,
αg(r
′) = sgtg−1rǫgǫghsgtg−1 = ǫgrǫgǫghǫg = rǫgǫgh.
(P3): Take r ∈ Dh−1D(gh)−1 . Then
αg(αh(r))wg,h = sgshrth−1tg−1sgsht(gh)−1 = sgshrth−1ǫg−1sht(gh)−1 ,
and the last expression equals
sgshrth−1sht(gh)−1 = sg(shr)ǫh−1t(gh)−1 = sgshrt(gh)−1 = sgshrǫ(gh)−1t(gh)−1
= (sgsht(gh)−1)sghrt(gh)−1 = wg,hsghrt(gh)−1 = wg,hαgh(r).
(P4): Using that se = 1, we get that wg,e = sgsetg−1 = sgtg−1 = ǫg and we,g = sesgtg−1 =
sgtg−1 = ǫg.
(P6): Notice first that Sg = Dgδg. In fact, since sg ∈ Sg and Dg ⊆ R it follows that Sg ⊇
Dgsg. On the other hand, take s
′
g ∈ Sg. Then s
′
g = s
′
gǫg−1 = s
′
gtg−1sg = s
′
gtg−1ǫgsg ∈ Dgsg.
Thus Sg ⊆ Dgsg. So we get that S = ⊕g∈GDgsg. Also, if s =
∑
g∈G rgsg, for rg ∈ Dg, then
the rg’s are unique. Indeed, suppose that rgsg = r
′
gsg for some rg, r
′
g ∈ Dg. Using that ǫg
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is the multiplicative identity element of Dg = SgSg−1 , we get that rg = rgǫg = rgsgtg−1 =
r′gsgtg−1 = r
′
gǫg = r
′
g. Take r ∈ Dg and r
′ ∈ Dh. Then
(rsg)(r
′sh) = rsgǫg−1r
′ǫg−1sh = rsgǫg−1r
′tg−1sgsh = rαg(ǫg−1r
′)sgsh
= rαg(ǫg−1r
′)sgshǫ(gh)−1 = rαg(ǫg−1r
′)sgsht(gh)−1sgh
= rαg(ǫg−1r
′)wg,hsgh.
(P5): Take r ∈ Dg−1DhDhl. Then
(sgrsh)sl = (αg(r)sgsh)sl = (αg(r)wg,hsgh)sl = αg(r)wg,hwgh,lsghl
and
sg(rshsl) = sg(rwh,lshl) = αg(rwh,l)wg,hlsghl.
The claim now follows from the proof of (P6) and associativity.
Now we show the “if” statement. Suppose that S = ⊕g∈GDgδg is a unital partial crossed
product. Take g ∈ G. Since SgSg−1 = Dgδe, we can put ǫg = 1gδe. What remains to show is
associativity of S. This has already been shown in a more general context (see [8, Theorem
2.4]). Here we provide a short direct proof for unital twisted partial actions. To this end,
take g, h, l ∈ G, a ∈ Dg, b ∈ Dh and c ∈ Dl. Then
(aδgbδh)cδl = (aαg(1g−1b)wg,hδgh)cδl = aαg(1g−1b)wg,hαgh(1(gh)−1c)wgh,lδghl.
By (P2), the last expression equals
aαg(1g−1b)wg,hαgh(1h−11(gh)−1c)wgh,lδghl,
which, in turn, by (P3), equals
aαg(1g−1b)αg(αh(1h−11(gh)−1c))wg,hwgh,lδghl =
aαg(1g−1bαh(1h−11(gh)−1c))wg,hwgh,lδghl = aαg(1g−1bαh(1h−1c))wg,hwgh,lδghl.
By (P5), this equals
aαg(1g−1bαh(1h−1)wh,l)wg,hlδghl = aδg(bαh(1h−1c)wh,lδhl) = aδg(bδhcδl).

Definition 34. Let S = R⋆wα G be a unital partial crossed product, and let Z(R)α,fin denote
the set of r ∈ Z(R) with the property that for all but finitely many g ∈ G, the relation
r1g = 0 holds. Define the trace map tα : Z(R)α,fin → Z(R) by tα(r) =
∑
g∈G αg(r1g−1), for
r ∈ Z(R)α,fin.
Theorem 35. If S is a unital partial crossed product of a group G over R, then S/R is
separable if and only if 1 ∈ trα(Z(R)fin).
Proof. This follows from Theorem 3 and Theorem 33. 
Lemma 36. Let S be a unital partial crossed product of a group G over R and take g ∈ G.
If Dg is projective as a left (right) R-module, then Sg = Dgδg is projective as a left (right)
R-module.
Proof. The “left” part is trivial since the left action of R on Sg is defined by the left action of
R on Dg. Now we show the “right” part. Suppose that Dg is projective as a right R-module.
Let {di, fi}i∈I be a dual basis for Dg as a right R-module. For each i ∈ I, define f i : Dg → R
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by the relations f i(d) = α
−1
g (1gfi(d)), for d ∈ Dg. Then {diδg, f i}i∈I is a dual basis for
Sg = Dgδg as a right R-module. In fact, if d ∈ Dg, then∑
i∈I
(diδg)(f i(d)δe) =
∑
i∈I
diαg(f i(d))wg,eδg =
∑
i∈I
di1gfi(d)δg = dδg.

Theorem 37. Let S be a unital partial crossed product of a group G over R, and let R
is semisimple (left/right hereditary). If 1 ∈ trγ(Z(R)fin), then S is semisimple (left/right
hereditary). In particular, if ǫg = 0 for all but finitely many g ∈ G and trγ(1) is invertible in
R, then S is semisimple (left/right hereditary).
Proof. The “semisimple” part follows from Theorem 23. The “hereditary” part follows from
Theorem 23, Lemma 36 and the fact that all the ideals Dg, for g ∈ G, of the hereditary ring
R, are left/right projective. 
7. Examples: A Dade-Like Construction
In this section, we provide a class of examples of separable epsilon-strongly graded rings,
neither of which are strongly graded, nor partial crossed products, in any natural way. Our
inspiration comes from the first known example (due to E. Dade, according to [6, Example
2.9]) of a strongly graded ring which is not a crossed product. Namely, suppose that A is a
commutative unital ring with a non-zero multiplicative identity 1A. Put
S =M3(A), R =

A A 0A A 0
0 0 A

 and T =

0 0 A0 0 A
A A 0

 .
Then S is strongly Z2-graded with S0 = R and S1 = T , but S is not a crossed product of Z2
over R since T does not contain any element which is invertible in S. Our idea is to postulate
another unital commutative ring B with a non-zero multiplicative identity 1B such that B is
an ideal of A with B ( A. Now we modify Dade’s example by putting
S =

A A BA A B
B B A

 , R =

A A 0A A 0
0 0 A

 and T =

0 0 B0 0 B
B B 0

 .
Proposition 38. The ring S is epsilon-strongly Z2-graded with S0 = R and S1 = T . With
this grading, S is neither strongly graded, nor a partial crossed product. Moreover, the ring
extension S/R is separable.
Proof. If we put
ǫ0 =

1A 0 00 1A 0
0 0 1A

 and ǫ1 =

1B 0 00 1B 0
0 0 1B

 ,
then it is clear that RR = Rǫ0 and TT = ǫ1R. Hence S is epsilon-strongly Z2-graded.
The equality TT = ǫ1R also shows that S is not strongly graded, since 1A /∈ B. Seeking a
contradiction, suppose that this grading presents S as a partial crossed product of Z2 over
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R. Then there is δ1 ∈ T and a non-zero unital ideal D of R such that T = Dδ1. Take unital
ideals I and J of A, of which at least one is non-zero, such that
D =

I I 0I I 0
0 0 J

 ,
take b1, b2, b3, b4 ∈ B such that
δ1 =

 0 0 b30 0 b4
b1 b2 0


and take w11, w12, w21, w22 ∈ I and w33 ∈ J such that
w−11,1 =

w11 w12 0w21 w22 0
0 0 w33

 .
From (P6) it follows that
(1) (w−11,1δ1)(1Dδ1) = 1Dδ0.
By a straightforward calculation, (1) can be rewritten as
(2)


1J b1(w11b3 +w12b4) 1J b2(w11b3 + w12b4) 0
1J b1(w21b3 +w22b4) 1J b2(w21b3 + w22b4) 0
0 0 1Iw33(b1b3 + b2b4)

 =


1I 0 0
0 1I 0
0 0 1J

 .
From (2) it follows in particular that
1Jb1(w11b3 + w12b4) = 1I and 1Iw33(b1b3 + b2b4) = 1J .
Thus, 1I ∈ J and 1J ∈ I. Hence I = J and so we get that 1I = 1J 6= 0. By a straightforward
calculation the determinant of the left hand side of (2) is zero. This contradicts the fact that
the determinant of the right hand side of (2) equals 1I 6= 0.
Now we show that S/R is separable. First of all, it is easy to show that
Z(R) =



a 0 00 a 0
0 0 a′

 ∣∣∣ a, a′ ∈ A

 .
We know that γ0 : Z(R)→ Z(R) is the identity map on Z(R). Now we determine γ1 : Z(R)→
Z(R). To this end, let eij denote the 3×3 matrix over A with 1A in the ijth position, and
zeros elsewhere. Since
1Be131Be31 + 1Be231Be32 + 1Be311Be13 = ǫ1
the map γ1 : Z(R)→ Z(R) is defined by
Z(R) ∋ r 7→ 1Be13r1Be31 + 1Be23r1Be32 + 1Be31r1Be13.
Thus, the trace map trγ : Z(R)→ Z(R) is defined by
Z(R) ∋ r 7→ r + 1Be13r1Be31 + 1Be23r1Be32 + 1Be31r1Be13.
By Theorem 3, we can deduce that S/R is separable if we can find
r =

a 0 00 a 0
0 0 a′

 ∈ Z(R)
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such that
trγ(r) =

1A 0 00 1A 0
0 0 1A

 .
By a straightforward calculation, the last relation is equivalent to the set of equations a +
1Ba
′ = 1A and a
′ + 1Ba = 1A. It is easy to see that this set of equations is satisfied if we e.g.
put a = 1A and a
′ = 1A − 1B . Therefore, S/R is separable. 
It is easy to give concrete examples of rings A and B which fit into the above construction.
In fact, from now on in this section, suppose that F is a field, A = F × F and B = F × {0}.
In that case, the sufficient condition for separability in Corollary 18 is not necessary.
Proposition 39. With the above notation, trγ(1R) is invertible in R if and only if char(F) 6=
2.
Proof. Since
1R =

1A 0 00 1A 0
0 0 1A

 ,
we get, from the proof of Proposition 38, that
trγ(1R) =

1A + 1B 0 00 1A + 1B 0
0 0 1A + 1B

 .
Since 1A + 1B = (1, 1) + (1, 0) = (2, 1), we get that trγ(1R) is invertible in R if and only if
char(F) 6= 2. 
Remark 40. In [14, Remark II.5.1.6] the authors write that ”If S is an arbitrary graded
ring by a finite group G we do not know whether separability of S over Se implies that S
is strongly graded. This seems very likely however.” Proposition 38 is a counterexample
to this assumption. Moreover, it is the first known example for which all the homogeneous
components of the grading are non-zero. Using the same method as in [1, Remark 3.2], one
may construct a counterexample with a trivial grading, i.e. with S = Se.
8. Examples: Morita rings
Let (A,B,AMB ,B NA, ϕ, φ) be a strict Morita context. It consists of unital rings A and B,
an A−B-bimoduleM , an B−A-bimoduleN , an A−A-bimodule epimorphism ϕ :M⊗BN →
A and an B −B-bimodule epimorphism φ : N ⊗A M → B.
The associated Morita ring is the set
S =
(
A M
N B
)
equipped with the natural addition and with a multiplication defined by(
a1 m1
n1 b1
)
∗
(
a2 m2
n2 b2
)
=
(
a1a2 + ϕ(m1 ⊗ n2) a1m2 +m1b2
n1a2 + b1n2 φ(n1 ⊗m2) + b1b2
)
for a1, a2 ∈ A, b1, b2 ∈ B, m1,m2 ∈ M and n1, n2 ∈ N . Let G be an infinite cyclic group,
generated by g. We can define a G-grading on S by putting
R = Se =
(
A 0
0 B
)
, Sg =
(
0 M
0 0
)
, Sg−1 =
(
0 0
N 0
)
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and Sh = {( 0 00 0 )} for every h ∈ G \ {e, g, g
−1}. It is easy to see that
SgSg−1 =
(
Im(ϕ) 0
0 0
)
=
(
A 0
0 0
)
and
Sg−1Sg =
(
0 0
0 Im(φ)
)
=
(
0 0
0 B
)
and thus S is obviously not strongly graded. However, S is epsilon-strongly graded. Indeed,
if we put
ǫg =
(
1A 0
0 0
)
, ǫg−1 =
(
0 0
0 1B
)
and ǫe = ǫg + ǫg−1
then it is easy to verify that this yields an epsilon-strong G-grading on S. From the fact that
Supp(S) = {g ∈ G | Sg 6= {0}} is finite, we immediately see that
Z(R)fin = Z(R) =
(
Z(A) 0
0 Z(B)
)
.
Remark 41. With this grading one can find examples in which the Morita ring S is not a
partial crossed product of G over R = Se. Indeed, let P be a progenerator in the category
mod − R, of right R-modules. It follows by [11, Theorem 3.20] that (EndPR, R, P, P
∗ =
hom(PR, R), ϕ, φ), where ϕ : P
∗ ⊗EndPR P ∋ f ⊗ p → f(p) ∈ R and ϕ : P ⊗R P
∗ ∋ p ⊗ f →
fp ∈ EndPR, and fp(r) = pf(r), for all r ∈ R, is a strict Morita context. Consider the
associated Morita ring S, and put Dg = SgSg−1 . Since, in general, as left EndPR-modules,
EndPR is not isomorphic to P , it follows by [8, Theorem 6.5] that S is not a partial crossed
product of G over Se.
A concrete example is obtained by taking a commutative unital ring R and P = Rn, for
some n > 1.
Proposition 42. Let (A,B,AMB ,B NA, ϕ, φ) be a strict Morita context, and let S be the
associated Morita ring. Then the extension S/R is separable.
Proof. We know that γ0 : Z(R)→ Z(R) is the identity map on Z(R). Now we determine γg
and γg−1 . Let
∑
imi⊗ni ∈M⊗BN be such that
∑
i ϕ(mi⊗ni) = 1A and
∑
j nj⊗mj ∈ N⊗AM
with
∑
j φ(nj ⊗mj) = 1B . Then for ae11 + be22 ∈ Z(R) one has that
γg(ae11 + be22) =
∑
i
ϕ(mib⊗ ni)e11
and
γg−1(ae11 + be22) =
∑
j
φ(nja⊗mj)e22.
Then the trace map trγ : Z(R)→ Z(R) is given by
ae11 + be22 7→ ae11 + be22 +
∑
i
ϕ(mib⊗ ni)e11 +
∑
j
φ(nja⊗mj)e22.
From this it follows that tr(1Ae11) = 1Ae11 + 1Be22, and hence S/R is separable due to
Theorem 3. 
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Example 43. Let T = ⊕g∈GTg be a ring which is strongly graded by a group G. Fix g ∈ G
and consider the strict Morita context (Te, Te, Tg, Tg−1 , ϕ, φ) where ϕ : Tg ⊗Te Tg−1 → Te and
φ : Tg−1 ⊗Te Tg → Te are the canonical Te-bimodule isomorphisms (see [22, Corollary 3.1.2]
and [5]). The corresponding Morita ring S =
(
Te Tg
T
g−1 Te
)
is epsilon-strongly graded by an
infinite cyclic group G, generated by g, as described above. By Proposition 42, S is separable
over R =
(
Te 0
0 Te
)
.
Remark 44. If S is a ring which is strongly graded by G, then G = Supp(S) = {g ∈ G |
Sg 6= {0}} necessarily holds. However, if S is only epsilon-strongly graded by G, then Supp(S)
need not even be a subgroup of G. Indeed, consider Example 43 and notice that g belongs
to Supp(S) but that Sg2 = {(
0 0
0 0 )}. Hence, in this case Supp(S) is not closed under group
multiplication.
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