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・5G…第 5 世代移動通信システム 
・AI…Artificial Intelligence（⼈⼯知能） 
 ・IoT…Internet of Things 
・1G…第 1 世代移動通信システム 
・2G…第 2 世代移動通信システム 
・3G…第 3 世代移動通信システム 
・4G…第 4 世代移動通信システム 
 ・MEC…Mobile Edge Computing 
 ・OFDM…Orthogonal Frequency Division Multiplexing（直交周波数分割多重） 
 ・MIMO…Multiple Input Multiple Output 
 ・LDPC…Low Density Parity Check（低密度パリティ検査） 
 ・RB…Resource Block 
 ・BER…Bit Error Rate（符号誤り率） 
 ・SNR…Signal to Noise Ratio（信号対雑⾳⽐） 
 ・5GMF…第５世代モバイル推進フォーラム 































⼤させているのが AI とロボティクスの⾼度化である。5G の特徴と概要を下記の図 1.1 に⽰す[1]。 


















図 1.1 5G の特徴と概要 











年に「3G」が開始され、2G から 3G に進化し通信が⾼速⼤容量化したことで、i モードなどの通信プラ











増加や IoT 時代に対応可能な新たな無線システムの実現が必要だと考えられる時代に 5G のサービス開
始が開始されることになる。移動通信システムの進化の様⼦を以下の図 1.2.1 に⽰す[1]。 
 
図 1.2.1 移動通信システムの進化 
出所[1] 総務省「第 5 世代移動通信システムについて」(2018 年 10 ⽉)をもとに作成 
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1.2.2 5G の特徴 
 新世代の移動通信システムとして世界規模で研究開発が⾏われている 5G では従来システムと⽐べて
通信速度が格段に上昇する。4G の 10 倍以上も通信速度が速くなるとされており、例えば従来の通信シ
ステムである 4G では 2 時間の映像をダウンロードするのに 5 分程度の時間を要するが、5G では 3 秒で
ダウンロードが完了する[3]。具体的な数値では、4Ｇでは下り（基地局から端末⽅向の通信）が最⼤ 1Gbps
超程度、上り（端末から基地局⽅向の通信）が最⼤数百 Gbps 程度であった通信速度が、5Ｇでは下り最





10ms から 1ms と 10 分の 1 に、接続するデバイス数が 1 平⽅キロメートルあたり 10 万から 100 万と 10
倍に進化すると考えられている。通信速度、遅延性、接続数に関する 4G と 5G の性能⽐較を以下の図
1.2.2 に⽰す[4]。 
5G 通信の運⽤が想定される 2020 年には、IoT 化が急速に進みネットワークに繋がる「モノ」が現在
より爆発的に増加することが予想される。IoT 技術の進化により多くのモノの遠隔操作や⾃動認識、⾃動
計測などが可能となるが、⼩さなデータのやり取りが莫⼤に増⼤するため、⾼速⼤容量通信は得意だが








図 1.2.2 4G と 5G の性能⽐較 
出所[4] au(KDDI)「位置づけと性能：au 5G」をもとに作成 
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1.2.3 5G で使⽤される周波数帯域 
 実際に 5G において「⾼速化」、「低遅延・⾼信頼」、「多数同時接続」という特徴を実現させるためには、
現在使⽤されている周波数帯域幅をより広げることが必要である。5G に割り当てられた電波は「サブ 6
帯」と呼ばれる 3.7GHz 帯や、4.5GHz 帯、そして「ミリ波帯」の 28GHz 帯となっている。現在の通信
システムである 4G までに利⽤されている電波を⾒てみると、最も⾼い周波数は 3.5GHz 帯であり、5G




図 1.2.3 4G と 5G における周波数帯域の⽐較 



























減少を続けており、過去 20 年間の推移に絞ると、死傷者数については平成 10 年の 38,117 ⼈から平成 30
年の 15,374 ⼈へと約 60%の⼤幅減少となっていることが分かる。さらに、死亡災害についても 725 ⼈か
ら 309 ⼈へと 50%以上減少している。しかし、かつてに⽐べると労働災害は減少してきたが、近年にな
ってその減少にも限界が⾒え始めている。直近 5 年の推移に着⽬するとその減少率は横ばいで、死傷者
数は約 1.4%、死亡者数は僅か 0.5%の減少にとどまっている。減少率をここで留めてしまうのではなく、
死傷者及び死亡者数を 0 にするための解決策として、さらなる技術⾰新とその活⽤が必要になる。 
 
 







































 本研究では 5G と AI による画像認識を組み合わせたシステムを⼯事現場の事故防⽌の解決策として提








































第 2 章 提案システムの概要 
2.1 実験概要と⽬的 
 第 5 世代移動通信（5G）は⾼速、⼤容量、低遅延など多くの特徴を有する。IoT 時代では多くの IoT
端末や 4K カメラのような⾼品質な映像伝送特性が求められる。特に、⾃動運転⾞や⾼品質カメラによる




5G の低遅延と⼤容量化ネットワークの特徴から、５G の各 IoT 端末からの膨⼤なデータ処理機能装置
は、基地局内のゲートウェイに近接した場所か、基地局をエッジとした MEC（モバイルエッジコンピュ
ーティング）として処理することが望まれる。そこでは、IoT 端末から送信された⼤量のデータ処理を実
⾏し、その結果を遅延なく移動端末へ戻すことが必要である。従来の 4GLTE では IoT 端末として⼤量の
⾼精細カメラ映像を少ない遅延時間で伝送ができないことから、⾃動運転やリアルタイムでの監視シス
テムへの応⽤が困難であった。 






らに多くの IoT 機器が狭いエリアで利⽤されることから、多くの IoT 端末から⾼速の⼤容量データが送
信され、アップリンクのトラフィックは輻輳状態となる。⾼精細な 4K 映像伝送は H.265/HEVC 圧縮を
⾏っても 1 チャンネルあたり平均 40Mbps のデータレートが必要となるため、従来の 4G 通信では伝送
速度の観点から安定して複数チャンネルの 4K 映像伝送を実現することは困難である。 



















































第 3 章 システム設計 
3.1 5G 通信のシミュレーション構成 
3.1.1  シミュレーションにおける 5G 通信システムの仕様 
5G 通信システムでは、（1）⾼速伝送と（2）低遅延がその重要な特性の⼀部である。5Gは仕様上、高速
伝送 10GBpsに向けては広帯域化が図られており、サブキャリアの帯域幅は 4G通信の 15kHzから 75kHz
に拡張され、チャネルの帯域幅は 20MHzから 100MHzに拡張されている。また，1msを下回る低遅延に
向けては物理レイヤのタイムスライスの縮小化が図られている[7][8]。本シミュレーションで用いる 5G
通信システムの主なパラメータを表 3.1.1に示す．  
 
表 3.1.1  シミュレーションで⽤いる 5G 通信システムの仕様[7][8] 
項⽬ 5G 通信シミュレーション仕様  
マルチキャリア変調⽅式 OFDM 
⼀次変調⽅式 QPSK,16QAM,64QAM 
帯域幅 100 MHz 
サブキャリア数 1200 
スロット⻑ 0.1msec 
サブキャリア感覚 75 KHz 
リソースブロック（RB） 12 subcarriers 















図 3.1.1 5G 通信のシミュレーションのフレーム構成 
 





受信電⼒について、下記の表 3.1.2 に⽰す。 
 
表 3.1.2  測定したマルチパスの遅延時間と受信電⼒ 
パス条件 遅延時間 / msec 受信電⼒ / dBm 
Path 1 0.107 -51.8 
Path 2 0.111 -63.0 
Path 3 0.119 -62.5 
Path 4 0.129 -70.1 










移動体が伴う 5G 通信で⽣じる誤りを客観的、論理的、そして視覚的に判断するために、上記 3.1 で取
得した誤り率を基に、誤り率から計算したノイズを付随させた画像を⽣成した。計算ソフト及び画像出
⼒ソフトには MathWorks 社の MATLAB を使⽤した。誤り符号を伴った画像の⽣成⼿順について、以下
の図 3.2.1 に⽰す。 
 
 
図 3.2.1  誤り符号を伴った画像⽣成⼿順のフローチャート 
 














































3.3  ⼈⼯知能による物体検出⽅法 
本研究では⼯事現場の映像に映る⼈を機械学習によって検出し、認識率を雑⾳環境毎に⽐較した。実験




レームワークである「TensorFlow Object Detection API」を⽤いた。この API により検出された物体を
緑の枠で囲い、最も⾼い識別率が得られた検出物およびその識別率に対して同時にラベリングを⾏なっ




図 3.3.2  Object Detection API を利⽤した⼈物検出の画像 
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第 4 章 シミュレーションと評価 
4.1 シミュレーション環境と条件 
⼯事現場では、トラックやクレーン⾞などの⼤型⾞両やその他の⼯事作業機械が移動する環境の中で








⼯事現場からの映像を分析する AI の仕様を下記の表 4.1.1 に⽰す。また、実験に⽤いた 5G の無線環
境の状態を表 4.1.2 に⽰す。シミュレーション実験はこれらの条件の下で⾏い、その評価を⾏った。 
 
表 4.1.1  物体検出シミュレーションツール 
項⽬ ツール名 
AI Tensor Flow 
API Object Detection API 
 
表 4.1.2  5G 通信のシミュレーション条件 
項⽬ パラメータ 
周波数帯域幅 100MHz at 28GHz 
5G 通信シミュレーション仕様 表 3.1.1 を参照 
変調⽅式 QPSK,16QAM,64QAM 
マルチパス条件 表 3.1.2 を参照 









































4.2.2  フェージング周波数と認識率、および誤認識の関係 
続いて、フェージング周波数を変化させた場合に作業員の認識率と周囲の物を間違って検知する誤認
識率がどのように変化するのかをグラフにまとめた。ここで、28GHz 帯においてフェージング周波数
50Hz、259Hz、1000Hz は、⾞両の移動速度が時速 1km、時速 5km、時速 10km であることに相当する。






















4.3  多⼈数環境におけるシミュレーション 
上記 4.2 のシミュレーションでは現実的な思考の下、⼈数を 2 ⼈以下の少数に設定して実験を⾏った
が、さらにより多くの⼈がいる状況が発⽣することも起こりうる。そこで今度は多⼈数環境を想定して、
作業員が 10 ⼈以下を⽰す画像で同じ実験を⾏った。  
 














































第 5 章 考察・まとめ 
5.1 考察 
5.1.1  信号対雑⾳⽐と認識率の関係の考察 
図 4.2.1 の結果から、フェージングのない条件下（トラックやクレーン⾞などの⼯事⾞両が静⽌した状
態で周囲を撮影している状況）では、信号対雑⾳⽐（SNR 値）が 15dB 以上であれば、QPSK、16QAM、
64QAM の全てで 90％以上の認識率が得られることが分かる。特に QPSK では SNR 値が 5 dB 以上の場
合、認識率は 88％を超える。⼀般に、データネットワークに推奨される SNR 値は 20dB 以上が望ましい
とされており、⾳声アプリケーションを使⽤するネットワークでは 25 dB 以上の SNR 値が推奨されてい
る[12]ことからこの結果には妥当性があると⾔える。 
 
5.1.2  フェージング周波数と認識率、および誤認識の関係の考察 
また、図 4.2.2 の結果から、フェージング環境下（トラックやクレーン⾞などの⼯事⾞両が低速で移動
している状態で周囲を撮影している状況）では QPSK、16QAM の認識率が 90％以上を超えている。図
4.2.1 の結果と合わせると、SNR 値が 15dB 以上の移動環境でも認識率が 85％を超えることがわかる。
そして、同じ条件下で 64QAM は認識率が 51％を超えることが分かる。また、誤認識率は 64QAM が最
も低く、16QAM、QPSK の順に低かった。最も誤認識率の⾼かった QPSK も考慮すると、誤認識率は
32％未満であった。 
 
5.1.3  多⼈数環境における信号対雑⾳⽐と認識率の関係の考察 
図 4.3.1 の結果によると、認識対象が 2 ⼈以下の少⼈数の場合と⽐較して、10 ⼈以下の多⼈数の場合
は認識率がわずかに低下することが⾒て取れる。しかし QPSK ではその認識率の差はわずか 2％程度で
あり、 16 QAM と 64 QAM で認識率の違いが⼤きくなることを⽰している。全体としては、10 ⼈以下
の多⼈数の状況では SNR 値が 17 dB 以上の場合、認識率が 90％を超えると⾔える。 
 
5.1.4  多⼈数環境におけるフェージング周波数と認識率の関係の考察 
そして図 4.3.2 の結果から、QPSK、16QAM、64QAM ともに⼈数が 10 ⼈以下の多⼈数に増えると認
識率に影響を受け、その認識率が 5%〜10%ほど低下していることが分かる。さらに、2 ⼈以下の少⼈数
環境に⽐べフェージングの影響を強く受け、フェージング周波数が 1000Hz であるとき 3 つの変調⽅式
全てで認識率が低下した。フェージング周波数が 1000Hz であるときは⾞両の移動速度が時速 10km で
あることに相当する。検出対象が 10 ⼈ほどの多⼈数で⾞両が時速 10km で移動している場合、⾞両が静
⽌している状態と⽐較して 3 つの変調⽅式の平均で 5.6%識別率が低下することが分かった。3 つの変調










5.1.5  90%以上の認識率を実現するための符号誤り率の条件 
10 ⼈以下の多⼈数環境の状況下でも 90％以上の⾼い認識率を実現するためにはどのような条件が必
要かを考える。ここでは図 4.3.1 を参照し、SNR 値の低下（ノイズが強く発⽣する環境）に対して認識率
が最も低下しやすい 64QAM に対して考察する。 
条件を推察するために、下記図 5.1.5 に信号対雑⾳⽐（SNR）と符号誤り率（BER）の関係を⽰す。図
5.1.5 は 5GMF（第５世代モバイル推進フォーラム）に基づく MMSE 復調を使⽤した QPSK、16QAM、
および 64QAM 変調⽅式の BER 性能のシミュレーション結果を⽰している。図 5.1.5 によると、64QAM 
static において、BER が約2 × 10%&以下であれば SNR 値は 18dB を⽰すことが分かる。SNR 値が 18dB
であることは図 4.3.1 の結果から認識率は 90%を超えるので、BER が2 × 10%&以下であることが求めた
い条件の閾値であると⾔える。 
 









5.1.6  誤り訂正を⽤いた認識率 
下記図 5.1.6 は、4096 点を使⽤した⾼速フーリエ変換（FFT）による LDPC 誤り訂正符号（低密度パ
リティ検査）の機能のシミュレーション結果を⽰している。横軸に LDPC 符号化前の BER を、縦軸に
LDPC 符号化後の BER を⽰しており、このシミュレーション結果は4 × 10%&の BER が LDPC 誤り訂正
符号化により10%(未満の BER になることを⽰している。ここで、4096 FFT は 5GMF で指定された 1200
のサブキャリアに適⽤するように設計されている。 
図 5.1.6 と図 5.1.5 を参照すると、BER 値が2 × 10%&である場合、SNR 値は QPSK で約 7 dB であり、
エラー修正の必要がないことが分かる。同様に、16QAM および 64QAM においては、BER 値が2 × 10%&


















無線⼲渉などのノイズによって 15dB を下回らない範囲においては、物体検出 AI を使⽤して作業員の
90％以上の認識率を⽰すことを明らかにした。 
AI テクノロジーと 5G システムを組み合わせにより、⾼解像度ビデオ映像の伝送が可能となり、⼈の
⾏動をより詳細に分析できるようになる。今後は AI ロボットを使⽤した監視システムや⾃動運転⾞両の
周囲監視システムなど、低遅延で⼤容量の伝送を必要とするアプリケーションシステムの要求に応えら
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付録 - TensorFlow 物体検出プログラム / TensorFlow Object Detection API 
### Import 
import numpy as np 
import os 
import six.moves.urllib as urllib 
import sys 
import tarfile 
import tensorflow as tf 
import zipfile 
 
from collections import defaultdict 
from io import StringIO 
from matplotlib import pyplot as plt 
from PIL import Image 
from IPython.display import display 
 
from object_detection.utils import ops as utils_ops 
from object_detection.utils import label_map_util 
from object_detection.utils import visualization_utils as vis_util 
 
# patch tf1 into `utils.ops` 
utils_ops.tf = tf.compat.v1 
 
# Patch the location of gfile 
tf.gfile = tf.io.gfile 
 
 
### Model Preparation 
def load_model(model_name): 
  base_url = 'http://download.tensorflow.org/models/object_detection/' 
  model_file = model_name + '.tar.gz' 
  model_dir = tf.keras.utils.get_file( 
    fname=model_name,  
    origin=base_url + model_file, 
    untar=True) 
 
  model_dir = pathlib.Path(model_dir)/"saved_model" 
 
  model = tf.saved_model.load(str(model_dir)) 
  model = model.signatures['serving_default'] 
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  return model 
 
# List of the strings that is used to add correct label for each box. 
PATH_TO_LABELS = 'models/research/object_detection/data/mscoco_label_map.pbtxt' 
category_index = label_map_util.create_category_index_from_labelmap(PATH_TO_LABELS, 
use_display_name=True) 
 
# If you want to test the code with your images, just add path to the images to the 
TEST_IMAGE_PATHS. 
PATH_TO_TEST_IMAGES_DIR = pathlib.Path('models/research/object_detection/test_images') 





model_name = 'ssd_mobilenet_v1_coco_2017_11_17' 







def run_inference_for_single_image(model, image): 
  image = np.asarray(image) 
  # The input needs to be a tensor, convert it using `tf.convert_to_tensor`. 
  input_tensor = tf.convert_to_tensor(image) 
  # The model expects a batch of images, so add an axis with `tf.newaxis`. 
  input_tensor = input_tensor[tf.newaxis,...] 
 
  # Run inference 
  output_dict = model(input_tensor) 
 
  # All outputs are batches tensors. 
  # Convert to numpy arrays, and take index [0] to remove the batch dimension. 
  # We're only interested in the first num_detections. 
  num_detections = int(output_dict.pop('num_detections')) 
  output_dict = {key:value[0, :num_detections].numpy()  
                 for key,value in output_dict.items()} 
  output_dict['num_detections'] = num_detections 
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  # detection_classes should be ints. 
  output_dict['detection_classes'] = output_dict['detection_classes'].astype(np.int64) 
    
  # Handle models with masks: 
  if 'detection_masks' in output_dict: 
    # Reframe the the bbox mask to the image size. 
    detection_masks_reframed = utils_ops.reframe_box_masks_to_image_masks( 
              output_dict['detection_masks'], output_dict['detection_boxes'], 
               image.shape[0], image.shape[1])       
    detection_masks_reframed = tf.cast(detection_masks_reframed > 0.5, 
                                       tf.uint8) 
    output_dict['detection_masks_reframed'] = detection_masks_reframed.numpy() 
     
  return output_dict 
 
def show_inference(model, image_path): 
  # the array based representation of the image will be used later in order to prepare the 
  # result image with boxes and labels on it. 
  image_np = np.array(Image.open(image_path)) 
  # Actual detection. 
  output_dict = run_inference_for_single_image(model, image_np) 
  # Visualization of the results of a detection. 
  vis_util.visualize_boxes_and_labels_on_image_array( 
      image_np, 
      output_dict['detection_boxes'], 
      output_dict['detection_classes'], 
      output_dict['detection_scores'], 
      category_index, 
      instance_masks=output_dict.get('detection_masks_reframed', None), 
      use_normalized_coordinates=True, 
      line_thickness=8) 
 
  display(Image.fromarray(image_np)) 
 
for image_path in TEST_IMAGE_PATHS: 
  show_inference(detection_model, image_path) 
 
 
### Instance Segmentation 
model_name = "mask_rcnn_inception_resnet_v2_atrous_coco_2018_01_28" 
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for image_path in TEST_IMAGE_PATHS: 
  show_inference(masking_model, image_path) 
