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Abstract
A new family of generalized Laguerre polynomials is introduced.Various orthogonal projections are investigated.
Some approximation results are established. As an example of their important applications, the mixed spherical
harmonic-generalized Laguerre approximation is developed. A mixed spectral scheme is proposed for a three-
dimensional model problem. Its convergence is proved. Numerical results demonstrate the high accuracy of this
new spectral method.
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1. Introduction
Many problems in science, engineering and ﬁnance are set on unbounded domains. In the past decade,
considerable progress has beenmade in numerical simulations of such problems; for instance, the spectral
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methods based on some speciﬁc orthogonal systems on unbounded domains. In particular, the Hermit and
Laguerre spectral methods were used widely, see, e.g. [3,4,6–9,11–14]. In the standard Laguerre spectral
method for half-line, we used the weight function e−. But this weight is not the most appropriate
oftentimes. Thus, it is necessary to consider certain orthogonal systems with other weight functions. For
example, the Black–Sholes equation plays an important role in ﬁnancial mathematics, which is of the
form
t v(, t)+ (r − q)v(, t)+ 12d222v(, t)− rv(, t)= F(, t), (1.1)
where kzv(, t) denotes the derivative of order k of v(, t)with respect to z= or t. Due to the appearance
of the coefﬁcients  and 2 in the terms involving v(, t) and 2v(, t), respectively, it is natural to use
the generalized Laguerre approximation with the weight function like 2e−.Another interesting problem
is how to solve spherically symmetric problems arising in quantum mechanics, which are reduced often
to the following equation:
2t v(, t)=
1
2
(
2v(, t))+ f (v(, t), , t). (1.2)
In this case, we also have to use the generalized Laguerre approximation. Recently, the generalized
Laguerre approximation was also applied to two-dimensional exterior problems successfully, see [10].
Furthermore, the asymptotic behaviors at inﬁnity of exact solutions usually depend on some parameters
in the underlying differential equations. Thus, it seems reasonable to adopt the orthogonal systems with
the more general weight function ,() = e−, > − 1, > 0. Indeed, by better choices of , the
numerical solutions could ﬁt the asymptotic behaviors of exact solutions more properly.
In this paper, we introduce a new family of generalized Laguerre polynomials, which is mutually
orthogonal on the half-line, with respect to the weight function ,().We investigate various orthog-
onal projections and derive some approximation results which serve as the mathematical foundation of
related spectral methods for unbounded domains. As an example of their important applications, we
propose the mixed spherical harmonic-generalized Laguerre approximation in three-dimensional space
and establish a basic approximation result in nonuniformly weighted Sobolev space, which is frequently
used for numerical solutions of a large class of differential equations. Then we consider a model prob-
lem and provide a mixed spherical harmonic-generalized Laguerre spectral scheme for its alternative
form. Owing to the orthogonality of spherical harmonic functions, we can evaluate the corresponding
coefﬁcients of expansion of the numerical solution separately. In other words, we only need to solve a
set of ordinary differential equations like (1.2). On the other hand, by using some results on this new
mixed spherical harmonic-generalized Laguerre approximation, we obtain the optimal error estimate for
the proposed spectral scheme. Moreover, by choosing suitable basis functions, we provide an efﬁcient
numerical algorithm in which the corresponding discrete linear system for unknown coefﬁcients of the
numerical solution is symmetric and sparse, and so can be resolved very efﬁciently. The numerical results
demonstrate the high accuracy of this method. It is also shown that a suitable parameter  could increase
the accuracy of the numerical solution.
The paper is organized as follows. In Section 2, we introduce the new family of generalized La-
guerre polynomials, and investigate several orthogonal projections. In Section 3, we study the new mixed
spherical harmonic-generalized Laguerre approximation and derive some useful results. In Section 4, we
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propose the mixed spectral scheme for a model problem, and prove its convergence. In Section 5, we
present some numerical results. The ﬁnal section is for some concluding remarks.
2. Generalized Laguerre approximation
In this section,we study thenewgeneralizedLaguerre approximation.Weﬁrst introduce somenotations.
Let = { | 0< <∞} and () be a certain weight function in the usual sense. We deﬁne
L2()= {v | v is measurable on  and ‖v‖,<∞}
with the following inner product and norm:
(u, v), =
∫

u()v()() d, ‖v‖, = (v, v)1/2,.
For any integer m0, we deﬁne the space
Hm ()= {v | kv ∈ L2(), 0km},
equipped with the following inner product, semi-norm and norm:
(u, v)m,, =
∑
0km
(ku, 
k
v),,
|v|m,, = ‖m v‖,, ‖v‖m,, = (v, v)1/2m,,.
For any r > 0, the space Hr () and its norm ‖v‖r,, are deﬁned by space interpolation as in [1]. In
particular, 0H 1 ()= {v ∈ H 1 () | v(0)= 0}.
Let ,()= e−, >− 1, and > 0. The corresponding generalized Laguerre polynomials of
degree l are deﬁned by
L
(,)
l ()=
1
l!
−el(l+e−), l = 0, 1, 2, . . . .
They are the eigenfunctions of the Sturm–Liouville problem
(+1,()v())+ ()l ,()v()= 0, 0< <∞ (2.1)
with the corresponding eigenvalues ()l = l. They fulﬁll the following recurrence relations:
L
(,)
l ()=
1

(L
(,)
l ()− L(,)l+1 ()), (2.2)
(l + 1)L(,)l+1 ()+ (− 2l − − 1)L(,)l ()+ (l + )L(,)l−1 ()= 0, (2.3)
L
(,)
l ()=−L(+1,)l−1 (), (2.4)
−L(,)l ()= (l + )L(,)l−1 ()− lL(,)l (). (2.5)
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The set ofL(,)l () is the complete L
2
,()-orthogonal system, namely,
(L
(,)
l ,L
(,)
m ),, =
{
(,)l , l =m,
0, l = m,
where
(,)l =
	(l + + 1)
+1l! . (2.6)
Thus, for any v ∈ L2,(),
v()=
∞∑
l=0
vˆ
(,)
l L
(,)
l ()
with the coefﬁcients
vˆ
(,)
l =
1
(,)l
(v,L
(,)
l ),,, l0.
Now, let N be any positive integer andPN() be the set of all algebraic polynomials of degree at most
N. Furthermore, 0PN () = {v ∈ PN() | v(0) = 0}. The orthogonal projection PN,, : L2,() −→
PN() is deﬁned by
(PN,,v − v,
),, = 0, ∀
 ∈ PN().
In order to describe the approximation results, we introduce the weighted space Ar,(). For any
integer r0,
Ar,()= {v | v is measurable on  and ‖v‖Ar,, <∞},
equipped with the following semi-norm and norm:
|v|Ar,, = ‖rv‖+r,,, ‖v‖Ar,, =
(
r∑
k=0
|v|2
Ak,,
)1/2
.
For any r > 0, we deﬁne the space Ar,() and its norm by space interpolation as in [1].
In the sequel, we denote by c a generic positive constant which does not depend on , , N and any
function.
Theorem 2.1. For any integers 0sr,
‖s(PN,,v − v)‖+s,,c(N)(s−r)/2‖rv‖+r,,. (2.7)
Moreover, for any v ∈ Ar,(), integer r, real number s and 0sr ,
‖PN,,v − v‖As,,c(N)(s−r)/2|v|Ar,,. (2.8)
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Proof. We ﬁrst prove (2.7). Obviously,
PN,,v()− v()=−
∞∑
l=N+1
vˆ
(,)
l L
(,)
l ().
By virtue of (2.4), we have that
s(PN,,v − v)=−
∞∑
l=N+1
(−)s vˆ(,)l L(+s,)l−s (),
whence
‖s(PN,,v − v)‖2+s,, =
∞∑
l=N+1
2s(+s,)l−s (vˆ
(,)
l )
2
. (2.9)
On the other hand,
‖rv‖2+r,, =
∞∑
l=r
2r(+r,)l−r (vˆ
(,)
l )
2
. (2.10)
By using (2.6) again, we verify that for lr − 1, s,
(+s,)l−s
(+r,)l−r
= r−s (l − r)!
(l − s)! = 
r−s 1
(l − s)(l − s − 1) · · · (l − r + 1)c
r−sNs−r . (2.11)
Therefore, a combination of (2.9)–(2.11) yields that
‖s(PN,,v − v)‖2+s,,c(N)s−r‖rv‖2+r,, ,
which implies result (2.7). Consequently, we obtain (2.8) for integers 0sr . Finally, we complete the
proof by space interpolation. 
In numerical analysis of the generalized Laguerre spectral method for unbounded domains, we need to
consider other orthogonal approximations related to underlying differential equations. For this purpose,
we take , >− 1, , > 0, and deﬁne the space
H 1,,,()= {v | v is measurable on  and ‖v‖1,,,,,<∞},
equipped with the norm
‖v‖1,,,,, = (‖v‖2,, + ‖v‖2,,)1/2. (2.12)
In particular,
0H
1
,,,()= {v ∈ H 1,,,() | v(0)= 0}.
The orthogonal projection P 1N,,,, : H 1,,,()→ PN() is deﬁned by
((P
1
N,,,,v − v), 
),, + (P 1N,,,,v − v,
),, = 0, ∀
 ∈ PN(). (2.13)
G. Ben-yu, Z. Xiao-yong / Journal of Computational and Applied Mathematics 184 (2005) 382–403 387
We also deﬁne the orthogonal projection 0PN,,() : 0H 1, ()→ 0PN () by
((0P
1
N,,v − v), 
),, = 0, ∀
 ∈ 0PN (). (2.14)
In order to derive the approximation results, we need several embedding inequalities. For simplicity
of statements, let 0> 0 for 1, and 0>(2/)
√
(− 1) for > 1. We shall also use the following
notations:
c,,, =


−0 e(−)0, for , ,(
− 
e(− )
)−
, for , < ,
d,,, =


1, for − 1< 0,
1+ 20 , for 0< 1,
20(3−2)
2(220−4(−1))(−1)
, for > 1
and
q,,, = 4max
(
1
2
c,,,d,,,,
e0+2−0
(+ 1)2
)
.
Lemma 2.1. Let −1<  + 2,  =  or > − 1,−1<  + 2, < . Also assume that v ∈
H 1,,,() and there exists 0 such that v(0)= 0 where 0> 0 for 1, and 0> 2
√
(− 1)/ for
> 1. Then
‖v‖2,,q,,,‖v‖2,,.
Proof. Let 1 = (0,∞),2 = (0, 0) and
‖v‖,,j =
(∫
j
,()v
2() d
)1/2
, j = 1, 2.
For any  ∈ 1, we have that
,()v
2()=
∫ 
0
(,()v
2()) d
= 2
∫ 
0
,()v()v() d+ 
∫ 
0
−1,()v2() d− 
∫ 
0
,()v
2() d.
(2.15)
Due to v ∈ H 1,,,(), we have ,()v2()→ 0 as  → ∞. Letting  → ∞ in (2.15) and using the
Cauchy–Schwarz inequality, we obtain that for any > 0,
‖v‖2,,1

2
‖v‖2,,1 +
2

‖v‖2,,1 + ‖v‖2−1,,1 .
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Thus
‖v‖2,,1
4
2
‖v‖2,,1 +
2

‖v‖2−1,,1 . (2.16)
If 0, then (2.16) implies
‖v‖2,,1
4
2
‖v‖2,,1 . (2.17)
Moreover, a direct calculation shows that for a0,
sup
0<∞
e−ab =


(
b
ae
)b
if b0,
b0e
−a0 if b< 0.
Hence, for  and ,
‖v‖2,,1 −0 e(−)0‖v‖2,,1 , (2.18)
while for  and < ,
‖v‖2,,1
(
− 
e(− )
)−
‖v‖2,,1 . (2.19)
Therefore, for 0, (2.17) implies that
‖v‖2,,1
4c,,,
2
‖v‖2,,1 . (2.20)
Next, an integration by parts yields
2

‖v‖2−1,,1 =
4
2
∫
1
−1e−v()v() d+
2(− 1)
2
‖v‖2−2,,1 . (2.21)
Moreover, by the Cauchy–Schwarz inequality,
4
2
∫
1
−1e−v()v() d
4
3
‖v‖2−1,,1 +


‖v‖2−1,,1 .
Inserting the above into (2.21), we deduce that for 0< 1,
2

‖v‖2−1,,1
8
3
‖v‖2−1,,1 .
Substituting (2.18), (2.19) and the above inequality into (2.16), we obtain that 0< 1,
‖v‖2,,1
4
2
‖v‖2,,1 +
8
3
‖v‖2−1,,1
4
2
(
1+ 2
0
)
‖v‖2,,1

4c,,,
2
(
1+ 2
0
)
‖v‖2,,1 . (2.22)
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We now consider the case > 1.We have
4
2
∫
1
−1e−v()v() d
2
2(− 1)‖v‖
2
,,1 +
2(− 1)
2
‖v‖2−2,,1 .
This inequality together with (2.21) leads to that
2

‖v‖2−1,,1
2
2(− 1)‖v‖
2
,,1 +
4(− 1)
2
‖v‖2−2,,1 .
Thus, we ﬁnd from the above and (2.16) that for > 1,
‖v‖2,,1
6− 4
2(− 1)‖v‖
2
,,1 +
4(− 1)
2
‖v‖2−2,,1

6− 4
2(− 1)‖v‖
2
,,1 +
4(− 1)
220
‖v‖2,,1 .
If 0> 2
√
(− 1)/, then the above result with (2.18) and (2.19) leads to that for > 1,
‖v‖2,,1
220(3− 2)
(220 − 4(− 1))(− 1)
‖v‖2,,1

220(3− 2)c,,,
(220 − 4(− 1))(− 1)
‖v‖2,,1 . (2.23)
On the other hand, for any  ∈ 2,
+1v2()= −
∫ 0

(
+1v2()) d
= − 2
∫ 0

+1v()v() d− (+ 1)
∫ 0

v2() d.
Letting  → 0 and using the Cauchy–Schwarz inequality, we ﬁnd that for >− 1,
(+ 1)
∫ 0
0
v2() d
2
+ 1
∫ 0
0
+2(v())2 d+
+ 1
2
∫ 0
0
v2() d.
Therefore∫ 0
0
v2() d
4
(+ 1)2
∫ 0
0
+2(v())2 d
4e0
(+ 1)2 ‖v‖
2
+2,,2 .
Accordingly, for + 2 and >− 1,
‖v‖2,,2
4e0−+20
(+ 1)2 ‖v‖
2
,,2 . (2.24)
Then the desired result comes from a combination of (2.20) and (2.22)–(2.24). 
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Lemma 2.2. We have that
(i) for any v ∈ 0H 1, () and < 1,
‖v‖2,,c,‖v‖2,,,
where c, = 4/2 for 0, and c, = (4− 2)/2(1− ) for 0< < 1;
(ii) for any v ∈ 0H 11, () ∩ L2−1,(),
‖v‖21,,
2
2
(
√
2+ 1)(‖v‖21,, + ‖v‖2−1,,);
(iii) for any v ∈ H 1,() ∩ L2−2,() and > 1,
‖v‖2,,
2(3− 2)
2(− 1)‖v‖
2
,, +
4(− 1)
2
‖v‖2−2,,.
Proof. Following the same line as in the derivation of (2.16), we deduce that for v(0)= 0 or > 0,
‖v‖2,,
4
2
‖v‖2,, +
2

‖v‖2−1,,. (2.25)
Clearly, result (i) with 0 follows from (2.25) immediately.
We next prove result (i) with 0< < 1. Like (2.21), an integration by parts yields that
2‖v‖2−1,, = 4
∫

−1e−v()v() d+ 2(− 1)‖v‖2−2,,. (2.26)
By the Cauchy–Schwartz inequality,
4
∫

−1e−v()v() d
2
1− ‖v‖
2
,, + 2(1− )‖v‖2−2,,.
Thus (2.26) implies
2‖v‖2−1,,
2
(1− )‖v‖
2
,,.
Substituting the above into (2.25), we obtain
‖v‖2,,
4− 2
2(1− )‖v‖
2
,,.
We now prove result (ii). An integration by parts leads to
2‖v‖20,, =
4

∫

e−v()v() d
2

(
√
2− 1)‖v‖21,, +
2

(
√
2+ 1)‖v‖2−1,,.
The above with (2.25) implies result (ii).
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Finally we prove result (iii). In this case, (2.26) is also valid. Moreover, by the Cauchy–Schwartz
inequality,
4
∫

−1e−v()v() d
2
− 1‖v‖
2
,, + 2(− 1)‖v‖2−2,,.
Therefore, we have from (2.26) that
2‖v‖2−1,,
2
− 1‖v‖
2
,, + 4(− 1)‖v‖2−2,,.
Substituting the above into (2.25), we obtain result (iii). 
The above two lemmas are the generalizations of the corresponding results in [10].
We now are in a position to derive some approximation results.
Theorem 2.2. Let−1< + 2, =  or >− 1,−1< + 2, < . If v ∈ H 1,,,(), v ∈
Ar−1, () and integer r1, then
‖P 1N,,,,v − v‖1,,,,,c(q,,, + 1)1/2(N)(1−r)/2|v|Ar−1, ,.
Proof. By deﬁnition (2.13) and projection theorem,
‖P 1N,,,,v − v‖1,,,,,‖
− v‖1,,,,,, ∀
 ∈ PN().
We take

()=
∫ 
0
PN−1,,v() d+ ,
where  is chosen in such a way that 
(0) = v(0), and 0 is the same as in Lemma 2.1. According to
Lemma 2.1 and Theorem 2.1 with s = 0, we deduce that for any integer r1,
‖
− v‖1,,,,,(q,,, + 1)1/2‖(
− v)‖,,
(q,,, + 1)1/2‖PN−1,,v − v‖,,
c(q,,, + 1)1/2(N)(1−r)/2‖rv‖+r−1,,
= c(q,,, + 1)1/2(N)(1−r)/2|v|Ar−1, ,.
This completes the proof. 
Theorem 2.3. If v ∈ L2,(), v ∈ Ar−1, () and v(0)= 0, then for integer r1,
‖(0P 1N,,v − v)‖,,c(N)(1−r)/2|v|Ar−1, ,.
If, in addition, ||< 1, then
‖0P 1N,,v − v‖1,,,,,cc1/2, (N)(1−r)/2|v|Ar−1, ,.
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Proof. By deﬁnition (2.14), for any 
 ∈ 0PN (),
‖(0P 1N,,v − v)‖,,‖(
− v)‖,,.
Take

()=
∫ 
0
PN−1,,v() d ∈ 0PN ().
Then by Theorem 2.1 with s = 0,
‖(P 1N,,v − v)‖,,‖PN−1,v − v‖,,c(N)(1−r)/2|v|Ar−1, ,.
Furthermore, we use the above result and result (i) of Lemma 2.2 to derive that for ||< 1,
‖0P 1N,,v − v‖,,c1/2, ‖(0P 1N,,v − v)‖,,cc1/2, (N)(1−r)/2|v|Ar−1, ,.
This completes the proof. 
3. Mixed spherical harmonic-generalized Laguerre approximation
Asan applicationof the results in the previous section,wenow investigate themixed spherical harmonic-
generalized Laguerre approximation in three-dimensional space. We need several preparations.
We ﬁrst consider an auxiliary projection related to the generalized Laguerre approximation with = 2
and = 0. For the sake of simplicity, let ()=0,()= e−, and ()=2,()= 2e−. We also
denote Ar0,(), ‖v‖Ar0,, and |v|Ar0,, by Ar(), ‖v‖Ar, and |v|Ar, , respectively.
The orthogonal projection 1N, : H 1() ∩ L2()→ PN() is deﬁned by
((
1
N,v − v), 
), + (1N,v − v,
), + (1N,v − v,
), = 0, ∀
 ∈ PN().
Lemma 3.1. For any v ∈ H 12,,() ∩ Ar() with integer r2,
‖1N,v − v‖1,, + ‖1N,v − v‖,c
(
1+ 1

)
−r/2N1−r/2|v|Ar,.
Proof. By the projection theorem,
‖1N,v − v‖1,, + ‖1N,v − v‖,‖
− v‖1,, + ‖
− v‖,, ∀
 ∈ PN().
Let P 1N,,,, be the orthogonal projection deﬁned by (2.13). We take

()=
∫ 
0
P 1N−1,2,,0,v() d+ v(0).
Clearly 
 ∈ PN(). Thus, it sufﬁces to estimate ‖(
 − v)‖,, ‖
 − v‖, and ‖
 − v‖,. By
Theorem 2.2 with = 2, = 0 and = ,
‖(
− v)‖2, = ‖P 1N−1,2,,0,v − v‖2,c(q2,,0, + 1)(N)2−r |2v|2Ar−22, ,.
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Since = 0, we can take 0 = 1/ and so q2,,0, is bounded above by a positive constant. Thus
‖(
− v)‖2,c(N)2−r |v|2Ar,. (3.1)
Due to 
(0)= v(0), we use (3.1) and Lemma 2.2 with = 0 to derive that
‖
− v‖2,
c
2
‖(
− v)‖2,c−rN2−r |v|2Ar,. (3.2)
By result (iii) of Lemma 2.2 with = 2, and Theorem 2.2 with = 2, = 0, we have that
‖(
− v)‖2,
c
2
(‖2(
− v)‖22,, + ‖(
− v)‖2,)=
c
2
‖(
− v)‖21,2,,,
= c
2
‖P 1N−1,2,,0,v − v‖21,2,,,c−rN2−r |2v|2Ar−22, ,
= c−rN2−r |v|2Ar,. (3.3)
By using result (iii) of Lemma 2.2 with = 2, (3.2) and (3.3), we obtain that
‖
− v‖2,
c
2
(‖(
− v)‖2, + ‖
− v‖2,)c−r−2N2−r |v|2Ar,. (3.4)
Finally, a combination of (3.2)–(3.4) leads to the desired result. 
We next recall some results on the spherical harmonic approximation. Let  and  be the longitude and
the latitude, respectively. Denote by S the unit spherical surface,
S =
{
(, ) | 0< 2,−
2
<

2
}
.
The differentiations with respect to  and  are denoted by  and . We deﬁne the space L2(S) in the
usual way, with the inner product
(u, v)S =
∫
S
u(, )v(, ) dS =
∫ /2
−/2
∫ 2
0
u(, )v(, ) cos  d d,
and the norm ‖v‖S = (v, v)1/2S . Furthermore, let
H 1(S)=
{
v | v, 1
cos 
v, v ∈ L2(S)
}
,
equipped with the semi-norm and the norm as
|v|1,S =
(∥∥∥∥ 1cos v
∥∥∥∥
2
S
+ ∥∥v∥∥2S
)1/2
, ‖v‖1,S = (‖v‖2S + |v|21,S)1/2.
For any positive integer r, we deﬁne the space Hr(S) with the norm ‖v‖r,S by induction. In particular,
Hrp(S)= {v | v ∈ Hr(S) and kv(+ 2, )= kv(, ), 0kr − 1}.
For any r > 0, the spaces Hr(S) and Hrp(S) are deﬁned by the space interpolation as in [1].
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Let Ll(x) be the Legendre polynomial of degree l. The normalized associated Legendre function is
given by
Ll,m(x)=
√
(2m+ 1)(m− l)!
2(m+ l)! (1− x
2)l/2lxLm(x) for l0, m |l|,
Ll,m(x)= L−l,m(x) for l < 0, m |l|.
The spherical harmonic function
Yl,m(, )= 1√
2
eilLl,m(sin ), m |l|.
The set of Yl,m(, ) is the complete L2(S)-orthogonal system on S, i.e.,∫
S
Yl,m(, )Y¯l′,m′(, ) dS = l,l′m,m′ . (3.5)
Thus for any v ∈ L2(S),
v(, )=
∞∑
l=−∞
∑
m |l|
vˆl,mYl,m(, ),
where
vˆl,m =
∫
S
v(, )Y¯l,m(, ) dS.
Let M be any positive integer, and deﬁne the ﬁnite-dimensional space V˜M(S) as
V˜M(S)= span{Yl,m(, )| | l|M, |l|mM}.
Denote by VM(S) the subset of V˜M(S) containing all real-valued functions. The L2(S)-orthogonal pro-
jection PM,S : L2(S)→ VM(S) is deﬁned by
(PM,Sv − v)S = 0, 
 ∈ VM(S),
or equivalently,
PM,Sv(, )=
M∑
l=−M
M∑
m=|l|
vˆl,mYl,m(, ).
It was proved in [5] that for any v ∈ Hrp(S) and 0r ,
‖PM,Sv − v‖,ScM−r‖v‖r,S . (3.6)
Now, we are going to establish the main result on the mixed spherical harmonic-generalized Laguerre
approximation. For this purpose, let=×S and () be a weight function in the usual sense. The spaces
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L2() and Hr () are deﬁned in the usual way. Their norms are denoted by ‖v‖, and ‖v‖r,,, respec-
tively. The inner product of the space L2() is denoted by (u, v),. Moreover, we set ()=1,()=
e−, and deﬁne the space
H 1p,,()= {v | v(, + 2, )= v(, , ) and ‖v‖1,,,<∞},
where
‖v‖1,,, =
(
‖v‖2, +
∥∥∥∥ 1cos v
∥∥∥∥
2
,
+ ‖v‖2, + ‖v‖2, + ‖v‖2,
)1/2
Now, let a, b>0 andVN,M()=PN()⊗VM(S).The orthogonal projectionP 1N,M,,a,b:H 1p,,()→
VN,M() is deﬁned by
((P
1
N,M,,a,bv − v), 
), +
(
1
cos 
(P
1
N,M,,a,bv − v),
1
cos 


)
,
+ ((P 1N,M,,a,bv − v), 
), + a(P 1N,M,,a,bv − v,
),
+ b(P 1N,M,,a,bv − v,
), = 0, ∀
 ∈ VN,M(). (3.7)
For simplicity of statements, we introduce the nonisotropic space
B
r,s
 ()= Ar(, H 1p(S)) ∩ L2(, H sp(S)) ∩H 1(, H s−1p (S)),
equipped with the norm
‖v‖Br,s , = (‖v‖
2
Ar(,H
1(S)) + ‖v‖2L2 (,H sp(S)) + ‖v‖
2
H 1 (,H
s−1(S)))
1/2
.
Theorem 3.1. For any v ∈ H 1p,,() ∩B
r,s
 (), integer r2 and real number s1,
‖P 1N,M,,a,bv − v‖1,,,c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)
‖v‖Br,s, .
Proof. By deﬁnition (3.7),
‖P 1N,M,,a,bv − v‖1,,,‖v − 
‖1,,,, ∀
 ∈ VN,M(). (3.8)
We take

(, , )=1N,PM,Sv(, , ) ∈ VN,M().
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Thus it remains to estimate ‖(1N,PM,Sv − v)‖,, ‖(1/ cos )(N,PM,Sv − v)‖,,
‖(1N,PM,Sv−v)‖,, ‖1N,PM,Sv−v‖, and ‖1N,PM,Sv−v‖,. Firstly, by virtue of Lemma
3.1 and (3.6),
‖(1N,PM,Sv − v)‖2,2‖(1N,PM,Sv − PM,Sv)‖2, + 2‖PM,Sv − v‖2,
c
(
1+ 1

)2
−rN2−r‖PM,Sv‖2Ar(,L2(S)) + cM
2−2s‖v‖2L2 (,H s−1(S))
c
(
1+ 1

)2
−rN2−r‖v‖2
Ar(,L
2(S)) + cM2−2s‖v‖2H 1 (,H s−1(S))
c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)2
‖v‖2
B
r,s
 ,
. (3.9)
Next, using Lemma 3.1 and (3.6) again yields
∥∥∥∥ 1cos (1N,PM,Sv − v)
∥∥∥∥
2
,
2
∥∥∥∥ 1cos (1N,PM,Sv − PM,Sv)
∥∥∥∥
2
,
+ 2
∥∥∥∥ 1cos (PM,Sv − v)
∥∥∥∥
2
,
c
(
1+ 1

)2
−rN2−r
∥∥∥∥ 1cos PM,Sv
∥∥∥∥
2
Ar(,L
2(S))
+ c‖PM,Sv − v‖2L2 (,H 1(S))
c
(
1+ 1

)2
−rN2−r‖v‖2
Ar(,H
1(S)) + cM2−2s‖v‖L2 (,H s(S))
c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)2
‖v‖2
B
r,s
,
. (3.10)
Similarly
‖(1N,PM,Sv − v)‖2,c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)2
‖v‖2
B
r,s
,
. (3.11)
Furthermore, we use Lemma 3.1 and (3.6) to deduce
‖1N,PM,Sv − v‖2,2‖1N,PM,Sv − PM,Sv‖2, + 2‖PM,Sv − v‖2,
c
(
1+ 1

)2
−rN2−r‖PM,Sv‖2Ar(,L2(S)) + c‖PM,Sv − v‖
2
L2 (,L
2(S))
c
(
1+ 1

)2
−rN2−r‖v‖2
Ar(,L
2(S)) + cM2−2s‖v‖L2 (,H s−1(S))
c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)2
‖v‖2
B
r,s
,
. (3.12)
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In the same manner, we verify that
‖1N,PM,Sv − v‖2,2‖1N,PM,Sv − PM,Sv‖2, + 2‖PM,Sv − v‖2,
c
(
1+ 1

)2
−rN2−r‖PM,Sv‖2Ar(,L2(S)) + c‖PM,Sv − v‖
2
L2 (,L
2(S))
c
(
1+ 1

)2
−rN2−r‖v‖2
Ar(,L
2(S)) + cM2−2s‖v‖L2 (,H s−1(S))
c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)2
‖v‖2
B
r,s
,
.
The above with (3.12) implies that
‖1N,PM,Sv − v‖2,c
((
1+ 1

)
−r/2N1−r/2 +M1−s
)2
‖v‖2
B
r,s
,
. (3.13)
The combination of (3.9)–(3.13) leads to the desired result. 
4. Mixed spectral method for a model problem
In this section, we develop the mixed spherical harmonic-generalized Laguerre spectral method for
three-dimensional problems. The Laplacian
v(, , )= 1
2
(
2v(, , ))+
1
2 cos 
(cos v(, , ))+
1
2cos2
2v(, , ).
We consider the following model problem:
− W(, , )+ W(, , )= F, in ,
lim
→∞ W(, , )= 0,
W(, + 2, )=W(, , ). (4.1)
Moreover, we know from [2] that W(, , )= 0 for || = 12.
Problem (4.1) is well-posed in certain standard Sobolev space. But it is not well-posed in the weighted
space which is needed in numerical methods for unbounded domains. On the other hand, the linear system
induced by the spectral scheme based directly on (4.1) is not symmetric and sparse. Therefore we make
the variable transformation
W(, , )= e−(1/2)U(, , ), F (, , )= 1
2
e−(1/2)f (, , ).
Then (4.1) is changed to
− 22U(, , )− (2− 2)U(, , )−
1
cos 
(cos U(, , ))
− 1
cos2 
2U(, , )+
(
2 + − 
2
4
2
)
)U(, , )= f (, , ). (4.2)
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For simplicity, let ∇Sv(, , ) = ((1/ cos )v(, , ), v(, , )), dS = cos  d d, and introduce
the bilinear form
A(u, v)=
∫

2e−u(, , )v(, , ) dS d+
∫

e−∇Su(, , )∇Sv(, , ) dS d
+
∫

(
2 + − 
2
4
2
)
e−u(, , )v(, , ) dS d.
Clearly
|A(u, v)| max
(
+ 
2
4
, 
)
‖u‖1,,,‖v‖1,,,. (4.3)
If > 2/4, then for suitably small c0> 0,
A(v, v)=
∫

2e−(v(, , ))2 dS d+
∫

e−(∇Su(, , ))2 dS d
+
(
− 
2
4
)∫

2e−v2(, , ) dS d+ 
∫

e−v2(, , ) dS d
 min
(
− 
2
4
, 
)
‖v‖21,,,. (4.4)
Multiplying (4.2) by ()v(, , ) and integrating the result, we derive a weak formulation of (4.2). It
is to ﬁnd U ∈ H 1p,,() such that
A(u, v)= (f, v),, ∀v ∈ H 1p,,(). (4.5)
If > 2/4 and f ∈ (H 1p,,())′, then by (4.3), (4.4) and the Lax–MilgramTheorem, (4.5) has a unique
solution.
The mixed spectral scheme for (4.5) is to seek uN,M ∈ VN,M() such that
A(uN,M,
)= (f,
),, ∀
 ∈ VN,M(). (4.6)
We now turn to the convergence of scheme (4.6). LetUN,M=P 1N,M,,a,bU as in (3.7), with a=−2/4
and b = . By the deﬁnition of P 1N,M,,a,bU , we obtain from (4.5) that
A(UN,M,
)= (f,
),, ∀
 ∈ VN,M(). (4.7)
Let u˜N,M = uN,M − UN,M . Subtracting (4.7) from (4.6) yields that
A(u˜N,M,
)= 0, ∀
 ∈ VN,M(). (4.8)
Taking 
(, , )= u˜N,M(, , ) in (4.8), we have A(u˜N,M, u˜N,M)= 0, and so uN,M = UN,M exactly.
Finally, the above fact with Theorem 3.1 leads to that for integer r2 and real number s1,
‖U − uN,M‖1,,,c
((
1+ 1

)
−r/2N1−r/2 +N1−s
)
‖U‖Br,s ,. (4.9)
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Remark 4.1. We see from (4.9) that the accuracy of numerical solution depends on the parameter . In
other words, scheme (4.6) with suitably larger  provides a more accurate numerical result, as long as
< 2√.
Remark 4.2. Let wN,M = e−(1/2)uN,M. By (4.9), we have that
‖W − wN,M‖, = O
((
1+ 1

)
−r/2N1−r/2 +N1−s
)
.
Remark 4.3. We may use other methods to solve the simple problem (4.1). But the method proposed
in this paper can be applied easily to many other problems, such as non-linear problems and exterior
problems.
5. Numerical results
In this section, we ﬁrst discuss the implementation for scheme (4.6). For simplicity, let L()k () =
L
(0,)
k () and set
k()=L()k (), 0kN ,
Z1l,m(, )=
1√
2
sin(l)Ll,m(sin ), −M lM, |l|mM ,
Z2l,m(, )=
1√
2
cos(l)Ll,m(sin ), −M lM, |l|mM ,

1k,l,m(, , )= k()Z1l,m(, ), 0kN, −M lM, |l|mM ,

2k,l,m(, , )= k()Z2l,m(, ), 0kN, −M lM, |l|mM .
Let
Sv(, )= 1
cos 
(cos v(, ))+
1
cos2 
2v(, ).
We have (see [5])
SYl,m(, )=m(m+ 1)Yl,m(, ). (5.1)
Now, we expand the numerical solution as
uN,M(, , )=
N∑
k=1
M∑
l=−M
M∑
m=|l|
(u1k,l,m

1
k,l,m(, , )+ u2k,l,m
2k,l,m(, , )).
Similarly,
f (, , )=
M∑
l=−M
M∑
m=|l|
(f 1l,m()Z
1
l,m(, )+ f 2l,m()Z2l,m(, )).
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Take 
(, , )=
qn,l,m(, , ), q = 1, 2, in (4.6). By (2.4), (5.1) and the orthogonality of the spherical
harmonic system, we derive that
N∑
k=1
(∫

2e−k()n() d+m(m+ 1)
∫

e−k()n() d
+
∫

(
2 + − 
2
4
2
)
e−k()n() d
)
u
q
k,l,m = gqn,l,m, (5.2)
where
g
q
n,l,m =
∫

e−f ql,m()n() d.
Next, let the matrices A= (an,k), B = (bn,k), C = (cn,k) and D = (dn,k), with the following entries:
an,k =
∫

2e−n()k() d,
bn,k =
∫

2e−n()k() d,
cn,k =
∫

e−n()k() d,
dn,k =
∫

e−n()k() d.
The values of an,k, bn,k, cn,k and dn,k are given in the appendix. Furthermore, let
X
q
l,m = (uq1,l,m, uq2,l,m, . . . , uqN,l,m), q = 1, 2,
G
q
l,m = (gq1,l,m, gq2,l,m, . . . , gqN,l,m), q = 1, 2.
Finally, we have from (5.1) that
[
A+
(
− 
2
4
)
B + C +m(m+ 1)D
]
X
q
l,m =Gql,m, q = 1, 2.
We now present some numerical results. We take = 3 in (4.1) and the test function
U(, , )= sin 
+ 1 sin(2) cos
2 .
To describe the numerical errors of (4.6), we set
EN,M = ‖U − uN,M‖L2 () = ‖W − wN,M‖L2().
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Fig. 1. Convergence rates withM =N.
In Fig. 1, we plot log10EN,M vs.N=M , with =1, 2, 3. They indicate the spectral accuracy of numerical
solutions. In particular, the numerical results with =2, 3 are better than the numerical results with =1
as in the usual Laguerre spectral method. It coincides with the theoretical analysis well.
6. Some concluding remarks
In this paper, we introduced a new generalized Laguerre approximation and established some error
estimates in the nonuniformly weighted Sobolev spaces for various orthogonal projections. These results
improve and generalize previously published results ( = 0 or  = 1), and are valid for the generalized
Laguerre approximationwith >−1 and > 0.They form themathematical foundation of related spectral
methods for unbounded domains. The suitable choice of  is based on the considered practical problems,
and the better choice of  depends on the asymptotic behavior of the exact solutions, which usually in
turn depends on certain coefﬁcients in underlying differential equations. Using this reason, we can solve
a large class of differential equations numerically and ﬁt the asymptotic behaviors of exact solutions more
properly.
As an example of applications, we developed the mixed spherical harmonic-generalized Laguerre
approximation, proposed a mixed spectral scheme for a model problem in three-dimensional space, and
provided an efﬁcient numerical algorithm. By the orthogonality of the spherical harmonic system, we
could evaluate all coefﬁcients of spherical harmonic expansion of numerical solution separately. This
feature saves a lot of work. Especially, it is very suitable for parallel computation. Moreover, by using
the basic results on the mixed spherical harmonic-generalized Laguerre approximation, we obtained very
sharp error estimates for the proposed scheme.
Although we only considered a simple model problem in this paper, the method developed in this paper
is also useful for other problems, such as the Black–Sholes equation, spherically symmetric solutions,
nonlinear problems and exterior problems. We shall report the related results in the future papers.
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Appendix
LemmaA.1. For any 1k, nN, we have that∫

e−n()k() d=
1

n,k , (A.1)
∫

e−n()k() d=
1
2
{(k + n+ 1)n,k − nn−1,k − kn,k−1}, (A.2)
∫

2e−k()n() d=
1
3
{[(k + n+ 2)(k + n+ 1)+ 2kn]n,k − 2n(k + n+ 1)n−1,k
− 2k(k + n+ 1)n,k−1 + n(n− 1)n−2,k + k(k − 1)n,k−2}, (A.3)∫

2e−n()k() d=
1

(2nkn,k − nkn,k−1 − nkn−1,k). (A.4)
Proof. Let = 0 in (2.6). Due to k()=L()k (), we obtain (A.1). By (2.2) and an integration by parts,
we deduce that∫

e−L()n ()L
()
k () d
= 1

∫

e−(L()n ()L
()
k ()+ L()n ()L()k ()+ L()n ()L()k ()) d
= 1

∫

e−[(k + n+ 1)L()n ()L()k ()− nL()n−1()L()k ()− kL()n ()L()k−1()] d
= 1
2
{(k + n+ 1)n,k − nn−1,k − kn,k−1}.
This implies (A.2). Next, by (A.2) and an integration by parts, we obtain that∫

2e−L()n ()L
()
k () d
= 1

∫

e−[2L()n ()L()k ()+ 2L()n ()L()k ()+ 2L()n ()L()k ()] d
= k + n+ 2

∫

e−L()n ()L
()
k ()d−
n

∫

e−L()n−1()L
()
k () d
− k

∫

e−L()n ()L
()
k−1() d
= 1
3
{[(k + n+ 2)(k + n+ 1)+ 2kn]n,k − 2n(k + n+ 1)n,k−1
− 2k(k + n+ 1)n−1,k + n(n− 1)n,k−2 + k(k − 1)n−2,k}.
So result (A.3) follows. Taking = 0 in (2.5) yields that
L
()
k ()= k(L()k ()−L()k−1()).
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Thus by (2.6),∫

2e−n()k() d=
1

(2nkn,k − nkn,k−1 − nkn−1,k).
We complete the proof. 
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