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Abstract
This note revisits an optimisation problem pertaining to the optimal har-
vesting of a marine species. The existence of solutions and the correspond-
ing optimal conditions they satisfy have already been proved. It is known
that the optimal solutions can be identified with n-dimensional shapes. We
will obtain an interesting result concerning the free boundary of the optimal
shapes. Indeed, we will prove that if a parameter in the admissible set is
kept sufficiently small then the free boundaries will be real analytic hyper-
surfaces.
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1 Introduction
This note presents an interesting free boundary result that complements those in
[12]. In this section we briefly review the essential parts of [12] that are relevant
to our goal, and close the section with our main result.
In [12], the authors consider the following reaction-diffusion equation with
logistic growth:
∂u
∂t
= ε2∆u + u − u2 + h(x, u) in Ω × (0,∞),
u(x, t) = 0 on ∂Ω × (0,∞),
u(x, 0) = u0(x) on Ω,
(1.1)
∗Behrouz.Emamizadeh@nottingham.edu.cn, School of Mathematical Sciences, University of
Nottingham Ningbo China
†Yichen.Liu01@xjtlu.edu.cn, Department of Mathematical Sciences, Xi’an Jiaotong-
Liverpool University, Suzhou, China
1
where Ω ⊆ RN (N ≥ 2), a smooth (C2 is enough) bounded domain, denotes
the inhabitant of a reproducing species (e.g. fish). The non-negative functions
u and u0 stand for the population density and initial population of the species,
respectively. The positive constant ε2 is the diffusion constant, and h(x, u) denotes
the harvesting term which accounts for the human contributions to the system.
Henceforth, we assume the harvesting is of constant type; i.e. h(x, u) = −E(x)u,
where E(x), a non-negative function, models the human efforts.
From the theory of parabolic equations, there exists a unique solution u(x, t)
of (1.1). The biological energy function associated with system (1.1) is given by:
Jε(u, E) :=
ε2
2
∫
Ω
|∇u|2dx − 1
2
∫
Ω
u2dx +
1
3
∫
Ω
u3dx +
1
2
∫
Ω
E(x)u2dx. (1.2)
It is well-known that there exists a function u∞(x) ∈ H10(Ω) such that
lim
t→∞ ‖u(x, t) − u∞(x)‖H10 (Ω) = 0,
and satisfying the following steady state equation:
−ε2∆u = u − u2 − E(x)u in Ω,
u = 0 on ∂Ω,
u ≥ 0 in Ω.
(1.3)
For a suitable harvesting effort E(x) and a small diffusion constant ε2, we know the
boundary value problem (1.3) has a unique positive solution, denoted uE ∈ H10(Ω),
which coincides with u∞. By divergence theorem, uE satisfies the following inte-
gral identity:
ε2
∫
Ω
|∇uE |2dx =
∫
Ω
u2Edx −
∫
Ω
u3Edx −
∫
Ω
E(x)u2Edx. (1.4)
For details, we refer the readers to [2, 8, 12]. A natural question arises: What
would be the best hunting strategy so that the species will not extinct and, at
the same time, the residents near the inhabitant can benefit from this supply of
food? As a start, we first observe that the strategy must manifest itself in the effort
function E(x), as this is the only human input into the system. Secondly, it is clear
that E(x) cannot be large across the inhabitant. Indeed if, for example, E(x) ≥ 1,
throughout Ω, then (1.3) implies u must be zero in Ω, which implies the extinction
of the species, a non-desirable situation. In [12], the following admissible set of
strategies is considered:
Cγ,M :=
{
E(x) ∈ L∞(Ω) : 0 ≤ E(x) ≤ M,
∫
Ω
E(x)dx = γ
}
,
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where M > 0 and 0 < γ < M|Ω|. Here, M is the maximal harvesting effort. In
the same paper, it is explained that the best strategy will be any solution to the
following minimisation problem:
inf
E∈Cγ
Φ(E), (1.5)
where Φ(E) := Jε(uE, E). From the definition of Jε and (1.4) one easily finds the
following “sign” result:
Φ(E) =
ε2
2
∫
Ω
|∇uE |2dx − 12
∫
Ω
u2Edx +
1
3
∫
Ω
u3Edx +
1
2
∫
Ω
E(x)u2Edx
= −1
6
∫
Ω
u3Edx < 0.
In a nutshell the significance of the above sign result is that numerous strategies
can be ignored in the minimisation (1.5), if the diffusion constant is not suffi-
ciently large. Indeed, when the diffusion constant fails to be large enough, the
corresponding population uE will be identically zero, hence Jε(·, E) will vanish at
uE. Thus, such a strategy cannot be optimal, according to the sign result.
It is shown in [12] (see also Theorem 2.5 below) that the optimal harvesting
problem (1.5) has a solution in Cγ,M. Moreover, each minimiser Eˆ is of bang-bang
type, i.e., a {0,M}-function, and the following optimality condition holds:
Eˆ = Mχ{uEˆ(x)≤t} for some 0 < t < maxΩ u.
Here, χF denotes the characteristic function over the set F ⊆ RN . The above opti-
mality result captures two important features. Firstly, there is a region in which no
harvesting should be implemented. In biology such a region is called the reserve
marine zone, and the existence of such regions has always been a controversial
matter amongst biologists. Secondly, the optimal condition asserts that in the har-
vesting region the effort must be gauged at the maximum possible amount i.e.
M. Moreover, this region contains a layer around the boundary of the inhabitant,
because uEˆ is continuous and vanishes on the boundary. Henceforth, we use DEˆ
to denote the region of maximal harvesting effort corresponding to the optimal
strategy Eˆ, i.e., DEˆ =
{
uEˆ(x) ≤ t
}
.
In this paper, we are interested in the regularity of the free boundary ∂DEˆ. We
shall prove that if either γ or M in the definition of Cγ,M is sufficiently small then
the boundary of DEˆ within Ω (which is a free boundary) will be real analytic. The
precise result is given in the following
Theorem 1.1. There is γ0 ∈ (0, |Ω|) such that for any γ ∈ (0, γ0), any ε ∈
(0, ε2(γ)), and any optimal configuration DEˆ which corresponds to the optimal
strategy Eˆ, we have ∂DEˆ ∩Ω is real analytic.
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In Theorem 1.1, the function ε2(γ) is defined in (2.3) below.
Remark 1.2. An immediate observation is that by scaling one can eliminate either
γ or M in the definition of Cγ,M. We choose to eliminate M, and set
Cγ :=
{
E(x) ∈ L∞(Ω) : 0 ≤ E(x) ≤ 1,
∫
Ω
E(x)dx = γ
}
.
Remark 1.3. The admissible set Cγ has been used for a variety of optimisation
and control problems, see for example [3, 5, 11]. The authors of the present
paper have also used this set in rearrangement optimisation problems, where Cγ
is formulated in terms of a rearrangement class. Indeed, if we fix a measurable
set E0 ⊆ Ω satisfying |E0| = γ, then for the rearrangement class generated by χE0 ,
denoted R, the following holds
R = {χE : |E| = γ}.
It is a well known fact that Cγ is the weak* closure (in L∞(Ω)) of R. Equivalently,
Cγ is the strong closure of the convex hull of R i.e. co(R). Another known fact is
that R is the extreme set of co(R). In many rearrangement optimisation problems,
where the admissible set is co(R), it turns out that the optimal solutions can (and
sometimes should be) selected from the extreme set, hence dramatically reduc-
ing the amount of work in relevant numerical simulations. For such optimisation
problems the reader is referred to a sample of papers [6, 9, 13].
The paper is organised as follows: In Section 2, we will include all the useful
results which assist us to prove Theorem 1.1; The last section is devoted to the
proof of Theorem 1.1.
2 Preliminaries
The boundary value problem (1.3) could only have the trivial solution; this will oc-
cur when the diffusion constant is large otherwise we are guaranteed to get a non-
trivial solution uE. These facts plus the variational formulation of uE are stated in
the following lemma. For proofs see Proposition 2.1 in [12], and Lemma 8 in [8].
Lemma 2.1. Assume that |{x ∈ Ω : E(x) < 1}| > 0. Then, there exists an ε1 =
ε1(E) > 0 such that
• When ε ∈ [ε1,∞), the problem (1.3) has only the trivial solution uE ≡ 0.
• When ε ∈ (0, ε1), the problem (1.3) has a unique positive solution uE ∈
C1,α(Ω) ∩ H10(Ω) satisfying 0 < uE(x) < 1 for all x ∈ Ω. Moreover, we have
Φ(E) = Jε(uE, E) = inf
v∈H10 (Ω)+
Jε(v, E). (2.1)
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Regarding ε1(·) the following remarks are in order; see [2, 7] for details.
Remark 2.2. The exact value of ε1(E), in Lemma 2.1, is λ1−1/2. Here λ1 denotes
the first positive eigenvalue of{ −∆z = λ(1 − E(x))z in Ω,
z = 0 on ∂Ω. (2.2)
Remark 2.3. ε1(·) is decreasing in the sense that if E1(x) ≥ E2(x) a.e. in Ω, then
ε1(E1) ≤ ε1(E2).
The dependence of the diffusion constant on E is troublesome. For this reason
we define:
ε2(γ) := sup
E∈Cγ
ε1(E), (2.3)
and state the following (see Proposition 2.3 in [12])
Lemma 2.4. The supremum in (2.3) is achieved.
We are now in a position to state the results concerning the solvability of (1.5)
and the optimality condition satisfied by minimisers, see [8], or Theorem 2.4 in
[12] for the proof.
Theorem 2.5. Given γ > 0, for ε ∈ (0, ε2(γ)), the minimisation problem (1.5) is
solvable. Moreover, for each minimiser Eˆ ∈ Cγ, there exists a t ∈ (0, 1) such that
Eˆ = χ{uEˆ(x)≤t},
where uEˆ is the unique positive solution corresponding to Eˆ as in Lemma 2.1.
The following auxiliary boundary value problem shall be used to achieve our
goals. It should be seen as the limit case (when γ → 0) of (1.3):
−ε2∆w = w − w2 in Ω,
w = 0 on ∂Ω,
w ≥ 0 in Ω.
(2.4)
Proposition 2.6. When ε ∈ (0, ε1(0)), the problem (2.4) has a unique positive
solution w ∈ C1,α(Ω) ∩ H10(Ω) ∩ C∞(Ω) satisfying 0 < w(x) < 1 for all x ∈ Ω.
Moreover, every level set of w has measure zero, i.e.,
∀ t ∈ (0, 1) : |{x ∈ Ω : w(x) = t}| = 0.
Proof. Based on Lemma 2.1 and standard elliptic regularity results, we only need
to verify the last assertion; namely, that the level sets have zero measure. To this
end we invoke Lemma 7.7 in [10]; together with the fact that 0 < w < 1, we infer
the desired result. 
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The following comparison result is standard, see [1], or Lemma 4.3 in [2], for
a proof.
Lemma 2.7. Let m ∈ L∞(Ω). Suppose that u, u ∈ H1(Ω) ∩ C(Ω) satisfy u ≤ u in
Ω, and (in the weak sense){ −ε2∆u ≤ m(x)u − u2 in Ω,
u ≤ 0 on ∂Ω,{ −ε2∆u ≥ m(x)u − u2 in Ω,
u ≥ 0 on ∂Ω,
Then, the following boundary value problem{ −ε2∆u = m(x)u − u2 in Ω,
u = 0 on ∂Ω
has a solution u ∈ H10(Ω) satisfying u ≤ u ≤ u.
An immediate consequence of Lemma 2.7 is the following:
Corollary 2.8. Assume that |{x ∈ Ω : E(x) < 1}| > 0, and let ε ∈ (0, ε1(E)).
Suppose w, u are unique positive solutions of (2.4) and (1.3) respectively. Then,
0 < u ≤ w < 1 in Ω.
Proof. We set m = u ≡ 1 and u = u. By Proposition 2.6, w is the unique positive
solution of (2.4) that satisfies 0 < w < 1 in Ω. Hence, Lemma 2.7 implies that
0 < u ≤ w < 1 in Ω. 
To prove Theorem 1.1 we shall use the following seemingly simple but pow-
erful result from [4].
Lemma 2.9. Let h(ξ) with ξ ∈ R be a locally bounded function. Let v ∈ C1(Ω)
satisfy (in the weak sense)
∆v = h(v). (2.5)
Assume at the point x0 ∈ Ω, |∇v(x0)| , 0. Then, there exists a ball B, x0 ∈ B, such
that the set,
{x ∈ B : v(x) = v(x0)}
is a real analytic hypersurface of RN .
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3 Proof of the Main Result
We begin by considering a particular case of (1.3):
−ε2∆u = u − u2 − χF(x)u in Ω,
u = 0 on ∂Ω,
u ≥ 0 in Ω.
(3.1)
Lemma 3.1. Let F ⊆ Ω with |F| = γ, and let ε ∈ (0, ε1(χF)) ⊆ (0, ε1(0)). Suppose
w, u are unique positive solutions of (2.4) and (3.1), respectively. Then, for every
p ∈ (1,∞) and α ∈ [0, 1), there is a positive constant C = C(Ω, ε, p, α) such that
(i) ‖u − w‖W2,p(Ω) ≤ C
(
γ
1
3 + γ
1
p
)
;
(ii) ‖u − w‖C1,α(Ω) ≤ C
(
γ
1
3 + γ
1−α
N
)
.
Proof. Since w ∈ H10(Ω)+, the minimality of u, see (2.1), yields
ε2
2
∫
Ω
|∇u|2dx − 1
2
∫
Ω
u2dx +
1
3
∫
Ω
u3dx +
1
2
∫
Ω
χFu2dx = Jε(u, χF)
≤ Jε(w, χF) = ε
2
2
∫
Ω
|∇w|2dx − 1
2
∫
Ω
w2dx +
1
3
∫
Ω
w3dx +
1
2
∫
Ω
χFw2dx. (3.2)
Adding the differential equation in (3.1) to the one in (2.4), multiplying the result
by u − w, and integrating over Ω, gives
ε2
∫
Ω
|∇u|2dx − ε2
∫
Ω
|∇w|2dx =∫
Ω
u2dx −
∫
Ω
w2dx −
∫
Ω
(
u2 + w2
)
(u − w)dx −
∫
Ω
χFu(u − w)dx. (3.3)
Substituting (3.3) into (3.2) yields∫
Ω
(w − u)3dx ≤ 3
∫
Ω
χFw(w − u)dx ≤ 3γ, (3.4)
where in the last inequality we have used 0 < u,w < 1 in Ω. Next, by Corol-
lary 2.8, 0 < u ≤ w < 1 in Ω. So, (3.4) leads to ‖u − w‖Lp(Ω) ≤ |Ω|
3−p
3 ‖u − w‖L3(Ω) ≤ C(Ω, p)γ 13 if p ∈ (1, 3),
‖u − w‖Lp(Ω) =
(∫
Ω
|u − w|3|u − w|p−3dx
) 1
3 ≤ ‖u − w‖L3(Ω) ≤ Cγ 13 if p ∈ [3,∞),
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where we have used the Ho¨lder’s inequality and 0 < u,w < 1 in Ω. Subtracting
(2.4) from (3.1), u − w solves the following boundary value problem{ −ε2∆(Z) = Z(1 − Z) − χF(x)u in Ω,
Z = 0 on ∂Ω. (3.5)
Applying Theorem 9.15 and Lemma 9.17, in [10], to (3.5) gives
‖u − w‖W2,p(Ω) ≤ C(Ω, ε, p)γ 13 + C(Ω, ε, p)γ
1
p for 1 < p < ∞.
Finally, the estimate (ii) follows from the Sobolev embedding W2,p(Ω)→ C1,α(Ω).

The following result is a direct consequence of the estimate (ii) in Lemma 3.1.
Proposition 3.2. For any δ > 0, there is γ0 ∈ (0, |Ω|) such that for any γ ∈
(0, γ0) and any ε ∈ (0, ε2(γ)), if we choose tγ satisfying |{w(x) ≤ tγ}| = γ (which
is possible due to Proposition 2.6) and χ{uEˆ(x)≤t} is any minimiser of (1.5), then|tγ − t| < δ and
{w(x) ≤ tγ − δ} ⊆ {uEˆ(x) ≤ t} ⊆ {w(x) ≤ tγ + δ}.
Proof. From the estimate (ii) in Lemma 3.1, we infer the existence of γ0 ∈ (0, |Ω|)
such that
∥∥∥uEˆ − w∥∥∥C(Ω) < δ2 . Let us set [Ω]s = {w(x) ≤ s} for s ∈ (0, 1), and
DEˆ = {uEˆ(x) ≤ t}. If x ∈ DEˆ, then x ∈ [Ω]t+ δ2 i.e. w(x) ≤ t + δ2 . So, DEˆ ⊆ [Ω]t+
δ
2 .
Similarly, we have [Ω]t−
δ
2 ⊆ DEˆ. Thus we obtain
[Ω]t−
δ
2 ⊆ DEˆ ⊆ [Ω]t+ δ2 .
On the other hand, the function f (r) = |[Ω]r| is continuous and increasing on
(0, 1) since level sets of w have zero measure (see Proposition 2.6). Recalling
that |DEˆ | = γ, we infer |tγ − t| < δ2 . It then follows [Ω]tγ−δ ⊆ DEˆ ⊆ [Ω]tγ+δ, as
desired. 
Proof of Theorem 1.1. First, let us focus on the boundary value problem (2.4).
As ∂Ω is C2, we infer from Hopf’s boundary point lemma, see for example,
Lemma 3.4 in [10], that |∇w(x)| > 0 on ∂Ω. Since w ∈ C1,α(Ω), there exists
tw ∈ (0, 1) such that |∇w(x)| > 0 on {w(x) ≤ tw}.
Let us set β = |{w(x) ≤ tw3 }| < |Ω| and δ = tw3 . We then infer from Propo-
sition 3.2 the existence of γ0 ∈ (0, β) such that for all γ ∈ (0, γ0), the following
holds
|tγ − t| < δ = tw3 and {uEˆ(x) ≤ t} ⊆ {w(x) ≤ tγ + δ}.
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Recalling that γ < γ0 < β = |{w(x) ≤ tw3 }|, it then follows that tγ < tw3 . Hence,
tγ + δ < 23 tw and C := minx∈A |∇w(x)| > 0 with A := {w(x) ≤ 23 tw}. So, we may
use the estimate (ii) in Lemma 3.1 to further decrease γ0, if necessary, to ensure∥∥∥uEγ − w∥∥∥C1(Ω) < C2 for γ ∈ (0, γ0) (here, Eγ is a minimiser corresponding to γ).
Observing that the inclusion {uEγ ≤ t} ⊆ A will still hold if γ decreases, we then
must have |∇uEγ | > 0 on ∂{uEγ(x) ≤ t}. To conclude, we use Lemma 2.9 as follows.
Indeed, uEγ ∈ C1,α(Ω) satisfies
∆v = h(v),
where h(ξ) = 1
ε2
χG(ξ)ξ − 1ε2 ξ(1 − ξ) ∈ L∞loc(R), with G = {ξ : ξ ≤ t}. Therefore, the
assertion follows from Lemma 2.9. 
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