Abstract-As machine learning techniques mature and are used to tackle complex scientific problems, challenges arise such as the imbalanced class distribution problem, where one of the target class labels is under-represented in comparison with other classes. Existing oversampling approaches for addressing this problem typically do not consider the probability distribution of the minority class while synthetically generating new samples. As a result, the minority class is not well represented which leads to high misclassification error. We introduce wRACOG, a Gibbs sampling-based oversampling approach to synthetically generating and strategically selecting new minority class samples. The Gibbs sampler uses the joint probability distribution of data attributes to generate new minority class samples in the form of a Markov chain. wRACOG iteratively learns a model by selecting samples from the Markov chain that have the highest probability of being misclassified. We validate the effectiveness of wRACOG using five UCI datasets and one new application domain dataset. A comparative study of wRACOG with three other well-known resampling methods provides evidence that wRACOG offers a definite improvement in classification accuracy for minority class samples over other methods.
I. INTRODUCTION
With a wide spectrum of industries drilling down into their data stores to collect previously unused data, data are being treated as the "new oil". Social media, e-commerce, and healthcare companies are refining and analyzing data with the goal of creating new products and/or adding value to existing ones. As machine learning techniques mature and find application in diverse data domains, new challenges arise from the data. One well-recognized challenge is the imbalanced class distribution problem, where one of the target classes (the minority class) is under-represented in comparison with the other class(es) (the majority class(es)). A widely accepted rule of thumb is: any dataset that contains less than ∼ 10% minority class samples is considered to be imbalanced. The class imbalance problem exists in a variety of problem domains that include network intrusion detection [1] , fraud detection [2] , oil-spill detection [3] , keyword extraction [4] , any many more, where identifying members of the minority class is critical, sometimes more so than achieving optimal overall accuracy for the majority class.
The imbalance class distribution problem has received focused attention for over a decade. The common techniques that have been investigated include: resampling, which balances class priors of training data by either increasing the number of minority class data samples (oversampling) or decreasing the number of majority class data samples (undersampling); costsensitive learning, which assigns higher misclassfication cost of minority class samples than majority class; and kernel-based learning methods, which make the minority class samples more separable from the majority class by mapping the data to a high dimensional feature space. In addition to their ease of implementation, resampling methods have been preferred over other methods for a number of reasons [5] . First, because resampling occurs during preprocessing, the approach can be combined with others such as cost-sensitive learning, without changing the algorithmic anatomy [6] . Second, theoretical connections between resampling and cost-sensitive learning indicate that resampling can alter the misclassification costs of data points [7] . Third, empirical evidence demonstrates nearly identical performance between resampling and costsensitive learning techniques [8] . Although both under-and over-sampling techniques have been improving over the years, we focus our attention on oversampling because it is well suited for the application that motivates our investigation. Moreover, as many class imbalance problems involve an absolute rarity of minority class data samples [9] , undersampling majority class examples is not advisable.
Existing oversampling approaches [10] , [11] that add synthetic minority class samples to alleviate class imbalance problem typically rely on spatial location of these samples in the Euclidean space. These approaches harvest local information of minority class samples to generate new synthetic samples that are also assumed to belong to the minority class. Although this approach may be acceptable for data sets where a crisp decision boundary exists between the classes, spatial location-based synthetic oversampling is not suitable for data sets that have overlap between the minority and majority classes. Therefore, a better idea is to exploit global information of minority class samples, which can be done by considering the probability distribution of the minority class while synthetically generating new minority class samples.
In this paper, we introduce a Gibbs sampling-based oversampling method, called wrapper-based RApidly COnverging Gibbs sampler or wRACOG, for generating and strategically selecting new minority class samples. Specifically, the proposed algorithm generates new minority class samples via Gibbs sampling by using the joint probability distribution and interdependencies of data attributes. wRACOG iteratively selects samples from the Markov chain generated by the Gibbs sampler that have the highest probability of being misclassified by a learning model (wrapper). wRACOG is based on our previous algorithm RACOG, which also uses Gibbs sampling to generate a Markov chain, but selects samples from the Markov chain using a predefined lag.
We validate our approach using five UCI datasets, carefully modified to exhibit class imbalance, and one new dataset with inherent extreme class imbalance from a pervasive computing application domain. The performance of wRACOG is compared with RACOG as well as two existing oversampling techniques (SMOTE [10] and SMOTEBoost [11] ) and an undersampling technique (RUSBoost [12] ).
II. RELATED WORK
Learning from imbalanced class datasets is a niche, yet critical area in supervised machine learning. Therefore a wide spectrum of related techniques have been proposed [13] , [14] for improved classification of minority class samples. One of the most common solutions is cost sensitive learning (CSL) which subverts the underlying assumption of classifiers that all misclassification errors are equal. By assigning a sufficiently high cost to minority class samples, the algorithm devotes more attention to these points to learn an effective class boundary. The effectiveness of CSL methods has been validated both theoretically [7] and empirically [15] . However, the application of CSL methods is restricted due to the unavailability of costsensitive implementations of well-known learning algorithms and the need to manually determine the misclassification cost of minority class samples.
A second direction involves adapting the underlying classification algorithm to consider imbalanced classes, typically using kernel-based learning methods. For instance, Wu et al. [16] propose a kernel-boundary alignment (KBA) algorithm for adjusting the SVM class boundary. KBA is based on the idea of modifying the kernel matrix generated by a kernel function according to the imbalanced data distribution. Another technique proposed by Fung et al., called the k-category proximal support vector machine (PSVM) [17] , transforms the soft-margin maximization paradigm into a simple system of klinear equations for either linear or non-linear classifiers.
The most common approach, however, is to resample, or modify the dataset in a way that balances the class distribution. Determining the ideal class distribution is an open problem [18] and in most cases handled empirically. Naive resampling methods include oversampling the minority class by duplicating existing data points and undersampling the majority class by removing chosen data points. However, random over-sampling and under-sampling increases the possibility of overfitting and discarding useful information from the data, respectively. An intelligent way of oversampling is to synthetically generate new minority class samples. For example, SMOTE [10] constructs new minority class samples that are close to existing ones by selecting a point on the imaginary line segment connecting an existing minority class sample to its k-minority class nearest neighbors in the Euclidean space. In addition, adaptive synthetic sampling technique Borderline-SMOTE [19] , generates synthetic samples only for those minority class samples that are closest to the decision boundary between the two classes. ADASYN [20] , on the other hand, uses the density distribution of the minority class samples as a criterion to automatically decide the number of synthetic samples that need to be generated for each minority class sample. There are other methods that combine the powers of resampling and ensemble learning, SMOTEBoost [11] , RUSBoost [12] , and SMOTE-Bagging [21] .
The fundamental principle of oversampling techniques such as SMOTE, Borderline-SMOTE and SMOTEBoost, is to generate new data samples that are spatially close to existing minority class samples in the Euclidean space. Ideally, the new data samples are representative of the entire minority class and not just of a local region. Therefore, in this paper we focus on satisfying the criteria of global representation of the minority class by generating multivariate samples from the joint probability distribution of the underlying random variables or attributes.
III. MOTIVATION AND APPLICATION
We are motivated to pursue this challenge by a problem in pervasive computing. Specifically, we are designing smart environments that perform health monitoring and assistance. One type of assistance that is valuable for individuals with cognitive impairment is automated prompts that aid with activity initiation and completion. We postulate that prompt timing can be automated by incorporating contextual information of an activity provided by a smart home.
To determine the ability of a machine learning algorithm to generate appropriate activity-aware prompts, we performed a study in our smart home with 128 volunteer participants, aged 50+, who are healthy older adults or individuals with mild cognitive impairment. The smart home is a two-story apartment equipped with sensors that monitor motion, door open/shut status, and usage of water, burner, and specific items throughout the apartment. Clinically-trained psychologists watch over a web camera as the participants perform 8 different activities. The psychology experimenter remotely issues a prompt when they determine that the individual is having difficulty initiating or completing an activity. Sensor events, denoted by the event date, time, sensor identifier, and message, are collected continuously, along with the prompt timings. A human annotator determines the beginning and end of an activity and its sub-steps from the sensor events and tags them with appropriate labels. On the basis of these annotations, the feature vector for every activity sub-step (which could be a collection of consecutive sensor events) present in the database is generated that consists of temporal, spatial and contextual features.
We can view automated prompting as a supervised learning problem in which each activity step is mapped to a "prompt" or "no-prompt" class label. Ground truth for the class labels is provided by the experimenter-based timing of manuallyinitiated prompts in the study. The prompting dataset 1 , as we would like to call it, has 3980 examples with 17 features. Out of the 17 features, 4 are categorical and the rest are numeric. The difficulty that is faced for the prompting problem is that the majority of activity steps are "no-prompt" cases and standard machine learning algorithms will likely map all data points to this class, which defeats the purpose of the intervention. Our goal is to design solutions to the class imbalance problem that improve sensitivity for this prompting application.
We evaluate the applicability of our algorithm on five additional real-world datasets from the UCI machine learning repository that exhibit the class imbalance problem: abalone, car, nursery, letter, and connect-4. Characteristics of these datasets are summarized in Table I . The real-valued attributes were transformed into discrete sets using equal-width binning. The multi-class datasets were converted into binary classes by choosing a particular class label as the minority class and the rest of the class labels together as the majority class.
IV. PROPOSED METHOD: WRACOG
Our proposed approach to oversampling for imbalanced class distributions uses Gibbs sampling to generate new minority class data samples. Gibbs sampling is a type of Markov chain Monte Carlo (MCMC) method which originated with the Metropolis algorithm [22] , [23] . A Markov chain is a collection of random variables with the property that, given the present, the future is conditionally independent of the past. A firstorder Markov chain is defined as a series of random variables z (1) , ..., z (M ) , such that the conditional independence property given in Equation 1 holds true for m ∈ {1, .., M − 1}.
The equation can be represented as a directed graph that forms a chain as shown in Figure 1 . A Markov chain is thus specified by the probability distribution of the initial variable P (z (0) ) and the conditional probabilities of the subsequent variables (also known as transition probabilities). Therefore, the marginal probability of a variable of interest can be expressed in terms of the marginal probability of the previous variable and the transition probability from the previous variable to the current variable (see Equation 2) .
A. Standard Gibbs Sampler
The goal of a Gibbs sampler is to create a Markov chain of random variables that converge to a target probability distribution. The approach is applicable in situations where a random variable Z has at least two dimensions (z =< z 1 , .., z k >, k > 1). At each sampling step, the algorithm considers univariate conditional distributions where each of the dimensions but one is assigned a fixed value. Rather than picking the entire collection of attribute values at once, a separate probabilistic choice is made for each of the k dimensions, where each choice depends on the values of the other k − 1 dimensions and the previous value of the same dimension. Such conditional distributions are easier to model than the full joint distribution. Figure 2 shows the algorithm for the standard Gibbs sampler. As we would explain in this section, we exploit the univariate conditional distribution of each dimension, represented by P Z i |z
, to probabilistically choose attribute values that form a new synthetically generated sample.
Fig. 2. Gibbs Sampling
Implementation of Gibbs samplers are traditionally dependent on two factors. The first factor is the number of sample generation iterations that are needed for the samples to reach a stationary distribution, that is, when the marginal distribution of Z (n) is independent of n. In order to avoid the estimates being contaminated by values at iterations before that point (referred to as the burn-in), earlier samples are discarded. The second factor is based on the fact that a sample generated during one iteration is highly dependent on the previous sample. This correlation between successive values, or autocorrelation, is avoided by defining a suitable lag, or number of consecutive samples to be discard from the Markov chain following each accepted generated sample.
B. Factoring Joint Probability Distribution
A stumbling block in successful usage of Gibbs sampling is calculating the conditional distribution that appears in Step 4 of the algorithm ( Figure 2 ) which is used to probabilistically determine attribute values for the new sample. A simplified version of the conditional distribution, shown in Equation 3, calculates a ratio between the joint probability of all attribute values for the random variable and a normalizing factor.
However, in cases of datasets which have extremely rare minority class samples and a sufficiently high dimensional feature vector, the probability of joint occurrences of other attribute values is extremely low due to an insufficient number of such minority class samples. Because the standard Gibbs sampling algorithm does not impose dependencies on attributes 
2: Build a complete undirected graph with variables in X as vertices and the weight of an edge connecting Xi and Xj by IP (Xi; Xj). 3: Build a maximum weighted spanning tree. 4: Transform the resulting undirected tree to a directed one by choosing a root variable and setting the direction of all edges to be outward from it. of the random variables, the sampling performed in Step 4 of the algorithm disallows exploration of the entire space of attributes and is therefore less likely to generate points that are consistent with such a minority class distribution. On the other hand, considering a full joint distribution will be prone to error because there are insufficient minority points to accurately estimate the probabilities that are used in Equation 3.
As we will see, the proposed algorithm explores the state space of attributes more thoroughly by factoring the largedimensional joint distribution into a directed acyclic graph (DAG) that imposes explicit dependencies between attributes. Thus, the probability of a particular data sample, x, represented as a collection of attributes {x i : 1 ≤ i ≤ M }, is computable as:
Traditionally, a DAG is constructed by learning a Bayesian network using search techniques such as hill climbing or simulated annealing. An alternative, less computationally expensive approach, is to employ the Chow-Liu algorithm (1968) described in Figure 3 , to construct a Bayesian tree of dependencies by reducing the problem of constructing a maximum likelihood tree to that of finding a maximal weighted spanning tree in a graph. Thus, the Chow-Liu algorithm runs in O(D 2 log(D)) time where D is the dimension of the data. Our algorithm employs this approach to finding a Bayesian tree among attribute dependencies. This allows each attribute (but the root) to have exactly one parent on which its value depends [24] . Figure 4 shows Bayesian trees formed from the abalone and car datasets, where attributes length and lug boot are chosen as the roots of the Bayesian trees for abalone and car, respectively. Thus the joint probability distribution in Equation 3 is now factored as follows:
C. The RACOG Algorithm
We first describe the RACOG algorithm and eventually show what improvements have been incorporated in wRACOG. The RApidy COnverging Gibbs sampler (RACOG) uses Gibbs sampling to generate new minority class samples from the probability distribution of the minority class ), that help generate samples which rapidly converge to the target (minority class) distribution, and by imposing dependencies among the attributes which form the k dimensions of the random variable.
Conventionally, the initial values of the random variable to "ignite" the Gibbs sampler are randomly chosen from the state space of the attributes. This approach requires a high burn-in period and an extremely large number of iterations for the sampler to converge with the target distribution. On the other hand, in RACOG, we choose the minority class data points as the set of initial samples and run the Gibbs sampler for every minority class sample. The total number of iterations for the Gibbs sampler is restricted by the desired minority:majority class distribution. Thus, RACOG produces multiple Markov chains, each starting with a different minority class sample, instead of one very long chain as done in conventional Gibbs sampling. As the initial samples of RACOG are chosen directly from the minority class samples, it helps in achieving faster convergence of the generated samples with the minority class distribution. This claim is validated with the help of a convergence test performed in Section VI.
There are arguments in the literature about the pros and cons of a single long Markov chain versus multiple shorter chain approaches. Geyer [25] argues that a single long chain is a better approach because if long burn-in periods are required or if the chains have high autocorrelations, using a number of shorter chains may result in chains that are too short to adequately represent the minority class. However, a single long chain requires a very large number of iterations to converge with the target distribution. Our experiments show that the argument made by Geyer does not hold when multiple chains are generated using the minority class samples as the initial samples of the Gibbs sampler.
Finally, to generate a new minority class sample, the value of an attribute i represented by z (t+1) i is determined by randomly sampling from the distribution of the state space (all possible values) of attribute i represented by While the RACOG algorithm enhances the traditional Gibbs sampler by making it suitable for class imbalanced data, this approach does not take into account the usefulness of the generated samples. As a result, RACOG might add minority Input: minority = minority class data points; N = size of minority; k = minority dimensions; β = burn-in period; α = lag; T = total number of iterations Output: new samples = new minority class samples 2: Construct Bayesian tree BT using Chow-Liu algorithm. 3: for n = 1 to N do 4:
for t = 1 to T do 6: for t = 1 to k do 7:
Simplify P Zi|z
using BT and Equation 3.
8:
where Si is the state space of attribute i. 
D. The wRACOG algorithm
The enhanced RACOG algorithm, named wRACOG, is a wrapper-based technique over RACOG utilizing Gibbs sampling as the core data sampler. The purpose of introducing wRACOG is to get rid of burn-in, lag and predefined number of iterations associated with sample selection in Gibbs sampling. By performing iterative training on the dataset with newly generated samples, wRACOG selects those samples from the Markov chain that have the highest probability of being misclassified by the learning model generated from the previous version of the dataset.
While the RACOG algorithm generates minority class samples for a fixed (predefined) number of iterations, the wRACOG algorithm keeps on fine tuning its hypothesis at every iteration by adding new samples until there is no further improvement with respect to a chosen performance measure. As our goal is to improve the performance of classifiers on the minority class, wRACOG keeps on adding new samples until there is no further improvement in sensitivity (true positive rate) of the wrapper classifier (the core classifier that retrains at every iteration) of wRACOG. This process acts as the "stopping criterion" for the wRACOG algorithm. Please note that sensitivity is not an invariant choice for the stopping criteria. Other performance measures, such as precision, Fmeasure, etc. can also be used and the choice is entirely application dependent.
At each iteration of wRACOG, new minority class samples are generated by the Gibbs sampler. The model learned by the wrapper classifier on the enhanced set of samples produced in the previous iteration is used to make predictions on the newly generated set of samples. During classification, the class labels of the new samples are assumed to be the same as the minority class because the Gibbs sampler produces new samples from the probability distribution of the minority class. Those samples that are misclassified by the model are added Perform prediction on newly generated samples using model 6: Add misclassified samples to form new train 7: Train model on new train using wrapper 8: Perform prediction on validation set using trained model and add sensitivity to slide win 9: while (σ(slide win) ≥ threshold) 10: return new train to the existing set of data samples and a new model is trained using the wrapper classifier. At each iteration, the trained model performs prediction on a held out validation set and the sensitivity of the model is recorded. Generation of new samples stops once the standard deviation of sensitivities over the past iterations falls below a threshold. As the wRACOG algorithm might end up running many iterations, the standard deviation of sensitivities is calculated over a fixed number of most recent iterations (slide win). We use the values slide win=10 and threshold=0.02 for our experiments, determined by performing an empirical study on the datasets described in this paper. The wRACOG algorithm is summarized in Figure 6 . Although wRACOG is similar to existing boosting techniques (such as AdaBoost) in the way misclassified samples are assigned higher weights to ensure their selection during random sampling in the next boosting iteration, there are a number of major differences. Firstly, while in traditional boosting, both training and prediction are performed on the same set of data samples, wRACOG trains the current hypothesis on the data samples from the previous iteration and performs prediction only on the newly generated samples from the Gibbs sampler. Secondly, there is no concept of changing weights of the samples before resampling, as the newly generated samples are directly added to the existing set of samples. Thirdly, wRACOG does not use weighted voting of multiple hypotheses learned at every iteration. Instead, it employs multiple iterations to fine tune a single hypothesis. We hypothesize that by applying this approach we can reduce the generation of redundant samples to converge more closely to the true distribution of the minority class, and also reduce the overhead of generating multiple hypotheses as is employed by traditional boosting techniques.
V. EXPERIMENTAL SETUP
We hypothesize that Gibbs sampling, with additional modeling of attribute dependencies, will yield improved results over existing resampling methods for problems that exhibit class imbalance. We compare the performance of the classifiers on datasets preprocessed by wRACOG, RACOG, and three well-known sampling techniques, against the datasets with no preprocessing (henceforth named Baseline). SMOTE: SMOTE [10] oversamples the minority class by creating "synthetic" samples based on spatial location of the samples in the Euclidean space. Oversampling is performed by considering each minority class sample and introducing synthetic examples along the line segments joining any or all of the k-minority class nearest neighbors. The k-nearest neighbors are randomly chosen depending upon the amount of oversampling that is required. Synthetic samples are generated in the following way: First, the difference between the minority class sample under consideration and its nearest neighbor is computed. This difference is multiplied by a random number between 0 and 1, and it is added to the sample under consideration to form a new sample. Consequently, by adding diversity to the minority class, this approach forces the decision boundary between the two regions to be crisper. However, as SMOTE does not rely on the probability distribution of the minority class as a whole, there is no guarantee that the generated samples would belong to the minority class, especially when the samples from the majority and minority classes overlap [26] . We use SMOTE to produce a 50:50 distribution of minority and majority class samples, which is considered as near optimum [27] .
SMOTEBoost: By using a combination of SMOTE and a standard boosting procedure, SMOTEBoost [11] models the minority class by providing the learner with misclassified minority class samples from the previous boosting iteration and a broader representation of those samples achieved by SMOTE. The inherent skewness in the updated distribution is rectified by introducing SMOTE to increase the number of minority class samples according to the new distribution. SMOTEBoost maximizes the margin of the skewed class dataset and increases the diversity among the classifiers in the ensemble by producing a unique set of synthetic samples at every iteration. Although iterative learning of the weak learner by the boosting procedure attempts to form a hypothesis which improves the classification of minority class samples, the quality of the generated samples is still dependent on the spatial location of minority class samples in the Euclidean space, as is done by SMOTE. Moreover, if SMOTEBoost executes SMOTE k times (for k boosting iterations), generating k × (#majority class samples −#minority class samples) samples is computationally expensive.
RUSBoost: RUSBoost [12] is very similar to SMOTEBoost, but claims to achieve better classification performance on the minority class samples by randomly under-sampling (RUS) the majority class. Although this method results in a simpler algorithm with a faster model training time, it fails to achieve desired performance (explained later in Section VI) as claimed by Seiffert et al., especially when the datasets have an absolute rarity of minority class samples. As most of the data sets under consideration have an absolute rarity of minority class samples, the class imbalance ratio has been set to 35:65 (minority:majority). The choice of class distribution is based on the empirical investigations performed by Khoshgoftaar et al. [28] which verify that a 35:65 class distribution would result in better classification performance than a 50:50 class distribution when samples from one class are extremely rare as compared to others. wRACOG and its predecessor RACOG are compared with the aforementioned alternative sampling techniques. RACOG oversamples the minority class to achieve a 50:50 class distribution. Therefore, the total number of iterations is fixed and is determined on the basis of (#majority class samples −#minority class samples), burn-in and lag. A burn-in period of 100 and a lag of 20 iterations are chosen as the convention in the literature [29] to avoid autocorrelation among the samples generated by the Gibbs sampler. wRACOG, on the other hand, adds samples to the minority class until the standard deviation of sensitivity (true positive rate) over the 10 recent iterations falls below an empirically determined threshold. The classifiers presented in Table II are used as wrapper classifiers and are trained on an enhanced dataset at every iteration of wRACOG.
We choose four of the best-known classifiers in machine learning to evaluate the performance of the proposed method and other sampling approaches: decision tree, SVM, k-nearest neighbor and logistic regression. We performed parameter tuning of the chosen classifiers on the baseline data before pre-processing. The parameter values of the classifiers that performed best on the baseline datasets are used in conducting experiments with the existing and proposed sampling approaches. Table II lists parameter values for the corresponding  classifiers.   TABLE II. CLASSIFIERS All experiments are performed using 5-fold cross validation where prediction is performed on unsampled heldout data. We report the following performance measures in this paper: Sensitivity (true positive rate), G-mean ( √ true positive rate × true negative rate), and Area Under ROC Curve (AUC-ROC).
VI. RESULTS AND DISCUSSION
The primary limitation of classifiers that model imbalanced class datasets is in achieving desirable prediction accuracy for the minority class. That is, the sensitivity is typically low assuming that the minority class is represented as the positive class. The proposed approach places emphasis on boosting the sensitivity of the classifiers while maintaining a strong prediction performance for both of the classes, which is measured by G-mean. However, we understand that the choice of performance measure that needs to be boosted when dealing with class imbalanced dataset is tightly coupled with the application domain. Moreover, finding a trade-off between improving classifier performance on the minority class in isolation and on the overall dataset should ideally be left at the discretion of the domain expert. We compare the sensitivity of the C4.5 decision tree across all six approaches in Figure 7 . From the figure it is quite evident that both wRACOG and RACOG perform better than the other methods, although the variation in performance of RACOG and wRACOG is not significant. RUSBoost fails by performing nowhere close to the oversampling techniques. The poor performance of RUSBoost can be attributed to the rarity of minority class samples in the datasets under consideration. When the minority class samples are already rare, random under-sampling of the majority class to achieve a 35:65 class distribution, as is done by RUSBoost at each iteration, makes the majority class samples rare as well. Thus, the weak leaner of RUSBoost does not learn anything on the majority class which increases the error rate of the hypothesis at every iteration. Both SMOTE and SMOTEBoost are good contenders, although SMOTEBoost outperforms SMOTE in most of the cases. Although wRACOG performs better than RACOG on four datasets, they perform equally well for the car and nursery datasets. We verify the statistical significance of these improvements using a Student's t test. RACOG and wRACOG do exhibit significant (p < 0.05) performance improvement over SMOTEBoost. Experimental results using other classifiers and statistical significance of the performance improvements (in bold) of RACOG and wRACOG over SMOTEBoost are given in Tables V, VI and VII. Because the sampling techniques boost the minority class, there is a tendency for the false positive rate to increase (see Table III ). However, the increase in false positive rate is not very significant and therefore it does not affect the G-mean scores. Figure 8 reports the G-mean scores of C4.5 decision tree on all the methods when tested with the six datasets. Clearly, RACOG and wRACOG result in a superior performance over SMOTE and SMOTEBoost. However, SMOTEBoost is a very strong contender.
In Figure 9 , we plot the ROC curves produced by the different approaches on each of the 6 datasets when evaluated with a C4.5 decision tree. For the prompting, abalone and car datasets, Baseline and RUSBoost do not perform any Table IV . For the letter and connect-4 datasets, the AUC-ROC for SMOTEBoost is higher than RACOG and wRACOG. However, no statistically significant improvement of RACOG and wRACOG was found over SMOTEBoost based on AUC-ROC. As there is no clear winner between RACOG and wRACOG on any of the performance measures we do not conduct any statistical significance test between them.
Convergence Diagnostic Test: In the current work we explore the strengths of Markov chain Monte Carlo techniques, specifically Gibbs sampling, to generate new minority class samples. A major issue for the successful implementation of any MCMC technique is to determine the number of iterations required for the generated samples to converge to the target distribution. Researchers in econometrics [30] use formal methods such as the Raftery-Lewis test [29] to make this determination. Given outputs from a Gibbs sampler, the Raftery-Lewis test provides the answer to: how long should we monitor the chain of samples? Here, one specifies a particular quantile q of the distribution of interest (typically 2.5% and 97.5%, to give a 95% confidence interval), an accuracy σ of the quantile, and a power 1 − β for achieving this accuracy on the specified quantile. These parameters are used to determine the burn-in (M ), the total number of iterations required to achieve the desired accuracy for the posterior (N ), the appropriate lag (k), and the number of iterations (N min ) that would be needed if the samples represented an independent and identically distributed (iid) 2 chain, which is not true in our case because of the autocorrelation structure present in the Markov chain of generated samples. These output values can be combined We perform the Raftery-Lewis test for the methods under consideration. From Figure 10 it is evident that convergence is almost achieved by both RACOG and wRACOG for the prompting and letter datasets. However, the wRACOG i-stat value is greater than the RACOG value for the remainder of the datasets. Although this indicates that wRACOG could not converge to the target minority class distribution for the abalone, nursery and car datasets, we have seen that wRACOG's sensitivity and G-mean are better or at par with RACOG. Therefore, one explanation is that convergence (not necessarily probabilistic) here is subjective as it is tightly coupled with the application.
We further analyze the convergence of RACOG and wRACOG in terms of the number of iterations the Gibbs sampler undergoes to achieve the i-stat value. From Figure  11 we notice that wRACOG generates much fewer (except Fig. 11 . Comparison of total number of iterations required by different methods to achieve given i-stat for connect-4 dataset) number of iterations (∼ 63%) than RACOG. This explains the poor performance of wRACOG in terms of probabilistic convergence on the Raftery-Lewis test. However, the sensitivity and G-mean scores are not affected by the reduction in the number of iterations. The number of samples added to the baseline datasets by the different oversampling algorithms for achieving the reported performance is also an important parameter to analyze. Ideally, we would want to obtain a high performance by adding as less number of samples as possible. Figure 12 illustrates the number of samples added by the different approaches. As the number of samples added by SMOTEBoost is far higher than other methods, we present log 10 values of the number of added samples for better representation. SMOTE and RACOG try to achieve a 50:50 class distribution and thus add samples accordingly. SMOTEBoost requires ten boosting iterations to produce ten hypotheses on which weighted voting is performed while prediction. The hypothesis learned at each iteration h t : X × Y −→ [0, 1], stores the samples generated by SMOTE at every iteration. Hence, SMOTEBoost adds ten times the number of samples added by SMOTE. Whereas, wRACOG requires a fraction (∼ 56%) of the number of samples generated by SMOTE and RACOG, and (∼ 5.6%) of the number of samples generated by SMOTEBoost, to obtain superior performance. We attribute this behavior to wRACOG's sample selection methodology which ensures the diversity in the samples that are added.
VII. CONCLUSION
In this paper, we propose a Gibbs sampling-based algorithm for generating new minority class samples for class imbalanced datasets. A Bayesian tree-based approach is used to impose dependencies among data attributes. wRACOG iteratively selects samples from the Markov chain generated by the Gibbs sampler that have the highest probability of being misclassified by a classifier. Experiments with wRACOG on a wide variety of datasets and classifiers indicate that the algorithm attains higher sensitivity than other methods, while maintaining higher G-mean. This supports our hypotheses that generating new samples by considering the distribution of minority class samples is a good approach to address class imbalance. However, the datasets used in the experiments do not have very high dimensions nor are the training samples in millions. In our future work, we will consider very large (in terms of dimension and cardinality) datasets. We will also take into account extreme class imbalance situations, as it occurs when the minority class is < 1% of the total number of samples.
