Abstract-ASA captures the degree of burial or surface accessibility of a protein residue. It is a very important indicator of the behavior of amino acids within a protein as well. It can be used to find protein interactions, interfaces, folding states, etc. Calculation of the ASA requires the presence of the structure of the protein. However, structure determination for proteins is expensive and requires significant technical effort. As a consequence, the prediction of ASA is a very important and fundamental problem in Bioinformatics and Proteomics.
Abstract-ASA captures the degree of burial or surface accessibility of a protein residue. It is a very important indicator of the behavior of amino acids within a protein as well. It can be used to find protein interactions, interfaces, folding states, etc. Calculation of the ASA requires the presence of the structure of the protein. However, structure determination for proteins is expensive and requires significant technical effort. As a consequence, the prediction of ASA is a very important and fundamental problem in Bioinformatics and Proteomics.
In this work, we have investigated self-taught machine learning methods along with deep neural network to predict the residue level accessible surface area (ASA) of a protein. We have found that deep learning neural networks can predict the ASA of the residues in a protein accurately. Furthermore, the proposed deep learning based method does not require the use of computationally demanding features such as the position specific scoring matrix (PSSM) which have been used in previous works. A simple Blosum62 matrix based position dependent representation of amino acids in a sequence window gives comparable performance. This is particularly attractive for proteome wide prediction of ASA.
We have used various self-taught learning schemes for obtaining an optimal feature representation from unlabeled data. These include a sparse and regularized autoencoder neural network and a dictionary based learning scheme. We have used unlabeled data from the protein universe in an attempt to improve the feature representation. We have also evaluated the performance of a stochastic gradient based predictor of accessible surface area for different feature representations.
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I. INTRODUCTION
Accessible surface area (ASA) of a protein residue is a measure of its solvent exposure. Determining the ASA of a protein residue requires that the structure of the protein is known. However, protein structure determination requires significant technical effort and is an expensive endeavor. As a consequence, computational prediction of ASA from a protein sequence is an important application area in Bioinformatics and Proteomics. ASA also allows prediction of many other properties of proteins like residue depth, hydrophobicity, transmembrane topology, binding associated conformational changes, folding states, structural folds [2] , flexibility [1] and hotspots.
There are many methods to predict solvent accessibility of proteins. Earlier methods treat solvent accessibility as multistate classification problem and solved it using SVM [4] , two stage SVM [5] , neural networks [6] and bidirectional recurrent neural networks [7] .
Ahmad et al. [8] modeled ASA prediction as a regression problem. The real values of ASA are more meaningful information in comparison to classifying residues as buried or surface exposed. Several other methods also predict continuous real value of ASA using different features. These include support vector regression using neighborhood information [9] [10], feed forward and recurrent neural networks using Position Specific Scoring Matrix (PSSM) based features [11] and a neural network based method using multiple sequence alignments [12] .
Recently, machine learning strategies have been proposed to predict multiple properties of proteins simultaneously. Adamczak et al. [13] have predicted secondary structure and solvent accessibility simultaneously. Deep neural networks have been used for prediction of local structural properties of proteins. Qi et al. [14] proposed a unified multi-task architecture of deep neural networks using PSSM and neighborhood information. This framework predicts multiple local properties of proteins including solvent accessibility. However, they have treated ASA prediction as a classification problem. Recently Heffernan et al. [15] developed a method using iterative deep neural network to predict secondary structure, solvent accessibility and torsional angles. They used PSSM based features as input to neural network. These methods have improved prediction results using deep neural networks. However, their approach uses PSSM which requires sequence alignment against a large protein database such as the non-redundant Protein Data Bank (PDB) or Uniprot. The calculation of the PSSM is very time consuming and requires significant computational resources for operation at the proteome level.
In this work, we have investigated the use of self-taught learning and a deep neural network framework for prediction of residue level ASA. The application of self-taught learning allows us to learn a set of features directly from a simple numeric representation of the protein sequences. Self-taught learning [16] produces an optimal set of features in an unsupervised manner using unlabeled data. Our experiments show that these features, which can be computed very quickly from the sequence of the protein, offer roughly the same level of accuracy as PSSM features. We used two different selftaught learning schemes: sparse autoencoders [17] and dictionary learning algorithm [18] . For classification, we compared a Stochastic Subgradient Optimization based Large Margin Regressor and a multilayed deep neural network.
The rest of the paper is organized as follows: Section II presents details of the data set and cross-validation protocol used for performance evaluation in this work. Section-III renders the results and a detailed discussion. Section-IV presents the conlusions based on our findings along with directions for future work.
II. MATERIALS AND METHODS
We model the problem of predicting ASA as a regression problem. This section provides details on the dataset that we have used and the various techniques for self-taught learning and classification used in this work.
A. Dataset and Preprocessing
For training and performance evaluation, we use the Protein-Protein Docking Benchmark 4.0 [22] . This data set contains 343 protein structures for which the true values of residue level ASA are computed using STRIDE [23] . All protein sequences shorter than 30 amino acids in length are removed from the dataset as they do not provide enough neighborhood information for feature calculation. Proteins having pairwise sequence similarity of more than 30% are excluded using CD hit tool. Some PDB files contain more than one chains. Each chain of the proteins in the data set is treated separately. Before ASA calculation using Stride, the PDB files are cleaned using Pymol to remove HETATM (heterogeneous atoms) which are not part of protein sequence. Also some PDB files contain residues other than 20 standard amino acids called as unclassified residues. These residues are removed as presence of HETATM and unclassified residues pose errors while computing ASA using STRIDE. After these preprocessing steps, we were left with a dataset of 63942 examples from 343 unbound protein chains.
To perform 10-fold cross-validation, we divided the dataset into ten groups each containing equal number of data and target values. One group was chosen as testing set while nine groups are merged to form training set. To measure the performance of SVR in this application, Pearsons correlation coefficient between predicted and observed relative ASA values are calculated.
B. Feature Extraction
A feature vector x i representing a residue is extracted by a sliding window over the protein sequence. The window size is set at 21 residues. We found that the size of the window size has a very limited effect on prediction accuracy. The true ASA value is computed for the central residue of each window using Stride. We then compute the relative ASA (RASA) of a residue X by Normalizing its ASA in the protein with the ASA obtained for an extended Ala-X-Ala conformation. We use the relative ASA for prediction and training in this work.
We used three different types of features for representing the sequence of a window numerically:
Three different data representations are used to compare their effects on prediction of ASA values.
• Position Dependent Features (PD): In this representation, each residue in the window is coded by a 20-dimensional binary vector indicating the type of the residue.
• Blosum62 Features: These features represent a residue by its corresponding row in the Blosum 62 substitution matrix. The Blosum 62 is a 20×20 dimensional substitution matrix for sequence alignment in which score for substitution of one amino acid in place of another amino acid is given. Similar amino acids have higher score as compared to dissimilar ones.
• PSSM Features: For comparison, we use the position specific scoring matrix as a baseline. The PSSM is obtained by performing Multiple Sequence Alignment. The Frequency of each residue at particular location is obtained and the logarithm of its frequency with respect to the background frequency is computed. It is a measure of presence of a specific amino acid at a specific location.
Please note that, for the chosen window size of 21, all three feature representations produce a 420 dimensional feature vector for a single window. The position dependent representation is the simplest but it does not model the similarities between amino acids. For this purpose, the Blosum62 feature representation is more suitable. The PSSM features capture evolutionary information but take significantly more time and resources for their computation.
We then experimented with three different self-taught learning schemes as discussed below.
C. Sparse Autoencoder
The Sparse autoencoder [17] is one of the approaches to use unlabeled data to learn important features automatically. It has outperformed best sophisticated hand-engineered features representations in case of images, audio and text data. It is implemented using a feed forward auto-encoding neural network with sparsity control. Specifically, a sparsity enforcing constraint is imposed to limit the number of active hidden nodes in the neural network to reduce redundancy in the data to learn important structures in the input features.
The Sparse autoencoder will learn a set of basis vectors φ i such that we can represent an input feature vector x as linear combination of those basis vectors.
Then coefficients of activations a i 's is used as the new feature vector. The autoencoder requires a set of unlabeled data x
as input. The cost function for the sparse autoencoder consists of three terms as follows:
The first term is the average of the squared norm of reconstruction errors. h W,b is the logistic activation function at the output layer of the neural network. The second term is regularization term which will decrease the magnitude of weights and prevents overfitting. λ w is the associated regularization parameter. Third term is the sparsity term. It uses the Kullback-Leibler (KL) divergence to enforce sparsity by forcing the outputs of neural network layers to have low activations. The degree of sparsity is controlled by the parameter λ sparsity and the desired average activation p in the KL Divergence function.
We implemented the autoencoder in Python and compared its performance using the sparse autoencoder in theanets [24] [17] . The desired average activation of hidden units p = 0.01, sparsity controlling parameter λ sparsity = 0.00003 and regularization parameter λ w = 0.003 have produced best results. After training the sparse autoencoder, we forward propagated the labeled data to represent it as activation of hidden units and used them as features in classification.
D. Dictionary Learning
Dictionary learning [18] is another method for modeling the sparse representations of data. In this method, any ndimensional input vector x is represented as a linear com-
While computing dictionary, an additional constraint is imposed that weight vector of the linear combination w is sparse. This means that x is only represented as a linear combination of few codes from dictionary. This problem can be formulated as follows: Given k data points each of n-dimensions represented as 
We used the built-in dictionary learning module in the Scikit learn package [25] . We used a dictionary of size 420×1680 with an unlabeled data of size 420×16869. Once the dictionary is computed, labeled data is transformed using this pre-computed dictionary. Transformed data is of dimensions 1680×63942. The only tuning parameter is the regularization parameter α which is set to be 0.05 using grid search. The Transformed data is given as input features to the classifier.
E. Deep Neural Network
Deep learning is a new area of machine learning with purpose of learning higher level abstractions in data using complex structures or multiple nonlinear transformations. Deep learning also allows automatic learning of structures and features for a given data set. One of the simplest example of deep learning is multilayer perceptron or feedforward neural network with multiple layers [21] . In a deep neural network, each layer trains on a distinct set of features based on the previous layers output and captures specific structures in the data.
We have implemented a deep neural network based regressor using the Theanets package for neural networks. Only labeled data is used to train the network. The Network consists of three hidden layers each having 1500 nodes along with a 420 dimensional input layer. Deeper neural network architectures did not seem to offer any improvement in terms of results. We used the gradient descent based learning algorithm rmsprop with an adaptive learning rate. The network involves regularization terms to prevent overfitting. This is achieved by limiting the values of the weight vector. The Regularization parameter and learning rate are set to 0.01 and 0.0001, respectively. All of these parameters are selected using grid search.
F. Support vector Regression
For classification of features obtained from self-taught learning, we have used both a regular support vector regressor and our own implementation of a stochastic subgradient based regression algorithm.
The prediction output of the SVR can be written as:
Here, Φ(x) is the non-linear mapping of feature vectors and b is the bias. The weight vector components w j and b are estimated by minimizing the norm of the weights, w 2 , and the empirical risk function on the training samples. In particular, the -insensitive loss function is used here to minimize the errors. It is defined by
The complete formulation of the SVR can be written as:
Where C is a user specified regularization parameter and n is the total number of training examples. Regularization constant is to set trade-off between prediction error and complexity of model. Smaller value of C will simplify the model while larger value of C will cause over-fitting.
The problem can be transformed into constrained optimization problem by using slack variables. This constrained optimization problem is solved by adding Langrange multipliers and dual form of the problem is developed. If the data is not linearly separable, it can be transformed to an alternate feature space using a nonlinear kernel function. We have used a Radial Basis Function (RBF) in this work given by:
Here, parameter γ controls the locality of the classifier. The Dual form of above mentioned problem is solved by using quadratic programming solver [19] . The parameter of theinsensitive loss function was set as 0.01. Various values of C and γ were tried and we obtained best results for C = 0.1 and γ = 0.1 using grid search.
G. Stochastic Subgradient Optimization based Regressor (SSGO)
Quadratic optimization problem formulated above is time consuming for large datasets such as ours. As a consequene, we implemented a stochastic sub-gradient descent based solver inspired from Pegasos [20] . It has significant advantegs over other convex optimization algorithms in terms of its time complexity which is independent of the number of data points [20] . For linear kernels, the total run-time of this algorithm is O( The Pseudo code for linear form of SSGO algorithm is shown in Algorithm 1.
Here, S is set of data and target values, λ is regularization constant, T is number of iterations and η = 1 λt is called learning rate. It is implemented using the numpy package for array operations in Python.
III. RESULTS AND DISCUSSION
The results of different classification and self-taught learning schemes for all 3 feature representations are given in I. As a baseline, we used the PSSM based features for which we obtained a Pearson correlation score of 0.64 with the standard SVR and 0.63 with our implementation of the SSGO based solver. This shows that our SSGO based solver, which is more scalable and computationally efficient, gives the same performance as the state of the art classifier. On a standard machine with i7 processor and 8GB RAM, it took about 10 hours to optimize the regular SVR over our data set whereas the stochastic sub-gradient based regressor takes only 10 minutes. Figure 1(a) shows the scatter plot between trye and predicted ASA values. For further experiments on features computed from self-taught learning schemes, we used the SSGO based SVR.
Next, we compare the performance of PD and Blosum62 features with the PSSM features directly. Both these features give lower Pearson correlation scores in comaprison to PSSM features. This is not unexpected since the PSSM features, by design, carry more information. PSSM features are computed from the local alignment of a given protein with a non-redundant set of sequences in the protein universe. As a consequence, PSSM features contain evolutionary and neighborhood information which is not captured by the PD or Blosum62 features. However, computing the PSSM features is computationally complex and it takes significant resources if these features are to be computed for a whole proteome. On the other hand, both PD and Blosum62 features are very simple to construct. On average, it took more than 30 minutes to compute the PSSM features of a single protein whereas the PD and Blosum62 features can be computed in less than a second. In comparison to PSSM features, these results show that PD and Blosum features are highly attractive for a proteome level implementation where the number of proteins can be very large.
In order to investigate the question of whether self-taught learning algorithm can improve the basic PD and Blosum62 feature representations for our prediction task or not, we evaluated classification performance for features obtained from the sparse autoencoder and dictionary based learning. We found that the results of these methods are comparable to those obtained for the original feature representations. As a baseline, we compared with a conventional Principal Component Analysis (PCA) approach using a variance capture threshold of 0.95. It can be seen that the self-taught learning features and PCA perform poorly in comparison to the PSSM based features. This holds true even when a QP solver is used for the SVR. We think that this observation may be a consequence of the fact that our chosen features are already sparse.
We also tested our hypothesis of whether a regularized feed-forward back-propagation deep neural network can offer improved classification performance or not using simple PD and Blosum62 features. We found that deep learning does improve the prediction accuracy in comparison to the original Blosum62 features. We have obtained a Pearson correlation score of 0.58 which is very close to the PSSM based results for which its value is 0.63. However, we did not observe such an improvement for the PD features. We attribute this to the fact that Blosum62 features capture the substitution probability of amino acids and, as a consequence, contain more information than the PD features. Furthermore, Blosum62 features are also less sensitive to position in comparison to PD features. The scatter plot between actual and deep neural network based predictions of ASA using Blosum62 features are shown in Figure 1(b) .
IV. CONCLUSION AND FUTURE WORK
The primary finding of our work is that a deep neural network based predictor of ASA using simple Blosum62 features offers a prediction performance close to the state of the art results obtained with PSSM features. PSSM features are computationally very demanding to compute and can be replaced with simpler Blosum62 features with only minimial loss in classification performance.
We also demonstrate that a stochastic subgradient based linear SVR offers the same classification performance as a regular SVR. However, the SSGO based approach is an order of magnitude faster in comparison to the conventional SVR during training. This model allows learning from large data sets in an efficient manner.
The results of this paper indicate that self-taught learning schemes such as a sparse autoencoders or dictionary learning did not seem to improve prediction performance. We did not observe any significant improvement in the results over the basic PD and Blosum62 features. However, we would like to point at that there are a number of opportunities to use unlabeled data for obtaining an optimal set of features for classification and regression problems in protemics. A Large amount of unlabeled data is available in the form of protein sequences. According to statistics, about 30 million protein sequences are available in non redundant database but structural information of only 1,12,561 proteins is available [26] . It can urge researchers to use these algorithms and unlabeled data to solve problems in Bioinformatics. In future these algorithms can be used to predict multiple properties simultaneously as it has shown improvement in performance of predictors using deep neural networks [13] [15] [14] .
