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\The problems of cryptography and secrecy systems furnish an
interesting application of communication theory. In this paper a
theory of secrecy systems is developed. The approach is on a theo-
retical level and is intended to complement the treatment found in
standard works on cryptography. There, a detailed study is made
of the many standard types of codes and ciphers, and of the ways
of breaking them. We will be more concerned with the general
mathematical structure and properties of the secrecy systems."
Claude E. Shannon




Ce document constitue le dossier en vue d'une d'habilitation a diriger des
recherches soumis a l'Universite de Paris 7. Il est constitue
1. d'un chapitre d'introduction (pp. 5{13),
2. d'une premiere partie qui eectue un travail de synthese dans le do-
maine du chirement symetrique (en francais), illustree de quelques
uns de mes resultats (pp. 15{100),
3. d'un ensemble d'annexes qui sont la copie in extenso de mes articles
les plus signicatifs (en anglais), dont certains sont mentionnes dans la
premiere partie (pp. 101{251). Leur mise en page a pu e^tre legerement
modiee dans un but purement editorial et completee par une courte
note preliminaire, parfois par un erratum. Leurs bibliographies ne pa-
raissent pas car elles ont ete fusionnees avec celle du memoire (pp. 253{
262),
4. d'une liste de notations et d'un index pour faciliter l'acces au document
(pp. 263{275),
5. d'un curriculum vit qui contient notamment une liste de publications
complete (pp. 275{280).
On pourra se referer a la table des matieres situee a la n de ce document.
Mes recherches concernent la cryptologie : aussi bien la cryptographie
que la cryptanalyse. Le domaine de la clef secrete (chirement symetrique),
represente une part plus importante de mon travail et sera donc le theme
essentiel de mon memoire. J'ai egalement contribue au theme de la clef pu-
blique (chirement asymetrique) pour lequel on trouvera en annexes trois





La cryptologie, denie par Jacques Stern comme \science du secret" est vieille
de plusieurs millenaires d'histoire. Ses fondements modernes ne datent ce-
pendant que de la revolution technologique, avec l'arrivee du telegraphe, de
l'ordinateur, etc. Ce sont en fait la seconde guerre mondiale, puis la guerre
froide qui ont le plus contribue a son developpement, mais sous la forme d'une
\cryptologie d'Etat". Dans les annees 1970, les americains et les sovietiques
rivalisaient dans une course technologique pour la conque^te de l'espace et
de l'armement. De maniere symptomatique, le journal televise commencait
en France par un gros plan sur un mysterieux telescripteur presente sous
cloche. L'information, tout comme la technologie, etait alors le privilege de
l'Etat, dans les pays industrialises. Dans les annees 1970, la cryptologie devint
egalement un reel besoin industriel, et l'Etat americain proposa un procede
de chirement standard | DES1, fonde sur la notion de cryptographie a clef
secrete, ou le chirement et le dechirement utilisent une me^me clef (ce qui
les rend symetriques).
La recherche publique en cryptologie prit a cette epoque de l'ampleur sous
l'impulsion de Whit Die, de Martin Hellman et de quelques autres pion-
niers qui inventerent la notion de \clef publique". Dans ce nouveau procede,
on utilise des clefs dierentes pour le chirement (une clef publique) et le
dechirement (une clef secrete), ce qui les rend asymetriques. La recherche
s'orienta au debut vers des theories \conceptuelles" comme la theorie des
nombres, celle de la complexite algorithmique et l'algebre moderne, et prit
une telle importance que l'on crea en 1981 la premiere edition de la serie de
colloques Crypto.
De leur cote, les chercheurs en chirement symetrique se focaliserent dans
les annees 1980 sur les mysterieuses proprietes combinatoires des bo^tes S de
DES sans que ces recherches ne debouchent sur de veritables applications.
Cela permit toutefois de developper d'elegantes theories mathematiques, mais
rendit ce secteur encore plus deroutant.




domaine hermetique qui connaissait de profonds changements. Je fus etonne
de constater que l'on pouvait facilement se lancer dans l'attaque de fonctions
cryptographiques sans l'aide de theorie veritablement profonde, mais avec
tous les moyens du bord (rigoureux ou non). De telles attaques avec des
manipulations \au niveau du bit" ressemblaient plus a des solutions de casse-
te^te mathematiques. D'ailleurs, Kevin McCurley, actuel president de l'IACR2
resuma de maniere provocante l'aspect anarchique de ce secteur en parlant
de \dirty bit tricks".
A la me^me epoque, Eli Biham et Adi Shamir s'acharnaient a attaquer
DES et developperent la technique de cryptanalyse dierentielle. D'autres
attaques de caractere general suivirent quelques annees apres, et il y eut
une veritable volonte de poursuivre ces recherches. Ross Anderson crea ainsi
en 1993 une serie de colloques annuels dediee a ce domaine : Fast Software
Encryption.
Vingt cinq ans apres l'apparition de DES, l'information n'est plus le pri-
vilege des Etats, mais est accessible a tous par Internet, le telephone cellu-
laire, la television numerique, ... L'economie conna^t en ce moment une forte
reprise sous l'inuence, notamment, des secteurs qui creent des produits im-
materiels comme le service ou le logiciel. Les produits cryptologiques, enn,
sont des biens deployes massivement, que l'on retrouve tous dans nos por-
tefeuilles (sous la forme de cartes a puce), nos telephones ou nos disques
durs. Symbole d'une epoque revolue, DES est maintenant abandonne par le
gouvernement americain, et la Chambre de Commerce a lance un nouveau
processus de standardisation, ouvert et international cette fois, qui aboutira
a un procede AES3.
Le moment est donc ideal pour tirer un bilan de vingt cinq ans de re-
cherches sur le chirement symetrique. Bien que de nombreux chercheurs
considerent ce secteur comme s'il etait reste a un stade empirique, je pense
au contraire qu'il est a present possible d'ebaucher une \theorie du chire-
ment symetrique". L'ambition de ce memoire est d'en faire l'essai tout en
presentant mes propres travaux.
Outre la separation entre clef secrete (chirement symetrique) et clef pu-
blique (asymetrique), on fait stricto sensu une distinction entre la crypto-
2International Association for Cryptologic Research. La recherche en cryptologie est
geree par l'IACR. Cette association organise les conferences Crypto (depuis 1981) et Eu-
rocrypt (depuis 1982) | a present annuelles |, et edite le Journal of Cryptology qui est
la reference du domaine. D'autres conferences importantes sont organisees en parallele,




graphie, dans laquelle on propose des algorithmes pour proteger l'informa-
tion, et la cryptanalyse, ou l'on cherche a demontrer que l'on obtient une
reelle securite ou non. Les concepteurs des algorithmes cherchent cependant
a demontrer aussi leur securite en me^me temps qu'ils les proposent. L'usage
reserve donc pluto^t le terme de cryptanalyste aux \casseurs d'algorithmes"
et considere la preuve de securite comme faisant partie de la cryptographie.
Ce memoire presente ma contribution au domaine de la clef secrete, aussi
bien en cryptographie qu'en cryptanalyse. J'ai egalement contribue au do-
maine de la clef publique, principalement en tant que \casseur", et trois de
mes resultats sont presentes en annexes. Comme ce theme ne sera plus aborde
dans la suite, il convient de faire ici un bref commentaire.
Le probleme de la cryptographie a clef publique est que les algorithmes
doivent reposer sur un procede \a sens unique" : une fonction mathematique
simple doit permettre de calculer une clef publique au moyen d'une clef
secrete sans que l'operation inverse soit faisable en pratique. En outre, ces
fonctions doivent e^tre \maniables", an de permettre le chirement et le
dechirement d'un message. De nombreux exemples de telles fonctions sont
inspires de la theorie de la complexite et de la theorie des nombres.
Au debut de l'histoire de la cryptographie a clef publique, les chercheurs
se sont notamment interesses au probleme dit du \sac a dos". Dans ce
procede, une clef publique est une liste de nombres k1; : : : ; kn. Un message
est represente sous la forme d'un sous-ensemble M de f1; : : : ; ng, et l'on
chire en eectuant la somme des ki pour i 2 M . Comme ce calcul est tres
simple, l'algorithme est performant. Le probleme est de dissimuler un procede
pour dechirer par le biais d'une clef secrete. On a ainsi une fonction a sens
unique qui a cette clef associe la liste k1; : : : ; kn. Le premier systeme de Ralph
Merkle et Martin Hellman a ete casse par Adi Shamir. Les autres variantes
fondees sur un probleme semblable ont toutes ete cassees, sauf l'un des pre-
miers systemes presente a la conference Crypto 84 et du^ a Benny Chor et a
Ron Rivest. Bien que la securite de l'algorithme de Chor-Rivest ait laisse des
doutes, celui-ci est reste \en vie" jusqu'en 1998 au moment ou j'ai presente
une attaque contre lui.
La notion de permutation birationnelle constitue une autre idee, pro-
posee par Adi Shamir a Crypto 93, qui aurait egalement permis d'obtenir un
systeme performant. Ici, la fonction a sens unique est une fonction rationnelle
de plusieurs variables. L'idee principale est que cette fonction est choisie pour
e^tre reversible, mais la fonction inverse est cachee par des transformations
lineaires. Don Coppersmith, Jacques Stern et moi-me^me avons aussito^t casse
ces algorithmes en developpant de nouvelles methodes d'analyse qui utilisent
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des notions de theorie de Galois et des techniques de resolution d'ideaux de
polyno^mes.
Les sacs a dos et les permutations birationnelles etaient proposes comme
alternatives aux problemes de la factorisation (ici, la fonction a sens unique
est simplement la fonction de multiplication), et du logarithme discret (ou
la fonction a sens unique associe a x une valeur gx mod p) qui sont utilises
dans presque tous les procedes actuels. DSS4 est un standard americain de
signature numerique inspire du procede de signature de ElGamal qui utilise
le probleme du logarithme discret. L'algorithme depend de la fonction de
hachage SHA5. En fait, le message x a signer n'intervient dans le calcul
que par la valeur SHA(x). Il est donc important pour la securite qu'il soit
dicile de trouver une \collision" SHA(x) = SHA(y) avec x 6= y. (Dans le
cas contraire, on pourrait utiliser une signature d'un message x comme une
signature valide d'un message y.) J'ai remarque que les collisions pouvaient
egalement intervenir au cours de l'utilisation de SHA et non sur la fonction
SHA me^me. En eet, DSS n'utilise que la valeur SHA(x) mod q, et l'on peut
tres bien avoir des collisions sur cette valeur. Si ce resultat para^t anecdotique,
il ebranle cependant la solidite de DSS au moment ou il est en phase de
normalisation par l'ISO6.
En fait, ces trois resultats ne detruisent pas l'eort des auteurs des algo-
rithmes casses, mais apportent une meilleure comprehension des problemes
mathematiques sous-jacents. Il est interessant de noter que ce fonctionne-
ment un peu ludique de la cryptographie debouche en n de compte sur des
idees profondes qui permettent d'isoler ce qui fait reellement la securite d'un
algorithme. Le secteur de la clef publique a ete recemment bouleverse par des
chercheurs (notamment mes collegues David Pointcheval et Jacques Stern)
qui ont developpe des techniques de preuve pour ces algorithmes. D'ailleurs,
je me suis servi de ces resultats, dans un travail en collaboration avec David
Pointcheval, pour demontrer la securite d'une legere variante de DSS (qui
elimine donc en particulier mon attaque mentionnee plus haut). Ironie du
sort, cette variante de DSS est plus proche de l'algorithme de signature de
Claus Schnorr dont le brevet avait ete detourne pour denir DSS ! (Cette
variante de DSS a ete ajoutee au projet nal de norme ISO 14888 sous le
nom d'\algorithme de Pointcheval-Vaudenay".)
Ce tournant de la recherche dans le domaine de la clef publique est le
resultat d'une orientation deliberee. Dans son ouvrage \La Science du Se-
4Digital Signature Standard.
5Secure Hash Algorithm.
6International Organization for Standardization.
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cret", Jacques Stern distingue les trois a^ges artisanal, technique et scientique
de l'histoire de la cryptologie (dans ce dernier cas, il parle d'ailleurs d'\a^ge
paradoxal"). Autrefois privilege de quelques \artisans", la cryptologie est
devenue l'arme technologique d'une guerre militaire, strategique puis indus-
trielle ou dierents procedes, attaques et contre-mesures se sont succedees.
La cryptologie evolue ensuite plus scientiquement en consolidant ses propres
bases, ce qui lui permet enn d'apprehender la securite dans un cadre formel
rigoureux.
Que cette evolution soit naturelle ou non, j'ai herite, en tant qu'ancien
etudiant de Jacques Stern, de cette demarche systematique que j'ai cherche
a appliquer au chirement symetrique.
Le premier chapitre presente donc la problematique du chirement syme-
trique ainsi que les methodes classiques de construction. On observe que la
plupart des algorithmes reposent sur la notion de \reseaux de substitutions-
permutations" : le procede de chirement suit le circuit d'un reseau au travers
de \bo^tes de calcul". On distingue notamment la construction suivant le
schema de Feistel qui permet de construire un procede reversible (ce qui est
indispensable pour permettre un dechirement) au moyen de fonctions non
necessairement reversibles. D'autres types de construction, comme la fonction
Safer de Jim Massey, utilisent des couches de transformations reversibles
eectuees en parallele. Dans ce chapitre, on denit donc la notion formelle
de \reseau de calcul" qui sera le l conducteur des resultats presentes dans
ce memoire.
Le second chapitre traite des methodes d'attaques qui ont veritablement
donne son impulsion a ce domaine de recherche. On ne presente pas les
attaques dediees, artefacts d'a^ges anciens, et l'on se contente de decrire
les methodes generales que l'on peut exploiter dans un grand nombre de
contextes. On denit la cryptanalyse dierentielle de Eli Biham et Adi Shamir
et la cryptanalyse lineaire de Mitsuru Matsui. Ces methodes d'attaques sont
illustrees respectivement par deux de mes travaux : une attaque dierentielle
de la fonction Blowsh \par clefs faibles" et une attaque lineaire \manquee"
de Safer. (L'attaque est manquee en ce sens qu'elle est evitee de justesse
gra^ce a une propriete inattendue. Elle permet cependant de devoiler une fai-
blesse potentielle de Safer, et montre une erreur a ne pas commettre dans
le developpement d'autres algorithmes.) Dans ces exemples, ma contribu-
tion ne s'est pas limitee a adapter des idees generales a ces algorithmes,
mais a egalement apporte, dans le premier cas, la notion d'\attaque par
clefs faibles", et dans le second une analyse mathematique plus rigoureuse
de la cryptanalyse lineaire et l'idee de \multipermutation" developpee dans
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un autre chapitre. On presente egalement les methodes generiques de re-
cherche exhaustive et d'\attaque dans le milieu" qui se generalisent dans un
cadre formel deni par Claus Schnorr et moi-me^me. On generalise egalement
toutes ces methodes dans des attaques de type statistique qui m'ont permis
d'ameliorer les meilleures attaques connues contre DES.
Dans un troisieme chapitre, on montre les dierentes methodes d'ap-
proche pour construire des algorithmes de chirement su^rs. Tout d'abord,
on presente les methodes heuristiques (par contro^le de la diusion de l'in-
formation des calculs, et par contro^le de la non-linearite des fonctions) qui
proviennent directement des lecons enseignees par les attaques du second
chapitre. On denit notamment la notion de multipermutation qui assure
une bonne diusion au sein des reseaux de calcul. On expose ensuite des
methodes qui permettent de prouver une securite face a une classe d'at-
taques. On presente ainsi les resultats de la \theorie de la decorrelation" dont
je suis l'auteur. Ces resultats etablissent un lien logique entre des resultats
qui semblent a priori eloignes : la notion de securite de Shannon qui pro-
vient de la theorie de l'information, celle de Mike Luby et Charles Racko
importee du domaine des algorithmes pseudo-aleatoires, les notions de ha-
chage universel de Carter et Wegman qui proviennent de la theorie de la
\derandomisation", et les attaques dierentielles et lineaires de Eli Biham,
Adi Shamir et Mitsuru Matsui.
Le quatrieme chapitre presente plus en detail deux exemples de realisation
pratique d'algorithmes de chirement qui mettent en uvre les notions de
preuve de securite : CS-Cipher et DFC. CS-Cipher a ete developpe dans un
but industriel pour assurer un haut debit de chirement avec la technologie
actuelle et ore une securite heuristique. En revanche, DFC est un prototype
dedie a la technologie de demain, pour lequel on peut prouver une forme de
securite. Ce dernier algorithme a ete soumis au processus AES qui aboutira
au standard de chirement du XXIeme siecle.
La seconde partie de ce memoire est une copie in extenso de onze de
mes publications (en anglais) regroupees en annexes. Certaines sont men-
tionnees dans la premiere partie. Deux de ces articles sont parus dans le
Journal of Cryptology et deux autres sont en cours de soumission. (Ils ont
toutefois ete publies sous d'autres versions dans des actes de colloques.) Cinq
autres articles sont parus dans dierents volumes de la collection LNCS7 de
Springer-Verlag (ce sont les actes de Crypto, Eurocrypt, ou Fast Software
Encryption). Un autre est publie dans les actes d'un colloque organise par
l'ACM8. Enn, un dernier article a ete presente a la conference AES organisee
7Lecture Notes in Computer Sciences.
8Association for Computing Machinery.
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par la Chambre de Commerce americaine. Ces articles sont les suivants.
A. Une attaque dediee a la fonction de hachage FFT Hash II de Claus
Schnorr (Crypto 92).
B. Une attaque de la fonction de chirement Blowsh de Bruce Schneier
(Fast Software Encryption 96).
C. Une methode de cryptanalyse statistique generale qui ameliore sen-
siblement la meilleure attaque connue contre DES (conference ACM
CCS 96).
D. La notion de \multipermutation", qui denit un critere de solidite des
algorithmes (Fast Software Encryption 94). Cette idee provient direc-
tement de l'experience de deux analyses : une attaque d'une version
simpliee de la fonction de hachage MD4 de Ron Rivest, et l'attaque
\manquee" de la fonction de chirement Safer de Jim Massey.
E. Une etude sur un modele d'attaque generique des primitives cryptogra-
phiques (travail eectue en collaboration avec Claus Schnorr qui fait la
synthese de deux articles presentes a Fast Software Encryption 93 et a
Eurocrypt 94 sous la forme d'un article dans le Journal of Cryptology).
F. La notion de \decorrelation" (presentee sous dierents aspects aux col-
loques Stacs 98 et Sac 98, et soumis au Journal of Cryptology).
G. La fonction CS-Cipher (travail eectue en collaboration avec Jacques
Stern et publie dans Fast Software Encryption 98).
H. Le candidat DFC qui repond a l'appel d'ore de la Chambre de Com-
merce americaine pour denir un nouveau standard de chirement
symetrique AES. Cet algorithme est issu du groupe de travail que j'ai
coordonne au sein de l'Ecole Normale Superieure.
I. Mon attaque du procede de chirement a clef publique de Benny Chor
et Ron Rivest (presente a Crypto 98 et soumis au Journal of Crypto-
logy).
J. L'attaque des algorithmes de signature de Adi Shamir fondes sur les
permutations birationnelles eectuee par Don Coppersmith, Jacques
Stern et moi-me^me (presente a Crypto 93, puis publiee au Journal of
Cryptology).
K. Mon attaque contre le standard de signature DSS (Crypto 96).
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de mes etudes. Dans l'exercice dicile qui consiste a les nommer en essayant
de n'oublier personne, je mentionne tout d'abord Jacques Stern, qui, non
content d'avoir dirige ma these, m'a accompagne jusqu'a cette habilitation
a diriger des recherches. C'etait pour moi une chance et un privilege, et je
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presider le jury pour une habilitation sur un sujet dont il n'est pas familier,
ainsi que Jean Vuillemin pour sa participation enthousiaste dans le jury. Je
remercie les rapporteurs : Daniel Krob, pour qui le sujet n'est pas familier,
Jean-Jacques Quisquater et Claus Schnorr qui ont a nouveau accepte d'e^tre
rapporteurs (ro^le qu'ils avaient deja accepte pour ma these de doctorat).
Je suis particulierement reconnaissant au fait qu'ils ont accepte ce travail en
respectant des delais administratifs diciles. A ce propos, je tiens a remercier
le president du conseil scientique de l'UFR d'Informatique de l'Universite
Denis Diderot, Guy Cousineau, pour avoir suivi de pres ce probleme de delai,
ainsi que son secretariat, et notamment Dominique Raharijesi. Un grand
merci aussi au Departement de Mathematiques et d'Informatique de l'Ecole
Normale Superieure pour son soutien, et notamment a Benedicte Auray et
Joelle Isnard.
Je remercie les personnes qui m'ont accueilli dans leur laboratoire au
cours de mes recherches, soit, notamment, par ordre chronologique (depuis
1996), Ueli Maurer, Ross Anderson, Tsutomu Matsumoto, Rafael Hirschfeld,
Andrew Odlyzko, Tatsuaki Okamoto.
Je suis redevable aux personnes qui m'ont fait part de leurs critiques sur le
present document, dont Louis Granboulan, David Pointcheval, et Guillaume
Poupard, et avec une mention speciale pour mon epouse Christine pour en
outre les nombreux week-ends sacries et son soutien permanent. Je remer-
cie egalement mes autres collegues de l'Ecole Normale Superieure, Olivier
Baudron, Pierre-Alain Fouque, Philippe Hoogvorst, Phong Nguyen, Fabrice
Noilhan et Thomas Pornin. J'ai ete ravi de collaborer avec des partenaires in-
dustriels, notamment la Compagnie des Signaux, le Groupe Gemplus, France
Telecom et d'autres qui souhaitent rester anonymes. Je remercie donc vive-
ment Yazid Sabeg, Marc Milan, et Daniel Sabban pour la Compagnie des
Signaux, David Naccache et David M'Rahi de Gemplus, Henri Gilbert et
Marc Girault de France Telecom, sans oublier le personnel du SCSSI et du
Celar avec qui notre goupe entretient des liens privilegies. Je remercie mes
nombreux coauteurs. La plupart ayant deja ete mentionnes, je remercie par-
ticulierement Florent Chabaud, Don Coppersmith, Mike Just, Kaisa Nyberg,
Pascal Paillier, Bart Preneel et Dan Raphaeli. J'ajoute enn mes remercie-
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ments aux autres chercheurs avec qui j'ai collabore : Francois Bayen, Eli
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\Two methods [...] suggest themselves for frustrating a statistical
analysis. These we may call the methods of diusion and con-
fusion. In the method of diusion the statistical structure of M
[the plaintext] which leads to its redundancy is \dissipated" into a
long range statistics|i.e., into statistical structure involving long
combinations of letters in the cryptogram. The eect here is that
the enemy must intercept a tremendous amount of material to
ties down this structure [...]
The method of confusion is to make the relation between the sim-
ple statistics of E [the ciphertext] and the simple description of
K [the secret key] a very complex and involved one."
Claude E. Shannon
In Communication Theory of Secrecy Systems, 1949.
Ce chapitre presente les bases de la notion de chirement par blocs. Tout
d'abord, on motive et l'on denit cette notion dans sa conception moderne.
On presente ensuite les deux types d'architecture les plus repandus : la
structure du schema de Feistel et la structure de reseau de substitutions-
permutations.1
1Pour un survol plus complet sur l'etat de l'art dans l'architecture du chirement par
blocs, on pourra se referer au livre de Schneier [138] ou au chapitre 7 du manuel de Menezes,
van Oorschot et Vanstone [101].
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1.1 Principes du Chirement
On presente dans cette section la problematique de la notion de chirement
par blocs.2
1.1.1 Le Probleme de la Condentialite
L'objectif du chirement est de resoudre le probleme de la \condentialite"
d'informations numeriques : on souhaite rendre une donnee inintelligible a
toute personne non habilitee. Ce probleme intervient aussi bien dans le cas
d'une transmission au travers d'un canal non protege que dans le probleme
de l'archivage. Dans ce memoire, cette information numerique est appelee
\texte clair".
Un algorithme de chirement consiste a transformer un texte clair en
un \texte chire" par un mecanisme de \chirement" de telle sorte que les
personnes habilitees peuvent retrouver le texte clair en eectuant l'operation
inverse de \dechirement". Avec des notations mathematiques, si l'on note x
le texte clair, C le procede de chirement (non necessairement deterministe),
et y = C(x) le texte chire, on a une fonction de dechirement C 1 (fonction
qui est necessairement deterministe, cette fois) telle que C 1(y) = x. Les
specications de l'algorithme sont donc
1. C et C 1 sont \faciles" a realiser, et pour chaque texte clair valide x,
on a C 1(C(x)) = x ;
2. sans conna^tre la clef de l'algorithme, le dechirement est \trop dicile"
a realiser.
La notion de \diculte" est ici purement nave : on souhaite que le procede
puisse e^tre raisonnablement mis en uvre et que les personnes non habilitees
ne puissent pas e^tre capables de \decrypter" les textes chires. Ce point
important sera clarie dans la denition du modele de securite.
1.1.2 Principe de Kerckhos
Construire un algorithme de chirement-dechirement est une ta^che deli-
cate, y compris pour les experts. Comme tout le monde, a priori, a droit a
la condentialite, il parait dicile que les experts construisent un algorithme
pour chaque personne. De plus, pour des raisons de standardisation et pour
2Pour une etude epistemologique sur l'evolution de la cryptologie, et notamment l'ori-
gine de la cryptographie asymetrique, consulter l'ouvrage de Stern \la science du se-
cret" [153].
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limiter les realisations multiples, il vaut mieux privilegier la realisation d'un
algorithme unique parametrable en fonction des utilisateurs : toute personne
cherchant la condentialite determine son propre parametre que l'on appelle
\clef secrete"3. En fait, la problematique du chirement a notre epoque est
bien dierente de ce qu'elle etait avant la revolution industrielle. On utilise
une \cryptographie de masse" : des procedes de chirement standardises et
massivement diuses. Pour cette raison, il est dangereux de fonder la securite
du procede sur le secret des specications de l'algorithme.
Dans la vie courante, un mecanisme de chirement-dechirement est a
priori connu d'un grand nombre de personnes : son inventeur, le program-
meur, le vendeur du produit, ... Il peut e^tre retrouve par inspection du pro-
duit, divulgue par erreur ou malveillance ou tout simplement vole. L'un des
principes de Kerckhos est que la securite du systeme ne doit jamais e^tre
fondee sur son caractere secret. En fait, dans toute etude de la securite pro-
curee, il faut supposer a priori que l'adversaire conna^t deja tous les rouages
du mecanisme.4
Lorsque Kerckhos enonca ses principes au siecle dernier dans son fameux
livre La Cryptographie Militaire5, il pensait en fait a l'une de ses premieres
applications massives : le telegraphe.
1.1.3 Chirement de Vernam
L'un des procedes de chirement fondamentaux fut invente par Vernam a la
n de la premiere guerre mondiale.6 Il mit au point un dispositif pouvant
e^tre connecte a un telegraphe, et qui permettait de chirer et de dechirer
3Certains auteurs preferent l'appeler \clef privee" pour la raison qu'elle doit e^tre connue
du chireur et du dechireur, et reserver le terme de \clef secrete" dans le cadre de
la cryptographie asymetrique, ou la clef est seulement connue du dechireur. Cependant,
d'autres auteurs preferent reserver le terme de \clef privee" a la cryptographie asymetrique
pour a peu pres les me^mes raisons...
4Ce principe ne signie pas, en revanche, que tout nouvel algorithme doive e^tre publie.
Ce probleme est d'ailleurs sujet a controverses.
5Le livre de Kerckhos \la cryptographie militaire" [73] fut publie en 1883. (Voir
Kahn [70] pour plus ample information.)
6A cette epoque, son auteur tenta de le rendre utilisable pour des besoins militaires,
mais avec la n de la guerre, le projet tomba en desuetude, jusqu'a sa publication en
1926 [181]. (Voir Kahn [70] pour plus ample information.) Cette methode de chirement
cou^teuse fut utilisee dans le \telephone rouge" pendant la guerre froide. En eet, comme
c'est le seul procede de chirement qui soit parfaitement su^r, c'etait le seul susceptible de
recevoir l'accord simultane de Washington et de Moscou a cette epoque ou les deux pays
rivalisaient de technologie pour la conque^te spatiale et la course a l'armement.
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les ots de donnees fondees sur le codage de Baudot7.
Le procede de Vernam consiste a traiter \au vol" le texte clair comme
un ot de donnees en parallele avec un ot de clefs aleatoires. Si l'on note
x = (x1; x2; : : :) le ot de message clair et k = (k1; k2; : : :) le ot de clefs
(ici, les xi et ki representent chacun un bit, soit le chire 0 ou 1), le ot de
message chire est
Ck(x) = ((x1  k1); (x2  k2); : : :)
ou  represente l'operation de ou exclusif : 0  0 = 0, 0  1 = 1, 1  0 = 1
et 1  1 = 0.8 Ce systeme impose que la clef soit parfaitement aleatoire,
et utilisee une unique fois. Au moment ou il a ete propose, on pensait qu'il
orait une parfaite securite, ce qui etait le cas comme cela a ete demontre
par Shannon plusieurs annees plus tard avec le concept d'entropie.
Mais les travaux de Shannon demontrent qu'une securite parfaite impose
les regles suivantes.
 La clef doit avoir la me^me longueur que le texte clair. Il faut donc
conna^tre a priori la longueur du texte avant de le transmettre pour
synchroniser l'emetteur et le recepteur sur une me^me clef. La clef ne
doit ensuite jamais e^tre reutilisee.
 La clef doit e^tre parfaitement aleatoire. C'est dans la pratique dicile
a obtenir pour des raisons de physique theorique.9
L'existence d'un systeme parfaitement su^r ne signie donc pas l'arre^t des
travaux de recherche en cryptographie symetrique car un tel systeme est
necessairement inadapte aux applications industrielles usuelles. En fait, c'est
la securite parfaite dans le modele de Shannon qui est trop restrictive. Trouver
un systeme plus exible et mieux adapte aux contraintes de securite pratique
est donc le de de la recherche actuelle en cryptographie.
1.1.4 Chirement par Blocs et Chirement en Cha^ne
La notion de chirement doit surmonter un probleme evident : l'ensemble
des textes clairs est a priori inni. En fait, en accord avec la conception
traditionnelle de l'informatique, cet ensemble, que l'on appelle \espace de
7Le codage de Baudot etait utilise pour les telescripteurs. Contrairement au codage de
Morse, il utilise un alphabet binaire, et chaque caractere alphabetique est code par un mot
de longueur xe sur cinq bits.
8En fait, le procede original de Vernam utilisait l'operation complementaire, ce qui est
strictement equivalent.
9Les lois de la thermodynamique.
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messages", est l'ensemble des mots sur l'alphabet binaire f0; 1g. Autrement
dit, on considere un message comme une suite nie de 0 et de 1, soit une
cha^ne de bits. Un message de longueur m s'ecrit donc x = (x1; x2; : : : ; xm)
ou xi = 0 ou 1. On doit donc denir un algorithme sur un tel ensemble inni.
Le chirement de Vernam est un exemple de \chirement en cha^ne" : l'al-
gorithme de chirement traite le ot de texte clair \au vol" et produit un ot
de texte chire. On compare ce principe a la notion de \chirement par bloc"
pour lequel le texte clair est prealablement decoupe en \blocs de message" qui
sont traites separement. Comme la plupart des microprocesseurs traitent des
mots de plusieurs bits (de 32 bits, souvent), cette operation s'avere rentable
une fois mise en uvre. Dans la pratique, on utilise des modes de chirement
hybrides : on considere le texte clair comme un ot de blocs de message
qui sont traites \au vol". On appelle \mode operatoire" ce mecanisme de
traitement a partir d'une fonction de chirement par blocs.10
1.1.5 Mode Operatoire
On suppose que l'on a deni une \primitive de chirement" admettant en
entree un bloc de message x de longueur xe m et une clef k et fournis-
sant un bloc de message chire y = Ck(x) de longueur m. Plusieurs modes
operatoires permettent d'adapter cette primitive pour denir un algorithme
de chirement. On decrit deux modes operatoires courants.11
Mode ECB Suivant le mode ECB12, le texte clair est decoupe en blocs de
longueur m, soit x = (x1; : : : ; xn). Le texte chire est y = (y1; : : : ; yn)
ou yi = Ck(xi). Le dechirement est evident.
Mode CBC Suivant le mode CBC13, on denit un \bloc initial" y0, et le
texte clair est decoupe en blocs de longueurm, soit x = (x1; : : : ; xn). Le
texte chire est y = (y1; : : : ; yn) ou yi = Ck(xi  yi 1). Pour dechirer,
on calcule iterativement xi = C
 1
k (yi) yi 1.
L'existence de ces modes de chirement permet de se concentrer sur la pri-
mitive de chirement, c'est-a-dire sur la fonction qui permet de chirer un
10Le present memoire ne traite pas du chirement en cha^ne. Pour une etude sur le sujet,
voir l'ouvrage de Rueppel [134] ou l'article de synthese [135].
11Les modes operatoires ECB et CBC ont ete normalises successivement par le \National
Bureau of Standards" (NBS) [3] (qui etait une partie du ministere de l'industrie des Etats
Unis d'Amerique avant la creation du \National Institute of Standards and Technology"
(NIST)), l'\American National Standards Institute" (ANSI) [1] et par l'\International
Organization for Standardization" (ISO) [7, 8].
12De l'anglais Electronic Code Book.
13De l'anglais Cipher Block Chaining.
20 Chapitre 1. Architecture
bloc.
1.1.6 Algorithme de Chirement Symetrique Formel
On rappelle les principes de construction des algorithmes de chirement qui
ont ete discutes dans les precedentes sections.
 L'algorithme doit e^tre symetrique, donc le dechirement s'obtient par
transformation simple a partir du chirement.
 L'algorithme doit e^tre public suivant les principes de Kerckhos, donc
utiliser une clef secretement determinee par l'utilisateur.
 L'algorithme doit reposer sur une primitive de chirement, c'est-a-dire
traiter des blocs de message de longueur xee et s'etendre aux ots de
textes clairs par un mode operatoire.
 L'algorithme ne doit pas e^tre trop cou^teux en terme de mise en uvre.
 L'algorithme doit orir une reelle securite en pratique. (Ce dernier point
sera precise dans le chapitre 3.)
Les primitives de chirement peuvent habituellement se decrire suivant
plusieurs methodes complementaires.
 Par un programme. Il est assez naturel de considerer le mecanisme
de chirement comme un \automate ni deterministe". Des registres
internes a l'automate denissent son \etat", deni au depart par le
bloc de message a chirer et la clef secrete. Une succession d'etapes de
calculs modie ensuite cet etat suivant des regles de transitions. L'etat
nal de l'automate denit le bloc de message chire.
 Par un \reseau de calcul". En general, les etapes de calculs de l'auto-
mate (et en particulier le nombre de ces etapes) sont independantes du
message a chirer. Cela permet de les decrire par un diagramme qui
illustre le procede.
Cette notion de reseau de calcul se pre^te plus facilement a un traitement
theorique utile. (Si l'on conservait la notion plus generale de programme,
on aurait a faire face, notamment, au probleme de l'arre^t.) On denit donc
formellement la notion de reseau de calcul qui sera utilisee dans la suite. Pour
cela, on rappelle quelques denitions et notations usuelles.
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Denition 1.1. On appelle graphe oriente la donnee d'un couple (V;E)
forme d'un ensemble V et d'une partie E de V 2. V est l'ensemble des \som-
mets", et E est l'ensemble des \are^tes". Une are^te a = (u; v) a pour \ori-
gine" u et \extremite" v. Pour un sommet u, on note Inu l'ensemble des
are^tes d'extremite u et Outu l'ensemble des are^tes d'origine u. Un cycle est
une suite d'are^tes a1; : : : ; an telle que l'extremite de ai (respectivement an)
est l'origine de ai+1 (respectivement a1) pour i = 1; : : : ; n  1.
On separe les descriptions geometriques et calculatoires d'un reseau de calcul.
Denition 1.2. Un \reseau de calcul" est la donnee G = (V;E;Dom) d'un
graphe oriente sans cycle (V;E) dans lequel chaque are^te a est etiquetee par
un ensemble Doma. On distingue l'ensemble des \sommets d'entree" InG (les
sommets qui ne sont l'extremite d'aucune are^te) et l'ensemble des \sommets
de sortie" OutG (les sommets u qui ne sont l'origine d'aucune are^te). On
impose en outre que les sommets d'entree et de sortie ne soient adjacents
qu'a une seule are^te, et l'on notera egalement InG et OutG l'ensemble de
ces are^tes, respectivement. (Lorsque cela n'introduira aucune ambigute de
notation.)
Denition 1.3. Pour un reseau de calcul G = (V;E;Dom), etant donne un





On appelle \evaluation partielle" denie sur A tout element t de Dom(A),
et l'on note t(a) la \valeur" de l'are^te a, c'est-a-dire l'element de Doma
correspondant. On appelle \evaluation" de G toute evaluation partielle denie
sur E. Pour toute evaluation partielle t de G denie sur un ensemble A, si B
est un sous-ensemble de A, on note tjB l'unique evaluation partielle denie
sur B qui concide avec t.
Denition 1.4. Pour un reseau de calcul G = (V;E;Dom), une \interpre-
tation du reseau" f est un etiquetage qui a chaque sommet u qui n'est pas
un sommet d'entree ou de sortie associe une fonction fu de Dom(Inu) vers
Dom(Outu).
Intuitivement, le reseau de calcul decrit geometriquement une suite nie de
calculs. Chaque are^te represente un resultat intermediaire, et chaque som-
met represente une \bo^te de calcul". Une interpretation du reseau decrit la
denition de ces bo^tes. 14
14Dans une telle denition, chaque are^te admet une unique extremite, ce qui revient a
dire que chaque resultat intermediaire n'est utilise qu'une seule fois. On pourrait etendre
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Le but d'un reseau de calcul est de modeliser une fonction. On denit
donc un vocabulaire approprie.
Denition 1.5. Pour un reseau de calcul interprete G = (V;E;Dom; f),
une \entree" est une evaluation partielle denie sur InG. Une \sortie" est une
evaluation partielle denie sur OutG. Pour tout sommet u, une evaluation
partielle t de G denie sur un ensemble A qui contient Inu et Outu est \ad-
missible" en u si l'on a
tjOutu = fu (tjInu) :
Une evaluation de G est admissible si elle l'est en tout sommet. Pour une
entree x de G, on note ValG(x) l'unique evaluation admissible de G qui
concide avec x, et l'on note G(x) l'unique sortie de G qui concide avec
ValG(x).
Avec ces denitions, on assimile ainsi un reseau de calcul interprete G =
(V;E;Dom; f) a une fonction de Dom(InG) vers Dom(OutG).
1.2 Schema de Feistel
Une idee simple pour denir un automate qui soit \localement reversible"
consiste a calculer des \sous-clefs" k1; : : : ; kr en fonction de la clef secrete k,
a decouper le bloc de message en deux parties qui occupent deux registres
separes x1 et x2, et a eectuer une succession de r \etages" du type
1. x1  f(x1; gki(x2))
2. echanger les registres x1 et x2.
(Voir Fig. 1.1.) L'echange du dernier etage est souvent omis.
Il n'y a aucune contrainte sur la fonction gki que l'on appelle \fonction
d'etage". En revanche, an d'assurer la reversibilite locale, la fonction f doit
e^tre telle que si f(x1; u) = f(x
0
1; u), alors on a necessairement x1 = x
0
1. Ainsi
f(:; u) doit-elle e^tre une permutation pour tout u. On utilise pour cela une
loi de groupe.
la denition a la notion d'\hypergraphe", mais cela rendrait l'illustration graphique plus
dicile. On privilegiera donc l'adjonction de \fausses-bo^tes de calcul" dont le but est de
dupliquer les donnees : ce sont des sommets u tels que Inu est reduit a une seule are^te a
et tels que fu(t)(b) = t(a) pour tout t 2 Outu.









Figure 1.1 { Etage du Schema de Feistel.
1.2.1 Description Fonctionnelle
Cette idee est a l'origine du \schema de Feistel", du nom de l'inventeur du




2 ou m est la longueur des blocs de message a chirer. L'ensemble
M0 est naturellement muni d'une loi de groupe que l'on note  denie par





















C'est le ou exclusif bit-a-bit. On note que la \soustraction" correspondante
concide avec l'\addition" puisque l'on a (a b) b = a pour tout a et b. La
fonction f est donc en fait f(x1; u) = x1  u. La fonction \fonction d'etage"
reste arbitraire. On note que l'etape nale d'echange des deux registres est
souvent omise. Cela permet de conserver la me^me structure pour l'operation
de dechirement : on applique le me^me procede en inversant l'ordre des sous-
clefs. Tout au long de ce memoire, on utilise la notation suivante.




l'espace de blocs message M = M20. Etant donnes un entier naturel r et r
fonctions g1; : : : ; gr sur M0, on denit la permutation 	(g1; : : : ; gr) sur M
par le procede de la gure 1.2.
Si l'on a une famille de fonctions gki :M0 !M0 denies par un parametre
ki, on denit gi(x) = g
ki(x). On note alors que 	(gk1 ; : : : ; gkr) est bien une
permutation surM et que sa permutation inverse est 	(gkr ; : : : ; gk1), ce qui
facilite grandement la mise en uvre.
15Le schema de Feistel a ete deni dans un article de synthese [51] publie en 1973.
Il appara^t dans la fonction de chirement Lucifer qui a ete proposee comme standard
de chirement. Le National Bureau of Standard a demande une nouvelle version de ce
procede a IBM, ce qui a conduit au standard DES. (Pour plus de precisions, voir l'article
de synthese de Smid et Branstad [152].) La securite de la fonction Lucifer a ete par la suite
analysee par Ben-Aroya et Biham [22].
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Entree : bloc de message clair x
Sortie : bloc de message chire y
1. (x1; x2) x
2. x1  x1  g1(x2)
3. echange x1 et x2
4. x1  x1  g2(x2)
5. echange x1 et x2
6. ...
7. x1  x1  gr(x2)
8. y  (x1; x2)
Figure 1.2 { Fonction 	(g1; g2; : : : ; gr).
En general, un algorithme de chirement fonde sur le schema de Feistel
est caracterise par
 un nombre d'etages r ;
 un algorithme de diversication de clefs qui a toute clef k associe r
sous-clefs k1; : : : ; kr ;
 une famille de fonctions qui a toute sous-clef ki associe une fonction
gki .
La primitive de chirement est alors C = 	(gk1 ; : : : ; gkr), et la primitive de
dechirement est C 1 = 	(gkr ; : : : ; gk1). Par exemple, la gure 1.3 represente
un procede de chirement de Feistel a trois etages dans lequel la clef est
diversiee en trois sous-clefs k1, k2 et k3.
Pour decrire la structure de 	(gk1 ; gk2 ; gk3) suivant le formalisme de reseau
de calcul, on denit le graphe oriente G = (V;E) par
V = fu1; : : : ; u6; v1; : : : ; v7; w1; w2; w3g
E = f(v1; u4); (v2; w1); (v3; u1); (w1; u1); (u1; u4); (u4; w2); (w1; u5); : : :g




Fig. 1.4). Dans ce reseau, les sommets d'entree sont v1; : : : ; v5, les sommets
de sortie sont v6 et v7. Les sommets w1, w2 et w3 representent des \fausses-
bo^tes de calcul" dont le but est de dupliquer les resultats provenant de v2,




































Figure 1.4 { Reseau de Calcul de 	(gk1 ; gk2 ; gk3).
u4 et u5 respectivement. Les sommets u4, u5 et u6 s'interpretent en des fonc-
tions , et les sommets u1, u2 et u3 s'interpretent en une fonction g. Dans la
suite, on representera directement le diagramme de la gure 1.3 qui est plus
parlant et la notion du reseau de calcul sous-jacente sera laissee au lecteur.
1.2.2 Generalisations Possibles
On generalise facilement la notion de schema de Feistel de plusieurs facons.16
Nouvelles Permutations : on peut inserer des permutations xes entre
chaque etape. Par exemple, on peut inserer une permutation initiale du
16Pour un survol des generalisations possibles du schema de Feistel, voir Schneier et
Kelsey [139].
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bloc de message clair x et une permutation nale du bloc de message
chire y. C'est le cas, par exemple, du standard DES.




ensembleM0 muni d'une loi d'action f d'un ensemble A surM0 : une
fonction f : M0  A ! M0 telle que f(:; u) est une permutation de
M0 pour tout u. La fonction d'etage g est alors a valeur dans A. Plus
simplement, on peut remplacer la loi  par toute autre loi de groupe,
ou de pseudo-groupe.
Diversication des etages : la fonction d'etage, ainsi que la structure uti-
lisee, peut e^tre modiee d'un etage a l'autre.
Schema non equilibre : il est possible d'utiliser des registres qui evoluent
dans des ensembles dierents, soit M =M1 M2. Dans ce cas, il est
necessaire d'alterner la structure des etages. Pour un etage sur deux,
on utilise une action f1 sur M1 et une fonction g1 partant de M2, et
dans les autres etages, on utilise une action f2 sur M2 et une fonction
g2 partant de M1.
Extension du nombre de registres : on peut evidemment utiliser plus
de deux registres. Par exemple, les fonctions de hachage MD4 et MD5
de Rivest utilisent quatre registres. La gure 1.5 illustre un exemple de
schema de Feistel a quatre registres. De me^me, le standard de hachage
SHA utilise cinq registres.17
1.3 Reseaux de Substitutions-Permutations
Le formalisme de reseau de calcul permet de discuter des concepts de \diu-
sion" et de \confusion" denis par Shannon. La confusion consiste a trans-
former une fraction d'information pour la rendre inintelligible. On peut dire,
par exemple, que le ro^le des bo^tes a une seule entree consiste a realiser cette
operation. La diusion, en revanche, consiste a repartir une fraction d'infor-
mation dans plusieurs positions. An de realiser la notion de reversibilite lo-
cale il est necessaire que les bo^tes qui realisent cette operation aient plusieurs
17Les fonctions de hachage MD4 et MD5 ont ete proposees par Rivest comme standard
a la communaute Internet. Elles ont ete publiees dans [128, 129, 130], et [131]. La fonction
de hachage SHA est normalisee par la \National Institute of Standards and Technology"
(NIST) dans [6] et en cours de normalisation par l'\International Organizations for Stan-
dardization". La description d'origine de SHA publiee dans [4] en 1993 a ete mise a jour
dans [5] en 1995.
































































x1 x2 x3 x4
Figure 1.5 { Schema de Feistel a Quatre Registres.
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entrees. La notion de reseau de calcul permet donc de distinguer facilement
les bo^tes de calcul correspondantes. Suivant Shannon, diusion et confusion
sont les ingredients essentiels pour realiser une fonction de chirement.
Suivant une dichotomie analogue utilisee dans la litterature, on parle de
\substitution" pour toute bo^te de calcul et de \permutation" pour tout en-
cheve^trement d'are^tes. On appelle donc de tels reseaux de calcul des \reseau
de substitutions-permutations".18
La diculte de la construction reside dans la condition que la fonction
doit e^tre bijective. La methode de Feistel illustree par la gure 1.1 (p. 23)
est une solution possible. Dans ce reseau, gki est une fonction quelconque
(donc pas necessairement une permutation), et f est (le plus souvent) une
loi de groupe. Une approche dierente consiste a realiser un reseau de calcul
compose de permutations sur des petits objets. Ces objets etant petits, ces
operations se denissent facilement par des tables. Le nombre de \registres"
est cependant plus grand. Cela rend peu rentable la mise en uvre sur des
microprocesseurs qui manipulent des mots de 32 ou 64 bits, mais rend ecace
celle fondee sur une architecture a 8 bits. Suivant un usage courant, on parle
de \reseau de substitutions-permutations" lorsque l'on n'utilise pas le schema
de Feistel. Cette utilisation impropre (puisque le schema de Feistel est en fait
un exemple de tel reseau) provient du fait que l'on n'a pas de nom generique
pour ces constructions particulieres.
1.3.1 Constructions Fondees sur le Graphe FFT
Une idee naturelle pour realiser une bonne diusion d'information sur un
grand nombre de registres consiste a utiliser le graphe correspondant a l'al-
gorithme de transformation de Fourier rapide FFT19. Pour cela, le nombre
de registres doit e^tre une puissance pn d'un nombre p. Le graphe est alors
compose de n etages identiques. Chaque etage comporte pn 1 bo^tes de calcul
a p entrees et p sorties.
On represente les sommets d'entree ui1;:::;in d'un etage par un vecteur de
n indices i1; : : : ; in compris entre 0 et p 1. Les bo^tes de calcul vi1;:::;in 1 sont
reperees par n 1 indices. De me^me, les sommets de sortie sont notes wi1;:::;in .
Par denition, les are^tes entrantes de vi1;:::;in 1 sont les are^tes provenant des
ui1;:::;in pour tout in, et les are^tes sortantes ont pour extremite les win;i1;:::;in 1
pour tout in. Un etage de FFT consiste donc a traiter les donnees par paquets
de p et a faire une rotation circulaire sur les indices. (En particulier, si les
18La notion de reseau de substitutions-permutations a ete etudiee pour la premiere fois
par Kam et Davida [72]. Elle a ete reprise et etudiee par l'\ecole de Tavares" : dans la
these d'Adams [11], la these de Heys [63], ...
19De l'anglais Fast Fourier Transform.
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u0;0;0 u0;0;1 u0;1;0 u0;1;1 u1;0;0 u1;0;1 u1;1;0 u1;1;1
w0;0;0 w0;0;1 w0;1;0 w0;1;1 w1;0;0 w1;0;1 w1;1;0 w1;1;1
v0;0 v0;1 v1;0 v1;1
? ? ? ? ? ? ? ?
? ?q	 j R)
Figure 1.6 { Un Etage de FFT a 23 Registres.
bo^tes de calcul ne font aucune operation, une succession de n tels etages ne
permute donc aucune information.) La gure 1.6 represente un etage de FFT
pour 23 registres.
Le graphe FFT a ete notamment utilise par Schnorr pour denir une
fonction de hachage \FFF-Hashing"20 et par Massey dans la fonction Safer.
1.3.2 Exemple de la Fonction Safer
La fonction Safer inventee par Massey utilise un graphe FFT a 23 registres.
Dans sa version d'origine, cette fonction est composee de six etages.21 Chacun
de ces etages est compose d'une couche \=+", d'une couche de permutations
speciques P et Q, d'une couche \+=", et de trois etages de FFT (voir
Fig. 1.7). Chacun des registres represente un octet. Les permutations P et Q
peuvent donc facilement e^tre representees par des tables. On a
P (x) = (45x mod 257) mod 256:
Cette fonction est une permutation pour des raisons algebriques22. La fonc-
tion Q n'est autre que P 1. La fonction 2PHT a deux entrees et deux sorties
est purement lineaire. On a
2PHT(x; y) = (2x+ y mod 256; x+ y mod 256):
On note que la derniere couche de permutation du graphe FFT a ete sup-
primee ici.
20Voir [141].
21La fonction de chirement Safer a ete publiee dans [87]. Sa securite a ete etudiee dans
Vaudenay [162] (voir annexe D), Massey [88], Berson et Knudsen [23]. Une extension a ete
proposee dans Knudsen [75].
22257 est un nombre premier et donc le groupe Z257 est isomorphe a Z256. De plus, 45
est un generateur du groupe Z257.
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P Q Q P P Q Q P
2PHT 2PHT 2PHT 2PHT
2PHT 2PHT 2PHT 2PHT
2PHT 2PHT 2PHT 2PHT
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
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Figure 1.7 { Un Etage de Safer.
Dans ce procede de chirement, chaque etage dispose de 16 octets de
clefs qui composent les vecteurs k2i 1 et k2i. Ces valeurs proviennent d'un
mecanisme de diversication de clefs qui n'est pas detaille ici. On note, de
plus, qu'a l'issue des six etages de Safer, une couche \=+" avec un treizieme
vecteur k13 est ajoutee (sinon, le graphe FFT du sixieme etage n'apporte rien
a la securite).
La fonction CS-Cipher est analogue. Elle est presentee en annexe G.
1.4 Conclusion
Si l'on considere le contexte industriel actuel, la condentialite doit se resoudre
par un algorithme
 symetrique, simple et peu cou^teuse, qui utilise une clef secretement
determinee par l'utilisateur,
 que l'on peut supposer public, suivant les principes de Kerckhos,
 et qui repose sur une primitive de chirement, c'est-a-dire traiter des
blocs de message de longueur xee et s'etendre aux ots de textes clairs
par un mode operatoire.
En outre, il doit orir une reelle securite et e^tre exempts d'attaques.
Les methodes de construction classiques distinguent la construction par le
schema de Feistel (et ses generalisations) des autres \reseau de substitutions-
permutations" qui sont en fait des reseaux composes de bo^tes de calcul
reversibles.
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Cela permet de remarquer que tous ces procedes utilisent en fait une
description geometrique, ce que l'on formalise par la notion de \reseau de
calcul", et sur lesquels on branche des bo^tes de calcul.
32 Chapitre 1. Architecture
Chapitre 2
Attaques sur le Chirement
par Blocs
\The open cryptographic literature contains very few examples
of universal methods of cryptanalysis, which can be successfully
applied to a wide variety of encryption and hash function."
Eli Biham and Adi Shamir
In Dierential Cryptanalysis of the Data Encryption Standard,
1993.
Dans ce chapitre, on presente quelques methodes d'attaque classiques qui
degagent une analyse generale : il existe de nombreuses attaques dediees a
certains procedes cryptographiques et non transposables. Elles ne font pas
partie de cette etude. Bien que ce chapitre se fonde sur des exemples bien
precis, l'idee de chaque type d'attaques s'adapte facilement a d'autres algo-
rithmes. Les methodes sont illustrees par des exemples d'attaque :
 une attaque dierentielle fondee sur les clefs faibles de Blowsh (qui
ameliore celle qui est presentee en annexe B) ;
 une attaque lineaire (manquee) de Safer (voir annexe D) ;
 une attaque par bo^tes noires de FFT Hash II (voir annexe A) ;
 une attaque statistique par projection de DES (voir annexe C).
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2.1 Modeles de Securite
Avant d'entrer dans le detail des methodes d'attaque, il convient de cerner
la notion de modele d'attaque.1 Que peut-on presupposer de la puissance de
calcul de l'attaquant ? A quelles informations peut-il avoir acces ? Quels sont
ses veritables objectifs ?
On note que l'on ne considere ici que les modeles d'attaque logiques. De
nombreux modeles qui ont recemment marque l'actualite cryptographique
reposent sur des attaques physiques qui utilisent des defauts de mise en
uvre des procedes pluto^t que les faiblesses intrinseques des algorithmes. On
mentionne par exemple l'attaque par mesure de temps de calcul, de consom-
mation electrique, par provocation d'erreurs de calcul dans des conditions
physiques extre^mes, par acces aux circuits ca^bles, ... Ces modeles n'entrent
pas dans le cadre de ce memoire.
2.1.1 Information Accessible a l'Attaquant
D'apres le principe de Kerckhos, il n'est pas raisonnable de supposer le
secret de la description de l'algorithme. On suppose donc que l'attaquant
conna^t la description formelle du procede de chirement mais que seule la
clef secrete (ou une partie) lui est cachee.
Dans un modele d'attaque minimal, l'attaquant ne peut realiser que des
ecoutes des communications chirees : mathematiquement, il dispose d'une
source aleatoire Ck(X) de textes chires pour lesquels il suppose une certaine
distribution des textes clairs correspondants. Il peut, par exemple, supposer
que X est une lettre de type administratif redigee en francais qui commence
par l'identication de l'expediteur, du destinataire, de la date et du lieu
d'emission, par \Cher Monsieur [...]", etc. L'hypothese que le texte est en
francais revele beaucoup d'autres d'informations sur X : que la plupart des
caracteres sont alphabetiques, minuscules, que le caractere le plus frequent est
\e", qu'une lettre presque systematiquement suivie par une me^me autre lettre
correspondra certainement au digramme \qu", etc. On dit que ce modele
d'attaque est \a texte chire connu seulement".
Dans un modele d'attaque plus fort, on suppose que l'attaquant a acces au
texte clair egalement. Cela se justie s'il peut \regarder par dessus l'epaule"
de l'emetteur, ou s'il obtient l'acces au texte par d'autres moyens. Si par
exemple une entreprise devoile un texte contenant une information interes-
1Comme l'analyse cryptographique presente alternativement deux points de vue op-
poses, celui de l'attaquant qui cherche a casser un systeme, et celui d'un expert qui cherche
a en prouver la securite, la notion de modele d'attaque est identique a celle de modele de
securite.
2.1. Modeles de Securite 35
sante pour ses concurrentes, ce document sera certainement retransmis dans
une communication chiree entre deux liales d'une autre entreprise. Suivant
un autre scenario, le recepteur peut e^tre tout simplement peu consciencieux
et omettre de proteger le texte dechire. Ce modele d'attaque dit \a texte
clair connu" est donc justie dans de nombreux contextes.
Un attaquant encore plus fort peut egalement choisir le texte clair pour
observer le resultat chire. Par exemple, dans le cas ou le dispositif de chif-
frement est scelle et ou l'attaquant y a acces pendant une periode limitee, il
peut librement faire des experiences dans le but d'attaquer le systeme. C'est
un modele \a texte clair choisi".2
Il existe d'autres modeles.
 Les attaques \a texte chire choisi". Mais ce modele est surtout utilise
dans le contexte de la cryptographie asymetrique (car pour le chire-
ment symetrique, ce modele est souvent semblable a celui des attaques
a texte chair choisi). 3
 Les attaques a clefs liees. Dans ce modele, on suppose que l'on a plu-
sieurs dispositifs de chirement qui utilisent des clefs liees par certaines
proprietes. (Par exemple un utilisateur change son mot de passe mais
en choisit un peu dierent du precedent.)4
 Les attaques par clefs faibles. On suppose ici que l'on cherche a attaquer
un systeme de chirement particulier au sein d'un reseau, mais sans
savoir lequel a priori. Ce systeme se caracterise en ce qu'il utilise une
clef reputee faible. L'attaquant doit donc prealablement le detecter et
isoler ce systeme des autres.
2.1.2 Puissance de l'Attaquant
La puissance de calcul de l'attaquant est un parametre important du modele
d'attaque. Dans le cas ou sa puissance est illimitee, on s'interesse a la capacite
d'attaquer a partir des informations disponibles. Suivant les auteurs, on parle
de \modele de la theorie de l'information", de \modele de Shannon", ou de
\modele de securite parfaite".
2Les types d'attaques a texte clair connu ou choisi ou a texte chire seulement sont
exposes dans tous les ouvrages de cryptographie. Par exemple, le livre de Stinson [156].
3On appelle parfois \attaques du dejeuner" ce modele, car on imagine que l'attaquant
peut librement acceder au systeme de dechirement pendant que ses responsables sont
partis dejeuner...
4La notion d'attaque a clefs reliees est due a Biham [25].
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La cryptographie asymetrique utilise beaucoup de modeles ou les at-
taquants sont supposes incapables de resoudre des problemes particuliers
comme le probleme de la factorisation, du logarithme discret, ou encore des
problemes NP-complets. On s'interesse donc naturellement aux attaquants
limites par un temps de calcul polynomial. Comme les parametres utilises en
cryptographie symetrique sont moins variables que ceux de la cryptographie
asymetrique, on peut cependant s'interroger sur le sens du \temps de calcul
polynomial". On prefere donc limiter la puissance de calcul des attaquants
en nombre d'operations elementaires et en nombre d'unites de memoire. De
me^me, on s'interesse a la probabilite de succes de l'attaque.
Dans les modeles d'attaque, les parametres qui caracterisent la puissance
de l'attaquant sont donc
 la complexite en nombre d'instructions elementaires ;
 la complexite en nombre de bits de memoire utilises ;
 la probabilite de succes.
2.1.3 Objectifs de l'Attaquant
Le but ultime d'un attaquant est de decrypter un message auquel il n'a
pas reussi a avoir acces physiquement. En eet, dans les modeles a textes
clairs connus, il obtient l'acces par une faille independante de l'algorithme
de chirement. L'objectif de ce memoire est l'etude de la securite apportee
par l'algorithme me^me de chirement, il convient donc de s'interesser a la
protection des messages qui n'ont pas ete devoiles par d'autres moyens.
Un objectif intermediaire consiste a obtenir la clef secrete. Il est clair
qu'elle permet de decrypter tout nouveau message. En revanche, il est pos-
sible qu'une attaque qui parvient a decrypter un message donne ne permette
pas pour autant l'acces a la clef. Le modele de securite contre les attaques par
decryptage est donc plus fort que le modele de securite contre les attaques
sur la clef.
On utilise un autre modele plus fort : celui des attaques par distingueur.
Dans ce cas, l'objectif est de tester si les informations recueillies proviennent
bien de l'algorithme de chirement cible ou non. Le resultat de l'attaque est
donc un bit : \0" ou \1". Etant donne un systeme de chirement C (respec-
tivement C), on denit la probabilite p (respectivement p) que l'attaque
retourne le resultat \1" lorsque les informations utilisees proviennent eecti-
vement de ce systeme. On mesure alors la capacite a distinguer C de C par
la dierence jp  pj que l'on appelle \avantage". En general, on utilise pour
C un systeme ideal de reference. L'intere^t de ce modele est que si l'on ne
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parvient pas a reconna^tre C, on ne peut a fortiori pas decrypter de message.
En eet, si l'on parvient a decrypter avec succes un message, on peut realiser
un distingueur qui repond \1" lorsque l'attaque fonctionne avec succes, et
\0" sinon. Ce modele d'attaque par distingueur est donc plus fort.5
2.2 Cryptanalyse Dierentielle
Dans leur ouvrage, Biham et Shamir denissent ainsi la cryptanalyse dierentielle.
\Dierential cryptanalysis is a method which analyzes the eect
of particular dierences in plaintext pairs on the dierences of the
resultant ciphertext pairs. These dierences can be used to assign
probabilities to the possible keys and to locate the most proba-
ble key. This method usually works on many pairs of plaintexts
with the same particular dierence using the resultant ciphertext
pairs."
Eli Biham and Adi Shamir
In Dierential Cryptanalysis of the Data Encryption Standard,
1993.
L'idee fondamentale de cette methode consiste a exploiter des paires de
couples ((x;Ck(x)); (x
; Ck(x))) telles que x   x et Ck(x)   Ck(x) sont
des valeurs particulieres \interessantes" an d'en deduire une information
sur la clef k. Donc on note d'ores et deja deux caracteristiques importantes
a cette methode :
 il faut avoir deni une notion de dierence par l'operation \ ". Cette
notion peut e^tre dierente en entree (sur les messages clairs), et en
sortie (sur les messages chires).
 Il faut obtenir des paires echantillons ((x;Ck(x)); (x; Ck(x))) avec des
dierences x   x \interessantes".
Dans la plupart des attaques dierentielles, les paires de couples clair-chire
((x;Ck(x)); (x
; Ck(x))) qui ont une dierence x   x \interessante" sont
rares. Le modele d'analyse est donc celui des attaques par texte clair choisi :
5La notion de distingueur est originalement due a Turing dans le contexte des
generateurs pseudo-aleatoires : on dit qu'un generateur est pseudo-aleatoire s'il n'est pas
possible de distinguer ses resultats de ceux d'un generateur aleatoire. (Voir la biographie
de Turing [65].)
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on suppose que l'attaquant est capable d'obtenir la valeur Ck(x) pour toute
valeur x qu'il a choisie.6
L'idee originale de la cryptanalyse dierentielle est due a Biham et Sha-
mir.7 Leur objectif etait en fait d'attaquer la fonction DES. Il est en fait
interessant de constater qu'une grande partie de la recherche publique a ete
motivee par un algorithme dont les techniques de constructions sont restees
secretes !8
Dans le cadre de ce memoire, on utilise le cadre formel du chirement par
blocs en terme de reseau de calcul.
2.2.1 Caracteristique Dierentielle Formelle
On denit tout d'abord la notion abstraite de caracteristique d'un reseau de
calcul.
Denition 2.1. Etant donne un reseau de calcul G = (V;E;Dom), on ap-
pelle \caracteristique" toute evaluation 
 de G.
Denition 2.2. Pour toute fonction f d'un ensemble Dom(In) vers un en-
semble Dom(Out) tous deux munis d'une loi interne \ ", on note
DPf (a; b) = Pr[f(X)  f(X) = b=X  X = a]
pour deux elements aleatoires X et X de Dom(In) de distribution uniforme.
Denition 2.3. On considere un reseau de calcul interprete que l'on note
G = (V;E;Dom; f) dans lequel chaque ensemble Doma est muni d'une loi









Il est important que DPG(
) soit grand, donc en particulier qu'aucune des
probabilites DPfu ne soit nulle. Pour cela, si u est une bo^te lineaire, il faut
que l'on ait

jOutu = fu (
jInu) : (2.1)
Cela se traduit ainsi sur des bo^tes elementaires usuelles :
6Plus theoriquement, on suppose que l'attaquant dispose d'une source de couples
(X;Ck(X)) aleatoires pour laquelle il a choisi la distribution de X.
7Cette notion est apparue en 1990 lorsque Biham et Shamir ont presente leur attaque
a Crypto 90 [27]. Cet article est publie sous une autre version dans le Journal of Cryp-
tology [28]. La premiere attaque dierentielle de DES est parue dans Crypto 92 [29]. Un
ouvrage rassemble tous ces resultats dans [30].
8Pour un inventaire des attaques de DES, on pourra se referer a une synthese due a
Kusuda et Matsumoto [78].
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Lorsque ces conditions sont satisfaites, les bo^tes lineaires u sont associees a
un coecient DPfu egal a 1. En revanche, si u est une bo^te non lineaire, on
distingue deux cas de gure.
 Ou bien 
jInu est nul, et alors il faut 
jOutu = 0. On a alors DPfu = 1
et l'on dit que u est \inactive".
 Ou bien 
jInu est non nul, et l'on dit que u est \active". Le choix
de 
jInu et de 
jOutu doit alors e^tre judicieux pour que le coecient
DPfu(
jInu ;
jOutu) ne soit pas trop petit.
2.2.2 Attaque de Biham et Shamir
Etant donnees une primitive de chirement denie par un reseau de calcul in-
terprete G = (V;E;Dom; f) dans lequel tous les ensembles Doma sont munis
d'une loi interne \ " et une caracteristique 
, on s'interesse au chirement
d'une paire d'entrees aleatoires X et X. On s'interesse a l'evenement
E
 = [Val
G(X)  ValG(X) = 
=X  X = 
jInG ] (2.2)
et a sa probabilite Pr[E
] sur la distribution uniforme de X et X
. En fait,
on considere une paire (X;X) d'entrees de dierence X   X = 
jInG ,
et l'on regarde a chaque etape de calcul a 2 E si la paire correspondante
(ValGa (X
);ValGa (X)) a pour dierence 
a. Lorsque ces evenements sont si-
multanement realises, on dit que la paire (X;X) satisfait la caracteristique.
C'est la notion de \paire interessante".
L'attaque de Biham et Shamir est essentiellement heuristique et suppose
un certain nombre d'hypotheses.
Approximation 2.4 (Principe de l'equivalence stochastique). Avec
les notations precedentes, lorsque la probabilite Pr[E
] est elevee, elle ne
depend pas du choix de la clef et est donc egalement la probabilite en moyenne
sur la distribution de la clef.9
9Le principe de l'equivalence stochastique est discute en particulier dans la these de
Lai[79, p. 48]. Dans cette etude, on distingue egalement la notion de \chirement de
Markov". Par denition, une fonction de chirement produit C = Cr  : : :  C1 est une
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Approximation 2.5. Avec les notations precedentes, la distribution sur les
clefs rend les evenements ValGa (X
)  ValGa (X) = 
a independants.




Approximation 2.6. Avec les notations precedentes, lorsque la probabilite
DPG[





La caracteristique est dite predominante.10
L'analyse heuristique de Biham et Shamir consiste a determiner des ca-
racteristiques 
 pour lesquelles DPG(
) est eleve.
L'attaque de Biham et Shamir se decompose donc en plusieurs phases.
1. Phase de saisie. Obtenir des paires ((X;Ck(X)); (X
; Ck(X))) de
dierence X  X choisie.
2. Phase de ltrage. Eliminer par une premiere analyse les mauvaises
paires.
3. Phase d'analyse. Obtenir par une analyse plus ne des informations
sur la clef k.
4. Phase de recherche. Eectuer une recherche exhaustive de la clef a
l'aide des informations.
On illustre cette methode par un exemple.
fonction de chirement de Markov s'il existe une operation de groupe + sur les espaces de




i 1)  Ci(x) = 
i]
est independante de x. (La distribution porte uniquement sur la clef secrete.) Un exemple
est realise par la construction Ci(x) = f(x+Ki) ou Ki est une sous-clef et ou fi est une
permutation independante deKi. Pour un tel chirement, la seconde hypothese heuristique
de Biham et Shamir est realisee de maniere prouvee.
10Il est important de noter que pour certaines attaques dierentielles, cette approxima-
tion est remise en question, contrairement aux deux autres.
























Figure 2.1 { Blowsh Reduit sur Huit Etages.
2.2.3 Attaque Dierentielle de Blowsh
Dans cette section, on eectue une attaque dierentielle de Blowsh par clefs
faibles.11 Blowsh est un procede de chirement invente par Bruce Schneier
en 1993. C'est un schema de Feistel a 16 tours sur des blocs de 64 bits. Ce
schema de Feistel ore la particularite de faire appara^tre une action d'une
sous-clef (voir Fig. 2.1). On se propose ici d'attaquer le schema reduit a huit
tours.
Dans ce schema, la fonction d'etage F est denie par quatre tables qui
representent des bo^tes de calcul qui a toute cha^ne de huit bits associe une
cha^ne de 32 bits. Si les 32 bits d'entree de F resultent de la concatenation
de quatre sous-cha^nes de huit bits ajbjcjd, on denit
F (ajbjcjd) = ((S1(a) + S2(b) mod 232) S3(c)) + S4(d) mod 232:
L'idee essentielle de Blowsh est que les tables de S1, S2, S3 et S4 ainsi que
les sous-clefs Pi sont engendrees par un generateur pseudo-aleatoire initialise
par la clef secrete.
La presente attaque exploite les collisions possibles sur les bo^tes de calcul.
Supposons par exemple que la bo^te S1 possede une collision
S1(a) = S1(a
0)
11Blowsh a ete presente au colloque Fast Software Encryption en 1993 [136], soit trois
ans apres l'apparition de la cryptanalyse dierentielle. Ce procede a egalement ete presente
dans le journal du Dr Dobb [137] qui a propose un concours de la meilleure analyse. La
presente section ameliore une attaque par clefs faibles presentee au colloque Fast Software
Encryption en 1996 [164] (voir annexe B) qui a remporte le concours.



















Figure 2.2 { Une Caracteristique Dierentielle de Probabilite 2 21.
avec a 6= a0. Comme S1 est determinee aleatoirement a partir de la clef, cela










(232   28)! 23228  2
 17:0: (2.5)
On eectue ici une attaque par clefs faibles. Autrement dit, on eectue une
attaque preliminaire pour detecter que l'on utilise une clef faible, puis une
attaque sur la clef proprement dite.
Lorsque l'on a une collision S1(a) = S1(a
0), si l'on note  = a a0, on a
Pr
X
[F (X  (; 0; 0; 0)) F (X) = 0] = 2 7
soit, avec les notations,
DPF ((; 0; 0; 0); 0) = 2 7:
On considere donc la caracteristique dierentielle de Fig. 2.2. Trois etages
utilisent la propriete precedente : les etages 2, 4 et 6. Les etages 1, 3, 5 et
7 utilisent une probabilite de 1 car la fonction F est une bo^te inactive. Le
dernier etage est particulier, car il ne s'interesse pas a la dierence des 32
bits de droite. Suivant l'equation (2.3), la probabilite de la caracteristique
est donc 2 21.
L'attaque pour detecter la clef faible fonctionne ainsi.
1. On initialise un compteur c.
2. On eectue exactement n = 222 fois la boucle suivante.
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(a) On fait un choix aleatoire de sept cha^nes de huit bits B1, B2, B3,
B4, B6, B7 et B8.




1 jCB2 jCB3 jCB4 jCB5 jCB6 jCB7 jCB8
XB = (B  CB1 )jCB2 jCB3 jCB4 :
(On a donc un jeu de 256 textes clairs choisis.)
(c) (Phase de ltrage.) Si l'on observe une collision XB = XB0 , on
incremente c.
3. (Phase d'analyse.) Si l'on a c >  , on declare la clef faible. Sinon, on
recommence avec une autre clef. (On prend  = 28   10:24 = 96.)
Le jeu de 256 messages contient exactement 128 paires (B;B0) telles que
B B0 = . Il est facile de voir que si la clef est eectivement faible, chaque
jeu contient exactement une paire qui satisfait la caracteristique avec une
probabilite 2 14:0. Dans ce cas, la valeur moyenne de c apres n iterations est
E(c) = n2 14:0
et la variance est
V (c) = n2 14:0(1  2 14:0)  n2 14:0:
D'apres l'inegalite de Tchebichev12, on a
Pr[c <  ] <
V (c)
(E(c)  )2
lorsque  < E(c), donc
Pr[c <  ] <
n2 14:0
(n2 14:0   )2 :
Pour n = 222 et  = 28   10:24, on a Pr[c <  ] < 1%, donc une clef faible
sera acceptee avec au moins 99% de chances.
12L'inegalite de Tchebichev arme que pour toute variable aleatoire X, on a
Pr
"
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Des collisions sur X apparaissent \naturellement" avec une probabilite
de 2 17:0 (cela vient en fait de l'equation (2.5)). Dans ce cas, l'esperance de
c est
E(c) = n2 17:0
et la variance est
V (c) = n2 17:0(1  2 17:0)  n2 17:0:
D'apres l'inegalite de Tchebichev, on a
Pr[c >  ] <
V (c)
(   E(c))2
lorsque  > E(c). On a donc
Pr[c >  ] <
n2 17:0
(   n2 17:0)2  2
 7:0:
La probabilite qu'une clef non faible soit declaree faible par ce procede est
donc inferieure a 1%. En considerant qu'il faut essayer 217:0 clefs, le nombre
de \fausses clefs faibles" moyen est donc de 1024 par vraies clefs faibles
detectees.
On peut ameliorer le nombre de fausses clefs faibles. On peut en eet
exploiter la connaissance de  = BB0 que l'on obtient dans chaque collision :
si les 96 collisions n'indiquent pas la me^me valeur de , c'est que l'on a
certainement une fausse clef faible. En fait, pour chaque valeur de  possible,
la probabilite qu'un jeu indique une collision avec cette valeur  est 2 25:0,
et la probabilite qu'une clef non faible soit declaree faible en indiquant  est
inferieure a
n2 25:0
(   n2 25:0)2  2
 16:2
et le nombre moyen de fausses clefs faibles pour une vraie clef faible est de
1:8.
L'attaque necessite 230 textes clairs choisis par clef testee. Il en faut
donc environ 247 avant d'obtenir une clef faible. On souligne toutefois que
l'inegalite de Tchebichev est souvent tres pessimiste, et que l'attaque est
certainement bien meilleure. Le travail de l'optimisation de cette attaque
particuliere est laissee au lecteur (par exemple avec l'aide des bornes de
Cherno).
Etudions maintenant comment exploiter les faiblesses d'une clef.
Une fois la clef faible detectee, on suppose que l'attaquant est capable
d'obtenir par une intervention physique la description des tables S1, S2, S3 et
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S4. Cette operation a du sens si l'on considere que la table doit e^tre conservee
dans une memoire assez grande pour contenir 4096 octets. Pour une carte a
puce bas-cou^t, il est raisonnable d'envisager de stocker ces tables a l'exterieur
de la carte en ne conservant que les 40 octets P1; : : : ; P10. L'attaquant conna^t
alors la valeur de . De plus, on conna^t plusieurs paires (TB; TB0) qui satisfont
la caracteristique de Fig. 2.2 d'apres la phase de detection de la clef faible.
On obtient sur le dernier tour une equation du type
F ((CB1 jCB1 jCB3 jCB4 ) P10) F (((CB1  )jCB1 jCB3 jCB4 ) P10) = (xjyjzjt):
Seule P10 est inconnue ici. On determine donc cette valeur par une recherche
exhaustive. (Il est d'ailleurs possible d'accelerer la recherche en l'isolant sur
les octets de P10.) Une attaque semblable permet d'obtenir les autres valeurs
P1; : : : ; P9.
On a donc ici une attaque assez particuliere. Elle a une ecacite relative
si l'on tient compte du fait
 que c'est une attaque par clefs faibles avec une fraction de 2 17:0 clefs
faibles
 qu'elle necessite 247 textes clairs choisis avant de detecter une clef faible
 qu'elle necessite une attaque physique particuliere.
Elle met malgre tout en evidence le probleme des clefs faibles qui conduisent a
des collisions sur des tables S1; S2; S3; S4 et permet d'illustrer la cryptanalyse
dierentielle.
2.2.4 Attaques Dierentielles Generalisees
Il existe plusieurs types de generalisations de la notion d'attaque dieren-
tielle. Tout d'abord, on note que l'approximation de l'equation (2.4) n'est
valide que s'il existe une caracteristique predominante. En eet, avec une
dierence d'entree 















Il est donc possible de considerer une \somme" de caracteristiques de me^me

i et 
o. Par exemple, Lars Knudsen a imagine la notion de caracteristique
tronquee qui consiste simplement a laisser libres certaines valeurs 
a de la
caracteristique.
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De me^me, Xuejia Lai a imagine la notion de caracteristique dierentielle
d'ordre superieur. Cette notion immediate consiste a considerer des paires de
paires... Elle presente le defaut de ne pas pouvoir s'iterer aussi bien que dans
le cas des caracteristiques dierentielles, si bien qu'un faible nombre d'etages
rend cette methode impossible.
2.3 Cryptanalyse Lineaire
La cryptanalyse lineaire utilise des notions duales de la cryptanalyse dierentielle.
Au lieu d'utiliser la correlation entre Ck(x1) et Ck(x2) connaissant une correlation
choisie entre x1 et x2, cette methode exploite la correlation lineaire entre x et
Ck(x). Plus precisement, etant donnee une forme lineaire '(x; y), on etudie
le biais statistique de la distribution de la variable aleatoire '(X;Ck(X)).
Ceci induit deux dierences caracteristiques entre les deux approches :
 les attaques dierentielles necessitent des textes clairs choisis, tandis
que seuls des textes clairs connus sont necessaires pour les attaques
lineaires,
 les attaques lineaires extraient une information statistique a partir
d'un grand nombre (indivisible) d'echantillons, tandis que les attaques
dierentielles utilisent un nombre faible de donnees, mais avec une
probabilite de succes faible (ce qui necessite donc un grand nombre
d'iterations).
On a souvent qualie l'attaque de DES par Matsui (qui necessite 243 textes
clairs connus) meilleure que celle de Biham et Shamir (qui necessite 247 textes
clairs choisis). Il faut cependant relativiser cette comparaison en mentionnant
que l'attaque de Matsui utilise un ensemble indivisible de 243 echantillons qui
utilisent la me^me clef, tandis que l'attaque de Biham et Shamir utilise en fait
un ensemble de 214 echantillons qui utilisent la me^me clef et a une probabilite
de succes de 2 33. En particulier, si la clef change d'un ensemble a l'autre,
cette probabilite est inchangee.
2.3.1 Caracteristique Lineaire Formelle
On denit des notions duales de la cryptanalyse dierentielle.
Denition 2.7. Pour toute fonction f d'un ensemble Dom(In) vers un en-
semble Dom(Out) tous deux munis d'un produit scalaire \" sur GF(2), on
note
LPf (a; b) = (2Pr[a X = b  f(X)]  1)2
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pour un element aleatoire X de Dom(In) de distribution uniforme.
Dans la pratique, on utilise des ensembles Dom(A) de la forme f0; 1gn. Par
exemple, si l'on a deux cha^nes x et y de n bits, x  y designe la parite du
poids de Hamming du \et" bit-a-bit de deux cha^nes, soit







La quantite LPf (a; b) mesure en fait a quel point les bits a  X et b  f(X)
sont correles et comment on peut approcher l'un en fonction de l'autre. Si
ces bits sont egaux avec une probabilite de 1
2
, la quantite LP est nulle, car on
ne tire aucun lien entre les deux bits. S'ils sont egaux avec probabilite 1
2
+ ,
on a LP = 42.
Denition 2.8. On considere un reseau de calcul interprete que l'on note
G = (V;E;Dom; f) dans lequel chaque ensemble Doma est muni d'un produit









On considere une fonction f qui prend en entree une cha^ne de p bits et
rend en sortie une cha^ne de q bits. Les applications DPf et LPf sont liees
par une transformation de Fourier. On a en eet
LPf (a; b) = 2 p
X
x;y
( 1)(ax)+(by)DPf (x; y) (2.8)
et la transformation inverse
DPf (a; b) = 2 q
X
x;y
( 1)(ax)+(by)LPf (x; y): (2.9)
Il est interessant de noter les dierences dans les regles de construction
pour obtenir DPG(
) non nul ou LPG(
) non nul. En eet, si l'on considere
un sommet u du reseau qui represente une application lineaire fu, pour que
les formes lineaires en entree et en sortie de u soient correlees, il faut qu'elles




Cela se traduit ainsi sur des bo^tes elementaires.
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Ce sont exactement les proprietes inverses de celles qui correspondent aux
caracteristiques dierentielles.13
2.3.2 Attaque de Matsui
Les notions d'attaques lineaires imaginees par Mitsuru Matsui en 1993 sont
issues des methodes d'attaques dierentielles et d'idees originales due a Henri
Gilbert et Guy Chasse, qui avaient ete utilisees contre l'algorithme de chif-
frement FEAL-8 en 1990.14
Tout comme dans le cas de la cryptanalyse dierentielle, on eectue des
hypotheses heuristiques.
Approximation 2.9. Avec les notations precedentes, lorsque les valeurs
LPfu(
jInu ;
jOutu) sont grandes, les probabilites correspondantes sont inde-
pendantes.





L'equation (2.8) permet de justier ces hypotheses heuristiques. En eet,
si l'on suppose que l'approximation (2.3) est justiee, d'apres les equations














Si l'on ne s'interesse qu'au terme predominant de la somme, on retrouve donc
l'equation (2.11). On etablit ainsi que l'approximation 2.9 est la consequence
des approximations 2.4 et 2.5.
Le principe de l'attaque de Matsui consiste a recueillir une information




13Cette dualite des regles de composition des caracteristiques lineaires et dierentielles
a ete remarquee par Biham a Eurocrypt 94 [24].
14Matsui a presente les fondements de la cryptanalyse lineaires a Eurocrypt 93 [89] et
Eurocrypt 94 [90]. Ses methodes ont par la suite ete experimentees contre DES dans des
resultats publies a Crypto 94 [91]. L'article de Gilbert et Chasse de Crypto 90 montre
comment casser le systeme de chirement FEAL-8 de la compagnie NTT [54] avec des
idees qui ont servi aux fondements de cette technique. La these de Gilbert [53] est une
bonne reference sur le sujet.
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2.3.3 Attaque de Safer
Safer est une fonction de chirement developpee par James Massey en 1993
qui est decrite dans la section 1.3.2. On remarque
LP2PHT(00 01x; 01 00x) = 1:
(On rappelle que les cha^nes de bits sont representees en mode hexadecimal.)
En eet, si l'on note x et y les deux entrees de 2PHT, la sortie de gauche est
egale a (2x + y) mod 256, et son bit de poids faible est donc egal au bit de
poids faible de y. De me^me, on a
LP2PHT(01 01x; 00 01x) = 1
LP2PHT(01 00x; 01 01x) = 1:
Ces observations peuvent conduire a une cryptanalyse lineaire.15
Si l'on note PHT la fonction de 64 bits vers 64 bits qui est denie par les
trois etages de FFT (voir Fig. 1.7), on a donc
LPPHT(00 00 01 01 00 00 00 00x; 00 00 01 01 00 00 00 00x) = 1
LPPHT(00 01 00 00 00 01 00 00x; 00 01 00 00 00 01 00 00x) = 1
LPPHT(00 00 00 00 01 00 01 00x; 00 00 00 00 01 00 01 00x) = 1
LPPHT(00 00 00 00 01 01 00 00x; 00 00 01 00 00 00 01 00x) = 1
LPPHT(00 01 00 01 00 00 00 00x; 00 00 00 00 01 01 00 00x) = 1
LPPHT(00 00 01 00 00 00 01 00x; 00 01 00 01 00 00 00 00x) = 1
On suppose ensuite que l'on a
LPP (01x; 01x) = q
ce qui entra^ne LPQ(01x; 01x) = q puisque Q = P
 1. On remarque qu'une
operation  ou une addition modulo 256 avec une constante preserve une
totale correlation entre le bit de poids faible d'entree et celui de sortie.
Ces remarques permettent de fabriquer six caracteristiques qui utilisent
des donnees calculables a partir de 16 bits de clef et avec un biais LP de q10.
Par exemple, si ER represente un etage entier de chirement, on a
LPER(00 00 01 01 00 00 00 00x; 00 00 01 01 00 00 00 00x) = q
2
a cause du passage dans les bo^tes P et Q (voir Fig. 2.3 sur laquelle on
n'a represente que les 
a non nuls de la caracteristique). Si l'on itere cette
15Cette attaque de Safer a ete presentee a Fast Software Encryption 94 [162] (voir annexe
D), soit un an apres l'apparition de la cryptanalyse lineaire.
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Figure 2.3 { Caracteristique sur un Etage de Safer.
caracteristique sur cinq etages, on a donc un biais de q10. On peut prolonger
ces cinq etages par la couche \=+" nale (pour laquelle le biais est de un),
et remonter jusqu'en sortie des bo^tes P et Q du premier etage. Si l'on note x
le bloc d'entree de la fonction de chirement, z le bloc de sortie, et si l'on note
y le bloc de sortie des bo^tes P et Q du premier etage, en posant z = C(y),
on a bien
LPC(00 00 01 01 00 00 00 00x; 00 00 01 01 00 00 00 00x) = q
10
(voir Fig. 2.4). En outre, on remarque
(y 00 00 01 01 00 00 00 00x) = (Q(x3+k3 mod 256) 01x) (P (x4k4) 01x)
ou x3 et x4 representent respectivement les troisieme et quatrieme octets de
x et ou k3 et k4 representent respectivement les troisieme et quatrieme octets
de la premiere sous-clef. La connaissance de k3 et k4 (soit 16 bits de clef)
permet donc bien de calculer cette quantite.
Suivant les methodes de Matsui, on eectue la procedure suivante.
1. Phase d'analyse. A toute valeur possible de K = k3jk4 on associe un
compteur cK . Pour un grand nombre n d'echantillons (x; Safer(x)), on








Figure 2.4 { Attaque Lineaire de Safer.
compte le nombre de fois cK ou l'egalite
y  00 00 01 01 00 00 00 00x = z  00 00 01 01 00 00 00 00x
est realisee.
2. Phase de tri. On trie les valeurs de K dans l'ordre des cK decroissants
ou dans l'ordre inverse.
3. Phase de recherche. Pour toute valeur K dans la liste triee, on ef-
fectue une recherche exhaustive sur les 56 bits manquants.
En fait, le choix de l'ordre du tri revient a parier sur un bit de la clef. Si
l'on se trompe, l'attaque sera mauvaise. Il convient donc d'eectuer les deux
choix et de conduire les deux recherches exhaustives en parallele.
Si l'egalite
y  00 00 01 01 00 00 00 00x = z  00 00 01 01 00 00 00 00x
admet pour probabilite 1
2
+ K , le compteur correspondant suit une distri-
bution qui converge vers une loi normale d'esperance n
2


















On convient alors de plusieurs approximations.
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Approximation 2.10. La convergence de l'equation (2.13) est tres rapide.
Approximation 2.11. Dans l'equation (2.13), le terme 1
4
  2K de la va-
riance peut e^tre approche par 1
4
.
Approximation 2.12. Avec les notations precedentes, si K est la valeur de
la clef reellement utilisee, pour tout K 0 6= K, K0 est negligeable par rapport
a K.
Pour que la recherche exhaustive soit ecace, il faut que la bonne valeur de
K corresponde a un compteur cK eloigne de
n
2
. En supposant que l'on fait
un tri dans l'ordre croissant, on peut calculer le rang moyen du bon K dans
la liste triee. En eet, le rang moyen estX
K0 6=K
Pr[cK0 < cK ]:
La variable aleatoire cK0   cK suit une loi normale d'esperance nK0  nK 








compte tenu de ces approximations. Si l'on a fait le bon choix pour l'ordre du
tri, on a K < 0. De plus, on a 4
2
K = q
10. En prenant n tel que n > 42q 10
et  = 2, le rang moyen est inferieur a 153, ce qui signie que l'on recupere
ainsi plus de huit bits de la clef.
Telle qu'elle est presentee, l'attaque utilise 16q 10 echantillons et admet
une complexite de 255:3 calculs de chirement. On peut grandement ameliorer
la complexite de la recherche en utilisant les autres caracteristiques. Mais
cette attaque depend fortement de q = LPP (01x; 01x). Si l'on mesure cette
valeur avec la bo^te P utilisee dans Safer, on obtient q = 0, si bien que
l'attaque ne peut fonctionner ! On peut cependant s'interroger sur l'origine
de ce q = 0. On demontre facilement que si l'on prend une permutation
aleatoire de l'ensemble des octets pour denir P , la probabilite d'obtenir
q = 0 est de 10%. On peut se demander si le createur de l'algorithme Safer
a deliberement choisi P pour obtenir q = 0 ou s'il a eu cette chance de 10%.
On relativise toutefois cette remarque en observant
1. que l'attaque precedente n'a de sens que si elle est praticable pour un
nombre d'echantillons inferieur a 264, soit pour q  2 6, ce qui est vrai
avec une probabilite de 6% seulement, donc le createur de Safer aurait
du^ e^tre malchanceux pour que cette attaque fonctionne
2.3. Cryptanalyse Lineaire 53
2. que q = 0 est une propriete \naturelle" de toute fonction exponentielle.
En eet, si g est un generateur de Z257, on a
g128   1 (mod 257)
donc
gx+128 mod 257 = 257  (gx mod 257):
Donc, P (x  80x) et P (x) ont necessairement un bit de poids faible
dierent. Il ne peut donc y avoir aucune correlation entre les bits de
poids faibles de x et de P (x).
Cette \attaque manquee" montre cependant qu'il est dangereux d'utiliser
des bo^tes 2PHT qui laissent ainsi passer un bit sans biais.
2.3.4 Attaques Lineaires Generalisees
Des tentatives de generalisation de la cryptanalyse lineaire ont ete menees.
Notamment, l'attaque de Matsui utilisant des approximations du type
f(entree) g(sortie)  h(clef)
ou f , g et h sont lineaires. Harpes et al. ont propose la notion de \somme
de trois termes" non necessairement lineaire et ont eectue la me^me analyse.
Cette idee n'a cependant pas encore debouche sur de reelles applications.16
Une autre idee consiste a chercher a utiliser simultanement plusieurs ca-
racteristiques. Une analyse heuristique montre alors que si l'on utilise de
telles caracteristiques sur les me^mes informations, cela revient a remplacer
le biais LP d'une caracteristique unique par la somme du biais de toutes
les caracteristiques.17 Par exemple, l'attaque de Matsui contre DES utilise
deux caracteristiques de me^me biais, ce qui revient a ameliorer le nombre
d'echantillons necessaires d'un facteur 2.
Dans un autre type de generalisation, on occulte completement l'aspect
heuristique de la construction de caracteristiques lineaires pour ne retenir que
la methode statistique. Dans cette attaque, on utilise des fonctions h1, h2 et
h3 (dont le ro^le est d'extraire l'information utile) et l'on etudie la distribution
de
Y = h3(K;h2(X;Ck(X)))
pour des fonctions d'extraction d'information h1, h2 et h3 et pour un X
aleatoire. Lorsque l'on a K = h1(k), la distribution doit e^tre biaisee, et
16La notion de somme de trois termes est parue dans [60].
17Cette analyse est due a Kaliski et Robshaw [71].
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lorsque K 6= h1(k), elle doit e^tre une distribution standard (la distribution
uniforme par exemple). L'attaque utilise une statistique que l'on modelise
par une fonction (y1; : : : ; yn) symetrique : pour toute permutation  de
f1; : : : ; ng, on a
(y(1); : : : ; y(n)) = (y1; : : : ; yn):
L'attaque se decompose en quatre etapes.
1. Phase de comptage. On recupere n echantillons si = h2(xi; Ck(xi))
en comptant leurs occurrences dans une table. On a ainsi un compteur
nj egal au nombre de valeurs i pour lesquelles si = j.
2. Phase d'analyse. Pour chaque valeur K, on calcule yi = h3(K; si) et
l'on evalue une statistique (y1; : : : ; yn) pour aecter une note MK a
la valeur K. (Comme  est symetrique, on utilise en fait les nombres
d'occurrences de yi = h3(K; si) ce qui garantit un nombre de calcul
independant de n.)
3. Phase de tri. On trie les valeurs K possibles dans l'ordre des notes
MK les plus vraisemblables.
4. Phase de recherche. Pour chaque valeur K dans la liste triee, on
essaie toutes les clefs possibles k0 telles que h1(k0) = K jusqu'a avoir
k0 = k.
La cryptanalyse lineaire de Safer est un exemple particulier de ce type d'at-
taque. Avec les notations de la section 2.3.3, la fonction h1 extrait de la clef
secrete les 16 bits k3jk4 ; la fonction h2 extrait de (x; z) les 16 octets de x
necessaires au calcul de y3 et y4 et le bit
z  00 00 01 01 00 00 00 00x
et la fonction h3 calcule le bit
(y  00 00 01 01 00 00 00 00x) (z  00 00 01 01 00 00 00 00x):
La phase de comptage utilise donc 217 compteurs. La phase d'analyse eectue
216 iterations pour calculer un compteur cK (le nombre de valeurs h3(K; s)
egales a 1) et calcule une note MK = jcK   n2 j.
An d'analyser la complexite de cette attaque, on eectue les approxima-
tions suivantes.
Approximation 2.13. Lorsque K 6= h1(k), la distribution de
h3(K;h2(X;Ck(X)))
est une distribution D independante de K.
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Approximation 2.14. Lorsque K = h1(k), la distribution de
h3(K;h2(X;Ck(X)))
est une distribution D0 independante de D.
Approximation 2.15. Lorsque Y1; : : : ; Yn suivent independamment la dis-
tribution D (respectivement D0), la statistique (Y1; : : : ; Yn) suit une distri-
bution normale d'esperance  et d'ecart-type  (respectivement 0 et 0).










On note  le nombre de clefs possibles, ` le nombre de h1(k) possibles
(on suppose en outre que h1 est equilibree : si k admet une distribution
uniforme, alors h1(k) egalement), n le nombre d'echantillons, et s le nombre
de h2(x;Ck(x)) possibles. La complexite des phases de comptage, d'analyse
et de tri est n, s et ` log ` respectivement. On demontre que la complexite de























(C'est le coecient LP de la caracteristique.)
Le probleme, pour mettre en uvre cette generalisation de l'attaque de
Matsui, est qu'il faut trouver un autre moyen heuristique pour obtenir un bon
choix de h1, h2, h3 et . Il est possible d'obtenir h1, h2 et h3 par des methodes
de projection presentees dans la section 2.4.6. Un bon  lorsque l'on ne sait
pas a priori comment recuperer une information statistique cachee est le test
du 2. Cela permet d'eectuer une attaque contre la fonction de chirement
DES legerement meilleure que l'attaque de Matsui : on obtient une attaque
de complexite 242:9 contre 243:0... (Cela represente tout de me^me un gain de
7% !) Ces idees sont reportees en annexe C.18
18Elles ont ete publiees a la conference ACM CCS 96 [165].
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2.4 Attaques Generiques
La notion de reseau de calcul denie dans la section 1.1.6 distingue la notion
geometrique de graphe de celle d'interpretation. Avant d'etudier les pro-
prietes d'une interpretation, il para^t naturel de se demander si le graphe
lui-me^me possede des faiblesses. Pour cela, on denit la notion de graphe
d'equations, et l'on considere les methodes de resolution formelles par des
algorithmes dits \generiques". Ceux-ci generalisent en fait assez naturelle-
ment les notions d'attaques par \recherche exhaustive" et d'\attaque dans le
milieu".19
2.4.1 Modele General de Graphe d'Equations
Par denition, un reseau de calcul est un graphe oriente sans cycle dans
lequel chaque are^te est etiquetee par un ensemble dont le cardinal denit
le \degre de liberte". Les sommets d'entree correspondent a des variables
ou a des parametres, et les sommets de sortie a des resultats. Par exemple,
pour une fonction de chirement, on a un texte clair et une clef en entree,
et un texte chire en sortie. Si l'on s'interesse a la recherche d'une clef en
connaissant un texte clair et un texte chire, cela revient a restreindre le degre
de liberte de certaines are^tes. Dans un tel probleme, la notion d'orientation
du graphe intervient peu, car on cherche en general a remonter les calculs en
sens inverse. On denit ainsi la notion de \graphe d'equations".
On rappelle tout d'abord quelques denitions et notations.
Denition 2.17. On appelle graphe non oriente la donnee (V;E) d'un couple
forme d'un ensemble V et d'un ensemble E de paires fu; vg d'elements u et
v de V . (On impose u 6= v : le graphe est sans boucle.) V est l'ensemble
des \sommets", et E est l'ensemble des \are^tes". Une are^te a = fu; vg est
\adjacente" a u et v. Pour un sommet u, on note Adju l'ensemble des are^tes
adjacentes a u. On notera egalement a = uv par commodite.
Denition 2.18. Un \graphe d'equations" est la donnee
G = (V;E;Dom; Sol)
d'un graphe non oriente (V;E), d'un etiquetage Dom qui a chaque are^te a
associe un ensemble Doma et d'un etiquetage Sol qui a chaque sommet u
associe un reel positif Solu inferieur au cardinal de Dom(Adju).
19Ces notions d'attaques generiques ont pour la premiere fois ete presentees a la
conference Fast Software Encryption 93 [145] pour proposer une fonction de hachage. Elles
ont ete reprises a Eurocrypt 94 [146], puis publiees dans le Journal of Cryptology [147]
(voir annexe E).
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Intuitivement, chaque are^te est une inconnue, et chaque sommet est une
equation locale entre les inconnues adjacentes. L'entier #Doma est la taille
du domaine de l'inconnue a, et Solu est la taille de l'ensemble des solutions.
Comme on s'interesse a la diculte intrinseque de resoudre l'equation
independamment de la description des equations locales, on considere chaque
equation locale comme une equation aleatoire.
Denition 2.19. Un \graphe d'equations aleatoire interprete" est la donnee
G = (V;E;Dom; Sol; F ) d'un graphe d'equations G = (V;E;Dom; Sol) et
d'une \interpretation aleatoire" F , qui est une application aleatoire de dis-
tribution donnee qui a tout sommet u associe un sous-ensemble note Fu de
Dom(Adju) tel que E(#Fu) = Solu.
En fait, une equation locale u est denie par son ensemble de solutions Fu.
Une solution est formalisee par une application qui a toute are^te adjacente
a associe une valeur de Doma : c'est une evaluation partielle de G denie
sur Adju. Une interpretation aleatoire F est donc denie par un ensemble
aleatoire Fu  Dom(Adju). On dit qu'une partie de Dom(A) est un ensemble
de solutions partielles denies sur A. On introduit egalement une nouvelle
notation.
Denition 2.20. Soit un graphe d'equations G = (V;E;Dom; Sol). Si l'on
a X  Dom(A) et Y  Dom(B), on denit la \jointure" de X et Y
X ./ Y = ft 2 Dom(A [B); tjA 2 X; tjB 2 Y g:
Si X et Y sont respectivement des ensembles de solutions partielles denies
sur des domaines A et B, X ./ Y est l'ensemble des solutions partielles sur
A [B.
2.4.2 Resolution de Graphe d'Equations
Un algorithme de resolution generique procede par etapes successives en
gerant des ensembles d'evaluations partielles denies sur des ensembles d'are^tes
de plus en plus grands. Comme il traite les solutions de maniere generique, il
ne peut qu'\ouvrir" successivement l'ensemble des solutions d'une equation
locale et en selectionner aleatoirement dans cet ensemble sans segregation
possible. On lui autorise donc les deux types d'operations elementaires sui-
vantes.
 La restriction aleatoire d'un ensemble de solutions partielles X pour
en obtenir une fraction p en moyenne. On note cette operation p(X).
(Formellement, on a p(X)  X et pour tout t 2 X, les evenements
t 2 p(X) sont independants et de probabilite p.)
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 La jointure de deux ensembles de solutions partielles X et Y que l'on
note X ./ Y .
Plus precisement, un algorithme est une suite nie X1; X2; : : : ; Xn d'en-
sembles d'evaluations partielles telle que pour tout i, on a
 soit Xi = Fu pour un sommet u ;
 soit Xi = Xj ./ Xk pour des valeurs j < i et k < i ;
 soit Xi = p(Xj) pour une valeur j < i et un reel p.




Suivant le contexte, on pourra considerer que le but de l'algorithme est d'ob-
tenir l'ensemble de toutes les solutions, ou une seule solution. Dans la suite,
on adopte une denition \visuelle" d'un algorithme de resolution au moyen
de la notion formelle de terme.
Denition 2.21. Etant donne un graphe d'equations G = (V;E;Dom; Sol),
un \algorithme de resolution" est deni par un terme R compose exclusive-
ment
 d'operateurs d'arite 0 notes u (pour tout sommet u de G),
 d'operateurs d'arite 1 notes p (pour tout reel p de [0; 1]),
 d'operateurs d'arite 2 notes ./,
et tel que chaque sommet u de G est represente par au moins un operateur
u. Etant donnee une interpretation aleatoire f de G, tout sous-terme S de
R denit un ensemble aleatoire de solutions partielles Valf (R) par induction
suivant les regles suivantes :
 Valf (u) = fu ;
 Valf (p(S)) = p(Valf (S)) ;
 Valf (S ./ T ) = Valf (S) ./ Valf (T ).
Avec une telle denition, on montre que Valf (R) est necessairement un en-
semble de solutions du graphe d'equations.
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2.4.3 Complexite d'un Algorithme de Resolution
On formalise ainsi la complexite d'un algorithme de resolution.
Denition 2.22. Etant donne un graphe d'equations G = (V;E;Dom; Sol)
muni d'une interpretation f et d'un algorithme de resolution R, la \com-
plexite" Compf (R) de R est le maximum de #Valf (S), pour tout sous-terme
S de R.
Exemple 2.23 (Calcul direct). On suppose que l'on s'interesse au chire-
ment Ck(x) d'une donnee x au moyen d'une clef k. Lorsque l'algorithme de
chirement C provient d'un reseau de calcul interprete G = (V;E;Dom; f),
on a un graphe oriente sans cycles (V;E) qui permet de calculer Ck(x) au
moyen de k et x. Comme le graphe est sans cycles, on peut enumerer tous les
sommets de G dans un ordre u1; : : : ; un tel que pour tout i et tout sommet
v, si (v; ui) est une are^te de G, alors v = uj pour un certain j tel que j < i.
En particulier, u1 est necessairement un sommet d'entree de G, et un est
necessairement un sommet de sortie.
Le graphe (V;E) denit naturellement un graphe non oriente (V;E 0) avec
le me^me ensemble de sommets. Pour tout sommet u, on denit Solu par
 Solu = 1 si u est un sommet d'entree ;
 Solu = #Dom(Inu) sinon.
Lorsque l'on conna^t x et k, il n'y a eectivement qu'une \solution" pour les
sommets d'entree. On a ainsi un graphe d'equations G0 = (V;E;Dom; Sol)
pour lequel on peut denir un algorithme de resolution
R = (: : : ((u1 ./ u2) ./ u3) ./ : : :) ./ un :
Cet algorithme trivial consiste a calculer successivement les bo^tes de calcul
dans un ordre tel que leurs entrees sont deja resolues.
On denit une interpretation f 0 de G0 = (V;E 0;Dom; Sol) en completant f
sur InG et OutG. Pour un sommet d'entree u, on denit f
0
u par un singleton
qui represente la valeur de u, et pour un sommet de sortie v, on denit
f 0v = Dom(Adjv). Pour l'interpretation f
0, on montre que Compf 0(R) est
Compf 0(R) = maxx #Dom(Inu)
qui est en general faible. (Ces algorithmes generiques ont en fait une forme
de \stupidite" qui les borne a evaluer une fonction fu sur une entree t en
enumerant toutes les possibilites de Dom(Inu) jusqu'a trouver t.)
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Exemple 2.24 (Recherche exhaustive). On suppose que l'on s'interesse
a la recherche d'une clef k pour une fonction de chirement Ck avec la connais-
sance d'un couple (x;Ck(x)). On utilise les notations de l'exemple precedent
en modiant la denition de Sol. On suppose que la clef k intervient par un
unique sommet d'entree v et que tous les sommets de sortie correspondent a
Ck(x). On denit
 Solu = 1 si u est un sommet d'entree dierent de k ;
 Solu = K si u = v (K etant le nombre de clefs possibles) ;
 Solu = 1 si u est un sommet de sortie ;
 Solu = #Dom(Inu) sinon.
Le me^me algorithme commence par calculer directement ce qu'il peut, soit
les sommets u1; : : : ; ur en n'ayant a gerer que des ensembles de solutions
partielles reduites a un seul element, puis tombe sur ur+1 = v. On note
S ./ v
le sous-terme correspondant. Au moment d'evaluer Valf (S ./ v), il faut
calculer fv qui contient toutes les clefs possibles. L'algorithme progressera
ensuite en gerant des ensembles de K solutions partielles qui correspondent a
toutes les clefs possibles. Au moment ou l'algorithme tombera sur un sommet
de sortie, la valeur de Ck(x) etant imposee, des solutions seront eliminees, et
l'on ne retiendra a la n que les clefs k telles que Ck(x) est bien la valeur
attendue.
Lorsque Ck(x) est une cha^ne de n bits, si K > 2
n, il est judicieux de
prendre 2n=K(v) a la place de v. On obtiendra ainsi en moyenne une seule
clef, si l'interpretation a une distribution susamment reguliere.
An d'evaluer la complexite des algorithmes, on suppose que la distri-
bution de l'interpretation admet les proprietes suivantes qui respectent la
\genericite" des algorithmes de resolution.
Denition 2.25. Pour un graphe d'equations (V;E;Dom; Sol), une partie
aleatoire X de Dom(A) est dite \localement uniforme" si les solutions po-
tentielles t 2 Dom(A) sont equiprobables dans X.
Une interpretation aleatoire F est dite \localement uniforme" si Fu est
localement uniforme pour tout sommet u. On a donc
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De nombreuses distributions \raisonnables" sur les parties de Dom(Adju)
verient cette hypothese :
1. la distribution uniforme sur les parties de Dom(Adju) de cardinal egal
a Solu ;
2. la distribution
ft 2 Dom(Adju); tjOutu = T (tInu)g
induite par une fonction aleatoire T de Dom(Inu) vers Dom(Outu) et de
distribution uniforme, lorsqu'il existe une partition Inu [Outu = Adju
telle que
Q
a2Inu #Doma = Solu.
Denition 2.26. Une interpretation aleatoire F est dite homogene si les Fu
sont independants pour tous les sommets u.
Dans la suite, on ne considerera que des interpretations localement uniformes
et homogenes. Ces proprietes permettent de calculer la complexite des algo-
rithmes independamment de l'interpretation.
On note que l'on peut supprimer les operations p des algorithmes en di-
minuant eventuellement Sol sans aecter le nombre moyen de solutions que
l'on obtient en n de resolution ni leur complexite. Pour cela, il sut d'obser-
ver que p(X ./ Y ) a la me^me distribution que q(X) ./ r(Y ) lorsque qr = p.
Cela permet de faire descendre les operations p jusque vers les feuilles du
terme. Si un terme utilise ensuite plusieurs occurrences d'un sommet u avec
des operations dierentes p1(u); : : : ; pn(u), comme la resolution devra a
un moment eectuer une intersection de ces selections, on peut remplacer Fu
par p1:::pn(Fu) dans la resolution en supprimant les operations . Cela re-
vient a remplacer Solu par p1 : : : pnSolu. Dans la suite, on ne considere donc
que des algorithmes sans fonction p.
2.4.4 Complexite Theorique
On a le lemme suivant.
Lemme 2.27. Soit un graphe d'equations G = (V;E;Dom; Sol) muni d'une
interpretation aleatoire F homogene et localement uniforme. Pour tout algo-










ou V (S) est l'ensemble des sommets u de G representes par au moins un
operateur u dans S, et EjV (S) est l'ensemble des are^tes de G dont les deux
extremites sont dans V (S).
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Preuve. Comme S n'a pas d'operateur p, on a




























ou Adj(V (S)) est l'ensemble des are^tes adjacentes a au moins un sommet
de V (S). Les are^tes dont les deux extremites sont dans V (S) sont comptees
deux fois dans le second produit. Celles dont une seule extremite est dans
V (S) ne sont comptees qu'une seule fois. On obtient donc ainsi l'equation
annoncee. ut
Si l'on ecrit l'equation du lemme 2.27 de maniere logarithmique, on ob-
tient naturellement la notion de forme quadratique suivante.
Denition 2.28. A tout graphe d'equations G = (V;E;Dom; Sol) on associe
une matrice   dont les lignes et les colonnes sont denies par un sommet de





log#Domfu;vg si fu; vg 2 E
log Solu si u = v
0 sinon:





On dit que   est la \forme quadratique associee a G". Par convention, pour
tout ensemble de sommets U , on denit
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Le lemme 2.27 s'ecrit donc E(#ValF (S)) = Sol(V (S)). On obtient ainsi le
theoreme suivant.
Theoreme 2.29. Soit un graphe d'equations G = (V;E;Dom; Sol) muni
d'une interpretation aleatoire F homogene et localement uniforme. Pour tout
algorithme de resolution R sans fonctions p, si l'on note #R la taille de R
(le nombre de ses sous-termes), on a
max
S
Sol(V (S))  EF (CompF (R))  #Rmax
S
Sol(V (S))
ou S est un sous-terme quelconque de R.
Preuve. Comme l'esperance des maxima est superieure au maximum des
esperances, l'inegalite de gauche est une consequence directe du lemme 2.27.
Pour montrer l'inegalite de droite, on a
EF (CompF (R)) = E

max














S sous terme de R
Sol(V (S))
 #R max
S sous terme de R
Sol(V (S)):
ut
On denit donc un estimateur de la complexite moyenne d'un algorithme.
Denition 2.30. Pour un algorithme de resolution R sans operateur p
d'un graphe d'equations G = (V;E;Dom; Sol), on denit la \complexite
theorique"
Comp0(R) = max
S sous terme de R
Sol(V (S)):
On a le corollaire suivant.
Corollaire 2.31. On considere un graphe d'equations muni d'une interpre-
tation aleatoire F localement uniforme et homogene. Tout algorithme de
resolution de taille t verie les inegalites
Comp0(R)  EF (CompF (R))  t:Comp0(R):
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Ce resultat montre que l'on peut etudier les faiblesses induites par la structure
de graphe seule. En eet, si l'on suppose que les equations locales ont les
proprietes d'uniformite et d'homogeneite voulues, la complexite theorique
d'un algorithme de resolution ne depend plus de leur distribution.
Exemple 2.32 (Recherche exhaustive). On reprend l'etude de l'exemple
2.24 pour resoudre l'equation Ck(x) = y a partir de x et y. Comme on ne
s'interesse pas a la denition precise de l'algorithme de chirement, on peut
en fait simplier le probleme au moyen du graphe de la gure 2.5 :
 on a un ensemble de sommets V = fux; uk; uy; uCg ;
 on a un ensemble d'are^tes
E = fuxuC ; ukuC ; uyuCg;
 on a DomuxuC = DomukuC =M , DomuyuC = K ;
 on a Solux = Soluy = 1, Soluk = #K, SoluC = #M #K ;
 on a Fux = fxg, Fuy = fyg et Fuk = K.
Seule FuC n'est pas denie. On considere donc la distribution des FuC in-
duites par une fonction aleatoire C de distribution uniforme. On a bien une
interpretation aleatoire F localement uniforme et homogene. On considere
l'algorithme de resolution
R = ((ux ./ uk) ./ uC ) ./ uy :
On calcule les Sol(V (S)) pour les sous-termes S de R.
Solux = 1
SoluK = #K
Sol(fux; ukg) = #K
Sol(fux; uk; uCg) = #K
Soluy = 1
Sol(fux; uk; uC ; uyg) = #K=#M:
On ne peut toutefois pas conclure Comp0(R) = #K. En eet, uC est un
sous-terme de R tel que SoluC = #K:#M . On voit cependant que ce sous-
terme n'est pas, dans la pratique, evalue. Avec une telle observation, on aurait
tendance a modier la structure du modele de complexite. Ce n'est toutefois
pas necessaire, car si l'on considere des primitives de chirement usuelles







Figure 2.5 { Recherche Exhaustive.
denies par un reseau de calcul, on n'utilise jamais de bo^tes de calcul aussi







et Solu est souvent petit. Ce \defaut" du modele a donc une portee limitee.
Exemple 2.33 (Attaque dans le milieu). Voici comme exemple d'appli-
cation la notion bien connue d'\attaque dans le milieu". On suppose que l'on
cherche a resoudre une equation du type
y = C 0k2(Ck1(x))
ou k1 et k2 sont les inconnues d'un ensemble K0. On pose K = K
2
0 . On utilise
le graphe d'equations suivant (Voir Fig. 2.6)
V = fux; uk1 ; uk2 ; uy; uC ; uC0g
E = fuxuC ; uk1uC ; uCuC0 ; uk2uC0 ; uC0uyg
Dom =
 
uxuC uk1uC uCuC0 uk2uC0 uC0uy















R1 = (ux ./ k1) ./ uC1
R2 = (uy ./ k2) ./ uC2
R = R1 ./ R2:
Hormis les sous-termes uC1 , uC2 et R lui-me^me, on a Sol(V (S)) 
p
#K
pour les sous-termes S de R. La complexite de ce type d'attaque est donc dep
#K pour trouver une clef dans K.










Figure 2.6 { Attaque dans le Milieu.
2.4.5 Application
Un exemple d'attaque eective qui utilise la notion de graphe d'equations
est l'attaque de FFT Hash II.20 Bien que cet algorithme ne soit pas une
primitive de chirement, la notion de resolution de graphe d'equations est
identique. FFT Hash II est une fonction de hachage proposee par Schnorr a
la conference Eurocrypt 92.21
2.4.6 Attaques par Projection
Lorsqu'un graphe d'equations ne peut pas e^tre attaque directement, on peut
par des methodes heuristiques le simplier par la notion de \projection".
Pour cela, on supprime tout simplement des are^tes en supposant que leur
valeur a une distribution uniforme independante des autres, et pour toute
interpretation f , on projette les ensembles fu sur leur nouveau domaine. Un
tel exemple d'experience a ete eectue sur l'algorithme DES, ce qui a permis
d'obtenir la caracteristique utilisee par Matsui par un nouveau procede. Cela
a egalement permis d'ameliorer sensiblement son attaque.
Concretement, on denit le reseau de calcul de DES et l'on cherche, dans
les deux registres du schema de Feistel, a ne calculer qu'un faible nombre
de bits. Pour tout choix possible de la position de ces bits, on peut sup-
primer tous les autres en leur supposant une distribution uniforme, ce qui
procure aux bo^tes de calcul un comportement aleatoire. On peut ensuite
20Cette attaque a ete publiee dans les actes de Crypto 92 [161] (voir annexe A). En
fait, cet article reporte en annexe A a historiquement ete le point de depart pour fonder
la notion de graphe d'equations.
21Cet article [143] fait suite a une proposition d'un precedent algorithme FFT Hashing
non publie mais presente a la conference Crypto 91 [141] et qui a ete casse par Baritaud,
Gilbert et Girault [20].
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calculer la distribution des sorties du chirement en fonction de la distri-
bution des entrees. On obtient en fait un operateur lineaire represente par
une matrice stochastique. Si l'on cherche le choix des positions de bits qui
maximise la distance entre cette matrice et celle dont tous les coecients
sont constants, on obtient precisement les bits utilises dans la meilleure ca-
racteristique lineaire de DES obtenus par Matsui. (Ce procede retrouve donc
la meilleure caracteristique lineaire par un moyen detourne.)
On peut ensuite exploiter ces positions par une attaque statistique qui
utilise une fonction  lineaire, ou un test du 2.22
2.5 Conclusion
On a presente les methodes d'attaque generales usuelles :
 la cryptanalyse dierentielle,
 la cryptanalyse lineaire,
 les attaques generiques sur les graphes d'equations (qui generalisent les
recherches exhaustives et les attaques dans le milieu),
 les attaques statistiques obtenues par projection.
22Ces experiences publiees a la conference ACM CCS 96 sont reportees en annexe C.
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Chapitre 3
Securite du Chirement par
Blocs
\Perfect Secrecy is dened by requiring of a system that after a
cryptogram is intercepted by the enemy the a posteriori probabil-
ities of this cryptogram representing various messages be identi-
cally the same as the a priori probabilities of the same message
before the interception. It is shown that perfect secrecy is possible
but requires, if the number of messages is nite, the same number
of possible keys."
Claude E. Shannon
In Communication Theory of Secrecy Systems, 1949.
La securite des algorithmes de chirement par blocs issus de la recherche
publique etait principalement empirique jusque dans les annees 90. Tant
qu'aucune attaque n'etait connue, un algorithme etait repute su^r. L'appa-
rition des methodes generales d'analyse a cependant ouvert la voie a de nou-
veaux types de securite : on a des lors cherche a demontrer la securite face a
certains types d'attaques comme les attaques dierentielles ou lineaires.
Dans ce chapitre, on presente les dierents outils de preuve de securite. On
denit la notion de \multipermutation" qui caracterise la diusion parfaite.
On montre comment determiner des bornes inferieures de complexite pour des
algorithmes generiques. On caracterise egalement la notion de non-linearite
optimale pour une bo^te de calcul. Ceci permet de prouver une forme de
securite heuristique. Enn, on aborde les methodes de preuve formelle, et
notamment la notion de \decorrelation".
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3.1 Securite Heuristique
Pour concevoir de nouveaux procedes de chirement symetriques, la notion
de \securite heuristique" consiste en fait a ne pas faire les me^mes erreurs que
les algorithmes deja casses. On cherche donc a rendre impossible des attaques
deja connues.
3.1.1 Emploi des Multipermutations
L'attaque contre l'algorithme Safer de la section 2.3.3 montre que la fonction
2PHT(x; y) = (2x+ y mod 256; x+ y mod 256)
laisse \fuir" un bit. On a en eet egalite entre le bit de poids faible de
2x+y mod 256 et le bit de poids faible de y. De maniere duale, il est possible
de modier l'entree x (dans ce cas, sur son bit de poids fort) sans que la sortie
2x+ y mod 256 ne soit alteree : on a perdu un bit d'information.
Une propriete semblable permet d'attaquer une version simpliee de la
fonction MD4.1
De telles proprietes permettent de contro^ler la diusion d'informations au
sein d'un reseau de calcul. Pour se premunir contre ce type de faiblesse, on
denit la notion de \multipermutation" qui caracterise la meilleure diusion
possible dans un tel reseau.2
Denition 3.1. On considere une fonction f de Dp vers Dq. On dit que f
est une multipermutation si pour deux (p + q)-uplets dierents quelconques
(x; f(x)) et (y; f(y)), il existe au moins q+1 entrees sur lesquelles ils prennent
des valeurs dierentes.
En fait, si l'on considere une telle fonction comme denissant un code C =
f(x; f(x));x 2 Dpg, la distance minimale est le nombre minimal non nul
d'entrees pour lesquels deux (p + q)-uplets sont dierents. Cette distance
minimale est necessairement inferieure a q + 1, car on peut construire x et y
tels que seule une entree est changee. Les multipermutations sont en fait les
fonctions qui realisent cette borne.
Voici quelques exemples elementaires.
 p = q = 1 : f est en fait une permutation de D.
 p = 1 : f est en fait une famille (f1; : : : ; fq) de q permutations de D.
1Voir a ce sujet [162] (annexe D).
2La notion de \multipermutation" est issue d'un travail sur les reseaux de calcul publie
dans [145] et [146]. La denition s'est stabilisee dans [162] (voir annexe D).
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 p = 2, q = 1 : f denit en fait une structure de \pseudo-groupe" sur
D, et sa table est un \carre latin".
 p = 2 : f est une famille de q carres latins deux-a-deux \orthogonaux".
Plus generalement, une (p; q)-multipermutation dur D est equivalente a un
\tableau orthogonal" de type ((#D)p; p+ q;#D; p). De plus, on note qu'une
multipermutation lineaire est equivalente a un code MDS.3
Avec de telles fonctions, des proprietes accidentelles qui mettent en uvre
peu d'entrees et de sorties d'une me^me fonction d'un reseau de calcul sont
eliminees. Il est toutefois important de noter que ce critere de conception
ne traite que la diusion de calculs et ne constitue en rien un \critere de
confusion" comme ceux qui sont presentes dans les sections suivantes. En
eet, une multipermutation peut e^tre une fonction lineaire (d'ailleurs, elles
sont presque toujours construites a partir de telles fonctions) ce qui permet
d'etablir des caracteristiques dierentielles ou lineaires dont le coecient
DP ou LP est 1. Ce que la multipermutation garantit, c'est que de telles
caracteristiques rendront \actifs" un nombre maximal de sommets voisins.
Le probleme principal reside dans la recherche de methodes de construc-
tion de telles fonctions qui ne penalisent pas les performances de l'algorithme.
Pour cela, on emploie une multipermutation lineaire ' que l'on perturbe au
niveau de toutes ses entrees et de toutes ses sorties par des permutations
quelconques 1; : : : ; p et 1; : : : ; q. On utilise ainsi
f(x1; : : : ; xp) =
((1  '1)(1(x1); : : : ; p(xp)); : : : ; (q  'q)(1(x1); : : : ; p(xp)))
ou ' = ('1; : : : ; 'q). Il est evident qu'une telle fonction f est une multiper-
mutation.
Pour construire une (2; 1)-multipermutation, on utilise une loi de groupe.
Par exemple, sur D = Zn2 , on utilise
'(y1; y2) = y1 + y2 mod 2
n
ou
'(y1; y2) = y1  y2:
Pour construire une (2; 2)-multipermutation a partir d'un groupe (D;+) (que
l'on supposera abelien), on cherche des applications de la forme
fi(x1; x2) = i(1(x1) + 2(x2)):
3On se referera a l'article [162] publie dans Fast Software Encryption 95 et reporte dans
l'annexe D pour plus de details.
72 Chapitre 3. Securite du Chiffrement par Blocs
On peut demontrer a partir du theoreme de Hall-Paige4 que de telles construc-
tions sont possibles si et seulement si Z22 est un sous-groupe de D. En parti-
culier, si D admet un sous-groupe isomorphe a Z2k et si #D=2
k est impair,
une telle construction est impossible.
Dans le cas de la fonction Safer, le groupe Z256 rend donc la construc-
tion impossible. Par contre, on peut utiliser la construction suivante dans le
groupe Zn2 pour n > 1.
Theoreme 3.2. Soit  une permutation de f1; : : : ; ng. Pour tout x 2 Zn2 , on
note x l'element de Z
n
2 obtenu en permutant les entrees de x, soit (x)i =
x(i). Soit c 2 Zn2 . Pour tout x 2 Zn2 , on note x AND c l'element de Zn2
obtenu par un \et" bit-a-bit, soit (x AND c)i = xici. On suppose que  et c
sont tels que
c AND c AND c AND : : : AND cn = 0
et de me^me si l'on remplace c par son complementaire bit-a-bit. (Autrement
dit, l'iteration de la permutation  sur c fait passer un \0" et un \1" dans
chaque entree.) La fonction
'(y1; y2) = ((c AND (y1)) y1  y2; (y1)  y2)
est une multipermutation.
Une telle construction est evidemment tres performante, car les instructions
 et AND sont disponibles sur tous les microprocesseurs. La fonction de
chirement CS-Cipher presentee en annexe G utilise une telle construction
avec n = 8, c = 55x et une rotation circulaire de un bit vers la gauche pour
. L'intere^t d'utiliser 55x est que l'on peut facilement inverser la fonction.
3.1.2 Criteres Geometriques de Diusion
Un reseau de calcul qui utilise des multipermutations permet de garantir une
bonne diusion de l'information. Sauf si les multipermutations sont parti-
culieres, on peut donc se ramener au probleme de la securite du reseau de cal-
cul muni d'une interpretation aleatoire, et donc aux proprietes geometriques
du reseau.
Dans un exemple simple, on peut s'interesser au probleme de l'inversion
de fonctions de hachage fondees sur le graphe FFT. On considere le reseau de
calcul a 2n entrees et r etages du graphe de la gure 1.6 (page 29). Avec les
4Ce theoreme publie en 1955 dans [58] precise qu'il n'existe par de permutation 
d'un groupe (D;+) telle que x 7! (x)   x soit egalement une permutation lorsque le
sous-groupe de Sylow d'ordre 2 de D est cyclique.
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me^mes conventions que dans la section 1.3.1, si l'on note ui1;:::;in les sommets
d'entree et vi1;:::;in les sommets de sortie, et si l'on considere un ensemble
D, on denit un reseau de calcul interprete G = (V;E;Dom; f) dans lequel





en melangeant deux entrees x et y et en supprimant une
sortie sur deux, soit
h(x; y) = ValG(t)jfvi1;:::;in 1;0;i1;:::;in 12f0;1gg
avec t(ui1;:::;in 1;0) = xi1;:::;in 1 et t(ui1;:::;in 1;1) = yi1;:::;in 1 . Le probleme de
l'inversion etant donnee une valeur z et une valeur x, est de trouver une
valeur y telle que h(x; y) = z. La recherche exhaustive porte ici sur #D2
n 1
possibilites.
Un tel probleme denit un graphe d'equations Gn;m. On a le resultat
suivant.
Theoreme 3.3. Pour des entiers n et m tels que n < m  2n  1 il existe
un algorithme R de resolution de Gn;m tel que
Comp0(R) = #D2
n 2+2m 1 n :










2n 1 n'est su^rement pas la meilleure. On conjecture en fait
que le meilleur algorithme de resolution est la recherche exhaustive, donc de
complexite #D2
n 1
. Cela signie qu'il faut au moins 2n 1 etages pour avoir
une securite qui correspond a la recherche exhaustive.5
Ces resultats utilisent des notions de theorie des graphes. On demontre
plus generalement que l'on peut obtenir une borne inferieure sur la com-
plexite des algorithmes de resolution a partir des valeurs propres de la forme
quadratique associee au graphe d'equations particuliers.6
Denition 3.4. Un graphe d'equations G = (V;E;Dom; Sol) est dit \loca-






5Ces resultats sont publies dans [147] (voir annexe E).
6Le resultat suivant generalise en fait le theoreme E.7 de l'annexe E p. 154.
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En fait, lorsqu'un sommet u provient d'une bo^te de calcul reversible, il existe
une partition Inu [Outu qui denit les entrees et les sorties de u et telle que
l'on ait
Solu = #Dom(Inu) = #Dom(Outu)
ce qui correspond a la notion de reversibilite locale.
Theoreme 3.5. Soit G = (V;E;Dom; Sol) un graphe d'equations localement
reversible connexe. La forme quadratique   associee a G admet n valeurs
propres
0 = 1 < 2  : : :  #V :
Pour tout algorithme de resolution R, on a
Comp0(R)  e 229 #V :
Preuve. Le fait que   admette des valeurs propres reelles est bien connu.
Comme le graphe admet une seule solution, on a  (V ) = 0. Comme la
diagonale de   est dominante et positive, les valeurs propres sont positives, et
le fait que 2 soit non nul provient du fait que G est connexe. Si v1; : : : ; v#V










car U  U = #U et U  v1 = #U=
p
#V .
Pour tout entier c, il existe un sous-terme minimal S de R tel que
#V (S)  c:
Au mieux, c'est la jointure de deux sous-termes d'au moins c   1 sommets,
on a donc #V (S)  2c. D'apres l'inegalite suivante, on a





















(voir le cas c = x = #V
3
). ut
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3.1.3 Criteres Combinatoires de Confusion
An de garantir une securite heuristique face aux attaques dierentielles et
lineaires, une methode consiste a rendre le coecient DP ou LP de toute
caracteristique petit. Comme ce coecient est le produit de coecients DP
ou LP sur des sommets actifs, on construit l'algorithme de chirement suivant
deux principes complementaires :
 pour toute caracteristique telle que DP ou LP est non nul, le nombre
de bo^tes actives est grand ;
 pour tout sommet, la valeur maximale de DP(x; y) (pour x non nul) et
LP(x; y) (pour y non nul) est petite.
Le premier critere est \naturellement" satisfait lorsque la diusion de
l'information au sein des bo^tes de calcul est bonne. L'emploi de multiper-
mutations l'assure. On peut egalement verier que ce critere est satisfait par
des methodes de comptage. Dans le cas de la fonction DES, les concepteurs se
sont assures que toute caracteristique dierentielle aurait un nombre impor-
tant de bo^tes actives.7 De me^me, Heys et Tavares8 utilisent des proprietes
geometriques d'un reseau particulier pour demontrer que le nombre de bo^tes
actives etait necessairement grand. C'est egalement l'approche adoptee dans
la construction de la fonction CS-Cipher presentee en annexe G.
Le second critere s'obtient en etudiant les proprietes booleennes des bo^tes
de calcul. On denit
DPfmax = max
a 6=0;b
DPf (a; b) (3.1)
LPfmax = max
b6=0;a
LPf (a; b): (3.2)
Les fonctions qui minimalisent les coecients DPmax et LPmax sont rares et
ont des proprietes mathematiques passionnantes. On a les resultats suivants.
Theoreme 3.6. Soit f une fonction de f0; 1gp dans f0; 1gq. On a les bornes
inferieures suivants, dont chacune denit une classe de fonctions qui realisent
les cas d'egalite.9
 DPfmax  2 q. Cas d'egalite : fonctions \parfaitement non-lineaires"
(PN).
7Cela a ete montre par Coppersmith dans un rapport publie en 1994, apres la publica-
tion des methodes d'attaques dierentielles [38].
8Voir la these de Heys [63] et l'article [64] publie dans le Journal of Cryptology.
9Les resultats suivants ont ete rassembles dans l'article [35] publie au colloque Euro-
crypt 94.
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 DPfmax  21 p. Cas d'egalite : fonctions \presque parfaitement non-
lineaires" (APN).10
 LPfmax  2 p. Cas d'egalite : fonctions \courbes" (B).11






. Cas d'egalite : fonctions \presque
courbes" (AB).12
On a de plus les proprietes suivantes :
 PN et B sont des proprietes equivalentes13 et ne sont possibles que si
et seulement si p  2q et p est pair14 ;
 AB n'est possible que si p = q et p est impair, et entra^ne APN sans
que la reciproque soit vraie15 ;
 APN n'est possible que si (p; q) = (2; 1) ou q  p.
Un exemple de fonction AB est la fonction f(x) = x1+2
k
dans GF(2n) avec
1 < k < n et gcd(n; k) = 1 (voir [111]).
Comme les fonctions APN ou AB sont rares et possedent en general
des proprietes mathematiques indesirables, on ne cherche pas a atteindre
les bornes qu'elles realisent, mais a les approcher. Par exemple, les auteurs
de la fonction CAST Adams et Tavares16 ont cherche a ce que des \parties"
de la fonction realisent des bornes interessantes.
Dans la fonction CS-Cipher, on utilise des fonctions f et g telles que
p = q = 4 et qui realisent DPmax  2 2 et LPmax  2 2. Ces fonctions
servent a construire une permutation P telle que p = q = 8, DPmax 
2 4 et LPmax  2 4. CS-Cipher utilise des (2; 2)-multipermutations, ce qui
impose qu'une bo^te active est necessairement adjacente a au moins trois
autres bo^tes actives. Ce critere, et la structure geometrique du reseau de
calcul de CS-Cipher permettent ainsi de demontrer que toute caracteristique
possede au moins 72 bo^tes actives. Le coecient DP ou LP theorique de
toute caracteristique est donc necessairement inferieur a 2 288, ce qui garantit







16Voir la these d'Adams [11] et l'article [12] publie dans le Journal of Cryptology. On
pourra egalement se referer a l'analyse de securite face aux attaques dierentielles par Lee,
Heys et Tavares [83].
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3.2 Securite Prouvee
Dans cette section, on presente les dierentes methodes qui conduisent a une
securite prouvee dans le domaine du chirement symetrique. Ces approches
n'ont aucun lien logique apparent, mais seront rassemblees dans la theorie
de la decorrelation de la section suivante.
3.2.1 Approche de Shannon
On ne peut parler de preuve de securite du chirement symetrique sans
mentionner le theoreme de Shannon qui caracterise la notion de \securite




Pr[X = x] log2 Pr[X = x]
avec la convention 0 log2 0 = 0. On denit egalement l'entropie conditionnelle
H(X=Y ) = H(X;Y ) H(Y ).
Suivant le formalisme de Shannon, on considere qu'une fonction de chif-
frement C est destinee a ne chirer qu'un seul message X (que l'on peut
considerer comme etant la concatenation de tous les messages a transmettre.
On note cependant que l'on n'a pas de fonction veritablement denie sur
chacun de ces \morceaux de message").
On considere donc une fonction de chirement aleatoire de distribution
donnee C (autrement dit, une fonction denie par une clef aleatoire suivant
un procede donne), un message clair X et un message chire Y = C(X). On
formalise ainsi la notion de securite parfaite.
Denition 3.7. Une fonction de chirement aleatoire C assure une \con-
dentialite parfaite" sur un message aleatoire X si l'on a
H(X=C(X)) = H(X):
Intuitivement, cela signie que la donnee de l'information C(X) n'apporte
aucune aide pour determiner une quelconque information nouvelle sur X. Le
resultat de Shannon est le suivant.
Theoreme 3.8 (Shannon 1949). Si une fonction de chirement aleatoire
C assure une condentialite parfaite sur un message aleatoire X, on a
H(C)  H(X):
17Les resultats de cette section ont ete publies en 1949 [150].
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Cela signie notamment que la clef qui denit C doit e^tre au moins aussi
longue que X.
Par exemple, si l'on considere une structure de groupe sur l'ensemble de
messages M, pour une clef aleatoire K de distribution uniforme sur M, la
fonction
C(X) = X +K
assure une condentialite parfaite de X. C'est l'idee du chirement de Ver-
nam.18
3.2.2 Approche de Carter-Wegman
La notion de \fonction universelle" d'ordre 2 a ete denie par Carter et Weg-
man et appliquee a la notion de code d'authentication de message (MAC).19
Suivant cette notion, une fonction aleatoire C deM1 versM2 est \-presque
fortement universelle d'ordre 2" si pour deux elements distincts quelconques
x1 et x2 de M1 et pour deux elements quelconques y1 et y2 de M2, on a
Pr[C(x1) = y1; C(x2) = y2]  1
#M22
+ :
On suppose que l'on dispose qu'une fonction de hachage hK0 d'un en-
semble M vers un groupe G denie par une clef secrete aleatoire K0, et
d'une suite de clefs K1; : : : ; Kd aleatoires de distribution uniforme dans le
groupe G. On suppose en outre ces clefs independantes. Pour d messages
m1; : : : ;md dans M, on denit leurs codes d'authentication
ci = Ki + hK0(mi):
Dans un modele d'attaque, la suite des couples (mi; ci) est transmise au
travers d'un canal de communication peu su^r, et l'attaquant peut a loisir
modier, supprimer, echanger des messages. Son objectif est que la suite
(m0i; c
0
i) recue par le destinataire soit dierente de la suite interceptee (et de
me^me longueur d), et que la relation
c0i = Ki + hK0(m
0
i)
18Ce systeme publie en 1926 [181] etait considere comme su^r. C'est en fait Shannon qui
a su introduire le formalisme necessaire pour le demontrer.
19Cette notion a ete denie dans le Journal of Computer and System Sciences en
1979 [34] et etendue a la notion de MAC en 1981 [183].
3.2. Securite Prouvee 79
soit veriee. On a le resultat suivant.20
Theoreme 3.9 (Wegman-Carter 1981). Avec l'algorithme de MAC pre-
cedent, si un attaquant ne dispose d'aucune information sur les clefs et si
hK est -presque fortement universelle d'ordre 2, sa probabilite de succes sera
inferieure a  quelle que soit sa strategie.
La notion de fonction universelle se generalise naturellement. On adoptera
par la suite la notion de \decorrelation".
3.2.3 Approche de Luby-Racko
Un autre resultat important, du^ a Luby et Racko, demontre que la construc-
tion de Feistel n'introduit pas de faiblesse generique. Ils demontrent que si
les fonctions d'etage sont aleatoires, on obtient alors (avec un minimum de
trois etages) une fonction de chirement aleatoire.
Il faut bien comprendre que l'objectif d'un procede de chirement est
de ressembler a une transformation aleatoire sur la distribution de la clef.
Comme les clefs ont en general une longueur faible, le nombre de permu-
tations engendrees a en general une densite trop faible pour e^tre aleatoire.
D'un point de vue formel, on a ici un probleme de \derandomisation".
Pour formaliser la notion de \ressemblance a une fonction aleatoire",
on s'interesse au modele d'attaque par distingueur. On compare en fait la
fonction de chirement reelle (pseudo-aleatoire) a une fonction de chirement
ideale (aleatoire), et l'on cherche, par un jeu de questions et de reponses a les
distinguer. Pour montrer qu'elles se ressemblent, on majore en fait l'avantage
obtenu par tout distingueur.
On precise quelques denitions qui ont deja ete motivees dans la section
2.1.3.
Denition 3.10. Etant donnes deux ensemblesM1 etM2, un \distingueur"
pour une fonction de M1 vers M2 est une machine de Turing probabiliste A
qui dispose d'un oracle qui pour toute reque^te deM1 envoie une reponse dans
M2 et qui, apres un certain nombre de calculs, fournit une reponse binaire :
\1" ou \0". On caracterise le distingueur par
20Ce resultat a ete ameliore par Krawczyk qui a demontre qu'il susait que hK soit
\-presque -uniforme", soit que pour tout x 6= y et tout a, on a
Pr[hK(x)  hK(y) = a]  1
#G
+ 
et non -presque fortement universelle d'ordre 2. Ce resultat a ete presente au colloque
Crypto 94 [77].
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 le nombre de reque^tes d a l'oracle,
 le temps de calcul t,
 le fait qu'il prepare toutes ses reque^tes a l'avance (le distingueur est
\non-adaptatif") ou qu'il eectue des reque^tes en fonction des reponses
aux precedentes (le distingueur est \adaptatif").
Etant donnee une fonction aleatoire F de M1 vers M2, on denit E(AF )
comme etant la probabilite que A fournisse la reponse \1" lorsque l'oracle
implemente la fonction F . La probabilite porte sur la distribution de F et du
comportement aleatoire de A. Etant donnees deux fonctions aleatoires F et
G, l'avantage de A pour distinguer F et G est
AdvA(F;G) =
E(AF )  E(AG) :
Le theoreme de Luby-Racko s'enonce ainsi.21
Theoreme 3.11 (Luby-Racko 1988). Pour un ensemble M = f0; 1gm,
on considere trois fonctions aleatoires F1, F2 et F3 independantes et de dis-
tribution uniforme de f0; 1gm2 vers f0; 1gm2 . On considere egalement une per-
mutation aleatoire C surM de distribution uniforme. Pour tout distingueur
A entre C et 	(F1; F2; F3) limite a d reque^tes, on a






En supposant que la clef procure aux fonctions d'etage des distributions
uniformes et independantes, on obtient donc une securite relative garantie




3.2.4 Approche de Nyberg-Knudsen
Dans cette section, on s'interesse a demontrer la securite face aux attaques
dierentielles et lineaires. On denit pour cela une nouvelle notation. Etant
donnee une fonction de chirement CK denie par une clef aleatoire K de
distribution donnee, on note











21Il fut publie dans le Journal on Computing [86]. De nombreuses generalisations ont
ete eectuees par la suite, notamment par Patarin [118, 119, 121] et Pieprzyk [122].
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On considere ainsi la valeur moyenne des coecients DP et LP sur la distri-







Pour cela, on cherche a rendre DPGmax et LP
G
max minimal pour l'ensemble de
la fonction de chirement G. La methode de Nyberg et Knudsen consiste a
majorer les coecients EDPCmax et ELP
C
max par une construction dediee. Le
theoreme suivant a ete demontre (dans une forme moins forte) par Nyberg
et Knudsen, puis par Aoki et Ohta.22
Theoreme 3.12. On considere des permutations fi, i = 1, 2, 3, de f0; 1gm2
telles que DPfimax  p pour tout i. On pose
Fi(x) = fi(xKi)
ou K = (K1; K2; K3) est une clef aleatoire de distribution uniforme sur
f0; 1g 3m2 . On a EDPmax(	(F1; F2; F3))  p2. De me^me, si l'on a LPfimax  p
pour tout i, on obtient ELPmax(	(F1; F2; F3))  p2.
Un tel resultat de borne superieure sur EDPmax et ELPmax permet de prou-
ver la securite face aux attaques dierentielles et lineaires. Contrairement
aux approches heuristiques qui se contentent de majorer les coecients DP
et LP des caracteristiques, on s'interesse ici a l'eet cumule de toutes les
caracteristiques (obtenu par exemple dans l'equation (2.6)) et sans approxi-
mations.
A l'origine, Nyberg et Knudsen ont utilise ce resultat pour construire
des fonctions de chirement dans lesquelles les fi sont des fonctions presque
courbes (AB). Les exemples utilises introduisent cependant d'autres fai-
blesses. En fait, les fonctions AB utilisees ont pour degre algebrique 2 ce
qui permet d'envisager d'autres attaques (de type algebrique).23
22Il a ete pour la premiere fois presente a Crypto 92, puis dans le Journal of Cryp-
tology [114, 115]. Dans ces articles, Nyberg et Knudsen n'envisagent que les coecients
DP (la cryptanalyse lineaire n'etait pas encore publiee) et obtiennent une borne de 2p2.
Nyberg [112] a ensuite considere les coecients LP, et la borne a ensuite ete amelioree par
Aoki et Ohta [18]. Dans l'article original de Nyberg et Knudsen, on demontre egalement
que la borne 2p2 reste valable avec quatre etages lorsque les fi ne sont pas des permuta-
tions. On mentionne egalement les resultats de Matsui [92, 93] qui appliquent ce type de
resultat a des constructions voisines de celle du schema de Feistel. Un recent article de
Nyberg [113] tente egalement de relancer la generalisation systematique de ces resultats a
d'autres types de construction.
23Une attaque due a Jakobsen et Knudsen contre l'un de ces exemples a ete exhibee
dans [67].
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Le theoreme 3.12 peut egalement e^tre utilise de maniere recursive pour
construire une suite Cn de schemas de Feistel sur des blocs de longueur
2n:m0, tels que EDPmax(C
n)  p2n et ELPmax(Cn)  p2n . Cette idee est a
l'origine de la fonction de chirement MISTY.24 Cette construction n'elimine
cependant pas le probleme du degre algebrique faible.
3.3 Theorie de la Decorrelation
Dans cette section, on presente quelques resultats issus de la theorie de la
decorrelation. On se contente ici de presenter des resultats sans preuve.25
3.3.1 Denitions
La notion de decorrelation est analogue aux generalisations classiques de la
notion de fonction universelle. On utilise les denitions et notations suivantes.
Denition 3.13. Etant donnes une fonction aleatoire F d'un ensemble M1
vers un ensemble M2 et un entier naturel d, on denit la \matrice de decor-
relation d'ordre d" que l'on note [F ]d la matrice dont les lignes sont indexees
par une famille x = (x1; : : : ; xd) de d elements de M1 et les colonnes sont
indexees par une famille y = (y1; : : : ; yd) de d elements de M2, et telle que
[F ]dx;y = Pr[F (xi) = yi; i = 1; : : : ; d]:
Intuitivement, la decorrelation d'une fonction aleatoire F est la distance
de [F ]d a [F ]d pour une fonction F  de reference (dans ce cas, une fonc-
tion de distribution uniforme). De me^me, la decorrelation d'une permuta-
tion aleatoire C est la distance de [C]d a [C]d pour une permutation C
de distribution uniforme. La notion de decorrelation ne peut cependant pas
e^tre denie formellement autrement que par un procede de comparaison qui
depend du choix de la notion de distance.
Denition 3.14. Etant donnes deux fonctions aleatoires F et G d'un en-
semble M1 vers un ensemble M2, un entier naturel d et une distance D
sur l'ensemble de matrices RM
d
1Md2 , on appelle D([F ]d; [G]d) la \distance de
decorrelation d'ordre d entre F et G". Lorsqu'elle est nulle, on dit que F et
G ont la me^me decorrelation.
24Cette fonction a ete developpee par Mistubishi Electronic Corporation par une equipe
coordonnee par Matsui. Leurs auteurs sont a l'origine de cette idee d'utiliser le theoreme
de Nyberg-Knudsen de maniere recursive. Leurs resultats ont ete presentes au colloque
Fast Software Encryption 97 [93].
25On pourra se referer a l'annexe F pour plus de details.
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Si G admet une distribution uniforme, on appelle D([F ]d; [G]d) le \biais
de decorrelation d'ordre d de la fonction F" que l'on note DecFd(F ). Si F et
G sont bijectives et si la distribution de G est uniforme parmi l'ensemble des
permutations, on appelle D([F ]d; [G]d) le \biais de decorrelation d'ordre d de
la permutation F" que l'on note DecPd(F ). Lorsqu'un biais de decorrelation
est nul, on dit que la decorrelation est \parfaite".







et que l'on notera jj:jj par commodite.26
Exemple 3.15. La fonction de chirement de Vernam denie sur un groupe
G par C(x) = x + K ou K admet une distribution uniforme admet une
decorrelation d'ordre 1 parfaite. En revanche, on a
DecP2(C) = 2 +
1
#G  1  2:
Exemple 3.16. La fonction de chirement C(x) = A:x+B denie par une
clef K = (A;B) aleatoire telle que A 6= 0 et de distribution uniforme sur un
corps admet une decorrelation (de permutation) d'ordre 2 parfaite.
Voici un autre exemple fondamental.
Exemple 3.17. Pour la fonction F (x) = ((A:x+B) mod p) mod 2m denie
sur f0; 1gm par une clef K = (A;B) 2 f0; 1g2m de distribution uniforme et
un nombre premier p  2m, on a
DecF2(F ) = 4+ 22
ou p = 2m(1+). Par exemple, pourm = 64 et p = 264+13, on a DecF2(F ) 
2 58:3 qui est tres petit.
26Cette norme a permis d'enoncer des resultats de securite interessants. D'autres normes





mais celle-ci a donne des resultats moins bons. On pourra se referer a l'article [176] presente
au colloque SAC 98.
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3.3.2 Resultats de Securite Revisites
On eectue ici le lien avec les resultats de la section 3.2 pour montrer que la
notion de decorrelation les rassemble.
Le theoreme 3.9 de Wegman-Carter s'enonce naturellement en termes de
decorrelation d'ordre 2, mais au moyen d'une autre norme que jjj:jjj1.
Le theoreme 3.8 de Shannon ne se transpose pas immediatement, car
l'entropie s'exprime dicilement en terme de decorrelation. Cependant, on
demontre que la propriete d'assurer une condentialite parfaite pour une va-
riable aleatoire de distribution uniforme X est equivalente a la decorrelation
parfaite a l'ordre 1. La notion d'ordre de decorrelation permet egalement
d'enoncer des resultats de securite parfaite pour des fonctions C utilisees
plusieurs fois (et non, dans le cas du theoreme de Shannon, pour une fonc-
tion utilisee une seule fois pour l'ensemble des messages a chirer).
Theoreme 3.18. Soit une fonction de chirement C admettant une decor-
relation parfaite a l'ordre d. Soient x1; : : : ; xd 1 des messages quelconques, et
X un message aleatoire dierent des xi. On a
H(X=C(x1); : : : ; C(xd 1); C(X)) = H(X):
Cela signie que si l'on utilise d fois la fonction C et que les d  1 premiers
messages sont compromis, le dernier message est toujours parfaitement con-
dentiel, pourvu qu'il soit dierent des autres.
Le theoreme 3.11 de Luby-Racko peut s'enoncer ainsi en termes de
decorrelation.
Theoreme 3.19. Pour un ensemble M = f0; 1gm (pour un entier m pair),
on considere trois fonctions aleatoires F1, F2 et F3 independantes de f0; 1gm2
vers f0; 1gm2 et de decorrelation parfaite a l'ordre d. On a







Si ce resultat n'est pas tres parlant (puisque le biais de decorrelation n'est
pas une borne inferieure de complexite d'une attaque en lui-me^me), il peut
s'eclairer a la lumiere du theoreme suivant qui montre l'equivalence entre
l'avantage du meilleur distingueur non adaptatif et la decorrelation au sens
de la norme que l'on a choisie.
Theoreme 3.20. Si l'on considere deux fonctions aleatoires F et G de dis-
tributions donnees, le meilleur distingueur A non-adaptatif limite a d reque^tes




jj[F ]d   [G]djj:
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Le theoreme 3.19 signie donc que le meilleur distingueur non-adaptatif entre
	(F1; F2; F3) et C
 a un avantage inferieur a d2=2
m
2 . Ce resultat est moins
fort que le theoreme 3.11 d'origine, car on se restreint aux attaques non-
adaptatives, mais on peut enoncer un resultat semblable en employant une
autre norme.
Enn, il convient de chercher l'analogue du theoreme 3.12 de Nyberg-
Knudsen. En fait, on montre dans la section suivante que la decorrelation a
l'ordre 2 garantit la securite face aux attaques dierentielles et lineaires, et
l'on montre comment la fonction de chirement herite de la decorrelation de
chaque fonction d'etage d'un schema de Feistel.
Theoreme 3.21. On considere l'ensemble M = f0; 1gm (pour m pair), et
deux entiers naturels r  3 et d. Pour r fonctions aleatoires independantes
F1; : : : ; Fr sur f0; 1gm2 , si l'on a DecFd(Fi)   pour tout i, alors on a
DecPd(	(F1; : : : ; Fr)) 
 






On peut donc utiliser les fonctions de l'exemple 3.17 pour construire des
fonctions de chirement susamment decorrelees a l'ordre 2. Par exemple,
la fonction DFC presentee en annexe H utilise m = 128, r = 8, d = 2 et
  2 58:3, donc on a DecP2(DFC)  2 113:3.
3.3.3 Resistance contre des Classes d'Attaques
Les coecients EDP et ELP d'une fonction de chirement aleatoire C s'ex-
priment naturellement en fonction des coecients de sa matrice de decorre-
lation d'ordre 2. Cela conduit aux majorations suivantes.








ELPCmax  2DecP2(C) +
1
2m   1 :
La decorrelation a l'ordre 2 est donc adaptee au me^me titre que les coecients
EDPmax et ELPmax pour garantir une securite face aux attaques dierentielles
et lineaires.
Les techniques utilisees dans cette theorie permettent d'ailleurs de preciser
le ro^le exact de ces coecients une fois les attaques dierentielles et lineaires
correctement modelisees. On denit un \distingueur dierentiel" par une
dierence d'entree a, une dierence de sortie b, une complexite n et le pro-
gramme suivant.
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1. pour i = 1 jusqu'a n, faire
(a) tirer un X aleatoire
(b) eectuer les reque^tes X et X  a pour obtenir de l'oracle les
reponses Y et Y 0
(c) si Y  Y 0 = b, s'arre^ter avec le resultat \1"
2. fournir le resultat \0"
On a le resultat suivant.
Theoreme 3.23. Etant donnes le distingueur precedent de complexite n, et
deux fonctions de chirement aleatoires C et C sur f0; 1gm, C etant de








De me^me, on denit un distingueur lineaire par a, b, n, un intervalle I et le
programme suivant.
1. initialiser un compteur c
2. pour i = 1 jusqu'a n, faire
(a) tirer un X aleatoire
(b) eectuer la reque^te X pour obtenir de l'oracle la reponses Y
(c) faire c c+ ((a X) (b  Y ))
3. si c 2 I, fournir le resultat \1", sinon, fournir le resultat \0"
Et l'on a le resultat suivant.
Theoreme 3.24. Etant donnes le distingueur precedent de complexite n, et
deux fonctions de chirement aleatoires C et C sur f0; 1gm, C etant de

















Dans la pratique, cette limite est tres rapide si bien que les valeurs utilisees
de n (par exemple, n > 232) peuvent e^tre considerees comme innies.
On montre egalement la resistance face a un type d'attaques plus general :
les attaques iteratives. Formellement, un distingueur iteratif d'ordre d se
denit par un programme qui respecte la structure suivante.
1. pour i = 1 jusqu'a n, faire
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(a) eectuer d reque^tes Xi = (Xi1; : : : ; X
i
d) pour obtenir de l'oracle O
les reponses Y i = (O(Xi1); : : : ; O(X
i
d))
(b) denir Ti = 0 ou 1
2. si (T1; : : : ; Tn) 2 A fournir le resultat \1", sinon, fournir le resultat \0"
Ce programme est deni par une complexite n, une procedure de decision
pour Ti, et un test nal A. L'idee importante est que le distingueur n'a le
droit de retenir qu'une information binaire entre deux jeux de d reque^tes.
Pour que ce principe soit respecte, il faut supposer que les iterations sont
independantes, donc que la selection des d reque^tes d'un jeu ne depend pas
du resultat des autres. On supposera de maniere plus restrictive que le dis-
tingueur est non-adaptatif (donc que le choix des d reque^tes est egalement
non-adaptatif) et que toutes les iterations sont identiques : les reque^tes sont
choisies avec la me^me distribution. Enn, on supposera que la procedure de
decision pour Ti ne depend que de X
i et Y i. En fait, on pourra denir la
distribution de Ti en fonction de X
i et Y i par son esperance T (X i; Y i). On
a
8i T (x; y) = Pr[Ti = 1=X i = x; Y i = y]:
On adopte donc la denition suivante.
Denition 3.25. Pour deux entiers naturels d et n et un ensemble M, un
\distingueur iteratif" d'ordre d et de complexite n est deni par la donnee
 d'une distribution DX sur Md,
 d'une fonction T de M2d vers [0; 1],
 d'un sous-ensemble A de f0; 1gn.
Le programme suivant denit le distingueur.
1. pour i = 1 jusqu'a n, faire
(a) selectionner d reque^tes X  (X1; : : : ; Xd) aleatoires suivant la
distribution DX
(b) obtenir les reponses Y  (O(X1); : : : ; O(Xd)) de l'oracle O
(c) avec probabilite T (X;Y ), faire Ti  1 (sinon, Ti = 0)
2. si (T1; : : : ; Tn) 2 A fournir le resultat \1", sinon, fournir le resultat
\0"
On peut exprimer les attaques dierentielles comme un cas particulier
d'attaque iterative d'ordre 2. Pour cela, DX est la distribution (X;X  a)
pour un X de distribution uniforme. La fonction T ((x1; x2); (y1; y2)) vaut 1
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lorsque l'on a x1  x2 = a et y1  y2 = b. Enn, l'ensemble A est l'ensemble
de tous les n-uplets (t1; : : : ; tn) sauf (0; : : : ; 0).
Les attaques lineaires sont un cas particulier d'attaque iterative d'ordre
1. La distribution DX est ici uniforme. On a T (x; y) = (a  x)  (b  y), et
l'ensemble A est un ensemble du type
A =

(t1; : : : ; tn);
t1 + : : :+ tn   n2
  n
pour un certain coecient . On a le resultat general suivant.
Theoreme 3.26. Soit une fonction de chirement aleatoire C sur un en-
semble M. Pour deux entiers naturels d et n, on considere un distingueur
iteratif A d'ordre d et de complexite n qui utilise la distribution DX . On note




[9i; j Xi = X 0j]
ou X et X 0 sont independantes. Si l'on cherche a distinguer C d'une permu-
















si 2d  #M.
Par exemple, pour une attaque iterative d'ordre 1 qui utilise une distribution
DX uniforme, et pour DecP2(C)  1=#M, l'avantage est negligeable lorsque
n est petit devant
p
#M.
La theorie est encore jeune, et ce resultat demande a e^tre encore ameliore.
Ce type de resultat illustre en fait les possibilites oertes par la notion de
decorrelation pour demontrer la securite face a une classe d'attaques bien
denie.
3.4 Conclusion
L'experience des attaques connues pour le chirement symetrique suggere
en fait un retour aux sources : il faut assurer une bonne diusion et une
bonne confusion dans les calculs. On peut cependant modeliser ces notions
intuitives par des criteres quantitatifs.
La qualite de la diusion au niveau local des bo^tes depend en fait de
la distance minimale (au sens de la theorie des codes) qui correspond a ces
bo^tes de calcul. La diusion parfaite est assuree par la notion de \multiper-
mutation".
3.4. Conclusion 89
On peut egalement etudier d'un point de vue formel la diusion glo-
bale par les proprietes geometriques des reseaux de calcul (et l'on obtient
des bornes inferieures pour la complexite des attaques generiques), ou par
comptage du nombre minimal de bo^tes actives dans une caracteristique
dierentielle ou lineaire.
La qualite de la confusion depend des coecients DPmax et LPmax des
bo^tes de calcul. On conna^t les valeurs optimales de ces coecients, mais il
vaut mieux se contenter de s'en approcher, car les fonctions qui les atteignent
recellent d'autres proprietes indesirables.
Ces criteres simples permettent d'assurer une forme de securite heuris-
tique. On peut cependant orir une securite prouvee face a une classe d'at-
taques bien denie gra^ce a la notion de decorrelation. Ce concept rassemble
en fait les idees de condentialite parfaite de Shannon, les notions de fonc-
tions universelles de Carter-Wegman, et la methode de preuve de securite
par \derandomisation" de Luby-Racko. On peut ainsi demontrer la securite
face aux attaques dierentielles, lineaires, et plus generalement, iteratives.
On note que cette approche ore plus de exibilite que la construction ad
hoc de Nyberg-Knudsen.
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Chapitre 4
Mise en uvre
\En chirement conventionnel, aucun mecanisme n'est enfoui au
plus profond de l'algorithme, et c'est chaque piece de l'assemblage
qui doit e^tre veriee : les techniques de cryptanalyse dierentielle
et lineaire forment une sorte de banc d'essai, qui permet de s'as-
surer de l'absence de defaut visible."
Jacques Stern
In La Science du Secret, 1998.
On presente dans ce chapitre deux exemples de realisation concrete de
procedes de chirement symetrique a partir des theories developpees dans le
chapitre 3.
 CS-Cipher, qui ore une securite heuristique et d'excellentes perfor-
mances,
 DFC, qui ore une securite prouvee par decorrelation pour des perfor-
mances raisonnables.
La premiere fonction a ete construite dans un but commercial pour permettre
un chirement a haut debit. Elle est presentee en annexe G.1 La seconde est
un prototype qui a ete soumis a la premiere phase de standardisation AES
de la chambre de commerce du gouvernement americain.2 Comme on en a
deja vu les grands principes de construction dans les chapitres precedents,
on se contente ici de presenter leurs caracteristiques.
1Elle a ete presentee au colloque Fast Software Encryption 98 [155].
2Voir [55, 56].
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4.1 CS-Cipher
On presente ici brievement les particularites du procede de chirement CS-
Cipher.3
4.1.1 Presentation de CS-Cipher
CS-Cipher est construit comme un reseau de substitutions-permutations au
moyen de bo^tes de calcul reversibles. On utilise en fait un reseau FFT a 23
entrees (chaque entree etant un octet, on traite des blocs de message de 64
bits) avec des multipermutations. On utilise la construction du theoreme 3.2
avec n = 8 et c = 55x, et ou  est une rotation circulaire de un bit vers la
gauche. On compose egalement chaque sortie avec une permutation P telle
que DPmax(P ) = LPmax = 2
 4. En fait, si xl et xr sont deux octets, on denit
M(xljxr) = (P ('(xl) xr); P (Rl(xl) xr))
ou
'(xl) = (Rl(xl) AND 55x) xl
et ou Rl est la rotation circulaire d'un bit vers la gauche. On note que le choix
de la constante 55x procure a ' une propriete d'involution, ce qui montre
qu'il est facile de denir M 1 (element indispensable pour programmer le
dechirement).
La permutation P est en fait une involution P = 	(f; g; f) ou f et g sont
judicieusement choisies pour
 assurer a P les valeurs DPmax et LPmax voulues,
 e^tre facilement realisees par un circuit booleen.
Dans la plupart des implementations, on represente P par une table. Comme
P est une involution, une seule table sut, ce qui est appreciable lorsque la
place en memoire est tres limitee comme c'est le cas dans une carte a puce. On
souhaite cependant rendre le ca^blage de CS-Cipher possible en technologie
VLSI, ce qui impose d'utiliser des circuits booleens de faible taille.
A chaque etage du reseau FFT, on eectue une operation  avec une clef
ou une constante, et quatre applications de M en parallele (voir Fig. G.3
p. 190). On a ainsi 24 etages.
3On pourra se reporter a l'annexe G pour plus de details.
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4.1.2 Securite de CS-Cipher
Comme mentionne dans la section 3.1.3, on peut majorer les coecients
DP et LP de toute caracteristique de CS-Cipher par comptage du nombre
minimal n de bo^tes P actives, en elevant la valeur DPmax(P ) ou LPmax(P )
a la puissance n.
On considere que la multipermutation M est composee d'une multiper-
mutation lineaire M0 et de deux bo^tes P en sortie. D'apres la propriete de
multipermutation et le critere que doit satisfaire une caracteristique sur une
bo^te lineaire (a savoir l'equation (2.1) pour une caracteristique dierentielle,
et l'equation (2.10) pour une caracteristique lineaire), pour chaque bo^te M0
active, il existe au moins trois des quatre are^tes adjacentes qui sont actives.
En fait chaque are^te qui relie deux bo^tes M0 \traverse" une bo^te P .
Le probleme revient donc a chercher un sous-ensemble non vide d'are^tes
de taille minimale dans le graphe FFT a 28 entrees et 24 etages avec la regle
que le nombre d'are^tes adjacentes a un me^me sommet quelconque dans ce
sous-ensemble ne peut e^tre egal qu'a 0, 3 ou 4. Pour le resoudre, a chaque
etage i d'are^tes on associe un vecteur vi de huit bits qui correspond a l'em-
placement des are^tes du sous-ensemble. La suite v1; : : : ; v24 doit satisfaire
des regles de transition vivi+1 pour tout i. On peut constituer un graphe
G = (V;E) ou V est l'ensemble des 256 vecteurs possibles (255 en fait, car
on retire le vecteur nul qui est un etat impossible) et E est l'ensemble des
transitions possibles. A chaque sommet on associe son poids de Hamming
(le nombre de bits a \1"), et le probleme revient donc a chercher dans G un
chemin de longueur 24 qui ne soit pas de poids minimal, ce qui se resout par
des algorithmes standards.
On montre ainsi qu'un tel chemin a necessairement un poids superieur a
72, donc qu'une caracteristique a necessairement 72 bo^tes P actives. Une ca-
racteristique a donc un coecient DP ou LP inferieur a 2 288, ce qui garantit
une securite heuristique face aux attaques dierentielles et lineaires.
On peut egalement eectuer cette analyse avec la notion de caracteristique
dierentielle tronquee.
4.1.3 Implementations de CS-Cipher
L'algorithme CS-Cipher peut e^tre facilement ca^ble dans une technologie
VLSI. On estime a 1216 le nombre total de portes NAND necessaires pour
realiser un etage complet (donc quatre fonctions M) dans un circuit de pro-
fondeur 26. On peut donc envisager un circuit fonctionnant a 30MHz sur
1mm2 \dans le coin" d'un microprocesseur. On chire ainsi en 24 cycles, soit
a une vitesse de 73Mbps. On peut faire un pipeline de ces circuits, et obtenir
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un ASIC de 15mm2 de 30000 portes NAND qui chirent a 2Gbps pour une
vitesse d'horloge de 30MHz.
Comme CS-Cipher est oriente vers des architectures a 8 bits, il est tres fa-
cile d'implementer cet algorithme sur une carte a puce fonctionnant a 4MHz
avec un microprocesseur 6805. Un programme (non optimise) a permis d'ob-
tenir une vitesse de 20Kbps (soit moins de 4ms par chirement de bloc, ce
qui est deja tres rapide).
Sur des microprocesseurs modernes fondes sur une architecture a 32 bits,
on obtient par un programme tres simple ecrit en langage C une vitesse de
2Mbps a 133MHz, ce qui est raisonnable. En assembleur sur Pentium, on
peut atteindre 8Mbps (le programme n'etant pas encore optimise).
De plus, on peut tirer avantage de la technique de programmation \bit-
slice" de Biham.4 Avec cette methode, on programme l'algorithme comme
si l'on avait un microprocesseur avec des registres de 1 bit, et l'on fait ainsi
des operations en parallele comme sur une architecture SIMD. Avec un mi-
croprocesseur Alpha biprocesseur fonctionnant a 300MHz, on peut atteindre
un debit de chirement de 196Mbps.
Les performances de CS-Cipher en font donc l'un des algorithmes les plus
rapides.
4.2 DFC
On presente ici brievement les particularites du procede de chirement DFC.5
4.2.1 Presentation de DFC
DFC est un schema de Feistel a huit etages pour des blocs de message de 128
bits. Chaque fonction d'etage est une fonction RFRKi qui utilise une sous-clef
RKi = ARKijBRKi et de la forme
RFRKi(x) = CP(((ARKi  x+ BRKi) mod (264 + 13)) mod 264)
ou CP est une permutation. En fait, on choisit CP pour perturber les struc-
tures lineaires utilisees dans cette construction : l'arithmetique modulo 264+
13 et la linearite au sens de . On utilise ainsi une addition modulo 264 et
un acces a une table.
4Dans un article presente a Fast Software Encryption 97, Biham a montre que l'on
pouvait implementer DES avec cette technique pour atteindre un debit de 137Mbps a
300MHz sur un microprocesseur Alpha biprocesseur [26].
5On pourra se reporter a l'annexe H pour plus de details.
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Les huit sous-clefs RKi sont calculees par un procede de generation pseudo-
aleatoire a partir d'une clef K de longueur arbitraire (256 bits au plus). On
utilise en fait deux applications lineaires EF1(K) et EF2(K) pour transfor-
mer la clef en quatre sous-clefs, et la fonction de chirement reduite a quatre
etages qui utilise alternativement EF1 et EF2 comme sous-clefs pour calculer
par iterations successives les huit sous-clefs RKi. Plus precisement, on denit
RK0 = 0 et
RK2i+1 = EncEF1(K)(RK2i) (4.1)
RK2i+2 = EncEF2(K)(RK2i+1) (4.2)
ou EncEFi(K) est la fonction de chirement reduite sur quatre etages qui utilise
EFi(K) comme cha^ne de sous-clefs. Ce procede cou^te donc en nombre de
calcul l'equivalent de quatre chirements de blocs.
4.2.2 Securite de DFC
Comme on utilise la construction decorrelee a l'ordre 2 de l'exemple 3.17
pour fonction d'etage, le theoreme 3.21 assure DecP2(DFC)  2 113:3. (Voir
section 3.3.) Ceci permet d'estimer une borne inferieure de complexite pour
des classes de distingueurs admettant une probabilite de succes d'au moins
10%.
 Un distingueur dierentiel necessite n  2110 (Th. 3.22 et 3.23).
 Un distingueur lineaire necessite n  292 (Th. 3.22 et 3.24).
 Un distingueur iteratif d'ordre 1 a texte clair connu necessite n  248
(Th. 3.26).
On note que ces bornes s'appliquent a une fonction de chirement reduite a
six etages au lieu de huit, ce qui procure a DFC une grande securite
Ces resultats sont toutefois conditionnes a l'hypothese que les sous-clefs
RKi sont de distribution uniforme et independantes. On s'en aranchit par
une hypothese plus realiste.
Hypothese 4.1. Pour i = 1 et 2, on ne peut pas construire un distingueur
eectif qui admette un avantage superieur a 1% entre la fonction de chif-
frement reduite a quatre etages utilisant EFi(K) (ou K est de distribution
uniforme) et une permutation aleatoire, et limite a seulement quatre reque^tes
et avec un budget de $1:000:000:000.
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Ici, c'est le budget qui limite la puissance de la machine qui realisera un
distingueur. Une telle hypothese permet de demontrer que les resultats de
securite precedents s'appliquent a DFC lorsque le budget de l'attaquant est
limite.
Par extrapolation de l'evolution des technologies, on demontre qu'il ne
sera pas possible d'eectuer une recherche exhaustive sur 128 bits de clef
dans le siecle a venir.
4.2.3 Clefs Faibles
Coppersmith a recemment montre qu'il existait des clefs particulierement
faibles pour DFC.
En eet, lorsque RK2 = 0 pour une clef K donnee, comme on a RK0 = 0,
les equations (4.1) et (4.2) permettent de demontrer que l'on a RK2i = 0
pour tout i et une me^me valeur RK2i+1 independante de i. La consequence
sur le chirement est que la valeur RFRK2i(x) ne depend pas de x (comme
RK2i = 0, on a ARK2i = 0, et la multiplication de x par 0 supprime la
diusion de l'information x). Le chirement revient donc a remplacer un
etage sur deux du schema de Feistel par un XOR avec une constante c. De
plus, les etages restants utilisent la me^me sous-clef RK2i+1, donc une me^me
fonction f .
Si l'on ecrit l'eet de deux etages successifs, on obtient
EncRK1jRK2(xljxr) = xl  f(xr)jxr  c
pour une certaine fonction f et une certaine constante c. On peut alors ecrire
l'eet de quatre etages successifs : on a
EncRK1jRK2jRK3jRK4(xljxr) = xl  f(xr) f(xr  c)jxr:
Enn, pour le chirement complet (huit etages), on a
DFCK(xljxr) = xrjxl
ce qui est tres facile a decrypter !
Les clefs faibles sont donc les clefs K telles que RK2 = 0. Une telle egalite
appara^t avec une probabilite d'environ 2 128.
Il convient donc de s'interroger sur la signication de telles clefs faibles.
Tout d'abord, leur existence ne contredit en rien les resultats de securite, car
la densite des clefs faibles est tellement petite que leur inuence sur la com-
plexite en moyenne des attaques est negligeable. Enn, une densite de 2 128
signie qu'il faudrait essayer environ 2128 clefs aleatoires avant d'en obtenir
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une qui soit faible, ce qui est a priori aussi cou^teux qu'une recherche exhaus-
tive sur 128 bits. Il est donc peu probable que l'on trouve accidentellement
une clef faible dans le siecle prochain.
La seule chose qu'il faut craindre, c'est qu'une telle clef faible soit mal-
intentionnellement construite : un centre charge de delivrer des clefs a des
utilisateurs peut e^tre corrompu pour qu'une clef faible soit fournie a l'un
d'entre eux, l'empe^chant ainsi de proteger ses communications. Une telle clef
peut e^tre construite par une attaque dans le milieu de complexite 264. Il est
probable qu'une attaque dediee puisse abaisser considerablement ce nombre.
Pour se proteger de telles attaques, il sut evidemment de verier que
la clef n'est pas faible avant de l'utiliser. Cela pose cependant le probleme
de la preuve de securite : est-on certain qu'il n'existe pas d'autres types de
clefs faibles ? Des recherches futures permettront sans doute de construire
d'autres procedes avec une assurance d'equivalence entre les clefs.
4.2.4 Implementations de DFC
DFC se pre^te dicilement a une construction VLSI ou a une implementation
avec la technique du \bit-slice". Cela est du^ a l'emploi de la multiplication
sur des nombres de 64 bits.
On peut cependant implementer DFC en langage machine sur la plupart
des microprocesseurs actuels. Sur Pentium 200MHz (architecture sur 32 bits),
on atteint un taux de chirement de 34Mbps, mais DFC est plus oriente vers
les futurs microprocesseurs de 64 bits. Sur Alpha 600MHz (qui ressemble cer-
tainement plus aux microprocesseurs du futur proche), on atteint 138Mbps.
On peut egalement mettre DFC dans une carte a puce fondee sur un
microprocesseur 6805. Un probleme de limitation de la memoire vive se pose,
ce qui empe^che, dans les cartes a puce les moins cheres, de maintenir les sous-
clefs RKi en memoire, mais oblige a les recalculer au vol. Si l'on parvient a
enregistrer les RKi, on peut chirer un bloc de message en 9ms a 4MHz (soit
14Kbps), ce qui est honorable. Dans le cas contraire, le calcul est cinq fois
plus lent, soit 50ms (ou 3Kbps). Les cartes a puce du futur utiliseront des
architectures de 32 bits, ce qui ameliorera considerablement ces performances.
4.3 Conclusion
CS-Cipher est donc un systeme de chirement tres performant et adapte au
marche actuel. Il ore une grande securite (heuristique) face aux attaques
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connues et realise un bon compromis entre l'etat de l'art et les cou^ts de mise
en uvre.
En revanche, DFC est une nouvelle architecture orientee vers la techno-
logie de demain et elle ore une nouvelle notion de securite. On prouve ainsi
que DFC est immunise contre certaines classes d'attaques. Ce domaine est
cependant encore ouvert a de nouvelles ameliorations.
Conclusion
Alors que la recherche dans le domaine du chirement par blocs etait aupara-
vant un amalgame de propositions empiriques de nouveaux algorithmes et de
nouvelles attaques dediees, on constate a present qu'un embryon de theorie
se degage.
Si l'on cherche, tout d'abord, a classer les propositions d'algorithmes, on
degage deux principales methodes : le schema de Feistel et ses generalisations,
et les autres \reseaux de substitutions-permutations" construits a partir de
fonctions reversibles. En fait, on constate que l'on peut decrire les algorithmes
par une notion geometrique abstraite de \reseau de calcul" sur lequel sont
branchees des \bo^tes de calcul". Un tel formalisme permet directement de
denir les notions de \diusion" et de \confusion", ainsi que les methodes
d'analyse \dierentielles" et \lineaires". Une fois denis des outils standards
de manipulation des reseaux, des idees naturelles emergent, comme la notion
de \projection de reseau" qui permet de generaliser les methodes d'attaques
evoquees et de les ameliorer. Ainsi peut-on ameliorer les attaques de DES.
Ce concept de reseau procure egalement un pouvoir d'abstraction qui
permet d'envisager des \attaques generiques" et d'en evaluer la complexite.
Pour cela, on oublie l'orientation du reseau et la description precise des
bo^tes de calcul pour obtenir la notion de \graphe d'equations". On peut
alors generaliser les attaques generiques bien connues comme la \recherche
exhaustive" et l'\attaque dans le milieu", ce qui permet de deceler les fai-
blesses geometriques intrinseques des reseaux. On peut, par exemple, calculer
le nombre d'etages minimal d'un reseau particulier pour que ces faiblesses
s'estompent.
Si l'on cherche a proteger des procedes de chirement contre des methodes
d'attaques connues, on peut tout d'abord assurer une \securite heuristique".
Ainsi peut-on renforcer la diusion | par exemple au moyen de la notion
de \multipermutation" | et la confusion | par exemple en approchant les
bornes theoriques des coecients DPmax et LPmax. On peut ensuite s'assurer
que les caracteristiques dierentielles et lineaires ont toutes des coecients
DP ou LP petits. Le procede de chirement CS-Cipher realise un bon com-
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promis entre cet etat de l'art et le cou^t de mise en uvre.
D'autres methodes permettent de prouver une securite face a ces me^mes
attaques. On mentionne l'approche ad hoc de Nyberg-Knudsen, utilisee no-
tamment dans la fonction MISTY. Une autre methode ore plus de exibilite
de construction : le principe de la \decorrelation". Cette notion eectue en
fait le lien entre les divers resultats de securite connus : la securite de Shan-
non, la notion de fonction universelle de Carter-Wegman, et la securite de
Luby-Racko. Elle fournit des outils pour demontrer la resistance face a des
classes d'attaques : les methodes dierentielles, lineaires, et plus generalement
\iteratives". Le procede de chirement DFC, dedie aux technologies de de-
main, est un prototype qui exploite au mieux ces outils.
Un tel cadre ore de nouvelles perspectives pour le chirement symetrique.
On peut envisager, dans la continuite de ces travaux, de demontrer la securite
face a d'autres classes d'attaques, d'ameliorer les bornes obtenues jusqu'a
present, etc. Le probleme d'etablir une methode plus systematique de cal-
cul de la decorrelation se pose egalement : notamment, peut-on calculer la
decorrelation d'une fonction decrite par un reseau de calcul ? Y a-t-il de
meilleurs schemas que celui de Feistel ? Ces questions sont autant de sujets
de futures recherches qui permettront de repondre aux besoins industriels de
securite.
Cette presentation montre en fait qu'en vingt cinq ans de recherche pu-
blique, et gra^ce notamment, comme le montrent les references, aux orga-
nisateurs et aux participants du colloque Fast Software Encryption depuis
1993, le domaine du chirement symetrique est passe d'une \phase empiri-
que" a une \phase heuristique". A present, des outils formels de preuve sont
disponibles, et une nouvelle phase peut commencer.
Annexe A
FFT-Hash-II is not yet
Collision-free
[Cet article de Serge Vaudenay a ete publie dans les actes du
colloque Crypto 92 [161].]
Abstract. In this paper, we show that the FFT-Hash function pro-
posed by Schnorr [143] is not collision free. Finding a collision requires
about 224 computation of the basic function of FFT. This can be done
in few hours on a SUN4-workstation. In fact, it is at most as strong as
a one-way hash function which returns a 48 bits length value. Thus,
we can invert the proposed FFT hash-function with 248 basic compu-
tations. Some simple improvements of the FFT hash function are also
proposed to try to get rid of the weaknesses of FFT.
History
The rst version of FFT-Hashing was proposed by Schnorr during the rump
session of Crypto'91 [141]. This function has been shown not to be colli-
sion free at Eurocrypt'92 [20]. An improvement of the function has been
proposed the same day [143] without the weaknesses discovered. However,
FFT-Hashing has still some other weaknesses as it is proved in this paper.
A.1 FFT-Hash-II, Notations
The FFT-hash function is built on a basic function < : > which takes one
128-bits long hash block H and one 128-bits long message block M , and
return a 128-bits long hash block < H;M >. The hash value of n message
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blocks M1; : : : ;Mn is < : : : << H0;M1 >;M2 >; : : : ;Mn > where H0 is a
constant given in hexadecimal by :
H0 = 0123 4567 89ab cdef fedc ba98 7654 3210
The basic function is dened by two one-to-one functions Rec and FT2
on the set (GFp)
16 where p = 216 + 1. The concatenation HM denes 16
16-bits numbers which represents 16 numbers in GFp between 0 and p   2.
(RecFT2Rec)(HM) denes 16 numbers of GFp. The last 8 numbers taken
modulo 216 are the result < H;M >.





So, < H0;M > is the last 8 numbers of D(M) taken modulo 2
16. We dene
Xi the i-th number of X (from 0 to 15), and X[i; j] the list of the i-th to the
j-th number of X.
If xi 2 GFp, i = 0; : : : ; 15, we dene y 3 = x13, y 2 = x14, and y 1 = x15.
Then, following Schnorr :




i 2 + yi 3 + 2
i (A.1)
where y = 1 if y = 0 and y = y otherwise. Then, we let :
Rec(x0; : : : ; x15) = y0; : : : ; y15





where ! = 24. Then, we dene FT (x0; : : : ; x7) = y0; : : : ; y7.
If xi 2 GFp, i = 0; : : : ; 15, we dene y0; y2; : : : ; y14 = FT (x0; x2; : : : ; x14)
and y1; y3; : : : ; y15 = FT (x1; x3; : : : ; x15). Then, we dene FT2(x0; : : : ; x15) =
y0; : : : ; y15.
A.2 Basic Remarks
If we want to nd a collision to the hash function, we may look for a pair
(x; x0) of two 128-bits strings such that < H0; x >=< H0; x0 >. In fact, we
will look for x and x0 such that D(x)[8; 15] = D(x0)[8; 15].
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First, we notice that we have necessarily C(x)[11; 15] = C(x0)[11; 15]. In
one direction, we show that C(x)i = C(x
0)i for i = 11; : : : ; 15. This is due to
the equation :
Ci = Di  Di 1Di 2  Di 3   2i
Conversely, if we have both C(x)[11; 15] = C(x0)[11; 15] and D(x)[8; 10] =
D(x0)[8; 10], then we have D(x)[8; 15] = D(x0)[8; 15].
Moreover, we notice on the equation A.1 that B(x)[0; 7] is a function of
x[5; 7] only. Let us denote :
B(x)[0; 7] = g(x[5; 7])
Finally, we notice that FT2 is a linear function.
A.3 Breaking FFT
A.3.1 Outlines
If we get a set of 3:224 strings x such that C(x)[11; 15] is a particular string
R chosen arbitrarily1, we will have a collision on D(x)[8; 10] with probability
99% thanks to the birthday paradox. We will describe an algorithm which
gives some x with the denitively chosen R for any x[5; 7] = abc.
Given abc = x[5; 7], we can compute B(x)[0; 7] = g(abc). If we denote
y = B(x)[8; 15], the following equation is a linear equation in y ;
FT2(g(abc)y)[11; 15] = R (A.2)
We can dene a function R and three vectors Ue, Uo, U
0
e such that :
(A:2)() 9; 0;  y = R(abc) + Ue + 0U 0e + Uo
(see section A.3.2).
Finally, the system : (
x[5; 7] = abc
C(x)[11; 15] = R
is equivalent to the system :8><>:
x[5; 7] = abc
y = R(abc) + Ue + 
0U 0e + Uo
H0x = Rec
 1(g(abc)y)
1For the collisions found in this paper, R is the image of my phone number by FT2.
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Which is equivalent to :8>>>>>>>><>>>>>>>>:
y = R(abc) + Ue + 
0U 0e + Uo




11 + y10 + 2
13




12 + y11 + 2
14




13 + y12 + 2
15
x[5; 7] = abc
x[0; 4] = Rec 1(g(abc)y)[8; 12]
(A.3)
Is we substitute y by the expression of the rst equation in the other equa-
tions, we obtain a system of three equations of three unknown , 0, . This
system can be shown linear in  and 0 by a good choice of Ue, Uo and U 0e.
Then, this system can have some solutions only if the determinant, which is
a degree 2 polynomial in  is 0. This can gives some . Then, the number of
(; 0) is almost always unique. For more details, see section A.3.3.
Finally, this gives 0 or 2 solutions x, with an average number of 1 for a
given abc. If we try 1  a < p, 1  b  768 and c = 2, we have 3:224 abc.
A.3.2 Solving (A:2)
The function X 7 ! FT2(X)[11; 15] is linear, and has a kernel of dimension
3. If we dene :
U = (0; 0; 0; 0; 4081; 256; 1; 61681)
U 0 = (0; 0; 0; 0; 65521; 4352; 1; 0)
we notice that :
FT (U) = (482; 56863; 8160; 57887; 7682; 0; 0; 0)
FT (U 0) = (4337; 61202; 65503; 544; 61170; 3855; 0; 0)
Let us introduce the following notation :
(x0; : : : ; x7) (y0; : : : ; y7) = (x0; y0; : : : ; x7; y7)
We have FT2(X  Y ) = FT (X) FT (Y ). Thus, we can can dene :
Ue = U  0
Uo = 0 U
U 0e = U
0  0
So, we have :
Ue = (0; 0; 0; 0; 0; 0; 0; 0; 4081; 0; 256; 0; 1; 0; 61681; 0)
Uo = (0; 0; 0; 0; 0; 0; 0; 0; 0; 4081; 0; 256; 0; 1; 0; 61681)
U 0e = (0; 0; 0; 0; 0; 0; 0; 0; 65521; 0; 4352; 0; 1; 0; 0; 0)
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These vectors are a base of the kernel of X 7 ! FT2(X)[11; 15].






If x and y are two vectors of 4 elements, we have :
FT (xy)[4; 7] = 0() y =  M 122 M21x
Let us dene :
N =  M 122 M21 =
0BBB@
65281 4335 289 61170
3823 8992 53012 65248
8447 61748 56545 4335
4369 57090 3823 256
1CCCA
Now, if x and y are two vectors of 8 elements, we have :
FT2(xy)[8; 15] = 0() y = Nx0 Nx1
Where x = x0  x1. Let us dene :
R(abc) = 0(Nx
0 Nx1 + y0)
where g(abc) = x0  x1 and R = FT2(0y0)[11; 15] for an arbitrary y0 (one's
phone number for instance). Then, R(abc) is a vector which begins by g(abc),
and such that FT2(R(abc)) ends by a constant vector R.
So, we have :
(A:2)() 9; 0;  y = R(abc) + Ue + 0U 0e + Uo
A.3.3 Solving (A.3)
If we hope that no yi (i = 11; 12; 13; 14) is equal to 0 (we may ultimately
test this condition, and forget the solutions y which do not pass this test,
but this will be very rare), the system :8>>>>>>>><>>>>>>>>:
y = R(abc) + Ue + 
0U 0e + Uo




11 + y10 + 2
13




12 + y11 + 2
14




13 + y12 + 2
15
x[5; 7] = abc
x[0; 4] = Rec 1(g(abc)y)[8; 12]
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imply :
z13 +  = a+ (z12 + + 
0)(z11 + 256) + z10 + 256+ 43520 + 213
z14 + 61681 = b+ (z13 + )(z12 + + 
0) + (z11 + 256) + 214
z15 + 61681 = c+ (z14 + 61681)(z13 + ) + (z12 + + 
0) + 215
where z = R(abc). If we dene :
a0 = a+ z12z11 + z10 + 213   z13
b0 = b+ z13z12 + z11 + 214   z14
c0 = c+ z14z13 + z12 + 215   z15
we have :0@ z11 + 256+ 256 z11 + 256+ 4352 a0   (1  256z12)z13 +   61681 z13 +  b0 + (256 + z12)
61681 (z13 + ) + 1 1 c




This is a linear system of unknown  and 0. If this system has an equation,
which determinant has to be 0.
A.3.4 Discussion
This condition may be sucient in most of the cases. The determinant should
be a degree 3 polynomial. However, the coecient of 3 is the determinant
of the following matrix :0B@ 256 256 (1  256z12)1 1  (256 + z12)
61681 0 (61681  z14)
1CA
which is 0 since the rst line is 256 time the second.
The coecient of 2 is 0 with probability 1=p, this is rare. In this case,
we have one solution if the equation has a degree one, and zero or p solutions
in the other cases.
 has to satisfy a degree 2 equation. If the discriminant is dierent from
0, it has a square root with probability 50%. So, we have two dierent  or
no solution with probability 50%, and a single solution with probability 1=p.
For each , we are likely to have a uniq solution (; 0). However, it is
possible to have 0 or p solutions, but it is rare. So, for each solution (; 0; ),
we can compute y in the system (A:3), then x. Finally, we have zero or two
solutions x in almost all cases.
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A.3.5 Reduction of the Function FFT
To sum up, we have a function fR such that for a given abc :
fR(abc) = fD(x)[8; 10];x[5; 7] = abc ^ C(x)[11; 15] = Rg
fR(abc) is a list of 0 or 2 D(x)[8; 10] for each x such that x[5; 7] = abc and
C(x)[11; 15] = R. The average of number of x is 1, so fR is almost a function.
The function fR is a kind of reduction of FFT since a collision for fR
gives a collision for FFT . We can use the birthday paradox with fR to get
some collision. The expected complexity is O(224).
We can invert FFT with fR to. If we are looking for x such that
D(x)[8; 15] = z
we can compute R = Rec 1(z)[11; 15] and look for abc such that fR(abc) =
z[0; 2]. The complexity is 248. Then, we get the x required.
A.4 Collisions with the Birthday Paradox
If we suppose that fR is like a real random function, the probability that a




where n is the cardinality of the image of fR, when k is next to
p
n. So, with
n = 248 and k = 3:224, the probability is 1%.
Two collisions have been found in 24 hours by a SUN4 workstation with
k = 3:224 dierent x. With the choice :
R = 5726 17fc b115 c5c0 a631
We got :
FFT (17b3 2755 4e52 b915 2218 1948 00a8 0002) =
FFT (9c70 504e 834c b15c f404 94e2 02a7 0002) =
0851 393d 37c9 66e3 d809 d806 5e8c 05b8
and :
FFT (8ccc 23a4 086d fbb9 85f4 70b2 029e 0002) =
FFT (9d53 45ae 3286 ada7 8c77 9877 02b4 0002) =
10e5 49f5 9df0 d91b 0450 afcc fba4 2063
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Conclusion
The main weakness of FFT-Hash-II are described in section A.2. First, the
beginning of the computation depends on too few information of the input :
B(x)[0; 7] is a function of x[5; 7]. Second, the output allows to compute too
much information of the computations in FFT :D(x)[8; 15] allows to compute
C(x)[11; 15]. The connection between B(x) and C(x) is linear, this makes our
attack possible.
To get rid of the rst weakness, we might mix H0 and x in A(x) before
applying Rec. Similarly, the result of < H0; x > should be the set of D(x)2i+1
instead of the right side.
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Annexe B
On the Weak Keys of Blowsh
[Cet article de Serge Vaudenay a ete publie dans les actes du
colloque Fast Software Encryption 96 [164].]
Abstract. Blowsh is a sixteen-rounds Feistel cipher in which the F
function is a part of the private key. In this paper, we show that the
disclosure of F allows to perform a dierential cryptanalysis which
can recover all the rest of the key with 248 chosen plaintexts against
a number of rounds reduced to eight. Moreover, for some weak F
function, this attack only needs 223 chosen plaintexts against eight
rounds, and 3251 chosen plaintexts against sixteen-rounds. When the
F function is safely kept private, one can detect whether it is weak or
not with a dierential attack using 222 plaintexts against eight rounds.
Blowsh was proposed by Schneier in the Cambridge Security Workshop
[136]. It appears to be a very fast encryption function when we always use
the same private key. It is based on the Feistel cipher [51]. Dierential crypt-
analysis [30] is known to be one of the most powerful attack on this kind of
cipher. The design of Blowsh includes the new feature that the s-boxes are
randomly generated from the private key. Hence, for some particular weak
keys, a dierential cryptanalysis may be successful. This paper shows the
rst analysis of Blowsh, as an answer to the Dr Dobb's Journal Blowsh
Cryptanalysis Contest proposed in [137].
B.1 Blowsh
Blowsh encrypts a 64-bit plaintext into a 64-bit ciphertext using a variable
key length [136]. The encryption proceeds with a suggested number of t = 16
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rounds. In the following, we may consider a smaller number of rounds t. First,
the key is expanded into a 4168-bytes key following a scheduling scheme which
works as a pseudo-random generator. As this scheme is very complicated, one
has to store denitely the expanded key. Thus, it is reasonable to consider
the expanded key as the real key in the attack.
The expanded key consists of:
 t+ 2 32-bit constants P1; : : : ; Pt+2;
 four arrays of 256 32-bit values which describe four s-boxes S1; : : : ; S4
with 8-bit inputs and 32-bit outputs.
The four s-boxes dene a 32-bit to 32-bit function F by
F ([abcd]) = ((S1(a) + S2(b)) S3(c)) + S4(d)
where  is the bit-wise xor and + is the addition modulo 232 and [abcd] is
the concatenated bit string of the four 8-bit strings a, b, c and d.
The plaintext P = (L0; R0) is divided into two 32-bit halves. Each round
is dened recursively following the Feistel scheme by
Ri = Pi  Li 1 and Li = Ri 1  F (Ri):
the ciphertext is C = (Rt  Pt+2; Lt  Pt+1) (the left and right registers are
not exchanged for the nal round).
B.2 Known F - Weak Key Attack
All through this paper, the term weak key means there exists an s-box, say
S1, which has a collision. That is to say, there exist two dierent bytes a
and a0 such that S1(a) = S1(a0). In this section, we assume the opponent
knows the part of the private key which describes the F function, that is the
four s-boxes. (in fact, we only need to know a and a0 to recover seven bits of
information on the private key.)
Let  denote the xor-dierence of the collision of S1 (that is  = a  a0
with the previous notation) We consider the following iterative characteristic.
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(Throughout this paper, gures represent 8-bit values so that [000] is a 32-
bit value.) Assuming there is only one collision for S1 with dierence , the
probability of this characteristic is 2 7.
For Blowsh reduced to t = 8 rounds, we iterate this characteristic three
times as shown on gure B.1 (xyzt represents an undetermined value). The
resulting characteristic has probability 2 21. Hence, trying 221 chosen plain-
text pairs with xor [0000000], we easily detect a ciphertext pair (C; C 0) with
xor [000xyzt]. Note that for a random pair, the probability of getting such
an xor is 2 32. So, a detected pair with the good xor is certainly a good pair.
With such a pair, let denote C = (L;R). Since we have
F (L P10) F (L P10  [000]) = [xyzt]
we can try exhautively all the 232 possible P10 until this equation holds. It
is easy to check that Blowsh with t rounds and a known Pt+2 is equivalent
to Blowsh with t  1 rounds. So, this attack allows to reduce the cipher to
t = 7 rounds.
More generally, for Blowsh with t rounds, the same iterated characteris-
tic has probability 2 7d t 22 e. So, we can use 27d t 22 e chosen plaintext pairs,
and, for each ciphertext pair with xor [000xyzt], list the possible values of
Pt+2. A random pair has this xor with probability 2
 32, and each such pair
suggests one value of P10 on average.
For t  10, all pairs which have this xor are good, but for t  11, we may
get 27d t 22 e 32 wrong pairs. Each wrong pair suggests one random value for
Pt+2 on average. So, trying 3 27d
t 2
2 e chosen plaintext pairs, we get three
good pairs which suggest the same value with high probability, and no other
value may be suggested more than two times for t  16.
As the complexity of the attack on t 1 rounds is the same as for t rounds
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? ? P10 - P9
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000 xyzt
Figure B.1 { Characteristic for 8 rounds
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if t is even, the number of chosen plaintexts required is 3  22+7d t 22 e. For
t = 16, this is 3 251.
For t = 8, since there is no problem with wrong pairs, the number of
plaintexts required is 223.
B.3 Known F - Random Key Attack
As in the previous section, we assume the description of the F function has
been disclosed, but the private key is not necessarily supposed to be weak.
The mapping (a; b) 7! S1(a) + S2(b) is a 16 to 32 bits function, so it may
have a collision S1(a) + S2(b) = S1(a
0) + S2(b0) with high probability.
















Assuming there is only one collision for S1+S2 with dierence , the prob-
ability of this characteristic is 2 15. Hence, for Blowsh with t = 8 rounds,
this characteristic iterated as on gure B.1 has probability 2 45, and 246 cho-
sen plaintext pairs include two good pairs and 214 wrong pairs. So, the good
value of P10 may be the only value suggested twice.
The attack on t = 7 rounds has the same complexity, so the number of
plaintexts required is 248.
B.4 Weak Key Detection
What can we do without the description of F? We can try to detect whether
a key is weak or not. For a random s-box S1, the probability that there is no










23228(232   28)!  1  2
 17:0:
So, for a F function made with random s-boxes, the probability there exists
a collision for one s-box is 2 15:0. Hence, one key out of 215 may be weak.
Now let us see how to distinguish which is weak by a chosen plaintext attack.
First one can bet on S1 and use the characteristic on gure B.1. If we
pick the bytes B1, B2, B3, B4, B6, B7 and B8 at random (no B5 here), in the
structure of all the 28 plaintexts
P = [B1B2B3B4B5B6B7B8]
there are 27 pairs with the good xor. Let
C = [C1C2C3C4C5C6C7C8]
be the corresponding ciphertexts. In a good pair, we notice that
X = [(B5  C5)C6C7C8]
must be the same for both messages of the pair. Thus, we can seek for pairs
in the structure which makes X collide. If there are no good pairs, this occurs
with probability roughly 2 17:0. Trying 214 structures, we get one good pair
with high probability, and no wrong pair with probability roughly 2 3. Hence,
with 222 chosen plaintexts, we can detect a collision on S1 and get the xor 
of the collision. The same attack holds for S2, S3 and S4.
B.5 Conclusion
We have shown dierential cryptanalysis on Blowsh is possible either against
a reduced number of rounds or with the piece of information which describes
the F function. This second case appears to be equivalent to an analysis
done by Lee, Heys and Tavares [83] against the CAST cipher [11, 12]. In the
analysis of CAST, the s-boxes are well design to resist to any attack while
they are randomly generated in Blowsh. Compared to CAST, some of the
s-boxes generated by Blowsh may be really weak, but it is not sure whether
it is sucient to mount an attack since they are supposed to be private.
We studied weaknesses of the s-boxes based on collisions. This way, we
proved there are weak keys in Blowsh that enable to decrease signicantly
the complexity of the attacks (from 248 to 223 on eight rounds when F is
known). We also showed it is possible to detect weak keys using 222 chosen
plaintexts (on eight rounds).
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Annexe C
An Experiment on DES:
Statistical Cryptanalysis
[Cet article de Serge Vaudenay a ete publie dans les actes du
colloque ACM Computer and Communications Security 96 [165].]
Abstract. Linear cryptanalysis and dierential cryptanalysis are the
most important methods of attack against block ciphers. Their e-
ciency have been demonstrated against several ciphers, including the
Data Encryption Standard. We prove that both of them can be consid-
ered, improved and joined in a more general statistical framework. We
also show that the very same results as those obtained in the case of
DES can be found without any linear analysis and we slightly improve
them into an attack with theoretical complexity 242:9.
We can apply another statistical attack | the 2-cryptanalysis | on
the same characteristics without a denite idea of what happens in the
encryption process. It appears to be roughly as ecient as both dif-
ferential and linear cryptanalysis. We propose a new heuristic method
to nd good characteristics. It has found an attack against DES abso-
lutely equivalent to Matsui's one by following a distinct path.
C.1 Introduction
Since the proposal of the Data Encryption Standard by the U.S. government,
the scientic community concentrated a signicant part of its eorts on its
cryptanalysis [2]. This well-known function encrypts a 64-bits plaintext into
a 64-bits ciphertext using a 56-bits secret key, so that the best attack is
expected to have complexity 256 (255 if we take into account the complemen-
tation property of DES as in [62]).
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A rst signicant result, obtained by Biham and Shamir, gave a general
method for chosen plaintext attacks | the dierential cryptanalysis [29, 30].
Using a deep analysis of the internal framework of the function, they try
to control a correlated piece of information on several particular plaintexts
and recover it by statistical attacks. The correlated piece of information used
is simply a chosen bit-wise exclusive or dierence between two texts. The
main result of Biham and Shamir proves, using heuristic arguments, that it
is possible to mount an attack with 247 chosen plaintexts.
A second result gave also a general method, called linear cryptanalysis, for
known plaintext attacks. It has been discovered by Matsui who proved that
it is possible to implement an attack against DES with 243 known plaintexts
[91]. Using another deep analysis of the function, this attack tries to trace
a correlation between one bit of information on the plaintext and one bit of
information on the ciphertext. One more time, the information is obtained
linearly with respect to the exclusive or.
Both methods are bottom-up approachs based on the concept of char-
acteristic. This is a scenario of the propagation of the correlated piece of
information. It is associated to a probability, which has to be as biased as
possible. The goal of the heuristic arguments consists in nding ecient
characteristics, rst analyzing the linear properties of the substitution boxes,
then plugging them into one another in a such a way that a linear informa-
tion is leaked throughout the encryption process. Once this analysis has led
to an ecient characteristic, we only need to keep which information on the
plaintext and the ciphertext is required for the upper level of the attack.
The success of those methods have focused the attention on the linear
properties of the boxes. In this paper, we try to prove that the linear prop-
erties are not so important. We propose another heuristic approach based on
statistics. We show how to recover an attack similar to Matsui's one without
any linear consideration. We also propose a top-down approach which unies
linear and dierential cryptanalysis. We prove that a simple 2 test can get
the similar results without knowing precisely what happens (for instance on
a black box which implements a secret encryption function). Those results
have already partially been presented in [163].
Throughout this paper, we use the following notations:
 k is a secret key in the domain K;
 P is a plaintext in the domain P ;
 C is a ciphertext in the domain C;
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 Enck is an encryption function which maps P to C using key k;
 x ^ y denotes the bitwise and of the bit-strings x and y;
 W (x) is the Hamming weight of the bit-string x;
 x  y is the dot-product of x and y, that is the parity of W (x ^ y);
 1predicate is 1 if predicate is true, 0 otherwise.
C.2 Heuristic using Projection
C.2.1 Transition Matrix of a Projected Cipher
In the encryption process, intermediate results of the encryption function
can be arbitrarily ignored and supposed to be uniformly independent of the
rest of the computation. We call this operation projection. After projection,
assuming that the removed inputs are random, each box becomes stochas-
tic, transforming the leftover inputs into the remaining outputs. Thus, it is
possible to compute the transition matrix of the projected boxes.
For instance, if a and b are the masks of all remaining inputs and outputs
of an S-box S (that is to say, that we only know the value x ^ a from the
input x, and that we are only interested in the value y ^ b from the output
y), we compute the matrix of all
Ti;j = Pr
X uniform
[S(X) ^ b = j=X ^ a = i] :
We use tools from tensorial algebra to compute the transition matrix of
a network of S-boxes: the transition matrix of (x; y) 7! (F (x); G(x)) is the
tensorial product (also called the Kronecker product) of the transition matrix
of F and the transition matrix of G, and the transition matrix of F G is the
matrix-product of the transition matrices of F and G whenever the output
mask of G is the input mask of F . Assuming that M i and M o are the masks
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Figure C.1 { Feistel's scheme with 16 rounds
of X = (P ^M i; C ^M o) with respect to the uniform distribution. In the
following sections, we consider a more general X of the form
X = h3(h1(k); h2(P;C))
depending on a small piece of information h1(k) on k and a small piece of
information h2(P;C) on the pair (P;C).
C.2.2 Projection of DES
DES is based on the Feistel scheme illustrated on Figure C.1. There are two
32-bits registers L and R modied at each round by a process which depends
on a subkey ki depending on the master key k (see [2]).
As an example, we ignore the same 27 bits of the left register of DES and
the same 31 bits of the right one between the second and the fteenth round
(the reason why we use only the 14 middle rounds will appear in the next
Sections). More precisely, for all masks mL and mR such that W (mL) = 5
and W (mR) = 1, we only keep the information (Li ^mL; Ri ^mR) in each
round, that is 6 bits of information. We computed the 26  26 bias vector
Vk(mL;mR) of
X = (L1R0 ^mLmR; L8R7 ^mLmR):
Experiments shows that the norm jjVk(mL;mR)jj2 which we call deviation
does not depend signicantly on k provided it is large. Thus, trying all the
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possible positions of the 6 bits kept, we have found the best choices of the
bit positions the rst of are:







        
This shows that the best choices are exactly those which contain the pattern
mL = 2104008016 mR = 0000800016
(for which log2 jjVkjj2 =  24:583) that is the bits used in Matsui's attack
[91]. Trying all the 4 and 2 positions achieved an analogous result. Trying all
the 3 and 3 positions did not provide any larger deviation.
The best other choice which does not contain Matsui's characteristic is:
mL = 0401010416 mR = 00c0000016
for which log2 jjVkjj2 =  30:768.
C.2.3 Information on the Key Leaked
To see how much Vk(mL;mR) depends on k, we studied how many dierent
vectors we get with dierent k. Linear cryptanalysis only consider a one-bit
long value X. Thus, the bias vector Vk has the form ( ; ) and there are
only two dierent vectors (;), depending on one bit of information on
k. Moreover, keys which produce the same bit of information are in the same
ane space with codimension 1.
More generally, when a characteristic dened by (mL;mR) contains c
linear characteristics, the vector Vk(mL;mR) depends on c bits of information
on k. Thus, there are 2c dierent vectors, and keys which produce the same
one are in the same ane space with codimension c. To study the nature of
the information on k which inuences the vector, we compute all the ane
spaces spanned by random keys which produce the same vector. For instance,
with the characteristic dened by
mL = 2104008016 mR = 0000800016
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for which log2 jjVkjj2 =  24:583 the experiment shows 4 dierent vectors
Vk(mL;mR). Thus, the key space is partitioned into 4 classes, and we can
prove that each class spans an ane space with codimension 2. We already
know that Matsui's linear characteristic denes one bit of information on k















Using Matsui's notations, those bits are respectively
k3[22] k4[44] k5[22] k7[22] k8[44] k9[22]
k11[22] k12[44] k13[22] k15[22]
and
k2[44] k4[44] k6[44] k8[44] k10[44] k12[44] k14[44]
With the characteristic dened by
mL = 0401010416 mR = 00c0000016
we observed 16 dierent classes. We observed that keys in the same class
spanned an ane space with codimension 4. Thus, this characteristic uses 4
linear bits on k.
C.3 Statistical Cryptanalysis
C.3.1 Model of the attack
In the model of the attack1, the concept of characteristic denes three hash
functions:
 h1 : K ! L where L is a small space with cardinality ` (the aim of the
cryptanalysis is to obtain probabilistic information on k0 = h1(k));
1This model appears to be similar to Harpes's partitioning cryptanalysis [59].
C.3. Statistical Cryptanalysis 123
 h2 : P  C ! S where S is the sample space with cardinality s which
only contains useful information for the analysis;
 h3 : L  S ! Q where Q is a space with cardinality q.
For a random sample S = h2(P;C) coming from random P and C = Enck(P ),
we let X = h3(k
0; S), k0 = h1(k). Basically, X is a piece of information
depending on the intermediate results in the encryption. For the purpose of
the cryptanalysis, X should be both
 computable with small pieces of information on (P;C) and k, namely
S and k0,
 and suciently biased for X = h2(k0; S) (where k0 = h1(k)) to be
statistically distinguishable from the distribution of h2(K;S) comming
from a wrong guess K 6= k0.
The principle of the attack consists in seeking for the good k0 which makes
the distribution of all the observed X deviate signicantly from a smooth
distribution. In the example of DES, h3 is a mask over messages obtained after
the rst round and before the last round, and h1 and h2 give the information
required to compute it.
We assume that we can use several independent samples S = h2(P;C),
given that P follows a given distribution H in the domain P and such that
C = Enck(P ) with the unknown k. The attack is a known or chosen plaintext
attack depending on whether H corresponds to an available real plaintext
distribution or not. It may be a ciphertext only attack when S is computable
from C. For all candidates K to k0 = h1(k), we can compute a candidate
X = h3(K;S) to h3(k
0; S). The main idea of the attack consists in assuming
that we can distinguish K = k0 from K 6= k0 by a statistical measurement 
on the observed distribution. In most cases, for K = k0, this distribution will
look less regular than for K 6= k0. The attack proceeds in four phases:
 Counting Phase. Collect several random samples Si = h2(Pi; Ci),
i = 1; : : : ; n. This consists in counting all occurrences of all the possible
values of S in s counters.
 Analysis Phase. For each of the ` candidates K, count all the occur-
rences in all Xi = h3(K;Si) and give it a mark M using the statistic
(X1; : : : ; Xn). Hereafter nx denotes (for a given K) the number of
samples such that h3(K;Si) = x.
 Sorting Phase. Sort all the candidates K using their marks MK .
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 Searching Phase. Exhaustively try all keys following the sorted list
of all the candidates.
The space complexity is O(s+`) since we need s counters for all S = h2(P;C)
and ` registers for all candidates K. The time complexity is O(n) for the
Counting Phase, O(s`) for the Analysis Phase and O(` log `) for the Sorting
Phase. The average complexity of the Searching Phase, which depends on
the expected rank of the good candidate in the sorted list, will be discussed
below. Typically, the bottleneck computations are the Counting Phase and
the Searching Phase, and we need to study the trade-o between them: we
need many samples to expect the good candidate to have a high rank, but
not too many to be able to count them.
C.3.2 Analysis of the Attack
We make several approximations which might be justied by heuristic argu-
ments in concrete examples. We recall that H denotes the distribution of the
random plaintext source.
Approximation C.1. If K 6= h1(k), the distribution h3(K;H) of
X = h3(K;h2(P;Enck(P )))
is a distribution D which does not depend on K.
Approximation C.2. If K = h1(k), the distribution of X is a distribution
D0 which is independent on D.
Typically, D is the uniform distribution in the domain Q with cardinality q.













The accurate analysis depends on the choice of the statistic , but we give
here the outline of the analysis. We denote  and  (resp. 0 and 0) the mean
and the standard deviation of (X1; : : : ; Xn) all Xi following the distribution
D (resp. D0). In the rest of this paper, we make another Approximation.
Approximation C.3. We have   0 and  6 0.
The mark MK of K is dened to be
MK =
(h3(K;S1); : : : ; h3(K;Sn))  

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Figure C.2 { Decreasing of the normal law
so, the standard deviation of any mark is 1, the expected mark of a wrong




will be called the eciency of the attack. In real applications, Approximation










be the normal distribution function. In the following, the sentence \the dis-








when the number of samples is large.
Theorem C.4. Under the Approximations and if the distribution of all MK















where N is the number of keys k.









0; S1); : : : ; h3(k0; Sn))  

which is approximately normal, with mean  and standard deviation 1. The
mark of any wrong candidate K 6= h1(k) is
MK =
(h3(K;S1); : : : ; h3(K;Sn))  

which is approximately standardized and normal. Mk0 and MK are indepen-
dent by Approximation C.2, so Mk0 MK p
2
is standardized and normal. Thus,
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and the average complexity
of the Searching Phase is obtained multiplying this by N
`
. ut




is illustrated on the table on Figure C.2.
C.3.3 The Use of Several Characteristics
It is possible to use several characteristics Ci (or the same one several times)
with eciency i for i = 1; : : : ; c using a trick analog to the one analyzed by
Kaliski and Robshaw [71]. We get lists of several candidates so that each full












We can do the exhaustive search following the general marks. It is easy to
prove that the Theorem C.4 remains valid if we replace  by  when all M iK
are independent. Thus, it is possible to slightly improve the best known linear
attack on DES collecting a huge number of less ecient characteristics.
C.4 Dierential Approach
For a given nonzero a, the statistic di counts the number of sample pairs
(Xi; Xj) such that Xi Xj = a:







For vectors a coming from a dierential characteristic, a heuristic analysis
from Biham and Shamir enables to approximate (for i 6= j)
Pr
Xi;Xj2D0
[Xi Xj = a]  Pr
Xi;Xj2D
[Xi Xj = a] = :
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f9 04 00 81
21 04 00 80
01 04 00 80
01 04 00 80
00 00 80 00
00 00 80 00
00 00 00 00
00 01 f8 00
?
?
00 00 00 00 77 00 00 00
77 00 00 00 00 00 00 00
Figure C.3 { Matsui's characteristic
Theorem C.5. If D is uniform over Q, the eciency of the attack using
di is
  n qq
2(q   1)




















where vxk is dened in Section C.2. ut
C.5 Linear Approach
C.5.1 Linear Cryptanalysis
For a given nonzero a, the statistic lin counts the number of samples Xi
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For vectors a coming from a linear characteristic, a heuristic analysis from
Matsui enables to approximate
Pr
Xi2D0
[Xi  a = 0]  Pr
Xi2D
[Xi  a = 0] = :





This Theorem will be proved in a more general form below.
C.5.2 Matsui's Attack against DES
















with the notations used in Section C.2 and where L1, L8 and R7 are computed
from P = (L0; R0) and C = (L8; R8) using k [91]. It is easy to see that k
0
and S are sucient to compute X. For reasons related to the structure of F ,
the masks on the subkeys are coded in octal while the masks on the message
registers are coded in hexadecimal. We have ` = 212 (this is the number
of candidates K), s = 219 (number of possible samples S) and q = 28. The
bias is approximated by tricky heuristic arguments to jj = 1:192 21. Using
n = 243, we have  = 3:37. Therefore, using two such characteristics as Matsui
did (that is using it together with its reversed characteristic obtained by
exchanging the left and the right masks), the global eciency is given by the
Equation (C.1) and the exhaustive search gets its complexity improved by a
factor ( 3:37) = 2 11:4. The complexity of the Searching Phase is evaluated
to 244:6. (Matsui's experiment would have yielded complexity 243, so Theorem
C.4 may be a little pessimistic, but we notice that the approximation  p
nqd2(D;D
0) = 3:78 yields complexity 242:38.)
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Experiment 1 2 3 4 5 6 7 8 9 10
Matsui's attack 1 280 1 2 59 10 12 35 1 4
linear mark #1 1 46 1 2 205 48 8 58 2 4
linear mark #2 1 46 1 2 204 81 11 59 2 4
linear mark #3 1 100 1 2 205 48 8 60 2 6
linear mark #4 1 100 1 2 206 80 11 57 2 6
linear mark #5 1 45 1 2 103 79 8 58 2 4
linear mark #6 1 44 1 2 104 48 11 58 2 6
linear mark #7 1 101 1 2 104 48 11 57 2 6
linear mark #8 1 100 1 2 103 80 8 57 2 4P
(linear marks)2 1 68 1 2 140 57 10 55 2 6
2 attack 100 2221 516 197 435 1294 3667 2389 335 1320
Figure C.4 { Experiment of attacks on 8-rounds DES
C.5.3 Generalized Linear Test








Theorem C.7. glin is asymptotically normal. The best eciency is ob-
tained with ax = v
x






















x ax PrX2D[X = x]. glin is asymptotically normal, due to the








x(ax   a)2 PrX2D[X = x]
:
The Theorem comes from Cauchy-Schwarz's Inequality in the particular case
where PrX2D[X = x] = 1q . ut
The problem of using the best linear statistic is similar to the problem of
linear cryptanalysis, where we have to guess a vector a coming from a linear
characteristic. Here, we have to bet on the transition matrix to get all ax. If
there are only few possible transition matrices, we use the sum of the squares
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of all the linear marks as a new statistic, which turns out to be almost as
ecient as the best one. (The reason why we use the sum-of-squares is that
the dierent marks are linearly dependent, so a linear mean would be suject
to strange cancellations.)
C.5.4 A slight Improvement of Matsui's Attack

















we have s = 220, ` = 212 and q = 210. Using the heuristic with projections, the
deviation has been approximated to d2(D;D
0)  2 24:58. Hence, using 242:93
known plaintext/ciphertext couples (instead of 243:00, which is 5% larger),
we obtain  = 3:69. With two such characteristics, the exhaustive search is
improved by a factor ( 3:69) = 2 13:14 and the Searching Phase gets a
complexity 242:86. Since o-line exhaustive search is cheaper than getting a
new sample, we can aord 242 known plaintexts which gives  = 3:78 then
256:( 3:78) = 247:93: 242 known plaintexts enables to nd the key within a
248 average complexity.
For eight-rounds DES, Matsui announced 1:49  217 knwon plaintexts,
but it was to get the same complexity than for sixteen-rounds DES in the
exhaustive search, that is 243. Here, we have d2(D;D
0)  2 11:86, so, with 217
known plaintexts, we have  = 3:11 and the exhaustive search has complexity
256:( 3:11) = 245:93 with two characteristics. (With 218 known plaintexts,
the same computation yields complexity 238:50.) This attack has been imple-
mented.
Experiments show there are only eight kinds of bias vector VK . We use as
a statistic the sum-of-the-squares of the eight marks obtained with the eight
corresponding linear statistics. With the only characteristic dened in this
Section, we have ` = 212 candidates and the rank of the good candidate in
the sorted list should be 1+`:( =p2) on average. For n = 217 samples, we
have  = 3:11 so the average rank should be 57:86. Ten random experiments
yielded ranks illustrated on Figure C.4. We put ranks obtained by Matsui's
mark, by each of the eight linear marks, by the sum-of-squares of the linear
marks, and by the 2 mark we will present on next Section. This shows
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the use of the best linear statistic slightly improves Matsui's attack. It also
conrms that the 2 attack is a little less ecient than the other attacks, as
we will prove.
C.6 2 Cryptanalysis
The deviation from the uniform distribution in a domain with cardinality q

















Theorem C.8. Under the hypothesis, the eciency of the attack using 2
is




Proof. For bad candidates, the statistic 2 tends to the 
2 distribution with
q   1 degrees of freedom:  = q   1 and  =
q
2(q   1). When the degree of













02 is a kind of 
2 statistic such that








where glin is the best standardized linear test (i.e. with E(glin) = 0 and
(glin) = 1). So, we have
0 = q   1 + (n  1)q(d2(D;D0))2
which allows to compute . ut
A straightforward consequence of this Theorem is that with the same char-
acteristic and the same number a plaintext/ciphertext couples, the 2 crypt-
analysis is more ecient than the dierential cryptanalysis (which is a qua-
dratic statistic).
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Using this statistic, we do not need to have a precise idea of which in-
formation is leaked throughout Enc, such as what would have been done in
linear or dierential cryptanalysis using a particular vector a. Here, we use
a characteristic, and if there exists a powerful subcharacteristic according to
linear of dierential cryptanalysis, the 2 test is able to detect it and to use
it to distinguish the good k0.
For instance, we can try Matsui's symmetrized characteristic with the 2
cryptanalysis. We have q = 210 and d2(D;D
0)  2 24:58. Using 246:2 known
plaintexts (9 times as Matsui does), we get  = 2:90. Here the 2 variable is
approximately normal. So, using two such characteristics, we get the average
complexity 256:( 2:90) = 246:9.
C.7 Conclusion
We have shown that dierential and linear cryptanalysis can be viewed in a
more statistical approach. It is possible to join the eorts of several charac-
teristics to improve them. Both attacks can be improved using an additional
information, that is the vector of all vxk . Conversely, with less knowledge
about the characteristic (that is without the precise knowledge of which bits
of the input and the output play a role and what happens in between), the
2 cryptanalysis performs an attack which is roughly as ecient.
To prove that the linear aspects of dierential or linear cryptanalysis are
not unavoidable, we presented a new heuristic method which has produced
the same attack than Matsui's. This leads to new directions in cryptanalysis.
We hope that this new approach and the experiments presented in this paper
will motivate further investigations in the use of statistic experiments in
cryptanalysis.
Acknowledgment
We wish to thank Eli Biham, Don Coppersmith, Carlo Harpes, Lars Knudsen
and Jacques Stern for fruitful discussions.
Annexe D
On the Need for
Multipermutations:
Cryptanalysis of MD4 and
SAFER
[Cet article de Serge Vaudenay a ete publie dans les actes du
colloque Fast Software Encryption 94 [162].]
Abstract. Cryptographic primitives are usually based on a network
with boxes. At EUROCRYPT'94, Schnorr and the author of this paper
claimed that all boxes should be multipermutations. Here, we inves-
tigate a few combinatorial properties of multipermutations. We argue
that boxes which fail to be multipermutations can open the way to
unsuspected attacks. We illustrate this statement with two examples.
Firstly, we show how to construct collisions to MD4 restricted to its
rst two rounds. This allows one to forge digests close to each other
using the full compression function of MD4. Secondly, we show that
variants of SAFER are subject to attack faster than exhaustive search
in 6:1% cases. This attack can be implemented if we decrease the
number of rounds from 6 to 4.
In [146], multipermutations are introduced as formalization of perfect dif-
fusion. The aim of this paper is to show that the concept of multipermutation
is a basic tool in the design of dedicated cryptographic functions, as func-
tions that do not realize perfect diusion may be subject to some clever
cryptanalysis in which the ow of information is controlled throughout the
computation network. We give two cases of such an analysis.
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Firstly, we show how to build collisions for MD4 restricted to its rst two
rounds1. MD4 is a three rounds hash function proposed by Rivest[128]. Den
Boer and Bosselaers[32] have described an attack on MD4 restricted to its
last two rounds. Another unpublished attack on the rst two rounds has been
found by Merkle (see the introduction of [32]). Here, we present a new attack
which is based on the fact that an inert function is not a multipermutation.
This attack requires less than one tenth of a second on a SUN workstation.
Moreover, the same attack applied to the full MD4 compression function
produces two dierent digests close to each other (according to the Hamming
distance). This proves the compression function is not correlation-free in the
sense of Anderson[15].
Secondly, we show how to develop a known plaintext attack to a variant
of SAFER K-64, in which we replace the permutation exp45 by a (weaker)
one. SAFER is a six rounds encryption function introduced by Massey[87].
It uses a byte-permutation (namely, exp45 in the group of nonzero integers
modulo 257) for confusion. If we replace exp45 by a random permutation P
(and log45 by P
 1), we show that in 6:1% of the cases, there exists a known
plaintext attack faster than exhaustive search. Furthermore, this attack can
be implemented for the function restricted to 4 rounds. This attack is based
on the linear cryptanalysis introduced by Matsui[89] and recently gave way
to the rst experimental attack of the full DES function[91].
D.1 Multipermutations
In [146], multipermutations with 2 inputs and 2 outputs are introduced. Here,
we propose to generalize to any number of inputs and outputs.
Denition D.1. A (r; n)-multipermutation over an alphabet Z is a function
f from Zr to Zn such that two dierent (r + n)-tuples of the form (x; f(x))
cannot collide in any r positions.
Thus, a (1; n)-multipermutation is nothing but a vector of n permutations
over Z. A (2; 1)-multipermutation is equivalent to a latin square2. A (2; n)-
multipermutation is equivalent to a set of n two-wise orthogonal latin squares3.
Latin squares are widely studied by Denes and Keedwell in [45].
An equivalent denition says that the set of all (r+n)-tuples of the form
(x; f(x)) is an error correcting code with minimal distance n + 1, which is
1This part of research has been supported by the Celar.
2a latin square over a nite set of k elements is a k  k matrix with entries from this
set such that all elements are represented in each column and each row.
3two latin squares A and B are orthogonal if the mapping (i; j) 7! (Ai;j ; Bi;j) gets all
possible couples.
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the maximal possible. In the case of a linear function f , this is the denition
of MDS codes: codes which reach Singleton's bound (for more details about
MDS codes, see [94]). More generally, a (r; n)-multipermutation is equivalent
to a ((#Z)r; r + n;#Z; r)-orthogonal array4.
A multipermutation performs a perfect diusion in the sense that changing
t of the inputs changes at least n   t + 1 of the outputs. In fact, it corre-
sponds to the notion of perfect local randomizer introduced by Maurer and
Massey[97] with the optimal parameter. If a function is not a multipermuta-
tion, one can nd several values such that both few inputs and few outputs
are changed. Those values can be used in cryptanalysis as is shown in two ex-
amples below. This motivates the use of multipermutations in cryptographic
functions.
The design of multipermutations over a large alphabet is a very dicult
problem, as the design of two-wise orthogonal latin squares is a well-known
dicult one. The only powerful method seems to use an MDS code combined
with several permutations at each coordinate.
In the particular case of 2 inputs, it is attractive to choose latin squares
based on a group law: if we have a group structure over Z, we can seek
permutations , , , ,  and  such that
(x; y) 7! ([(x):(y)]; [(x):(y)])
is a permutation, as it will be sucient to get a multipermutation. Unfor-
tunately, it is possible to prove that such permutations exist only when the
2-Sylow subgroup of Z is not cyclic5, using a theorem from Hall and Paige[58].
More precisely, they do not exist when the 2-Sylow subgroup is cyclic. They
are known to exist in all solvable groups in which the 2-Sylow subgroup is
not cyclic, but the existence in the general case is still a conjecture. Hence,
Z should not have a cyclic group structure. For instance, we can use the Zn2
group structure for n > 1. Such multipermutations are proposed in [146].
In MD4, the group structure of Z322 is used, but some functions are not
multipermutations. On the other hand, in SAFER, the group structure of
Z256, which is cyclic, is used, so without multipermutations.
4a (M; r + n; q; r)-orthogonal array is a M  (r + n) matrix with entries from a set of
q elements such that any set of r columns contains all qr possible rows exactly Mqr times.
5we agree the trivial group is not cyclic. Actually, x 7! x2 is an orthomorphism in all
groups with odd order, in which the 2-Sylow subgroup is trivial.
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D.2 Cryptanalysis of MD4
D.2.1 Description of MD4
MD4 is a hash function dedicated to 32-bit microprocessors. It hashes any
bit string into a 128-bit digest. The input is padded following the Merkle-
Damgard scheme[43, 102] and cut into 512-bit blocks. Then, each block is
processed iteratively using the Davies-Meyer scheme[44, 96] i.e. with an en-
cryption function C in a feedforward mode: if B1; : : : ; Bn is the sequence of
blocks (the padded message), the hash value is
hBn(: : : hB1(vi) : : :)
where vi is an Initial Value, and hx(v) is Cx(v) + v (x is the key and v is the
message to encrypt).
Here we intend to build a single block collision to h(vi), that is to say
two blocks x and x0 such that Cx(vi) = Cx0(vi). It is obvious that this can be
used to build collisions to the hash function. So, we only have to recall the
denition of the function Cx(v).
The value v is represented as 4 integers a, b, c and d (coded with 32 bits),
and the key x is represented as 16 integers x1; : : : ; x16. The initial denition
of C uses three rounds i = 1; 2; 3. The gure D.1 shows the computational





is fed with a main input, a block integer xi(j) and three side inputs. If p is
the main input and q, r and s are the side inputs (from top to bottom), the
output is
Ri;j(p+ fi(q; r; s) + xi(j) + ki)
where R is the right circular rotation, i;j and ki are constants and fi is
a particular function. In the following, we just have to know that f2 is the
bit-wise majority function, 1 is the identity permutation, and
2 =
 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 5 9 13 2 6 10 14 3 7 11 15 4 8 12 16
!
D.2.2 Attack on the First Two Rounds
If we ignore the third round of C, it is very easy to build collisions. We notice
that no Bj2 are multipermutations: if p = 0, x =  k2 and two of the three
integers q, r and s are set to zero, then Bj2(x; p; q; r; s) remains zero (the same
remark holds with  1 instead of 0). So, we can imagine an attack where two






















































































a b c d
Figure D.1 { One round of C
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blocks dier only in x16, the other integers are almost all set to  k2 and such
that almost all the outputs of the rst round are zero. This performs a kind
of corridor where the modied values are controlled until the nal collision.
More precisely, let x1; : : : ; x11 equal  k2, x12 be an arbitrary integer (your
phone number for instance) and x13, x14 and x15 be such that the outputs a,
c and d of the rst round are zero. The computation of x13, x14 and x15 is
very easy from the computational graph. Thanks to the previous remark, we
can show that the outputs a, c and d of the second round do not depend on
x16 as the modied information in x16 is constrained in the register b. Thus,
modifying x16 does not modify a, c and d.
Letting the b output be a function of x16, we just have to nd a collision
to a 32 bits to 32 bits function. This can be done very eciently using the
birthday paradox or the  method. An implementation on a Sparc Station
uses one tenth of second.
If we use the same attack on the full-MD4 function, since  13 (16) = 16,
the only modied x occurs in the very last computation in the third round.
So, if this round is fed with a collision, it produces a collision on the a, c
and d output. The digests dier only in the second integer b. Hence, the
average Hamming distance between both digests is 16. This proves the com-
pression function of MD4 is not correlation-free, according to Andersons's
denition[15].
D.3 Cryptanalysis of SAFER
D.3.1 Description of SAFER
SAFER is an encryption function dedicated to 8-bit microprocessors. It
encrypts a 64 bits message using a 64-bit key. The key is represented as
8 integers k1; : : : ; k8. A key scheduling algorithm produces several subkeys
ki1; : : : ; k
i
8. In the following, we just have to know that k
i
j is a simple function
of kj (and k
1
j = kj).
The encryption algorithm takes 6 rounds and a half. The ith round is
summarized on gure D.2. It uses the subkeys k2i 1j and k
2i
j . After the 6th
round, the half round simply consists of xoring/adding the subkeys k13j as we
would do in a 7th round.
 represents the xor operation on 8 bits integers. + is the addition modulo
256. P is a permutation over the set of all 8-bits integers dened in the
SAFER design. Q is the inverse permutation of P . L is a linear permutation
D.3. Cryptanalysis of SAFER 139
 + +   + + 
+   + +   +
P Q Q P P Q Q P
L L L L
L L L L
L L L L
? ? ? ? ? ? ? ?
? ? ? ? ? ? ? ?
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Figure D.2 { The ith round of SAFER
over the algebraic structure of the ring Z256, as
L(x; y) = (2x+ y; x+ y) (mod 256):
In the original design, P is the exponentiation in base 45 modulo 257: all
integers from 1 to 256 can be coded with 8 bits (256 is coded as zero) and
represent the group of all invertible integers modulo 257. 45 is a generator of
this group.
In practical implementations, we have to store the table of the permuta-
tion P . So, there is no reason to study SAFER with this particular permu-
tation. Here, we will show that this choice is a very good one, as for 6:1% of
all possible permutations, there exists a known plaintext attack faster than
exhaustive search.
D.3.2 Linear Cryptanalysis of SAFER
I have many times used the discrete exponential or the discrete
logarithm as nonlinear cryptographic functions and they have never
let me down.
James Massey
The permutation L is not a multipermutation, as we have
L1(x+ 128; y) = L1(x; y)
for all x and y (where L1 denotes the rst output of L). So, we have pairs of
4-tuples (x; y; L(x; y)) at Hamming distance 2. Actually, there are no (2; 2)-
multipermutations which are linear over Z256 as its 2-Sylow subgroup is cyclic
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(it is itself here). We can use this property of L1 by a dual point of view
noticing that some information about L1(x; y) only depends on y. Namely,
we have
L1(x; y)  1 = y  1
where  is the inner product over (Z2)8, so, y  1 is the least signicant bit of
y. Similarly, we have
(L1(x; y)  1) (L2(x; y)  1) = x  1
Let F denote the function dened by the three bottom layers on gure
D.2 (layers which uses L in a round). If x1; : : : ; x8 are the inputs of a round,
the outputs are F (y1; : : : ; y8) where y1 = P (x1  k11) + k21, ... We notice that
if F (y1; : : : ; y8) = (z1; : : : ; z8), we have a 2-2 linear characteristic
(z3  1) (z4  1) = (y3  1) (y4  1)
(this means there is a linear dependence using 2 inputs and 2 outputs of F ).
There are 5 other 2-2 linear characteristics:
(z2  1) (z6  1) = (y2  1) (y6  1)
(z5  1) (z7  1) = (y5  1) (y7  1)
(z3  1) (z7  1) = (y5  1) (y6  1)
(z5  1) (z6  1) = (y2  1) (y4  1)
(z2  1) (z4  1) = (y3  1) (y7  1):
If L were a multipermutation, the smallest characteristics would be a-b ones
such that a+ b = 6. This property is similar to the well-known Heisenberg's
inequality which states we cannot have any precise information on both the
input and the output of the Fourier transform. This means more information
would be required in a cryptanalysis.
Let q denote Probx[x  1 = P (x)  1]   12 , the bias which measures the
dependence between the least lignicant bits of P (x) and x. We get the same
bias with Q in place of P . If (x1; : : : ; x8) is a plaintext, if y1 = P (x1  k1),
y2 = Q(x2 + k2), ..., y8 = P (x8  k8), and if (z1; : : : ; z8) is the ciphertext, let
us write
b(x; z) = (y3  1) (y4  1) (z3  1) (z4  1):
Lemma D.3 in appendix D.A states that b(x; z) = (k) with probability
1
2
(1 + (2q)10) where (k) denotes the exclusive or of all least signicant bits
of ki3 and k
i
4 for i = 2; : : : ; 13. For a given (x; z), to compute b(x; z), we only
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have to know k3 and k4. Lemma D.3 states that it occurs with probability
roughly equal to 1
2
(the dierence with 1
2
is negligible against (2q)10) when
wrong k3 and k4 are used in the computation of b(x; z). Thus, trying all the
possible (k3; k4), it is possible to distinguish the good one from the other
candidates by a statistical measure.
Let us recall the central limit theorem (see [52] for instance):
Theorem D.2. If B is the arithmetic mean of N independent random vari-
ables with the same probability distribution with average  and standard de-
















Let B(k3; k4) be the average of b(x; z) over all the N available couples
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p
N(2q)10:






































If 1 = 2 = 2 the good (k3; k4) is accepted with probability 98% and
the bad ones are rejected with probability 95%. So, the number of plain-




If jqj is greater than 2 4, this is faster than exhaustive search.
For only 4 rounds in SAFER, we have N  16
(2q)12
. So, for all permutations
P which are biased (q 6= 0), this attack is faster than exhaustive search. For
jqj  2 4, the attack can be implemented.
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The analysis of the distribution of q shows that we have jqj  2 4 for 6:1%
of the possible permutations P (see appendix D.B). We have q = 0 for only
9:9% of the permutations. Unfortunately (or fortunately), for the P chosen
by Massey, we have q = 0, so, the weakness of the diusion phase is balanced
by the strength of the confusion phase. Actually, q = 0 is a property of all
exponentiations which are permutations (see appendix D.C). This analysis
illustrates how Massey was right in context with his quotation.
Further analysis can improve this attack. It is possible to use tighter
computations. We can look for a better tradeo between the workload and
the probability of success. It is also possible to use several characteristics to
decrease N (for more details, see [71]). At least, it is possible to decrease N
by a factor of 64. Actually, we believe it is possible to improve successfully
this attack for all the 90:1% biased permutations.
Conclusion
In MD4, we have shown that the fact that f2 is not a multipermutation allows
one to mount an attack. Similarly, in SAFER, the diusion function is not
a multipermutation. This allows one to imagine another attack. This shows
that we do need multipermutations in the design of cryptographic primitives.
Research in this area should be motivated by this general statement.
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D.A Linear Characteristic
Lemma D.3. If (k) denotes the least lignicant bit of the sum of all ki3
and ki4 for i = 2; : : : ; 13, let us denote y3 = Q(x3 + k3), y4 = P (x4  k4) and
b(x; z) = (y3  1) (y4  1) (z3  1) (z4  1)
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where e is the number of wrong integers in (k3; k4) (e = 0 if both are good





Proof. Thanks to the property of the linear characteristic, if we denote by tij
the xor of the least signicant bit of the input and the output of the P/Q
box in position j in round #i, it is easy to se that







where (k0) denotes the real (k) and y03 (resp. y
0
4) denotes the real y3 (resp.
y4). Under the heuristic assumption that all inputs to P/Q boxes are uni-













using the piling-up lemma pointed out by Matsui[89]. This nishes the case
where k3 and k4 are good.
If k3 or k4 are wrong, let us denote e = 2 if both are bad, and e = 1 if
only one is bad. Assume k3 is bad without loss of generality. We have




The comes from whether (k) = (k0) or not. This nishes the computation
of the probability.
The standard deviation comes from the following formula which holds for





D.B Distribution of the Bias
Lemma D.4. If q = Prob[x 1 = P (x) 1]  1
2
where P is a permutation over
f0; : : : ; n   1g (we assume that n is a multiple of 4), nq is always an even



























for a uniformly distributed permutation Pd.
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All those kind of distribution has been studied by O'Connor, but we give
here and independant study in this particular case [116].
Proof. If k+ n
4
denotes the number of even integers x such that P (x) is even,
we have q = 2k
n
. So, we just have to enumerate the number of permutations
for a given k + n
4
.
We have to choose 4 sets with k + n
4
elements in sets with n
2
elements:
the set of even integers which are mapped on even integers, the set of their
images, the set of odd integers which are mapped on odd integers and the set
of their images. We also have to choose 2 permutations over a set of k + n
4
integers (how to connect even to even integers and odd to odd integers) and
2 permutations over a set of  k + n
4
integers (how to connect even to odd































for n = 256 and
Prob [q = 0] ' 9:9%:
D.C Bias of the Exponentiation
Lemma D.5. For any generator g of Z257, the permutation x 7! gx is un-
biased (i.e. q = 0).
Proof. We have (g128)2  g256  1 (mod 257) so g128 is 1 or  1. As the
exponentiation in base g is a permutation and g0 = 1, we have g128   1
(mod 257).
We have gx+128   gx  257   gx (mod 257), so, we can partition all
the integers into pairs fx; x+128g of integers with the same least signicant
bit. The image of this pair by the exponentiation has two dierent least
signicant bits, so the bias q is 0. ut
Annexe E
The Black-Box Model for
Cryptographic Primitives
[Cet article de Claus Schnorr et Serge Vaudenay a ete
publie dans le Journal of Cryptology en 1998 [147]. Il eectue la
synthese des articles parus dans Fast Software Encryption 93 [145]
et Eurocrypt 94 [146].]





k;s)  2k 2 + 2s k:
(s  k has been swapped at the end of the proof.)]
Abstract. We introduce the black-box model for cryptographic prim-
itives. In this model cryptographic primitives are given by a compu-
tation graph, where the computation boxes sitting on the vertices of
the graph act as random oracles. We formalize and study a family of
generic attacks which generalize exhaustive search and the birthday
paradox. We establish complexity lower bounds for these attacks and
we apply it to compression functions based on the FFT network.
Introduction. Cryptographic primitives for encryption, hashing and pseu-
dorandom generation are judged according to eciency and security. Design
methods for constructing cryptographic primitives are usually empiristic. The
example of Rivest's MD4 hash function [128], which has been shown insecure
by Dobbertin [48], demonstrates the need for a design theory that provides
security in a realistic model.
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Usually cryptographic primitives are dened as a computation graph in
which the vertices are computation boxes. The cryptanalysis approach of
Biham-Shamir [30] and Matsui [91] initiated an important study of the al-
gebraic properties of the computation boxes. In this paper we take another
view, we neglect the inner structure of the boxes. We study the security pro-
vided by a computation graph, where the boxes act as random oracles, i.e.
as black-boxes.
Generic attacks that do not exploit the inner structure of the boxes play
an important role. Nechaev [109] and Shoup [151] study generic algorithms
for the discrete logarithm, assuming that the group operations are given as
black-boxes. The random oracle model of Bellare and Rogaway [21] has been
used in security proofs for various signature schemes. Here the hash function
is a black-box acting as a random oracle in a network comprising the signer,
the verier and the attacker of a signature scheme. We propose a black-box
model in which all boxes of the computation graph act as random oracles.
The black-box model covers powerful attacks, e.g. the iterative use of ex-
haustive search and the birthday paradox applied locally to arbitrary parts
of the computation graph. We only exclude attacks that \split" the boxes. In
the black-box model we can prove interesting and tight complexity bounds
for generic attacks. These complexities correspond to the minimal workload
of attacks. We study the average complexity of these attacks for relevant
probability distributions for the boxes. Black-box cryptanalysis can deter-
mine optimal interconnection networks for the design of hash functions and
symmetric encryption functions provided that strong computation boxes are
given.
In particular we extend and analyse the FFT network, the computation
graph of the Fast Fourier Transform that is known as the buttery graph.
This network has been used in several cryptographic proposals [87, 145, 146].
We give evidence that the FFT network with 2k input nodes and 2k 2 layers
yields a family of compression functions with optimal security in the black-
box model. This means that for the doubled FFT network there is no better
black-box attack then exhaustive search over the inputs. While our lower and
upper complexity bounds coincide for linear attacks, lower and upper bounds
dier by a factor 3 in the general case.
In Section E.1 we present the black-box model. In Section E.2 we consider
the FFT hash network. We prove upper bounds and lower bounds for the
complexity of inverting the function computed by this network. The partic-
ular case of linear algorithms for the FFT network has been studied in [146].
Here we prove lower bounds for general algorithms in the black-box model.
A full formal study is also available in [163, pp. 31{87].
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E.1 The Black-Box Model
E.1.1 Computation Graphs with Random Boxes
Let G = (V;E) be an undirected graph with vertex set V and edge set
E. 1 A \computation" along G associates with each edge a value in some
nite alphabet Z. Associated with each vertex v is a set of possible local
computations (or local solutions) I(v)  ZE(v) for E(v), the set of edges
adjacent to v. Thus I(v) is the set of assignments of values in Z to the edges
in E(v) that are admissible for the box at v. For the degree d(v) = #E(v)2
of vertex v we must have #I(v)  #Zd(v). If #I(v) = #Zd(v) the box is
trivial as all assignments are admissible. If vertex v has i \input edges" then
#I(v) = #Zi since the input values determine the output values. A solution
for the graph is a tuple t 2 ZE, i.e. a tuple on E such that for all vertices v,
the restriction tjE(v)3 is in I(v).
We call I | the collection of all local solutions | an interpretation of G.
We study resolution algorithms that work in general, i.e. for random local
solutions. We study the average complexity of these algorithms. We associate
with each vertex v a degree of freedom df(v) | informally the (fractional)
number of independent values in Z that appear in I(v) | which we dene
as log#Z ExpI#I(v)
4. In the following all logarithms have the basis #Z and
log means log#Z .
Denition E.1. A computation graph (Gdf ; Z) consists of an undirected
graph G = (V;E), a real valued function df(v) satisfying df(v)  d(v) and
an alphabet Z. A random interpretation I is a random map which associates
with each vertex v a set I(v)  ZE(v) of local solutions so that df(v) =
log ExpI#I(v).
The computation graph Gdf is undirected and so is the \computation ow".
To stress the undirected nature of Gdf it was called equation graph rather
than computation graph in [163].
In the following we assume that all probability distributions for I have
the following two properties:
Local uniformity. For all v 2 V and t 2 ZE(v), the probability Pr[t 2
I(v)] is a constant which depends on v. Thus we have Pr[t 2 I(v)] =
#Zdf(v) d(v).
1All graphs are nite and loop-free in the paper.
2The symbol # denotes the cardinality of a set.
3The notation tjE0 is the restriction of the tuple t to the subset E0, i.e. the tuple on E0
which is equal to t on all entries in E0.
4Here ExpI denotes the expected value over the distribution of I.
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Independence. The sets I(v) are independent for distinct vertices v.
Examples of possible distributions are
 the uniform distribution over all I so that I(v) is a subset of ZE(v) with
#I(v) = #Zdf(v);
 for integer degree of freedom df(v), the uniform distribution over all I
so that I(v) denes a function of edge values of some df(v) edges in
E(v) to the other d(v)  df(v) edge values ;
 the uniform distribution over all I so that I(v) denes a multipermuta-
tion on ZE(v). (Following Vaudenay [162, 163], a multipermutation with
r inputs and n outputs is a set of (r + n)-tuples such that no dierent
tuples t1 and t2 can be simultaneously equal on any r dierent entries.
This way, it is a function of any r entries onto the remaining n ones.
This concept formalizes the notion of perfect diusion, that all inputs
are perfectly diused to the outputs in an information theoretic sense.
This is a useful design criterion.)
E.1.2 Resolution and Complexity of a Computation
Graph
For two subsets E 0; E 00  E of edges and corresponding sets of tuples X 0 
ZE
0
, X 00  ZE00 we dene the join
X 0 ./ X 00 = ft 2 ZE0[E00 j tjE0 2 X 0 ; tjE00 2 X 00g
to be the set of all tuples t on E 0 [ E 00 with restrictions to E 0 in X 0 and
to E 00 in X 00. This operation ./ is similar to the join used in the relational
database theory. The join is associative and commutative and the set of global
solutions on E turns out to be the join of all I(v).
We extend the interpretation I to arbitrary subsets of vertices using that
the join is associative and commutative. For U  V we let E(U) denote the
set of edges adjacent to the vertices in U . We dene I(U) to be the join of
all I(v) with v 2 U , i.e.
I(U) = ft 2 ZE(U) j tjE(v) 2 I(v) for all v 2 Ug :
I(U) is the set of local solutions for U . Obviously I(U [W ) = I(U) ./ I(W )
holds for arbitrary subsets U and W of vertices.
Denition E.2. A (resolution) algorithm A for the graph G is a term A
with the two-ary operation ./ and all v in V . Its length jAj is the number of
occurrences of ./ plus the number of occurrences of v's.
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Actually, a resolution algorithm species the order of all the ./ operations
starting from the I(v) with v 2 V . E.g. the term (v1 ./ v2) ./ (v3 ./ v4)
means that we rst form I(v1) ./ I(v2), I(v3) ./ I(v4) and then the join of
these two sets. There is a natural notion of subterm, the above term has the
subterms v1 ./ v2 ; v3 ./ v4. We write B  A if B is subterm of A.
For an arbitrary subterm B of an algorithm A let V (B) denote the set of
vertices occurring in B. So I(V (B)) is the result, or the set of local solutions,
of the subterm B.
We dene the logarithmic complexity CI(A) of an algorithm A to be
the maximal logarithmic size of the result of a subterm B  A (taking
the maximum yields a simple and clean measure that diers from an aver-
age/aggregate measure only by log jAj):
CI(A) = log max
BA
#I(V (B)) :
The logarithmic complexity roughly corresponds to a work load #ZCI(A).
Counting only the size of the largest intermediate result is justied since
the length of algorithms will be small and the costs for a join operation
corresponds to the cardinality of the operands.
The average complexity C(Adf) of algorithm A is dened to be
C(Adf) = log ExpI max
BA
#I(V (B)) :
As the distribution of I is locally uniform, the expected value ExpI depends
on df and so does C(Adf). We let the complexity C(Gdf) of a computation
graph Gdf be the minimum of C(Adf) over all algorithms A for Gdf .
Getting only One Solution
In most cases, we are only interested in getting on the average one solution of
Gdf . If there are many solutions we can decrease the complexity by restricting
the resolution process to random subsets of all the I(v). Thus, for a given
mapping df 0, with df 0(v)  df(v) for all v, and a given interpretation I of
(Gdf ; Z), we consider a random sub-interpretation Idf
0
and a distribution
dened by picking independently and uniformly random subsets Idf
0
(v) of
I(v) of size #Zdf
0(v). This means to consider a computation graph with df 0
instead of df. Note that the construction of Idf
0
preserves local uniformity
and independence. In the following we will consider computation graphs with
only one solution on the average.
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x1 x2 x3 x4 x5 x6
v1 v2 v3 v4 v5 v6
w1 w2 w3 w4 w5 w6
Figure E.1 { A powerful non-linear algorithm.
Examples of Algorithms
We demonstrate how to use exhaustive search and the birthday paradox itera-
tively on parts of the computation graph. Enumerating all values of a function
f is formalized by the algorithm x1 ./ f1. Solving exhaustively f(x) = a for
given f; a is the intention of (x1 ./ f1) ./ a0, where degrees of freedom df(v)
are denoted by a superscript on v. Searching for one solution of f(x; y) = a by











the degree of freedom of x and y have been decreased to 1
2
to get one solution
on the average. We can also decrease it as ((x0 ./ y1) ./ f 1) ./ a0 which means
to x x arbitrarily and then to search for y. Using the birthday paradox to













This algorithm makes two lists of
p
#Z x- and y-values and searches for
matches f(x) = g(y).
Linear Complexity
In [146] we only considered linear resolution algorithms, i.e. algorithms of
the form v1 ./ (v2 ./ (: : :)) that are characterized by the order of traversing
the vertices v1; :::; vn. It is tempting to believe that linear algorithms are
already the most powerful ones and that nothing can be gained from non-
linear ones. The following counterexample shows this is not the case. Consider
the network of gure E.1 representing the computation graph of a supposed
one-way function which maps 6 inputs x1; : : : ; x6 onto 6 outputs, all 24-bits
E.1. The Black-Box Model 151
long. The direction of the edges in gure 1 indicates the underlying network
for computing the function. The problem to invert this function is dened
by the following computation graph
V = fx1; : : : ; x6; v1; : : : ; v6; w1; : : : ; w6g
and
df(xi) = 1 df(vi) = 2 df(wi) = 1 i = 1; : : : ; 6:
It is straightforward to imagine a linear attack to invert the function with
logarithmic complexity 3, that is within work load 272: enumerate x1, x3 and
x5 exhaustively and solve the leftmost third of the graph from x1 and x3 and
get x2 and x4 as
A = ((((((x1 ./ x3) ./ v1) ./ w1) ./ w2) ./ v2) ./ x2) ./ x4:
Then solve the rightmost third from x5 and get x6 by the algorithm
A0 = (((((A ./ x5) ./ v5) ./ w5) ./ w6) ./ v6) ./ x6:
Finally check that this yields a solution of the whole graph via
A00 = (((A0 ./ v3) ./ w3) ./ w4) ./ v4:
It is easy to see that 3 is the lowest complexity for linear algorithms. On the
other hand, one can solve the leftmost third from x1 and x3 by the algorithm
A and independently solve the rightmost third from x3 and x5 by
B = ((((((x3 ./ x5) ./ v5) ./ w5) ./ w6) ./ v6) ./ x4) ./ x6
then join the two sets of partial solutions to get a set A ./ B with rank 2
and nally check whether it contains a global solution
((((A ./ B) ./ v3) ./ w3) ./ w4) ./ v4:
This is done with a logarithmic complexity 2, that is with work load 248.
E.1.3 Approximating the Complexity
With a computation graph Gdf we associate its quadratic form, which we also





if v 6= w and fv; wg 2 E
df(v) if v = w
0 otherwise:
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for g 2 ZV . We identify a subset U  V with its characteristic function in







Let Int(U) = ffv; wg 2 E j v; w 2 Ug be the set of interior edges of U . It




df(v) #Int(U) = #E(U) + X
v2U
(df(v)  d(v))
where the latter equality comes from
P
v2U
d(v) = #E(U) + #Int(U).
If df(v) = 1
2
d(v) holds for all vertices v then, for any subset U of vertices,
Gdf(U) equals to half the number of edges of the perimeter of U (i.e. the
edges between U and V  U). We call this the locally invertible case as all the
boxes look like permutations with the same number of inputs and outputs.
The role of the quadratic form becomes apparent in the following Lemma.
Lemma E.3. Every subset U  V of vertices satises log ExpI #I(U) =
Gdf(U) .
Proof. We note that ExpI #I(U) =
P
t Pr[t 2 I(U)] where the sum is
over all tuples t on E(U). The event ft 2 I(U)g is the intersection of all
the independent events ftjE(v) 2 I(v)g for v 2 U . There are #Z#E(U) many
tuples on E(U). Local uniformity and independence of the distribution for I
yields




which, as we have already seen, equals to Gdf(U). ut
Theorem E.4. Every algorithm A for Gdf with length jAj satises
max
BA
Gdf(V (B))  C(Adf)  log jAj + max
BA
Gdf(V (B)) :
Proof. By the denition of C(Adf), and since a maximum of non-negative
values is lower than their sum we have















= log jAj + max
BA
log ExpI #I(V (B))
= log jAj + max
BA
Gdf(V (B));
where the last equality comes from Lemma 3.
The rst inequality of the claim is straightforward by Lemma 3. ut
As an immediate consequence of Theorem 4 the expression





is a close approximation to the complexity C(Gdf) which only depends on
the quadratic form Gdf and not on Z.
Corollary E.5. C 0(Gdf)  C(Gdf)  log jAoptj + C 0(Gdf), where Aopt is
an optimal algorithm.
E.1.4 The Spectral Approach
We consider a locally invertible graphG
1
2
d so that df(v) = 1
2
d(v). Its quadratic
form turns out to have properties similar to the Laplacian operator. In this
context, lower bounds on the complexity can be proven in a similar way as in
the expander graphs theory using a well-known link with the spectral values
[157, 14, 13]. In this section let G be an undirected graph with n vertices and
let 1  : : :  n be the eigenvalues of the quadratic form G 12d.
Lemma E.6. If the graph G is connected then 1 = 0; 2 > 0, and every
set U of c vertices satises G
1
2
d(U)  2 c (1  c=n).
Proof. 0 is an eigenvalue since G
1
2
d(U) = 0 holds for all connected compo-
nents U of G. The fact that the quadratic form is positive and that 2 > 0 (if
G is connected), is an easy algebra exercise. We note that 2 is the smallest
eigenvalue of the quadratic form in the hyperplane V ? orthogonal to the set
V of all the vertices (i.e. the vector having all coordinates 1).











i(U  vi)2  2
nX
i=2
(U  vi)2 = 2((U  U)  (U  v1)2):
Now, the claim follows from U  U = c and U  v1 = cpn . ut
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Then we get a lower bound:



















Lemma 6 yields C 0(G
1
2
d)  maxBA 2#(V (B))(1 #(V (B))=n). Let x be
an arbitrary integer between 0 and n = #V . Every minimal subterm B with
the property that #(V (B))  x also satises #(V (B))  2x since it can at
best be the join of two subterms which each contain x  1 vertices. For such
a subterm we have
#(V (B))(1 #(V (B))=n)  min
xy2x
y(1  y=n)








2 y(1  y=n) = 229 n:
The maxmin is obtain with x = y = n=3. ut
E.1.5 The Symmetric Approach
Similarly, we can apply a theorem due to Babai and Szegedy [19] used in
context with Cayley graphs. We reformulate it in our context and refer to
[19] for the proof. Let G be an arbitrary undirected, edge-transitive graph
with n vertices, let d be the harmonic mean of the degrees of the vertices and
let  be the average distance between two vertices.









A graph is edge-transitive if every edge can be mapped onto any other one
by a graph automorphism. In such a graph, the vertices can only have one
or two possible degrees. This suggests to use the harmonic mean 2
1=d1+1=d2
of the two degrees d1 and d2. A straightforward application of the proof of
Theorem E.7 to Lemma 8 shows:
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v0;0 v1;0 v2;0 v3;0
v0;1 v1;1 v2;1 v3;1
v0;2 v1;2 v2;2 v3;2
Figure E.2 { The G3;2 compression functions family.
E.2 Parallel FFT Hashing
Two previous proposals of a cryptographic hash function based on the FFT
network [141, 143] have been broken (see Baritaud-Gilbert-Girault [20] and
Vaudenay [161]). Then, by a joint eort, a family of hash functions based
on the same graph has been proposed in [145] and discussed in [146]. We
will now prove the conjectures announced in the latter paper. Interestingly,
the FFT network has independently been used by Massey for the SAFER
encryption function [87].
Let Gk;s be the graph dened by the set of vertices
V = fvi;j; 0  i < 2k 1; 0  j  sg
and the set of edges
E = ffvi;j; vi;j+1g; fvi;j; vi2j mod k 1;j+1g; 0  i < 2k 1; 0  j < sg:
Gk;s is roughly the graph of the FFT network for 2
k values extended to s+1
layers. Considering all vertices as boxes with two inputs coming from a lower
layer and two outputs going to a higher layer, this corresponds to a function
with 2k inputs entering in layer 0 and 2k 1 outputs going out from layer s.
Given two message blocks m and m0 with 2k 1 values, we let the ith value of
each block enter into vertex vi;0 and write the rst output of vi;s as the ith
value of the output string h. The mapping (m;m0) 7! h denes a compression
function. We propose to study the family of the compression functions dened
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by Gk;s and a relevant distribution of interpretations I that denes the boxes.
In [145] we considered the uniform distribution on all multipermutations. The
aim of the present study is to nd, by a graph theoretic analysis of Gk;s, the
minimal s for optimal security in the context of black-box cryptanalysis.
The one-wayness of the compression function means hardness of nding,
for given m and h, one m0 such that (m;m0) 7! h. ( Note: nding for given h
some m;m0 with (m;m0) 7! h is trivial as we can arbitrarily complement
the "half"-output h to (h; h0) and compute the inverse permutation (h; h0) 7!
(m;m0). ) The inversion problem is dened by the computation graph Gk;s
together with
df : vi;j 7!
(
1 if j = 0 or j = s
2 otherwise:
Here one input of the vi;0 and one output of the vi;s are already known, that
is df = 1
2
d = 1 holds for the rst and the last layer. The exhaustive search
consists in joining all vi;0 to guess m
0 and joining successively all the other







Finally consider the length of the bit string for specifying the (s+1)2k 1
boxes. Choosing an alphabet with cardinality q, the number of bits to encode
the input is n = 2k log q whereas the length of the description of the function
(that is the interpretation) is (s+1)2kq2 log q. The family is quite huge, but we
hope to nd an interesting smaller sub-family in which the following analysis
will be possible too. For instance if we take the same box for all the vertices i; j
and concatenate these boxes with independent random permutations along
the inner edges ofGk;s we decrease the length of the interpretation to s2
k log q!
and we preserve local uniformity and independence.
E.2.1 The Upper Bounds




k;s)  2k 2 (1 + 22 s).
Thus, for s < 2k   2 there is an attack faster than exhaustive search. We
conjecture that this inequality is in fact an equality for s = 2k   2, that is
to say the exhaustive search is the best black-box attack on Gk;2k 2.




k;k 1)  2k 2. For this we guess the rst 2k 2
inputs, that is we join the rst 2k 2 vertices vi;0. This allows to compute half
of the edges, namely all edges adjacent to vi;j for i < 2
k 2. Then, the degree
of freedom of all vi;k 1 becomes 0, so that we can compute the other half
edges backward and solve the graph. This has complexity 2k 2.
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We can do similar things on Gk;s: we guess the rst 2
k 2 inputs and solve
half of the vertices from layer 0 to layer k 1. Then, all connected subgraphs
from layer k  1 to layer s are isomorphic to Gk0;k0 1 with k0 = s  k+2. We
solve them iteratively within a complexity 2k
0 2 = 2s k. Having solved all of
these subgraphs, we backwardly process Gk;s. The resolution has complexity
2k 2 + 2k s. ut
In the following sections, we show how to apply the dierent approaches
to nd lower bounds. Finally, we prove that the ratio for s = 2k  2 is lower
bounded by a constant 2
3
.
E.2.2 The Lower Bounds
Use of the Spectral Approach.












2(2k 1) if k  s < 2k   1
4 sin2 
2(s+1)
if 2k   1  s:
The proof is a dicult but unenlightening exercise in calculus which can be
found in [163, pp. 76{80].










A    0 0
0  1
2







0 0 0    2I  1
2
A




where I is the identity matrix and
A =
0BBBBBBBBBBBBBBB@
1 1 0 0    0 0








0 0 0 0    1 1
1 1 0 0    0 0








0 0 0 0    1 1
1CCCCCCCCCCCCCCCA
:
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We let f denote the Hadamard vector basis: for any boolean vector  with
k   1 coordinates, f is a real vector with 2k 1 entries. Each entry index
corresponds to a boolean vector i with k 1 coordinates and f is dened by
(f)i = ( 1)i where  is the dot product. In the basis of all block vectors
(0; : : : ; 0; f; 0; : : : ; 0), the matrix Mk;s is block-diagonal with (s+1)m (s+
1)m-blocks of the form
Bs(J) =
0BBBBBBBBB@
I  J 0    0 0
 tJ 2I  J    0 0







0 0 0    2I  J
0 0 0     tJ I
1CCCCCCCCCA
where J is a Jordan mm-block and tJ its transpose. Studying the spectral
properties of the Bs(J) is a technical algebra exercise. ut



















if 2k   1  s:
This suggests to use s = 2k   1 to get optimal security. The lower bound of




Use of the Symmetric Approach.
Though Gk;s is not edge-transitive, it is possible to use the symmetric ap-
proach for the case s = k. If we contract layers 0 and 1 following the rule
that adjacent edges are merged, we get the same result (i.e. isomorphic) as if
we add symmetrical edges between the rst and the last edges of Gk 1;2k 5.
The obtained graph G0k 1;2k 5 turns out to be edge-transitive for k  3. This
graph has degree d = 4.




Proof. (sketch) By studying the distance between two vertices, we obtain




(k   2) + Ck 2






where Ci is the average length of the longest all-zero subsequence of a random
boolean sequences of length i. Then we prove that Ci  1 + log2 i. So,  
3
2
(k 2). The complete proof can be found in Vaudenay [163, pp. 74{76]. ut

















over all linear algorithms A. The last Lemma allows to prove a technical
corollary we mention for completeness.











This establishes the lower bound 1
3
for the ratio. Unfortunately, we could not
prove a similar result for the general complexity following this approach.
Proof. (sketch) Any linear algorithm A can be rewritten, without increasing
its complexity, as an algorithm such that for any subterm B which involves
a vertex vi;j for j = 0, 1, s   1 or s, every of the other vertices which are
merged with vi;j either already occurs in B or will all be joined immediately
hereafter. In such an algorithm, there is at least one out of four consecutive
subterms B which has all of its merged classes complete, i.e. closed with
respect to merging. Let B0 be the merged image of such a B in G0k 1;2k 5. The
completeness property of B implies Gk;k(B) = G
0
k 1;2k 5(B
0). Thus, using the
















#(V (B))  3  2k 1  #(V (B0))  #(V (B)):
and that at least one out of four consecutive B satises the completeness
property, hence the result. ut
Use of the Flow Approach.
In the particular case of the graph Gk;2k 2, there is an independent method,
dedicated to this graph and based on the min-cut max-ow theorem.
Lemma E.15. Let V0 and Vs be respectively the rst and the last layer of
Gk;2k 2. For every function r from V0 [ Vs to Z such that jr(v)j  2 andP
v r(v) = 0 there exists a ow f with source r, that is to say a function from
the set E , the set of directed edges, to Z such that for all v and w:
1. f(v; w) =  f(w; v),
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2. jf(v; w)j  1,
3.
P
u f(u; v) =
(
r(v) if v 2 V0 [ Vs
0 otherwise:







where the arithmetic mean is taken over all vertices vi00;0 such that there
exists a straight path in Gk;2k 2 from vi00;0 to vi;j. f(vi;j; vi0;j+1) is thus equal
to half the mean of all r(vi00;0) the incoming ow in vi;j from previous layers
which is equally spread into its two outgoing edges. Hence, the incoming ow
in all vi;k 1 will be a constant. Dening f(vi0;j+1; vi;j) =  f(vi;j; vi0;j+1), it is
easy to show that the above three conditions are satised for all edges before
the layer k   1.
Similarly, for j  k   1, we dene f(vi;j; vi0;j+1) to be half the incoming
ow in vi0;j+1 from the next layers starting at Vs. The conditions are satised
for all edges after the layer k   1. The ow coming from all the upper layers
to the layer k 1 is also equally spread into all the vertices. Then, due to the
condition that the sum of all r(v) is 0, the third condition is also satised in
the layer k   1. ut
Using the previous lemma we show:
Lemma E.16. For any set U in Gk;2k 2, if c = #(U \ (V0[Vs)) where V0 is




k;2k 2(U)  2k 1  j2k 1  cj.








k;2k 2(V   U) (this comes from the fact
that V is in the kernel of the quadratic form). Thus, possibly replacing U by
V   U , we can assume c  2k 1. Now, for v 2 V0 [ Vs, we can dene r(v) to
be 2 if v 2 U and r(v) =   2c
2k c otherwise. Since r satises the conditions of





k;2k 2(U) is equal to the cardinality of the border of A, which is a cut










k;2k 2)  23 2k 1:










2k 1   j2k 1   xj

which is equal to 2
3
2k 1. ut
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A similar method applied on Gk;k 1 (basically, in taking only V0 into





k;k 1)  13 2k 1:
This conrms the partial result obtained by the symmetric approach.
These results establish a constant ratio between the upper bounds and the
lower bounds. Actually, the same method applied to linear algorithms shows
that Clin(Gk;s) = 2
k 1, which proves the conjecture in [146]. We conjecture
that the upper bounds are the real complexities also in the general case for
s = 2k  2. This means that one has to choose s = 2k  2 to get the optimal
security for the Gk;s compression function family.
E.3 Possible Extensions and Conclusion
The analysis on cryptographic primitives proposed here can be extended in
a more general context. To allow several edge domains to exist together in
the same primitive, we can add the notion of edge degree of freedom in the
denition of the computation graphs. This would be the logarithm (in any
basis) of the cardinality of the domain. We mention that all the results still
hold if we replace d(v) by the sum of all the adjacent edge degrees. We can
also allow the value of an edge to be involved in more than two dierent
vertices replacing the notion of graph by the notion of hypergraph.
We have proposed a new framework for the study of the security of cryp-
tographic primitives dened as a computation graph. We showed that the
complexity of resolving a computation graph is related to the local expansion
properties of the graph. This theory enables one to prove the one-wayness of
a family of compression functions with respect to the black-box attacks. It
can be applied to the compression functions based on the FFT network. It
turns out that the function is the most secure possible (in context with the
black-box cryptanalysis) for a doubled FFT network, that is for s = 2k   2.
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Annexe F
Provable Security for Block
Ciphers by Decorrelation
[Cet article de Serge Vaudenay a ete soumis au Journal of
Cryptology [174]. Il rassemble des resultats presentes aux collo-
ques Stacs 98 et Sac 98 [173, 176].]
Abstract. In this paper we investigate a new way for protecting
block ciphers against classes of attacks (including dierential and linear
cryptanalysis) which is based on the notion of decorrelation distance
which is fairly connected to Carter-Wegman's universal hash functions
paradigm. This denes a simple and friendly combinatorial measure-
ment which enables to quantify the security. We show that we can mix
provable protections and heuristic protections. We nally propose two
new block cipher families we call COCONUT and PEANUT, which
implement these ideas and achieve quite reasonable performances for
real-life applications.
Before the second world war, security of encryption used to be based on
the secrecy of the algorithm. Mass telecommunication and computer science
networking however pushed the development of public algorithms with secret
keys. The most important research result on encryption was found for the ap-
plication to the telegraph by Shannon in the Bell Laboratories in 1949 [150].
It proved the unconditional security of the Vernam's Cipher which had been
published in 1926 [181]. Although quite expensive to implement for network-
ing (because the sender and the receiver need to be synchronized, and it
needs quite cumbersome huge keys), this cipher was used in the Red Tele-
phone between Moscow and Washington D.C. during the cold war. Shannon's
result also proves that unconditional security cannot be achieved in a better
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(i.e. cheaper) way. For this reason, empiric security seemed to be the only
ecient possibility, and all secret key block ciphers which have been publicly
developed were considered to be secure until some researcher published an
attack on it. Therefore research mostly grew like a ball game between the
designers team and the analysts team and treatment on the general security
of block ciphers has hardly been done.
In adopting the Data Encryption Standard (DES) [2] in the late 70's,
the U.S. Government classied the development arguments. Attacking DES
was thus quite challenging, and this paradoxically boosted research on block
ciphers. Real advances on the security on block ciphers have been made in
the early 90's.
One of the most important result has been obtained by Biham and Shamir
in performing a dierential cryptanalysis on DES [27, 28, 29, 30]. The best
version of this attack can recover a secret key with a simple 247-chosen plain-
text attack1. Although this attack is heuristic, experiments conrmed the
results.
Biham and Shamir's attack was based on statistical cryptanalysis idea
which have also been used by Gilbert and Chasse against another cipher [54,
53]. Those ideas inspired Matsui who developed a linear cryptanalysis on
DES [89, 91]. This heuristic attack, which has been implemented, can recover
the key with a 243-known plaintext attack. Since then, many researchers tried
to generalize and improve these attacks (see for instance [81, 79, 63, 74, 163,
71, 107, 165]), but the general ideas was quite the same.
The basic idea of dierential cryptanalysis is to use properties like \if x
and x0 are two plaintext blocks such that x0 = x + a, then it is likely that
C(x0) = C(x)+b". Then the attack is an iterated two-chosen plaintexts attack
which consists in getting the encrypted values of two random plaintexts which
verify x0 = x+a until a special event like C(x0) = C(x)+ b occurs. Similarly,
the linear cryptanalysis consists in using the probability Pr[C(x) 2 H2=x 2
H1] for two given hyperplanes H1 and H2. With the GF(2)-vector space
structure, hyperplanes are half-spaces, and this probability shall be close to
1=2. Linear cryptanalysis uses the distance of this probability to 1=2 when
it is large enough. More precisely, linear cryptanalysis is an incremental one-
known plaintext attack where we simply measure the correlation between the
events [x 2 H1] and [C(x) 2 H2].
Instead of keeping on breaking and proposing new encryption functions,
some researchers tried to focus on the way to protect ciphers against some
classes of attacks. Nyberg rst formalized the notion of strength against
1So far, the best known attack was an improvement of exhaustive search which requires
on average 254 DES computations.
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dierential cryptanalysis [110], and similarly, Chabaud and Vaudenay for-
malized the notion of strength against linear cryptanalysis [35]. With this
approach we can study how to make internal computation boxes resistant
against both attacks. This can be used in a heuristic way by usual active
s-boxes counting tricks (e.g., see [63, 64]). This has also been used to provide
provable security against both attacks by Nyberg and Knudsen [115], but in
an unsatisfactory way which introduce some algebraic properties which lead
to other attacks as shown by Jakobsen and Knudsen [67].
In this presentation, we introduce a new way to protect block ciphers
against various kind of attacks. This approach is based on the notion of uni-
versal functions introduced by Carter and Wegman [34, 183] for the purpose
of authentication. Protecting block ciphers is so cheap that we call NUT (as
for \n-Universal Transformation") the added operations which provide this
security. We nally describe two cipher families we call COCONUT (as for
\Cipher Organized with Cute Operations and NUT") and PEANUT (as for
\Pretty Encryption Algorithm with NUT") and oer two denite examples
as a cryptanalysis challenge.
The paper is organized as follows. First we give some denitions on decor-
relation distance (Section F.1) and basic constructions (Section F.2). Then
we state Shannon's perfect secrecy notion in term of decorrelation distance
(Section F.3). We show how to express security results in the Luby-Racko's
security model (Section F.4). Then we compute how much Feistel Ciphers can
be decorrelated (Section F.5). We prove how pairwise decorrelation can pro-
tect a cipher against dierential cryptanalysis and linear cryptanalysis (Sec-
tions F.6 and F.7). We generalize those results with the notion of \attacks
of order d" (Section F.8). Finally, we dene the COCONUT and PEANUT
families (Sections F.9 and F.10).
F.1 Decorrelation Distance
For a treatment on block cipher, we consider ciphers as random permutations
C on the message-block space M. (Here the randomness comes from the
random choice of the secret key.) In most of practical cases, we have M =
f0; 1gm.
We rst give formal denitions of the notion of decorrelation distance
which plays a crucial role in our treatment.
Denition F.1. Given a random function F from a given setM1 to a given
set M2 and an integer d, we dene the d-wise distribution matrix [F ]d of F
as a Md1 Md2-matrix where the (x; y)-entry of [F ]d corresponding to the
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multi-points x = (x1; : : : ; xd) 2 Md1 and y = (y1; : : : ; yd) 2 Md2 is dened as
the probability that we have F (xi) = yi for i = 1; : : : ; d.
Basically, each row of the d-wise distribution matrix corresponds to the dis-
tribution of the d-tuple (F (x1); : : : ; F (xd)) where (x1; : : : ; xd) corresponds to
the index of the row.
Denition F.2. Given two random functions F and G from a given set
M1 to a given set M2, an integer d and a distance D over the vector space
RM
d
1Md2 , we call D([F ]d; [G]d) the d-wise decorrelation D-distance between
F and G.
A decorrelation distance of zero means that for any multi-point
x = (x1; : : : ; xd)
the multi-points (F (x1); : : : ; F (xd)) and (G(x1); : : : ; G(xd)) have the same
distribution, so that F and G have the same decorrelation.
Actually, we do not need a distance over the whole matrix set, but only
on some sub-algebra. We distinguish the decorrelation of functions from the
decorrelation of permutations (or ciphers). Distribution matrices A of func-
tions (as well as other matrices in the sub-algebra they span) are such that if
xi = xj for some indices i and j in any multi-point x, then for all multi-point
y such that yi 6= yj we have Ax;y = 0 (because if xi = xj then F (xi) = F (xj)).
Additional properties hold for permutations. Thus, we indeed need distance
over the corresponding sub-algebra.
It is also important to study the decorrelation distance of a given ran-
dom function F to a reference random function. Random functions F are
compared to uniformly distributed random functions (that we call perfect
random functions) which will be denoted F . We say that the decorrelation
of the random function F  is perfect. Similarly, random permutations C are
compared to a uniformly distributed permutations C (which will be called
perfect cipher), and the decorrelation of the cipher C is perfect. Any ran-
dom function (resp. cipher) with a d-wise decorrelation distance of zero to the
perfect random function (resp. perfect cipher) will be said to have a perfect
decorrelation.
For instance, let say that F is a random function fromM1 toM2. Saying
that F has a perfect 1-wise decorrelation means that for any x1 the distri-
bution of F (x1) is uniform. Saying that the function F has a perfect 2-wise
decorrelation means that for any x1 6= x2 the random variables F (x1) and
F (x2) are uniformly distributed and independent. Saying that a cipher C on
M has a perfect 2-wise decorrelation means that for any x1 6= x2, the random
variable (C(x1); C(x2)) is uniformly distributed among all the (y1; y2) pairs
such that y1 6= y2.
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Denition F.3. Let F (resp. C) be a random function from M1 to M2
(resp. a random permutation over M). Let D be a distance over the algebra
spanned by the d-wise distribution matrices of random functions (resp. of
random permutations). We call d-wise decorrelation D-bias and we denote
fDecdD(F ) (resp. Dec
d
D(C)) the quantity D([F ]
d; [F ]d) (resp. D([C]d; [C]d))
where F  (resp. C) is uniformly distributed.
We note that this notion is fairly similar to the notion of universal func-
tions which was been introduced by Carter and Wegman [34, 183]. More
precisely, we recall that a random function F from M2 to M2 is -almost
strongly universald if for any pairwise dierent (x1; : : : ; xd) and any (y1; : : : ; yd)
we have
Pr[F (xi) = yi; i = 1; : : : ; d]  1
#Bd + :
If we dene jjAjj1 = maxx;y jAx;yj, if the function F has a d-wise decorrelation
jj:jj1-bias of , then it is -almost strongly universald. The converse is true
when   1
#Bd . Although the notion is fairly similar, we will use our formalism
which is adapted to our context.
For the purpose of our treatment, we dene the L2 norm, the innity


















where C is the Perfect Cipher. We note that the N1 can only be dened
on the sub-algebra spanned by distribution matrices of ciphers i.e. with the
convention that 0=0 = 0.
We recall that the jj:jj2 and jjj:jjj1 norms are matrix norms, i.e. jjABjj 
jjAjj:jjBjj. Moreover, N1 has a similar property in its sub-algebra of deni-
tion. Multiplicativity of the decorrelation distance to C is very useful when
we consider product ciphers. Concretely, if C1 and C2 are two independent
ciphers, then
Decd(C1  C2)  Decd(C1):Decd(C2)
for any matrix norm. (This comes from [C1 C2]d = [C2]d [C1]d and [Ci]d
[C]d = [C]d.) This property makes the decorrelation bias a multiplicative
combinatorial measurement whenever the norm is a matrix norm.
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F.2 Basic Constructions
Perfect 1-wise decorrelation is easy to achieve when the message-block space
M is given a group structure. For instance we can use C(x) = x+K where K
has a uniform distribution on M, which is exactly Vernam's Cipher ([181]).
We can construct perfect pairwise decorrelated ciphers on a eld structure
M by C(x) = a:x+ b where K = (a; b) is uniform inMM. This requires
to consider the special case a = 0 when generating K. On the standard space
M = f0; 1gm, it also requires to implement arithmetic on the nite eld
GF(2m), which may lead to poor encryption rate on software. As an example
we can mention the COCONUT Ciphers (see Section F.9).
A similar way to construct (almost) perfect 3-wise decorrelated ciphers
on a eld structure M is by C(x) = a + b=(x + c) where K = (a; b; c) with
b 6= 0. (By convention we set 1=0 = 0.)
Perfect decorrelated ciphers of higher orders require dedicated structure.
We can for instance use Dickson's Polynomials.
An alternate way consists of using Feistel Ciphers with decorrelated func-
tions [51]. Given a set M =M20 where M0 has a group structure and given
r random functions F1; : : : ; Fr on M0 we denote C = 	(F1; : : : ; Fr) the ci-
pher dened by C(xl; xr) = (yl; yr) where we iteratively compute a sequence
(xli; x
r
i ) such that
xl0 = x











yl = xrr and y
r = xlr:
(Note that the nal exchange between the two halves is canceled here.) In
most of the constructions,M0 is the group Z2m2 , so the addition is the bitwise
exclusive or.
If M0 has a eld structure, we can use perfect d-wise decorrelated Fi
functions by Fi(x) = ad:x
d 1+ : : :+ a2:x+ a1 where (a1; : : : ; ad) is uniformly
distributed on Md0.
Decorrelation of Feistel Ciphers depends on the decorrelation of all Fi
functions. It will be studied in Section F.5.
F.3 Shannon's Unconditional Security
In this section, we consider perfect decorrelation.
Intuitively, if C has a perfect 1-wise decorrelation, the encryption C(x1)
contains no information on the plaintext-block x1, so the cipher C is secure
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if we use it only once (as one-time pad [181]). This corresponds to Shannon's
perfect secrecy theory [150]. Similarly, if C has a perfect d-wise decorrelation,
it is unconditionally secure if we use it only d times (on dierent plaintexts)
as the following theorem shows.
Theorem F.4. Let C be a cipher with a perfect d-wise decorrelation. For
any x1; : : : ; xd 1, if X is a random variable such that X 6= xi, then
H(X=C(x1); : : : ; C(xd 1); C(X)) = H(X)
where H denotes Shannon's entropy of random variables.
This means that if an adversary knows d   1 pairs (xi; C(xi)), for any yd
which is dierent from all C(xi)'s, his knowledge of C
 1(yd) is exactly that
it is dierent from all xi's. We recall that by denition we have H(X=Y ) =
H(X;Y ) H(Y ) and
H(X) =  X
x
Pr[X = x] log2 Pr[X = x]
with the convention that 0 log2 0 = 0.
Proof. From denitions, straightforward computations shows that for any
random variable X we have
H(X=C(x1); : : : ; C(xd 1); C(X)) = H(X) + p log2 p
where p = Pr[X 6= xi; i = 1; : : : ; d  1]. Hence for any random variable such
that Pr[X = xi] = 0 the property holds. ut
F.4 Security in the Luby-Racko Model
To illustrate the power of the notion of decorrelation, let us rst measure
the unconditional security. In the Luby-Racko model, an attacker is an
innitely powerful Turing machine AO which has access to an oracle O whose
aim is to distinguish a cipher C from the Perfect Cipher C by querying the
oracle which implements either cipher, and with a limited number d of inputs
(see [86]). The oracle O either implements C or C, and that the attacker
must nally answer 0 (\reject") or 1 (\accept"). We measure the ability to
distinguish C from C by the advantage AdvA(C) = jp  pj where p (resp.
p) is the probability of answering 1 if O implements C (resp. C). A general
distinguisher is illustrated on Fig. F.1. We have the following theorem.
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Input: an oracle which implements a permutation c
1. calculate a message X1 and get Y1 = c(X1)
2. calculate a message X2 and get Y2 = c(X2)
3. : : :
4. calculate a message Xd and get Yd = c(Xd)
5. depending on X = (X1; : : : ; Xd) and Y = (Y1; : : : ; Yd), output 0
or 1
Figure F.1 { A General d-Limited Distinguisher.
Theorem F.5. Let d be an integer and C be a cipher. For any general d-
limited distinguisher (depicted on Fig. F.1), we have
AdvFig:F:1(C)  DecdN1(C)
where the N1 norm is dened by Equation (F.2).
In particular, we have unconditional security when the decorrelation is perfect
and we still have a proven quantied security when the decorrelation is small.
Proof. Each execution of the attack with an oracle which implements C is
characterized by a random tape ! and the successive answers y1; : : : ; yd of the
queries which we denote x1; : : : ; xd respectively. More precisely, x1 depends
on !, x2 depends on ! and y1 and so on. The answer thus depends on
(!; y1; : : : ; yd). Let A be the set of all (!; y1; : : : ; yd) such that the output of




Pr[!] Pr[C(xi(!; y1; : : : ; yi 1)) = yi; i = 1; : : : ; d]
 (1 + ) X
(!;y1;:::;yd)2A
Pr[!] Pr[C(xi(: : :)) = yi; i = 1; : : : ; d]
 (1 + )p
so we have p   p   for any attacker. We can apply this result to the
attacker which produces the opposite output to complete the proof. ut
Here is a more intuitive meaning of Theorem F.5 which is interesting when
we use encryption as a message authentication code.
Corollary F.6. Let d be an integer and C be a cipher on a space of size M .
For any chosen plaintext attack which can query up to d 1 C(xi) values and
which issues a (xd; yd) pair with xd 6= xi (i = 1; : : : ; d   1), the probability
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Input: an oracle which implements a permutation c
1. calculate some messages X = (X1; : : : ; Xd)
2. get Y = (c(X1); : : : ; c(Xd))
3. depending on X and Y , output 0 or 1
Figure F.2 { A d-Limited Non-Adaptive Distinguisher.
Proof. Such an attack can be transformed into a d-limited distinguisher: the
distinguisher rst simulate the attack by obtaining d 1 pairs from the oracle
and obtain a (xd; yd) pair. It then queries the oracle with xd and output 1
if, and only if yd = C(xd). From the fact that the advantage is at most  we
obtain the result. ut
Here is a more precise theorem in the non adaptive case. We call a dis-
tinguisher \non adaptive" if no xi queried to the oracle depends on some
previous answers yj (see Fig. F.2).
Theorem F.7. Let d be an integer and C be a cipher. The best d-limited





where the jjj:jjj1 norm is dened by Equation (F.3).












(where 1P is dened to be 1 if predicate P is true and 0 otherwise) thus, for
the best attack, we have




















We can easily see that this maximum is obtained when x 7! Pr[x] is a











has the same sign, which gives the result. ut
Here is a more intuitive consequence analog to Corollary F.6.
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Corollary F.8. Let d be an integer and C be a cipher on a space of size
M . For any chosen plaintext attack which aims to compute C(xd) for a given
xd and which only can query for d   1 chosen values C(xi) for xi 6= xd




F.5 Decorrelation of Feistel Ciphers
In this section, we assume that M = M02 where M0 is a group. Thus we
can consider Feistel Ciphers on M.
Theorem F.7 can be used in a non-natural way. For instance, let us recall
the following theorem.
Theorem F.9 (Luby-Racko [86]). Let F1; F2; F3 be three independent
uniform random functions onM0 and d be an integer. For any distinguishing
attacker A against 	(F1; F2; F3) on M =M02 which is limited to d queries,
we have




Thus from Theorem F.7 we have
Decdjjj:jjj1(	(F1; F2; F3))  2
d2p
#M :
For completeness, we also mention some improvements to the previous
theorem due to Patarin [118, 121].
Theorem F.10 (Patarin [121]). Let F1; : : : ; F6 be six independent uniform
random functions onM0 and d be an integer. For any distinguishing attacker
against 	(F1; : : : ; F6) on M =M02 which is limited to d queries A, we have






So, as Theorem F.9 guarantees the security of a three-round Feistel Cipher











The decorrelation jjj:jjj1-bias of Feistel Ciphers can be estimated with
the following lemma.
Lemma F.11. Let F1; : : : ; Fr (resp. R1; : : : ; Rr) be r independent random
functions on M0 such that jjj[Fi]d   [Ri]djjj1  i (i = 1; : : : ; r). We have
jjj[	(F1; : : : ; Fr)]d   [	(R1; : : : ; Rr)]djjj1  (1 + 1) : : : (1 + r)  1:
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Proof. Let ui denotes the input of Fi (resp. Ri) in 	(F1; : : : ; Fr) (resp.
	(R1; : : : ; Rr)). We thus let (u
0; u1) denotes the input of the ciphers, and
(ur+1; ur) denotes the output. Here, all uis are multi-points, i.e.








































































= (1 + 1) : : : (1 + r)  1:
ut
From this lemma and the previous observation we obtain the following the-
orem.
Theorem F.12. Let F1; : : : ; Fr be r independent random functions on M0
such that fDecdjjj:jjj1(Fi)   (i = 1; : : : ; r). For any k  3 we have
Decdjjj:jjj1(	(F1; : : : ; Fr)) 
 








We can remark that the lemma remains valid if we replace the group oper-
ation used in the Feistel construction by any other pseudogroup law. This
makes the decorrelation jjj:jjj1-bias a friendly tool for constructing Feistel
Ciphers.
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Input: a cipher c, a complexity n, a characteristic (a; b)
1. for i from 1 to n do
(a) pick uniformly a random X and query for c(X) and c(X + a)
(b) if c(X + a) = c(X) + b, stop and output 1
2. output 0
Figure F.3 { Dierential Distinguisher.
F.6 Dierential Cryptanalysis
In this section we assume thatM is given a group structure of order M . We
study the security of pairwise decorrelated ciphers against basic dierential
cryptanalysis. We study criteria which prove that the attack cannot be better
than exhaustive attack, M .
Let C be a cipher on M and let C be the Perfect Cipher.
Although dierential cryptanalysis has been invented in order to recover
a whole key by Biham and Shamir (see [29, 30]), we study here the basic un-
derlying notion which makes it work. We call basic dierential cryptanalysis
the distinguisher which is characterized by a pair (a; b) 2 M2 with a 6= 0
and which is depicted on Fig. F.3.
It is well known that dierential cryptanalysis depends on the following
DPC(a; b) (see for instance [110]). We dene
DPC(a; b) = Pr
X
[C(X + a) = C(X) + b]
where X has a uniform distribution. This quantity thus depends on the
choice of the cipher (i.e. on the key). Here we focus on average complex-





over the distribution of C. The problem of successful





has an interesting linear expression with respect to the pair-


























F.7. Linear Cryptanalysis 175
Proof. It is straightforward to see that the probability, for some xed key,

















M 1 , we obtain the result.ut
Theorem F.14. Let C be a cipher on a groupM of order M . For any basic
dierential distinguisher (depicted on Fig. F.3) of complexity n, we have
AdvFig:F:3(C)  n











M 1 and thatE DPC(a; b)  1M   1
  12Dec2jjj:jjj1(C)
from Equation (F.4). ut
So, if the pairwise decorrelation bias has the order of 1=M , basic dierential
cryptanalysis does not work against C, but with a complexity in the scale of
M .
F.7 Linear Cryptanalysis
Linear cryptanalysis has been invented by Matsui [89, 91] based on the notion
of statistical attacks which are due to Gilbert et al. [54, 158, 53]. We study
here the simpler version of the original attack against pairwise decorrelated
ciphers.
In this section we assume2 thatM = GF(2m). The inner dot product a b
in GF(2m) is the parity of the bitwise and of a and b.
Let C be a cipher on M and let C be the Perfect Cipher.
As in Section F.6, we similarly call basic linear cryptanalysis the distin-
guisher characterized by a pair (a; b) 2 M2 with b 6= 0 which is depicted on
Fig. F.4.
We notice here that the attack depends on the way it accepts or rejects
depending on the nal counter c value.
2Although it is easy to generalize the notion of linear cryptanalysis over other nite
elds, we only consider the characteristic 2 case for a better understanding.
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Input: a cipher c, a complexity n, a characteristic (a; b), a set A
1. initialize the counter value u to zero
2. for i from 1 to n do
(a) pick a random X with a uniform distribution and query for
c(X)
(b) if X  a = c(X)  b, increment the counter u
3. if u 2 A, output 1, otherwise output 0
Figure F.4 { Linear Distinguisher.
As pointed out by Chabaud and Vaudenay [35], linear cryptanalysis is





[X  a = C(X)  b]  1
2
:
(Here we use Matsui's notations taken from [92].) As for dierential crypt-




, and there is a linear expression of this
mean value in term of the pairwise distribution matrix [C]2 which comes from
straightforward computations :





























Proof. Let Ni be the random variable dened as being 1 or 0 depending on
whether or not we have x  a = c(x)  b in the ith iteration. All Ni's are
independent and with the same 0-or-1 distribution. Let  be the probability
that Ni = 1, for a xed permutation c. From the Central Limit Theorem,
we can approximate the nal quantity u=n to a normal distribution law with




. Let A be the set of all accepted
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We let pceq denotes the right hand term of this equation. We can compare it
to the theoretical expected value p0 of p
c
eq dened by  =
1
2
















The dierence pceq   p0 is maximal when A = [1; 2] for some values 1 and
2 which are roots of the Equation
(t  )2
2






Hence, the maximum of the dierence pceq p0 is at most the maximum when
A = [1; 2] over the choice of 1 and 2, which is the maximum minus the











































have jf()j  B:
  1
2
 where B is the maximum of jf 0(x)j when x varies


















































(1  ) : (F.6)
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Let  = E ((2  1)2) over the distribution of C. (We recall that  depends









. Since   1 and n  1, we have
  :17 so if
  1
2
   we have




   with a probability less than 
42
, which is less than
8:68(n)
1
3 , and in this case we have
pceq   p0  1. Hence, we have
E
pceq   p0  9:3(n) 13 :












from Equation (F.5). ut
Theorem F.16. Let C be a cipher on M = f0; 1gm. For any linear distin-
















This asymptotic result comes from approximation to the normal law by the
Large Number Theorem, which is correct whenever n is not too small (i.e.
n > 30). This result is thus actually valid for any practical n.







2m 1 and thatE LPC(a; b)  12m   1
  2Dec2jjj:jjj1(C)
from Equation (F.5). ut
So, if the pairwise decorrelation bias has the order of 2 m, linear distinguish-
ers does not work against C, but with a complexity in the scale of 2m.
F.8 Iterated Attacks of Order d
Theorems F.14 and F.16 suggest that we try to generalize them to attacks
in the model depicted on Fig. F.5. In this model, we iterate a d-limited non-
adaptive attack T . We assume that this attack obtains a sample (X; Y ) with
X = (X1; : : : ; Xd) and Y = (Y1; : : : ; Yd) such that yi = c(Xi) for a given
distribution of X. Thus, we can think of a known plaintext attack where X
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Input: a cipher c, a complexity n, a distribution onX, a test T , an acceptance
set A
1. for i from 1 to n do
(a) get a new X = (X1; : : : ; Xd)
(b) get Y = (c(X1); : : : ; c(Xd))
(c) set Ti = 0 or 1 with an expected value T (X;Y )
2. if (T1; : : : ; Tn) 2 A output 1 otherwise output 0
Figure F.5 { Iterated Attack of Order d.
has a xed distribution (e.g. a uniform distribution) or of a chosen plaintext
attack where X has a given distribution (e.g. in dierential cryptanalysis,
X = (X1; X1 + a) where X1 has a uniform distribution). The result of the
attack depends on the result of all iterated ones in a way characterized by a
set A. For instance, if A = f0; 1gn\f(0; : : : ; 0)g we can dene the dierential
cryptanalysis (thus of order d = 2). If A is the set of all (t1; : : : ; tn) with an
acceptable sum we can dene the linear cryptanalysis (of order d = 1).
It is tenting to believe that a cipher resists to this model of attacks once it
has a small d-wise decorrelation bias. This is wrong as the following example
shows. Let C be a cipher with a perfect d-wise decorrelation. We assume that
an instance c of C is totally dened by d (xi; yi) points so that C is uniformly
distributed in a set of K =M(M   1) : : : (M   d+1) permutations denoted
c1; : : : ; cK . From x = (x1; : : : ; xd) and y = (y1; : : : ; yd) we can dene I(x; y)
as the unique index k such that ck(xi) = yi for i = 1; : : : ; d. We let
T (x; y) =
(
1 if I(x; y)  0 mod 
0 otherwise
for a given modulus  = n=a and
A = f0; 1gn\f(0; : : : ; 0)g:












for a << n. Thus Adv can be large even with a relatively large n. This prob-
lem actually comes from the fact that the tests T provide a same expected
result for C and C but a totally dierent standard deviation.
We can however prove the security when the cipher has a good decorre-
lation to the order 2d.
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Theorem F.17. Let C be a cipher on a message space of size M such that
Dec2djjj:jjj1(C)   for some given d  M=2. For any iterated attack (depicted

















where  is the probability that for two independent X and X 0 there exists i
and j such that Xi = X
0
j.
For instance, if the distribution of X is uniform, we have   d2
2M
.
Proof. Let Z (resp. Z) be the probability that the test accepts (X;C(X))
(resp. (X;C(X))), i.e.
Z = EX(T (X;C(X))):
Let p (resp. p) be the probability that the attack accepts, i.e.
p = Pr
C
[(T1; : : : ; Tn) 2 A]:
Since the Tis are independent and with the same expected value Z which






We thus have p = E(f(Z)) where f(z) is a polynomial of degree at most
n with values in [0; 1] for any z 2 [0; 1] entries and with the form f(z) =P
aiz
bi(1   z)n bi . It is straightforward that jf 0(z)j  n for any z 2 [0; 1].
Thus we have jf(z)  f(z)j  njz   zj.
The crucial point in the proof is in proving that jZ   Zj is small within
a high probability. For this, we need jE(Z) E(Z)j and jV (Z)  V (Z)j to
be both small.
From Theorem F.7 we know that jE(Z)  E(Z)j  
2
. We note that Z2
corresponds to a another test but with 2d entries, hence we have jE(Z2)  
E((Z)2)j  
2
. Hence jV (Z)   V (Z)j  3
2
. Now from the Tchebichev's
Inequality we have
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The sum over all x and x0 entries with colliding entries (i.e. with some xi =
x0j) is less than . The sum over all y and y
0 entries with colliding entries and
no colliding x and x0 is less than d2=4M . The sum over all no colliding x and




1  M(M   1) : : : (M   2d+ 1)
M2(M   1)2 : : : (M   d+ 1)2
!
which is less than d
2
2(M d) . Thus we have V (Z





less than  + 5d
2
4M
when 2d M .. ut
This theorem proves that we need n = 
(1=
p
) or n = 
(
p
M) to have a
meaningful iterated attack. If we apply it to linear cryptanalysis, this result
is thus weaker than Theorem F.16. It is however much more general.
F.9 COCONUT: a Perfect Decorrelation De-
sign
In this section we dene the COCONUT Ciphers family which are perfectly
decorrelated ciphers to the order two.
The COCONUT Ciphers are characterized by some parameters (m; p). m
is the block length, and p is a irreducible polynomial of degree m in GF(2)
(which denes a representation of the GF(2m) Galois Field). A COCONUT
Cipher of block length m is simply a product cipher C1  C2  C3 where C1
and C3 are any (possibly weak) ciphers which can depend from each other,
and C2 is an independent cipher based on a 2m-bit key which consists of two
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polynomials A and B of degree at most m  1 over GF(2) such that A 6= 0.
For a given representation of polynomials intom-bit strings, we simply dene
C2(x) = A:x+B mod p:
Since C2 performs perfect decorrelation to the order two and since it is
independent from C1 and C3, any COCONUT Cipher is obviously perfectly
decorrelated to the order two. Therefore Theorems F.14 and F.16 shows that
COCONUT resists to the basic dierential and linear cryptanalysis.
One can wonder why C1 and C3 are for. Actually, C2 makes some precise
attacks provably impractical, but in a way which makes the cipher obviously
weak against other attacks. (C2 is actually a linear function, thus although
we can prove it resists to some attacks which are characterized by some
parameter d  2, it is fairly weak against attacks of d = 3.) We believe that
all real attacks on any real cipher have an intrinsic order d, that is they use
the d-wise correlation in the encryption of d messages. Attacks of a large d on
real ciphers are impractical, because the d-wise decorrelation can hardly be
analyzed since it depends on too many factors. Therefore, the COCONUT
approach consists in making the cipher provably resistant against attacks of
order at most 2 such as dierential or linear cryptanalysis, and heuristically
secure against attacks of higher order by real life ciphers as C1 and C3.
The COCONUT98 Cipher has been proposed in [173] with parameters
m = 64 and p = x64 + x11 + x2 + x+ 1.
F.10 PEANUT: a Partial Decorrelation De-
sign
In this section we dene the PEANUT Ciphers family, which achieves an
example of partial decorrelation. This family is based on a combinatorial tool
which has been previously used by Halevi and Krawczyk for authentication
in [57].
The PEANUT Ciphers are characterized by some parameters (m; r; d; p).
They are Feistel Ciphers of block length of m bits (m even), r rounds. The
parameter d is the order of partial decorrelation that the cipher performs,
and p must be a prime number greater than 2
m
2 .
The cipher is dened by a key of mrd
2
bits which consists of a sequence of
r lists of d m
2
-bit numbers, one for each round. In each round, the F function
has the form
F (x) = g(k1:x
d 1 + k2:xd 2 + : : :+ kd 1:x+ kd mod p mod 2
m
2 )
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where g is any permutation on the set of all m
2
-bit numbers.
Let us now estimate the decorrelation jjj:jjj1-bias of the PEANUT ci-
phers.
Lemma F.18. Let K = GF(q) be a nite eld, let r : f0; 1gm2 ! K be an
injective mapping, and let  : K ! f0; 1gm2 be a surjective mapping. Let F
be a random function dened by
F (x) = (r(Ad 1):r(x)d 1 + : : :+ r(A0))
where the Ai's are independent and uniformly distributed in f0; 1gmd2 . We
have

























Let c be the number of pairwise dierent xi's. For any y such that there
exists (i; j) such that yi 6= yj and xi = xj, the contribution to the sum is
zero. So we can assume that y is dened over the 2
cm
2 choices of yi's on
positions corresponding to pairwise dierent xi's. If we let xd+1; : : : ; x2d c be
new xed points such that we have exactly d pairwise dierent xi's, since
the probability that F (resp. F ) maps x onto y is equal to the sum over all
choices of yd+1; : : : ; y2d c that it maps the extended x onto the extended y,
we can assume w.l.o.g. that c = d.
For any multi-point y we thus have that Pr[x 7! y] = j:2 md2 where j is an
integer. Let Nj be the number of multi-points y which verify this property.
We have
P




j jNj = 2
md








 = 2N0:2 md2 :
N0 is the number of unreachable y's, i.e. the y's which correspond to a poly-
nomial whose coecients are not all r-images. This number is thus less than
the number of missing polynomials which is qd   2md2 . ut
From Theorem F.12 with k = 3 we thus obtain the following theorem.
Theorem F.19. Let C be a cipher in the PEANUT family with parameters
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Example F.20. We can use the parameters m = 64, r = 9, d = 2 and
p = 232 + 15. We obtain that Dec2jjj:jjj1(C)  2 76. Therefore from Theorems
F.14 and F.16 no dierential or linear distinguisher can be ecient. The
PEANUT98 Cipher has been proposed with these parameters in [173].
In an earlier version of this work [171], we proposed a similar construction
(say PEANUT97) which uses prime numbers smaller than 2
m
2 . However the
result above does not hold with the jjj:jjj1 norm, but rather with the jj:jj2 one.
The drawback is that this norm has less friendly theorems for constructing
Feistel ciphers, and in particular we need more rounds to make the cipher
provably secure. (For more information, see [176].)
F.11 Conclusion and Further Work
Decorrelation modules are cheap and friendly tools which can strengthen the
security of block ciphers. Actually, we can quantify their security against a
class of cryptanalysis which includes dierential and linear cryptanalysis. To
illustrate this paradigm, we proposed two denite prototype ciphers in [173].
Research on other general cryptanalysis is still an open problem. In par-
ticular, it is not sure that 2d-decorrelation is necessary for getting provable
security against iterated attacks of order d (Theorem F.17).
One problem with the COCONUT or PEANUT construction is that it
requires a long key (in order to make the internal random functions indepen-
dent).
generator fed with a short key, but the results on the security based on
decorrelation are no longer valid. However, provided that the pseudorandom
generator produces outputs which are indistinguishable from truly random
sequences, we can still prove the security. This approach has been developed
in [55, 56] for submitting a candidate (DFC) to the Advanced Encryption
Standard process which has been initiated by the U.S. Government.
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Annexe G
CS-Cipher
[Cet article de Jacques Stern et Serge Vaudenay a ete
publie dans Fast Software Encryption 98 [155].]
Abstract. This paper presents a new block cipher which oers good
encryption rate on any platform. It is particularly optimized for hard-
ware implementation where the expected rate is several Gbps on a
small dedicated chip working at 30MHz. Its design combines up to
date state of the art concepts in order to make it (hopefully) secure:
diusion network based on the Fast Fourier Transform, multipermu-
tations, highly nonlinear confusion boxes.
Recent explosion of the telecommunication marketplace motivates the
research on encryption schemes. Trading security issues pushed the US gov-
ernment to start the development of the Data Encryption Standard in the
70's [2], all telecommunication devices now need to be secured by encryp-
tion. Many attacks have been proposed against DES including Biham and
Shamir's dierential cryptanalysis [29, 30] and Matsui's linear cryptanalysis
[89, 91]. Still the best practical attack seems to be exhaustive search, which
has become a real threat as shown by the recent success of the RSA Chal-
lenge [182]. In this paper we propose a new symmetric encryption scheme
which has been designed in order to be ecient on any platform, included
cheap 8-bit microprocessors (e.g. smart cards), modern 32-bit microproces-
sors (SPARC, Pentium) and dedicated chips.
Notations
 jj is the concatenation of two strings
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  is the bitwise exclusive or of two bitstrings (with equal lengths)
 Rl rotates a bitstring by one position to the left
 ^ is the bitwise and of two bitstrings (with equal lengths)
 bitstrings are written in hexadecimal by packing four bits into one digit
(for instance, d2x denotes the bitstring 11010010)
 the numbering of bits in bitstrings is from right to left starting with 0
(i.e. x0 denotes the last bit in x)
 bitstring and integers are converted in such a way that bn 1jj : : : jjb0
corresponds to an integer bn 1:2n 1 + : : :+ b0
G.1 Denition of CS-Cipher
G.1.1 Use of CS-Cipher
CS-Cipher (as for the French \Chirement Symetrique", Symmetric Ci-
pher) is a symmetric block cipher which can be used in any mode to encrypt
a block stream (e.g. the Cipher Block Chaining mode, see [3]). Basically,
the CS-Cipher encryption function maps a 64-bit plaintext block m onto a
64-bit ciphertext block m0 by using a secret key k which is a bitstring with
arbitrary length up to 128. The CS-Cipher decryption function maps the
ciphertext onto the plaintext by using the same secret key. We assume that
m is represented by a bitstring
m = m63 : : :m1m0
and we similarly write





We also assume that the string k is padded with trailing zero bits to get a
length of 128 bits
k = k127 : : : k1k0:
(A key k is therefore equivalent to another key k0 which consists in padding
k with a few zero bits.)
A key scheduling scheme rst process the secret key k in order to obtain
nine 64-bit subkeys k0; : : : ; k8 iteratively in this order. If the secret key has
to be used several times, we recommend to precompute this sequence which
may notably increase the encryption rate.
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The encryption algorithm processes iteratively each subkey in the right
order k0; : : : ; k8 whereas the decryption algorithm processes them in the re-
verse order k8; : : : ; k0. We thus recommend to keep a storage of all subkeys
for decryption or to adapt the key scheduling scheme so that it can generate
the subkeys in the reverse order.
G.1.2 Key Scheduling Scheme
Let k be the padded 128-bit secret key. We rst split the bitstring into two
64-bit strings denoted k 2 and k 1 such that
k = k 1jjk 2:
Those strings initialize a sequence k 2; : : : ; k8 where k0; : : : ; k8 are the nine
64-bit subkeys to compute. The sequence comes from a Feistel scheme as
ki = ki 2  Fci(ki 1)
for i = 0; : : : ; 8 where Fci is dened below (see Feistel [51]). Figure G.1
illustrates the key scheduling scheme together with the encryption itself.
The Fci function maps a 64-bit string onto a 64-bit string by using a 64-
bit constant ci. In the denition of CS-Cipher, c0; : : : ; c8 are dened as the










Fci is dened by
Fci(x) = T (P
8(x ci)):
P 8 is dened by a byte-permutation P which maps an 8-bit string onto an
8-bit string according to a table and T is a bit transposition. (Sofware imple-
mentation will use a lookup table for P whereas hardware implementation
may use the inner structure of P which will be detailed below.)










































































Figure G.1 { Encryption process
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Figure G.2 { The Fci function in the key scheduling scheme
Given the 64-bit string y = x  ci, we split it into eight 8-bit strings
denoted y63::56; : : : ; y7::0 such that y = y63::56jj : : : jjy7::0. We next apply the
permutation P byte-wise i.e. we compute
P 8(y63::56jj : : : jjy7::0) = P (y63::56)jj : : : jjP (y7::0):
The permutation T is the 8 8 bit-matrix transposition. More precisely,
given the 64-bit string z = P 8(x ci), we rst split it into eight 8-bit strings
z63::56; : : : ; z7::0 as for y above and write it in a 8  8 bit-matrix fashion in
such a way that the rst row is z63::56 and so on. The permutation T simply
transposes the matrix so that the rst eight bits of T (z) are the rst bits of
z63::56; : : : ; z7::0 in this order, the second eight bits are the seconds bits, and
so on. Thus we have
T (z) = z63jjz55jj : : : jjz7jjz62jjz54jj : : : jjz0:
Figure G.2 illustrates how Fci works in the key scheduling scheme.
G.1.3 Encryption Scheme
The encryption process is performed through eight rounds by using a round-
encryption function E which is a permutation on the set of all 64-bit strings.
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Figure G.3 { One encryption round
If m denotes the 64-bit plaintext block and k0; : : : ; k8 is the sequence of the
64-bit subkeys, the ciphertext block is
k8  E(k7  : : : E(k1  E(k0 m)) : : :)
as depicted on Figure G.1.
The round-encryption function E is based on the Fast Fourier Transform
graph and a 16-bit to 16-bit mixing function M as depicted on Figure G.3.











More precisely, in each encryption round, we iterate the following scheme
three times
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 we xor with a constant (which is successively the subkey ki, c and c0),
 we split the 64-bit string into four 16-bit strings and we apply M to
each of it, obtaining four 16-bit strings which combine into a 64-bit
string,
 we split it again into eight 8-bit strings
r63::56jjr55::48jjr47::40jjr39::32jjr31::24jjr23::16jjr15::8jjr7::0
and we change their order as
r63::56jjr47::40jjr31::24jjr15::8jjr55::48jjr39::32jjr23::16jjr7::0:
TheM function takes a 16-bit string x which is split into two 8-bit strings
xljjxr and computes M(x) = yljjyr by
yl = P ('(xl) xr)
yr = P (Rl(xl) xr)
where ' is dened by
'(xl) = (Rl(xl) ^ 55x) xl
i.e.
'(x7jj : : : jjx0) = x7jj(x6  x5)jjx5jj(x4  x3)jjx3jj(x2  x1)jjx1jj(x0  x7):
The M computation is depicted on Figure G.4 (with the xor to its input
which is always performed).
The P byte-permutation (which is also used in the key scheduling scheme)
is dened by a three-round Feistel cipher represented on Figure G.5: the 8-bit
input x is split into two 4-bit strings xljjxr, we compute successively
y = xl  f(xr)
zr = xr  g(y)
zl = y  f(zr)
where f and g are two special functions.
The function f is dened by the table
x 0 1 2 3 4 5 6 7 8 9 a b c d e f
f(x) f d b b 7 5 7 7 e d a b e d e f










































Figure G.5 { The permutation P
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which comes from
f(x) = x ^Rl(x):
The function g is dened by the table
x 0 1 2 3 4 5 6 7 8 9 a b c d e f
g(x) a 6 0 2 b e 1 8 d 4 5 3 f c 7 9
which does not come from a simple expression.
Finally, the value of P (xy) is given as follows by the table of P .
xy .0 .1 .2 .3 .4 .5 .6 .7 .8 .9 .a .b .c .d .e .f
0. 29 0d 61 40 9c eb 9e 8f 1f 85 5f 58 5b 01 39 86
1. 97 2e d7 d6 35 ae 17 16 21 b6 69 4e a5 72 87 08
2. 3c 18 e6 e7 fa ad b8 89 b7 00 f7 6f 73 84 11 63
3. 3f 96 7f 6e bf 14 9d ac a4 0e 7e f6 20 4a 62 30
4. 03 c5 4b 5a 46 a3 44 65 7d 4d 3d 42 79 49 1b 5c
5. f5 6c b5 94 54 ff 56 57 0b f4 43 0c 4f 70 6d 0a
6. e4 02 3e 2f a2 47 e0 c1 d5 1a 95 a7 51 5e 33 2b
7. 5d d4 1d 2c ee 75 ec dd 7c 4c a6 b4 78 48 3a 32
8. 98 af c0 e1 2d 09 0f 1e b9 27 8a e9 bd e3 9f 07
9. b1 ea 92 93 53 6a 31 10 80 f2 d8 9b 04 36 06 8e
a. be a9 64 45 38 1c 7a 6b f3 a1 f0 cd 37 25 15 81
b. fb 90 e8 d9 7b 52 19 28 26 88 fc d1 e2 8c a0 34
c. 82 67 da cb c7 41 e5 c4 c8 ef db c3 cc ab ce ed
d. d0 bb d3 d2 71 68 13 12 9a b3 c2 ca de 77 dc df
e. 66 83 bc 8d 60 c6 22 23 b2 8b 91 05 76 cf 74 c9
f. aa f1 99 a8 59 50 3b 2a fe f9 24 b0 ba fd f8 55
For instance, we have P (26) = b8 since f(6) = 7, 2  7 = 5, g(5) = e,
6 e = 8, f(8) = e and nally 5 e = b.
G.1.4 Decryption Scheme
Decryption is performed by iterating a decryption-round function represented
on Figure G.6.
Details of the decryption are left to the reader. We simply observe that
(xljjxr) =M 1(yljjyr) can be computed by
xl = '
0(P (yl) P (yr))
xr = Rl(xl) P (yr)
where
'0(x) = (Rl(x) ^ aax) x:
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Figure G.6 { One decryption round
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G.1.5 Test Values
As an example we encrypt the plaintext 0123456789abcdefx with the secret












For instance, the rst generated subkey k0 = 45fd137a4edf9ec4x is
k0 = k 2  T (P 8(k 1  290d61409ceb9e8fx))
= k 2  T (b711fa89ae0394e4x)
= k 2  bb21a9e2388bacd4x:









and the ciphertext is 88fddfbe954479d7x. In the rst round, the message m
0
is transformed though three layers into m1. The intermediate results between
the layers are d85c19785690b0e3x and 0f4bfb9e2f8ac7e2x. For instance, in
the rst layer we take m0, xor it with k0, apply M , permute the bytes and
get d85c19785690b0e3x.
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As an implementation test, we mention that if we iterate one million times
the encryption on the all-zero bitstring with the previous key, we obtain the
nal ciphertext fd5c9c6889784b1cx.
G.2 Design Arguments
The Fast Fourier Transform used in the round-encryption function E has
been used in several cryptographic designs including Schnorr's FFT-Hashing [141],
FFT Hash II [143], Schnorr and Vaudenay's Parallel FFT-Hashing [145], and
Massey's SAFER [87, 88]. This graph has been proved to have very good
diusion properties when done twice (see [146, 147, 163]).
The M structure implements a multipermutation as dened by Schnorr
and Vaudenay (see [146, 162, 163]). In this case, it means thatM is a permu-
tation over the set of all 16-bit strings, and that xing any of the two 8-bit
inputs arbitrarily makes both 8-bit outputs be permutations of the other
one. This is due to a very particular property of ', namely that both ' and
x 7! '(x)Rl(x) (which is in fact '0) are permutations. Actually, ' and '0
are linear involutions.
Those properties make E be what we call a mixing function, i.e. such that
if we arbitrarily x seven of the eight inputs, all outputs are permutation of
the remaining free input. This performs a good diusion.
The best general attack methods on block ciphers have been introduced by
Gilbert, Chasse, Tardy-Corfdir, Biham, Shamir and Matsui (see [54, 158, 29,
30, 89, 91, 53]). They are now known as dierential and linear cryptanalysis.
We know study how CS-Cipher has been protected against it.
The permutation P has been chosen to be an nonlinear involution in the
sense that both dierential and linear cryptanalysis are hard. Nonlinearity
has one measure corresponding to dierential cryptanalysis (which has been
dened by Nyberg [110]) and one measure corresponding to linear cryptanal-
ysis (which has been dened by Chabaud and Vaudenay [35]). Here we use











[X  a = f(X)  b]  1
2
:
The functions f and g are such that DPmax(f)  2 2 and LPmax(f)  2 2.
If the Theorem of Aoki and Ohta [18] (which generalizes the Theorem of
Nyberg and Knudsen [115]) were applicable in this setting, we would then
obtain DPmax(P )  2 4 and LPmax(P )  2 4. Both properties are however
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still satised as the experiment shows. From [110, 35] it is known that for
any function f on the set of all n-bit strings we have DPmax(f)  21 n and
LPmax(f)  21 n, but it is conjectured that 22 n is a better bound for even n
(see Dobbertin [49] for instance). So our functions are reasonably nonlinear.
Since it is well known that the heuristic complexity of dierential or linear
cryptanalysis is greater than the inverse of the product of the DPmax or LPmax
of all active P boxes (see for instance Heys and Tavares [64]), having mixing
functions makes at least ve P box per round to be active, so no four rounds
of CS-Cipher have any ecient dierential or linear characteristic.
G.3 Implementation
In any kind of implementation, the key scheduling scheme is assumed to be
precomputed. This part of CS-Cipher has not be designed to have spe-
cial implementation optimization. The authors believe that every time one
changes the secret key, one has to perform expensive computations (such as
asymmetric cryptography, key exchange protocol or key transfer protocols)
so optimizing the precomputation of the subkey sequence is meaningless. In
the following Sections we only discuss implementation of the encryption (or
decryption) scheme.
G.3.1 VLSI Implementation
CS-Cipher is highly optimized for VLSI implementations. It may be no-
ticed that the g function has been designed to get a friendly boolean circuit
implementation. Actually, Figure G.7 illustrates a cheap nand-circuit with
depth 4 and only 16 nand gates.
We propose two possible easy implementations. In the rst one, we really
implement one third of a single round encryption. It has two 64-bit input
registers and one 64-bit output register. It is easy to see that an encryption
can be performed by iterating this circuit 24 times and loading the sequence
k0; c; c0; k1; c; c0; : : : Straightforward estimates shows this circuit requires 1216
nand-gates with depth 26. This implementation can be added in any micro-
processor within less than 1mm2 in order to get a simple microcoded encryp-
tion instruction. One 30MHz-clock cycle is far enough to compute one layer,
thus one 64-bit encryption requires 24 clock cycles, which leads to a 73Mbps,
which is quite fast for such a cheap technology.
The second implementation consists in making a dedicated chip which
consists of 24 times the previous circuit in a pipeline architecture. We esti-
mate we need 15mm2 in order to implement a 30000 nand-gate circuit which
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layer4 : g0 = g4ng5 g1 = g6ng7 g2 = g8ng9 g3 = g10ng11
layer3 : g5 = g6ng14 g8 = g17ng4 g9 = g7ng14 g10 = g6ng16
layer2 : g6 = g14ng12 g7 = g15ng16 g11 = g13ng4 g17 = g15ng19
layer1 : g4 = g12ng13 g14 = g18ng18 g15 = g18ng12 g19 = g16ng13
layer0 : g12 g13 g16 g18
Input : g16g13g18g12
Output : g0g1g2g3
Figure G.7 { Implementation of g
performs a 64-bit encryption within one 30MHz-clock cycle, which leads to
an encryption rate of 2Gbps. This can be used to encrypt ATM network
communications or PCI bus.
Those results can be compared to MISTY which has been implemented
by Mitsubishi. In Matsui [93], this chip is specied to require 65000 gates,
working at 14MHz and encrypting at 450Mbps.
G.3.2 Software Implementation on Modern Micropro-
cessors
A straightforward non-optimized implementation of CS-Cipher in standard
C on a Pentium 133MHz (see Appendix) gives an encryption rate of 2:1Mbps
which is reasonably fast compared to similar implementations of DES.
Another (non-optimized) implementation in assembly code enables the
Pentium to perform a 64-bit encryption within 973 clock cycles, which leads
to 8.34Mbps working at 133MHz.
An evaluation similar to the VLSI-implementation estimates shows that
the number of \usual" boolean gate (xor, and, or not) required to implement
64 parallel 64-bit encryptions using Biham's bit-slice trick on a 64-bit micro-
processor is 11968, which is substantially less than Biham's implementation
of DES which requires about 16000 instructions (see [26]). Therefore, if we
use a 300MHz Alpha microprocessor which requires :5cycles per instructions
(as in [26]), we obtain an encryption rate of about 196Mbps.
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platform clock frequency encryption rate note
VLSI 1216nand 1mm2 30MHz 73Mbps estimate
VLSI 30000nand 15mm2 30MHz 2Gbps estimate
standard C 32bits 133MHz 2Mbps see Appendix
bit slice (Pentium) 133MHz 11Mbps estimate
bit slice (Alpha) 300MHz 196Mbps estimate
Pentium assembly code 133MHz 8Mbps non-optimized
6805 assembly code 4MHz 20Kbps non-optimized
Figure G.8 { Implementations of CS-Cipher
G.3.3 Software Implementation on 8-Bit Microproces-
sors
An implementation has been done for a cheap smart card platform. A com-
pact 6805 assembly code of roughly 500 bytes can encrypt a 64-bit string
in its buer RAM by using only 6 extra byte-registers within 12633 clock
cycles. This means that a cheap smart card working at 4MHz can encrypt
within 3;16ms (i.e. at a 19;8Kbps rate), which is better than optimized im-
plementations of DES[2]. This implementation of CS-Cipher can still be
optimized.
G.4 Conclusion
CS-Cipher has been shown to oer quite fast encryption rates on sev-
eral kinds of platforms, which is suitable for telecommunication applications.
Figure G.8 summerizes the implementation results. Its security is based on
heuristic arguments.
All attacks are welcome...
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Appendix
Here is a sample implementation of the heart of CS-Cipher. The procedure
takes plaintext block m and a precomputed subkey sequence k (as a 9  8
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bytes array). This program is highly optimizable.
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Annexe H
Decorrelated Fast Cipher: an
AES Candidate
[Cet article ecrit par
Henri Gilbert, Marc Girault, Philippe Hoogvorst,
Fabrice Noilhan, Thomas Pornin, Guillaume Poupard,
Jacques Stern et Serge Vaudenay
a ete publie dans les actes du seminaire Advanced Encryption
Standard Workshop I en 1998 [55]. Une version plus complete
fait partie du dossier soumis en reponse a l'appel d'ore AES du
gouvernement americain [56]. Une presentation a egalement ete
faite au colloque Cardis 98 [127].]
[Erratum. KC and KD have been ipped in the denition of EES p.
210. Equation (H.22) should read
EES = RT(0)jRT(1)j : : : jRT(63)jKDjKC:
Similarly, the last two lines of EES in Equation (H.24) should read
78d56ced 94640d6e f0d3d37b e67008e1 86d1bf27 5b9b241dx
eb64749ax
which is the correct expansion of e.]
Abstract. This report presents a response to the call for candidates
issued by the National Institute for Standards and Technologies (the
Advanced Encryption Standard project). The proposed candidate |
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called DFC as for \Decorrelated Fast Cipher" | is based on the recent
decorrelation technique. This provides provable security against several
classes of attacks which include Dierential Cryptanalysis and Linear
Cryptanalysis.
Digital criminality is nowadays a big threat for the electronic marketplace.
For this reason, cryptography provides various algorithms based on a heart
cryptographic primitive: encryption. The Digital Encryption Standard (DES)
has been developed by IBMTM for the US Department of Commerce in the
seventies for this purpose, but its secret-key length (56 bits) provides no
sucient security at this time, so this standard is now over.
So far, real-life encryption algorithms used to have an empirical-based
security: they were designed from an intricate substitution-permutation net-
work and believed to be secure until someone published an attack on them.
In parallel, research yielded several general attacks strategies, namely Biham
and Shamir's \dierential cryptanalysis" and Matsui's \linear cryptanaly-
sis" (both are particular cases of the more general \iterated attacks of order
2"), which provided a better understanding on how to manage with security
arguments.
The laboratory of computer sciences of the Ecole Normale Superieure,
associated with the Centre National pour la Recherche Scientique (CNRS),
has recently developed a technique for making new encryption algorithms
with a provable security against any iterated attacks of a xed order (e.g.
of order 2). Several properties of this technique | known as decorrela-
tion | have been presented at international research conferences. In this
extended abstract, we present a candidate for the \Advanced Encryption
Standard" process of the US Department of Commerce, and which is based
on decorrelation. We call it DFC as for \Decorrelated Fast Cipher".
DFC enables to encrypt any digital information with a key of length up
to 256 bits. It has been implemented on various computer platforms with the
following benchmarks.
microprocessor cycles-per-bit clock-frequency bits-per-second
AXPTM 4.36 600MHz 137.6Mbps
PentiumTM 5.89 200MHz 34.0Mbps
SPARCTM 6.27 170MHz 27.1Mbps
In addition, it has been implemented on a cheap smart card based on the
MotorolaTM 6805 microprocessor for which one block encryption requires
9.80ms. All these experiments yield a speed rate greater than all commercial
implementations of DES, and with a much higher security.
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Provable security is an important added value for cryptographic algo-
rithms and is currently a hot topic in international conferences. The decor-
relation technique is a part of this program.
H.1 Notations
All objects are bit strings or integers. Bit strings are represented in hex-
adecimal notations. For instance, d43x denotes the bit string 110101000011.
Integers are represented in standard decimal notations. The notations used
to manipulate them are as follows.
s convert bit string into an integer.
jxj` convert integer x into a bit string of length `.
sjs0 concatenation of two strings.
truncn(s) truncate a bit string to its n leftmost bits.
s s0 bitwise XOR
s ^ s0 bitwise and
:s bitwise negation.
+;;mod natural arithmetic operations over the integers.
For instance, d43x = 3395 and j3395j12 = d43x.
H.2 High Level Overview
The encryption function DFCK operates on 128-bit message blocks by means
of a secret key K of arbitrary length, up to 256 bits. The corresponding de-
cryption function is DFC 1K and operates on 128-bit message blocks. Encryp-
tion of arbitrary-length messages is performed through standard modes of
operation.
The secret key K is rst turned into a 1024-bit \Expanded Key" EK
through an \Expanding Function" EF, i.e. EK = EF(K). As explained in
Section H.5, the EF function performs a 4-round Feistel scheme (see Feis-
tel [51]). The encryption itself performs a similar 8-round Feistel scheme.
Each round uses the \Round Function" RF. This function maps a 64-bit
string onto a 64-bit string by using one 128-bit string parameter. It is de-
ned in Section H.3.
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Given a 128-bit plaintext block PT, we split it into two 64-bit halves R0
and R1 so that PT = R0jR1. Given the 1024-bit expanded key EK, we split
it into eight 128-bit strings
EK = RK1jRK2j : : : jRK8 (H.1)
where RKi is the ith \Round Key".
We build a sequence R0; : : : ; R9 by the Equation
Ri+1 = RFRKi(Ri)Ri 1: (i = 1; : : : ; 8) (H.2)
We then set CT = DFCK(PT) = R9jR8 (see Fig. H.1).
More generally, given a bitstring s of length multiple of 128, say 128r, we
can split it into r 128-bit strings
s = p1jp2j : : : jpr:
From s we dene a permutation Encs on the set of 128-bit strings which
comes from an r-round Feistel scheme. For any 128-bit string m which is
split into two 64-bit halves x0 and x1 so that m = x0jx1. We build a sequence
x0; : : : ; xr+1 by the Equation
xi+1 = RFpi(xi) xi 1 (i = 1; : : : ; r) (H.3)
and we dene Encs(m) = xr+1jxr. The DFCK encryption function is thus
obtained as
DFCK = EncEF(K) (H.4)
(hence an 8-round Feistel Cipher). The EF function uses a 4-round version
dened with Enc.
Obviously, we have DFC 1K = EncrevEK where
revEK = RK8jRK7j : : : jRK1: (H.5)
H.3 The RF Function
The RF function (as for \Round Function") is fed with one 128-bit param-
eter, or equivalently two 64-bit parameters: an \a-parameter" and a \b-
parameter". It processes a 64-bit input x and outputs a 64-bit string. We
dene
RFajb(x) = CP




where CP is a permutation over the set of all 64-bit strings (which appears
in Section H.4). This construction is the \pairwise decorrelation module".




























Figure H.1 { An 8-Round Feistel Cipher.











Figure H.2 { The CP Permutation.
H.4 The CP Permutation
The CP permutation (as for \Confusion Permutation") uses a look-up table
RT (as for \Round Table") which takes a 6-bit integer as input and provides
a 32-bit string output.
Let y = yljyr be the input of CP where yl and yr are two 32-bit strings.
We dene
CP(y) =
(yr  RT(trunc6(yl)))j(yl KC) + KD mod 264
64
(H.7)
where KC is a 32-bit constant string, and KD is a 64-bit constant string.
Permutation CP is depicted on Fig. H.2.
The constants RT(0); : : : ;RT(63), KC and KD will be set in Section H.6.
H.5 Key Scheduling Algorithm
In order to generate a sequence RK1;RK2; : : : ;RK8 from a given key K
represented as a bit string of length at most 256, we use the following algo-
rithm. We rst pad K with a constant pattern KS in order to make a 256-bit
\Padded Key" string by
PK = trunc256(KjKS): (H.8)
If K is of length 128, we can observe that only the rst 128 bits of KS are
used. We dene KS of length 256 in order to allow any key size from 0 to
256.
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Then we cut PK into eight 32-bit strings PK1; : : : ;PK8 such that PK =
PK1j : : : jPK8. We dene
OAP1 = PK1jPK8 (H.9)
OBP1 = PK5jPK4 (H.10)
EAP1 = PK2jPK7 (H.11)
EBP1 = PK6jPK3: (H.12)
We also dene
OAPi = OAP1 KAi (H.13)
OBPi = OBP1 KBi (H.14)
EAPi = EAP1 KAi (H.15)
EBPi = EBP1 KBi (H.16)
for i = 2; 3; 4 (where KAi and KBi are xed constants dened in Section
H.6). The names of the variables come from \Odd a-Parameter", \Odd
b-Parameter", \Even a-Parameter", and \Even b-Parameter" respectively,
which will become clearer below.
We dene
EF1(K) = OAP1jOBP1j : : : jOAP4jOBP4: (H.17)
It denes a four-round permutation which is EncEF1(K). Similarly,
EF2(K) = EAP1jEBP1j : : : jEAP4jEBP4 (H.18)
denes a four-round encryption function EncEF2(K).
The EncEF1(K) and EncEF2(K) enables to dene the RK sequence. Namely,
we let RK0 = j0j128 and
RKi =
(
EncEF1(K)(RKi 1) if i is odd
EncEF2(K)(RKi 1) if i is even:
(H.19)
Finally we have
EF(K) = RK1jRK2j : : : jRK8: (H.20)
H.6 On Dening the Constants
The previously dened algorithm depends on several constants:
 64 constants RT(j0j6); : : : ;RT(j63j6) of 32 bits,
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 one 64-bit constant KD,
 one 32-bit constant KC,
 three 64-bit constants KA2;KA3;KA4,
 three 64-bit constants KB2;KB3;KB4,
 one 256-bit constant KS.
In order to convince that this design hides no trap-door, we choose the






= 2:b7e151628aed2a6abf7158x : : : (H.21)
If EES is the \e Expansion String" of the rst 2144 bits of this expansion
(after the decimal point), we dene
EES = RT(0)jRT(1)j : : : jRT(63)jKCjKD: (H.22)
In addition we dene
trunc640(EES) = KA2jKA3jKA4jKB2jKB3jKB4jKS: (H.23)
Here is the EES string.
b7e15162 8aed2a6a bf715880 9cf4f3c7 62e7160f 38b4da56x
a784d904 5190cfef 324e7738 926cfbe5 f4bf8d8d 8c31d763x
da06c80a bb1185eb 4f7c7b57 57f59584 90cfd47d 7c19bb42x
158d9554 f7b46bce d55c4d79 fd5f24d6 613c31c3 839a2ddfx
8a9a276b cfbfa1c8 77c56284 dab79cd4 c2b3293d 20e9e5eax
f02ac60a cc93ed87 4422a52e cb238fee e5ab6add 835fd1a0x
753d0a8f 78e537d2 b95bb79d 8dcaec64 2c1e9f23 b829b5c2x
780bf387 37df8bb3 00d01334 a0d0bd86 45cbfa73 a6160ffex
393c48cb bbca060f 0ff8ec6d 31beb5cc eed7f2f0 bb088017x
163bc60d f45a0ecb 1bcd289b 06cbbfea 21ad08e1 847f3f73x
78d56ced 94640d6e f0d3d37b e67008e1 eb64749a 86d1bf27x
5b9b241dx
(H.24)
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H.7 Security Results
The design construction is based on decorrelation techniques (see [173, 174,
177]). From the decorrelation theory we know that a six-round Feistel cipher
which uses RF with independent subkeys has a pairwise decorrelation dis-
tance less than 0;821:2 113 to the Perfect Cipher. We can thus give lower
bounds on the complexity of dierential cryptanalysis, linear cryptanalysis
and general iterated attacks of order 1 which achieve an advantage at least
10%.
attack dierential linear iterated
complexity lower bound 2110 292 248
These are attacks against a six-round encryption function when assuming
that EK has a uniform distribution. It is applicable to DFC with the following
assumption.
\We cannot distinguish EncEF1(K) from the a truly random per-
mutation within an advantage greater than 1%, with only 4 cho-
sen plaintexts and a limited budget of US$1; 000; 000; 000."
(Limiting the budget gives an upper bound on the computation cost.)
These results suggest that the key should not be used more than 248 times
i.e. that we should not encrypt 4096TB with the same key. We believe that
this restricts no practical application.
We also (pessimisticly) investigated the complexity of exhaustive search
by extrapolating the technology improvements. We obtained the following
rationales.
key length 80 128 192 256
computation lower bound (in years) 21.7 93.7 126.4 190.4
In our full report we also outlined that the DFC algorithm is weak when
reduced to four rounds. We believe the decorrelation technique makes enough
avalanche eect so that eight rounds provide a sucient security.
H.8 Conclusion
We have proposed a dedicated block cipher algorithm which is faster than
DES and hopefully more secure than triple-DES. In addition we provided
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proofs of security against some classes of general simple attacks which in-
cludes dierential and linear cryptanalysis. This result is based on the decor-
relation theory. We believe that this cipher is also \naturally" secure against
more complicated attacks since our design introduced no special algebraic
property. We believe that the best attack is still exhaustive search which is
limited by the implementation speed (decreased by a factor of 5 due to the
key scheduling algorithm). We (very pessimisticly) forecast that one need at
least several decades to search a 80-bit key, which makes it safe until the
Advanced Encryption Standard expires.
Our algorithm accepts 128-bit message blocks and any key size from 0 to
256. It can be adapted into a 64-bit variant (with a key size up to 128) as
shown in the full report. We believe that it can be adapted to any other cryp-
tographic primitive such as stream cipher, hash function, MAC algorithm.
Our algorithm can be implemented on traditional personal computers, as
well as on cheap smart cards. We believe that it can be implemented in any
other digital environment.
In conclusion we recommend this encryption algorithm as a candidate to
the Advanced Encryption Standard process.
IBMTM is a registered trademark of International Business Machines Corporation.
PentiumTM is a registered trademark of Intel Corporation.
AXPTM is a registered trademark of Digital Equipment Corporation.
SPARCTM is a registered trademark of Sparc International, Inc.




[Cet article de Serge Vaudenay a ete publie dans les actes du
colloque Crypto 98 [178] et soumis au Journal of Cryptology.]
Abstract. Knapsack-based cryptosystems used to be popular in the
beginning of public key cryptography before being all broken, all but
the Chor-Rivest cryptosystem. In this paper, we show how to break
this one with its suggested parameters: GF(p24) and GF(25625). We
also give direction on possible extensions of our attack.
Recent interests about cryptosystems based on knapsacks or lattice re-
duction problems unearthed the problem of their security. So far, the Chor-
Rivest was the only unbroken cryptosystem based on the subset sum problem
[36, 37]. In this paper, we present a new attack on it which denitely breaks
the system for all the proposed parameters in Chor-Rivest's nal paper [37].
We also give directions to break the general problem, and related cryptosys-
tems such as Lenstra's Powerline cryptosystem [84].
I.1 The Chor-Rivest Cryptosystem
We let q = ph be a power-prime (for a practical example, let p = 197 and
h = 24). We consider the nite eld GF(q) and we assume that its represen-
tation is public (i.e. there is a public h-degreed polynomial P (x) irreducible
on GF(p) and elements of GF(q) are polynomials modulo P (x)). We also
consider a public numbering  of the subeld GF(p), i.e. f0; : : : ; p 1g =
GF(p)  GF(q).
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Secret keys consist of
 an element t 2 GF(q) with algebraic degree h
 a generator g of GF(q)
 an integer d 2 Zq 1
 a permutation  of f0; : : : ; p  1g
Public keys consist of all
ci = d+ logg(t+ (i)) mod q   1
for i = 0; : : : ; p   1. For this reason, the public parameters must be chosen
such that the discrete logarithm is easy to calculate in GF(q). In the nal
paper, the authors suggested to use a relatively small prime power p and a
smooth power h, i.e. an integer with only small factors so that we can apply
the Pohlig-Hellman algorithm [123].1 Suggested parameters corresponds to
the elds GF(19724), GF(21124), GF(24324), and GF(25625).
The Chor-Rivest cryptosystem works over a message space which consists
of all p-bit strings with Hamming weight h. This means that the message to
be encrypted must rst be encoded as a bitstring m = [m0 : : :mp 1] such
that m0 + : : :+mp 1 = h. The ciphertext space is Zq 1 and we have
E(m) = m0c0 + : : :+mp 1cp 1 mod q   1:
To decrypt the ciphertext E(m), we compute
p(t) = gE(m) hd
as a polynomial in term of t over GF(p) with degree at most h   1, which
must be equal to Y
mi=1
(t+ (i))
in GF(q). Thus, if we consider (x) + p(x) where (x) is the minimal poly-
nomial of t, we must obtain the formal polynomialY
mi=1
(x+ (i))
1This algorithm with Shanks' baby step giant step trick has a complexity of
O(h3
p
B log p) simple GF(p)-operations for computing one ci where B is the largest prime
factor of ph   1. (See Koblitz [76].) Since pr   1 is a factor of ph   1 when r is a factor of
h, B is likely to be small when h only has small prime factors.
I.2. Previous Work 215
whose factorization leads to m.
Although the public key generation relies on intricate nite elds com-
putations, the decryption problem is based on the traditional subset sum
problem (also more familiarly called knapsack problem): given a set of pieces
c0; : : : ; cp 1 and a target E(m), nd a subset of pieces so that its sum is E(m).
This problem is known to be hard, but the cryptosystem hides a trapdoor
which enables the legitimate user to decrypt. This modies the genericity of
the problem and the security is thus open.
I.2 Previous Work
The Merkle-Hellman cryptosystem was the rst subset-sum-based cryptosys-
tem [103]. Although the underlying problem is NP-complete, it has surpris-
ingly been broken by Shamir [148]. Later, many other variants have been
shown insecure for any practical parameters by lattice reduction techniques
(see [68] for instance). Actually, subset-sum problems can be characterized by
the density parameter which is (with our notations) the ratio d = p= log2 q.
When the density is far from 1 (which was the case of most of cryptosys-
tems), the problem can eciently be solved by lattice reduction algorithms
like the LLL algorithm [85]. The Chor-Rivest cryptosystem is an example of
cryptosystem which achieves a density close to 1 (for p = 197 and h = 24,
the density is 0:93). Its underlying problem has however the restriction that
the subsets must have cardinality equal to h. Renement of lattice reduc-
tion tools with this restriction have been studied by Schnorr and Horner
[144]. They showed that implementations of the Chor-Rivest cryptosystem
with parameters p = 151 and h = 16 could be broken within a few days of
computation on a single workstation (in 1995).
So far, the best known attack for secret key recovery is Brickell's attack
which works within a complexity of O(p2
p
hh2 log p). It has been published
in the nal paper by Chor and Rivest [37]. This paper also includes several
attempts of attacks when parts of the secret key is disclosed. In Sect. I.5, we
briey review a few of them in order to show what all quantities in the secret
key are for.
The Chor-Rivest cryptosystem has the unnatural property that the choice
of the nite eld GF(q) must be so that computing the discrete logarithm is
easy. A variant has been proposed by Lenstra [84] which overcomes this prob-
lem. In this setting, any parameter can be chosen, but the encryption needs
multiplications instead of additions. This variant has further been extended
by Camion and Chabanne [33].
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I.3 Symmetries in the Secret Key
In the Chor-Rivest cryptosystem setting, one has rst to choose a random
secret key, then to compute the corresponding public key. It relies on the dif-
culty of nding the secret key from the public key. It shall rst be noticed
that there are several equivalent secret keys, i.e. several keys which corre-
spond to the same public key and thus which dene the same encryption and
decryption functions.
We rst notice that if we replace t and g by their pth power (i.e. if we
apply the Frobenius automorphism in GF(q)), the public key is unchanged
because
loggp(t




p) = logg(t+ (i)):
Second, we can replace (t; ) by (t+ u;    u) for any u 2 GF(p). Finally,
we can replace (t; d; ) by (ut; d  logg u; u:) for any u 2 GF(p). Thus we
have at least hp2 equivalent secret keys. The Chor-Rivest problem consists
of nding one of it.
Inspired by the symmetry use in the Coppersmith-Stern-Vaudenay attack







of whom all the equivalent t's are the roots plays a
crucial role. This is actually the case as shown by the attacks in the following
sections.
I.4 Relation to the Permuted Kernel Prob-
lem
Throughout this paper, we will use the following property of the Chor-Rivest
cryptosystem.
Fact I.1. For any factor r of h, there exists a generator gpr of the multiplica-
tive group of the subeld GF(pr) of GF(q) and a polynomial Q with degree
h=r and coecients in GF(pr) and such that  t is a root and that for any i
















(gpr can be considered as the norm of g when considering
the extension GF(pr)  GF(q)). We notice that we have Q(x) 2 GF(pr) for
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any x 2 GF(pr). Since pr > h
r
we obtain that all coecients are in GF(pr).
The property Q((i)) = gpr
ci is straightforward. ut
Since h=r is fairly small, it is unlikely that there exists some other (gpr ; Q)









and the vector V = (gpr
ci)0i<p, we know there exists some vector X such
that M:X = V 1 where V 1 is permuted from V through the permutation
 1. By using the parity check matrix H of the code spanned by M (which
is actually a Reed-Solomon code), this can be transformed into a permuted
kernel problem H:V 1 = 0. It can be proved that all entries of H are actu-
ally in GF(p), thus this problem is in fact r simultaneous permuted kernel
problems in GF(p). Actually, we can take H = (AjI) where I is the identity








1  i < p  h=r
0  j  h=r
!
:
If we let V i denotes the vector of the ith coordinates in vector V , we have
8i H:V i 1 = 0:
Unfortunately, there exists no known ecient algorithms for solving this
problem. Since the matrix has a very special form, the author of the present
paper believes it is still possible to attack the problem in this direction, which
may improve the present attack.
I.5 Partial Key Disclosure Attacks
In this section we show that we can mount an attack when any part of the
secret key is disclosed. Several such attacks have already been published in
[37]. Some have been improved below and will be used in the following.
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Known t Attack. If we guess that (0) = i and (1) = j (because of the
symmetry in the secret key, we know that an arbitrary choice of (i; j) will







with unknowns d and log g.2
Known g Attack. If we guess that (0) = i and (1) = j (because of the
symmetry in the secret key, we know that an arbitrary choice of (i; j) will





Known  Attack. We nd a linear combination with the form
p 1X
i=1
xi(ci   c0) = 0
with relatively small integral coecients xi's. This can be performed through
the LLL algorithm [85]. We can expect that jxij  B with B  p
h
p 1 . Expo-








with non-negative small powers, which is a polynomial equation with low
degree which can be solved eciently.4
Brickell's attack with nothing known consists of nding a similar equa-
tion but with a limited number ` of (i) and then exhaustively nding for
those (i)'s. There is a tradeo on `: the LLL algorithm may product xi's
smaller than B = p
h
` , the root nding algorithm requires O(B2h log p) GF(p)-
operations and the exhaustive search requires O(p`) trials. (For more details
and better analysis, see [37].)
2Another attack attributed to Goldreich was published in [37].
3Another attack was published in Huber [66].
4This attack was attributed to Odlyzko and published in [37].
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Known gpr and  Attack. Since we will use this attack several times in
the following, we put it here. We can interpolate the Q(x) polynomial of Fact
I.1 with h=r + 1 pairs ((i); gpr
ci). We thus obtain a h=r-degree polynomial
whose roots are conjugates of  t. We can thus solve it in order to get t and
perform a known t attack.
I.6 Known gpr Attack
Here we assume we know the gpr value corresponding to a subeld GF(p
r)
(see Fact I.1).
Let i0; : : : ; ih=r be h=r+1 pairwise distinct indices from 0 to p 1. Because













for i = 0; : : : ; p  1. Actually, we can even write this as
gpr











Because of the symmetry of  in the secret key, we can arbitrarily choose
(i1) and (i2) (see Sect. I.3).
A straightforward algorithm for nding  consists of exhaustively look for
the values of (ij) for j = 0; 3; : : : ; h=r until Equation (I.2) gives a consistent
permutation . It is illustrated on Fig. I.1. The complexity of this method if
roughly O(hph=r 1) computations in GF(p).
When r is large enough, there is a much better algorithm. Actually, if
h=r  r (i.e. r  ph), the coecients in Equation (I.2) are the only GF(p)
coecients which write gpr
ci   gpr ci0 in the basis gpr ci0   gpr ci0 ; : : : ; gpr cih=r  
gpr
ci0 . Let aij be the coecient of gpr







where u is an element of GF(p) which does not depend on i. Hence, if we
randomly choose ij for j = 0; : : : ; h=r, we can write all gpr
ci   gpr ci0 's in the
basis (gpr
ci0   gpr ci0 ; : : : ; gpr cih=r   gpr ci0 ). Now if we guess the GF(p)-value of
u, we obtain (i) from the above equation. This is a polynomial algorithm
in p; h; r for getting .
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Input GF(q) descriptors,  numbering, c0; : : : ; cp 1, rjh, gpr
Output a secret key whose corresponding public key is c0; : : : ; cp 1
1. choose pairwise dierent i0; : : : ; ih=r in f0; : : : ; p  1g
2. choose dierent (i1) and (i2) arbitrarily in f0; : : : ; p  1g
3. for all the possible values of (i0); (i2); : : : ; (ih=r) (i.e. all values such
that (i0); : : : ; (ih=r) are pairwise dierent and in the set f0; : : : ; p 
1g), we set S = f(i0); : : : ; (ih=r)g and do the following
(a) for all j which is not in S, compute the right-hand term of Equa-
tion (I.2) with j instead of (i). If it is equal to gpr
ci such that
(i) has not been dened, set (i) = j, otherwise continue loop in
step 3.
(b) perform a known gpr and  attack.
Figure I.1 { An O(p
h
r
 1) Known gpr Attack.
Input GF(q) descriptors,  numbering, c0; : : : ; cp 1, rjh, gpr s.t. r 
p
h
Output a secret key whose corresponding public key is c0; : : : ; cp 1
1. choose pairwise dierent i0; : : : ; ih=r in f0; : : : ; p   1g and pre-
compute the basis transformation matrix for the basis (gpr
ci0  
gpr
ci0 ; : : : ; gpr
cih=r   gpr ci0 )
2. choose dierent (i1) and (i2) arbitrarily in f0; : : : ; p  1g
3. for all possible u in GF(p), do the following
(a) for all i, write gpr
ci   gpr ci0 in the basis and get ai0 and ai1. From
Equation (I.4) get (i). If it is not consistent with other (i0),
continue loop in step 3.
(b) perform a known gpr and  attack.
Figure I.2 { A Polynomial Known gpr Attack for r 
p
h.
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Output possible values for gpr
1. choose pairwise dierent i0; : : : ; ih=r in f0; : : : ; p  1g
2. for any generator gpr of GF(p
r), do the following
(a) get the equation of the ane space spanned by (gpr
ci0 ; : : : ; gpr
cih=r )
(b) for all other i, check that gpr
ci in the space. If not, continue loop
in step 2.
(c) perform the known gpr attack of Fig. I.2.







In the rest of the paper, we show how to nd gpr with a choice of r so that
these known gpr attacks can be applied.
I.7 Test for gpr
Equation (I.3) means that all gpr
ci 's actually stand on the same h=r-dimensional







), this leads to a simple test for gpr .








1+pr+:::+ph r , then all gpr
ci's stands on the same h=r-dimensional
ane space when considering GF(pr) as an r-dimensional GF(p)-ane space.
The existence of such an r can be seen as a bad requirement for this
attack, but since the parameters of the Chor-Rivest cryptosystem must make
the discrete logarithm easy, we already know that h has many factors, so this
hypothesis is likely to be satised in practical examples. Actually, h with no
such factors are prime and square-prime numbers. The real issue is that r
shall not be too large.
Thus there is an algorithm which can check if a candidate for gpr is good:
the algorithm simply check that all gpr
ci 's are ane-dependent. The algo-
rithm has an average complexity of O(h3=r) operations in GF(p). Since there
are '(pr   1)=r candidates, we can exhaustively search for gpr within a com-
plexity of O(h3pr=r2). Since r has to be within the order of
p
h, this attack
is better than Brickell's attack provided that such an r exists. The algorithm
is depicted on Fig. I.3.
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With the parameter h = 24, we can take r = 6. We have about 241
candidates for gpr so we can nd it within 2
52 elementary operations, which
is feasible with modern computers.
Here we also believe we can still adapt this attack for smaller r values. The
next section however gives an alternate shortcut to this issue.
I.8 On the Use of all the ci's
In his paper [84], Lenstra suspected that disclosing all the ci's in the public
key was a weakness. Actually, this property enables to drastically improve
the previous algorithm by using all the factors of h.
We have the following fact.
Fact I.3. Let Q(x) be a polynomial over GF(pr) with degree d and let e be





This comes from the fact that Q(x)e has a degree less than p   1 and thatP
ai = 0 for any i < p  1. This proves the following fact.





This provides a much simpler procedure to select all gpr candidates. Its
main advantage is that it works in any subeld. For instance, we can con-




eci = 0. The average complexity of checking one candidate is O(p)
GF(p)-computations: it is unlikely that a wrong candidate will not be thrown
by the e = 1 test. Hence, we can recover gp within O(p
2) simple computations.
Unfortunately, the gpr cannot be used eciently when r is too small. We
can still use gpr in smaller subelds to compute it in large ones. Our goal is to
compute gpr with r large enough. Let us consider the problem of computing
gpr when r1; : : : ; rk are factors of r with the knowledge of gpri . Since we have
gpri = g
1+pri+:::+pr ri
pr , we obtain that
log gpr =
log gpri
1 + pri + : : :+ pr ri
(mod pri   1): (I.5)
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Input GF(q) descriptors,  numbering, c0; : : : ; cp 1, rijrjh and gpri , i = 1; : : : ; k
Output set of possible gpr values
1. solve the Equation System (I.5) for i = 1; : : : ; k and obtain that gpr =
:x for unknown x
2. for x = 0; : : : ; (pr   1)=lcmfpri   1; i = 1; : : : ; kg   1 do the following
(a) compute
P
eciecix for e = 1; : : : (p  1)r=h  1 and if one sum is
non-zero continue loop on step 2.
(b) output gpr = :
x
Figure I.4 { Getting gpr from the gpri .
The knowledge of all gpri 's thus gives the knowledge of log gpr modulo
` = lcmfpr1   1; pr2   1; : : : ; prk   1g:
Thus we need only (pr 1)=` trials to recover gpr . The algorithm is illustrated
on Fig. I.4. It is easy to see that each loop controlled in step 2 requires on
average O(pr2) operations in GF(p).
Thus we can dene an algorithm for dedicated h's by a graph.
Denition I.5. Let G be a rooted labeled direct acyclic graph in which the
root is labeled by a nite eld GF(pr) and such that whenever there is a u! v
edge in G then the label L(u) of u is a subeld of the label L(v) of v and an
extension of GF(p). We call G a \p-factoring DAG for GF(pr)".





lcmf#L(w)  1; v  wg :
(By convention, lcm of an empty set is 1.) We can dene an algorithm for
computing gpr with complexity O(pr
2C(G)). Thus, we can break the Chor-
Rivest cryptosystem with parameter h which is neither prime nor a square










The corresponding algorithm is illustrated on Fig. I.5.
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Input GF(ph) descriptors,  numbering, c0; : : : ; cp 1,
Output a possible secret key




2 , nd the
p-factoring DAG with minimal C(G)
2. for any u in G such that for all u ui, ui has been visited, visit u by
doing the following
(a) perform the algorithm of Fig. I.4 with GF(pr) = L(u) and
GF(pri) = L(ui) and obtain gpr
3. perform the known gpr attack of Fig. I.2
Figure I.5 { An Ecient Attack Dedicated for h.
Example I.6 (h = 25). We can solve the h = 25 case with a trivial G p-
factoring DAG for GF(p5) which consists of two vertices labeled with GF(p)
and GF(p5). From gp5 we can then apply the algorithm of Fig. I.2. We have
C(G) =
p5   1
p  1 + p  1  p
4
so the corresponding complexity is O(p5).
Example I.7 (h = 24). Here is another dedicated attack for h = 24. We
can choose r = 6 for which we have h=r + 1  r. Recovering gp6 requires
rstly, O(p) trials to get gp, secondly, O(p) trials to get gp2 with gp, thirdly,
O(p2) trials to get gp3 with gp, nally, O(p
2) trials to get gp6 with gp2 and
gp3 . The maximum number of trials is thus O(p
2). Hence the complexity
is O(p3) multiplications in GF(p6). Actually, this attack corresponds to the
p-factoring DAG for GF(p6) depicted on Fig. I.6. For this DAG we have
C(G) =
p6   1




p  1 + p  1
thus C(G) = 78014 for p = 197. We thus need about 229 operations in
GF (197) to break the Chor-Rivest cryptosystem in GF(19724).
I.9 Generalization
In this section we generalize our attack in order to cover the GF(25625)







Figure I.6 { A Factoring DAG for GF(p6).
attacks to nite elds which are extensions of GF(p) since we have many
other subelds. For this we need to adapt the algorithm of Fig. I.5 with
generalized factoring DAGs, i.e. when the labels are not extensions of GF(p).
We rst state generalized version of Fact I.1.
Fact I.8. Let GF(q0) be a subeld of GF(q) i.e. q = q0s. We let
Q(x) = N(gd(x+ t)) mod (xp   x)
where N(y) = y
q 1
q0 1 . Q(x) is a polynomial such that Q((i)) = N(g)
ci. In
addition, if we have gcd(s; h) < p0 where p0 = q
1
lcm(s;h) then the degree of
Q(x) is gcd(s; h) p 1
p0 1 .
Proof. Q((i)) = N(g)
ci is obvious since (i) is a root of x
p  x. The useful
part of this fact is the distance between the degree of Q(x) and p.
We have








(mod (xp   x)):
We notice that
xi mod (xp   x) = x(i 1) mod (p 1)+1







mod (p  1) + 1

the degree of Q(x) is d provided that d < p. Let p0 = q
1





















p0   1 :
We further notice that s
g
= gcd(s; h) and that d < p. ut







Figure I.7 { A Generalized Factoring DAG for GF(2565).
As a consequence we obtain a generalized form of Fact I.4.
Fact I.9. Let q = ph = q0s and p0 = q
1






for any 1  e < p0 1
gcd(s;h)
.
We can thus generalize the attack of Fig. I.5 whenever each GF(q1=s) label
fulll the assumption gcd(s; h) < p0   1 where p0 = q
1
lcm(s;h) .
Example I.10 (q = 25625). The GF(16) eld does not fulll the assump-
tion. However, the GF(256), GF(165) and GF(2565) elds do. We can thus
start the attack with the eld GF(256) and then obtain g16 from g162 as il-










+ 255 = 131841 +
1
17
thus we need about 229 GF(16)-operations to break the Chor-Rivest cryp-
tosystem in GF(25625).
We believe there is no need for formalizing further generalizations in the
Chor-Rivest cryptosystem context. We believe that the more we have some
subeld choices of GF(q), the lower is the complexity of the best attack.
I.10 Conclusion







which has a complexity O(h3pr=r2). We also have
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solved one of Lenstra's conjectures arguing that keeping all the ci coecients
in the public key is a weakness by exhibiting a shortcut algorithm in the
previous attack.
The attack has been successfully implemented on an old laptop with the
suggested parameters GF(p24) by using hand-made (inecient) arithmetic
libraries. Recovering the secret key from the public key takes about 15 min-
utes. But computing the public key from the secret key takes much longer...
We also generalized our attack in order to break the GF(25625) proposal.
In Appendix, we even suggest an improvement of the presented attacks when







In order to repair the Chor-Rivest cryptosystem, we believe that
 we must choose a nite eld GF(ph) where p and h are both prime;
 we must not put all the cis in the public key.
It is then not clear how to choose the parameters in order to make the discrete
logarithm problem easy, and to achieve a good knapsack density in order to
thwart the Schnorr-Horner attack.
One solution is to use Lenstra's Powerline cryptosystem, or even its recent
generalization: the Fractional Powerline System (see Camion-Chabanne [33]).
We however have to fulll the two requirements above. The security in this
setting is still open, but we suspect that the simultaneous permuted kernel
characterization of the underlying problem may lead to a more general attack
on this cryptosystem with any parameters. We highly encourage further work
in this direction.
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I.A Extension of Algorithm of Fig. I.2
Equation (I.4) is a simple way to solve the problem when r  ph. We still
believe we can adapt the above attack for any value of r by more tricky
algebraic computations.
Actually, let us consider a value r such that h
r
 r and ` = h
r
  r. Let ei
denotes gpr
cij   gpr ci0 for i = 1; : : : ; h=r. There may exist some Pj uk;jej = 0
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equations, namely ` of it. Hence if we write gpr
ci   gpr ci0 = Pj aijej, there










for j = 1; : : : ; h=r. When considering a set of n values of i, we have nh=r
algebraic equations with n(`+ 1)  1 + h=r unknowns xik, (ij), (i). Thus
if r > 1 we can take n large enough as long as p(r   1) + 1  h=r. We thus
believe further algebraic tricks may leads to the solution for any r > 1 as
long as p+ 1  h=2.
Annexe J
Security of the Birational
Permutation Signature Schemes
[Cet article de Don Coppersmith, Jacques Stern et Serge
Vaudenay a ete publie dans le Journal of Cryptology en 1997 [40]
apres avoir ete presente au colloque Crypto 93 [39].]
Abstract. In recent years, researchers have invested a lot of eort in
trying to design suitable alternatives to the RSA signature scheme,
with lower computational requirements. The idea of using polynomial
equations of low degree in several unknowns, with some hidden trap-
door, has been particularly attractive. One of the most noticeable at-
tempt to push this idea forward is the Ong-Schnorr-Shamir signature
scheme, which has been broken by Pollard and Schnorr. At Crypto'93,
Shamir proposed a family of cryptographic signature schemes based
on a new method. His design made subtle use of birational permuta-
tions over the set of k-tuples of integers modulo a large number N
of unknown factorization. However, the schemes presented in Shamir's
paper are weak. In the present paper, we describe several attacks which
can be applied to schemes in this general family.
Introduction
The celebrated RSA cryptosystem can be viewed as a permutation computed
in both directions as a polynomial over the ring ZN , where N is a (large) in-
teger with secret factorization. In search for suitable alternatives to the RSA
signature scheme, with lower computational requirements, several cryptog-
raphers have suggested to use polynomials of low degree in several variables.
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In the context of signature, such polynomials were natural candidates for the
design of very ecient schemes, both for signature generation and signature
verication.
The rst cryptographic protocol based on this principle is the Ong-Schnorr-
Shamir signature scheme [117]. It has been broken by Pollard and Schnorr
[126]. At Crypto'93, Shamir proposed a family of cryptographic signature
schemes based on a new method. His design made subtle use of birational
permutations of the integers modulo N . Shamir actually introduced several
techniques: the rst technique uses as a trap-door a family of quadratic forms
built in a very specic way and which he calls sequentially linearized. It is
a kind of generalization of the Ong-Schnorr-Shamir scheme, with more un-
knowns and more equations to be solved for signature generation. Another
technique uses the notion of an algebraic basis for the quadratic forms: this is
a set of quadratic forms from which any other one can be computed by using
only rational operations. This technique can be further divided according to
the algebraic basis chosen and Shamir's paper includes two proposals, one
using a symmetric basis and the other an asymmetric one. Of course, there
is nothing specic to quadratic forms in Shamir's approach: it only turns out
that use of cubic or quartic polynomials makes key management cumbersome
and loses the computational advantages shown by the scheme.
In the present paper, we show that the schemes presented in Shamir's pa-
per are weak, by exhibiting several attacks which can be applied to schemes in
the general family. These results have been announced in [39], where we deal
with the trapdoor based on sequentially linearized equations and with the
symmetric basis proposal. Since then, another attack has appeared in [159],
which takes care of the asymmetric basis.
It is worth mentioning that another public key system scheme based on
quadratic forms has been proposed by Matsumoto and Imai [95]. This scheme
is based on completely dierent ideas and uses (small) elds of characteristic
2. Let us add that the Matsumoto-Imai scheme has recently been broken by
Patarin [120]. Thus, there seems to be some kind of intrinsic diculty that
prevents hiding trap-doors into families of quadratic forms.
We close this introduction by thanking Adi Shamir both for sending us
his Crypto'93 paper at an early stage and for many discussions on the subject
of this paper.
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J.1 The Methodology of the Attacks.
J.1.1 The Overall Strategy.
Basically, Shamir's idea is to start from a family of quadratic forms with
some \visible" algebraic structure (e.g. low rank) and to hide the underlying
structure by performing the following operations
1. linear change of coordinates
2. linear combinations of the resulting forms
We are thus faced to the problem of trying to recapture some of the hid-
den structure, from the public key only. This public key consists of several
quadratic forms and we note that, as a consequence of step 2 above, some
linear combinations of the public forms may retain a part of the original al-
gebraic structure. Unfortunately, we can only handle these objects indirectly,
through the use of indeterminate coecients, say ; ; : : :. At this point we
note that many of the properties used in the design proposed by Shamir can
be expressed by the vanishing of polynomials in ; ; : : :. We quote several
examples:
 the fact that a quadratic form has not full rank is expressed by the
vanishing of its determinant
 the fact that a quadratic form has rank 2 is expressed by the vanishing
of all 3 3 determinants
 the fact that a vector u belongs to the vector space spanned by the
rows of the matrix M of a given quadratic form of rank k is expressed
by the vanishing of all (k+1) (k+1) determinants of the matrix M 0
obtained by appending u as an extra row to M . These determinants
are polynomials in ; ; : : : and in the coordinates of u.
J.1.2 Galois Theory and Ideal Calculations.
We are thus led to a set of polynomial equations in ; ; : : :. Such a set of
equations generates an ideal in the ring of polynomial with several unknowns:
in other words, if P1; : : : ; Pm are m polynomials with unknowns ; ; : : :, the
equations Pi = 0 dene an algebraic curve associated to the ideal of all
polynomials which can be written
P1Q1 + : : :+ PmQm
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where Q1; : : : ; Qm are arbitrary polynomials.
At this point, we have to return to the underlying structure. In case
there is a lack of symmetry, as in Shamir's rst scheme, we can try to solve
for one of the unknowns: this simply means that the ideal should contain a
polynomial of degree one with a single variable. In other cases, we observe a
strong symmetry: for example, in the scheme based on the symmetric basis,
we isolate a sequence of integers modulo N , say 1; : : : ; k, coming from the
hidden structure, which act as (say) rst coordinates of points m1; : : : ;mk of
the curve which cannot be distinguished from each other. In such a case, it
is hopeless to try to solve for the rst coordinate . On the other hand, we
expect to nd in the ideal a polynomial of degree k in the single variable ,
F (), which we can treat symbolically and of which the values 1; : : : ; k are
the unknown roots. This is a context close to Galois theory. Still, we do not
really oer proofs of the various statements we make relying on Galois-like
arguments. Although it might be possible to write up proofs in some cases,
we feel that the technicalities would distract from the issues at hand. In
place, we remain at an informal level and implicitly assume a large degree of
\genericity". We think that this is perfectly acceptable in a paper concerned
with cryptanalysis: furthermore, our attack has been implemented using a
computer algebra package, and this is a kind of experimental verication of
the correctness of our statements.
We now turn to ideal calculations. As explained above, we need to disclose
members of the ideal with prescribed degrees for the various unknowns. For
this, we can use Grobner basis algorithms (see [42]), which output another
family of polynomials P 01; : : : ; P
0
r spanning the same ideal and which is reduced
in a suitable sense. The drawback of this algorithm is its high complexity. In
case we are trying to eliminate all unknowns except one, we can repeatedly
form resultants of two polynomials with respect to a given unknown. We can
also apply the Euclidean algorithm to compute the g.c.d. of two polynomials
with respect to to a given unknown. This decreases the degree of an equation.
Finally, it is also possible to use a simpler ad hoc version of the Grobner
basis algorithm which is a kind of generalized Gaussian elimination. For
instance, ifM is a monomial in P1 which does not divide any other monomial
of P1, then every multiple monomial of M can be eliminated in the other
polynomials by replacing Pi by P
0
i = Pi QiP1 for a suitable polynomial Qi.
Then, one can continue the reduction with P 02; : : : ; P
0
m. In most cases, if m is
large enough and if there is a hidden trap-door in the set of equations, this
reduction is likely to end rather quickly with very simple equations of the
expected form. In the rest of the paper, we will not comment further on ideal
calculations and will thus treat them as a kind of \programming technology",
which we actually used in our experiments.
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J.1.3 Working mod N versus Working mod p.
Our analysis basically treats the ring of integers mod N as a eld. Actually,
N is composite and we assume for simplicity that it has only two prime
factors p and q. Our calculations make sense mod p since we are actually
working in a eld but some justication is needed to go from calculations
mod p to calculations mod N . In section J.2, we will only use tools from linear
algebra such as Gaussian elimination or determinants. Thus all computations
go through regardless of the fact that N is composite. The situation is a
bit more subtle in section J.3, where Galois theory comes into the picture.
For instance, assume that we have discovered a polynomial F () of degree k
from a sequence of integers modulo N , say 1; : : : ; k, coming from the hidden
structure, as explained in section J.1.2. Such a polynomial has k solutions
mod p but k2 solutions mod N , each obtained by mixing some solution mod
p with some solution mod q. But if we consider only the image, mod p, of our
calculations mod N , things are all right. As will be shown, our cryptanalysis
provides a way to forge signatures by performing calculations which treat 
(and possibly other variables) symbolically. Galois-like arguments show that
the result has the expected symmetry and thus, is expressible in terms of
the coecients of F and in terms of the coecients of the public key. These
calculations are valid mod p. They are also valid mod q, and the Chinese
remainder theorem suces to make them valid mod N . This is in spite of
the fact that a solution  of F mod N might well mix dierent solutions
i mod p and j mod q: Since we never explicitly solve for , but only work
with it symbolically and use the fact that F () = 0 mod N , we never are in
danger of factoring N .
J.2 The First Scheme
The rst family of Shamir's signature schemes is based on sequentially lin-
earized equations. The public information consists of a large integer N of
unknown factorization (even the legitimate users need not know its factor-
ization), and the coecients of k 1 quadratic forms f2; : : : ; fk in k variables





where i ranges from 2 to k and the matrix ij` is symmetric i.e. ij` = i`j.
The secret information is a pair of linear transformations. One linear
transformation B relates the quadratic forms f2; : : : ; fk to another sequence
of quadratic forms g2; : : : ; gk. The second linear transformation A is a change
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of coordinates that relates the variables (x1; : : : ; xk) to a set of \original"
variables (y1; : : : ; yk). Denoting by Y the column vector of the original vari-
ables and by X the column vector of the new variables, we can simply write
Y = AX.
Of course, the coecients of A and B are known only to the legitimate
user. The trap-door requirements are twofold: when expressed in terms of the
original variables y1; : : : ; yk, the quadratic form g2 is computed as:
g2 = y1y2 (J.2)
and the subsequent gi's, 3  i  k are sequentially linearized, i.e. can be
written
gi(y1; : : : ; yk) = `i(y1; : : : ; yi 1) yi + qi(y1; : : : ; yi 1) (J.3)
where `i is a linear function of its inputs and qi is a quadratic form.
To sign a messageM , one hashesM to a k 1-tuple (f2; : : : ; fk) of integers
modulo N , then nds a sequence (x1; : : : ; xk) of integers modulo N satisfying
(J.1). This is easy from the trap-door.
It is straightforward that the particular case k = 2 is equivalent to the
Ong-Schnorr-Shamir scheme [117]. The Pollard-Schnorr algorithm [126] en-
ables to forge a valid signature of any message. In the following, we show how
to break the other cases reducing them to the Ong-Schnorr-Shamir scheme
too.
We let Mi, 2  i  k denote the k  k symmetric matrix of the quadratic
form gi. The kernel Ki of gi is the kernel of the linear mapping whose matrix
isMi. It consists of vectors which are orthogonal to all vectors with respect to
gi. The rank of the quadratic form gi is the rank of Mi. It is the codimension
of Ki as well as the unique integer r such that gi can be written as a linear
combination of squares of r independent linear functionals. (For more details,
see [82] for instance.) Actually, all this is not completely accurate as N is
not a prime number and therefore ZN is not a eld. This question has been
addressed in section J.1.3 and we now ignore the problem.
An easy computation shows that Ki is the subspace dened in terms of
the original variables by the equations
y1 = : : : = yi = 0 (J.4)
From this, it follows that
i) Ki is decreasing;
ii) the dimension of Ki is k   i;
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iii) any element of Ki 1 not in Ki is an isotropic element wrt gi, which means
that the value of gi is zero at this element.
We will construct a basis bi of the k-dimensional space, such that the
family bi+1; : : : ; bk spans Ki for i = 2; : : : ; k   1. The main problem we face
is the fact that the gi's and therefore the Ki's are unknown. Instead, we
know the fi's. We concentrate on the (unknown) coecient i of gk in the
expression of fi, i.e. we write




As coecients have been chosen randomly, we may assume that k is not
zero. Let i < k. Consider the quadratic form (in all xis) Qi() = fi   fk.
When  = i=k, this form has a non-trivial kernel and therefore i=k is a
root of the polynomial Pi() = det(Qi()). This is not enough to recover the
correct value of . Computing the matrix of Qi() for i = i=k in the basis









We observe that U is ane in  and vanishes at i so that the de-
terminant of the matrix is divisible by (   i)2. Since determinants can
be computed up to a multiplicative constant in any basis, it follows that
(   i)2 factors out in Pi(). Thus the correct value of i can be found by
observing that it is a double root of the polynomial equation Pi() = 0. We
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now make use of the informal genericity principle explained in section J.1.2,
which means that we ignore \exceptional" situations. As a consequence, we
claim that the double root is disclosed by simply taking the g.c.d. in ZN of
Pi and P
0
i with respect to . We nd a linear equation in , from which we
easily compute i.
Once all coecients i have been recovered, we set for i = 2; : : : ; k   1
~fi = fi   ifk (J.6)
and ~fk = fk. We note that all quadratic forms ~fi have kernel Kk 1. This
allows to pick a non-zero vector bk in Kk 1. The construction can then go on
inductively in the quotient space of the k-dimensional space by the vector
spanned by fbkg with ~f2; : : : ; ~fk 1 in place of f2; : : : ; fk.
At the end of the recursive construction, we obtain a sequence bi, 3 
i  k such that bi+1; : : : ; bk spans Ki for i = 2; : : : ; k   1 and a sequence of
quadratic forms ~f2; : : : ; ~fk such that
i) ~fi has kernel Ki;
ii) bi is an isotropic element wrt ~fi.
Choosing b1, b2 at random, we get another set of coordinates z1; : : : ; zk dened
by X = (b1 : : : bn)Z such that
i) ~f2 is a quadratic form in the coordinates z1, z2
ii) ~f3; : : : ; ~fk is sequentially linearized
The rest is easy. From a sequence of prescribed values for f2; : : : ; fk, we
can compute the corresponding values of ~f2; : : : ; ~fk. Next, we can nd values
of fz1; z2g achieving a given value of ~f2 mod N in exactly the same way as the
Pollard solution of the Ong-Schnorr-Shamir scheme [117]. Then, values for
z3; : : : ; zk achieving given values of ~f3; : : : ; ~fk are found by successively solving
k  2 linear equations. Finally, the values of z1; : : : ; zk can be translated into
values of x1; : : : ; xk:
Example. In Shamir's paper [149], an example is given with N = 101 (the














3 + 44x1x2 + 33x1x3 + 83x2x3 (mod 101):
Matrices of f2, f3 are as follows0B@ 78 27 6027 37 56
60 56 6
1CA
0B@ 84 22 6722 71 92
67 92 48
1CA
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We get:
P () = det(f2   f3) = 34(3 + 752 + 55+ 71) (J.7)
P 0() = 2 + 50+ 52 (J.8)
gcd(P; P 0) =   63 (J.9)
We let
~f2 = f2   63f3 ; ~f3 = f3 (J.10)
The kernel of ~f2 is spanned by vector b3 = (31; 12; 1)
t. We pick b2 =
(0; 1; 0)t and b1 = (1; 31; 0)






~f3 = z3(26z1 + 20z2) + 90z
2
1 + 2z1z2 + 71z
2
2 (J.11)
Then, for any tuple (f2; f3) of integers, we compute ( ~f2; ~f3) using (J.10), we




2 by Pollard-Schnorr's algorithm and compute z3 such
that equations (J.11) hold. This forges a signature.
J.3 The Second Scheme
We now treat Shamir's [149] second scheme. Throughout, we will pretend we
are working in Zp rather than ZN . This has been explained in section J.1.3.
We briey review the scheme. Shamir begins with k variables y1; y2; : : : ; yk;
with k odd. These are subjected to a secret linear change of variables which
gives ui =
P
j aijyj; i = 1; 2; : : : ; k; with the matrix A = (aij) secret. The
products uiui+1; including uku1; are subjected to a second secret linear trans-
formation B = (bij); so that vi =
P
j bijujuj+1; i = 1; 2; : : : ; k  s: The public
key is the set of coecients (cij`) expressing vi in terms of pairwise products




cij`yjy`; 1  i  k   s; cij` = ci`j (J.12)
In the above, s  1 is a parameter and, for the sake of simplicity, we treat rst
the case s = 1: Thus, i is ranging to k   1; meaning that we have discarded
s = 1 of the vi: A valid signature of a (k 1)-tuple of integers (v1; : : : ; vk 1) is a
set of values of y1y2; : : : ; yky1 such that (J.12) holds. Signature generation for
the legitimate user is based on the fact that y1y2; : : : ; yky1 form an algebraic
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basis for the ideal generated by quadratic forms: for example, if k = 3, y21 is




See [149] for more details.
The rst step in our solution is as follows: linear combinations of the vi are
linear combinations of the uiui+1; but they form only a subspace of dimension
k   1: Some linear combinations of the vi,




will be quadratic forms in the yi of rank 2. A computation shows that the
only linear combinations of the products uiui+1 of rank 2 are of the form
iui 1ui + iuiui+1 = ui(iui 1 + iui+1) (J.14)
for any values of i; i; i: Because the vj span a subspace of codimension 1,
and because we are further restricting to one lower dimension by the choice
of the multiplier 1 for v1 in the linear combination, we nd that for each i
there will be one pair (i; i) and one set of coecients (i; ij) such that




We now omit the i indices for the sake of clarity. The condition of being
rank 2 is an algebraic condition: setting







with j` = `j; we nd that each 3  3 submatrix of the matrix (j`) has
vanishing determinant. Each of these determinants is a polynomial equation
in ; j: Use resultants and Gaussian elimination to eliminate j from this
family of polynomial equations (in the ring ZN) and nd a single polynomial
F of degree k satised by : We also nd j as polynomials in , by returning
to the original equations and eliminating the variables i; i 6= j.
Thus each solution  to F () = 0 gives rise to a linear combination of vj
which is of rank 2. The root  corresponds to that index i for which
v1 + v2 +
X
3jk 1
jvj = ui(iui 1 + iui+1) (J.17)
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We will indicate this correspondence by writing  = i:
For each solution  = i; the rows of the resulting matrix (ij) span
a subspace Y (i) = Yi of Zp
k of rank 2; namely, Yi is spanned by ui and
iui 1 + iui+1: This observation is rather straightforward if the quadratic
form is expressed in the basis corresponding to the ui variables. Going to the
yi coordinates involves a right multiplication by A and a left multiplication by
its transpose At. The rst operation replaces row vectors by their expressions
in terms of the \new" variables yi and the latter does not aect the vector
space spanned by the rows. This is enough to conclude.
Observe that ui, ui+2, and (i+1ui + i+1ui+2) are linearly related, as are
ui, ui 2, and (i 1ui 2 + i 1ui). So
ui 2 Yi \ (Yi+1 + Yi+2) \ (Yi 1 + Yi 2) (J.18)
This is an algebraic relation among i 2; i 1; i; i+1; and i+2: More accu-
rately, for k > 5, (i+1; i+2) and (i  1; i  2) are the only instances of pairs
(a; b) (c; d) consisting of four dierent indices, all distinct from i, such that
Yi \ (Ya + Yb) \ (Yc + Yd) 6= f0g (J.19)
We thus introduce ve dierent variables , 0, 00 etc., representing i, i+1,
i+2, i 1 and i 2, and we formulate the relation as the vanishing of several
determinants, as explained in section J.1.1. We then reduce the resulting
ideal by factoring out any occurrences of (  0), (  00), etc. to assure that
; 0 etc. are really dierent solutions. That is, we consider the ideal formed
by F (), F (0) etc. (F () F (0))=(  0), etc. and the various determinants
derived from J.19, and we apply the Grobner basis reduction or the Euclidean
algorithm to this ideal to nd a basis.
Only multiples of some ui satisfy such a relation (J.18) over Zp. We x a
multiple of each ui by normalizing ui to have rst coordinate 1. The relations
nally serve to dene ui in terms of i.
By a similar argument, there is a quadratic equation G(i; i+1) express-
ing i+1 in terms of i; whose two solutions are i+1 and i 1. For k > 5,
the algebraic condition is that the corresponding spaces Yi; Yi+1 are in two
dierent triples of subspaces enjoying linear relations:
rank(Yi + Yi+1 + Yi+2) = rank(Yi + Yi+1 + Yi 1) = 5 (J.20)
Special considerations for small k. For k = 5, the above arguments do
not apply since there are more instances of the relation
Yi \ (Ya + Yb) \ (Yc + Yd) 6= f0g
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with distinct (a; b; c; d; i). For example
Y1 \ (Y2 + Y5) \ (Y3 + Y4)
is a one-dimensional space spanned by a vector of the form u5+u2 for some
constant . It turns out that a pair of adjacent spaces such as (Y3 + Y4)
appear in three such relations whereas a pair of non-adjacent spaces such as
(Y2 + Y5) appears only in one.This gives an algebraic condition to identify
pairs of adjacent is. Once this is done, we can use a two pairs of adjacent
indices (a; b), (c; d), with a; b; c; d distinct and dierent from i and the relation
ui 2 Yi \ (Ya + Yb) \ (Yc + Yd)
in order to express ui as a function of i of degree 4.
The particular case k = 3 deserves independent discussions and is post-
poned until section J.4.
Returning to the general case k  5, we represent the solution of the
quadratic equation by ; and say that (; ) generates a pair of `adjacent'
elements (ui; ui+1) (elements which are multiplied together in the original
signature). We think of  as generating an extension of degree k over ZN ,
and  as generating an extension of degree 2 over ZN []=F (). The ability
to distinguish the unordered pairs of `adjacent' roots fi; i+1g makes the
system similar, in spirit, to a Galois extension of Q whose Galois group is
the dihedral group on k elements. We will call on this analogy later. (Remark:
it is only an analogy, because  and  really are elements of the ground elds.)





The coecients of v0k in terms of yjy` ostensibly depend on i and on the
pairings (i; i+1); or equivalently on (; ). But the coecients would come
out the same no matter which solution (; ) were chosen, that is, no matter
whether we assigned the ordering (1; 2; 3; : : : ; k) or (3; 2; 1; k; k  1; : : : ; 4) to
the solutions ui. This means that the coecients will be in fact independent
of (; ). They will be expressible in terms of only the coecients of the
original vi; 1  i  k. This is because they are symmetric (up to dihedral
symmetry) in the solutions i.
The arguments here are analogous to those of Galois theory. Each coe-
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For each of 2k dierent choices of (; ) the value of c comes out the same.
Treating (J.22) as 2k linear equations in the 2k unknowns wij, with coe-
cients given by i j for various choices of (; ), we must nd (if the matrix
has full rank) that w00 = c, and wij = 0 for (i; j) 6= (0; 0):
Now we wish to solve a particular signature. We are given the integer
values v1; : : : ; vk 1, and we assign an arbitrary value to v0k. We have the





where b0ij depends on j. Select (symbolically) one pair (; ) to x the rst
two solutions (u1; u2), and compute the others in terms of (; ): Then we
have b0ijujuj+1 depending only on (; ).
At this point we have v0k (which is a vk-like quadratic form), and A-
like and B-like matrices respectively denoted by A0 and B0 (expressing linear
transformations); the entries of all of these live in the pseudo Galois extension
ZN [;  ]=F ()=G(; ) expressing linear transformations. All rational opera-
tions can be done in this domain so this enables us to sign in it. Since the
resulting signature does not depend on the ordering of the i, its coecients
will always be in ZN . Thus it is possible to forge any signature working in a
more complicated domain and getting results which always end up in ZN .
The attack has been implemented on a Sparc Workstation using the
computer algebra system MAPLE. It computes a secret key-like (v0k; A
0; B0)
within few hours and then forges any signature in a negligible time.
Example. As for the rst scheme, we give a toy example with N = 97,











5 + 23y1y2 + 89y1y3 + 60y1y4 +











5 + 28y1y2 + 83y1y3 + 58y1y4 +











5 + 34y1y2 + 51y1y3 + 89y1y4 +











5 + 46y1y2 + 25y1y3 + 75y1y4 +
76y1y5 + 59y2y3 + 66y2y4 + 95y2y5 + 69y3y4 + 48y3y5 + 56y4y5
For the sake of brevity, we did not include the secret key, since we will
show how to sign, given the public key only. As far as signature verication
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is concerned, we propose, as an example, a valid signature of the message
which hashes onto (1; 2; 3; 4), namely.
y1y2 = 7 ; y2y3 = 92 ; y3y4 = 69 ; y4y5 = 54 ; y5y1 = 70
From these values, one can compute all corresponding values of yiyj and
check that (v1; v2; v3; v4) = (1; 2; 3; 4).
As explained above, we consider the quadratic form
v1 + v2 + 3v3 + 4v4
and we express the vanishing of all its (3 3) minors. As an example, one of
the determinants provides the following equation:
7 + 154 + 83 + 18




















6734 + 53 = 0:
Using reduction, we get:
F () = 92 + 58 + 512 + 433 + 724 + 5
3 = 44 + 29 + 83
2 + 953 + 564
4 = 87 + 14 + 94
2 + 333 + 384
Next, we make use of the ideal generated by all F (), F (0), (F ()  
F (0))=(   0) etc. and by the polynomials expressing that two roots are
adjacent. Using  to denote a root adjacent to  and reducing the ideal,
we get, as expected, an equation of degree two w.r.t.  , say G(; ) and we
compute the other roots in terms of  and  . This yields:
G(; ) = 674 + 204 + 893 + 263 + 682 + 852 + 6 +
3 +  2 + 43 + 57
3 = 68
4 + 234 + 903 + 863 + 852 + 182 + 93 +
35 + 42 + 93
4 = 29
4 + 444 + 73 + 33 + 122 + 502 + 4 + 67 +
55 + 72
5 = 30
4 + 83 + 292 + 91 + 96 + 54
We also compute the values of all normalized uis in terms of  and  from
equations (J.18). As an example, here is the output for u2:
u2 = y1 +
y2(85
4 + 894 + 153 + 873 + 382 + 882 + 69 + 6 + 35 + 12) +
y3(86
4 + 314 + 413 + 133 + 242 + 182 + 52 + 62 + 15 + 17) +
y4(43
4 + 454 + 523 + 383 + 682 + 582 + 2 + 88 + 27 + 87) +
y5(28
4 + 44 + 83 + 753 + 742 + 732 + 45 + 29 + 58 + 75):
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All computations now take place in the pseudo Galois extension
ZN [;  ]=F ()=G(; ):
We choose v5 as the sum of all uiui+1. As expected, this value turns out to











5 + 35y1y2 + 4y1y3 + 62y1y4 + 61y1y5 +
32y2y3 + 6y2y4 + 14y2y5 + 13y3y4 + 63y3y5 + 87y4y5
Using elementary linear algebra, we nally compute a B 1-like matrix,
which takes the vi to uiui+1, and an A
 1-like matrix which computes the yis
from the uis . Both matrices appear in terms of  and  .
Once this precomputation has been done, we can forge any signature. For
instance, in order to sign the hashed value (1; 2; 3; 4), we randomly choose
v5 = 44, and we get, using our equations the valid signature:
y1y2 = 59 ; y2y3 = 60 ; y3y4 = 38 ; y4y5 = 26 ; y5y1 = 56
We note that it is perfectly possible to implement the last step \formally"
and to sign a formal message (V1; V2; V3; V4; V5), thus recovering a substitute
to the original signing function.
J.4 Extensions
J.4.1 Extension to the Case s > 1
The case s > 1 is more complicated and we only sketch a possible attack.
This part has not been implemented. Suppose again that we have k variables
y1; y2; : : : ; yk, with k odd, whose pairwise products generate the signature,
and that the hashed message has k   s quantities v1; v2; : : : ; vk s, together
with coecients cij` expressing vi in terms of yjy`. Suppose for simplicity
that s > 1 is odd, so that k   s is even.
Some linear combinations of the k   s quadratic forms vi will have rank
s+1. Namely, for each index set I  f1; 2; : : : ; kg of size (s+1)=2 such that
8i; j 2 I: j i   j j 2 and f1; kg 6 I, there is such a linear combination of
the form X
i2I
ui(iIui 1 + iIui+1) (J.24)
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There are more than k linear combinations, leading to increased complica-
tion. The space YI , spanned by rows of the corresponding quadratic form,
contains ui for each index i 2 I. So each ui is in the intersection of a large
number of subspaces YI , and hopefully only multiples of ui will be in such
an intersection. This algebraic condition should distinguish the ui, hopefully
indexing them by the roots  of some polynomial F () of degree k. Pairs
fui; ui+2g of solutions with index diering by 2 should be distinguished by
appearing together in many dierent subspaces YI . From this we would be
able to distinguish pairs fui; ui+1g. We would fabricate the missing equations
as follows: for j = k   s + 1; : : : ; k, let u0i(j) be a multiple of ui, normalized







J.4.2 The Case k=3, s=1
In the special case k = 3, s = 1, where we must satisfy two quadratic
equations in three variables, we can employ an ad hoc method, since the
methods outlined in section J.3 don't work. We take a linear transformation
of the two quadratic equations so that the right-hand side of one equation
vanishes; that is, if the given values are v1 and v2, we take v2 times the rst
equation minus v1 times the second. This gives a homogeneous quadratic
equation in three variables y1; y2; y3:X
ij
cijyiyj = 0 (J.26)
The second equation is inhomogeneous:X
ij
dijyiyj = d0 (J.27)
By setting z1 = y1=y3, z2 = y2=y3 in (J.26), we obtain an inhomogeneous
quadratic equation in two variables z1; z2. We can easily nd an ane change



















= c00 mod N (J.28)











= c000 mod N (J.29)
which can be solved by the Pollard [126] attack on the Ong-Schnorr-Shamir
[117] scheme. We nd from this a set of ratios yj=y3, and, by extension, a set of
ratios yiyj=y
2
3, satisfying (J.26). Setting y
2
3 = , the second equation (J.27)
becomes a linear equation in . Thus we nd a consistent set of pairwise
products yiyj satisfying the desired equations (J.26), (J.27).
J.4. Extensions 245
J.4.3 Open Questions
The birational permutation signature scheme has many instances, of which
we have attacked only the rst few examples. For a more complex instance of
the scheme, the ideas of the present paper will still apply: the trap door con-
ditions lead to algebraic equations on the coecients of the transformations,
and we hope to gather enough such equations to make it possible to solve
them by g.c.d. or Grobner basis methods. But, for any specic instance, it
remains to see whether the ideas of the present paper would be sucient to
mount an attack.
One general theme is that when solutions of the algebraic equations enjoy
a symmetry, it makes the equations harder to solve, but we don't need to solve
them, since the nal solution will enjoy the same symmetry, and quantities
symmetric in the roots of the equation can be expressed in terms of the
coecients of the equation alone, not in terms of the roots. When the roots
fail to enjoy a symmetry, they can be distinguished by algebraic conditions,
which yield further algebraic equations, and the Grobner basis methods have
more to work with. This gives us hope that the methods outlined in this
paper will apply with some generality to many instances of the birational
permutation signature scheme.
Conclusion
We have shown how to use algorithmic tools to break many of the crypto-
graphic schemes based on birational permutations with hidden trap-doors.
Though not all the cases proposed by Shamir have been studied, we demon-
strated that use of Galois-like theory may break them. This enlightens crypt-
analysis with a new approach. We would like to comment briey on the math-
ematics of our attacks. We used pseudo-extensions of pseudo-elds to break
the most signicant proposals. In a way, this is very similar to the security
analysis of RSA-like cryptosystems: stated in a provocative way, this security
corresponds to the freedom of treating (at least algorithmically) ZN as a eld
since we do not know a non-trivial factor of N . In a similar vein, we took the
freedom to consider ZN []=F () as a Galois extension since we did not know
how to get a root of F . This is a way to use formally incorrect statements of
mathematics in order to achieve actual results.
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Annexe K
Hidden Collisions on DSS
[Cet article de Serge Vaudenay a ete publie dans les actes du
colloque Crypto 96 [166].]





2 68:58, so we need 274:36 trials rather than 273:95.]
Abstract. We explain how to forge public parameters for the Digital
Signature Standard with two known messages which always produce
the same set of valid signatures (what we call a collision). This attack
is thwarted by using the generation algorithm suggested in the speci-
cations of the Standard, so it proves one always need to check proper
generation. We also present a similar attack when using this generation
algorithm within a complexity 274, which is better than the birthday
attack which seeks for collisions on the underlying hash function.
Imagine you want to join to a brand new association which oers to pro-
vide useful services on the net. To allow electronic payment, this association
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To check the connection, the server requests you to sign the message \This
is just a test". Then time goes, and your bank warns you that you need
to feed your account after your last check of $9; 302. Of course, the manager
of the association has just disappeared with the money obtained from all the
215 members! (This is a $2; 000; 000 swindle.)
This attack comes from a special forgery of the public parameter. It is not
applicable to the accurate DSS suggested in [6] since it requires the produc-
tion of a certicate of good forgery. This attacks however proves that the
signer must check the certicate himself (which is not explicitly mentioned is
the Standard), which may be a very cumbersome task for low cost devices.
In this paper, we explain how to perform this attack. We also show a
similar attack against DSS with the suggested certicate of good forgery
with a complexity equivalent to 274 SHS computations. The complexities of
the attacks do not depend on the length of the prime p used in the signature
scheme.
K.1 Signatures Based on Discrete Logarithm
The rst digital signature algorithm based on the discrete logarithm problem
(namely, the discrete log problem in the group Zp
, given a prime number p)
was the ElGamal signature [50]. This scheme produces quite long signatures
and is also subject to Bleichenbacher's attack which uses small factors of
p  1 [31].
The Schnorr signature [140, 142] repars those two shortcomings by using
an element g whose order is a 160-bit prime factor q of p 1. The underlying
group for the discrete log problem is thus a subgroup of Zp
 with order q.
The Digital Signature Standard (DSS) [6] also uses such a g.
In the following, we only consider the case of the DSS scheme. In the
signature scheme, the message is processed through the Secure Hash Standard
(SHS) [5] which produces a 160-bit digest. This value then appears as a power
of g. Hence, the real hash value is not the output of SHS, but rather the
message digest reduced modulo q. Since q is less than the largest output of
SHS, this may produce collisions.
For completeness, we now recall the outlines of DSS.
p, q and g are the public parameters chosen by the authority. p is a 512-bit
prime (or a 1024-bit prime in stronger versions), q is a 160-bit prime factor of
p  1, and g is a primitive qth root of 1 modulo p. Each user has a secret key
x (which is a 160-bit integer) and publishes a corresponding 512-bit public
key y = gx mod p. The signature of an arbitrary message m using a (secret)
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fresh random 160-bit integer k is a (r; s) pair of 160-bit integers dened by














mod q mod p

mod q:
K.2 Collision for DSS
We have noticed that the real hash function which is used in DSS is SHS mod
q. Hence, if we know a pair of messages (m;m0) such that
SHS(m)  SHS(m0) (mod q)
any signature from any user of message m is also a valid signature of message
m0. We call such a pair a collision for DSS.
Of course, since SHS is considered as a secure hash function, it is still
infeasible to get a collision. More precisely, the complexity of the best attack
(based on the birthday paradox) has a complexity of 280. Similarly, it may
be infeasible, given a 160-bit prime q, to nd a collision on SHS mod q. It is
however possible to construct q from an (un)willing collision (m;m0).
More concretely, from a random pair (m;m0), we can check whether or not
q = jSHS(m) SHS(m0)j is a 160-bit prime. The integer jSHS(m) SHS(m0)j
is obviously a 160-bit integer with probability 1=2. Then, a random 160-
bit integer is a prime with probability approximately 1=160 log 2  1=111,
thanks to the Prime Number Theorem. Hence, with an average of 222 trials,
we obtain a collision which denes a valid prime q. It is not dicult, given
a prime q, to issue valid p and g, for instance by following the generation
algorithm provided in [6].
The example given in the introduction uses the message
m = This is just a test
which is encoded as
54686973 20697320 6a757374 20612074
65737480 00000000 00000000 00000000
00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000098
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in hexadecimal and its hash value is
SHS(m) = 653095248274681173784642234520335115855431883588:
The second message is
m0 = Transfer $9,302 on account XYZ
and its hash value is
SHS(m0) = 1412997312486498143905617871927270721446110431587:
So let
q = SHS(m)  SHS(m0)
which is a 160-bit prime. Then one can issue a 512-bit prime p such that q
divides p  1.
K.3 The Public Parameters Generation
The description of DSS suggests that q is rst generated from a random seed
by a specic algorithm, then p and g are issued from q by the same seed.
The seed should be used as a certicate of a honest forgery for p and q. The
previous attack suggests that this feature must be used.
Is the attack really thwarted by this generation algorithm? We recall that
q is set to
(SHS(seed) SHS(seed+1)) _ 2159 _ 1
until it is a prime where  and _ denote the bitwise exclusive and inclusive
or respectively. (We notice that we need in average about 55 trials to get
a prime q since this is a random 160-bit odd integer.) Let seed = m and
seed+1 = m0. The same attack holds whenever
jSHS(seed) SHS(seed+1)j = (SHS(seed)SHS(seed+1))_2159_1 (K.1)








157  2 68:16, we obtain that
273:95 trials are required on average to mount this attack.
The Standard says that parameters p and q shall be generated as sug-
gested above, or using other FIPS approved security methods. This study
may thus be helpful for proposing other generation algorithms. For instance,
we can suggest to set
q = SHS(seed) _ 2159 _ 1
until q is valid.
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K.4 On the g Parameter
Surprisingly, no particular care is required for parameter g. Thus, fake gs
like g = 0 or 1 are implicitly accepted! Actually, a dishonest authority can
provide g = 1 to a user and make him accept any signature forged by





In a more dedicated attack, the authority provides g = y mod p to Alice,
where y is the public key of Bob, and forges Bob's signatures by





We thus suggest to add a certicate of valid forgery of g when issuing the
public parameters.
K.5 Conclusion
We performed an attack against DSS which allows the issuing autority to
forge valid public parameters with hidden collisions. It conrms internal prob-
lems in the signature scheme which were already predicted by Pointcheval
and Stern in [124] because of not using a random pattern in the hash func-
tion like in the Schnorr signature [140]. We have proved that when the issuing
authority is not trusted, all users must then check proper generation of the
public parameters. We also showed how to adapt this attack to the genera-
tion algorithm suggested in the Standard within a complexity 274. Even if the
complexity were smaller, the attack would still not be so dramatic because
it is easy to detect. This should be registered as an existing (bad) property
of DSS though.
This attack can easily be avoided by using a 161-bit prime q, or by drop-
ping the most signicant bit of SHS (or by setting the least signicant bit to
a constant before using it in the signature scheme), or by padding a random
pattern before hashing. Its complexity can also be increased up to 280 by
using a stronger certicate-based generation algorithm for p and q.
We also presented attacks based on malicious forgery of the g parameter.
We thus recommand to use a suitable certicate of honest forgery for g as
well as for p and q.
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Notations
Z2 alphabet binaire f0; 1g. Par extension, groupe muni de la loi ou exclusif
notee  et denie par 0 0 = 0, 0 1 = 1, 1 0 = 1, et 1 1 = 0. Par
extension, corps muni de la loi  et de la multiplication usuelle. On a
a b = a+ b mod 2.
a b ou exclusif bit-a-bit. Lorsque a et b sont des bits, c'est la loi du groupe
Z2. Lorsque a et b sont des cha^nes de bits de me^me longueur n, c'est
la loi du groupe produit Zn2 (voir p. 23).
a  b produit scalaire. Pour deux cha^nes de bits de me^me longueur a =
a1 : : : a` et b = b1 : : : b`, c'est (a1b1 + : : : + a`b`) mod 2. C'est le pro-
duit scalaire dans l'espace vectoriel GF(2)` (voir Eq. (2.7) p. 47).
a mod b operation modulo : reste dans la division euclidienne de a par b.
a  b (mod n) congruence modulo n : a  b est un multiple de n.
bxc plus grand entier inferieur ou egal a x.
Zn ensemble f0; : : : ; n 1g. Par extension, groupe des residus modulo nmuni
de l'addition usuelle modulo n : dans Zn, la somme de a et de b est
l'entier a+ b mod n. Par extension, anneau des residus modulo n muni
de l'addition et de la multiplication usuelles modulo n. Lorsque n est
un nombre premier, l'anneau Zn est un corps et l'operation 1=a mod n
est denie pour a 6 0 (mod n).
A B produit cartesien des ensembles A et B : ensemble des couples (a; b)
ou a 2 A et b 2 B. Par extension (lorsque A et B sont des groupes),
groupe produit deni par la loi
(a; b) + (a0; b0) = (a+ a0; b+ b0):




(xi)i2I famille d'elements xi indexee par un indice i dans I. Cette notion est
semblable a celle de fonction i 7! xi sur I.
x 7! f(x) fonction qui a x associe f(x) (en fait, f donc). Par exemple, x 7!
x + 1 est la fonction qui calcule le successeur de x dans le systeme de
numeration usuel.
Mi;j pour une matrice M , terme de la ligne indexee par i et de la colonne
indexee par j.
tM transposee d'un operateur lineaire M . De maniere matricielle, si M est
de type m  n, alors tM est une matrice de type n  m denie par
(tM)i;j =Mj;i.
E(X) esperance d'une variable aleatoire X.
V (X) variance d'une variable aleatoire X.
Pr(E) probabilite d'un evenement E.










#A cardinal d'un ensemble A.
x a operation d'aectation de la valeur a au registre x. Par exemple, x 
x+ 1 est l'operation qui incremente le registre x.
	(g1; : : : ; gr) schema de Feistel, voir Def. 1.6 p. 23.
01b3c7x cha^ne de bits hexadecimale. Lorsque la cha^ne a une longueur
multiple de quatre, il est pratique de la representer en numeration
hexadecimale. Ainsi 01b3c7x represente-t-il la cha^ne
0000 0001 1011 0011 1100 0111:
Lorsque la cha^ne admet une autre longueur, on la complete a gauche
par un, deux ou trois bits nuls pour pouvoir la representer en numeration
hexadecimale en precisant explicitement sa longueur.
ajb concatenation de deux cha^nes. Si a = a1 : : : am et b = b1 : : : bn, alors ajb
est la cha^ne a1 : : : amb1 : : : bn.
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G = (V;E) graphe oriente ou non, voir Def. 1.1 p. 21 pour les graphes
orientes, et Def. 2.17 p. 56 pour les graphes non orientes.
G = (V;E;Dom) reseau de calcul, voir Def. 1.2 p. 21.
G = (V;E;Dom; f) reseau de calcul interprete, voir Def. 1.4 p. 21.
G = (V;E;Dom; Sol) graphe d'equations, voir Def. 2.18 p. 56.
G = (V;E;Dom; Sol; f) graphe d'equations interprete, voir Def. 2.19 p. 57.
Inu ensemble des are^tes d'extremite u dans un graphe oriente (voir Def. 1.1
p. 21).
Outu ensemble des are^tes d'origine u dans un graphe oriente (voir Def. 1.1
p. 21).
InG ensemble des are^tes entrantes d'un reseau de calcul G (voir Def. 1.2
p. 21).
OutG ensemble des are^tes sortantes d'un reseau de calcul G (voir Def. 1.2
p. 21).
Doma domaine de denition d'une variable denie par une are^te a d'un
graphe (voir Def. 1.2 p. 21).
Dom(A) ensemble des evaluations partielles denies sur A, voir Def. 1.3 p. 21.
t(a) valeur d'une are^te a pour une evaluation partielle t, voir Def. 1.3 p. 21.
tjA restriction d'une evaluation partielle a A, voir Def. 1.3 p. 21.
fu fonction associee au sommet u pour une interpretation f , voir Def. 1.4
p. 21.
ValG(x) evaluation d'un reseau de calcul G pour une entree x, voir Def. 1.5
p. 22.
G(x) sortie de la fonction associee a un reseau de calcul G pour une entree
x, voir Def. 1.5 p. 22.
Adju ensemble des are^tes adjacentes a un sommet u dans un graphe, voir
Def. 2.17 p. 56.
Adj(U) ensemble des are^tes adjacentes a au moins un sommet de l'ensemble
U dans un graphe, voir preuve du Lem. 2.27 p. 61.
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EjU ensemble des are^tes adjacentes a deux sommets de U , voir Lemme 2.27
p. 61.
Solu nombre de solutions d'une equation locale correspondant a un sommet
u dans un graphe d'equations, voir Def. 2.18 p. 56.
Sol(U) nombre de solutions d'un sous-ensemble d'equations locales corres-
pondant a un ensemble U de sommets dans un graphe d'equations, voir
Def. 2.28 p. 62.
X ./ Y jointure de deux ensembles de solutions partiels, voir Def. 2.20 p. 57.
p(X) selection aleatoire des elements d'un ensemble X avec probabilite p,
voir Def. 2.21 p. 58.
u solutions locales d'une equation u, voir Def. 2.21 p. 58.
Valf (R) resultat d'un algorithme de resolution R pour une interpretation f
d'un graphe d'equations, voir Def. 2.21 p. 58.
V (R) ensemble de sommets representes dans un algorithme de resolution R,
voir Lemme 2.27 p. 61.
CompI(R) complexite d'un algorithme de resolution, voir Def. 2.22 p. 59.
Comp0(R) complexite theorique d'un algorithme de resolution, voir Def. 2.30
p. 63.
  forme quadratique associee a un graphe d'equations, voir Def. 2.28 p. 62.
 (g) valeur d'une forme quadratique associee a un graphe d'equations sur
une fonction g, voir Def. 2.28 p. 62.
 (U) valeur d'une forme quadratique associee a un graphe d'equations sur
un ensemble de sommets U , voir Def. 2.28 p. 62.

 caracteristique d'un reseau de calcul, voir Def. 2.1 p. 38.
E
 evenement qui correspond a une caracteristique dierentielle, voir Eq. (2.2)
p. 39.
DPf (a; b) probabilite dierentielle. On denit
DPf (a; b) = Pr
X
[f(X  a) f(X) = b]
pour une fonction determinee f , voir Def. 2.2 p. 38.
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DPG(
) probabilite theorique d'une caracteristique, voir Def. 2.3 p. 38.
LPf (a; b) biais de linearite. On denit




[a X = b  f(X)]  1

pour une fonction determinee f , voir Def. 2.7 p. 46.
LPG(
) coecient LP d'une caracteristique, voir Def. 2.8 p. 47.
DPfmax maximum de DP
f , voir Eq. (3.1) p. 75.
LPfmax maximum de LP
f , voir Eq. (3.2) p. 75.
EDPf esperance de DPf , voir Eq. (3.3) p. 80.
ELPf esperance de LPf , voir Eq. (3.3) p. 80.
EDPfmax maximum de EDP
f , voir Eq. (3.3) p. 81.
ELPfmax maximum de ELP
f , voir Eq. (3.4) p. 81.
[F ]d matrice de decorrelation a l'ordre d d'une fonction aleatoire F , voir
Def. 3.13 p. 82.
DecFd(F ) biais de decorrelation d'ordre d de la fonction aleatoire F , voir
Def. 3.14 p. 82.
DecPd(C) biais de decorrelation d'ordre d de la permutation aleatoire C,
voir Def. 3.14 p. 82.
jjjAjjj1 norme de la matrice A associee a L1, voir Eq. (3.5) p. 83.
jjAjj norme de la matrice A. Dans ce rapport, c'est la norme jjjAjjj1.
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Motivee par le commerce et l'industrie, la recherche publique dans le
domaine du chirement symetrique s'est considerablement developpee depuis
vingt cinq ans si bien qu'il est maintenant possible d'en faire le bilan.
La recherche a tout d'abord progresse de maniere empirique. De nombreux
algorithmes de chirement fondes sur la notion de reseau de substitutions
et de permutations ont ete proposes, suivis d'attaques dediees contre eux.
Cela a permis de denir des strategies generales : les methodes d'attaques
dierentielles, lineaires et statistiques, et les methodes generiques fondees sur
la notion de bo^te noire.
En modelisant ces attaques on a trouve en retour des regles utiles dans la
conception d'algorithmes su^rs : la notion combinatoire de multipermutation
pour les fonctions elementaires, le contro^le de la diusion par des criteres
geometriques de reseau de calcul, l'etude algebrique de la non-linearite, ...
Enn, on montre que la securite face a un grand nombre de classes d'at-
taques classiques est assuree gra^ce a la notion de decorrelation par une preuve
formelle.
Ces principes sont a l'origine de deux algorithmes particuliers : la fonction
CS-Cipher qui permet un chirement a haut debit et une securite heuristique,
et le candidat DFC au processus de standardisation AES, prototype d'algo-
rithme fonde sur la notion de decorrelation.
