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Abstract
We describe a method of extrapolation based on a “truncated”
Kramers-Kronig relation for the complex permittivity () and perme-
ability (µ) parameters of a material, based on finite frequency data.
Considering a few assumptions, such as the behavior of the loss tan-
gent and the overall nature of corrections, the method is robust within
a small relative error, if the assumed hypotheses hold at the extrapo-
lated frequency range.
Keywords: Permittivity, permeability, Kromers-Kronig relations, in-
verse problems, optimization, loss tangent.
1. INTRODUCTION
The need for accurate measurements of the dielectric and magnetic prop-
erties of materials, in order to improve the range and specificity of applica-
tions, is on increasing demand. In particular, materials for electromagnetic
applications are lossy and the measurement of their properties is challenging
[1]. Furthermore, the dielectric and magnetic properties of materials are only
experimentally measured to within some finite frequency interval response.
1E-mail Corresponding Author: christineccd@iae.cta.br
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It is often the case that one is interested in expanding the experimental
results throughout some other interval range, based on some theoretical as-
sumptions, in order to predict/infer the behaviour of the material and hence
expand its application horizon.
The lossy properties of materials, more specifically, expressed in terms
of the complex permittivity and permeability, can be understood by the
following general arguments2. The permittivity is a complex quantity and
therefore it can be expressed as3:
ˆ = ′ + i′′, (1)
where Re(ˆ) = ′ and Im(ˆ) = ′′. The imaginary part of the permittivity
represents the electrical dissipation related to the polarization process in the
material. In fact, the polarization vector field does not follow the changes
of the electric vector field instantaneously. In a sinusoidal steady state, the
power dissipation density 〈Pd〉 is associated with the polarization through a
time average involving of the electric ~E and the displacement flux density ~D
vector fields, resulting in [2]:
〈Pd〉 ≡ 〈 ~E · ∂
~D
∂t
〉 = ω
2
|Eˆ|2′′, (2)
where the angular frequency is ω = 2pif (f , frequency) and Eˆ is the represen-
tation of the vector field as a complex quantity. Therefore, in the literature
one often defines the loss tangent for the permittivity as:
tan δ =
′′
′
. (3)
and similarly for the permeability.
2The mathematical representation of the permittivity (or permeability) as a complex
quantity comes from the fact that, in general, the polarization of a given material always
respond with some time delay after the application of an external electric field. The
response is, in general, dependent on frequency of the applied field. Therefore, one needs
to specify not only the magnitude but also a phase difference in order to model the causal
relationship. Since complex numbers are defined by a magnitude and a phase, they are
mathematically suitable for that representation. The physical origin of this representation
is therefore rooted on causality. Note that the permittivity may also require a tensorial
representation, as for instance, in uniaxial crystals, which respond anisotropically.
3Similarly, the complex permeability (µ) is written as µˆ = µ′ + iµ′′, and the following
statements have a similar correspondence for the magnetization processes in the material.
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Physically, the behavior of the imaginary and real constitutive param-
eters is connected by Kromers-Kronig (KK) relation [3], an important aid
towards finding reasonable extrapolations outside the data range. However,
the KK relation has its limitations in practical terms [4], as we will point
out in the next sections, and hence new methods, relying partially on the
KK relation (or independent of it) are usually necessary. Here we offer a
relatively simple, self-consistent method that makes use of the KK relation
and other assumptions. In Section 2 we describe our procedure in detail, in
Section 3 we offer a study case which implements our method, and in Section
4 we outline some general remarks on our results.
2. METHOD
In this section we present in detail the procedure used to obtain an ex-
trapolation for the complex permittivity, given a finite frequency dataset.
For definiteness, we will fix our procedure to the complex permittivity, but
the same steps are applicable to the complex permeability, as the principles
are essentially the same. Hence, for now on we shall treat the permittivity
only.
In Fig. 1, we show a diagram with the main steps of the procedure in
order to facilitate the understanding of the rationale behind the method,
which is described in detail next.
Step 1: To collect general hypotheses on the behavior of the
constitutive parameters
Given that the data is limited to a range of frequencies4, the behavior of
the constitutive parameters outside the given range cannot be trivially in-
ferred from the dataset without having some fundamental information on the
4Our extrapolation method was developed for data in the microwave range of approx-
imately 2 GHz to 12 GHz, with the possibility of further extension up to about 25 GHz.
However, it is experimentally known that possible deviations may occur above that value,
depending on the propagation modes of the electromagnetic wave in the waveguide. Our
extrapolation procedure could still be applied in that case as, in general, the main char-
acteristics of the attenuation behavior of the absorber are observed. However, further
analysis is needed in those cases. Overall, our method is intrinsically robust for extrapo-
lations up to about 100 GHz, if the hypotheses discussed in our paper are met.
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Fit the loss tangent
to a simple relation
or a model
Generate the 
extrapolation base
- Spline the data for            and 
- Evaluate the spline at the next frequency
- Normalize             by the loss tan fit 
Calculate the truncated
Kromers-Kronig relation
Correct the truncated
Kromers-Kronig relation
Model the difference between
the extrapolated and calculated 
values of 
Optimization
Arbitrarily vary the extrapolation 
base values within some neighborhood
Recursively, until the last desired
 frequency extrapolation point
Figure 1: Overall diagram of the method. The chained procedures at left
represent the main logical steps. Diagrams at right indicate the chief com-
putational or modeling operations for the given procedures.
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material properties. Therefore, any extrapolation based on finite frequency
data must be supported by some physical principles or hypotheses, and any
further consideration or conclusion must strongly bear this caveat in mind.
The first step therefore is to collect such hypotheses. The present problem
offers a general principle to begin with: the fact that the behaviors (as a
function of the radiation frequency) of the real part and the imaginary part
of the permittivity are fundamentally related. In that regard, there are two
basic inputs that are promptly available, namely: (i) the behavior of the loss
tangent and its relation to the phenomenon of dimensional resonance, and
(ii) the Kramers-Kronig relation [3]. Both offer a measure of the relation
between the real and imaginary parts of the constitutive parameters. The
first one is simply a result of the definition of the loss tangent:
′′(ω) = ′(ω) tan δ(ω). (4)
where we explicitly wrote the dependence of the parameters on the angular
frequency. A model for the behavior of the loss tangent as a function of
frequency therefore establishes how the ratio between the imaginary and real
parts of the permittivity vary as a function of frequency. One may start with
the assumption that the limited information contained in the data offers
a first approximation model to the loss tangent that is valid throughout
the desired extrapolation frequency range, or one may already have some
specific model in mind. In this paper we address the former situation, but
the procedure is trivially valid for any model.
Extrapolating the behavior of the loss from finite frequency data is obvi-
ously delicate. For instance, in ferromagnetic materials, the loss tangent is
expected to decrease approximately with the inverse of the frequency, except
if large dielectric and magnetic losses are present due to dimensional reso-
nance. One may find that the data does indicate some decreasing of the loss
tangent with frequency. However, if dimensional resonance is present, the
loss tangent may be oscillatory at some frequency range outside the dataset.
The condition for dimensional resonance can be estimated according to
the following condition (see Eq. (3.24) in [5]):
d(f, , µ) >
c
2f
1√
|µ|||
, (5)
where d is the minimum length5 that the sample should have in order to
5Or thickness, for a normally incident radiation.
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present dimensional resonance, and c is the velocity of light6. Notice that
only the moduli of the constitutive parameters are needed for the formula,
considered in some average sense in the material. For increasing frequencies,
the minimum length decreases. This condition should be considered as an
overall indicator of the behavior of the loss tangent for the extarpolated
frequency range. If dimensional resonance regime is indicated, one should
consider results based on extrapolations with even greater precaution, if no
further specific physical models for resonance are input to the problem.
A second relation that connects the behavior of the imaginary and real
parameters is given by Kromers-Kronig (KK) equation [3]:
′′(ω) = 1 +
2
pi
P
∫ ∞
0
ω¯′′(ω¯)
ω¯2 − ω2 dω¯, (6)
where P refers to the principal part of the integral. In our proposed scheme,
we assume that the KK equation is a sufficient model for the behavior of
the real and imaginary parts of the constitutive parameters of the material
sample. In other words, we assume, that those parameters only depend on
frequency and not on other parameters, such as position or direction within
the material, or at least that any such dependence is not relevant to the
problem at hand.
Step 2: To model the hypotheses on the available data
After considering the main hypotheses involved, the next step consists in
modeling such hypotheses concretely. First, in our scheme, Eq. 5 is computed
as a guide to what expect for the loss tangent in the frequency range where
the data will be extrapolated. Second, a fitting curve for the behavior of
the loss tangent in the range of the available data is obtained. It should
suffice for our purposes to fit a simple curve in order to obtain a gross but
discernible monotonic trend in frequency, if that is the case. Third, natural
cubic spline interpolations [8] to each of the imaginary and real parts of the
permittivity are also performed.
One important problem with the KK relation (Eq. 6) in practical ap-
plications is the fact that the integral must be performed throught the fre-
quency range (from zero to infinity), and such information evidently is not
6The permittivity data was obtained from a network vector analyzer that linearly
samples the frequencies in terms of “dex” intervals. The user may perform an appropriate
change of variables in that formula for an otherwise different sampling scheme.
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available (it is exactly what we are searching for, namely, the extrapolated
data). In order to circumvent this issue we use a truncated version of the
KK equation, where the limits of integration runs for the available data only,
ω¯ = {ωi..., ωn}, instead of the whole frequency range (from zero to infinity).
It is clear that such a truncation is not guaranteed to give correct or accu-
rate results. In order to address this issue, a crucial step in our scheme is to
verify how far the truncated KK equation can be globally corrected for the
fact that only a much smaller range in the integration limits is used. By this
we mean that a reasonable correction term to the KK equation, as a function
frequency, up to some established order, O(n), should be searched for. By
“reasonable”, we mean within some acceptable relative percentual error. In
the next step, we clarify this issue and offer a possible correction procedure.
Another problem is the numerical treatment of the singularity at ω =
ω¯. There are a few standard numerical treatments available to solve those
problems. Here we adopt the scheme given in [6], where the following singular
integral is written as:
I = P
∫ b
a
g(ω¯)
ω¯2 − ω2 dω¯
= ln |ω¯2 − ω2|g(ω¯)
∣∣∣b
a
−
[(
ω¯2 − ω2
)
ln |ω¯2 − ω2| −
(
ω¯2 − ω2
)] dg(ω¯)
dω¯
∣∣∣∣∣
b
a
+
+
∫ b
a
[(
ω¯2 − ω2
)
ln |ω¯2 − ω2| −
(
ω¯2 − ω2
)] d2g(ω¯)
dω¯2
dω¯, (7)
where g(ω¯) ≡ 2ω¯′′(ω¯) in our problem. Therefore, I above is one half of that
which appears in the KK relation (with a further 1/pi factor), Eq. 6. Using
that expression, with appropriate numerical treatment, we have a generally
well-behaved integrand and the principal part of the KK integral can be well
approximated.
Step 3: To check the level of errors on the available data
As previously mentioned, the truncated KK equation will result in an
inaccurate determination of ′(ω) because the given lack of complete knowl-
edge of ′′(ω¯) in the whole interval ω¯ = {0, ...,∞}. A simple scheme, which
will be adopted here, is to first evaluate the truncated KK equation for the
dataset (no extrapolation points). Then one computes the subtraction of
the resulting truncated KK prediction to the actual data. If the difference
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curve shows some relatively monotonic behavior with frequency, then this
can be used as a global correction. For instance, it will be seen in the next
section that in the worked example we are able to find an algebraic fit to the
difference curve. One then recalculates the truncated KK equation plus the
fitted difference curve as a correction. Subsequently one checks if this offers
a globally accurate result, being acceptable at some prescribed level7.
After evaluating the truncated KK equation plus correction within the
frequency data range, ω¯ = {ωi..., ωn}, in order to evaluate the robustness of
the correction to the available data, this procedure is entirely repeated for
some extrapolated dataset under examination. Notice that once a global cor-
rection to the truncated KK equation is found, throughout the extrapolated
region, any mismatch between the prediction of the truncated KK relation
within the range of the available data is, up to the correction order, a mea-
sure of how far the extrapolated dataset deviates from the “true” solution
(namely, that which would otherwise reasonably match the behavior of the
data). We shall address this issue in more detail in the worked examples in
the next section.
In the extrapolated region, we will also use the loss tangent model as a
guide to the extrapolated parameters. Therefore it is interesting to evaluate
the relative percentural error if one uses the information on the loss tangent
fitting curve. One should therefore repeat the error estimation analysis (for
the dataset only), as explained above, using however the right hand side of
Eq. 4 in place of the ′′(ω¯) in the truncated KK equation.
Step 4: To extrapolate the data: direct procedures or inverse
problem optimization techniques
Direct procedures for performing the extrapolation are indicated in cases
where there is either some model available for the material, or as probes to
constrain the possible parameter space. The latter serves as input for an
inverse problem optimization method.
A. Direct procedures
In this subsection we present a simple extrapolation procedure. We recall
that in step 2 a natural cubic spline has been performed on the data, and
7Notice that such global correction would be trivially expected if the KK equation
being used was some kind of approximation without an integral term, but not otherwise.
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therefore the first and second derivatives of the splined fit at the last data
point are available. One may use these parameters as a basis of recursive
direct extrapolation.
Consider the experimental data, given in intervals of frequency, ∆ω¯. One
obtains the next permittivity values, evaluated at the next frequency point
(ω¯ + ∆ω¯), from the splined function and its derivatives. This will establish
an “extrapolated” loss tangent value for the obtained points, namely:
tan δextrapol(ω¯ + ∆ω¯) ≡
′′extrapol(ω¯ + ∆ω¯)
′extrapol(ω¯ + ∆ω¯)
. (8)
The value above is compared to that defined by the previously computed fit
for the data (based on the form f−2). That is, we establish the ratio:
α ≡ tan δextrapol(ω¯ + ∆ω¯)
tan δfit,data(ω¯ + ∆ω¯)
, (9)
and the extrapolated imaginary permittivity point is “normalized”, according
to:
′′ext,norm(ω¯ + ∆ω¯) ≡
1
α
′′extrapol(ω¯ + ∆ω¯), (10)
leaving the extrapolated real permittivity unchanged. Then, one runs again
the truncated KK relation for the data with the above values, recursively
throughout the desired extrapolation frequency range.
Clearly, the truncated KK relation will give an inaccurate result, and a
correction has to be made in the same way that it was done in the steps
above for the known data points. Yet, it is expected that the corrected KK
relation should present improved results in the small scale sense, because
the frequency range has been enlarged and therefore the integral term, more
accurately computed.
Once the corrected, truncated KK relation is computed, one should check
how far its predictions deviate from the data. The deviations express, in a
minor sense, the error in the correction, up to the specified order, and, in a
major sense, a measure of how far the extrapolated behavior deviates from
the true solution of the problem.
One might wish to explore some models or other extrapolation attempts
in order to check the trends towards improving the solution, that is, in obtain-
ing a better final match between the corrected truncated KK equation and
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the dataset. This could lead to an acceptable extrapolation model, or not.
Alternatively, such direct attempts (or models) may be used as constraints
for an optimization method, which we outline in the next item.
B. Optimization techniques
It is not the purpose of this paper to evaluate in detail the performance
of various optimization techniques to our specific problem. The reader is
referred to, e.g., references [7] and [8] for a “traditional view” of the available
methods, or to, e.g., references [9] and [10] for more “alternative” methods.
The point here is that our procedure can be implemented into a function
that receives as input the permittivity values of a limited dataset, performs
all the steps described above, and outputs some global measure of the ac-
ceptance of the extrapolation solution. We suggest that this measure be the
following. Compute the area below the dataset real permittivity (splined)
curve and that of the KK calculated, real permittivity (splined) curve, within
the dataset frequency range. Take the difference between both areas, and the
best extrapolation solution is that which minimizes this difference.
3. CALCULATIONS AND RESULTS
Study case: extrapolation of the complex permittivity
In this section we consider a study case using actual data obtained for
a composite material, as described in detail in [11]. The data ranges from
f = {8, ..., 12} GHz. The desired range of extrapolation is f = {12, ..., 80}
GHz. This example should clarify the procedure described previously.
Step 1: Collecting general hypotheses on the behavior of the
constitutive parameters
We calculate the condition for dimensional resonance for the sample. A
normally incident electromagnetic wave was imposed on the material with
a thickness of 9 mm. We compute the value of d in Eq. 5 for this sample
and obtain the condition of the presence of stationary waves in the material,
leading to losses. Fig. 2 shows that the regions defining resonance and non-
resonance are separated by an approximately linear frontier curve throughout
the frequency data range. The thickness of the present sample lies on the
resonance region, as well as when considering the desired extrapolation range.
10
Figure 2: Dimensional resonance condition curve for the sample.
From the expectation delineated above, the loss tangent might present
fluctuations, whose magnitude and frequency are considered unknown. We
begin by assuming, in a first order approximation, that the loss tangent
function tends to follow the observed behavior in the dataset qualitatively
throughout the extrapolation interval. In other words, even if the loss tan-
gent happens to oscillate, we assume that, roughly, it does so around some
simple monotonic function of the frequency. That is, in a first approximation,
fluctuations are not considered important.
Step 2: Modeling the hypotheses on the available data
We performed a cubic spline fit to the ′ and ′′ data, and also computed
the corresponding loss tangent. In Fig. 3, we show the resulting (splined)
loss tangent with an algebraic fit and a simple f−2 fit. We choose the latter
fit for two reasons: simplicity, and for the fact that it does not lead to a
negative loss tangent in higher frequencies. The extrapolated loss tangent
curve is shown in Fig. 4.
11
9x109 1x1010 1.1x1010 1.2x1010
Freq [Hz]
0.06
0.08
0.1
0.12
0.14
lo
ss
 t
an
 [
ep
s"
/e
ps
']
Data	  (e"/e')
Fit:	  A*x^-­‐2	  (A=8.59369e+18)
Fit:	  A*x^B+C*x+D	  (A=1.91937e+10,	  B=-­‐1.13689,	  C=-­‐9.33948e-­‐12,	  D=0.099713)
Figure 3: Loss tangent fitting curves (splined) for an algebraic fit and for a
simple f−2 fit to the data.
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Figure 4: The chosen extrapolated loss tangent curve (dashed curve).
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Next, we compute the ′(ω) function that the truncated KK relation would
give based on the ′′(ω¯) given by the data: (i) using direct data on ′′(ω¯)
itself into the integrand of Eq. 6; and (ii) using the loss tangent fit, ∼ f−2,
described above, computed in the data frequency range (and also using the
data on ′(ω¯), see Eq. 4) to input an “approximated” ′′(ω¯) for the integrand
in Eq. 6.
In Figs. 5 and 6, we show the results for the cases (i) and (ii) above,
respectively. It is clear that the truncated KK relation misses to reproduce
the data on ′(ω) in both cases, which is expected because the integration
limits do not range throughout 0 to ∞, as noted in the previous section.
However, taking the difference between the splined data on ′(ω) and the
corresponding truncated KK estimate gives a monotonic curve (see insets on
both figures). The difference curves are fitted then to an algebraic equation
(a nearly second-degree polynomial), and the resulting fit is considered the
correction to the truncated KK relation by simply adding it as a term to Eq.
6.
Step 3: Checking the level of errors on the available data
By using the “difference curve” fits described in the previous step as a
correction to the truncated KK relation, we compute again its prediction for
′(ω) for both cases, (i) and (ii), as described previously.
Figs. 7 and 8 show the results of the truncated KK relation with the cor-
rections, made for cases (i) and (ii), respectively. We note that the truncated
KK relation plus correction still fails to reproduce the “fine-scale” details
of the data, but it does reproduce the overall trend of the data within an
upper value of ∼ 1.2% and ∼ 2% of percentual error (relatively to the data),
respectively, as shown in the insets of these figures.
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Figure 5: Truncated KK result using direct data.
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Figure 7: Truncated KK result, with correction, using direct data.
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Figure 8: Truncated KK result, with correction, using the loss tangent fit,
∼ f−2.
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Such gross consistency would be expected for an overall correction, but
more importantly is the fact that the correction itself is a monotonic function
of the frequency (see insets of Figs. 5 and 6). This is an important issue, as
we again note that the KK correction depends on an integral involving the
′′(ω¯) throughout the frequency range. In the truncated case, given that the
integral is limited to a small range of frequencies, it is a nice feature that it
errs by a factor that is a function itself of the frequency. It is not clear at this
point whether this is a mathematically expected feature, or data dependent,
or both.
In any case, these results show that the truncated KK relation, with
“global” correction, does offer, in the data frequency range, an “order of
magnitude” estimate, within ∼ 2% of relative percentual error, to the real
component of the permittivity, given either the imaginary component or the
loss tangent data. Therefore, optimistically, a search for matching extrapo-
lations is indicated, because the correction procedure to the truncated KK
equation will probably not lead to increasing relative percentual errors (in
fact, they are expected to improve on the inclusion of an increasing the fre-
quency range). Any final deviations from the dataset will be, to second
order in the present case, a measure of deviations from the true solution in
the extrapolated range.
At this point we note that it is not trivial to set an error bar to the
extrapolation, as it would come from the relative percentual error of the
correction as well as from intrinsic deviations of the true solution, plus the
hypotheses made. Therefore the indicated error bars in our present approach
will always refer to the maximum percentual error within the data frequency
range.
Step 4: Extrapolating the data
A. Direct procedures
Now we adress the issue of probing the solution space in the extrapolated
range by direct methods. We consider two cases: extrapolating from some
given model or recursively from the splinned data.
Suppose that one has a fluctuation model for the loss tangent, as shown
in Fig. 9. Here we use a completely arbitrary model just for illustrative
purposes. The corresponding ′ and ′′ are shown in Figs. 10 and 11 with
insets showing an amplified view of the level of fluctuations, respecitvely.
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Figure 9: An arbitrary fluctuation model for the loss tangent. Notice that it
deviates from the loss tangent best fit model for the given data range. The
direct extrapolation procedure is used in this model to study the intrinsic
error in correction, as explained in the text.
The model in question is analysed for extrapolations up to 15, 45 and
80 GHz. The final results (with corrections) for the truncated KK relation
are shown in Figs. 12, 13, and 14. It is clear that the relative percentual
error within the data range (8 to 12 GHz) increases with the increasing
extrapolating range. In the first figure, the relative error comes basically from
the intrinsic error in correction. As we include more extrapolation points, the
relative error includes more and more a true measure of the deviation from
the real solution that otherwise would match the dataset more precisely.
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Figure 10: The corresponding ′ distribution for the arbitrary fluctuation
model, obtained from the direct procedure in Sec. 2 (step 4A). The inset
panel shows the model in more detail.
  
Figure 11: The corresponding ′′ distribution for the arbitrary fluctuation
model, obtained from the direct procedure in Sec. 2 (step 4A). The inset
panel shows the model in more detail.
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Figure 12: Truncated KK result, with correction, for extrapolations up to 15
GHz to the arbitrary model.
Such direct probes can be attempted in an automatic fashion by feeding
the computer code with relevant models. Then one checks by comparison
those which better matches the dataset.
A second approach is that given in step 4.1 of previous section in which
we spline the extrapolated point and compute the truncated KK relation
recursively. The difference curve for the whole extrapolated range is obtained
and given an algebraic fit. The difference curve fit is then used to correct to
the truncated KK relation, which is re-calculated.
We have examined this procedure for various coefficients of the integral
term of the truncated KK relation (originally set as 2/pi in the original,
“non-truncated” KK relation, Eq. 6). In one of the cases, we have interated
once more the calculations by “fine-tuning” the correction, adding an overall
small factor, determined by an “eyeball” examination of the 1/(2pi) case.
The results are shown in Fig. 15.
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Figure 13: Truncated KK result, with correction, for extrapolations up to 45
GHz to the arbitrary model.
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Figure 14: Truncated KK result, with correction, for extrapolations up to 80
GHz to the arbitrary model.
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Figure 15: Various extrapolation solutions based on the truncated KK rela-
tion, with correction, applied to the sample dataset, as explained in the text.
Those extrapolations enable us to examine the prediction of the truncated
KK relation, based on the extrapolated values within the data region. Fig.
16 shows a zoom out of the previous figure and the relative percentual errors
are shown in the inset. We observe that a larger coefficient in the integral
term overestimates the fluctuations present in the data, with the exception
of the dip present in the data, which is relatively well traced (see the 2/pi
case). On the other hand, the smaller coefficient, 1/(2pi), traces well the
fluctuations’ amplitudes, except for the downward inflection in the data. As
mentioned previously, we see that an increase in the frequency range of the
integration limits of the truncated KK relation results in a better “small-
scale” tracing of the fluctuations in the data. Such qualitative features can
be taken into account in order to choose the extrapolation which better
matches the underlying “true” solution.
As we mentioned, it is not trivial to quote the error bars of the extrap-
olated results. In Fig. 17, we include error bands for the extrapolations.
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Figure 16: A zoom out of the previous figure, in the range of the dataset,
including part of the initial extrapolation range.
The upper/lower limits of a given band along an extrapolation curve was set
as the maximum relative percentual error in reproducing the original data,
according to the results presented in the previous figure. Such error bands
should not be interpreted literally as the errors involved in extrapolating
the data. We can only state that values within error bands are collectively
compatible with the data, and as such are a solution of the truncated KK
relation, under the hypotheses stated.
In Fig. 18 we present the loss tangent for the initially extrapolated data
(before calculating the ′ values from the truncated KK relation), which was
constrained to follow the f−2 fit, but drawn from the splined data and its
derivatives. We also show the loss tangent for one of the extrapolated results.
The relative difference along the frequence range is shown in the inset. This
view can also serve as a subsequent study model for the material properties.
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Figure 17: Extrapolation results, in the extrapolated range only, including
error bands, defined as the maximum relative percentual error in reproducing
the original data, according to the results presented in Fig. 16
B. Optimization techniques
We implemented our whole procedure into one single function, as out-
lined in Section 2, step 4.2. In order to find the robustness of our procedure,
we performed a simple Downhill Simplex Method [8] to that function, as it
requires only evaluations on functions, and not their derivatives, and it is
simpler to implement. After some tests, a tolerance parameter of 1.996 was
shown to be computationally adequate, resulting in 100 evaluations in order
to find the best solution. (Smaller tolerance values could be used to “push”
the results into more optimized values, but it turned out to be computation-
ally demanding for practical use). The minimum resulting difference in the
areas between the two curves (see details in Section 2, step 4.2), however, was
shown not to approach exactly zero (a perfect match). This is expected, as
the method relies on a truncated KK evaluation and hence, it cannot match
perfectly anyway. In any case, a minimum, optimized value for the extrapo-
lated range can always be found, and it can be chosen as satisfactory. Our
results are shown in Fig. 19.
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Figure 18: The resulting loss tangent retrieved from the initially extrapolated
data, and from one of the extrapolated results (namely, “fine-tuned” model).
The retrieved loss tangent will deviate a certain amount from the original fit.
The relative difference between the retrieved loss tangent and the original
one along the extrapolated frequence range is shown in the inset.
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Figure 19: The optimum extrapolation result.
4. CONCLUSIONS
The present work offers a procedure to extrapolate the complex permit-
tivity (and permeability8) values of a material based on finite frequency data.
As any extrapolation, it is by its own nature a “hazardous” procedure (at
least, as compared to interpolations, see, e.g., [8]). We have attempted to
decrease the potential problems by considering some hypotheses, specially
in what concerns the use of a “truncated” Kramers-Kronig relation, with an
overall correction.
We have evaluated in detail the level and nature of errors, and have found
that, once an extrapolation base is fixed (e.g., under some hypotheses), the
method is intrinsically robust to within a few percentual errors. However, it
8Specific results for the permeability parameter were not shown, as the method is
essentially the same.
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is important to note that we are not stating that the extrapolated results are
correct to that level of errors. It is clear that experimental measurements
should be performed in order to verify whether the hypotheses assumed ini-
tially stand against actual behavior of the data. Finally, we have tested the
feasibility of the procedure for optimization techniques, by performing a sim-
ple test evaluation, which was shown to be adequate. We leave for future
work a more thorough analysis of the better optimization strategy for the
present problem.
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