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Quantum mechanics manifests in experimental observations in several ways. Hauge et al. (1987)
and Leavens et al. (1989) had pointed out that interference effects dominate a physical quantity
called injectance. We show that, very paradoxically, the interference related term vanish in a
quantum regime making semi-classical formula for injectance exact in this regime. This can have
useful implications to experimentalists as semi-classical formulas are much more simple. There are
other puzzling facts in this regime like an ensemble of particles can be transmitted without any time
delay or negative time delays, whereas the reflected particles are associated with a time delay.
A series of experiments has recently confirmed that
scattering phase shifts in quantum mechanics can be
measured1–4 . Non-locality in quantum mechanics does
not allow us to determine a particular path in which
the electron wave propagates. This is unlike classical
waves. This problem was overcome by using additional
probes and controlled decoherence2. Ref. [5] confirms
that Hilbert transform of the measured conductance data
gives the measured phase data which confirms that the
scattering phase shift was correctly measured. Thus the
scattering phase shift as well as the scattering cross sec-
tion of an arbitrary quantum system (say, its impurity
configuration and confinement potential is not known)
can be measured. While measuring scattering cross sec-
tion is an old story, measuring scattering phase shifts is
novel and new. So one can ask the question that from
the measured scattering phase shift what can we learn
about the quantum system.
Friedel sum rule (FSR) relates scattering phase shift
to density of states (DOS) in the system and Wigner
Smith delay time (WSDT) relates scattering phase shift
to a time scale at the resonances. The two are basi-
cally the same as both density of states and life time
of a resonance are given by the imaginary part of the
retarded Greens function. Although, it is to be noted
that different works have interpreted the WSDT in dif-
ferent ways which will be discussed later. They (FSR and
WSDT) are semi-classical formulas that are not a pri-
ori applicable to quantum systems in mesoscopic regime.
The quantum versions of these formulas are not com-
pletely in terms of the experimental data. A number of
works has studied FSR and WSDT in the single channel
case6,7,18,19. Ref. [6] has shown that in the single prop-
agating channel regime, for any arbitrary potential that
has symmetry in x-direction i.e., V (x, y) = V (−x, y),
FSR and WSDT are exact at the resonances of the sys-
tem, essentially due to the fact that the resonances are
Fano resonances. Another physical quantity of interest
is injectivity or injectance8. In this work we calculate
injectivity and injectance in the single channel as well as
two channel regime, as this also reveals the paradoxical
nature of the scattering phase shift at Fano resonance.
Let us consider plane wave incident from left hand
side on a three dimensional scatterer. The scattered or
asymptotic wave function in spherical polar coordinates
(r, θ, φ) is given by9,
1
r
sin(kr − lpi
2
+ θt)Plcos(φ)
Here θt is the scattering phase shift. Assume a large
sphere of radius R and let us count the number of nodes
inside the sphere. Number of states is one more than the
number of nodes (number of nodes +1). To count the
number of nodes inside the sphere we can set the wave
function to zero on the boundary of the sphere, i.e.,10
kR− lpi
2
+ θt = npi or,
dθt
dk
+R =
dn
dk
pi (1)
In absence of scatterer,
kR = n0pi or,R =
dn0
dk
pi (2)
As, E = ~
2k2
2me
, we get from (1) and (2), dθt
dE
= pi[ρ(E) −
ρ0(E)] where, ρ(E) =
dn
dE
is the density of states in the
presence of scatterer and ρ0(E) =
dn0
dE
is the density of
states in the absence of scatterer. Instead one can put
θt + kR ≡ θt that is scattering phase shift is defined
with respect to phase shift kR in absence of scatterer. In
which case FSR becomes10,
dθt
dE
= piρ(E) (3)
In the rest of the paper we will use this definition for
scattering phase shift. This is a semi-classical result be-
cause it is valid only when, dn ≪ n. This assumption
is related to non-dispersive wave packets or stationary
phase approximation as shown below. In this case we
restrict to one dimension as Eq. (3) can be shown in one
dimension too where the large sphere of radius R become
just two points at a large distance of x = ±R.
Consider a wave packet incident from left on a one di-
mensional scatterer, i.e., ψin(x, t) =
∫ +∞
−∞ ake
ikx−iωtdk.
After scattering the transmitted wave packet at (x +
∆x, t+∆t) is,
ψsc(x+∆x, t+∆t) =
2FIG. 1: The figure shows a wave packet is incident on a barrier
of height V in one dimension. a)The energy of incidence E of
the centroid of the wave packet is much larger than the barrier
potential V, i.e E ≫ V , and, b) The energy of incidence E is
much smaller than the barrier potential V, i.e E ≪ V . These
limits correspond to semi-classical regimes.
∫ +∞
−∞
| t(k) | akeik(x+∆x)−iω(t+∆t)+iθtdk (4)
where, t(k) is the transmission amplitude and θt is its
phase. A classical particle is either transmitted com-
pletely or reflected completely without any distortion.
Assuming there is no reflected part, along with the as-
sumption of no dispersion of wave packet (known as sta-
tionary phase approximation), we can write,
kx+ k∆x− ωt− ω∆t+ θt = K (5)
where K is a constant. This implies that the phase of the
amplitude component ak remain stationary or that the
wave packet remains undispersed. Therefore from (5),
dθt
dω
= ∆t− ∆x
vg
or, ~
dθt
dE
= ∆t−∆t0 (6)
where vg =
dω
dk
is the group velocity. Semi-classical
behavior is pictorially depicted in figures 1a) and 1b).
When E ≫ V then a wave packet can get com-
pletely transmitted with Eq. (5) approximately satis-
fied (it is never exactly satisfied as electron dispersion
is quadratic). It can also happen when E ≪ V then a
wave packet can get completely reflected with very little
dispersion. In this case, θt is to be replaced by θr, the
reflected phase shift. Thus we find that when a wave
packet remains undispersed, then the time spent by the
particle in the scattered region (∆t − ∆t0), is given by
energy derivative of scattering phase shift. This life time
(WSDT) is also related to DOS as both are given by the
imaginary part of retarded Green’s function [ref. [11]
page 155-156]. Hence, as we have seen in Eq. (3), the
DOS can also be found from the energy derivative of scat-
tering phase shift, which is FSR. These formulas are obvi-
ously not valid in the quantum regime i.e., E ∼ V , where
there will be transmission as well as reflection. Also in
this regime the scattering phase shifts will be so strongly
energy dependent that stationary phase approximation
cannot remain valid and a wave packet will always un-
dergo dispersion. Refs. [12,13] have looked into the one
dimensional problem when both transmission and reflec-
tion is present. They have computed the correction term
and explained the significance of it. They have shown
that the correction term arises because of quantum inter-
ference effect. Note that both dispersion and quantum
interference arises due to the superposition principle in
quantum mechanics. Their result will be discussed latter.
The quantum regime can be treated exactly and also
yields the following formula for time known as Larmor
precession time (LPT)8,
τ(α, r, β) = − ~
4pii
[
s†αβ
∆sαβ
e∆U(r)
− ∆s
†
αβ
e∆U(r)
sαβ
]
(7)
Connection between LPT and WSDT or FSR is ex-
plained below. τ(α, r, β) is the time spent by one particle
incident along channel β and scattered to channel α at r.
LPT is exact in the sense that when summed over α and
β and divided by ~, it gives the exact DOS as calculated
from the internal wave function. ∆ stands for functional
derivative. Note that the functional derivative is with re-
spect to the local potential implying that exact DOS can-
not be expressed using asymptotic wave function alone.
Dividing Eq. (7) by ~ we get a partial local density of
states (PLDOS) for such a process (a particle incident
along β and scattered to α). That is τ(α,r,β)
~
= ν(α, r, β),
where ν(α, r, β) is partial local density of states. Such a
process requires to specify both the incoming and out-
going channel which is impossible in quantum mechanics
because a single particle in quantum mechanics behave
probabilistically when it encounters a potential and gets
scattered. Only when an ensemble of particles is consid-
ered, the probability of transmission and that of reflec-
tion are given by Schro¨dinger equation. One can indi-
rectly measure the consequences of such a PLDOS8, but
an experimental set up that can directly probe this PL-
DOS requires us to take a sum over at least one of the
channels (i.e., α or β). So, we can specify the incoming
channel and scattering can take the particle to any arbi-
trary output channel. That is,
∑
α ν(α, r, β) = I(r, β) is
a physical quantity called injectivity.
I(r, β) =
∑
α
− 1
4pii
[
s†αβ
∆sαβ
e∆U(r)
− ∆s
†
αβ
e∆U(r)
sαβ
]
=
∑
α
− 1
2pi
| sαβ |2
∆θsαβ
e∆U(r)
(8)
where, θsαβ = arctan
Im(sαβ)
Re(sαβ)
. This quantity can be ex-
perimentally observed and is the topic of study in this
3work. A typical situation where this quantity can be ob-
served is when we bring a scanning tunneling microscope
(STM) tip close to a mesoscopic sample at r connected
to one or more leads. Injectivity gives current delivered
by the tip.
When injectivity is summed over β then we get DOS
which has been studied earlier6. Not summing over β
reveals the true nature of the paradox. This is because
then the incident wave packet comes along a single chan-
nel β and after scattering it will either disperse or will
not disperse. If we sum over β then the incidence is along
all possible channels. So wave packets are incident along
β channels and their scattering and dispersion can com-
pensate each other. Also refs. [12,13] have calculated the
correction term for this injectivity in the single channel
case and the paradox can be quantitatively explained in
terms of this correction term. The semi-classical limit
can be obtained from the following substitution,
−
∫
Ω
d3r
∆
e∆U(r)
−→ d
dE
(9)
Hence,
I(E) ≈
∑
α
1
2pi
| sαβ |2 d
dE
θsαβ (10)
This quantity is called injectance. | sαβ |2 appears be-
cause when we allow scattering (Eq. (6) correspond to a
case when everything is transmitted without scattering)
then | sαβ |2 number of particles are scattered from chan-
nel β to channel α and each ones contribution to time is
related to
dθsαβ
dE
. In the single channel case, it can be
explicitly written as
I(E) ≈ 1
2pi
[
| r |2 dθr
dE
+ | t |2 dθt
dE
]
(11)
The approximate equality can be replaced by an equality
if we add a correction term on the right hand side12,13.
I(E) =
1
2pi
[
| r |2 dθr
dE
+ | t |2 dθt
dE
+
me | r |
~k2
sin(θr)
]
(12)
where k is the wave vector of the incident channel. Refs.
[12,13] have stressed that the correction term can be zero
if | r |= 0 (corresponding to Fig.1a)), but sin(θr) cannot
be zero as it comes from quantum interference which is al-
ways there in a quantum system. sin(θr) can be zero only
when the potential is infinitely high because then there
is obviously no interference effect12,13 (corresponding to
Fig.1b)). Or it sometimes become zero far away from res-
onances that are almost classical regimes12,13. Therefore,
just as dispersion of a wave packet cannot disappear, in-
terference effects cannot disappear. Both originate from
the linear superposition principle in quantum mechanics.
Only when dispersion or interference can be ignored we
get the semi-classical limit, i.e, Eq. (10).
We will first show that there is a situation where sin(θr)
can become zero at a resonance where | r |6= 0, making
FIG. 2: A general scattering problem in quasi one dimension.
The reservoir L inject electrons to the left lead L and hence to
the scattering region with arbitrary potential Vg(x, y), shown
by the shaded region. Reservoir R absorb electrons transmit-
ted through the shaded region, through right lead R. The elec-
trons reflected from the shaded region are collected in reser-
voir L. Here we have considered one propagating channel in
the leads and electrons are incident from the left.
(10) exact in a quantum regime. This is in complete con-
tradiction to what is known so far12,13. A general proof
for a single channel scattering is given below. This can
have useful implications to experimentalists in the sense
that although injectance depends on the potential inside
the scatterer, it can be determined from asymptotic wave
function that can be experimentally measured. Consider
a quasi one dimensional (Q1D) system with scattering
potential Vg(x, y) shown in Fig.2 by the shaded region.
Lead L and lead R connect the system to electron reser-
voirs L and R, respectively. They act as source and sink
for electrons, respectively. The confinement potential in
the leads, in the y-direction (or, transverse direction) is
taken to be hard wall, given by,
V (y) =∞ for | y |≥ W
2
= 0 for | y |< W
2
The Schro¨dinger equation in the two dimensional system
(the third direction is eliminated by quantization11) is,[
− ~
2
2me
(
∂2
∂x2
+
∂2
∂y2
)
+ V (y) + Vg(x, y)
]
Ψ(x, y)
= EΨ(x, y) (13)
where me is the mass of the electron, W is the width of
leads L and R. In the leads where there is no scatterer
(Vg(x, y) = 0), the Schro¨dinger equation can be decou-
pled. The y-component is,[
− ~
2
2me
d2
dy2
+ V (y)
]
χm(y) = εmχm(y) (14)
4and the x-component is,
− ~
2
2me
d2
dx2
cm(x) = (E − εm)cm(x) (15)
with χm(y) =
√
2
W
sin mpi
W
(y + W2 ) and εm =
m2pi2~2
2meW 2
. E
is the energy of incidence from reservoir L, given by,
E = Em,km =
m2pi2~2
2meW 2
+
~
2k2m
2me
(16)
It is known that for potentials that have symmetry in x-
direction, i.e.,V (x, y) = V (−x, y), we can write solutions
to (15) given below.
cem(x) =
∞∑
m=1
(δmne
−ikmx − Semneikmx)
1√
km
(17)
com(x) =
∞∑
m=1
(δmne
−ikmx − Somneikmx)
1√
km
(18)
where, cem(x) = c
e
m(−x) and com(x) = −com(−x). Then
both transmitted wave function (at x > a) and reflected
wave function (at x < −a) are given by6,15
cm(x) =
cem(x) − com(x)
2
(19)
E can be so adjusted by adjusting the Fermi energy of
reservoir L, that pi
2
~
2
2meW 2
< E < 4pi
2
~
2
2meW 2
. Then k1 is real
and from (17), (18) and (19)
c1(x) = e
ik1x + r˜11e
−ik1x for x < −a
= t˜11e
ik1x for x > a
where
r˜11 = − (S
o
11 + S
e
11)
2
(20)
t˜11 =
(So11 − Se11)
2
(21)
For m > 1, energy conservation in (16) is not violated
as k2m can become negative. That yields evanescent solu-
tions with km → iκm. Inclusion of the evanescent modes
is very important to get the correct solutions. Due to the
same principle, i.e., any function can be written as a sum
of an even function and odd function and any square ma-
trix can be written as a sum of a symmetric matrix and
an anti-symmetric matrix, the wave function in the scat-
tering region (−a < x < a) can be written as a sum of
an even function and an odd function. We denote them
as ηem(x, y) and η
o
m(x, y), i.e., Ψ(x, y) =
ηem(x,y)+η
o
m(x,y)
2
for −a < x < a.
ηem(x, y) =
∞∑
n=1
dnζ
e
n(x, y) (22)
ηom(x, y) =
∞∑
n=1
dnζ
o
n(x, y) (23)
ζen and ζ
o
n are the basis states that satisfy the condition
that they go to zero at the upper edge and lower edge of
the shaded region in Fig.2.
One can define the matrix elements,
F eom,n =
2
W (kmkn)
1
2
∫ b
−b
χm(y)
(
∂ζeon
∂x
)
x=a
dy (24)
Here eo stands for even or odd, i.e., e/o. One can match
the wave function and conserve the current at x = ±a
for all y to obtain a matrix equation given by,
∞∑
n=1
[F eorn − iδrn] eiknaSeonm = [F eorm + iδrm] e−ikma (25)
Solving for Seomn, we can find the scattering matrix ele-
ments. Bound states can be determined from the singu-
larities of the matrix equation (25), on setting right hand
side to zero. That is
det [F eocc − i1] = 0 (26)
Here ‘cc’ means evanescent channel (or closed channel)
for which both km and kn in (24, 25), are imaginary.
Solving Eq. (25), one can get6,15,
Seo11 = e
−2ik1aG
eo + i
Geo − i = e
2iarccot[Geo] = e2iθ
eo
(27)
where,
Geo = F eo11 −
∑
m=2,n=2
F eo1n
[
(F eocc − i1)−1
]
nm
F eom1 (28)
and
θeo = arccot[Geo] (29)
Here scattering phase shift θeo is defined with respect to
phase shift in the absence of scatterer. Putting (27) in
(20), (21) and defining new variables,
φ = θe − θo and θr = θe + θo (30)
we get transmission amplitude and reflection amplitude
t˜11 = i sin(φ)e
iθr and r˜11 = cos(φ)e
iθr (31)
The correction term in (12) is me|r˜11|
~k2
1
sin(θr).
Threshold energy E for the second channel is given
by E = 4pi
2
~
2
2meW 2
, i.e., above this energy k2 becomes real.
Below this energy the second channel can have bound
states. Such bound states will occur at energies given
by the solution to Eq. (26). At these energies the first
channel can be propagating as its threshold is given by
E = pi
2
~
2
2meW 2
and S11 is given by Eq. (27). But at bound
5FIG. 3: A similar scattering set up as in Fig.2, with gen-
eral potential Vg(x, y) replaced by a delta function poten-
tial γδ(x)δ(y− yj). Here we are considering two propagating
channels. Incidence is along only one channel which is the
fundamental channel (m = 1) from the left.
state energy, Geo will diverge as it includes matrix ele-
ments of [F eocc − i1]−1 as can be seen from equations (26)
and (28). That in turn implies that at resonance (as can
be seen from Eq. (29))
θe = ppi and θo = qpi (32)
Therefore, from Eq. (32),
sin(θr) = sin(θ
e + θo) = 0 (33)
Thus we have shown that the correction term in Eq. (12)
is zero precisely because sin(θr) = 0 but | r |6= 0 (30, 31).
Note that if we ignore the correction term, then all terms
on right hand side can be determined experimentally by
measuring asymptotic solutions. So injectance can be
known from the asymptotic solutions. So the correction
term being zero at a resonance can have useful implica-
tion to experimentalists.
We cannot study the multichannel case generally. We
will study the two channel case for a particular poten-
tial, i.e., Vg(x, y) = γδ(x)δ(y − yj), to show the para-
dox there along with other puzzling facts. In Fig 3, the
shaded region is a two dimensional quantum wire with a
delta function potential at position (0, yj) marked X. The
dotted lines represent the fact that the quantum wire is
connected to electron reservoirs.
Injectance can be obtained from the scattering (S) ma-
trix as described earlier, for the system described in Fig 3.
The two channel injectance with incidence along m = 1
channel from left as shown in Fig.3, in the semi-classical
limit is given by,
I1(E) ≈ 1
2pi
[
| r11 |2 dθr11
dE
+ | r12 |2 dθr12
dE
+ | t11 |2 dθt11
dE
+ | t12 |2 dθt12
dE
]
(34)
Here, the subscript 1 signifies the incident channel trans-
verse quantum number, i.e., m = 1. We can break this
up as I1(E) ≈ IL1 (E) + IR1 (E), where,
IL1 (E) =
1
2pi
{
| r11 |2 dθr11
dE
+ | r12 |2 dθr12
dE
}
(35)
and
IR1 (E) =
1
2pi
{
| t11 |2 dθt11
dE
+ | t12 |2 dθt12
dE
}
(36)
That is, IL1 (E) consist of reflection channels and I
R
1 (E)
consist of transmission channels. The correction term
depends on parameters of the incident channel only and
gives the following identity.
I1(E) = I
L
1 (E) + I
R
1 (E) +
1
2pi
me | r11 |
~k21
sin(θr11) (37)
In the similar way, injectance of channel 2 is,
I2(E) =
1
2pi
[
| r22 |2 dθr22
dE
+ | r21 |2 dθr21
dE
+ | t22 |2 dθt22
dE
+ | t21 |2 dθt21
dE
+
me | r22 |
~k22
sin(θr22)
]
(38)
and in the semi-classical limit, it is given by,
I2(E) ≈ 1
2pi
[
| r22 |2 dθr22
dE
+ | r21 |2 dθr21
dE
+ | t22 |2 dθt22
dE
+ | t21 |2 dθt21
dE
]
(39)
We have verified this numerically. The RHS can be de-
termined from the S-matrix. This S-matrix approach is
easily accessible to experimentalists. We will now cal-
culate this injectance from internal wave function which
allows numerical verification.
I1(E) =
∫ ∞
−∞
dx
∫ W
2
−W
2
dy
∑
k1
|Ψ(x, y, 1)|2 δ(E − E1,k1)
(40)
where Ψ(x, y, 1) is the wave function in the scattering
region for incidence along channel m = 1, and is of the
form16,
Ψ(x, y, 1) =
∑
m
fm(x, 1)χm(y) (41)
Here χm(y)s are solutions in the leads in the transverse
direction which is a square well potential in y-direction.
χm(y)s form a complete set and (41) is derived from the
fact that at a given point x, the wave function in the
scattering region can be expanded in terms of χm(y)s.
fms are generally of the form given below
16,
f1(x, 1) = e
ik1x + r11e
−ik1x for x < 0
= t11e
ik1x for x > 0
f2(x, 1) = r12e
−ik2x for x < 0
= t12e
ik2x for x > 0
6and for m > 2,
fm(x, 1) = r1me
κmx for x < 0
= t1me
−κmx for x > 0
Here rmn and tmn are unknowns to be determined. The
scattering problem described above can be solved using
mode matching technique16. The reflection amplitudes
are given by,
rmn(E) = −
i Γmn
2
√
kmkn
1 +
∑
e
Γee
2κe
+ i
∑
m
Γmm
2km
(42)
Γmn is the coupling strength betweenm
th and nth modes,
given by Γmn = γ sin
mpi
W
(yj +
W
2 ) sin
npi
W
(yj +
W
2 ). The
transmission amplitudes are given by, tmn(E) = rmn(E)
for m 6= n and, tmm(E) = 1 + rmm(E).
∑
e denotes
sum over evanescent modes and runs from 3 to ∞, while∑
m denotes the same for propagating modes (i.e. m=1
and m=2). θrmn = arctan
Im(rmn)
Re(rmn)
. We will present our
results for the case of two propagating channels but the
analysis and results are same for any number of channels.
If the delta function potential is negative (γ < 0) then
there can be bound states16. In general, the quasi bound
state for channel m=s is given by,
1 +
∞∑
e=s
Γee
2κe
= 0 (43)
Only the bound state for m=1 channel is a true bound
state and it is given by the solution to the following equa-
tion, 1 +
∑∞
e=1
Γee
2κe
= 0. The bound state for m=2 is
given by, 1 +
∑∞
e=2
Γee
2κe
= 0. At this energy we get a
bound state for m=2, but at that energy m=1 channel is
a propagating channel. Hence the bound state given by
this equation is a quasi bound state or a resonance.
The delta function in Eq. (40) summed over k1 can be
shown to yield a factor 1
hv1
, where v1 =
~k1
m
. Using the
orthonormality of χm(y)s, we get,
I1(E) =
1
hv1
[∫ ∞
−∞
dx
∑
m
|fm(x, 1)|2
]
=
1
hv1
[∫ ∞
−∞
dx | f1(x, 1) |2 +
∫ ∞
−∞
dx | f2(x, 1) |2
+
∫ ∞
−∞
dx | f3(x, 1) |2 +
∫ ∞
−∞
dx | f4(x, 1) |2 + · · ·
]
Substituting the values of fm(x, 1)s, we get,
I1(E) =
1
hv1
[∫ 0
−∞
dx
[
1+ | r11 |2 +2 | r11 | cos(2k1x+ φ1)
]
+
∫ ∞
0
dx | t11 |2 +
∫ 0
−∞
dx | r12 |2 +
∫ ∞
0
dx | t12 |2
+
| t13 |2
κ3
+
| t14 |2
κ4
+ · · ·
]
40 50 60 70 80 90
EW2
0.001 0.001
0.01 0.01
0.1 0.1
1 1
I 1
(E
), I
2(E
)
FIG. 4: The plot is of injectance versusEW 2 for γ = −13, and
yj = .45W . The solid curve shows semi-classical injectance of
channel 1 (i.e., incidence is along m = 1 from left) calculated
using S-matrix (Eq. (34)), the dot-dashed curve is the ex-
act injectance, for the same channel calculated using internal
wave function (Eq. (45)). The dotted curve is semi-classical
injectance for channel 2 from S-matrix (Eq. (39)), the dashed
curve is the exact injectance, for channel 2 (i.e., incidence is
along m = 2 from left) calculated using internal wave func-
tion (Eq. (46)). We use ~ = 1, 2m = 1. The figure shows
that semi-classical formula becomes exact at resonance where
there is a peak in injectance.
Here, r11 =| r11 | e−iφ1 . Note that for m > 2,
∫ ∞
−∞
dx
∑
m
|fm(x, 1)|2
= | t1m |2
[∫ 0
−∞
e2κmxdx+
∫ ∞
0
e−2κmxdx
]
=
| t1m |2
κm
Using time reversal symmetry, i.e, r12 = r21 and t12 =
t21, we get,
I1(E) =
1+ | r11 |2 + | r21 |2
hv1
∫ 0
−∞
dx
+
| t11 |2 + | t21 |2
hv1
∫ ∞
0
dx
+
2 | r11 |
hv1
∫ 0
−∞
dx cos(2k1x+ φ1)
+
1
hv1
( | t13 |2
κ3
+
| t14 |2
κ4
+ · · ·
)
Adding and subtracting the following terms,
|t11|2
hv1
∫ 0
−∞
dx,
|t21|2
hv1
∫ 0
−∞
dx,
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FIG. 5: The plot is of injectance versusEW 2 for γ = −15, and
yj = .45W . The solid curve shows semi-classical injectance of
channel 1 (i.e., incidence is along m = 1 from left) calculated
using S-matrix (Eq. (34)), the dot-dashed curve is the ex-
act injectance, for the same channel calculated using internal
wave function (Eq. (45)). The dotted curve is semi-classical
injectance for channel 2 from S-matrix (Eq. (39)), the dashed
curve is the exact injectance, for channel 2 (i.e., incidence is
along m = 2 from left) calculated using internal wave func-
tion (Eq. (46)). We use ~ = 1, 2m = 1. The figure shows
that semi-classical formula becomes exact at resonance where
there is a peak in injectance.
and using the fact that,
|t11|2
hv1
∫ 0
−∞
dx =
|t11|2
hv1
∫ ∞
0
dx
and, | r11 |2 + | r21 |2 + | t11 |2 + | t21 |2= 1, we get,
I1(E) =
1
hv1
∫ ∞
−∞
dx+
| r11 |
hv1
∫ ∞
−∞
dx cos(2k1x+ φ1)
+
1
hv1
( | t13 |2
κ3
+
| t14 |2
κ4
+ ··
)
(44)
1
hv1
∫∞
−∞ dx = I0(E) is the injectance in the absence of
scatterer. Again if the scattering phase shift is defined
with respect to the phase shift in absence of scatterer
then this term can be dropped.
Now, ∫ ∞
−∞
dx cos(2k1x+ φ1) = δ(2k1) cos(φ1)
As k1 = 0 is not a propagating state contributing to
transport, hence this term of Eq. (44) reduces to zero,
and we are left with,
I1(E) =
1
hv1
( | t13 |2
κ3
+
| t14 |2
κ4
+ · · ··
)
(45)
Similarly, for incidence along channel 2, one can obtain
the injectance,
I2(E) =
1
hv2
( | t23 |2
κ3
+
| t24 |2
κ4
+ · · ··
)
(46)
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FIG. 6: Here we are using the same parameters as that of
Fig 5. The solid curve shows 30x| r11 |
2, the dotted curve is
for θr11 . The dashed curve is for 5x| r12 |
2. The figure shows
that at resonance, there is large fluctuation in | r11 |
2, θr11
and | r12 |
2. Also it shows that | r11 |6= 0 but sin(θr11) = 0.
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FIG. 7: Here we are using the same parameters as that of
Fig 5. The solid curve shows (3.5x| t11 |
2 −2.5), the dotted
curve is for 7.0xθt11 . The dashed curve is for 5x| t12 |
2, and
the dot-dashed curve is for θt12 − 0.6. The figure shows that
at resonance, there is large fluctuation in | t11 |
2, θt11 , θt12
and| t12 |
2.
Note that contribution to injectance come from evanes-
cent channels only. This is a tunneling problem because
the lateral confinement makes the effective potential very
large and extended in the propagating direction17. In fig-
ures 4 and 5 we consider two propagating channels and
show that semi-classical formula for injectance becomes
exact at a resonance. Injectance for both the channels is
shown. I1(E) is the injectance for incidence along chan-
nel 1 and I2(E) is the same for incidence along channel
2. The resonance condition is given by Eq. (43) and this
occur at EW 2 = 85.62 in Fig.4 and at EW 2 = 84.29
in Fig.5. At the resonant energy we can see a peak
in the injectance in both channels which is a conse-
quence of the resonance. At the peak, solid curve (semi-
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FIG. 8: Here we are using the same parameters as in Fig.4.
The solid curve shows 10xIR1 (E), the dashed line is for I
R
2 (E).
Both of them get exactly zero at the resonance i.e., at EW 2 =
85.62.
classical I1(E) obtained from Eq.(34)) coincides with
dot-dashed curve (exact I1(E) obtained from Eq.(45)),
and, dotted curve (semi-classical I2(E) obtained from
Eq.(39)) coincides with dashed curve (exact I2(E) ob-
tained from Eq.(46)). Exactness of the semi-classical
formula is counter-intuitive because at this point scat-
tering probability and scattering phase shift show strong
energy dependence, so the stationary phase approxima-
tion needed to get (34), (39) cannot be valid. Also at this
energy, | r11 |6= 0 and | r22 |6= 0, rather, sin(θr11) = 0 and
sin(θr22) = 0 implying interference effects disappear and
so correction term in (34, 38) disappear making semi-
classical formula exact. All this along with the energy
dependence of the scattering matrix elements can be seen
in Fig.6 and Fig.7 for the parameters used in Fig.5. The
negative slope in the scattering phase shift θt11 (see dot-
ted curve in Fig.6) is due to Fano resonance18 and an-
other puzzling feature, explained below.
It can be proved that IR1,2(E) = 0 at Fano resonance,
from (36) and (42). It is shown in figures 8 and 9 for
the parameters used in figures 4 and 5 respectively. As
explained before that IR1,2(E) (within a factor of ~) is a
time scale associated with particles that escape to the
right lead. There has been a great amount of contro-
versy regarding, what negative or zero times mean. Note
that IR2 (E) (dashed curve in Fig.8 and Fig.9) becomes
negative for 40 < EW 2 < 50. So far researchers have
mainly studied this low energy quantum regime [20–25]
for observing and understanding negative time scales. In
this regime the correction term is non-zero. I2(E) as
defined in Eq. (46) (within a factor of ~) is known as
dwell time and it is definitely positive. Each of the four
times on the RHS of Eq. (38) are Wigner Smith delay
time (again within a factor of ~). The controversies arise
due to the lack of equality (between dashed and dotted
curves in figures 4 and 5 ) between (38) and (46), which
leaves room for different interpretations of the different
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FIG. 9: Here we are using the same parameters as in Fig.5.
The solid curve shows 10xIR1 (E), the dashed line is for I
R
2 (E).
Both of them get exactly zero at the resonance i.e., at EW 2 =
84.29.
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FIG. 10: Here the energy dependence of | t22 |
2 is shown,
using the same variables as in Fig.5.
times. So, negative times are also subject to interpreta-
tions. Many of these times are experimentally accessible
[26]. Only at EW 2 = 39.51 when k2 → 0, the correction
term disappear because V
k2
→ ∞ (see Fig.1b)). Hence if
someone can do an experiment at this energy then the
negative times may be observed and experimental results
are free of controversy. But at this point quite ironically,
|t22| → 0 and so one has to wait infinitely long to see a
negative time delay that is free from controversies. On
the other hand at the Fano resonance (EW 2 = 85.62
in Fig.8 and at EW 2 = 84.29 in Fig.9), both the solid
curve and the dashed curve become zero, implying there
are time scales that go to zero at this energy. So the
same puzzling question can be asked again, as to how
can time scales be negative or zero? Unlike the low en-
ergy regime, at this energy, the correction term is zero
implying Wigner Smith delay times add up to give dwell
time, and also transmission is finite. We show the finite-
9ness of | t22 |2, for same parameters as in Fig.5, in Fig.10.
So there is no room for different interpretations and also
one does not have to wait infinitely to observe a negative
or zero time delay. In fact |t22|2 dθt22dE is strongly negative
here and so if one observes the transmission to the m = 2
channel on the left to m = 2 channel on the right, then
one can see strongly negative delays. It should not be
difficult to separate such transmission processes from t21
transmission processes, as in the former case the trans-
mitted wave packet move much slowly (being constructed
from k2 instead of k1). Experimentalists may try to do
similar experiments in this regime. Specially as one can
see, the transmissions at this energy is finite.
Study of injectance of a quantum system coupled to
finite thickness leads has established many novel facts.
First of all the correction term to injectance, obtained
by [12] and [13], become zero very paradoxically in a
quantum regime of a Fano resonance. For single channel
leads this has been proved generally and for multichan-
nel leads this has been shown for a delta function poten-
tial. Thus, semi-classical formulas become exact at Fano
resonance. All the terms that appear in semi-classical
formulas can be determined experimentally from asymp-
totic wave functions. Hence, although injectance strongly
depend on the scattering potential, can be determined
without knowing the scattering potential. Besides, the
quantum interference term going to zero can unambigu-
ously establish the possibility of negative time scales in
quantum mechanics.
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