Abstract. A question of Erdős asks if for every pair of positive integers r and k, there exists a graph H having girthpHq " k and the property that every r-colouring of the edges of H yields a monochromatic cycle C k . The existence of such graphs was confirmed by the third author and Ruciński.
§1. Introduction
For an integer r ě 2 and graphs H and F , we write H Ñ pF q r if every r-colouring of the edges of H yields a monochromatic copy of F . If H Ñ pF q r , we say that H is Ramsey for F for r colours. It follows from Ramsey's theorem that for every graph F and for every positive integer r, there exists a graph H such that H Ñ pF q r . We consider three Ramsey-type problems that pertain to cycles in graphs and hypergraphs.
Cycles in Graphs.
Our first result relates to a problem suggested by Erdős (see, e.g., [8] ), which asks if for every pair of positive integers r and k, there exists a graph H having girthpHq at least k and the Ramsey property H Ñ pC k q r . The existence of such graphs was first established in [23] . We address the associated numerical problem. (see, e.g., [10] ). This leads to the following corollary, which shows that the additional girth requirement on H leads to a Ramsey graph of order comparable to RpC k , rq. In Section 6, we will further expand upon Theorem 1.1. In particular, we prove a lower bound and give a simpler proof for the cases k " 4 and k " 6.
Arithmetic Progressions.
For a subset S Ď N and integers k ě 3 and r ě 2,
we write S Ñ pAP k q r to signify that every r-colouring of the integers in S yields a monochromatic arithmetic progression of length k. Van der Waerden's theorem shows for all integers k ě 3 and r ě 2 that there is some integer N such that rN s Ñ pAP k q r , where we denote by rN s the set of the first N positive integers t1, 2, . . . , N u. Several refinements of this well known theorem have been considered. One generalisation, suggested by Erdős [9] , asks if for all k ě 3 and r ě 2, there exists an AP k`1 -free set S Ď N that has the property S Ñ pAP k q r , where a set is AP k`1 -free if it does not contain an arithmetic progression of length k`1. This was answered independently by Spencer [28] and by Nešetřil and Rödl [19] . Moreover, Graham and Nešetřil [15] showed that there exist arbitrarily large AP k`1 -free sets S that have the property S Ñ pAP k q r and are minimal in the sense that, for every s P S, the subset S 1 " S tsu fails have the van der Waerden property, i.e., S 1 Û pAP k q r .
Furthermore, one may want to restrict the structure of the arithmetic progressions of length k in a set S Ď N, but keep the van der Waerden property. That is, consider the system of copies of arithmetic progression of length k in S, which is the k-uniform hypergraph pS,`S AP k˘q on the vertex set S with edge set`S AP k˘c onsisting of the k element subsets of S that form arithmetic progressions of length k. For a simpler notation, it will be convenient to identify this hypergraph just by its edge set. Moreover, we denote its chromatic number simply by χ`S AP k˘i nstead of χp`S AP k˘q . Similarly, we suppress the outer pair of parentheses for other numerical hypergraph parameters as well.
Observe that S Ñ pAP k q r if and only if the chromatic number satisfies χ`S AP k˘ą r. Hence, van der Waerden's theorem establishes that for fixed k, the chromatic number χ`r N s AP k˘Ñ 8 1 We denote by log the binary logarithm and by ln the natural logarithm.
as N tends to infinity. In view of the result of Erdős and Hajnal [11] , which establishes the existence of hypergraphs having both large chromatic number and large girth, it is naturally to ask the following. Does for all k, g ě 3, and r ě 2 there exist a set S Ď N so that the hypergraph`S AP k˘s atisfies both the properties
girth`S AP k˘ě g ?
As usual we say a k-uniform hypergraph has girth at least g if, for any integer h with 2 ď h ă g, any subset of h edges span at least pk´1qh`1 vertices. In particular, girth`S AP k˘ě 3 implies that no two arithmetic progressions can intersect in more than one point, which implies that S is AP k`1 -free. The existence of sets S Ď N satisfying properties (P1) and (P2) was established in [22] (see also [23] ) and our next result gives an upper bound for the size of the smallest such set S. To illustrate the result, consider the special case k " 3 for fixed g ě 3. A result of Sanders [25] (see also [3] ) implies that vdWp3; rq ď exp`r 1`op1q˘, where the error term op1q Ñ 0 as r Ñ 8. Consequently, our result yields the existence of a set S of size at most exp`r 1`op1q˘s uch that the properties S Ñ pAP 3 q r and`S AP 3˘ě g both hold. In other words, as in Theorem 1.1 the added girth condition does not essentially increase the best known upper bound in this case.
Cliques in Graphs.
Another well known problem of Erdős and Hajnal [12] asked if, for every pair of positive integers k and r, there exists a K k`1 -free graph H such that H Ñ pK k q r . The case r " 2 was confirmed by Folkman [14] , and the general case r ą 2 was resolved by Nešetřil and Rödl [18] . Subsequently, Erdős [8] The proofs of the theorems presented in Section 1 use some ideas from [17, 24] and rely on random constructions combined with the Container Method of Balogh, Morris, and Samotij [1] and of Saxton and Thomason [26] . For the numerical aspects the container result from [26] seemed to be better suited and we state it below (see Theorem 2.1).
Roughly speaking, this lemma states that, if a given hypergraph H satisfies some numerical 'degree conditions', then there there exists a relatively 'small' family of sets of so-called 'containers' (sets C in Theorem 2.1 below) that are 'almost' independent sets of vertices that cover all independent sets of H.
We now introduce the notation necessary for the formulation of this theorem. For a h-uniform hypergraph H, let epHq denote the number of (hyper)edges in H. For a set J Ď V pHq we define the degree of J by dpJq " |te P EpHq : e Ě Ju| and for j " 1, . . . , h we define the maximum j-degree of a vertex v P V pHq by
The average of d j pvq is denoted by 
(1)
Then for integers
K " 800hph!q The Container Lemma stated here is an abridged version of [26, Corollary 3.6] , which suffices for our purpose. For the explicit constant 800 appearing in the constant K see the discussion following Corollary 3.6 in [26] . §3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. For that we have to show that there exists a graph H on at most k 15k 3 R 10k 2 vertices (where R " RpC k ; rq is the r-colour Ramsey number for C k ) with girthpHq " k and the Ramsey property H Ñ pC k q r .
Proof. For integers k ě 4 and r ě 2 let R " RpC k ; rq be the r-colour Ramsey number for C k . We first define all constants involved in the proof. For the application of the Container Lemma we set
and we fix integers
We set
and define
Finally, we define the following parameters appearing in the proof
In the proof we consider the binomial random graph Gpn, pq and the theorem is a consequence of the following two claims, which we verify below.
In fact, since our choice of constants guarantees ppn´1q ą 4R 2 kD k´1 p
, it follows from Claims 3.1 and 3.2 that with positive probability the random graph Gpn, pq has girth at least k and the Ramsey-property for C k and r colours. Consequently, Theorem 1.1 follows from our choice of n in (5).
Proof of Claim 3.1. For the lower bound of the probability that Gpn, pq has girth at least k, we will use the FKG-inequality (see, e.g., [16, Section 2.2]). For this purpose, let X k´1 be the random variable of the number of cycles of length less than k. Clearly, X k´1 is the sum of monotone increasing indicator random variables and, hence, the FKG-inequality asserts
where we used the estimate 1´x ě expp´x{p1´xqq for the last inequality. Since pn ě 1 we have
and the claim follows from 1´p 3 ą 1{6 and (7).
Proof of Claim 3.2.
We will apply the Container Lemma to the k-uniform hypergraph
hich is the system of all cycles C k of length k in K n , i.e., V pHq " EpK n q and k edges of K n correspond to a hyperedge in H, if they form a cycle of length k. For the application of Theorem 2.1 we first verify (1) . In that direction we note
for j " 2, . . . , k´1, and d k " 1. Therefore, for j " 2, . . . , k´1 we have
and, moreover,
Combining both estimates yields (5) ď ε.
Having verified (1) 
We also set S B " pS given by the Container Lemma. We denote by DpS q its complement in EpK n q given by
We observe that for any B P B the following two properties hold:
From (a ) and (b ) we infer that
where the sum and the maximum are taken over all r-tuples S " pS 1 , . . . , S r q of s-tuples
. . , S i,s q of sets S i,σ of size at most τ K`n 2˘f or i P rrs and σ P rss. We will use property (ii ) of the Container Lemma to bound the maximum probability, while our choice of constants allow us to derive a sufficient bound for the sum.
For the maximum probability below we first observe that for every S " pS 1 , . . . , S r q we have
For the proof we use the fact that for any pr`1q-colouring of EpK n q either there are more than 1 2`R k˘ˆn kṁ onochromatic copies of C k in the first r colours or there are more than 1 R 2`n 2˘e dges having the last colour (see, e.g., [24, Proposition 8] for the same assertion for cliques K k instead of cycles).
In view of this fact, we consider CpS 1 q Y¨¨¨Y CpS r q Y DpS q as an pr`1q-colouring of EpK n q. Owing to property (ii ) of the Container Lemma (see (8) ), every CpS i q contains at most ε pk´1q! 2`n k˘c opies of C k and, hence, there are at most
onochromatic copies in the first r colours. Therefore, the mentioned fact above yields (10) and, consequently, we arrive at P´E`Gpn, pq˘X DpS q " ∅¯" p1´pq |DpS q| (10) ď expˆ´p R 2ˆn 2˙˙ ( 11) for every S considered here. In particular, (11) bounds the maximum probability considered in the R-H-S of (9) and below we turn to the sum in (9).
Owing to |S i,σ | ď τ K`n 2˘f or every i P rrs and σ P rss we have
Since the function m Þ Ñ pe`n 2˘2 rs p{mq m is unimodal and attains its maximum value for m 0 "`n 2˘2 rs p ě rsτ K`n 2˘, we can bound the summands in R-H-S above by the last one and obtain
Finally, combining (11) and (12) with (9) leads to
which concludes the proof of the claim. §4. Proof of Theorem 1.3
We prove Theorem 1.3 by establishing that, for given integers k ě 3, r ě 2, and g ě 2,
there exists a set S Ď N of size at most k 40k 2 pk`gq W 12kpk`gq (where W " vdWpk; rq is the van der Waerden number guaranteeing monochromatic arithmetic progressions of length k for any r-colouring of rW s) such that the hypergraph`S AP k˘h as chromatic number greater than r, and girth at least g.
Proof. Let k ě 3, r ě 2, and g ě 2 be given and let W " vdWpk; rq be the van der Waerden number. We first define all constants involved in the proof. For the application of the Container Lemma we set ε " 1 rW 3 and
Let rns p denote the random set obtained by choosing each element of rns " t1, 2, . . . , nu independently with probability p. The theorem is an immediate consequence of the following two claims. Together, these claims establish that, with positive probability, the random set rns p will have the property that there exists a set T Ď rns p of size t so that the hypergraph`r nsp T AP kh as girth at least g and chromatic number bigger than r. Thus, these claims together with our choice of n in (16) establish the existence of a set S Ď N as claimed in Theorem 1.3.
We remark that, such a set will likely have only Oppnq elements (not n elements). However, this improvement is negligible.
Proof of Claim 4.1. The proof follows by a standard first moment argument. Recall that a 2-cycle in a hypergraph consists of two hyperedges sharing at least two vertices and for j ą 2 a j-cycle consists of a cyclically ordered sequence of hyperedges e 1 , e 2 , . . . , e j where the intersection of two consecutive edges is exactly 1, the intersection of any two nonconsecutive edges is empty, and the intersection points for each pair of consecutive edges is unique (which for j ě 4 is already implied by the other two conditions). Let the random variable X j denote the number of j-cycles appearing in the random hypergraph`r nsp AP k˘.
We first estimate ErX 2 s. Since the hyperedges of`r ns AP k˘a re arithmetic progressions of length k, every pair of vertices is contained in at most`k 2˘s uch hyperedges. Consequently, we have
Next we bound ErX j s for 3 ď j ă g. For that we note that for any j-cycle we may first select and order the j vertices of degree 2 and then fixing the remaining vertices of each edge. However, since every edge of the cycle contains two (already fixed) vertices of degree two, again there are at most`k 2˘p ossible completion for such an edge and, hence, we have
By Markov's inequality this implies that with probability less than 1{2 the randomly generated hypergraph`r nsp AP k˘h as at most t or more cycles of length less than g, which establishes Claim 4.1.
Proof of Claim 4.2.
We consider the k-uniform hypergraph H "`r ns AP k˘a nd check that it satisfies the assumptions of the Container Lemma (Theorem 2.1) for the parameters ε and τ chosen in (13) and (17) . Note that ε ă 1{2 by definition and τ ă 1{2 follows from the choice of n in (16) . For the remaining assumption (1) we recall the definition of the average degrees d j for j " 1, . . . , k of H and again, using the fact that every pair of vertices is contained in at most`k 2˘A P k 's, we note that for j " 2, . . . , k we have
Moreover, we have
Consequently, (16) ď ε.
This shows that condition (1) of Theorem 2.1 holds. Consequently, for every independent set I Ď V pHq we can apply conclusions (i )-(iii ) of the Container Lemma with the constants defined in (14) .
We consider the family B of all sets B Ď rns with the property that there exists a set T Ď EpBq of size at most t such that pB T q Û pAP k q r , i.e., χ`B given by the Container Lemma. We denote by DpS q its complement in rns given by DpS q " rns `C pS 1 q Y¨¨¨Y CpS r q˘.
Observe that for any B P B the following two properties hold:
where the sum and the maximum are taken over all r-tuples S " pS 1 , . . . , S r q of s-tuples S i " pS i,1 , . . . , S i,s q of sets S i,σ of size at most τ Kn for i P rrs and σ P rss. We will use property (ii ) of the Container Lemma to bound the maximum probability in (21), while our choice of constants allow us to derive a sufficient bound for the sum in (21). We shall use the following fact (the proof of which we defer to the end of this section). P´ˇˇrns p X DpS qˇˇď t¯ď expˆ´p n 32W˙ ( 23) for every S considered here. In particular, (23) bounds the maximum probability considered in the R-H-S of (21) and below we turn to the sum in (21).
Owing to |S i,σ | ď τ Kn for every i P rrs and σ P rss we have 
Finally, combining (23) and (25) with (21) for the last inequality (cf. (18)).
Owing to the choice of W every such r-coloured AP W contains a monochromatic AP k in one of the first r colours. On the other hand, every AP k can be contained in at most`W 2d ifferent AP W 's in rns. Therefore, there exist at least In this section we establish that for all integers r ě 2, g ě 3, and k ě 3, there exists a graph H on at most k 40gk 4 R 40gk 2 vertices such that`H K k˘h as chromatic number greater than r and girth at least g, where R " RpK k ; rq is the r-colour Ramsey number for K k .
Proof. We first define all constants involved in the proof. Given the uniformity k ě 3, the number of colours r ě 2, and the minimum girth g ě 3, we denote by R " RpK k ; rq the r-colour Ramsey number for K k . In the estimates below we sometimes use the trivial observation 2 r ă R. For a later application of the Container Lemma (Theorem 2.1), we define the involved auxiliary constants (and observe some immediate bounds)
and integers
We introduce another auxiliary constant
and set
Finally, we define the following three parameters in terms of some of the constants above
Having defined all involved constants we shall show the following two claims, which yield the theorem. Both claims together show that with positive probability there exists a graph G which contains a set T Ď EpGq of size at most t such that H " G´T satisfies girth`H K k˘ě g and χ`H K k˘ą r. Consequently, Theorem 1.4 follows from the choice of n in (29).
Proof of Claim 5.1. Recall that a 2-cycle is a pair of edges e 1 , e 2 such that |e 1 X e 2 | ą 1 and for j ą 2 a j-cycle is a cyclical sequence of j edges e 1 , e 2 , . . . , e j where the intersection of two consecutive edges is exactly one i.e. |e i X e i`1 | " 1 (addition mod j), the intersection of any two nonconsecutive edges is empty, and the intersection points for each pair of consecutive edges is unique.
Define X j to be the number of j-cycles in the system of copies of K k in Gpn, pq. We first work to bound X 2 . If k " 3, we trivially have ErX 2 s " 0. Otherwise for k ě 4, a 2-cycle corresponds to two copies of K k that intersect in more than two edges, and thus in more than two vertices. Furthermore, we see that two copies of K k that intersect in i vertices together span exactly 2k´i vertices and 2`k 2˘´`i 2˘e dges. With this in mind, the following bounds ErX 2 s ă t{4 in`G pn,pq K k˘:
We now bound
onsists of a cyclically ordered set of j copies of K k such that each two consecutive copies intersect in exactly one edge of K n .
Thus, a j-cycle corresponds to a set of K k 's in K n that span at most kj´2j vertices in K n and exactly`k 2˘j´j edges in K n . From this, we see that, for 2 ă j ă g, we have
Using this, we establish ř g´1 j"3 ErX j s ă t{4:
Thus, we have shown ř g´1 j"2 ErX j s ă t{4`t{4 " t{2. By Markov's inequality, this gives that, with probability bigger 1{2, the hypergraph`G pn,pq K k˘c ontains less than t cycles of length less than g. For each such cycle, removing one vertex (which is an edge in Gpn, pq) concludes the proof of Claim 5.1.
Proof of Claim 5.2.
The proof relies on an application of the Container Lemma (Theo-
for similar proofs see, e.g., [17, 24] ). In view of that we will first verify condition (1) for our choices of ε and τ in (26) 
and (30).
Recalling the definition of the average degrees d j for j " 1, . . . ,`k 2˘o f H, we note that
For j ě 2, letting k j be the smallest integer such that j ď`k j 2˘,
we have
Consequently, for every j " 2, . . . ,`k 2˘t his gives
For k j " k, i.e., for j "`k´1 2˘`1 , . . . ,`k 2˘w e, therefore, get
where we used D τ ě 1 and k ě 3 for the last inequalities. For integers 3 ď k j ď k´1 we note that k ě 4 and pk j´2 qpk j´k q is maximized for k j " 3 (and k j " k´1). Hence, in this case we can bound the R-H-S in (31) to give
Summarizing, since k j ě 3 for j ě 2 we arrive for h "`k 2˘a t 6¨h!¨2 p 
We also set S B " pS given by the Container Lemma. We denote by DpS q its complement in EpK n q given by DpS q " EpK n q `C pS 1 q Y¨¨¨Y CpS r q˘.
. . , S i,s q of sets S i,σ of size at most τ K`n 2˘f or i P rrs and σ P rss. We will use property (ii ) of the Container Lemma to bound the maximum probability in (35), while our choice of constants allow us to derive a sufficient bound for the sum in (35).
For the maximum probability we first observe that for every S " pS 1 , . . . , S r q we have
For the proof we use the fact that for any pr`1q-colouring of EpK n q either there are more than 1 2`R k˘ˆn kṁ onochromatic copies of K k in the first r colours or there are more than " 1 2`R k˘ˆn kṁ onochromatic copies in the first r colours. Therefore, the mentioned fact above yields (36).
In particular, the choice of t combined with (36) yields t ă p|DpS q|{2 and, consequently, Chernoff's inequality (see, e.g., [16 for every S considered here. In particular, (37) bounds the maximum probability considered in the R-H-S of (35) and below we turn to the sum in (35).
Owing to |S i,σ | ď τ K`n 2˘f or every i P rrs and σ P rss we have exp`c 1 k log r˘ď f r p2kq ď exp`c 2 pk 2 log r`k 3 log kq˘.
For fixed k ě 2 Theorem 6.1 shows that f r p2kq is polynomial in r.
Proof. We will first show that f r p2kq ď exp`c 2 pk 2 log r`k 3 log kq˘. In [7] it was announced and in [5] it was proved that, for every integer k ě 2, there exists a constant c such that every graph on n vertices with at least cn 1`1{k edges contains a copy of the cycle C 2k . This implies that, if n is such that`n 2˘{ r ě cn 1`1{k , i.e. n ě cr k{pk´1q , then every edge colouring of K n with r colours will have a monochromatic cycle C 2k . Hence
The upper bound f r p2kq ď exp`c 2 pk 2 log r`k 3 log kq˘now follows from substituting (39) into Theorem 1.1.
We now turn our attention towards the lower bound in Theorem 6.1. For any k ě 2 and r ě 2 consider any graph H with girthpHq " 2k and the property H Ñ pC 2k q r .
Let r H Ď H be an edge minimal subgraph such that r H Ñ pC 2k q r . Clearly the minimum degree of r H must be at least r and r H must have girth at least 2k. Since any graph with girth 2k and minimum degree r must have at least 2 ř k´1 i"0 pr´1q i ě cr k´1 vertices the lower bound for f r p2kq follows.
The following theorem establishes a similar results for the odd case. exp`c 1 kr˘ď f r p2k`1q ď exp`c 2 k 2`r log r`k log k˘˘.
For fixed k ě 2 it follows that e Ωprq ď f r p2k`1q ď e Opr log rq .
Proof. We fist show that f r p2k`1q ď exp`c 2 k 2`r log r`k log k˘˘. As established in [4] , 2 r k ď RpC 2k`1 ; rq ď pr`2q!¨p2k`1q.
The upper bound for f r p2k`1q follows from substituting the upper bound in (40) into Theorem 1.1.
To establish that f r p2k`1q ě exp`c 1 kr˘for any k ě 1 and r ě 2, as before we begin by considering any graph H with girthpHq " 2k`1 and the property H Ñ pC 2k`1 q r . Note that χpHq ą 2 r , since otherwise the edges of H could be decomposed into r bipartite graphs, resulting in an r-colouring of EpHq with no monochromatic odd cycle. Moreover, since χpHq ą 2 r , there must be a subgraph r H Ă H with minimum degree at least 2 r .
Since r H has at least girth 2k`1 and minimum degree 2 r , the number of vertices in r H must be at least 1`2 r ř k´1 i"1 p2 r´1 q i ě 2 crk vertices for some c ą 0.
For three special cases of k, we are able to deduce better bounds for f r p2kq using well known extremal constructions of graphs with girth 6, 8, and 12, respectively. Erdős and Simonovits conjectured in [13] that for every positive integer k ě 2, expn; C 3 , C 4 , . . . , C 2k´1 q " Ωpn 1`1{pk´1q q.
This has been observed for k " 3 by Klein (see [6] ) and follows for k " 4 by the work of Singleton [27] , and for k " 6 by the work of Benson [2] . For k P t3, 4, 6u, inequalities (41) and (42) give that expn; C 3 , C 4 , . . . , C 2k´1 q " Ωpn 1`1{pk´1ą r¨Opn 1`1{k q " r¨expn; C 3 , C 4 , . . . , C 2k q, holds, provided that n ěc r kpk´1q , for some sufficiently large constantc. Consequently, Fact 6.4 yields f r p2kq ď n " Ωpr kpk´1q q
for k P t3, 4, 6u and the theorem follows.
We remark that establishing (42) for all k, implies f r p2kq " Opr kpk´1for all k by the same argument.
