The problem of distributed function computation for the class of smooth sources is studied, where functions to be computed are compositions of symbol-wise functions and some outer functions that are not symbol-wise. The optimal rate for computing those functions is characterized in terms of the Slepian-Wolf rate and an equivalence class of sources induced by functions. To prove the result, a new method to derive a converse bound for distributed computing is proposed; the bound is derived by identifying a source that is inevitably conveyed to the decoder and by explicitly constructing a code for reproducing that source. As a byproduct, it provides a conceptually simple proof of the known fact that computing a Boolean function may require as large rate as reproducing the entire source.
I. INTRODUCTION
We study the problem of distributed computation, where the encoder observes X n , the decoder observes Y n , and the function f n (X n , Y n ) is to be computed at the decoder based on the message sent from the encoder. A straightforward scheme to compute a function is to use the Slepian-Wolf coding. However, since the decoder does not have to reproduce X n itself, the Slepian-Wolf rate can be improved in general. Then, our interest is how much improvement we can attain.
The literature of distributed computation can be roughly categorized into two directions: 1 symbol-wise functions and sensitive functions. For symbol-wise functions and the class of i.i.d. sources with positivity condition, Han and Kobayashi derived the condition on functions such that the Slepian-Wolf rate cannot be improved at all [1] . Furthermore, Orlitsky and Roche completely characterized the improvement of the optimal rate over the Slepian-Wolf rate by using the graph entropy [2] . On the other hand, Ahlswede and Csiszár introduced the class of sensitive functions, which are not necessarily symbolwise; they showed that, for computation of sensitive functions, the Slepian-Wolf rate cannot be improved at all for the class of i.i.d. sources with positivity condition [3] . A remarkable feature of sensitive functions is that, even though their image sizes are negligibly small compared to the input sizes, as large rate as reproducing the entire source is needed. Later, a simple proof of their result was given by El Gamal [4] , and their result was extended by the authors to the class of smooth sources [5] ; the class of smooth sources includes sources with memory, such as Markov sources with positive transition matrices, and non-ergodic sources, such as mixtures of i.i.d. sources with positivity condition, which enables us to study distributed computation for a variety of sources in a unified manner.
As described above, distributed computation for symbolwise functions is quite well-understood; other than symbolwise functions, our understanding of distributed computation is limited to the extreme case, i.e., the class of sensitive functions. Our motivation of this paper is to further understand distributed computing for functions that are not symbol-wise nor sensitive. For this purpose, we consider compositions of functions where inner functions are symbol-wise functions and outer functions are the type of a sequence or the modulosum. Although those functions have simple structures, they exhibit some interesting behaviours; in particular, the Slepian-Wolf rate can be improved in general. For the class of smooth sources, we will characterize the optimal rate for computing those functions in terms of the Slepian-Wolf rate of an equivalence class of sources induced by the function to be computed.
Our main technical contribution of this paper is a new method to derive a converse bound on distributed computation. Unlike the method in [1] , [2] , our method does not resort to the single-letter characterization argument; instead, we derive a bound by identifying a source that is inevitably conveyed to the decoder and by explicitly constructing a code for reproducing that source. As a by product, our method provides a conceptually simple proof of the above mentioned result [3]- [5] for a subclass of sensitive functions. 2 The rest of the paper is organized as follows. In Section II, we formulate the function computation problem and introduce the class of smooth sources. In Section III, we revisit distributed computing for symbol-wise functions; the result in this section is a generalization of a result in [2] to smooth sources. In Section IV, we study compositions of functions. Finally, in Section V, we discuss how our approach is extended to sources that are not necessarily smooth. Because of the lack of space, some proofs are omitted, which can be found in [6] .
II. PROBLEM SETTING
n=1 be a general correlated source with finite alphabet X and Y; the source is general in the sense of [7] , i.e., it has memory and may not be stationary nor ergodic. Without loss of generality, we assume X = {0, 1, . . . , |X | − 1} and Y = {0, 1, . . . , |Y| − 1}. We consider a sequence f = {f n } ∞ n=1 of functions f n : X n × Y n → Z n . A code Φ n = (φ n , ψ n ) for computing f n is defined by an encoder φ n : X n → M n and a decoder ψ n : M n ×Y n → Z n . The error probability of the code Φ n is given by
Definition 1: For a given source (X, Y ) and a sequence of functions f , a rate R is defined to be achievable if there exists a sequence {Φ n } ∞ n=1 of codes satisfying lim n→∞ P e (Φ n |f n ) = 0 and lim sup
The optimal rate for computing f , denoted by R(X|Y |f ), is the infimum of all achievable rates. Definition 2 (SW Rate): For a given source (X, Y ), the optimal rate R(X|Y |f id ) for the sequence
of identity functions is called the Slepian-Wolf (SW) rate, and denoted by R SW (X|Y ).
The following class of sources was introduced in [5] .
for every x ∈ X n and y,ŷ ∈ Y n with d H (y,ŷ) = 1, where d H (·, ·) is the Hamming distance.
The class of smooth sources is a natural generalization of i.i.d. sources with positivity condition studied in [1] , [3] , and enables us to study distributed computation for a variety of sources in a unified manner. Indeed this class contains sources with memory, such as Markov sources with positive transition matrices, or non-ergodic sources, such as mixtures of i.i.d. sources with positivity condition; see [5] for the detail.
In this paper, for smooth sources, we are interested in characterizing R(X|Y |f ) in terms of R SW (X|Y ).
III. SYMBOL-WISE FUNCTIONS
In this section, we consider the class of symbol-wise functions, which will be the basis of the next section. For a function f on X × Y, a function of the form f n (x, y) = (f (x 1 , y 1 ), . . . , f (x n , y n )) is called a symbol-wise function. The following equivalence class was introduced in [2] . We define equivalence relation ∼ f on X as
Similarly, we define ∼ fn as
For a symbol-wise function, it holds that
Note also that, for a symbol-wise function,
For a given function f n and a pair (X n , Y n ) of RVs on
For a given source (X, Y ) and a sequence of
The following proposition can be easily verified.
Now, we are ready to show our first result. Theorem 1: For a given sequence of symbol-wise function f = {f n } ∞ n=1 and a smooth source (X, Y ), it holds that
holds operationally, it suffices to prove
(1)
Let (φ n , ψ n ) be a code satisfying
where π b i means applying π i b times. Since [x] f is uniquely determined from the list (f (x, y) : y ∈ Y), we can construct a decoderψ n :
By the Markov inequality, for any β > 0, we have
Then, by Lemma 1 in the appendix, there exists a code (κ n , τ n ) of size 2 nδ such that
Since [X n ] fn is a function of X n and the total code size of (φ n ,ψ n ) and (κ n , τ n ) is |M n |2 nδ , by Lemma 2 in the appendix, we have
Pr
Thus, by the standard argument on the Slepian-Wolf coding (cf. [8, Lemma 7.2.1]), there exists a code for ([X n ] fn , Y n ) with rate 1 n log |M n | + 3δ such that the error probability is less than
By taking δ > 0 appropriately compared to β > 0, the error probability converges to 0, which implies
Since β > 0 can be arbitrarily small, and we can make δ > 0 arbitrarily small accordingly, we have (1).
IV. COMPOSITION OF FUNCTIONS
In this section, we consider compositions of functions, where the inner function is symbol-wise and the outer function is the type of a sequence or the modulo-sum. In this section, we assume that the inner symbol-wise function is f : X × Y → Z = {0, 1, . . . , m − 1}.
A. Type
For a given symbol-wise function f n (x, y) = (f (x 1 , y 1 ), . . . , f (x n , y n )), we consider its type: f t n (x, y) := P fn(x,y) . Then, we denote f t = {f t n } ∞ n=1 . To characterize the optimal rate for computing f t , we need some preparation. For a given f , we introducef t :
Then, letf t n (x, y) = (f t (x 1 , y 1 ), . . . ,f t (x n , y n )) andf t = {f t n } ∞ n=1 . Theorem 2: For a given sequence of symbol-wise function f and a smooth source (X, Y ), it holds that
Example 1: When f (x, y) = (x, y), 3 i.e., the identity function, then f t n (x, y) is the joint type of (x, y). In this case, R(X|Y |f t ) = R SW (X|Y ). then the first row and the fifth row are merged together in f t (x, y), i.e.,f t (0, y) =f t (4, y) = 2. Thus,
Proof: We use the same notation as the proof of Theorem 1. We first show
Then by the same argument as the proof of Theorem 1, we have
The key observation here is that, for each i, if ψ n (φ n (X n ), π b i (Y n )) = f t n (X n , π b i (Y n )) for all 0 ≤ b ≤ |Y| − 1 then we can estimate the list off t n (X n , π b i (Y n )) i for 0 ≤ b ≤ |Y| − 1 correctly (subscript i indicates ith component). Indeed we can estimate the list as follows. If
Otherwise, find z 0 such that (note that the output of the decoder ψ n is a type on Z)
Then, the estimate off t n (X n , π b i (Y n )) i is z. If such a z does not exists, then the estimate off t n (X n ,
Then, by following exactly the same argument as the proof of Theorem 1, we can derive (2). Next, we show
In fact, by using a code for ([X n ]f t n , Y n ), the decoder can compute the type Pf t n (x,y) . To compute the type P fn(x,y) , the decoder further needs to know, for each z ∈ Z,
In fact, sincef t ( ·) is constant, the number in (4) can be computed just by the encoder, and these numbers can be sent by using at most |Z| log(n + 1) bits, which implies (3).
B. Modulo-Sum
For a given symbol-wise function f n (x, y) = (f (x 1 , y 1 ), . . . , f (x n , y n )), we consider
Then, let f ⊕ = {f ⊕ n } ∞ n=1 . To characterize the optimal rate for computing f ⊕ , we need some preparation. Letf ⊕ : X × Y be the function defined bŷ
where f (x, |Y|) = f (x, 0). Then, letf ⊕ n (x, y) = (f ⊕ (x 1 , y 1 ) , . . . ,f ⊕ (x n , y n )) andf ⊕ = {f ⊕ n } ∞ n=1 . Theorem 3: For a given symbol-wise function f and smooth source (X, Y ), it holds that 1} and f (x, y) 1 for every (x, y) . Thus, R(X|Y |f ⊕ ) = 0 In fact, the encoder can just send the parity ⊕ n i=1 X i . Then, the decoder can reproduce f ⊕
It is interesting to compare this example with the fact that, for the same function f (x, y) = x ⊕ y, R(X|Y |f t ) = R SW (X|Y ).
Example 5:
can be proved in a similar manner as Theorem 2 (see [6] for the full proof). Thus, we only prove
In fact, by using a code for sending [X n ]f⊕ n with error ε n , the decoder can compute f ⊕ n (X n , Y n ) with error ε n as follows. For eachx ∈ [X ]f ⊕ , the encoder sends
to the decoder (by using a constant number of bits). Then, for a given estimate
Since
for [x i ]f ⊕ =x, the value of (7) coincides with f ⊕ n (X n , Y n ) with probability 1 − ε n , which implies (6) .
V. EXTENSION TO RESTRICTED SUPPORT
The method used to prove Theorems 1-3 relied on the fact that the source is smooth. In this section, we extend the same approach to sources that are not necessarily smooth.
Definition 4: Let S ⊂ X × Y be a subset such that for any x ∈ X there exists at least one y ∈ Y such that (x, y) ∈ S. A general source (X, Y ) is said to be smooth on support set S if there exists a constant 0 < q < 1, which does not depend on n, satisfying the following two conditions: for any n and any (x, y) ∈ X n × Y n , 1) if (x i , y i ) / ∈ S for some i = 1, . . . , n, then P X n Y n (x, y) = 0, and 2) if (x i , y i ) ∈ S for all i = 1, . . . , n, then for anyŷ satisfying d H (y,ŷ) = 1,
If (X, Y ) is an i.i.d. source, then it is smooth on S = {(x, y) : P XY (x, y) > 0} with constant q = min (x,y)∈S P XY (x, y).
In [2] , the concept of characteristic graph was used for distributed computing.
Definition 5: For a given function f on X × Y and S ⊂ X × Y, the characteristic graph G is defined as the graph such that the set of nodes is X and there is an edge between two distinct nodes x andx if and only if there exists y ∈ Y satisfying (x, y), (x, y) ∈ S, and f (x, y) ̸ = f (x, y).
Let Γ(G) be the set of all maximal independent sets of G, and let
be a distortion measure on X × Γ(G). Then, for a sequence (x, w) ∈ X n × Γ(G) n , let
be the symbol-wise distortion. Now, let us consider the Wyner-Ziv coding problem for (X, Y ) with the reproduction alphabet Γ(G) and the distortion measure d sb n . Let R sb WZ (X|Y ) be the optimal coding rate under the average distortion constraint for D = 0. Similarly, let us define R bl WZ (X|Y ) by replacing the symbol-wise distortion measure with the block-wise distortion measure: d bl n (x, w) := max 1≤i≤n d G (x i , w i ). From the definition, it is apparent that R sb WZ (X|Y ) ≤ R bl WZ (X|Y ). Furthermore, it is not difficult to verify that, for symbolwise function f , R(X|Y |f ) ≤ R bl WZ (X|Y ). By modifying the argument in the proof of Theorem 1, we can show the following.
Theorem 4: For a given symbol-wise function f and a source (X, Y ) that is smooth on S, it holds that R(X|Y |f ) ≥ R sb WZ (X|Y ). In particular, if there exists, for each x ∈ X , a unique w ∈ Γ(G) satisfying x ∈ w, then R(X|Y |f ) = R sb WZ (X|Y ) = R bl WZ (X|Y ).
When S = X ×Y, the source (X, Y ) is smooth, and Theorem 4 reduces to Theorem 1. The proof of Theorem 4 is given in [6] .
APPENDIX

A. Technical Lemmas
In this section, we introduce two technical lemmas, which are used in the main text. The proof of these lemmas can be found in [6] .
The following lemma says that if there exists a code with small symbol error probability, then, by sending additional message of negligible rate, we can boost that code so that block error probability is small. For given 0 < β < 1/2, let v n (β) :=
Lemma 1: Suppose that (X n , W n ) on X n × X n satisfies
Then, there exists an encoder κ n : X n → K n with |K n | ≤ 2 nδ and a decoder τ n : K n × X n → X n such that Pr (τ n (κ n (X n ), W n ) ̸ = X n ) ≤ ε n + v n (β)2 −nδ .
The following lemma is also used in the main text; it is a slight modification of the standard converse of the Slepian-Wolf coding (cf. [8, Lemma 7.2.2]), where X n is replaced by a function value g n (X n ).
Lemma 2: For a given (X n , Y n ) and a function g n : X n → Z n , if a code (φ n , ψ n ) with size |M n | satisfies Pr (ψ n (φ n (X n ), Y n ) ̸ = g n (X n )) ≤ ε n , then it holds that
where Z n = g n (X n ).
