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Yulong Huang, Yonggang Zhang, Senior Member, IEEE, Bo Xu, Zhemin Wu,
Jonathon Chambers, Fellow, IEEE
Abstract
To solve the problem of unknown noise covariance matrices inherent in the cooperative localization
of autonomous underwater vehicles, a new adaptive extended Kalman filter is proposed. The predicted
error covariance matrix and measurement noise covariance matrix are adaptively estimated based on an
online expectation-maximization approach. Experimental results illustrate that, under the circumstances
that are detailed in the paper, the proposed algorithm has better localization accuracy than existing
state-of-the-art algorithms.
Index Terms
Autonomous underwater vehicles, cooperative localization, adaptive extended Kalman filter, expectation-
maximization approach, nonlinear filtering
I. INTRODUCTION
Autonomous underwater vehicles (AUVs) have been widely used in many underwater applica-
tions, such as military underwater surveillance, oceanographic surveys and biological monitoring
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2[1], [2]. Localization of AUVs has always been a challenge because of rapid attenuation of
radio-frequency and global positioning system (GPS) signals [3], [4]. High-accuracy gyroscope
and accelerometer based inertial navigation system (INS) is the most common method for
AUV navigation. However, the navigation error of an AUV is accumulated over time due to
the drifts of the employed inertial sensors [5], which may lead to unbounded increase in the
localization error. Although the increase of localization error can be mitigated by using the
GPS signal after surfacing, it is impractical to surface when an AUV is performing a deep-
water mission [6]. An acoustic baseline based AUV navigation system can achieve bounded
localization error. However, it suffers from expensive installation and restricted operation area
because of the need for static beacons [6], [11]. In order to solve these problems, an acoustic
range measurement based cooperative localization scheme has been proposed [1], [6], [12]. In
the cooperative localization system, a small quantity of surface crafts or AUVs are equipped
with high-accuracy navigation systems, and they serve as leaders in the team. These leaders
aid the remaining AUVs with low-accuracy dead-reckoning (DR) systems by transmitting the
relative range measurements through acoustic modems, which will bound the localization errors
[6]. The cooperative localization method provides not only good localization accuracy but also
boundless operation area with a low cost [6], [11].
In the cooperative localization of AUVs, an important problem is estimating the positions of
AUVs based on a nonlinear filter. Nonlinear filtering is a powerful technique to infer the unknown
state of a nonlinear system, and it has been widely used in many applications including the
cooperative localization of AUVs, sonar-based simultaneous localization and mapping of AUVs,
signal processing, communications, target tracking and control [6]–[10]. The extended Kalman
filter (EKF), based on first-order linearization, is the most common method to estimate the un-
known state of cooperative localization systems because of its simplicity and low computational
complexity [1], [11], [13]. Many nonlinear filters for cooperative localization have been also
proposed to improve the estimation accuracy of EKF, such as unscented Kalman filter [14], robust
Huber iterated divided difference filter [6], particle filter [15] and moving horizon estimation
algorithm [16], [17]. The performance of the above cooperative localization algorithms depends
largely on a priori knowledge of the noise covariance matrices, and the use of wrong/inaccurate
noise covariance matrices can result in substantial estimation errors or even filtering divergence.
However, in the cooperative localization of AUVs, accurate noise covariance matrices are very
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3difficult to be determined and may be time-varying because the performance of sensors may
vary with the change of the environment, which will degrade the localization accuracy [18].
The adaptive Kalman filter (AKF) is an effective method to solve the problem of unknown
noise covariance matrices inherent in the cooperative localization of AUVs [19]. On one hand,
many AKFs for unknown measurement noise covariance matrix have been proposed, such as
the variational Bayesian based AKF (VBAKF) [20], the innovation-based AKF (IAKF) [21],
[22], and the residual-based AKF [23]. However, these AKFs are not suitable for the case that
process and measurement noise covariance matrices are unknown because they all assume an
accurate process noise covariance matrix. On the other hand, many AKFs for unknown process
and measurement noise covariance matrices have been proposed, such as the multiple model AKF
(MMAKF) [24], the expectation-maximization (EM) based AKF (EMAKF) [25], [26], the IAKF
[27]–[31], and the Sage-Husa AKF (SHAKF) [18], [32]–[34]. The MMAKF can address the
model uncertainty by performing a bank of Kalman filters with different models simultaneously
[24]. However, the MMAKF suffers from substantial computational complexities [20]. The
EMAKF estimates the unknown noise covariance matrices by using the off-line measurement
data based on the EM approach, and it provides approximate maximum likelihood estimates
for unknown noise covariance matrices [25], [26]. However, the EMAKF can not be used for
online estimates of unknown noise covariance matrices. The IAKF estimates the unknown noise
covariance matrices by using the white innovation sequence [27], [35]. However, the filtering
divergence often appear in the IAKF when the process and measurement noise covariance
matrices are unknown simultaneously [22]. The SHAKF estimates the noise covariance matrices
recursively based on the maximum a posterior criterion, and it has been applied in the cooperative
localization of AUVs [18]. However, the SHAKF may diverge since the convergence to the right
noise covariance matrices is not guaranteed [36]. These facts mentioned above indicate that the
existing AKFs may be not suitable for online cooperative localization of AUVs.
In the paper, a new adaptive extended Kalman filter (AEKF) is proposed by estimating the
predicted error covariance matrix and measurement noise covariance matrix adaptively based on
an online EM approach. The proposed AEKF has moderate computational complexities, and it
doesn’t require a window of data because the predicted error covariance matrix instead of process
noise covariance matrix is estimated which makes it suitable for the case of unknown and time-
varying noise covariance matrices. In addition, the local convergence of iteration is guaranteed
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4with the proposed AEKF. A new cooperative localization algorithm suitable for inaccurate noise
covariance matrices is developed based on the proposed AEKF. The performance of the proposed
algorithm and existing state-of-the-art algorithms is tested in the cooperative localization of
AUVs by using post-processed data collected in lake trials, where two vessels serve as surface
leaders and one vessel acts as a surrogate AUV. Experimental results illustrate that, under the
circumstances that are detailed in the paper, the proposed algorithm has significantly improved
localization accuracy but slightly higher computational complexity than existing state-of-the-art
algorithms.
The remainder of the paper is organized as follows. In Section II, we introduce the cooperative
localization using acoustic range measurement and review the EKF-based cooperative localization
algorithm, based on which the main motivation of this work is presented. In Section III, a new
AEKF is proposed based on an online EM approach, from which a new cooperative localization
algorithm suitable for inaccurate noise covariance matrices is developed. In Section IV, the
performance of the proposed algorithm and existing state-of-the-art algorithms is tested in the
cooperative localization of AUVs by using post-processed data collected in lake trials. Concluding
remarks are drawn in Section V.
II. PROBLEM FORMULATION
A. Cooperative Localization Using Acoustic Range Measurement
In this paper, a master-slave cooperative localization framework is used, and the leader serves
as a communication and navigation aid (CNA). In order to provide a precise reference position
for the submerged AUVs, the CNA is equipped with GPS or high-precision integrated navigation
system based on INS, Doppler velocity log (DVL) and pressure sensor. Meanwhile, a low cost
DR composed by pressure sensor, DVL and compass is equipped on the underwater AUVs. In
addition, the CNA and AUVs are all equipped with acoustic modems, based on which each AUV
can obtain a reference position of the CNA and a relative distance to the CNA.
In practical cooperative localization of AUVs, the depth and horizontal positions of an AUV
are mutually independent, and the precise depth can be obtained by a pressure sensor. As a
result, the depth error is not accumulated over time and doesn’t affect the horizontal position
errors. Moreover, there is a significant measurement error in the vertical velocity of an AUV
because of the complex marine environment, which may increase considerably the uncertainty
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5of the dynamic model for depth estimation. Thus, it is not appropriate to estimate the depth
based on an inaccurate dynamic model when an accurate depth measurement is available. On
the other hand, it is very difficult to estimate the measurement errors of the DVL and compass
directly since the errors are nonlinearly dependent on the horizontal positions of the AUV and
unobservable in most cases. In this paper, to reduce the order of the state vector and simplify
the cooperative localization system, the depth and the measurement errors of the DVL and
compass are not included as state variables in the filter, based on which a three-dimensional
(3-D) cooperative localization problem can be simplified to a two-dimensional (2-D) cooperative
localization problem.
The position xk = [xk; yk]
T of the AUV is evolved based on the process equations as follows
[1], [6]
xk = xk 1 +t(v^k cos ^k + !^k sin ^k) + wx;k 1 (1)
yk = yk 1 +t(v^k sin ^k   !^k cos ^k) + wy;k 1; (2)
where ()T denotes the transpose operation, xk and yk are respectively the east and north positions
of the AUV at time k, t is the sampling time, !^k and v^k are respectively the starboard and
forward velocities in the body framework provided by the DVL, ^k is the heading measured by
the compass, and wk = [wx;k; wy;k]T denotes the process noise vector. The measurement errors
of the DVL and compass are modelled by the process noise.
The position of the CNA is broadcasted to the AUV periodically by acoustic modem, and
then the relative distance between the AUV and CNA is measured by the time of arrival (TOA)
method. Defining the position of the CNA at time k as xrk = [x
r
k; y
r
k; d
r
k]
T , the range measurement
function of the AUV is formulated as
sk =
q
(xk   xrk)2 + (yk   yrk)2 + (dk   drk)2; (3)
where sk is the relative range between the AUV and CNA measured by the TOA method, and
dk and drk are respectively the depths of the AUV and CNA measured by the pressure sensors.
Since the depths of the CNA and AUV are precisely measured by the pressure sensors, a 3-D
range measurement sk can be transformed into a 2-D range measurement zk as follows
zk =
q
s2k   (dk   drk)2: (4)
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6Considering the measurement error of the TOA method, the 2-D measurement equation can
be formulated as [6]
zk =
q
(xk   xrk)2 + (yk   yrk)2 + k; (5)
where k represents the measurement noise.
According to the dynamical system model and measurement model given in equations (1)-(2)
and (5), the discrete-time state-space model of the cooperative localization system is formulated
as the general form as follows
xk = Fxk 1 + uk +wk 1 (6)
zk = h(xk; x
r
k; y
r
k) + k; (7)
where the state transition matrix F = I2, I2 denotes the 2-D identity matrix, control input uk =
[t(v^k cos ^k+ !^k sin ^k); t(v^k sin ^k  !^k cos ^k)]T , and measurement function h(xk; xrk; yrk) =p
(xk   xrk)2 + (yk   yrk)2. In this paper, the process noise vector wk and measurement noise k
are modelled as uncorrelated Gaussian white processes, i.e. wk  N(0;Qk), k  N(0; Rk) and
E[wk
T
l ] = 0, where E[] denotes the expectation operation and N(;) denotes a Gaussian
distribution with mean vector  and covariance matrix . The process noises wx;k and wy;k on
x and y may be correlated because they both depend on the measurement errors of the DVL
and compass. Thus, the process noise covariance matrix Qk may be non-diagonal.
Remark 1: In practical cooperative localization of AUVs, the distribution of range error may be
skewed to be long tailed due to multi-path and thermal effects, which results in skewed measure-
ment noise. Also, the range error may be correlated in time, which leads to colored measurement
noise. It is, however, very difficult to handle the skewed and colored measurement noise because
an accurate model for such measurement noise is unavailable. In this paper, to simplify the
measurement noise model, the measurement noise is assumed to be a Gaussian white process,
which may degrade the estimation accuracy of the proposed adaptive method. Fortunately, the
negative effect of having an inaccurate measurement noise model is mitigated by estimating the
predicted error covariance matrix and measurement noise covariance matrix adaptively. As a
result, the proposed method exhibits satisfactory estimation accuracy and outperforms existing
state-of-the-art methods, as shown in later experiment.
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7B. Review of The EKF-based Cooperative Localization Algorithm
The EKF is an efficient method to address the cooperative localization problem by linearizing
the nonlinear range measurement function based on the first-order Taylor series expansion. The
recursive EKF consists of time update and measurement update formulated as follows: [37]
Time update
x^kjk 1 = Fx^k 1jk 1 + uk (8)
Pkjk 1 = FPk 1jk 1FT +Qk 1: (9)
Measurement update
Kk = Pkjk 1HTk (HkPkjk 1H
T
k +Rk)
 1 (10)
x^kjk = x^kjk 1 +Kk

zk   h(x^kjk 1; xrk; yrk)

(11)
Pkjk = Pkjk 1  KkHkPkjk 1; (12)
where () 1 denotes the inversion operation of a matrix, x^kjk 1 and Pkjk 1 are the predicted
state vector and corresponding predicted error covariance matrix respectively, x^kjk and Pkjk are
the state estimate vector and corresponding estimation error covariance matrix respectively, Kk
is the Kalman gain, and Hk denotes the Jacobian matrix of the range measurement function at
x^kjk 1 given by
Hk=
@h(xk; x
r
k; y
r
k)
@xk
jxk=x^kjk 1
=
"
x^kjk 1   xrkp
(x^kjk 1   xrk)2 + (y^kjk 1   yrk)2
;
y^kjk 1   yrkp
(x^kjk 1   xrk)2 + (y^kjk 1   yrk)2
#
; (13)
where x^kjk 1 = [x^kjk 1; y^kjk 1]T , and x^kjk 1 and y^kjk 1 are respectively predicted east and north
positions.
C. Motivation of This Work
The EKF can achieve a linear minimum mean square error (LMMSE) estimate for a nonlinear
state-space model with accurate Qk and Rk. The use of wrong/inaccurate Qk and Rk however
can result in substantial estimation errors or even filtering divergence [36]. In the cooperative
localization of AUVs, accurate noise covariance matrices are very difficult to be determined
and may be time-varying because the performance of sensors varies with the change of the
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8environment, which will degrade the localization accuracy. Therefore, there is a great demand
to develop a new AEKF suitable for operation with inaccurate noise covariance matrices.
Before presenting the main motivation of this work, we discuss the effect of noise covariance
matrices on the EKF. Firstly, an inaccurate process noise covariance matrix Qk can induce an
inaccurate predicted error covariance matrix Pkjk 1 through equation (9). Then, an inaccurate
Kalman gain Kk is developed based on an inaccurate Pkjk 1 through equation (10). Finally,
a suboptimal LMMSE estimate x^kjk and inconsistent estimation error covariance matrix Pkjk
are obtained based on an inaccurate Kk and Pkjk 1 through equations (11)-(12). Therefore, the
effect of process noise covariance matrix Qk on the EKF is reflected indirectly by the predicted
error covariance matrix Pkjk 1. On the other hand, an inaccurate measurement noise covariance
matrix Rk can induce directly an inaccurate Kalman gain Kk by equation (11), which results in
a suboptimal LMMSE estimate x^kjk and inconsistent estimation error covariance matrix Pkjk.
Thus, the measurement noise covariance matrix Rk has a direct effect on the EKF.
According to the above discussion, we can see that the predicted error covariance matrix
Pkjk 1 may be estimated better than process noise covariance matrix Qk because the effect of
Pkjk 1 on the state estimate is more direct than Qk, which represents the main motivation of
this work. In this paper, a heuristic idea of estimating Pkjk 1 and Rk instead of Qk and Rk is
proposed, based on which a new AEKF will be designed.
III. A NEW AEKF FOR COOPERATIVE LOCALIZATION OF AUVS
A. An Online EM Approach
Our aim is to obtain online estimates of inaccurate Pkjk 1 and Rk based on measurements z1:k,
where z1:k = fzjgkj=1 represents the measurements from time 1 to k. We can develop different
optimal estimates of Pkjk 1 and Rk based on different criteria, depending on the definition of
optimality. The maximum likelihood (ML) criterion is selected to infer inaccurate Pkjk 1 and
Rk because it has asymptotic normality, strong consistency and asymptotic efficiency [38]. In
order to facilitate the subsequent derivation, we define k ,

Pkjk 1; Rk
	
. The ML approach
involves maximizing the log-likelihood function Lk(z1:k) , log pk(z1:k)
^k = argmax
k
Lk(z1:k) , argmax
k
log pk(z1:k); (14)
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9where ^k denotes the ML estimate of k, and log() denotes the natural logarithm function, and
pk() denotes a probability density function (PDF) being dependent on parameter k.
However, it is not possible to obtain an optimal ML solution by solving the optimization
problem in equation (14) directly because the nonlinear measurements z1:k depend on the
unavailable state vector xk at the current time. To solve this problem, the EM approach is
employed to derive an approximate ML solution of parameter k by maximizing the joint log-
likelihood function Lk(xk; z1:k) , log pk(xk; z1:k) as follows [38], [39]
^k  argmax
k
Lk(xk; z1:k) , argmax
k
log pk(xk; z1:k); (15)
where Lk(xk; z1:k) represents the complete data log-likelihood. However, Lk(xk; z1:k) is still
unavailable due to the unobserved state vector xk. The EM approach deals with this problem by
approximating Lk(xk; z1:k) as its minimum variance estimate Q(k;
(l)
k ), where 
(l)
k denotes
an approximation of ^k at the lth step and Q(k;
(l)
k ) , Exk [Lk(xk; z1:k)j(l)k ; z1:k], that is
[38]
Lk(xk; z1:k)Q(k;(l)k ) , Exk [Lk(xk; z1:k)j(l)k ; z1:k]
=
Z
log pk(xk; z1:k)p(l)k
(xkjz1:k)dxk; (16)
where Exk [] represents an expectation with respect to xk.
Using equation (16) in equation (15), the optimization problem in equation (15) can be
transformed into the following optimization problem

(l+1)
k  argmax
k
Q(k;
(l)
k ); (17)
where (l+1)k denotes an approximation of ^k at the l + 1th step.
Next, a good property of the EM approach will be discussed, which can guarantee the local
convergence of the iterations. Utilizing the relationship between the conditional PDF and the
joint PDF, equation (16) can be reformulated as
Q(k;
(l)
k )=
Z
log pk(xkjz1:k)p(l)k (xkjz1:k)dxk +
Z
log pk(z1:k)p(l)k
(xkjz1:k)dxk
=
Z
log pk(xkjz1:k)p(l)k (xkjz1:k)dxk + Lk(z1:k): (18)
Using k = 
(l)
k in equation (18) yields
Q(
(l)
k ;
(l)
k ) =
Z
log p

(l)
k
(xkjz1:k)p(l)k (xkjz1:k)dxk + L(l)k (z1:k): (19)
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Subtracting equation (19) from equation (18), we can obtain
Lk(z1:k)  L(l)k (z1:k) = Q(k;
(l)
k ) Q((l)k ;(l)k ) + KL

p

(l)
k
(xkjz1:k)kpk(xkjz1:k)

;(20)
where KL denotes the Kullback-Leibler divergence, which is defined as KL(q(x)jjp(x)) , R q(x)
log q(x)
p(x)
dx [40], [41]. Considering that KL is non-negative and using equation (20), we have
Lk(z1:k)  L(l)k (z1:k)  Q(k;
(l)
k ) Q((l)k ;(l)k ): (21)
We can see from equation (21) that, if an appropriate approximation (l+1)k of k is selected at
the l+1th step so that Q((l+1)k ;
(l)
k )  Q((l)k ;(l)k ), then L(l+1)k (z1:k)  L(l)k (z1:k). Therefore,
the EM approach can guarantee that Lk(z1:k) is non-decreasing as each iteration proceeds, and
the maximum point of Q(k;
(l)
k ) when l! +1 can be deemed as an approximate maximum
point of Lk(z1:k). If a suitable initial value of k is chosen, 
(l)
k will converge to a ML estimate
of k based on this good property of the EM approach, i.e. lim
l!+1

(l)
k = ^k, which guarantees
the local convergence of the iterations.
The EM algorithm consists of an expectation step (E-step) and maximization step (M-step). In
the E-step, the expectation of the complete data log-likelihood is computed based on measure-
ments z1:k and current estimate 
(l)
k of k. In the M-step, the calculated Q(k;
(l)
k ) is maximized
by using analytical or numerical approach. Next, the E-step and M-step will be developed.
B. The E-step
Before calculating Q(k;
(l)
k ), firstly, the joint log-likelihood function log pk(xk; z1:k) is
computed. According to the Bayesian theorem, pk(xk; z1:k) can be factored as
pk(xk; z1:k)=pk(zkjxk; z1:k 1)pk(xkjz1:k 1)p(z1:k 1)
=pk(zkjxk)pk(xkjz1:k 1)p(z1:k 1); (22)
where in (22) pk(zkjxk; z1:k 1) = pk(zkjxk) since measurement zk is only dependent on state
vector xk in terms of measurement model (7). Note that p(z1:k 1) is not dependent on parameter
k since z1:k 1 is independent of Pkjk 1 and Rk.
Under the framework of EKF, the one-step predicted PDF pk(xkjz1:k 1) is approximated as
Gaussian, i.e.,
pk(xkjz1:k 1) = N(xk; x^kjk 1;Pkjk 1); (23)
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where N(;;) denotes a Gaussian PDF with mean vector  and covariance matrix , and
x^kjk 1 is given by equation (9). Note that Pkjk 1 is assumed to be inaccurate/unknown because
Qk 1 is inaccurate/unknown.
According to the range measurement model formulated in equation (7), the likelihood PDF is
given by
pk(zkjxk) = N(zk;h(xk; xrk; yrk); Rk): (24)
Using equations (22)-(24), the joint log-likelihood function log pk(xk; z1:k) can be calculated
as
log pk(xk; z1:k)= 0:5 log jRkj   0:5[zk   h(xk; xrk; yrk)]TR 1k [zk   h(xk; xrk; yrk)] 
0:5 log jPkjk 1j   0:5(xk   x^kjk 1)TP 1kjk 1(xk   x^kjk 1) + ck ; (25)
where j  j denotes the determinant operation of a matrix and ck denotes a constant value with
respect to variable k.
Secondly, the posterior PDF p

(l)
k
(xkjz1:k) with (l)k is calculated. At the l+1th step, we have
obtained an approximate state estimate x^(l)kjk and corresponding estimation error covariance matrix
P
(l)
kjk. Then, we can obtain a more accurate approximation of the nonlinear range measurement
function h(xk; xrk; y
r
k) by performing linearization with an intermediate state estimate x^
(l)
kjk, i.e.,
h(xk; x
r
k; y
r
k) = h(x^
(l)
kjk; x
r
k; y
r
k) +H
(l)
k (xk   x^(l)kjk); (26)
where H(l)k denotes the Jacobian matrix of range measurement function at x^
(l)
kjk formulated as
H
(l)
k =
24 x^(l)kjk   xrkq
(x^
(l)
kjk   xrk)2 + (y^(l)kjk   yrk)2
;
y^
(l)
kjk   yrkq
(x^
(l)
kjk   xrk)2 + (y^(l)kjk   yrk)2
35 ; (27)
where x^(l)kjk = [x^
(l)
kjk; y^
(l)
kjk]
T , and x^(l)kjk and y^
(l)
kjk are respectively intermediate posterior estimates of
east and north positions at the lth step.
The posterior PDF p

(l)
k
(xkjz1:k) can be approximated as Gaussian by using the measurement
update of EKF, that is,
p

(l)
k
(xkjz1:k) = N(xk; x^(l+1)kjk ;P(l+1)kjk ); (28)
where x^(l+1)kjk and P
(l+1)
kjk are obtained by employing P
(l)
kjk 1, R
(l)
k and equations (26)-(27) in
equations (10)-(12)
K
(l+1)
k = P
(l)
kjk 1(H
(l)
k )
T
h
H
(l)
k P
(l)
kjk 1(H
(l)
k )
T +R
(l)
k
i 1
(29)
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x^
(l+1)
kjk =x^kjk 1 +K
(l+1)
k
h
zk   h(x^(l)kjk; xrk; yrk)  H(l)k (x^kjk 1   x^(l)kjk)
i
(30)
P
(l+1)
kjk = P
(l)
kjk 1  K(l+1)k H(l)k P(l)kjk 1: (31)
Finally, substituting equation (28) in equation (16), we obtain
Q(k;
(l)
k ) =  0:5 log jRkj   0:5tr(AkR 1k )  0:5 log jPkjk 1j   0:5tr(BkP 1kjk 1) + ck ; (32)
where tr() denotes the trace operation of a matrix, and Ak and Bk are given by
Ak=
Z
[zk   h(xk; xrk; yrk)][zk   h(xk; xrk; yrk)]TN(xk; x^(l+1)kjk ;P(l+1)kjk )dxk (33)
Bk=
Z
(xk   x^kjk 1)(xk   x^kjk 1)TN(xk; x^(l+1)kjk ;P(l+1)kjk )dxk: (34)
Linearizing h(xk; xrk; y
r
k) at x^
(l+1)
kjk , we have
h(xk; x
r
k; y
r
k) = h(x^
(l+1)
kjk ; x
r
k; y
r
k) +H
(l+1)
k (xk   x^(l+1)kjk ); (35)
where H(l+1)k denotes the Jacobian matrix of the range measurement function at x^
(l+1)
kjk given by
H
(l+1)
k =
24 x^(l+1)kjk   xrkq
(x^
(l+1)
kjk   xrk)2 + (y^(l+1)kjk   yrk)2
;
y^
(l+1)
kjk   yrkq
(x^
(l+1)
kjk   xrk)2 + (y^(l+1)kjk   yrk)2
35 ; (36)
where x^(l+1)kjk = [x^
(l+1)
kjk ; y^
(l+1)
kjk ]
T , and x^(l+1)kjk and y^
(l+1)
kjk are respectively intermediate posterior
estimates of east and north positions at the l + 1th step.
Utilizing equation (35) in equation (33), Ak can be calculated as
Ak=
Z h
zk   h(x^(l+1)kjk ; xrk; yrk) H(l+1)k (xk   x^(l+1)kjk )
i
h
zk   h(x^(l+1)kjk ; xrk; yrk) H(l+1)k (xk   x^(l+1)kjk )
iT
N(xk; x^
(l+1)
kjk ;P
(l+1)
kjk )dxk
=
h
zk   h(x^(l+1)kjk ; xrk; yrk)
i h
zk   h(x^(l+1)kjk ; xrk; yrk)
iT
+H
(l+1)
k P
(l+1)
kjk (H
(l+1)
k )
T : (37)
According to the integral formula, Bk can be calculated as
Bk=
Z
(xk   x^(l+1)kjk + x^(l+1)kjk   x^kjk 1)(xk   x^(l+1)kjk + x^(l+1)kjk   x^kjk 1)TN(xk; x^(l+1)kjk ;P(l+1)kjk )dxk
=P
(l+1)
kjk + (x^
(l+1)
kjk   x^kjk 1)(x^(l+1)kjk   x^kjk 1)T : (38)
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C. The M-step
The M-step involves the maximization of Q(k;
(l)
k ) with respect to k, as shown in equation
(17). According to the definition of the maximum point, (l+1)k satisfies the following equation
@Q(k;
(l)
k )
@k
j
k=
(l+1)
k
= 0: (39)
Using k =

Pkjk 1; Rk
	
, equation (39) can be transformed into the following equations
@Q(k;
(l)
k )
@Pkjk 1
j
Pkjk 1=P
(l+1)
kjk 1; Rk=R
(l+1)
k
= 0 (40)
@Q(k;
(l)
k )
@Rk
j
Pkjk 1=P
(l+1)
kjk 1; Rk=R
(l+1)
k
= 0: (41)
Exploiting equations (32), the partial derivatives @Q(k;
(l)
k )
@Pkjk 1
and @Q(k;
(l)
k )
@Rk
can be calculated
as
@Q(k;
(l)
k )
@Pkjk 1
=  0:5P 1kjk 1 + 0:5P 1kjk 1BkP 1kjk 1 (42)
@Q(k;
(l)
k )
@Rk
=  0:5R 1k + 0:5R 1k AkR 1k ; (43)
where Ak and Bk are given by equations (37)-(38).
Substituting equations (42)-(43) in equations (40)-(41) yields
 0:5(P(l+1)kjk 1) 1 + 0:5(P(l+1)kjk 1) 1Bk(P(l+1)kjk 1) 1 = 0 (44)
 0:5(R(l+1)k ) 1 + 0:5(R(l+1)k ) 1Ak(R(l+1)k ) 1 = 0: (45)
Solving equations (44)-(45), we obtain
P
(l+1)
kjk 1 = Bk (46)
R
(l+1)
k = Ak: (47)
After iteration N , the state estimate x^kjk and corresponding estimation error covariance ma-
trix Pkjk, and the estimate of predicted error covariance matrix P^kjk 1, and the estimate of
measurement noise covariance matrix R^k are given by
x^kjk = x^
(N)
kjk Pkjk = P
(N)
kjk (48)
P^kjk 1 = P
(N)
kjk 1 R^k = R
(N)
k : (49)
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Algorithm 1: One time step of the proposed AEKF for cooperative localization of AUVs.
Inputs: x^k 1jk 1, Pk 1jk 1, F, uk, xr , yr , h(xk; xrk; yrk), zk, Qk 1, Rk, N
Time update:
1. x^kjk 1 = Fx^k 1jk 1 + uk
2. Pkjk 1 = FPk 1jk 1FT + Qk 1
Iterated measurement update:
3. Initialization: P(0)kjk 1 = Pkjk 1, R
(0)
k =
Rk, x^
(0)
kjk = x^kjk 1
for l = 0 : N   1
Update x^(l+1)kjk and P
(l+1)
kjk given P
(l)
kjk 1, R
(l)
k and x^
(l)
kjk = [x^
(l)
kjk; y^
(l)
kjk]
T :
4. H(l)k =
24 x^(l)kjk xrkr
(x^
(l)
kjk xrk)2+(y^
(l)
kjk yrk)2
;
y^
(l)
kjk y
r
kr
(x^
(l)
kjk xrk)2+(y^
(l)
kjk yrk)2
35
5. K(l+1)k = P
(l)
kjk 1(H
(l)
k )
T (H
(l)
k P
(l)
kjk 1(H
(l)
k )
T +R
(l)
k )
 1
6. x^(l+1)kjk = x^kjk 1 +K
(l+1)
k

zk   h(x^(l)kjk; xrk; yrk) H(l)k (x^kjk 1   x^(l)kjk)

7. P(l+1)kjk = P
(l)
kjk 1  K(l+1)k H(l)k P(l)kjk 1
Update P(l+1)kjk 1 and R
(l+1)
k given P
(l+1)
kjk and x^
(l+1)
kjk = [x^
(l+1)
kjk ; y^
(l+1)
kjk ]
T :
8. H(l+1)k =
24 x^(l+1)kjk  xrkr
(x^
(l+1)
kjk  xrk)2+(y^
(l+1)
kjk  yrk)2
;
y^
(l+1)
kjk  y
r
kr
(x^
(l+1)
kjk  xrk)2+(y^
(l+1)
kjk  yrk)2
35
9. Ak =
h
zk   h(x^(l+1)kjk ; xrk; yrk)
i h
zk   h(x^(l+1)kjk ; xrk; yrk)
iT
+H
(l+1)
k P
(l+1)
kjk (H
(l+1)
k )
T
10. Bk = P
(l+1)
kjk + (x^
(l+1)
kjk   x^kjk 1)(x^(l+1)kjk   x^kjk 1)T
11. P(l+1)kjk 1 = Bk, R
(l+1)
k = Ak
end for
13. x^kjk = x^
(N)
kjk , Pkjk = P
(N)
kjk , P^kjk 1 = P
(N)
kjk 1, R^k = R
(N)
k
Outputs: x^kjk, Pkjk, P^kjk 1 and R^k
D. A New AEKF for Cooperative Localization of AUVs
The proposed AEKF algorithm consists of time update and iterated measurement update. In
the time update, a predicted state vector x^kjk 1 is calculated using equation (8), and a nominal
predicted error covariance matrix Pkjk 1 is calculated using equation (9) and a nominal process
May 21, 2017 DRAFT
15
noise covariance matrix Qk 1, i.e.,
Pkjk 1 = FPk 1jk 1FT + Qk 1: (50)
In the iterated measurement update, the state vector xk, predicted error covariance matrix
Pkjk 1 and measurement noise covariance matrix Rk are adaptively estimated. First of all,
appropriate initial values of Pkjk 1 and Rk need to be determined because the EM approach can
only guarantee a local convergence of the iterations. According to the idea of the Kalman filter,
the predicted error covariance matrix Pkjk 1 requires to include the information in the dynamic
system model and previous estimation error. Therefore, the nominal predicted error covariance
matrix Pkjk 1 is an appropriate initial value of Pkjk 1 since it includes the information of state
transition matrix F, nominal process noise covariance matrix Qk 1 and the previous estimation
error covariance matrix Pk 1jk 1. On the other hand, the nominal measurement noise covariance
matrix Rk is an appropriate initial value of Rk since it is a pre-estimate of Rk based on the
performance parameter of the sensor or engineering experience. After choosing appropriate initial
values of Pkjk 1 and Rk, the state vector xk, predicted error covariance matrix Pkjk 1 and
measurement noise covariance matrix Rk are recursively updated using equations (29)-(31), (36)-
(38) and (46)-(49). The implementation pseudocode for one time step of the proposed AEKF
for cooperative localization of AUVs is shown in Algorithm 1.
IV. LAKE-WATER FIELD TRIALS
A. Experimental Setup and Description
The effectiveness and superiority of the proposed algorithm is demonstrated by using post-
processed data collected in lake trials. This experiment was conducted by the authors and
collaborators in August 2014 in Lake Thai whose depth varies from seven feet to sixteen feet.
In the lake trials, three survey vessels were employed, where two vessels served as surface
leaders known as CNA and the other one acted as a surrogate AUV. The vessel employed in the
experiment is shown in Fig. 1. The two leaders and AUV were all equipped with an acoustic
modem ATM-885, and broadcasted information through an underwater acoustic modem. Fig. 2
shows the diagram of underwater acoustic communication between the AUV and CNA. The GPS
is able to achieve good positioning accuracy on the lake since there is no shelter for the GPS.
Thus, the GPS is accurate enough and can be considered a truth reference positioning sensor in
May 21, 2017 DRAFT
16
TABLE I: The performance parameters of employed sensors.
Sensors Models Index Parameters
Acoustic modem ATM-885
Working range Up to 8000m
Error rate Less than 10 7
GPS OEMV-2RT-2
Position accuracy 1:8m (RMS)
Data update rate 10Hz
Compass H/H HZ001 Heading accuracy 0:3
DVL DS-99
Working range  150m=s  200m=s
Measurement accuracy 0:1%  0:3%
the experiment. In order to provide a reference position for the AUV, the two vessels that served
as CNA were equipped with GPS. Also, a GPS enabling the collection of true positions was
equipped on the AUV to provide a benchmark for cooperative localization. Moreover, a DVL
obtaining velocity information and a self-made compass providing a heading were installed in
the AUV. The sensors and computer employed in the experiment are shown in Fig. 3, and the
performance parameters of employed sensors are listed in Table I, where RMS denotes root
mean square.
In the test, round-trip acoustic ranging was used and the acoustic data packets were sent from
the two leaders to the AUV every 5s. In addition, the acoustic data packets from the two leaders
were staggered in time. Fig. 4 illustrates the frequency of successful and failing transmissions
from two leaders, where the frequencies of successful transmissions from leaders 1 and 2 are
respectively 19:89% and 19:14%. Such low frequencies of successful transmissions from leaders 1
and 2 are induced by the fact that packet loss, garbling and other anomalies are often encountered
in underwater acoustic communication. The true trajectories of the two leaders and AUV are
shown in Fig. 5, which were provided by the GPSs equipped on the two leaders and AUV. It
can be seen from Fig. 5 that the AUV was always located between the two leaders, which can
improve the observability of AUV. Fig. 6 shows the acoustic communication procedures between
the two leaders and AUV in the test, where “AC” and “CL” represent acoustic communication
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Fig. 1: The vessel employed in the experiment.
Fig. 2: The diagram of underwater acoustic communication between the AUV and CNA. A request signal is first
sent from the AUV to the CNA. After receiving the request signal, an acoustic data packet including the arrival time
of the request signal and the reference position of the CNA are sent from the CNA to the AUV. Upon reception
of the acoustic data packet, the AUV can use the time of flight of the acoustic signal to determine the range from
the CNA.
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Fig. 3: The sensors and computer employed in the experiment.
and cooperative localization respectively. It is seen from Fig. 6 that the AUV only communicated
with one of the two leaders at every time, which implies that only a single leader served as the
CNA at every time in the cooperative localization. Based on the above discussion, the lake trials
can simulate the scenario of cooperative localization of AUVs, and it can be used to verify the
effectiveness and superiority of the proposed algorithm.
B. Comparison of Nonlinear Filtering Algorithms
In the cooperative localization of AUVs, the accurate process and measurement noise covari-
ance matrices are unavailable. Therefore, to better compare the proposed algorithm and existing
algorithms, the reference values of process and measurement noise covariance matrices are firstly
calculated by utilizing off-line data collected in the lake trials. The sample values of process
and measurement noises are approximated as
w^x;k 1 = x^k   x^k 1  t(v^k cos ^k + !^k sin ^k) (51)
w^y;k 1 = y^k   y^k 1  t(v^k sin ^k   !^k cos ^k) (52)
^k = zk  
q
(x^k   xrk)2 + (y^k   yrk)2; (53)
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Fig. 4: Illustration of the frequencies of successful and failing transmissions.
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where w^x;k 1 and w^y;k 1 are respectively the sample values of east and north position noises,
and ^k is the sample value of measurement noise, and (x^k; y^k) is the position of AUV at time
k provided by the GPS, and the sampling time t = 1s in the test.
Using equations (51)-(53), 1759 sample values of process noise and 687 sample values of
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Fig. 6: The acoustic communication procedures between two leaders and AUV.
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Fig. 7: Probability density curves of process and measurement noises.
measurement noise can be obtained respectively, based on which the sample probability density
curves of process and measurement noises are achieved, as shown in Fig. 7. It can be seen
from Fig. 7 that Gaussian distributions can approximately fit to the sample values of process
and measurement noises. Moreover, the reference values of process and measurement noise
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covariance matrices are respectively selected as the covariance matrices of the obtained sample
values of process and measurement noises that are calculated as
Q^k =
24(1:74m)2 0:015m2
0:015m2 (0:45m)2
35 R^k = (4:43m)2; (54)
where Q^k and R^k represent the reference values of process and measurement noise covariance
matrices respectively.
Existing dead-reckoning (DR) algorithm, extended Kalman filter (EKF) [37], innovation-
based adaptive Kalman filter (IAKF) [29], Sage-Husa adaptive Kalman filter (SHAKF) [18],
variational Bayesian based adaptive Kalman filter (VBAKF) [20] and the proposed adaptive
extended Kalman filter (AEKF) are tested using post-processed data collected in the lake trials
to show the advantages of the proposed algorithm. The initial state estimate x^0j0 is provided by
GPS, and the initial state estimation error covariance matrix is set as P0j0 = (1:8m)2I2. The
window size of IAKF is set as 200, and the fading factor of SHAKF is set as  = 0:998, and
the numbers of VBAKF and the proposed AEKF are set as N = 5. The proposed algorithm and
existing algorithms are coded with MATLAB and the experiments are run on a computer with
Intel Core i7-3770 CPU at 3.40 GHz. Note that the IAKF was found to diverge for the reasons
discussed in [22], thus its results are not shown in following comparisons.
To compare the state estimation accuracy of the above nonlinear filtering algorithms, the
localization error (LE) and averaged LE (ALE) are chosen as performance metrics, which are
defined as follows
LE(k) =
q
(x^k   x^kjk)2 + (y^k   y^kjk)2 (55)
ALE =
1
T
TX
k=1
q
(x^k   x^kjk)2 + (y^k   y^kjk)2; (56)
where (x^k; y^k) is the reference position of AUV at time k provided by GPS, (x^kjk; y^kjk) is the
estimated position at time k, and T = 1760s denotes the experimental time.
To evaluate the estimation accuracy of predicted error covariance matrix and measurement
noise covariance matrix, the square root of normalized Frobenius norm (SRNFN) and averaged
SRNFN (ASRNFN) are selected as error measures, which are defined as follows [42]
SRNFNP ,

1
n2
kP^kjk 1  Pr;kjk 1k2
 1
4
(57)
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TABLE II: Implementation times of the proposed algorithm and existing algorithms in a single
step run
Filters DR EKF SHAKF VBAKF The proposed AEKF
Time (s) 8:53 10 6 3:58 10 5 7:16 10 5 1:68 10 4 1:72 10 4
ASRNFNP ,
1
T
TX
k=1

1
n2
kP^kjk 1  Pr;kjk 1k2
 1
4
; (58)
where kDk2 = tr(DDT ), and P^kjk 1 denotes the estimate of predicted error covariance matrix
at time k, and Pr;kjk 1 represents the reference value of predicted error covariance matrix at
time k. Similar to the SRNFN and ASRNFN in predicted error covariance matrix, we can
also write formula for the SRNFN and ASRNFN in measurement noise covariance matrix. The
reference values of predicted error covariance matrix and measurement noise covariance matrix
are provided by the proposed AEKF when process and measurement noise covariance matrices
are set as the reference values Q^k and R^k because the proposed AEKF achieves almost optimal
performance with such noise covariance matrices, as shown in the case 1.
To better show the effectiveness and superiority of the proposed algorithm, we consider three
explanatory cases:
1) Case 1: In the first case, the nominal noise covariance matrices Qk and Rk are chosen as
the reference values of noise covariance matrices, i.e., Qk = Q^k and Rk = R^k. The trajectories
and LEs from existing algorithms and the proposed algorithm in this case are shown in Fig. 8. Fig.
9 shows the ALEs of existing algorithms and the proposed algorithm with different numbers of
iterations N = 1; 2; : : : ; 10. The implementation times in a single step run of existing algorithms
and the proposed algorithm is shown in Tables II.
It is seen from Fig. 8 that, in this case, the DR algorithm without measurement information
can’t track the true trajectory of the AUV, and existing nonlinear filtering algorithms [18], [20],
[29], [37] and the proposed algorithm all exhibit satisfactory localization accuracy in term of
LE. It can be seen from Fig. 9 that the proposed algorithm converges when N  2, and it
has smaller ALEs than existing algorithms when N  2. Moreover, we can see from Table II
that the proposed algorithm needs more implementation times than existing algorithms. Thus, the
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Fig. 8: Trajectories and LEs for the first case when N = 5.
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Fig. 9: ALEs for the first case when N = 1; 2; : : : ; 10.
proposed algorithm has better localization accuracy but slightly higher computational complexity
than existing state-of-the-art algorithms, and the convergence of iteration is guaranteed by the
proposed algorithm.
The DR algorithm diverges because it doesn’t utilize range measurement relative to the CNA
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TABLE III: ASRNFNP and ASRNFNR of the proposed algorithm and existing algorithms in
the second case.
Filters SHEKF VBAKF The proposed AEKF
ASRNFNP 5:44 18:74 4:07
ASRNFNR 4:38 105:83 2:84
for cooperative localization. In this case, the reference values of noise covariance matrices Q^k
and R^k are still inaccurate due to the measurement error of GPS, thus the proposed AEKF
can further improve the localization accuracy by iteratively finding better estimates of predicted
error covariance matrix and measurement noise covariance matrix. In addition, the proposed
algorithm exhibits fast convergence speed with respect to iteration because the nominal predicted
error covariance matrix Pkjk 1 and the nominal measurement noise covariance matrix Rk are
excellent initial values of the iteration when Qk = Q^k and Rk = R^k.
2) Case 2: In the second case, Qk and Rk are chosen as inaccurate noise covariance matrices
that have small deviations with the reference values of noise covariance matrices Q^k and R^k,
which are given by
Qk =
24(0:7m)2 0
0 (1:5m)2
35 Rk = (p10m)2: (59)
Fig. 10 shows the trajectories and LEs from existing algorithms and the proposed algorithm
in this case. The SRNFNs and ASRNFNs from the SHAKF, the VBAKF and the proposed
AEKF are respectively shown in Fig. 11 and Table III, where “PECM” and “MNCM” represent
predicted error covariance matrix and measurement noise covariance matrix respectively. The
ALEs of existing algorithms and the proposed algorithm with different numbers of iterations
N = 1; 2; : : : ; 10 are shown in Fig. 12.
It is seen from Fig. 10 that, in this case, the VBAKF can’t track true trajectory of AUV, and
the proposed algorithm has smaller LEs than existing algorithms. It can be seen from Fig. 11
and Table III that the proposed algorithm has smaller SRNFNs and ASRNFNs than the SHAKF
and VBAKF. In addition, we can see from Fig. 12 that the proposed algorithm converges when
N  3, and it has smaller ALEs than existing algorithms when N  2. Thus, in this case, the
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Fig. 10: Trajectories and LEs for the second case when N = 5.
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Fig. 11: ASRNFNP and ASRNFNR for the second case when N = 5.
proposed algorithm has higher localization accuracy than existing state-of-the-art algorithms, and
the proposed algorithm can better estimate predicted error covariance matrix and measurement
noise covariance matrix than the SHAKF and VBAKF.
The VBAKF diverges since it can’t estimate inaccurate process noise covariance matrix so
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Fig. 12: ALEs for the second case when N = 1; 2; : : : ; 10.
that the convergence of the variational iteration is no longer guaranteed. Existing SHAKF has
better localization accuracy than the EKF and VBAKF since it can estimate inaccurate noise
covariance matrices adaptively when the initial values of noise covariance matrices Qk and
Rk have small deviations with the reference values of noise covariance matrices Q^k and R^k.
However, the proposed algorithm outperforms the SHAKF because the proposed algorithm can
better estimate the predicted error covariance matrix and measurement noise covariance matrix
than the SHAKF.
3) Case 3: In the third case, Qk and Rk are chosen as inaccurate noise covariance matrices
that have large deviations with the reference values of noise covariance matrices Q^k and R^k,
which are given by
Qk =
24(0:7m)2 0
0 (5:0m)2
35 Rk = (p50m)2: (60)
Fig. 13 shows the trajectories and LEs from existing algorithms and the proposed algorithm
in this case. The SRNFNs and ASRNFNs from the SHAKF, the VBAKF and the proposed
AEKF are respectively shown in Fig. 14 and Table IV. The ALEs of existing algorithms and the
proposed algorithm with different numbers of iterations N = 1; 2; : : : ; 10 are shown in Fig. 15.
It is seen from Fig. 13 that, in this case, both the SHAKF and VBAKF can’t track true trajectory
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Fig. 13: Trajectories and LEs for the third case when N = 5.
TABLE IV: ASRNFNP and ASRNFNR of the proposed algorithm and existing algorithms in
the third case.
Filters SHEKF VBAKF The proposed AEKF
ASRNFNP 31:57 42:71 9:85
ASRNFNR 12:66 109:43 5:66
of AUV, and the proposed algorithm has significantly smaller LEs than existing algorithms. It
can be seen from Fig. 14 and Table IV that the proposed algorithm has significantly smaller
SRNFNs and ASRNFNs than the SHAKF and VBAKF. In addition, we can see from Fig. 15
that the proposed algorithm converges when N  3, and it has significantly smaller ALEs than
existing algorithms when N  2. Thus, in this case, the proposed algorithm has significantly
better localization accuracy than existing state-of-the-art algorithms, and the proposed algorithm
can better estimate predicted error covariance matrix and measurement noise covariance matrix
than the SHAKF and VBAKF.
To further compare the SHAKF and the proposed algorithm, the LEs and ALEs from the
SHAKF with different fading factors and the proposed algorithm are respectively shown in Fig.
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Fig. 14: ASRNFNP and ASRNFNR for the third case when N = 5.
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Fig. 15: ALEs for the third case when N = 1; 2; : : : ; 10.
16 and Table V. It can be seen from Fig. 16 and Table V that the proposed algorithm has
significantly better localization accuracy than SHAKF when different fading factors are picked
for the SHAKF.
The SHAKF is unstable because the convergence to the right noise covariance matrices is
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Fig. 16: LEs of the SHAKF with different fading factors and the proposed algorithm.
TABLE V: ALEs of the SHAKF with different fading factors and the proposed algorithm.
Filters SHAKF ( = 0:90) SHAKF ( = 0:95) SHAKF ( = 0:98) SHAKF ( = 0:99)
ALE (m) 6:1 105 1:8 105 3:36 103 158:98
Filters SHAKF ( = 0:998) SHAKF ( = 0:999) SHAKF ( = 0:9999) The proposed AEKF
ALE (m) 85:31 170:86 224:28 14:75
not guaranteed with SHAKF when the initial values of noise covariance matrices Qk and Rk
have large deviations with the reference values of noise covariance matrices Q^k and R^k. The
performance of all algorithms in this case degrades as compared with that in the first and second
cases. However, the proposed algorithm has significantly better localization accuracy than existing
algorithms, which is induced by the fact that the proposed algorithm can find better estimates
of predicted error covariance matrix and measurement noise covariance matrix than existing
algorithms. Thus, the proposed algorithm is more robust to inaccurate process and measurement
noise covariance matrices as compared with existing state-of-the-art algorithms.
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V. CONCLUSIONS
In the paper, a new adaptive extended Kalman filter was proposed by estimating the predicted
error covariance matrix and measurement noise covariance matrix adaptively based on an online
expectation-maximization approach. A new cooperative localization algorithm suitable for in-
accurate noise covariance matrices was developed based on the proposed adaptive extended
Kalman filter. The proposed algorithm and existing state-of-the-art algorithms were applied
in the cooperative localization of autonomous underwater vehicles, and their performance was
tested by using post-processed data collected in lake trials, where two vessels served as surface
leaders and one vessel acted as a surrogate AUV. Experimental results shown that, under the
circumstances that were detailed in the paper, the proposed algorithm has significantly better
localization accuracy but slightly higher computational complexity than existing state-of-the-art
algorithms.
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