Node Replacements in Embedding Normal Form  by Skodinis, K. & Wanke, E.
Journal of Computer and System Sciences 65, 351–376 (2002)
doi:10.1006/jcss.2002.1851Node Replacements in Embedding Normal Form1
K. Skodinis2
University of Passau, D-94032 Passau, Germany
E-mail: skodinis@fmi.uni-passau.de
and
E. Wanke3
University of D .usseldorf, D-40225 D .usseldorf, Germany
E-mail: wanke@cs.uni-duesseldorf.de
Received April 26, 2000; revised March 28, 2001
We introduce the embedding normal form for eNCE graph grammars
to simplify the analysis of eNCE graph languages. Using this normal
form we show that for a large class of eNCE graph grammars useless
edges and blocking edges can be removed. This class of eNCE graph
grammars can be characterized in terms of weak notions of order
independency. # 2002 Elsevier Science (USA)1. INTRODUCTION
Graph grammars are models to describe and generate classes of labeled graphs, see
[1, 4–7, 11]. The serviceability of graph grammars is investigated within a large
number of possible application areas such as the speciﬁcation of families of VLSI
circuits, management of software processing, systematic description of large
molecules, and visual languages.
The grammars we consider in this paper are called eNCE (edge label neighborhood
controlled embedding) graph grammars. They are node replacement systems and
generate node and edge labeled graphs. There are terminal and nonterminal node
labels as well as final and nonfinal edge labels. An eNCE graph grammar G consists
of a ﬁnite set of productions of the form A-R where A is a nonterminal node label1A short abstract of this paper has been published in the proceedings of TAGT’98, see [21].
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SKODINIS AND WANKE352and R is a labeled graph with an embedding relation C. The application of production
A-R to an A-labeled node u of some graph G is a substitution of u by R. The
embedding relation C of R controls the addition of edges between neighbors of u in
G and the inserted nodes of R. The edges inserted between a former neighbor v of u
and the nodes of R are called successor edges of the edge between u and v in G. A
graph is terminal if all its nodes have terminal labels; it is final if additionally all its
edges have ﬁnal labels. The language of G is the set of all ﬁnal graphs derivable from
the start graph.
A nonﬁnal edge is called blocking if it connects two terminal nodes. Since both end
nodes of a blocking edge are terminal, no graph with a blocking edge can derive a
graph belonging to the language of the grammar. An eNCE graph grammar G is
nonblocking if no graph derived from the start graph contains a blocking edge. G is
confluent if for every derivation of a (not necessarily ﬁnal) graph the order in which
the productions are applied is irrelevant. G is boundary if the right-hand side of every
production does not contain two adjacent nonterminal nodes. G is linear if the right-
hand side of every production contains at most one nonterminal node. The linear,
boundary, conﬂuent, nonblocking, and general eNCE graph languages deﬁne a
proper hierarchy [3, 8].
Another well-known class of eNCE graph grammars is the class of order-
independent eNCE graph grammars. An eNCE graph grammar is order-independent
if for every derivation of a ﬁnal graph (not for every derivation of a graph as in the
case of conﬂuent graph grammars) the order in which the productions are applied is
irrelevant [14], see also [11]. Clearly, every conﬂuent grammar is order-independent
but not vice versa. It is well known that order-independent and conﬂuent eNCE
graph grammars have the same generating power [11].
From the complexity point of view, analyzing the language of a graph grammar
can be a very difﬁcult task. Many problems are even undecidable for general eNCE
graph grammars and still PSPACE-hard for linear eNCE graph grammars, see [12,
18, 20]. However, if the grammars satisfy certain properties then their languages are
sometimes more efﬁciently analyzable. In this paper, we consider two such
properties, the neighborhood-preserving and the nonblocking property. A main result
of this paper is the speciﬁcation of two large classes of graph grammars that can be
transformed into equivalent grammars satisfying these two properties.
In order to explain why it is useful to consider neighborhood-preserving grammars
let us discuss the recognition problem (parsing) of graph languages. Our intention is
to illustrate a basic problem that appears during the parsing process of a graph.
Parsing a graph involves testing whether it can be generated by a graph grammar.
Note that only the graph and not the grammar is given to the input. Parsing is
indispensable, for example, in visual language theory [22]. It is PSPACE-hard for
general node replacement systems [12] and even NP-hard for linear graph grammars.
However, parsing can be done in polynomial time and even in parallel for conﬂuent
graph grammars generating only connected graphs of bounded degree [15, 17].
Consider for example the derivation step shown in Fig. 1 in which a single node u
of a graph G is replaced by the right-hand side R of some production p. Assume that
during the replacement the only edge between v and u is removed. A bottom-up
parsing process usually tries to reconstruct the derivation step as follows. Find an
FIG. 1. A derivation step which is not neighborhood-preserving.
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same label as the left-hand side of production p. Then try to reconstruct the edges of
G according to the embedding relation C of R. Since the edge between v and u is
removed, we do not know which one of all nodes labeled by a was the former
neighbor of u in G. Bottom-up parsing methods get in trouble if there is no such
successor edge. This case provides an additional source of nondeterminism that
makes the parsing algorithm, in general, much more inefﬁcient.
If the grammar satisﬁes the property that every node v adjacent to u always gets a
connection to a node from R during the substitution of u by R, then the language of
the grammar is, in general, more efﬁciently parsable because the previous source of
nondeterminism disappears. This property is called neighborhood-preserving and
the grammars that satisfy the neighborhood-preserving property are called
neighborhood-preserving grammars.
Neighborhood-preserving languages are also more efﬁciently analyzable with
respect to certain graph properties than general eNCE graph languages. Here the
question is whether or not a given grammar generates some graph (or generates only
graphs) satisfying a certain graph property. For example, the question whether or
not an eNCE graph grammar generates a totally disconnected graph is in general
undecidable [13], but can be solved in polynomial time if the grammar is
neighborhood-preserving. To see this, ﬁrst remove every production whose right-
hand side contains an edge. Then check with standard techniques in polynomial time
whether or not the graph language of the remaining graph grammar is empty.
Similar improvements can be obtained for connectivity. If a neighborhood-
preserving graph grammar contains only productions whose right-hand sides are
connected, then it generates only connected graphs. This obviously does not hold for
grammars which are not neighborhood-preserving.
Next we discuss the class of grammars satisfying the nonblocking property. As
mentioned before, a graph grammar is nonblocking if no graph derived from the
start graph contains a blocking edge. The nonblocking property can also
considerably simplify the analysis of the language of a given graph grammar. For
example, given an eNCE graph grammar, the problem whether or not its language is
empty or ﬁnite is in general undecidable [18], but can be solved efﬁciently in the same
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get a similar effect if we analyze the language of a grammar with respect to a graph
property. For example, given an eNCE graph grammar, the problem whether
or not the language of the grammar only contains graphs of bounded degree is
undecidable for general eNCE graph grammars, DEXPTIME-complete for
conﬂuent and boundary eNCE graph grammars, and PSPACE-complete for
linear eNCE graph grammars, but it is P-complete for nonblocking eNCE graph
grammars [20].
It is well known that every boundary eNCE graph grammar can be transformed
into an equivalent neighborhood-preserving boundary eNCE graph grammar, see
[10, 17]. In an earlier version of this paper [19], we have shown that even every
conﬂuent eNCE graph grammar can be transformed into an equivalent neighbor-
hood-preserving grammar, see also [11, Theorem 1.3.33]. Similarly, it has been
shown in [18] that every conﬂuent eNCE graph grammar can be transformed into an
equivalent nonblocking grammar, see also [11, Theorem 1.3.21].
In this paper, we introduce a very general normal form for eNCE graph grammars
and deﬁne two large classes of eNCE graph grammars that properly contain all
conﬂuent graph grammars. Using our normal form, we show that every grammar
from the ﬁrst class can be transformed into an equivalent neighborhood-preserving
eNCE graph grammar and every grammar from the second class can be transformed
into an equivalent nonblocking eNCE graph grammar. Since these transformations
preserve the conﬂuence of the grammar, the earlier known results for conﬂuent
graph grammars follow immediately.
The paper is organized as follows. After the preliminaries, we specify in Section 3
the classes of S-OI-eNCE grammars (order-independent with respect to successor
edges) and of B-OI-eNCE grammars (order-independent with respect to blocking
edges). An eNCE graph grammar is order-independent with respect to successor
edges or blocking edges if the order in which the productions are applied is irrelevant
for the generation of successor edges or blocking edges, respectively. Here the
derived graphs do not have to be equal or isomorphic, but only terminal. S-OI-eNCE
and B-OI-eNCE graph grammars are not necessarily order-independent. In fact, the
set of all order-independent eNCE graph languages (which, as observed before,
equals the set of all conﬂuent eNCE graph languages) is a proper subset of the set of
all S-OI-eNCE graph languages and of the set of all B-OI-eNCE graph languages
(see Section 7). In Section 4, we introduce a normal form for general eNCE graph
grammars, called embedding normal form. An eNCE graph grammar is in embedding
normal form if all terminal graphs derivable from the right-hand sides of the
productions with the same left-hand side have ‘‘equivalent’’ embedding relations if
the nodes are identiﬁed by their labels. We show that every eNCE graph grammar
can be transformed into an equivalent eNCE graph grammar in embedding normal
form. In Sections 5 and 6, we show that every S-OI-eNCE and B-OI-eNCE grammar
can be transformed into an equivalent neighborhood-preserving and nonblocking
eNCE grammar, respectively.
All the results in this paper can be extended to directed graphs. However, this
would not contribute anything to the basic ideas used in the proofs and therefore we
restrict ourselves to undirected graphs.
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We ﬁrst recall the deﬁnitions concerning node and edge labeled graphs (with
embedding relations) and eNCE graph grammars, see also [11]. For technical
reasons, our graphs are labeled graphs together with an embedding relation. If we
talk about graphs then we sometimes mean the underlying graphs without their
embedding relations. However, it will always be clear from the context whether we
mean a graph with or without an embedding relation.
Definition 2.1 (Graphs). Let S and G be two ﬁnite alphabets of labels (node
and edge labels, respectively). A node and edge labeled graph G ¼ ðV ;E; l;CÞ over S
and G consists of
1. a ﬁnite set of nodes V ,
2. a node labeling l : V-S,
3. a ﬁnite set of undirected labeled edges E  ffu; l; vg j u; v 2 V ; u=v; l 2 Gg,
and
4. an embedding relation C  S	 G	 G	 V .
The set of all graphs over S and G is denoted by GRES;G. The node set, the edge
set, the node labeling, and the embedding of a graph G are denoted by VG, EG, lG,
and CG, respectively.
We deal with undirected node and edge labeled graphs without loops and equal
labeled edges between the same two nodes. A node or an edge labeled by B 2 S or
l 2 G is called a B-node or l-edge, respectively.
Definition 2.2 (Substitutions). Let G and R be two (node-disjoint) graphs over
S and G, and let u be a node of G. The graph G½u=R 2 GRES;G is deﬁned as follows.
1. Construct the union of G and R.
2. Remove node u, its incident edges, and all tuples from the embedding
relation that contain either node u or a node from R.
3. Add an l2-edge between a node v from G and a node w from R if fv; l1; ug 2
EG and ðlGðvÞ; l1; l2;wÞ 2 CR for some edge label l1.
4. For every node w from R extend the embedding relation with all tuples
ðB; l1; l3;wÞ such that ðB; l1; l2; uÞ 2 CG and ðB; l2; l3;wÞ 2 CR for some edge label l2.
(Note that both tuples ðB; l1; l2; uÞ and ðB; l1; l3;wÞ are removed in step 2.)
This substitution is associative, see [3, Lemma 3.2]. That is, for all graphs G;R;R0,
all nodes u from G, and all nodes w from R, we have
G½u=R½w=R0 ¼ G½u=R½w=R0:
We assume that all graphs involved in a substitution (or in a series of consecutive
substitutions) are node-disjoint. This assumption allows us to compare composed
graphs in a set-theoretical sense.
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edge fv; l2;wg of G½u=R is called a direct successor edge of an edge fv; l1; ug of G if
ðlGðvÞ; l1; l2;wÞ is a tuple of the embedding relation of R, as in step 3 of Deﬁnition 2.2.
Note that a node and an edge may have several direct successor nodes or successor
edges, respectively. However, every node has at most one direct predecessor node,
whereas an edge may have several predecessor edges. Whenever we consider a series
of consecutive substitutions (such as in a derivation, see Deﬁnition 2.4), the
transitive–reﬂexive closure of the direct successor relation between the nodes and
edges involved is simply called successor relation.
Definition 2.3 (eNCE graph grammars). An eNCE (edge label neighborhood
controlled embedding) graph grammar is a system G ¼ ðS;D;G;O;S;PÞ, where
1. S is the alphabet of node labels,
2. D  S is the alphabet of terminal node labels,
3. G is the alphabet of edge labels,
4. O  G is the alphabet of final edge labels,
5. S is the start graph consisting of a single node with a nonterminal label and
empty embedding relation,
6. P is a ﬁnite set of productions. Every production is of the form A-R where
A 2 S D and R 2 GRES;G.
The labels of S D are called nonterminal node labels and the labels of G O are
called nonfinal edge labels. A is called the left-hand side and R is called the right-hand
side of production A-R. A node labeled by a terminal label is called a terminal node,
otherwise it is called a nonterminal node. Similarly, an edge labeled by a ﬁnal label is
called a final edge, otherwise it is called a nonfinal edge. A nonﬁnal edge incident with
two terminal nodes is called a blocking edge. A graph is called terminal if all its nodes
are terminal. A terminal graph is called final if all its edges are ﬁnal, i.e., if it contains
no blocking edges.
Definition 2.4 (Derivations and Languages). Let G ¼ ðS;D;G;O;S;PÞ be an
eNCE graph grammar, G be a graph over S and G, u be a node of G; p ¼ lGðuÞ-R
be a copy of some production of P, and H ¼ G½u=R. Then G )u;p H is called a
single derivation step. A sequence of derivation steps
G )u1; p1 G1 )u2; p2 G2    )un; pn Gn; n50
is called a derivation, denoted by G )*Gn.
A sentential form of G is a graph derivable from the start graph S. The language
LðGÞ of an eNCE graph grammar G is deﬁned by
LðGÞ ¼ fH 2 GRED;O j S )*Hg:
Two graph grammars are called equivalent if they generate the same language.
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embedding relation of the start graph S is empty. Furthermore, we assume that for
every sentential form G there is a derivation G )*H such that H is terminal. A
transformation of an arbitrary eNCE graph grammar into one that satisﬁes our
assumption can be done efﬁciently by standard methods.
In a derivation step G )u;p H, we substitute node u of G always by a copy of the
right-hand side of production p. This ensures that all graphs involved in the
substitutions of a derivation are node disjoint even if the same production is applied
more than once. Furthermore, if we consider two derivations in which the same
productions are applied to the same nodes, but possibly in a different order, then we
use the same copies of the right-hand sides of the productions such that both results
have the same set of nodes, and thus can be compared in a set theoretical sense. This
is necessary for the following deﬁnitions of conﬂuent and order-independent
grammars.
For our considerations the following subclasses of eNCE graph grammars are
important.
Definition 2.5 (Restricted eNCE Graph Grammars). An eNCE graph gram-
mar G is called
1. nonblocking if no sentential form of G has a blocking edge,
2. order-independent if the order in which the productions are applied in
deriving a terminal graph by G is irrelevant,
3. confluent if for every sentential form G of G, for all nonterminal nodes u1
and u2 of G, and for all derivations G )u1;p1 G1 )u2;p2 G12 and G )u2;p2 G2 )u1;p1
G21 by G we have
G12 ¼ G21:
By deﬁnition, every conﬂuent eNCE grammar is order-independent but not vice
versa. However, conﬂuent and order-independent eNCE graph grammars coincide in
their generating power [11]. It is well known that the conﬂuent, nonblocking, and
unrestricted eNCE graph languages form a proper hierarchy [3, 8]. Furthermore,
every conﬂuent eNCE graph grammar can be transformed into an equivalent
nonblocking grammar [18], see also [11, Theorem 1.3.21].
Next we recall the deﬁnition of neighborhood-preserving eNCE grammars.
Intuitively, an eNCE graph grammar is neighborhood-preserving if no established
neighborhood will be destroyed in any further derivation step.
Definition 2.6 (Neighborhood-Preserving eNCE Grammars). Let G be an
eNCE graph grammar. Let G be a sentential form of G and G )u;p H be a derivation
step by G.
1. G )u;p H is neighborhood-preserving if every node connected with u in G is
connected with some node from the right-hand side of p in H.
2. G is neighborhood-preserving if every step in the derivation of a sentential
form of G is neighborhood-preserving.
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into an equivalent neighborhood-preserving grammar, see also [11, Theorem 1.3.33].
This is now proved in Theorem 5.3 and explicitly stated in Corollary 5.4.
3. S-OI- AND B-OI-eNCE GRAPH GRAMMARS
In this section, we introduce two new classes of order-independent eNCE graph
grammars, namely S-OI-eNCE and B-OI-eNCE graph grammars. We will show that
every S-OI-eNCE graph grammar can be transformed into an equivalent
neighborhood-preserving eNCE graph grammar, and every B-OI-eNCE graph
grammar can be transformed into an equivalent nonblocking eNCE graph grammar.
The classes of all S-OI-eNCE and all B-OI-eNCE graph grammars are up to now the
two largest known classes that allow such transformations.
Intuitively, an eNCE graph grammar is S-OI-eNCE (order-independent with
respect to successor edges) if the order in which the productions are applied is
irrelevant for the generation of successor edges. Similarly, an eNCE graph grammar
is B-OI-eNCE (order-independent with respect to blocking edges) if the order in
which the productions are applied is irrelevant for the generation of blocking edges.
The derived graphs do not need to be equal or isomorphic, but only terminal. Hence,
S-OI-eNCE and B-OI-eNCE graph grammars are not necessarily order-independent
in the usual sense (see Deﬁnition 2.5), but every order-independent grammar is S-OI
and B-OI.
Definition 3.1 (S-OI-eNCE Grammars). An eNCE graph grammar G is S-OI-
eNCE (order-independent with respect to successor edges) if for every sentential form
G of G, every edge e of G, and every derivation
G )u1;p1 G1 )u2;p2 G2    )un;pn Gn
of a terminal graph Gn that has a successor edge of e, it follows that for every
permutation p of f1; . . . ; ng such that
G )upð1Þ ;ppð1Þ H1 )upð2Þ ;ppð2Þ H2    )upðnÞ;ppðnÞ Hn
is a derivation, graph Hn also has a successor edge of e.
Definition 3.2 (B-OI-eNCE Grammars). An eNCE graph grammar G is B-OI-
eNCE (order-independent with respect to blocking edges) if for every derivation
S )u1;p1 G1 )u2;p2 G2    )un;pn Gn
of a terminal graph Gn with a blocking edge, it follows that for every permutation p
of f1; . . . ; ng such that
S )upð1Þ;ppð1Þ H1 )upð2Þ;ppð2Þ H2    )upðnÞ;ppðnÞ Hn
is a derivation, graph Hn has a blocking edge.
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transformed into an equivalent neighborhood-preserving (nonblocking) eNCE
graph grammar, we introduce in the next section our embedding normal form for
eNCE graph grammars.
4. EMBEDDING NORMAL FORM
The deﬁnition of the embedding normal form for eNCE graph grammars is based
on the following notion of the environment set of a graph.
Definition 4.1 (Environment Set). Let G be a graph over S and G. The
environment set of G is deﬁned by
EðGÞ ¼ fðB; l1; l2; lGðwÞÞ j ðB; l1; l2;wÞ 2 CGg:
The environment set EðGÞ represents the embedding behavior of G as follows. Let
H be a graph with an edge fv; l1; ug such that v is a B-node. If EðGÞ contains some
tuple ðB; l1; l2; aÞ then in H½u=G the B-node v is connected by an l2-edge to at least
one a-node from G.
The embedding relation of a graph G in which k nodes u1; . . . ; uk are substituted
by k graphs H1; . . . ;Hk can obviously be determined from the embedding relation of
the original graph G and the embedding relations of the graphs H1; . . . ;Hk.
Lemma 4.2. Let G be a graph over S and G, and let u1; . . . ; uk be distinct nodes of
G. Let H ¼ G½u1=H1    ½uk=Hk, where H1; . . . ;Hk are graphs over S and G. Then
CH ¼fðB; l1; l2;wÞ j ðB; l1; l2;wÞ 2 CG and w =2 fu1; . . . ; ukgg
[ fðB; l1; l2;wÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CG and
ðB;m; l2;wÞ 2 CHi for some mg:
The deﬁnition of the environment set and Lemma 4.2 imply the following
corollary.
Corollary 4.3. Let G be a graph over S and G, and let u1; . . . ; uk be distinct nodes
of G. Let H ¼ G½u1=H1    ½uk=Hk, where H1; . . . ;Hk are graphs over S and G. Then
EðHÞ ¼ fðB; l1; l2; lGðwÞÞ j ðB; l1; l2;wÞ 2 CG and w =2 fu1; . . . ; ukgg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CG and
ðB;m; l2; aÞ 2 EðHiÞ for some mg:
Note that, consequently, the embedding relation and the environment set of a
graph G in which k nodes u1; . . . ; uk are substituted by k graphs H1; . . . ;Hk are
independent of the order in which the k nodes of G are substituted.
Corollary 4.4. Let G be a graph over S and G, and let u1; . . . ; uk be distinct nodes
of G. Let p be a permutation of the indices 1; . . . ; k. Let H1; . . . ;Hk and H 01; . . . ;H
0
k be
graphs over S and G such that CHi ¼ CH 0i for i ¼ 1; . . . ; k. (Here Hi and H
0
i ; 14i4k,
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CG½u1=H1½uk=Hk  ¼ CG½upð1Þ=H 0pð1Þ½upðkÞ=H 0pðkÞ:
Corollary 4.5. Let G be a graph over S and G, and let u1; . . . ; uk be distinct nodes
of G. Let p be a permutation of the indices 1; . . . ; k. Let H1; . . . ;Hk and H 01; . . . ;H
0
k be
graphs over S and G such that EðHiÞ ¼ EðH 0i Þ for i ¼ 1; . . . ; k. Then
EðG½u1=H1    ½uk=HkÞ ¼ EðG½upð1Þ=H 0pð1Þ    ½upðkÞ=H
0
pðkÞÞ:
Now we can deﬁne our embedding normal form.
Definition 4.6 (Embedding Normal Form). Let G ¼ ðS;D;G;O;P;SÞ be an
eNCE graph grammar and let
RHSðP;AÞ ¼ fR j A-R 2 Pg
be the set of all right-hand sides of the productions with left-hand side A.
G is in embedding normal form if for every nonterminal node label A all terminal
graphs derivable from the graphs of RHSðP;AÞ have the same environment set. This
environment set is denoted by EðAÞ.
The deﬁnition of the embedding normal form considers the derived terminal
graphs and not all derived graphs or only all derived ﬁnal graphs.
We wish to show that an arbitrary eNCE graph grammar can be transformed into
an equivalent one which is in embedding normal form. In order to do this, we need
to show that for every derivation by an eNCE graph grammar the order in which all
the productions are applied is irrelevant for the embedding relation, and hence for
the environment set, of the resulting graphs.
Lemma 4.7. Let G be an eNCE graph grammar, G be a graph, and
G )v1; p1 G1    )vn; pn Gn ¼ H
be a derivation by G. Let p be a permutation of the indices 1; . . . ; n such that
G )vpð1Þ; ppð1Þ G
0
1    )vpðnÞ; ppðnÞ G
0
n ¼ H
0
is a derivation by G. Then
CH ¼ CH 0 :
(Remember that we use in both derivations the same copies of the right-hand sides of the
productions applied to the nonterminal nodes such that H and H 0 have the same set of
nodes.)
Proof. Let u1; . . . ; uk; k4n, be the nonterminal nodes of G (in any order)
substituted during the derivation G )*H by the copies R1; . . . ;Rk of the right-hand
sides of the productions applied to the nodes u1; . . . ; uk, respectively. Let Hi; 14i4k,
be the subgraph of H derived from Ri during derivation G )*H. Since p
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CH 0 ¼ CG½u1=H1½u2=H2½uk=Hk :
From the identity p we get CH ¼ CG½u1=H1½u2=H2½uk=Hk .
Note that G½u1=H1½u2=H2    ½uk=Hk and H have the same set of nodes but not
necessarily the same set of edges.
The proof is an induction on the length n of the derivation G )*H 0.
If n ¼ 0 then k ¼ 0; H 0 ¼ G, and CH 0 ¼ CG.
Assume the claim holds for derivations of length n  1. Let uj be the nonterminal
node of G which is substituted in the ﬁrst derivation step of G )*H 0 and let pð1Þ ¼ r,
i.e., uj ¼ vpð1Þ ¼ vr. Let w1; . . . ;wd be the nonterminal nodes of Rj substituted during
derivation G )*H by the copies %R1; . . . ; %Rd of the right-hand sides of the
productions applied to the nodes w1; . . . ;wd , respectively. Let %Hi; 14i4d, be the
subgraph of H derived from %Ri during derivation G )*H.
Since the length of derivation
G½uj=Rj )vpð2Þ;ppð2Þ G
0
2    )vpðnÞ ;ppðnÞ G
0
n ¼ H
0
is n  1, we get by the induction hypothesis
CH 0 ¼ CG½uj=Rj ½w1= %H1½wd= %Hd ½u1=H1½uj1=Hj1½ujþ1=Hjþ1½uk=Hk :
By the associativity of the substitution, we get
G½uj=Rj½w1= %H1    ½wd= %Hd  ¼ G½uj=Rj½w1= %H1    ½wd= %Hd 
and therefore
CH 0 ¼ CG½uj=Rj ½w1= %H1½wd= %Hd ½u1=H1½uj1=Hj1½ujþ1=Hjþ1½uk=Hk :
Since the length of the derivation Rj )*Hj is at most n  1, we have
CHj ¼ CRj ½w1= %H1½wd= %Hd :
By Corollary 4.4, we get
CG½uj=Rj ½w1= %H1½wd= %Hd ½u1=H1½uj1=Hj1½ujþ1=Hjþ1½uk=Hk 
¼ CG½u1=H1½uj1=Hj1½uj=Hj ½ujþ1=Hjþ1½uk=Hk 
and hence
CH 0 ¼ CG½u1=H1½u2=H2½uk=Hk : ]
By the deﬁnition of the environment set and by Lemma 4.7 we immediately obtain
the following corollaries.
Corollary 4.8. Let G be an eNCE graph grammar, G be a graph, and
G )v1;p1 G1    )vn;pn Gn ¼ H
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G )vpð1Þ;ppð1Þ G
0
1    )vpðnÞ;ppðnÞ G
0
n ¼ H
0
is a derivation by G. Then
EðHÞ ¼ EðH 0Þ:
Corollary 4.9. Let G be an eNCE graph grammar, G be a graph, and G )*H be
a derivation by G. Let u1; . . . ; uk be the nonterminal nodes of G substituted during
derivation G )*H by the copies R1; . . . ;Rk of the right-hand sides of the productions
applied to the nodes u1; . . . ; uk, respectively. Let Hi; 14i4k, be any graph derivable
from Ri by applying the same productions to the same nodes (in any order) as in
derivation G )*H to the successor nodes of ui. Then
EðHÞ ¼ EðG½u1=H1½u2=H2    ½uk=HkÞ:
To show that every eNCE graph grammar can be transformed into an equivalent
one in embedding normal form, we need the following notation.
Notation 4.10. Let G be a graph over S and G, and u1; . . . ; ukðk50Þ be the
nonterminal nodes of G. For subsets
X1; . . . ;Xk  S	 G	 G	 D
we denote by Gðu1/X1;...;uk/XkÞ the graph obtained from G
1. by changing the labels A1; . . . ;Ak of the nodes u1; . . . ; uk into
ðA1;X1Þ; . . . ; ðAk;XkÞ, respectively, and
2. by replacing every tuple ðB; l1; l2;wÞ of CG with B 2 S D by all tuples
ððB;Y Þ; l1; l2;wÞ, with Y  S	 G	 G	 D.
Formally,
VGðu1/X1;...;uk/XkÞ ¼ VG; EGðu1/X1;...;uk/XkÞ ¼ EG;
lGðu1/X1 ;...;uk/Xk Þ ðvÞ ¼
lGðnÞ if v=ui; 14i4k;
ðlGðuiÞ;XiÞ if v ¼ ui; 14i4k;
(
and
CGðu1/X1;...;uk/XkÞ ¼ fðB; l1; l2;wÞ j ðB; l1; l2;wÞ 2 CG and B 2 Dg
[ fððB;Y Þ; l1; l2;wÞ j ðB; l1; l2;wÞ 2 CG;
B 2 S D; and Y  S	 G	 G	 Dg:
If G does not contain nonterminal nodes, then G and Gð Þ differ only by their
embedding relations.
Theorem 4.11. Every eNCE graph grammar G ¼ ðS;D;G;O;S;PÞ can be
transformed into an eNCE graph grammar G0 ¼ ðS0;D;G;O;S0;P0Þ such that
1. G0 is in embedding normal form,
2. G and G0 derive the same terminal graphs, and
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independent with respect to blocking edges, then so is G0.
Proof. We use the transformation technique from [18]. Similar techniques are
considered, for example, in [2, 16, 23].
Let $ be the nonterminal label of the start graph S of G. The set of nonterminal
node labels S0  D of G0 consists of a new nonterminal label $0 and of all pairs ðA;X Þ
where A 2 S D and X  S	 G	 G	 D. The node of the start graph S0 of G0 is
labeled by the new nonterminal $0.
The productions of G0 are deﬁned as follows. For every production A-R of G,
where R has the nonterminal nodes u1; . . . ; uk;G
0 contains all productions
ðA;X Þ-Rðu1/X1;...;uk/XkÞ;
where X ;X1; . . . ;Xk  S	 G	 G	 D such that X ¼ EðR½u1=H1    ½uk=HkÞ if
H1; . . . ;Hk are graphs with EðHiÞ ¼ Xi for 14i4k (notice that by Corollary 4.5,
EðR½u1=H1    ½uk=HkÞ is uniquely deﬁned by R and all EðHiÞÞ.
We say that production ðA;X Þ-Rðu1/X1;...;uk/XkÞ of G
0 has been constructed from
production A-R of G.
In addition, for every X  S	 G	 G	 D grammar G0 contains the production
$0-grð$;X Þ, where grð$;X Þ is the graph with a single node labeled by ð$;X Þ and the
empty embedding relation ($ is the label of the single node of S).
The difference between G and G0 is that every production of P is subdivided into
several productions of P0 such that all terminal graphs derivable from a right-hand
side of a production of P0 have the same environment sets.
Next we show that the new grammar G0 is in embedding normal form and
equivalent to the original grammar G.
Claim 1. The new grammar G0 is in embedding normal form.
Proof. We show that the environment set of every terminal graph H 0 derivable
by G0 from the right-hand side of a production with left-hand side ðA;X Þ is
EðH 0Þ ¼ fðB; l1; l2; aÞ j ðB; l1; l2; aÞ 2 X and B 2 Dg
[ fððB;Y Þ; l1; l2; aÞ j ðB; l1; l2; aÞ 2 X ;B 2 S D; and
Y  S	 G	 G	 Dg
(notice that Eð$0Þ ¼ |).
The proof is an induction on the length n of the derivation of H 0.
Assume that the equation above holds for all terminal graphs H 0 derivable by
less than n derivation steps. Let R0 )*H 0 be a derivation of length n50, where
ðA;X Þ-R0 is a production of G0. Let u1; . . . ; uk be the nonterminal nodes of R0. Let
R0 )*H 0 be the copies of the right-hand sides R01; . . . ;R
0
k of the productions applied
to the nodes u1; . . . ; uk, respectively, during derivation R0 )*H 0. Let R0 ¼
Rðu1/X1;...;uk/XkÞ and H
0
i ; 14i4k, be any graph derivable from R
0
i by applying the
same productions to the same nodes as in derivation G )*H 0 to the successor nodes
of ui.
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EðH 0Þ ¼ EðR0½u1=H 01    ½uk=H
0
kÞ
and by Corollary 4.3 we get
EðR0½u1=H 01    ½uk=H
0
kÞ ¼ fðB; l1; l2; lR0 ðwÞÞ j ðB; l1; l2;wÞ 2 CR0 and lR0 ðwÞ 2 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR0
and ðB;m; l2; aÞ 2 EðH 0i Þ for some mg:
Furthermore, by the induction hypothesis we get
EðH 0i Þ ¼ fðB; l1; l2; aÞ j ðB; l1; l2; aÞ 2 Xi and B 2 Dg
[ fððB;Y Þ; l1; l2; aÞ j ðB; l1; l2; aÞ 2 Xi;B 2 S D and Y  S	 G	 G	 Dg:
Combining these three equations results into
EðH 0Þ ¼ fðB; l1; l2; lR0 ðwÞÞ j ðB; l1; l2;wÞ 2 CR0 and lR0 ðwÞ 2 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR0 ;
ðB;m; l2; aÞ 2 Xi; and B 2 D for some mg
[ fððB;Y Þ; l1; l2; aÞ j 9i; 14i4k; such that ððB;Y Þ; l1;m; uiÞ 2 CR0 ;
ðB;m; l2; aÞ 2 Xi;B 2 S D; and Y  S	 G	 G	 D for some mg:
By the deﬁnition of R0 (Notation 4.10) we get
EðH 0Þ ¼ fðB; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR and B; lRðwÞ 2 Dg
[ fððB;Y Þ; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR;B 2 S D; lRðwÞ 2 D;
and Y  S	 G	 G	 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR;
ðB;m; l2; aÞ 2 Xi; and B 2 D for some mg
[ fððB;Y Þ; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR;
ðB;m; l2; aÞ 2 Xi;B 2 S D; and Y  S	 G	 G	 D for some mg;
and by exchanging the second and third sets, we get
EðH 0Þ ¼ ðfðB; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR and B; lRðwÞ 2 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR;
ðB;m; l2; aÞ 2 Xi; and B 2 D for some mgÞ
[ ðfððB;Y Þ; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR;B 2 S D; lRðwÞ 2 D;
and Y  S	 G	 G	 Dg
[ fððB;Y Þ; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR;
ðB;m; l2; aÞ 2 Xi;B 2 S D; and Y  S	 G	 G	 D for some mgÞ:
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such that EðHiÞ ¼ Xi; 14i4k. By Corollary 4.3 we know that
EðHÞ ¼ fðB; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR and lRðwÞ 2 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR
and ðB;m; l2; aÞ 2 Xi for some mg:
From the last two equations we obtain
EðH 0Þ ¼ fðB; l1; l2; aÞ j ðB; l1; l2; aÞ 2 EðHÞ and B 2 Dg
[ fððB;Y Þ; l1; l2; aÞ j ðB; l1; l2; aÞ 2 EðHÞ;B 2 S D;
and Y  S	 G	 G	 Dg:
Since EðHÞ ¼ X by deﬁnition, the proof of the ﬁrst claim is complete. ]
Next we show that G0 and G are equivalent.
Claim 2. Every terminal graph derivable by G is also derivable by G0.
Proof. Let G )*H be a derivation of a terminal graph H by G, where G is a
graph over S and G with nonterminal nodes u1; . . . ; uk labeled by A1; . . . ;Ak,
respectively. Let R1; . . . ;Rk be the copies of the right-hand sides of the productions
applied to the nodes u1; . . . ; uk during derivation G )*H, and let X1; . . . ;Xk be the
environment sets of the terminal subgraphs H1; . . . ;Hk of H derived from
R1; . . . ;Rk, respectively, during derivation G )*H.
We show by induction on the length of derivation G )*H that there is a derivation
Gðu1/X1;...;uk/XkÞ )*Hð Þ by G
0. This implies that if S )*H is a derivation by G then
Sðu/X Þ )*Hð Þ is a derivation by G0, where u is the single node of S and X is some
environment set. Since H has an empty embedding relation, we get Hð Þ ¼ H and
thus S0 ) grð$;X Þ ¼ Sðu/X Þ )*H is a derivation by G0. This shows that every
terminal graph generated by G can also be generated by G0, and thus Claim 2 holds.
If n ¼ 0 then G ¼ H and Gð Þ ¼ Hð Þ.
Let n > 0 and let G )*H be a derivation of length n by G. Without loss of
generality, let u1 be the nonterminal node of G which is substituted in the ﬁrst
derivation step. Then we have the derivation G )u1;A1-R1 G½u1=R1 )*H. Let
s1; . . . ; sr be the nonterminal nodes of R1 substituted during derivation G )*H by the
copies J1; . . . ; Jr of the right-hand sides of the productions applied to the nodes
s1; . . . ; sr, respectively. Let Zi; 14i4r, be the environment set of the terminal graph
H 0i derived from Ji during derivation G½u1=R1 )*H.
By the induction hypothesis, there is a derivation
G½u1=R1ðs1/Z1;...;sr/Zr;u2/X2;...;uk/XkÞ )*Hð Þ
by G0. It remains to show that
Gðu1/X1;u2/X2;...;uk/XkÞ ) G½u1=R1ðs1/Z1;...;sr/Zr;u2/X2;...;uk/XkÞ
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4.9, we have EðR1½s1=H 01; . . . ; sr=H
0
rÞ ¼ EðH1Þ ¼ X1. Hence, by the deﬁnition of the
productions of G0 we know that ðA1;X1Þ-R1ðs1/Z1;...;sr/ZrÞ is a production of G
0. Now
it is easy to verify that the application of production ðA1;X1Þ-R1ðs1/Z1;...;sr/ZrÞ to
node u1 of Gðu1/X1;u2/X2;...;uk/XkÞ yields G½u1=R1ðs1/Z1;...;sr/Zr;u2/X2;...;uk/XkÞ. This
completes the proof of the claim. ]
Claim 3. Every terminal graph derivable by G0 is also derivable by G.
Proof. For a graph G over S0  f$0g and G, let tðGÞ denote the graph obtained
from G by changing every ðB;Y Þ into B for all node labels and in all tuples of the
embedding relation. Similarly for every production p ¼ ðA;X Þ-R1 of G0 let tðpÞ
denote the production A-tðR1Þ, which is in fact the production of G from which p is
constructed.
We show, if
G )u1;p1 G1 )u2;p2 G2    )un;pn Gn
is a derivation by G0, then
tðGÞ )u1;tðp1Þ tðG1Þ )u2;tðp2Þ tðG2Þ    )un;tðpnÞ tðGnÞ
is a derivation by G. This implies, if S0 ) grð$;X Þ )*H is a derivation of a terminal
graph H by G0, then S ¼ tðgrð$;X ÞÞ )* tðHÞ is a derivation by G0; since H has an
empty embedding relation, tðHÞ ¼ H and therefore S )*H is a derivation by G.
Then every terminal graph generated by G0 can also be generated by G, and Claim 3
holds.
Due to the transitivity of ‘‘)’’, it is sufﬁcient to show that if
G )u;p H
is a derivation step by G0, then
tðGÞ )u;tðpÞ tðHÞ
is a derivation step by G.
Let A be the label of u in G and tðpÞ ¼ A-tðRÞ be the production of G applied to u;
let ðA;X Þ be the label of u in G0 and p ¼ ðA;X Þ-R be the production of G0 applied to
u. By the deﬁnition of the substitutions H 0 ¼ tðGÞ½u=tðRÞ and H ¼ G½u=R we have
VH 0 ¼ VtðGÞ [ VtðRÞ ¼ VtðHÞ;
lH 0 ðvÞ ¼
ltðGÞðvÞ for v 2 VtðGÞ  fug
ltðRÞðvÞ for v 2 VtðRÞ
(
¼ ltðHÞðvÞ;
CH 0 ¼ fðB; l1; l2; vÞ j v 2 VtðGÞ  fug and ðB; l1; l2; vÞ 2 CtðGÞg
[ fðB; l1; l2; vÞ j v 2 VtðRÞ; ðB; l1;m; uÞ 2 CtðGÞ; and
ðB;m; l2; vÞ 2 CtðRÞ for some m 2 Gg
¼CtðHÞ;
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EH 0 ¼ ffv; l;wg j fv; l;wg 2 EtðGÞ with v;w=ug
[ EtðRÞ
[ ffv; l;wg j 9m 2 G : fv;m; ug 2 EtðGÞ and ðltðGÞðvÞ;m; l;wÞ 2 CtðRÞg
¼EtðHÞ:
Thus, H 0 ¼ tðHÞ and therefore tðGÞ )u;tðpÞ tðHÞ is a derivation step by G. ]
Claim 4. If G is confluent, order-independent with respect to successor edges, or
order-independent with respect to blocking edges then so is G0.
Proof. By the proof of Claim 3 we get, if G )u1;p1 G1 )u2;p2 G2    )un;pn Gn is a
derivation by G0, then tðGÞ )u1;tðp1Þ tðG1Þ )u2;tðp2Þ tðG2Þ    )un;tðpnÞ tðGnÞ is a
derivation by G. Furthermore, VGi ¼ VtðGiÞ and EGi ¼ EtðGiÞ for 14i4n, and both
derivations have the same successor relations. This immediately implies that the
construction of G0 preserves the order-independency with respect to successor edges
and the order-independency with respect to blocking edges.
To see this for conﬂuent grammars, consider two derivations G )u1;p1 G1 )u2;p2
G12 and G )u2;p2 G2 )u1;p1 G21 by G
0 as in Deﬁnition 2.5. Then G12 and G21 have the
same labeled nodes and (by Lemma 4.7) the same embedding relation. Applying t to
these two derivations and using the conﬂuence of G, we get that tðG12Þ ¼ tðG21Þ
which shows that G12 and G21 also have the same edges, and hence are equal. ]
The proofs of the four claims complete the proof of Theorem 4.11. ]
In the next section, we will show that the embedding normal form can be used to
remove useless edges and blocking edges. This basically depends on the properties
shown in Lemmas 4.13–4.15. We ﬁrst need the next lemma which shows that given a
production A-R of an eNCE graph grammar in embedding normal form, the
environment set EðAÞ of A can be computed from the embedding relation of R and
the environment sets of the nonterminal node labels of the nodes of R.
Lemma 4.12. Let G ¼ ðS;D;G;O;S;PÞ be an eNCE graph grammar in embedding
normal form and let A-R 2 P be a production of G. Then
EðAÞ ¼ fðB; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR and lRðwÞ 2 Dg
[ fðB; l1; l2; aÞ j ðB; l1;m; uÞ 2 CR; lRðuÞ 2 S D; and
ðB;m; l2; aÞ 2 EðlRðuÞÞ for some u and mg:
Proof. Let R )*H be a derivation of a terminal graph H by G. Let u1; . . . ; uk be
the nonterminal nodes of R labeled by A1; . . . ;Ak, respectively. Furthermore, let
R1; . . . ;Rk be the copies of the right-hand sides of the productions applied to the
nodes u1; . . . ; uk in the derivation R )*H. Finally, let Hi; 14i4k, be the terminal
subgraphs of H derived from Ri during derivation R )*H.
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have
EðHÞ ¼ fðB; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR and lRðwÞ 2 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR and
ðB;m; l2; aÞ 2 EðHiÞ for some mg:
Since G is in embedding normal form, we have EðAÞ ¼ EðHÞ and EðAiÞ ¼ EðHiÞ for
i ¼ 1; . . . ; k. Hence
EðAÞ ¼ fðB; l1; l2; lRðwÞÞ j ðB; l1; l2;wÞ 2 CR and lRðwÞ 2 Dg
[ fðB; l1; l2; aÞ j 9i; 14i4k; such that ðB; l1;m; uiÞ 2 CR and
ðB;m; l2; aÞ 2 EðAiÞ for some mg: ]
Lemma 4.13. Let G ¼ ðS;D;G;O;S;PÞ be an eNCE graph grammar in embedding
normal form, H be a graph, and e ¼ fv; l1; ug be an edge of H, where u is a nonterminal
node. Let H 0 be a graph derivable from H such that
1. H 0 still contains node v and
2. all successor nodes of u in H 0 are terminal.
Then for every l2 2 G and every a 2 D we have
ðlH ðvÞ; l1; l2; aÞ 2 EðlH ðuÞÞ
if and only if H 0 has a successor edge fv; l2; u0g of e for some successor node u0 of u
labeled by a.
Proof. By induction on the length of derivation
H )u1;p1 H1 )u2;p2 H2    )un;pn Hn ¼ H
0:
Let Ri; 14i4n, be the copy of the right-hand side of production pi applied to
node ui in derivation H )*H 0.
If n ¼ 1, then u1 ¼ u and R1 has only terminal nodes. Since G is in embedding
normal form, Lemma 4.12 implies that ðlH ðvÞ; l1; l2; aÞ 2 EðlH ðuÞÞ if and only if
ðlH ðvÞ; l1; l2; u0Þ 2 CR1 for some terminal a-node u
0 of R1 if and only if H
0 contains a
(direct) successor edge fv; l2; u0g of e for some (direct) successor node u0 of u labeled
by a.
Let n > 1. If u1=u then edge e is still in H1 and the claim follows by the induction
hypothesis. If u1 ¼ u then let w1; . . . ;wk be the nonterminal nodes of R1 labeled by
A1; . . . ;Ak, respectively. Since G is in embedding normal form, Lemma 4.12 implies
that ðlH ðvÞ; l1; l2; aÞ 2 EðlH ðuÞÞ if and only if (i) ðlH ðvÞ; l1; l2; u0Þ 2 CR1 for some
terminal a-node u0 of R1 or (ii) ðlH ðvÞ; l1;m;wjÞ 2 CR1 and ðlH ðvÞ;m; l2; aÞ 2 EðAjÞ for
some m 2 G and 14j4k.
Case (i) holds if and only if H 0 contains a successor edge fv; l2; u0g of e where u0 is a
terminal node from R1 labeled by a.
Consider now case (ii), By the deﬁnition of the substitution H½u1=R1 ¼ H1 we get
ðlH ðvÞ; l1;m;wjÞ 2 CR1 if and only if H1 has a successor edge fv;m;wjg of e. By the
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and only if H 0 has a successor edge fv; l2; u0g of fv;m;wjg, where u0 is a successor a-
node of wj. Consequently, case (ii) holds if and only if H1 has a successor edge
fv;m;wjg of e and H 0 has a successor edge fv; l2; u0g of fv;m;wjg, where u0 is a
successor a-node of some wj . This is equivalent to the fact that H
0 has a successor
edge fv; l2; u0g of e, where u0 is a successor a-node of u. ]
Lemma 4.14. Let G ¼ ðS;D;G;O;S;PÞ be an eNCE graph grammar in embedding
normal form, H be a graph, and e ¼ fv; l1; ug be an edge of H, where v is a terminal and
u a nonterminal node. Let H 0 be a terminal graph derivable from H.
Then for every l2 2 G and every a 2 D we have
ðlH ðvÞ; l1; l2; aÞ 2 EðlH ðuÞÞ
if and only if H 0 has a successor edge fv; l2; u0g of e for some successor node u0 of u
labeled by a.
Proof. This is the sub-case of Lemma 4.13 in which v and H 0 are terminal. ]
Lemma 4.15. Let G ¼ ðS;D;G;O;S;PÞ be an eNCE graph grammar in embedding
normal form, H be a graph, and e ¼ fv; l1; ug be an edge of H, where u and v are
nonterminal. Let H 0 be a terminal graph derivable from H such that u and all its
nonterminal successor nodes are substituted before node v is substituted.
Then for every l2 2 G and every a; b 2 D we have
ðlH ðvÞ; l1;m; aÞ 2 EðlH ðuÞÞ and ða;m; l2; bÞ 2 EðlH ðvÞÞ
for some m 2 G if and only if H 0 has a successor edge fv0; l2; u0g of e for some successor
node u0 of u labeled by a and some successor node v0 of v labeled by b.
Proof. Let H )* #H )*H 0 be a derivation of H 0 such that #H contains node v but
no nonterminal successor node of u. This graph #H exists, because u and all its
successor nodes are substituted before node v is substituted. The application of
Lemma 4.13 to the derivation H )* #H and the application of Lemma 4.14 to the
derivation #H )*H 0 yield the claim. ]
5. S-OI AND NEIGHBORHOOD-PRESERVING eNCE GRAPH GRAMMARS
The property neighborhood-preserving (see Deﬁnition 2.6) is sometimes deﬁned in
a stronger sense, see [11], which we call edge-preserving. A substitution G½u=H is
edge-preserving if every edge fv; l; ug between the substituted node u and some node v
from G has a direct successor edge in G½u=H, i.e., if ðlGðvÞ; l;m;wÞ 2 CH for some
m 2 G and w 2 VH . An eNCE grammar G is edge-preserving if every substitution in
the derivation of a sentential form of G is edge-preserving.
Every edge-preserving graph grammar is neighborhood-preserving but not vice
versa. If G has two edges e1 ¼ fu; l1; vg, e2 ¼ fu; l2; vg, l1=l2, and if G½u=H has a
direct successor edge of e1 but no direct successor edge of e2, then the substitution is
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that neighborhood-preserving and edge-preserving eNCE graph grammars deﬁne the
same graph languages.
Theorem 5.1. Every neighborhood-preserving eNCE graph grammar G can be
transformed into an equivalent edge-preserving eNCE graph grammar G0.
Proof. Let G ¼ ðS;D;G;O;S;PÞ be a neighborhood- preserving eNCE graph
grammar. We deﬁne an equivalent edge-preserving eNCE graph grammar G0 ¼
ðS;D;G0;O0;S;P0Þ as follows:
We represent several different labeled edges between the same two nodes of which
at least one is nonterminal by one edge. The new set of edge labels G0 is the set G
extended by the power set (set of all subsets) of G. The new set of productions P0 is
obtained by deﬁning for every production A-R of P a production A-R0 in P0,
where VR0 ¼ VR,
ER0 ¼ ffu1; l; u2g 2 ER j u1; u2 terminalg
[ fu1;M ; u2g
M ¼ fl j fu1; l; u2g 2 ERg;
u1 or u2 nonterminal

( )
;
and
CR0 ¼ ðB;M ; l2;wÞ
M  G;
ðB; l1; l2;wÞ 2 CR for some l1 2 M;
B or w terminal

8><
>:
9>=
>;
[ ðB;M ;M 0;wÞ
M  G;
M 0 ¼ fl2 j l1 2 M ; ðB; l1;L2;wÞ 2 CRg;
B or w nonterminal

8><
>:
9>=
>;:
The start graph remains unchanged, because it has no edges and an empty
embedding relation. The resulting grammar G0 is equivalent to G and still
neighborhood-preserving. Since in every sentential form of G0 every nonterminal
node is connected to each of its neighbors by exactly one edge, G0 is obviously edge-
preserving. ]
Corollary 5.2. The set of all neighborhood-preserving eNCE graph languages is
equal to the set of all edge-preserving eNCE graph languages.
Next we prove that for every S-OI-eNCE graph grammar (see Deﬁnition 3.1) there
is an edge-preserving eNCE graph grammar and therefore a neighborhood-
preserving eNCE graph grammar that derives the same terminal graphs.
Theorem 5.3. Every S-OI-eNCE graph grammar G can be transformed in to an
edge-preserving eNCE graph grammar G0 that derives the same terminal graphs. If G is
confluent then G0 is confluent.
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embedding normal form. The new graph grammar G0 ¼ ðS;D;G;O;S;P0Þ is deﬁned
as follows.
For every production p ¼ A-R of G, the new grammar G0 has the production
p0 ¼ A-R0 where R0 and R have the same labeled nodes.
1. ER0 consists of all edges e ¼ fv; l1; ug in ER which satisfy one of the
following properties:
(a) Node v and u are terminal
(b) One of the two nodes, say v, is terminal, the other node
u is nonterminal, and ðlRðvÞ; l1; l2; aÞ 2 EðlRðuÞÞ for some l2 2 G and
some a 2 D.
(c) Both nodes v and u are nonterminal, ðlRðvÞ; l1;m; aÞ 2 EðlRðuÞÞ, and
ða;m; l2; bÞ 2 EðlRðvÞÞ for some l2;m 2 G and some a; b 2 D.
2. CR0 consists of all tuples ðB; l1; l2;wÞ in CR which satisfy one of the following
properties:
(a) Node w is terminal and B is terminal.
(b) Node w is terminal, B is nonterminal, and ðlRðwÞ; l2;m; aÞ 2 EðBÞ for
some m 2 G and some a 2 D.
(c) Node w is nonterminal, B is terminal, and ðB; l2;m; aÞ 2 EðlRðwÞÞ for
some m 2 G and some a 2 D.
(d) Node w is nonterminal, B is nonterminal, ðB; l2;m1; aÞ 2 EðlRðwÞÞ,
and ða;m1;m2; bÞ 2 EðBÞ for some m1;m2 2 G and some a; b 2 D.
For every production p of G there is exactly one production p0 for G0.
Thus, for every derivation S ¼ G0 )u1;p1 G1 )u2;p2 G2    )un;pn Gn of a terminal
graph by G, there is unique derivation S ¼ G00 )u1;p01 G
0
1 )u2;p02 G
0
2    )un;p0n G
0
n by G
0,
and vice versa. Let Ri and R
0
i; 14i4n, be the copies of the right-hand sides
of the productions pi and p
0
i, respectively, applied to the nodes u1; . . . ; un in the two
derivations. We assume that R0i is obtained from Ri and both graphs Ri and R
0
i have
the same nodes. Since S ¼ G0 ¼ G00, the graphs Gi and G
0
i ; 14i4n, have also the
same nodes (with the same labels). Since all edges of R0i are in Ri and since all tuples
of the embedding relation of R0i all edges of G
0
i are in the embedding relation of Ri, all
edges of G0i are also in Gi, 04i4n.
Claim 1. The graph grammars G and G0 derive the same terminal graphs.
Proof. We show the following fact by an inductive argumentation for
i ¼ 0; . . . ; n. Graph G0i has an edge e of Gi if and only if edge e has a successor
edge in Gn. This obviously implies the claim.
The fact holds for G0 and G
0
0, because G0 and G
0
0 have no edges. Assume the fact
holds for graphs G0;G00; . . . ;Gi1;G
0
i1.
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predecessor edge in Gi1.
1. If e is of Ri, then e has a successor edge in Gn if and only if e satisﬁes one of
the three properties l(a), l(b), or l(c), because G is order-independent with respect to
successor edges and we can apply Lemmas 4.14 and 4.15. Thus e is in R0i and thus is
G0i if and only if e has a successor edge in Gn.
2. If edge e is already in Gi1 then by our inductive assumption edge e is in
G0i1 and thus in G
0
i if and only if e has a successor edge in Gn.
3. If edge e has a direct predecessor edge e0 in Gi1, then by the inductive
assumption e0 is in G0i1 if and only if e
0 has a successor edge in Gn. The
tuple ðB; l1; l2;wÞ 2 CRi which deﬁnes e from e
0 satisﬁes one of the properties 2(a),
2(b), 2(c), or 2(d) if and only if e has a successor edge in Gn because G
is order-independent with respect to successor edges and we can apply Lemmas 4.14
and 4.15. Thus e is in G0i if and only if e has a successor edge in Gn. ]
Claim 2. G0 is edge-preserving.
Proof. The claim follows immediately from the fact that the grammar is reduced
and that every G0i contains exactly those edges of Gi which have a successor
edge in Gn. ]
Claim 3. If G is confluent then G0 is confluent.
Proof. Let S )*G be a derivation by G. Let u1; u2 be two nonterminal nodes of
G, and G )u1;p1 H1 )u2;p2 H12, G )u2;p2 H2 )u1;p1 H21 be two derivations by G.
Since G is conﬂuent, we get H12 ¼ H21. Let H12 ¼ H21 )*H be a derivation by G
such that H is a terminal graph. Such a derivation always exists by our assumption.
Let S )*G0 )u1;p01 H
0
1 )u2;p02 H
0
12 )*H
0 and S )*G0 )u2;p02 H
0
2 )u1;p01 H
0
21 )*H
00
be the corresponding two derivations by G0. Since the graphs of the derivations by G0
contain exactly those edges of the graphs of the derivations by G which have a
successor edge in H, we get H 012 ¼ H
0
21. ]
The proofs of the three claims complete the proof of Theorem 5.3. ]
Here we should remark that the conﬂuence property is only preserved if the
grammar is reduced in the sense that for every sentential form there is always a
derivation into a terminal graph.
Corollary 5.4. Every confluent eNCE graph grammar can be transformed into
an equivalent confluent eNCE graph grammar which is edge-preserving.
Furthermore, since every edge-preserving eNCE graph grammar is S-OI-eNCE,
we get the following corollary.
Corollary 5.5. The set of all neighborhood-preserving eNCE graph languages is
equal to the set of all S-OI-eNCE graph languages.
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Now we show that every B-OI-eNCE graph grammar (see Deﬁnition 3.2) can be
transformed into an equivalent nonblocking eNCE graph grammar.
Theorem 6.1. Every B-OI-eNCE graph grammar G can be transformed into an
equivalent nonblocking eNCE graph grammar G0. If G is confluent, S-OI, or edge-
preserving, then so is G0.
Proof. By Theorem 4.11, we can assume that G ¼ ðS;D;G;O;S;PÞ is in
embedding normal form. The nonblocking eNCE grammar G0 ¼ ðS;D;G;O;S;P0Þ
differs from G only by the set of productions. The set of productions P0 is obtained
from P by removing every production A-R such that R has an edge e ¼ fv; l1; ug
that satisﬁes one of the following three properties.
1. Nodes v and u are terminal and edge label l1 is nonﬁnal.
2. Node v is terminal, node u is nonterminal, and ðlRðvÞ; l1; l2; aÞ 2 EðlRðuÞÞ for
some nonﬁnal edge label l2 and some terminal node label a.
3. Node v and u are nonterminal, ðlRðvÞ; l1; l2; aÞ 2 EðlRðuÞÞ for some edge label
l2 and some terminal node label a, and ða; l2;m; bÞ 2 EðlRðvÞÞ for some nonﬁnal edge
label m and some terminal node label b.
The remaining productions in P are those of P0.
We ﬁrst show that G and G0 are equivalent. Then we show that G0 is nonblocking.
Claim 1. The grammars G and G0 are equivalent.
Proof. Since the productions of G0 are all of G, we conclude that every
ﬁnal graph derivable by G0 is also derivable by G. For the reverse direction,
let S )u1;p1 G1 )u2;p2 G2    )un;pn Gn be a derivation of a ﬁnal graph Gn by G. Since
Gn contains no blocking edge, we know that no production pi; 14i4n, satisﬁes the
ﬁrst condition, Moreover, since G is B-OI-eNCE, by Lemmas 4.14 and 4.15 we know
that no production pi; 14i4n, satisﬁes property 2 or 3 (otherwise Gn has a blocking
edge). Hence, all productions pi belong to G
0 and the derivation above is also a
derivation by G0. ]
Claim 2. The grammar G0 nonblocking.
Proof. Let S )u1;p1 G1 )u2;p2 G2    )un;pn Gn be a derivation by G
0 such that Gn
has a blocking edge e. Note that this is also a derivation by G. Let Gk; l4k4n, be the
ﬁrst graph of the derivation which has an edge e0 such that e is a successor edge of e0.
Then e0 is from the right-hand side Rk of production pk. If e
0 ¼ e (both end nodes of
e0 are terminal) then Rk has a blocking edge and pk is removed due to the ﬁrst
property. If only one of the end nodes of e0 is nonterminal, then the B-OI property of
G and Lemmas 4.14 and 4.15 imply that pk satisﬁes the second condition. Thus, pk is
also removed. Finally, if both end nodes v0; u0 of e0 are nonterminal, then pk satisﬁes
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exist. ]
Claim 3. The transformation preserves the confluence. S-OI and edge-preserving
properties.
Proof. The removal of a production does not destroy any existing conﬂuence,
B-OI, or edge-preserving property. ]
The proofs of the three claims complete the proof of Theorem 6.1. ]
Since every nonblocking eNCE graph grammar is a B-OI-eNCE graph grammar,
we get the following corollary.
Corollary 6.2. The set of all non-blocking eNCE graph languages is equal to the
set of all B-OI-eNCE graph languages.
By Theorems 5.3 and 6.1 we get the following theorem.
Theorem 6.3. Every eNCE graph grammar G which is both S-OI- and B-OI-
eNCE can be transformed into an equivalent eNCE graph grammar G0 which is both
edge-preserving and nonblocking. If G is confluent then G0 is confluent.
Proof. Let G be a graph grammar which is both S-OI- and B-OI-eNCE. We ﬁrst
transform G into an equivalent nonblocking eNCE graph grammar G0 which is still
S-OI eNCE as in the proof of Theorem 6.1. Then we transform G0 into an edge-
preserving eNCE graph grammar G00 which generates the same terminal graphs as G0
as in the proof of Theorem 5.3. That is, G00 is both nonblocking and edge-
preserving. ]
7. CONCLUSION
Let us ﬁnally compare the class of S-OI-eNCE and the class of B-OI-eNCE graph
languages with the already known classes of eNCE graph language. By deﬁnition,
every conﬂuent eNCE graph grammar is an S-OI-eNCE and a B-OI-eNCE graph
grammar. Thus, the class of all S-OI-eNCE and the class of all B-OI-eNCE graph
languages include the class of all conﬂuent eNCE graph languages. Moreover, these
conclusions are proper. To show this, let G1 be the edge-preserving eNCE graph
grammar of example 13 in [9] generating the set of all star graphs with 2n leaves,
n50, and let G2 be the nonblocking eNCE graph grammar in [24] generating the set
of all graphs with a-labeled nodes and l-labeled edges. Neither the language of G1
nor the language of G2 can be generated by a conﬂuent eNCE grammar (see [9, 18]).
Since conﬂuent and order-independent eNCE graph languages coincide [11, 14], it
follows that the class of all S-OI-eNCE and the class of all B-OI-eNCE graph
languages properly include the class of all order-independent eNCE graph
languages. Additionally, since the language of G1 cannot be generated by a
nonblocking eNCE grammar [9], we get that the class of all B-OI-eNCE and the class
of all S-OI-eNCE languages are different.
NODE REPLACEMENTS 375The following questions are still left open:
1. Is the class of S-OI-eNCE graph languages a proper subclass of the class of
all eNCE languages?
2. Is the question whether a given eNCE grammar is an S-OI-eNCE grammar
decidable?
3. Is the question whether a given eNCE grammar is a B-OI-eNCE grammar
decidable?
We conjecture that the language generated by grammar G2 explained above cannot
be generated by an edge-preserving eNCE grammar. This would imply that the class
of all S-OI-eNCE and the class of all B-OI-eNCE graph languages are incomparable
(giving a positive answer to the ﬁrst question above). Concerning the last two
questions, we should remark that order-independency is decidable [14].
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