This study presents a unified framework to understand the weekday recreational activity participation time-use of adults, with an emphasis on the time expended in physically active recreation pursuits by location and by time-of-day. Such an analysis is important for a better understanding of how individuals incorporate physical activity into their daily activities on a typical weekday, and can inform the development of effective policy interventions to facilitate physical activity. Furthermore, such a study of participation and time use in recreational activity episodes contributes to activity-based travel demand modeling, since recreational activity participation comprises a substantial share of individuals' total non-work activity participation.
INTRODUCTION

Background
Over the last two decades, several research studies have examined the factors that affect obesity levels. Among other things, these studies have found clear evidence that obesity is strongly correlated with physical inactivity. For instance, Struber (2004) indicated that the "prevalence of obesity is more closely related to decreases in energy expenditure (perhaps creating a chronic energy imbalance), than to increases in energy intake, strongly implicating physical inactivity in the etiology of obesity" (see also Westerterp, 2003) . In addition to influencing obesity, physical inactivity is a primary risk factor for the onset of several diseases such as coronary heart disease and colon cancer, and it is an important contributing factor to mental health diseases such as depression and anxiety (see Struber, 2004 and USDHHS, 2008) . On the other hand, physical activity increases cardiovascular fitness, enhances agility and strength, and improves mental health (CDC, 2006 and USDHHS, 2008) .
Despite the adverse impacts of physical inactivity (and the health benefits of physical activity), sedentary (or physically inactive) lifestyles are quite prevalent among adults in the U.S.
In particular, according to the 2007 Behavioral Risk Factor Surveillance System (BRFSS) survey, almost half of U.S. adults do not engage in recommended levels of physical activity, and almost one-third of U.S. adults are physically inactive.
1 Similarly, the 2007 Youth Risk Behavior
Surveillance survey indicates that about 65.3% of high school students do not meet current physical activity guidelines. 2 It is not surprising, therefore, that there is now a reasonably large body of literature on examining the factors affecting the physical activity behavior of individuals, with the end-objective of using these insights to design intervention strategies to promote physically active lifestyles. However, most of these earlier studies focus on examining attributes influencing the level and/or intensity of physical activity participation, such as whether an individual participates in physical activity and/or the amount of time expended in physical activity (for example, see Cohen et al., 2007 , Salmon et al., 2007 , and Srinivasan and Bhat, 2008 . There has been relatively little attention on the temporal and spatial context of the 1 The current adult physical activity guidelines call for at least 150 minutes a week of moderate-level physical activity (such as brisk walking, bicycling, water aerobics) or 75 minutes a week of vigorous-level physical activity (such as jogging, running, mountain climbing, bicycling uphill) (USDHHS, 2008) . 2 The current guidelines call for children and adolescents to participate in at least 60 minutes of physical activity every day, and this activity should be at a vigorous level at least 3 days a week (USDHHS, 2008) .
physical activity participations, that is, on the "when" and "where" of physical activity participation. On the other hand, an understanding of the temporal and spatial contexts of physical activity participation can provide important insights to design customized physically active lifestyle promotion strategies at different locations (such as in-home versus a gym) and times of the day to target specific demographic groups.
Of course, an examination of recreational activity participation in general is also important from a transportation perspective. Out-of-home (OH) recreational activity episode participation comprises a substantial share of total OH non-work activity episode participation on a typical weekday. For instance, Lockwood et al. (2005) examined data from San Francisco, and observed that about 20% of all non-work activity episodes during a typical workday are associated with physically inactive or physically active recreation. The share contributed by OH recreation episodes to total OH non-work episodes was only next to the share contributed by serve passenger episodes. Further, Lockwood et al. also found that, among all non-work episodes, recreation episodes entailed the longest travel distances, and generated the highest person miles of travel and vehicle miles of travel. In addition to the sheer volume of participation and travel mileage attributable to OH recreational activity participation, there is quite substantial joint activity participation and joint travel associated with OH recreational activity, especially between children and adults within a household (see, for instance, Gliebe and Koppelman, 2002 and Kato and Matsumoto, 2009) . Thus, from an activity-based travel demand perspective, a study of participation and time-use in OH recreational activities, as well as the spatial and temporal dimensions of these participations, is important. In doing so, one needs to distinguish between OH physically active and physically inactive participations, since the temporal and spatial contexts of these two types of participations (such as time of day, spatial location, travel, and duration of time investment) tend to be very different (Lockwood et al., 2005) . In addition, out-of-home recreation participations also need to be distinguished from in-home participations, since the former entail travel while the latter do not. Besides, there may be substitution between in-home, OH physically inactive, and OH physically active recreational participations (Bhat and Gossen, 2004) . Finally, transportation researchers are increasingly being drawn into the study of recreational activity participation and time-use because of the potential association between built environment attributes and levels of physical activity participation (for example, Handy et al., 2005 , Moudon et al., 2005 , Cao et al., 2006 , Copperman and Bhat, 2007 , Sener et al., 2008 , and Devlin et al., 2009 ).
The Current Paper
In the current paper, we use an activity diary survey to model adults' overall recreational activity participation on weekdays, with an emphasis on the time expended in physically active recreation by location and by time-of-day. In terms of location, we have no way to differentiate between physically inactive and physically active recreational pursuits in-home, because, as discussed later in the data section, the only way in the data to identify if a recreational episode is physically active or not is based on the location type classification of the out-of-home activity episode (such as bowling alley, gymnasium, shopping mall, or movie theatre). Thus, we use a composite in-home recreation category. However, for out-of-home recreation pursuits, we are able to distinguish between physically inactive and physically active episodes. In the current analysis, we retain out-of-home physically inactive recreation as a single category, but categorize the time invested in out-of-home physically active recreation in one of three location categories:
(1) Fitness center/health club/gymnasiums (or simply "club" for brevity), (2) In and around residential neighborhood (such as walking/biking/running around one's residence without any specific destination for activity participation; we will refer to this location as "neighborhood"), and (3) Park/outdoor recreational area ("outdoors" for brevity). Further, the time invested in outof-home physically active recreation is categorized temporally in one of the following four time periods of the weekday: (1) AM peak (6:01 AM -9 AM), (2) Midday (9:01 AM -4 PM),
PM peak (4:01 PM -7 PM), and 4) Night (7:01 PM -6 AM). 3 Overall, the total recreation time for each individual is categorized into 14 activity type-location-time of day alternatives, corresponding to in-home recreation, out-of-home physically inactive recreation, and the 12 outof-home physically active recreation categories based on combinations of the three location 3 The selection of the four time periods is primarily based on reflecting work-related constraints that may make it difficult for employed individuals to participate in recreation during certain times of the day. Further, our partitioning provides information on activity participation behavior during the AM and PM peak travel periods, which is useful from a travel modeling perspective. Of course, other time periods could also be used, but our partitioning seems also a rather natural one from a scheduling perspective. A descriptive analysis of all physically active recreational episodes showed that 76% of episodes beginning within any of these periods also ended within the same period. For the remaining 24% of episodes that straddle periods (40% of which had a duration of over 3 hours), the assignment of the episode's duration is split between time periods based on the duration of the episode in each time period.
categories and four time-of-day periods. 4 Finally, to determine the participation decision and the total amount of time expended in recreational activity (including in-home and out-of-home recreational pursuits) as part of the model system, we also define another "non-recreational" activity category with a time allocation computed as the difference between the total time available for recreational activity pursuits (defined as 24 hours minus the time allocated to work, work-related, and sleep activities) and the total time expended in recreational pursuits.
Essentially, the inclusion of this additional non-recreational activity category (for a total of 15 activity categories) enables the endogenous treatment of total recreational time investment in our model system.
From a methodological standpoint, the model formulation used in the current analysis is the multiple discrete continuous extreme value (MDCEV) model developed by Bhat (2005 Bhat ( , 2008 . The model is capable of jointly predicting the discrete choice participation in, and the continuous choice of the time allocated to, each of the 15 activity alternatives identified above.
In addition, the model is easy to estimate, and originates from a utility-theoretic and satiation view of time-use, which has a long and rich tradition in the economics and home science fields (for instance, see Gronau 1973, and Becker 1965; 1981) . Some more relatively recent studies in the time-use/travel behavior field that have used the utility-theoretic/satiation perspective of time-use include Meloni et al., 2004 , Bhat, 2005 , Fang, 2008 , and Habib and Miller, 2009 . The MDCEV model uses a non-linear, additive, utility structure that is based on diminishing marginal utility (or satiation effects) with increasing participation duration in any of the 15 alternatives. That is, it is assumed that each of the activity categories represent "goods" that, when consumed (i.e., invested in in terms of time) provide positive utility. However, the marginal utility of time investment in any activity purpose diminishes with increasing time invested in that activity. The MDCEV model also allows corner solutions (zero consumption or no time investments) for the recreational activities.
The particular emphasis on physically active recreation in this paper is because of the obvious confluence of interest in this kind of recreation from both a public health perspective as well as a transportation perspective. 5 As indicated above, the MDCEV model is based on a non-linear utility structure for each alternative. In such a structure, or any other utility-theoretic satiation-based structure, it becomes difficult to estimate the non-linear shapes of the utility functions when one alternative consistently (and across all individuals) "hogs" up a very large amount of time relative to other alternatives. This is the reason why we do not define the time allocated to the "nonrecreational" activity category as 24 hours minus the time spent on recreational pursuits (this would lead to very high durations for the "non-recreational" activity category). Rather, we remove out work, work-related, and sleep time durations from 24 hours, and use the resulting duration as the time available for participation in recreational
The empirical analysis incorporates an extensive set of explanatory variables, including individual/household demographics and physical environment variables. While there is a vast body of literature on physical activity participation examining the first category of factors, there has been relatively scant attention on the physical environment determinants of physical activity, even though physical environment characteristics can significantly facilitate or constrain individuals' engagement in physical activity (see Duncan et al., 2005 , Papas et al., 2007 , and Bhat and Sener, 2009 ). The activity survey data used in the current study provide information on the residential location of each individual, which is used to develop measures of the physical environment variables in the family's neighborhood. The physical environment variables include (a) activity day and seasonal characteristics, (b) transportation system attributes, (c) built environment measures, and (d) residential neighborhood demographics (more on the variable specifications later).
The rest of the paper is structured as follows. The next section provides an overview of the model structure employed in the paper. Section 3 presents the data source, and discusses the sample formation procedure as well as important descriptive statistics of the sample. Section 4 presents the results of the empirical analysis, while Section 5 demonstrates the application of the model. Finally, Section 6 concludes the paper with a discussion of the results and the potential implications for intervention strategies aimed at promoting recreational physical activity.
MODEL STRUCTURE
In this section, we present an overview of the MDCEV model structure, which is used to examine adults' activity participation, and time investment, in each activity type-location-timing combination alternative (for ease in presentation, we will refer to the activity type-locationtiming combination alternatives simply as activity alternatives in the rest of this paper). The reader is referred to Bhat (2005) and Bhat (2008) for the intricate details of the model structure.
Basic Structure
Consider, without loss of generality, that the first activity alternative corresponds to the nonrecreational activity alternative. Since all sampled individuals invest some time on nonpursuits, which then forms the basis for determining the time allocated to the "non-recreational" activity category, as discussed earlier.
recreational activities over the weekdays, this alternative constitutes the "outside good" in the MDCEV model. 6 The remaining additional 14 alternatives correspond to the different types of recreational activities, as described in the earlier section. Let 1 t be the non-zero amount of time invested in the non-recreational activity alternative, and let k t be the time invested in the recreational activity alternative k (k = 2, …, K), where K = 15 in the current empirical analysis.
Consider the following additive, non-linear, functional form to represent the utility accrued by an individual through the weekday time investment vector
in various activity alternatives (the index for the individual is suppressed in the following presentation): 
, where k λ is a scalar to be estimated. Further, to allow the satiation parameters to vary across individuals or households, we write
, where k ω is a vector of individual/household-associated characteristics 6 The term "outside good" refers to a good that is "outside" the purview of the choice of whether to be consumed or not. That is, the "outside good" is a good that is always consumed by all consumers. Bhat, 2008) :
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Assuming that the error terms k ε (k = 1, 2, …, K) are independent and identically distributed across alternatives with a type-1 extreme value distribution, the probability that the adult allocates time to the first M of the K alternatives (for duration 
Mixed MDCEV Structure and Estimation
The structure discussed thus far does not consider correlations among the error terms of the alternatives in the specification of the baseline preference. On the other hand, it is possible that such correlations exist. For instance, some adults may have a general predisposition (due to factors unobserved to the analyst) to participate in out-of-home pursuits, which can be reflected by an error-component specific to the baseline preferences of all the alternatives except the inhome recreation alternative. Alternatively, or in addition, some adults may have a predisposition to participate in physically active recreation at a certain activity location type such as a club or at a certain time of day such as the PM peak. The former effect can be accommodated through an error component specific to the baseline preferences of all physically active alternatives that include the club location (that is, an error component common to club-AM peak, club-Midday, club-PM peak, and club-night), while the latter effect may be captured through an error component specific to the baseline preferences of all physical active alternatives that include the PM-peak time of day (that is, an error component common to club-PM peak, neighborhood-PM peak, and outdoors-PM peak). Of course, the above examples are simply illustrative, and one can also test for several other patterns of error components. Such patterns of error components can be accommodated by defining appropriate dummy variables in the k z vector to capture the desired error correlations, and considering the corresponding β coefficients in the baseline preference of the MDCEV component as draws from a multivariate normal distribution. The parameters to be estimated include the mean vector and variance matrix of the β vector, and the k τ parameters
that determine the satiation parameters k α . The parameters are estimated using a maximum simulated likelihood approach using Halton draws (see Bhat, 2003) .
DATA SOURCE AND SAMPLE DESCRIPTION
The Data
The Primary Data Source and the Construction of the Dependent Variables
The primary source of data is the 2000 San Francisco Bay Area Travel Survey (BATS), which collected detailed information on individual and household socio-demographic and employmentrelated characteristics from about 15,000 households in the Bay Area (see MORPACE International Inc., 2002). The survey also collected information on all activity and travel episodes undertaken by individuals of the sampled households over a two-day period. The information collected on activity episodes included the type of activity (based on a 17-category classification system), the name of the activity participation location (for example, Jewish community center, Riverpark plaza, etc.), the type of participation location (such as in-home, health center, gym, or amusement park), and start and end times of activity participation.
The in-home recreation activity episodes were identified based on an activity being designated as "recreation" by the respondent and being indicated as pursued at home. The out ofhome physically active and physically inactive activity episodes were identified based on the activity type and the type of out-of-home participation location at which the episode was pursued, as reported in the survey. 9 To be specific, the type of participation location (or location type for short) was collected in the BATS survey in an open response format, where respondents could write-in the location type of each participation. This resulted in about 10,000 location types, which were manually processed and consolidated into 450 location types. Of these, 23 location types were considered as being associated with physically active activity (see Bhat and Lockwood, 2004 for these location type categories). However, it is possible that individuals may be working at these sites (such as an individual working at a gym), and so our identification of whether an episode was physically active recreation or not was based on the location type being associated with physical activity as well as the respondent labeling the activity type as recreation. Subsequently, all other out-of-home episodes identified as recreation by the respondent, and not identified as physically active based on the procedure just discussed, were categorized as out-of-home physically inactive recreation episodes. Next, each out-of-home physically active episode was identified in one of three location types (club, neighborhood, or outdoors). The durations of each of the episodes were also computed based on the start and end times of the episode, and assigned to each time period as discussed in Section 1.2. The time investment contributions of all episodes in the day to each activity alternative were aggregated to obtain the total daily time investments in each of 14 recreation activity alternatives (in-home recreation, out-of-home physically inactive recreation, and the 12 out-of-home physically active recreation categories based on location and time-of-day). Finally, a non-recreation activity category is defined as discussed in Section 1.2, for a total of 15 activity alternatives. The participation decisions, and the daily time investments, in these 15 alternatives constitute the dependent variables for the MDCEV model.
A few comments on our use of an activity survey are in order here. The motivation for the current paper originates at the interface of transportation and public health, as discussed in Section 1.2. In this regard, and as opposed to several earlier studies in the public health field that focus on measuring the intensity of physical activity, our emphasis is on the spatial and temporal aspects of physically active recreation. From this perspective, there are important advantages to using activity survey data because they provide detailed and complete information on the spatial and temporal dimensions of activity participation over the course of a day. In addition, activity survey data can be used to examine the potential effects of the built environment and the kinds of temporal constraints that may discourage physical activity participation. On the other hand, traditional physical activity studies focus on a single location setting (such as parks or playgrounds) for physical activity observation (see, for example, Reynolds et al., 2007) , or collect information on a single continuous physical activity bout such as walking or bicycling (see, for example, Craig et al., 2002) , or use sensor-based data collection systems for a single episode or a few episodes of a specific activity type (see, for example, Assah et al., 2011) , or elicit long-term retrospective self-reports of participation and extent of participation in specific physical activities (see, for example, Mowen et al., 2007) . These studies do not consider the possible range of physical activity locations and detailed time-of-day context information, nor do they typically collect information that would enable the examination of built environment impacts or the influence of temporal constraints. In fact, Dunton et al. (2008) lament on the inability of traditional physical activity measurement devices and methods to provide information on the spatial, temporal, and social contexts of physical activity participation, while highlighting the importance of such contextual information for designing customized physically active lifestyle promotion strategies. They then proceed to propose an activity survey as an additional approach to physical activity data collection that can complement traditional physical activity collection instruments and measurement techniques by providing contextual information as well as more comprehensive information on different types of physical activity bouts pursued during the course of a day. Of course, there are also limitations of activity surveys. For instance, the BATS survey used in the current paper does not provide information on in-home physical activity episodes. The survey also does not capture any measure of the intensity of physical activity. Further, the identification of physically active out-of-home recreation episodes is not perfect. For instance, the BATS data does not allow the distinction between individuals who are personally involved in the physical activity and those who are only present during the activity but not "physically" involved in the physical activity. Therefore, for instance, an episode designated as "recreation" activity by a respondent and pursued at a swimming pool is labeled as physically active, regardless of whether the individual went to the pool to watch some other person swim or swam himself/herself.
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To summarize, there are advantages and limitations to activity survey data in the context of physical activity analysis. But the synergy between the transportation and public health fields is at the confluence of the spatial, temporal, and built environment contexts of physical activity participations (see Doherty, 2009 and Mitra et al., 2010) . From this standpoint, and notwithstanding some of the limitations of activity survey data, activity survey data constitute an important source of information for analysis. This is reflected in the many studies at the interface of the transportation and public health sciences fields that have used activity survey data as the basis for examining one or more aspects of physical activity participation.
The Secondary Data Source
In addition to the 2000 BATS survey data set, several other secondary data sets were used to obtain physical environment variables (particularly transportation system attributes, built environment characteristics, and residential neighborhood demographics) that may influence the physical activity participation, activity location, and activity timing/duration behavior of adults.
All these variables were computed at the level of the residential traffic analysis zone (TAZ) of each household and considered in our model specifications. 11 The secondary data sources included land-use/demographic coverage data, the 2000 Census of population and household summary files, a Geographic Information System (GIS) layer of bicycle facilities, a GIS layer of highways and local roadways, and GIS layers of businesses. Among the secondary data sets identified above, the land-use/demographic coverage data, LOS data, and the GIS layer of 10 Note, however, that individuals who drop off/pick up others from the pool will report their activity type as "pickup/drop-off" and so this episode will not be considered as a physically active one, Also, there is some possibility that individuals who go to a pool and not swim will report their activity type as "social" or "resting/relaxing", in which case these episodes will also not be characterized as "physically active" in our taxonomy.
11 Due to privacy considerations, the point coordinates of each household's residence are not available; only the TAZ of residence of each household is available. The average size of a TAZ is 9.7 square miles.
bicycle facilities were obtained from the Metropolitan Transportation Commission (MTC). The GIS layers of highways and local roadways were obtained from the 2000 Census Tiger Files. The GIS layers of businesses were obtained from the InfoUSA business directory.
Among the physical environment variables, the zonal-level transportation system and built environment measures constructed from secondary data sources were as follows:
1. Transportation system attributes, including highway density (miles of highway facilities per square mile), local roadway density (miles of roadway density per square mile), bikeway density (miles of bikeway facilities per square mile), street block density (number of street blocks per square mile), non-motorized distance between zones (i.e., the distance in miles along walk and bicycle paths between zones), and transit availability. The non-motorized distance between zones was used to develop an accessibility measure by non-motorized modes, computed as the number of zones (a proxy for activity opportunities) within "x" nonmotorized mode miles of the adult's residence zone. Several variables with different thresholds for "x" were formulated and tested. 3. Regional accessibility measures, which include Hansen-type (Fotheringham, 1983) employment, shopping, and recreational accessibility indices that are computed separately for the drive and transit modes. The accessibility measures developed for each mode m are as follows: 
Sample Description
For the empirical analysis, only individuals aged 16 years or older were considered. Also, one weekday of the survey was selected for each adult, since the focus of the current analysis is exclusively on weekdays. The final estimation sample includes 13959 individuals residing in nine Counties of the San Francisco Bay Area (Alameda, Contra Costa, San Francisco, San
Mateo, Santa Clara, Solano, Napa, Sonoma and Marin). As indicated before, all individuals in the sample participated in some amount of non-recreational (NR) activity, and this activity category serves as the "outside good" in our analysis. The mean duration of participation in NR is rather high (564 minutes or about 9.4 hours). Of the 13959 individuals, 9511 individuals participated only in non-recreational activity, while the remaining 4448 individuals participated in some combination of non-recreational activity and recreational activity. The remaining rows in Table 1 provide more details of the PAR participation by location and time-of-day. 12 The results indicate that the highest percentage of participation in PAR in terms of location is at a club, followed by participation in one's neighborhood. From a temporal standpoint, the highest PAR participation is in the midday period, while the lowest is in the night (note, however, that the length of time windows varies across the time-of-day periods; thus, from the perspective of PAR participation per time unit, there is higher PAR participation in the AM peak and PM peak periods than at other times of the day). As we will see later, an important 12 The sum of the entries for the number of individuals participating in PAR alternatives across activity locations is greater than 1512 (the total number of individuals participating in PAR) because some individuals may participate in PAR at multiple locations in the same day. The same is true for the number of individuals participating in PAR alternatives across times-of-day because some individuals may participate in PAR during multiple time periods of the weekday.
variable determining temporal patterns of PAR participation is employment, with unemployed individuals more likely than those employed to participate in the midday period. The mean duration of PAR participation is highest when pursued outdoors, and shortest when pursued in/around the residential neighborhood. In terms of time-of-day, the mean duration of PAR participation shows little variation across the day-time temporal periods (AM peak, midday, and PM peak), though the mean duration is shorter for PAR participation in the night relative to the day-time periods. The last two main columns corresponding to the PAR alternatives reveal that those who pursue PAR in their neighborhoods are also most likely to participate in other PAR alternatives or IHR or PIR, while those participating in PAR at clubs are the least likely to participate in other PAR alternatives or IHR or PIR. Also, in addition to participation in nonrecreational activity, note that a significant proportion of individuals participate in multiple alternatives among the 14 recreational alternatives considered in the current paper, as should also be clear from the entries in the final column of Table 1 . This highlights the need for, and appropriateness of, the MDCEV model for the current analysis. Table 1 only shows the aggregate distribution of participation in PAR separately along each of the location and time-of-day dimensions. On the other hand, in the current paper, we focus on the interactions of location and time-of-day for PAR activities. In Table 2 , we present the participation levels in PAR by location and time-of-day. The first two number columns (for locations) and the first number row (for time-of-day) provide the one-dimensional participation statistics, while the rest of the table presents the descriptive statistics for each combination alternative. For instance, the first number in the combination part of the table indicates that 134 individuals participate in PAR at a club during the AM peak period. This corresponds to 20.2% of all adults participating in PAR at a club, and 33.8% of all adults participating in PAR during the AM peak period of the weekday (note that the percentages for each row (column) across activity locations (times-of-day) can sum to more than 100% due to multiple discreteness; for instance an adult can go to a club for weight-training during the AM peak period and then play tennis at a club with a friend in the night period. In general, the results in Table 2 show that the midday period is the most likely one for pursuing PAR at a club or outdoors, while the AM peak period is the most likely time-of-day for pursuing PAR in and around one's neighborhood. Also, the most frequent PAR location during each time-of-day is as follows: AM peak -in/around one's neighborhood, midday -club, PM peak -club, and night -club.
MODEL RESULTS
Variable and Error-Components Specification
A number of variables within the two broad variable categories of individual/household factors and physical environment correlates were considered in our model specification. The final variable specification was based on a systematic process of eliminating variables found to be statistically insignificant, intuitive considerations, parsimony in specification, and results from earlier studies. Several different variable specifications, functional forms of variables as well as interaction variables were examined. The specification includes some variables that are not highly statistically significant, because of their intuitive effects and potential to guide future research efforts in the field. In addition to alternative variable specifications, we also considered several error-component structures to generate correlation in the unobserved error terms of the baseline utilities of the 15 alternatives. But the only one that turned out to be statistically significant was a common error component across alternatives that included the "neighborhood" location.
Estimation Results
The final specification results of the mixed MDCEV model are provided in Tables 3 and 4. Table   3 presents the results of the parameter estimates corresponding to the baseline preference utility (the β parameter vector in Equation 1), while Table 4 presents the results of the satiation parameters (the k τ parameter vector in the actual satiation parameter k α ). The non-recreational activity alternative serves as the base category for all variables (and, thus, this alternative does not appear in the tables as a row). In addition, a '-' entry in Table 3 under a particular activity alternative for a particular variable implies that this variable is omitted from the utility specification for that alternative (that is, the alternative also constitutes a base alternative about which the impact of the variable on other alternatives should be interpreted). Also, note that, for dummy exogenous variables, it is implicit that the omitted dummy variable category (or categories) serves (serve) as the baseline reference.
The results for the baseline preference specification for the in-home recreation (IHR) and the out-of-home physically inactive recreation (PIR) alternatives are presented in the first two rows. For the out-of-home physically active recreation (PAR) alternative, the effect of each variable is first identified separately along the location and time-of-day dimensions. The final row panel of the table identifies any interaction effects of each variable on the PAR baseline utility for each location-time of day combination alternative over and above the one-dimensional location/time-of-day effects. 
Individual Demographics
Among individual demographics, the gender-related effects indicate that women are less likely than men to participate in weekday IHR activities and PAR activities, and more likely to participate than men in non-recreational and PIR activities. The lower PAR activities of women relative to men have been consistently highlighted in the literature (see, for instance, Trolano et al., 2008) . The coefficients implicitly also suggest that women (relative to men) are more likely to participate in PIR activities (than in IHR and PAR activities). This higher participation level of women in PIR activities is consistent with the findings from several earlier studies indicating that women are more involved with arts/crafts shows, concerts, museums and related "high-culture"
activities (see Nakai, 2009 ). However, the results also show that women have a stronger tendency to pursue PAR activities in the AM and PM peak periods relative to other time periods of the day. Of course, one should keep in mind that the measure of physical activity in our study is the duration of time spent in physical activity on a single weekday as self-reported in a general activity survey, while several earlier studies have considered time expended in physical activity over longer stretches of time (such as a week or a longer period of time) using focused physical activity surveys or objective measurements of physical activity.
The age effects indicate the lower baseline preference of individuals less than 30 years of age (compared to their older peers) to participate in PAR activities in/around residences (except in the PM peak period). The same is true for participation in PAR outdoors in the AM peak and midday periods, though young adults are more likely than their older peers to participate in PAR outdoors during the PM peak (the net effect on the baseline utility for the PAR outdoor-PM peak alternative is 65 . 0 94 . 0 29 . 0 + = + − ). Also, the results indicate that young adults have a much higher preference than their older peers to participate in PAR at clubs in the PM peak and night periods. Similar results of higher preference for participation in PAR during the PM peak period (except in/around neighborhoods) can also be observed for those in the 30-49 years age group relative to the "50 years or more" age group category, though the effect is less pronounced than for the youngest age group. 14 Dunton et al. (2008) found similar results of age-based preferences for PAR location. In general, the tendency among younger individuals to pursue PAR at clubs and of older individuals to pursue PAR in neighborhoods may be a reflection of generational differences. Since clubs were not very common or well dispersed until the 1980's and 1990's, older generations of adults are probably used to engaging in physical activities outside of clubs.
Therefore, these individuals may simply perceive no need or reason for exercising at a club. On the other hand, younger adults are likely to be more familiar with the physical activity options available at clubs and may also view club-based PAR as a social activity. Caspersen et al. (2000) also notes that strengthening exercises, which may be particularly facilitated by the use of machines available at a club, dramatically declines with age, which may explain the lower PAR participation of older adults at clubs. However, it is still not clear whether older individuals, in general, do not partake in strengthening exercises as often as their younger peers and therefore do not go to clubs, or simply do not go to clubs and therefore partake less in strengthening exercises.
The physical disability status of individuals is a strong deterrent factor for both PIR and PAR activities. In particular, the results show that physically disabled adults are less likely to participate in out-of-home recreation regardless of the nature, location or time-of-day of the activity). Also, these individuals are particularly not likely to participate in PAR activities during peak hours, perhaps because they would rather avoid dense traffic conditions.
The remaining individual demographic effects indicate the lower preference of full-time students to participate in PAR during the AM peak period relative to other time periods, presumably because of school-time constraints. This result might also be a reflection of a typical "shifted day" that an adult student adopts, with a late start to the day and with activities stretching into the late night hours. Finally, adults with a driver's license are less likely (relative to adults without a driver's license) to participate in PAR in their neighborhood. This result is to be expected, because individuals with a driver's license have an increased opportunity to drive to physical activity locations outside their neighborhood.
Work-Related Characteristics
The effects of work-related characteristics are quite intuitive. First, employed adults have a higher propensity than those unemployed to participate in PAR at a club rather than participating at PAR at other locations. Perhaps, employed individuals tend to attend gym facilities at or within close proximity of their employment locations. They are also likely to find the showering and locker facilities at clubs to be convenient. Second, employed adults (relative to nonemployed adults) have a lower baseline utility preference to partake in physical activities during the AM peak and midday periods than in other time periods of the weekday. This clearly reflects the employed individual's perceived or real obligation to work during the traditional workday hours (that is, 8 AM to 5 PM). Finally, the work flexibility variable effects indicate a progressively higher baseline propensity of individuals with increasing flexibility to pursue PAR at clubs, though workers with more work flexibility are less likely to pursue PAR during the midday period. This latter result may reflect a desire to use the work-day efficiently for different activity participation needs, which, for individuals with flexible work schedules is likely to imply earlier or later PAR participation and a core uninterrupted work period during the midday.
Overall, the work-related effects suggest that effective policy interventions to encourage PAR among workers would provide club facilities in/around work centers, since employed adults appear to be predisposed to exercise in clubs if such an option is conveniently available from a spatial and temporal standpoint.
Household Demographics
Among the household demographics, the nuclear family variable indicates a lower propensity of adults in nuclear families (relative to adults in other families such as single parent families and families with no children) to participate in in-home recreation compared to non-recreation and out-of-home recreation, perhaps a reflection in nuclear families of the increased opportunities for one or both parents to pursue joint out-of-home recreation with children (see also Lockwood, 2004 and Sener et al., 2010 for similar results). These results are reinforced by the age-specific effects of children, which suggest that the presence of young children (aged 0-4) in the household increases PAR during the midday, especially outdoors (at parks) (see bottom row of Table 3 under the column "Aged 0-4"). On the other hand, adults with older children (aged 5-15) are likely to avoid participation in physical activity during the peak time periods compared to other time periods of the day. This is presumably because of the responsibilities of adults associated with preparing school-age children for school and/or transporting them to/from school.
As continually underscored in the literature, individuals living in low income households (those with an annual income less than $35,000) have a higher propensity than those in middle or high income households to engage in in-home recreation (IHR) activities, perhaps due to financial constraints. The implication is that individuals in low income households participate less than those in middle-to-high income households even in physically active recreation (PAR) activities in their immediate neighborhoods. Since PAR in neighborhoods should not have substantial financial implications to individual families, this result is another indication that the quality of the environment in which low income households reside appears to have an impact on PAR. As stated by Bennett et al. (2007) , "residing in a neighborhood that is perceived to be unsafe at night is a barrier to regular physical activity among individuals, especially women, living in urban low-income housing. Feeling unsafe may also diminish confidence in the ability to be more physically active." The income-related effects also point to the higher propensity of high income households to participate in PAR at clubs, probably due to financial ability.
Individuals from households owning one or more vehicles have a higher propensity to engage in physically inactive recreation (PIR) activities relative to individuals from households with no vehicles, according to the results in Table 3 . Individuals with more vehicles in their household are also more likely to participate in outdoors PAR recreation except in the PM peak period. In addition, although the results reveal a strong negative effect for PAR participation during the PM peak period, this effect is less pronounced when pursued at clubs. Finally, in the class of household demographics, bicycle ownership is found to be a motivator for increased PAR in/around an individual's neighborhood. These vehicle (bicycle)-based effects need to be examined more carefully in future studies to account for self-selection effects, because vehicle/bicycle ownership may be endogenous to PAR activity (that is, individuals and households who are PAR-oriented may consciously make the choice of owning fewer vehicles and/or more bicycles in the first place).
Physical Environment Variables
The seasonality effects within the group of physical environment variables reveal the increased tendency to stay at home for recreation activities during the winter season, and a higher predisposition to participate in outdoor PAR activities during the summer season (see also, Tucker and Gilliland, 2007 and for such seasonal effects). 15 These results suggest a need to target physical activity promotion campaigns during the winters toward ways to increase in-home physical activity, and/or on providing accessible and inexpensive indoor club facilities.
In the category of transportation system attributes/built environment characteristics, very few variables turned out to be statistically significant, suggesting that, in general, participation in PAR may be more of a lifestyle choice than related to the availability of spatial opportunities for PAR participation. 16 But, accessibility to physical activity centers in the residence zone of an individual has clear positive impacts on PAR at clubs. Furthermore, the density of bikeway has the expected positive influence on PAR in the neighborhood when interacted with bicycle ownership in the household. This result has also been documented in some earlier studies (see, for instance, Pinjari et al., 2009 and Cervero and Duncan, 2003) . Of course, one should view these built environment and bicycle ownership effects with some caution because we have not considered potential residential self selection effects. That is, it is possible that highly physically active families will own more bicycles and will self-select themselves into zones with built environment measures that support their active lifestyles (see Bhat and Guo, 2007 , Pinjari et al., 2008 , and Bhat and Eluru, 2009 for methodologies to accommodate such self selection effects; combining such methodologies with the MDCEV model of spatial and temporal dimensions of PAR behavior developed here is left for future research).
With respect to zonal demographics, the results indicate the lower participation in IHR activities as well as the higher participation in PAR activities (particularly at clubs and outdoor locations) among Caucasian Americans compared to other races. This result is consistent with several previous studies (see Gordon-Larsen et al., 2005 and . Research studies aimed at better understanding the reasons for these race-based differences in PAR participation may help in the design of targeted PAR promotion campaigns. Finally, individuals residing in zones with a high mean household income are more likely to participate in PAR activities at clubs.
Satiation Parameters
As discussed in Section 2.1, the satiation parameters k
, where k ω is a vector of individual/household characteristics impacting satiation for the k th alternative, and k τ is a corresponding vector of parameters to be estimated. Table 4 provides estimates of the elements of the k τ vector. Positive values of the k τ elements imply higher satiation associated with larger values of the corresponding elements of k ω . Note also that the k τ vector includes a constant for each k
, though these 15 constants are not included in the table to conserve on space.
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As observed from the results in Table 4 , we did not find many highly statistically significant coefficient effects for the satiation parameters. However, the results show that, at a moderate significance level, there are variations in satiation for out-of-home activity categories across individuals. 18 Table 4 indicates that women have a higher satiation (lower participation durations) than men in PIR and outdoor PAR categories, except the PM peak period. In addition, the age effects indicate lower satiation (higher participation durations) for younger individuals than for older individuals for evening PAR participations. Other results in Table 4 may be similarly interpreted. As importantly, one can notice from Tables 3 and 4 that the activity participation decision and the amount of activity participation are not always tied tightly together. For instance, from Table 3 , we note that, compared to men, women have a lower baseline preference for participation in in-home recreation (IHR) activity; however, from Table 4 , we notice no satiation differences based on gender for IHR activity. The age effects for the night PAR activities and the employment effects for club PAR activities, are reinforcing in the baseline preference effects and the satiation effects. But, the employment effects for AM peak PAR activities are not reinforcing. Thus, employed individuals tend to have a lower baseline propensity (than unemployed individuals) for participation in PAR activities during the AM peak period, but have a lower satiation for participation (high participation duration) in PAR activity during the AM peak period. Essentially, this lends support to not tying the discrete participation and continuous time duration decisions too tightly.
Error Components
The final specification included only one error component specific to the "neighborhood"
location. This error component has a standard deviation of 2.72 with t-statistics of 21.87, indicating the existence of common unobserved factors that predispose adults to participate in physical activity in/around their neighborhood regardless of time-of-day.
Likelihood-Based Measures of Fit
The log-likelihood value at convergence of the final mixed MDCEV model is -57175.9. The corresponding value for the model with only the constants in the baseline preference, the constants in the satiation parameters, and no error components is -57805.8. The likelihood ratio test for testing the presence of exogenous variable effects on baseline preference and satiation effects, and the presence of error components, is 1259.8, which is substantially larger than the critical chi-square value with 52 degrees of freedom at any reasonable level of significance. In addition, the rho-bar squared value, computed with respect to the constants-only model is 0.0109, while the adjusted rho-bar squared value, computed with respect to the constants-only model, is 0.0100. 19 Overall, the results indicates the value of the model estimated in this paper to predict adults' recreational activity time use by location and time-of-day, based on individual demographics, work-related characteristics, household demographics, and physical environment variables.
MODEL APPLICATION
In this paper, we demonstrate the application of the model by studying the effects of selected variables. These variables (and the change in the variables that are examined) are as follows: (1) decrease in the number of 'individuals younger than 50 years of age' (25% decrease), (2) increase in the number of 'households with kids less than 16 years of age' (25% increase), (3) increase in 'vehicle ownership' for each household (increase by one vehicle), (4) increase in 'accessibility to physical activity centers' (25% increase), (5) increase in 'bikeway density in the zone interacted with the number of bicycles in the household' of each household (25% increase), and (6) decrease in the fraction of 'Caucasian American population' in the zone of residence of each household (25% decrease). The decrease in the number of individuals younger than 50 years of age (to reflect aging of the U.S. population) is obtained by randomly selecting current individuals younger than and equal to 50 years of age in the sample, and assigning them as individuals older than 50 years of age so that the number of individuals younger than 50 years of age decreases by 25%. The 25% increase in the number of households with kids less than 16 years of age is also implemented in a similar fashion. Finally, the changes for the remaining four policies are applied to each household in the final sample.
The time-use prediction was undertaken with the MDCEV formulation using 100 sets of error term draws for each individual, based on the efficient forecasting procedure developed by Pinjari and Bhat (2010) . To examine the impact of the aforementioned changes, we estimate the predicted aggregate time-use patterns before and after the changes, and compute an effective percentage change from the baseline parameter estimates. The effect of the changes on aggregate time-use patterns is measured as the net percentage change in the duration of participation in each activity alternative across all individuals. Also, to obtain standard deviations of the estimated magnitude effects, we undertake a bootstrap procedure using 50 draws of the coefficients (on the exogenous variables) based on their estimated sampling distributions. Note that, in the application exercises, we present the effects of variables separately on the location and time dimensions for PAR activities. We do so simply for presentation ease (to avoid having 15 alternatives in the results table), though our model actually produces time-use predictions for combinations of the location and time dimensions. For instance, the first number "-14.76" with a standard deviation of "4.32" corresponding to the "age less than 50 years" variable in the final model indicates that the overall time-use in PAR activities at clubs decreases by about 15% (with a standard deviation of this effect being 4.32%)
if the percentage of adults less than 50 years decreases by 25% (with a corresponding increase in the percentage of adults 50 years of age or older). Also, the results show that there is a decrease in PAR activity pursued outdoors (at parks), and a decrease in time spent in PAR activity during the PM peak by 24.13% and during the night period by 10.17% due to the change in age distribution. These predicted changes are consistent with the results discussed in Section 4.2.1.
Several important observations may be made from Table 5 . First, the results indicate that demographic variables have important effects on the time spent in PAR activities. In addition to the age effects just discussed, the presence of children (aged less than 16 years) in households results in decreased levels of adults' PAR activities, especially those pursued in/around neighborhoods and during the PM peak period. Second, an increase in household vehicle ownership increases time spent in PIR activities, and has a very high negative impact on the time spent in PAR activities in/around individuals' neighborhoods and during the PM peak period. In particular, an additional vehicle leads to about 5% increase in the time spent in PIR activities, while also resulting in about 66% and 96% decreases in the time spent in PAR activities in/around individuals' neighborhood and during the PM peak period, respectively. Interestingly, but consistent with the model estimation results, the increase in household vehicle ownership also results in an increase in the time spent in PAR activities pursued outdoors (at parks), perhaps because it increases the accessibility to outdoor activity centers (such as parks or health centers). This latter result indicates the importance of examining different recreational activity categories simultaneously (that is, physically active and physically inactive activities) and at a disaggregate level (based on the type, location, and timing of the activity) to capture the effects of variables accurately. Third, physical environment variables are found to have important impacts on activity time use. A 25% increase in the accessibility to physical activity centers leads to a rather substantial (about 46%) increase in PAR time at clubs, while a 25% increase in zonal bikeway density significantly increases (by about 75%) the time spent in PAR activities in and around neighborhoods. All these results are consistent with those in the previous section;
however, as indicated in the previous section, these results and effects need to be further examined carefully in future studies to account for self-selection effects. Finally, a decrease in the Caucasian-American population leads to a general increase in in-home recreation time-use and a decrease in PAR activity time-use across all activity locations and time-of-the-day. This is an issue that obviously deserves further examination and attention, particularly because the U.S.
population is becoming more racially and ethnically diverse.
Overall, the model application reveals the value of the model in capturing the changes in the time use patterns of individuals under different scenarios, and highlights the importance of using the MDCEV model in such an analysis.
CONCLUSIONS AND IMPLICATIONS
The main objective of the current study was to propose and apply a modeling framework to examine individuals' time-use in non-recreation (NR), in-home recreation (IHR), out-of-home physically inactive recreation (PIR), and out-of-home physically active recreation (PAR). The empirical results and model application provide several insights for the design of targeted interventions to promote physical activity. First, young adults are more likely to participate in PAR at clubs during the PM peak periods, while older adults are more likely to participate in PAR in and around their neighborhoods during non-PM peak time periods. Thus, interventions aimed at promoting PAR among young adults would benefit from promoting club-related opportunities and offering special classes (such as yoga, pilates, aerobics, weight-training, etc.) at these clubs during the PM peak period. On the other hand, residential areas with a high fraction of middle-aged to senior adults would benefit from a well-planned network of pedestrian and bicycle pathways that are conducive to PAR in/around neighborhoods. Second, employed adults have a high preference to partake in PAR at clubs during the PM peak period (4 PM -7 PM), suggesting that employers can play a role in promoting PAR among their employees by providing fitness center facilities at the work place and/or providing subsidies for club membership at fitness centers within close proximity to the work place. Further, staggering work hours to an early start and an early end to the work day (say, for example, a 7 AM -4 PM schedule rather than a 8 AM -5 PM schedule) may provide beneficial results by providing more time in the afternoon (and before dinner time) to invest in PAR. Third, as in several earlier studies, our study also points to the lower PAR among adults in low income households and those residing in neighborhoods with a high fraction of non-Caucasians. While the reasons for these results need to be explored further in future studies, the results suggest a need for targeted campaigns to increase awareness about physical activity benefits in neighborhoods with a significant fraction of low-income households and/or non-Caucasian households. Further, it is important to pursue efforts to evaluate current facilities for PAR, and invest in improved facilities and PAR opportunities, in low income and/or non-Caucasian neighborhoods. This is an issue that needs top priority, especially because there is evidence from earlier research (see Davison et al., 2003 , Trost et al., 2003 , Davis et al., 2007 , and Sener et al., 2010 Overall, this paper contributes to the growing research at the interface of the transportation and public health fields to examine activity participation and time-use in active transportation and recreation. The paper also underscores the importance of examining the spatial and temporal contexts of physical activity participation for informed physical activity promotion and activity-based travel analysis. 
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