The Wavelet Element Method (WEM) combines biorthogonal wavelet systems with the philosophy of Spectral Element Methods in order to obtain a biorthogonal wavelet system on fairly general bounded domains in some IR n . The domain of interest is split into subdomains which are mapped to a simple reference domain, here n{dimensional cubes. Thus, one has to construct appropriate biorthogonal wavelets on the reference domain such that mapping them to each subdomain and matching along the interfaces leads to a wavelet system on the domain.
Introduction
During the past years, wavelets have become a powerful tool in both pure and applied mathematics. For example, they allow to extend classical results of Fourier Analysis to a much wider class of function spaces, 31]. On the other hand, wavelet and multilevel systems are by now very widely used in many elds of science and technology such as signal analysis, data compression and image processing, 23, 35, 33] . More recently, starting from 4], they have shown promising features for the construction of e cient numerical schemes for solving operator equations, see e.g. 17] .
Many constructions of wavelets can be found in the literature. Each of them provide di erent features such as smoothness, arbitrary degree of exactness of approximation, compact support in physical or transformed space, etc. However, currently, most of these constructions are restricted to \simple domains", namely IR n , the torus, the n{dimensional cube, or domains that can be easily mapped to these ones. This is a severe limitation to the successful use of wavelets in certain elds. Only in the last few years papers have appeared aimed at dealing with wavelets in general bounded domains, 25, 10, 22] .
In this paper, we propose a construction of biorthogonal wavelet systems on fairly general bounded domains, by following the philosophy that led A.T. Patera 32] to invent the Spectral Element Method (SEM). The SEM uses a global, high order polynomial basis on a closed interval, and, by tensor product, extends it on a n{dimensional cube. The construction on a bounded domain having complex geometry is then carried on by splitting the domain into subdomains and mapping these to a single reference domain, namely a cube. This has led to very e cient numerical solvers for partial di erential equations, with signi cant applications also for \real life problems" , 29] . The key for the e ciency of the SEM is the tensor product structure of the basis on the reference domain.
Since nowadays mathematically sound and computationally e cient univariate wavelet systems are available on a closed interval, we propose to replace the global polynomial basis by such a multiscale basis; then we apply the above splitting-and-mapping approach, adding the advantage of multiscale decompositions to those of the SEM. The resulting construction provides a multilevel decomposition for function spaces built on the domain; so, it can be applied to any circumstance in which this is needed.
In particular, as for the SEM, the numerical approximation of operator equations can be a challenging eld of application. The motivation for using wavelets here is at least twofold: they provide optimal preconditioning of the arising ill conditioned linear systems 24, 18, 21] and they allow the de nition of e cient adaptive schemes, 28, 30, 3, 13, 5, 14] . In addition, the exibility in the construction of biorthogonal wavelets leaves some room which can be used to adapt these systems to special problems at hand, see 15, 34, 19] for example.
Biorthogonal wavelet systems on the unitary interval, which can be required to satisfy certain boundary conditions, are the initial point of our construction. The univariate systems are dened for instance as in 20, 27] , starting from systems on the real line such as, e.g., Daubechies' compactly supported orthogonal wavelets 23] or the biorthogonal B{spline wavelets 11]. We recall that dealing with multiscale methods involves two di erent bases for the trial spaces, namely the single scale and the multiscale (or detail-) basis. The single scale basis is similar to nite elements on uniformly re ned triangles or global polynomial bases on cubes. Hence, the matching of the single scale basis functions along the interfaces of the subdomains is similar to the matching in the SEM. The multiscale basis can be understood to span the details between succeeding trial spaces. For these functions (named wavelets) matching is more delicate. More-over, preconditioning and adaptivity is based on certain stability properties of the wavelet bases which have to be valid also after the matching.
In this paper, we aim at designing bases that can be used, e.g., to build trial spaces in a Galerkin projection method for approximating second order partial di erential equations; hence, we enforce a conformal C 0 {matching. We prove that we can match wavelet functions in an appropriate way and give the construction independently of the spatial dimension. Other kind of matchings with di erent level of non{conformity will be considered elsewhere. A preliminary application and one particular example is given. In a forthcoming paper, 7], we shall address many issues related to the actual realization in dimension 2 and 3 and provide other applications and properties.
The paper is organized as follows: In x2, we review the main properties of biorthogonal wavelet systems on the interval and describe the possibilities to add certain boundary conditions to these systems. This latter topic is discussed in the Appendix A in more detail for the convenience of the reader. By using tensor products one can then easily obtain wavelet systems on n{ dimensional cubes. Section 3 is devoted to the description of this construction. Moreover, we recall that stability can easily be carried over from the corresponding univariate property. In x4, we use these multiscale bases on cubes to obtain a multiresolution decomposition on a general bounded n{dimensional domain partitioned into subdomains. The construction of biorthogonal wavelets is introduced in x5. The method is detailed for a bivariate example in x5. In the literature, there is a whole variety of concrete examples of multiresolution analyses on the interval. All these constructions are based on scaling functions on the real line that are either orthogonal or biorthogonal. Then, these functions are modi ed near the boundaries in order to ensure the validity of this and other conditions on the interval, see 2, 12, 8, 20, 27] for example. In this section we collect the main properties of the biorthogonal wavelet systems on the interval, as constructed in 20] or in 27] . All the results we give are proven in these references, except a small number of them whose proofs will be provided in the Appendix. We rst describe the general approach and then we detail the modi cations for ful lling boundary conditions. We will frequently use the following notation: by A < B we denote the fact that A can be bounded by a multiple constant times B, where the constant is independent of the various parameters A and B may depend on. Furthermore, A < B < A (with di erent constants, of course) will be abbreviated by A B.
General setting
The starting point are two families of scaling functions j := f j;k : k 2 j g;~ j := f~ j;k : k 2 j g L 2 (0; 1); where j denotes an appropriate set of indices and j j 0 can be understood as the scale parameter (with some j 0 denoting the coarsest scale). For subsequent convenience, these functions will not be labeled by integers as usual, but rather by a set of real indices j := f j;1 ; : : : ; j;K j g; 0 = j;1 < j;2 < < j;K j = 1:
In other words, each basis function is associated with a node, or grid point, in the interval 0; 1]; the actual position of the internal nodes j;2 ; : : : ; j;K j ?1 will be irrelevant in the sequel, except that it is required that j j+1 (see (2.3-k) ). It will be also convenient to consider j as the column vector ( j;k ) k2 j , and analogously for other set of functions.
The construction of these families j ,~ j guarantees that they are dual generator systems of a multiresolution analysis in L 2 (0; 1) S j := span j ;S j := span~ j ; (2.2) in the sense that the following conditions in (2:3) are ful lled: (2.3-k) The spaces T j andT j have biorthogonal, stable bases (in the sense of (2.3-f)) j = f j;h : h 2 r j g;~ j = f~ j;h : h 2 r j g; with r j := j+1 n j = f j;1 ; : : : ; j;M j g; 0 < j;1 < < j;M j < 1:
These basis functions are called biorthogonal wavelets. The following concept will be important in the sequel. The system j is said to be re ection invariant, if j is invariant under the mapping x 7 ! 1 ? x and j;k (1 ? x) = j;1?k (x); for all x 2 0; 1] and k 2 j ; (2.4) which can also be abbreviated as j (1 ? x) = l j (x): A similar de nition can be given for the system j , as well as for the dual systems. If j is re ection invariant, then j can be built to have the same property. This will be always implicitly assumed. For example, re ection invariant systems can be constructed from biorthogonal B{ splines 11], whereas this is not possible starting from compactly supported Daubechies' scaling functions 23], as they lack of symmetry.
Systems ful lling boundary conditions
One may want to incorporate boundary conditions in a multiresolution analysis, which will be crucial for the further construction of the WEM. To this end, let us introduce the following de nitions. (ii) the nonvanishing scaling and wavelet functions take the same value; precisely, there exist constants c 0 and c 1 independent of j such that j;0 (0) = j; j;1 (0) = c 0 2 j=2 ; j;1 (1) = j; j;M j (1) = c 1 2 j=2 :
De nition 2.2 The system j is called boundary symmetric if
Note that if the systems j and j are boundary adapted and if j is boundary symmetric, then also j has the same property. From now on, we shall assume that the systems j , j and~ j ,~ j are both boundary adapted and boundary symmetric. As far as the former assumption is concerned, starting from generator and wavelet systems on the interval, one can indeed construct boundary adapted ones, for instance, for orthogonal systems and for systems arising from biorthogonal B{splines (see Proposition A.5 and Proposition A.6 in the Appendix, and also 22]). On the other hand, the latter assumption is not strictly necessary for carrying on our construction, yet it will greatly simplify the subsequent formalism. It holds for all re ection invariant systems, such as biorthogonal B{splines.
Boundary adapted generator and wavelet systems can be modi ed in order to ful ll homogeneous Dirichlet boundary conditions. For the scaling functions this is easily done by omitting those functions that do not vanish at those end points of the interval where boundary conditions are enforced. For the wavelets, the situation is a little bit more involved. To be speci c, let us rst introduce the following sets of the internal grid points: int j := j n f0; 1g; r int j := r j n f j;1 ; j;M j g: Let the generator systems be de ned as j := f j;k : k 2 j g;~ j := f~ j;k : k 2 j g; and let us de ne the multiresolution analyses S j := span j ;S j := span~ j :
The associated biorthogonal wavelet systems j ,~ j are the same as the boundary adapted ones except that we possibly change the rst and/or the last wavelet depending on . More precisely, the wavelets can be chosen to vanish at each boundary point in which the corresponding component of is zero. If the boundary condition is prescribed at 0, the rst wavelets j; j;1 and~ j; j;1 are replaced by Observe that the set of grid points r j which labels the wavelets does not change, i.e., r j = r j for all choices of .
The new systems j , j and~ j ,~ j ful ll the conditions in (2:3) stated above, provided the index is appended to all symbols. To be more precise, in (2. Finally, suppose that the systems j and~ j are re ection invariant, see (2:4) . Then, the systems with boundary conditions can be built to be re ection invariant as well, in an obvious sense (i.e., the mapping x 7 ! 1 ? x induces a mapping of j into itself if = (0; 0) or = (1; 1), while it produces an exchange of (0;1) j with (1;0) j in the other cases).
Tensor products
The perhaps simplest way to build multivariate wavelets based on univariate ones is to employ tensor products. In this section we set up the notation for biorthogonal multiresolution analyses in ^ , where^ = (0; 1) n , and we collect some properties that are well known. The notation in this section is already taylored to the kind of application of this material in the rest of the paper, namely, using^ as a reference domain.
Let us x a vector b = ( 1 ; : : : ; n ) containing the information on the particular boundary conditions, where each l 2 f0; 1g 2 for 1 l n. Let Indeed, using the induction principle, (3:2) can be seen by the following reasoning and the locality of the generators, 16, 20] ; it can also directly be checked by the following reasoning (here, for simplicity we set n = 2) The Jackson and Bernstein inequalities, which extend in an obvious way (2.3-h) and (2.3-i), are well known to be implied by general principles 16, 20] Let us now consider complement spaces W b
Let us set r b j := b j+1 n b j . Given anyĥ = (ĥ 1 ; : : : ;ĥ n ) 2 r b j , we de ne the corresponding 
This yields the following representation of P i j :
It is easily seen that the dual multiresolution analyses on i de ned in this way inherit the properties of the multiresolution analyses on^ as far as stability of bases, properties of the biorthogonal projectors, Jackson and Bernstein inequalities (and consequent characterization of function spaces) are concerned. Obviously, the property of exact reconstruction of polynomials has to be replaced by the property of exact reconstruction of the images of polynomials under the transformation F i . 
through the relation
(4.9) The set of such functions will be denoted by i j , and the dual set by~ i j . Then, nestedness is obvious from the analogous property in each i .
Multiresolution on the global domain
We shall now de ne an appropriate functional setting for the above family of spaces. In order to de ne a basis of V j ( ), let us introduce the set
containing all the grid points in . The following remark will be useful in the sequel. hu; vi i ; (4.18) it is easy to obtain the biorthogonality relations 
The properties
(and the dual ones) are obvious by the construction of the spaces V j ( ) and their basis j .
It is useful to compare P j v with P i j v in i (i = 1; : : : ; N). We have
Lemma 4.4 Suppose that, for some l; m 2 f1; : : : ; Ng, ? l;m := @ l \ @ m is an (n ? 1) Then, the result follows from (4:22) and the stability of the system f' j;k g^k 2K j in the space Proof. Under our assumptions on the boundary @ , there is a sequence of indices i 1 ; i 2 ; : : : ; i p 2 I(k) such that i 1 = i; i p = i 0 and for 1 q < p, @ iq \@ i q+1 is a (n ?1){face. Then, the result follows by a telescoping argument. and the result for s 1 follows from Lemma 4.4. For s = 0, the result is a consequence of the L 2 {stability of P j and P i j , whereas for 0 < s < 1 we conclude by interpolation. We are now ready to establish the Jackson inequality for P j . Remark 4.8 Note that (4:25) yields an optimal rate of decay of the approximation error even for those functions which are locally smooth in each subdomain, but not globally smooth in (i.e., functions which do not belong to H s ( )). This feature turns out to be useful, for instance, in the numerical approximation of solutions of partial di erential equations.
Finally, we consider the Bernstein inequality. Recalling the inclusion (4:13) and using (4:7), we easily get kvk H s b ( ;P) < 2 sj kvk L 2 ( ) ; 8v 2 V j ( ); 0 s : (4.26) This implies the possibility of characterizing the spaces H s b ( ; P), as well as their duals, in terms of the L 2 {norms of the detail operators Q j := P j+1 ?P j . The precise result will be given, after we provide a wavelet basis, see Theorem 5.6.
Biorthogonal wavelets on general domains
We now construct biorthogonal complement spaces W j ( ) andW j ( ) (j j 0 ) such that
as well as the corresponding biorthogonal bases j and~ j , where the orthogonality is to be understood with respect to h ; i . Here we detail the construction for the primal functions only, i.e., for j , since the dual basis~ j is built in a completely analogous fashion.
To start with, let us de ne a set of grid points by (4:14) and (4:8)). We shall associate to each h 2 H j a function j;h 2 V j+1 ( ) and a function~ j;h 2Ṽ j+1 ( ) such that j;h is orthogonal toṼ j ( ),~ j;h is orthogonal to V j ( ) and the biorthogonality conditions h j;h ;~ j;h 0i = h;h 0 hold. Then, setting j := f j;h : h 2 H j g, j := f~ j;h : h 2 H j g, it will be clear that the spaces W j ( ) := span j andW j ( ) := span~ j satisfy (5:1) (see Theorem 5.5). The construction will proceed as follows. Firstly, we build wavelets supported in the closure of only one subdomain. Next, we match wavelets and scaling functions across faces common to subdomains, starting from 0{faces and increasing the dimension of the face. Finally, the locally supported systems arising from the matching are biorthogonalized. The mapping h 7 ! h will be denoted by F. To be precise, we should write F i , but since F i (h) = F i 0(h) if h 2 @ i \ @ i 0, we are allowed to drop the index of the subdomain and to consider F as a mapping from H j to K j+1 . It will be useful to consider the set H j (h ) := fh 2 H j : F(h) = h g = F ?1 (h ):
The simplest situation occurs when p = n. In this case, F(h) = h 2 i and indeed H j (h) = fhg; moreover, the wavelet we associate to h the wavelet j;h de ned as in (5:4). Otherwise, h belongs to a face common to at least two subdomains, and we have to enforce a matching.
In the sequel, we construct a set of linearly independent functions in V j+1 ( ) which will be associated to the set H j (h ).
Matching at a cross point
Let us start with the case in which h =: C is a cross point, i.e., a 0{face common to N C subdomains, that we assume to be (re-)labeled by 1 ; : : : ; N C . Let us rst consider the case C 2 (see Figure 1 ), next we shall indicate the modi cations when C 2 @ .
Internal cross points
For each i ; i 2 f1; : : : ; N C g, there are exactly 2 n ?1 points h 2 H i j such that h = C. Including C itself, we have 2 n points of the form h = F i (ĥ), whereĥ = (ĥ l ) l is such that each component h l ranges either in the set f0; j;1 g or in the set f j;M j ; 1g. This set of points can be identi ed with the set E n = f0; 1g n by the mapping h 7 ! e = (e l ) l ; with e l := ( 0; ifĥ l 2 f0; 1g; 1; ifĥ l 2 f j;1 ; j;M j g.
In turns, the vector e is associated with the function in V j+1 ( i ) belonging to these spaces identically vanish on all (n ? 1){faces which do not contain C.) This would lead to 2 n?1 conditions, linearly independent with respect to each other. However, certain matching conditions corresponding to di erent (n?1){faces are linearly dependent, and it is not obvious how to select a maximal set of linearly independent conditions. To avoid this problem, we consider all the p{faces, with 0 p n ? 1, which contain the cross point C, and we enforce one suitable matching condition along each face. We prove that all these conditions are linearly independent, and that they are equivalent to the matching conditions along all the (n ?1){faces containing C. To be precise, let be a p{face containing C, and let i be a subdomain having as a face. The following lemma will be crucial in the sequel. (when varies among all the q{faces containing C and contained in ). By Lemma 5.1 (here, in dimension p instead of n), the rows of _ C are orthogonal to each other, so the matrix _ C is regular and the result is proven. The following result proves that C has maximal rank. ) t = 2 n ; moreover, remember Lemma 5.1. Let us x our attention on one row of C, say (5:21). The inner product with itself yields 2 n+1 ; the inner product with a row associated to the same face but to a di erent pair of subdomains is nonzero only if one of the blocks in that row corresponding to im or to i m+1 is nonzero; in these cases, the inner product yields ?2 n ; nally, the inner product with a row associated to a di erent face is always zero. It follows that the row of CC t corresponding to (5:21) has 2 n+1 on the diagonal, two o {diagonal terms of the value ?2 n if 1 < m < N ? 1 On the other hand, the right{hand side is precisely the dimension of the set H j (C) fCg, where H j (C) is de ned in (5:3). Indeed, in each subdomain 1 ; : : : ; N C , there are 2 n ? 1 grid points h 2 H j whose image under the mapping F de ned in (5:2) is C; a grid point belonging to a face is common to exactly N subdomains. We conclude that any basis in V C j+1 ( ) can be associated to these grid points by a one{to{one correspondence.
Dual system The parallel construction of the spaceṼ C j+1 ( ) leads to the system C~ = 0:
Note that the only di erence in the construction described above is the presence of the factor n?p j (see (5:10)) instead of n?p j in (5:11) and (5:12). When enforcing the matching conditions (5:13), we again drop this common factor on both sides: this leads toC = C. In other words, building a basis in V C j+1 ( ) or inṼ C j+1 ( ) amounts to solve the same problem, namely, nding a basis for the kernel of the same matrix. This will increase the e ciency of the method.
Biorthogonalization We come now to orthogonality and biorthogonality. The condition hv;' j;C i = 0 for v 2 V C j+1 ( ) is equivalent to the algebraic condition 
Boundary cross points
Suppose that C belongs to @ . Figure 3 The following notation will be frequently used throughout the remainder of this subsection. is built as the analogous vector in the internal cross point case, except that the multiplicative factor (?2) appears and the vector length n is replaced by n ? . So, by Lemma (5:1), vectors corresponding to di erent faces are orthogonal, whereas the inner product of each vector with itself is equal to 2 n .
From these facts, it is straightforward to check that the matrix C associated as in the previous subsection with the matching conditions around a boundary cross point has maximal rank, since again CC t is regular.
Local dimension and association to grid points Let us rst note that, for any i 2 f1; : : : ; N C g, dim V C j+1 ( i ) = 2 n? (i) according to (5:26) . This is precisely 1 plus the cardinality of the set H i j (C) := H j (C) \ i of the points h 2 H i j mapped to C by the mapping F de ned in (5:2); indeed, from the 2 n ? 1 grid points in i that would be mapped to C in the absence of Dirichlet conditions, we remove all the points that belong to a Dirichlet face of i ; equivalently, we remove one grid point per each p{face ( Therefore, after biorthogonalization, we associate basis functions in V C j+1 ( ) to grid points in H j (C). Note that C 6 2 K j+1 , because of the Dirichlet boundary condition enforced at C. Hence, no' j;C 2Ṽ j+1 ( ) exists; consequently, no orthogonalization is required, i.e., we are allowed to set W C j ( ) := V C j+1 ( ).
Matching in the interior of a p{face
We now consider the case in which h =: X, as de ned in (5:2), has p internal components with 1 p n ? 1. Then, there exists a unique p{face such that X 2 . Note that p = minfq 2 f1; : : : ; n?1g : 9 a q?face containing Xg. Let N X 2 be the number of subdomains containing X, or, equivalently, containing . As before, we assume for convenience that these subdomains are (re-)labeled by 1 ; : : : ; N X . Let us consider any one of these subdomains, say i . Then, X = F i (X) for someX 2 @^ , and = F i (^ ), where^ is the p{face of^ whose set L^ is precisely the set of noninternal components of X. We now build the local subspace V X j+1 ( i ) of V j+1 ( i ) associated to X. As opposed to x5.1, now the cases X 2 and X 2 @ will not be treated separately. So, let = (i) 2 f0; : : : ; n ? p ? 1g be the number of Dirichlet faces of i containing X. Note that X is a 0{face of i , and that := \ i is a ( n ? 1){face of i . All these de nitions are visualized in Figure 4 for the case n = 3. If X 2 K j (i.e., X is a grid point associated to a scaling function in V j ( )), then this construction yields a biorthogonal basis f j;h g h2H j (X) in W X j ( ). we get a biorthogonal basis in W X j ( ).
If X 2 H j , then we apply a slight simpli cation to the construction of x5.1; namely, we need not to enforce the analog of the orthogonality condition (5:23), since the function _ contains at least one 1D{wavelet function as a factor. Thus, using Lemma A.8 applied now to the matrices M =M = C, we get a biorthogonal basis f j;k g h2H j (X) fXg in V X j+1 ( ), which, again by (5:36), yields a biorthogonal basis in W X j ( ).
An example
We detail a simple 2D example for the construction of a biorthogonal basis in L 2 ( ). A comprehensive discussion of general 2D and 3D constructions, including implementation issues, will be given in a forthcoming paper, 7].
Let be a bounded, simply connected domain in IR 2 with smooth boundary, partitioned into 5 quadrilateral subdomains as shown in Figure 5 . Let^ = (0; 1) 2 be the reference square, and let us denote its corner points byX 00 = (0; 0),X 10 = (1; 0),X 01 = (0; 1),X 11 = (1; 1). We assume that the mappings F i : ^ ! i (i = 1; : : : ; 5) are such that X 3 = F 1 (X 00 ); X 4 = F 1 (X 10 ); X 2 = F 1 (X 01 ); X 1 = F 1 (X 11 ); X 4 = F 2 (X 00 ); X 8 = F 2 (X 10 ); X 1 = F 2 (X 01 ); X 5 = F 2 (X 11 ); X 2 = F 3 (X 00 ); X 1 = F 3 (X 10 ); X 6 = F 3 (X 01 ); X 5 = F 3 (X 11 ); X 3 = F 4 (X 00 ); X 2 = F 4 (X 10 ); X 7 = F 4 (X 01 ); X 6 = F 4 (X 11 ); X 3 = F 5 (X 00 ); X 7 = F 5 (X 10 ); X 4 = F 5 (X 01 ); X 8 = F 5 (X 11 ):
It is easily seen that these mappings satisfy Hypothesis (4:2); more precisely, each H i;i 0 is order{ preserving.
We assume that the Dirichlet condition is prescribed on the whole of @ , so that W j ( ) is a subspace of H 1 0 ( ). Let us now describe how the wavelets are constructed in di erent cases.
To start with, let h 2 H j be an internal grid point of a subdomain, say for instance h = F 1 (ĥ), withĥ = (ĥ 1 ;ĥ 2 ) andĥ 1 2 int j ;ĥ 2 2 r int j . Then, h is associated with the wavelet j;h (x) = j;ĥ 1 (x 1 ) j;ĥ 2 (x 2 ); if x = F 1 (x) 2 1 , 0;
elsewhere.
Next, suppose that h is close to the physical boundary, say h 2 = F 2 (ĥ), withĥ 1 (1) ; h (2) g, where h (1) = F 1 (ĥ (1) ) withĥ (1) = ( j;M j ;X 2 ), and h (2) = F 2 (ĥ (2) ) withĥ (2) = ( j;1 ;X 2 ). The local space V X j+1 ( 1 ) is then as follows: for (2) = (
0 ;
1 ) 2 IR 2 . Since both families of functions share a common factor, we are reduced to matching and biorthogonalizing at a 0{face in dimension 1. Setting = (
1 ; They are associated with the grid point h (1) and h (2) , respectively. Recalling that = ( (1) ; (2) ; (3) ) 2 IR 12 , by imposing biorthogonality we end up with 6 vectors I ; : : : ; V I which de ne as many biorthogonal functions in W X 1 j ( ). They are associated with the points in H j (X 1 ).
In 7], we will discuss particular choices of the biorthogonal bases leading to a minimal localization of their supports.
Conclusions. A characterization theorem
For convenience and completeness, hereafter we collect the main results of the previous sections. (iii) On the interval 0; 1], for all j j 0 (for some j 0 ), dual systems of scaling functions j ,~ j and corresponding biorthogonal wavelet systems j and~ j are given, whose functions may vanish at one or both endpoints of the interval, depending on . These systems satisfy the conditions in (2:3) listed in x2 (with the index appended to all symbols), and they are boundary adapted for = (0; 0). In particular, the following inclusions hold IP L?1 (0; 1) S j := span j H (0; 1), IP L ?1 (0; 1) S j := span~ j H~ (0; 1), for some L;L 1 and some ;~ satisfying 1 < ;~ r.
(iv) The univariate scaling systems and the set of mappings F i ful ll Hypothesis (4:2).
Then we have:
a) The systems of locally supported scaling functions j := f' j;k : k 2 K j g and~ j := f' j;k : k 2 K j g, de ned by (4:15) for all j j 0 , form a dual multiresolution analysis in L 2 ( ) with respect to the inner product h ; i de ned in (4:18).
b) The functions in j and~ j are continuous across the interelement boundaries. Hence, j is contained in the Sobolev space H b ( ; P) de ned in (4:12); similarly~ j H~ b ( ; P). e) The systems of locally supported wavelets f j;h : j j 0 ; h 2 H j = K j+1 n K j g and f~ j;h : j j 0 ; h 2 H j g constructed in x5, form biorthogonal bases in L 2 ( ) with respect to the inner product h ; i .
Proof 6 An application to elliptic boundary value problems As an application of our construction, let us consider the numerical approximation of a boundary value problem for a second order elliptic operator. Let IR n be a domain satisfying the condition described at the beginning of x4. Given Here, a 0 and a = a belong to C 0 ( ) for ; = 1; : : : ; n; n are the components of the outward normal unitary vector to @ . We assume that the uniform ellipticity condition Existence and uniqueness of the solution follow from the properties of the forms a( ; ) and F( ).
In this framework, the Galerkin projection method provides a natural way of approximating the problem, by using the family of subspaces V j ( ) de ned in x4. We recall the following classical stability and convergence result for a Galerkin approximation, which is a consequence of the properties of the forms a( ; ) and F( ), the Jackson inequality (4:25) and the characterization result in Theorem 5.6 (see, e.g., 9]). andf J = ffF(' j 0 ;k ) : k 2 K j 0 g; fF( j;h ) : j 0 j < J; h 2 H j g g: Obviously, A J = S tÂ J S and f J = S tf J . i.e., In this appendix, we prove some new results, concerning the constructions of biorthogonal wavelet systems on the interval as done in 20] or in 27], which are not contained in these papers.
Let us start by proving that these systems can be built to be boundary adapted (see De nition 2.1). Firstly, let us recall that the conditions We need some auxiliary results, which we will collect now. Lemma A.4 Let E = f k : k 2 Ig andẼ = f~ k : k 2 Ig be biorthogonal bases for some subspaces X;X in a Hilbert space H. Given two linear forms`: X ! IR and~:X ! IR, let us de ne the column vectors`E := (` k ) k2I and~Ẽ := (~~ k ) k2I . Then, the inner product (`E) t ~Ẽ is invariant under any biorthogonal change of bases.
Proof. Let F = f k : k 2 Ig andF = f~ k : k 2 Ig be another couple of biorthogonal bases for the subspaces X;X. Then, using Remark A.3, we have (`F ) t ~F = (K`E) t K ?t~Ẽ = (`E) t K t K ?t~Ẽ = (`E) t ~Ẽ : Proposition A.5 Let j = f j;h : h 2 r j g,~ j = f~ j;h : h 2 r j g be any biorthogonal wavelet systems arising from scaling function systems satisfying (A:1) and (A:4). Then, there exist biorthogonal wavelet systems j = f j;h : h 2 r j g,~ j = f~ j;h : h 2 r j g satisfying the which, in particular, proves (A:6). Without loss of generality, we set = j;1 . For convenience, we will frequently use the abbreviations % j := j; j;1 (0);% j :=~ j; j;1 (0):
For h 2 r 0 j := r j n f j;1 g we de ne j;h := j;h ? c j;h j; j;1 ;~ j;h := ~ j;h ?c j;h~ j; j;1 ; where c j;h := j;h (0) % j ;c j;h :=~ j;h (0) % j and j; j;1 := j; j;1 ,~ j; j;1 :=~ j; j;1 . Obviously, this system of functions is boundary adapted, so that we have to prove, that the generalized Gramian G := ( j;h ;~ j;l ) L 2 (0;1) h;l2r 0 j is regular. Then we could rst biorthogonalize j;h ,~ j;h , h 2 r 0 j , so that the resulting functions all vanish at the left boundary. Finally, biorthogonalization of the remaining functions j; j;1 , j; j;1 with respect to all the others would lead to the seeked system.
Using the biorthogonality of j;h and~ j;h it is readily seen, that the entries of G are of the (A.14)
Indeed, this is a direct consequence of Remark A.2, because (A:14) is equivalent to X\Y ? = f0g, where here the orthogonal complement is to be understood with respect to b( ; ).
