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1
Introduction
In recent years, great efforts have been made in solid state physics and especially
in the understanding of spin-dependent phenomena [1]. The charge and spin
degree of the electron opens a large research area considering applications in
the storage information technology, known as spintronics [2]. The fast and
efficient way of the generation, detection and manipulation of spin-polarized
currents is a crucial goal for future spintronic devices. A large information
density, low usage power and non-volatility are required for these devices which
is already realized in the STT-MRAM1 [3, 4]. There, the magnetization in
one ferromagnetic (FM) layer is manipulated by a spin-transfer torque from a
second FM layer due to the transfer of angular momentum from a spin-polarized
current through an oxide tunnel barrier. If the current is sufficiently large, it can
switch the magnetization. A degeneration of the tunnel barrier due to the large
currents leads to a continuous research for new material systems and other ways
to overcome this problem [5]. In the field of data storage technology, a main
goal is to store more information on smaller areas, increase the device speed
and with less cost of energy. Further, the data should be stored without losing
information over time. Pushing the lower border in wafer fabrication down
with newer lithography steps to several nanometers, heating effects become
even more significant due to the high current densities.
Therefore, the conversion of a charge into a spin current became an enor-
mous interest in recent years due to the possible applications for spintronic
devices. In a bilayer, consisting of a ferromagnet and a non-magnetic metal
(NM), different effects cause a conversion of charge into spin current. These
arise from the spin-orbit interaction in the bulk NM or at the interface of the
hybrid structure, and are known as the spin Hall, Rashba-Edelstein or inverse
spin galvanic effect. A transverse spin current with respect to the charge cur-
rent direction is generated independently of the type of non-magnetic material,
which could be a normal metal [6], topological insulator [7] or a semiconductor
[8]. The transverse spin current induces spin-orbit fields (SOFs) which manip-
ulate the magnetization in the FM layer. The dynamics can be described by
extending the equation of motion for the magnetization vector. An attempt to
find the most efficient way to create spin currents is achieved by tuning the ma-
terial parameters. However, a reliable method, to determine the strength and
1spin-transfer-torque magnetoresistive random access memory
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symmetry of these SOFs, is crucial for the understanding and characterization
of the spin-orbit fields.
There are several realized approaches which can be classified into two time
scales: static and dynamic experiments. A quasi static method is the so-called
two-omega method, where the SOFs are determined by the first and second har-
monic Hall resistance at low frequencies for different magnetic field configura-
tions [9]. Another dc-based method has recently been proposed, where the equi-
librium position of the magnetization is altered by a low frequency ac-current
[10, 11]. The displacement can be detected optically using the magneto-optical
Kerr effect (MOKE). However this method is limited to materials showing not
a too large in-plane magnetization. For this reason, the excitation in the ex-
periments presented in this thesis is chosen in microwave frequency range and
the SOFs can be detected with the help of the ferromagnetic resonance (FMR)
technique. The precession of the magnetization is driven by a spin transfer
torque (ST-FMR) from a spin current or by a spin-orbit fields (SOT-FMR)
originating from the current flow through a conducting sample. In both cases,
the rectified dc-voltage is carefully analyzed with respect to the magnetization
angle in order to quantify the interface-induced SOFs. The strength and sym-
metry are derived for a single crystalline Fe/GaAs(001) system [8], where it is
possible to tune the SOFs magnitude by a gate voltage [12]. The investigated
Fe/GaAs(001) provides efficient SOFs as well as an ultra low damping compared
to many FM/NM bilayers [13].
Furthermore, in this thesis, a new approach is demonstrated, where the
SOFs can be determined optically by using time-resolved magneto-optical Kerr
effect microscopy (TRMOKE) using the same excitation procedure as for the
SOT-FMR method. Thereby, the impact of the SOFs on the magnetization
dynamics is utilized to determine the SOFs in a very efficient manner. Moreover,
this method is self-calibrated since the magnitude of the SOFs is compared to
the effect of the current-induced Oersted field. Further, spurious effects from
a rectifying dc-voltage can be neglected due to the direct optical measurement
of the polar component of the magnetization. The experimental results are
compared to micromagnetic simulations which include all contributing fields.
The thesis is organized as follows: Ch. 2 begins with the theoretical back-
ground which contains the different energy terms in the ferromagnet and are
used to describe the dynamical motion of the magnetization vector by the
Landau-Lifshitz-Gilbert (LLG) equation. The SOF related effects, arising in
the two investigated material systems, are also introduced, and extend the
LLG equation by two additional terms. The basic principle of the precessional
motion of the magnetization by excitation in the microwave frequency range
causing ferromagnetic resonance is discussed. The concept of spin waves is in-
troduced together with the influence by a lateral confinement in a FM stripe
and the magneto-optical Kerr effect. Ch. 3 explains the electrical and optical
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experimental measurement principles as well as the used setup. The chapter
ends with a discussion of two possible geometries for standing spin waves and a
description of the basic principles of micromagnetic simulations. In Ch. 4, the
conversion efficiency from a charge to a spin current is derived by ST-FMR for
a Py/Pt bilayer. The spin Hall angle and the spin diffusion length are extracted
from a platinum thickness dependence, and the results are compared to those
from other techniques and material systems. In Ch. 5, the Bychkov-Rashba-
and Dresselhaus-like spin-orbit fields are derived for the Fe/GaAs(001) system
by the electrical SOT-FMR method along the different crystallographic axes of
the GaAs. The last chapter explains the new optical approach where a unique
mode pattern of standing spin waves is generated by an inhomogeneous driving
torque. The resulting mode pattern can be compared to micromagnetic simu-
lations to extract the SOFs which are in turn compared to the values obtained
from the electrical method. At the end, the thesis concludes with a summary
of all results.
5

2
Theoretical background
In order to describe the magnetic system, it is necessary to introduce first the
magnetic energy contributions relevant for the magnetization in the sample. By
exciting the magnetization vector in a proper way, it starts to precess around an
equilibrium position and then undergoes ferromagnetic resonance under certain
conditions. The motion can be modified by magnetic fields or additional torques
arising from an injected current. The dynamics of the magnetization vector
are in general described by the Landau-Lifshitz-Gilbert equation. In order
to account for the dynamics, the ferromagnetic resonance is discussed which
happens under particular conditions. Then, two important effects are treated
which arise for the two investigated material system. Finally, the concept of
spin waves is introduced, where the confinement by a simple stripe leads to the
emergence of standing spin waves.
2.1 Magnetic energy terms
Magnetism, on a quantum mechanical level, can be described as an ensem-
ble of interacting magnetic moments where the influence of every moment on
the nearest neighbors is considered. A micromagnetic description of the ferro-
magnet includes different spatial scales in a continuum theory [14]. The local
magnetization at every lattice point is represented by a vector field M(r, t)
with space coordinate r and time t [15]. The strong exchange interaction domi-
nates on a small spatial scale below the Curie temperature1, which is consistent
with the continuum approximation due to the discrete nature of the lattice.
The sum of all spins can be substituted by an integral over the vector field.
One fundamental constraint is the conservation of the magnitude of the local
magnetization
|M(r, t)| = MS, (2.1)
which is equal to the spontaneous or saturation magnetization on every point
in the ferromagnet. The vector field normalized by MS leads to a reduced
magnetic moment or unit vector m(r, t). Simply, m is used in the following as
the magnetization vector and simplifies micromagnetic simulations on a grid.
1A threshold temperature, above which a ferromagnet becomes paramagnetic. For the 3d
ferromagnetic (FM) materials used in this thesis, this is about 1043K for Fe, 631K for Ni
[14] and 871K for Permalloy (Py, Ni80Fe20) [16].
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The micromagnetic free energy GL of the system in a volume V is expressed
by [14]
GL(m,Hext) =
∫
V
[
A
(
(∆mx)2 + (∆my)2 + (∆mz)2
)
+ fani(m)− µ0MS2 m·Hdem − µ0MSm·Hext
]
dV. (2.2)
Here, only terms are involved which are necessary to describe the ferromagnet:
the first term represents the exchange energy which increases for canted mag-
netization vectors between nearest neighbors. The exchange stiffness constant
A is on the order of 10−11 J/m for a ferromagnet. The second term describes
the crystal anisotropy energy which is explained in the following in more detail.
The third and the last terms contribute to the magnetostatic and external ap-
plied fields, respectively. The magnetostatic field Hdem is determined by using
the Maxwell equations in order to account for the charges at the surface of the
ferromagnet.
In single-crystalline samples, the so-called magneto-crystalline anisotropy
leads in general to energetically favored directions for the magnetization. In
the case of 3d ferromagnets, the 3d orbitals are partially filled, however, the
orbital moments are almost quenched by the crystal field with a small orbital
moment left. Due to spin-orbit coupling, the spin moment is coupled to the
residual orbital moment and hence to the lattice arrangement leading to an
energy density with the same symmetry as the crystal [1]. With the projections
of the magnetization onto unit vectors of the crystal αi = m·eˆi, the energy
density for a cubic system can be given in lowest order as [17]
E4-fold = K4(α2xα2y + α2yα2z + α2xα2z) =
K4
2 (1− α
2
x + α2y + α2z), (2.3)
with K4 as the cubic or four-fold crystalline anisotropy constant. In the used
Fe/GaAs system, an additional uniaxial in-plane (ip) component arises from
an Fe/GaAs interface and causes a two-fold symmetry [18]. Further, a uniaxial
out-of-plane (oop) term is generated by reducing the iron film thickness down
to a few nanometers [17]. The resulting energy with only first order terms then
reads [19]
Eani = −K
‖
4
2 (α
4
x + α4y)−
K⊥4
2 α
4
z −K‖uni
(nˆ·m)2
M2S
−K⊥uniα2z (2.4)
with K‖uni and K⊥uni as the ip and oop uniaxial anisotropy constant, respec-
tively. Here, the unit vector nˆ points along the uniaxial anisotropy direction.
In this thesis, a compound of nickel and iron, named permalloy (Py), is inves-
tigated, which consists of 80% nickel and 20% iron atoms. The ratio of this
alloy is designed to compensate the four-fold and uniaxial magneto-crystalline
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anisotropies. Due to the small coercive field, this type of ferromagnet is often
called soft magnetic because the anisotropies vanish [20].
The equilibrium state of the ferromagnetic system for a given externally
applied magnetic field is found at δGL = 0 while varying the magnetization
vector m and calculating the change in the Gibb’s free energy Eq. (2.2). This
issue was expressed by Brown [15]
m×Heff = 0, (2.5)
where the torque between the magnetization and an effective field must be zero.
The effective field Heff is the sum of the four individual fields in Eq. (2.2)
Heff = Hex + Hani + Hdem + Hext, (2.6)
where each field can be derived by the variation of the energy with respect to
the magnetization m.
2.2 Landau-Lifschitz-Gilbert (LLG) equation
The response of the system after excitation is a more interesting topic to ex-
amine. After experiencing a perturbation away from the equilibrium position,
the temporal observation of the magnetization dynamics can used to further
understand the magnetic properties. For a non-zero torque m ×Heff 6= 0, the
system is no longer in the equilibrium position and evolves in time due to the
prevailing dynamics.
The spatial and temporal evolution of m can be explained in the following
within a relaxation process. Gilbert proposed an equation of motion for the
magnetization vector [21]
dm
dt = −γm× µ0Heff + αm×
dm
dt = Teff + Tdamp, (2.7)
when it gets tilted out-of-the equilibrium state by a perturbation including a
damping mechanism. Here, γ is noted a precession rate or the gyromagnetic
ratio, which is given by γ = g|e|/(2me) with the Landé factor g, the electron
charge e and the mass me. The second terms exhibits a phenomenologically
introduced Gilbert damping parameter α [22]. The expression can be split up
into two parts, namely a precessional term which exerts an effective field-like
torque Teff and a damping-like torque Tdamp on the magnetization.
The first term of Eq. (2.7) induces a precession of the magnetization vec-
tor around an effective magnetic field Heff which is introduced in Eq. (2.5).
Fig. 2.1(a) sketches the precessional motion of m on a cone around Heff at
an angle θc with an angular frequency ω = 2pif . For a free electron, typical
precession frequencies are in the range of several gigahertz (GHz). The equi-
librium condition is specified by meq × Heff = 0 and aligns the equilibrium
9
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a) b)
Figure 2.1: The trajectory of the magnetization vector around an effective field Heff
with only the precession term a) and with an additional damping term b). The first
term in Eq. (2.7) describes the precessional motion around Heff at a frequency ω. The
second term tries to align m parallel to Heff in the equilibrium position and leads
finally to a spiral trajectory towards the equilibrium position along the effective field.
magnetization with the effective field. For any non-collinear m with respect to
Heff, a driving torque Teff leads to a precessional motion around the effective
field. This would keep going forever and preserves the total energy, which is
unphysical.
Therefore, a damping term accounts for the loss of energy, which is propor-
tional to the precession velocity [23]. A proportionality factor α, the so-called
Gilbert damping parameter, denotes the strength of the phenomenologically
introduced term. This quantity refers to the intrinsic magnetic damping, is
dimensionless and material dependent. The damping-like torque tries to align
the magnetization parallel along the effective field due to the cross product
m × dm/dt. Fig. 2.1(b) shows the trajectory of m moving on a spiral curve
(dashed line) towards the effective field Heff.
Additional torques can be generated for instance by electrical currents in
heterostructures like a ferromagnetic metal/normal metal (FM/ NM) or ferro-
magnetic metal/semiconductor (FM/SMC) bilayer. Those torques are added
to the LLG and will affect the magnetization dynamics in different ways. In
this thesis, two current-induced torques will manipulate the magnetization:
• the spin-transfer torque (STT) caused by a transfer of angular momentum
originating from a spin current, theoretically predicted by Berger [24] and
Slonczewski [25].
• the spin-orbit torque (SOT) generated by a spin accumulation at an inter-
face due to the spin-orbit coupling [1, 9].
Since |M| = MS holds, these torques can be split into two orthogonal parts
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with respect to the previously defined effective field. They read
TFL = −γτFLm× σFL, (2.8)
TDL = γτDLm× (m× σDL) , (2.9)
with σFL,DL as the unit vector of spin-polarization direction and τFL,DL as
strength of the underlying torques [22]. The torque TFL in Eq. (2.8) has the
same form as the first term in the LLG and induces a precession of the mag-
netization if H ‖ σFL. Therefore, this term is called field-like torque and acts
perpendicular to m. The damping-like torque in Eq. (2.9) shows a double cross
product and also generates a torque perpendicular to the magnetization. This
conducts to a reduction or enhancement of the former introduced damping
torque Tdamp. For this reason, this term is called damping-like torque since it
is similar to the second term of Eq. (2.7). The extended LLG equation with the
two torques reads:
dm
dt = −γm× (µ0Heff + τFLσFL) +αm×
dm
dt + γτDLm× (m× σDL) . (2.10)
Basically, the magnetization can be manipulated by current-induced torques
which are generated by either pure spin currents in the ferromagnetic material
via the interface or by spin accumulation. Both field- and damping-like torques
originate from the spin-orbit coupling, however, the magnitude and sign depend
on the used material. These torques can act on m in two possible ways. First,
spin currents enter the ferromagnetic layer through an interface, gets absorbed
and transports angular momentum to the FM. Thereby, a damping-like torque
acts on the magnetization. Second, a spin accumulation, non-collinear with
the magnetization, engages a precession around the local magnetization due to
exchange coupling and vice versa [26]. Both torques originate from either a
3D spin-orbit coupling (SOC) effect called spin Hall effect (SHE) or a 2D SOC
effect called Rashba-Edelstein effect (REE).
2.3 Spin-orbit coupling related effects (I) - FM/NM
bilayer
In this section, the basic concept of spin currents and spin accumulation are
discussed for the case of a FM/NM bilayer. Further, the spin Hall effect is
introduced, which generates a spin-polarized current in the heavy metal due to
the spin-orbit coupling. The transport of angular momentum to the attached
ferromagnetic layer causes a torque on the magnetization in the FM and leads to
precession of m. Finally, the properties of the FM/NM interface are discussed
in the light of the transmission and absorption of the spin currents.
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2.3.1 Spin current and diffusion
Spin-orbit coupling is defined as the interaction of the electron’s spin with the
gradient of the electrical field which can be imagined as a magnetic field in the
rest frame of the electron due to relativistic effects
HSO =
~
4m2ec2
(∇V × p)·σ (2.11)
with the electrostatic potential V , the momentum p and the Pauli spin matrices
σ.
For example, spin-polarized currents can be generated by a charge current
flow in a FM, where different conductivities for spin up and down electrons are
present. The difference in electron spins js = j↑ − j↓ defines the resulting net
spin current next to the normal charge current jc = j↑+j↓. The spin current can
pass an interface to a normal metal or semiconductor, where it is transmitted
with a certain efficiency. Away from the interface, the electron current has to
be unpolarized js = 0, since the conductivities for both spin are equal. The
transfer of spin up and down electrons from the FM to the NM/SMC goes along
with an accumulation of spins at the interface by a splitting of the chemical
potentials µ↑ and µ↓. The resulting spin accumulation µs = (µ↑ − µ↓)/2 is
localized at the interface and decays with the spin diffusion length (SDL) λsd
in the material.
A net spin accumulation of s~/2 can be defined with the net spin particle
number s = n↑ − n↓ of up and down spins pointing in different directions. The
drift-diffusion continuity equation for a spin density is given by [27]
∂s
∂t
+ ∂
∂x
(
−µsE −D∂s
∂x
)
= ∂s
∂t
− ∂
∂x
JS = − s
τs
, (2.12)
where Js denotes the spin particle density, D the diffusion parameter, µ the
magnetic moment and τs the spin relaxation time. Assuming a constant spin
density ∂s/∂t = E = 0, Eq. (2.12) reduces to
∂2s
∂x2
= s
λ2sd
, (2.13)
where the spin diffusion length λsd =
√
Dτs quantifies a characteristic distance
for a conserved spin transport [1]. The SDL in metals is only several nanometers
compared to micrometers in semiconductors [28].
A spatially varying spin density or spin accumulation from a FM/NM inter-
face into the FM layer can be mathematically described by the following ex-
pression for a spin current density
js(x) = j0s exp(−
x
λNM
) (2.14)
with an initial spin current density j0s = −D∂s(x = 0)/∂x at x = 0.
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2.3.2 Spin Hall effect (SHE)
The spin Hall effect describes the conversion of a charge current into a transverse
spin current in the absence of external magnetic fields by the spin-orbit coupling
in a normal metal. The effect was discovered in 1971 by Dyakonov and Perel [29]
and brought back into attention in 1999 by Hirsch [30]. The first observations
were made in semiconductors [28], which sparked interest in the research for
FM/NM systems. There, the magnetization can be manipulated and switched
by injecting charge currents [31–33].
The phenomenon is based on the spin-dependent asymmetric scattering of
unpolarized electrons in the NM material. The spin-orbit coupling originates
from the band structure of the material (intrinsic) or from impurities (extrinsic)
and leads to a coupling between spin and charge currents. Thereby, a transverse
pure spin current is created from a charge current and vice versa due to the
Onsager principle [34]. Both conversions are connected via the effective spin
Hall angle θeffSHA to
jc =
2|e|
~
θeffSHAjs, (2.15)
where the spin Hall angle has values between 0 < θeffSHA < 1 for FM/NMmaterial
system and can be denoted as an effective SHA if a transparent interface is
considered. Thereby, a charge current through for example a NM stripe does
lead to a spin accumulation at all boundaries perpendicular to the current
direction.
Two type of spin currents arise in a thin stripe due to the symmetry of
the system with an in-plane charge current flow j = jxxˆ: first, spin currents
in both z directions which are in-plane spin-polarized. Second, two in-plane
spin currents along the y directions with oop spin-polarization. These four spin
currents cause spin accumulation at all interfaces of the stripe. However, only
at one interface, one part of the spin accumulation diffuses into the attached
FM layer, where the perpendicular component with respect tom gets absorbed.
Thereby, angular momentum is transferred to e.g. a FM film which influences
the magnetization dynamics. The torques depend on the bulk properties of the
NM as well as on the FM/NM interface. The other part of the spin current is
reflected back into the NM layer. Therefore, the interface has also to be taken
into account which is discussed in the following.
2.3.3 Interface effects and torques
The torque, generated via the transfer of angular momentum through an inter-
face, is the so-called spin transfer torque (ST). It can be decomposed into the
two terms [26]
T = γ
τexMS
m× s + γ
τdampMS
m× (m× s), (2.16)
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depending on the orientation of the cross product. The first term describes
the precession of the spin accumulation s around the local magnetization m
due to exchange coupling. The second term is perpendicular to this preces-
sional motion, which is similar to the previously mentioned damping-like term.
The damping process is fast in the treated metallic ferromagnets and any non-
collinear spin accumulation leads to a relaxation of the transverse spin current
within a few lattice constants [35]. Therefore, it is justified to assume an in-
stant torque at the interface. The relaxation of the collinear spin accumulation
occurs by transferring angular momentum to the lattice. Finally, the drift diffu-
sion equation from Eq. (2.12) is solved and the resulting damping- and field-like
torques are obtained [26]
TFL = γτFLm× σFL, (2.17)
TDL = γτDLm× (m× σDL). (2.18)
with the field- and damping-like unit-vector of the spin polarization direction,
see Eq. (2.9). The two spin injection efficiencies are given by
τDL,FL = − ~2|e|µ0MSdFM ηFL,DL θ
eff
SHA jc, (2.19)
and the magnitude is between 0 < ηFL,DL ≤ 1.
The equation for the current conversion, Eq. (2.15), can be rewritten with
a normalized spin Hall angle θnorm = ηDLθSHA by considering the interface
of the heterostructure. In order to evaluate the experimental data, an exact
knowledge of the interface properties is necessary. Therefore, an expression for
the spin injection efficiency ηtrans was proposed [36]
ηtrans =
1− 1
cosh( dNMλNM )
 , (2.20)
which is the first part of a full calculation of the drift diffusion equation with
a boundary condition of a vanishing transverse spin accumulation [26]. The
interface reflectivity ηtrans depends on the thickness of the NM layer in compar-
ison to the spin diffusion length of the used material. If the NM layer thickness
reaches the spin diffusion length λNM, ηtrans saturates due to the cosh-term and
the net spin current across the interface stays constant due to the backflow from
the NM/substrate interface [37].
Further, two parameters are required for calculating the interface resistance:
first, the effective spin-mixing conductance (SMC) [26]
g↑↓eff = µ0MSdFM e
αNM − α0
γ~
, (2.21)
which accounts for the difference of the Gilbert damping parameter between
a FM/NM layer and a sample with only a FM layer (α0). And second, the
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knowledge of the bulk conductivity of the normal metal layer σ0 is needed,
which can be determined by a conductivity measurement.
The resulting expression for the damping-like injection efficiency ηDL can
be written as [38]
ηDL = 2
e2
h
g↑↓eff
λNM
σNM
tanh( dNM2λNM
). (2.22)
A normalized product of the spin injection efficiency and the spin Hall angle
can be defined as
(ηDLθeffSHA)norm := ηDLθ iSHA
h
2e2
σNM
g↑↓eff
= θ iSHA λNM tanh
(
dNM
2λNM
)
, (2.23)
where the effective spin Hall angle is normalized by the factor hσNM/2e2g↑↓eff.
An interface-related SHA θ iSHA is introduced, which can be determined by the
fit of a tanh-function in a NM layer thickness dependence. Thereby, also the
spin diffusion length λNM can be extracted [38–40].
2.4 Spin-orbit coupling related effects (II) - Fe/GaAs
system
In this section, the Rashba-Edelstein effect (REE) is discussed [41, 42]. It can be
understood as transverse in-plane spin-polarization generated at the interface
of a normal metal by application of an electrical field. This effect was first
experimentally observed by Kato [43] and Silov [44]. Basically, the Rashba
effect can be seen as an effective magnetic field due to the spin-orbit coupling,
which is seen by the drifting electrons in their own reference frame [45, 46].
The field generates additional terms in the Hamiltonian and removes the spin
degeneracy of the energy bands.
In semiconductors with SOC, the Hamiltonian can be split up into a Dres-
selhaus and a Bychkov-Rashba field originating from a bulk (BIA) or structure
inversion asymmetry (SIA), respectively. The Hamiltonian finally reads as
H = ~k
2
2m∗ +H
BIA
SO +HSIASO , (2.24)
with the momentum ~k2 and the effective mass of the electron m∗.
2.4.1 Crystal structure and anisotropy
One part of thesis was the electrical and optical determination of spin-orbit
fields in thin Fe/GaAs stripes. Therefore, the treated material is briefly dis-
cussed. Gallium arsenide is a III-V semiconductor and shows a zinc-blende
structure with a face-centered cubic (fcc) lattice structure. The diatomic basis
contains a Ga and an As atom which can be imaged as an atom in the center
of a tetrahedron with four nearest neighbor atoms at the vertex corners [48].
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Figure 2.2: Top view of an un-
reconstructed GaAs(001) sur-
face where the different size of
atoms corresponds to the posi-
tion of the atomic layers. The
lower right section shows the
unit cell of the first monolayer
of Fe (blue) on the GaAs lattice
with the two bonds along the
[-110] direction (image taken
from [47]).
Fig. 2.2 displays the top view on a GaAs(001) lattice which is not reconstructed
during the Fe growth. Every atom is connected by two bonds to the lower and
two bonds to the higher lattice plane to the other type of atom.
In GaAs(001), the top layer consists of either only Ga or As atoms, where
a single atom shares only two bonds to the lower lattice plane. The other two
bonds point into vacuum and are called dangling bonds. They are oriented
along the [-110] or [110] crystallographic direction depending on whether the
crystal is As- or Ga-terminated interface. For this reason, an intrinsic anisotropy
emerges at the surface independent of the termination. Both directions are not
equivalent and this results in a two- and four-fold anisotropy which can be
described by a C2v point group [49]. A Fe layer grown on GaAs(001) adapts
this interface symmetry, since the lowest Fe atoms are bonded to the GaAs(001)
by the two dangling bonds [1]. The Fe atoms occupy the same lattice positions
since Fe grows epitaxially on GaAs. In detail, the lattice constant of GaAs
(aGaAs = 5.653 Å) is almost twice as large as iron (aFe = 2.867 Å), which
results in a roughly strain-free and pseudomorphic crystalline growth [50].
In a thin Fe film attached to the GaAs(001), there exists both a cubic
magneto-crystalline anisotropy originating from the bulk Fe as well as the pre-
viously introduced uniaxial magneto-crystalline anisotropy from the Fe/GaAs
interface. The anisotropy energy from Eq. (2.4) for the in-plane case can be
rewritten as [51]
ani(φM ) =
K
‖
4
4 sin
2(2φM ) +K‖unicos2(φM ), (2.25)
where φM defines the angle between the magnetization and the [-110] direction.
The two anisotropy constants K‖4 and K
‖
uni depend on the FM layer thickness
and specify the strength of the four-fold and uniaxial anisotropy, respectively.
The four-fold parameter is negative for films sizes thicker than one nanometer,
which favors two easy axes along the [100] and [010] direction. The uniaxial term
stems from the bonds of the Fe/GaAs(001) interface and has a positive value,
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Figure 2.3: a) The band structure of a III-V semiconductor shows a fundamental gap
between conduction and valence band. b) The spin-orbit interaction leads to band-
splitting with ∆SO and the subbands are shifted by ±k’ due to the Rashba field
(replotted from [1]).
which favors an easy axis along the [110] orientation [52, 53]. The interplay
between both anisotropies depends strongly on the film thickness. For a 3.5 nm
thin Fe film, the uniaxial anisotropy dominates the four-fold contribution by
a factor of about two, which increases for thinner samples, since it originates
from the interface.
2.4.2 Bychkov-Rashba effect
The band structure of a III-V semiconductor, as GaAs(001), is sketched in
Fig. 2.3. Panel (a) shows the s-type (conduction band (cb), atomic orbital
momentum l = 0) and p-type (valence band (vb), l = 1) energy bands. The
spin-orbit interaction lifts the three-fold valence band degeneracy into a two-
fold generated light (lh) and heavy hole (hh) band and a split-off band (so).
The arising energy gap ∆so is about ∆so ≈ 0.3 eV for GaAs [54].
A confinement of electrons, e.g. along the growth direction, leads to a quan-
tization, which lifts the degeneracy of the lh/hh bands, see panel (b). Further,
the structure inversion asymmetry from the GaAs(001) zinc-blende structure
induces a spin-splitting of the subbands by −∆k and +∆k with respect to
k = 0. The effect is called Bychkov-Rashba effect (BR) when spin currents are
involved. In the 2D GaAs(001) system, this effect is caused by an asymmetric
spin relaxation in a system with lifted spin degeneracy due to k-linear terms in
the Hamiltonian [55].
The microscopic origin of the Rashba effect can be explained by the move-
ment of a electron with momentum in an electrical potential of a nucleus [1].
With relativistic corrections, the electric field is transformed into an effective
magnetic field acting on the spin of the electron via the spin-orbit coupling. If
the crystal has broken inversion symmetry, the conduction electrons will expe-
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rience a net electric field perpendicular to the interface. The Rashba field is
related to an asymmetric crystal field potential V of either the interface (SIA),
and the Dresselhaus field to the crystal itself (BIA) [56]. A moving electron in
the electric field of this potential feels a magnetic field
BSO,R = − ~2mec2k×E. (2.26)
It was shown by Vasko [57], Aronov [42] and Edelstein [41] that a charge cur-
rent in presence of Rashba Hamiltonian leads to spin polarization of the con-
duction electrons in semiconductor [55]. In bulk material with the SHE, the
spin accumulation builds up directly at the interface between semiconductor
and ferromagnet leading to a coupling of spin accumulation and magnetization
generating a torque on m.
The Rashba field gives rise to three types of spin-splittings with different
broken symmetries. The first type is the formerly explained Bychkov-Rashba
spin-splitting which is predicted for crystals with one high-symmetry axis [58].
This effect is studied mostly in 2D semiconductor heterostructures where the
electrons are confined to the xy-plane [45, 56]. The field term HSIASO in Eq. (2.24)
is given by
HBR = αBR(zˆ × k)·σ (2.27)
with the Rashba coefficient αBR, the electron wave vector k, the Pauli spin
matrix σ and the growth direction zˆ, which breaks the symmetry. The so-called
Dresselhaus term links to the bulk inversion asymmetry in bulk zinc-blende
crystals. For 2D GaAs(001) system, the Dresselhaus field is proportional to k
and k3 [59] and reads
HD = β
[
σxkx(k2y − k2z) + σyky(k2z − k2x) + σzkz(k2x − k2y)
]
(2.28)
with β as the strength parameter. The last contribution is present at interfaces
with different types of atoms and is called the interface inversion asymmetry
[010] ky [110]
[100]
kx
[-110]
[010] ky [110]
[100]
kx
[-110]
a) b)
Figure 2.4: The Bychkov-Rashba (a) and Dresselhaus (b) spin-orbit fields are plotted
as vector fields with respect to the two in-plane components kx,y of the wave vector
and the crystallographic axes of GaAs(001).
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Figure 2.5: The combination of both fields shows a uniaxial anisotropy in terms of a
vector field plot (a) and polar plot (b), where the Bychkov-Rashba is assumed to be
twice as large as the Dresselhaus term.
(IIA) [60]. The IIA causes additional k-linear terms, which can be related to
the bulk inversion asymmetry due to the same phenomenological behavior.
Fig. 2.4 plots the Bychkov-Rashba and Dresselhaus fields as vector fields
and as a function of the two in-plane wave vectors kx,y. While the spin Hall
effect generates a pure spin current and causes a spin accumulation at the edges,
the Rashba effect generates a spin accumulation at the interface. The Rashba
effect can only be present in gyrotropic media2 resulting in a non-zero average
spin polarization [61] by a Rashba or Dresselhaus spin splitting of bands in a
gyrotropic media due to a dc-current [55].
2.4.3 Spin-orbit fields and torques
The resulting spin polarization depend on the strength of both structure and
bulk inversion asymmetry which induces a uniaxial anisotropy. A Zeeman-like
effective term can be derived from the combined Dresselhaus and Bychkov-
Rashba field as
Beff(k) =
1
µB
(
βkx − αBRky
αBRkx − βky
)
(2.29)
with the corresponding strength parameter.
The superposition of both fields is visualized in Fig. 2.5(a) where a two
times larger Rashba contribution is assumed. A two-fold symmetry of the spin-
splitting energy can be found where the dominating part is oriented along the
[110] direction for a Fe/GaAs(001) system. This originates from the superposi-
tion of both BIA and SIA, which can be visualized as a C2v point group.
The spin-splitting energy from the SOI is defined as ∆SO = 2µB|Beff|
2Materials with a space inversion asymmetry and a low symmetry, i.e. the class of C2v-
symmetry with Fe/GaAs interface.
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where the magnitude is calculated to [1]
|∆SO| = 2k‖
√
α2BR + β2 + 2αBRβsin(2φk), (2.30)
with an in-plane wave vector k‖ with kx = k‖ cos(φ) and ky = k‖ sin(φ).
Fig. 2.5(b) depicts the magnitude of the SOC in a polar plot.
The anisotropy axis can be flipped by tuning the Bychkov-Rashba param-
eter via a gate voltage or an electron density in a 2DEGs [62] or Fe/GaAs/Au
heterojunctions [63]. Furthermore, both interactions can be adjusted in order
to cancel out along certain crystallographic directions, which gives rise to inter-
esting effects, i.e. the vanishing spin-splitting in certain k directions [64], the
lack of Shubnikov-de-Haas oscillations [65], the absence of spin relaxation [66]
and the non-ballistic field-electron transistor [67]. Nevertheless, it is crucial to
be able to disentangle both contributions which was done in experiments using
the spin galvanic effect [68] and spin-splitting in quantum wells [69].
The previous introduced fields can act as torques on the magnetization in
the FM layer, which is discussed in the following. The torque from the Rashba
effect can be calculated to [70, 71]
TBR =
m∆ex
e~EF
αBRm× (zˆ×m), (2.31)
where the exchange energy ∆ex = Jex~MS/(2γ) is introduced with the ex-
change coupling Jex between spin and magnetization, and Fermi energy EF.
This torque can be inserted into the LLG equation, where it acts on the mag-
netization like a magnetic field
µ0HBR =
αBR
2µBMS
P (zˆ× jc) (2.32)
with the spin polarization P = ∆ex/EF [26, 56]. This field is proportional to
the applied current and is important for thin films since it scales inversely with
the film thickness. Finally, the field-like torque can be written as
TFL,BR = −γτFL,Rm× σFL,BR (2.33)
with the torque strength
τFL,R = − αBRP2µBMS jc (2.34)
and spin polarization σFL,BR = yˆ perpendicular to a charge current in x-
direction.
2.5 Magnetization dynamics - ferromagnetic resonance
(FMR)
This section treats the temporal evolution of the magnetization when it is driven
out of the equilibrium position meq by an external applied magnetic driving
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Figure 2.6: Used measurement system
(x, y, z) is transferred to a new coordi-
nate system (x′, y′, z′) where the equilib-
rium magnetization is oriented alongmeq =
(x′, 0, 0) in order to calculate the magneti-
zation dynamics.
field hrf(t). The precession of m in a resonant manner on a cone around a
stable equilibrium position meq is called ferromagnetic resonance (FMR). The
response is linear for small deflections from meq and thus, the amplitude is
directly proportional to the driving torque strength [72]. At the resonance
frequency of the system, the internal frequency of the magnetic moments fulfill
the FMR condition and the precession amplitude becomes maximal.
In experiments, the equilibrium condition meq ‖ Heff is perturbed by a
periodic excitation via a small, time varying magnetic field hrf(t). This field
exerts a torque on the magnetization which tilts m away from the effective field
(m ∦ Heff) into a precessional motion. In addition, an external static field Hext
is applied in order to tune the magnetic stiffness of the system. Thereby, the
resonance frequency of the system changes within the GHz range. FMR occurs
at a certain magnetic resonance field Hres when both driving and resonance
frequency coincide. There, the precessional amplitude becomes maximal. The
FMR technique is often used to determine magnetic properties, as for example
the effective magnetizationMeff and the Gilbert damping parameter α. Notably,
a large magneto-crystalline anisotropy, i.e. for iron, changes the magnitude of
the resonance field along the different crystallographic axes. Therefore, the
FMR technique is also used to derive the anisotropy constants.
The linearized Landau-Lifschitz-Gilbert equation from Eq. (2.7) can be
solved around the equilibrium magnetization position by assuming only small
deviations expanding the damping term. This procedure was derived in de-
tail by Obstbaum and Decker [27, 37], thus only the most important steps are
displayed in the following.
All contributing fields, acting as torques on the magnetization, have to be
divided into static and dynamic contributions while each of them can be splitted
into a field- and damping-like term. First, the equilibrium position meq has to
be found and expressed in the azimuth angle φ and the polar angle θ to
meq =
sin(θ)cos(φ)sin(θ)sin(φ)
cos(θ).
 (2.35)
Fig. 2.6 sketches a second coordinate system (x′,y′,z′) in order to apply for
meq = xˆ′. The magnetization can be split up into a static and dynamic part
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as
m(t) = meq + ∆m(t) =
 1∆my′(t)
∆mz′(t),
 (2.36)
where the magnetization is precessing around meq in the y′z′-plane. Notably,
there is no dynamic part along x′ and the change of ∆m is perpendicular to
meq. All contributing fields have to be transformed into the local coordinate
system with respect to φ and θ.
The result from a complex exponential ansatz ∆m(t) = ∆meiωt is lin-
earized by discarding higher-order terms. The solution is a set of two equations
which can be written in terms of matrix elements with the dynamic suscepti-
bilities: (
∆my′(t)
∆mz′(t)
)
=
(
χy′y′ χy′z′
χz′y′ χz′z′
)
·
(
wy′
wz′
)
. (2.37)
Here, the in-plane wy′ = (hy′ − τDL/µ0σz′)eiωt and out-of-plane wz′ = (hz′ −
τDL/µ0σy′)eiωt driving torques summarize the driving fields with the field-like
SOT and the damping-like SOT. Remarkably, hy′ and σz′ act in the same
manner on the magnetization due to the double cross product in the damping-
like SOT. Thereby, a small rf damping-like torque can be substituted into an
oop driving field [8].
A general form of the susceptibility matrix is given by [37]
χf =
1
Nf
(H0 + i αωµ0γ i αωµ0γ
−i αωµ0γ H1 + i αωµ0γ
)
, (2.38)
Nf = H0H1 − (1 + α2)
(
ω
µ0γ
)2
+ i(H0 +H1) ωα
µ0γ
, (2.39)
where each element of the susceptibility matrix is a complex number. Both
parameters H0 and H1 are expressions from calculations of the different energy
contributions and read as follows
H0 = Hrescos(φM − φH) + µ0MS −H⊥uni +
H
‖
uni
2 [1 + cos(2φM )] +
+ H
‖
4
4 [3 + cos(4φM )] , (2.40)
H1 = Hrescos(φM − φH) +H‖4cos(4φM ) +H‖unicos (2φM ) . (2.41)
The term for the saturation magnetization µ0MS can be substituted by the
so-called effective magnetization
µ0Meff = µ0MS − 2Koop
µ0MS
, (2.42)
since both demagnetization and out-of-plane anisotropy Koop have the same
dependence.
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In the following, the simplest case is assumed without any spin-orbit torques
or anisotropy fields. Thus, the two equations of Eq. (2.40) and (2.41) simplify
to H0 = Hres + Meff and H1 = Hres, respectively. The resonance condition
is determined by setting the denominator Nf in Eq. (2.39) to zero. Thereby
maximizing the susceptibility, the so-called Kittel formula(
ω
γ
)2
=
√
µ0Hres·(µ0Hres + µ0Meff) (2.43)
is obtained. The effective magnetization can be determined by a frequency
dependent measurement of the resonance position.
By adding the ip anisotropies and SOTs, it my happen that the external
field is no longer aligned parallel along the equilibrium position. In other words,
the two angles of magnetic field φH and magnetization φM differ with respect
to the anisotropy energy. This issue is described by the dragging effect, which
depends on the strength of the in-plane anisotropy and on the magnetic field
amplitude. This dragging effect occurs always if the magnetic field is not aligned
with the easy or hard axis. The susceptibilities can be expanded around the
resonance field in terms of Hi = Hri + (Hext − Hres). Neglecting quadratic
terms in α and using the simplified expressions of Eq. (2.40) and (2.41), the
denominator from Eq. (2.39) can be rewritten to
Nf ≈ N = (Hr0 +Hr1)
[
(Hext −Hres) + i α ω
µ0γ
]
. (2.44)
Thereby, the contribution from the damping-like SOT is included and a linewidth
can be defined as ∆H = αω/(µ0γ). The real part of the diagonal and off-
diagonal susceptibility elements are obtained to (H ≡ Hext)
χy′y′ =
Hr0
∆H(Hr0 +Hr1)
∆H(H −Hres)− i(∆H)2
(H −Hres)2 + (∆H)2 = Ay
′y′ [FA(H)− iFS(H)] ,
χy′z′ =
ω/µ0γ
∆H(Hr0 +Hr1)
(∆H)2 + i∆H(H −Hres)
(H −Hres)2 + (∆H)2 = Ay
′z′ [FS(H) + iFA(H)] ,
(2.45)
which can be expressed by an amplitude Ai. The two symmetric and anti-
symmetric Lorentzian functions are defined as
FS(H) =
(∆H)2
(H −Hres)2 + (∆H)2 , (2.46)
FA(H) =
∆H(H −Hres)
(H −Hres)2 + (∆H)2 . (2.47)
The experimental data can be fitted with these two functions in order to extract
the resonance field Hres, the linewidth ∆H3 and the two amplitudes of the
symmetric and anti-symmetric Lorentzian lineshape FS,A(H).
3full width at half maximum of the Lorentzian curve
23
2 Theoretical background
Figure 2.7: Top (a) and side view (b) of a spin wave as a one-dimensional chain of
coupled magnetic moments (red arrows) with a finite phase lag between them.
2.6 Spin waves in thin ferromagnetic films
Up to now, only a homogeneous precession of m throughout the whole sam-
ple volume has been considered where magnetic moments precess at the same
frequency and phase in a uniform mode. A higher-order excitation, however,
forces the magnetization to precess at the same frequency but locally at slightly
different phases. Fig. 2.7 sketches a propagating spin wave (SW) which can be
modeled as a chain of coupled magnetic moments. The magnetization precesses
around an equilibrium state and the phase from one to another moment shifts
slightly.
The SWs have different properties depending on the relative orientation of
wave vector and magnetization which are explained in this section. There are
also different characteristics by means of the wave vector amplitude. The two
extremes for a very small and a large wave vector magnitude are the dipolar
and exchange dominated SWs, respectively.
2.6.1 Spin wave geometry and dispersion relation
The properties and amplitudes of SWs depend on the geometry of their prop-
agation direction with respect to the static magnetization. Fig. 2.8 shows two
in-plane magnetization geometries of a thin ferromagnetic film, which are char-
acterized by the angle φk between the wave vector k and the equilibrium mag-
netization meq. In the parallel configuration (a), φk = 0◦, the propagation is
along the magnetization direction and the SW is named backward volume wave
(BV). At an angle of φk = 90◦ (b), the wave is called Damon-Eshbach (DE) or
surface wave.
Spin waves can be defined as collective excitations of magnetic moments
with a finite phase to their next neighbors as mentioned above. The excitation
can be described by a dispersion of angular frequency ω(k) = 2pif(k) with a
wave vector k which defines the propagation direction of the SW. The resulting
wavelength is given by λ = 2pi/|k|. The dispersion relation for a thin film is
described by k vectors in the film plane. In thicker films, an inhomogeneous
magnetization profile along z causes an increase of exchange energy which favors
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Figure 2.8: a, b) Two in-plane magnetized geometries where magnetization and k-
vector are oriented parallel or perpendicular to each other. c) Without anisotropies,
the dispersion relations are calculated for a 30 nm thick iron film with µ0Hext = 50mT,
µ0MS = 2.1T and A = 13pJ/m where φk denotes the angle betweenm and k. Two ar-
eas can be addressed depending on the magnitude of wave vector: dipole and exchange
dominated regions correspond to small and large wave vectors, respectively.
perpendicular standing spin waves. These are created if the film thickness is
larger than the exchange length
lex =
√
2A
µ0M2S
. (2.48)
For the used ferromagnets in this thesis, the exchange length is about 5 nm for
Py and 2.3 nm for Fe [73]. The thickness of the investigated films is in the range
of lex, thus no perpendicular standing spin waves are neglected.
The solution of the LLG equation for an in-plane wave vector and a non-
homogeneous demagnetization field must obey Maxwell’s equations in the mag-
neto-static limit with the usual electrodynamic boundary conditions. The gen-
eral dispersion relation is derived for a thin film by assuming small wave vectors
(dipolar dominated, |k|dFM << 1) and no anisotropy [74]4:(
ω
µ0γ
)2
=
(
Hext + l2exk2 +MS −
MS
2 kdFM
)
·(
Hext + l2exk2 +
MS
2 kdFM sin
2(φk)
)
. (2.49)
Notably, all wave vector related terms vanish for k=0 and the Kittel formula is
obtained as in Eq. (2.43). Fig. 2.8(c) shows the calculated dispersion relation for
the two geometries over a wide range of wave vector amplitudes. The plot can be
split into two regions: for very small k the dynamics are described by the weak,
4adapted from Kalinikos and Slavin [75]
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Figure 2.9: A lateral confinement due to a stripe generates standing spin waves along
the y direction. In the DE geometry (the field along x direction) the first mode is
highest in field and higher mode numbers decrease in distinct steps in terms of magnetic
field. In the BV case all modes merge together due to the almost horizontal dispersion
relation at |k| = 0 and are displayed as a hatched area around the first mode.
long-ranged dipolar interaction since the terms with the exchange contribution
are negligibly small. For large wave vectors, the quadratic dependence of the
k2 terms leads to a short-ranged, exchange dominated regime which is marked
as a dark grey area in the figure.
Around |k| = 0 the DE mode has a positive slope, which is caused by volume
and surface demagnetizing fields. The BV branch has a negative slope and only
exhibits surface demagnetizing fields. Both group νg = ∂ω/∂|k| and phase
νp = ω/|k| velocities depend on the geometry and either have equal or opposite
signs for DE and BV case, respectively. This difference has a big impact on
the following experiments [72]. There, only wave vectors of several µm−1 are
present and thus dipolar dominated SWs are assumed in the following.
2.6.2 Lateral confinement
Before, spin waves were treated in thin ferromagnetic films, where they are only
confined in the z direction. With better lithographic techniques, samples can be
produced sufficiently small to get a lateral confinement in either 1D as stripes
or 0D as dots. In the following, we will consider the formation of standing spin
waves (SSWs) in a thin stripe.
The efficiency SW to excite spin waves is proportional to the overlap inte-
gral of driving field h and mode profile q as [76]
SW ∝
∫ 2pi
k
0
dxh(x)q(x, k) (2.50)
with q(x, k) ∝ exp(i(ωt − kx)) for plane waves. In full films, the homoge-
neous driving fields create no propagating spin waves since the spin excitation
efficiency is zero. Only inhomogeneous driving fields, caused by antenna struc-
tures for example, are able to excite such propagating SWs [77]. However, if a
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homogeneous driving field is restricted due to a lateral confinement, it is also
possible to excite standing spin waves [78]. Further, the modes can be sep-
arated in terms of magnetic field by reducing the width of the stripe, where
higher modes shift towards lower magnetic fields.
In Fig. 2.9, the first three SSWs are sketched in an infinite long stripe as
function of applied magnetic field. The spatial confinement in y causes a sep-
aration of modes under linear excitation in the film plane depending on the
dimensions and orientation of the externally applied field [78]. This can be
transferred to the former two geometries. In a longitudinally magnetized stripe
(along the stripe axis, DE geometry), the lateral confinement results in a quan-
tization of the in-plane wave vector perpendicular to the stripe in y direction.
The first mode is highest in magnetic field and for increasing mode number the
resonance field decreases. The modes are separated in field from each other by
the same distance due to the almost linear dispersion for low wave vectors.
This is in contrast to SSWs in the backward volume geometry, where the
slope of the dispersion relation is much lower and thus the modes are less
separated. In addition, the magnetic field is inhomogeneous inside the stripe
due to the static demagnetization field. The analytic expression of the internal
field is given by
Hint = Hext − µ0MS
pi
[
arctan
(
dFM
2y + ω
)
− arctan
(
dFM
2y − ω
)]
, (2.51)
which is maximal at the center of the stripe and reduces to zero at both edges
[79]. There, the magnetization is not saturated which changes the spin wave
eigenspectrum leading to a spin-wave barrier [80, 81]. This creates localized spin
wave modes which are also called edge modes. Further, the negative dispersion
relation in the low-k region, see Fig. 2.8(c) leads to a concentration of modes at
roughly the same magnetic field position.
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Figure 2.10: a) The three MOKE
configurations depend on the orien-
tation of the magnetization m with
respect to the incident plane of the
light: polar, longitudinal and trans-
verse MOKE. b) The light is reflected
from the FM surface at a complex
Kerr angle for the longitudinal and
polar MOKE. The polarization plane
is rotated by the Kerr angle θKerr and
the beam receives an additional ellip-
ticity ηKerr.
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2.7 Magneto-optical Kerr effect (MOKE)
In the experiments, the magnetization direction is detected optically by means
of the magneto-optical Kerr effect (MOKE). It occurs when linearly polarized
light is reflected from the surface of a magnetic material. Thereby, the polariza-
tion and/or intensity of the reflected beam can be changed. Fig. 2.10(a) depicts
three possible configurations which can be categorized by the orientation of m
with respect to the plane of incidence:
• polar MOKE (PMOKE): The magnetization points out-of-the film plane
perpendicular to the sample surface. The polarization of the reflected
beam gets rotated as well as gains an additional ellipticity, see panel (b).
• longitudinal MOKE (LMOKE): the magnetization is parallel to the plane
of the incoming light and the surface normal. Therefore, this effect is
used to determine the in-plane component of m and has also the same
two effects on the reflected light as in the previous geometry.
• transverse MOKE (TMOKE): the magnetization is still parallel to the
sample surface but lies perpendicular to the plane of incidence. This
effect is the weakest of all three since no rotation of the polarization is
involved in this case.
The magnitude of the effect depends on the angle θ0 between the incident
light direction and the surface normal. The incoming beam can be polarized
parallel or perpendicular to the plane of incidence. Fig. 2.10(b) shows the
characteristics of used PMOKE geometry which can expressed by a complex
Kerr angle
ΘKerr = θKerr + i·ηKerr (2.52)
with θKerr as the Kerr rotation and ηKerr as Kerr ellipticity or the ratio between
semi-minor and -major axis. The complex Kerr angle is proportional to the
magnetization and changes sign if the direction of m switches.
The microscopic origin of this effect lies in the occurrence of both exchange
splitting and spin-orbit coupling and can be calculated by perturbation theory
[82]. A linearly polarized light can be regarded as a combination of right and
left circularly polarized light. In a magnetized medium, the refractive index
of a left- and right-circular polarized light is different. Entering the medium,
the linear polarized light is decomposed and gains a shift in the rotation of the
polarization plane proportional to the refractive indices and sample thickness.
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The third chapter introduces the two experimental techniques which are used
to determine the spin-orbit fields and the spin Hall angle. The precession of the
magnetization in a thin stripe can be detected electrically by means of the recti-
fied dc-voltage or optically with MOKE. First, the process of sample fabrication
is explained together with the basic principle of the excitation of the magne-
tization in the FM layer with a rf-driving field. Then, the electrical method
is introduced along with the routine of data acquisition and the measurement
setup. Next, the optical laser system is introduced where the magnetization is
probed by short laser pulses. The standing spin wave geometries are discussed
in the two geometries, where the lateral profile of the mode is investigated. Fur-
ther, the fundamentals of the micromagnetic simulations are introduced, which
are used to determine the spin-orbit fields by comparing the simulated mode
pattern with the optically obtained results. Finally, the bolometric current cal-
ibration is displayed, which is very useful to determine the current flow in the
FM stripe properly.
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Figure 3.1: a) The MBE-grown stack of a Py/Pt bilayer is sketched with the varying
platinum thickness on a fixed Py layer of 4 nm. The stack is sealed by aluminiumoxid
to prevent the FM from oxidation. b) The geometry for current-induced excitation is
the following: a patterned stripe (by EBL) is etched into the surface and contacted by
two Au bondpads on both ends for injecting a rf-current.
3.1 Layer growth and sample fabrication
Both material systems in this thesis have the same GaAs(001) substrate in com-
mon, where a Py/Pt bilayer or a Fe film is grown onto the semiconductor. All
layers are grown on the prepared substrate in a molecular beam epitaxy (MBE)
chamber by Matthias Kronseder at room temperature. Fig. 3.1(a) sketches the
first wafer, which consists of a 4 nm thick Py film below a series of different
platinum layers ranging from 0 to 8.4 nm. The second stack, see panel (b),
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Figure 3.2: The two basic geometries are patterned next to each other on a piece
of Fe/GaAs(001) wafer along the crystallographic [100] axis: a, c) four SOT-FMR
devices, where one of five Fe stripes is connected to two large bondpads at both sides
to directly inject a rf-current. b) Here, a co-planar waveguide (CPW), where Fe (red)
and Py (blue) stripes are placed in the gap between the signal and two ground lines of
the CPW.
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contains a 3.5 nm thin Fe film on several tens of nanometers of a GaAs buffer
layer, which is produced in a III-V MBE system without breaking the ultra-high
vacuum. Finally, a 3 nm thin aluminum layer oxidizes under ambient conditions
and therefore prevents all layers from oxidization.
Fig. 3.2 visualizes the two main geometries in SEM images with a colored
overlay: a co-planar waveguide1 (CPW) and a SOT-FMR design for direct
current injection. The devices are fabricated in several steps out of the wafer
by means of electron beam lithography2 (EBL) with dimensions down to about
a hundred of nanometers.
There are two kinds of resists depending on the development process: the
exposed parts, written by EBL on a positive resist, becomes solvable to a de-
veloper liquid and second, a negative resist which strengthens the written areas
and removes the unexposed part. For both types of devices, the FM stripe
has first to be carved out of the wafer. In the first step, a 5×5mm2 piece of
the wafer is covered by a negative resist and thinned down to several hundred
nanometers thickness by fast rotation on a spin coater. The favored magnetic
structure is then written by an electron beam into a positive resist and remains
after the development. The resist protects the FM layer from ion beam etching
using Ar+ ions. The uncovered areas of the wafer are removed down to the
GaAs substrate. The dimensions of the stripe vary between different mate-
rial systems: rectangles of 100×20 µm2 are used in the Py/Pt measurements
in contrast to stripes of only 20×2.8 µm2 in case of the Fe/GaAs samples. In
the second step, two pads of about 400×150 µm2 for the current injection or a
co-planar waveguide are written by using two layers of positive resist to achieve
proper edges. The CPW consists of a 50µm wide signal line in the center and
two ground lines of 30 µm, which are separated by a gap of 25µm. The di-
mensions are tuned such that the impedance matches 50Ω. After developing,
the wafer is covered with 10 nm Ti and 140 nm Au in an evaporation chamber.
The covered resist can be dissolved by acetone and the remaining current parts
remain on the sample. In addition, small 10×1 µm2 stripes of Py can be added
in a third EBL step if necessary for the experiment.
3.2 Electrical detection technique
This section deals with the electrical approach to quantify the precession ampli-
tude of the magnetization. First, the basic concept and the setup is explained
together with the excitation by the driving field, which is also used later for
the optical method. In the experiments, thin films or micrometer sized devices,
made out of Fe/GaAs and Py/Pt, are measured by full-film, ST- or SOT-FMR
1It consists of three lines separated by two gaps where the inner one is called signal line
carrying a positive current at a certain time. The two outer lines are called ground line
which both support the half of the current flow in the opposite direction.
2more details on the process of sample fabrication is given in [27, 37]
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Figure 3.3: a) A simplified sketch of the main features of the electrical detection
approach. The rf-current drives the magnetization and the transmitted rf-signal is
measured at the end by a powermeter or a Schottky diode. Two large electromagnets
provide a static magnetic field where two smaller coils with a 86Hz field modulation
for the lock-in technique are built-on. The induced dc-voltage can be picked up by two
bias tees before and after the sample holder. b) Image of a sample holder with three
transmission lines, two connection plugs and aluminum wires connecting the sample.
technique.
In order to detect the precession amplitude, three basic components are
needed: a static magnetic field, a rf-driving field in the GHz range, which
excites the magnetization and a measuring technique to detect it. Two basic
ways to initiate a motion of the magnetization are carried out in this thesis,
which are
• a microwave current flow through a co-planar waveguide (CPW), which
generates a local rf-driving field hrf. The following two possible designs
are frequently used: first, the CPW is implemented in a chip carrier where
a piece of FM wafer is placed on top. Or second, the CPW structure is
patterned directly on the sample by EBL and a FM stripe is located in
the gap. The transmissivity of the CPW is altered due to a coupling of
the magnetization and the CPW which induces a current during FMR.
The loss of transmitted signal is detected by a Schottky diode and relates
directly to the precession amplitude.
• Passing a current through the device which directly drives the magneti-
zation by a spin-transfer or spin-orbit torque. Thereby, a dc-voltage Vdc
builds up due to rectification which can be measured by a nanovoltmeter.
This is explained later in Sec. 3.2.4 in more detail.
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3.2.1 Experimental setup
Fig. 3.3(a) sketches the basic setup of the electrical detection method. Two
setups are used, one for room temperature measurements and the other for
temperatures down to a few Kelvin.
In both cases, a rf-signal generator provides a current in the microwave fre-
quency range between 2-18GHz with an output power of 21 dBm. The rf-signal
is guided through several wires and a bias tee to a rotatable sample holder, cen-
tered between the yoke of an electromagnet. Fig. 3.3(b) pictures the fabricated
device which is glued on a sample holder. The rf-signal is fed with cables to the
rf-plugs which is soldered on the chip carrier. The transmission lines are con-
tacted by thin aluminum wires on the sample in order to transfer the rf-current
through the FM layer. Another bias tee is inserted in the circuit, which detects
the generated dc-voltage built up by the device. This signal is recorded by a
nanovoltmeter while the external magnetic field is steadily increased at a fixed
rf-frequency. At the end, a powermeter measures the transmitted power, which
gives a total power loss through the setup with a calibrated power input. For a
measurement of an unaffected film, the powermeter is substituted by a Schottky
diode converting the transmitted ac-signal into a dc-voltage. The electromagnet
creates a static in-plane field up to 300mT and the field magnitude is measured
continuously by a Hall sensor. Two additional small coils, attached to the inner
parts of the yoke, create small fields up to two mT with a frequency of 86Hz
to enable lock-in technique.
3.2.2 Creation of the rf-driving field
A small driving field in the GHz regime is sufficient to bring the magnetization
into a precessional motion and under certain conditions into ferromagnetic res-
onance. This field can be created in two different ways which is described in
more detail in [27, 37]. The main results are presented in the following.
First by a CPW, which provides a wide range of frequencies combined with
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Figure 3.4: The rf-
current through a CPW
generates an Oersted
field around it which
can be decomposed into
an in- and out-of-plane
field. A FM stripe in the
gap is only excited by a
homogeneous oop driv-
ing field in the range of
several mT.
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a relatively low current density of about jrf = 3·109A/m2. There, magnetic
fields up to several mT are achieved with the used design of a 50µm wide
signal line and a gap of 25µm. The current through the signal and ground lines
create an Oersted field around the wires, which in turn can be calculated with
Biot-Savart’s law by assuming a homogeneous current distribution within the
NM wire. Fig. 3.4 shows the cross section of the device with in- and out-of-
plane generated Oersted fields. A FM stripe in the center of the gap is excited
by a homogeneous oop field. The driving torque is always perpendicular to
the ip external static magnetic field in this configuration. Thus, the torque is
maximized since the precession angle between the magnetization and external
field is largest during FMR. The cross product m ×Hext is maximal and the
magnetization has the largest precession angle.
The second approach is realized by passing a rf-current directly through
the patterned stripe in another geometry, see Fig. 3.1b). The exact knowledge
of the current magnitude in each layer is crucial for a proper data evaluation.
In a Py/Pt bilayer, a resistor model [37] is used with Kirchhoff’s law in order
to calculate the current density of the Pt layer according to
jPt =
I
w
σPt
σPtdPt + σPydPy
(3.1)
with the conductivity σ, the stripe width w and the thickness of the individual
layer d. This formula does not reflect the actual situation perfectly, since it
neglects any skin effects and holds only for homogeneously magnetized samples.
However, this simplification is only appropriate for a thin and low-conductance
film in the range of several nm.
The generated Oersted field from the rf-current can be divided into an in-
and out-of-plane component. The ip field across the wire in y direction splits
up into two parts of the NM and FM layer. In the latter case, the Oersted field
can be neglected if the FM thickness is in the order of the exchange length.
Assuming a homogeneous magnetization distribution across the FM thickness,
the created fields cancel out each other across the stripe. The ip Oersted field
from the NM stripe can be calculated to
µ0h
ip = µ02 jrf dNM (3.2)
by assuming a much wider stripe width w than the NM thickness dNM.
The z component of the Oersted field depends on the lateral stripe dimen-
sions and is given by [11]
µ0h
oop
rf (y) = −
µ0
2
I
piw
ln(y)
ln(w − x0) x0 ≤ y ≤ x0 + w (3.3)
with the position x0 of one edge.
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Figure 3.5: a) Sketch of the full-film FMR technique: a homogeneous driving field
above the signal line of the CPW excites the magnetization in a ferromagnetic layer
above. b) Typical lock-in signal measured for a full-film of 20 nm thick Py film at an
excitation frequency of 10GHz and a field angle of 5◦. A resonance field of µ0Hres =
120.3mT and a linewidth of ∆H = 2.37mT is obtained by a fit with an anti-symmetric
Lorentzian lineshape.
3.2.3 Full-film FMR characterization
FMR measurements on an unstructured piece of wafer (full-film) are a useful
tool to check the magnetic properties and wafer quality before the lithography
process is started. The technique provides an insight to the Gilbert damping
parameter α, the gyromagnetic ratio γ and the effective magnetization Meff of
the FM layer.
A small piece of wafer is glued on top of a sample holder which is designed to
act as a co-planar waveguide, see Fig. 3.5(a). Above the signal line, a homoge-
neous in-plane driving field is generated in order to excite the magnetization in
the sample. The precessional motion of m undergoes ferromagnetic resonance
at a certain external field strength while sweeping the external field at a fixed
frequency of several GHz. The alternating magnetization leads to an inductive
coupling into the signal line which reduces the transmitted power. The signal
is converted into a dc-voltage by a Schottky diode and the signal magnitude
is proportional to the absorbed rf-power during FMR and the magnetization
precession angle. A small magnetic field with a frequency of 86Hz modifies the
external magnetic field and provides a reference signal for the lock-in technique.
Fig. 3.5(b) shows the recorded voltage from the Schottky diode which can be
well fitted by the derivative of a Lorentzian
Vlock-in = A
−2(Hext −Hres)∆Hcos() +
[
(∆H)2 − (Hext −Hres)2
]
sin()
(Hext −Hres)2 + (∆H)2
(3.4)
with an amplitude A and an additional phase  [37]. The resonance field Hres
and the linewidth ∆H as the full width at half maximum of the Lorentzian can
be extracted from the fit of the anti-symmetric lineshape.
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The gyromagnetic ratio γ and effective magnetization Meff can be fitted
by the Kittel formula introduced in Eq. (2.43) by repeating this for a series of
different frequencies. The frequency dependence of ∆H scales linearly and the
Gilbert damping parameter α can be derived by
µ0∆H =
αω
γ
+ µ0∆H0 (3.5)
with an additional offset ∆H0 of the linewidth. This increase in linewidth is
present throughout all frequencies, which indicates a broadening due to inho-
mogeneities in FM the layer or variations of Meff within different grains [17].
Another purpose of the full-film FMR is the analysis of the anisotropy. This
is achieved by changing the magnetic field angle φH for every magnetic field
sweep. Thereby, the change of the resonance field during a full rotation can be
used to determine the anisotropy constant. The recorded spectrum shifts by
means of the resonance field Hres due to the anisotropy energy depending on the
crystal axis of the FM layer. A polycrystalline Py film exhibits no preferred axis
and thus shows an insignificant dependence of Hres on φH whereas an epitaxial,
thin Fe film shows two pronounced easy and hard axes. Due to the anisotropy
in iron, a larger field is needed to align the magnetization along the hard axis
which results in a difference of ∆µ0Hres = 130mT for a rf-frequency of 12GHz
between the easy and hard axis of a 3.5 nm thin iron film.
3.2.4 Voltage rectification
A second way to excite the magnetization is to use spin torques generated from
a current through the device. This technique is called spin-transfer (ST-) or
spin-orbit torque (SOT-)FMR depending on the origin of the spin-polarized
current or spin accumulation, respectively. Both torques cause a precession of
the magnetization which leads to a rectified dc-voltage along the device due to
the mixing of high-frequency current and resistance. For example, the behavior
of this voltage with respect to the frequency is useful to evaluate the charge-to-
spin conversion efficiency or to determine the spin-orbit field by analyzing the
magnetic field angle. Further, it is also used to understand the physics of the
emerging materials [83].
In a Py/Pt bilayer, a rf-current Ix through a Pt wire causes a spin cur-
rent in z direction into the Py layer which has a spin-polarization along the y
direction. The spin current enters the Py layer and brings the magnetization
into a precessional motion via damping- and field-like torques. In contrast, in
the case of a Fe/GaAs(001) interface, a non-equilibrium spin accumulation is
built up due to spin-orbit coupling at the interface. The spins diffuse through
the boundary into the ferromagnet and exert damping- and field-like torques
on the magnetization. Moreover, the current induces an Oersted field which
contributes to the dynamics, however only as an antisymmetric oop field across
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the device [36]. All torques possess an oscillatory nature since driving frequency
is the microwave regime.
The anisotropic-magneto resistance3 (AMR) corresponds to a change of
resistance when the angle between the current and magnetization of a bulk
material is modified. For a parallel alignment, the resistance of a collinear
configuration ρ‖ is a few percent higher than for ρ⊥, which is the perpendicular
configuration. The maximal change between the two orientations is defined
as
∆R =
2(ρ‖ − ρ⊥)
ρ‖ + ρ⊥
≈ ρ‖ − ρ⊥
ρ⊥
. (3.6)
Fig. 3.6 shows the measured resistance for a full rotation of magnetic field
at 2T with a small, applied dc-current of 0.2mA. A resistance difference of
11.8Ω (2.6%) is observed for a 2.8µm wide stripe of a 3.5 nm thin Fe film.
Next, the calculation of the rectified dc-voltage is discussed by regarding
the rf-current and resistance of the stripe. The total resistance of the FM is
given by
R(t) = R0 + ∆R cos2(ϕM (t)) (3.7)
with the static, longitudinal resistance R0 and the additional contribution due
to AMR with the AMR coefficient ∆R = R‖ − R⊥ and the dynamic magneti-
zation angle ϕM = ^(m, I). In FMR experiments, the precessional motion of
the magnetization results in time-varying angle ϕM (t) between the current and
the magnetization direction:
ϕM (t) = sin(φM + θc(t)) cos(ζ(t)). (3.8)
Here, the sine term contains the static magnetization angle φM defined by the
in-plane effective field and the ip cone angle θc(t), which describes the deviation
of the magnetization from the axis of rotation. The cosine terms denotes the oop
component, which is can be neglected due to the large elliptical ip precession
3The AMR was first described in 1857 by William Thomson who recognized a change in the
resistance of iron and nickel for different current to magnetization orientations [84].
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is present since the equilibrium orientation of m is fixed in-plane due to the
dominate ip applied external magnetic field [37]. For small cone angles, it is
possible to expand cos2(φM ) in a Taylor series up to the first order [85]. The
time average voltage from Ohm’s law is given by
< V (t) >= ∆R < θc(t)I(t) > sin(2φM ). (3.9)
Notably, only the in-plane cone angle in the first order appears since thin FM
films are treated where θc(t)  ζ(t). In the investigated system of Py and Fe,
the ip cone angle can be expressed by [86]
θc(t) =
∆my′(t)
MS
(3.10)
with the ip component ∆my′ for small precession angles. Eq. 3.9 can be written
by using the susceptibility tensor entries from Eq. (2.37). The driving fields
and the current originate from the same microwave current source. Thus, they
are oscillating with the same frequency ω as the precession frequency of the
magnetization. Hence, by using the ansatz Irf(t) = I0 cos(ωt) and the real part
of the susceptibilities, the voltage reads
< V (t) >= ∆R
MS
<
[
Re(χy′y′wy′(t)) + Im(χy′z′wz′(t))
]
I(t) > sin(2φM ).
(3.11)
The imaginary part of χy′z′ and the real part of χy′y′ are already given in
Eq. 2.45 as the function of the symmetric and anti-symmetric Lorentzian line-
shape. The dc-voltage can be written as the sum of two Lorentzian functions
Vdc = VS·FS(Hext) + VA·FA(Hext) (3.12)
by using Eq. (2.47) with the corresponding amplitudes VS and VA.
3.2.5 Spin-transfer torque FMR (ST-FMR)
The ST-FMR provides a reliable and robust method to find the conversion
efficiency of a charge into a spin current [36]. However, there are some ma-
terial limitations and concerns due to the data evaluation led to controversial
discussions in recent years.
It was shown previously that the symmetric amplitude of the Lorentzian in
Eq. (3.12) is linked to the damping-like torque and is proportional to the spin
current. The symmetric voltage can be written as [31, 87]
VS =
~js
2eµ0MSdPy
(3.13)
with the spin current density js and thickness of the permalloy layer dPy. The
anti-symmetric voltage correlates with the generated Oersted field hrf from the
rf-current by
VA = hrf
√
1 + µ0Meff
Hres
(3.14)
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with the effective magnetization Meff and resonance field Hres. The field-like
torque term can be neglected since it is very small for a Py/Pt bilayer [83]. The
Oersted field is calculated with Ampere’s law to hrf = jrfdPt/2. The charge
current density jrf, which is assumed to be only in the Pt layer, is homogeneous
over the whole cross section, since there is no net in-plane Oersted field torque
acting on the magnetization [36].
The material dependent spin Hall angle, proposed as the conversion effi-
ciency, can be quantified by the ratio of the spin and charge current densities
as [31]
θSHA =
js
jc
= VS
VA
eµ0MSdFMdNM
~
√
1 + µ0Meff
Hres
. (3.15)
For our sample, the saturation magnetization µ0MS was determined by separate
SQUID measurements. The effective magnetizationMeff is derived in a separate
full-film FMR measurement. Both voltage amplitudes and the resonance field
Hres are extracted by a fit from a single voltage spectrum with two Lorentzian
lineshapes, see Eq. (3.12). This is repeated for a set of different microwave
frequencies and magnetic field angles. This method is self-calibrated since the
strength of the torque acting on m is measured with respect to the torque hrf,
which is easily calculated from current in the Pt layer [31].
However, this approach can be only used for materials without field-like
torques. For a non-zero τFL, an additional anti-symmetric signal contributes to
VA, which would over- or underestimate the spin Hall angle. In the used Py/Pt
bilayers, the spin Hall effect is assumed to originate only from the damping-like
torque. In addition, another method is introduced later, which can resolve the
damping- and field-like torques and quantify the spin Hall angle as well.
3.2.6 Spin-orbit torque FMR (SOT-FMR)
In a Fe/GaAs(001) system with non-zero field-like torque, the previously dis-
cussed simplification cannot be used. Instead, the spin-orbit fields can be
quantified by evaluating the dependence of the symmetric and anti-symmetric
voltage with respect to the magnetization angle φM . As explained earlier,
C2v symmetry at the interface induces a field-like contribution caused by the
Bychkov-Rashba-like or Dresselhaus-like spin-orbit fields. Therefore, it is possi-
ble to determine the underlying SOT induced fields by using the same electrical
measurement technique.
The rectified dc-voltage from Eq. (3.11) is discussed in more detail:
Vdc = −I∆R2MS sin(2φ)Re(∆my
′) (3.16)
Here, the −1·sin(2φ)-term depends on the orientation of the stripe with respect
to a crystallographic axis. From the GaAs the following four configuration are
investigated: [100], [010], [110] and [-110]. These crystal orientations differ by
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a change of sign ±1 as well as a sin/cos(2φ) dependence, which is shown later
in more detail.
An expression of ∆my′ can be obtained by solving the linearized equa-
tion from Eq. (2.37) and inserting the susceptibilities from Eq. (2.45) to get the
following expression for the real part [8, 11]
Re(∆my′) =Re(χy′y′)
[
−hip[100]sin(φM ) + hip[010]cos(φM )
]
−
Im(χy′z′)
[
−hoop[100]sin(φM ) + hoop[010]cos(φM )
]
. (3.17)
Previously, the last term in Eq. (3.17) was only proposed by a single oop field,
which does not perfectly reflect the experimentally observed behavior [88, 89].
Thus, the same combination of a sine and cosine contribution is used as in the
in-plane case [12].
The first term in Eq. (3.17) contributes to the in-plane SOFs and leads to
an anti-symmetric voltage via the real part of the diagonal susceptibility χy′y′
[86]. In contrast, the second term is connected to the symmetric voltage and the
imaginary part of the off-diagonal element χy′z′ . Both fields h[100] and h[010]
denote the driving SOFs parallel and perpendicular to the patterned crystal
axis and current direction.
The two fields are related to the general coordinate system as seen in
Fig. 2.4. Note that, for stripes patterned along [100] and [010], the fields can
be directly linked to the Bychkov-Rashba and Dresselhaus fields. For [110] and
[-110] stripes, the Bychkov-Rashba and Dresselhaus SOFs are perpendicular to
each other and their strength has to be calculated by trigonometry.
As an example, for a [100] oriented stripe, both voltages are given by [8]
VS = −VAMRsin(2φM )Im(χy′z′)
[
−hoop[100]sin(φM ) + hoop[010]cos(φM )
]
, (3.18)
VA = −VAMRsin(2φM )Re(χy′y′)
[
−hip[100]sin(φM ) + hip[010]cos(φM )
]
, (3.19)
with VAMR = I∆R/(2MS) as the AMR voltage. The SOFs can be determined
by a fit of the voltage spectra with respect to the magnetization angle φM , where
the symmetric and anti-symmetric magnitude VS,A is extracted from a fit with
a Lorentzian lineshape. The measurement is repeated at different magnetic
field angles for a full rotation in steps of 5◦. This results in a detailed angular
dependence of the two voltage magnitudes, the resonance field and linewidth.
Thereby, the magnetization angle φM and the susceptibilities χy′y′ and χy′z′
can be calculated which requires a detailed analysis of the resonance field and
linewidth as a function of applied magnetic field angle φH . Finally, the resulting
SOFs are obtained by fitting the normalized voltage with Eq. (3.18) and (3.19),
separately.
3.2.7 Modulation of damping (MOD)
The following method is used in this thesis for a Py/Pt system to separate the
damping- and field-like torques. In this case, the magnetization dynamics are
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altered by an additional applied dc-current which leads to the injection of a pure
spin current into Py via the SHE in Pt. The injected spin current modifies the
effective damping depending on the polarity of the current [90]. The damping-
and field-like torques can be quantified by analyzing the resonance field and
linewidth of the Lorentzian lineshape.
The damping-like torque induces a shift in the linewidth ∆H to
µ0∆H =
2pif
γ
α+ 2pif
γ
sin(φH)
µ0(Hext +Meff/2)MSdPy
~
2ejcθ
eff
SHA, (3.20)
where the first term describes the linewidth at zero dc-current [31]. The second
term accounts for the modulation of linewidth or damping, where the magnetic
field angle φH and the product of current density in the Pt layer and spin Hall
angle θeffSHA are included. Eq. (3.20) is only valid if the anisotropy and the in-
plane demagnetizating fields are negligibly small, which is the case for a Py/Pt
stripe with dimensions of 100 µm×20µm×4 nm.
The shift of linewidth due to the applied dc-current can be detected opti-
cally and electrically with the previously introduced TRMOKE and ST-FMR
setups, respectively. In the latter, the rf-current is modulated by a kHz-signal
in order to enable a lock-in technique. In the two approaches, the recorded
FMR spectrum is fitted by a Lorentzian, where the linewidth is determined
as reported above. This is repeated for different bias currents as well as for
positive and negative magnetic fields.
3.3 Time-resolved magneto-optical Kerr effect
microscope
The second measurement technique, used in this thesis is based on the optical
detection of spin waves in nanostructures at room temperatures. The dynamics
of the SWs are detected by a time-resolved magneto-optical Kerr microscope.
A femtosecond laser system in combination with a microscope provides both
spatial and temporal resolution to observe magnetization dynamics in the po-
lar MOKE geometry. The principle as well as the two operation modes are
discussed in the following.
Fig. 3.7 shows the Time-resolved magneto-optical Kerr effect microscope
(TRMOKE) setup, which is divided into an optical and a microwave part.
The sample is again glued on a sample holder, which is mounted on a piezo
stage with a fine (nm) precision and a micrometer stage for a coarse (µm-
mm) precision in all three dimensions. A pulse length much smaller than one
single SW oscillation is required in order to resolve the SW dynamics, which is
provided by a femtosecond laser system. A pumped Ti:Sapphire laser generates
pulses at a wavelength of λc ∼ 800nm and a pulse width of τw ∼ 150 fs. The
pulse repetition rate is 80MHz and thus the time between two pulses is ∆t =
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Figure 3.7: Sketch of the TRMOKE setup: a frequency doubled Ti:Sa laser pumped
by a Nd:YAG laser emits pulses to probe the oop component of m at a distinct rf-
to-laser phase ψ. A synchrolock between rf-generator and laser stabilizes the phase
(replotted from [77]).
12.5 ns. This is enough to probe the magnetization at certain states given by
t˜n = n·∆t+ t0 n ∈ N+, (3.21)
with t0 as an arbitrary offset in time. Apparently, at each time t˜n the out-of-
plane magnetization is desired to be in the same state of the precession, which
can be ensured by setting the rf-excitation frequency at a multiple of 80MHz.
Further, it requires a constant phase ψ between the excitation and detection.
This is achieved by using a synchrolock. It locks the phase of the probing laser
pulse with the microwave excitation.
The repetition rate is read out via an optical fibre connected to an internal
photo diode and is stabilized by a computer. The signal is compared to an
internal 80MHz clock. If the signal differs from the internal 80MHz clock, the
length of Ti:Sapphire cavity can be adjusted by moving a mirror with the help
of a piezo stage. The synchrolock also sends a 10MHz reference signal to the
rf-generator via an electronic phase shifter. The latter is used to change and
stabilize the phase ψ between rf-current and laser pulse. This corresponds to a
relative phase since the absolute phase is unknown due to the many components
in the rf-circuit. The relative phase can be stabilized by a sampling oscilloscope
which monitors the rf-signal. It is triggered by the laser pulses via a second
fast laser diode. A computer processes the oscillations and fits a sine function
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in order to determine the current phase ψ. If it is required, the phase will be
changed by the phase shifter during a stabilizing process.
The optical beam path begins on the upper left side of Fig. 3.7 where a
Nd:YAG laser with 10W output power pumps an infrared Ti:Sapphire laser.
The beam gets frequency doubled inside a barium borate oxid (BBO) crystal by
means of second harmonic generation. Afterwards, it has a power of 100mW at
a wavelength of about 400 nm. A periscope enables a proper alignment of the
microscope and the polarization is fixed along one axis by a polarizer. Then,
the beam hits a pellicle at an angle of 45◦ where only 8% of the light is reflected
to a 100x objective lens with a numerical aperture of NA=0.7. This provides
a spatial resolution between dmin = λ/(2·NA) ∼ 285 nm and λ ≈ 400 nm,
which is in the order of the Abbe limit. The reflected beam, focused onto a FM
surface, becomes elliptically polarized and rotated by the Kerr effect. The polar
MOKE geometry, introduced in Sec. 2.7, is sensitive to the oop component of
the magnetization.
The light propagates again through the same pellicle with 92% transmission
and passes a dichroic mirror towards a Wollaston prism. There, the beam is
split up into two orthogonally polarized beams, which are focused on two photo
diodes. The light is converted into a photo voltage and amplified for further
data processing by a lock-in. The detector unit outputs two voltages, namely
the sum and difference of the two diodes. The sum signal is proportional to the
local reflectivity of the sample surface and further called topography voltage
VTopo. The difference signal contains the magnetic information of mz at the
laser spot for a given phase ψ. Further, it is proportional to the Kerr angle
and is denoted as VKerr. Both voltages are detected by a Zuerich Instruments
lock-in with a phase-modulation of 6.6 kHz from a function wave generator. A
second optical path is installed to monitor the sample through the same optical
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Figure 3.8: The stabilized phase of rf-excitation (red) is switched by 180◦ (green) at a
low kHz-frequency in order to detect a signal proportional to ∆m = 2mz via a lock-in.
The blue lines indicate the laser pulses.
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path. This is achieved by a red LED light which is coupled into the laser beam
path by a dichroic mirror. The reflected light is then coupled out by a second
mirror and captured by a CCD camera. The mirrors are only sensitive to the
LED wavelength thus not disturbing the blue laser light.
The microwave part starts with a microwave generator providing a rf-signal
in the GHz range with up to 24 dBm output power. Here, we make use of a 180◦
phase modulation at 6.6 kHz provided by a function generator and mixed with
a microwave signal. The modulation of several kHz is quasi-statical compared
to the GHz signal and the 80MHz repetition rate of the laser. This situation is
depicted in Fig. 3.8: the signal amplitude and consequently the signal-to-noise
ratio is enhanced as compared to using a simple on/off modulation instead. The
integration time of the lock-in is about several hundreds of milliseconds con-
taining thousands of SW oscillations. An image stabilization process keeps the
sample on the same position under the objective lens during the measurements
and always focussed on the same spot. For this reason, a computer compares
the live image with a reference image and moves the sample back with the help
of the piezo stage in order to match the two images. An external magnetic field
up to 400mT can be applied in any in-plane direction.
3.4 Operation modes
For the SW detection, the TRMOKE setup supplies two operation modes re-
vealing different insights: the SW spectroscopy and the SW imaging mode,
which are discussed in detail in the following. In this section, the external field
is always applied in the film plane and along the stripe in the DE geometry.
3.4.1 Spin wave spectroscopy
In the spectroscopy or static mode, the laser beam is focused on a single spot
with the help of the piezo stage. Further, the rf-frequency, -phase and -power are
kept constant during the complete measurement routine. Merely the magnetic
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Figure 3.9: Spectroscopy mode of the
TRMOKE setup: the Kerr signal of a
2.8 µm wide [110] stripe is recorded at
a fixed rf-frequency of 12GHz. This is
done for a relative phase of ψ = 0 and
90◦ between laser and excitation while
sweeping the external field. The data
can be fitted by Lorentzian functions in
order to find resonance position (orange
stars) and linewidth of each mode.
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field is swept at a constant rate while the Kerr signal VKerr is recorded.
Fig. 3.9 shows the resulting curves for two phases which are called SW res-
onance spectra. Here, two rf-excitation phases of ψ = 0 and 90◦ are displayed
for a wide range of magnetic fields and the data is normalized to the highest
amplitude. At fields near the resonance position of about 72mT either a sym-
metric (ψ = 0◦) or anti-symmetric (ψ = 90◦) Lorentzian function appears and
represents the FMR. The data shown in Fig. 3.9 is recorded from a Fe stripe in
the gap of a CPW, which is driven by a homogeneous out-of-plane field. This
adds a 90◦ shift to the phase due to the oop configuration and explains the
anti-symmetric line shape at a phase of ψ = 0◦ [27]. The data is well fitted by
a Lorentzian function to determine the resonance field as well as the linewidth.
Even a mode with mode number n = 3 can be resolved when the same linewidth
is assumed in the fit function. The resonance field position of the individual
modes allows the calculation of the magnetic field mode spacing. It depends on
the ratio of stripe width to thickness and is crucial for the evaluation of modes.
In conclusion, the resonance positions and mode spacing of standing spin waves
can be found with this method.
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Figure 3.10: Sample data of the SW imaging mode: a) the sum signal shows the
topographic signal or reflectivity of the sample whereas in b) the Kerr signal gives
access to the oop magnetization at 64mT field for ψ = 90◦ at a frequency of 12GHz.
Repeating these scans for a wide range of fields, a 2D magnetization pattern is obtained
as a function of lateral space coordinate and magnetic field as shown in c).
45
3 Experimental techniques
3.4.2 Spin wave imaging
The second operation mode is used for spin wave imaging where the microwave
frequency, phase and power are fixed in addition to the external field. In con-
trast to the previous subsection, the sample is moved along the lateral y axis of
the stripe with a step size of 100 nm by the piezo stage. Thereby, both voltages
VTopo and VKerr are recorded for every distinct spot with typical integration
times of 300ms.
Fig. 3.10(a) visualizes the topographic (Topo) signal of one line scan as a
colored image on the left and as a stripe profile on the right panel. Thereby,
it is possible to determine both edges of the stripe precisely by fitting the
derivative of the topographic signal by a Gaussian function. Subplot (b) shows
the Kerr signal at a field strength of 64mT, where the third mode is located for
this stripe direction. The magnetization shape clearly indicates two nodes and
consequently the development of a standing wave with mode number n = 3.
The line scan is repeated for a wide range of external fields in order to map
the different dynamical features. By doing so, the Kerr signal line scans can be
plotted versus the applied field to get the 2D mode pattern as seen in panel (c).
This pattern reveals the spatial distribution of the dynamic oop magnetization
as well as its field dependence. The maximum amplitude is found at around
72mT where the first mode is located showing a large red area. Modes up to
the seventh order are visible by a careful inspection of the pattern, since the
magnetization is driven by a homogeneous out-of-plane field. Spin waves are
therefore detectable in a large range of magnetic fields. In this thesis, this mode
pattern is of great importance since all contributions from underlying fields enter
the SW dynamics and leave a trace in the 2D magnetization image.
3.5 Confinement of spin waves
As discussed previously, a standing spin wave evolves due to a confinement
in lateral dimensions. This results in a generation of even and odd modes
which are characterized by a mode number n. These waves are treated by
assuming a much larger stripe length than width. Two major cases are implied
relating to the orientation of the applied magnetic field affecting the mode
appearance. First, a field aligned parallel along the x axis (stripe’s long axis) is
called longitudinally magnetized and the SWs propagate in the Damon-Eshbach
geometry. By contrast, in the perpendicular (backward volume) configuration,
the stripe is transversally magnetized.
3.5.1 Longitudinally magnetized stripes
In the following, a stripe is discussed which is magnetized by an applied field
along the x axis with a resulting field angle of φH = 0◦. In an infinitely long
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stripe, no static demagnetization field occurs in this configuration and thus the
equilibrium magnetization is fully saturated along x. Hence, this defines a 1D
problem across the stripe width. The dispersion relation has to be taken for
the Damon-Eshbach geometry which is given by Eq. (2.49) with φK = 90◦.
The eigenfunctions are either symmetric or anti-symmetric with respect to
the cross section of the stripe and can be approximated by a cosine or sine func-
tion, respectively [91]. It has been shown by Bayer et al. [78] that a confinement
leads to a discrete set of symmetric and anti-symmetric eigenmodes
qSn(y) = ASncos(kny) qAn (y) = AAn sin(kny) (3.22)
kn =
npi
w
d(p)− 2
d(p) , d(p) =
2pi
p(1− 2 ln(p)) , (3.23)
with the thickness-to-width ratio of the FM layer denoted as the parameter
p = dFM/w. The eigenvalues are given by [78]
λn(p) = −4pi + pi2 (2n− 1) p, n ∈ N (3.24)
and the associated eigenfrequencies are
fn =
γ
2pi
√
µ0Hext(µ0Hext + µ0MS) +
pi
4 (µ0MS)
2dFM
w
(2n− 1), n ∈ N. (3.25)
Comparing these eigenfrequencies with the Kittel formula from Eq. (2.43) re-
veals a shift of frequency by a factor depending on the mode number n and
thickness-to-width ratio p. The first mode with mode number n = 1 lies lower
in field as in the case for full-film FMR. If the magnetization is excited at a fixed
frequency, the higher order modes will appear at smaller magnetic fields.
An important parameter is the previously introduced mode spacing, which
is the difference between two neighboring modes in terms of magnetic field.
This parameter depends solely on the width w for a fixed FM layer thickness.
The ratio p is enhanced by reducing the stripe width and thus the distance
between two modes is increased. For smaller p, the modes overlap and cannot
be clearly separated. This behavior can be divided into three regimes of the
mode spacing parameter p:
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Figure 3.11: The impact of the stripe
width on the magnetic field dependence
is shown for a phase of ψ = 90◦ for vary-
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Figure 3.12: Numerical calculation of SSWs without anisotropy in a 3.5 nm thin
and 2.8 µm wide longitudinally magnetized Fe stripe and comparison with measured
TRMOKE data. a) Dispersion branches of different modes and points of intersection
with a fixed frequency. b) First four mode profiles with odd mode numbers. c) Modes
are put into an array to visualize their behavior in a (H,y) plane. d) Convolution with
linewidth and probing spot size. Panel e) shows a cut along the middle of the stripe
(y ≈ 1.5 µm) together with a fit to extract Hres,n and ∆H. f) experimental data with
anisotropy.
• very narrow stripes (high p): the gap between the modes is much larger
than the linewidth of the single mode and all modes can be distinguished.
• intermediate ratio: the modes start to merge and cannot be fitted accu-
rately
• very wide stripes (small p): the modes overlap indistinguishably and are
located at almost the same resonance field showing one single mode.
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Both the narrow and wide case are crucial from an experimental point
of view. However, the balance between the lowest possible spatial resolution
of the setup and a proper mode spacing has to be found. For a 3.5 nm thin
iron, a width of 2.8µm is chosen for a proper measurement resolution as well
as a good mode spacing of about 4mT. Above 10µm, all modes overlap and
form the well-known FMR mode. Fig. 3.11 shows the dependence of the Kerr
signal for three different stripe widths for a fixed film thickness calculated by
micromagnetic simulations. All in all, a reduction of the stripe width down to
several micrometers leads to a displacement of the resonance position of the
individual modes towards lower fields. Higher modes decrease in terms of the
signal amplitude and move to even smaller magnetic fields.
For this reason, it is essential to study the eigenmodes in the very narrow
case by performing numerical calculations. The mode profiles and correspond-
ing eigenfrequencies at a given external field are calculated for the corresponding
material parameters. By repeating this for a wide range of fields, it is possible
to visualize the modes. In Fig. 3.12(a), the modes are plotted as dispersion
branches in a Hext vs. f plot. An intersection at a fixed frequency deter-
mines the resonance position of each mode. There, the equivalent eigenmodes
are taken and their amplitudes are scaled with their excitation efficiencies, as
shown in panel (b). Here, only odd modes with mode numbers n = 1, 3, 5, ...
are excited due to a homogeneous driving field, which fully suppresses modes
with even mode numbers by a simple geometrical consideration of the cross
section. Panel (c) displays the eigenmodes as a 2D color plot with the x axis
as magnetic field and y axis as the spatial coordinate across the stripe. In a
next step, a finite linewidth ∆H is added as an artificial linewidth broadening.
For SSWs with small k vector, the quality factor and frequency linewidth ∆f
are approximately equal to the one of FMR [76]. Then, the linewidth has to be
converted back, which depends on the slope of the dispersion relation [92]. The
difference between different dispersion branches is very small, thus the same
linewidth ∆H is suitable for all modes. For the final pattern (d), the modes
are convolved with a Gaussian beam profile along the y direction taking into
account the finite laser spot in the experiment. This result is in good agreement
with the experimental data where almost the same mode pattern is observed, as
shown in subplot (f). The mode spectrum is plotted in (e) where a multi-peak
fit with a fixed linewidth for all modes resolves the first four peaks very well.
3.5.2 Transversely magnetized stripe
The field is now applied perpendicular to the stripe axis (Hext ‖ yˆ, φH =
90◦) resulting in the backward volume (BV) geometry, introduced in Sec. 2.6.
This leads to a different behavior in three points: first, the negative dispersion
relation of a BV mode exhibits a much smaller slope around k = 0 compared to
the DE case. This causes a much smaller mode spacing and has to be kept in
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Figure 3.13: Numerical calculation of SSW for a perpendicularly magnetized 3.5 nm
thin and 2.8 µm wide Fe stripe. a) most of the modes are located at the same field
due to a small slope in the dispersion relation. b) at higher fields, the modes move to
the edge and form so-called edge modes. c) Location of the modes in a (H,y) diagram
with d) added linewidth and laser beam width to get a realistic mode pattern. e) field
dependence in the middle of the stripe shows one big peak due to merged modes. f)
measured data reflects the numerical data quite well for a [-110] hard axis direction.
mind when distinguishing the different modes as a function of magnetic field.
Second, the static demagnetization field of the BV geometry mentioned earlier
provokes an inhomogeneous internal field across the stripe width, as given in
Eq. (2.51). The eigenmodes are deformed since, in first approximation, the
dispersion relation matches with the internal field at every point in y. This
is no longer possible when approaching the edge, which fully suppresses the
magnetization precession. Therefore, the maximum of the mode moves towards
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the stripe center and away from the edges. Third, so-called edge modes appear
next to the stripe border at higher fields, which cannot be described by an
analytic formula. Nevertheless, the eigenmodes and frequencies can be obtained
numerically as discussed in the longitudinal case.
Fig. 3.13 pictures the calculated results in the same layout as in the DE
case. From the fact that the spacing of the modes is much smaller compared to
the DE geometry, the dispersion branches lie closer together by forming a thin
band for lower fields. This can be seen as blue and yellow lines in panel (a),
where the first mode with n = 1 is now lowest in field. The higher modes are
compressed towards the center and located at higher fields due to the slightly
negative slope of the BV dispersion relation for small k. The edge mode (red
line) is located at higher fields and well separated from the other band of modes.
Panel (b) confirms that the mode profile is mostly located at the edges of the
stripe. The position of the modes in space and field coordinates is displayed in
(c) as well as the linewidth broadened pattern in (d). The closely packed modes
cannot be distinguished by the fit leading to an overestimated linewidth. The
experimental data in panel (f) shows a big difference in resonance field position
since the anisotropy fields are not considered in the calculation. Qualitatively,
the same shape is obtained experimentally, as shown in subplot e).
3.6 Static equilibrium change method
The equilibrium change method is a static, optical technique devised in order to
determine spin-orbit fields [10]. The magnetization is excited at time scales of
kHz and thus can be treated approximately adiabatic or quasi static compared
to the microwave excitation explained previously. The next section discusses
this approach, since it allows a comparison of the different methods.
Fan et al. developed a magneto-meter to determine the spin-orbit fields
and torques by an optical MOKE measurement without applying any electrical
bias current [10]. It is an elegant method, which is based on the fact that
the magnetic fields which arise due to an ac-current shifts the magnetization
vector slightly away from its equilibrium position. This gives an opportunity
to quantify directly the strength of the spin-orbit torques. The new approach
is independent of the damping compared to modulation of damping (MOD)
experiments. The approach is easy to realize by an optical setup where the
out-of-plane component of the magnetization is detected without any temporal
resolution.
3.6.1 Simplified TRMOKE setup
Fig. 3.14 sketches a simplified TRMOKE microscope setup without the time-
resolution part and the pulsed laser system. Instead, linearly polarized light
from a laser diode with a wavelength of about 820 nm probes the oop-component
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Figure 3.14: Simplified TRMOKE setup with a laser diode and a cryostat which
provides temperatures down to a few Kelvin using liquid helium (image taken from
[47]).
in the PMOKE geometry. The reflected light from the FM surface is analyzed by
a Wollastone prism and two photo diodes convert the signal into two voltages
as in the former case. A waveform generator provides a sinusoidal 6.6 kHz
signal with a peak-to-peak voltage up to 10V. This ac-signal feeds also a lock-
in amplifier as a reference signal in order to increase the signal-to-noise ratio.
An external field can be applied in-plane along the stripe axis up to 220mT
and a cryostat enables temperatures down to a few Kelvin. The positioning of
the sample in all three directions is realized by a piezo stage. It can be utilized
to fulfill line scans across the stripe on the desired step size.
3.6.2 Theoretical background
The magnetization vector can be decomposed into an equilibrium position meq
and an additional shift ∆m from the torques since the driving torques are quasi
static. For an in-plane magnetized FM layer and therefore an in-plane spin
polarization, the damping-like torque m× (m×σ) induces an out-of-plane tilt
while the field-like torque m× σ causes an in-plane displacement of meq.
This shift can be expressed with Eq. (2.37) in the normal coordinate system
which reduces to
∆m = χst·w =
(
1/H1 0
0 1/H0
)
·
(
wy′
wz′
)
(3.26)
by assuming a static excitation ω→0 and a static susceptibility χst. The driving
fields are given by wy = hOey (y) − τDL/µ0 σz and wz = hOez (y) − τDL/µ0 σy. It
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is noted, that hOez has the same effect on mz as a damping-like torque from an
in-plane spin-polarized current from a NM layer.
The polar MOKE microscope is only sensitive to the component mz, which
reduces Eq. (3.26) to
∆mz =
hOez (y)− τDL/µ0 cos(φH)
H0
= h
Oe
z (y)− τDL/µ0 cos(φH)
Hext −Meff (3.27)
with the effective magnetization Meff.
The effect of an oop field hOez on mz is independent of the magnetic field
angle compared to the SOT contribution which follows a cosine dependence of
φH . For this reason, the in-plane applied external field should always be parallel
to the stripe (φH = 0◦) in order to maximize the damping-like torque and thus
the tilt of the magnetization and signal amplitude. The sign of mz changes if
the direction of the magnetic field is reversed due to the double cross product
in the damping-like torque term.
The two different contributions to mz can be separated into two equations
with respect to their driving mechanism:
∆mz,SOT =
1
2 [mz(+Hext)−mz(−Hext)] , (3.28)
∆mz,Oe =
1
2 [mz(+Hext) +mz(−Hext)] . (3.29)
The Oersted field can be calculated by Ampere’s law to
hOez (y) =
Iac
2piw ln
(
w − x0
x0
)
x0 ≤ y ≤ x0 + w (3.30)
with the calibrated current Iac, the width w and the position of one edge x0 of
the stripe.
The magnetic response for an ac-current flowing through a FM stripe from
Eq. (3.27) can be rewritten in terms of fields to
∆mz =
hSOT + hOez (y)
Hext +Meff
x0 ≤ y ≤ x0 + w (3.31)
with the spin-orbit torque field hSOT. Notably, the denominator in Eq. (3.31)
is responsible for the signal strength and depends on the magnetic orientation
of the sample. The oop tilt and SOT magnitude are smaller for in-plane mag-
netized samples if mz is detected. In case of a Py/Pt bilayer, a signal related
to the SOT can be observed for the Py/Pt bilayer. However, the signal on a
Fe/GaAs(001) layer is too weak because of the effective magnetization is about
twice as large.
3.6.3 Determining the spin-orbit fields
A line scan across the stripe is needed to resolve the logarithmic contribution
of hOez (y) from Eq. (3.30), since the Oersted field depends on the lateral stripe
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Figure 3.15: a) The topographic signal of several line scans along the y-direction gives
a proper signal for edge detection of a 40×10 µm2 stripe. b) The derivative of the sum
signal can be easily fitted by two Gaussian profiles to extract the exact edge position
of the stripe. c) The detected Kerr signal for a fixed magnetic field of 20mT and a
current density of 5·1010A/m2 shows an asymmetric signal across the stripe which is
opposite for reversed external field direction as seen in panel d).
coordinate. Fig. 3.15(a) shows the recorded topographic signal VTopo in false
colors measured in steps of 300 nm for several line scans across a 40×10 µm2
Py/Pt stripe. In panel (b), the scans are averaged along the x axis in order to
improve the signal-to-noise ratio. Two Gaussian functions fit the derivative of
the topography signal which is done in order to find the exact position of the
two stripe edges. Panel (c) displays the Kerr signal on the stripe which steadily
increases from the left to right side on the stripe for a magnetic field of 20mT.
In panel (d), the averaged line scans are plotted for the two opposite magnetic
fields of ±20mT. A sign change of the amplitude can be observed as well as a
similar slope. The first issue indicates the sign change of mz while the latter
corresponds to the Oersted field which is independent of the field direction.
In the next step, both curves are either subtracted or added to obtain the
SOT or Oersted voltage, respectively. The two contributing voltages can be
expressed as
VSOT =
1
2 [VKerr(+Hext)− VKerr(−Hext)] , (3.32)
VOe =
1
2 [VKerr(+Hext) + VKerr(−Hext)] . (3.33)
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Figure 3.16: Both Kerr signals for
positive and negative fields can be sub-
tracted or added in order to access the
spin-orbit torque or Oersted contribu-
tion respectively. The corresponding
curves can be fitted with the given equa-
tion to extract the amplitudes.
Fig. 3.16 shows the resulting curves of both voltages from Eq. (3.32) and
(3.33) as a related SOT signal (red) and an anti-symmetric Oersted voltage
(blue). The constant amplitude on the stripe models the spin-orbit torque
related signal, whereas the Oersted signal is calculated with Ampere’s law. Both
curves are fitted simultaneously with the same conversion parameter ηMOKE in
order to cancel the MOKE contribution from the two detected signals [10].
This is realized by means of a least-square algorithm, which minimizes the
difference between the fit and data by adjusting the fitting parameters of the
SOT amplitude VSOT and conversion factor ηMOKE for a fixed magnetic field and
current. The parameter ηMOKE occurs as a variable in both formulas and has
units of µV/mT. It relates the SOT signal to the Oersted voltage by fitting both
contributions simultaneously in order to obtain the SOFs in units of millitesla
[11].
The spin-orbit related voltage from Eq. (3.32) can be expressed with the
help of Eq. (3.31) to
VSOT =
hSOT
Hext +Meff
x0 ≤ y ≤ x0 + w. (3.34)
The broadening effect from the laser beam is considered by convolving the
fitted data with a Gaussian beam profile with a diameter of 600 nm. Moreover,
the method is self-calibrated since the SOT term is related on the Oersted
field generated by the same current flow. Notably, it is crucial to determine the
correct position of the edges since the logarithmic term in Ampere’s law diverges
at both edges. From the fit, both amplitudes VSOT and VOe are determined in
order to calculate the SOT field to
hSOT =
VSOT
ηMOKE
(3.35)
with the conversion factor ηMOKE = VOe/hOez . Finally, a material specific spin-
torque efficiency βSOT with the unit nanometer can be defined as [11, 93]
βSOT =
hSOT
jac
, (3.36)
which relates the SOF to the current density.
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3.7 Micromagnetic simulations
quantity value
α 0.0036
µ0MS 2.1T
µ0Meff 1.8T
µ0H
‖
uni 81.4mT
µ0H
‖
4 34.1mT
µ0H⊥uni -46.1mT
γ 185GHz/T
Aex 13·10−12 J/m
Figure 3.17: Material pa-
rameters for a Fe/GaAs(001)
system which are used for the
micromagnetic simulations.
In order to reproduce the mode pattern in the
Fe/GaAs measurements, micromagnetic simula-
tions are performed using the MuMax3 package
which is an open-source simulation program [94].
It enables the calculation of the space- and time-
dependent magnetization dynamics by solving the
LLG equation. Periodic boundary conditions are
set in x direction for an infinitesimal long stripe
along this direction. For a given microwave driv-
ing frequency, one line scan of m(t, y) across the
stripe is taken where dynamic quantities, such as
the precession amplitude and phase, are calcu-
lated on every point on the grid.
The simulations verify the experimentally de-
termined mode spectrum excited by both the out-of-plane driving field and the
current flow. Therefore, a stripe with the dimension of 1400µm×2.8µm×3.5 nm
is defined. The volume is divided into a three dimensional grid with cell num-
bers of Nx = 2, Ny = 1024 and Nz = 1, respectively. The stripe is assumed
to be infinitely long along x and consists of only a single FM layer since the
thickness is in the range of the exchange length. This is also valid for the cell
size of about 2.8µm/1024 ≈ 2.7 nm in lateral coordinate.
In the DE geometry for example, the initial magnetization is aligned parallel
to the stripe in x direction. In the next step, all relevant magnetic fields are
included: the externally applied field, uniaxial in- and out-of-plane field, four-
fold anisotropy fields, spin-orbit fields and Oersted field generated from the
current. Further, material dependent parameters are applied like the Gilbert
damping parameter, saturation magnetization and exchange constants. The
most important quantities used for the Fe/GaAs(001) system are summarized
in Tab. 3.17.
The resulting magnetization profile across the stripe is saved after a mea-
surement time of 10 ns which corresponds to 120 excitation cycles. The pro-
cedure is repeated for a set of different magnetic fields in order to observe the
evolving mode spectra as a function of the applied field. The corresponding
magnetization profiles are convolved with a 2D Gaussian beam profile to ac-
count for the experimental broadening of the laser beam.
3.8 Bolometric current calibration
The magnitude of the current density in a stripe is crucial for the calculation of
the generated Oersted field. However, the power from a rf-signal generator is
dissipated by devices and cables which makes it necessary to calibrate the cur-
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Figure 3.18: The resistance as a function of rf-output power a) and the applied dc-
current b) follow a quadratic behavior indicating a bolometric heating effect. The
applied rf-power corresponds to a certain resistance which is used to read out the
dc-current of a R− Idc measurement.
rent properly. The bolometric effect is described by a temperature dependent
resistance due to heating effects from an applied current [95]. Since the resis-
tance is directly proportional to the temperature, it is possible to compare the
Joule heating from a current with a very small well-defined applied dc-current
in a separate measurement.
Fig. 3.18(a) shows the resistance for an applied rf-output power when an
additional dc-current of 100µA is fed through the device by two bias tees.
The curve reveals a quadratic behavior for an increasing rf-power which is in
accordance with the heating effect following a cubic function. A resistance of
about 4.65 kΩ is received at an input power of 23 dBm. Fig. 3.18(b) shows the
resistance as function of different applied dc-currents, where a current of 1mA
is obtained at the previously determined resistance. This is equal to the root-
mean-square (rms) value of I(t) = IRMS·cos(ωt) which leads to a final current
of I = IRMS·
√
2 = 1.5mA.
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4
Experimental detection of spin-orbit
torques in a Py/Pt bilayer
The conversion efficiency of charge into pure spin currents can be investigated in
a Py/Pt stripe. The magnetization of a 4 nm thin Py layer is excited by the spin-
transfer torque generated by a spin-polarized current in the platinum layer [36].
Two important parameters, the spin Hall angle and spin diffusion length, can
be determined in a platinum thickness dependence by the introduced ST-FMR
technique. Thereby, an interface-related spin Hall angle can also be quantified
which can be compared with other measurement techniques. Experiments with
samples from the same wafer were realized by optically detected modulation
of damping (MOD) and spin-pumping inverse spin Hall effect (SP-ISHE) by
Martin Decker in his thesis [37] and the results are summarized in Tab. 4.1.
Motivated by diverging results from SP-ISHE and MOD in Tab. 4.1, new
devices are fabricated from the formaly measured Py/Pt wafer in order to review
the results with the ST-FMR approach. Moreover, two additional techniques,
namely the static equilibrium change method and electrically detected modula-
tion of damping, are tested by assuming a transparent interface with a fixed Pt
layer. Finally, a temperature dependence on the spin Hall angle is revised by
ST-FMR and the equilibrium change method for a 8.4 nm thick Pt layer. All
wafer properties can be found detailed in the work of Martin Decker [37]. Here,
only features relevant for this thesis are listed. Two wafers were produced to
guarantee several different Pt layers. However, the Py layer is slightly different
between both wafers, thus a proper data evaluation of both wafers is needed.
ISHE MOD
θeffSHA - 0.10± 0.01
λPt (nm) - 1.1± 0.1
θeffSHAλPt (nm) - 0.12± 0.01
θ iSHA 0.31± 0.04 0.45± 0.05
λiPt (nm) 1.7± 0.4 0.09± 0.01
θ iSHAλPt (nm) 0.54± 0.05 0.41± 0.02
Table 4.1: Summarized former re-
sults of the spin Hall angle, spin
diffusion length and the product of
them. The first three rows relate to
a transparent interface whereas the
last three are derived assuming an
interface within the drift diffusion
model (data taken from [37]).
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Figure 4.1: a) Two sets of MBE-grown Py/Pt wafers show a different saturation mag-
netization since the thickness of the Py layer is slightly different. b) This corresponds
the derived effective magnetization carried out by a full-film FMR measurement with
the Kittel formula.
4.1 Magnetic properties
The magnetic properties of the two wafers are already characterized in the
PhD thesis of Martin Decker [37]. Nonetheless, the results are important for
the evaluation of the measured data and briefly discussed in the following.
Fig. 4.1(a) shows the saturation magnetization MS for a set of different
platinum layers, which are measured by super conducting quantum interference
device (SQUID) on an unprocessed piece of Py/Pt wafer. Two separated sets of
data points are attributed to the two individual different wafers (red and blue)
due to slightly different growth conditions between the wafers and perhaps
difference in Py thickness. Nevertheless, a value of about µ0MS = 0.85T is
obtained which agrees very well with the literature value of 1.0T and confirms
a good wafer quality [96].
In a next step, the samples are characterized by in-plane full-film FMR
introduced in Sec. 3.2.3. A frequency dependence of the FMR spectrum is
carried out to extract the effective magnetizationMeff and the Gilbert damping
parameter α. The resonance field Hres and linewidth ∆H can be extracted
from a fit with an anti-symmetric Lorentzian function with Eq. (3.4). The
effective magnetization Meff is determined by a fit of Hres as function of f with
the Kittel formula from Eq. (2.43). There, the gyromagnetic ratio is fixed to
γ = 185GHz/T, which is observed by a separate measurement on a 20 nm thick
Py film. The results are visualized in panel (b), where the same behavior is
observed as for the saturation magnetization previously. The linewidth ∆H as
a function of the frequency can be evaluated by a linear fit with an offset with
Eq. (3.5). The Gilbert damping parameter α is obtained with the gyromagnetic
ratio given above and depends on the platinum thickness since the spin-pumping
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Figure 4.2: The Gilbert damping parameter (a) and spin-mixing conductance
(b) increases with increasing platinum thickness and saturates at about 0.02 and
2.2·1019m−1 respectively. Both values start to saturate above roughly 2.5 nm, which
is indicated by the vertical dashed line.
into the Pt layer causes a linewidth broadening.
Fig. 4.2(a) shows an increase of the damping parameter from pure Py with
α = 0.008 to a saturated value of α ≈ 0.02 above a Pt thickness of about 2.5 nm,
indicated by the vertical dashed line. The introduced spin-mixing conductance
accounts for the interface contribution and links directly to the damping con-
stant with Eq. (2.21). For this reason, an almost identical behavior is observed
where the saturated level starts at about 4 nm, see panel (b).
4.2 Experimental results
With the magnetic wafer characterization, the conversion efficiency of a charge
into a spin current can be investigated. Therefore, a 100×20 µm2 Py/Pt stripe
is patterned out of the wafer by EBL lithography where two bondpads at both
ends ensure a direct injection of a charge current. The sample is measured
in the electrical FMR setup introduced in Sec. 3.2.1. Here, the principle is re-
capped shortly: an in-plane polarized spin current from the Pt layer enters the
ferromagnetic layer through the interface and excites the magnetization in the
Py layer. The precession of m causes a change in the anisotropic magneto-
resistance which is of the same frequency as the driving rf-current. This rec-
tification leads to a dc-voltage which is built up along the sample and can be
picked up by two bias tees before and after the sample holder.
4.2.1 Spin-transfer torque FMR
The measurement routine is as follows: an external magnetic field is continu-
ously increased while the rectified dc-voltage is recorded by a nanovoltmeter.
This is repeated for a set of rf-frequencies f for every sample thickness. Here,
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Figure 4.3: a) Typical measured dc-voltage signal for a frequency of 10GHz at a
magnetic field angle of 45◦ with the fitted symmetric and anti-symmetric Lorentzian
line shapes. b) The ratio VS/VA of both voltages shows a linear dependence.
the magnetic field angle is fixed to φH = 45◦ in the following for all exper-
iments since here the excitation efficiency is maximal providing a very clear
signal. The detected dc-voltage for a single magnetic field sweep is a mixture
of both symmetric and anti-symmetric Lorentzian line shapes, see Eq. (3.12).
Fig. 4.3(a) shows the raw data of a typical voltage (black dots) at a rf-
frequency of 10GHz. The data can be fitted by a combination of a symmetric
and anti-symmetric Lorentzian functions (red line). The individual curves are
displayed in blue and green for the symmetric and anti-symmetric part with
their magnitudes, respectively. The resonance field Hres and linewidth ∆H can
be extracted from the fit by using the same fit parameter in both Lorentzians.
Panel (b) displays the ratio of both voltages magnitudes, VS/VA as function of
the frequency for a 1.2 nm thin Pt sample indicating a linear dependence.
The spin Hall angle for a certain frequency is given by the ratio of the
charge and spin current introduced in Eq. (3.15)
θ effSHA =
VS
VA
eµ0MSdPydPt
~
√
1 + µ0Meff
Hres
(4.1)
with all characterized quantities. Notably, no interface contributions such as
scattering are regarded, so this could be referred to as an effective spin Hall
angle θ effSHA. The linear dependence of the voltage ratio on the frequency is
countered by the increasing resonance field Hres in the square root since all
other parameter are independent of f . For the evaluation process, a mean
value between 6-12GHz is taken with error bars from the standard deviation
since low field losses play a major role below 6GHz. Besides, the transmission of
the radio-frequency decreases above 13GHz, which reduces the signal strength
and increases the noise. For every average SHA, about twelve data points are
taken at steps of 0.5GHz, which is sufficient to obtain a proper value.
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Figure 4.4: The averaged spin Hall angle over many different samples is plotted as
a function of platinum layer thickness in a frequency range between 6 − 12GHz. The
spin Hall angle increases up to about 0.06 for a platinum thickness larger than 4 nm
where it saturates within the error bars. A final value is extracted to θ effSHA = 0.057
from the two thickest Pt samples. The inset shows the frequency dependence of the
SHA for 1.2 nm thick platinum sample.
As an example, the inset of Fig. 4.4 shows the frequency dependence of
the spin Hall angle for a 1.2 nm thick Pt sample. There, an effective SHA
of 0.0117 ± 0.0004 is found for a frequency range between 6-12GHz. This is
repeated for other fabricated devices with the same platinum thickness, which
results in other mean values for the particular layers. Fig. 4.4 shows these mean
SHA values for the different layer with the corresponding error bars. The SHA
increases from zero to a saturated level of θ effSHA = 0.057± 0.004, which is taken
from the mean value of the two thickest Pt layers. The large error results from
the sum of each standard deviation of the two samples and is roughly 7%.
Nevertheless, the value matches the published results of 0.056 for the same
Py/Pt system [36].
However, an interface-related SHA can account for the contributions by the
boundary surface, which is considered by the spin-mixing conductance intro-
duced in Eq. (2.23), to
(ηDLθSHA)norm = ηDLθSHA
h
2e2
σPt
g↑↓eff
= θSHA λPt tanh
(
dPt
2λPt
)
. (4.2)
It has been found that the conductivity of the thin Py/Pt bilayer depends
not only on the respective bulk conductivity values but rather on the contri-
bution from the interface scattering. A bulk platinum conductivity of σ =
7.3·106 (1/Ωm) is used in order to evaluate the data [37].
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Figure 4.5: The effective spin Hall an-
gle is normalized by the platinum con-
ductivity and spin-mixing conductance.
A fit with a tanh-function reveals the
interface-related spin Hall angle and the
spin diffusion length.
Fig. 4.5 shows the product of the normalized spin Hall angle and the spin
efficiency ηDL as function of the Pt thickness. The same behavior as for the
effective SHA is observed, where a saturated level above about 4 nm is found
after a steady increase. The data can be fitted very well with the tanh-function
from the Eq. (4.2). Thereby, an interface-related spin Hall angle of θSHA = 0.131
and a spin diffusion length of λPt = 1.77 nm are obtained. This mirrors the
values derived by SP-ISHE, see Tab. 4.1, if the SHA is corrected to θSHA = 0.262
by a factor of two explained later in more detail [40].
4.2.2 Electrical modulation of damping
However, the results are not really in accordance with the optically detected
MOD experiments. For this reason, the MOD method is checked again by an
electrically detected approach, introduced in Sec. 3.2.7. There, an additional
applied dc-current causes a static damping-like torque acting on the magneti-
zation which influences the linewidth of a typical FMR measurement.
Fig. 4.6 displays the linewidth ∆H as function of applied dc-current at a
8.35 nm thick platinum sample. A resonance field of 168.5mT is found for a
rf-frequency of 12GHz and field angle φH = 45◦. The slope for positive and
negative magnetic fields are µ0∆H/IC = −0.0406 and 0.0418T/A, respectively.
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12GHz, φH = 45◦
µ0Hres = 168.5mT Figure 4.6: Electrical modulation of
damping experiment carried out on a
8.35 nm thick platinum sample for field
angles of 45◦ and -135◦. A dc-current
of several mA is additionally applied
during an FMR measurement which
changes the linewidth. The mean value
of both slopes enables the calculation of
the SHA.
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The shift of ∆H is caused by the damping-like torque and is given by [36, 90]
µ0∆H/jc =
2pif
γ
sin(φH)
µ0(Hres +Meff/2)
~
2eMSdPy
·θ effSHA (4.3)
with the spin Hall angle θeffSHA. It is noted, that the saturation magnetization
is inserted in units of A/m and the current density is calculated with the two
bilayer model from Eq. (3.1). The mean value of the two slopes is calculated to
0.041±0.005T/A with an error of 12% from the sum of both linear fits. Finally,
an effective SHA is obtained of θ effSHA = 0.10 ± 0.01 by assuming a transparent
interface. This value is exactly the same as θ effSHA = 0.1, determined by the
optical MOD experiment on the same wafer, see Tab. 4.1. The spin Hall angle
can be normalized by the spin-mixing conductance and platinum conductivity
from previous values in ST-FMR measurements. Consequently, this gives a
reasonable interface-related SHA of θ iSHA = 0.37 ± 0.05. The magnitude is
smaller compared to the optical MOD of 0.45 but larger than 0.31 from the
SP-ISHE and ST-FMR method.
4.2.3 Discussion of results
In the following, all derived values are reviewed to explain the reported differ-
ences between the SP-ISHE and MOD experiments. Nan et al. proposed an
additional factor of two when using the ST-FMR method, since it underesti-
mates the spin Hall angle and ignores the field-like torque contribution [40].
This assumption is based on the difference between the enhanced damping in
MOD and the spin injection in SP-ISHE/ST-FMR experiments. For this rea-
son, a factor of two is introduced to increase the damping-like torque. Thus, the
previously derived effective SHA changes to θ effSHA = 0.057·2 = 0.11 by assum-
ing a transparent interface. This fits very well to the results from the electrical
and optical MOD value of 0.10 in Tab. 4.1, respectively. Other reported values
lie between 0.10-0.18 for the ST-FMR method including the additional factor
[36, 97, 98].
For a non-transparent boundary, an interface-related SHA θ iSHA = 0.131·2 =
0.26 is obtained from the tanh-fit with the factor from above. This is in a good
agreement to other publications on the same material system, where a value
between 0.2-0.3 is found with the ST-FMR method [38–40]. The comparison
of the four different measurement techniques on the same wafer was one of the
basic ideas in this thesis. The two results, θ iSHA = 0.31 for SP-ISHE and 0.45 for
MOD, are confirmed by experiments using the ST-FMR method θ iSHA = 0.26
and electrical MOD 0.37. The two results from modulation of damping lie
within the error bars showing an good accordance by using the same excitation
principle but rather a different detection technique. However, both values are
much larger than the ST-FMR and SP-ISHE. This deviation could be based
on the applied dc-current which causes a static damping-like torque on the
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magnetization in contrast to the spin injection. Another explanation could be
the different spin diffusion lengths between the two experiments. A relatively
low value of only λPt = 0.9 nm is reported for the optical MOD in contrast to
λPt = 1.7 nm for SP-ISHE, which agrees perfectly with the derived ST-FMR of
1.77 nm.
Moreover, the product of both quantities is introduced to account for the
strong correlation between the two parameters and to compare the different
techniques. The derived interface-related product
θ iSHA·λPt = 0.26·1.77nm = (0.46± 0.08) nm (4.4)
lies between values of 0.41 nm and 0.54 nm for SP-ISHE and optical MOD ex-
periments, respectively. An accordance can be also seen in the case of the other
two methods within the error bars. The conversion of a charge into a spin
current and vice versa is predicted by theory, which connects the ST-FMR and
SP-ISHE with the conversion efficiency θSHA.
A spin diffusion length of λPt = 1.77 nm is found which lies in the range of
reported values between 0.7-3.7 nm [39, 97, 99–101]. This large variation comes
from a strong correlation between the spin Hall angle and the diffusion length
due to differences of the platinum growth [100, 102]. Therefore, a relation is
proposed by Rojas-Sánchez [100] of θ effSHA·λPt = 18.8nm1, where the SHA is
given as a percentage. Our derived value of θ effSHA·λPt = 11.4%·1.77nm =
20.2 nm is close to the reported value.
In this work, a measured sample conductivity of σPt = 3.21·106 Ωm−1 is
used as a lower bound within the drift diffusion model. One issue for the di-
verging values of the spin diffusion length could be the platinum conductivity
which relies strongly on the growth technique and layer thickness. In the fol-
lowing, two published results are discussed which classify our derived results
with reported values. Sagasta et al. measured the SDL and SHA on spin valve
devices by using spin absorption technique for a wide range of different growth
techniques [103]. This was done on platinum samples with a wide range of
different conductivities from the dirty to the super clean regime. A linear de-
pendence between spin diffusion length and the Pt conductivity is proposed to
λPt/σPt = 6.25·10−7 nmΩm. A spin diffusion length of about λPt = 2.0 nm is
found for our used platinum conductivity, which is near the measured value of
λPt = 1.77 nm. Further, they claimed an inverse dependence of the spin Hall
angle on the conductivity. Here, the conductivity leads to a SHA of around
θ effSHA = 0.05 which is also in good agreement with our value of 0.057. A strong
variation of the platinum resistivity with thickness was discovered by Nguyen et
al., where the Pt layer thickness is rescaled [104]. There, a model is used, where
the spin relaxation is dominated by the Elliot-Yafet mechanism λPt ∝ σPt and
1does not hold for STT experiments if the transparent interface model is used and if dPt  λPt
because then η ≈ 1 and θ iSHA does not depend on the exact value of λPt used [100].
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Figure 4.7: a) The effective magnetization Meff is derived from the Kittel formula in
a wide frequency range between 4-18GHz for different temperatures. b) The Gilbert
damping parameter is determined by a linear fit of the linewidth in the same frequency
range.
the spin Hall effect is of intrinsic nature θSHA = σintxy /σPt. The conductivity
can be used to rescale the Pt thickness since λ·θ effSHA = const holds. With
the intrinsic spin Hall conductivity σintxy = 2.95·105 Ωm−1 and conductivity
σPt = 3.21·106 Ωm−1, a spin Hall angle of θ effSHA = 0.09 is calculated. This
agrees with the MOD measurements and the ST-FMR method.
4.2.4 Temperature dependence of the torque ratio
Finally, temperature dependent measurements are carried out on a similar cryo-
genic setup. The measurement procedure is repeated on a 8.35 nm Pt sample
for a set of different temperatures. The effective magnetization is determined
by a Kittel fit of the resonance field as function of rf-frequency together with the
Gilbert damping parameter from a linear fit of the linewidth at every temper-
ature. Fig. 4.7(a) shows a steady increase of Meff for decreasing temperatures
down to a few Kelvin. The Gilbert damping parameter stays constant over a
wide temperature range and increases below 50K, see panel (b).
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Figure 4.8: The spin Hall angle de-
creases towards lower temperatures for
frequencies between 7.5 and 13GHz.
An effective SHA of θ effSHA = 0.056 is
obtained at room temperature.
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Fig. 4.8 shows the calculated spin Hall angle over the whole temperature
range. Here, a mean value is taken for every data point in a frequency range be-
tween 7.5-13GHz. The calculated effective spin Hall angle at room temperature
is θ effSHA = 0.056±0.003, which is the same obtained with the other measurement
setup as expected. The SHA decreases slightly towards lower temperatures and
saturates at θ effSHA = 0.042 ± 0.001 below 80K. However, no temperature de-
pendence at all is reported by Isasa et al. [105]. An explanation could be the
temperature dependent spin diffusion length and platinum conductivity, which
is not measured since only a single device was probed.
4.3 Static equilibrium change method
So far, all measurements are performed with an electrical detection method by
means of the dc-voltage rectification. In the following, the magnetization is
probed by an optical MOKE technique introduced in Sec. 3.6. The magnetiza-
tion is excited adiabatically from the equilibrium position by a torque in the
kHz frequency range. Here, a device with 8.4 nm platinum is measured as in
the former temperature measurements.
A line scan across the stripe for two opposite magnetic fields separates the
Kerr signal into an Oersted and a spin-orbit torque related signal. As a recap,
the sign of the SOT contribution changes for opposing magnetic fields due to the
damping-like torque m × σ. The Oersted field contribution is independent of
the magnetic field reversal. Thus, the SOT signal is received by processing the
two sets of Kerr data with Eq. (3.33), where the voltage difference corresponds
to the spin-orbit field and the Oersted contribution to the sum of both line
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Figure 4.9: a) Subtracting both Kerr signals for positive and negative fields leads
to the pure SOT-related signal (red). The Oersted contribution is received by adding
both voltages (blue). Both curves can be fitted in order to extract the corresponding
magnitudes. b) The field dependence of the SOT signal shows a decrease for higher
magnetic field whereas the voltage related to the Oersted field contribution is constant.
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scans.
Fig. 4.9(a) shows the two obtained curves for a 20µmwide stripe with an ap-
plied magnetic field of ±20mT and an ac-current density of j = 5.3·1010A/m2.
The SOT signal (red dots) has a constant amplitude over the whole stripe width
where the magnetization is tilted out of the film plane due to a homogeneous
out-of-plane SOF. In contrast, the voltage of the Oersted field (blue triangles)
shows an exponential increase from the center towards the edges in opposite
directions. Both curves can be fitted well with the corresponding fit functions
from Eq. (3.34) and (3.31). The resulting magnitudes of the SOT and Oersted
voltage are displayed in Fig. 4.9(b) for a wide range of magnetic fields. The
Oersted field related voltage remains constant since it depends only on the
current. The SOT-related signal decreases slightly for higher fields due to the
larger in-plane applied fields, which reduces the out-of-plane tilt. The increase
at zero field is caused by the magnetization not being aligned along the long
axis of the stripe due to a too small field strength. Nevertheless, all values can
be represented by a mean value properly.
The spin-orbit field hSOT is extracted directly from the fit for the current
density of jac = 5.3·1010A/m2 and visualized in Fig. 4.10(a). Obviously, the
same decrease of amplitude occurs, but not as pronounced as for the SOT-
related voltage. The SOF magnitude is on the order of several hundreds of
microtesla which is sufficient for an in-plane magnetized sample to exhibit a
sizable oop tilt of the magnetization. A spin-orbit field of hSOT = (337 ±
66) µT is obtained over the whole field range. Further, a spin-torque efficiency
βSOT is introduced from Eq. (3.36), where the SOF is normalized to the current
density in order to compare the results with other material systems. A value of
βSOT = (5.6±1.0)nm is found for the used bilayer system. This is smaller than
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Figure 4.10: a) The spin-orbit field is slightly decreasing towards higher fields for
a current density of jac = 5.3·1010A/m2. A mean value of hSOT = (337 ± 66) µT
over the whole magnetic field range is obtained. b) The spin-orbit field shows a linear
dependence on the current density, where the previous field dependent measurements
are summarized for a certain current density giving the individual error bars.
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Figure 4.11: The temperature dependence of the spin-orbit torque coefficient obtained
optically βSOT (black dots) and electrically derived spin Hall angle θ effSHA (blue triangles)
is the same within the error bars.
the reported value of 12.7 nm for a Py(2 nm)/Pt(5 nm) bilayer [10]. Moreover,
for oop magnetized samples, as for example Ta/CoFeB/MgO, the efficiency
increases to βSOT = 10− 30nm [106].
Fig. 4.10(b) illustrates the linear dependence of hSOT on the current den-
sity. The data points represent mean values at a certain current density for a
set of different magnetic fields in order to get reasonable error bars. A linear fit
through the origin results in a slope of hSOT/jac = 7.7·10−15 Tm2/A. This co-
incides well with the slope of 9.1·10−15 Tm2/A reported for Py(2 nm)/Pt(5 nm)
[10]. However, the two values are much smaller compared to a Ta/CoFeB/MgO
system with a slope of 30·10−15Tm2/A due to the oop-magnetization of this
sample [107].
In addition, a temperature dependence on the same device is carried out
where a cryogenic head provides temperatures down to a few Kelvin with liquid
helium. The measuring procedure is repeated at certain temperatures where a
mean value over a range of magnetic fields is taken at a slightly higher current
density of jac = 5.6·1010A/m2. Fig. 4.11 shows the spin-orbit torque efficiency
(black dots) as a function of temperature. βSOT decreases at room temperature
from 5.6 nm down to smaller values at about 150K. It increases below 50K with
larger error bars, where a saturated level can be supposed. The temperature de-
pendence looks very similar to the data obtained from ST-FMR measurements
in Fig. 4.8, which is discussed in the following.
The spin Hall angle θeffSHA is related to the spin-torque efficiency parameter
βSOT via [36, 90]
θeffSHA =
2e
~
µ0MSdPy βSOT. (4.5)
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This leads to a spin Hall angle θeffSHA = 0.11 for the measured spin-orbit effi-
ciency of βSOT = 5.6 nm and µ0MS dPy = 3.21·10−9Tm at room temperature.
Further, it is exactly the same value to the electrically measured ST-FMR value
of θeffSHA = 0.11 for the very same sample.
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5
Electrical detection of spin-orbit fields
in the Fe/GaAs system
In this chapter, the introduced Fe/GaAs(001) system is investigated by means of
the SOT-FMR technique, where the arising Dresselhaus- and Bychkov-Rashba-
like SOFs from the interface are detected electrically. The magnetization in the
iron layer is driven by spin currents generated from the spin accumulation at
the interface. A rectified dc-voltage builds up along the device, which can be
recorded during a magnetic field sweep as explained in Sec. 3.2.4. The obtained
voltage curve is evaluated by a fit of two Lorentzian lineshapes and the cor-
responding magnitudes as function of magnetic field angle give access to the
underlying spin-orbit fields.
First, the Fe/GaAs(001) wafer is characterized by various techniques to
determine the magnetic properties. Second, the dragging effect due to the
anisotropy requires the calculation of the magnetization angle φM and the sus-
ceptibility χ. These two quantities are required in order to determine the in-
and out-of-plane Dresselhaus- and Bychkov-Rashba-like spin-orbit fields.
a) b)
GaAs(001) substrate
GaAs buffer layer
3.5 nm Fe
3 nm Al2O3 
Fe
Au
GaAs
Figure 5.1: a) A stack of the single crystalline Fe/GaAs(001) heterostructure shows
C2v-symmetry at the interface between the Fe and GaAs buffer layer. b) One SOT-
FMR device, consisting of a narrow Fe stripe and two bondpads, is patterned by EBL
along the four main crystallographic axes of the GaAs(001) substrate. Here, only one
chosen stripe is connected at the edge out of several wires with varying width.
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Figure 5.2: The dependence of the res-
onance field on the magnetic field angle
shows a pronounced uniaxial and four-
fold anisotropy in a full-film FMR mea-
surement on an unstructured piece of
the wafer. Three anisotropy fields of
µ0Heff = 1.9T, µ0Huni = 47mT and
µ0H4 = −36mT are obtained by an an-
gular fit.
5.1 Sample layout and magnetic characterization
Fig. 5.1(a) shows the stack of a 3.5 nm thin, single crystalline Fe film, which is
evaporated at room temperature on a freshly prepared GaAs(001) substrate in
a metal MBE chamber. The epitaxial growth of iron which is deposited on the
GaAs(001) substrate in a III-V MBE system, is ensured by a several nanometer
thick GaAs buffer layer since lattice constant of iron is almost half of GaAs. Sub-
sequently, a thin aluminum layer of three nanometers protects the wafer from
oxidization. The whole layer growth was monitored by RHEED1 to guaran-
tee an epitaxial growth of iron. The Fe/GaAs interface exhibits C2v-symmetry
[108], where Dresselhaus- and Bychkov-Rashba-like SOFs arise, see Sec. 2.4.1.
Devices are fabricated by electron beam lithography, where 100×2.8 µm2 Fe
stripes are patterned along the main four crystallographic axes of GaAs(001).
Fig. 5.1(b) shows a Fe stripe, which is contacted by two bondpads on each side
for the current-induced SOT-FMR geometry.
Two experiments are carried out in order to characterize the magnetic prop-
erties of the Fe/GaAs(001) wafer. First, a 3×3mm2 piece of the wafer is mea-
sured by SQUID to determine the saturation magnetization MS. A value of
µ0MS = 2.1T is obtained for a 3.5 nm thick sample, which is close to the bulk
value of iron as expected [109]. In the next step, the bare film is analyzed by the
full-film FMR technique, introduced in Sec. 3.2.3. Basically, the magnetization
is excited by a driving field from a CPW embedded in a sample holder. The
absorbed rf-power is recorded during a steady increase of the magnetic field.
The transmitted power is converted by a Schottky diode into a voltage.
Fig. 5.2 shows the resonance fieldHres as a function of the in-plane magnetic
field angle φH giving access to the anisotropy fields. These can be identified
by a fit, which is explained later in more detail. The fitted uniaxial and four-
fold anisotropy fields together with the effective magnetization are extracted to
µ0Huni = 47mT, µ0H4 = −36mT and µ0Meff = 1.9T, respectively.
1reflection high-energy electron diffraction
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4
Buchner
this work
Figure 5.3: Survey of Fe films grown by MBE as a function of inverse film thickness:
the measured anisotropy constants (blue stars) confirm the measured values for the
four-fold (a) and uniaxial (b) anisotropy, respectively (image taken from [47]).
The anisotropy constants of both fields H4 and Huni are derived to
K4/uni =
1
2H4/uni·µ0MS, (5.1)
with the saturation magnetization µ0MS = 2.1T. In Fig. 5.3, the two derived
values (blue stars) are located at an inverse thickness of 1/dFe = 0.28nm−1.
The received values of K4 = −30.0 kJ/m3 and Kuni = 39.3 kJ/m3 are in good
agreement with other Fe layers grown by MBE, which were summarized in
[47].
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Figure 5.4: a) Typical dc-voltage measurement for a 2.8 and 20 µm wide stripe de-
tected by SOT-FMR technique as a function of applied external field. The two spectra
are recorded at 12GHz and at a field angle of 5◦ with a rf-current flow along the [100]
axis. b) The fitted curve consists of a symmetric and an anti-symmetric curve with the
two voltage magnitudes VS,A.
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5.2 Electrical detection principle
In the following, all measurements are carried out on stripes with a current-
induced SOT-FMR geometry. Thin aluminium bonds between the chip carrier
and sample provide a direct injection of a rf-current, see Fig. 5.1(b). As a
recap, a dc-voltage builds up along the device due to rectification, which can
be picked up by two bias tees before and after the sample holder in the rf-
circuit. The recorded signal during a magnetic field sweep can be decomposed
into a symmetric and anti-symmetric Lorentzian line shape. The important
quantities, as the resonance field Hres, linewidth ∆H, symmetric and anti-
symmetric voltage amplitudes VS,A, are derived for a fixed rf-frequency, -power
and magnetic field angle.
Fig. 5.4(a) shows two measurements on a 2.8 µm (black dots) and a 20µm
(green dots) wide Fe stripe. Both devices are patterned along the [100] axis,
where the angle for an applied magnetic field is set to zero along this direction.
Here, a microwave signal of 12GHz with 23 dBm output power is applied at a
field angle of φH = 5◦ through a 100µm long stripe in both cases. Obviously,
the narrow stripe experiences a larger current density, which leads to a higher
signal amplitude. The spectra of the 20 µm wide stripe comprises a single
mode, which is known as the FMR mode and conforms very well with the fit
by a single Lorentzian function. In contrast, a pronounced dip towards lower
fields is observed in the data of the 2.8 µm wide Fe stripe. The reduction of the
stripe width causes a shift of higher spin wave modes down to lower magnetic
fields and away from the first mode. The thickness-to-width ratio explains
this shift of higher modes if the width gets smaller than ten micrometers for
a 3.5 nm thin Fe film. Nevertheless, the received dc-voltage can be fitted by
a combination of two additional Lorentzian curves. The resulting fitting curve
0 50 100 150 200 250 300
−100
−50
0
50
100
150
jrf || [100]
[010]
[110]
[-110]
φH = 0◦
φH = 90◦
φH = 45◦
φH = −45◦
µ0Hext (mT)
V d
c
(µ
V)
12 GHz
Figure 5.5: Four voltage spectra at different magnetic field angles φH are recorded
for a [100] patterned device with an rf-current flow in the same direction. The origin of
the difference in resonance field Hres is based on the anisotropy energy along the four
crystallographic axes of GaAs(001).
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can be decomposed into a symmetric (blue line) and anti-symmetric (green line)
Lorentzian, where both amplitudes VS,A are extracted as shown in panel (b).
5.3 Calculation of magnetization angle and susceptibility
In this section, the influence of the anisotropy fields on the magnetization dy-
namics is examined, which is crucial for the calculation of the spin-orbit field
later. For this reason, a closer look is taken on the detected dc-voltage spec-
tra along the four main crystallographic axes, since the Fe/GaAs(001) system
exhibits large anisotropy fields.
Fig. 5.5 shows four measurements for a [100] patterned sample, where the
magnetic field is applied along the four main crystallographic axes of GaAs(001).
Evidently, the resonance field Hres depends on the magnetic field angle φH due
to the crystalline anisotropy in the iron and varies in a wide field range between
60 to 220mT. The hard axis points along [-110] and shows the largest Hres due
to the pronounced uniaxial anisotropy. The four-fold term causes two easy axes
along the [100] and [010] directions. Overall, the combination of both uniaxial
and four-fold anisotropies leads to a pronounced hard axis along [-110] and two
easy axes in [100] and [010] direction, introduced in Sec. 2.4.1. Notably, [110]
is the easy axis of the uniaxial anisotropy, which is shifted upwards in fields by
the four-fold contribution and exhibits the highest signal amplitude.
The measurements can be expanded to a full angle rotation in steps of 2◦
for an adequate resolution. The left side of Fig. 5.6 visualizes the rectified dc-
voltage mapped as a function of Hext and magnetic field angle φH . Notably,
large amplitudes are located around the [100] and [010] easy axes compared
to the signal strength near the hard axis in [-110] direction. The distribution
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Figure 5.6: Left: The measured dc-voltage spectrum is plotted in colorcode with the
resonance field and the magnetic field angle. The color indicates the amplitude of the
signal, which changes sign between negative and positive applied magnetic fields angles.
Right: Two voltage spectra shifted by 180◦ show the sign change of the Lorentzian line.
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of the magnetic field angle is not uniform since the region around the hard
axis is smaller compared to a pronounced valley for [100] and [010]. This can
be explained by the dragging effect, which occurs for materials like Fe with
a large anisotropy. The magnetization tends to align with the easy axis by
saving crystallographic energy, whereas the magnetization is drawn away along
the hard axis. This issue makes it necessary to evaluate the data with the
magnetization angle. A sign change between negative and positive magnetic
fields can be observed in the Lorentzian lineshape due to the sign change of
magnetic field angle. This is highlighted on the right side of the figure by two
voltage spectra, which are shifted by 180◦.
The magnetization angle φM has to be calculated for every field angle φH ,
which is realized by minimizing the anisotropy energy terms from Eq. (2.4).
This results with some trigonometry to [86]
Eani = −Hrescos(φM −φH)−H
‖
4
16 [3 + cos(4φM )]−
H
‖
uni
2 cos
2(φM −φuni), (5.2)
with a uniaxial angle φuni. The magnetization angle φM is derived by fitting
the angular dependence of Hres with the anisotropy fields and the effective
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Figure 5.7: a) The resonance field as a function of magnetic field angle can be fitted
to obtain the effective magnetization and the uniaxial and four-fold anisotropy fields.
This is realized by minimizing the anisotropy energy, where the magnetization angle is
first derived due to the dragging effect from the large anisotropy in Fe. b) The Gilbert
damping parameter and the linewidth offset can extracted from a fit of the angular
dependence of the linewidth ∆H.
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magnetization as free parameters. A calculated resonance field Hcalres is obtained
for every angle φM at 12GHz. The procedure is the following: a least-squares
algorithm minimizes the difference between measured and calculated resonance
field by changing the two anisotropy fields and the effective magnetization until
a global minimum is found for all magnetic field angles.
Fig. 5.7(a) shows the angular dependence of Hres together with the fitted
parameters of µ0Meff = 1.53T, µ0Huni = 66mT and µ0H4 = −42mT. Both
anisotropy fields are in the range of previously determined values by full-film
FMR except the effective magnetization showing a large deviation. This issue
can be explained by additional demagnetization fields due to the confinement in
the fabrication process, where an elongated FM film is patterned into a narrow
stripe. The susceptibility χ from Eq. (2.38) and (2.45) is derived as follows: for
every angle φM , the susceptibility is calculated for a wide range of magnetic
fields H ′ around the derived resonance field Hcalres . The resulting curve can be
decomposed into a real and imaginary part. The full width at half maximum of
the resulting anti-symmetric Lorentzian lineshape corresponds to the linewidth
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Figure 5.8: a) The applied magnetic field angle φH is plotted as a function of the
calculated magnetization angle φM (green). There is only a concordance between both
angles at the easy and hard axes of the uniaxial anisotropy. The deviation is up to 30◦
along the [100] and [010]. A linear dependence (black) and the angle difference (blue)
highlight this issue. b) The calculated susceptibilities Re(χy’y’) and Im(χy’z’) relate to
the in-plane and out-of-plane contributions. Both sets of data show almost the same
angular dependence, however, differ in sign and magnitude.
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∆H. The magnitudes of the real and imaginary part at a particular angle φM
leads to the susceptibility Re(χy’y’) and Im(χy’z’) of the individual diagonal and
off-diagonal elements, respectively. Fig. 5.7(b) shows the angular dependence of
the linewidth, where a least-sqaure algorithm minimizes the difference between
measured and calculated ∆H by changing the damping parameter and the
linewidth offset. Thereby, a Gilbert damping of α = 0.0035 is received together
with a linewidth offset of ∆H0 = 1.9mT due to inhomogeneous broadening.
The two parameters are used to classify the wafer quality and to confirm a
proper growth of the magnetic layer.
Fig. 5.8(a) displays the calculated magnetization angle φM against the field
angle φH (green), where a black line indicates the case for φM = φH . The
difference ∆φ between both angles reaches values up to 30◦ (blue) along the [100]
and [010] directions due to the dragging effect. In the other two crystallographic
directions, the difference is zero since the magnetization points along the easy
and hard axes of the uniaxial anisotropy, respectively. In Fig. 5.8(b), the ip and
oop susceptibilities Re(χy’y’) and Im(χy’z’) are derived which exhibit the same
behavior in terms of φM but differ in magnitude and sign.
5.4 Determination of spin-orbit fields by SOT-FMR
Next, the derived magnetic quantities and voltage amplitudes are assembled in
order to determine the spin-orbit fields in the Fe/GaAs(001) heterostructure.
The SOFs are determined by a careful analysis of the normalized voltage mag-
nitudes as a function of the angular magnetization angle φM . The procedure
will be explained in detail for the in-plane part with the anti-symmetric voltage
and repeated for the out-of-plane case. All samples are glued on the holder
in such way, that the stripe axis aligns with the external field at an angle of
φH = 0◦. This defines the current in the same direction and the sample la-
beling is addressed by the crystallographic axes along the stripe direction. All
measurements are carried out at room temperature and at magnetic field angles
between -200 and +200◦ in steps of 5◦. The rf-frequency is fixed to 12GHz with
an rf-output power of 23 dBm if nothing else is stated. The current flow through
the sample is calibrated by the bolometric method, introduced in Sec. 3.8.
5.4.1 In-plane SOFs
The anti-symmetric voltage amplitude is linked to the in-plane spin-orbit fields
given in Eq. (3.19). The ip-related voltage magnitude VA is normalized by the
real part of the diagonal component of the susceptibility Re(χy′y′) and the
AMR voltage VAMR = I∆R/(2MS). For every sample, VAMR is individually
derived with the calibrated current and anisotropic magneto resistance ∆R
from Eq. (3.6). As an example for a [110] device, values of ∆R = 10.0 Ω,
Irf = 1.80mA and µ0MS = 2.1T are used.
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Figure 5.9: The normalized anti-symmetric voltage (green dots) is plotted as a func-
tion of magnetization angle φM for the four main crystal axes of GaAs(001). The
orange data points represent voltage dependence without the sin(2φM )-term. The cur-
rent flow is along the stripe in the marked direction at φM = 0◦. The two devices along
[100] (a) and [010] (b) exhibit the same magnitude but different sign. The largest am-
plitude is obtained in the [110] (c) sample and the smallest along [-110] (d). The blue,
red and black lines are the cosine, sine and combination of the two functions extracted
from the orange data points.
Fig. 5.9 shows the normalized voltage V normA (green dots) as function of the
magnetization angle φM along four crystal directions of GaAs(001). Comparing
the magnitudes in the four panels, the [110] device exhibits the largest ampli-
tude, whereas the [-110] stripe shows the lowest value. This is already predicted
in Fig. 2.5 due to an amplified or suppressed spin-orbit coupling along these two
directions. For [100] and [010], the magnitudes are similar, which can be ex-
plained by the shared easy axis. At φM = 0 and thus the current collinear with
magnetic field (I ‖ Hext), the voltage drops to zero in all cases, since the AMR
is minimal in the microwave frequency range. This issue can be understood by
regarding the contributing components of the precessional motion ∆my,z with
respect to the current along the stripe direction. If the current and ∆my,z are
oriented perpendicular to each other, the detected dc-voltage drops to zero.
The angular dependence is governed by a combination of a sin(2φM ) contri-
bution together with a sin(φM )- and a cos(φM )-function. The first corresponds
to the induced AMR effect in Eq. (3.16), while the latter two terms originates
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Axis c term
[100] -1 sin(2φM )
[010] 1 sin(2φM )
[110] 1 cos(2φM )
[-110] -1 cos(2φM )
Table 5.1: Dependence of
the pre-factor c and the
trigonometric function for
the main four crystallo-
graphic axes to be calcu-
lated for the SOFs [8].
from the spin-orbit fields, which leads to unequal amplitudes of both maxima
and minima. This can be summarized to the expression [88]
V normA ≈ c·sin(2φM )· [−h100sin(φM ) + h010cos(φM )] , (5.3)
with a pre-factor c and the trigonometric functions. Here, two spin-orbit fields
h100 and h010 are introduced. These fields are oriented with respect to the
current and stripe direction. The sign or pre-factor c of the 2φM -dependent
term in Eq. (5.3) is different along the four crystallographic axes of GaAs(001),
which is summarized in Tab. 5.1 from [8]. For a [100] stripe, the normalized
voltage reads
V normA =
V
[100]
A
Re(χy′y′)·VAMR
= −sin(2φM )
[
−hip100 sin(φM ) + hip010 cos(φM )
]
.
(5.4)
An effective in-plane field hipeff is introduced by dividing the normalized
voltage V normA by the sin(2φM ) term. This effective field is also shown in Fig. 5.9
as orange dots. The magnitude hipeff = 125.2 µT is extracted by a fit (black
line) of the combination of a sine and cosine function mentioned earlier. The
maximum is located at roughly 60◦ with respect to the [100] direction and thus
corresponding to a dominant sine contribution.
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Figure 5.10: a) Sketch of the in-plane SOFs for the main four crystallographic direc-
tions. The sign of the fields dictates the counter-clockwise rotation of the SOFs. b)
Calculation of the parallel and perpendicular SOFs with respect to the stripe direction
for a [110] patterned device.
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In case of a [100] and [010] oriented stripe, the Bychkov-Rashba- and
Dresselhaus-like SOFs can be assigned to the perpendicularly and parallelly
oriented SOF with respect to the stripe or equally the current direction, re-
spectively. The Rashba SOF is related in both cases to the sine (red dashed
line) and the Dresselhaus field to the cosine (blue dashed line) function. The
formerly introduced fields hip100 and h
ip
010 are swapped between the two axes
since both fields are linked to the crystallographic axes. For the [100] pat-
terned stripe, see panel (a), a Dresselhaus-like field of hD100,‖ = −62.1 µT and a
Bychkov-Rashba-like SOF of hBR010,⊥ = 108.9 µT are found. This is also valid for
the [010] stripe, where the two SOFs of hD010,‖ = −48.6 and hBR100,⊥ = 106.1 µT
are extracted. However, this procedure is no longer possible along the other
two remaining axes due to a collinear orientation of both Bychkov-Rashba and
Dresselhaus fields, see Fig. 2.4. Nevertheless, the data can be fitted by the for-
mer combination of a sine and cosine function in order to determine the effective
fields.
Fig. 5.10(a) visualizes the fitted in-plane SOFs hip100 and h
ip
010 along the four
GaAs(001) axes with the resulting effective fields. The dominant Rashba fields
for the [100] and [010] axes tilt hipeff at an angle of about 60◦ away from the
current direction. In case of [110] and [-110], the angle is roughly 90◦ with
respect to the stripe direction. This corresponds to a dominant perpendicular
field in all devices and confirms the calculated two-fold distribution of the spin-
orbit coupling as the superposition of two vector fields in Fig. 2.5(a).
Besides, it is possible to determine the parallel and perpendicular ori-
ented SOFs for the [110] and [-110] devices with respect to the stripe direction.
Fig. 5.10(b) sketches the calculation of the SOFs for a [110] patterned sample.
With the help of the three formerly derived fields hip100, h
ip
100 and h
ip
eff, the parallel
and perpendicular fields can be obtained to hip‖ = 23.2 µT and h
ip
⊥ = 255.3 µT
with some trigonometry. For [-100], the spin-orbit fields are hip‖ = 17.3 µT
and hip⊥ = 69.6 µT. The perpendicular field is about eleven ([100]) and four ([-
axis hip‖ h
ip
⊥ |h
ip
⊥/h
ip
‖ | h
ip
eff jrf h
ip
eff/jrf
(µT) (µT) (µT) (1011A/m2) (10−15Tm2/A)
[100] -62.1 108.7 1.8 125.2 1.33 0.94
[010] -48.6 106.1 2.2 116.7 1.62 0.72
[110] -23.2 255.3 11.0 256.4 1.80 1.39
[-110] -11.3 99.1 8.9 99.7 1.98 0.50
Table 5.2: The summarized in-plane SOFs are determined by fitting the normalized
anti-symmetric voltage with the angular magnetization angle dependence for the four
crystallographic directions of GaAs(001). The current in the sample is calibrated for
each device individually with the bolometric method. The error from the fit is less
than 4% and not considered in the following.
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110]) times larger than the parallel ones. This matches very well to the more
dominant perpendicular distribution in the other two samples. Obviously, the
effective field is larger along [110] than [-110], however, both fields are roughly
perpendicular to the current direction with a deviation of about 5◦.
The three derived fields for the individual axes are collected in Tab. 5.2
together with the calibrated current density for each device. The Bychkov-
Rashba field dominates the spin-orbit interaction by a factor of about two,
since hip⊥ is roughly two times larger than h
ip
‖ for the [100] and [010] devices.
For the [100] and [010] oriented stripes, the magnitudes of hipeff are almost equal
as expected from theory and Fig. 2.5b). Obviously, the magnitude of the stripe
[110] is 2.5 times larger than the [-110] stripe, since the in-plane fields are
amplified in the first and reduced in the latter case. The calculated SOFs are
plotted in Fig. 2.5(a), where the lowest amplitude of the two-fold anisotropy
is located at [-110]. Finally, the effective fields can be divided by the current
densities, where an even more pronounced distribution is revealed. An average
value of hipeff/j = (0.91± 0.31)·10−15Tm2/A is found, which matches very well
to 0.8·10−15Tm2/A from published results for the same material system [8].
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Figure 5.11: The normalized symmetric voltage (blue) is plotted against the magneti-
zation angle φM for current along all four crystal axes. The magnitude of the effective
field (orange dots) is derived by a fit of a sine and cosine function which corresponds
to the −h100 and h010 SOFs, respectively. The blue, red and black lines are the cosine,
sine and combination of the two functions extracted from the orange data points.
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5.4.2 Out-of-plane SOFs
The symmetric voltage can be determined by the same procedure in order to
evaluate the out-of-plane SOFs. For this case, the symmetric amplitude VS is
normalized by the imaginary part of the off-diagonal susceptibility Im(χy’z’)
and the AMR voltage. An expression for a [100] device from Eq. (3.18) reads
V normS =
V
[100]
S
Im(χy′z′)·VAMR
= −sin(2φM ) [−hoop100 sin(φM ) + hoop010 cos(φM )]
(5.5)
with the individual pre-factor c and the trigonometry term from Tab. 5.1.
Fig. 5.11 shows the normalized voltage V normS (blue dots) for the four crys-
tallographic directions. Again, the normalized voltage can be divided by the
2φM -dependent term in order to remove the AMR contribution. The obtained
effective field hoopeff (orange dots) can be fitted by the combination of a sine
and cosine function. Thereby, for the [100] sample the two spin-orbit fields
hoop100,‖ = 8.0 µT and h
oop
010,⊥ = −86.1 µT are obtained as the amplitude of the
fitted cosine (blue) and sine (red) function. The magnitude of the effective field
is hoopeff = 86.5 µT and the maximum is located near φM = 0◦, which means
a dominant sine function and perpendicular SOF. This corresponds to a ten
times larger hoop010 compared to h
oop
100 . As in the in-plane case, the parallel and
perpendicular fields can be derived for the out-of-plane fields. The parallel and
perpendicular fields can be derived by repeating the former trigonometry fitting
procedure. For [110], we found values of hoop‖ = 14.3 µT and h
oop
⊥ = 68.9 µT
together with hoop‖ = 17.3 µT and h
oop
⊥ = 69.6 µT for a [-110] device. Thus, the
orthogonally oriented field is always about four to five times larger than the
parallel field. This was also observed for the in-plane part.
The three fields for each of the four devices are collected in Tab. 5.3 together
with the individual calibrated current densities. Obviously, the dominating
contribution is again the perpendicular SOF, which is about a factor of roughly
ten larger than the parallel SOFs for [100] and [010] and about a four to five
times larger in case of [110] and [-110]. For the [010] device, the value of hoop⊥
does not fit to the rest of the data, since a similar values should be expected
axis hoop‖ h
oop
⊥ |h
oop
⊥ /h
oop
‖ | h
oop
eff jrf h
oop
eff /jrf
µT µT µT 1011A/m2 10−15Tm2/A
[100] 8.0 -86.1 10.7 86.5 1.33 0.65
[010] -8.5 68.7 8.1 69.2 1.62 0.43
[110] -14.3 68.9 4.8 112.3 1.80 0.62
[-110] -17.3 -69.6 4.0 117.0 1.98 0.59
Table 5.3: Summarized out-of-plane SOFs determined from the angular fitting proce-
dure for all directions.
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Figure 5.12: Spin-orbit fields normalized to the current density for the in-plane (left)
and out-of-plane (right) fields along the four crystallographic axes.
due to the shared easy axis. The much lower hoop⊥ leads to a smaller ratio
and normalized effective field. For all devices, the resulting direction of the
effective field is orthogonal to the stripe orientation. This is the cosine part
hoop010 for [100] and the sine part h
oop
100 for a [010] device. Overall, the effective
fields are shifted by about 5-8.5◦ from the perpendicular stripe direction as for
the in-plane data.
The magnitude of the effective field hoopeff shows a completely different be-
havior compared to the in-plane configuration. Both [110] and [-110] devices
have larger magnitudes than the [100] and [010] directions. These converge to
a mean value of hoopeff /j = (0.57± 0.09)·10−15Tm2/A after normalization with
the individual current densities. The magnitude of the out-of-plane fields is still
smaller than for the in-plane fields for all directions except for the [-110] axis.
5.5 Discussion of results
Fig. 5.12 shows a bar plot, which summarizes the derived results of all SOFs
for the largest applied rf-current. A huge difference of the effective ip SOFs
is observed for the different crystal directions due to the amplified or sup-
pressed combination of Dresselhaus- and Bychkov-Rashba-like SOFs. The field
hipeff along the two [100] and [010] orientations have equal magnitude since both
devices have the same strength in spin-orbit coupling. The fields obtained for
the [110] and [-110] axes are larger and smaller due to the mentioned sum
or difference of the SOFs, respectively. The in-plane distribution is in per-
fect agreement to the theoretically predicted behavior with a strength ratio of
αBR/β = 2 of the Bychkov-Rashba and Dresselhaus coefficient, respectively. In
all cases, a fit function with h100 and h010 is used with the adapted suscepti-
bilities and parameters from the table. Further, the parallel and perpendicular
fields are the same for a [100] device and swapped in the case of [010] since
the stripe is rotated by 90◦. The fields for [110] and [-110] are derived with
the previously shown trigonometry. A cross correlation of the Dresselhaus- and
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Bychkov-Rashba-like SOFs between the [100] and [010] direction is clearly seen
as explained earlier. The perpendicular Bychkov-Rashba field dominates the
in-plane SOFs in both devices by a factor of 1.8 and 2.2 in the [100] and [010]
device, respectively. A much larger ratio of roughly ten is found along the last
two directions, however, the two SOFs are collinear which makes it impossible
to distinguish the two contributions. Overall, this leads to the conclusion that
the interface-like SOF is mainly Rashba-like as already predicted in earlier work
[8]. The right side in Fig. 5.12 shows the normalized oop SOF, which is more or
less constant except for a much smaller value for the [010] sample which cannot
be explained without any further experiments.
The ip/oop ratio between the effective fields is calculated to 1.45, 1.68, 2.28
and 0.85 for the crystal directions of [100], [010], [110] and [-110], respectively.
In the following, the axes are always considered in this order. The distribution
of this ratio is similar to the ip SOFs, since there the out-of-plane fields are more
or less constant for all orientations. Interestingly, the sum of the first two and
last two SOFs is exactly 3.13 in both cases. This indicates a strong connection
between the two four-fold easy axes and the two uniaxial axes as expected. The
SOFs of [110] and [-110] are enhanced and decreased by 0.72 from their mean
value of 1.56. This is exactly the same as the average of [100] and [010].
A set of measurements for varying rf-output powers at 12GHz are carried
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Figure 5.13: Derived spin-orbit fields for a set of different current densities for all
four devices. The upper two panels correspond to in-plane and the lower two subplots
to the out-of-plane fields. The parallel oriented SOFs are on the left side and the field
perpendicular with respect to the stripe or current direction on the right side.
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out in order to demonstrate the linear dependence of the SOFs on the current
density. The spin-orbit fields are derived by the former method at least for four
different powers along the four principal axes.
Fig. 5.13(a,b) show the absolute amplitude of the two in-plane fields and
(c,d) for the two out-of-plane SOFs. All data sets agree perfectly with a lin-
ear dependence through the origin. The slope of the in-plane field is between
hip/jrf = 0.036−0.35·10−15Tm2/A between all devices, which was already ob-
served in Tab. 5.2. Obviously, the largest slope is found along the [110] axis of
hip⊥/jrf = 0.74·10−15Tm2/A. The ratio between the perpendicularly and par-
allelly oriented hip/jrf is 1.7, 2.2, 9.0 and 6.7 along [100], [010], [110] and [-110],
respectively. As expected, both [100] and [010] share the same value within
the error bars, whereas the latter two are much larger. The amplitude of the
in-plane fields agree well with previously reported measurements on the same
material system [8]. A slightly higher hSOF/jrf = 1.6·10−15Tm2/A is found
for a similar Fe(2 nm)/(Ga,Mn)As(20 nm) system in [89].
In panel (c), the slopes are split up between lower values for the [100] & [010]
devices and larger ones for [110] & [-110]. This changes for the perpendicular
case in d), when all values are located closely together except a much larger
value for [100]. This inconsistency between the two configurations is unexpected
and cannot be explained so far. The obtained slope ratios are 9.7, 7.9, 1.1
and 1.2 between perpendicular and parallel. This is opposite compared to the
in-plane fields, where the first two directions are larger than [110] and [-110].
Nevertheless, the oop effective fields from Tab. 5.3 can be considered as constant
within the error bars.
Overall, the magnitudes of in-plane spin-orbit fields are larger than the
out-of-plane fields. A closer look can be taken on the individual ip/oop ratio of
the two SOFs for each device. In the parallel case, the [100] direction has the
largest ratio of 7.1 together with the [010] direction with a value of 5.6. This is
quite different to values of only 0.4 and 0.2 for the [110] and [-110] directions,
which correlates to the difference between the two easy axes and the other two
direction. In contrast, the ratio of the perpendicular fields shows three scattered
values around 1.3 and a much larger value of 3.5 for the [110] device due to the
amplified SOFs in the in-plane case. Finally, the linear dependence of the SOFs
on the current density is proven together with a proper interpretation of the
obtained values along the different crystallographic axes.
In addition, the effective SOFs can be normalized with regard to the thick-
ness of the ferromagnetic layer. Here, the [110] direction is taken into account
with values of hipeff/jrf = 1.42 and h
oop
eff /jrf = 0.55·10−15Tm2/A for the in-plane
and out-of-plane normalized effective SOFs, respectively. The resulting value
for the 3.5 nm thin Fe film is obtained to
heff/jrf·dFM = (0.2− 0.5)·10−14 Tm
2·nm
A . (5.6)
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Values with prefactors of 10−14 (Tm2·nm)/A of other material systems are
reported, as for example, 1.5 for CoFeB/Pt [11], 3.0 for Co/Pt [9], 2.7 for
CoFeB/Ta [9, 106], 16.4 for CoNiPt/Mn [110] and 1.0 for Fe/(Ga,Mn)As [89].
89

6
Optical detection of spin-orbit fields in
the Fe/GaAs system
Now, the same samples are investigated by the new optical approach to quan-
tify SOFs. The magnetization dynamics are excited in the same way as for
the electrical measurements. A TRMOKE microscope is used to detect the
out-of-plane tilt of the magnetization, which is explained in Sec. 3.3. Due to
the confinement by a narrow stripe, higher modes appear for lower externally
applied fields and are well separated by equal distance in magnetic field. By
mapping the Kerr signal as a function of lateral space coordinate and magnetic
field, a 2D mode pattern occurs which can be reproduced by micromagnetic
simulations. By changing the initial in-plane and out-of-plane SOFs of the
simulations, both SOFs can be derived by an algorithm which tries to fit the
measured pattern.
6.1 Static equilibrium change method
Before determining the spin-orbit fields with the help of standing spin waves
(SSW), we try to determine the fields by the magnetometer technique intro-
0 10 20 30
−40
−20
0
20
40
+10mT
−10mT
0 10 20 30
SOT
Oersted
V K
er
r
(µ
V)
x (µm) x (µm)
µ0hSOT = 0.8 µT
µ0hOe = 72 µT
a) b)
Figure 6.1: a) Static magnetization measurement for two oppositely applied fields of
±10mT showing a mainly Oersted field dominated Kerr spectrum across the stripe. b)
A negligible SOT signal is observed for a 20 µm wide stripe due to the large in-plane
effective field originating from the Fe film which suppresses a detectable oop tilt of the
magnetization.
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duced in Sec. 3.6 and already utilized for the Py/Pt bilayers in Sec. 4.3. A
100×20 µm2 sample is fabricated to ensure a more detailed analysis across the
stripe width. The magnetization is excited by an in-plane ac-current of several
kHz which tilts the magnetization out-of-plane due to a damping-like torque.
The resulting equation for the spin-orbit field is already given by Eq. (3.34) and
(3.35) as
hSOT =
VSOT
ηMOKE
= 1
ηMOKE
hSOT
Hext +Meff
x0 ≤ y ≤ x0 + w. (6.1)
The measurement is visualized in Fig. 6.1(a) where the Kerr signal is recorded
during a line scan across the stripe. The process is repeated for two opposite
magnetic fields of ±10mT which are aligned parallel to the current and stripe
direction. As seen in panel b), both voltages are either summed up to get the
Oersted field contribution or subtracted for the SOT signal. The two resulting
curves can be fitted simultaneously in order to obtain the spin-orbit field hSOT.
The Oersted field hOez (y) is calculated by Eq. (3.30) with the known ac-current
and stripe width. Fig. 6.1(b) shows a room temperature measurement for a
current density of 3.3·1010A/m2 where a SOF of only (0.8 ± 0.5) µT is found
together with an Oersted field of (72±0.5) µT. The small SOF can be explained
by the strong in-plane magnetization of the Fe with a large Meff contributing
in Eq. (6.1). Thus, there is no measurable oop tilt of the magnetization which
makes it impossible to extract hSOF by this method.
6.2 Dynamic determination by standing spin waves - DE
geometry
The excitation frequency is increased up to the GHz range where the mag-
netization can be stimulated in a more efficient way. Further, the magnetic
FeFe
current-induced (SOT-FMR)homogeneously driven (CPW)
Au
Au
a) b)
Py
Py
Figure 6.2: Two geometries are used, where the sample is either patterned in the gap
of CPW (a) or attached to two bondpads (b). In the first case, the magnetization
is driven by a homogeneous out-of-plane Oersted field. In the second geometry, the
rf-current through the sample induces an Oersted field as well as spin-orbit fields from
the interface. Small stripes of permalloy are added next to the Fe stripe to determine
the correct rf-to-laser phase ψ.
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precession in FMR leads to a larger signal-to-noise ratio and makes it easier to
detect it optically. As introduced in Sec. 2.6, standing spin waves evolve in a
narrow Fe stripe. The magnetic field is always applied parallel to the stripe and
current direction. The wave vector k is perpendicular to the stripe due to the
translational symmetry along the stripe and thus SWs in the Damon-Eshbach
geometry are excited.
6.2.1 Sample layout
Fig. 6.2 sketches the two different sample layouts used in the following measure-
ments. The first geometry is shown in panel a), where a 20×2.8µm2 long stripe
is placed in the gap of a co-planar waveguide by EBL. The CPW driving field
is out-of-plane and homogeneous across the whole stripe width. In the second
layout in displayed, in panel b), a 100×2.8 µm2 long stripe is attached to two
bondpads for current injection, which induces an anti-symmetric Oersted field
in the lateral stripe dimension in addition to two SOFs. These arise from the
C2v-interface of Fe/GaAs and act homogeneously on the in- and out-of-plane
magnetization component. Small 10×1 µm2 permalloy wires are placed next to
the Fe stripes in order to determine the phase between rf-excitation and laser
pulses. The Py wire is kept short enough to avoid cross talk. Further, a rela-
tively thick 20 nm Py film guarantees no additional modes and provides a good
CPW
current
induced
Py
Au
Au
signal 
line
Fe
ground line
Figure 6.3: Detailed image of the CPW geometry reveals FM stripes in the gap of
the CPW which can be excited by the homogeneous out-of-plane Oersted field.
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Figure 6.4: a) Several 10×1 µm2 Py wires are located next to the Fe stripe at a
distance of about 1.2 µm by EBL. b) A current density of 1.0·1011A/m2 generates ip
and oop Oersted fields displayed across the stripe width. An oop field of 190-260 µT
is reached at the position of the Py stripe. This field strength can be compared to a
sample in the gap of a CPW [37].
signal strength.
Fig. 6.3 shows the Py (blue) and Fe(red) stripes in the gap of the CPW as
a SEM image.
6.2.2 Phase determination
An important issue is the knowledge of the exact phase of the magnetization
precession since it is crucial for the magnetization dynamics in the optical ap-
proach. An arbitrary phase in the TRMOKE setup, between the rf-generator
and laser pulse, which is modified by cables and other microwave devices pre-
vents a knowledge of the phase at the sample position. To circumvent this prob-
lem, the phase is determined in the following way: the Oersted field, created
from the Fe stripe or CPW, excites the magnetization in the Py wire. In case
of the CPW, the phase properties of the detected anti-symmetric Lorentzian is
well-definded. It is known, that a homogeneous out-of-plane driving field in Py
shows an anti-symmetric lineshape with a phase of ψ = 0◦ [37]. This knowledge
can then be transferred to determine the phase in the Fe stripe.
Fig. 6.4 shows both wires structured along the y axis where the Py wire is
placed at a distance of 1.2 µm away from the iron wire. The rf-current through
the Fe stripe creates an Oersted field which points out-of-plane at the position
of the Py stripe and gains an additional phase of 90◦ due to a shift from ip to
oop. The driving field strength in the Py element can be calculated by Biot-
Savarts law where values up to 260µT are achieved for a current density of
1.0·1011A/m2. This is comparable to spin-pumping experiments with a CPW
current density of 3·109A/m2 [37].
The driving phase can be determined by the spin wave spectroscopy mode of
the TRMOKE microscope explained in Sec. 3.4.1. A laser beam, focused on the
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Figure 6.5: a) Recorded Kerr signal at the center of a Fe stripe for an initial rf-phase
of ψ = 90◦ illustrating a symmetric Lorentzian line shape with a fitted phase of 93◦.
b) Magnetic signal on the Py wire which is excited by the oop Oersted field from the
rf-current in the Fe stripe. For the same ψ, an anti-symmetric Lorentzian with a fitted
phase of 180◦ is obtained.
middle of the stripe of Py or Fe, leads to the Kerr signal during a steady increase
of externally applied field. The rf-frequency, initial rf-laser phase, rf-output
power and position are fixed for the whole recoding time. Fig. 6.5(a) shows the
obtained Kerr voltage for iron at 12GHz with a fixed initial phase of ψ = 90◦.
The line shape is almost purely symmetric and can be fitted to obtain a phase
of 93◦. Panel b) shows the magnetic response on the small Py wire as green
data points for the same initial phase. The spectrum is completely different
and shows an anti-symmetric Lorentzian with a fitted phase of ψ = 180◦. The
shift of 90◦ accords well with the change from an ip to oop driving field. Both
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Figure 6.6: a) The frequency dependence of the resonance field of a Py(20 nm)/GaAs
wafer can be well fitted by the Kittel formula. The inset shows an example of the
measured anti-symmetric lock-in signal for a driving frequency of 10GHz. b) The
linewidth as a function of f is used to determine a Gilbert damping parameter of
α = 0.007 by a linear fit.
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curves also reveal different amplitudes and field strengths of their resonance
peaks. This is based on the smaller excitation efficiency from the Oersted field
and the different magnetic properties of both materials.
Since the Py wire has not the expected linewidth, a piece of Py(20 nm)/
GaAs wafer grown in the same process step is investigated by full-film FMR.
Fig. 6.6(a) shows a frequency dependence of the resonance field resulting in an
effective magnetization of µ0Meff = 0.82T. This values indicates a good wafer
quality since the saturation magnetization for Py is about 1.0T. Fig. 6.6(b)
displays a small Gilbert damping parameter of α = 0.007 and a negligible offset
by fitting the linewidth linearly as a function of frequency. This also hints at
good magnetic properties of the used Py. The linewidth around 12GHz is only
about 2.5mT, which is much smaller than observed in the optical measurements
in the case before. Therefore, this cannot explain the broad linewidth of the Py
wire. Some possible explanations could be the reduction of the dimension from
a film to a narrow stripe, a non-homogeneous mode spectrum in the Py stripe
or influences from the much thicker Py stripe (20 nm) compared to the etched
Fe stripe (3.5 nm). Nevertheless, the initial phase is not so important for the
experiments, since two 90◦ shifted phases provide the necessary information for
determining the SOFs with two mode patterns. Moreover, the initial phase can
be fitted by micromagnetic simulations, where any desired phase can be picked
in the evaluation process.
6.2.3 Homogeneous excitation of SSWs
After defining the absolute phase of the GHz-laser system, the SSWs are created
at first by a homogeneous out-of-plane field from a CPW. For symmetric rea-
sons, this only allows to excite modes with even mode number with respect to
the lateral stripe direction. The geometry is the same as before, see Fig. 6.2(a).
The following measurements are carried out to check and verify this new ap-
proach before determining the spin-orbit fields. Further, it allows to determine
important magnetic parameters, which are needed later for micromagnetic sim-
ulations.
6.2.3.1 Characterization of DE-CPW SSWs
As a reminder from Sec. 2.6.2, the precession of m in a confined stripe forms
standing spin waves in y direction. There are only even modes allowed with
odd mode numbers n = 1, 3, 5, .... The anti-symmetric modes cannot be excited
with a homogeneous driving field.
First, the mode spacing is investigated to ensure that neighboring modes
can be distinguished and are well separated in magnetic field. For that purpose,
the TRMOKE operates again in the spectroscopy mode where the laser beam
records the Kerr signal at the center during a monotonic increase of applied
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Figure 6.7: a) The recorded Kerr signal from the middle of a [110] oriented stripe
sitting in the gap of a CPW can be fitted by three single Lorentzian line shapes to
determine the position of the modes (orange stars). A spacing between neighboring
modes of about 7.5mT is found. Further, the linewidth of each mode is fitted to 1.5mT
which corresponds to a Gilbert damping parameter of 0.0036. b) A line scan across the
stripe displays the Kerr signal of the first and third mode at the particular magnetic
fields. The solid line indicates the calculated shape of both eigenmodes.
magnetic field similar as for the determination of the phase. Fig. 6.7(a) shows
the Kerr signal for ψ = 90◦, which can be fitted by three individual Lorentzian
functions with three resonance fields corresponding to the first, third and fifth
mode at 72, 64.5 and 57.2mT, respectively. The gap between even modes is
about 7.5mT which is large enough for a well-defined separation of modes and
a proper disentanglement in the experiments. It is noteworthy that for all
three modes the same linewidth is assumed and the received ∆H from the fit is
1.5mT. This relates to a Gilbert damping parameter of 0.0036, which is exactly
the same as found in electrical measurements.
The SSWs can be displayed by a map of lateral space coordinate and mag-
netic field when the TRMOKE operates in the imaging mode, see Sec. 3.4.2. In
contrast to the former method, the magnetic field is now fixed at a certain res-
onance field. The laser beam moves across the stripe in distinct steps with the
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Figure 6.8: The topographic signal
(black) shows the reflectivity of the
sample with curved edges due to the fi-
nite spot of the laser beam. Therefore,
the derivative of this signal (blue) is fit-
ted by two Gaussian line shapes detect-
ing both edges for later data analysis.
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help of the piezo stage while both Kerr and topographic signals are recorded.
Fig. 6.7(b) shows the Kerr voltage which exhibits one peak in the center region
and two nodes at the edges of the first mode (shown in red). At lower field, the
third mode appears (blue). The topographic signal is used to determine both
edges of the stripe, which define a boundary in the pattern since the unimpor-
tant areas next to the Fe stripe contain no further information and increase the
computational time for the simulation. Both edges on every single line scan
are identified to eliminate drifts during a longer measurement time of typically
several hours. This is realized in Fig. 6.8, where two Gaussian line shapes are
fitted to the two peaks of the derivatives of the topographic signal. In addition,
the Kerr signal was normalized with regard to the topography signal from the
blank GaAs(001) wafer beside the stripe. Thereby, any changes in the laser
beam intensity or sample reflectivity can be excluded.
The eigenmodes can be calculated by micromagnetic simulation which are
displayed as solid lines in Fig. 6.7(b). Note, that a signal is observed at the
position where the odd modes are expected. The second mode, for example,
is not excited, however, a signal at this magnetic field is still observable. This
comes from a linewidth broadening and the overlap of the first and third mode.
Beside a little shift due to misalignment during sample fabrication, all data are
in good agreement.
6.2.3.2 Mode pattern
The SW imaging mode in combination with a field-sweep is facilitated to map
mz along the width of the stripe, i.e. along the y axis. Fig. 6.9(a) visualizes the
modes in a 2D pattern at a fixed phase of 90◦ and rf frequency of 12GHz along
a [110] patterned stripe where the color code denotes the Kerr signal strength.
A piezo stage moves the sample under the microscope giving insight into the
evolution of the eigenmodes with the change in magnetic field. After every
scan at a fixed position on the stripe, the magnetic field is increased in steps of
0.25-0.5mT.
The first mode can be clearly seen as a red colored area positioned at a
resonance field of about 72mT. The color of the broad and laterally elongated
region around it corresponds to a positive Kerr voltage arising from the peak
in the center. This coincides with the previous studies on SW spectroscopy
and electrical anisotropy measurements. The blue colored area is linked to a
negative anti-node in the center which is flanked by two positive anti-nodes at
the sides. The distance between first and third mode is roughly 8mT which was
derived previously. Here, the recording time of a single line scan is about four
minutes and a single data point is measured with an integration time of three
seconds. The measurement time was chosen to guarantee a good signal-to-noise
ratio while diminishing drifting, which occurs for very long measurements. No
additional data processing filters are used.
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Figure 6.9: a) Recorded Kerr signal for line scans in a range of different fields with
ψ = 90◦. The first (red, 72mT) and third (blue, 64mT) mode is clearly observable,
since these modes are the only ones which are excited by the homogeneous excitation
from the CPW (dashed lines). A 2D color plot with field and space coordinate as the
x and y-axis, respectively, gives a good insight into the magnetic mode pattern with
the Kerr voltage as colorcode. The measured data can be well reproduced by MuMax3
simulations (b).
The image of the measured TRMOKE pattern can be reproduced very
well by a micromagnetic simulation with MuMax3 as introduced in Sec. 3.7.
Fig. 6.9(b) shows the simulated data for the same frequency, phase and stripe
orientation. A homogeneous oop driving field hz of several Oersted excites the
magnetization. In addition, necessary fields such as the uniaxial and four-fold
anisotropy, and magnetic properties as the effective and saturation magnetiza-
tion are included in the simulation. With the given material parameters from
Tab. 3.17, it is possible to reproduce the field positions as well as mode spacing
in a very good way. Note that both graphs are normalized with regard to their
maximum amplitudes and a Gaussian smearing is applied to account for the
broadening of the laser spot.
In conclusion, these tools allow the excitation and efficient optical probing
of SSWs. Further, micromagnetic simulations reproduce the data with the given
parameters in great accordance, which is further exploited in the following study
of current-induced SOFs.
6.2.4 Current-driven standing spin waves
In order to investigate the spin-orbit fields originating at the interface of a
Fe/GaAs system, the sample layout must be changed to a stripe attached to
two contacts as seen in Fig. 6.2(b). Fig. 6.10 indicates the three generated fields
by an rf-current through the device which are explained in the following. By
sending an rf-current through a Fe/GaAs stripe, two effective, current-indeuced
magnetic fields, namely Dresselhaus- and Rashba-like SOF, are generated from
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Figure 6.10: Excitation of standing spin waves by a current jrf. In the cross section
of the stripe, the involved fields hipy , hoopz and hrfz are shown.
the bulk inversion asymmetry and the C2v-interface, respectively. Both in-
plane hipy and out-of-plane hoopz contributions are homogeneous across the stripe.
Additionally, the rf-current causes an anti-symmetric Oersted field hrfz which
increases in opposite direction towards both edges. Due to this field, odd modes
with even mode number n arise and, thus, both types of modes are present
having a drastic influence on the mode pattern.
6.2.4.1 Characterization of the current-driven SSWs
First, the new excitation method is investigated with respect to its induced
changes. This is done in the spectroscopy mode which reveals the previously
mentioned formation of odd modes. Fig. 6.11 shows the normalized Kerr volt-
age with respect to the topographic signal on the GaAs substrate. This map is
similar to the data from the previous geometry, however, an additional dent ap-
pears below the first mode. The anti-symmetric contribution from the current-
induced Oersted field lowers and increases the modes on the different halves of
the stripe. This changes also the resonance position and another mode spectrum
is obtained, which has to be evaluated in the following.
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Figure 6.11: Dependence on the mag-
netic field reveals almost the same be-
havior as for homogeneous excitation.
The data can be fitted by a combination
of three Lorentzian functions for each of
the first three modes.
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Figure 6.12: a, c) Recorded Kerr signal at two different phases of applied rf-current
shows a completely different mode pattern for the [110] crystal direction. b, d) Mea-
sured data is fitted with MuMax3 in order to extract both in-plane and out-of-plane
SOFs acting on the magnetization. The colorcode indicates the normalized amplitude
of the extrema over all pictures.
6.2.4.2 Current-induced mode pattern
It was shown previously, that the odd modes together with SOFs changes the
modes in such a way that the whole mode pattern has to be taken into account
for the data evaluation. The imaging mode can record the same 2D colored
pattern to investigate the strength of the SOFs. Fig. 6.12(a,c) show the mea-
sured Kerr signal for two different phases of ψ = 0 and 90◦, respectively, and a
current density of j = 1.5·1011A/m2 at 12GHz along a [110] orientated stripe.
The image looks, compared to the homogeneous excitation image in Fig. 6.9,
drastically altered by the appearance of even modes. Comparing panel a) to the
CPW pattern in Fig. 6.9(a), the first mode in both images appear as a antinode
peak (red color), whereas both phases differ by 90◦. This shift relates to the
oop driving field from the CPW which was already observed in Sec. 6.2.2.
A closer look on the current-induced mode pattern reveals a displacement
of the first and third modes towards the lower edge due to the influence of the
anti-symmetric Oersted field. This causes an enhancement of the pattern at
the bottom half of the stripe. The third mode gains only a little shift to the
lower side since the amplitude decreases to lower magnetic fields. Obviously,
the first two modes merge to a red triangularly shaped area where the highest
amplitude is located at a field between both modes. This is not equal to the
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field position determined by CPW measurement, which can be attributed to
the effect from the second mode. In panel c), showing a phase of 90◦, the
pattern reveals more features where the second and fourth mode is visible as
blue colored areas together with a big red area above the first mode. Around
the first mode, a pronounced negative and positive area of signal is developed.
In between, no signal is present and the anti-symmetric modes as well as odd
modes are better distinguishable.
The two maps can be reproduced by MuMax3 simulation where the three
current-induced fields are added to the code. The Oersted field created by the
current density is computed by Biot-Savart’s law taken into account the stripe
width and applied rf-current. The amplitudes of in-plane and out-of-plane fields
are set to several microtesla initially. The first simulated maps already reveal
the magnetic mode pattern with the initially guessed parameters very well.
Nevertheless, a least square algorithm tries to minimize the difference between
data and simulation by changing the two SOFs simultaneously. The simulated
pattern for one phase is compared pixel by pixel with the measured data for the
same phase between rf-current and magnetization precession. For this reason, it
is very important to align both images properly. The algorithm slightly changes
both SOFs, repeats the simulation with the new fields and again compares both
images. The matching parameter is either smaller or larger as the previously
derived percentage. In the beginning, this is done three times with only very
small deviations from the initial value giving a rough trend which makes it
easier to find the proper values. In every iteration step, the algorithm tries
to minimize the difference between both images until a threshold of minimal
difference is found.
This happens after about 20 runs, some convergence criterium is fulfilled
and only minor changes of the SOFs are observed within the last five iterations.
For a [110] device with a current density of 1.0·1010A/m2, the ip and oop SOFs
are determined to 56.4 µT and 10.0µT, respectively. The final value is averaged
over the last five iterations of the algorithm, where the deviation is less than 1%.
Fig. 6.12(b,d) shows the resulting simulated images which clone the measured
data very well. The measurements are repeated for all four patterned stripes
axis hip⊥ h
oop
⊥ h
ip
⊥/h
oop
⊥ jrf h
ip/jrf hoop/jrf
µT µT 1011A/m2 10−15Tm2/A
[100] 55.3 9.07 6.4 1.0 0.55 0.09
[010] 42.4 7.06 6.0 1.0 0.42 0.07
[110] 56.4 10.0 5.6 1.0 0.56 0.10
[-110] 29.4 7.52 3.9 1.0 0.29 0.08
Table 6.1: Summary of the in- and out-of-plane SOFs for the four crystallographic
orientations derived by MuMax3 simulations.
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Figure 6.13: The Kerr signal on a [110] (a) and [-110] (b) patterned stripe normalized
on the current density.
along the main crystal axes of the GaAs wafer together with accompanying
micromagnetic simulations. Here, hip denotes the in-plane SOFs orientated
perpendicularly with respect to the current or stripe direction.
The derived in- and out-of-plane SOFs for the four crystallographic axes
are summarized in Tab. 6.1 together with the current density from the micro-
magnetic simulation. Throughout all devices, the in-plane SOFs are roughly
six times larger than the oop fields for the same direction except of a ratio of
only four along the [-110] direction. The fields of the devices patterned along
[100] and [010] can be addressed solely to the Bychkov-Rashba fields, which are
orientated perpendicular with respect to the current direction.
Fig. 6.13 shows absolute Kerr intensity of the 0◦ and 90◦ phase for the [110]
(a) and [-110] (b) oriented stripe. Here, a larger signal is observed around
the first mode as red colored area due to the amplified Bychkov-Rashba and
Dresselhaus fields. The out-of-plane SOFs are evenly spread around hoop⊥ =
(0.09± 0.01)·10−15Tm2/A.
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Figure 6.14: The simulated in- and
out-plane SOFs normalized by the cur-
rent density.
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6.2.4.3 Discussion of results
The two different detection approaches can be compared in terms of ip and oop
spin-orbit fields. However, as mentioned previously, the Bychkov-Rashba and
Dresselhaus field can only be distinguished along the [100] and [010] direction.
In the following, the ip fields are normalized by the current density along these
direction.
From the SOT-FMR values in Tab. 5.2, the Bychkov-Rashba SOFs are
hip⊥/jrf = 0.82 and 0.65·10−15Tm2/A for the [100] and [010] patterned stripe,
respectively. The optically detected fields in the same stripes are hip⊥/jrf = 0.58
and 0.42·10−15Tm2/A, which are around 30% smaller than the electrical de-
tected ones. Additionally, a the [100] sample with both techniques shows a 20%
larger magnitude confirming the previous tendency of the SOT-FMR measure-
ment. The two directions should be equally from the theoretical consideration
of spin-orbit interaction. An explanation could be different samples since the
tendency is observed by two different techniques.
Mumax3 simulations are limited to perpendicularly orientated fields with
respect to the longitudinal stripe axis. Nevertheless, it is possible to determine
the Dresselhaus fields parallel to the stripe by the following assumption: the
resulting SOF along [110] can be regarded as the sum of Bychkov-Rashba and
Dresselhaus field. In contrast, the difference of both is observed in the [-110]
direction as already pictured in Fig. 2.4. From the ip data in Tab. 6.1, a Dres-
selhaus field can be calculated to hip‖ = 13.5 µT by using the Bychkov-Rashba
field hip⊥ = 42.4 µT of the [010] stripe. This leads to a ratio of h
ip
⊥/h
ip
‖ ≈ 3.1
which is larger than the ratio of 2.0 detected electrically.
The mean value of the electrically derived fields normalized by current
density is hoop⊥ /j = (0.57 ± 0.09)·10−15Tm2/A, see Tab. 5.3. This is slightly
smaller than previously reported fields on the same material system, which can
be explained by slightly different interface properties for different samples [8].
The optically observed fields reach only values of around hoop⊥ /j = (0.09 ±
0.01)·10−15Tm2/A. One reason could be the four times smaller susceptibility
of the out-of-plane contribution compared to the ip, and thus a smaller impact
on the mode pattern. This is also observed in a larger variance of the oop field
within the last five iterations of the algorithm before the convergence criterium.
Concluding, the constant oop field is confirmed by the simulations, however the
magnitude deviates from the SOT-FMR results. All fields normalized by the
current density is visualized in Fig. 6.14.
6.2.4.4 Evaluation of the eigenmodes
After determining the important SOFs, the focus is placed on the evaluation
of the mode profile with respect to the spatial coordinate. Thereby, a closer
look can be taken on the fields contributing to the development of the mode
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Figure 6.15: a) On a [110] oriented stripe the Kerr signal of the first mode increases
for higher current densities and shows an asymmetry due to the antisymmetric Oersted
field. b) The maximal Kerr amplitude with error bars as a function of applied current
density follows a linear dependence.
spectrum.
Fig. 6.15(a) shows the dependence of the Kerr amplitude with respect to
the current density. A linear behavior is expected from former electrical mea-
surements. The mode amplitude is enhanced towards the left half of the stripe.
In order to extract the maximum amplitude, each curve is fitted by simulation
with error bars for each current density, see panel b). The data is fitted by a
linear regression through the origin and a slope of (40 ± 1)· 10−17Vm2/A is
read out. Within the error bars, the fit can confirm the linear dependence on
the current density.
Fig. 6.16 shows the first three eigenmodes versus y for both phases which
illustrates the underlying physics in a very good way. The first and third mode
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Figure 6.16: The eigenmodes can be displayed with respect to the lateral space coor-
dinate across the stripe width for ψ = 0◦ (a) and 90◦ (b) phase. The measured data
matches quite well with micromagnetic simulations and reveals a shift of the maximal
amplitude to the right edge of about 0.4 µm.
105
6 Optical detection of spin-orbit fields in the Fe/GaAs system
0.0 0.7 1.4 2.1 2.8
0
10
20
30
40 1.28
1.19
1.09
1.01
0.92
0.85
0.79
0.74
0.0 0.7 1.4 2.1 2.8
0.8
1.0
1.2
V K
er
r
(µ
V)
y (µm)
j rf
·1
01
1
(A
/m
2 )
y (µm)
· 1011 A/m2
a) b)
Figure 6.17: a) The Kerr signal for the first mode increases for higher current densities
along a [110] oriented stripe as expected. b) The space coordinate of each maximum
scatters around a mean value of (1.67 ± 0.12) µm (black dot) resulting in a shift of
0.27 µm to the right edge of the stripe.
are more visible for a phase of 0◦ in contrast to the second mode, which is more
pronounced at ψ = 90◦. In both images, all three modes reveal a shift to the
right edge of the stripe of about (0.4 ± 0.1) µm. This shift arises solely by the
Oersted field which is discussed later in more detail.
The lateral position of the eigenmodes is investigated in a [110] oriented
stripe where the Kerr signal of the first mode is evaluated. Fig. 6.17(a) shows a
strong dependence of the amplitude of the Kerr signal on the applied current as
in former measurements. Obviously, the signal amplitudes increases for higher
rf-currents. The y-coordinate of the maximal Kerr signal can be plotted as a
function of current, which can be evaluated as a shift from the center of the
stripe at 1.4 µm, as can be seen Fig. 6.17(b). The values scatter around a mean
value of (1.13±0.12) µm. This leads to a displacement of (0.27±0.12) µm which
confirms the previous value from the eigenmodes.
This shift can be verified by micromagnetic simulations where the SOFs
are increased linearly with the current density. Fig. 6.18 shows that the lateral
position of the maximal amplitude is constant for different current densities
as expected. The same value of displacement can be reproduced to be about
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Figure 6.18: Current density depen-
dence on a simulated [110] orientated
stripe with different excitation power
and adapted SOFs. The black line in-
dicates the reference homogeneous exci-
tation by the oop field from the CPW.
Clearly, a shift due to the current-
induced SOFs of 0.33 µm can be seen.
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0.33µm which is in good agreement with the measurement.
6.3 Standing spin waves in the BV geometry
Now, the external field is rotated perpendicular, but still in-plane to the stripe
axis where spin waves are excited in the so-called backward volume geome-
try. As introduced in Sec. 3.5.2, the developed modes look completely different.
Here, all modes are concentrated in the middle of the stripe and forming a
crescent-shaped mode pattern towards higher fields. At first, the transition
from Damon-Eshbach to backward volume geometry is discussed by a sweep of
magnetic field angle.
As a first step, the magnetic Kerr signal is recorded at the stripe center by
means of the SW spectroscopy technique. Fig. 6.19(a) shows the Kerr signal
with increasing magnetic field beginning in the DE geometry at φH = 0◦ as
the darkest spectrum. Then, the angle of the applied field is rotated in steps
of about 15◦ up to φH = 90◦ which corresponds to the BV case. By doing
so, the resonance position of each spectrum moves to lower field (50mT) and
then up to 175mT, marked as yellow line. This change of resonance is mainly
due to the anisotropy, which exhibits an easy axis along [110] and a hard axis
along the [-110] direction. This was discussed in detail in the electrical SOT-
FMR section. Fig. 6.19(b) visualizes the resonance position as a function of
the magnetic field angle where the color of the data points corresponds to the
angle of the spectra in the left image. This angular dependence can be fitted,
as shown in Sec. 5.3, in order to determine the anisotropy constants where
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Figure 6.19: a) Several Kerr spectra at different magnetic field angles ranging from
the parallel (φH = 0◦, DE) to the perpendicular (φH = 90◦, BV) geometry where the
current is always applied along the [110] direction. b) The resonance position moves
from smaller (easy axis, φH = 45◦) to higher fields (hard axis, φH = 90◦). An angular
fit determines the anisotropy fields which fits very good with previous full-film FMR
experiments.
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Figure 6.20: a) The mode pattern for a perpendicularly magnetized stripe shows a
crescent-shape with a distinct maximum at the middle of the stripe. All modes are
merged to one single resonance at about 175mT due to the almost horizontal dispersion
relation at k = 0. The magnetic field angle corresponds to the hard axis for a current
direction along the [110] orientation. b) A micromagnetic simulation reveals additional
edge modes for higher fields.
values of µ0Heff = 1.92T, µ0Huni = 51mT and µ0H4 = −38mT are received,
which confirms the previous values derived by full-film FMR characterization
measurements in a very accurate way.
The mode pattern is constructed by several line scans and fields around
175mT both along the [-110] hard axis while the current and stripe direction
is along [110]. For this perpendicularly magnetized stripe, the SSWs are driven
by the homogeneous oop Oersted field from a CPW in order to excite only even
modes.
In Fig. 6.20(a), the familiar crescent-shaped mode can be seen which were
already introduced in Sec. 3.5.2 by numerical calculations. All modes are lo-
cated near one certain field value. Both tips of the crescent-shaped mode are
pointing towards higher fields and the signal increases from the left side towards
the maximum and falls to negative values on the right. Due to the negative
dispersion at k = 0, the modes are bundled so closely to each other that no
mode spacing can be found. Fig. 6.20(b) shows the equivalent mircomagnetic
simulation which verifies the experimental data very well. Notably, edge mode
are more prominent than in the experiment. The reason could an influenced
signal due to close vicinity to the edge. Further, a small deviation from the
90◦ field angle can change the mode drastically. Nevertheless, the data can be
qualitatively well recapped.
A closer look on the received pattern can be taken by plotting separate line
scans along Hext and y axis. Fig. 6.21(a) displays the signal the magnetization
during a magnetic field sweep at the center of the stripe. The Kerr signal is well
fitted by a single Lorentzian line shape indicating the appearance of a single
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Figure 6.21: a) The field dependence of the Kerr voltage at the center of the stripe
shows one broad peak. Again, the current flows along [110] and the magnetic field is
perpendicular, i.e. the hard axis. b) In lateral dimension, the main mode is clearly
visible together with a not very pronounced edge mode towards higher fields.
mode. However, the broad linewidth confirms the previous statement, that
in the Lorentzian lineshape of the mode maybe composed of several merging
modes. In particular, the fitted linewidth of 1.94mT is larger than the value
along [100] longitudinally magnetized sample of 1.82mT. In the following, we
will denote the merged mode as the main mode. Fig. 6.21(b) illustrates the
two diverse mode profiles as lateral coordinate at certain fields, namely the
large main mode at around 175mT and one edge mode at about 180mT. As
previously seen, the main mode contains a large positive amplitude in the center
of the stripe whereas the edge mode has two maxima towards both edges and
negative values in the middle.
Finally, the magnetization is again driven by a rf-current which induces the
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Figure 6.22: The current-induced mode pattern for a perpendicularly magnetized
stripe is completely different compared to the DE geometry. A [100] oriented stripe
shows a splitting of the crescent-shaped mode for both phases of ψ = 0◦ (a) and 90◦
(b).
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same three contributions acting on the magnetization as for the DE case.
Fig. 6.22 shows the mode pattern of the Kerr signal for two phases of 0 and
90◦ on a [100] orientated stripe. The Oersted field splits the crescent-shape
mode into two parts with opposite amplitude. The SOFs increase the oop
magentization in one area which is either the upper or lower half of the stripe
for ψ = 0 and 90◦, respectively. However, these pictures cannot be reproduced
by micromagnetic simulations. The algorithm diverges while trying to find an
accordance between measured data and simulated pattern. With a variation of
initial start parameters of the code or a slightly different magnetization angle,
it is still not possible to reproduce the mode pattern by simulations.
The simulated image for the BV geometry with the previously derived
SOFs along the same orientation is also completely different to measured data.
Within this thesis, it was not possible to find a solution that the Mumax3
simulation can reproduce the mode pattern obtained by measurements for this
configuration.
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Summary
Current-induced spin-orbit fields are acting as torques on the magnetization,
which arises either from spin currents or spin accumulations depending on the
material system. The torques are studied in Py/Pt and Fe/GaAs systems by
different techniques at room temperature. Two main principles are utilized
in order to detect the precession amplitude of the magnetization: electrically
by the dc-voltage rectification (ST-/SOT-FMR) or optically by the Kerr effect
(TRMOKE). Fabricated nanostructures in the micrometer range are excited
either directly by injecting a microwave current or externally by an oop rf-
driving field from a CPW. The electrical current modifies the magnetization
precession by a spin-transfer or spin-orbit torque depending on their origin.
The torques are generated by a spin-polarized current from a normal metal
layer or a spin accumulation at the interface.
In the first experiment, reported results on a Py/Pt bilayer are reviewed
by the ST-FMR technique together with electrical modulation of damping and
equilibrium change method. Two quantities, the spin Hall angle and spin dif-
fusion length, are determined for a fixed ferromagnet of 4 nm Py and vary-
ing Pt layer thickness between 0 and 8.4 nm. The ST-FMR is widely used as
a standard method for investigating current-induced magnetization precession
profiles, however, can only be applied to certain material system since it over-
estimates the spin Hall angle for involved field-like torques. A main difference
between the discussed methods is the influence on the magnetization by inject-
ing a spin current (ST-FMR, SP-ISHE) and the modification of the linewidth
due to an additional dc-current (MOD).
First, a transparent interface is regarded leading to an effective spin Hall an-
gle due to the neglected Py/Pt interface contribution. The conversion efficiency
of a charge into a spin current increases with increasing platinum thickness un-
til a saturation level above 6 nm of θ effSHA = 0.11 for ST-FMR is reached. This
agrees very well to θ effSHA = 0.10 from electrical MOD experiments on the same
device, which is exactly the reported value for optical MOD measurements on
the same wafer [37]. In addition, the spin Hall angle results are repeated by
the optical equilibrium change method, where the spin Hall angle is derived by
the spin-orbit efficiency parameter to θ effSHA = 0.11. Thus, all three different
measurement technique provide the same results as expected, since the samples
originate from a single set of wafers.
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Next, the contribution of the bilayer interface is considered, which is gov-
erned by the spin-mixing conductance. The measurements are repeated for
a set of varying platinum layers, since the spin-mixing conductance exhibits
are strong dependence on the normal metal thickness. First, it increases lin-
early until about 4 nm, where it saturates to about g↑↓eff = 2.2·1019m−1. The
interface-related spin Hall angle, normalized by the spin-mixing conductance,
is obtained by a tanh(dPt/λPt)-fit to θ iSHA = 0.26 together with a spin diffusion
length of λPt = 1.77 nm. The SHA is close to reported values of θ iSHA = 0.31
by SP-ISHE measurements. A spin diffusion length of λPt = 1.7 nm agrees also
very well and confirms the link between both methods. However, the results
differ to θ iSHA = 0.45, which is obtained by optical modulation of damping.
Nevertheless, the electrically detected MOD value can be calculated to 0.37
by assuming the same interface contribution. This is appropriate considering
the effect by te interface and measuring the same sample. The magnitude of
the interface-like SHA by ST-FMR agrees well with published results for sim-
ilar Py/Pt bilayers, where values of θ iSHA = 0.2 − 0.3 are reported [38–40]. A
large variance in the SDL is observed due to the different growth technique of
platinum and the Pt grain size is strongly related with the spin Hall conduc-
tivity and the interface transmittance. Finally, several temperature dependent
measurements with ST-FMR and static equilibrium method reveal a similar
behavior down to a few Kelvin within the error bars. The slight decrease can
be explained by a change of the spin diffusion length and conductivity. Con-
cluding, the spin-orbit field and the spin Hall angle are strongly related, since
both originates from the same spin Hall effect.
The goal of the second experiment is the detection and quantization of
spin-orbit fields in a thin, micrometer wide stripe of Fe/GaAs(001) along the
four crystallographic axes. On the one hand, this was performed electrically by
the SOT-FMR technique. On the other hand, a new approach was developed
in order to determine the SOF optically. Basically, the interface provides a C2v-
symmetry which induces Bychkov-Rashba-like SOFs together with Dresselhaus
fields from the bulk. These originate from a spin accumulation at the interface
and drive the magnetization precession in the ferromagnetic layer. These fields
are explored in two different ways:
(i) A rectified dc-voltage, built up along the stripe due to anisotropic magneto
resistance and rf-current, can be decomposed into a symmetric and anti-
symmetric Lorentzian line shape. The two voltages amplitudes are eval-
uated with respect to the angle of the magnetization due to the dragging
effect from the strong anisotropy in iron. The behavior of the two voltage
magnitudes with respect to the magnetization angle follows a combination
of a sine and cosine functions. The parallel and perpendicular SOFs can
be derived with respect to the current or stripe direction. The comparison
of in-plane SOFs reveal a mainly Bychkov-Rashba dominated interface for
112
[100] and [010] directions, which is roughly twice the Dresselhaus-like con-
tribution. The effective ip SOFs are up to two times larger than the out-
of-plane fields and exhibit a pronounced angular dependence. The largest
magnitude is along the [110] axis due to the two-fold symmetry in contrast
to a relative constant magnitude for the oop fields. The normalized perpen-
dicular SOFs with respect to the current densities are hip⊥/jrf = (0.5−1.4)
and hoop⊥ /jrf = (0.35 − 0.65)·10−15Tm2/A. Overall, a larger ip value is
observed as expected from previously measured data in wider stripes [8].
(ii) A new optical approach is developed to quantify the SOFs in order to
confirm the electrical results. A TRMOKE microscope is used to resolve
the developed standing spin waves generated by the combination of two
SOFs and the Oersted field from a rf-current. The inhomogeneous driving
torques cause a distinct mode pattern in the Fe stripe, where the polar
component of the magnetization is probed by the TRMOKE. The mode
profile across the stripe is received for different magnetic fields in the DE
geometry. A homogeneous driving field is used to determine the important
quantities as the mode spacing and resonance fields. The measured data
is verified by micromagnetic simulations, which reproduce the measured
data with high accuracy. Additionally, this approach is self-calibrated
since the dynamic mode pattern can be compared with the homogeneous
pattern as a reference. The SOFs in the micromagnetic simulations are
tuned to reproduce the measured pattern. The strength of the SOFs is
quantified by an algorithm which tries to minimize the difference between
measured and simulated mode map. A similar distribution of the in-plane
SOFs is found for the four crystallographic axes, where the [110] again
shows the largest magnitude and [-110] the lowest. In addition, the out-
of-plane SOFs scatter around a constant value despite a large spike for the
[110] device which cannot be explained. Nevertheless, normalized SOFs
of hip⊥/jrf = (0.29− 0.56) and hoop⊥ /jrf = 0.09·10−15Tm2/A are extracted
from the simulations for the in-plane and out-of-plane fields, respectively.
The two methods are compared with respect to their SOF magnitudes along
the [100] and [010] directions. Optically, only the Bychkov-Rashba-like fields
are accessible and an assignment of the two SOFs can only be made for [100]
and [010] devices. The electrically detected fields are roughly two and seven
times larger than the optical ones for the in-plane and out-of-plane orientation,
respectively. In addition, the optically derived ratio of hip⊥/h
oop
⊥ is about three
times larger than the electrical ratio. These deviations could be explained by
the local and non-local measuring procedure and the current calibration with
two different setups but have to be evaluated further. Nevertheless, the same
distribution along the four crystallographic axes can be observed, where the
[110] device exhibits the largest magnitude and [-110] the smallest. Within the
time frame of this thesis, it was not possible to investigate the open questions
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arising from the difference of the two methods.
Concluding, it was shown that spin-orbit fields can be measured by an elec-
trical and optical approach on the very same sample design. The new method
provides a elegant tool to quantify the SOFs by a TRMOKE and micromagnetic
simulations.
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