We prove theorems on edge splittings and edge-connectivity augmentation in directed hypergraphs, extending earlier results of Mader and Frank, respectively, on directed graphs.
exist k edge-disjoint paths from s to t if and only if ρ(X) ≥ k for every set X ⊂ V with s / ∈ X, t ∈ X. Hence it is natural to call a dypergraph D = (V, E) k-edge-connected if ρ(X) ≥ k for every ∅ = X ⊂ V . (We use ⊂ to denote proper inclusion, while ⊆ means ⊂ or =.)
In this paper we focus on a different group of edge-connectivity questions. We prove theorems on edge splittings and edge-connectivity augmentation in dypergraphs, extending earlier results of Mader [8] and Frank [2] on directed graphs.
Preliminaries
In this section we introduce further notation and prove some basic facts on dypergraphs. Let D = (V, E) be a dypergraph. For X ⊂ V we have already defined the in-degree ρ(X) of X. Let δ(X) = ρ(V − X) denote the out-degree of X. (1) Lemma 2.2. Let D = (V, E) be a dypergraph and let X, Y ⊆ V . Then
Lemma 2.3. Let D = (V, E) be a dypergraph and suppose that X ∩ Y is incident with edges of size two only for some sets X, Y ⊆ V . Then
We shall often consider a dypergraph D = (V + s, E) with a designated vertex s. In this case we shall always assume that the designated vertex s is incident to graph edges (that is, edges of size two) only. Let N − (s) = {v ∈ V : vs ∈ E} and N + (s) = {u ∈ V : su ∈ E}. We say that D = (V + s, E) is (k, s)-edge-connected if
and δ(X) ≥ k for all ∅ = X ⊂ V.
Given a dypergraph D = (V, E ), a k-extension of D is a (k, s)-edge-connected dypergraph D = (V + s, E), obtained from D by adding a new vertex s and some edges of size two incident to s in such a way that (4) and (5) hold. Lemma 2.4. Let D = (V +s, E) be a (k, s)-edge-connected dypergraph and let A, B ⊂ V be intersecting sets. Then:
Proof. (a) follows from Lemma 2.2, (b) and (d) follow from Lemma 2.1 and (c) follows from Lemma 2.3.
A set X ⊂ V is called in-critical if ρ(X) = k and out-critical if δ(X) = k. A set is critical if it is in-critical or out-critical (or both). Lemma 2.6. Let D = (V +s, E) be a (k, s)-edge-connected dypergraph and let R ⊂ V be an in-critical set. Then δ(V − R, s) ≥ δ(s, R).
Proof. The lemma follows since
k ≤ δ(V − R) = ρ(R + s) = ρ(R) − δ(s, R) + δ(V − R, s) = k − δ(s, R) + δ(V − R, s)
Splitting off edges
Let H = (V + s, E) be a dypergraph with a designated vertex s ∈ V . The operation splitting off replaces an edge su and a set of edges {v 1 s, v 2 s, ..., v t s} by a new hyperedge (Z, u), where Z = {u, v 1 , v 2 , ..., v t }. This operation is also called a t-splitting at s (on {su, v 1 s, v 2 s, ..., v t s}). If u = v i for some 1 ≤ i ≤ t then v i is not present as a tail vertex in Z. If u = v i for all i then no new hyperedge is added. A 1-splitting on edges su, vs corresponds to the well-known operation of "splitting off" in digraphs, which replaces su and vs by a new edge vu. A complete splitting at s is a sequence of splittings which isolates s.
Given a (k, s)-edge-connected dypergraph D = (V + s, E), a t-splitting at s on su, v 1 s, v 2 s, . . . , v t s (or the pair (su, {v 1 s, v 2 s, . . . , v t s})) is admissible if the dypergraph obtained by splitting off these edges is also (k, s)-edge-connected. An admissible complete splitting is a complete spitting in which each splitting is admissible i.e. a complete splitting which results in a k-edge-connected dypergraph on vertex-set V . Lemma 3.1. Let D = (V + s, E) be a (k, s)-edge-connected dypergraph and let su, v 1 s, v 2 s, . . . , v t s ∈ E. The pair (su, {v 1 s, v 2 s, . . . , v t s}) is not admissible if and only if there exists X ⊂ V such that one of the following sets of conditions holds (possibly after permuting the indices of the v i 's): (i) for some 2 ≤ r ≤ t we have δ(X) ≤ k + r − 2, u ∈ X, and v i ∈ X for all 1 ≤ i ≤ r, (ii) for some 1 ≤ r ≤ t we have δ(X) ≤ k +r −1, u ∈ X, and v i ∈ X for all 1 ≤ i ≤ r, (iii) ρ(X) = k, u ∈ X, and v i ∈ X for all 1 ≤ i ≤ t.
Proof. It is easy to see that if any of (i),(ii), or (iii) holds then X will violate (4) or (5) after splitting off the pair (su, {v 1 s, v 2 s, . . . , v t s}). Conversely, suppose that after splitting off this pair there exists a set X ⊂ V in the resulting dypergraph D which violates (4) or (5) 
Thus, for a suitable permutation of the indices and choice of r with 2 ≤ r ≤ t, we must have v i ∈ X for 1 ≤ i ≤ r, and δ(X)
Thus, for a suitable permutation of the indices and choice of r with 1 ≤ r ≤ t, we must have v i ∈ X for 1 ≤ i ≤ r, and δ(X) ≤ k + r − 1. That is, (ii) holds. Next suppose ρ (X) < k. Then we must have u ∈ X. Since ρ(X) − ρ (X) ≤ 1, and equality holds if and only if v i ∈ X, 1 ≤ i ≤ t, it follows that condition (iii) holds.
Note that (i) and (ii) imply that (su, W ) is not admissible for any {v 1 s, v 2 s, . . . , v r s} ⊆ W , while (iii) implies that (su, W ) is not admissible for any W ⊆ {v 1 s, v 2 s, . . . , v t s}.
Lemma 3.2. Let D = (V + s, E) be a (k, s)-edge-connected dypergraph with ρ(s) ≥ δ(s) and let su ∈ E. Then there is no admissible 1-splitting at s containing su if and only if there exist two maximal in-critical sets
Proof. Since there is no admissible 1-splitting containing the edge su, it follows from Lemma 3.1 that there exists a family of maximal critical sets R 1 , R 2 , . . . , R t with
Then by Lemma 2.5 it follows that R 1 and R 2 are both in-critical sets and
A simple but useful corollary of this lemma is a sufficient condition for the existence of a 1-splitting, in terms of the in-and out-degree of s. (See [1] for an application.)
Then for every edge su ∈ E there exists an admissible 1-splitting at s containing su.
Proof. Consider a fixed edge su ∈ E. If there is no admissible 1-splitting at s containing su then by Lemma 3.2 there exist two maximal in-critical sets
R i the core of F and the sets P i = V − R i the petals of F. The size of the flower is equal to the number of petals t. If u ∈ N + (s) and u is in the core of F then we say the flower F is centered on u.
Theorem 3.4. Let D = (V + s, E) be a (k, s)-edge-connected dypergraph with ρ(s) ≥ δ(s) and let su ∈ E. Then there is no admissible r-splitting containing su for all 1 ≤ r ≤ t if and only if D has a flower of size t + 1 centered on u.
Proof. If D has a flower F of size t + 1 centered on u, then, since the petals of F are pairwise disjoint, for any 1 ≤ r ≤ t and any r-splitting (su, {v 1 , v 2 , ..., v r }), there exists a petal P j with v i / ∈ P j for all 1 ≤ i ≤ r. This implies that R j satisfies Theorem 3.1(iii), and hence the splitting is not admissible.
To see the necessity, suppose that there is no admissible r-splitting containing su for all 1 ≤ r ≤ t. Since, in particular, there is no admissible 1-splitting containing su, it follows from Lemma 3.2 that D has a flower of size 2 centered on u. Let
Since D has no m-splitting containing su, it follows from Lemma 3.1 that (for a suitable permutation of the indices) there exists X ⊂ V such that either Lemma 3.1(i), (ii), or (iii) holds. (i) There exists a set X ⊂ V with v 1 , v 2 , . . . , v r ∈ X, u ∈ X and δ(X) ≤ k + r − 2 for some 2 ≤ r ≤ m.
. . , v r ∈ X − Y and s ∈ Y − X and r ≥ 2. This contradiction shows (i) cannot occur.
(ii) There exists X ⊂ V with u, v 1 , v 2 , . . . , v r ∈ X and δ(X) ≤ k + r − 1 for some 1 ≤ r ≤ m. First suppose r = 1. Then X is out-critical and, by applying Lemma 2.4(d) to X and
there exists P j , 1 ≤ j ≤ m such that P j − X = ∅ and so we can choose P i = P j with 1 ≤ i ≤ r, using the fact that r ≥ 2. In both cases we have v i ∈ P i ∩ X.
Let Y = P i + s. By Lemma 2.2
We can assume X is a maximal in-critical set. By Lemma 2.5, Proof. If (i) or (ii) holds then for all 1 ≤ r ≤ t and any r-splitting on (su, {v 1 , v 2 , ..., v r }), there exists a petal P j of F such that u / ∈ P j and v i / ∈ P j , for all 1 ≤ i ≤ r. This implies that R j satisfies the conditions of Lemma 3.1(iii), and hence the splitting is not admissible.
To see the necessity, let us choose a vertex u ∈ N + (s). Since there is no admissible t-splitting containing su , it follows from Theorem 3.4 that there is a flower
i=1 R i then we conclude that (i) holds. Otherwise there is a vertex u ∈ N + (s) in one of the petals, say P t+1 , of F. By Lemma 2.6, δ(V − R i , s) ≥ δ(s, R i ) ≥ 1 for all 2 ≤ i ≤ t + 1. Thus we can choose v i ∈ P i ∩ N − (s) for all 2 ≤ i ≤ t + 1. Since the splitting on (su, {v 1 , v 2 , ..., v t }) is not admissible, it follows from Lemma 3.1 that (for a suitable permutation of the indices) there exists X ⊂ V such that either Lemma 3.1(i), (ii), or (iii) holds.
If (i) or (ii) holds then, by exactly the same argument that we used in the proof of Theorem 3.4 (i) and (ii), we get a contradiction.
So suppose that (iii) holds, that is, there exists a set X ⊂ V with ρ(X) = k, u ∈ X and v 1 , v 2 , . . . , v t ∈ X. We can assume X is a maximal in-critical set. By Lemma 2.5, X ∪ R i = V for all 1 ≤ i ≤ t + 1. Therefore F = {R 1 , R 2 , . . . , R t+1 , X} is a flower of size t + 2 in D. Thus (ii) holds. This completes the proof of the theorem.
The next result was stated by Frank [3] without proof. 
Next suppose (ii) holds. Then by Lemma 2.6 we have ρ(s)
Lemma 3.10. Let D = (V + s, E) be a (k, s)-edge-connected dypergraph with ρ(s) ≥ δ(s) and let su ∈ E. Suppose that there exists an admissible i-splitting and an admissible j-splitting containing su for some 1 ≤ i < j. Then there exists an admissible l-splitting containing su for all i < l < j.
Proof. Let S = {su, v 1 s, v 2 s, . . . , v j s} be an admissible j-splitting of D. Using induction on j − i, it suffices to show that there is an admissible (j − 1)-splitting containing su. Suppose not. Let S t = {su, v 1 s, v 2 s, . . . , v j s} − {v t s} for all t, 1 ≤ t ≤ j. Since D has no (j−1)-splitting containing su, we can use the note following Lemma 3.1 and the fact that {su, v 1 s, v 2 s, . . . , v j s} is an admissible splitting, to deduce that there exists X t ⊂ V such that ρ(X t ) = k, and {u, v 1 , v 2 , . . . , v j } − {v t } ⊆ X t for all t, 1 ≤ t ≤ j. We may assume that each X t is a maximal in-critical set. Note that v t ∈ X t for all t, 1 ≤ t ≤ j, otherwise X t would imply that S is not an admissible splitting. Thus the sets X t are all distinct. Applying Lemma 2.5 we deduce that X r ∪ X t = V for all r, 1 ≤ r < t ≤ j. Since u ∈ j t=1 X t it follows that F = {X 1 , X 2 , . . . , X j } is a flower of size j centered on u. Since i ≤ j − 1, the existence of F implies that there is no admissible i-splitting containing su by (the easy part of) Theorem 3.4. This contradicts the initial hypotheses of the lemma. + 1 ≤ (t − 1) + 1 = t, and hence D has no flower of size more than t by Lemma 3.5. By Theorem 3.4 this implies that for each su ∈ E there is an admissible i-splitting containing su for some 1 ≤ i ≤ t. Suppose that there is no admissible t-splitting at s in D. By Theorem 3.6, D has an admissible complete splitting at s. Since (t − 1)δ(s) < ρ(s), there is an admissible ρ i -splitting in this complete splitting sequence with ρ i ≥ t. By our assumption this implies ρ i ≥ t+1. Let su be the edge leaving s in this splitting. As we have seen, su is contained in an admissible l-splitting for some 1 ≤ l ≤ t − 1. Now we can use Lemma 3.10 to deduce that su is contained in an admissible t-splitting, a contradiction. 
Proof. By Lemma 3.11 we can perform admissible t-splittings at s as long as we maintain (t − 1)δ(s) < ρ(s). Note that such a splitting will always maintain ρ(s) ≤ tδ(s). It is also easy to see that when we get stuck (that is, when (t − 1)δ(s) < ρ(s) fails in the current dypergraph D ) then we have (t − 1)δ (s) = ρ (s). By applying Lemma 3.11 to D we can deduce that there is an admissible complete splitting at s in D consisting of admissible (t − 1)-splittings. Thus all the edges incident to s can be split off by admissible t-or (t − 1)-splittings, as required.
Connectivity augmentation
In this section we apply our results on admissible splittings in dypergraphs to extend earlier results on edge-connectivity augmentation of directed graphs. We start with the k-edge-connectivity augmentation problem: given a dypergraph D = (V, E), find a smallest set F of hyperedges of size (at most) t for which D = (V, E ∪ F ) is k-edge-connected.
We shall characterize the minimum size of an augmenting set F with the help of Theorem 3.12 and the following result from the theory of submodular functions, due to Fujishige [6] . A function p : 
and
Theorem 4.2. Let D = (V, E) be a dypergraph and γ be a non-negative integer. Then D can be made k-edge-connected by adding γ new hyperedges of size at most t if and only if
holds for every subpartition {X 1 , X 2 , ..., X r } of V .
Proof. Let F be a set of hyperedges of size t which makes D k-edge-connected and for every v ∈ V let z F (v) = |{e ∈ F : the head of e is v}|. Then we must have
, the necessity of (8) follows. A similar argument shows that (9) is also necessary. To see sufficiency suppose that (8) and (9) hold. Let us define a function p : 2 V → Z by p(∅) = 0, p(V ) = γ, p(X) = k − ρ(X), for all X ⊂ V with |X| ≥ 2, and p(x) = max{0, k − ρ(x)} for all x ∈ V . Since the in-degree function ρ is submodular by Lemma 2.1, it is easy to see that p is crossing supermodular. We shall show that p satisfies conditions (6) and (7) of Theorem 4.1. Let P = {Z 1 , Z 2 , ..., Z q+1 } be a partition of V and let {X 1 , X 2 , ..., X r } be the subpartition of V consisting of those elements X i ∈ P for which p( (6) holds. Furthermore, since each edge of D has a unique head, we have
by (8) , and (7) holds. Finally we consider the case when p(V − Z j ) = k − ρ(V − Z j ) for some j, 1 ≤ j ≤ q + 1. Then we must have |V − Z j | = 1, q = 1 and p(V − Z j ) = 0. Assuming without loss of generality that j = 1 and V − Z 1 = {v}, we have
by (8) , and again (7) holds. It follows from Theorem 4.1 that there exists a function
To finish the proof we construct an extension D = (V +s, E ) of D by adding a new vertex s and z in (v) parallel graph edges from s to v for each v ∈ V , and a minimal set of graph edges from V to s to ensure that δ (X) ≥ k for all ∅ = X ⊂ V . Then D is (k, s)-connected and minimality implies that, for each edge vs ∈ E , there exists an out-critical set X ⊂ V with v ∈ X. Claim 4.3. δ (s) = γ and ρ (s) ≤ (t − 1)δ (s).
Proof. The fact that δ (s) = γ follows since z in (V ) = γ. To prove the second inequality we apply the proof method of [2, Lemma 3.3] . Choose a family of out-critical sets P = {X 1 , X 2 , . . . , X r } in D which cover the set of in-neighbours of s and are such that r is as small as possible. If P is a subpartition of V then ρ (s) = r i=1 k − δ(X i ) ≤ (t − 1)γ by (9). Hence we may assume that P is not a subpartition of V . Lemma 2.4(a) and the minimality of r now implies that r = 2 and
Using the claim, we may modify D , if necessary, by adding more graph edges from V to s arbitrarily, until ρ (s) = (t − 1)δ (s) = (t − 1)γ holds in D . By applying Theorem 3.12 to D we obtain an admissible complete splitting at s, consisting of γ t-splittings. The hyperedges of size at most t obtained by these splittings form the required augmenting set of size γ for D.
If D is a directed graph and t = 2 then we get Frank's theorem as a corollary. 
hold for every sub-partition {X 1 , . . . , X t } of V . where q = min{l, δ(s, P 1 ∪ P 2 ∪ . . . ∪ P r )}, and P i = V − R i for all 1 ≤ i ≤ r.
Open problems
Suppose that F = {R 1 , R 2 , . . . , R r } is a family with the above properties in D and let vs, su be a 1-split. If u ∈ ∩ r i=1 R i then splitting off vs, su reduces the in-degree of at least r − 1 sets in F by one. Otherwise the splitting reduces the in-degree of at least r − 2 sets in F by one. Hence for a dypergraph D obtained from D by a sequence of l 1-splittings we have
ρ(R i )−(r−2)l−(l−q) ≤ rk+(r−1)l−q−1−(r−2)l−(l−q) = rk−1, which implies that ρ (R i ) ≤ k−1 for some 1 ≤ i ≤ r. Thus the sequence of 1-splittings is not admissible. This proves sufficiency.
The case l = 1 of the conjecture follows by choosing t = 1 in Theorem 3.8.
The longest splitting sequence problem is a special case of the following question. Let D = (V + s, E) be a (k, s)-edge-connected dypergraph and let S = {(p 1 , p 2 , ..., p w ), (q 1 , q 2 , ..., q w )} be a pair of sequences of positive integers with w 1 p i = δ(s) and w 1 q i = ρ(s). An S-detachment at s is obtained by replacing s by w vertices s 1 , s 2 , ..., s w and replacing every edge su (vs) by a new edge s i u (vs i , respectively) for some 1 ≤ i ≤ w, so that ρ(s i ) = p i and δ(s i ) = q i hold for all 1 ≤ i ≤ w. An S-detachment is admissible if the resulting dypergraph also satisfies (4) and (5) . It can be seen that if p i = q i = 1 for all 1 ≤ i ≤ w then an S-detachment corresponds to a complete splitting consisting of 1-splits. An interesting problem is to characterise when there is an admissible S-detachment in a directed (hyper)graph D.
Note that the corresponding problem for undirected graphs has been solved by Fleiner [5] , see also [1, 7] .
