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Abstract
In the framework of decay theory of Goldberger and Watson we treat α-
decay of nuclei as a transition caused by a residual interaction between the
initial unperturbed bound state and the scattering states with α-particle.
The integrable wave function for the α-decay is derived. The α-particle is
described by the wave packet, having small amplitude inside the nucleus
and exponentially growing in external region up to the α-wave front. The
Moshinsky’s distortions of the α-wave front are analyzed. It is found that
the energy of the decaying level does not satisfy commonly accepted Bohr-
Sommerfeld quantization rule for the quasibound levels. Only far from this
condition the decay rate turns out to be determined by the Gamov’s factor
for the barrier penetrability. The derived general expression for the decay
rate is approximated by the familiar quasiclassical formula.
Keywords: alpha-decay, resonant scattering, Hilbert space
1. Introduction
For long time the resonant scattering and decays are intensively discussed
in the literature. As far as in 1928 Gamov [1] and later Condon and Gurney
[2] explained the experimental data on α-decay by tunneling of α-particles
through the Coulomb barrier. The decaying state of the parent nucleus
is characterized by very small width Γ compared to the energy Q released
during the α-decay. Due to this fact Gamov [1] reduced the time-dependent
task of decay to the stationary Schro¨dinger equation for the discrete state of
the α-particle, described by the wave function ψ(r) with the energy E0. The
necessity to provide decay of the nucleus forced Gamov and his followers to
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replace E0 by the complex energy E0− iΓ/2 with Γ standing for the width of
the level. The corresponding wave number of the emitted α-particle κ ∼ √E
is also complex: κ = κ′ + iκ′′, where κ′ > 0, κ′′ < 0. As a consequence, the
wave function, which describes relative motion of nuclear fragments, diverges
with growing distance r between them, becoming not square-integrable, i.e.
its norm ||ψ(r)|| =∞. This contradicts to the probabilistic interpretation of
the wave function. Moreover, such functions are not vectors of the traditional
Hilbert space of square-integrable functions with the Hermitian operators
operating there [3]. Instead, these functions are eigenfunctions of the non-
Hermitian Hamiltonians having complex eigenvalues E. Example of such
non-Hermitian Hamiltonian, responsible for the cluster decay of nuclei, has
been derived by Silisteanu et al. [4].
Furthermore, it is always demanded that the energy levels of such quasi-
bound states are determined by the quasiclassical Bohr-Sommerfeld quanti-
zation rule [5]. In particular, trying to ensure this restriction for every direc-
tion inside the deformed nuclei, Ismail et al. [6] imposed strange requirement
that the depth of the nuclear potential well depends on the direction of the
α-particle emission. It is worth to remind that the Bohr-Sommerfeld condi-
tion indicates position of the quasistationary levels in the case of scattering
of point-like particles in the potential field (see, e.g., Ref. [7]). These levels
manifest themselves as resonances in the scattering cross section. The fea-
tures of such a resonant scattering of structureless α-particles in the nuclear
potential field have been analyzed by Karpeshin et al. [8].
For validation of the Gamov states in quantum theory it was introduced a
cumbersome formalism of so-called rigged Hilbert space (RHS) [9-14], which
already adopts the non-Hermitian Hamiltonians and nonintegrable functions.
In this way the functions ψ(r) for the quasistationary states are interpreted
as vectors of RHS, representing also resonances in the scattering.
Sitenko [7] indicated that divergence of the α-wave function can be over-
come if the particle is described by the wave packet Ψ(r, t), formed by the
scattering wave functions ψE(r, t) with real energies E in the vicinity of the
quasistationary energy level E0, being determined by the Bohr-Sommerfeld
rule. He assumed the wave packet to be localized at t = 0 inside the nucleus
in the region 0 < r < R. At t > 0 it begins to spread, leaking from the
nucleus. The obtained wave function Ψ(r, t) again exponentially grows with
r, but has a sharp wave front at the point rf = vt, where v is the velocity of
the α-particle. This ensures normalization of Ψ(r, t) to unity.
In more detail leaking of the wave packet, initially localized in the region
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0 < r < R, through the potential barrier V (r) ∼ δ(r − R) has been studied
in Refs. [15-17] by applying the Moshinsky function. This function was
introduced [18, 19] in the task with a shuttle instantaneously disappearing
at t = 0, that allows spreading of the wave packet in the outer region.
Similar two-potential model of decay has been constructed by Gurvitz
and Kalberman [20]. They believed that at t < 0 there was a bound level
with the energy E0 in a spherically symmetric potential U(r) consisted of
the potential well at 0 ≤ r < R and the impenetrable barrier of the constant
height U(r) = V0 > E0 at R ≤ r <∞. Then at t = 0 another potential W (r)
is abruptly switched on, which transforms the initial potential U(r) to more
realistic V (r) = U(r) + W (r), including already the barrier of finite width.
The authors treated the W (r) as a perturbation, which ensures decay of the
initially bound state. The continuous spectrum in Refs. [20] begins at the
brim of the barrier V0 and therefore does not overlap with the bound level E0.
But in this case the energy conservation law forbids decay of such a bound
state. In order to overcome this difficulty and remove some singularities the
authors introduced ad hoc one more potential W˜ (r) = W (r) + V0.
All these models very schematically reproduce physics of the decay. In
reality initially there is no ready α-particle. At the initial moment t =
0 the wave function Ψ(r, 0) is described by the shell model, which treats
all the nucleons as free particles contained in a potential well. The wave
functions of such bound states ϕa are eigenfunctions of the unperturbed
Hamiltonian H0. Their coupling to the states of the continuum spectrum ϕ
+
b
with ready α-particle is realized by means of the residual interaction V ′, being
the difference of the complete Hamiltonian H and H0. At the transition from
ϕa to ϕ
+
b some potential energy of the intrinsic nuclear motion transforms
into the kinetic energy of relative motion E of emitted nuclear fragments. All
this enforces us to conclude that the adequate derivation of the integrable
wave function for cluster decay remains so far a challenge.
In this paper following Goldberger and Watson [21] we shall split the
Hamiltonian H into the unperturbed Hamiltonian H0 and the perturbation
V ′,
H = H0 + V
′. (1)
The operator H0 has the eigenfunctions ϕa for the bound states as well as
ϕ+b for the continuous spectrum. Let in the initial moment t = 0 the parent
nucleus be described by the wave function Ψ(0) = ϕa, without any α particle.
Afterwards the wave function Ψ(t) attributes components ∼ ϕ+b , whereas the
3
amplitude of ϕa exponentially attenuates.
In the inverse process of the α-scattering by the nucleus such a state
ϕa manifests itself as a resonant compound state, where the energy of the
captured α-particle is shared among all the nucleons and the particle itself
is dissolved in the nucleus.
2. Main definitions
For division of the nuclear Hamiltonian H into the unperturbed Hamil-
tonian H0 and perturbation V
′, responsible for the decay, we apply the
projection-operator formalism of Feshbach [23-25]. In this way the Hilbert
space of all nuclear wave functions is divided into wave functions of quasi-
bound states and wave functions of the states of the continuous spectrum.
Next, the projection operators Q and P are introduced, which act, respec-
tively, on the quasibound and scattering states,
P2 = P , Q2 = Q, P +Q = 1, QP = 0. (2)
Correspondingly, any wave function of the nuclear system can be represented
by the expression
Ψ = PΨ +QΨ, (3)
while the exact Hamiltonian by
H = HQQ +HPP +HQP +HPQ, (4)
where HQQ = QHQ, etc. In this way the unperturbed Hamiltonian can be
defined as
H0 = HQQ +HPP (5)
and the perturbation operator as
V ′ = HQP +HPQ. (6)
The basis functions ϕa of the Q-subspace are determined by the eigenvalue
equation
HQQϕa = εaϕa, (7)
while the vectors ϕ+b of the P-part of the Hilbert space by
HPPϕ+b = εbϕ
+
b . (8)
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All the functions ϕa and ϕ
+
b are orthogonal because H0 is a Hermitian oper-
ator. They form a complete set of basis vectors. Although the explicit form
of the operators H0 and V remains obscure, the Feshbach’s approach allows
us to understand main features of the α-decay.
Let the charge number of the parent nucleus be Z and the mass number
A. The nuclear decay is considered in the c.m. frame. Both potential
Vn(β; r) and VC(β; r), depending on the deformation parameter β, can be
expanded in the series in β. Here we consider the zeroth order terms Vn(r)
and VC(r) representing spherically symmetric potentials. The corrections to
these potentials, dependent on β, can be accounted in the coupled-channels
formalism [25].
In the α-decay channel we have ready α-particle and a daughter nucleus,
whose relative motion is determined by the radius-vector r, while their in-
trinsic motion by the coordinates ξα and ξd, respectively. The same variables
are used in the cluster model (see, e.g., [26]) for any separated group of two
protons and two neutrons as well as A−4 nucleons of the parent nucleus. The
parent nucleus in the initial state, formed at t = 0, consists of free nucleons,
moving in some central potential field.
Let at t = 0 this initial state be described by the function ϕa = gp(ξ, r),
where ξ = {ξα, ξd}, while the corresponding eigenvalue of H0 be εa =Mpc2 +
Ep, where Ep is the energy of the excited nuclear level, the subscript p specifies
the spin Ip, its projection Mp on the quantization axis and any other quantum
numbers. HereafterMp(d) andMα are the masses, respectively, of the parent
(daughter) nucleus and the α-particle being in the ground state.
In the α-decay channel the unperturbed Hamiltonian H0 is a sum of the
kinetic energy operator of the relative motion of the fragments K, their po-
tential energy V (r), Hamiltonians for internal motion of the daughter nucleus
H
(d)
in and the α-particle H
(α)
in :
H0 = K + V (r) +H
(α)
in +H
(d)
in , K = −
~2
2µ
∆r, (9)
where the reduced mass µ =MdMα/(Md +Mα).
The eigenfunctions of H0 are
ϕ+b (ξ, r) = ψ
+
κ (r)gd(ξd)gα(ξα). (10)
These wave functions must be yet antisymmetryzed [27]. The factors gd(ξd)
and gα(ξα) describe internal motion of the clusters and are determined by
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the equations
H
(α)
in gα(ξα) =Mαc2gα(ξα), (11)
H
(d)
in gd(ξd) = (Mdc2 + Ed)gd(ξd),
where Ed is the excitation energy of the daughter nucleus, the subscript d of
gd(ξd) includes spin Id, its projection Md, etc.
The function ψ+κ (r), responsible for the relative motion, satisfies the
Shro¨dinger equation [
~2
2µ
∆r − V (r) + E
]
ψ+κ (r) = 0, (12)
where E = ~2κ2/2µ is the energy of the relative motion of fragments.
The unperturbed energies associated with ϕ+b (ξ, r) are
εb = (Md +Mα)c2 + Ed + E. (13)
The Coulomb field for bare uniformly charged nuclei is given by
VC(r)b =
{
(Z−2)e2
R
[
3− r2
R2
]
, 0 ≤ r < R,
2(Z−2)e2
r
, r > R,
, (14)
where R is the nuclear radius.
Further we shall only consider the decay of nuclei, surrounded by elec-
trons. In this case α-particle moves in the field
V (r) = Vn(r) + VC(r), (15)
where Vn(r) stands for the nuclear potential well and VC(r) for the effective
Coulomb field. At small distances, when the α-particle moves inside the
nucleus or under the barrier, the Coulomb contribution up to small correction
∼ r2 is [28, 29]
VC(r) ≈ VC(r)b −∆Q, (16)
where ∆Q is the energy transferred to electrons. In nonmetallic targets
∆Q = Bp − Bd, where Bp and Bd are the electron binding energies of the
parent and daughter atoms. The conductivity electrons give small correction
[29].
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Respectively, the nuclear energies are related by εb ≈ εa − ∆Q with
uncertainty of the order of the decay width Γ. The relative energy E of
clusters in the dth channel is spread about the mean energy Ed. For the
decay by screened nuclei [28, 29]
Ed = Qd −∆Q, (17)
where
Qd = (Mp −Mα −Md)c2 + Ep − Ed, (18)
is the average nuclear energy released in this decay.
3. Scattering wave functions
The functions ψ+κ (r) are normalized by
〈ψ+κ′(r)|ψ+κ (r)〉 = δ(κ′ − κ). (19)
In the asymptotic region, r → ∞, they are represented by a sum of the
incident wave (2pi)−3/2eiκr and a spherical outgoing wave ∼ 1
r
eiκr.
The ψ+κ (r) can be expanded in partial waves [21]:
ψ+κ (r) =
∞∑
l=0
l∑
m=−l
ileiδl(κ)
wl(κ; r)
κr
Y ∗lm(κˆ)Ylm(rˆ), (20)
where κˆ and rˆ denote the spherical angles of the vectors κ and r, respectively.
Here the radial functions wl(κ; r) satisfy the equation
w′′l (κ; r)−
[
l(l + 1)/r2 + v(r)− κ2]wl(κ; r) = 0, (21)
where the reduced potential
v(r) = 2µV (r)/~2. (22)
The regular functions at r → 0 behave as
wl(κ; r) ∼ (κr)l+1. (23)
With growing r the screened Coulomb potential VC(r) attenuates faster than
a pure Coulomb one. Respectively, at r → ∞ the functions wl(κ; r) have
more simple asymptotic than the Coulomb functions [21]:
wl(κ; r) ≈
√
2
pi
sin
(
κr − lpi
2
+ δl(κ)
)
, (24)
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where δl(κ) stands for the phase shift. These functions are normalized as
follows: ∫ ∞
0
wl(κ; r)wl(κ
′; r)dr = δ(κ− κ′). (25)
Since the Hamiltonian of the closed nuclear system H is invariant with
respect to rotations it is more appropriate to expand the basis functions
ϕ+b (ξ, r) in terms of the eigenfunctions of the operators I
2 and Iz, where
I = Id + l is the total angular momentum operator of the nuclear clusters
and Iz its projection on the quantization axis z. Due to such symmetry
of H the interaction V couples the states with the same total spin and its
projection, i.e., I = Ip and M = Mp.
Spin of the daughter nucleus and the orbital angular momentum l are
coupled, giving the eigenfunctions of I2 and Iz:
Y MIlId(ξ, rˆ) =
∑
mMd
(lIdmMd|IM)Ylm(rˆ)gIdMd(ξd)gα(ξα), (26)
where (j1j2m1m2|jm) are the Clebsh-Gordan coefficients. The reverse trans-
formation is
Ylm(rˆ)gIdMd(ξd)gα(ξα) =
∑
IM
(lIdmMd|IM)Y MIlId(ξ; rˆ). (27)
Note that the functions Y MIlId(ξ; rˆ) are analog of the generalized spherical
harmonics used by Newton [30]. By inserting (20) into (10) and using (27)
we rewrite the wave function ϕ+b as
ϕ+b (ξ, r) =
∑
IM
∞∑
l=0
wl(κ; r)
κr
Y MIlId(ξ, rˆ)Y
M∗
I (lIdMd; κˆ), (28)
where we introduced the notation
YMI (lIdMd; κˆ) = i
−le−iδl
l∑
m=−l
(lIdmMd|IM)Ylm(κˆ). (29)
4. Quasi-classical approximation
Let us solve the radial equation (21) in the quasi-classical (WKB) ap-
proximation. It does not ”work” at r ≈ 0, when the effective potential
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quickly changes at the distance of the order of the wavelength [5]. In order
to overcome this obstacle Langer [31] replaced the variable r by x
r = κ−1ex. (30)
New coordinate x varies on the whole axis from −∞ to ∞ with x → −∞
corresponding to the point r = 0. By substitution
wl(κ; r) = e
x/2yl(x) (31)
Eq. (21) transforms to
y′′l (x) + q
2(x)yl(x) = 0, (32)
with
q2(x) = e2x
(
1− v(x)
κ2
)
−
(
l +
1
2
)2
. (33)
The Eq. (32) can be solved already in the WKB approximation. Reverse
transformation to coordinate r gives us
q2(x) = r2k2l (r), (34)
where kl(r) is the quasi-classical wave number
kl(r) =
√
κ2 − veff(r), (35)
expressed in terms of the reduced effective potential
veff(r) =
2µ
~2
Veff(r) (36)
with
Veff(r) = V (r) +
~2(l + 1/2)2
2µr2
. (37)
The classical turning points x1, x2 and x3 on the axis x are the roots of
the equation q(x) = 0. They are related, respectively, to the turning points
r1, r2 and r3, where kl(ri) = 0 (see Fig.1). Under the barrier on the left-hand
side of the turning point x1 the regular WKB solution is represented by the
attenuating exponent:
yl(x) =
Cl√|q(x)| exp
(
−
∫ x1
x
|q(x′)|dx′
)
, x < x1. (38)
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E
Figure 1: The effective potential energy for relative motion of the α-particle and daughter
nucleus, which incorporates the nuclear square potential well, screened Coulomb interac-
tion and the Lange’s centrifugal barrier. Ed = Qd − ∆Q is the mean kinetic energy of
relative motion at r → ∞ in the dth channel, Qd is the mean nuclear energy released
during α-decay, ∆Q is a part of Qd absorbed by electrons. The classical turning points
are denoted as r1, r2, r3.
Using standard matching rules one finds the function in the potential well,
where x1 < x < x2:
yl(x) =
2Cl√
q(x)
cos
(∫ x
x1
q(x′)dx′ − pi
4
)
, (39)
as well as under the Coulomb barrier, where x2 < x < x3:
yl(x) =
Cl√|q(x)|
{
cosαle
−Sl(Q) exp
(∫ x3
x
|q(x′)|dx′
)
−2 sinαleSl(Q) exp
(
−
∫ x3
x
|q(x′)|dx′
)}
. (40)
Here are introduced the action
Sl(Q) =
∫ x3
x2
|q(x′)|dx′ (41)
and the angle
αl =
∫ x2
x1
q(x)dx− pi
2
. (42)
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Behind the barrier when x > x3
yl(x) = − Cl√
q(x)
{
cosαe−Sl sin
(∫ x
x3
q(x′)dx′ − pi
4
)
+4 sinαeSl cos
(∫ x
x3
q(x′)dx′ − pi
4
)}
. (43)
Let us return now to the radial coordinate r by means of Eqs. (30), (31).
The action (41) and the angle (42) are rewritten then as
Sl(Q) =
∫ r3
r2
|kl(r)|dr (44)
and
αl =
∫ r2
r1
kl(r)dr − pi
2
(45)
with kl(r) defined by Eq. (35).
The action (44) completely defines the barrier penetrability e−2Sl(Q). It
can be rewritten in more familiar form:
e−2Sl(Q) = exp
{
−2
~
∫ r3
r2
√
2µ (Veff(r)− Ed)dr
}
. (46)
The condition αl = npi, where n = 1, 2, 3 . . ., is equivalent to equalities∫ r2
r1
kl(r)dr =
(
n+
1
2
)
pi, n = 1, 2, ..., (47)
or ∮
pl(r)dr = 2pi~
(
n+
1
2
)
, pl = ~kl, (48)
representing the Bohr-Sommerfeld quantization rule (see, e.g., [5]) to deter-
mine the resonant energies Er (the quasi-stationary levels).
Starting from the expression (43), one can write the wave function behind
the Coulomb barrier (r > r3) in the form
wl(κ; r) = Cl
(
κ
kl(r)
) 1
2
Xl sin
(∫ r
r3
kl(r)dr + γ +
pi
4
)
, (49)
where new parameters Xl and γ satisfy the equations
Xl sin γ = cosαle
−Sl , Xl cos γ = −4 sinαleSl , (50)
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whose solutions are
Xl =
[
16 sin2 αle
2Sl + cos2 αle
−2Sl]1/2 (51)
and
γ = − arctan
(
e−2Sl
4 tanαl
)
. (52)
At large distance kl(r) approaches κ. Therefore in the asymptotic region
the integral in Eq. (49) can be rewritten as∫ r
r3
kl(r)dr =
∫ ∞
r3
[kl(r)− κ]dr + κ(r − r3). (53)
Afterwards equating the function wl(κ; r), where r → ∞, to its asymptotic
form (24), one gets the amplitude
Cl =
√
2
pi
1
Xl
(54)
and the scattering phase shift
δl = δ¯l + γ, (55)
where γ is given by (52) and
δ¯l =
∫ ∞
r3
[kl(r)− κ]dr − κr3 +
(
l +
1
2
)
pi
2
. (56)
The amplitude squared C2l determines both the rate of reactions with α
projectiles and the α-decay rate. Therefore it is interesting to examine its
behavior as a function of the deviation from the resonance ∆αl = αl−npi. By
assumption, the tunneling probability through the Coulomb barrier e−2Sl <<
1. If |∆αl| >> e−2Sl/4, the angle γ and the amplitude Cl are very small:
γ = −1
4
e−2Sl cotαl, Cl =
(
2
pi
) 1
2 e−Sl
4 sinαl
. (57)
In the opposite case, when ∆αl ≈ 0, the C2l versus ∆αl is described by
the Lorentzian function
C2l = C
2
l,res
(
e−2Sl/4
)2
(∆αl)2 + (e−2Sl/4)
2 , (58)
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where C2l,res = 2e
2Sl/pi is the resonant value of C2l . Let us find now the
dependence of C2l on energy in the vicinity of the resonance. By using two
first terms of the Tailor series
αl(E) = αl(Er) +
(
dαl
dE
)
r
(E − Er) + . . . , (59)
we rewrite Eq. (58) as
C2l (E) = C
2
l,res
(Γr/2)
2
(E − Er)2 + (Γr/2)2 , (60)
where Γr is the width of the resonance,
Γr =
e−2Sl
2
(
dαl
dE
)
r
. (61)
Thus, the curve (60) has extremely narrow width Γr ∼ e−2Sl .
In the same resonant case γ is determined by the formula
γ = − arctan
(
e−2Sl
4∆αl
)
. (62)
Substituting it into Eq. (55) one gets the well-known expression (see, e.g.,
[7]) for the phase shift in the case of isolated resonance:
δl = δ¯l − arctan
(
Γr/2
E − Er
)
. (63)
From here we see that δ¯l means the phase shift far from the resonance.
Similarly, by using (30), (38) and (40), one finds the WKB wave function
inside the nucleus at r1 < r < r2
wl(κ; r) = 2Cl
√
κ
k(r)
cos
(∫ r
r1
kl(r
′)dr′ − pi
4
)
(64)
and under the centrifugal barrier as 0 < r < r1
wl(κ; r) = Cl
√
κ
kl(r)
exp
(
−
∫ r1
r
|kl(r′)|dr′
)
. (65)
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Once the factor e−2Sl << 1, the probability that ∆αl lies in the narrow
resonant interval ∼ e−2Sl will be extremely low. Therefore below for the
amplitude Cl we use Eq. (57). Then under the Coulomb barrier wl(κ; r)
exponentially grows with r changing from r2 to r3:
wl(κ; r) =
(
2
pi
) 1
2
e−Sl
√
κ
|kl(r)| exp
(∫ r
r2
|kl(r′)|dr′
)
. (66)
Behind the barrier, r > r3, it is given by
wl(κ; r) =
(
2
pi
) 1
2
√
κ
kl(r)
sin
(∫ r
r3
kl(r
′)dr′ +
pi
4
)
. (67)
The irregular WKB solution w˜l(κ; r) of the Schro¨dinger equation (21) is
calculated in the same manner. It diverges at r → 0,
w˜l(κ; r) ∼ exp
(∫ r1
r
|kl(r′)|dr′
)
, (68)
and has the asymptotic
w˜l(κ; r) ∼ −
√
2
pi
cos
(
κr − lpi
2
+ δl(κ)
)
(69)
at r →∞.
Again assuming that e−2Sl << 1 one finds that in the region r > r3
w˜l(κ; r) = −
(
2
pi
) 1
2
√
κ
kl(r)
cos
(∫ r
r3
kl(r
′)dr′ +
pi
4
)
, (70)
while under the Coulomb barrier
w˜l(κ; r) = −
(
2
pi
) 1
2
√
κ
|kl(r)| exp
(∫ r3
r
|kl(r′)|dr′
)
(71)
and inside the nuclear potential well at r1 < r < r2
w˜l(κ; r) = −
(
2
pi
) 1
2
√
κ
kl(r)
eSl cos
(∫ r2
r
kl(r
′)dr′ − pi
4
)
. (72)
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Besides, let us introduce the complex functions
d
(±)
l (κ; r) = wl(κ; r)± iw˜l(κ; r), (73)
which are described at r →∞ by the running waves:
d
(±)
l (κ; r) ≈ ∓i
√
2
pi
exp
{
±i
[
κr − lpi
2
+ δl(κ)
]}
. (74)
The Eq. (21) is invariant with respect to reflection of κ to −κ. Therefore
its solutions wl(κ) and w˜l(κ) can only change the sign at such a transforma-
tion. Then in correspondence with their boundary conditions (24) and (69)
one gets the following symmetry conditions:
wl(−κ; r) = (−1)l+1wl(κ; r),
w˜l(−κ; r) = (−1)lw˜l(κ; r). (75)
Substitution of (75) into (73) gives another useful relation
d
(+)
l (−κ; r) = (−1)ld(−)l (κ; r). (76)
5. Evolution of the wave packet, which describes alpha-decay
Let the initial state Ψa(0) = ϕa of the parent nucleus be formed at t = 0.
Time-evolution of this wave function at t ≥ 0 is governed by the equation
[21]
Ψa(t) = − 1
2pii
∫ ∞
−∞
dεe−iεt/~G+(ε)Ψa(0), (77)
where the retarded Green’s operator
G+(ε) = (ε+ i−H)−1, → +0. (78)
The wave function Ψa(t) can be expanded in terms of the functions ϕa
and ϕ+b :
Ψa(t) = ca(t)ϕa +
∑
b
cb(t)ϕ
+
b , (79)
where the sum over b denotes the integral over the wave vector κ as well as
the sum over quantum numbers of the daughter nucleus IdMd. The expansion
coefficients are defined by
ca(b)(t) = − 1
2pii
∫ ∞
−∞
dεe−iεt/~〈ϕ+a(b)|G+(ε)|ϕa〉, (80)
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where the Green matrix is determined by relationships [21]
G+aa(ε) =
1
ε− εa −R+aa(ε)
(81)
and
G+ba(ε) =
R+ba(ε)
(ε+ i− εb)(ε−R+aa(ε))
. (82)
Here R+ba(ε) = Rba(ε+ i) is the matrix of the level shift operator, satisfying
the integral equation [21]
R(ε) = V + V 1−Qa
ε−H0R(ε) (83)
with the projection operator
Qa = |a〉〈a| (84)
on the initial state |a〉. Solution of Eq.(83) can be expanded in powers of V :
R(ε) = V + V 1− Λa
ε−H0V + · · · . (85)
The complex number R+aa(εa) is usually written down as [21]
R+aa(εa) = D(εa)− i
Γ
2
, (86)
where D(εa) and Γ mean the shift and width of the decaying parent level
(below for brevity a small level shift D(εa) will be omitted). The total width
Γ is a sum of all the partial widths:
Γ =
∑
b
Γb. (87)
The partial α-decay width reads
Γb = 2pi
∑
Md
∫
dΩκˆ|R+ba(εa)|2%(εb), (88)
where the density of final states
%(εb) = κbµ/~2 (89)
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depends on the wave number
κb =
√
2µEb/~. (90)
The width (88) is proportional to to the squared amplitude C2l of the
wave ϕ+b . Therefore according to Eqs. (57) and (58) Γb ∼ e−2Sl far from
the Bohr-Sommerfeld condition and Γb ∼ e2Sl in the case of resonance as
∆αl = 0. The latter corresponds to immediate decay of the nucleus and
contradicts to all the experimental data.
The Green’s functions (81), (82) have a pole in the point ε0 = R+aa(εa) on
the second sheet of the complex Riemann ε surface. Moreover, G+ba(ε) has a
pole at ε = εb− i. Inserting the Green’s functions into (80) and performing
the contour integration (for details see Ref. [21]) one arrives at
Ψa(t) = ϕae
−iεat/~−Γt/2~ +
∑
b
R+ba(εa)ϕ+b
εb − εa + iΓ2
[
e−iεbt/~ − e−iεat−Γt/2~] . (91)
From here it immediately follows that the probability of finding the parent
nucleus in the initial state is governed by the exponential decay law [21]:
Pa(t) = e
−Γt/~. (92)
The probability of finding the clusters at the moment t with energy in the
interval (E, E + ∆E) can be written as
∆Pd(E, t) = Wd(E, t)∆E. (93)
From Eq.(91) one has the probability density at t→∞:
Wd(E,∞) = 1
pi
Γd/2
(E − Ed)2 + (Γ/2)2
. (94)
The corresponding branching ratio will be∫ ∞
0
Wd(E,∞)dE = Γd
Γ
. (95)
The level shift operator R(ε) is invariant with respect to rotation. There-
fore R(ε) only couples states with the same total angular momentum I = Ip
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and its projection M = Mp. With (28) the off-diagonal matrix elements Rba
can be represented in the form
R+ba(εa) = κ−1
∑
l
Y
Mp
Ip
(lIdMd; κˆ)IlId(κ), (96)
where IlId(κ) denotes the integral
IlId(κ) =
∫
dr′
wl(κ; r
′)
r′
∫
dξY
Mp∗
IplId
(ξ, rˆ′)R+(εa)gIpMp(ξ, r′). (97)
Next, substituting (96) into (88) one obtains the decay width Γb:
Γb = 2pi
∑
l
|IlId(κ)|2%(εb). (98)
Here l runs the values from |Id − Ip| to Id + Ip. The sum reduces to single
term if Ip or Id equals zero.
The relative motion of the clusters in the decay channel d = IdMd is
described by the wave function
Φd(r, t) = 〈gdgα|Ψa(t)〉 ei(εb−E)t/~. (99)
With the aid of the Eq. (91) one has
Φd(r, t) =
2µ
~2
∫
dκ
R+ba(εa)ψ+κ (r)
κ2 − κ2d + iΓµ/~2
× (100)
× [e−iEt/~ − e−iEdt/~−Γt/2~] .
Inserting here the expressions (20), (96) we first calculate the integral
over the spherical angles κˆ:∫
dΩκR+ba(εa)ψ+κ (r) ==
∑
lm
(lIdmMd|IpMp)IlId(κ)
wl(κ; r)
κ2r
Ylm(rˆ). (101)
For calculation of the remaining integral over the radial variable κ it is con-
venient to extend the integration to the whole region −∞ < κ <∞. For this
aim the denominator of (100) is rewritten as
1
κ2 − κ2d + iΓµ/~2
=
1
2κ0
[
1
κ− κ0 −
1
κ+ κ0
]
, (102)
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where
κ0 ≈ κd − i Γ
2~vd
, (103)
vd = ~κd/µ is the mean velocity of the relative motion of clusters.
Furthermore, it should be taken into account that IlId(κ)wl(κ; r) is an
even function of κ and
wl(κ; r) =
d
(+)
l (κ; r) + d
(−)
l (κ; r)
2
, (104)
Then the expression (100) for the wave function transforms to
ΦIdMd(r, t) =
φIdMd(r, t)
r
(105)
with
φIdMd(r, t) = −pii
µ
~2κd
∑
lm
(lIdmMd|IpMp)
× [F+l (r, t) + F−l (r, t)]Ylm(rˆ), (106)
and
F±l (r, t) =
i
2pi
∫ ∞
−∞
d±l (κ; r)IlId(κ)
κ− κ0
[
e−iEt/~ − e−iEdt/~−Γt/2~] dκ. (107)
Here the integration is concentrated mainly around κd in very narrow interval
∆κd = κ − κd of the order of Γ/~vd. Therefore it is possible to use the
approximate equality
e−iEt/~ ≈ e−iEdt/~e−ivdt∆κd . (108)
We shall consider the wave function of the α-decay only outside the nu-
cleus, where the smooth function IlId(κ) can be replaced by IlId(κd). Then
the function F±l (r, t) transforms to
F±l (r, t) = IlId(κd)I±l (r, t)e−iEdt/~, (109)
where
I±l (r, t) =
i
2pi
∫ ∞
−∞
d±l (κ; r)
κ− κ0
[
e−ivdt(κ−κd) − e−Γt/2~] dκ. (110)
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The integrand in (110) has a simple pole κ0 = κd − iΓ/2~vd in the lower
part of the complex κ plane. If vdt < r the integration contour in I
+
l (r, t)
is supplemented by a semicircle C of the radius R → ∞ in the upper half-
plane κ = κ′ + iκ′′. If vdt > r it is done in the lower half-plane. The
integration along these semicircles C, where d±l (κ,R) ∼ e±iκR, gives zero.
Then the integral I+l is easily calculated by means of the residue theory. As
to the function I−l (r, t), it appears to be proportional to the difference of two
exponents e−Γt/2~ at any moment t. Hence I−l (r, t) = 0.
Finally the wave function outside the nucleus takes the form
φIdMd(r, t) = −i
√
pi
2
∑
lm
A(lm)IdMdd
(+)
l (κ0; r)Ylm(rˆ)
× exp [−iEdt/~− Γt/2~] Θ(t− r/vd), (111)
where the amplitude
A(lm)IdMd = −
√
2pi
µ
~2κd
(lIdmMd|IpMp)IlId(κd), (112)
and the Heaviside step function
Θ(x) =
{
1, x > 0,
0, x < 0.
(113)
Notice that dl(κ0; r) in (111) depends on the complex number κ0, defined
by Eq. (103). Therefore in the asymptotic region, where d+l (κ0; r) is presented
by Eq. (74), the wave function takes the form
φIdMd(r, t) =
∑
lm
A(lm)IdMdei(κdr−lpi/2+δl)Ylm(rˆ)
× exp [−iEdt/~− Γ(t− t0)/2~] Θ(t− t0), (114)
where t0 = r/vd is the arrival time of α-particles in the point r.
We see that the emitted α-particles are described by a spherically diverg-
ing wave, which propagates with the wave vector κd and has a sharp wave
front, defined by the radial coordinate rf = vdt. The intensity of this wave
Id(r, t) = |φIdMd(r, t)|2 in units of |φIdMd(rf , t)|2 can be written as
Id(r, t) = exp
[
− t
τn
(
1− r
rf
)]
, (115)
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Figure 2: Intensity dependence of the wave function, which describes relative motion of
the decay fragments, on the relative coordinate r at t = 2τn. The coordinate rf = vdt
determines position of the wave front, ra the atom radius.
where τn = ~/Γ is the nuclear lifetime. Dependence of the intensity Id(r, t)
on r at fixed moment t = 2τn is shown in Fig.2.
The detection probability of the α-particle at the moment t in the dth
channel reads
Pd(t) =
∑
Md
∫
|ΦIdMd(r, t)|2dr. (116)
For large enough times, when t >> ra/vd, the main contribution into this in-
tegral is from the region outside the atom of the radius ra. Then substituting
the asymptotic expression (114) into (116) one immediately gets
Pd(t) =
Γd
Γ
(
1− e−Γt/~) . (117)
According to Eq. (87) the sum of the decay probabilities into all possible
channels and the survival probability (92), at any moment t equals unity,
that confirms the correctness of above calculations.
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6. Moshinsky’s function
In the asymptotic region one can avoid the approximation (108) and
express the wave function in terms of the Moshinsky function M(r, κ0, t)
[15-19]:
φIdMd(r, t) =
∑
lm
A(lm)IdMdM(r, κ0, t)e−ilpi/2+iδl(κ)Ylm(rˆ). (118)
The Moshinsky function is given by
M(r, κ0, t) =
i
2pi
∫ ∞
−∞
e−i~κ
2t/2µeiκr
κ− κ0 dκ
=
1
2
e−i~κ
2
0t/2µeiκ0rerfc(y), Im κ0 < 0, (119)
where erfc(y) is the complementary error function:
erfc(y) = 1− erf(y), (120)
expressed in terms of the error function
erf(y) =
2√
pi
∫ y
0
e−u
2
du, (121)
depending on
y = e−ipi/4x, x =
( µ
2~t
)1/2
(r − v0t) , v0 = ~κ0/µ. (122)
Bearing in mind Eq. (103), one can reduce the function (119) to
M(r, κ0, t) = e
iκdr−iEdt/~e−Γ(t−r/vd)/2~
1
2
erfc(y), (123)
where v0 is replaced by vd since Γ << Ed. At last, making substitution (123)
into (118) one arrives at the same expression (111) for the α-wave function,
but with (1/2)erfc(y) instead of Θ(t− r/vd).
At the wave front r = rf = vdt the complementary error function erfc(0)
by definition equals unity. For analysis of its behavior at large values of |y|
let us make the substitution u = e−ipi/4ς, giving
erf(y) =
√
2
pi
(1− i)
(∫ x
0
cos ς2dς + i
∫ x
0
sin ς2dς
)
. (124)
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At |x| → ∞ these integrals reduce to the table integrals [33]∫ ∞
0
cos ς2dς =
∫ ∞
0
sin ς2dς =
1
2
√
pi
2
, (125)
leading us to the conclusion that
lim
x→∞
erfc(y) = 0, lim
x→−∞
erfc(y) = 2. (126)
Thus, far from the point y = 0 the (1/2)|erfc(y)| coincides with the Heav-
iside step function. Numerical calculations of (1/2)|erfc(y)| are displayed in
Fig.3. They demonstrate that the wave front is considerably distorted only
in the interval |x| ∼ 10. It corresponds to the time interval ∆t = t − t0 of
 0.5
 1
 1.5
-8 -6 -4 -2  0  2  4
(1/2)|erfc(y)|
x
Figure 3: Dependence of the function (1/2)|erfc(y)|, where y = e−ipi/4x, on the variable
x.
the order of
|∆t| ∼ 10
vd
√
2r
κd
, (127)
where t0 = r/vd designates the mean arrival moment of the α-wave packet
to the detector, located in the point r. For the distance from the target to
detector ∼ 1 m and the energy Ed ∼ 5 MeV we get the arrival time t0 ∼ 10−6
s and the time interval |∆t| ∼ 10−14 s. Unfortunately, such tiny time window
makes unreal observation of the Moshinsky transient effect in the α-decay.
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7. Approximate calculations
The Eq. (98) is unpractical for numerical calculations of the decay con-
stant λd = Γd/~. Therefore let us make some simplifications, taking into
account that it is proportional to the probability of finding the α particle in-
side the nucleus. In the case when the emitted α-particle carries away single
orbital momentum l, this probability is equal to the integral of w2l (κ; r)/(κr)
2
over the nuclear volume. Therefore neglecting the exponentially attenuating
tail of wl(κ; r) under the centrifugal barrier, one can represent the squared
modulus of the matrix element (97) as
|Il|2 = N 2
∫ r2
r1
w2l (κl; r)
κ2l
dr, (128)
where the coefficient N has dimensionality of energy. Then the decay con-
stant transforms to
λl = N
2 4µ
~3
e−2Sl
sin2 αl
∫ r2
r1
dr
kl(r)
cos2
(∫ r
r1
kl(r
′)dr′ − pi
4
)
. (129)
As usually (see, e.g., Ref. [20]) the quickly oscillating squared cosine is re-
placed by 1/2 giving
Tl =
2µ
~
∫ r2
r1
dr
kl(r)
, (130)
which may be interpreted as a quasi-classical period of the α-particle oscil-
lations inside the nucleus between the turning points r1 and r2. The corre-
sponding knocking frequency is νl = 1/Tl.
Then (129) is reduced to standard expression
λl = plνle
−2Sl , (131)
where the factor pl is given by
pl =
8pi2
sin2 αl
(
N
~ω
)2
, (132)
ω = 2piν and ~ω can be interpreted as the phonon energy of the α-particle
vibrations.
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8. Conclusion
So a straightforward solution of the time-dependent Schro¨dinger equation
is reported for the α-decay. It is based on the idea that the parent nucleus,
formed at t = 0 in any nuclear process, occurs in the bound state ϕa, de-
scribed by the shell model, treating all the nucleons as an ideal gas. Every
occupied nuclear level has negative energy, lying lower than the continuous
spectrum. Therefore the unperturbed wave function ϕa corresponds to re-
ally bound state. Such a function is orthogonal to the scattering functions
ϕ+b of the continuous spectrum, which describe the α-particle and daughter
nucleus. And only the residual interaction V ′ gives rise to the exponential
decay of the state ϕa, coupling it with the states ϕ
+
b .
The value of the isolated energy level εa of the initial state is dictated by
the character of the nuclear forces, but not by our desire to fulfill the Bohr-
Sommerfeld quantization rule (47). Remind that this requirement determines
the resonance levels Er in the scattering of particles by any potential well [7].
At these energies the wave function of the incident particle inside the well
reaches maximum, while the scattering cross section attributes a bump with
the width Γr. This fact is well illustrated for the scattering of α-particles
by numerical calculations [8]. Furthermore, if at t = 0 there is an α-wave
packet inside the nucleus, which is spread in energy interval ∆E >> Γr and
concentrated at the resonance energy Er, then later it exponentially decays
with the lifetime τ = ~/Γr [7]. It is curious, that the decay constant λ = 1/τ
for such a quasistationary level, derived in Eq. (61), is easily transformed
to the Gamov’s formula λ = νe−2S with the knocking frequency ν being
reciprocal to the period of vibrations T , standing in Eq. (130). Such kind of
resonances is provided by the interference of the waves reflected by the edges
of the potential well [34].
At the same time, there should be resonances in the α-particle scattering,
caused by the reconstruction of internal nuclear structure. Namely, the res-
onances arising when the α-particle is captured into the compound nuclear
state, and its energy is shared among all the nucleons of the compound nu-
cleus. They are reproduced by the famous Breit-Wigner’s formula. However,
this resonant α-scattering cross section is proportional to e−2S, so that it is
impossible to observe it at low temperatures, when the barrier penetrability
is too small. In the reciprocal process of the α-decay such levels of the parent
(compound) nucleus manifest themselves as long-living states.
According to the derived Eqs. 97), (98) the α-decay width Γ is propor-
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tional to the squared amplitude of the wave function C2l . Moreover, Eqs. (57),
(60) show that C2l ∼ e−2Sl far from the ”interference” resonance, while
C2l ∼ e2Sl if the condition (47) for this resonance is exactly fulfilled. Hence,
only far from the ”interference” quasistationary level we come to the correct
result λ ∼ e−2S, while in the resonance the decay becomes practically instan-
taneous. In the case of decay deeply under the barrier the probability for
the energy εa of the parent nucleus to fit the narrow ’interference” resonance
window Γ ∼ e−2Sl is too tiny to be realized in nature.
In standard approach to the problem the stationary Schro¨dinger equa-
tion is solved, resulting in the complex energy and exponentially diverging
wave function, which is spread over the whole space. Its amplitude at the
nuclear surface is of the order of unity. On the contrary, the partial scat-
tering wave functions wl(κ,R), having the amplitude Cl ∼ e−Sl far from the
Bohr-Sommerfeld condition, are weak inside the nucleus, then exponentially
grow under the Coulomb barrier, and approach their asymptotic (24) out-
side the atom (r > ra). Given by Eq. (111), the complete wave packet Φ(r, t)
is formed by superposition of these basis functions. Exponentially growing
with r, the Φ(r, t) is truncated at the point rf = vdt, that ensures its proper
normalization. Distortions of the α-wave front, calculated by means of strict
Moshinsky’s approach, appear in very narrow time interval ∆t and therefore
can be ignored in the experiment.
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