I. INTRODUCTION
Viscoelastic flow through infinite, periodic, square-arranged cylinders has been used to model the polymeric flow through fibrous media, which has important application in the composite manufacturing process. The mechanism by which one sees a dramatic increase in the flow resistance with increasing fluid elasticity is of great interest. Experimental work by Vossoughi and Seyer ͑1974͒, Skartsis et al. ͑1992͒, and Chmielewski and Jayaraman ͑1992, 1993͒ all show an increase of flow resistance above a critical Weissenberg number, used to characterize the fluid elasticity. Further observations of the onset of downstream pressure fluctuations and asymmetry of flow pattern indicate that the flow becomes unsteady at high Weissenberg numbers; associated with these observations, an increase of flow resistance is seen. On the other hand, computational work by Talwar and Khomami ͑1992͒, and Souvaliotis and Beris ͑1992͒, who simulated a twodimensional steady-state viscoelastic flow using the Oldroyd-B and Upper-Convected Maxwell models, show no increase of flow resistance at high Weissenberg numbers. It is believed that the disagreement between predictions and experiments could be attributed to the assumption of steady kinematics used in simulating this type of flow. In order to simulate the real flow situation reasonably and to explore the effects of the elastic instability, one needs to extend the current simulation scheme to solve the transient viscoelastic flow problems using more realistic models. Recent experimental work ͓Venerus and Kahvand ͑1994͒; Brown and Burghardt ͑1996͔͒ involving reversing step strains suggests that closed-form constitutive equations are unsatisfactory in reversing flows.
Recently, a new numerical scheme-the CONNFFESSIT approach ͑calculations of non-Newtonian flow finite elements and stochastic simulation technique͒, proposed by Laso and Ö ttinger ͑1993͒-which combines stochastic simulations with finite element methods, makes it possible for one to use more realistic molecular models to simulate complex flows without requiring a closed-form constitutive equation. The work by Feigl et al. ͑1995͒ showed a successful example of applying this new scheme to solve a twodimensional, steady-state, four-to-one contraction flow and obtained agreement with previous work using traditional numerical schemes. Two modifications have been considered by Laso et al. ͑1997͒ and Hulsen et al. ͑1997͒ to make the current CONNFFESSIT schemes more flexible. As a first step toward solving the transient flow problem considered here using the CONNFFESSIT approach, we first show how one can apply this scheme to solve this problem at steady state using more realistic models.
In this work, two more realistic molecular models, the finitely extensible nonlinear elastic ͑FENE͒ dumbbell model and a reptation model that does not assume independent alignment or consistent averaging, are chosen to simulate the viscoelastic flow. The predictions of these models are compared with those of the continuum-mechanics models like Oldroyd-B and Upper-Convected Maxwell models, and with those of the approximate molecular models, the FENE-P and Doi and Edwards original reptation models using the same numerical technique ͑namely, the CONNFFESSIT approach͒. Note that the two realistic models used here do not have equivalent closed-form constitutive equations, and therefore cannot be simulated by traditional numerical schemes. Since much effort has also been put into understanding numerical instability of differential-type constitutive equations for this flow, we briefly discuss the instability problem for the CON-NFFESSIT scheme as well. Since we have focused only on the feasibility of simulating more realistic models in this type of flow, the simplest finite element scheme is sufficient for such a purpose. Further considerations concerning optimization of the current numerical scheme in obtaining a higher convergent rate or extending the numerical instability limit will not be discussed in this work.
II. PROBLEM FORMULATION

A. Governing equations
For two-dimensional steady-state incompressible flow, the governing equations are the equation of continuity, and the steady-state equation of motion ͓Bird et al. ͑1960͔͒:
where v denotes the velocity vector and P is the kinematic pressure defined as P : ϭ pϩgy for Cartesian coordinates ͑gravity pointing in the Ϫy direction͒; p is the hydraulic pressure, g is the gravitational constant, is the fluid density and s is the solvent viscosity. In Eq. ͑2͒, we have split the stress term into two parts: the polymer contribution to stress p , and the solvent contribution to stress which is assumed to be Newtonian: s ϭ Ϫ s ٌ͓vϩ(ٌv) † ͔. Figure 1 shows part of the flow geometry for flow past an infinite array of squarearranged cylinders. Because the geometry is symmetric, the velocity field at steady state is also symmetric ͓Talwar and Khomami ͑1995͔͒. Thus, we need only simulate the shaded domain as indicated in the figure. The boundary conditions are:
No slip: v ϭ 0 for BC, Symmetry: v y ϭ 0 for AB, CD, and FE, ͑3͒
Periodic: v͑AF͒ ϭ v͑DE͒; ͑ AF͒ ϭ ͑DE͒, Equations ͑1͒-͑3͒ with a polymer stress calculator are sufficient, in principle, to determine the flow field.
B. Finite element formulation
In this section, we address the finite element scheme used in the CONNFFESSIT approach for solving the momentum equation ͑2͒. The evaluation of the polymer stress from stochastic simulations will be discussed in the following two subsections.
For the finite element method, instead of solving Eq. ͑2͒ directly, one solves the weak formulation of Eq. ͑2͒. The weak formulation is obtained by multiplying Eq. ͑2͒ with a weight function w(x,y) and then integrating over the computational domain. If we further use the penalty formulation for pressure P , that is, P ϭ Ϫ⌳ٌ•v, where ⌳ is a large number, then the weak formulation of Eq. ͑2͒ can be written as
where ⍀ is the domain for solving the momentum equation with the applied boundary conditions, and ⌫ is the boundary of ⍀; : ϭ P ␦ϩ is the total stress, and n is the unit outward vector normal to the boundary ⌫. Figure 2 shows the discretized finite-element mesh of the flow domain. The type of element used is called NRC ͓crossed-triangle macro-element, Nagtegaal et al. ͑1974͒; Bernstein et al. ͑1985͔͒ . A first order Galerkin scheme is used for the approximation of the velocity v within each triangle. That is, the velocity is approximated as
where v j is the velocity at the jth node of the triangle, and ⌿ j is the jth linear interpolation function. By doing so, we assume the velocity is linear, and the pressure and stress are both constants within each triangular element. Note that more elaborate finite element schemes can be used to enhance the accuracy and convergence rate of the flow field. However, the current choice is sufficient for our purposes. By substituting Eq. ͑5͒ into Eq. ͑4͒ and using the standard methods for assembling elements, a set of algebraic equations can be formed for the calculation of the velocity at each node. The periodic boundary condition for velocity is satisfied by enforcing the C 0 continuity of velocity on the inlet and outlet boundaries, whereas the pressure drop is specified through the line integral term in Eq. ͑4͒. The polymer stress term in Eq. ͑4͒ is treated as an external force. We will postpone the discussions of how to evaluate the stresses and satisfy the periodic boundary conditions for stress later, when we introduce the procedures of the CONNFFESSIT approach.
III. KINETIC THEORY AND STOCHASTIC SIMULATIONS
Instead of using continuum mechanics, which is the traditional method for evaluating the stress in polymeric fluids, we use kinetic theory, which provides more information on the polymer conformation in addition to the evaluation of polymer stresses. For many cases, kinetic theory also does a better job in predicting the polymer stresses. However, direct solution of the kinetic theory models without approximation requires special simulation techniques. In this section, we introduce the kinetic theory models for both the dilute polymer solutions and the polymer melts that are used in the simulations. The stochastic simulation technique used to solve these kinetic theory models is also addressed.
A. Dumbbell models for dilute polymer solutions
For dilute polymer solutions, a simple dumbbell model with finite extensibility is used. To find the polymer stresses from the kinetic theory for the dumbbell models, one needs two equations. The first is a stress tensor expression derived from statistical arguments:
where p is the polymer contribution to stress, n is the number density of the polymer, kT is the Boltzmann constant times the absolute temperature, Q : ϭ r 2 Ϫr 1 is the connecting vector, r 1 and r 2 are, respectively, the position vectors of bead 1 and bead 2 and F (s) is the spring force. In the above expression, we have used the Kramers expression for the stress tensor. For a dumbbell model with finite extensibility ͑or FENE dumbbell͒, the spring force is given by
where H is the Hookean spring constant, and Q 0 is the maximum length to which the dumbbell can be stretched. When Q 0 is allowed to approach infinity, the Hookean force law is recovered. The second equation one needs is a dynamic equation for the dumbbell configuration under flow. Such an equation can either be given in the form of a diffusion equation for the probability distribution function for the dumbbell configuration and center of mass ͑Fokker-Planck equation͒, or be given by its mathematically equivalent stochastic differential equations ͑Langevin equation͒. Here we start from the equations of motion for each bead of a dumbbell. By neglecting the inertia of the beads, the equations of motion can be written as
where v f (r) is the velocity vector of the solution at position r; is the Stokes law drag coefficient for the bead; and W i is a random vector whose components are three independent Wiener processes (W 1 and W 2 are two independent Wiener processes͒. Subtracting Eq. ͑8͒ from Eq. ͑9͒, expanding v f (r i ) (i ϭ 1, 2͒ in a Taylor's series about the center of mass of the dumbbell r c , and keeping only the first order terms, one obtains the Langevin equation for the configurational vector,
If we add Eqs. ͑8͒ and ͑9͒, divide by two and again keep only the first order terms in the Taylor's series expansion for the solution velocity, we obtain the Langevin equation for the center of mass of a dumbbell,
Note that W q : ϭ (W 1 ϩW 2 )/ͱ2 and W c : ϭ (W 2 ϪW 1 )/ͱ2 are also two independent Wiener processes. If we further neglect the diffusional term of Eq. ͑11͒, then from Eqs. ͑10͒ and ͑11͒ we arrive at the Fokker-Planck equation for the center of mass and configurational vector of a dumbbell,
where f is the probability distribution function and D/Dt :ϭ ‫ץ/ץ‬tϩv f (r c )•٢/٢r c is the substantial derivative. Note that Eq. ͑12͒ implies that the center of mass of a dumbbell will swim exactly along the solvent streamline, since we have neglected the Brownian force term in Eq. ͑11͒. Evaluating the ensemble averages of dumbbell configurations from Eq. ͑12͒ generally requires an approximation to obtain a closed-form solution. But, if we solve Eq. ͑10͒ using Brownian dynamics simulations, no approximation is required. Note that the main idea of introducing the CONNFFESSIT approach is to avoid the necessity of using approximate schemes when one evaluates the polymer stresses for those models that do not have closed-form expressions for stress.
B. Reptation models for polymer melts
For polymer melts, a commonly used kinetic theory model is the reptation model first proposed by de Gennes ͑1971͒, and then extended by Doi and Edwards ͑1978a, 1978b , 1978c . The reptation model we use in this work is a modified version of the original by Doi and Edwards, which requires fewer physical and mathematical approximations. That is, we do not assume independent alignment, or consistently averaged segment orientations to obtain a closed-form expression. Furthermore, instead of simulating a single segment ͓Petruccione and Biller ͑1988͒ or Ö ttinger ͑1989͔͒, a full chain is simulated here. During a step strain, the motion of a polymer chain is assumed to go through three mechanisms: deformation, retraction and reptation. Because we do not assume independent alignment, we can deal with the retraction more rigorously. In this work, we assume that the retraction is instantaneous, although such an approximation is not necessary. The stochastic dynamics of such a chain under step strains and shearing flow, as well as the evaluation of polymer stress are described in Hua et al. ͑1997͒.
C. Procedures of the CONNFFESSIT approach
The general procedures for the CONNFFESSIT approach in a two-dimensional steady-state flow problem are very similar to those used for integral models of continuum mechanics, as has been used by Feigl et al. ͑1995͒ , and are described by the following steps: ͑i͒ First, one needs an approximate velocity field, which is generally taken from a Newtonian fluid. Then, one uses the known velocity field as an initial guess to create the streamlines. ͑ii͒ The dumbbells are chosen to be evenly distributed on each streamline. We use approximately 50 streamlines for the entire domain such that at least three streamlines pass through each triangular element. The number of dumbbells used for each streamline is typically 1000-2000. ͑iii͒ At steady state, we assume each dumbbell will follow the exact path of its streamline. That is, we neglect possible diffusional effects. ͑iv͒ In order to satisfy the periodic boundary conditions on stress for a given iteration of the flow field, we first need to perform several passings ͑generally three to five͒ for the dumbbell configurations on each streamline until they give the same stress at the inlet and outlet boundaries. ͑v͒ We evaluate the polymer stresses at each triangular element as the streamlines passing through it to find the local stress in each element. Since the stress is assumed to be a constant within each element, we use residence-time weighting to obtain the local stress, which is then set to be the stress at the centroid of the triangle. ͑vi͒ Once the local stresses within all the triangular elements are found, Eq. ͑4͒ can be solved for a new velocity field, and new streamlines can be calculated.
Step ͑ii͒ can then be started again, and this procedure is repeated until a convergent velocity field consistent with the stress field is obtained. Note that the residence time in step ͑v͒ can be calculated analytically by the so-called ''drift functions'' ͓Bernstein et al. ͑1985͔͒. Here we use a linear approximation to evaluate the residence time. The difference is found to be smaller than 1%, but our scheme is computationally more efficient. In contrast to earlier work ͓Feigl et al. ͑1995͔͒, we do not assume Newtonian flow in the region where recirculation occurs. We perform the same type of multiple streamline passes as we do for the ordinary streamlines to find the polymer stress in this region. Throughout this work, a first order, Euler forward, weak scheme is used for the stochastic integration.
For the CONNFFESSIT approach, there is an extra source of numerical error arising from the statistical noise when one evaluates the averages of a finite-sized ensemble. Thus, we first use a weak-convergence criterion which requires that the magnitude of the average deviation of velocity from that of the previous iteration is smaller than 1% of the superficial velocity. Once this criterion is satisfied, we let the simulation continue for several iterations to make sure the convergent velocity field is numerically stable. When dealing with the polymer melts, we solve a modified momentum equation instead of Eq. ͑2͒ to avoid the instability problem, which is explained below.
D. Numerical instability and the modified momentum equation
For the CONNFFESSIT approach, although we do not solve any constitutive equation explicitly, a problem might arise that prevents one from obtaining a convergent flow field at high Weissenberg numbers. That is, the estimated flow field may oscillate between two obviously different flow patterns between two iterations and never reach a steady-state flow field. This situation can be illustrated by making analogy to the root-finding procedures of Newton's method, when one might have the estimated root oscillating between two guesses without convergence. For convenience, we will also call such a problem the ''instability problem,'' although it is a different situation from that of using a differential type of constitutive equation. Besides the effect of fluid elasticity, we found that the ratio s /nkT ͑which indicates the relative contribution of solvent stress to the polymer stress͒ also has an important effect on finding convergence. When this ratio is very small ͑e.g., 0.1 for the dumbbell model͒, one has numerical instability problems, even though the corresponding Weissenberg number is very small. This situation is extreme for the cases of the Upper-Convected Maxwell model, and the polymer melts for which there is no solvent contribution. The traditional approach in using integral models either starts with a very slowly moving flow field, and then gradually increases the global shear rate, or starts by simulating a polymer solution and then gradually decreases the solvent contribution. However, for the lower-order Galerkin scheme we used, we find that neither of these methods can give a convergent flow field for polymer melts since the spatial gradient of polymeric stresses becomes large near the stress boundary layer.
A possible approach for our current scheme to avoid the numerical instability problem might be to employ more accurate finite element methods, such as the EVSS formulation ͓Guenette and Fortin ͑1995͔͒ or the higher order technique ͓Talwar and Khomami ͑1992͔͒. Here we consider a simpler approach, which is less efficient but is sufficient for our purpose. In a formulation similar to that used by Viriyayuthakorn and Caswell ͑1980͒, we modify the existing momentum equation for the polymer melts of inertialess flow to be
where is the relaxation parameter, v 0 and 0 p are the velocity and stress obtained from the previous iteration, and v is the current velocity being calculated. Note that when the convergent flow field is approached, that is v → v 0 , Eq. ͑13͒ recovers the original inertialess momentum equation for polymer melts. The effect of the new term in Eq. ͑13͒ is that one adds numerical damping to the flow system and makes the momentum equation more elliptic; thus, when the initial guess is too far from the convergent flow field, this damping term will automatically compensate for the deviation and prevent a large change between two iterations. Note that since we need to iterate on the flow field, a good initial guess is very important. Thus, the advantage of using Eq. ͑13͒ instead of the original momentum equation for the inertialess polymer melts is that one need not worry about whether the initial guess is close to the convergent flow field. This formulation is found to be very useful for obtaining convergent results for the reptation model and the UpperConvected Maxwell model when there is no solvent contribution.
IV. RESULTS
The geometry of the flow domain is shown in Fig. 1 , where d is half the distance between two cylinders, R is the radius of the cylinder, and L is the spacing measured in the flow direction. An important dimensionless number that characterizes the fluid elasticity is the Weissenberg ͑or Deborah͒ number defined as We : ϭ Q/d 2 , where is the relaxation time constant of a dumbbell ͑or a polymer chain͒, and Q is the volumetric flow rate. The stress is made dimensionless by the characteristic stress 0 Q/d 2 , where 0 is the zero-shear-rate viscosity, set to be 1 in this work. The relaxation parameter in Eq. ͑13͒, and the ratio s /nkT ͑for polymer solutions only͒ are both set to be 1. Although in Eq. ͑4͒ we keep the inertial terms, we found that the flow conditions simulated here can be well approximated by creeping flow ͑the Reynolds number is kept below 0.3͒. All the simulation results shown in the following are performed on a HP-735, 99 MHz workstation, and the averaging simulation time for each case is about 2 days.
Before any results for the FENE dumbbell model and the reptation model are shown, we first perform two simulations for the Hookean dumbbell model, with and without solvent, and compare the results with the previous work done by Talwar and Khomami ͑1992͒ for the Oldroyd-B and the Upper-Convected Maxwell model to test the validity of the CONNFFESSIT approach. The reason for choosing their work as a check is that by using a higher-order finite element scheme (hp type͒, they are able to obtain stable results at any Weissenberg number with rapid convergence. Thus, their work can be regarded as a more precise one to make the comparison. Also, the Upper-Convected Maxwell model presents a particularly difficult test for the CONNFFESSIT approach. In the following results, the geometrical parameters are chosen as L ϭ 2.4, R ϭ 0.8, and d ϭ 0.4 which correspond to a porosity of 0.65, except for the comparisons with Talwar and Khomami's results where all the physical parameters are chosen to be the same as theirs. Figure 3 shows a comparison for the normal stress xx as a function of the normalized position along the wall of the solid cylinder using the Oldroyd-B model, which provides a very sensitive test. Note that the stresses along the cylinder wall are found using an L 2 projection to transform the constant stresses on each triangle to the bilinear stresses of each macroelement. As one can see there are some quantitative differences in the results for the two approaches, particularly for those regions where the stress gradient becomes large. Since the stresses are calculated from a known flow field, any small deviation in the velocity field might cause somewhat different predictions for the stress field. The difference seen here can be attributed to the relatively lower-order finite-element scheme we have used. Similar comparisons among different finite element schemes can be found in Khomami et al. ͑1994͒ . For the first order Galerkin scheme, the rate of convergence for the velocity field is comparatively slow as one refines the finite-element mesh. We checked the results using 960 elements and 640 elements. The difference for the stress field is insignificantly small. In Fig. 4 , we see a similar comparison for the UpperConvected Maxwell model. Although the accuracy of the results compared to that from higher-order methods may be lower, we expect the trends to be predicted correctly.
FIG. 3.
Normal stress xx divided by Weissenberg number We as functions of the normalized arc length along the cylinder wall using the Oldroyd-B model with porosity of 0.45 and We ϭ 1.51 for two different approaches.
To illustrate the effect of elasticity on the flow, we show a typical streamline plot using the Hookean dumbbell model with Weissenberg number equal to 1.25. From Fig. 5 we see that the streamlines are asymmetric which is not seen for the Newtonian flow under the same flow conditions, and can be attributed to the fluid elasticity. Figure 6 shows the normal stress xx as a function of the normalized arc length along the cylinder for a Newtonian fluid. The shape is symmetric and sinusoidal in appearance. The results shown in Fig. 7 for different polymer models correspond to the same pressure drop (⌬P ϭ 1.0) and zero-shear-rate viscosity ( 0 ϭ 1.0), and the Weissenberg numbers all lie near 1.5 for a porosity of 0.65. From the figure we find that the qualitative behavior for the Hookean dumbbell and the FENE dumbbell models are very similar, although the quantitative predictions differ greatly. The FENE-P model ͓Bird et al. ͑1987͔͒ is an approximate FENE model obtained by making a consistent averaging approximation to obtain a closed-form expression for the stress tensor, and hence can be simulated by the traditional approach. Here one sees that the FENE-P underpredicts the magnitude of the normal stresses by as much as 25%. The statistical errors for the stresses can be evaluated from our simulations and are found to be smaller than 3%. Interestingly, we find that the qualitative behavior of the reptation model is quite different from the other models, and is more like the behavior of a Newtonian flow.
Experimental investigation of double-step strain flows with strain reversal shows that the predictions of the Doi and Edwards model are not satisfactory under some conditions 
FIG. 7.
Normal stress xx divided by Weissenberg number We as functions of the normalized arc length along the cylinder wall with porosity ϭ 0.65 and We Ϸ 1.5 for the dilute Hookean dumbbell ͑Oldroyd-B͒, FENE dumbbell model, FENE-P dumbbell, and modified reptation models. Results all correspond to the same pressure drop, and a zero-shear-rate viscosity of unity. ͓Doi ͑1980͒; Osaki et al. ͑1981͒; Venerus and Kahvand ͑1994͒; Brown and Burghardt ͑1996͔͒. The failure of the model in reversing step strains is believed to be indicative of a problem for all nonunidirectional flows for the model. Hence, the alternating divergent and convergent property of this type of flow provides a good test for the independent alignment assumption in complex flows. Here we make a comparison of the predictions using Doi and Edwards reptation model ͓Ö ttinger ͑1989͔͒ and the modified reptation model, both having the same physical relaxation time constant ( modified ϭ 25, D&E ϭ 50͒ and chain segment density (NnkT ϭ 0.2). The Weissenberg number is around 4 for the modified reptation model. The corresponding Weissenberg number for the Doi and Edwards model is about twice as large, because the definition of time constant for the Doi and Edwards model is twice that for the modified reptation model. Thus, we are actually comparing the predictions of two different reptation models under the same physical conditions ͑i.e., the same pressure drop, chain segment density and relaxation time͒. Before looking at the comparisons, we should keep in mind that there are three differences in the models that can result in different predictions: the definitions of the relaxation time constants, the stress tensor expression introduced by the independent-alignment approximation of the Doi and Edwards model, and the fact that the modified reptation models simulates the full dynamics of the chains, instead of single segment dynamics. Here we have already removed the effect of the first difference by choosing the time constants for these two models to be physically the same. Also, we normalize the stresses by the value of the zero-shear-rate viscosity to remove the second effect. Thus, we can focus on the effects of the full chain dynamics, which are removed by the independent alignment or consistent-averaging assumption in Doi and Edwards original model. Figure 8 compares the normalized normal stress, xx /( 0 /NnkT modified ), along the cylinder wall for the two models. Note that here we do not make xx dimensionless, as we did in the previous cases, in order to make a fair comparison of these two models. We find that the constitutive equation of Doi and Edwards underpredicts the magnitude of the normal stresses at the place where the flow changes from contraction to expansion, although the difference is small for such a slowly reversing flow. Such differences are attributed to the way that the Doi and Edwards model handles the retraction mechanism, and the fact that it retains information only about a single segment instead of the whole chain. We expect this effect to be more important under a higher pressure drop. The normal stress predictions without the normalization show a quantitative difference as high as 22%.
The relative flow resistance f Re as a function of Weissenberg number for the three different models is shown in Fig. 9 . The relative flow resistance can be calculated as the ratio of the volumetric flow rate of the Newtonian fluid to the volumetric flow rate of the viscoelastic fluid with the same pressure drop and zero-shear-rate viscosity. From the figure we find that all three models predict slowly decreasing flow resistance with increased fluid elasticity ͑or Weissenberg number͒. These predictions are in contradiction with experimental observations, which show constant flow resistance below a critical Weissenberg number, and dramatic increase in flow resistance above that, attributed to flow instabilities. Note that the simulation cannot predict the elastic instability because of the steady-state assumptions used in the calculations.
Here we also include a data point calculated using the Doi and Edwards model to make a comparison with the modified reptation model. Although we have observed a difference in the normal stress predictions, the difference in prediction of the flow resistance is still insignificant.
For the dumbbell models, we find that we can obtain numerically stable flow fields for a Weissenberg number up to 6, based on the parameter values we have used. For the polymer melts, which are not numerically stabilized by the presence of solvent, stable results are obtained for Weissenberg numbers as high as 10 using the modified momentum equation. Higher values for We were not tried. No further studies are made in comparing the upper limits of numerical stability using the traditional and CONNFFESSIT approaches, although this is certainly a very interesting topic for future work. 
V. CONCLUSIONS
The recently developed CONNFFESSIT approach is used to solve viscoelastic flow through an infinite array of square-arranged cylinders. Two more-realistic molecular models, the FENE dumbbell model without the Peterlin approximation, and a reptation model that does not assume independent alignment or consistent averaging are considered. These two models do not have equivalent closed-form constitutive equations and, thus, cannot be simulated using the traditional continuum approach. We also make comparisons of the predictions by these two molecular models with their counterpart continuum mechanics models-the FENE-P model and Doi and Edwards original reptation model using the same simulation technique. We find that the FENE-P underpredicts the magnitude of the normal stresses by as much as 25%, whereas the Doi and Edwards model underpredicts the magnitude of the normal stresses by as much as 22% when compared to the predictions of the FENE model and the modified reptation model, respectively.
The results using the FENE dumbbell model and the modified reptation model show no increase in flow resistance with increasing fluid elasticity. Such results are not too surprising, since experimental work has shown that the increase of flow resistance with increasing flow elasticity arises from the elastic instability of the flow. However, the calculations done here provide a starting point for future studies of viscoelastic flow instability. We find that at higher Weissenberg numbers, the CONNFFESSIT code fails to converge, much like traditional methods using the continuum approach with ordinary finite element schemes. For the dumbbell models, a numerically stable flow field can be obtained for Weissenberg numbers up to 6 for the parameter values we have used. Furthermore, the ratio of solvent to polymer contribution to stress is also found to influence the convergence of the flow field: the lower the ratio, the more difficult to obtain convergent results. Thus, for the reptation model and the Upper-Convected Maxwell model, instead of solving the original inertialess momentum equation, we solve a modified momentum equation that recovers the original inertialess momentum equation when the flow field converges. Such modification is found to be very effective for obtaining numerically stable results for models without solvent contribution to the stress. We were able to obtain convergent flow fields for Weissenberg numbers as high as 10. The upper limit on We was not found.
