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Abstract
In automatic speech recognition, many studies have shown per-
formance improvements using language models (LMs). Recent
studies have tried to use bidirectional LMs (biLMs) instead of
conventional unidirectional LMs (uniLMs) for rescoring theN -
best list decoded from the acoustic model. In spite of their the-
oretical benefits, the biLMs have not given notable improve-
ments compared to the uniLMs in their experiments. This is
because their biLMs do not consider the interaction between
the two directions. In this paper, we propose a novel sentence
scoring method considering the interaction between the past
and the future words on the biLM. Our experimental results
on the LibriSpeech corpus show that the biLM with the pro-
posed sentence scoring outperforms the uniLM for the N -best
list rescoring, consistently and significantly in all experimen-
tal conditions. The analysis of WERs by word position demon-
strates that the biLM is more robust than the uniLM especially
when a recognized sentence is short or a misrecognized word is
at the beginning of the sentence.
Index Terms: language model, bidirectional language model,
speech recognition
1. Introduction
A language model (LM) is an essential component in recent au-
tomatic speech recognition (ASR) systems. Since the LM cap-
tures the possibility of any word sequence, it can help to distin-
guish between words with similar sounds. Conventionally, LMs
are used to predict the probability of the next word given its pre-
ceding words. Many state-of-the-art speech recognition systems
have achieved performance improvements with these unidirec-
tional LMs (uniLMs), including n-gram LMs [1] and recurrent
neural network LMs [2].
Recently, bidirectional LMs (biLMs) have achieved signif-
icant success in many applications of the natural language pro-
cessing [3, 4, ?]. In speech recognition, there have also been
several studies that use biLMs to capture the full context rather
than just the previous words [5, 6]. Even though bidirectional
networks are superior to unidirectional ones in many applica-
tions from phoneme classification [7] to acoustic modeling [8],
the biLMs for ASR did not show their excellence compared to
the uniLMs when applying the LMs to the rescoring. This is be-
cause there is no interaction between the past and future words
in their biLMs, although the words on both sides are used to pre-
dict the current word. Namely, the forward and backward rep-
resentations are not be fused in their models, and it may limit
the biLM’s potential. Furthermore, because their biLM architec-
tures are restricted on one encoding layer, the capacities of the
LMs are insufficient to model complex patterns of the human
language. Similar issues have been addressed in recent studies
on pre-training the language representation models [3, 4].
In this paper, we propose a novel sentence scoring method
which reflects the interactions between the past and the future
words on the biLM. The main idea of our sentence scoring is
replacing a word with a special token <M> in a given sen-
tence, and then making the biLM predict the original word of
the masked position using only its surrounding words. In our
model, the past and the future representations interact each other
during computing the probability of the masked word. It is im-
portant to make the prediction task non-trivial by hiding the
meaning of the word while leaving only its positional informa-
tion, otherwise the model simply copies the exposed words. The
score of a sentence is obtained by computing the probability of
each word at a time in the given sentence, and then aggregat-
ing all the probabilities. This sentence score is used to rescore
the N -best list of the speech recognition outputs, following the
previous studies on biLMs for ASR [5, 6].
Experiments on the 1000-hour LibriSpeech ASR task [9]
demonstrate that the proposed scoring method with the biLM
is considerably better than the traditional scoring method with
the uniLM for rescoring the N -best sentence list. Our biLM
achieves a 22.2% relative improvement in word error rate
(WER) to the baseline recognition system on the test-clean set,
while the uniLM shows a 16.3% relative improvement. More-
over, the additional analysis of WERs by word position shows
that the biLM is more robust than the uniLM especially when a
recognized sentence is short or a misrecognized word is at the
earlier part of the sentence. To the best of our knowledge, this is
the first study that the biLM significantly and consistently out-
performs the uniLM for ASR.
The rest of this paper is organized as follows: Section 2 in-
troduces our sentence scoring method including the biLM and
uniLM we use here and how to rescore the N -best list using
the LMs. Section 3 describes experimental setups for the base-
line recognition system and the language model parameters. We
present the results of the experiment and its discussion in Sec-
tion 4, and draw the conclusion in Section 5.
2. Methodology
In this section, we present the sentence scoring method which
uses bidirectional language model (LM) for rescoring the N -
best list. First, we review the key operations of the self-attention
network (SAN), which is the base architecture of our LMs.
We then outline the architecture of the bidirectional SANLM
(biSANLM) and how to train it. In Section 2.3, we introduce
the procedure of the sentence scoring, which is the core devel-
opment in this paper. Section 2.4 describes the unidirectional
LM consisting of the SAN (uniSANLM), which is used as a
comparison model.
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Figure 1: Architectures of (a) the self attention network and (b)
the scaled dot-product attention.
2.1. Self-Attention Network
This section briefly overviews the key operations of the self-
attention network (SAN) known as the Transformer [10]. While
recurrent neural networks (RNNs) appear to be a natural choice
for language modeling, SANs have recently shown competitive
performance on sequence modeling with a slight trade-off be-
tween speed and accuracy [11, 12]. Note that the main interest in
this paper is the comparison between the biLM and the uniLM,
and we choose the SAN for the LMs’ common architecture, pri-
marily for speed.
Self-attention, often called intra-attention, is an attention
mechanism that computes the representation of a single se-
quence by relating all positions by themselves. This computa-
tion can be done by using the scaled dot-product attention:
Attention(Q,K, V ) = Softmax(
QKT√
dk
)V, (1)
where Q,K, V are query, key, value matrices respectively,
which are generated from the input sequence X ∈ Rn×d with
the number of words n, the input dimension d. To make the
model aware of the word position in a sentence, we use the posi-
tion embedding that is added to the sentence matrix of the input.
To leverage the capacity of the SAN, multi-head self-attention
is applied:
MultiHead(Q,K, V ) = Concat(head1, . . . , headh)WO,
where headi = Attention(QWQi ,KW
K
i , V W
V
i ),
(2)
WQi ,W
K
i ,W
V
i ∈ Rd×dk and WO ∈ Rdkh×d are the param-
eter matrices for projections with the number of heads h, and
dk = d/h is used for reducing the computational cost. In ad-
dition, the position-wise feed-forward network, the layer nor-
malization, residual connection, and dropout are also used in
the SAN module for effective training. Figure 1 shows the self-
attention network with the scaled dot-product attention, and de-
tail formulas are the same as in the original Transformer [10].
Figure 2: Schematic diagrams of (a) bidirectional SANLM for
masked word prediction and (b) unidirectional SANLM for next
word prediction.
2.2. Bidirectional SANLM
We now explain the architecture of the biSANLM, which is
used for scoring a given sentence in the next section. As shown
in Figure 1a, our biSANLM architecture is similar to the en-
coder of the Transformer [10] except for having more lay-
ers such as the softmax layer with the linear projection. Let
XS ∈ Rn×d be a sentence matrix which is the input embed-
dings of the LM. In order to make the model aware of the order
of the words in the sequence, we add absolute position embed-
dingsXP ∈ Rn×d to the input embeddings at the bottom of the
encoder, and thus we have X = XS + XP as the input of the
LM. On top of this input, we can build an encoder by stacking
the SAN layers as many as we want. The output sequence of the
highest SAN, YL ∈ Rn×d with the number of layers L, is used
to predict the probabilities of the words through the softmax
layer with the linear projection.
To train our biSANLM, we consider the masked language
modeling (MLM) objective of the BERT [4]. Specifically, the
biSANLM learns to predict the original word in the masked po-
sition in the input sentence, which is also known as the Cloze
task [13]. However, our training approach has many differences
from that of the BERT because our purpose of training bidirec-
tional LM is for scoring a sentence rather than for fine-tuning
the model to the other task [4]. First, we sample randomly 15%
of the words from the sentence as in the BERT, but replace
them by <M> tokens all the time unlike in the BERT [4].
Second, our training instance has a single sentence (maximum
128 words) instead of multiple sentences. Lastly, the maximum
number of masked tokens in a training instance is limited by
the small number 4, because our instance has only one sentence
and too much loss in information is unhelpful to train the model.
Note that we make the training instances have multiple masked
tokens<M> for efficient training, while we make the inference
instance have only one <M> for the sentence scoring.
2.3. Our Sentence Scoring Method
This section introduces our sentence scoring method, the core
development in this paper. The basic principle of our sentence
scoring method is to mask one word in a given sentence and
then compute the probability of the original word on the masked
position using the biSANLM. Because the whole sentence with
the masked word is taken to the biSANLM as an input, both
past and future representations can be fused without making the
task trivial.
Our sentence scoring method follows the procedure: First,
we create a set of instances from a given sentence by replacing
each word with the predefined token<M> at a time. For exam-
ple, if the sentence has seven words, we create seven instances
as below:
• A given sentence:
move the vat over the hot fire
• A set of instances we create:
1. Input = <M> the vat over the hot fire
Label = move
2. Input = move <M> vat over the hot fire
Label = the
· · ·
7. Input = move the vat over the hot <M>
Label = fire
After the creation, our biSANLM takes each instance and com-
putes the probability of the original word in the masked posi-
tion as shown in Figure 2a. By aggregating all probabilities of
the words from all instances, the score of the given sentence is
obtained.
In this work, we consider the sum of all log-likelihoods of a
masked word in each input sentence as the sentence score of the
biSANLM. Following the previous works on bidirectional lan-
guage models for speech recognition [5, 6], we use our sentence
score for rescoring the N -best hypotheses. For simplicity, we
linearly interpolate the scores obtained by the acoustic model
(AM) and the language model (LM):
score = (1− λ) · scoreAM + λ · scoreLM, (3)
and λ is the interpolation weight, which is determined empir-
ically on development data. Although it is not straightforward
to compare the perplexity of the biSANLM with that of the tra-
ditional (unidirectional) LM, the log-likelihood of the masked
word can still be used as the score for the N -best list rescoring.
2.4. Unidirectional SANLM
This section outlines the unidirectional SANLM (uniSANLM),
which is a comparison model for our biSANLM. For a fair com-
parison, our uniSANLM and biSANLM have almost the same
architecture, including the summation of sentence embeddings
and position embeddings, the number of SAN layers, and the
softmax layer. However, the uniLM has one additional opera-
tion of masking the key-query attention, which is an optional
operation in the scaled dot-product attention shown in Figure
1b. This masking operation prevents words from attending to
the future words, by making the upper triangle of the key-query
attention to be 0 as in the decoder of the Transformer [10].
The uniSANLM is trained with the next word prediction task
as in the traditional LMs. Figure 2b shows an example of the
uniSANLM that predicts next word using only its preceding
words. Following the scoring method in Section 2.3, we con-
sider the sum of all log-likelihoods of the next word in an input
sentence as the sentence score of the uniSANLM. We also use
Equation 3 to combine the AM with the uniSANLM.
3. Experimental Setups
We evaluate the proposed approach on the LibriSpeech ASR
task [9]. The 960-hour of training data is used to train an acous-
tic model, which is our baseline recognition system. We obtain
the 100-best hypothesis list for each audio in development and
test data using the acoustic model, and then use the biSANLM
and the uniSANLM to rescore these 100-best lists, following
the previous studies on biLMs for ASR [5, 6]. The details of
the baseline acoustic model and language model settings are
explained in the following sections.
3.1. Baseline Acoustic Model
In this study, we use the attention-based seq2seq model Listen,
Attend and Spell (LAS) [8] as our baseline acoustic model with
some differences. First, there are additional bottleneck fully
connected (FC) layers between every bidirectional long-short
term memory (BLSTM) layer. Second, the number of time steps
is reduced in half by just subsampling hidden states for even
number time steps before the FC layer, instead of concatenat-
ing every two hidden states. Third, LAS is trained with ad-
ditional CTC objective function because the left-to-right con-
straint of CTC helps LAS learn alignments between speech-text
pairs [14].
The details of our acoustic model follow the default set-
tings provided in ESPNet toolkit v.0.2.0 [15]. For the input
features, we use 80-band mel-scale spectrogram derived from
the speech signal. The encoder consists of 5-layer pyramidal-
BLSTM with subsampling after second and third layers. The
decoder is comprised of 2-layer LSTM with location-aware at-
tention mechanism [16]. The target sequence is processed in 5K
case-insensitive sub-word units created via unigram byte-pair
encoding [17]. All the LSTM and FC layers have 1024 hidden
units each. Our model is trained for 10 epochs using Adadelta
optimizer [18] with learning rate of 1e-8. Using this baseline
acoustic model, we obtain 100-best decoded sentences for each
input through hybrid CTC-attention based scoring [14] method,
and these 100-best lists will be used for rescoring. Table 1 shows
the word error rates (WERs) obtained from the baseline model
and the oracle WERs, which is the best possible errors of the
100-best lists on the LibriSpeech tasks.
Table 1: Oracle WERs of the 100-best lists on LibriSpeech
Method dev testclean other clean other
1-best (baseline) 7.17 19.79 7.26 20.37
100-best (oracle) 2.85 12.21 2.81 12.85
3.2. Language Model Setups
The model parameters of our language model (LM) are as fol-
lows: L = 3 for the number of layers, d = 512 for the dimen-
sions of the model and the embeddings, h = 8 for the number
of head. 2048 hidden units are used in the position-wise feed-
forward layers. We use trainable positional embeddings with
supported sequence lengths up to 128 tokens. We use a gelu
activation [19] rather than the standard relu, following [20, 4].
Weight matrix of the softmax layer is shared with the word em-
bedding table. The word vocabulary is used in three sizes: 10k,
20k and 40k most frequent words. For a fair comparison, our
biSANLM and uniSANLM have the same architecture and pa-
rameters except for the vocabulary size.
We train the LMs with the 1.5G normalized text-only data
of the official LibriSpeech corpus. We use Adam optimizer [21]
with learning rate of 1e-4, β1 = 0.9, β2 = 0.999. We use a
dropout probability of 0.1 on all layers. Batch size is set to 128
for biSANLMs and 64 for uniSANLMs, and all the LMs are
trained for 1M iterations. We confirmed that all our LMs are
converged before the 1M training steps.
4. Results and Discussion
In this section, we compare the uniSANLM and biSANLM for
theN -best rescoring on all test sets of the LibriSpeech ASR cor-
pus, in which the test sets are classified as ’clean’ or ’other’ set
based on their difficulties. We first prepare 100-best hypothe-
ses using our acoustic model (AM), which is referred to as the
“baseline” recognition system in our experiments. For rescoring
the 100-best list, the baseline AM is linearly interpolated with
one of our language models as in Equation 3. The interpolation
weight is set to a value that achieves the best performance in
the development sets. We find that λ = 0.2 and 0.3 are the best
weights for dev-clean and dev-other sets respectively. Consider-
ing that the dev-other set is more difficult for the acoustic model
to recognize, it is reasonable to have larger interpolation weight
in dev-other (λ = 0.3) than in dev-clean (λ = 0.2).
Table 2: WERs for unidirectional and bidirectional SANLMs in-
terpolated with the baseline model on LibriSpeech
Model |V | dev testclean other clean other
baseline 7.17 19.79 7.26 20.37
+ uniSANLM
10k 6.09 17.50 6.08 18.33
20k 6.05 17.48 6.11 18.25
40k 6.08 17.32 6.11 18.13
+ biSANLM
10k 5.65 16.85 5.69 17.59
20k 5.57 16.71 5.68 17.37
40k 5.52 16.61 5.65 17.44
Table 2 shows rescoring results of the biSANLMs and the
uniSANLMs with different test sets and different vocabulary
sizes |V |. The WER results show that the biSANLM with
our approach is consistently and significantly better than the
uniSANLM regardless of the test set and the vocabulary size.
Figure 3: Error count by word position
To see where the “word error” occurs, we analyze the po-
sition of the misrecognized words. Figure 3 shows the total
number of the misrecognized words for each model according
to the position of the final hypotheses. It can be seen that the
biSANLM is more robust than the uniSANLM at the earlier po-
sition (< 30) of a sentence. At the latter position (> 30) of
a long sentence, however, the gap between the two LMs is re-
duced. This fact shows that, although the uniSANLM also per-
forms well, our biSANLM is more effective particularly when
a recognized sentence is short or a misrecognized word is at the
beginning of the sentence. In this analysis, we use |V | = 40k
for both LMs, and the choice of vocabulary size does not affect
the tendency.
Finally, we conduct linear interpolation of the two LMs for
further improvements:
scoreLM = (1− α) · scoreuniLM + α · scorebiLM,
where the scoreLM is used in Equation 3. We find α = 1 shows
the best performances on all test sets, which means only the
biSANLM is used for interpolation (log-linear interpolation of
the two LMs shows the same phenomenon). Contrary to our first
expectation, the biSANLM and the uniSANLM do not comple-
ment each other in our experiments.
Consequently, all experimental results demonstrate that our
sentence scoring method using the biSANLM is almost strictly
better than the traditional method using uniSANLM for the N -
best list rescoring. As far as we know, this is the first study
that the bidirectional language model significantly and consis-
tently outperforms the unidirectional language model for speech
recognition.
5. Conclusion
In this paper, we propose a novel sentence scoring method that
uses a biLM for rescoring in ASR. We used the biLM to pre-
dict the probability of the masked word, and thus made the
model enable to capture the interactions between the past and
the future words. Experimental results on the LibriSpeech ASR
tasks demonstrated that the proposed sentence scoring with our
biLM significantly and consistently outperforms the conven-
tional uniLM for rescoring the N -best list. In addition, we con-
firmed that the biLM is more robust than the uniLM especially
when a recognized sentence is short or the earlier part of the
sentence is misrecognized.
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