Sur un test temps-fréquence de stationnarité by Xiao, Jun et al.
Sur un test temps-fre´quence de stationnarite´
Jun Xiao, Pierre Borgnat, Patrick Flandrin
To cite this version:
Jun Xiao, Pierre Borgnat, Patrick Flandrin. Sur un test temps-fre´quence de stationnarite´. 21e
Colloque sur le Traitement du Signal et des Images. GRETSI-2007, Sep 2007, Troyes, France.
GRETSI, pp.957-960, 2007. <ensl-00175966>
HAL Id: ensl-00175966
https://hal-ens-lyon.archives-ouvertes.fr/ensl-00175966
Submitted on 1 Oct 2007
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Sur un test temps-fre´quence de stationnarite´
Jun XIAO1, Pierre BORGNAT1, Patrick FLANDRIN1
1Ecole Normale Supe´rieure de Lyon, Laboratoire de Physique, CNRS
46 alle´e d’Italie, 69364 Lyon Cedex 07, France
{Jun.Xiao,pborgnat,flandrin}@ens-lyon.fr
Re´sume´ – On propose un nouveau test de stationnarite´ auquel l’utilisation de substituts temps-fre´quence permet de donner
un sens statistique pre´cis. Le test est relatif a` une dure´e d’observation et peut s’appliquer a` des bandes de fre´quence, donnant un
cadre a` ce qui est souvent fait en pratique. Un degre´ de non-stationnarite´ peut eˆtre attache´ au test, ainsi que, le cas e´che´ant, une
e´chelle caracte´ristique de la non-stationnarite´ de´tecte´e.
Abstract – We propose a novel test of stationarity to which the use of time-frequency surrogates permits to give a precise
statistical meaning. The test operates relatively to an observation scale and can be applied to frequency subbands, thus offering
a framework to what is often done in practice. An index of nonstationarity can be attached to the test, as well as a characteristic
scale of the detected nonstationarity, if any.
1 Introduction
Le concept de stationnarite´, tel qu’il est classiquement
(bien) de´ﬁni au deuxie`me ordre, n’est pas ope´rationnel au
sens ou` sa conside´ration pratique s’assortit le plus sou-
vent d’ame´nagements heuristiques sans ve´ritable lien avec
une the´orie sous-jacente. Dire d’un signal qu’il est station-
naire ou non n’a en pratique de sens que relativement a`
un horizon d’observation et/ou un domaine de fre´quences
d’inte´reˆt. C’est la` un point de vue souvent adopte´ par le
praticien mais s’appuyant sur une notion de localite´ qui,
dans le principe, s’oppose a` la notion de permanence as-
socie´e a` l’ide´e de stationnarite´. En outre, de´duire d’une
variabilite´ temporelle l’indice d’une non-stationnarite´ ne´-
cessite de pouvoir justiﬁer que celle-ci est statistiquement
signiﬁcative. Tester la stationnarite´ d’un signal observe´ est
ainsi une question qui me´rite d’eˆtre pre´cise´e en lui donnant
a` la fois un sens relatif et un sens statistique.
C’est cette double question de re-conside´rer qualitative-
ment l’ide´e de stationnarite´ dans une perspective relative
et de la tester quantitativement qui fait l’objet de cette
communication. A` cette ﬁn, celle-ci s’attache a` ﬁxer le
cadre ge´ne´ral d’une me´thode ope´rant dans le plan temps-
fre´quence par comparaison de spectres locaux et globaux,
l’originalite´ e´tant de construire une re´fe´rence “stationna-
rise´e” permettant, le cas e´che´ant, de rejeter l’hypothe`se
nulle de stationnarite´. Cette re´fe´rence est obtenue a` par-
tir des donne´es elles-meˆmes sous la forme d’un ensemble
de substituts pre´servant le spectre global tout en suppri-
mant la structuration temporelle repre´sentative de la non-
stationnarite´. On discutera plus particulie`rement de la fa-
c¸on d’obtenir un ensemble convenable de tels substituts
et d’en de´duire une statistique de de´cision a` base de “dis-
tances” temps-fre´quence. Sur la base d’un exemple simple
mettant en jeu une (ou des) e´chelle(s) connue(s) de non-
stationnarite´, on montrera enﬁn que, dans le cas ou` l’hy-
pothe`se de stationnarite´ est rejete´e, il est possible de de´ﬁ-
nir un indice de non-stationnarite´ et d’estimer la (ou les)
e´chelle(s) caracte´ristique(s) de cette dernie`re.
2 Cadre ge´ne´ral
La voie que l’on se propose de suivre pour tester la sta-
tionnarite´ d’un signal observe´ est de type temps-fre´quence.
Elle est base´e sur le fait que, dans le cas stationnaire, un
“bon” spectre non stationnaire [1] est identique a` tout ins-
tant au spectre moyen, et donc que la marginalisation de
celui-la` se re´duit a` celui-ci. Il est alors naturel, meˆme si
l’ide´e n’est pas neuve [2, 3, 4], d’imaginer un test de sta-
tionnarite´ base´ sur une comparaison de statistiques locales
et globales dans le plan temps-fre´quence, relativement a`
un domaine temps-fre´quence choisi. En pratique, meˆme si
le signal e´tudie´ est stationnaire, les caracte´ristiques glo-
bales et locales ne seront jamais identiques et la question
est de savoir si les diffe´rences observe´es sont signiﬁcatives.
2.1 Temps-fre´quence
Le premier ingre´dient ne´cessaire au test est une repre´-
sentation temps-fre´quence susceptible de se preˆter de fa-
c¸on robuste aux traitements ulte´rieurs. Par souci de sim-
plicite´, le choix se portera ici sur un spectrogramme multi-
feneˆtres, celui-ci pre´sentant l’avantage d’eˆtre un bon esti-
mateur (au sens d’une variance re´duite sans lissage tempo-
rel additionnel tendant a` gommer les non-stationnarite´s)
du spectre the´orique de Wigner-Ville [5, 6]. D’une fac¸on
plus pre´cise, on calcule la quantite´ :
Sx,K(t, f) =
1
K
K∑
k=1
S(hk)x (t, f), (1)
celle-ci s’interpre´tant comme une moyenne des K spectro-
grammes
S(hk)x (t, f) =
∣∣∣∣
∫
x(s)hk(s− t) e
−i2pifs ds
∣∣∣∣
2
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calcule´s chacun sur le signal x(t) en prenant pour feneˆtres
a` court-terme les termes successifs hk(t) d’une base (ortho-
norme´e) de fonctions d’Hermite. En pratique, la moyenne
(1) porte sur un nombre re´duit de feneˆtres, typiquement
entre 5 et 10 (on pourra se reporter a` [5, 6] pour plus de
de´tails).
2.2 Substituts
Aﬁn de disposer d’une base de comparaison quantiﬁable,
l’approche propose´e est d’associer au signal observe´ une
re´fe´rence “stationnarise´e” de fac¸on a` pouvoir rejeter le cas
e´che´ant l’hypothe`se de stationnarite´. Pour ce faire, on uti-
lise l’interpre´tation selon laquelle, pour un meˆme spectre
moyen, un signal non stationnaire se distingue d’un homo-
logue stationnaire par une structuration temporelle dont la
signature se retrouve dans la phase spectrale. Ainsi, e´tant
donne´ un seul signal observe´ x(t), il est possible de lui
associer une batterie de substituts (surrogates en anglais
[7, 8]) {sj(t); j = 1, . . . J} ayant chacun meˆme spectre de
puissance que le signal original mais un contenu tempo-
rel stationnarise´ : il suffit pour cela` de remplacer la phase
originale du spectre par une phase ale´atoire. Notons que
pour garder la ge´ne´ration des substituts aussi simple que
possible, c’est ici directement la phase de la transforme´e
de Fourier du signal (une estimation du spectre, quoique
pauvre) qui est remplace´e par une phase i.i.d. uniforme
dans [0, 2pi[. Une illustration du principe de stationnarisa-
tion par substituts est donne´e en Figure 1.
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Fig. 1 – Stationnarisation par substituts — La colonne de
gauche pre´sente un spectrogramme (en haut) et ses distri-
butions marginales en temps (au milieu) et en fre´quence
(en bas), dans le cas d’un signal “non stationnaire” (AM-
FM + bruit). La colonne de droite pre´sente de la meˆme
fac¸on le spectrogramme moyen calcule´ sur 40 substituts du
meˆme signal et les distributions marginales associe´es. Ces
diffe´rentes distributions mettent en e´vidence une “station-
narisation” au sens ou`, pour un meˆme spectre marginal,
le comportement temporel local a perdu la forte structu-
ration (AM-FM) du signal original.
2.3 Distances
En se plac¸ant comme choisi dans une perspective temps-
fre´quence, l’ide´e est de comparer les spectres locaux au
spectre global. On de´ﬁnit pour cela les quantite´s margina-
lise´es en temps
〈Sy,K(tn, f)〉n =
1
N
N∑
n=1
Sy,K(tn, f),
tant pour le signal (y(t) = x(t)) que pour les J sub-
stituts (y(t) = sj(t); j = 1, . . . J), les diffe´rents spectres
temps-fre´quence n’e´tant e´value´s qu’en N instants tn dis-
tants d’une fraction (typiquement la moitie´) de la largeur
e´quivalente des feneˆtres a` court-terme. On en de´duit les
J + 1 “distances” entre spectres locaux et celui global
{c(y)n := κ (Sy,K(tn, .), 〈Sy,K(tn, .)〉n) , n = 1, . . . N} (2)
au moyen d’une mesure de dissimilarite´ κ(., .) qu’il convient
de choisir. Une e´tude comple´mentaire a` ce travail a montre´
[9] qu’un bon choix relatif a` deux spectres G(f) et H(f)
e´tait de la forme
κ(G,H) := κKL(G˜, H˜). (1 + κLSD(G,H)) ,
combinant la divergence de Kullback-Leibler
κKL(G˜, H˜) :=
∫
Ω
(
G˜(f)− H˜(f)
)
log
G˜(f)
H˜(f)
df
(applique´e aux spectres normalise´s G˜(f) et H˜(f) issus de
G(f) et H(f)) et la de´viation log-spectrale
κLSD(G,H) :=
∫
Ω
∣∣∣∣ log G(f)H(f)
∣∣∣∣ df.
C’est dans ce cadre que l’on se placera ici.
2.4 Hypothe`se nulle de stationnarite´
La stationnarite´ e´tant suppose´e correspondre a` une e´ga-
lite´ entre les spectres locaux et le spectre global, on peut
mesurer un e´cart e´ventuel a` celle-ci via les ﬂuctuations en
temps des distances c
(.)
n e´value´es pre´ce´demment selon (2).
Choisissant de faire usage de la distance quadratique
L(g, h) :=
1
N
N∑
n=1
(gn − hn)
2
, (3)
on calcule ainsi les quantite´s
´1 = L
(
c(x), 〈c(x)〉n
)
(4)
pour le signal teste´ x(t) et
´0(j) = L
(
c(sj), 〈c(sj)〉n
)
, j = 1, . . . J, (5)
pour les J substituts sj(t); j = 1, . . . J .
La distribution statistique base´e sur les substituts (his-
togramme des ´0(j)) permet alors de caracte´riser l’hy-
pothe`se nulle de stationnarite´ et d’en de´duire de fac¸on
controˆle´e un seuil auquel comparer la statistique de test
´1. Une e´tude expe´rimentale montre que cette distribu-
tion est bien de´crite par une loi Gamma, ce qui peut se jus-
tiﬁer par la nature quadratique de la mesure (3) des ﬂuc-
tuations (cf. Figure 2, montrant le bon accord entre l’his-
togramme effectif dans le re´gime asymptotique (J = 5000
958
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Fig. 2 – Caracte´risation statistique de l’hypothe`se nulle de stationnarite´ 1. — Le diagramme de gauche pre´sente un
histogramme asymptotique (J = 5000) typique des ´0 relatifs aux substituts stationnarise´s (cf. eq. (5)) et son ajustement
par une loi Gamma (courbe en rouge). Les diagrammes du centre et de droite pre´sentent les re´sultats d’estimation des
parame`tres α et β correspondants en fonction du nombre J de substituts et de la taille des feneˆtres Nh (indique´e dans
le cadre). Conditions expe´rimentales : x(t) = bruit blanc de Nx = 2048 points module´ en amplitude avec une pe´riode
de T = 256 points, K = 5 feneˆtres et 5000 re´alisations.
substituts) et l’ajustement Gamma correspondant). L’in-
te´reˆt de cette mode´lisation est de ne ne´cessiter que l’es-
timation de 2 parame`tres (α pour la forme et β pour
l’e´chelle), ce qui peut eˆtre fait de fac¸on directe par maxi-
mum de vraisemblance sur les donne´es stationnarise´es.
Comme illustre´ en Figure 2, l’e´tude du comportement
des estimateurs αˆ et βˆ de ces parame`tres en fonction du
nombre de substituts J pour diffe´rentes largeurs de fe-
neˆtres Nh montre une convergence rapide vers le re´gime
asymptotique. Plus pre´cise´ment, il apparaˆıt (cf. Figure 3)
que le biais et la variance (normalise´s) sont tre`s peu de´-
pendants de Nh et de´croissent, en fonction de J , avec une
pente proche de −1 en unite´s logarithmiques de base 10.
L’erreur devient ainsi infe´rieure a` 5% pour J plus grand
que 50 : on pourra retenir ce nombre comme un bon com-
promis entre complexite´ et pre´cision.
2.5 Test de stationnarite´
E´tant donne´ le caracte`re suppose´ Gamma de la distri-
bution base´e sur les substituts, il est facile d’en de´duire un
seuil permettant de rejeter l’hypothe`se nulle de stationna-
rite´ avec une conﬁance spe´ciﬁe´e, le test se re´duisant alors
a` une comparaison de ´1 a` ce seuil. De plus, dans le cas
non stationnaire (ou` l’hypothe`se nulle est rejete´e), il est
possible de de´ﬁnir un indice de non-stationnarite´ (INS)
selon :
INS :=
√
´1
1
J
∑J
j=1´0(j)
. (6)
Par construction, le test est relatif a` une e´chelle d’ob-
servation de´ﬁnie comme la dure´e Nx du signal analyse´,
mais il est aussi fonctionnellement de´pendant de la taille
Nh des feneˆtres a` court-terme permettant de contraster
les spectres locaux et le spectre global. Conduisant le test
pour plusieurs tailles de feneˆtres, il est alors possible de
de´ﬁnir une e´chelle typique de non-stationnarite´ (ENS) se-
lon :
ENS :=
1
Nx
argmax
Nh
{INS(Nh)} . (7)
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Fig. 3 – Caracte´risation statistique de l’hypothe`se nulle
de stationnarite´ 2. — Le biais normalise´ (a` gauche) et la
variance normalise´e (a` droite) relatifs aux estimateurs des
parame`tres α et β de la loi suppose´e Gamma des ´0 sont
trace´s en fonction du nombre J de substituts et de la taille
des feneˆtres Nh (meˆmes conditions expe´rimentales qu’en
Figure 2).
3 Exemple
Aﬁn d’illustrer le principe et la potentialite´ de la me´-
thode propose´e, la Figure 4 s’inte´resse au cas particulier
d’un signal a` deux composantes, dont l’une (fre´quence
pure) peut eˆtre conside´re´e comme stationnaire, la station-
narite´ de l’autre (FM sinuso¨ıdale) de´pendant de l’e´chelle
d’observation, pour une pe´riode de modulation donne´e.
L’application du test et l’e´valuation des indices (6)-(7) cor-
respondants montre un bon accord avec ce que l’intuition
attend d’une telle situation, la composante a` hautes fre´-
quences e´tant toujours de´tecte´e comme stationnaire, alors
que l’hypothe`se de stationnarite´ est rejete´e pour la com-
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posante a` basses fre´quences dans le domaine ou` la dure´e
d’observation n’est grande ni petite devant la pe´riode de
modulation.
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Fig. 4 – Exemple de test — Les diagrammes du haut
de la ﬁgure pre´sentent un signal (a` gauche) et un spec-
trogramme associe´ (a` droite), l’analyse portant sur la
bande de fre´quences re´duites comple`te [0, 0.5]. Ceux du
bas pre´sentent les indices de non-stationnarite´ correspon-
dants (surfaces blanches) dans les sous-bandes [0.05, 0.2]
(a` gauche) et [0.3, 0.45] (a` droite). Dans les deux cas, les
re´sultats sont trace´s en fonction de la dure´e d’observation
Nx du signal et de l’e´chelle relative d’analyse Nh/Nx, Nh
e´tant la largeur de la feneˆtre du spectrogramme. Les seuils
de´duits des substituts (pour une conﬁance a` 95 %) sont
mate´rialise´s par les surfaces a` facettes colore´es, en accord
avec l’interpre´tation selon laquelle le signal est station-
naire dans sa bande haute de fre´quences et non station-
naire dans la bande basse lorsque la dure´e d’observation
n’est grande ni petite devant la pe´riode de modulation.
4 Conclusion
On s’est inte´resse´ ici a` caracte´riser la stationnarite´ (de
deuxie`me ordre) d’un signal relativement a` un intervalle
d’observation, en lui donnant un sens statistique associe´ a`
la construction d’une re´fe´rence stationnarise´e. L’approche
ope`re dans le plan temps-fre´quence avec l’ide´e que, sur
un intervalle d’observation donne´, un signal “non station-
naire” se distingue d’un signal “stationnaire” de meˆme
spectre moyen par une organisation temporelle structu-
re´e. Le test consiste alors a` comparer classiquement des
statistiques locale et globale, mais avec l’originalite´ qu’il
s’appuie sur un ensemble de substituts stationnarise´s ser-
vant a` caracte´riser l’hypothe`se nulle.
Les ide´es et principes de base de la me´thode ont e´te´ de´-
crits ici, mais de nombreuses variantes sont possibles pour
le test propose´, que ce soit au niveau des repre´sentations
temps-fre´quence utilise´es (pour lesquelles l’usage de spec-
trogrammes re´alloue´s multi-feneˆtres [6] pourrait accroˆıtre
la sensibilite´ du test) ou dans le choix des distances utili-
se´es.
Une autre direction de recherche actuelle (cf. [10] pour
de premiers re´sultats en ce sens) consiste a` conside´rer le
recours aux substituts comme une forme d’apprentissage,
permettant ainsi de mettre en œuvre des outils de´die´s (me´-
thodes a` noyaux, machines a` vecteurs-supports, etc. [11])
pouvant s’appuyer sur des espaces d’attributs tre`s ge´ne´-
raux, et sans ne´cessite´ de caracte´riser de fac¸on parame´-
trique l’hypothe`se nulle de stationnarite´.
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