Abstract: Identifying a linear parameter-varying (LPV) model of a non-linear system from local experiments (i.e., experiments with small displacements around given positions) is a problem which still deserves attention. Rather than building a model either from the law of physics or from experimental data independently, the combination of an analytic and an experimental approach is used in this paper to identify an LPV model of a 2-DoF flexible surgical robotic manipulator. This LPV model is more precisely estimated by applying a dedicated H ∞ -normbased technique to yield a final parameter dependent model written as a linear fractional representation (LFR). This contribution demonstrates the effectiveness of the used H ∞ -normbased identification technique by applying real data sequences gathered on a real flexible robotic manipulator.
INTRODUCTION
During the last decade, the demand for accurate controllers for systems having highly non-linear behavior has raised drastically (Levine, 2010) . In order to design a controller which is able to satisfy all the requirements, it is compulsory to have an adequate model of the system under study. That is the case with the robotic systems for instance where the manipulators may have strong nonlinearities in certain working conditions. The application of robotic systems has been spread out in many practical fields during the last decade (Dutta, 2012) . Nowadays, such systems are used not only in the manufacturing industry but also, among others, in the healthcare and space industries (see, e.g., (Shin and Kwon, 2013) ). These latter fields require the use of lightweight robots causing the appearance of structural flexibilities contrary to heavier industrial robots for which the rigid body assumption is satisfied in general. Robotic systems used in the aforementioned fields also have more stringent precision requirements than their industrial counterparts. Furthermore, such systems are manufactured in a significantly less quantity resulting sometimes in really unique robotic structures.
The models of robotic systems are usually white-box models based on first principles and laws of physics governing the behavior of the system. These dynamical models are often derived by employing the Euler-Lagrange or Appell equations and the virtual work principle (Dym and Shames, 1973) . However, the application of these techniques requires high-level skills in robotics because the involved kinematics are unique for each robot structure. This is all the more true when the user wants to have access to physical parameters of the system which are imperfectly known. Furthermore, such white-box models may be too complex in the end. In order to circumvent these problems, robotic system identification efforts are now performed in the manufacturing industry (Kozlowski, 1998) . However, a direct identification of a non-linear black-box model is often complicated because (i) strong non-linearities (e.g., inherent flexibilities) can be significant in particular working conditions, (ii) the development of a global non-linear model structure can rely on strong assumptions such as a uniform density of the manipulator segments or the nature of the deformations if any. The idea of approximating the dynamical behavior of a non-linear system with a linear parameter-varying (LPV) model, i.e., a linear model the parameters of which depend on measurable time-varying signals called the scheduling variables, has attracted a lot of attention during these last two decades (see, e.g., (Tóth, 2010) and the references therein for a recent overview). Because a linear time-invariant (LTI) model can be insufficient when the system is used in a large robot workspace (because, e.g., the nonlinearities may vary with the operating conditions), LPV models are more and more introduced in robotics (see, e.g., (Boonto and Werner, 2010) ). The development of LPV model identification for the experimental modeling of robots is advocated for two main reasons. First, from an identification point of view, the introduction of such a structure allows the use of standard tools dedicated to LTI models for the estimation of models with a structural flexibility able to cope with time-varying as well as nonlinear dynamics. Second, from a control viewpoint, the construction of a reliable LPV model can be seen as a standard but essential initial step for many new control law determination techniques developed in robotics among others in (Halalchi et al., 2014 ) (see the references therein as well for further control applications).
In this article, the main focus is placed on the identification of a reliable LPV model written as linear-fractional representation (LFR) for a specific 2-DoF robotic manipulator having structural flexibilities based on locally gathered real data sequences. In order to reach this goal, the H ∞ -normbased identification technique introduced in (Vizer et al., 2014b ) is applied.
The article is organized as follows. Section 2 introduces the problem formulation and provides a brief description of the applied techniques and approaches. In Section 3, the non-linear and the linearized model of the 2-DoF robotic manipulator is presented. The identification based on real data sequences performed in Section 4. Finally, Section 5 concludes this article.
PROBLEM STATEMENT

LPV modeling
In this article, the identification of LPV models described by the following gray-box state-space representation is addressedẋ
(1b) where u(t) ∈ R nu is the input signal vector, y(t) ∈ R ny is the output signal vector, x(t) ∈ R nx is the state vector and t ∈ R. Such a gray-box model can be derived from a prior study of the system to identify. By gray-box, it is meant that several matrix entries can be fixed (as 1 or 1 or any other value known a priori) while the rest of them (the unknown parameters to identify) are gathered into the vector ϑ ∈ R n ϑ . We assume that the involved system matrices found in Eq. (1) are smooth functions of the unknown parameters. In the LPV framework, the system matrices (A, B, C, D) are rational functions of measurable time-varying signals contained by the vector p(t) ∈ P ⊆ R np and called the scheduling variables, where
, · · · , n p }}, is the so-called "scheduling space" (Tóth et al., 2012) which is a compact set. It is furthermore assumed that the system matrices satisfy a static dependence on p (Tóth, 2010) , i.e., they do not depend on the time-derivatives (ṗ(t),p(t), · · · ) of the scheduling variables. Such an assumption (static dependence) can be justified by noticing that no dynamical dependency can be observed from local experiments.
Linear fractional representation
Hereafter, a specific attention is paid to state-space matrices satisfying a rational dependence on p(t). Such a parameter dependence is indeed more general than the affine dependence usually encountered in system identification. Namely, we focus on LPV models which can be transformed into an LFR (Zhou et al., 1996) . Here, the first matrix is a p(t)-dependent matrix and is defined as
while the second one is a ϑ-dependent matrix,
where (A(ϑ), B w (ϑ), · · · ,D yu (ϑ)) are time-invariant matrices with appropriate dimensions. Then, the dynamical gray-box state-space LPV model can be determined in two steps. First, the parameter-varying system matrices can be calculated by using the following linear fractional transformation (LFT),
where F stands for the upper LFT (see (Zhou et al., 1996 , Chapter 10) for detailed description). According to this LFR, the gray-box state-space matrices found in Eq. (1) can be derived as follows
provided that the inverse (Zhou et al., 1996, Chapter 10) for all the possible trajectories of the scheduling variable vector p(t). Notice that the elements of the system matrices in Eq. (5) (i) are polynomial or rational functions of the scheduling variable vector when D zw (ϑ) = 0, (ii) are affine functions when D zw (ϑ) = 0. Second, in order to add the system dynamics resulting in the LPV model introduced by Eq. (1), the following LFT is used, i.e.,
This model is referred hereafter as LPV/LFR 1 .
H ∞ -norm-based LPV model identification from local experiments
In order to determine the parameters of the gray-box statespace LPV/LFR model derived in the previous Subsections (see Eqs. (5)- (6)), the following multi-step procedure is employed.
(1) A finite set of scheduling variable values p i , i ∈ {1, · · · , N op }, is selected, where N op stands for the number of the involved operating points. (2) Experimental data are gathered for each operating point determined by the fixed values of the scheduling
are estimated based on the measured data gathered locally.
(4) The H ∞ -norm-based technique developed in (Vizer et al., 2014a ) is applied to determine the final LPV model.
Such an identification approach is considered among others in (Mercère et al., 2011 (Mercère et al., , 2012 where the same robotic manipulator, more precisely its simulator, is considered. Notice also that, in the cited articles, different techniques are used in order to interpolate the estimated local fullyparametrized models in Step #4. The method developed in (Vizer et al., 2014a) aims at optimizing the cost function defined below, i.e., min ϑ max i∈{1,··· ,Nop}
where G i (s) and G LP V (s, ∆ pi , ϑ) denote the estimated fully-parameterized local models and the frozen LPV gray-box ones, respectively. By frozen it is meant that the scheduling variables (p i ) are fixed correspondingly to the considered (i th ) local operating point, with i ∈ {1, · · · , N op }. Here, N op stands for the number of the involved working points. See (Vizer et al., 2014a) for more details about the employed optimization method.
MODELING OF THE 2-DOF ROBOTIC MANIPULATOR
General description
Image plane v1(ℓ1, t) Fig. 1 . Geometry of the flexible arm.
In this article, the main goal consists in identifying a graybox state-space LPV model of the surgical robot designed by SINTERS and used in (Cuvillon et al., 2006) . This robot is lightweight because it was designed to attain fast dynamics to compensate the heart tissue motion for cardiac surgery. As a result, it is observed that the bandwidth is restricted by flexible modes that can be attributed to small deformations of the segments. More precisely, this flexible robot, in the current surgical configuration, can be modelled by a horizontal flexible arm composed of two flexible segments (n θ = 2) as depicted in Figure 1 . Under specific working conditions, this type of manipulator may have significant flexibilities. Indeed, even if these deformations only yield short displacements of the endeffector, this is sufficient to restrict the bandwidth of the control loop, as shown in (Cuvillon et al., 2012) . Therefore, a model of these flexible modes is necessary in order to design a vision-based control loop with high bandwidth.
Non-linear and linearized dynamical models
With the intention of modeling the flexible modes of the robotic manipulator, in the current case, small deformations are considered and only one mode is chosen for the transverse deformation field. For segment #k, k = {1, ..., n θ }, the deformation field writes δ k (x, t) = x 2 v k (t), where x represents the abscissa along the segment and v k (t) is the state of the deformation. Therefore, the resulting deformation at the end of the segment of length ℓ k is δ k (ℓ k , t) = ℓ 2 k v k (t). The dynamical model is derived from the Virtual Work Principle using the DynaFlex toolbox developed on Maple (see (Shi and McPhee, 2002) ). By denoting
nv , the resulting model relies on a generalized position vector q(t) = θ(t) ⊤ v(t) ⊤ ⊤ ∈ R nq , with n q = n θ + n v , and writes (see Fig. 1 for the notations) M(q(t))q(t) = F (q(t),q(t)) + G u(t) (8a) where M(q(t)) is the inertia matrix, F (q(t),q(t)) is a generalized force vector which includes the Coriolis and centrifugal effects (see (Laroche and Cuvillon, 2007) for details about the mathematical expressions of the matrix M and the vector F ). The torque vector
⊤ has only effects on the dynamics of the rigid positions θ 1 (t) and θ 2 (t), corresponding to
Moreover, each arm is equipped with a local velocity control law
where the controller transfer function Λ is unknown and assumed to be a static gain. Detailed description of the non-linear modeling aspects of the considered robotic arm can be found in (Laroche and Cuvillon, 2007) . Now, so as to fix the structure of the global LPV model required by the technique employed in this paper, a standard Jacobian linearization around q 0 can be applied to the generalized second order model given in Eq. (8).
Notice that the LPV model does not include the Coriolis forces which suits for the considered movements with relatively low velocity. In this special case, p(t) = cos(θ 2 (t)) is selected to be the scheduling variable. The input of the system is the joint velocity reference vector denoted hereafter byθ(t) * = θ 1 (t) * θ 2 (t) * ⊤ while the output y(t) = θ 1 (t)θ 2 (t) ⊤ , i.e., is the joint velocity vector computed from joint position measurement provided by encoders. Such a linear technique leads to the following minimal state-space representation of order 6,
where
with
and where
2 For our system, D = 0 nq ×nq .
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Copyright © 2015 IFAC are the linearized versions of the matrices and vectors defined by Eq. (8) and Λ = diag(λ 1 , λ 2 ) is the diagonal matrix of the control gains acting on the joints. More precisely, by looking closer the non-linear equations obtained in (Laroche and Cuvillon, 2007) , the following affine parameter dependence is suggestible, i.e.,
For more information about the LPV modeling aspects of the current robotic manipulator see (Mercère et al., 2012) . Indeed, with straightforward calculations, it can be shown that such gray-box LPV state-space representation can be transformed into an LPV/LFR one by applying the structured matrices of Eq. (11) and the inner structures defined by Eq. (13) as follows,
where ϑ ∈ R 28 . More precisely,
Notice that the matrix products defined above contain the unknown parameters to estimate. However, the notation ϑ is left from the right side of Eq. (14) because of the sake of conciseness. In this case, the ∆ p block-diagonal matrix containing the scheduling variable cos(θ 2 ) has the following form,
(15) Finally, the dynamical LPV/LFR model of the flexible robotic manipulator can be calculated by using the LFT defined by Eq. (6), i.e.,
IDENTIFICATION RESULTS
I/O data generation
As the first step of the local identification procedure described in the Subsection 2.3, a set of reliable fullyparameterized local models have to be estimated. In order to do so, first, N op = 11 local working points are selected, then 11 local I/O data sets are gathered. For the specific test-bed considered in this current study, 11 constant fixed values of θ 2 , denoted hereafter by θ (i) 2,0 , i ∈ {1, · · · , N op }, in the range [π/8 : π/16 : 6π/8] are selected. The inputs of the system are the angular velocity referencesθ * which are chosen as two uncorrelated pseudo-random binary sequences built so that all the dynamics of the system are well-excited. Then, the outputs of the model, i.e., the joint position vector θ measured by the encoders, mounted on each joint, are gathered by a dedicated PC. In the considered set-up, the sample-time is equal to 500Hz and the length of the excitation is 5s. In order to calculate the joint velocity vectorθ, a numerical derivation of the position vector is performed. Notice that, in each working point, 2 sets of I/O data are gathered. The first one serves for identification purposes while the second one is for validation. A sample of the obtained I/O data can be seen in Fig. 2 corresponding to the fixed value of the scheduling variable where i = 2, and θ 
2,0 = 3π 16 ). In addition, with the purpose of validating the estimated gray-box LPV model, a global I/O data sequence is also acquired by applying the same sampling frequency while the length of this global excitation equals to 20s. This global validation input signal is designed such that the whole working region is covered by the trajectory of θ 2 during the experiment as a result of the fact that θ 2 is the scheduling variable. At the same time, the first joint is excited, similarly to the local case, by a PRBS signal. The evolution of the scheduling variable cos(θ 2 ) is shown in Fig 3. See (Laroche et al., 2015) for more information about the I/O data design and the acquisition procedure of the SINTERS robot. 
Local LTI model identification
By going further along the path traced by the local procedure described in Subsection 2.3, the next step consists in estimating reliable local fully-parametrized LTI models. In this Subsection, we consider every other working point for the local identification step, while the remaining local data-sets being kept for the LPV model validation. More precisely, we estimate local black-box models G i (s), i ∈ {1, 3, 5, 7, 9, 11}. This goal is reached by using the SRIVC (Garnier et al., 2007) continuous-time LTI identification technique which is available in the CONTSID Toolbox (Garnier et al., 2008) destined to be used with MAT-LAB. Namely, to determine the local LTI models, the 1st IFAC LPVS, Grenoble, France, Oct. 7-9, 2015 ThAT1.1
Copyright © 2015 IFAC identification technique developed and tuned for the same robotic manipulator, and published in (Cuvillon et al., 2006) , is applied herein. Because the SRIVC method is designed to estimate MISO models, two MISO LTI transfer functions are estimated in this current case. In other words, two models betweenθ * →θ 1 andθ * →θ 2 are identified for each fixed value of the scheduling variable. Then, the determined MISO transfer functions are used to build a transfer matrix followed by the derivation of a fully-parametrized balanced state-space model by applying the balreal function of the MATLAB. Eventually, the local model identification procedure concludes also a model reduction step which is tackled by employing the balred MATLAB function resulting in a reduced fullyparameterized model of order 6 at each working point. This identification step is concluded by the validation of the obtained local fully-parametrized LTI models. For k ∈ [1, n y ], the following fit measurements 3 are introduced aiming at quantifying the model quality on validation data (i.e., a data set different from the one used for the estimation)
The locally obtained BFT measurements are shown in Table 1 . According to these figures, it can be seen that the estimated fully-parametrized models capture the local dynamics of the system sufficiently well. 
LPV model identification
As described in Subsection 2.3, in order to determine the parameters of the gray-box LPV model presented in Subsection 3.2, the H ∞ -norm-based technique developed in (Vizer et al., 2014a ) is applied. In the following, the cost function defined by Eq. (7) being a non-smooth and non-convex function, is minimized by employing the hinfstruct MATLAB function. In this current set-up, since the technique involves an iterative optimization which is needed to be initialized, uniformly distributed random numbers 4 have been applied as initial values of the unknown parameter vector ϑ. For this identification step, only N op = 6 local models, corresponding to i ∈ {1, 3, 5, 7, 9, 11}, are selected to be involved into the cost function. As mentioned above, the main reason for this is that the rest of the operating points is used during the local validation step presented in the next Subsection.
LPV model validation
Eventually, so that to prove that the final estimated LPV/LFR model is reliable, the last step of the identifica- tion procedure presented in this article aims at validating the obtained gray-box LPV model. This validation is performed in two different ways. First, the estimated LPV model is tested locally by fixing the scheduling variables as p i , i ∈ {2, 4, 6, 8, 10}, corresponding to the working points which have not been involved in the identification introduced in the previous subsection. Then, the frozen LPV models (see Eq. (16)) are excited locally by applying the I/O data sequences devoted to the local validation step. A sample of the obtained validation data can be seen in Fig. 4 corresponding to the fixed value of the scheduling variable where i = 6, and θ Table 2 gathers the BFT measurements calculated at the other operating points by comparing the outputs of the system with the model outputs. Notice that the average performance in terms of BFT, evaluated on validation data, is less than 10 points lower than the performance in identification, which is satisfying.
The second method aiming at quantifying the estimated gray-box state-space LPV model consists in (i) exciting the model (by applying the dedicated global excitation signals) so that the whole range of θ 2 is visited (see Fig. 3 ) and (ii) comparing the outputs of the real system with the model outputs. At the same time, the first joint is excited again by a PRBS signal. The results of this comparison are shown in Fig. 5 . Furthermore, a very simple modelθ =θ * can also be used and leads to average BFTs of 53.02% and 84.31% respectively onθ 1 andθ 2 . This is sensibly lower to what is obtained with the considered model, i.e., 73.8% and 93.2%, respectively (see Fig. 5 ). Therefore, the proposed model really allows to capture the dynamics of the system. According to the presented results, it can be concluded that the estimated LPV model capture well the non-linear dynamics of the original system locally and globally as well. Notice that the modest BFT values are due to the fact that real data sequences are used herein for both purposes, identification and validation. On top of that, these signals are noisy. Having fit measurements in the range [63%, 95%] is, according to the Authors' experience, more than suitable. All these results prove that, adding up prior information, through the knowledge of the LPV model structure, is an efficient solution to result in an accurate LPV model from local experimental data by applying the H ∞ -norm-based method developed in (Vizer et al., 2014a) . 1st IFAC LPVS, Grenoble, France, Oct. 7-9, 2015 ThAT1.1 Copyright © 2015 IFAC Table 2 . Performance metrics (BFT (%)) for the estimated frozen gray-box LPV models on validation data θ 
CONCLUSION
In this article, the H ∞ -norm-based LPV model identification methodology introduced first in (Vizer et al., 2014a) has been used in order to derive a reliable gray-box statespace LPV model from local experiments gathered on the real system. The considered robotic system of a flexible two-segment arm initially designed for cardiac robotized surgery. More precisely, the gray-box framework assumes that a physically-structured LPV model is estimated, the structure of which is obtained by studying and linearizing the mechanical non-linear equations satisfied by the system to identify. Overall, the obtained results have emphasized the potential of the methodology for the identification of robotic systems.
