Abstract-As we grow old, our desire for being independence does not decrease while our health needs to be monitored more frequently. Accidents such as falling can be a serious problem for the elderly. An accurate automatic fall detection system can help elderly people be safe in every situation. In this paper a waist worn fall detection system has been proposed. A tri-axial accelerometer (ADXL345) was used to capture the movement signals of human body and detect events such as walking and falling to a reasonable degree of accuracy. A set of laboratory-based falls and activities of daily living (ADL) were performed by healthy volunteers with different physical characteristics. This paper presents the comparison of different machine learning classification algorithms using Waikato Environment for Knowledge Analysis (WEKA) platform for classifying falling patterns from ADL patterns. The aim of this paper is to investigate the performance of different classification algorithms for a set of recorded acceleration data. The algorithms are Multilayer Perceptron, Naive Bayes, Decision tree, Support Vector Machine, ZeroR and OneR. The acceleration data with a total data of 6962 instances and 29 attributes were used to evaluate the performance of the different classification algorithm. Results show that the Multilayer Perceptron algorithm is the best option among other mentioned algorithms, due to its high accuracy in fall detection.
I. INTRODUCTION
Falls have been recognized as a major health problem in aging population. Falls affect the quality of life among elderly people by producing fears, decrease in independency and results in decline in mobility and activity. A serious consequence of falling is the "long-lie", defined as remaining on the ground or floor for more than an hour following a fall. The long-lie is associated with high mortality rates among the elderly. A fall detection system can reduce the occurrence of the "long-lie", by minimizing the time between the fall and the arrival of medical attention [1] . There are different types of fall such as forward fall, backward fall, lateral fall, falling from sitting, standing and falling from stairs. These kinds of falls should be differentiating with ADL. The falling patterns can be classified by logging different fall and ADL acceleration patterns from volunteers. By having these patterns and applying a proper classification algorithm, falls can be distinguished from ADL and further action such as alerting care center can be taken.
II. LITERATURE REVIEW
Fall detection systems can be classified into four approaches: wearable device, camera-based (or vision-based), ambience device and pervasive device. The wearable device approach is to wear some garments with embedded sensors to detect the posture and motion of the body wearer and use classifiers to identify suspicious events including fall [2] . Camera-based approach is increasingly included in in-home assistive system [2] , [3] . The advantage of this approach is that they are able to detect multiple events simultaneously and the recorded video can be used for remote and post verification and analysis. The disadvantage is that the high cost associated with the system. Camera based system can only work accurately in indoor environments as such they are not useful for general use. Ambience device approach uses multiple installed sensors to collect data from a person in close proximity to them. In this method, pressure sensors are commonly used to detect the presence of user, hence to obtain user's location [2] . One example of ambience device is floor-vibration based fall detector. In this method when a human falls, the impacts of body with the ground generate vibrations that are transmitted throughout the floor. This method uses a special piezoelectric sensor to evaluate the floor's vibration patterns and generate a binary fall signal [5] , [4] . Pervasive approach utilizes cell phones as a platform for fall detection. PerFallD is an example of pervasive fall detection system which has implemented on smart phones [6] .
In recent works, different methods for distinguishing fall from ADL using wearable device like simple thresholding [7] , SVM [8] , K-NN [9] and ANN [10] have been proposed. In this paper a fall detection system has been proposed for the elderly using wearable device with embedded accelerometer sensor. Then WEKA was used to investigate the performance of different machine learning algorithms for fall detection.
III. METHODOLOGY A. Accelerometer Sensor as Wearable Device
Detection of fall using wearable device commonly employs various sensors such as gyroscope and accelerometer. Acceleration is the main characteristic of fall, therefore using accelerometer is more practical. Accelerometer-based method has been popular with wearable device due to low cost, conveniency and high accuracy. Acceleration signals during fall and ADL of the body can be measured using triaxial accelerometer such as ADXL345 [11] . The ADXL345 is a small, thin, low-power, 3-axis accelerometer with high resolution (13-bit) measurement at up to ±16g. An ADXL345 evaluation board " Fig. 1 " with an SD card socket for data logging and a USB port for serial communication with a computer was used. The board was powered from two AA batteries.
Identification of the suitable position of the sensor on the wearer's body is important in order to receive clear signals of their movement. Several experiments on attaching acceleration sensors at different parts of wearer's body like waist, wrist, chest, head and thigh have been performed [13] , [7] , [12] , [14] . The waist has been suggested to be the most suitable, since at this location the acceleration signal is similar and evenly distributed between different fall types. Furthermore, waist attached accelerometers are located near to the body center of gravity providing reliable information on subject's movements, with the exception of movements of arms and legs [7] .
B. Data Collection
In order to make a complete database of fall and ADL patterns, experiments were carried out by 50 volunteers. The volunteers were 18 healthy males and 32 females with the average age, height and weight of 32 years old, 165cm and 66 kg respectively. In order to collect the acceleration data, each volunteer was told to perform 9 non-fall activities and 11 fall activities inside the laboratory with the device attached to their waist. Each activity was performed on a large mat and each volunteer was advised to perform the experiment as naturally as possible. But since these experiments can be dangerous for elderly, the database was made mostly by younger volunteers and just one volunteer for 65 years old. Totally 1000 recorded movement's acceleration data have been collected. Table I is the questionnaire form that has been completed by each volunteer. As it is clear, falls and ADL in all direction were considered in the questionnaire form.
C. Feature Extraction
The main classification problem in this work is to distinguish between fall events and normal activities. Every recorded acceleration signal from different movements has its own pattern. Using some extracted features, these patterns can be classified by different classification methods. Before raw acceleration data going through different classification algorithms, they must be preprocessed using a windowing technique in order to increase classification accuracy [15] . Windowing technique was used to divide the sensor signal into smaller time segments (i.e., windows) and classification algorithm was applied separately on each window, which means each window produces a classification result. It also allows a direct access to the information in the past through a sliding window. In this paper sliding windows have been chosen as one methods of windowing technique. In the sliding window method, the signal is divided into windows of fixed length and a fixed overlap size with previous window [16] . Experiments through trial and error approach were performed in order to find the best window size.
After several experiments, it was found that the best window size is 1000 (1 second) with a step-size of 500 and overlap of 500 (0.5 second). Fig. 2 shows a sample acceleration signal of fall forward with window-size: 1000, step-size: 500 and overlap: 500 at 100Hz sample rate. The overlap with the size 500 was considered in order to include all the falls that may happen between two windows. The window will continue on the data to extract features from each window. Different features have been extracted from each time window on recorded acceleration data. The complete set of features that were chosen as candidates for the model is composed of two parts: personal information features and acceleration features. A well distributed and balanced database of different activities is the most critical and important part of this work. The database of 50 volunteers of men and women with different features such as sex, age, height and weight was used. This personal information has been considered as one part of features that each collected data must have.
The most important feature for acceleration signal was extracted from total sum vector. Total Sum vector was determined as in (1)
X, Y and Z represent the accelerometer value in three axes which are in gravity g range [17] . Angular velocity is another feature that can indicate the volunteers' rotational movement according to each axis. In order to calculate the angular velocity, the direction of acceleration vector (angle) in each axis is required which is calculated as follow (2):
According to mentioned formulas, angular velocity for each axis is calculated as follows (3, 4, 5):
AngularV elocity
AngularV elocity 
IV. FALL DETECTION ANALYSIS
Selection of an appropriate classification algorithm is the most critical step in solving classification problems. Accurate classification algorithm in fall detection should results in fewer false alarms. Each classification algorithm act differently toward different types of data with different number of attributes.
Comparison of different algorithms to a particular data set is useful in selecting the best algorithm for our desired task. In the following sections, analysis of fall detection for six different classification algorithms which are applied to the collected acceleration data from volunteers' movement will be presented.
A. WEKA
WEKA is a Java based data mining software developed at the University of Waikato, New Zealand and is available as a free software under GNU public license. WEKA is a collection of machine learning algorithms for data mining tasks such as data preprocessing, classification, regression, clustering, association rules and visualization. WEKA's main Graphical User Interface, the Explorer, gives access to all its facilities using menu selection, form filling and better data visualization. WEKA's native data storage method is ARFF format. The ARFF file consists of a list of the instances and the attribute values for each instance which are separated by commas. In WEKA, all data are considered as instances and features in the data are known as attributes which categorize as numeric or categorical attributes. After loading the data into the explorer and adjusting the attributes, the required algorithm will be selected and following its learning, the result can be visualized and evaluated [18] , [19] .
B. Classification Algorithms
In this paper the ARFF format of fall and ADL data file, has 6962 instances and 29 attributes. The instances indicate the number of windows for all the recorded fall and ADL acceleration data and the attributes indicate the number of extracted features from each window and the instance lable that in this case can be Fall or ADL as a categorical class. For the purposes of training and testing, 75% of the data was used for training and the rest was used for testing the classification accuracy of the selected classification algorithms [10] .
1) Multilayer Perceptron:
A multilayer perceptron (MLP) is a feedforward Artificial Neural Network (ANN) model that maps the input vector to appropriate targets. MLPs consist of multiple layers of neurons in a directed graph, with each layer fully connected to the next one. Except for the input nodes, each node is a neuron with a nonlinear activation function. MLP utilizes a supervised learning technique called backpropagation for training the network [10] . A fully connected multilayer perceptron classifier with one hidden layer was used for classifying falling patterns from ADL patterns inside the WEKA. The structure of MLP which was implemented in WEKA presents that the input layer consists of 28 neurons which represent the number of attributes. The number of hidden neurons was considered 15 neurons as default by WEKA and two neurons was considered in output layer which represent the target as Fall and ADL. All the network parameters were considered as default while the network can also be monitored and modified during training time. The nodes in this network are using sigmoid as activation function. The network stops training when the specified number of epochs which is 500 epochs in this work as default is reached.
2) Naive Bayes: Naive bayes classifier is a simple probabilistic classifier based on applying Bayesian theorem. Naive bayes can be trained very efficiently in a supervised learning and has a strong assumption that means in a naive bayes classifier assumes that every feature related to a class is independent of each other. So the probability of occurrence of a class c, provided the features F 1 through F n is described in (6) :
In which Z is a scaling factor depending only on F 1 through
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F n , C is the class variable, F 1 through F n are independent attributes variables and p(C) is called class prior probability. This classifier learns the conditional probability of each attribute from the training data. Classification is done by calculating the probability of C given the values of features F 1 through F n and then predicting the class with the high probability value [20] , [21] . In order to classify Fall and ADL dataset with Naive Bayes classifier inside the WEKA, Naive Bayes Simple algorithm was used, which is WEKA's implementation of Naive Bayes. The Naive Bayes classifier output shows that each instance has attributes which are all numeric except sex and Falling attribute which are categorical, and all these numeric attributes have a probability distribution. The probability density function for the distribution is defined by mean (μ) and standard deviation (σ) which has been shown in (7) :
The mean and standard deviation depend on the attribute of Class C. Then after the training process, all the related means and standard deviations are calculated and probability distribution models are built up [20] . In the testing process, given a particular raw data, two probabilities are calculated and compared.
3) Decision Tree: Decision tree is a popular type of machine learning algorithms. It consists of nodes and branches which connecting the nodes. The top node of the tree, defined as the root, includes all the training data, which are finally split to classes. The bottom nodes of the tree are called the leaves, indicating classes. All nodes except the leaves are defined as decision nodes, where training examples are split into distinct classes based on one attribute. In the testing progress, every new testing data goes into a specific branch from the root, following a matching path to a particular leaf. There are numerous algorithms based on the decision tree principle. C4.5 is a typical algorithm; one of best known and most widely used learning algorithms. It is an extension of Quinlan's earlier ID3 algorithm, which uses Shannon's entropy (8) as a criterion for selecting the most significant features.
Entropy(S)
Where p i is the proportion of the examples belongs to the i th class. The entire data set is split by using any one of the features and the resultant information gain is measured. The process is repeated for every feature and the one with highest information gain is selected for splitting the data. This becomes the first decision node of the tree and the process is repeated for every node until the final node or the leaves are reached [21] . In order to find what the C4.5 decision tree learner does with fall and ADL dataset, J48 algorithm was used, which is WEKA's implementation of this decision tree learner. J48 classifier output in WEKA shows a pruned tree. In this decision tree, variance of acceleration "VarA" has placed in the root of the tree as the most important attribute and other attributes in order of importance have placed in different subroots and leaves. Among personal information features, age has been placed in upper position in compare with sex and height while weight has been deleted by decision tree because of no importance in the classification.
4) Support Vector Machine:
Support Vector Machine (SVM) is a kind of supervised learning method that simultaneously minimizes the empirical classification error and maximizes the geometric margin. In this classification method there is a set of training example that belong to one of two categories, then SVM predicts that new example fall in to which category. The process involves creating a hyper plane in a n-dimensional space, that would separate two data sets with the highest margin. So the nearest data from each side to the hyper plane called support vector. Finally for classifying a new test data, it depends on that it place in which side of the hyper plane [22] . In order to classify Fall and ADL dataset with SVM classifier inside the WEKA, SMO algorithm was used, which is WEKA's implementation of SVM. SMO implements the sequential minimal optimization algorithm for training a support vector classifier, using polynomial or Gaussian kernels [23] . Using SMO all the attributes were normalized by default and categorical attributes were transformed into binary ones.
5) OneR:
OneR algorithm is a simple classification rule in WEKA which produces very simple rules based on a single attribute. OneR is the 1R classifier with one parameter and generates a one-level decision tree expressed in the form of a set of rules that all test one particular attribute. 1R is a simple and cheap method that often comes up with quite good rules for characterizing the structure in data. In this algorithm just one attribute is sufficient to determine the class of an instance quite accurately and finally rules are pruned using reduced-error pruning [19] . In fall detection classification, the OneR classifier output in WEKA shows that the variance of angular velocity of acceleration "VarĀ av " was selected by OneR as the only attribute which determines the class of an instance as Fall or ADL.
6) ZeroR: ZeroR is the most primitive learning scheme in Weka that predicts the majority class in the training data for problems with a categorical class value and the average class value for numeric prediction problems. It is useful for generating a baseline performance that other learning schemes are compared to [19] . ZeroR was used as one of rule based algorithms in WEKA for classifying Fall from ADL dataset. ZeroR classifier output in WEKA shows that Falling attribute (Fall, ADL) was selected as class. Because it is the categorical class, the ZeroR predicted ADL as the majority class in the training data.
V. RESULTS AND DISCUSSIONS
In order to compare the accuracy of mentioned classification algorithms, the same method was applied to all of them, i.e., the 75% data was used for training and the remaining was used for validation purposes. In WEKA, every row of data is considered as an instance and the features in the data are known as attributes. Results of the implementation show different parameters such as correctly classified instances, time to build model, consistency, mean absolute error, root mean squared error, relative absolute error and root relative absolute error. In order to demonstrate the consistency of these algorithms, each experiment was repeated 10 times. Standard deviation factor (σ) describes the algorithms consistency. However MLP is not the most consistent algorithm among the other algorithms according to its standard deviation, results show that it is the most accurate approach. Therefore, MLP algorithm was selected as the optimal solution for fall detection classification problem with a relatively high accuracy. Table III shows the results of the classifications based on different types of errors.
VI. CONCLUSION
In this paper a waist worn fall detection system has been proposed. The acceleration signals were measured with ADXL345 accelerometer from volunteers' falls and ADL movements. Since fall detection is a classification problem, different classification algorithms were evaluated using WEKA to classify fall from ADL. Multilayer Perceptron algorithm was found as the optimal solution for fall detection classification problem with a relatively high accuracy of 90.15% in compare with other mentioned algorithms. It has the potential to perform even better classification for acceleration data with future customized development and fine tuning of its parameters. The trained MLP will be used in order to make a pervasive device that can be accessible for elderly real time fall detection in every situation.
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