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LO¨WNER EQUATIONS AND DISPERSIONLESS
HIERARCHIES
TAKASHI TAKEBE, LEE-PENG TEO, AND ANTON ZABRODIN
Abstract. Using the Hirota representation of dispersionless dKP
and dToda hierarchies, we show that the chordal Lo¨wner equations
and radial Lo¨wner equations respectively serve as consistency con-
ditions for one variable reductions of these integrable hierarchies.
We also clarify the geometric meaning of this result by relating it
to the eigenvalue distribution of normal random matrices in the
large N limit.
1. Introduction
The Lo¨wner equation is a differential equation obeyed by a family of
continuously varying univalent conformal mapsGλ(w) from the exterior
of the unit circle onto a domain with a slit formed by a continuously
increasing arc of a fixed curve. The real parameter λ characterizes
the length of the arc. Let us normalize the maps so that Gλ(w) =
eφw + u1 + u2w
−1 + . . . as w → ∞ with a real φ = φ(λ), then the
Lo¨wner equation reads
∂Gλ(w)
∂λ
= −w ∂Gλ(w)
∂w
σ(λ) + w
σ(λ)− w
∂φ(λ)
∂λ
(1.1)
The shape of the fixed curve along which the endpoint of the varying
slit runs is encoded by the function σ(λ). In fact σ(λ) is the pre-image
of the tip of the slit, so it lies on the unit circle: |σ(λ)| = 1. Equation
(1.1) was introduced by K.Lo¨wner [18] in 1923 in his attempt to prove
the Bieberbach conjecture [2, 9, 11]. Now it is referred to as the radial
Lo¨wner equation.
An analog of equation (1.1) called chordal Lo¨wner equation was in-
troduced in 1999 [13, 25] in other contexts:
∂Hλ(w)
∂λ
= − ∂Hλ(w)
∂w
1
U(λ)− w
∂a1
∂λ
(1.2)
2000 Mathematics Subject Classification. 37K10, 37K20, 30C55.
Key words and phrases. radial Lo¨wner equation, chordal Lo¨wner equation, dKP
hierarchy, dToda hierarchy, large N integral .
1
2 TAKASHI TAKEBE, LEE-PENG TEO, AND ANTON ZABRODIN
Here Hλ(w) = w+a1w
−1+O(w−2) as w →∞ with a real coefficient a1
and U(λ) is a real-valued function of λ. Under certain conditions, the
function Hλ(w) conformally maps the upper half plane onto the upper
half plane with a slit, with U(λ) being the pre-image of the tip.
The Schramm’s discovery [25, 17] of the stochastic Lo¨wner evolution
(SLE) and its spectacular applications to the conformal field theory
(see, e.g., the reviews [4, 1] and references therein) have inspired a
renewed interest in the theory of Lo¨wner equations. One of its most
interesting aspects is the relation to the integrable hierarchies of nonlin-
ear partial differential equations. This relation was noticed by Gibbons
and Tsarev [13] yet before the SLE boom. They have observed that
the chordal Lo¨wner equation plays a key role in classifying reductions
of the dispersionless KP (dKP) hierarchy [26, 28]. This point was fur-
ther studied in [35, 20]. Recently, a similar role of the radial Lo¨wner
equation in the dispersionless coupled modified KP (dcmKP) hierar-
chy [30] was elucidated [19, 29]. In the present paper we extend these
results to the dispersionless Toda (dToda) hierarchy [27, 28]. Specif-
ically, we characterize a class of reductions of the dToda hierarchy in
terms of solutions to the radial Lo¨wner equation. The representation
of the hierarchy in the Hirota form appears to be very useful for that
purpose. Using the Hirota framework, we also give a more transparent
derivation of the chordal Lo¨wner equation as a consistency condition
for reductions of the dKP hierarchy.
In short, our main result is the following1. Given any solution Gλ(w)
to the radial Lo¨wner equation (1.1) with any (continuous) σ(λ), the
Lax function L(w; t) = Gλ(w) solves the Lax equations of the dToda
hierarchy provided the dependence λ = λ(t) is given by the system of
hydrodynamic type
∂λ
∂tn
= ξn(λ)
∂λ
∂t0
.(1.3)
In these equations, the functions ξn(λ) are constructed in a canonical
way from L(w; t) and σ(λ). In the context of the dKP and dcmKP
hierarchies, this result was earlier established in [13, 20, 19, 29]. Here
we also prove the converse. Let L(w; t) be the Lax function of the
dToda hierarchy. Suppose one has a one-variable reduction of the
hierarchy, i.e., the Lax function depends on the hierarchical times
1To make this introduction as short as possible, we do not discuss the second
Lax function of the dToda hierarchy, for which similar results hold true. For precise
statements, see Propositions 5.6 and 5.11.
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t = (. . . , t−1, t0, t1, . . .) via a single function λ(t):
L(w; t) = L(w, λ(t)) .
Then consistency of this ansatz with the hierarchy implies that the
function of two variables L(w, λ) obeys the radial Lo¨wner equation
(1.1) with some σ(λ) while the time dependence of λ is determined from
system (1.3). A similar statement holds true for the dKP hierarchy with
the chordal Lo¨wner equation instead of the radial one.
The geometric meaning of this result and, more generally, that of
reductions of the dToda hierarchy, is clarified in Section 6. It is known
that solutions of the dToda hierarchy obeying certain reality conditions
generate univalent conformal maps of planar domains. The domain
to be mapped (onto some fixed reference domain) depends on which
solution of the hierarchy one takes as well as on values of the hierar-
chical “times” tn. Generic solutions correspond to mappings of planar
domains bounded by smooth simple curves, with the times being suit-
ably defined moments of the domain [23, 34, 15, 21, 36]. Non-generic
solutions, or reductions of the hierarchy, are known to be related to
conformal maps of domains with highly singular boundaries, such as
slit domains [13, 35].
Both types of solutions and conformal maps corresponding to them
can be understood in terms of the model of normal random matrices
[6, 7] in the large N limit. Actually, we use only the eigenvalue integral
representation, which is the partition function of the 2D Coulomb gas
in external field. The matrix models are known to be solvable (even at
finiteN) in terms of integrable hierarchies, which become dispersionless
as N →∞. At the same time, the domains subject to conformal maps
under study appear in this context as complements of the supports
of eigenvalues in the N → ∞ matrix model. This picture provides a
transparent geometric meaning of the reductions and conformal maps
of slit domains corresponding to them.
2. Lo¨wner Equations
2.1. Radial Lo¨wner Equation. The Lo¨wner theory was introduced
by Lo¨wner in [18]. It plays an important role in solving the Bieberbach
conjecture [2, 9, 33]. Here we briefly recall the necessary ingredients
in the context we need. One can refer to [24, 11, 8] for a complete
exploration of the theory.
Let D be the unit disc and D∗ its exterior. Let B be a simply con-
nected domain in the complex plane C containing the origin and let
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Γ : [0,∞)→ C be a Jordan arc growing inside B, i.e., Γ(0) is a point ly-
ing on the boundary of B, and for µ ∈ (0,∞), Γ(µ) ∈ B. Let Γλ = Γ|[0,λ]
be the arc of Γ between 0 and λ and let Bλ = B\ Γλ be the correspond-
ing slit domain. By the Riemann mapping theorem, there exists a
unique conformal map Fλ mapping the unit disc D onto the domain Bλ
and satisfying Fλ(0) = 0, F
′
λ(0) = e
−φ(λ) > 0. Let η(λ) be the point on
S1 = ∂D mapped to the tip of Γλ by Fλ, i.e., Fλ(η(λ)) = Γ(λ). Then
F (w, λ) = Fλ(w) satisfies the following differential equation:
∂F (w, λ)
∂λ
= −w∂F (w, λ)
∂w
η(λ) + w
η(λ)− w
∂φ(λ)
∂λ
, w ∈ D, λ ∈ [0,∞),
(2.1)
called the (radial) Lo¨wner equation. Let fλ be the inverse function of
Fλ. The corresponding Lo¨wner equation for f(z, λ) = fλ(z) is
∂f(z, λ)
∂λ
= f(z, λ)
η(λ) + f(z, λ)
η(λ)− f(z, λ)
∂φ(λ)
∂λ
, z ∈ Bλ, λ ∈ [0,∞).
(See Figure 2.1.)
PSfrag replacements
B
0
0
Γ
Γλ
z = Fλ(w)
fλ(z) = w
η(λ)
D
Figure 1. Conformal maps Fλ, fλ.
Conversely, given a measurable function η : [0,∞) → S1 and an
increasing differentiable function φ : [0,∞)→ R, the Lo¨wner equation
(2.1) with the initial condition F0(D) = B, F0(0) = 0, F
′
0(0) = e
−φ(0)
always has a unique solution Fλ : D→ C which maps the unit disc to
a family of continuously shrinking domains Fλ(D)
2.
In case when B is a simply connected domain in Cˆ that contains ∞
and Γ : [0, λ) → Cˆ is a growing Jordan arc in B, let Γλ = Γ|[0,λ], and
let Gλ be the unique conformal map from the exterior disc D
∗ onto
Bλ = B \ Γλ normalized such that Gλ(∞) = ∞, G′λ(∞) = eφ(λ) > 0
2However, Fλ(D) are not necessarily slit domains, see [16, 22].
LO¨WNER EQUATIONS AND DISPERSIONLESS HIERARCHIES 5
and let gλ be the inverse function of Gλ. Then G(w, λ) = Gλ(w) and
g(z, λ) = gλ(z) satisfy the Lo¨wner equations
∂G(w, λ)
∂λ
=− w∂G(w, λ)
∂w
σ(λ) + w
σ(λ)− w
∂φ(λ)
∂λ
, w ∈ D∗, λ ∈ [0,∞),
(2.2)
∂g(z, λ)
∂λ
=g(z, λ)
σ(λ) + g(z, λ)
σ(λ)− g(z, λ)
∂φ(λ)
∂λ
, z ∈ Bλ, λ ∈ [0,∞).
(See Figure 2.1) Here σ(λ) is the point on S1 mapped to the tip of Γλ
by Gλ.
PSfrag replacements
B
0
∞
Γ
Γλ
z = Gλ(w)
gλ(z) = w
σ(λ)
D
Figure 2. Conformal maps Gλ, gλ.
In the special case when the domain B is the exterior disc D∗, let
Jλ ⊂ S1 be the pre-image of Γλ under the map Gλ. Then Gλ maps the
arc S1 \ Jλ to an arc of S1. By the Schwarz reflection principle, the
map Gλ has an analytic continuation G˜λ defined on D∪D∗ ∪ (S1 \ Jλ),
with the image Cˆ\ (Γλ∪ Γ˜λ), where Γ˜λ is the mirror image of Γλ under
reflection in the unit circle, i.e. Γ˜λ = {1/z¯ : z ∈ Γλ}. The map
Fλ = G˜λ
∣∣∣
D
is given explicitly by
Fλ(w) = Gλ(1/w¯)
−1
.
Using this relation, it is easy to check that F (w, λ) = Fλ(w) satisfies
the Lo¨wner equation (2.1) with η(λ) = σ(λ). Therefore, the differential
equations for G(w, λ) and F (w, λ) are the same but defined in different
domains.
2.2. Chordal Lo¨wner Equation. The chordal Lo¨wner equation [25,
17, 13] is an analogue of the radial Lo¨wner equation for conformal maps
on the upper half plane H. We say that a conformal map H : H→ H
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that has continuous extension to ∂H is normalized with respect to the
point ∞ if it has a Laurent series expansion of the form
H(w) = w +
a1
w
+
a2
w2
+ . . . .
Let Hλ : H → H be a sequence of normalized conformal maps such
that Hλ(H) = H \ Γλ, where Γ : [0,∞) → C is a growing Jordan arc
in H and Γλ = Γ|[0,λ]. Denote by U(λ) the point on R that is mapped
to the tip of Γλ by Hλ and let hλ be the inverse function of Hλ. Then
H(w, λ) = Hλ(w) and h(z, λ) = hλ(z) satisfy the differential equations:
∂H(w, λ)
∂λ
= −∂H(w, λ)
∂w
1
U(λ)− w
∂a1(λ)
∂λ
, λ ∈ [0,∞),(2.3)
∂h(z, λ)
∂λ
=
1
U(λ)− h(z, λ)
∂a1(λ)
∂λ
, λ ∈ [0,∞),
which are called the chordal Lo¨wner equations for Hλ and hλ respec-
tively. (See Figure 2.2.)
PSfrag replacements
Γ
Γλ
z = Hλ(w)
hλ(z) = w
U(λ)
HH
Figure 3. Conformal maps Hλ, hλ.
3. Grunsky coefficients and Faber polynomials
In this section we review the definitions of Faber polynomials and
Grunsky coefficients. For details, see [24, 11, 31]. Let
f(z) =rz + α2z
2 + α3z
3 + . . . and g(z) = r−1z + β0 +
β1
z
+
β2
z2
+ . . .
be functions univalent in a neighbourhood of 0 and ∞ respectively.
The Grunsky coefficients bm,n, m,n ∈ Z, of the pair (f, g) are defined
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by the expansions
log
g(z1)− g(z2)
z1 − z2 =− log r −
∞∑
m=1
∞∑
n=1
bm,nz
−m
1 z
−n
2(3.1)
log
g(z1)− f(z2)
z1
=− log r −
∞∑
m=1
∞∑
n=0
bm,−nz−m1 z
n
2
log
f(z1)− f(z2)
z1 − z2 =−
∞∑
m=0
∞∑
n=0
b−m,−nzm1 z
n
2
and b−m,n = bn,−m for n ≥ 1, m ≥ 0. By definition, bm,n = bn,m for all
n,m ∈ Z, b0,0 = − log r and
log
g(z)
z
= − log r −
∞∑
n=1
bn,0z
−n, log
f(z)
z
= log r −
∞∑
n=1
b−n,0z
n.
(3.2)
Using these formulas, the second and the third equations in (3.1) can
be rewritten as
log
(
1− f(z2)
g(z1)
)
=−
∞∑
m=1
∞∑
n=1
bm,−nz−m1 z
n
2(3.3)
log
f(z1)
−1 − f(z2)−1
z−11 − z−12
=− log r −
∞∑
m=1
∞∑
n=1
b−m,−nzm1 z
n
2 .
For g alone, bm,n, m,n ≥ 0 are called the Grunsky coefficients of g.
The Faber polynomials Φn(w), n ≥ 1 of g and Faber polynomials
Ψn, n ≥ 1 of f are defined by
log
g(z)− w
r−1z
=−
∞∑
n=1
Φn(w)
n
z−n,(3.4)
log
w − f(z)
w
= log
f(z)
rz
−
∞∑
n=1
Ψn(w)
n
zn,
so that
Φn(w) = (G(w)
n)≥0, Ψn(w) = (F (w)−n)≤0,
where F and G are the inverse functions of f and g respectively, and
for S ⊂ Z we denote (∑k∈ZAkwk)S =∑k∈S Akwk. Taking derivatives
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with respect to logw, we have
w
w − g(z) = −
∞∑
n=1
wΦ′n(w)
n
z−n,
f(z)
w − f(z) = −
∞∑
n=1
wΨ′n(w)
n
zn.
(3.5)
4. Dispersionless hierarchies
We briefly review the dispersionless Toda (dToda) hierarchy, the
dispersionless KP (dKP) hierarchy and their tau functions. For details,
see [26, 27, 28].
4.1. Dispersionless KP hierarchy. The fundamental quantity in
the dKP hierarchy is a formal power series
L(w; t) = w +
∞∑
n=1
un+1(t)w
−n(4.1)
with coefficients depending on the independent variables t = (x +
t1, t2, t3, . . .). The Lax representation of the dKP hierarchy is
∂L
∂tn
= {Bn,L}, Bn = (Ln)≥0.(4.2)
Here { · , · } is the Poisson bracket
{h1, h2} = ∂h1
∂w
∂h2
∂x
− ∂h1
∂x
∂h2
∂w
.
Let k(z; t) be the inverse of L(w; t), i.e. k(L(w; t); t) = w and L(k(z; t); t) =
z. There exists a tau function τdKP(t) that generates the Grunsky co-
efficients bm,n(t), m,n ≥ 1 of k(z; t). More precisely,
∂2 log τdKP(t)
∂tm∂tn
= −mnbm,n(t).(4.3)
Introduce the operator
D(z) =
∞∑
n=1
z−n
n
∂
∂tn
,
and set F = log τdKP (the “free energy”). Then the first equation of
(3.1) can be written as
log
k(z1)− k(z2)
z1 − z2 =D(z1)D(z2)F , k(z) = z −D(z)∂t1F ,(4.4)
which is the Hirota equation for the dKP hierarchy [28, 10, 12, 5] .
Conversely, it was proved [3, 12, 5, 31] that the Hirota equation implies
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the dKP hierarchy. We reformulate this statement below in the form
we need later.
Proposition 4.1. Let k(z; t) be the inverse of the formal power series
L(w; t) of the form (4.1) and let bm,n(t) be the Grunsky coefficients of
k(z; t). If there exists a function τdKP(t) satisfying (4.3), then L(w; t)
is a solution of the dKP hierarchy (4.2).
4.2. Dispersionless Toda hierarchy. The fundamental quantities in
the dToda hierarchy are two formal power series in w :
L(w; t) =r(t)w +
∞∑
n=0
un+1(t)w
−n, L˜−1(w; t) = r(t)w−1 +
∞∑
n=0
u˜n+1(t)w
n.
(4.5)
Here un(t) and u˜n(t) are functions of the independent variables tn, n ∈
Z, which we denote collectively by t. The Lax representation is
∂L
∂tn
= {Bn,L}T , ∂L
∂t−n
= {B˜n,L}T ,(4.6)
∂L˜
∂tn
= {Bn, L˜}T , ∂L˜
∂t−n
= {B˜n, L˜}T .
Here
Bn = (Ln)>0 + 1
2
(Ln)0, B˜n = (L˜−n)<0 + 1
2
(L˜−n)0,
and {·, ·}T is the Poisson bracket for the dToda hierarchy
{h1, h2}T = w∂h1
∂w
∂h2
∂t0
− w∂h1
∂t0
∂h2
∂w
.
Let p(z; t) and p˜(z; t) be the inverses of L(w; t) and L˜(w; t) respec-
tively, i.e. p(L(w; t); t) = w,L(p(z; t); t) = z, p˜(L˜(w; t); t) = w and
L˜(p˜(z; t); t) = z. There exists a tau function τdToda(t) which generates
the Grunsky coefficients bm,n(t), m,n ∈ Z of (p˜(z; t), p(z; t)). More
precisely,
∂2 log τdToda(t)
∂tm∂tn
=


−|mn|bmn(t), if m 6= 0, n 6= 0
|m|bm,0(t), if m 6= 0, n = 0
−2b00(t), if m = n = 0.
(4.7)
Let us introduce the operators
D(z) =
∞∑
n=1
z−n
n
∂
∂tn
, D˜(z) =
∞∑
n=1
zn
n
∂
∂t−n
(4.8)
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and define the free energy F by F = log τdToda. Then we can rewrite
the first equation in (3.1), equations (3.3) and (3.2) in the form
log
p(z1)− p(z2)
z1 − z2 = −
1
2
∂2F
∂t20
+D(z1)D(z2)F
(4.9)
log
(
1− p˜(z2)
p(z1)
)
= D(z1)D˜(z2)F
log
p˜(z1)
−1 − p˜(z2)−1
z−11 − z−12
= −1
2
∂2F
∂t20
+ D˜(z1)D˜(z2)F
log
p(z)
z
= −1
2
∂2F
∂t20
−D(z)∂t0F , log
p˜(z)
z
=
1
2
∂2F
∂t20
− D˜(z)∂t0F .
This is the system of Hirota equations for the dToda hierarchy [23, 34,
21, 36, 3]. Conversely, it was shown in [3, 12, 5, 31] that the Hirota
equations imply the dToda hierarchy. We reformulate this statement
below in the form we need.
Proposition 4.2. Let p(z; t) and p˜(z; t) be the inverses of the formal
power series L(w; t) and L˜(w; t) of the form (4.5) and let bm,n(t) be
the Grunsky coefficients of (p˜(z; t), p(z; t)). If there exists a function
τdToda(t) satisfying (4.7), then (L(w; t), L˜(w; t)) is a solution of the
dToda hierarchy (4.6).
5. One variable reductions of dispersionless hierarchies
In this section, we consider the one-variable reductions of the dKP
and dToda hierarchies from the perspective of their Hirota equations.
5.1. One variable reduction of dKP hierarchy.
Proposition 5.1. Suppose that L(w; t) is a solution of the dKP hier-
archy whose dependence on t = (x + t1, t2, t3, . . .) is through a single
variable λ. Namely, there exists a function λ(t) of t such that
L(w; t) = L(w, λ(t)) = w +
∞∑
n=1
un+1(λ(t))w
−n.
Then L(w, λ) satisfies the chordal Lo¨wner equation (2.3) with respect
to λ. Moreover, let k(z, λ) be the inverse function of L(w, λ), Φn(w, λ),
n ≥ 1 be the Faber polynomials of k(z, λ) and χn(λ) = Φ′n(U(λ), λ),
then λ(t) satisfies the hydrodynamic type equation
∂λ
∂tn
= χn(λ)
∂λ
∂t1
.(5.1)
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Proof. Let F(t) = log τdKP(t) be the free energy of the solution L(w, λ(t)).
From the second equation in (4.4) we have
D(z1)k(z2, λ) = D(z2)k(z1, λ).
Setting z1 = z and comparing the coefficient of z
−1
2 on both sides, we
obtain:
D(z)u = −∂t1k(z, λ) = −∂λk(z, λ)∂t1λ, where u =
∂2F
∂t21
= u2(λ(t)).
Suppose ∂λu 6= 0, then we have by the chain rule:
D(z)λ = −∂λk(z, λ)∂t1λ
∂λu
(5.2)
and
D(z2)k(z1, λ) = −∂λk(z1, λ)∂λk(z2, λ)∂t1λ
∂λu
.
Applying ∂t1 to both sides of the first equation in (4.4), we get
∂λk(z1, λ)− ∂λk(z2, λ)
k(z1, λ)− k(z2, λ) ∂t1λ =D(z2)(z1 − k(z1, λ)) = ∂λk(z1, λ)∂λk(z2, λ)
∂t1λ
∂λu
.
If ∂t1λ 6= 0, then
(∂λk(z1, λ)− ∂λk(z2, λ)) ∂λu = ∂λk(z1, λ)∂λk(z2, λ)(k(z1, λ)− k(z2, λ)),
which means that
(∂λk(z, λ))
−1∂λu+ k(z, λ) = U(λ)(5.3)
is independent of z. This gives
∂k(z, λ)
∂λ
=
1
U(λ)− k(z, λ)
∂u
∂λ
,
which is the chordal Lo¨wner equation (2.3) for k(z, λ).
Now, from equation (5.2) and the first equation in (3.5), we have
∞∑
n=1
z−n
n
∂λ
∂tn
=
1
k(z, λ)− U(λ)
∂λ
∂t1
=
∞∑
n=1
z−n
n
Φ′n(U(λ), λ)
∂λ
∂t1
.
Therefore, with χn(λ) = Φ
′
n(U(λ), λ), we have
∂λ
∂tn
= χn(λ)
∂λ
∂t1
.

Remark 5.2. If we assume that the function L(w; t) maps the upper
half plane H onto a slit sub-domain of the upper half plane, then by
letting z → ∂H in (5.3), we find that U(λ) ∈ R.
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Proposition 5.1 implies that for L(w, λ(t)) to satisfy the dKP hierar-
chy, λ(t) must satisfy the hydrodynamic type equation (5.1). In fact,
(5.1) can be solved by the general hodograph method of Tsarev [32]:
Lemma 5.3. Let R(λ) be any function of λ. If λ(t) is defined implicitly
by the hodograph relation
x+ t1 +
∞∑
n=2
χn(λ)tn = R(λ),(5.4)
then λ(t) satisfies (5.1).
Proof. A straightforward computation. 
Remark 5.4. If all the coefficients of the series L(w, λ) are real, then
Φn(w, λ) is a polynomial in w with real coefficients. Therefore, impos-
ing the condition that all the variables tn are real, the relation (5.4)
can be solved for λ as a real-valued function in a certain domain of t.
As a converse to Proposition 5.1, Gibbons and Tsarev [35], Yu and
Gibbons [13], Mann˜as, Mart´ınez Alonso and Medina [20] and others
have shown that a solution of the chordal Lo¨wner equation (2.3) to-
gether with equation (5.1) give rise to a solution of the dKP hierarchy.
Here we give an independent proof using the Hirota equations.
Proposition 5.5. Let H(w, λ) be a solution of the chordal Lo¨wner
equation (2.3) and λ(t) a solution of equation (5.1). Then L(w; t) =
H(w, λ(t)) is a solution of the dKP hierarchy (4.2).
Proof. Let h(z, λ) be the inverse function of H(w, λ) and let bm,n(t) =
bm,n(λ(t)), m,n ≥ 1 be the Grunsky coefficients of h(z, λ). Applying
∂tk to both sides of the first equation of (3.1) and using the Lo¨wner
equation for h(z, λ) (2.3), equation (5.1) and the first equation in (3.5),
we have
−
∞∑
m=1
∞∑
n=1
∂bm,n(t)
∂tk
z−m1 z
−n
2
=
∂λh(z1, λ)− ∂λh(z2, λ)
h(z1, λ)− h(z2, λ)
∂λ
∂tk
=
1
(U(λ)− h(z1))(U(λ)− h(z2))
∂a1(λ)
∂λ
χk(λ)
∂λ
∂t1
=
∞∑
m=1
∞∑
n=1
1
mn
χm(λ)χn(λ)z
−m
1 z
−n
2
∂a1(λ)
∂λ
χk(λ)
∂λ
∂t1
.
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Comparing coefficients gives
−mn∂bm,n(t)
∂tk
= χm(λ)χn(λ)χk(λ)
∂a1(λ)
∂λ
∂λ
∂t1
,
which is completely symmetric in m,n and k. Therefore, there exists
a function F(t) such that
∂2F(t)
∂tm∂tn
= −mnbm,n(t).
By Proposition 4.1, the conclusion follows. 
5.2. One variable reduction of dToda hierarchy.
Proposition 5.6. Suppose that (L(w; t), L˜(w; t)) is a solution of the
dToda hierarchy whose dependence on t = (. . . , t−2, t−1, t0, t1, t2, . . .) is
through a single variable λ. Namely, there exists a function λ(t) of t
such that
L(w; t) =L(w, λ(t)) = r(λ(t))w +
∞∑
n=0
un+1(λ(t))w
−n
L˜(w; t)−1 =L˜(w, λ(t))−1 = r(λ(t))w−1 +
∞∑
n=0
u˜n+1(λ(t))w
n.
Then L(w, λ) and L˜(w, λ) satisfy the radial Lo¨wner equations (2.2)
and (2.1) respectively, in which φ(λ) = log r(λ) and η(λ) = σ(λ).
Moreover, if p(z, λ), p˜(z, λ) are the inverse functions of L(w, λ), L˜(w, λ)
respectively; Φn(w, λ),Ψn(w, λ), n ≥ 1 are Faber polynomials of p(z, λ)
and p˜(z, λ) respectively; ξn(λ), n ∈ Z are defined by
ξn(λ) =


σ(λ)Φ′n(σ(λ), λ), if n ≥ 1
1, if n = 0
σ(λ)Ψ′n(σ(λ), λ), if n ≤ −1
;
then λ(t) satisfies the hydrodynamic type equation
∂λ
∂tn
= ξn(λ)
∂λ
∂t0
.(5.5)
Proof. Let F(t) = log τdToda(t) be the free energy of the solution. From
the fourth equation in (4.9), we have(
1
2
∂t0 +D(z1)
)
log p(z2, λ) =
(
1
2
∂t0 +D(z2)
)
log p(z1, λ),
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Setting z1 = z and tending z2 →∞, we have
D(z)φ = −1
2
∂t0 log (rp(z, λ)) , where φ = log r =
1
2
∂2F
∂t20
.
Suppose ∂λφ 6= 0, then we have by the chain rule:
D(z)λ = −1
2
∂λ log (rp(z, λ))
∂t0λ
∂λφ
(5.6)
Applying ∂t0 to both sides of the first equation in (4.9) and using the
chain rule, we get
p(z1, λ)∂λ log (rp(z1, λ))− p(z2, λ)∂λ log (rp(z2, λ))
p(z1, λ)− p(z2, λ) ∂t0λ
=D(z1)D(z2)∂t0F = −D(z1) log (rp(z2, λ))
=
1
2
∂λ log (rp(z2, λ)) ∂λ log (rp(z1, λ))
∂t0λ
∂λφ
.
If ∂t0λ 6= 0, then we can rewrite this in the form(
p(z1, λ)∂λ log (rp(z1, λ))− p(z2, λ)∂λ log (rp(z2, λ))
)
∂λφ
=
1
2
∂λ log (rp(z2, λ)) ∂λ log (rp(z1, λ)) (p(z1, λ)− p(z2, λ))
which implies that
1
σ(λ)
=
1
p(z, λ)
− 2∂λφ(λ)
p(z, λ)∂λ (φ+ log p(z, λ))
= − ∂λφ− ∂λ log p(z, λ)
p(z, λ) (∂λφ+ ∂λ log p(z, λ))
(5.7)
is a constant independent of z. Rearranging, we obtain:
∂p(z, λ)
∂λ
= p(z, λ)
σ(λ) + p(z, λ)
σ(λ)− p(z, λ)
∂φ(λ)
∂λ
,
which is the radial Lo¨wner equation (2.2) for p(z, λ).
Similarly, from the last equation of (4.9), we have
D˜(z)λ =
1
2
∂λ log
(
rp˜(z, λ)−1
) ∂t0λ
∂λφ
.(5.8)
Using this and applying ∂t0 to the third equation of (4.9), we find that
η(λ) = p˜(z, λ)− 2p˜(z, λ)∂λφ
∂λφ− ∂λ log p˜(z, λ) = −p˜(z, λ)
∂λφ+ ∂λ log p˜(z, λ)
∂λφ− ∂λ log p˜(z, λ)
is a constant independent of z. This gives us
∂p˜(z, λ)
∂λ
= p˜(z, λ)
η(λ) + p˜(z, λ)
η(λ)− p˜(z, λ)
∂φ(λ)
∂λ
,
which is the radial Lo¨wner equation (2.1) for p˜(z, λ).
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Now, applying ∂t0 to both sides of the second equation in (4.9), we
have
−∂λp˜(z2, λ) + p(z1, λ)−1p˜(z2, λ)∂λp(z1, λ)
p(z1, λ)− p˜(z2, λ) ∂t0λ = −D˜(z2) log(rp(z1, λ))
=− 1
2
∂λ log(rp(z1, λ))∂λ log
(
rp˜(z2, λ)
−1) ∂t0λ
∂λφ
.
Substituting the expressions for ∂λp(z1, λ) and ∂λp˜(z2, λ) obtained above,
we get
−η(λ) + p˜(z2, λ)
η(λ)− p˜(z2, λ) +
σ(λ) + p(z1, λ)
σ(λ)− p(z1, λ) =
2σ(λ)(p(z1, λ)− p˜(z2, λ))
(η(λ)− p˜(z2, λ))(σ(λ)− p(z1, λ)) ,
which after simplification implies that σ(λ) = η(λ).
Finally using the Lo¨wner equations for p(z, λ) and p˜(z, λ) and ap-
plying (3.5), equations (5.6) and (5.8) give
∞∑
n=1
z−n
n
∂λ
∂tn
=− σ(λ)
σ(λ)− p(z1, λ)
∂λ
∂t0
=
∞∑
n=1
ξn(λ)
n
z−n
∂λ
∂t0
∞∑
n=1
zn
n
∂λ
∂t−n
=− p˜(z2, λ)
σ(λ)− p˜(z2, λ)
∂λ
∂t0
=
∞∑
n=1
ξ−n(λ)
n
zn
∂λ
∂t0
,
which imply
∂λ
∂tn
= ξn(λ)
∂λ
∂t0
for all n ∈ Z. 
Remark 5.7. If we assume that L(w, λ(t)) maps the exterior disc D∗ to
a slit subdomain B\Γλ of a domain B, then since L(σ(λ), λ) is the tip
of Γλ, we have |σ(λ)| = 1.
Remark 5.8. Since η(λ) = σ(λ), it appears that L(w, λ) and L˜(w, λ)
obey the same differential equation. However, one should notice that
L(w, λ) is a power series defined in a neighbourhood of infinity and
L˜(w, λ) is a power series defined in a neighbourhood of the origin.
Similarly to the dKP case, the hydrodynamic type equation (5.5)
can be solved by the general hodograph method of Tsarev [32]:
Lemma 5.9. Let R(λ) be any function of λ. If λ(t) is defined implicitly
by the hodograph relation
t0 +
∞∑
n=1
ξn(λ)tn +
∞∑
n=1
ξ−n(λ)t−n = R(λ),(5.9)
then λ(t) satisfies (5.5).
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Remark 5.10. If for some λ0,
L˜(w, λ0) = L(1/w¯, λ0) −1,
then by uniqueness of solutions to differential equations,
L˜(w, λ) = L(1/w¯, λ) −1 for all λ.
In this case,
wΨ′n(w, λ) = −
1
w¯
Φ′n
(
1
w¯
, λ
)
.
If we also impose the condition |σ(λ)| = 1, then
ξ−n(λ) = −ξn(λ).
Therefore, if t0 is a real-valued variable and for n 6= 0, tn are complex-
valued variables such that t−n = −t¯n, then (5.9) defines λ(t) as a
real-valued function in a certain domain of t.
As a converse to Proposition 5.6, we have
Proposition 5.11. Suppose
G(w, λ) = eφ(λ)w +
∞∑
n=0
un+1(λ)w
−n
is a solution of the radial Lo¨wner equation (2.2) and
F (w, λ) = G(1/w¯, λ)
−1
.
Let λ(t) be a solution of equation (5.5), where t = {tn}n∈Z, t0 is a
real-valued variable and for n 6= 0, tn are complex variables such that
t−n = −t¯n. Under these conditions, (L(w; t), L˜(w; t)) defined by
L(w; t) = G(w, λ(t)) and L˜(w; t) = F (w, λ(t))
is a solution of the dToda hierarchy (4.6) with t−n = −t¯n, n ≥ 1.
Proof. First, it is easy to verify that F (w, λ) satisfies the radial Lo¨wner
equation (2.1) with η(λ) = σ(λ).
Let g(z, λ) and f(z, λ) be the inverse functions ofG(w, λ) and F (w, λ)
respectively and let bm,n(t) = bm,n(λ(t)), m,n ∈ Z be the Grunsky co-
efficients of (f(z, λ), g(z, λ)). Applying ∂tk to both sides of the first
equation in (3.1) and using the Lo¨wner equation for g(z, λ), equation
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(5.5) and the first equation in (3.5), we have
−
∞∑
m=1
∞∑
n=1
∂bm,n(t)
∂tk
z−m1 z
−n
2 =
∂λ
(
eφ(λ)g(z1, λ)
)− ∂λ (eφ(λ)g(z2, λ))
eφ(λ) (g(z1, λ)− g(z2, λ)) ∂tkλ
=
2σ(λ)2∂λφξk(λ)∂t0λ
(σ(λ)− g(z1, λ))(σ(λ)− g(z2, λ))
=2
∞∑
m=1
∞∑
n=1
1
mn
ξm(λ)ξn(λ)z
−m
1 z
−n
2 ξk(λ)∂λφ∂t0λ.
Similarly, applying ∂tk to both sides of equations in (3.3) and (3.2) and
using the Lo¨wner equations for g(z, λ) and f(z, λ), Lemma 5.9 and
equations (3.5), we obtain
−
∞∑
m=1
∞∑
n=1
∂bm,−n(t)
∂tk
z−m1 z
n
2 =2
∞∑
m=1
∞∑
n=1
1
mn
ξm(λ)ξ−n(λ)z−m1 z
n
2 ξk(λ)∂λφ∂t0λ
−
∞∑
m=1
∞∑
n=1
∂b−m,−n(t)
∂tk
zm1 z
n
2 =2
∞∑
m=1
∞∑
n=1
1
mn
ξ−m(λ)ξ−n(λ)zm1 z
n
2 ξk(λ)∂λφ∂t0λ
−
∞∑
n=1
∂bn,0(t)
∂tk
z−n =− 2
∞∑
n=1
ξn(λ)
n
z−nξk(λ)∂λφ∂t0λ
−
∞∑
n=1
∂b−n,0(t)
∂tk
zn =− 2
∞∑
n=1
ξ−n(λ)
n
znξk(λ)∂λφ∂t0λ.
Comparing coefficients, we find that
2ξm(λ)ξn(λ)ξk(λ)∂λφ∂t0λ =


−|mn|∂tkbm,n(t), if |m| 6= 0, n 6= 0
|m|∂tkbm,0(t), if m 6= 0, n = 0
2∂tkφ(λ(t)), if m = n = 0.
Since the left hand side is completely symmetric in m,n, k, we conclude
that there exists a function F(t) such that
∂2F(t)
∂tm∂tn
=


−|mn|bm,n(t), if m 6= 0, n 6= 0
|m|bm,0(t), if m 6= 0, n = 0
2φ(λ(t)), if m = n = 0.
Since φ(λ) = −b0,0(λ), the assertion follows from Proposition 4.2. 
Remark 5.12. In [19], Manas has considered the reduction of r-th dis-
persionless Dym (dDym) hierarchy. When r = 1, the dDym hierarchy
is gauge equivalent to ’half’ of the dToda hierarchy (4.6), where only
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the power series L(w, t) depending on t = (t0, t1, t2, . . .)3 is present.
Man˜as proved a result similar to Proposition 5.11 by a completely dif-
ferent method.
Recently, Takasaki and Takebe [29] also showed that a solution to
the radial Lo¨wner equation together with the hydrodynamic type equa-
tion (5.5) for n ≥ 1 generates a solution to the first series of the Lax
equations of the dToda hierarchy (the first equation in (4.6)). In fact,
the results of [29] are easily recovered from [19] by just adding linear
and constant terms in p to reduction condition (30) of [19].
6. Large N eigenvalue integrals and reductions of
dispersionless hierarchies
Here we explain the relations between dispersionless integrable hier-
archies, their reductions and conformal maps from the perspective of
the model of normal random matrices [6, 7]. Actually, we need only
the eigenvalue integral for that model, which represents the partition
function of the 2D Coulomb gas in external field. In this section, the
exposition is on the physical level of rigor.
6.1. Large N integrals and dToda hierarchy. A convenient start-
ing point is the N -fold integral
(6.1) τN =
1
N !
∫
CN
N∏
i<j
|zi − zj |2
N∏
k=1
e
1
~
∑∞
n=1
(tnznk+t¯nz¯
n
k
) dµ(zk, z¯k)
where dµ is some integration measure in the complex plane, and ~ is
a parameter. For dµ = e
1
~
W (z,z¯)d2z, τN is the partition function of
the model of normal random matrices with the potential W written
as an integral over eigenvalues. Clearly, τN (6.1) has the meaning of
the partition function for a system of N 2D Coulomb charges in an
external potential. The basic fact about the integral (6.1) is:
• For any measure dµ (including singular measures supported on
sets of dimension less than 2), τN , as a function of t0 = N~, {tn},
{−t¯n}, is a τ -function of the (dispersionful) 2D Toda hierarchy
with t−n = −t¯n.
In a slightly different form, this statement first appeared in [14], see
also [7].
In the large N limit (N → ∞, ~ → 0, t0 = ~N finite) τN generates
the “free energy” F for the dToda hierarchy via
F(t) = lim
N→∞
(
~
2 log τN
)
.
3The variable t0 should be identified with x in [19].
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where t = {. . . ,−t¯2,−t¯1, t0, t1, t2, . . .}. It obeys the dispersionless Hi-
rota equations (4.9). Second order derivatives of F enjoy a nice geo-
metric interpretation through conformal maps. In short, this goes as
follows. As N → ∞, the integral in (6.1) is determined by the most
favorable configuration of zi’s, i.e., the one at which the integrand has
a maximum (which becomes very sharp in the large N limit). In other
words, the free energy F is essentially the electrostatic energy of the
equilibrium configuration of the 2D Coulomb charges in the external
potential. Exploiting further the electrostatic analogy, one can see that
in the equilibrium the “charges” densely fill a bounded domain D in
the complex plane. For simplicity, we assume that D is connected.
In the matrix model interpretation, this domain is called the support
of eigenvalues. Clearly, it is a compact subset of the support of the
measure dµ.
Let p(z) be the conformal mapping function from the exterior of
the domain D onto the exterior of the unit circle normalized as p(z) =
z/r+O(1) at large |z| with a real r called the exterior conformal radius
of the domain D. In [23, 34, 21, 36] it was shown that the function p(z)
can be expressed through F in the following different but equivalent
ways:
rp(z) = z e−D(z)∂t0F ,(6.2)
rp(z) = z − a−D(z)∂t1F ,
rp−1(z) =D(z)∂t¯1F
where
2 log r =
∂2F
∂t20
, a =
∂2F
∂t0∂t1
and the operator D(z) is defined in (4.8). Moreover, the free energy
obeys the Hirota equations (4.9) with p˜(z) = 1/p(1/z¯). It is convenient
to rewrite them in terms of the function
p¯(z) = p(z¯) = r−1z e−D¯(z)∂t0F where D¯(z) =
∞∑
n=1
z−n
n
∂
∂t¯n
We have:
D(z1)D(z2)F = log rp(z1)− rp(z2)
z1 − z2 ,(6.3)
D¯(z1)D¯(z2)F = log rp¯(z1)− rp¯(z2)
z1 − z2
−D(z1)D¯(z2)F = log
(
1− 1
p(z1)p¯(z2)
)
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We emphasize that all these relations hold true for any measure dµ in
(6.1) provided the equilibrium configuration of zi’s at N → ∞ is well
defined.
In particular, one may consider the measure supported on a curve
Γ, then the integral (6.1) becomes one-dimensional (along Γ) in each
variable:
(6.4) τN =
1
N !
∫
ΓN
N∏
i<j
|zi − zj |2
N∏
k=1
e
1
~
∑
n≥1(tnz
n
k
+t¯nz¯nk ) |dzk|
In the large N limit, the support of eigenvalues, D, is then an arc of the
curve Γ (or several disconnected arcs, but we do not consider this case
in the present paper). The function p(z) maps the slit domain C \ D
onto the exterior of the unit circle. (See Figure 6.1.)
PSfrag replacements
D
Γ = supp(dµ)
Figure 4. The supports of the measure and of eigenvalues.
For the dToda hierarchy, the choice of the measure supported on
a curve means a reduction. A familiar example is the dToda chain,
where one may take Γ to be either real or imaginary axis. Consider
a general (continuous) curve Γ infinite in both directions. It is clear
that p(z) and the Lax functions (the functions inverse to p(z) and
1/p¯(1/z)) depend on the times through two parameters only. One can
set them to be, for example, the positions of the two ends of the arc
D on the curve Γ (although this is not a best choice). Reductions
with only one independent parameter are also possible. The simplest
possibility to obtain them from the large N integral (6.1) is to take
the measure dµ supported on a half-infinite curve, starting at 0 (for
example) and going to infinity, and such that the arc D starts from
0 as the times independently vary in some open set. A more general
class of examples can be obtained in a similar way if one restricts the
measure to be supported on the boundary of some domain B and on a
curve Γ starting on the boundary and coming to infinity. Under certain
conditions, only the second edge of the arc moves, so that we are left
with one real parameter λ = λ(t). We have shown in Section 5.2 that
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in this case, the corresponding conformal map p(z) satisfies the radial
Lo¨wner equation.
6.2. The reflection symmetry case: the chordal Lo¨wner equa-
tion from reductions of the dToda hierarchy. The case when the
measure dµ has a symmetry is of special interest. In order to respect
the symmetry, one may need to restrict the flows of the full dToda hier-
archy to a submanifold of the space with coordinates tn, t¯n. Reductions
of the so obtained sub-hierarchy may lead to interesting classes of con-
formal maps. Below we study the case of reflection symmetry.
Suppose the measure is symmetric under the reflection in the real
axis, i.e., dµ(z, z¯) = dµ(z¯, z). We will show that this case allows one to
relate conformal maps described by the chordal Lo¨wner equation (2.3)
to the conformal maps generated by solutions of the dToda hierarchy.
The relation is not immediately obvious.
The symmetry of the measure does not yet imply the symmetry of
the support of eigenvalues since the latter depends also on the function∑
n(tnz
n + t¯nz¯
n) which does not enjoy the reflection symmetry unless
all tk’s are real. If they are, then the domain D is invariant under the
reflection (complex conjugation). In this case the conformal map has
real coefficients: p¯(z) = p(z), i.e., ∂t0∂tnF = ∂t0∂t¯nF . Equations (6.3)
then imply that in the real section of the times manifold (tn = t¯n)
it holds ∂tm∂tnF = ∂t¯m∂t¯nF and ∂tm∂t¯nF = ∂t¯m∂tnF for any m,n.
Therefore, the dToda hierarchy restricted to this real section describes
conformal maps of symmetric domains. Unfortunately, we do not know
whether the restricted flows form a reasonable hierarchy.
Deformations which destroy the reflection symmetry of D can be
parametrized by the times sn =
1√
2
(tn − t¯n) (we define them to be
purely imaginary for later convenience). We are going to show that
infinitesimal deformations of this kind are described by the dKP hier-
archy in the times s = {sn}. More precisely, the Hirota equation of the
form (4.4) generating the dKP hierarchy in the times s holds true at
the point s = 0, and for sn of order ǫ the corrections to this equation
are of order ǫ2.
Let us take the sum of the three equations (6.3) and the fourth
equation obtained from the third one in (6.3) by the interchange z1 ↔
z2. After exponentiating, we get, using the symmetry p¯(z) = p(z):
(z1−z2)e 12 (D(z1)−D¯(z1))(D(z2)−D¯(z2))F = r
(
p(z1)−p(z2)+p−1(z1)−p−1(z2)
)
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Summing three equations of this type written for all pairs of the points
z1, z2, z3, we obtain:
(6.5)
(z1−z2)eDKP(z1)DKP(z2)F+(z2−z3)eDKP(z2)DKP(z3)F+(z3−z1)eDKP(z3)DKP(z1)F = 0
where
DKP(z) =
∞∑
n=1
z−n
n
∂sn , ∂sn =
1√
2
(∂tn − ∂t¯n)
Setting
(6.6) k(z) = z −DKP(z)∂s1F
and letting z3 →∞ in (6.5), we get
(6.7) DKP(z1)D
KP(z2)F = log k(z1)− k(z2)
z1 − z2 ,
which is the Hirota equation for the dKP hierarchy (4.4). It is impor-
tant to note that equations (6.5), (6.7) hold at the point s = 0 only
and thus the evolution in sn that they define is not consistent with the
one defined by the dToda hierarchy for the same function F . However,
for small sn the two evolutions agree up to higher order terms. More
precisely, let all the sn’s be of order ǫ→ 0, then the coefficients of p(z)
acquire imaginary parts of the same order ǫ (or higher) while their real
parts are not changed up to this order. Summing the equations (6.3)
as before but without the assumption that p¯(z) = p(z), one can see
that the terms of order ǫ in the r.h.s. cancel. Therefore, the l.h.s. of
(6.5) is of order ǫ2. This means that the equation obtained from (6.5)
by applying any derivative ∂sn at sn = 0 is still valid. The same is
true for equation (6.7). As we have seen, this is enough to derive the
chordal Lo¨wner equation from the dKP hierarchy (with a reduction
imposed). Therefore, conformal maps of slit domains symmetric under
reflection in the real axis satisfy the chordal Lo¨wner equation (2.3), as
they should. Note that symmetric slits have only one parameter (the
curve Γ is fixed). (See Figure 6.2.)
It remains to verify that the function k(z) defined by (6.6) is indeed
the conformal map with the required properties4:
(i) Normalization k(z) = z +O(1/z) as z →∞;
(ii) Real coefficients;
(iii) The image is the complement of a segment of the real axis.
4In the Lo¨wner equation literature, the map k(z) is usually regarded as a map
from the upper half plane with a slit onto the upper half plane. The Schwarz
symmetry principle allows one to analytically continue the map to the lower half
plane, with the result being characterized by these properties.
LO¨WNER EQUATIONS AND DISPERSIONLESS HIERARCHIES 23
PSfrag replacements
D
Γ = supp(dµ)
Figure 5. Reflection symmetry case; a slit domain.
The first two are obvious from the representation (6.6). The third one
follows from the identity
(6.8) k(z) = r
(
p(z) + p−1(z)
)
+ a
which is a direct consequense of the second and third equations in (6.2).
Indeed, the function r(w+w−1)+a maps the exterior of the unit circle
in the w-plane, which is the image of the map p(z), onto the exterior
of a segment of the real line. The function k(z) is thus the composition
of the two maps.
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Appendix A. Examples
A.1. Chordal Lo¨wner equation and dKP hierarchy.
A.1.1. Example 1
We consider the Chordal Lo¨wner equation (2.3) with a1 = −λ, U(λ) =
U ∈ R a constant and initial condition H(w, 0) = w. It is easy to find
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that its solution is given by
H(w, λ) =U + w
√
1− 2Uw−1 + (U2 − 2λ)w−2 = w − λ
w
− λU
w2
+ . . .
(A.1)
h(z, λ) =U + z
√
1− 2Uz−1 + (U2 + 2λ)z−2 = z + λ
z
+
λU
z2
+ . . .
H(w, λ) maps the upper half plane H conformally onto H \ Γλ, where
Γλ is the line segment
Γλ = {U + iα : α ∈ [0,
√
2λ]}.
Let Φn(w, λ), n ≥ 1, be the Faber polynomials of h(z, λ). A straight-
forward computation gives
Φ1(w, λ) = w, Φ2(w, λ) = w
2 − 2λ, Φ3(w, λ) = w3 − 3λw − 3λU.
Therefore the functions χn(λ), n = 1, 2, 3 in (5.1) are given by
χ1(λ) = 1, χ2(λ) = 2U, χ3(λ) = 3U
2 − 3λ.
When tn = 0 for all n ≥ 4, the hodograph relation (5.4) with R(λ) = 0
reads as
x+ t1 + 2Ut2 + (3U
2 − 3λ)t3 = 0
which for {x+ t1 + 2Ut2 + 3U2t3 ≥ 0 and t3 > 0} or {x+ t1 + 2Ut2 +
3U2t3 ≤ 0 and t3 < 0} gives
λ =
x+ t1 + 2Ut2 + 3U
2t3
3t3
≥ 0.
Substituting into the first equation of (A.1), we find that the power
series
L(w; t)|tn=0 (n≥4) = U + w
√
1− 2Uw−1 −
(
U2 +
2(x+ t1 + 2Ut2)
3t3
)
w−2
is a solution of the dKP hierarchy (4.2).
A.1.2. Example 2
Let
H(w, λ) = w +
λ2
w − 2λ = w + λ
2w−1 + 2λ3w−2 + 4λ4w−3 + . . . .
(A.2)
For λ > 0, H(w, λ) maps the upper half plane conformally onto
C \ ({x : x ∈ (−∞, 0]} ∪ {x : x ∈ [4λ,∞)}).
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It is easy to check that H(w, λ) satisfies the chordal Lo¨wner equation
(2.3) with a1 = λ
2 and U(λ) = 3λ. Let Φn(w, λ), n ≥ 1 be the Faber
polynomials of h(z, λ), the inverse function of H(w, λ), then
Φ1(w, λ) = w, Φ2(w, λ) = w
2 + 2λ2, Φ3(w, λ) = w
3 + 3λ2w + 6λ3.
The functions χn(λ), n = 1, 2, 3 defined in (5.1) are given by
χ1(λ) = 1, χ2(λ) = 6λ, χ3(λ) = 30λ
2.
When tn = 0 for all n ≥ 3, the hodograph relation (5.4) with R(λ) = 0
reads as
x+ t1 + 6t2λ = 0,
which for {x+ t1 ≥ 0 and t2 < 0} or {x+ t1 ≤ 0 and t2 > 0} gives
λ = −x+ t1
6t2
≥ 0.
Substituting into (A.2), we find that the power series
L(w, t)|tn=0 (n≥3) = w +
(x+ t1)
2
12t2
1
3t2w + (x+ t1)
is a solution of the dKP hierarchy (4.2). When tn = 0 for all n ≥ 4,
the hodograph relation (5.4) with R(λ) = 0 reads as
x+ t1 + 6t2λ+ 30t3λ
2 = 0,
which can be solved for λ(t)|tn=0 (n≥4) in a certain domain of t.
A.2. Radial Lo¨wner equation and dToda hierarchy.
A.2.1. Example 1
We consider the radial Lo¨wner equation (2.2) with φ(λ) = λ, σ(λ) =
σ ∈ S1 a constant and initial condition G(w, 0) = w. It is easy to check
that its solution is given by 5
G(w, λ) =− σ + e
λw
2
((
1 +
σ
w
)2
+
(
1 +
σ
w
)√
1 +
2σ(1− 2e−λ)
w
+
σ2
w2
)(A.3)
=eλw + 2σ(eλ − 1) + σ
2(eλ − e−λ)
w
+
2σ3e−λ(1− e−λ)
w2
+ . . .
g(z, λ) =− σ + e
−λz
2
((
1 +
σ
z
)2
+
(
1 +
σ
z
)√
1 +
2σ(1− 2eλ)
z
+
σ2
z2
)
.
5In fact, up to a re-parametrization of λ, this example is the same as the one
given in [29].
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G(w, λ) maps the exterior disc D∗ conformally onto D∗ \ Γλ, where Γλ
is the line segment
Γλ = {ασ : α ∈ [1, 2eλ − 1 + 2
√
e2λ − eλ].}
The maps
F (w, λ) =− σ + e
λ
2w
(
(w + σ)2 − σ(w + σ)
√
1 + 2σ−1(1− 2e−λ)w + σ−2w2
)(A.4)
f(z, λ) =− σ + e
−λ
2z
(
(z + σ)2 − σ(z + σ)
√
1 + 2σ−1(1− 2eλ)z + σ−2z2
)
satisfy the radial Lo¨wner equations (2.1) with η(λ) = σ and initial
condition F (w, 0) = w. It is easy to verify directly that
F (w, λ) = G(1/w¯, λ)
−1
.(A.5)
Therefore, F (w, λ) maps the unit disc D conformally onto D\Γ˜λ, where
Γ˜λ is the line segment
Γ˜λ = {ασ : α ∈ [2eλ − 1− 2
√
e2λ − eλ, 1].}
Let Jλ = g(Γλ, λ). In fact, for fixed λ, F (w, λ) is the analytic continu-
ation of G(w, λ) to the set D ∪ (S1 \ Jλ).
Let Φn(w, λ), Ψn(w, λ), n ≥ 1 be the Faber polynomials of gλ(z) and
fλ(z) respectively. Then
Φ1(w, λ) =e
λw + 2σ(eλ − 1), Ψ1(w, λ) = eλw−1 + 2σ−1(eλ − 1),
Φ2(w, λ) =e
2λw2 + 4σeλ(eλ − 1)w + 2σ2(eλ − 1)(2eλ − 1 + e−λ),
Ψ2(w, λ) =e
2λw−2 + 4σ−1eλ(eλ − 1)w−1 + 2σ−2(eλ − 1)(2eλ − 1 + e−λ).
Therefore, the functions ξn(λ), n = ±1,±2 in (5.5) are given by
ξ1(λ) =σe
λ, ξ−1(λ) = −σ−1eλ
ξ2(λ) =2σ
2eλ(3eλ − 2), ξ−2(λ) = −2σ−2eλ(3eλ − 2).
When t−1 = −t¯1 and tn = 0 for |n| ≥ 2, the hodograph relation (5.9)
with R(λ) = 0 reads as
t0 + t1σe
λ + t¯1σ¯e
λ = 0.(A.6)
When t0 ≥ −2Re (t1σ) > 0 or −t0 ≥ 2Re (t1σ) > 0, this gives
λ = log
(
− t0
t1σ + t¯1σ¯
)
≥ 0.
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Substituting into the first equation in (A.3) and the first equation in
(A.4), we find that the power series
L(w; t)|tn=0 (|n|≥2)
=− σ − t0w
4Re (t1σ)

(1 + σ
w
)2
+
(
1 +
σ
w
)√
1 +
2σ(t0 + 4Re (t1σ))
wt0
+
σ2
w2


L˜(w; t)
∣∣∣
tn=0 (|n|≥2)
=− σ − t0
4Re (t1σ)w

(σ + w)2 − σ (σ + w)
√
1 +
2σ¯(t0 + 4Re (t1σ))w
t0
+ σ¯2w2


satisfy the dToda hierarchy (4.6) with t−n = −t¯n for n ≥ 1.
When t−n = −t¯n ∀n ≥ 1 and tn = 0 for |n| ≥ 3, the hodograph
relation (5.9) with R(λ) = 0 reads as
t0 + t1σe
λ + t¯1σ¯e
λ + 2t2σ
2eλ(3eλ − 2) + 2t¯2σ¯2eλ(3eλ − 2) = 0,
which can be solved for λ(t)|tn=0(|n|≥3) in a certain domain of t.
Remark A.1. If we do not impose the condition |σ| = 1 in the ex-
ample above, then the maps Gλ(w) and Fλ(w) still solve the Lo¨wner
equations (2.2), (2.1) with initial conditions G0(w) = w and F0(w) = w
respectively. In this case, Gλ(w) maps the disc {|w| ≥ |σ|} conformally
onto {|z| ≥ |σ|} \ {ασ : α ∈ [1, 2eλ − 1 + 2√e2λ − eλ]} and Fλ(w)
maps the disc {|w| ≤ |σ|} conformally onto {|z| ≤ |σ|} \ {ασ : α ∈
[2eλ − 1 − 2√e2λ − eλ, 1]}. However, (A.5) no longer holds. Neverthe-
less, one can still show as in Proposition 5.11 that with λ(t) satisfying
(5.5), the conclusion of Proposition 5.11 still holds.
A.2.2. Example 2
Given a point σ ∈ S1, let
G(w, λ) = eλ
(
w + 2σ + σ2w−1
)
=
eλ(w + σ)2
w
.
It is easy to verify directly that G(w, λ) satisfies the radial Lo¨wner
equation (2.2) with σ(λ) = σ and φ(λ) = λ. Therefore, G(w, λ) here
satisfies the same equation as the G(w, λ) in Example 1 but with a
different initial condition. It maps the exterior disc conformally onto
Cˆ \ {σα : α ∈ [0, 4eλ].}
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The function
F (w, λ) = G(1/w¯, λ)
−1
=
e−λw
(1 + σ¯w)2
= e−λ
(
w + 2σ¯w2 + 3σ¯2w3 + . . .
)
maps D conformally onto
C \ {σα : α ∈ [e−λ/4,∞)}.
For n ≥ 1, let Φn(w, λ) and Ψn(w, λ) be the Faber polynomials of the
inverse functions g(z, λ), f(z, λ) of G(w, λ), F (w, λ) respectively. Then
Φ1(w, λ) =e
λ(w + 2σ), Ψ1(w, λ) = e
λ(w−1 + 2σ¯),
Φ2(w, λ) =e
2λ(w2 + 4σw + 6σ2), Ψ2(w, λ) = e
2λ(w2 + 4σ¯w + 6σ¯2).
Therefore, the functions ξn(λ), n = ±1,±2 in (5.5) are given by
ξ1(λ) = e
λσ, ξ−1(λ) = −eλσ¯,
ξ2(λ) = 6e
2λσ2, ξ−2(λ) = −6e2λσ¯2.
When t−1 = −t¯1 and tn = 0 for |n| ≥ 2, the hodograph relation
(5.9) with R(λ) = 0 is the same as equation (A.6). Therefore, when
t0 ≥ −2Re (t1σ) > 0 or −t0 ≥ 2Re (t1σ) > 0, we find that the power
series
L(w; t)|tn=0 (|n|≥2) =−
t0
2Re (t1σ)
(
w + 2σ + σ2w−1
)
L˜(w; t)
∣∣∣
tn=0 (|n|≥2)
=− 2Re (t1σ)
t0
w
(1 + σ¯w)2
satisfies the dToda hierarchy (4.6) with t−n = −t¯n for n ≥ 1. When
t−n = −t¯n ∀n ≥ 1 and tn = 0 for |n| ≥ 3, the hodograph relation (5.9)
with R(λ) = 0 reads as
t0 + t1σe
λ + t¯1σ¯e
λ + 6t2e
2λσ2 + 6t¯2e
2λσ¯2 = 0,
which gives
λ(t)|tn=0(|n|≥3) = log
(
−Re (t1σ) +
√
[Re (t1σ)]2 − 12t0Re (t2σ2)
12Re (t2σ2)
)
in a certain domain of t.
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