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This paper derives a sharp bound for the probability that a sum of independent 
symmetric random vectors lies in a symmetric convex set. In one dimension 
this bound is an improvement of an inequality first proved by Kolmogorov. The 
subject of multidimensional concentration functions is also treated. 
1. INTRODUCTION 
In this paper we ‘derive a sharp inequality for the probability content of 
symmetric convex sets C in RN. The inequality is of the form 
fvl + *-+x,+xEC]<‘(A) (1.1) 
valid for any x E RN, where X1 ,..., X, are independent symmetric 
random vectors in RN. We define Q(S) = e-8(lo(s) + I;(S)) with 1*(s) = 
czdl l/W (m + WI w4 am+k, the “modified” Bessel function of order K, 
while X = Cyz, P[X, $ C]. A s a special case of (1.1) we note the inequality 
(“2) 2-2n < @(2 n w IC we believe is new. (To see this is a special case, set ) h’ h 
C = (0) and let X1 ,..., X2, be independent &I valued random variables.) 
It turns out that symmetrized Poisson processes play an important extremal 
role. Firstly if iV and N’ are independent Poisson processes with E(N(s)) = 
E(N’(s)) = s/2 f or all S, then P[N(s) - N’(S) = k] = I&) e+. Secondly, 
equality in (1.1) is achieved in the limit, when the Xi’s are taken to be increments 
of the process N(S) - N’(s). 
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In the one-dimensional case, Kohnogorov has already demonstrated an 
equality like (1 .l) with the right-hand side of the form @,(c~~, P[X, 4 CJ), 
where G1(s) = (3/2)(1/(1 + s)‘/s). (See Freedman [5, p. 1041 for an exposition 
of this inequality. In [S], Freedman contents himself with 0&) = (3/2)(1/P), 
but in fact it is easy to sharpen the arguments there and get G1(s) as above.) 
It is clear that our bound is an improvement of Kolmogorov’s inequality even 
in one dimension, since our bound is best possible. 
In [9], Le Cam has already established a result like (1.1) with @r(s) replaced 
by W) = (3/W + 4- 1/3, which is not asymptotically of the optimal order 
of magnitude. 
Our method of proof in getting the sharp bound (1.1) has three components. 
The first is combinatorial and extends a result of Kleitman’s to general sym- 
metric convex sets (see Lemma 4.1). Using this lemma we essentially reduce 
the problem to one dimension. The second component of the proof for (1.1) 
is based on some elementary techniques from Fourier series which are used in 
proving the key Lemma 4.3. The third component of our proof for (1.1) involves 
the notion of Schur convexity which turns out to be necessary in the proof of 
Lemma 4.3. In that lemma we introduce a new technique of maximizing a 
functionfof n variables (& ,..., X,) with the constraint that z;\$ = h where f is any 
function with the property that for any i,j the sign of (hi - &)((afla&) - (aflah,)) 
does not depend on (Xi , hi). 
Finally we note that our arguments do not depend on N, the dimension. 
This makes our reasoning simpler and also makes possible the immediate 
generalization of these inequalities to infinitely many dimensions. 
Our paper is arranged as follows: Section 2 is devoted to preliminary notation 
and definitions. In Section 3 we prove some general lemmas about concentration 
functions of random vectors in RN. In this section we introduce a useful vector 
valued function analogue of the classical “monotone rearrangement” of a 
function. In Section 4 we extend Kleitman’s combinatorial lemma and apply 
it to prove (1 .l). We then use our results from Section 3 to extend (1 .l) to 
nonsymmetric random vectors, i.e. to get concentration function inequalities 
for sums of nonsymmetric, independent random vectors. Section 5, the Appen- 
dix, is devoted to extending an elementary result about concentration functions 
to the infinite-dimensional case. 
2. NOTATIONS AND DEFINITIONS 
Throughout this paper 11 *(1 shall stand for an arbitrary but fixed seminorm 
on RN. For t > 0, Ct will stand for {x ( x E RN, 113~ I\ < t} and C*(t) will stand 
for SUpti~jf P[X E C, + x]. We shall call )I * )I a Euclidean norm on RN if there 
exists an inner product (x * y) on RN such that 11 x (I2 = (x * x). 
683/6/z-3 
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As we have remarked before, except for Lemma 5.1 of the Appendix, all the 
action in this paper takes place in R N. The trivial generalization to infinite 
dimension is achieved by replacing RN by a separable normed space S, and 
by defining a random vector X on S as any function X: (52, a, P) ---f S for 
which X-*(d) C ~23, where & is the u-field generated by balls in S and where 
(Q, .J%, P) is our basic probability space. 
If X, is a sequence of random vectors on RN (or S) we shall say Xn ed X 
if E(fGG)) - E(f(XN f or all bounded real-valued functions f continuous 
with respect to 11 + (1. We shall say X, +PXifE(llXn -X/i/l +11X,-XII)-0 
asn-+co. 
As is usual we let [r] stand for the greatest integer that does not strictly 
exceed the real number r. 
3. SOME GENERAL THEOREMS 
In this section we prove some general facts about concentration functions on 
(RN, II . II). 0 ur fi t 1 rs emma is no doubt already known but we have been unable 
to locate a proof, the extension of the proof of the lemma to the infinite- 
dimensional case is not trivial and is completed in the Appendix. 
LEMMA 3.1. Let X,, , X be random vectors. If X, --td X then C,n(t) + Cx(t) 
for all t outside some countable set. 
Proof. Let B be a countable dense subset of RN. Define H(t) = 
SUP,,~ P[X E C, + x] for t > 0. Clearly H(t) < Cx(t). Note now that 
Ct, + x’ C C, + x if t 3 t’ and 11 x - x’ 11 < t - t’, whence it follows that 
H(t) > Cx(t’) if t > t’. We conclude that II(t) = Cx(t) for all t which do not 
belong to D, the countable set of discontinuity points for the nondecreasing 
function Cx(t) on [0, co). Define for x E B the set A, , the countable set of 
discontinuity points of the nondecreasing function Fz(t) = P[Il X - x 11 < t] 
on [0, co). Let A = D U ((JePs A%). We claim that Cx,(t) -+ Cx(t) for all t $ A. 
We prove half of the claim by first showing that lim infn+m C:,(t) > Cr(t) 
for t $ A. Note first that P[Ij X - x II < t] < lim inf,,, Cx,(t) If x E B and 
t 6 A. It follows that II(t) < lim inf,,, Cx,(t), and using the fact that t $ D 
we conclude that Cx(t) < lim inf,,, Cx,(t) for t #A. 
We now show that C=(t) 3 lim SUP~+~ Cx,(t) for all t E [0, co). Note first 
that if Ij x, )I --f co for some sequence x, in RN, then P[[I X, - x, I/ < t] -+ 0 
for any fixed t 3 0. This follows since for any 6 > 0 we have 
lim SUP~+~ P[ll X,, - x, I[ < t] < 6 by letting s be so large that P(C,) > 1 - 6 
and then noting that C, + x, n C, is empty for n sufficiently large. Now if 
lim sup Cx,(t) > Cx(t) + S then there is a subsequence t.zk and a sequence of 
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vectors xlc such that P[\j X%, + xb I\ < t] >, Cx(t) + 6/2. By the previous 
reasoning this forces (1 xK (1 to remain bounded, hence (1 xk, - x,, II--) 0 for some 
subsequence K, and some x0 E RN. Clearly Xn, + xle da X + x0 , hence 
lim supn-m PI( X*, + xk, (( < t] < P[ll X + x,, (I <‘t] by i2, p. 121. This is a 
contradiction since’C,(t) > P[\I X + x0 (1 < t]. Q.E.D. 
In the proof of the last lemma the only point at which we make essential 
use of the fact that RN had finite dimension was in asserting that )I xkr - x0 Ij -+ 0. 
In the case when S is an infinite-dimensional normed space we can only assert 
that A(&&,) ---f h(x) for all h in the topological dual of S. However, by Lemma 5.1 
of the Appendix, this suffices to carry through the proof of Lemma 3.1 for 
separable normed linear spaces. 
LEMMA 3.2. Let f:  [0, l] -+ RN be measurable. Let W be uniformly distributed 
on [0, 11. Let g(x) = (f( 1 - x) + f(x))/2 and h(x) = (f( 1 - x) - f(x))/2. Let 
V be uniform on [0, $1 and let 6 be independent of V with values &l each of 
probability 4. Then g(V) + ah(V) has the same distribution asf(W). 
Proof. Exactly as in Freedman [5, p. log]. Q.E.D. 
The next lemma is the basis for our extension of Kolmogorov’s concentration 
function inequality to non&metric random variables. In the case N = I it 
is already known and depends on the so-called “monotone rearrangement” of 
a real valued function. Here we need a generalization to functions f with values 
in RN. 
Suppose that f: {1,2,..., 2n} + RN. We shall define f (the quasi-monotone 
rearrangement off) as follows. Choose a, , b, E {l,..., 2%) such that 
Ilf (4 -If WI = i,isy=& I!f (iI - f m. 
Having defined a, ,..., a, and b, ,..., b, for 1 < k < n - 1 define ak+l , b,,, 
in {l,..., 2n) - (a1 ,..., a, , b, ,..., b,} such that 
11 f cak+l) - f(bk+Jll = ma* II f(i) - f WI, 
where the max is taken over the set of pairs (i,j) with i,jE(l,..., 24 - 
ial ,.-., a,, 4 ,..., bK}. This process is continued until the integers a, ,..., a, , 
b, are all defined and 
;;d;Zk+l) for k E {n + 1 
now set f(k) = f (a&) if k E {l,..., n) and set f”(k) = 
,..., 2n). Now define i(k) = (f(2n - k + 1) +f(k))/z 
and d(k) = (J(2n - k + 1) -j(k))/2 as in Lemma 3.2. 
LEMMA 3.3. Letf: {l,..., 2n) + RN. Let V be uniformly distributed on (l,..., n} 
and let W be uniformly distributed on {l,..., 2n}. Let X = f  (W). 
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Then 
P[&(V) E C,] < C*(2t). 
Proof. 
J’[L( v) E Ccl = (l/n) #@ I f(2fi - k + 1) -f(k) E Cad 
= (l/n) #P 1 f @d - f bk) E cd 
< (l/24 #{k 1 f (4 - f @k,) E cd 
(3.1) 
where k, = min(k; )I f (a#) - f (&)I] < 2t). The last expression is clearly 
dominated by CX(2t). Q.E.D. 
Remark. If 11 *11 is a Euclidean norm then (3.1) can be sharpened in that 
2 can be replaced by 2l/s in the right-hand side of (3.1). This improvement 
follows from a result of Jung [6] which states that if a set B in n-dimensional 
Euclidean space has diameter d, then it is contained in a sphere of radius 
(2n/(n + l))r/” (d/2). Letting n -+ co we get the desired improvement. (For 
more recent work on this topic see [3].) 
4. PROBAEILITY INEQUALITIES 
The following lemma is an extension of a result due to Kleitman. His proof, 
valid for linear spaces with Euclidean norm, is here generalized to arbitrary 
normed linear spaces. We state it for RN. 
LEMMA 4.1. Let there be given a set of vectors {x1 ,..., x,,] in RN with 
Q 11 xi 11 > t > 0 for i = I,..., n. Let C, + xl ,..., C, + zk be k mutually disjoint 
translates of C, . Then the number of linear combinations of the vectors x1 ,..., x, 
with coe@&nts yi equal 0 or 1 which lie in the union of the sets C, f  z, does not 
exceed the sum of the k largest binomial coef$cients on n. 
Proof. Let F,(k) be the sum of the k largest binomial coefficients on n. 
Note that F,(k) = 2” for k > n + 1 and that 
F,(k) = F&k t 1) t F,,-,(A - 1). 
Let G,(k) be the maximum number of linear combinations with coefficients 
0 or 1 of any n vectors as above lying in k disjoint translates of C, . Clearly 
F,(k) = G,(k) f or all k and F,(O) = G,(O) = 0. To finish the proof we need 
only to show that 
G,(k) < G-,(k + 1) t G&k - 1). 
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However linear combinations of n vectors x1 ,..., x, as above lying in K 
disjoint sets C, + zi may be considered as linear combinations of n - 1 of 
the vectors x1 ,..., xnml translated by the last term. As such those linear com- 
binations for which x, has coefficient 0 lie in the same sets Ct + xi while the 
others lie in the sets C, + z( - x, . 
We claim that for some j, E {l,..., R} the sets C, + z1 ,,.., C, + zk , 
C, + ZjO - x, are all disjoint. If this were false then for each j E (l,..., k) there 
exists a d(j) E (I,..., k} such that C, + zj n C, + ~~0) + X~ # O. This readily 
implies that 
II %O) - 2, + x, II < 25. 
We now sum the last inequality from j = 1 to k, divide by k, and use sub- 
additivity of 11 *11. Nothing that d(d(a.9 (d(1)) -*a) = 1, where the function d is 
applied k times, we conclude that (( x, [/ < 2t, which is a contradiction. 
To finish the proof of the lemma we build two functions FI and F, . Let j,, 
be as above. For each linear combination CT-’ yixi with yi = 0 or 1 we define 
n-1 
if 2 yixi E iJ (G + zj) 
1 j=l 
n-1 n-1 
= =$ Ye% + XT2 if C '/iXj E C, + Z10 - X, . 1 
This recipe makes FI well defined on the set of all linear combinations C”,-’ YiXi 
with CT-’ yixi E ufxl (C, + zi) u C, + x1, - x, , using the fact that 
C, + zjO - x, is disjoint from U:, Ct + zj . We define 
n-1 
Fs F Y& = C YPi + XVI 
( 1 
n-1 n-1 k 
for C ypxi E u (G + 23 - x,). 
1 1 j=l 
jzj, 
We note that the union Z(Fl) U Z(F,) contains all linear combinations 2: yix, 
in Ull (C, + z,), where for any function F, we let Z(F) denote the image of 
the domain of F. We conclude G,(k) d G,_,(k + 1) + G,-,(k - 1). Q.E.D. 
We now note that if 2: Sixi is a linear combination of vectors Xi with coeffi- 
cients 6, = f 1 each then &(c: xi + xr 6,xJ is a linear combination of the 
vectors 2+ with coefficients 0 or 1. The following corollary is now immediate. 
COROLLARY 4.1. Let there be given a set {x1 ,..., x,,} of vectors in RN with 
11 xj 11 > t for i = l,..., n. Then the number of linear combinations of the vectors 
x1 ,..., x, with coe,@ents fl that lie in Ct + x does not exceed (&,) for any 
xeRN. 
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We shall use Corollary 4.1 in the randomized form given below as Carol. 
lary 4.2. 
COROLLARY 4.2. Suppose {Xl ,..., X,} are sign invariant random vectors on 
RN with 11 Xi [I > t a.s. for i = I ,..., n. Then P[II Z Xi + x II < tl < 2-n(&,). 
Proof. We let 6, ,..., 8, be independent &I valued symmetric random 
variables, and assume also that (8, ,..., 6,) is independent of (XI ,..., X,). We 
note that x: SiXi has the same distribution as xr Xi and then apply Corol- 
lary 4.1. Q.E.D. 
Remark. For future use of Corollary 4.2 we note here that if XI ,..., X,, 
are independent and symmetric and if B is the event [II Xi )I > t; i = l,..., n] 
or the event [/I Xi 1) < t; i = l,..., n] then the random variables Xa ,..., Xn are 
sign invariant when conditioned by B. 
LEMMA 4.2. Let Xl , . . ., X, be independent symmetric random vectors in RN. 
Then for all t > 0, and all x E RN, 
G & AC{;..,n) (rJ pm xi 11 > tl)(rI P[II xi 11 G tl Fk ([;21)j. 
SA 
#A=k 
Proof. Let A C (l,..., n} and let B = B, n B, stand for the event 
[/I Xi 11 > t; in A] n [II Xi 11 < t; i $ A]. Assume A = (ir ,..., ik) and AC = 
G Y*,.L-kl. 
We compute 
p $x,+xll 
[i 
G t I B = ~!S~iVw+z+s,,st~) ] 
where Y = CL1 X, , Z = CFzt X*, , and EByl stand for the expectation with 
respect to the disthbution of (Xi, ,..., X,,) conditioned by the event B, = 
[II x, II > t; r = 1 ,..., k] while I$ stands for the expectation with respect to 
the d&tribution of (X. 
r=l 
91 ,..., Xi,,) conditioned by the event B, = [II Xj, 11 < t; 
,..., n - k]. E$(lrlIY+Z+zll& is dominated by 2-k(Ik&) using Corol- 
lary 4.2. 
The proof of the lemma is now obvious by elementary probability arguments. 
Q.E.D. 
Remark. Let 2, ,..., 2, be independent (0, I} valued random variables 
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with P[Z, = 0] = P[II Xi (1 < t]. We can reinterpret the conclusion of 
Lemma 4.2 as saying 
where 2 = Cr Zi . We can then compute as in [5, p. 1041 to get the inequality 
0 n P cxi+x 
1 
11 
<t 
1 <3 1 
2 (1 + cy==, P[ll xj II > W” (4.1) 
which is asymptotically of the optimal order of magnitude. To get a simple 
estimate which is good for small values of s = ~~=, P[J Xj 1) > t] we use the 
obvious inequality (ck$J e-s < (l/2) for all k > 1 which we substitute into 
the right-hand side of the inequality proved in Lemma 4.2. We then conclude 
that 
This inequality was derived in [7] using only the Hahn-Banach theorem and 
no combinatorics. It is useful in some cases; for instance if P[[I xy Xi + x (1 < t] 
is close to 1 we can then deduce that I-J; P[II X, 1) < t] is also close to 1. It is 
valid for all sign invariant random vectors as can be seen from its proof in [7]. 
The following lemma states an inequality which seems to be new and of 
some interest in itself. Before presenting it we recall some basic facts about the 
notion of Schur convexity. 
DEFINITION 4.1. A real valued functionf defined on Rk is said to be Schur 
conzlex (concave) if whenever x = Sy for some doubly stochastic matrix S, 
then f(y) 2 f(x) (then f(y) <f(x).). Th e reader is referred to [ll, p. 2581 or 
[IO] for further details on such functions. Here we will need only the following 
fact. 
FACT 4.1. Let f(x) = f(xi ,..., x,) be symmetric under permutations of 
the xj’s and suppose f has continuous partial derivatives on In where I is an 
open interval, then f: In + R is Schur convex (concave) if and only if 
(Xj - xi)((af/axj) - (af/ax<)) > O (G O) 
on I” for any pair i, j with i # j. 
LEMMA 4.3. Let Yl ,..., Y, be independent, symmetric real valued random 
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aariubZes with P[Yj = O] = 1 - hj and P[( Yj 1 = l] = hj for 0 < hj < 1. Then 
P 
[ 
i Yj = 0 or 1 < (I,(X) + I,(X)) e-A 
1 1 (4.3) 
where X = C Aj and I*(s) is the “modt$ed” Bessel function of order k. 
Remark. In proving Lemma 4.3 we will make use of an integral inequality 
which is stated and proved in Lemma 4.4. Let m(t) = (cos t) - 1. 
Proof. Let 2 and 2’ be independent Poisson random variables with mean 
+A where A = Cyzl hj . Define the function 
f&i1 ,..., A,) = (l/p) Lr [fi 1 + &m(t)] (1 + cos r) dr 
1 
and write 
exp(Am(t))(l + cos t) dt. 
Note that @(A) = P[Z - 2’ = 0 or 1] and that f&l1 ,..., A,) = P[c: Y, = 0 
or 1] as follows from elementary Fourier series considerations. Note also that 
P[Z - 2’ = 0 or 1] = e-A(l,(h) + Ii(A)) as shown in Feller [4, p. 651. 
We claim that for any i, j E (I,..., n} with i < j, the function fn(hl ,..,, A,,) is 
either Schur convex or Schur concave in the variables (Ad, AJ, when the other 
variables A, with k # i, j are kept fixed. To prove our claim we note 
((cos t) - I)2 (1 + cos t) dt and then apply Fact (4.1). 
It now follows that 
if the expression (4.4) is to, while 
if (4.4) is >O (where a, b > 0 with a + b = hi + A, and a = 0 or 1). 
We conclude that the only possible vectors (A1 ,..., An) with A, + *** + A,, = h 
at which f,, cannot be strictly increased by varying two of the variables (A, , A,) 
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are vectors which, after permutation of coordinates, look like (l,..., 1, a,..., u, 
O,..., 0) where Y + per = h (and Y stands for the number of l’s while p stands 
for the number of ~1’s.) We now wish to show that it &ices to consider the 
case when both p and Y are even. If p is even and Y is odd (or if Y is even 
and p is odd) then the lemma follows since (cos t)” < exp(m(t)) if Y is odd 
hence 
s 
or (cos t)’ (1 + am(t))” (1 + cos t) at 
< 
s 
m exp(r((cos 1) - l))(l + am(t))" (1 + cos t) dt < G(X), 
0 
where the last inequality follows from Lemma 4.4 (the other case follows 
similarly). When both p and Y are odd define 
d%Y) =I (1 + WtN (1 + YW>> h(t) dt for X,Y E CO, 11, 
where h(t) = (1 + /bn(t))“-1 (cos ty-l (1 + cos t) > 0. Applying (4.4) we 
conclude that (X - y)((a/&)g - (a/ay)g) < 0 unless x = y, hence g is strictly 
Schur concave. It follows that if 01 # 1 then fn(x, l,..., 1, y, a,..., o1,O ,..., 0) > 
fn(l ,..., 1, OL )...) OL, 0 ,...) O)forsomex,ywithx+y+(m-l)+(p-l)cz=h 
which shows us that the only vectors (A1 ,..., A,) with h, + *** + X, = X where 
f,, can possibly achieve a local maximum which strictly exceeds @(h) are vectors 
of the form (l,..., 1, a ,..., 01, 0 ,..., 0) with Y + pal = X and both Y and p are 
even. We now apply Lemma 4.4 which follows, to conclude that even at such 
vectors we have fn(l ,..., 1, a,..., o1,O ,..., 0) < G(X) hence the lemma. Q.E.D. 
We now present Lemma 4.4 whose validity was needed in the proof of 
Lemma 4.3. The proof of Lemma 4.4 depends in turn on a fact whose proof is 
presented later as Lemma 4.5 
LEMMA 4.4. Let y >, 0, let fl E [0, 11, and let n, Y be nonnegative integers. Then 
U/d Jo= (cos t)27 (1 + /3m(t))2m exp(ym(t))(l + cos t) dt 
< (l/n) 1” exp((2y + 24 + r)m(t))(l + ~0s t) dt. 
0 
PYOO~. Our proof will proceed by induction on n. We first need to check 
the stage n = 0. Write D’(s) = e-+(lo(s) + I,(s)). We will show that 
(l/4 Jon (cos Q”‘(1 + cos t) dt < @(2r). Note that 
(l/r) Jew (cos t)2r (1 + cos t) dt = (f) Z2?. 
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We now consult any table of the special functions IIc and compute Q(2) = 
~-~(1,,(2) + I,(2)) = (0.1353)(2.28 + 1.59) > 0.52 > 0.5 = (1”) 2-2. Set p(2r) = 
2-2(7) and use Lemma 4.5 to get @(2r) ,( @(2r + 2)((r + l)/r)l12. Note that 
(2~ + 2)pP + 2) = (2~ + I)@-) h ence CD(~Y)/~(~Y) < @(2r + 2)/p(2r + 2). 
We conclude that @(2r)/p(2r) > @(2)/p(2) > 1 for all positive integers Y. We 
rewrite the last inequality as s; $(t)(l + cos t) dt > 0 where $(t) = 
exp(2ym(t)) - (cos t)2P. Note that 4(t) changes sign once in [O, T] where it 
goes from + to -. We can now conclude by trivial geometric considerations 
that 
s 
T 4(t) w(t)(l + cos t) dt > 0 where w(t) = exp(ym(t)) 
0 
and where we need to keep in mind only the fact that w(t) is nonnegative and 
decreasing. We rewrite the last inequality as 
s 
on (cos t)2p exp(ym(t))(l + cos t) dt 
d s 
T exp((2r + y)m(t))(l + cos t) dt 
0 
and hence stage n = 0 of our induction is established. 
We now do the inductive step. Let 01 E [0, l] and define 
f(a) = Ioff {exp@Mt)) - (1 + 4tN2> v(t) dt 
where w(t) = (1 + /3m(t))2n (cos t)” exp(ym(t))(l + cos t). We have f(0) = 0 
and f(l) > 0 by the assumption that we have completed our induction up 
to stage n. We note that f’(0) = 0 and that f”(0) > 0 where we compute 
f”(s) = 2 ion (2 exp(2olm(t)) - l} m2(t) w(t) dt. 
We note that f”(a) is decreasing because m(t) < 0 for t E [0, n]. We 
conclude that f” has at most one strict change in sign as 01 varies from 0 to 1. 
Now f’ and f” have the same sign at zero, hence f’ also has at most one strict 
change in sign in (0, 1). We apply the same reasoning to the pair f, f’ and 
conclude that f itself has at most one strict change in sign as 01 varies 
from 0 to 1. Now f(a) > 0 f or Q: E (0, +) because the factor {exp(tiorm(t)) - 
(1 + am(t))2} > 0 for all t E (0, T) if (31 E(0, Q), Also f (1) > 0 by our 
assumption that we have completed our induction up to stage n. We conclude 
that f cannot have any strict change of sign at all (for it would then have to 
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change sign twice.) In other words, f(a) >, 0 for all 01 E [0, 11; in particular if 
we set o! = /I then we have 
s om (1 + B(m(o>2”+2 (
cos t)27 exp(ym(t)))(l + cos t) dt 
G s n eMVWN) v(t) dt 0 
We can write 
s 
R exp(2/3m(t)) w(t) dt 
0 
< 
I 
n exp{(2? + 2~9 + Y  + 28) m(t)>(l + ~0s t) dt 
0 
by assuming that our inductive proof is complete up to stage n. Combining 
these two inequalities we conclude that n can be replaced by n + 1 so our 
induction proof is complete. . Q.E.D. 
To complete the proof of the key Lemma 4.3 we need only to prove the 
following lemma which tells us that @i(s) = e+(lo(s) + I,(S)) decreases no 
faster than l/~l/~. 
LEMMA 4.5. Let Q(s) = e-*(1,(s) + I,(s)). Then for any s, t > 0 we hawe 
@(s + t> >, (s/(s + t>y2 @(s). 
Proof. Let h(x) = IO(x) + I,(X). We compute (d/ds)(log @5(x)) = 
(h’(x) ‘- h(x))/h(x). N ote that x(h(x) - h’(x)) = I,(X) - (x/2) by simply exam- 
ining the terms of the resulting series. Remember that I,(S) can be written as 
(l/r) jz exp(s((cos t) - 1)) cos(kt) dt hence z(s) > I%(s) for all k. In particular 
it follows that 2(1,(x) - (x/2)) <I,(x) + II(x) hence (d/dx)(log G(X)) > -1/2x. 
If we integrate this last inequality from x = s to x = s + t we get the desired 
conclusion. Q.E.D. 
THEOREM 4.1. Let X, ,..., X, be independent symmetric random vectors om 
RN. Then for all t > 0 and all x E RN we have 
P [ii $ Xi + x 1) d t] < I,(h) 64 + 469 e-A (4.5) 
where X = xy P[/ Xi (I > t]. 
Proof. By Lemma 4.2 we know that the left-hand side of (4.5) is dominated 
by PEy Yi = 0 or 11, where Yi are independent symmetric real valued random 
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variables with P[Yi = 0] = P[lJ X, 11 < t] and P[I Yi 1 = l] = I’[[] Xi // > t]. 
The result now follows by applying Lemma 4.3. Q.E.D. 
Remark. Theorem 4.1 is sharp. To see this we need only note that 
limn+mfn(@,..., X/m) = @(h) where f,, and @ are as defined in Lemma 4.3. 
We conclude that Theorem 4.1 is best possible in the sense that if ‘u is any 
number which bounds the left-hand side of (4.5) for all X, satisfying the 
hypotheses of Theorem 4.1 subject to the condition that Cj P[jI Xj Ij > t] = X 
then v > (Is(X) + II(X)) e-A. 
THEOREM 4.2. Let Xl ,..., X,, be independent random vectors in RN. Then 
for all t > 0, 
c x,+.-+x,(t) < 444 e-a + 4(4 e-a (4.6) 
where a! is defined to be & (1 - C,,(2t)). 
Proof. For every positive integer k let WI, ,,.., W,,, be n independent 
random variables each uniformly distributed on {l,..., 2k}. A sequence of 
functions fik ,...,fnK mapping {l,..., 2k) into RN, can be chosen so that 
lim,,, fik( W,J = X, for each i in {I,..., a>, where the limit is taken in 
probability. 
Let Yjk: = fjk( Wjk) and let Yk = Cy=, Yjk . Let & , fj;.k , and i;lk be defined 
in terms of fjk by the procedure explained directly preceeding Lemma 3.3. 
We now compute, letting x E RN, 
w-k E G + 4 = IJ [ t &;k(Wk) + %&4W,k) E G + x $4 1 
where for each k, 6j, are mutually independent, independent of the W,, , and 
have values &l with probability 4 each. 
So in self evident notation, 
#A=r 
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where the first inequality follows from Lemma 4.2. By Theorem 4.1, the last 
expression is dominated by @(A,), where XI, = Cl1 P[II &#V,B)ll > t]. Now 
use Lemma 3.3 and the fact that Q(s) is a decreasing function to conclude that 
where 
w, E G + 4 < @(4 (4.7) 
% = 5 (1 - G,,W). 
j=l 
Letting K + 03 in (4.7) we conclude that (4.6) is valid for all t outside a countable 
subset of (0, 00) by Lemma 3.1. This immediately implies that (4.6) is valid 
for all t E (0, 00). Q.E.D. 
COROLLARY 4.3. Let Xl ,..., X,, be independent random vectors in RN. Then 
G,+...+&> G i (l + fi CX‘W) (4.8) 
1 
Proof. Argue as in Theorem 4.2 but use the inequality (4.2) instead of (4.5) 
to prove (4.8). 
Remark. Recalling our remark immediately following Lemma 3.3 we see 
that 2t can be replaced by 2W in the inequalities (4.7) and (4.8) if 1) 11 is a 
Euclidean norm. 
5. APPENDIX 
LEMMA 5.1. Let (S, )( * 11) be a separable normed linear space. Suppose X, , X 
are random vectors in (S, 11 - 11) such that for all h in the topological dual s’ of S 
we have h(X,) --td h(X). Then for aZZ t > 0 we have lim sups- P[Ij X, II < t] < 
pm x II < tl. 
Proof. S’ contains a countable set {hn} with 11 h, 1) < 1 and 11 x 11 = supn ] h,(x)! 
for each x E S by [12, p. 341. So for any m we have by [l, p. 121 
since the random vector (h,(X,),..., h,(X,)) tends in distribution to the random 
vector (h,(X),..., U-0. Now II -G II 2 sup,~, I WV hence 
liT+tup J’[II -G II G tl G ‘[,zfm I MWI G tl. 
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On the other hand R, = ~up~~~+ / rZj(X)/ is a sequence of random variables 
increasing to I/ X (I. We conclude that 
Q.E.D. 
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