Type-2 Compensatory Fuzzy Neural Network (FLIT2CFNN) is a six-layer structure, which combines compensatory fuzzy reasoning method, and the consequent part is combined the proposed functional-link neural network with interval weights. The compensatory fuzzy reasoning method uses adaptive fuzzy operations of neuro-fuzzy systems that can make the fuzzy logic system more adaptive and effective. Initially, there is no rule in the FLIT2CFNN. A FLIT2CFNN is constructed using concurrent structure and parameter learning. The advantages of this learning algorithm are that it converges quickly and the obtained fuzzy rules are more precise. All of the antecedent part parameters and compensatory degree values are learned by gradient descent algorithm. Several simulation results show that the FLIT2CFNN achieves better performance than other feedforword type-1 and type-2 FNNs.
I. INTRODUCTION
Fuzzy neural networks have been successful in a variety of area. However, most of fuzzy neural networks handle nonlinear system or time-varying modeling, which is popular issue of research. In recent years, studies on dealing with optimizing fuzzy membership function and defuzzification scheme have drawn attention [1] [2] [3] [4] [5] [6] [7] , and moreover adjusting the parameter of fuzzy membership functions and defuzzification functions to become an adaptive network is desirable. Unfortunately, optimizing fuzzy logic reasoning and selecting optimal fuzzy operators used static fuzzy operators in fuzzy reasoning. As the result, the conventional neural fuzzy system can only adjust fuzzy membership functions by using fixed fuzzy operations such as Min and Max. The compensatory neural fuzzy system [8] [9] [10] [11] with adaptive fuzzy reasoning is more effective and adaptive than the conventional neural fuzzy system.
In the typical TSK-type neural fuzzy network (TSK-type NFN), which is a linear polynomial of input variables. Nevertheless, the traditional TSK-type neural fuzzy network does not take full advantage of the mapping capabilities that may be offered by the consequent part. However, the multilayer neural network has such disadvantages as slower convergence and greater computational complexity. Therefore, this studied uses the functional link neural network (FLNN) [9, 10] to the consequent part of the fuzzy rules. The consequent part of the proposed FLNN model is a nonlinear combination of input variables, which differs from the other existing models [1] [2] [3] [11] [12] [13] [14] [15] [16] [17] [18] [19] . Moreover, using the functional expansion can effectively increase the dimensionality of the input vector, so that the hyper-planes generated by the FLNN will provide a good discrimination capability in input data space.
All of the aforementioned FNNs only use type-1 fuzzy sets. Recently, studies on type-2 FLSs have paid close attention [20] [21] [22] [23] [24] and a complete theory of type-2 have been developed in [25] [26] [27] [28] . Type-2 FLS are extensions of type-1 FLS, where the membership value of a type-2 fuzzy set is a type-1 fuzzy number. The type-1 fuzzy set cannot directly deal with these uncertainties. Because the membership functions of type-2 fuzzy systems are themselves fuzzy, they supply a powerful framework to represent and handle such types of uncertainties. Successful applications of type-2 FLS include area of signal processes [29] , Bio-Engineering [30] and control [31] [32] [33] . Therefore, the combination of type-2 FLS and neural network, which is learned by bio-evolution algorithm or support vector machine, is a popular research to deal with uncertainties [34, 35] . The purpose of this paper is to develop a self---evolving type-2 FNN with compensatory-based fuzzy logic reasoning and functional-link-based in the consequent part. The network is called a Functional-Link based Interval Type-2 Compensatory Fuzzy Neural Network (FLIT2CFNN).
The rest of this paper is organized as fo describes the FLIT2CFNN structure. Sectio structure and parameter learning in a FLIT2CF simulates nonlinear system identification pr Section V draws conclusions.
II. FLIT2CFNN STRUCTURE
In this section, the structure of Functi Interval Type-2 Compensatory Fuzzy N (FLIT2CFNN) is introduced. Figure 1 shows FLT2CFNN, which has a six-layer. This si realizes an interval type-2 fuzzy system whose is a nonlinear combination of functional exp variables, i.e., functional-link based. mathematical functions of FLT2CFNN are following below. Layer 3 (Spatial Firing laye fuzzy meet operation on inputs from product operation to obtain the sp output of a rule node is a firing interval type-1 fuzzy set. The firin follows (Liang and Mendel,2000) [ , ] 
(1 ) For output processing, the output l r y and y can be computed by using KM procedure [10] . In that procedure, the consequent part weights should be re-arranged in ascending order. According to [13] , the relationship between , , , and y III. FLIT2CFNN LEARNING In this section, the FLIT2CFNN simultaneously uses online two types of learning algorithm, the structure and parameter learning. There are no rules in the FLIT2CFNN initially. The rules are created dynamically and automatically as learning proceeds upon receiving on-line incoming training data by performing the structure and parameter learning processes. All of free parameters are learned by following learning as a rule is generated. The details of structure learning and parameter learning are introduced in the rest of this section.
A. Structure learning
The first task in structure learning is conducted to decide whether or not to extract a new rule from training data as well as the number of fuzzy sets on the universal of discourse of each input variable. A previous study [2] used the rule firing strength as a criterion for type-1 fuzzy rule generation. This idea is extended to type-2 fuzzy rule generation criteria in a FLIT2CFNN. The firing strength is an interval in the FLIT2CFNN so that the center of interval is computed as
The firing strength center then serves as a rule generation criterion. That is, for each piece of incoming data 
B. Parameter Learning
The parameter learning phase occurs concurrently with the structure learning phase. When we consider the single output case for clarity, our goal to minimize the error function is defined as
where ( ) y t and ( ) It is necessary to know the specific site of antecedent and consequent parameters for updating the parameters. The compensatory degree weights and the antecedent part parameters are tuned using the gradient descent algorithm, and it is expressed as ( 1) ( ) ,
where w can be expressed as 1 2 , , ,
and η is a learning coefficient.
III. SIMULATIONS
To demonstrate the ability of FLIT2CFNN to evolve, the following nonlinear system is described by the difference equation [1] [2] 
where ( ) y t is the output of FLIT2CFNN. During the training process, the three rules are generated. Training is performed for 500 iterations. Table I shows that the performance of the FLIT2CFNN contains the network size, training and test RMSEs. Figure 3 shows the outputs of the plant and the IT2RFNN for these test inputs. The results show that the FLIT2CFNN achieves smaller test errors than the other feedforward networks. This example is also considered the noise resistance ability of an FLIT2CFNN. Assume that the measure 
IV. CONCLUSIONS
This paper proposes a functional-link-based Interval Type-2 Compensatory Fuzzy Neural Network (FLIT2CFNN) structure for nonlinear system modeling and resistance noise ability. To achieve optimize type-2 fuzzy logic reasoning, the compensatory operation is chosen. The FLIT2CFNN model can automatically construct and adjust free parameters by performing online structure/parameter learning schemes concurrently. Moreover, the rule-ordered Kalman filter algorithm helps to tune the consequent parameters online and improves learning accuracy. Except that the FoU in FLIT2CFNN helps handle the numerical uncertainty associated with system inputs and outputs. Therefore, the FLIT2CFNN has the potential to achieve better performance than type-1 fuzzy systems when dealing with noisy data. The proposed FLIT2CFNN can efficiently handle nonlinear system and good performance is achieved.
