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Abstract Quantum annealing is a promising technique which leverages quan-
tum mechanics to solve hard optimization problems. Considerable progress
has been made in the development of a physical quantum annealer, motivat-
ing the study of methods to enhance the efficiency of such a solver. In this
work, we present a quantum annealing approach to measure similarity among
molecular structures. Implementing real-world problems on a quantum an-
nealer is challenging due to hardware limitations such as sparse connectivity,
intrinsic control error, and limited precision. In order to overcome the limited
connectivity, a problem must be reformulated using minor-embedding tech-
niques. Using a real data set, we investigate the performance of a quantum
annealer in solving the molecular similarity problem. We provide experimen-
tal evidence that common practices for embedding can be replaced by new
alternatives which mitigate some of the hardware limitations and enhance its
performance. Common practices for embedding include minimizing either the
number of qubits or the chain length, and determining the strength of ferro-
magnetic couplers empirically. We show that current criteria for selecting an
embedding do not improve the hardware’s performance for the molecular sim-
ilarity problem. Furthermore, we use a theoretical approach to determine the
strength of ferromagnetic couplers. Such an approach removes the computa-
tional burden of the current empirical approaches, and also results in hardware
solutions that can benefit from simple local classical improvement. Although
our results are limited to the problems considered here, they can be generalized
to guide future benchmarking studies.
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1 Introduction
Quantum annealing (QA), the quantum counterpart of simulated annealing, is
an approach for harnessing quantum mechanical effects in searching the energy
landscapes of classical NP-hard optimization problems [1,2]. The development
of a quantum annealer by D-Wave Systems [3] has initiated a great deal of
theoretical and experimental research into the usefulness of the QA approach
and its potential supremacy over classical algorithms [4–10].
In recent years, the research community has focused mainly on searching
for a useful area of application where QA demonstrates a scaling advantage
over classical algorithms. Although there is evidence that the D-Wave quan-
tum annealer exhibits quantum means of energy landscape exploration such
as tunnelling [11] and entanglement [12], the efforts to identify an application
for which the device is able to outperform classical optimization have not yet
been conclusive. The highlight of the search for potential quantum supremacy
is the recent study by Google [4] on an artificially crafted weak–strong clus-
ter problem showing that quantum approaches using either the D-Wave 2X
(DW2X) quantum annealer or quantum Monte Carlo simulation scale signifi-
cantly better than simulated annealing.
The primary difficulty in demonstrating a quantum scaling advantage on
useful optimization problems can be attributed to the architecture of the quan-
tum annealer. The quantum annealer is designed to find the ground state of
Ising Hamiltonians with pair-wise interactions on a fixed sparse graph called
“Chimera”. Although the majority of optimization problems across various
disciplines can be translated into Ising problems, their formulations usually
have connectivity different from that specified by the Chimera’s structure.
Minor embedding (ME) is a technique for mapping such non-native problems
to the hardware, where several physical qubits encode one logical qubit [13,14].
Due to the ME overhead, embedded problems are suboptimal for deter-
mining a scaling advantage [15]. However, the analysis of the quantum an-
nealer’s performance on these problems is critical for the design of future
hardware architectures and the setting of various programming parameters.
Examples of studies on parametrized families of hard embedded problems in-
clude the Sherrington–Kirkpatrick model with random ±1 couplings, which
is directly related to the graph partitioning problem [6], operational naviga-
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tion and scheduling problems [16], the job-shop scheduling problem [17], the
multi-period portfolio optimization problem [18], and the graph isomorphism
problem [19]. In this paper, we report on the performance of the DW2X and
discuss efficient programming guidelines for the problem of measuring similar-
ity among small molecules that are modelled as labelled graphs. To determine
the similarity between two molecular graphs while accounting for noise, a relax-
ation of the maximum weighted independent set problem, known as maximum
weighted co-k-plex problem, is formulated such that it is consistent with the
hardware’s architecture. Previous studies of non-native problems were con-
ducted using randomly generated instances. To the best of our knowledge, our
work is the first to examine the performance of a quantum annealer on real
instances of problems in the context of molecular similarity.
Encoding and decoding are challenges specific to solving non-native prob-
lems on a quantum annealer. Encoding includes two problems: topological
embedding and parameter setting. In the former, the mapping between each
logical qubit and a set of connected physical qubits is determined. In the lat-
ter, the strength of internal couplings (among physical qubits corresponding
to the same logical qubit) is set, and the logical local fields and coupling values
are distributed among the physical qubits and couplers. It is well known that
both topological embedding and parameter setting problems have a significant
impact on the efficiency of a quantum annealer [16]. Decoding refers to the pro-
cess of inferring the solution of each logical qubit from the retrieved solutions
of the corresponding physical qubits. An important consequence of the limited
available precision [20] and the existence of errors [6] of the quantum annealer
is that the physical qubits representing a logical qubit might be assign to dif-
ferent values. Classical post-processing techniques are often used to assign the
right value to the logical qubit. In this paper, we review current approaches for
encoding and decoding non-native problems and provide alternatives to the
current suboptimal practices, which require substantial computational time.
The rest of the paper is organized as follows. In Section 2, we define the
molecular similarity problem. In Section 3, a background on QA is presented
and a novel formulation of the molecular similarity problem amenable to QA
is developed. Different challenges of solving an embedded problem on the
hardware architecture are then discussed. Detailed experimental results are
presented in Section 4. We conclude and discuss future work in Section 5.
Supplementary information is presented in the Appendix.
2 Molecular Similarity
The measurement of structural similarity among molecules plays an important
role in chemical and pharmaceutical research in areas such as drug discovery.
The similarity measures proposed in the literature can be categorized into two
classes. The first class uses a vector-based representation called a fingerprint
in which the molecules are compared using distance metrics such as Euclidean
distance [21]. Although fingerprints are simple and computationally efficient,
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they cannot provide accurate information on the common substructures of
molecules. Thus, in this paper, we use the other class, which was developed
based on graph theoretical concepts.
The second class of similarity measures uses the intuitive graph representa-
tion of the labelled molecular atom–bond structure. Formally, a labelled graph
of a molecule can be written as G = (V,E,LV ,LE), where V is the set of ver-
tices, E ⊂ V × V is the set of edges, LV is the set of labels assigned to each
vertex, and LE is the set of edge labels. Graph representations of molecules
are often compared based on the property of isomorphism. Two graphs G1
and G2 are called isomorphic if there is a bijection between their vertex sets
such that there exists a mapping between the adjacent pairs of vertices of G1
and G2. A more practical variation of isomorphism is the maximum weighted
common subgraph (MWCS), which identifies the largest weighted subgraph
of G1 that is isomorphic to a subgraph of G2. There is a correspondence be-
tween the MWCS problem and another well-known problem—the maximum
weighted independent set (MWIS) of a third graph, which can be induced
from the graphs being compared [22, 23]. The vertices and edges of the third
graph, called a conflict graph, represent possible mappings and the conflicts
between them, respectively. The goal of the MWIS problem is to find the
largest weighted set of vertices such that there is no edge between all selected
pairs, forming the largest conflict-free mapping.
Since molecular data are subject to regular errors, representing the MWCS
problem as the MWIS problem makes it easier to relax the definition of sim-
ilarity to account for the effect of noise in the data by considering as similar
substructures with conflicts up to a certain threshold. There are different relax-
ations of the similarity requirement in the literature [24]. One of the relaxations
is known as the maximum weighted co-k-plex problem, in which the goal is to
find the largest weighted set of vertices in the graph such that each vertex has
at most k−1 edges connecting it to the other vertices. It is clear that the max-
imum weighted co-1-plex problem is the MWIS problem [23]. The majority of
the similarity methods discussed above, including the MWIS and maximum
weighted co-k-plex problems, are in general NP-hard, having exponentially
increasing computational complexity due to the combinatorial nature of the
graphs involved [25, 26]. An illustration of the molecular similarity problem
and its co-k-plex formulation is shown in Figure 1.
The details of reducing molecules to graphs and building the corresponding
conflict graph are discussed in our previous work [27]. In the next section,
we present an overview on QA and discuss how the problem of measuring
molecular similarity can be solved by a quantum annealer.
3 A Quantum Annealing Approach to the Molecular Similarity
Problem
Quantum annealing is a heuristic technique that was introduced to solve hard
optimization problems by exploiting quantum mechanical effects such as quan-
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Fig. 1 Illustration of the graph-based molecular similarity problem. Two
molecules are represented as graphs and a conflict graph Gc is built. The
maximum weighted co-k-plex solution is shown for two cases, k = 1 and k = 4.
tum tunnelling. The solution to a combinatorial optimization problem is en-
coded into the ground state of a classical Ising Hamiltonian
HIsing =
∑
i∈V
hisi +
∑
(i,j)∈E
Jijsisj , si ∈ ±1, (1)
where the local fields and couplers are represented by hi and Jij , respectively.
The variables si denote classical Ising spin variables and the sums run over the
weighted vertices V and edges E of a graph G = (V,E). Specifically, the task
is to find the spin configuration {si} which minimizes HIsing. A quantum an-
nealing solver attempts to minimize HIsing by implementing a time-dependent
Ising Hamiltonian
H(τ) = −A(τ)
∑
i
σxi +B(τ)HIsing, τ ∈ [0, 1], (2)
where σxi is the Pauli spin operator on qubit i and τ = t/ta, with ta referred
to as the annealing time. The functions A(τ) and B(τ) specify the annealing
schedules where typically A(τ) and B(τ) are monotonically decreasing and
increasing functions, respectively.
The D-Wave devices accept problems in terms of the Hamiltonian de-
scribed in Equation 1. However, in conventional optimization formulations,
binary variables zi commonly take values from {0, 1} instead of {−1, 1}. This
mathematical form is usually referred to as a quadratic unconstrained binary
optimization (QUBO) problem. Fortunately, the QUBO and Ising formula-
tions can be related by taking si = 1 − 2zi. Thus, to solve any optimization
problem on a quantum annealer, it is sufficient to reformulate it as an in-
stance of QUBO. In the sections to follow, we describe how to formulate the
maximum weighted co-k-plex problem in QUBO form, how to map a QUBO
problem to the quantum hardware, and how to retrieve the logical answers
from the physical solutions provided by the quantum annealer.
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3.1 QUBO Representation
A co-k-plex of a graph G is a subgraph of G in which each vertex has a degree
of at most k − 1. Formally, let Gc = (Vc, Ec) be the conflict graph of two
molecular graphs G1 and G2, where Vc ⊂ V1×V2, and Ec represents both the
bijection and the user-defined requirements. The latter allows the enforcement
of customized structure restrictions, for example, adding an edge to Ec if there
is a mismatch between the edge labels of two molecular graphs. The maximum
weighted co-k-plex of the conflict graph Gc corresponds to the MWCS of G1
and G2, where each possible pairing can violate at most k − 1 constraints.
Before presenting the QUBO formulation, let us first define a star graph.
Definition 1 A graph Sk = (V,E) is a star graph of size k if it is a tree with
k + 1 vertices and one vertex of degree k.
Based on the co-k-plex formulation, we do not penalize the conflict edges.
Each vertex in the conflict graph can have up to k − 1 edges. Therefore, we
only penalize in situations where a subset of the vertices induces a subgraph
in which there is one vertex with degree greater than k − 1. In other words,
we penalize all subsets of vertices whose induced subgraph forms a star graph
of size k.
Further, let us define the binary parameter Av1,...,vk+1 as
Av1,...,vk+1 =
{
1 if {v1, . . . , vk+1} induces Sk,
0 otherwise,
where v1, . . . , vk+1 are the vertices of the conflict graph Gc.
The maximum weighted co-k-plex problem is formulated as
max
[ ∑
vi∈Vc
wvixvi −
( ∑
(v1,...,vk+1)
av1,...,vk+1Av1,...,vk+1
k+1∏
i=1
xvi
)]
, (3)
where xvi is a binary variable equal to 1 if the vertex vi is included in the
maximum independent set or 0 otherwise, wvi is the weight of vertex vi, and
av1,...,vk+1 > min{wv1 , . . . , wvk+1}. The tunable parameter k should be deter-
mined by the user.
The objective function of Formulation (3) is a higher-order polynomial.
There are several algorithms in the literature that map higher-order polyno-
mials to quadratic polynomials [28, and references therein].
3.2 Encoding a QUBO Problem on the Quantum Processor
The hardware architecture of the D-Wave devices consists of a fixed sparse
graph called a Chimera graph, in which each vertex is a physical flux qubit and
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each edge is a physical coupler between two qubits. Each generation of devices
has shown significant progress, including an increase in the number of qubits
and reduction of noise. However, implementing a practical problem remains a
challenge, mainly because of the physical constraints of the hardware. One of
the fundamental limitations of these devices is their sparse connectivity.
Typically, a real-world problem formulation might require a different con-
nectivity from that defined by the hardware graph. This is true of the molecular
similarity problem, which involves finding the maximum weighted co-k-plex in
a conflict graph Gc. Therefore, we need to encode the problem into the device’s
architecture. There are two aspects to this encoding process: the embedding
problem and the parameter-setting problem. The embedding problem is com-
monly addressed by ME techniques where each vertex of Gc is replaced by a
connected subgraph of the hardware graph, denoted by Si = (VSi , ESi). Each
connected subgraph is ferromagnetically coupled and is referred to as a chain
in the literature, though it does not necessarily have a linear, acyclic structure.
An example of ME is illustrated in Figure 2, and more details about ME can
be found elsewhere [13,14]. After embedding, the logical local field hi and the
couplings Jij are respectively distributed among the vertices and edges of the
subgraph Si such that∑
ik∈VSi
hik = hi,
∑
ikjl∈ESi
Jikjl = Jij .
The parameter-setting problem consists of determining the qubit biases hik
and coupler strengths Jikjl of the embedded problem.
The encoding process is of particular importance since the performance of
the quantum processor is highly sensitive to the choice of embedding and its
corresponding parameters. In what follows, we discuss both aspects of the en-
coding process, presenting the current approaches and describing the methods
used in this work.
3.2.1 Embedding Selection
The problem of finding an ME is in general NP-hard. In this work, we use
the embedding software provided by D-Wave Systems. An ME found by this
algorithm is not necessarily unique or optimal. In fact, different MEs represent-
ing the same QUBO problem might result in different hardware performance.
Hence, a criterion or method to select an embedding which maximizes the
hardware’s performance is needed. We refer to this problem as the embedding
selection problem.
Various embedding properties have been suggested as contributing factors
affecting the hardware’s performance. For instance, Cai et al. [13] advise that
it is preferable to select an embedding which minimizes either the total number
of physical qubits used or the maximum number of physical qubits represent-
ing a logical qubit (i.e., it minimizes the length of the longest chain). Also,
Pudenz et al. [29] show that for the problem of antiferromagnetic chains, the
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Fig. 2 An example of embedding a conflict graph Gc into the hardware graph.
The logical variable 1 is replaced by a connected subgraph with physical ver-
tices {i1, . . . , i6} which are ferromagnetically coupled.
performance of the hardware decreases with chain size. However, for some
problems with a more complex topology, such as operational planning prob-
lems [16], the chain length in the embedding did not contribute significantly to
the hardware’s performance. Further evidence that these embedding proper-
ties do not necessarily affect the performance of the device has been presented
by Bian et al. [30]. They introduce a locally structured embedding algorithm
which considers the local structure of the hardware, in contrast to an ME ap-
proach which is referred to as a global embedding. In particular, they show
that the local embedding, which requires more qubits and longer chains in
general, yields better performance compared with the ME approach. Another
embedding property has been considered in Ref. [31], in which the authors
suggest that it is preferable to use embeddings with chains of equal length.
Considering these embedding properties as criteria in selecting an embedding
has been sufficient for some specific problems. However, for general problems,
a more sophisticated embedding selection strategy is still lacking.
Given that none of the current embedding selection criteria seem to pre-
dict or optimize the performance of the hardware for general problems, we
implement an empirical approach to select an embedding. We refer to the
embedding selected by this method as empirical embedding. Our empirical se-
lection method consists of generating 50 distinct embeddings for each problem
instance and setting their parameters according to the method described in
Section 3.2.2. We run 1000 anneals at ta = 5 µs and use majority vote de-
coding as described in Section 3.3 for each embedded instance. From this pool
of embeddings, we select the 5 embeddings, which results in a higher success
probability. The experiment is repeated on the reduced pool of embeddings. We
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then select the embedding that maximizes the success probability. A similar
approach has been used by King et al. [32]. To empirically select the embed-
ding, we use a priori knowledge of the optimal value. In general, a different
approach, which selects the solutions with minimum energy, could be consid-
ered instead. For example, Perdomo-Ortiz et al. [33] introduce a performance
estimator based on minimum-energy solutions to guide the selection of the
best programming specifications. We use the optimal known solution to better
demonstrate that the current embedding selection criteria do not necessarily
optimize the performance of the hardware.
3.2.2 Parameter Setting
A problem graph describing the structure of an optimization problem, such
as the conflict graph Gc, has been reduced accurately to its minor-embedding
Gemb as long as there is a one-to-one correspondence between the ground states
of the optimization problems defined on both graphs. It is well known that
regardless of how the logical parameters, including local fields and couplers,
are distributed among the physical qubits, a large negative value of the ferro-
magnetic couplers, F , ensures the correspondence between the ground states
such that there is no broken connected subgraphs (i.e., the physical qubits en-
coding one logical qubit result in an identical state). However, since a quantum
annealer is an analogue machine with finite available precision, it is important
to find a sufficiently small value for these ferromagnetic couplers. In this case,
the values of the ferromagnetic couplers are also dependent on how the logical
parameters are distributed. An additional restriction of the DW2X architec-
ture is the limited range of the h and J parameters, i.e., [−2, 2] and [−1, 1],
respectively. The values of h and J can be scaled so that they lie within their
respective ranges by multiplying them with a positive constant factor α. This
parameter is called the “scaling factor” in the rest of the paper.
The literature on setting the parameters of an embedded graph can be
divided, in general, into empirical and theoretical schemes. The former are the
most widely used approaches, and include the work of Venturelli et al. [6],
Vinci et al. [7], and Perdomo-Ortiz et al. [33]. In the empirical approaches,
the logical field and coupler values are evenly distributed among the physical
qubits. To determine the strengths of the ferromagnetic couplers, the sample
data from the device is used to experimentally find the optimal strength of
the ferromagnetic couplers such that the probability of observing the ground
state is maximized. The drawbacks of empirical approaches are twofold. First,
inferring the strength of the ferromagnetic couplers based on the samples from
a device that is subject to various types of errors does not guarantee that the
ground state of the input graph Gc is the same as the ground state of the
embedded graph Gemb. Second, the empirical approaches are essentially trial-
and-error approaches requiring significant computation time that increases as
the size of the input graph increases.
To the best of our knowledge, there is only one paper that discusses a the-
oretical approach to setting the parameters of an embedded graph [20]. In the
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approach proposed by Choi [20], the distribution of the logical coupler values
is similar to the empirical approaches, though the logical local field values are
differently distributed. Furthermore, it is assumed that the subgraphs repre-
senting each logical qubit are subtrees of the hardware graph. However, this
assumption does not necessarily hold for all embedded real-world problems,
including some molecular similarity problems.
In this work, we use a generalization of Choi’s theoretical method and
compare it with an empirical approach to investigate the potential benefit
of a theoretical parameter-setting approach. It is worth mentioning that the
empirical approach used in this paper is different from the approaches used in
the literature. Both are explained below and the results of their performance
are discussed in Section 4.4.
Empirical Parameter-Setting We empirically set the strengths of ferro-
magnetic couplers using the Hamze–de Freitas–Selby (HFS) algorithm [34,35].
Initially, we set Fi = −1, ∀i ∈ V (G), where Fi refers to the strength of all fer-
romagnetic couplers tying together the physical qubits representing the logical
qubit i. We distribute the logical local field hi and couplings Jij evenly among
the corresponding physical qubits and couplers, and scale their values to be in
the available range. We then solve the scaled problem with the HFS algorithm
iterHFS times. If there is no broken connected subgraph in at least one of the
solutions, we stop and set the ferromagnetic coupler strengths to −1. Other-
wise, we decrease Fi by ε > 0 and repeat the above procedure. The empirical
strength of ferromagnetic couplers used is the first value found for which none
of the connected subgraphs are broken. We use ε = 0.5 and iterHFS = 5 in our
experiment.
Theoretical Parameter-Setting To theoretically set the Fi values, we
generalize the approach proposed by Choi [20], where the logical couplings are
distributed evenly among the physical couplers and the logical local fields are
distributed following the procedure in Algorithm 1. In our generalization, there
is no need to reduce the subgraphs to trees. The details of our generalization
are explained in Appendix A.1.
3.3 Decoding Strategies
A decoding strategy refers to the process of inferring the value of each logi-
cal qubit given the values of the physical qubits obtained from the quantum
annealer. If the values of the physical qubits encoding one logical qubit agree,
the common value of the physical qubits is assigned to the logical qubit. Oth-
erwise, the logical qubits are considered broken and should be repaired. There
are two general decoding strategies known as local and global [7]. The former
approach decodes the broken logical qubits individually. Examples of local al-
gorithms include heuristic algorithms with polynomial time complexity such as
majority vote, coin tossing, and greedy descent. The latter approach decodes
the broken qubits simultaneously. This process involves solving an optimiza-
tion problem induced by the broken logical qubits, which is referred to as a
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“decoding” Hamiltonian. The disadvantage of a global decoding technique is
that it requires solving an Ising problem belonging to the class of NP-complete
problems. Examples of such algorithms are exhaustive search and simulated
annealing.
Majority vote (MV), which assigns the most repeated value within an en-
coded subgraph to its corresponding logical qubit, is the simplest and most
widely used approach in the literature [16, 32, 33]. However, Vinci et al. [7]
point out that MV is not appropriate for the minor-embedded problems since
physical excitations are more likely to occur during the evolution of embedded
problems and the probability that physical qubits break independently (the
required criterion for the success of MV) cannot be considered valid. Further-
more, they mention that MV cannot be more effective than coin tossing in
cases where the breakage of an encoded subgraph in various ways results in
the same energy. Instead, they use simulated annealing to globally minimize
the energy of the broken qubits. The main drawback of the global decoding
strategies is that minimizing the energy of the decoding Hamiltonian can be
as hard as solving the original Hamiltonian. To justify the computational cost,
Vinci et al. [7] use the critical probability, pc, as a decoding threshold. The
critical probability is the probability of an infinite cluster appearing for the
first time in an infinite lattice. If the probability for an encoded (logical) qubit
to be broken, pBQ, is greater than pc, global approaches cannot be performed
efficiently since the probability of having infinitely large broken clusters ap-
proaches 1 as the total number of logical qubits goes to infinity (N → ∞).
However, if pBQ < pc, the probability of having infinitely large broken clus-
ters approaches 0 if the largest size of the decodable connected logical qubits is
close to log(N). Vinci et al. [7] show that the percolation threshold of their en-
coded logical graph is well beyond the experimental probability that a logical
qubit breaks [7].
In this paper, we use MV to decode the broken hardware answer, map
it back to the logical space, and then apply a greedy descent method to the
logical answer as a post-processing technique to further refine the retrieved
solution. Justification for the selection of MV as a local decoding strategy can
be found in Section 4.6.
4 Experimental Results
The quantum annealer used in this work is a DW2X processor located at
NASA’s Ames Research Center. It consists of 1097 working flux qubits and
3060 working couplers arranged in a Chimera graph architecture and operates
at 15 mK. To empirically evaluate the performance of a stochastic solver such
as the DW2X, the standard metric is time-to-solution (TTS), the total time
required by the solver to find the ground state at least once with a probability
of 0.99. Defining R99 as the number of runs required by the solver to find the
ground state at least once with a probability of 0.99, we have TTS = R99× ta,
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where ta is the duration of each annealing run. The calculation of TTS is
explained in detail in Appendix A.2.
In this section, we first discuss the experimental setup. We then present
the TTS results and investigate the effect of different embedding criteria, pa-
rameter setting approaches, and annealing times on the performance of the
DW2X. Finally, we justify the use of MV as a decoding strategy and report
on the improvement made on the performance of the DW2X using a simple
post-processing technique.
4.1 Experimental Setup
We generate a parametrized family of the molecular similarity problems by
using molecules from an available data set that consists of 7617 small molecules
[36]. The molecular similarity problem corresponds to finding the maximum
weighted co-k-plex in a conflict graphGc as defined in Section 2. The vertices V
and edges E of Gc represent the matchings and conflicts between the molecules
being compared, respectively. The size of Gc, defined in terms of its number of
vertices |V |, depends on the size of the molecules and the similarity conditions
considered. It is worth mentioning that the number of logical variables in
the molecular similarity problem corresponds to the size of Gc, not the size
of the molecules being compared. The size of Gc grows as the value of k in
Formulation (3) increases. For example, the maximum size of Gc that we can
successfully embed into a DW2X processor is |V | = 46 and |V | = 12 for k = 1
and k = 2, respectively. In this paper, we consider k = 1 in order to study the
performance of the DW2X on larger non-native problems. The conflict graphs
are then parametrized by (V, d), where the number of vertices |V | is selected
from the set {18 + 4k|k = 0, . . . , 8}, and the density d is selected from the
range in the set {[65 + 10k, 75 + 10k]|k = 0, . . . , 2}. For each combination of
|V | and d, 100 different instances are generated.
Embeddability To study the embeddability of the molecular similarity
instances, we use the find embedding() function from SAPI 2.2 [13] with
default parameter values, but with the number of trials per function call set
to 100. Figure 3a shows the mean success rate of the embeddability across
100 instances. The embeddability success rate is defined as the fraction of
the number of embeddings found over the total number of trials. As shown
in Figure 3a, embeddings are found for all instances up to size |V | = 42,
regardless of their densities. The number of embeddings generated decreases
for size |V | = 46 and eventually reaches 0 for size |V | = 50. We also estimate
the mean number of physical qubits required to embed the given instances. As
illustrated in Figure 3b, the mean number of physical qubits scales similarly
across different densities. The scaling is O(|V |2.37), O(|V |2.32), and O(|V |2.27)
for density d ∈ [65, 75], d ∈ [75, 85], and d ∈ [85, 95], respectively.
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(a) (b)
Fig. 3 Embeddability of graph similarity instances on the DW2X processor.
(a) Fraction of the number of times an embedding was found. (b) Mean number
of physical qubits used. The data points fit to 0.11x2.37, 0.14x2.32, and 0.17x2.27
for d ∈ [65, 75], d ∈ [75, 85], and d ∈ [85, 95], respectively.
4.2 Time-to-Solution
Figure 4 shows the 25th, 50th, 75th, and 99th percentiles of the TTS for three
different densities over 100 instances for each problem size. For every instance,
the true ground state is found using the Gurobi solver (version 6.5.1), the
best empirical embedding is selected, the parameters are theoretically set,
the annealing time is set at 20 µs (see Section 4.5), the retrieved solution
from the hardware is decoded using MV. A common strategy to average out
systematic errors is to perform gauge transformations between each call to the
quantum annealer [37]. Since we are plotting the TTS for a class of instances
of similar size, not an individual instance, and the TTS has a higher variance
over different instances than different gauges, the timing data is not averaged
over multiple gauges [5].
The 99th percentile of the TTS is not shown in Figure 4 if all 100 instances
are not solved given 5 calls to the DW2X and 10,000 anneals per call. The
lower limit of the standard deviation of the 99th percentile is also not shown
for several sizes in case it is bigger than the mean of the 99th percentile.
As illustrated, the TTS is higher for problems with lower densities. As the
density of the QUBO graph reaches the extreme values of 0 and 100, we
intuitively expect that the problem of identifying the maximum independent
set becomes easier. Furthermore, the large differences between the median and
99th percentiles of the TTS for several sizes and densities are indications of
heavy tails in the distributions of the TTS. In other words, this result conveys
that the hardness of our problems does not depend solely on the number of
logical variables. It significantly differs across instances with a similar number
of logical variables.
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(a) d ∈ [65, 75] (b) d ∈ [75, 85]
(c) d ∈ [85, 95]
Fig. 4 Different percentiles of the TTS (logarithmic scale) as a function of
the number of logical variables for (a) d ∈ [65, 75], (b) d ∈ [75, 85], and (c)
d ∈ [85, 95]. The number of calls to the DW2X and the number of anneals per
call are 5 and 10,000, respectively.
4.3 Comparing Embedding Selection Criteria
Following the discussion in Section 3.2.1, different embedding representations
of the same Ising Hamiltonian might result in different performance of the QA
hardware. In the literature, it has been suggested that optimizing some em-
bedding properties could be an important factor that affects the performance
of the hardware, for example, minimizing the total number of qubits used in
an embedding. Figure 5 depicts a counterexample to this argument for an in-
stance of the molecular similarity problem. In particular, we do not observe
any type of correlation between the mean success probability and the number
of physical qubits used in the embedding. Additionally, we note that if the
embedding yielding a low success probability is selected, such an instance will
be misclassified as a hard instance and might mask a heavy tail in the final
TTS results. These observations motivate us to perform a more comprehensive
study to address the embedding selection problem.
To test the overall impact of the embedding selection problem on the quan-
tum hardware’s performance, we experimentally compare three criteria previ-
ously proposed in the literature. We generated 100 instances for each problem
size and 50 embeddings for each instance, and selected 1 embedding according
to each of the criteria. Specifically, we consider the following criteria:
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Fig. 5 Success probabilities for an instance of the molecular similarity problem
of size |V | = 18 and density d ∈ [75, 85]. The results are shown for 50 different
embedding representations of the same instance.
1. Selecting the embedding with the smallest number of physical qubits (PQ);
2. Selecting the embedding with the shortest longest chain (LCh);
3. Selecting the embedding with chains of equal length (STD).
Whereas the first two criteria are straightforward, heuristic ME algorithms
do not necessarily return embeddings with chains of equal length as required
for the third criterion. To account for the selection of an embedding with
chains of equal size, we calculate the standard deviation of the chain size
for each embedding and select the embedding with the minimum standard
deviation. Further, we consider the empirical selection criteria for which we
select the embedding that yield the highest success probability. Figure 6a shows
the embedding selection comparison for the three criteria and the empirical
embedding in terms of the mean success probability. We observe that these
three selection criteria perform similarly poorly against the best embedding
found empirically. Further, the empirical embedding uses on average more
physical qubits, its longest chain is longer, and its chains have higher STD
as shown in Figures 6b, 6c, and 6d, respectively. Therefore, the use of these
criteria has no effect on the success probability.
An additional observation can be made from Figure 6a. As the logical
problem size increases, the difference between the embedding selection meth-
ods decreases. A possible reason could be that for larger problems, most of the
embeddings found with the heuristic algorithm reach the limit size of the chip.
Thus, we have less freedom to generate different embeddings. This observation
is in agreement with the argument provided by Cai et al. [13] for the success
of a heuristic ME algorithm. Specifically, they state that if the problem to be
embedded is significantly smaller than the hardware graph’s size, there are
probably more–distinct embeddings.
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(a) Embedding selection comparison (b) Mean number of qubits used
(c) Mean size of longest chain (d) Mean STD of chain size
Fig. 6 Comparison of different embedding selection criteria for instances with
logical density d ∈ [75, 85]. Each point indicates the mean across 100 instances
of each problem size. a) shows the comparison in terms of the mean success
probability for the DW2X device performing 1000 annealing runs. Additional
results show comparison in terms of (b) the mean number of physical qubits,
(c) the mean size of the largest chain, and (d) the mean STD of chain size.
To generate the results shown in Figures 5 and 6, we perform 1000 an-
nealing runs for each problem instance. In order to verify if performing gauge
averaging or a larger number of anneals will affect our conclusions regarding
the embedding selection problem, we perform additional experiments. Specif-
ically, we repeat the test shown in Figure 5 for two cases: 1000 anneals and
5 random gauges; and 50,000 anneals and the default gauge. We also repeat
the test for the first criterion presented in Figure 6a using 1000 anneals and 5
random gauges. In all cases, the new results verify that there is no correlation
between the number of physical qubits used and the success probability.
These results suggest that further investigation is needed in order to un-
derstand which properties of embeddings have an influence on the hardware’s
performance when solving problems with a complex topology, such as the
conflict graphs in the molecular similarity problems. Meanwhile, an empirical
method like the one performed here can be applied.
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4.4 Empirical versus Theoretical Parameter Setting
Figure 7 shows the comparison of the performance of the DW2X using two
different parameter-setting schemes with respect to four measures: success
probability, size of the biggest broken cluster, residual energy, and computation
time. The second measure represents the largest size of a decodable domain in
which all broken logical qubits are connected. The third measure is the relative
energy difference between the quantum annealer’s lowest-energy solution and
the actual ground state found by the Gurobi solver.
(a) Success probability (b) Size of biggest broken cluster
(c) Residual energy (d) Computation time
Fig. 7 Parameter setting comparison for molecular similarity instances with
d ∈ [75, 85]. (a) shows the success probability (log) when the parameters of the
embedded graphs are set theoretically or empirically. (b) shows the size of the
biggest broken cluster size for theoretical and empirical parameter settings. (c)
illustrates the residual energy for theoretical and empirical parameter settings.
(d) illustrates the computation time (seconds) to set the parameters theoreti-
cally and empirically. All four measures represent the average value over 100
instances. These figures are generated by setting ta = 5 µs, and the number
of calls and anneals per call are set to 5 and 10,000, respectively.
As illustrated, the theoretical approach is overall superior to the empirical
approach. It results in a higher probability of success (especially as the size
of the problem increases), smaller broken clusters, lower residual energy, and
lower computation time. These results indicate that the theoretical approach
18 Maritza Hernandez, Maliheh Aramon
can be a strong alternative to replace current empirical practices in the liter-
ature. The theoretical approach reduces the pre-processing computation time
to set the problem parameters and boosts the performance of the quantum
annealer.
It is worth mentioning that the reported performance for the empirical
approach in this paper is most likely an upper bound on the performance
of the typical empirical approaches in the literature for two main reasons.
First, the value of the ferromagnetic couplers is optimized per instance in our
empirical approach, whereas it is usually optimized per class of instances with
the same size in the literature. Second, in our approach, the analogue, noisy
quantum solver is replaced by a classical solver with higher precision, thereby
decreasing the probability that the qubits representing one logical qubit resolve
into different states.
Fig. 8 Comparison of the 25th, 50th, and 75th percentiles of the difference
between the theoretical scaling factor and the empirical one. The number of
calls to the quantum annealer is 5, the number of anneals per call is set to
10,000, and ta = 5 µs.
To gain more insight into the nature of the superiority of the theoreti-
cal parameter-setting approach, the difference between the theoretical scaling
factor and the empirical scaling factor for each instance was found. Figure 8
shows the 25th, 50th, and 75th percentiles of the scaling difference over 100
instances for each problem size. As illustrated, the theoretical approach yields
a larger scaling factor as the number of logical variables increases (the dif-
ference is positive), which explains its better performance over the empirical
approach.
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4.5 Annealing Time
Solving classical optimization problems by exploiting quantum effects is of
central interest in the field of experimental quantum annealing. Although the
presence of entanglement [12] and multiqubit tunnelling [11] in D-Wave pro-
cessors have been experimentally demonstrated, any scaling advantage over
classical algorithms remains elusive. When studying scaling, it is important
to determine an optimal implementation. In the case of non-native problems,
optimality refers to determining an effective encoding, as has been addressed
in the previous sections. Once an encoding has been determined, it is necessary
to find the optimal annealing time.
In Ref. [38], it was suggested that the annealing time must be optimized
for each problem size. In this context, various studies have tried to determine
an optimal annealing time for different random instances and have arrived at
the conclusion that the minimum possible ta = 20 µs of D-Wave processors
is longer than the optimal annealing time [4, 38]. Alternatively, Hen et al. [5]
have found instances whose optimal annealing time on the same processor is
greater than ta = 20 µs. Although it is outside of the scope of this paper
to probe for quantum speedup, we are interested in studying the DW2X’s
performance dependance on the annealing time for our molecular similarity
problem instances. A recent upgrade to the DW2X processor introduced a
faster minimum annealing time of ta = 5 µs, allowing us to test the quantum
annealer’s performance dependency on ta for shorter annealing times.
Fig. 9 Success probability correlation for the DW2X at ta = 5 µs and ta = 20
µs. Results are shown for different numbers of logical variables, varying from
|V | = 18 to |V | = 46 and coloured accordingly, and density d ∈ [75, 85].
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From the correlation plot in Figure 9, it seems that a longer annealing time
increases the success probability. In order to gain better insights, we performed
a t-test to determine whether the difference between these samples is statisti-
cally significant. We obtained a p-value close to 0, which implies that the higher
mean success probability at ta = 20 µs has not occurred only by chance. This
result provided enough evidence to accept the hypothesis that the difference
between the mean success probabilities at ta = 20 µs and ta = 5 µs is statisti-
cally greater than 0, which can be understood in two different ways. Firstly, it
has been suggested that the success probability is a monotonically increasing
function of ta [38]. In this sense, we should expect that longer annealing times
will increase the success probability until the asymptotic regime is reached.
A counterexample to this assumption has been presented by Amin [39], who
presented a nonmonotonic success probability function of ta. According to his
findings, our results for the success probability at ta = 5 µs and ta = 20 µs
indicate that our system is in a quasistatic regime and that those annealing
times are still too long.
4.6 Majority Vote as a Decoding Strategy
Figure 10 shows the mean experimental probability of there being broken
qubits (p
BQ
) for different sizes of the molecular similarity instances with d ∈
[75, 85], as well as their corresponding mean percolation thresholds (pc). The
calculation of the percolation threshold is explained in detail in Appendix
A.3. As illustrated, the values of p
BQ
approach pc as the number of logical
variables increases. The trend of the pBQ and pc values shows the experimen-
tal probability of there being broken qubits would eventually be larger than
the percolation threshold for larger graph similarity instances. Therefore, the
global decoding schemes will be inefficient for large instances of our graph sim-
ilarity problem. The probability of having large broken clusters would be high,
and solving the remaining problem would be as hard as solving the original.
To locally decode the physical solutions, we apply MV since it requires
the least possible effort to retrieve a solution from the physical space. It also
gives a clear picture of the efficiency of the quantum annealer, with minimal
contribution from a classical computer. The decoded logical solutions obtained
by MV might be local optima. To further improve the quality of the decoded
solutions, we use the greedy descent method. Figure 11 shows the effect of
applying greedy descent on the decoded logical solutions obtained by MV. As
shown, there is a noticeable difference between the median R99 before and
after applying greedy descent, implying that refining the quantum solutions
via classical post-processing techniques would be necessary to efficiently solve
non-native problems using a quantum annealer.
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Fig. 10 Mean probabilities of broken qubits and mean percolation thresholds
for instances with different number of logical variables and d ∈ [75, 85]. The
average is taken over 100 instances.
Fig. 11 Median R99 for three different densities using MV and greedy de-
scent, where the number of calls and anneals per call are set to 5 and 10,000,
respectively.
5 Conclusions and Discussion
In this work, we have studied the performance of a quantum annealer in solving
instances of the molecular similarity problem utilizing a real data set. The ef-
fective use of a quantum annealer presents many challenges. Here, we focused
on challenges derived from encoding and decoding real-world problems. We
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addressed the challenges present in both aspects of encoding, that is, embed-
ding and parameter setting, and demonstrated how a careful encoding strategy
helps to improve the performance of the DW2X device.
In particular, our results emphasized the importance of the embedding se-
lection problem. For some instances, we observed that two different embedding
representations of the same original problem yield very different success prob-
abilities. Commonly, this difference is attributed to various properties of em-
bedding, for example, the number of qubits used. However, we have shown that
none of the commonly observed embedding properties correlate with the hard-
ware’s performance. In this work, we have incorporated an empirical method
that selects the embedding that maximizes the success probability. We have
also observed that the performance of the quantum annealer is less sensitive
to the choice of embedding when increasing the size of the original problem.
This result is expected since a minor-embedding heuristic will successfully find
a larger number of distinct embeddings if the size of the problem to be em-
bedded is significantly smaller than the size of the chip. Thus, we expect that
the poor performance of embedded problems with a size as large as the size of
the current chip should improve in a next-generation quantum annealer.
We have also shown that using a theoretical, rather than empirical, ap-
proach to select the parameters in the embedding can have significant advan-
tages. Besides eliminating the impractical experimental penalty optimization,
a theoretical parameter-setting approach ensures an accurate representation
of the logical Ising Hamiltonian, and as a consequence reduces the probability
of broken qubits. Of particular importance is the overall boosting of the hard-
ware’s performance, which benefits from an improved scaling factor over the
empirical approach.
Another important question we have addressed is the selection of a decod-
ing technique. For our problem set, we have found that a simple local decoding
technique is effective. This is mainly a consequence of the reduced connectivity
of broken logical qubits. Specifically, we have shown that fufrther improvement
in the hardware performance can be achieved if we use majority vote to fix
the broken solutions and subsequently apply a greedy descent post-processing
technique.
Whereas our experimental conclusions are restricted to the specific type of
problem studied here, the results provide useful insight for future non-native
benchmarking studies.
In future work, we will address some of the questions still open regarding
the effective implementation of a problem embedded into a quantum annealer.
Of practical importance is gaining a better understanding of which properties
correlate to the performance of the quantum annealer. One possible research
direction could be to study the quality of the physical qubits and couplers in
the chip.1 An alternative direction could be to study whether the properties
defining the hardness of spin glass problems have an impact on the hardware’s
1 H. Katzgraber, personal communication, 2016.
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performance. After having determined an optimal encoding, we will address
the problem of determining the optimal annealing time.
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A Appendix
A.1 Theoretical Parameter Setting
As mentioned in Section 3.2.2, we generalize the approach presented by Choi [20] to the-
oretically set the parameters of the embedded graph, in which the connected subgraphs
representing the logical qubits are not necessarily subtrees of the hardware graph. The pro-
cedure used in this paper is explained in Algorithm 1. It is worth mentioning that we do not
discuss the proof for the validity of the theoretical approach. The key idea as presented by
Choi [20] is to ensure that the ground state of the input graph before and after embedding
matches.
Let us consider a conflict graph Gc = (Vc, Ec) with logical local fields and couplings
denoted by h and J , respectively. Assume that logical qubit i ∈ Vc is represented by ni
physical qubits forming the physical subgraph Si = (VSi , ESi ). Further assume that lnb(i)
is the set of neighbouring vertices of the logical qubit i in the logical graph Gc and pnb(l)
is the set of neighbouring vertices of the physical qubit l ∈ V (Si), ∀i ∈ Vc, excluding the
vertices representing the same logical qubit.
The theoretical approach detailed below has an iterative pre-processing step in which
several logical qubits might be removed from the logical graph, since their optimal values
can be inferred in advance. The parameters are then set on the reduced logical graph.
A.2 Time-to-Solution Estimation
Since the quantum annealer is a stochastic solver, we consider the successive annealing runs
as a sequence of binary experiments that might succeed in returning the ground state with
some probability. Let us formally define X1, X2, . . . , Xn as a sequence of random indepen-
dent outcomes of n annealing runs, whereP(Xi = 1) = θ denotes the probability of observing
the ground state at the i-th anneal. Defining Y as the number of successes observed in n
anneals (Y =
∑n
i=1Xi), we have P(Y = y|θ) =
(n
y
)
(1 − θ)n−yθy (Y |θ ∼ Bin(n, θ)). That
is, Y |θ has a binomial distribution with parameters n and θ. The R99 then equals n such
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Algorithm 1 Set the parameters of the embedded graph
1: for logical qubit i ∈ Vc do
2: calculate a new parameter Ci =
∑
j∈lnb(i) |Jij | − |hi|
3: end for
4: while there is at least one Ci < 0 do
5: remove any logical qubit i with Ci < 0 and set its value to +1 if hi < 0, and at −1
otherwise
6: denote the remaining graph by Gc = (Vc, Ec)
7: update the local fields of the remaining logical qubits
8: calculate a new Ci value for the remaining logical qubits
9: end while
10: distribute logical J evenly among the physical couplings connecting two logical qubits
11: for logical qubit i ∈ Vc do
12: for physical qubit l ∈ VSi do
13: set hl = sign(hi)
(∑
k∈pnb(l) |Jlk| − Cini
)
14: end for
15: for ferromagnetic physical coupler e ∈ ESi do
16: set Fe = − (ni−1)ni Ci −  (we use  = 0.1)
17: end for
18: end for
19: find the scaling factor to bring the distributed (h, J, F ) to the range specified by the
user (we use the range (−0.8, 0.8) for both h and J in this paper)
20: multiply the distributed (h, J) by the scaling factor
21: set all ferromagnetic coupler values (F ) to −1
that P(Y ≥ 1|θ) = 0.99. It is easy to verify that R99 = log(1− 0.99)/ log(1− θ). Since the
probability of success θ is unknown, the challenge is to estimate θ.
We follow the Bayesian inference technique to estimate the probability of success for each
instance i [5]. In the Bayesian inference framework, we start with a guess on the distribution
of θ known as prior and update it based on the observations from the device in order to
get the posterior. Since the observations from the device have a binomial distribution, the
proper choice of prior is a beta distribution which is the conjugate prior of the binomial
distribution. This choice guarantees that the posterior also has a beta distribution. The
beta distribution with parameters α = 0.5 and β = 0.5 (the Jeffery prior) is chosen as prior
since it is invariant under reparameterization of the space and it learns the most from the
data [40].
Updating the Jeffery prior based on the data from the device, the posterior distribution
denoted by pii(θ) is then
pii(θ) ∼ Beta
(
0.5 +
C∑
c=1
yci, 0.5 +NC −
C∑
c=1
yci
)
,
where C is the number of calls to the quantum annealer, N is the number of anneals in each
call, and yci is the number of times that the ground state of instance i is observed at the
c-th call.
To estimate the TTS (or R99) for the entire population of instances with similar pa-
rameters, let us assume that there are I instances with similar properties, for example, with
the same number of variables. We are interested in using the data on these I instances to
estimate the TTS for the entire population of instances with the same number of variables.
After finding the posterior distribution pii(θ) for all instances in set {I}, we use the bootstrap
methodology to estimate the distribution of the q-th percentile of the TTS. The procedure
is described in Algorithm 2.
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Algorithm 2 Estimate the distribution of the q-th percentile of the TTS
1: fix the number of bootstrap re-samples B (we set it at 1000)
2: for b = 1, . . . , B do
3: sample a new set of instances from the set {I} with replacement and length I
4: for each sampled instance j do
5: sample a value from its corresponding posterior probability distribution pij(θ) to
obtain the set {pjb}
6: end for
7: end for
8: for b = 1, . . . , B do
9: find the (100− q)-th percentile of set {pjb} and denote it by p(1−q)b
10: end for
11: for b = 1, . . . , B do
12: estimate the q-th percentile of the TTS as TTSqb = τ log(1−0.99)/ log(1−p(100−q)b)
13: end for
14: consider the empirical distribution of (TTSq1,TTSq2, . . . ,TTSqB) as an approximation
of the true TTSq distribution (we have plotted the mean and the standard deviation of
this empirical distribution in Figure 4)
A.3 Percolation Threshold of the Molecular Similarity Problem Instances
The QUBO graphs of molecular similarity problem instances can be considered random
graphs. A random graph is a collection of vertices with edges connecting pairs of them
randomly. Newman et al. [41] and Callaway et al. [42] developed an approach based on
generating functions to determine the statistical properties of random graphs with arbitrary
degree distribution. Here we review their approach to determine the percolation threshold.
Let us denote the probability that a randomly chosen vertex has degree k by pk. Let us
further define
G0(x) =
∞∑
k=0
pkx
k, G1(x) =
1
z
G′0(x), and z = G
′
0(1),
where G0(x) and G1(x) are the generating functions for the probability distribution of vertex
degrees and outgoing edges, respectively, and z is the average vertex degree. Callaway et
al. [42] have shown that the percolation threshold, or critical probability, can be calculated
as follows:
pc =
1
G′1(1)
=
G′0(1)
G′′0 (1)
.
The details of the derivation can be found in [41, 42]. The key idea is that the critical
probability is the point at which the mean cluster size goes to infinity.
The context in which we apply this criterion is on random graphs whose degree distri-
bution is known. It is known because the degree distribution can be measured directly [41].
Below, we provide an example with a known degree distribution for which we calculate the
critical probability.
Example Consider a graph similarity problem instance with 18 vertices and d ∈ [65, 75].
The number of vertices with degree 11, 12, and 13 are, in respective terms, 8, 8, and 2. The
distribution of vertex degrees can be generated by
G0(x) =
8x11 + 8x12 + 2x13
18
.
Applying the formula above, the critical probability is pc = 0.0934.
