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ABSTRACT 
We consider 2m+ 1 banded Hermitian, skew-Hennitian, or complex-symmetric 
matrices A. We derive a set of eigenvalues of A and certain of its submatrices whose 
knowledge enables us to reconstruct A uniquely. The dependence of A on the spectral 
data is shown to be continuous. 
In this article we shall consider 2m+ 1 banded matrices. By such we shall 
mean nXn matrices A=(aii), m<n<oo, where aii=O if (i--jl>m. Fur- 
thermore, we require throughout that A be either Hermitian, skew-Hermitian, 
or complex-symmetric, and that we know a priori which of these types it is. 
Our final assumption is that the elements a,, i+m are nonzero, and that we 
know their arguments. (In the complex-symmetric case, we need only know 
which square root of a: i +* to take.) 
We shall derive a set of spectral data of A and certain of its submatrices 
whose knowledge enables us to reconstruct a unique matrix A. 
The special case m= 1 was studied previously by Hochstadt [l] and 
others. Barcilon [2] examined the case m=2. There, the operator to be 
reconstructed (from three spectra) is a fourth-order self-adjoint differential 
operator, corresponding to an infinite five-banded symmetric matrix. It is 
unclear whether the algorithm given there can be made to apply to finite 
matrices. Nor is it clear how to extend the method to skew-Hermitian or 
complex-symmetric matrices. 
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Friedland [3] showed how to reconstruct an nX n complex-symmetric 
matrix, which has (m+ l)( n - i m) unknowns, from n spectra containing 
i n( n + 1) data. The determination is far from unique. The method is not very 
useful when m << n. 
Boley and Golub [4], using the block Lanczos algorithm, showed how to 
reconstruct a real symmetric matrix A given the eigenvalues of A, A”), . . . , 
A(“‘+‘) (i.e., (m+ l)(n- i m) pieces of information), where A(‘) denotes the 
matrix obtained by deleting the first i-1 rows and i- 1 columns from A. 
However, the reconstructed matrix is again far from unique, even after we 
specifyargai,i+m, i=1,2 ,... . For example, in the case m = 2, their algorithm 
yields 22”-1 possible matrices. Furthermore, they require that m divide n. 
They also assume (as in [l] and [2]) that the eigenvalues are distinct, although 
they do not require, as we do, that the elements on the extreme diagonals be 
nonzero. 
Our main results are embodied in Theorems 1 and 2. Essentially, these are 
uniqueness, not existence theorems. In other words, if the given data corre- 
spond to a matrix A as above, then they can correspond to only one such 
matrix. In Theorem 3, the continuous dependence of A on the given data is 
established. Finally, Theorem 4 is an existence theorem: It is shown that if 
there exists an A corresponding to the spectral data, then there exists such a 
matrix for any given set {argai,i+m }. This theorem only applies in the 
Hermitian and skew-Hermitian cases. 
We first prove a preliminary lemma. 
LEMMA 1. Suppose A satisfies the conditions of the opening paragraph 
and that (AkSj,i$) is known’ for lGi,jGm and k=1,2,...,p+2. Then 
(Ak~i,Si)canbedet~inedfor1~i,~~min{n,2m}andk=l,2,...,p. 
Proof. For definiteness we shall assume that A is Hermitian and that 
n 3 2m, although the proof goes through with minor modifications if A is 
skew-Hermitian or complex-symmetric, or if m < n < 2m. The proof proceeds 
by induction on p. First we consider the case p = 1. We note that for i G i G m, 
(Aai, 6,)=aii, 
m+i m+i 
(A3& a,)= z x aikakpli. 
k=l Z=l 
(3) 
1 By ai we denote the i th canonical basis vector, and by (. , .) the standard inner product in 
C”. 
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From (1) we see that the a ii, i, j G m, are known by hypothesis. Next we 
use (2) to obtain 
m+1 
(A2W1)= 2 blk12+ 
k=l 
(4) 
The above determines [u~,~+~J~, and hence a,,,,,, since arga,,,+, is given. 
Similarly, we determine a 2, m+ 1 from ( A26,, 8, ), and recursively u3, *+ 1, . . . , 
am,m+l’ Next from (A2S2, 6,) we find u2 m+2, and so on, up to a, 2m. Thus 
from (1) and (2) we have obtained all uii: i<m, i~2m. 
To complete this part of the proof we invoke (3). We consider 
(5) 
The terms indicated by dots are known from the previous steps, so that (5) 
determines u m+ 1, m+ 1. Similarly, 
(A3Sz,6,)=u m+l,m+2al,m+lam+2,2 + . . . . (6) 
so that am+1 mt2 is determined. By using (3) recursively one can determine 
all aii, m+ 1 ‘G i, j G 2m. This establishes the lemma for p = 1. 
We now assume that the lemma is true for p- 1, and that we know 
all ( AkSi, S,), i, i G m, k G p + 2. By the inductive hypothesis we can determine 
(AkSj, ai), i, in 2m, k< p- 1. It is to be shown that we can also determine 
(Ap+ Si), i, i G 2m. The latter are, of course, known for i, i< m. First we 
examine 
m+i 
(APai+nrr Si)=(Ap-'ai+,, AS,)= 2 Uik( APpl’j+m> Sk)> (7) 
k=l 
where i, i G m. By the inductive hypothesis the right side of (7) is known. 
Thus we have determined all (A P ai+, , Si), i, i< m. 
Next we examine 
mil 
(AP+2S1,~1)=(APAG1,A61)= z Q$$l(AP&,6k) 
k,l=l 
(8) 
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The omitted terms are known and ( AP+261, 6, ) is known; hence (APa,+ I, 
S,,,,,) is determined by (8). Proceeding in this fashion, we next examine 
(Ap+2S2, 6,) which determines (APS,+2, S,,,); and so on up to 
(Ap+2S,,,, a,,,), which finally determines (AP82Zm, S2,,,), proving the lemma. n 
We are now in a position to prove 
THEOREM 1. Let A satisfy the conditions of the opening paragraph, and 
suppose all (AkSi,ai), i,iGm, are known for2 k=1,2,...,2[n/ml-1. Then 
we can reconstruct A. 
Proof. The proof is an induction on [n/ml. For [n/ml =2 we have 
m+ 1 <n<2m, so that Lemma 1 applies and the theorem holds. Now, 
suppose the theorem is true for 2~ [n/ml d Z- 1. We shall denote by d the 
(n-m) X (n-m) matrix obtained from A by deleting the first m rows and 
columns. By the hypothesis of the theorem and by Lemma 1, the deleted 
terms are all known. Let gi denote the ith canonical basis vector in C n--n. We 
shall show that if we know (AkSi,&) for i,j<m and k=l,2,...,2[n/ml-1, 
we can determine (!?&,gi) for i,j<m and k=l,2,...,2[(n-m)/ml-1 
(N.B. 2 [(n-m)/ml-1=2 [n/ml -3). Then, by the inductive hypothesis, 
we can reconstruct A, and hence all of A. 
To this end we define the (n-m) X n matrix 
T=( 0 I_). 
Clearly A= TAT* and Tai+,,, =&. Also, 
We now examine 
(9) 
=S;+,(T*T)A(T*T). * .(T*T)A(T*T)~,+,. (19) 
By use of (9), the right side of (10) reduces to ( AkSi+,, &+,) plus a sum of 
2 [xl denotes the least integer 2%. 
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terms of the form 
where 0 G q, <k and 29, = k. By the hypothesis of the theorem and by 
Lemma 1, we know (AkSi+,,8i+m), k=l,2,...,2[n/m]-3. Likewise we 
know each of the factors in (11). Thus we know (A’& gi ), i, i c m, and the 
theorem is proved. n 
In order to state our next theorem, we need to introduce some more 
notation. Let 9’~ {a} be the set of all subsets of the first m natural numbers. 
If a and p are two such subsets of the same cardinality (( aI = ) /3 I), define 
A Ca,Bj to be the matrix A with those rows indexed by a and columns indexed 
by j3 deleted. Finally we define 
9R(A)={det(h-A (a,fl))laJ@Y IaI=IPIL (12) 
The relationship between 9R( A) and %(A) is developed in the following 
lemma. 
LEMMA 2. lf all polynomials in 5X(A) are known, then those in %(A) 
can be determined. 
Proof, Leta={i, ,..., i,}andp={ji ,..., j,),wherelGi,< .-.<i,.~m, 
l<j,< -..<j, G m, and r= 1 a I = I j3 I. Denote the complementary sets a’ and 
P’ by {ir+i,...,im) and {&+i,..., j,}, respectively, where again 1 G ir+i 
<. ..<i,~rn and lGj,+l< . ..<j.,,~m. Let J, be the (n-r)X(n-r) 
matrix 
and define 
Gn’(A)={det(XJ,-A +fij)IaPP@, lal=lPl=~}. (14) 
We shall show that knowledge of %,(A) determines %‘(A), which in turn 
determines %(A). This is most easily seen if we adopt the wedge-product 
114 MICHAEL P. MATTIS AND HARRY HOCHSTADT 
representation of the determinant. If we set 6=6, A . . . AS, and o = (h- 
A)&,+i A . . . ~(h-A)&,, then we can represent typical elements of %(A), 
%‘(A) and %(A), respectively, by 
IX-A,,,p,16=(-1)S6i,~ . . ./\6i,/1(X6i,+I-AS,,+,) 
A . . . A( h8i,j,-A6j,f,)w, (15) 
IXJ, -Ac,,pj16=( - l)“‘i,A . . . A’i,A( -A’f,+]) 
A . . . A( -A6,,,)m, (16) 
and 
((X-A)(a,p,lS=(-l)SGi,~ . . ~+(h-A)6~,+, 
A . . . &-A)Si,,,w (17) 
where s is the sign of the permutation 
1 2 “. m 
. . . . 
21 22 . . . 2, 1 
To show that the elements of %(A) can be expanded in terms of the 
elements of 9R’( A), it suffices to apply the distributive law to (17), taking 
advantage of the multilinearity of the wedge product. Clearly, a typical 
nonzero term in this expansion will be a determinant of the same form as (16) 
multiplied by plus or minus some power of X. Similarly, we obtain %‘(A) in 
terms of %(A) by plugging -Aajk =(Aaif -A6i,)-X6ik into (16) and distrib- 
uting. Thus we can construct %(A) knowing %(A). n 
Note that Lemma 2 holds for arbitrary square matrices. Note also that we 
might not need all of %(A) to determine %(A) for certain values of m.3 We 
can now state our main result: 
THEOREM 2. Let A satisfy the conditions of the first paragraph. Then if 
%(A) is known, A is uniquely determined. 
‘For example, for m=3 and m=4, we can do without 1 and 9 determinants in “3R( A), 
respectively. 
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Proof. By the preceding lemma, knowing %L( A) means knowing %(A). 
Hence we can determine 
(18) 
for i, j&m, since I(h-A)(i,i,IE%(A)and lh-A(-lh-A,,,.,l~~~(A). By 
the Neumann expansion we also have 
((A-A)-‘&+ g (Ak4’8i). 
k=O 
xk+l (19) 
Comparing the right-hand sides of (18) and (19), we can read off the values of 
( AkSj, Si) for i, j Sm. Now by Theorem 1, A is determined. W 
One can raise the question: What is the number d of distinct determinants 
(up to complex conjugation) contained in %(A)? First we note that the 
power set 9, as is well known, has cardinality 2”. By a standard combina- 
torial argument, there are 
( 1 
y sets in ?? having cardinality k. Since I h- 
A,aJ3)l=P-A(8,a)l if A is complex-symmetricand\X-A~,,B,)=*)X-A~B,,,l 
if A is Hermitian or skew-Hermitian, there will be 
distinct determinants such that k= ) a I = ) fi 1. Thus 
(20) 
as follows from 
g (9=2m 
k=O 
(21) 
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1 2n 
I---- 
/ ( 2n 0 
,#I + e - $O)2m de 
(22) 
We now consider the case m= 1, in which case A is tridiagonal. By 
Theorem 1, we can reconstruct A if we know (AkS,, 6,) for k< 2n- 1. By 
Theorem 2, it is sufficient to know %(A). In this case C? consists of the sets 
0 and {l}, so that 
~(A)={lh-Al,lh-A,,,,,I). (23) 
In other words, a knowledge of the eigenvalues of A and of ACl,,, determines 
A. This result is known and was established by different methods in [l]. 
As a second example we consider the case m = 2. By Theorem 1 we need 
to know (AkSi, ai), i, in 2, k< 2 [n/21 - 1. Here the set G? consists of 0, 
{l), {2}, {L2}, and 
(24) 
In Theorem 2, it was shown that a certain set of spectral data determines 
a unique 2m + 1 banded matrix A of a prescribed type. The dependence of A 
on the data is of course highly nonlinear, and it is important to know whether 
it is in fact continuous. The following theorem provides the answer. 
THEOREM 3. Suppose we are given two sets ‘X(A) and ‘X(B) with 
typical elements ]h-A,,,B,I=Zrkhk and Ix-BC,,p,I=%khk, respectively. 
Then for each E > 0 there exists a 6 > 0 such that the following obtains: 
If for evey allowed choice of a and p, Irk -Sk) < 6 fOT all k, then 
lai,-biiI <E ur a f 11 i, i, where A=(aii) and B=(b,,). 
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N.B. We are assuming that A and B are both either Hermitian, skew- 
Hermitian, or complex-symmetric; that ai, i+m and bi, i+m are nonzero; and 
that argai,i+m=argbi,i+m. 
Proof. We first prove by induction on p that the elements ( AkSi, S,), 
l<i, j<min{n,2m}, k<p, depend continuously on the elements (AkSi, ai), 
l<i,jQm, k<p+2. Inspection on Eqs. (1) through (6) ff. establishes the 
initial case p= 1, and (7) and (8) ff. provide the inductive step. That the 
entries of A depend continuously on the elements (AkSi, S,), i, j.Grn, 
k<2 [n/ml - 1, also follows by induction, with the above result supplying 
the initial case, and with (11) providing the inductive step. Now, from (18) 
and (19) we see that the elements ( AkGi, S,), i, j<m, depend continuously on 
the elements ((A - A)-‘$ 6i), i, i <m, which in turn depend continuously on 
the polynomials in TR,( A) and %(A). Finally, an examination of the proof of 
Lemma 2 reveals that the elements of %(A) are linear combinations of, and 
hence depend continuously on, those of Gx( A). Combining these results 
establishes the theorem. n 
We now turn to the question of existence. It is not true that to any given 
set TR( A) of spectral data, there corresponds a matrix A of the required form. 
However, we do have the following result: 
THEOREM 4. Let A be a 2mf 1 banded Hermitian or skew-Hermitian 
matrix with nonzero elements ak kf,,,, and let %(A) be defined by (12). 
Then for any given set {arg a;, k+,,, } there exists exactly one matrix A’ of the 
same type as A (Hermitian or skew-Hermitian) which also corresponds to 
=(A). 
Proof. By Theorem 2, we know that if we find such an A’ it must be 
unique. I.&t arg ak,k+m =8k and arga;,k+m =ek. We seek a unitary transfor- 
mation of A, A’= UAU*, which will change the arguments of the ak, k+,,, from 
Ok to +k as desired while leaving the principal mXm submatrix of A intact. 
Let us uniquely represent every positive integer k as E+qm, where 
1~ 6<rn and where 4 is a nonnegative integer. Then a suitable U is provided 
by the diagonal matrix 
U= 
L 0 
Ul 
0 U,-, 
\ 
, (25) 
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where uk =exp{iZ&(B~+im -r#3f+i,)}. To see this, write ak k+“, =rkeiek. 
Then if lck<m, 
=(Aii$k+,,,, 6k)=Gkak,k+,,, =rkeiOkei(‘k-ek) 
=rkei*k. (26) 
Likewise, if k > m, 
(27) 
It remains to be shown that 9R(UAU*)= %( A). To this end we define 
7” and f’, 1y ~9, to be the identity matrices I, and I, respectively with those 
rows indexed by (Y deleted. Furthermore, for a fixed choice of CX, we set 
‘I m-14 
o= Ul 
\ 0 
Note that ACa,Bj = T,AT$ and 
/ 
t 
Ul 
TJJ= 
\ 0 
0 
u,-??I 
0 
u,-na 
= riTa. 
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(28) 
Thus ?JlL( UA U*) E %( A), and the theorem is proved. n 
Note that the theorem is false in general in the complex-symmetric case. 
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