Abstract-This work considers the problem of transmitting multiple compressible sources over a network with minimum cost. The problem is complicated by the fact that the description of the feasible rate region of distributed source coding problems typically has a number of constraints that is exponential in the number of sources that renders general purpose solvers inefficient. We present a framework in which these problems can be solved efficiently by exploiting the structure of the feasible rate regions coupled with dual decomposition and subgradient methods.
I. INTRODUCTION
Network coding has emerged as an exciting research area and has impacted both the fields of networking and information theory. Network coding in the context of compressible sources was considered by Ho et al. [1] where they showed that random linear network coding followed by appropriate decoding could losslessly recover the sources at the terminals under appropriate conditions on the minimum cuts in the network and conditional entropies of the sources. The work of Ramamoorthy et al. [2] investigated the performance of separate source and network codes and showed that separation does not hold in general. Both these papers only considered capacity constraints on the links of the network and did not impose any cost associated with link usage.
In this paper we consider the problem of minimum cost joint rate and flow allocation over a network that is utilized for communicating compressible sources. Problems of a similar nature have been examined by other authors. The problem of minimum cost multicast with network coding was considered by Lun et al. [3] and the Networked Slepian-Wolf problem was considered by Cristescu et al. [4] . However [3] did not consider compressible sources and [4] did not consider capacity constraints on links. A problem formulation similar to ours was introduced by Barros et al. [5] but they did not present an efficient solution to it. The main issue with joint rate and flow allocation is that typically the feasible rate region for the recovery of the sources is described by a number of inequalities that is exponential in the number of sources. Thus the linear programming formulation presented in [5] does not admit an efficient solution. In this paper we present a framework in which minimum cost problems that involve transporting compressible sources over a network can be solved efficiently by exploiting the structure of the feasible rate regions coupled with dual decomposition techniques and subgradient methods. The approach in this paper is inspired by the work of Yu et al. [6] . We explicitly derive the equations that allow us to derive the dual functions and the subgradients based on the structure of the feasible rate regions. Furthermore we consider applications in network coding and lifetime maximization in sensor networks that have not been considered previously.
Section II contains the different problem formulations and their solutions and section III presents the results.
II. PROBLEM FORMULATIONS AND ALGORITHMS
In this section we present the formulations of the different problems under consideration in this paper and present approaches for solving them via dual decomposition. Consider a directed graph G = (V, E, C) that represents the network.
Here V represents the set of vertices, E the set of edges and Cij bits/transmission, (i, j) e E is the capacity of each edge.
The edges are assumed to be error-free. There is a set of source nodes S C V and a set of terminal nodes T C V and each source node observes a source that may be discrete or continuous. Each terminal node seeks to reconstruct all the sources. Without loss of generality we assume that the vertices are numbered so that vertices 1, 2, ... , Ns = S correspond to the source nodes. For each t e T we define a capacity region Ct with respect to S. This is the region that defines the maximum flow (or minimum cut) from each subset of S to the terminal t. Ct = { (R1, .. ., RNS ): VB C S, E: Ri < min-cut(B, t)}. for ik C B, k = 1, . . ., B . The feasible rate region for this problem is given by [7] IRS=v {(R1, RNS) : V1B C S, X, Ri > H(XB/XBC)}. iGB To facilitate the problem formulation we construct an augmented graph G* where we append a virtual super node s* to G, so that V* V U {s*}, E* F {(s*,v) v C S}I U E and C* C,(i,j) C E, Cs** H(Xv). We let G (V ,E ,C*). Suppose that each edge (i,j) in G incurs a linear cost fijizj for a flow of value zij over it. Let xij), t C T represent the flow variables over G* corresponding to the tth terminal. We introduce variables Ri(t) i = 1,..., Ns, t C T that represent the operating rate variables for each terminal.
Thus R(t) = (R R2t. RN) ) represents the rate vector for terminal t. We are interested in the following problem that we call MIN-COST-SW. [1] we have the required proof. T The formulation of MIN-COST-SW is a linear program that has more than T (2Ns _ 1) (exponential in Ns) constraints, due to the structure of the Slepian-Wolf region. This implies that using a regular LP solver will be inefficient. In the sequel we present efficient techniques for solving this problem.
1) Solving MIN-COST-SW via dual decomposition: We assume that the linear program in (1) has a feasible solution so that strong duality holds. We shall refer to the variables z, x and R as the primal variables. To simplify notation we let st*) -[(t)1 X(t)2 . X.s. ]. We form the Lagrangian of the optimization problem with respect to the constraint R(t) < x(t), for i C S, t e T which is given by otherwise The first two constraints are precisely the formulation of the minimum cost multicast with network coding for a total rate of H(X1,X2,... ,XNS). The third constraint constrains the flow corresponding to terminal t from s* through source i, i.e. X(t). to be at least R t). Finally the last constraint ensures that the rate vectors R(t) belong to the Slepian-Wolf region 'Rs).
For brevity we shall refer to the region specified by the first two constraints as C, denote (X(1) X (2) X(ITI),) by x and denote (R(1), R (2) R(ITI)) by R. We shall use R e Rsw to imply that R (1) 
For a given A the optimization problem (3) is simply a minimum cost multicast problem with network coding, that can be solved by a LP solver in polynomial time. However each of the subproblems in (4) still has 2NS _ 1 constraints and therefore the complexity of using an LP solver is still exponential in Ns. To solve the optimization in (4) efficiently, we use the fact that the region JRsZs is a contra-polymatroid [8] and that the form of the objective function is linear. In particular the rank function of the Slepian-Wolf region is given by H(Xs/Xs,). The solution to this problem can be found by a greedy allocation of the rates [9] . We proceed as follows. 
z,x,R As discussed above g(A) can be found efficiently. Since strong duality holds, the optimization in (1) can be solved by equivalently solving maxAso g(A) which can be done by using the subgradient algorithm [10] . The subgradient for At can be found as Rt -_ t) [10] .
Let A' represent the value of the dual variable A at the jth iteration and Oi be the step size at the ith iteration. A step by step algorithm to solve the optimization problem presented in (1) is presented below. 1) Initialize AO > 0.
2) For given A' solve ITI minimize fTzZ_ (A>)Tx$< (6) subject to z, x C C using an LP solver and for each t e T, minimize (A' )TR(t) subject to R(t) C 'Rswv using the greedy algorithm presented above.
3) Set A'+' = [A' + Oi(R(t) x(ts))]+. Goto step 2 and repeat until convergence. As in [3] we use the method of Sherali et al. [11] to recover the primal optimal solutions z* and x(t)*, R(t)*, t C T.
B. Quadratic Gaussian CEO over a network
Let {X(t)}7°1 represent a sequence of i.i.d. Gaussian random variables and {Yi (t)}t-{X(t) + Ni (t)}t°,i 1,...,Ns where {Ni(t)} l are i.i.d. Gaussian independent of {X(t)}J°1 with E(Ni(t)) = O,Var(Ni(t)) = or2. Furthermore {Ni(t) and {Nj (t) }1°a re independent when t j. The sequence of Yi(t)'s models a continuous source {X(t) }J 1 being observed at a source node i with sensing noise {Ni (t) }tl. Thus the source node i has access to {Yi(t) }J i. It is allowed to communicate at rate Ri to the terminal node. Each source node sends data based only its observed sequence, the nodes are not allowed to cooperate.
The terminal node seeks to reconstruct X(t) while minimizing the squared distortion.
The problem presented above corresponds to the quadratic Gaussian CEO problem that has been investigated by many authors [12] , [13] recently. The description of the feasible region for this problem is given below.
-R(D) (8) 
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In the previous subsection we observed that the work of Ho et al. shows that random network coding over a subgraph such that Ct n 'Rsw #t 5, Vt C T allows the lossless recovery of the sources at the terminals in T. However an analogous result in the case of lossy reconstruction does not seem to exist. In particular, the rate region for the quadratic Gaussian CEO problem when links between sources are present is unknown.
Therefore, in this section we shall assume that lTl = 1, i.e. there is only one terminal in the network and Ct n R(D) :t , so that routing is sufficient to transmit a rate vector belonging to Ct n R(D). Furthermore the network operates in a separate compression and information transfer mode. The set of source nodes quantize their observations as they would assuming they had direct links to the CEO. After this source coding step, the network ignores any data correlations and routes the data as though it were incompressible. In general this separation of compression and information transfer may be suboptimal. However, it is likely to be a simple way of operating the network. Once again we are interested in the minimum cost network flow problem with rates such that they permit the recovery of the sources at the terminal with the desired level of fidelity. It is more convenient to cast this optimization in terms of the original graph rather than the augmented graph. AiRi-At E Ri iCS iCS ( 1) subject to R e '1R(D)
The optimization in (10) is a linear program that can be solved efficiently. To solve (11) we note that for a given (ri ..., rNv3
the region R-D(r1,.... ,rNs) is a contra-polymatroid [12] .
Therefore an optimization problem such as minimize wTR subject to R e 'RD (rl, ... , rNs) (12) has a closed form solution. Note that the optimal value of the above problem is -oc if wi < 0 for any i. Using this the optimization in (11) reduces to a convex optimization problem with NS + 1 constraints that can be solved efficiently via Lagrange multiplier methods (see Appendix) and has a finite optimal value if Ai -At > 0, Vi e S. Finally we can use the projected subgradient method [10] for maximizing the dual function and recover the primal solutions by using the technique proposed by Larsson et al. [14] that generalizes the method in [11] to the case of general convex programs.
C. Lifetime maximization for sensor networks with data distortion constraints
We now consider the problem of maximizing the lifetime of a sensor network when the terminal node needs to be able to reconstruct the data at a particular distortion level (related problems were studied in [15] ). This problem has been studied in [16] when the rates of the sensors are fixed. In particular, we shall work in the quadratic Gaussian CEO setting and and Pt (i, j) represents the power consumption at node i when transmitting from node i to j at unit rate, Prx (i, j) represents the power consumption at node j while receiving a transmission from node i at unit rate, Psense represents the power consumption incurred by using an additional bit while quantizing the sensor observation and Ei represents the battery energy level at sensor node i at the time of deployment of the sensor network. We note that once again we can exploit the contra-polymatroidal structure of R(D) by dualizing the second (flow-balance) and the third (energy consumption) constraints and running the projected subgradient algorithm to maximize the dual function. We point out that we are considering a strategy where the rate allocation is static. In practice, it may be beneficial to adapt the rate allocation over time to extend the lifetime of the network.
III. RESULTS Consider the network shown in Fig. l(a) . There are three binary sources X1, X2 and X3 (at nodes 1, 2 and 3) such that X1 = X2 and X3 = X1 D el, where P(el = 1) = 0.11. The sources need to be recovered losslessly at terminal nodes 8 and 9. The cost of each edge is 1. We applied the algorithm proposed in section II-A for this problem. The step size was chosen to be Oi = 8i-0 8. Convergence plots are shown in Fig. l(b) . Original primal recovery corresponds to averaging the solutions obtained at all the iterations whereas modified primal recovery refers to discarding the first 30 solutions and starting the averaging process from that point on. We observe a steady convergence to the optimal solution. Due to lack of space we are unable to present more results. 
Let A7 denote the set {7 (1) (16) We note that the first constraint in (15) 
