Abstract-Current protein structure prediction methods often generate a large population of candidates (models), and then select near-native models through clustering. Existing structural model clustering methods are time consuming due to pairwise distance calculation between models. In this study, we developed a novel method for fast model clustering without losing the clustering accuracy. Instead of the commonly used pairwise RMSD and TM-score values, we propose two new distance measures, Dscore1 and Dscore2, based on the comparison of the protein distance matrices for describing the difference and the similarity among models, respectively. The analysis indicates that both the correlation between Dscore1 and RMSD and the correlation between Dscore2 and TM-score are high. Our Dscore1-based clustering achieves a calculation time linearly proportional to the number of models while obtaining almost the same accuracy for near-native model selection in comparison to existing methods with calculation time quadratic to the number of models. By using Dscore2 to select representatives of clusters, we can further improve the quality of the representatives with little increase in computing time. In addition, for large size (~500k) of models, we can give a fast data visualization based on the Dscore distribution in seconds to minutes. Our method has been implemented in a package named MUFOLD-CL, available at http://mufold.org/clustering.php. the other measures maximize structural similarity between models. In this process, structural similarity maximization is much more computationally expensive than RMSD minimization, although the similarity measures are often more useful to describe the relationship between models than RMSD. To save computing time, RMSD is the most widely used in protein structure clustering [9, 11, 12, [18] [19] [20] [21] [22] during both cluster determination and representative selection.
Most algorithms for model clustering are based on pairwise C-alpha-atom RMSD distance (pRMSD). All pRMSD based methods [9, 11, 12] are time and space expensive because the clustering requires N(N-1)/2 RMSD calculations and storage for N models, where N is often on the order of 10 5 or higher. Some methods were proposed to reduce the number of pRMSD calculations. For example, Calibur [18] uses auxiliary groups with upper and lower bounds and only the pRMSDs among the members in the same group need to be calculated; Durandal [19] estimates pRMSD of (B,C) by the known pRMSDs of (A,B) and (A,C); ONION [20] estimates approximate centers via random samplings and only the RMSDs of models to the estimated centers need to be computed; SCUD [21] proposes a reference RMSD distance (rRMSD) to mimic RMSD, i.e., to orientate all of the models to a randomly selected model (named Reference), and to calculate pRMSD directly without further translation and rotation; Pleiades [22] uses 31-dimensional Gauss integral vectors (GIV) [23] to represent protein's 3D structure and perform K-means clustering on these GIVs. All these studies made some progress in improving the clustering efficiency, but there is still significant room to speed up the clustering, as we will demonstrate in this paper. umich.edu/models/model1.html). The other one is to show our performance and visualization on larger-scale data, including 500,000 Rosetta models per protein for two proteins (http://mufold.org/clustering.php). We refer these two data sets as I-TASSER models and Rosetta models in the following.
Dscore1 and Dscore2
Both Dscore1 and Dscore2 are based on a distance matrix, which contains the pairwise C-alpha distance of a model. The distance matrix is a 2D representation of a 3D structure, it is independent of the coordinate system and contains sufficient information to reconstruct the 3D structure except for overall chirality [24] . We further apply a 1D form, distance vector, to represent distance matrix for convenience.
Given a model of a protein with L residues, its distance vector is defined as 
Although for a given residue pair <i,j>,
, we can simplify the calculation of Dscore1 and Dscore2, we still keep the definitions for better understanding.
Mathematical properties of Dscore1
Both centroid and medoid reflect the center of a cluster, i.e., the point whose average dissimilarity to all members in the cluster is the minimum (or the average similarity to all members is the maximum). Mediod is required to be one member of a cluster while centroid is not. In practice, medoid is more useful in model selection than centroid since a centroid may not be protein-like. Medoid may not be the one closest to the centroid in general, especially for RMSD, TM-score, and GDT_TS measures. However, for Dscore1, the medoid of a cluster is the one closest to the centroid, as proved in the following.
Given a cluster of structural models, C= [1] , where D is the normalized distance vectors of model, if we consider the minimum Dscore1 square, the centroid of C is 
reaches the maximum and the average Dscore1 square reaches the minimum in Eq. (4) when
D is the centroid of the cluster C. In addition, the average Dscore1 square of any D in C to all the members in the C is
, i.e., the one closest to the centroid is the medoid of the cluster.
We note the normalized centroid as the centroid C D in the following, i.e.,
. The difference of the projections of 
From Eqs. (6) and (7), we obtain that ||
, which means the difference between the projections of two models on the centroid is no more than two times of their Dscore1 distance, which is illustrated in Figure 1 . This property provides a basis for a projection-based clustering depicted in the following subsection.
(Figure 1)

Projection-based clustering
Different from the common strategy that calculates the pairwise distances at first and then performs clustering, our preferred clustering method is to project the models onto the Dscore1 centroid to estimate the potential representatives and then cluster the models by their distances to the estimated representatives.
Specifically, given two models D 1 and D 2 with small RMSD, 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w // According to the definition of Dscore1, we know that the smaller the Dscore1 value, the closer the two models are. Here, we choose the Gaussian fitting with the smallest µ value, which means that we choose those models that are closest to the center for estimating the potential reference model of the dataset.
, and
// to obtain the estimated reference.
5.
is the newly obtained cluster, and
is the representative of the cluster C.
// to build new cluster according to D ref .
6.
C CL CL U = , go to step 1 till φ = − CL P .
Output: Sort the representatives by the sizes of clusters, and report the sorted representatives.
In steps 1 and 2, the Gaussian fitting ) , ( 2 σ µ N of Dscore1 to the centroid of the dataset is assumed to provide a raw bound of the largest cluster, and based on this fitting a purified subset is obtained. In step 3, Dset 1 includes models around the center of the Gaussian distribution, which is assumed to be close to the center of the biggest cluster.
Then Dset 2 is calculated to exclude models that are not close to the center of the cluster.
Finally, a reference is calculated as the centroid of Dset 2 , and a cluster is obtained by collecting models close to the reference. The models in the cluster are removed from the model pool and the clustering process is applied on the remaining models to obtain a new cluster until there is no model left. Since we do not calculate the pairwise distance between models, the clustering time is linear to the number of models. The total , where N is the number of the models and L is the number of residues of the protein.
Dscore2 and representative selection
Dscore2 is designed to describe the structural similarity of two models based on their distance matrices. Given a cluster including N models, C = {D k , 1≤ k ≤N}, the centroid under Dscore2 maximizes its average similarity to the members in the cluster, i.e.,
It means that we can calculate the centroid by calculating ij x , 1≤i,j≤L independently.
As we have discussed in Subsection 2.3, the centroid of a cluster under Dscore1,
, is a mean value of the distance vectors in the cluster. When the data is divergent, the mean value does not reflect the center of the data well. Figure 2 illustrates the difference of centroid vectors defined by Dscore1 and Dscore2. When the values of one element distribute narrowly, the centroids defined by Dscore1 and Dscore2 are very close. However, when the values of one element distribute divergently, the Thus, we apply Dscore2 rather than Dscore1 for representative selection. (Figure 2) The one closest to centroid may not be the medoid of Dscore2 for an arbitrary dataset.
However, when the dataset is distributed narrowly, the one closest to the centroid is more likely to be the medoid. We tested on a non-redundant subset of I-TASSER models (http://zhanglab.ccmb.med.umich.edu/models/model2.html, where each set includes 300-500 models). In 4 out 56 (7.1%) subsets, the one closest to the centroid is not the medoid.
We also tested on clusters of I-TASSER models in which models of each target were clustered up to 20 clusters and the clusters were ranked according to their sizes. In 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 We implemented our new method in a software package MUFOLD-CL, which is available at http://mufold.org/clustering.php. To evaluate its performance, we compared MUFOLD-CL with SPICKER [12] , Calibur [18] , ONION [20] , and Pleiades [22] in terms of the CPU time and the quality of representatives. At first, we applied Dscore1 for both clustering determination and representative selection. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Among the 56 target proteins, seven proteins have more than 20,000 models for which SPICKER failed to report the results. Calibur [18] claimed that it was 1 and 1/3 times faster than SPICKER, and Pleiades showed around 2 times faster than Calibur while Pleiades had a similar accuracy to Calibur [22] . We compared MUFOLD-CL with Calibur on these data as shown in Table 1 . We found 88 to 270 (152 on average) times speedup of MUFOLD-CL over Calibur for these cases. In addition, MUFOLD-CL is significantly better than Calibur, thus, much faster and better than Pleiades also, in the quality of selected models, with 3.36Å vs. 4.12Å in RMSD and 0.6903 vs. 0.6530 in TMscore on average, respectively.
Results
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( Table 1) Among the 56 proteins in the test set, there are many "easy" cases, for which most models are very similar to the native there is one dominant model cluster. Hence, all clustering methods obtain very similar clustering and representative selection results.
There are also nine "hard" proteins with less than 20,000 models each, for which the models are much more divergent, and more clusters with comparable sizes exist. We compared the best representatives of the top-5 clusters in term of RMSD obtained by different methods (details of the comparison can be found in Supplementary Table 5 ).
The average RMSDs of MUFOLD-CL, SPICKER, Pleiades and Calibur representatives are 5.90Å, 6.43Å, 6.92Å, and 6.95Å, respectively, indicating that MUFOLD-CL performs the best. We also compared MUFOLD-CL with ONION on these 9 "hard" proteins (details of the comparison can be found in Supplementary Table 6 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w representative selection), while ONION used a total of 1228.71 seconds [20] , which indicates that MUFOLD-CL is much faster than ONION on clustering and selection.
We also applied Dscore2 for representative selection after we obtained the clusters by using Dscore1 (a detailed comparison in terms of the quality of representative selection by Dscore1 and Dscore2 can be found in Supplementary Table 7) . Dscore1 has an average performance of 4.94Å/0.5910 (RMSD/TM-score) for the representative selection.
After we applied Dscore2 on the same clusters, the performance was improved to 4.89Å/0.5939, while Dscore2 did not increase the computing time much. It is obviously that for those proteins with narrowly distributed models, there is basically no room for improvement in the clustering and representative selection. In fact, for 28 out of 56 proteins, there is no improvement in TM-score by applying Dscore2. There are 18 improved cases with a total of 0.3265 point TM-score gain, while 10 cases become worse with a total of 0.1618 point loss in TM-score. The average TM-score of 0.5939 by MUFOLD-CL is even better than 0.5911 by SPICKER, although MUFOLD-CL is substantially faster.
The above used distance vector in Dscore1 and Dscore2 includes all pairwise residue distances of a model, i.e., L(L-1)/2 distances for a protein with L residues, which are highly redundant. It is estimated that only a small portion of these distances are needed to describe the structure [26, 27] . For large-scale datasets, such as the Rosetta models including 500,000 structural models each for two protein 1aoy_ (with 68 amino acids) and 1abv_ (with 103 amino acids), we randomly selected one-tenth of all pairwise residue distances as the distance vector and did the same clustering and selection process. For data of 1aoy_, it took MUFOLD_CL 457.03 seconds for loading the data into the In addition, we can visualize the model distribution by their Dscore distribution in seconds to minutes for 500k models. As mentioned in subsections of 2.3 and 2.5., the centroids under Dscore1 and Dscore2 can be treated as the centers of the data. We calculate and plot Dscores of all models to these two kinds of centers for the Rosetta models in Figure 4 . Since the smaller of Dscore1 and the larger of Dscore2, the closer of two models are, we can see that the models of 1aoy_ in Figure 4 distribute narrowly around the centers while the models of 1abv_ distribute much divergently. As a consequently, the models of 1aoy_are clustered to less number of clusters than the models of 1abv_. Test results indicate that our method is much faster than the existing methods while achieving comparable accuracy. This method may also be adapted for other problems, e.g. small molecule structure clustering, clustering 3D objects, etc. [28] .
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