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a b s t r a c t
Image restoration is a fundamental problem in image processing. Except formany different
filters applied to obtain a restored image in image restoration, a degraded image can
often be recovered efficiently by minimizing a cost function which consists of a data-
fidelity term and a regularization term. In specific, half-quadratic regularization can
effectively preserve image edges in the recovered images and a fixed-point iteration
method is usually employed to solve the minimization problem. In this paper, the Newton
method is applied to solve the half-quadratic regularization image restoration problem.
And at each step of the Newton method, a structured linear system of a symmetric
positive definite coefficient matrix arises. We design two different decomposition-based
block preconditioning matrices by considering the special structure of the coefficient
matrix and apply the preconditioned conjugate gradient method to solve this linear
system. Theoretical analysis shows the eigenvector properties and the spectral bounds
for the preconditioned matrices. The method used to analyze the spectral distribution
of the preconditioned matrix and the correspondingly obtained spectral bounds are
different from those in the literature. The experimental results also demonstrate that
the decomposition-based block preconditioned conjugate gradient method is efficient
for solving the half-quadratic regularization image restoration in terms of the numerical
performance and image recovering quality.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Digital image restoration is an active research topic in various areas of applied sciences such asmedical and astronomical
imaging, film restoration, image and video coding. Usually, a common image degradation follows the model: a clean image
x ∈ Rn2 is observed in the presence of a spatially invariant blur matrix A ∈ Rn2×n2 and of an additive zero-mean Gaussian
white noise η ∈ Rn2 of standard deviation σ . Therefore, the observed image b is obtained as
b = Ax+ η.
The aim of the image reconstruction is to obtain an estimate of the original image x from the observed image b. This task
can be mathematically settled by minimizing a cost function J : Rn2 → R. The function J usually consists of a data-fidelity
term and a regularization termΦ that is weighted by a parameter β > 0. It can be precisely described as:
xˆ = min
x∈Rn2
J(x),
J(x) = ∥Ax− b∥22 + βΦ(x),
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where ∥Ax− b∥22 is the fidelity term, and the regularization termΦ is of the form
Φ(x) =
r
i=1
φ(gTi x), (1.1)
with φ : R → R being a continuously differentiable function and gi : Rn2 → R, i = 1, . . . , r , being linear operators.
Particularly, gi is the first- or the second-order difference operator. Let G denote the r × n2 matrix whose ith row is gi. For
the image x, Gx describes the edges of the image x to some extent. Assume that
A ≢ 0, G ≢ 0, φ ≢ 0 and ker(ATA) ∩ ker(GTG) = {0}, (1.2)
where ker(·) denotes the kernel of the corresponding matrix. Clearly, this assumption guarantees that α1ATA+ α2GTG is a
symmetric positive definite matrix provided both α1 and α2 are positive constants.
In this paper, the convex and edge-preserving potential function φ : R → R is considered. Typical examples of such
functions are:
φ1(t) = |t|α, 1 < α < 2, (1.3)
φ2(t) = |t|/α − log(1+ |t|/α), (1.4)
φ3(t) =

α + t2, (1.5)
φ4(t) = log(cosh(αt))/α, (1.6)
φ5(t) =

t2/(2α), if |t| ≤ α,
|t| − α/2, if |t| > α, (1.7)
where α > 0 in φj(t) (j = 2, 3, 4, 5) is a prescribed parameter; see [1–4]. We consider the case that φ is convex, even, and
is C2, and that
ATA is invertible and/or φ′′(t) > 0, ∀t ∈ R. (1.8)
The computation of the minimizer xˆ of the cost-function J is very costly because of the nonlinearity of the function J.
In [5,3], an augmented cost function J : Rn2 × Rr → R that involves an auxiliary variable v ∈ Rr in the following form is
proposed
J(x, v) = ∥Ax− b∥22 + β r
i=1

1
2
(gTi x− vi)2 + ψ(vi)

, (1.9)
where
φ(t) = min
s∈R

1
2
(t − s)2 + ψ(s)

, ∀t ∈ R, (1.10)
and ψ : R → R is a prescribed dual potential function that can be determined by using the theory of convex conjugacy,
{vi} are the entries of the vector v. We remark that φ is a potential function used as the regularization term in (1.1). The
condition (1.10) ensures that
J(x) = min
v∈Rr
J(x, v), ∀x ∈ Rn2 .
The regularization term involved in J is half-quadratic, which is the reason of the method named. In [1], the minimizer
(x, v) of J is calculated by using alternatingminimization. In order to speed up the convergence rate of themethod, wemay
adopt the Newton-type method to solve (1.9). To this end, we revisit the Hessian of J(x, v), which is given by
H(x, v) =

2ATA+ βGTG −βGT
−βG βI+ β diag(ψ ′′(vi))

:=

H11 H12
H21 H22(v)

. (1.11)
Here, I represents the identity matrix, and diag(ψ ′′(vi)) is a diagonal matrix whose diagonal entries are given by {ψ ′′(vi)}.
Theorem 1.1 (Theorem 1.1 in [4]). Under the assumptions in (1.8) and (1.2), the Hessian matrixH(x, v) is symmetric positive
definite for all x and v.
Therefore, in each Newton’s iteration, the Newton equation leads to a structured symmetric positive definite linear
system
H(x, v)d = r. (1.12)
Themain contribution of this paper is to speed up the iterative procedure by solving (1.12) using the Preconditioned Conjugate
Gradient (PCG) method with decomposition-based preconditioners such that this kind of structured linear systems can be
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solved quickly and efficiently. We will show that the PCG method with these block preconditioners is effective for solving
edge-preserving signal and image restoration problems.
The rest of this paper is outlined as follows. In Section 2, we design two decomposition-based block preconditioners
in the PCG method for system (1.12) and analyze the computational complexity. In Section 3, the eigenvector properties
and spectral bounds are demonstrated for the proposed preconditioned matrices when they are applied to edge-preserving
signal and image restoration problems. Experimental results are presented in Section 4, and some concluding remarks are
given in the last section.
2. Decomposition-based block preconditioners
For a real symmetric positive definite 2-by-2 block matrix with the same expression as (1.11), preconditioners can be
constructed and applied to the PCG method; see [6–9]. In this paper, the preconditioning matrix is designed for (1.11) by
deliberately considering the block two-by-two structure of the matrix H , and the block diagonal and symmetric positive
definite properties of the sub-blocks ofH , we should point out that the technique of designing such a preconditioner follows
the approach introduced in [10,11]. We design the block preconditioner based on decomposition for (1.11) as:
M1 =

H11 −βGT
−βG H22 + β2GH−111 GT

=

I 0
−βGH−111 I
 
H11 0
0 H22
 
I −βH−111 GT
0 I

,
where H11 = 2ATA + βGTG, H22 = βI + β diag(ψ ′′(vi)) and I is the identity matrix; see [10–12]. From the above
decomposition ofM1, we easily see that when the preconditioned conjugate gradient method is applied to solve the linear
system (1.12), the main task is to compute the multiplication of the inverse of preconditionerM−11 with a corresponding
vector. The inverse ofM1 can be described by direct calculation as
M−11 =

I βH−111 G
T
0 I
 
H−111 0
0 H−122
 
I 0
βGH−111 I

. (2.13)
Therefore, the main computation in the above inverse is to calculate the multiplication H−111 with a corresponding
vector z. We especially focus on image applications where the periodic boundary condition is imposed. Under a periodic
boundary condition, the blurring matrix A is a Block–Circulant–Circulant–Block (BCCB) matrix [13,14]. Hence A can be
diagonalized by using fast Fourier transformation (FFT) [15,16,13]. Suppose G is the discretization matrix of the first-order
differencematrix for an image x. ThenGTG can also be diagonalized by FFT. Therefore, under the assumptions (1.8) and (1.2),
H−111 = (2ATA+βGTG)−1 can be diagonalized by FFT, andH−111 z can be easily obtained through four FFT calculations. SinceH22
is a positive diagonal matrix, its inverse can be obtained directly. From the above analyses, it follows that the multiplication
ofM−11 with a corresponding vector can be calculated efficiently.
Another preconditionerM2 based on matrix decomposition is:
M2 =

H11 + β2GTH−122 G −βGT−βG H22

=

I −βGTH−122
0 I
 
H11 0
0 H22
 
I 0
−βH−122 G I

;
see [10–12]. The inverse ofM2 can also be directly calculated as
M−12 =

I 0
βH−122 G I
 
H−111 0
0 H−122
 
I βGTH−122
0 I

. (2.14)
Therefore, whenM−12 multiplies a vector, one multiplication of H
−1
11 and three multiplications of H
−1
22 with a corresponding
vector are required. SinceH−122 is a diagonalmatrix, the computation ismuch cheaper than that required in themultiplication
ofM−11 with a vector.
3. Spectral properties of the preconditioned matrices
In this section, we give the spectral analysis of the preconditioned matrices. The inverse of the preconditionerM1 as a
2-by-2 matrix can be obtained by direct computation:
M−11 =

H−111 (I+ β2GTH−122 GH−111 ) βH−111 GTH−122
βH−122 GH
−1
11 H
−1
22

.
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So
HM−11 =

I 0
−β3GH−111 GTH−122 GH−111 I− β2GH−111 GTH−122

. (3.15)
Because of the special structure of the preconditioned matrix HM−11 , we easily see that HM
−1
1 has n
2 unit eigenvalues,
and the other eigenvalues are determined by the eigenvalues of the matrix I − β2GH−111 GTH−122 . On the other hand, if
ej ∈ Rn2 (j = 1, 2, . . . , n2) are the unit vectors, with the jth component of ej being 1 and the other components being
zero, then the following equality holds for these n2 linearly independent unit vectors ej ∈ Rn2 (j = 1, 2, . . . , n2):
HM−11

ej
−βGH−111 ej

=

ej
−βGH−111 ej

.
Therefore, there are n2 linearly independent eigenvectors corresponding to the unit eigenvalue of the preconditionedmatrix
HM−11 .
Denote them-by-mmatrix of the first difference operator by Dm (m is an integer greater than 1), themth order identity
matrix by Im, and the Kronecker product operator by⊗. Then the first-order difference discretization matrix G is given by
G =

Dn ⊗ In
In ⊗ Dn

. (3.16)
It is obvious that G is a sparse matrix. By imposing the periodic boundary condition on the image restoration, A and GTG are
BCCB matrices and can be diagonalized by FFT, that is,
A = F∗Λ1F, GTG = F∗Λ2F,
where F is the two-dimensional discrete Fourier transformation matrix, and Λ1 and Λ2 are diagonal matrices consisting of
the eigenvalues of A and GTG, respectively. Therefore, H11 can be diagonalized by FFT, i.e.,
H11 = F∗(2Λ21 + βΛ2)F.
Under the assumptions (1.8) and (1.2) it is easily obtained that
H−111 = F∗(2Λ21 + βΛ2)−1F.
Lemma 3.1. Let H11 and G be given in (1.11), and G being defined by (3.16). If the periodic boundary condition is imposed on the
image restoration, then under the assumptions (1.8) and (1.2) we have
∥βGH−111 GT∥2 ≤ 1, ∀β > 0.
Proof. From the assumptions (1.8) and (1.2), we have
βGH−111 G
T = GF∗

2
β
Λ21 + Λ2
−1
FGT = P∗ΛP,
where P = FGT andΛ = ( 2
β
Λ21 + Λ2)−1. So
PP∗ = FGTGF∗ = Λ2
and
λmax(P∗ΛPP∗ΛP) = λmax(ΛPP∗ΛPP∗) = λmax(ΛΛ2ΛΛ2) ≤ 1,
where λmax(·) denotes the largest eigenvalue of the corresponding matrix. Hence, it follows that
∥βGH−111 GT∥2 ≤ 1, ∀β > 0. 
Lemma 3.2. Let A,Λ ∈ Rm×m be symmetric positive semi-definitematrix and diagonalmatrix, respectively. Then the eigenvalues
of AΛ are reals. Moreover, if the diagonal entries of Λ are nonnegative, then all eigenvalues of AΛ are nonnegative too.
Proof. If λ ∈ C is an eigenvalue of AΛ and x ∈ Cm is a non-zero eigenvector corresponding to λ, then
AΛx = λx,
by multiplying (Λx)∗ from left on both sides of the above equation, we have
(Λx)∗A(Λx) = λx∗Λx.
Since A is positive semi-definite, the left side of the above equation is nonnegative, which implies that λ must be real. In
addition, if the diagonal entries ofΛ are nonnegative, then the eigenvalues of AΛ are nonnegative too. 
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By applying Lemma 3.2, we easily obtain that the eigenvalues of the matrix β2GH−111 GTH
−1
22 are all reals.
Now we consider the spectral radius of the matrix β2GH−111 GTH
−1
22 . From Lemma 3.1, we know that ∥βGH−111 GT∥2 ≤ 1. So
ρ(β2GH−111 G
TH−122 ) ≤ ∥β2GH−111 GTH−122 ∥2
≤ ∥βGH−111 GT∥2∥βH−122 ∥2
≤ ∥βH−122 ∥2.
As βH−122 = (I+ diag(ψ ′′(vi)))−1 and ψ ′′(vi) > 0, with the notation δ = max(1+ ψ ′′(vi))−1, we have
ρ(β2GH−111 G
TH−122 ) ≤ δ < 1. (3.17)
Since the eigenvalues of β2GH−111 GTH
−1
22 are non-negative, all eigenvalues of β
2GH−111 GTH
−1
22 lie in the interval [0, δ]. Hence
all eigenvalues of I− β2GH−111 GTH−122 lie in the interval [1− δ, 1].
In summary, we have the following theorem.
Theorem 3.1. The matrix HM−11 has at least n2 unit eigenvalues and a full system of n2 linearly independent eigenvectors
corresponding to these eigenvalues. The other eigenvalues of HM−11 lie in the interval
[1− δ, 1],
where δ = max(1+ ψ ′′(vi))−1.
For the preconditionerM2, the preconditioned matrix is
HM−12 =

I− β2H−111 GTH−122 G −β3H−111 GTH−122 GTH−111
0 I

.
So HM−12 has at least 2n2 unit eigenvalues, and the other eigenvalues are determined by the eigenvalues of the matrix
I − β2H−111 GTH−122 G. We know that all eigenvalues of β2GH−111 GTH−122 lie in the interval [0, δ]. Hence, all eigenvalues of
β2H−111 GTH
−1
22 G lie in the interval [0, δ]. The fact is precisely described in the following theorem.
Theorem 3.2. The matrix HM−12 has at least 2n2 unit eigenvalues and a full system of 2n2 linearly independent eigenvectors
corresponding to these eigenvalues. The other eigenvalues of HM−12 lie in the interval
[1− δ, 1],
where δ = max(1+ ψ ′′(vi))−1.
We note that other boundary conditions such as the reflective boundary condition can be imposed on image restoration.
The same conclusion can be obtained for the reflective boundary condition in half-quadratic image restoration with the
proposed preconditioners. However, for this case, A and GTG are Block–Toeplitz plus Hankel–Toeplitz plus Hankel–Block
matrices, so they can be diagonalized by the discrete cosine transformation (DCT) [9,13,15].
4. Numerical experiments
In this section, we present experimental results to illustrate the effectiveness of the preconditioning and the
corresponding PCG for solving the image restoration problem in which half-quadratic regularization is applied. All
experiments are implemented on a Personal Computer with 2G memory and CPU 3.14 GHz and all codes are written in
MATLAB. In our computations, the initial vector x is set to be the observed image and v is set to be a constant vector; and
the outer Newton iteration is stopped once the current residual satisfies the criteria
∥∇J(x(k), v(k))∥2
∥∇J(x(0), v(0))∥2 ≤ 10−6.
For comparison purpose, the recent modified block SSOR preconditioner proposed in [7] is considered. The matrix of the
first-order difference operator with size n-by-n is
Dn =

1 −1 0
0 1 −1
. . .
. . .
. . .
0 1 −1
−1 0 1
 ,
and the kernel of the sparse matrix GTG is the Laplacian kernel d = [0 − 1 0;−1 4 − 1; 0 − 1 0].
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Fig. 1. The original image ‘‘Cameraman’’ (left) and image ‘‘Mri’’ (right).
(a) Noisy blurred image. (b) Restored withM1 . (c) Restored withM2 .
Fig. 2. 1st experiment (a) ‘‘Cameraman’’ is blurred by a Gaussian blur with size 5-by-5 and a Gaussian white noise with σ = 0.001 is added; (b) the
restored images using the preconditionerM1; and (c)M2 .
Two images ‘‘Cameraman’’ and ‘‘Mri’’ with size 128-by-128 are used in our experiments, the original images are shown
in Fig. 1. Four experiments are completed. In the first experiment, ‘‘Cameraman’’ is blurred by a Gaussian blur with size
5-by-5 and then a Gaussian white noise with the standard deviation σ = 0.001 is added, the degraded image is shown in
Fig. 2(a). In the second experiment, ‘‘Cameraman’’ is blurred by an out-of-focus blur with size 5-by-5 and then a Gaussian
white noise with σ = 0.005 is added, the degraded image is shown in Fig. 3(a). In the third experiment, ‘‘Mri’’ is blurred
by an out-of-focus blur with size 5-by-5 and then a Gaussian white noise with σ = 0.001 is added, the degraded image is
shown in Fig. 4(a). In the fourth experiment, ‘‘Mri’’ is blurred by a Gaussian blur with size 5-by-5 and then a Gaussian white
noise with σ = 0.005 is added, the degraded image is shown in Fig. 5(a). The edge-preserving regularization function φ1
of (1.3) is applied in the image restoration. In the Newton method, the updating scheme is given by
x(k+1)
v(k+1)

=

x(k)
v(k)

+ dk,
and dk is the solution of the linear system
H(x(k), v(k))dk = −∇J˜(x(k), v(k)). (4.18)
The PCG method is applied to solve the linear system (4.18) with preconditioners discussed in Section 2. The recovered
images using preconditionersM1 andM2 are shown in Fig. 2(b) and (c), respectively, for the first experiment, and Fig. 3(b)
and (c), respectively, for the second experiment. The recovered images using preconditioners M1 and M2 are shown in
Fig. 4(b) and (c), respectively, for the third experiment; and Fig. 5(b) and (c), respectively, for the fourth experiment.
The computation results for the four experiments with preconditionersM1,M2 and SSOR preconditioner with ω = 1
are listed in Table 1, where we denote the number of the Newton iterations as ‘‘itnewton’’, the number of the PCG iterations
as ‘‘itpcg’’ and the PCG iteration number at the kth outer Newton iteration is shown in the kth row of the ‘‘itpcg’’ block, the
computing time required to solve the image restoration problems as ‘‘t ’’ in seconds. From Table 1, we can see that when the
linear system (4.18) is solved, the number of PCG iterations is not greater than 6 if the preconditionersM1 andM2 are applied
while it is greater than 80 if no preconditioners are applied, the latter number is about 13 times greater than the former. In
addition, the iterations take significantly less time when preconditioners are applied. We also find that the preconditioners
M1 andM2 have the same efficiency in the PCG method in terms of the iteration numbers and calculation times. We also
can see that the SSOR preconditioner [7] has the same numerical efficiency as theM1 andM2 preconditioners. But we note
that the SSOR preconditioner is constructed based on the SSOR iterationmethodwhileM1 andM2 are decomposition-based
block preconditioners. In addition, the analysis of the spectral properties in this paper is totally different from the discussion
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(a) Noisy blurred image. (b) Restored withM1 . (c) Restored withM2 .
Fig. 3. 2nd experiment (a) ‘‘Cameraman’’ is blurred by an out-of-focus blur with size 5-by-5 and a Gaussian white noise with σ = 0.005 is added; (b) the
restored images using preconditionerM1; and (c)M2 .
(a) Noisy blurred image. (b) Restored withM1 . (c) Restored withM2 .
Fig. 4. 3rd experiment (a) ‘‘Mri’’ is blurred by an out-of-focus blur with size 5-by-5 and a Gaussian white noise with σ = 0.001 is added ; (b) the restored
images using preconditionerM1; and (c)M2 .
(a) Noisy blurred image. (b) Restored withM1 . (c) Restored withM2 .
Fig. 5. 4th experiment (a) ‘‘Mri’’ is blurred by a Gaussian blur with size 5-by-5 and a Gaussian white noise with σ = 0.005 is added ; (b) the restored
images using preconditionerM1; and (c)M2 .
in [7]. Numerical implementations indicate that using the other regularization functions φ2(t)–φ5(t) in (1.4)–(1.7) leads to
similar numerical results.
We remark that the parameter β controls the balance between the data-fidelity term and the regularization term. If the
noise imposed on the original image is large, thenβ will be set large, whichwill put toomuch emphasis on the regularization
term and a relatively smooth solution will follow; if the noise is small, then β will be set small, which will put too much
emphasis on the data-fidelity term. In our numerical experiments, β is set as the standard deviation of the noise imposed
on the image.
Fig. 6 depicts the spectral distribution of the original coefficient matrix H and the preconditioned matrix HM−11 or
HM−12 for the first experiment when n = 32. We can see from this figure that the eigenvalues of the preconditioned
matrices are very clustered and close to one, so the proposed preconditioners are very effective. The numerical results of
this experiment show that the eigenvalues ofH lie in the interval [0.0047, 2.0000] and the condition number ofH is about
425. However, the eigenvalues ofM−11 H lie in the interval [0.7275, 1.0000] and the condition number ofM
−1
1 H is only
about 1.4. The value δ in Theorem 3.1 is 0.2725 by direct calculation in the experiment, and thus our estimated eigenvalue
interval to the preconditionedmatrix is exactly the same as the exact eigenvalue interval, i.e, it is [0.7275, 1.0000] too, which
shows that the theoretical results in Theorem 3.1 are significant. For other experiments, the numerical results for the spectra
of the preconditioned matrices are also consistent with the theoretical estimation given by Theorem 3.1.
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Table 1
The iteration numbers and CPU times for the four experiments
withM1 ,M2 and SSOR preconditioners.
Experiments 1st 2nd 3rd 4th
NoPre
itnewton 2 3 2 3
itpcg
253 88 253 81
742 150 754 149
– 149 – 150
t 74.9 30.7 88.5 31.1
WithPre (M1)
itnewton 2 3 2 3
itpcg
1 3 1 3
5 6 5 6
– 6 – 6
t 1.7 3.6 1.6 3.7
WithPre (M2)
itnewton 2 3 2 3
itpcg
2 3 2 3
5 5 5 6
– 6 – 6
t 1.7 3.2 1.7 3.2
WithPre (SSOR)
itnewton 2 3 2 3
itpcg
2 3 2 3
5 5 5 6
– 6 – 6
t 2.1 3.8 3.6 4.0
Fig. 6. The spectral distributions without preconditioner (upper) and with the preconditionersM1 (lower left) orM2 (lower right) (n = 32) for the first
experiment.
5. Concluding remarks
When theNewtonmethod is applied to solve the half-quadratic image restoration problem, a symmetric positive definite
linear system is yielded at each iteration step. In this paper, we have applied two decomposition-based preconditioners
in the PCG method to solve this linear system. Theoretical analysis shows that the eigenvectors corresponding to the
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unit eigenvalue are linearly independent and the eigenvalues of the preconditioned matrices locate in a nearly precise
region, and the upper bound is 1. The methods used to analyze the spectral distribution of the preconditioned matrix
and the correspondingly obtained spectral bounds are different from those in the literature. Numerical experiments have
demonstrated that the proposed preconditioners are effective for the half-quadratic image restoration problem.
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