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Symmetric tensors with
applications to Hilbert schemes
Roy Mikael Skjelnes
Department of Mathematics, KTH
Abstract. Let A[X]U be a fraction ring of the polynomial ring A[X] in the variable
X over a commutative ring A. We show that the Hilbert functor HilbnA[X]U/A
is rep-
resented by an affine scheme SymmnA(A[X]U ) given as the ring of symmetric tensors
of ⊗nAA[X]U . The universal family is given as Symm
n−1
A (A[X]U )×A Spec(A[X]U ).
§1. - Introduction.
The Hilbert functor HilbnOV,x parameterizing closed subschemes of a variety V ,
having finite length n and support in a fixed point x ∈ V , has been studied by
several authors in the last decades ([2], [3], [4], [6], [7], [8] and [13]). The main
interest have been on the classification of the set of k-rational points of HilbnOV,x .
The scheme structure on the parameter schemes was apparently neglected until
[13], where the Hilbert functor Hilbnk[X](X) parameterizing subschemes of the line
of finite length n and support in the origin, was described.
It was shown in [13] that the scheme representing the functor Hilbnk[X](X) is of
dimension n. Taking into account that the set of k-rational points of Hilbnk[X](X) is
trivial, the scheme structure on the parameter scheme was a surprise. The Hilbert
scheme parameterizing subschemes of the line, having finite length and support in
one point is not an algebraic scheme, that is a scheme which is not of finite type
over the base.
The motivation behind the present paper arose from the desire to better un-
derstand the techniques introduced in [13]. Instead of only consider finite length
subschemes of the line with support in a fixed point, we allow the subschemes to
have support in any given set.
Let A[X ]U be the fraction ring of the polynomial ring A[X ] in the variable X
over a base ring A, with respect to a multiplicatively closed subset U ⊆ A[X ]. We
study the contravariant functorHilbnA[X]U/A from the category of A-schemes to sets,
which sends an A-scheme T to the set of closed subschemes Z ⊆ T ×A Spec(A[X ]U)
such that the projection map p : Z → T is flat and where the global sections of the
fiber p−1(t) is of rank n for all points t ∈ T .
Our main result is Theorem (8.2), where we show thatHilbnA[X]U/A is represented
by the n-fold symmetric product SymmnA(A[X ]U) of Spec(A[X ]U). Thus we obtain
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a result which is similar to what is known for Hilbert schemes of points on smooth
projective curves [5], and similar with the results of B. Iversen about the n-fold
sections for smooth families of curves [9].
When studying the functor HilbnA[X]U/A the key problem is to determine those
monic polynomials F (X) in A[X ] such that the fraction map A[X ]/(F (X)) →
A[X ]U/(F (X)) is an isomorphism. A problem which is solved by the use of the
symmetric operators [13] of the polynomial ring A[X ] associated to F (X). We
define, Section (2.2), an A-algebra homomorphism uF from the ring of symmetric
tensors of ⊗nAA[X ] to A, which has the following property. For every f(X) in A[X ]
the residue class of f(X) modulo the ideal (F (X)) gives by multiplication an A-
linear endomorphism µF (f) on the free A-module A[X ]/(F (X)). In Theorem (2.4)
it is shown that uF (f(X)⊗ · · · ⊗ f(X)) = det(µF (f)).
Theorem (2.4) is the technical heart of the present paper and gives a nice re-
lation between the symmetric operators with the coefficients of the characteristic
polynomial of µF (f). A relation of the homomorphism uF to resultants is touched
upon in Section (3).
By studying the properties of such homomorphisms uF we classify in Section
(4), the set of ideals I ⊆ A[X ]U such that the residue ring A[X ]U/I is free as an
A-module.
We denote with ⊗
(n)
A A[X ] the ring of invariant tensors of ⊗
n
AA[X ] under the
standard action of the symmetric group in n-letters. In Section (5) we show that
the functor parameterizing ideals of A[X ]U such that the residue rings are free of
rank n as A-modules is represented by a fraction ring of ⊗
(n)
A A[X ]. A fraction
ring which we show in Section (6) is isomorphic to the ring of symmetric tensors
⊗
(n)
A A[X ]U .
Then finally we summarize the accumulated results in the main Theorem which
states that the n-fold symmetric product SymmnA(A[X ]U) represents the functor
HilbnA[X]U/A, and where the universal family is given as Symm
n−1
A (A[X ]U) ×A
Spec(A[X ]U).
As an application of our result we have that the Hilbert scheme of n-points
on the affine line A1A over SpecA is represented by the affine n-space A
n
A. Here
A is any commutative unitary ring. Furthermore we have that Hilb1A[X]U/A, the
Hilbert functor parameterizing 1 point on Spec(A[X ]U) is represented by the scheme
Spec(A[X ]U), [10]. In the case when the base ring A = k is a field, we have that the
ring of symmetric tensors of ⊗nkk[X ]U parameterizes the closed subschemes of the
line Spec(k[X ]) having length n and support in the subset of the line corresponding
to the prime ideals {P ⊂ k[X ] | P ∩ U = ∅}. In particular we recover the situation
considered in [13] where k[X ]U = k[X ](X) is the local ring of the maximal ideal
(X) ⊆ k[X ]. A more precise discussion of some applications of Theorem (8.2) is
given in the end of Section (8).
I thank D. Laksov for the help and assistance I have received during our many
discussion on the present subject. I thank S. A. Strømme for his comments and
remarks.
§2. - Symmetric operators on the polynomial ring.
Given a monic polynomial F (X) in A[X ] which has positive degree n. Then
the residue ring A[X ]/(F (X)) is a free A-module of rank n. Any element f(X) in
A[X ] gives by multiplication by the residue class of f(X) modulo the ideal (F (X)),
an A-linear endomorphism µF (f) on A[X ]/(F (X)). The goal of Section (2) is the
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construction of an A-algebra homomorphism uF : ⊗
(n)
A A[X ]→ A, where ⊗
(n)
A A[X ]
is the ring of symmetric functions, with the property that for any f(X) in A[X ] we
have that
uF (f(X)⊗ · · · ⊗ f(X)) = det(µF (f)).
2.1. The symmetric operators. We recall the symmetric operators which were
introduced in [13]. Let A[X ] denote the ring of polynomials in the variable X over a
commutative ring A. We write ⊗nAA[X ] for the tensor algebra A[X ]⊗A · · ·⊗AA[X ]
(n-copies of A[X ]). To every element f(X) in A[X ] we let f(Xi) = 1 ⊗ · · · ⊗ 1 ⊗
f(X)⊗1⊗· · ·⊗1 in ⊗nAA[X ], where the f(X) occurs at the i’th place. We identify
X = 1⊗ . . . 1⊗X in ⊗n+1A A[X ], and we consider ⊗
n+1
A A[X ] as the polynomial ring
in the variable X over ⊗nAA[X ].
To each element f(X) in A[X ] and for every positive integer n, we define the sym-
metric tensors s1,n(f(X)), . . . , sn,n(f(X)) by the following identity in ⊗
n+1
A A[X ].
(2.1.1)
∆n,f(X)(X) =
n∏
i=1
(X − f(Xi))
= Xn − s1,n(f(X))X
n−1 + · · ·+ (−1)nsn,n(f(X)).
We have that s1,n(X), . . . , sn,n(X) are the elementary symmetric functions in
X1, . . . , Xn. We denote the ring of symmetric tensors of ⊗
n
AA[X ], which is the
polynomial ring in the variables s1,n(X), . . . , sn,n(X) over A, by ⊗
(n)
A A[X ].
The element ∆n,f(X)(X) is a polynomial in the variable X , having coefficients in
the ring of symmetric functions ⊗
(n)
A A[X ]. Since ∆n,f(X)(X) is a monic polynomial
of degree n, we have that the residue ring
(2.1.2) Vn,f(X) =
(
⊗
(n)
A A[X ]⊗A A[X ]
)
/(∆n,f(X)(X))
is a free ⊗
(n)
A A[X ]-module of rank n.
2.2. The homomorphism uF . Let F (X) = X
n − u1X
n−1 + · · · + (−1)nun be
a monic polynomial in the polynomial ring A[X ]. There is a unique A-algebra
homomorphism
uF : ⊗
(n)
A A[X ]→ A
determined by uF (si,n(X)) = ui. The homomorphism uF gives A[X ] an ⊗
(n)
A A[X ]-
module structure and we have a natural identification
Vn,X ⊗⊗(n)
A
A[X]
A ∼= A[X ]/(F (X)).
Theorem 2.3. Let M be a quadratic matrix, having coefficients in a commutative
ring A. Assume that the characteristic polynomial PM (X) =
∏n
i=1(X − ai) of M
splits into linear factors over A. Then we have for any polynomial f(X) in A[X ]
that the matrix f(M) has characteristic polynomial Pf(M)(X) =
∏n
i=1(X − f(ai)).
Proof. The result is well known when A is a field. A proof of the Spectral Theorem
over general commutative rings is found in [14].
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Theorem 2.4. Let F (X) be a non-constant, monic polynomial in A[X ]. Denote
with n the degree of F (X). For any element f(X) in A[X ] we let µF (f) be the A-
linear endomorphism on A[X ]/(F (X)) given as multiplication by the residue class
of f(X) modulo the ideal (F (X)). We have that the characteristic polynomial of
µF (f) is
Xn − uF (s1,n(f(X)))X
n−1 + · · ·+ (−1)nuF (sn,n(f(X))).
In particular we have that uF (f(X)⊗ · · · ⊗ f(X)) is the determinant of µF (f).
Proof. For any f(X) in A[X ] we let µ(f) be the ⊗
(n)
A A[X ]-linear endomorphism on
Vn,X = ⊗
(n)
A A[X ]⊗AA[X ]/(∆n,X(X)) given as multiplication by the residue class of
f(X) in Vn,X . Let uF : ⊗
(n)
A A[X ]→ A be the A-algebra homomorphism determined
by F (X) in A[X ]. We have that the induced A-linear endomorphism µ(f)⊗ id on
Vn,X ⊗⊗(n)A A[X]
A ∼= A[X ]/(F (X)) is µF (f). Hence to prove our Theorem it suffices
to show that the endomorphism µ(f) has characteristic polynomial
(2.4.1) Xn − s1,n(f(X))X
n−1 + · · ·+ (−1)nsn,n(f(X)).
To show that µ(f) has characteristic polynomial (2.4.1) I claim that it is sufficient
to show that µ(X) has characteristic polynomial ∆n,X(X). Indeed, we have that
⊗
(n)
A A[X ] is a subring of ⊗
n
AA[X ]. Hence by ring extension, we consider µ(f) as an
⊗nAA[X ]-linear endomorphism on
(2.4.2) Vn,X ⊗⊗(n)A A[X]
⊗nAA[X ]
∼= ⊗n+1A A[X ]/(∆n,X(X)).
We have that that ∆n,X(X) =
∏n
i=1(X−Xi) splits into linear factors over ⊗
n
AA[X ].
Thus if µ(X) has characteristic polynomial ∆n,X(X) then it follows from Theorem
(2.3) that µ(f) has characteristic polynomial ∆n,f(X)(X) =
∏n
i=1(X − f(Xi)). We
have that ∆n,f(X)(X) written out in terms of symmetric functions is (2.4.1). Thus
what remains is to show that the endomorphism µ(X) on ⊗n+1A A[X ]/(∆n,X(X)
has characteristic polynomial ∆n,X(X).
Let xi be the residue class of X i modulo the ideal (∆n,X(X)) in ⊗
n+1
A A[X ].
We have that 1, x, . . . , xn−1 form a ⊗nAA[X ] basis for (2.4.2). The matrix M
representing the endomorphism µ(X), with respect to the given basis is easy to
describe and is called the companion matrix of ∆n,X(X). In general, if F (X) =
Xn−u1X
n−1−· · ·−un is a monic polynomial, then the companion matrix of F (X)
is the matrix
MF =


0 0 . . . 0 un
1 0
... un−1
0 1
. . .
...
...
...
. . . 0
...
0 · · · · · · 1 u1


.
Note that the matrix obtained by deleting first row and first column of MF , is the
companion matrix of G(X) = Xn−1 − u1X
n−2 − · · · − un−1. It follows readily by
induction on the size n of MF , that the determinant det(XI−MF ) = F (X). Thus
we get that the matrix M representing the endomorphism µ(X) with respect to
the basis 1, x, . . . , xn−1 has characteristic polynomial ∆n,X(X). We have proven
the Theorem.
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§3. - The Norm function and resultants.
We will use the notation from the preceding sections. Let ϕ : A → K be
an ring homomorphism. For any f(X) = amX
m + · · · + am in A[X ], we write
fϕ(X) = ϕ(am)X
m + · · · + ϕ(am) in K ⊗A A[X ] = K[X ]. Thus f
ϕ(X) is the
reduction of f(X) modulo the kernel of ϕ.
3.1. Definition. Given a monic polynomial F (X) in A[X ] which has positive
degree n. We define the Norm function NF : A[X ]→ A with respect to F (X), by
sending f(X) in A[X ] to
(3.1.1) NF (f(X)) := uF (f(X)⊗ · · · ⊗ f(X)),
where uF : ⊗
(n)
A A[X ] → A is the A-algebra homomorphism (2.2) determined by
F (X). Let µF (f) be the A-linear endomorphism on A[X ]/(F (X)) given as multi-
plication by the residue class of f(X) modulo the ideal (F (X)). By Theorem (2.4)
we have that NF (f) is the determinant of the endomorphism µF (f). We say that
NF (f(X)) is the norm of f(X) with respect to F (X).
Let ϕ : A→ K be an A-algebra homomorphism. If F (X) is a monic polynomial
of degree n in A[X ], then Fϕ(X) is a monic polynomial of degree n in K[X ].
Therefore Fϕ(X) determines a K-algebra homomorphism uFϕ : ⊗
(n)
K K[X ] → K.
We have the following relation between the norm function with respect to F (X)
and the norm function with respect to Fϕ(X).
Lemma 3.2. Let ϕ : A→ K be an A-algebra homomorphism. Let F (X) in A[X ]
be a monic polynomial of positive degree n. Then for all f(X) in A[X ] we have for
each i = 1, . . . , n that ϕ ◦ uF (si,n(f(X))) = uFϕ(si,n(f
ϕ(X))). In particular we
have that ϕ(NF (f(X))) = NFϕ(f
ϕ(X)).
Proof. The A-algebra homomorphism ϕ : A → K induces by base change a ho-
momorphism ϕˆ : ⊗
(n)
A A[X ] → ⊗
(n)
K K[X ], which maps si,n(f(X)) to si,n(f
ϕ(X))
for each i = 1, . . . , n and for each f(X) in A[X ]. Furthermore it is clear that
ϕ◦uF = uFϕ ◦ϕˆ. where uFϕ is the K-algebra homomorphism uFϕ : ⊗
(n)
K K[X ]→ K
determined by the monic polynomial Fϕ(X) ∈ K[X ]. We have proven the Lemma.
Proposition 3.3. Let P (X) and Q(X) be two monic polynomials in A[X ]. Let p
be the degree of P (X) and let q be the degree of Q(X). Assume that both p and q
are positive. Then we have that NP (Q(X)) = (−1)
pqNQ(P (X)).
Proof. Let Xi = 1 ⊗ · · · ⊗ 1 ⊗ X ⊗ 1 · · · ⊗ 1 in the ring ⊗
p+q
A A[X ], where the X
occurs at the i’th place. We consider the following product
(3.3.1) res(p, q) =
p∏
i=1
q∏
j=1
(Xi −Xp+j).
It follows from (3.3.1) that the product res(p, q) is symmetric in X1, . . . , Xp and
symmetric in Xp+1, . . . , Xp+q. Thus res(p, q) is an element of
(
⊗
(p)
A A[X ]
)
⊗A(
⊗
(q)
A A[X ]
)
. The monic polynomial P (X) in A[X ] determines an A-algebra homo-
morphism (2.2) uP : ⊗
(p)
A A[X ] → A. We let uˆP :
(
⊗
(p)
A A[X ]
)
⊗A
(
⊗
(q)
A A[X ]
)
→
⊗
(q)
A A[X ] be the induced map. Similarily we let uˆQ :
(
⊗
(p)
A A[X ]
)
⊗A
(
⊗
(q)
A A[X ]
)
→
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⊗
(p)
A A[X ] be the map induced by uQ : ⊗
(q)
A A[X ] → A. Clearly we have that
uP ◦ uˆQ = uQ ◦ uˆP .
For fixed i we have that
(3.3.2)
q∏
j=1
(Xi −Xp+j) = X
q
i − s1,q(X)X
q−1
i + · · ·+ (−1)
qsq,q(X).
It follows from (3.3.2) and the definition of the homomorphism uQ that uˆQ maps
res(p, q) to
∏p
i=1(Q(Xi)) = Q(X)⊗· · ·⊗Q(X) in ⊗
(p)
A A[X ]. Similarily we get that
res(q, p) = (−1)pq res(p, q) is mapped to
∏q
j=1 P (Xj) in ⊗
(q)
A A[X ] by uˆP . Thus we
have that
NP (Q(X)) = uP (Q(X)⊗ · · · ⊗Q(X)) = uP (uˆQ(res(p, q))
= uQ(uˆP (res(p, q))) = uQ(uˆP ((−1)
pq res(q, p)))
= (−1)pquQ(P (X)⊗ · · · ⊗ P (X)) = (−1)
pqNQ(P (X)),
proving our claim.
Remark. When A is a field we have that Proposition (3.3) is a well-known formula
for resultants.
Remark. The trick which we use in the proof of the Proposition is to consider
the product res(p, q) (3.3.1), which we found in [11] (Chapter IV, §8, the proof of
Proposition (8.3), pp. 202-203).
§4. - Residues of fraction rings.
In this section we investigate and describe ideals I in fraction rings A[X ]U , such
that the residue ring A[X ]U/I is a free A-module of rank n.
The key point is Theorem (4.2) below which generalizes the Main theorem of
[13] (Theorem (2.3), Assertions (4), (5) and (2)). In [13] A was an algebra defined
over some field k and the multiplicatively closed set U ⊆ A[X ] was the set of f(X)
in k[X ] such that f(0) 6= 0. Having established Theorem (4.2) the other results of
Section (4) follows, mutatis mutandis, from [13]. We have included proofs in order
to make the paper self contained.
4.1. Notation. We fix a ring A and a multiplicatively closed subset U ⊆ A[X ] of
the polynomial ring A[X ]. We write the fraction ring of A[X ] with respect to U as
A[X ]U .
Let ϕ : A→ K be an A-algebra homomorphism. We denote by Uϕ ⊆ K[X ] the
image of U ⊆ A[X ] under the induced map A[X ] → K[X ]. If f(X) is an element
in A[X ] we denote with fϕ(X) the polynomial in K[X ] obtained by applying ϕ to
the coefficients of f(X). We have that Uϕ ⊆ K[X ] is the set of polynomials fϕ(X)
where f(X) is in U ⊆ A[X ]
Theorem 4.2. Given a monic polynomial F (X) in A[X ] which has positive degree
n. Let U ⊆ A[X ] be a multiplicatively closed subset. The following three assertions
are equivalent.
(1) The canonical map A[X ]/(F (X))→ A[X ]U/(F (X)) is an isomorphism.
(2) The residue classes of 1, X, . . . , Xn−1 modulo F (X)A[X ]U form a basis for
the A-module A[X ]U/(F (X)).
(3) The norm NF (f(X)) with respect to F (X), is a unit in A for all f(X) in
U ⊆ A[X ].
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Proof. It is clear that the two first assertions are equivalent. We will show that
Assertion (1) is equivalent with Assertion (3). The fraction map A[X ]/(F (X))→
A[X ]U/(F (X)) is an isomorphism if and only if the class of f(X) in A[X ]/(F (X))
is invertible for all f(X) in the multiplicatively closed set U ⊆ A[X ]. The residue
class of f(X) modulo (F (X)) ⊆ A[X ] is invertible if and only if the endomorphism
µF (f) on A[X ]/(F (X)) given as multiplication by the residue class of f(X) is
invertible. By Theorem (2.4) we have that the determinant of the endomorphism
µF (f) is the norm NF (f(X)), and our claim follows.
Corollary 4.3. Let A be a local ring. Denote the residue field of A as K. As-
sume that the K-vector space A[X ]U/(F (X))⊗AK has a basis given by the residue
classes of 1, X, . . . , Xn−1. Then we have that the A-module A[X ]U/(F (X)) has
a basis given by the residue classes of 1, X, . . . , Xn−1. In particular we have that
A[X ]U/(F (X)) is a finitely generated A-module.
Proof. Let ϕ : A→ K be the residue class map. We have a canonical isomorphism
(4.3.1) A[X ]U/(F (X))⊗A K ∼= K[X ]Uϕ/(F
ϕ(X)).
By assumption we have that the residue classes of 1, X, . . . , Xn−1 is a K-basis
for (4.3.1). It then follows from Assertion (3) of Theorem (4.2) that the norm
NFϕ(f
ϕ(X)) with respect to Fϕ(X), is a unit in K for all fϕ(X) in Uϕ ⊆ K[X ].
Furthermore we have by Lemma (3.2) that NFϕ(f
ϕ(X)) = ϕ(NF (f(X))). Hence
NF (f(X)) is a unit in A for all f(X) in U ⊆ A[X ]. Now the claim follows by
Assertion (3) of Theorem (4.2).
Remark. It is not true that A-modules A[X ]U/(F (X)), with monic polynomials
F (X) ∈ A[X ], in general are finitely generated. For instance, let A = k[T ] be
the polynomial ring in the variable T over a field k. Let U ⊆ A[X ] be the set of
non-zero elements of A, thus U is the set of non-zero polynomials f(T ) in k[T ]. Let
F (X) = X − T , which is a monic polynomial in A[X ] of degree 1. We have that
A[X ]/(F (X)) = A, from which it follows that A[X ]U/(F (X)) = k(T ), the function
field of A = k[T ], clearly not finitely generated over A = k[T ].
Lemma 4.4. Let A = K be a field, and let U ⊆ K[X ] be a multiplicatively closed
subset. Let F (X) be a polynomial in K[X ]. Then we have that the K-vector
space K[X ]U/(F (X)) is generated by the residue classes of 1, X, . . . , X
n−1 modulo
F (X)K[X ]U , and where n is the degree of F (X).
Proof. Denote by xi the residue class of X i modulo the ideal F (X)K[X ]U . Taking
fraction commutes with taking quotients. Hence given f(X) in K[X ] it is clear that
the class of f(X) in K[X ]U/(F (X)) is in the span of 1, x, . . . , x
n−1. We must show
that given f(X) in U ⊆ K[X ] then f(x)−1, the residue class of f(X)−1 modulo
F (X)K[X ]U , can be written as a K-linear combination of 1, x, . . . , x
n−1.
Let f(X) be an element of U ⊆ K[X ], which we may assume to be irreducible.
Indeed, if f(X) is invertible in K[X ]U , then it follows that the irreducible factors of
f(X) are invertible in K[X ]U . Hence it suffices to show that the irreducible factors
of f(X) are in the K-linear span of 1, x, . . . , xn−1. Consequently we assume that
the ideal (f(X)) in K[X ] is maximal.
If F (X) is in the ideal (f(X)) then F (X) = f(X)G(X), where deg(G(X)) <
deg(F (X)). We have that G(X) and F (X) generate the same ideal inK[X ]U . Thus
by replacing F (X) by G(X), we may assume that F (X) is not in the ideal (f(X)).
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That is the ideals (F (X)) and (f(X)) are coprime. Hence there exist polynomials
h(X) and H(X) such that f(X)h(X) + F (X)H(X) = 1 in K[X ]. It then follows
that
h(X) + f(X)−1F (X)H(X) = f(X)−1,
in K[X ]U . From which we get that h(x) = f(x)
−1 in K[X ]U/(F (X)). The element
h(X) is in K[X ], hence its residue class f(x)−1 in K[X ]U/(F (X)), is in the span
of 1, x, . . . , xn−1. We have proven our claim.
Theorem 4.5. Given an ideal I ⊆ A[X ]U such that the residue ring A[X ]U/I is
a free A-module of rank n. Then there exists a unique monic polynomial F (X) in
A[X ] of degree n, whose image in A[X ]U generates the ideal I. In particular we
have that the canonical map A[X ]/(F (X))→ A[X ]U/I is an isomorphism
Proof. Let V = ⊕ni=1A. By assumption we have that V = A[X ]U/I as A-modules.
The A-module V is also an A[X ]-module by the natural map A[X ] → A[X ]U/I.
Thus the variable X is mapped to an A-linear endomorphism θ on V . Let F (X) =
Fθ(X) be the characteristic polynomial of the endomorphism θ.
By the Cayley-Hamilton Theorem (see e.g [11], XIV §3, Theorem (3.1), p. 561),
any endomorphism satisfies its characteristic polynomial. Hence we have that F (X)
is in the kernel of the natural map A[X ]→ A[X ]U/I. We have thus shown that
(4.5.1) A[X ]U/(F (X))→ A[X ]U/I
is surjective. We claim that the map (4.5.1) is an isomorphism of A-modules.
To show that (4.5.1) is an isomorphism of A-modules it is sufficient to show
(4.5.1) when A is a local ring. Let A be a local ring. Let ϕ : A → K be the
residue class map. Since the map in (4.5.1) is surjective it follows that the K-
vector space A[X ]U/(F (X))⊗AK is of dimension greater or equal to n, the rank of
A[X ]U/I. We have that A[X ]U/(F (X))⊗A K is isomorphic to K[X ]Uϕ/(F
ϕ(X)).
By Lemma (4.4) we have that the classes of 1, X, . . . , Xn−1 generate the K-vector
space A[X ]U/(F (X)) ⊗A K. Since the dimension of A[X ]U/(F (X)) ⊗A K is at
least n it follows that the dimension equals n. It then follows from Corollary (4.3)
that A[X ]U/(F (X)) is a free A-module where the classes of 1, X, . . . , X
n−1 form a
basis. Thus (4.5.1) is an isomorphism.
We have that the classes of 1, X, . . . , Xn−1 form a basis for the A-module
A[X ]U/(F (X)). It follows from Theorem (4.2) that A[X ]/(F (X)) is canonically
isomorphic to A[X ]U/(F (X)). We have proven the Theorem.
§5. - Parameterizing ideals of fraction rings.
In Section (5) we will extract the results from the preceding section and show
that there exist a ring parameterizing the set of ideals in A[X ]U such that the
residue ring is a free, rank n module over A.
5.1. The functor FnU . We fix a multiplicatively closed subset U ⊆ A[X ]. For
any A-algebra K we let FnU (K) denote the set of residue rings K ⊗A A[X ]U/I,
which are free and of rank n as K-modules. The map sending an A-algebra K to
the set FnU (K) becomes in a natural way a covariant functor from the category of
A-algebras to sets.
The A-valued points of FnU , that is the set F
n
U (A), correspond to residues of
A[X ]U which are free and of rank n as A-modules. We call F
n
U the functor parame-
terizing the free, rank n residues of A[X ]U . The goal of Section (5) is to show that
the functor FnU is representable.
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5.2. The construction of the universal objects. To a multiplicatively closed
subset U ⊆ A[X ] and a positive integer n, we define the multiplicatively closed
subset U(n) ⊆ ⊗
(n)
A A[X ] as
(5.2.1) U(n) = {f(X)⊗ · · · ⊗ f(X) | f(X) ∈ U ⊆ A[X ]}.
Let ξU : ⊗
(n)
A A[X ]→ (⊗
(n)
A A[X ])U(n) denote the fraction map. Recall (2.3.1) that
we have defined ∆n,X(X) = X
n − s1,n(X)X
n−1 + · · ·+ (−1)nsn,n(X) in the poly-
nomial ring in the variable X over the ring of symmetric functions ⊗
(n)
A A[X ]. We
denote by ∆ξn,X(X) the element in (⊗
(n)
A A[X ])U(n) ⊗A A[X ] obtained by applying
ξU to the coefficients of ∆n,X(X). Furthermore we define
(5.2.2)
V Un,X = Vn,X ⊗⊗(n)
A
A[X]
(⊗
(n)
A A[X ])U(n)
= (⊗
(n)
A A[X ])U(n) ⊗A A[X ]/(∆
ξ
n,X(X)).
We have that V Un,X is a free (⊗
(n)
A A[X ])U(n)-module of rank n. Note that V
U
n,X is
not an (⊗
(n)
A A[X ])U(n)-valued point of the functor F
n
U since V
U
n,X is not a residue
of (⊗
(n)
A A[X ])U(n) ⊗A A[X ]U , but only a residue of (⊗
(n)
A A[X ])U(n) ⊗A A[X ]. We
need to consider what happens with V Un,X when localized, as an A[X ]-algebra, in
the multiplicatively closed set U ⊆ A[X ].
Lemma 5.3. Let U ⊆ A[X ] be a multiplicatively closed subset. We have that the
fraction map of A[X ]-modules
V Un,X →
(
⊗
(n)
A A[X ]
)
U(n)
⊗A A[X ]U/(∆
ξU
n,X(X)),
obtained by localization with respect to U ⊆ A[X ], is an isomorphism.
Proof. Let f(X) be an element of A[X ]. Let µ(f) be the ⊗
(n)
A A[X ]-linear endo-
morphism on Vn,X , given as multiplication by the class of f(X) in Vn,X . It follows
by Theorem (2.4) with uF = id the identity morphism, that the determinant of
µ(f) is f(X) ⊗ · · · ⊗ f(X). We then have that the determinant of the induced
endomorphism µ(f) ⊗ id on V Un,X is ξU (f(X)⊗ · · · ⊗ f(X)). Thus for all f(X) in
U ⊆ A[X ], we have that the determinant of µ(f)⊗ id is a unit in (⊗
(n)
A A[X ])U(n).
That is, the class of f(X) in V Un,X is invertible, for all f(X) in U ⊆ A[X ]. It follows
that the fraction map of the Lemma is an isomorphism.
Theorem 5.4. Let U ⊆ A[X ] be a multiplicatively closed subset. For every positive
integer n we have that the functor FnU parameterizing free, rank n residues of A[X ]U ,
is represented by the A-algebra
(
⊗
(n)
A A[X ]
)
U(n)
. The universal element is given by
the residue ring V Un,X .
Proof. We have that V Un,X is a free F = (⊗
(n)
A A[X ])U(n)-module of rank n. It follows
by Lemma (5.3) that V Un,X is an element of the set F
n
U (F ). Consequently we have
a natural transformation Φ : HomA-alg(F,−) → F
n
U , which, for any A-algebra K,
sends an A-algebra homomorphism F → K to the free K-module V Un,X ⊗F K. We
need to show that Φ is an isomorphism.
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Let ϕ : A → K be an A-algebra homomorphism. Let I ⊆ K ⊗A A[X ]U be an
ideal such such that the residue ring K ⊗A A[X ]U/I is a free K-module of rank n.
We have that K⊗AA[X ]U ∼= K[X ]Uϕ , where U
ϕ ⊆ K[X ] is the image of U ⊆ A[X ]
by the homomorphism A[X ] → K[X ]. Hence it follows from Theorem (4.5) that
there exist a unique monic polynomial F (X) in K[X ] of degree n, such that the
image of F (X) in the fraction ring K[X ]Uϕ generates I. Moreover, we have that
the canonical fraction map
(5.4.1) K[X ]/(F (X))→ K[X ]Uϕ/(F (X)) = K ⊗A A[X ]U/I
is an isomorphism. Let F (X) = Xn − u1X
n−1 + . . . (−1)nun in K[X ].
We get by base change an A-algebra homomorphism ϕˆ : ⊗
(n)
A A[X ]→ ⊗
(n)
K K[X ],
where ϕ : A → K is the structure map. The coefficients of F (X) determine a
K-algebra homomorphism uF : ⊗
(n)
K K[X ] → K by uF (si,n(X)) = ui for each
i = 1, . . . , n. It is clear that the composite morphism ϕˆ ◦ uF is an A-algebra
homomorphism such that
Vn,X ⊗⊗(n)
A
A[X]
K = K[X ]/(F (X)).
We need to show that the composite map ϕˆ ◦ uF factors through the fraction ring
F of ⊗
(n)
A A[X ]. Since the fraction map of (5.4.1) is an isomorphism it follows by
Assertion (3) of Theorem (4.3), that NF (f
ϕ(X)) is a unit in K for all fϕ(X) ∈
Uϕ ⊆ K[X ]. It follows that the symmetric functions f(X)⊗· · ·⊗f(X) in ⊗
(n)
A A[X ]
for all f(X) ∈ U ⊆ A[X ], are mapped to units in K by the homomorphism ϕˆ ◦ uF .
By the universal property of the fraction ring F , the A-algebra homomorphism
ϕˆ ◦ uF factors through F .
Thus we have shown that for any A-algebra K, and to any element V in FnU (K)
there exist an A-algebra homomorphism F → K such that V = V Un,X ⊗F K.
To complete the proof of the Theorem we need to show that two different el-
ements in HomA-alg(F,K) correspond to two different elements in F
n
U (K). Let
ρ : F → K be an A-algebra homomorphism. Since F is a fraction ring of ⊗
(n)
A A[X ],
it follows that ρ is determined by its action on the elementary symmetric func-
tions s1,n(X), . . . , sn,n(X). Let G(X) = X
n − v1X
n−1 + · · · + (−1)nvn, where
vi = ρ(si,n(X)), for each i = 1, . . . , n. We have that that V
U
n,X ⊗F K is isomorphic
to K[X ]Uϕ/(G(X)), which by Theorem (4.5) is isomorphic to K[X ]/(G(X)). It is
clear that two polynomials F (X) and G(X) in K[X ] of degree n and with leading
coefficient 1, generate the same ideal if and only if F (X) = G(X). Hence it follows
that two different A-algebra homomorphisms F → K give two different ideals in
K ⊗A A[X ]U . We have proven the Theorem.
§6. - Symmetric products of fraction rings.
In the next two sections we study more in detail the ring (⊗
(n)
A A[X ])U(n) and
the ring V Un,X which together form the universal pair of Theorem (5.4).
In Section (6) we will show that the fraction ring (⊗
(n)
A A[X ])U(n) is canonically
isomorphic to the ring symmetric tensors of ⊗nAA[X ]U . In Section (7) we show that
V Un+1,X is isomorphic to (⊗
(n)
A A[X ])U(n) ⊗A A[X ]U .
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Proposition 6.1. Let K and L be two A-algebras. Let U ⊆ K and V ⊆ L be
multiplicatively closed subsets. Then we have for any K-module M and any L-
module N a canonical isomorphism of A-modules MU ⊗A NV ∼= (M ⊗A N)U·V ,
where U · V ⊆ K ⊗A L is the multiplicatively closed subset given as
U · V = {f ⊗ g | f ∈ U ⊆ K, g ∈ V ⊆ L}.
In particular we have that KU ⊗A LV ∼= (K ⊗A L)U·V .
Proof. We have by definition that MU =M ⊗K KU . Hence our claim follows if we
show that KU ⊗A LV ∼= (K ⊗A L)U·V .
We have a natural, well defined map K⊗AL→ KU⊗ALV , sending
∑m
i=1(fi⊗gi)
to
∑m
i=1((fi, 1)⊗ (gi, 1)). The map K ⊗A L→ KU ⊗A LV maps an element (u⊗ v)
in U · V to a unit in KU ⊗A LV . Hence by the universal property of fraction rings
we get a map
(6.1.1) (K ⊗A L)U·V → KU ⊗A LV .
The composite map K → K ⊗A L→ (K ⊗A L)U·V sends any element u in U ⊆ K
to the unit u⊗1 in (K⊗AL)U·V . Hence we get a natural A-algebra homomorphism
KU → (K ⊗A L)U·V . Similarily we get a map LV → (K ⊗A L)U·V . It follows from
the universal property of the tensor product that we have get a map KU ⊗A LV →
(K ⊗A L)U·V , easily seen to be the inverse of (6.1.1).
Lemma 6.2. Let U be a multiplicatively closed subset of a ring A, containing the
identity element. Assume that U is a subset of a multiplicatively closed set V , such
that for any element v in V there exist an element w in V such that vw is in U .
Then we have that AU is canonical isomorphic to AV .
Proof. We have by assumption that U ⊆ V . Hence there is a canonical map
AU → AV , which is easily seen to be both injective and surjective.
6.3. An action of the symmetric group. Let K be an A-algebra. The sym-
metric group of n-letters Sn acts on the tensor algebra ⊗
n
AK in a natural way.
If
∑m
j=1(⊗
n
i=1fi,j) is an element of ⊗
n
AK then an element σ in the group Sn acts
by σ(
∑m
j=1⊗
n
i=1fi,j) =
∑m
j=1(⊗
n
i=1fσ(i),j). The subring of symmetric tensors is
written as ⊗
(n)
A K.
Proposition 6.4. Let K be an A-algebra, and let U ⊆ K be a multiplicatively
closed set. For every positive integer n we define U(n) ⊆ ⊗
(n)
A K as the multiplica-
tively closed set U(n) = {f ⊗ · · · ⊗ f | f ∈ U ⊆ K}. Then we have a canonical
isomorphism ⊗
(n)
A KU
∼=
(
⊗
(n)
A K
)
U(n)
. In particular we have that
(⊗
(n)
A A[X ])U(n)
∼= ⊗
(n)
A A[X ]U .
Proof. We define the multiplicatively closed set Un ⊆ ⊗nAK by
Un = {f1 ⊗ · · · ⊗ fn | fi ∈ U ⊆ K, for i = 1, . . . , n.}
It follows by repeated use of Proposition (6.1) that we have a canonical isomorphism
⊗nAKU
∼= (⊗nAK)Un . We have that ⊗
(n)
A KU is the ring of invariants of ⊗
n
AKU .
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We will show that the ring of invariants of (⊗nAK)Un is (⊗
(n)
A K)U(n). Let U
S =
Un ∩ (⊗
(n)
A K).
Recall ([1], Exercise 12, p. 68) that if G is a finite group acting on a ring B,
such that G(U) ⊆ U for a multiplicatively closed set U ⊆ B. Then we have that
BGUG
∼= (BU )
G, where UG = U ∩BG
Hence we have that the ring of invariants of (⊗nAK)Un is (⊗
(n)
A K)US . Clearly we
have U(n) ⊆ US. Our Proposition is proven if we show that the ring of invariants
of (⊗nAK)Un is isomorphic to (⊗
(n)
A K)US . By Lemma (6.2) it suffices to show that
for any element f ∈ US, there is an element H in US such that the product is in
U(n). Let f1 ⊗ · · · ⊗ fn be an element of U
S ⊆ Un. We have that
(6.4.1)
n∏
i=1
fi ⊗ · · · ⊗ fi =
(
f1 ⊗ · · · ⊗ fn
)
H,
for some H in ⊗nAK. We have that H is in U
n, and we have that the product (6.4.1)
is in U(n). Since the product (6.4.1) is symmetric and the element f1 ⊗ · · · ⊗ fn
is symmetric by assumption, it follows that H is in US. We have proven the
Proposition.
§7. The addition map.
In Section (7) we show first that ⊗
(n)
A A[X ] ⊗A A[X ] is isomorphic to Vn+1,X .
Thereafter we show that the isomorphism of V Un+1,X and (⊗
(n)
A A[X ])U(n)⊗AA[X ]U
follows by localization.
7.1. Definition. We have that ⊗
(n)
A A[X ] is the polynomial ring over A in the
elementary symmetric functions s1,n(X), . . . , sn,n(X) in the variables X1, . . . , Xn.
An A-algebra homomorphism from ⊗
(n)
A A[X ] to an A-algebra K is determined
by its action on s1,n(X), . . . , sn,n(X). For every positive integer n we define the
addition map
(7.1.1) an : ⊗
(n)
A A[X ]→ ⊗
(n−1)
A A[X ]⊗A A[X ],
by sending si,n(X) to si,n−1(X) + si−1,n−1(X)X for every i = 1, . . . , n. As a
convention we let s0,n(X) = 1 and sn,n−1(X) = 0 for all n, and we set ⊗
(0)
A A[X ] =
A. We denote with
aˆn : ⊗
(n)
A A[X ]⊗A A[X ]→ ⊗
(n−1)
A A[X ]⊗A A[X ]
the A[X ]-algebra induced by the addition map.
Lemma 7.2. For all positive integers n we define the A[X ]-algebra homomorphism
pn : ⊗
(n−1)
A A[X ]⊗A A[X ]→ ⊗
(n)
A A[X ]⊗A A[X ]
recursively by pn(si,n−1(X)) = si,n(X) − pn(si−1,n−1(X))X for i = 1, . . . , n and
where pn(s0,n−1(X)) = pn(1) = 1. Then the following three assertions hold.
(1) We have that the composite map pn ◦ aˆn is the identity map.
(2) We have that aˆn ◦ pn(si,n−1(X)) = si,n−1(X) for all i = 1, . . . , n− 1.
(3) The kernel of aˆn is generated by ∆n,X(X) =
∏n
i=1(X −Xi).
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Proof. We first prove Assertion (1). It is enough to show that pn ◦ aˆn is the identity
on the elementary symmetric functions s1,n(X), . . . , sn,n(X). For each i = 1, . . . , n
we have that
pn ◦ aˆn(si,n(X)) = pn
(
si,n−1(X)
)
+ pn
(
si−1,n−1(X)X
)
= si,n(X)− pn(si−1,n−1(X)X) + pn(si−1,n−1(X)X)
= si,n(X).
We have proved the first Assertion. The second Assertion is proven by induction
on i. For i = 1 we get by definition that aˆn ◦ pn(s1,n−1(X)) = aˆn(s1,n(X)−X) =
s1,n−1(X). Assume as the induction hypothesis that aˆn◦pn(si,n−1(X)) = si,n−1(X)
for i ≥ 1. We then get that
aˆn ◦ pn(si+1,n−1(X)) = aˆn
(
si+1,n(X)− pn(si,n−1(X)X)
)
= si+1,n−1(X) + si,n−1(X)X − aˆn ◦ pn(si,n−1(X)X)
= si+1,n−1(X).
Thus we have proven Assertion (2). To prove the last Assertion we first show that
∆n,X(X) is in the kernel of aˆn. We have that
(7.2.1)
aˆn(∆n,X(X)) = X
n +
n∑
i=1
(−1)iaˆn(si,n(X)X
n−i)
= Xn +
n∑
i=1
(−1)i
(
si,n−1(X) + si−1,n−1(X)X
)
Xn−i
By definition we have that s0,n−1(X) = 1 and that sn,n−1(X) = 0. Thus it follows
from (7.2.1) that ∆n,X(X) is in the kernel of aˆn. By Assertion (1) we have that
aˆn ◦ pn is the identity. Since ∆n,X(X) is in the kernel of aˆn we get an induced
homomorphism
(7.2.2) pˆn :
(
⊗
(n−1)
A A[X ]
)
⊗A A[X ]→ Vn,X ,
where Vn,X = ⊗
(n)
A A[X ] ⊗A A[X ]/(∆n,X(X)). We have that aˆn ◦ pˆn is the iden-
tity map. In particular aˆn is surjective. Our claim follows if we prove that
the map pˆn is surjective. The A[X ]-algebra Vn,X is generated by the classes of
s1,n(X), . . . , sn,n(X). It follows from Assertion (2) that we only need to show that
the class of sn,n(X) in Vn,X is in the image of pˆn. However we have that
Xn + s1,n(X)X
n−1 + · · ·+ (−1)n−1sn−1,n(X)X = (−1)
n−1sn,n(X)
in Vn,X . Hence we have that pˆn is surjective. We have proven the Lemma.
Lemma 7.3. Let n be a positive integer. For all integers i = 1, . . . , n and for all
f(X) in A[X ] we have that that the homomorphism an sends the element si,n(f(X))
in ⊗
(n)
A A[X ] to si,n−1(f(X))+si−1,n−1(f(X))f(X) in ⊗
(n−1)XS
A A[X ]⊗AA[X ]. In
particular we have that f(X)⊗ · · · ⊗ f(X) in ⊗
(n)
A A[X ] is mapped to
an(f(X)⊗ · · · ⊗ f(X)) = (f(X)⊗ · · · ⊗ f(X))⊗ f(X)
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.
Proof. We have a natural identification ι : ⊗nAA[X ] → ⊗
n−1
A A[X ] ⊗A A[X ] which
sends Xi to Xi when i = 1, . . . , n−1 and Xn to X . For every i = 1, . . . , n we have
that
(7.3.1)
si,n(X) =
∑
0<k1<···<ki<n+1
Xk1 · · ·Xki
=
∑
0<k1<···<ki<n
Xk1 · · ·Xki +
∑
0<k1<···<ki−1<n
Xk1 · · ·Xki−1Xn
= si,n−1(X) + si−1,n−1(X)Xn.
It follows from (7.3.1) that ι(si,n(f(X))) = si,n−1(f(X)) + si−1,n−1(f(X))f(X).
From the definition of the addition map and (7.3.1) we have that the restriction of
ι to the subring ⊗
(n)
A A[X ] ⊆ ⊗
n
AA[X ] coincides with an, and our claim follows.
Recall that we defined (5.2.2) the ring V Un,X as the localization of the ⊗
(n)
A A[X ]-
algebra Vn,X with respect to the multiplicatively closed subset U(n) ⊆ ⊗
(n)
A A[X ].
We saw in Proposition (6.4) that the fraction ring (⊗
(n)
A A[X ])U(n) was naturally
identified with the ring of symmetric tensors ⊗
(n)
A A[X ]U . In the next Proposition
we show a similar behavior for V Un,X .
Proposition 7.4. Let U ⊆ A[X ] be a multiplicatively closed subset. We have that
the addition map an : ⊗
(n)
A A[X ]→ ⊗
(n−1)
A A[X ]⊗A A[X ] induces an isomorphism
V Un,X
∼=
(
⊗
(n−1)
A A[X ]U
)
⊗A A[X ]U .
Proof. The homomorphism aˆn : ⊗
(n)
A A[X ] ⊗A A[X ] → ⊗
(n−1)
A A[X ] ⊗A A[X ] is
surjective by Assertion (1) of Lemma (7.2). By Assertion (3) of Lemma (7.2) the
kernel of aˆn is generated by ∆n,X(X). Thus we have that the addition map induces
an isomorphism
(7.4.1) Vn,X ∼= (⊗
(n−1)
A A[X ])⊗A A[X ].
When we localize the ⊗
(n)
A A[X ]-module Vn,X with respect to the multiplicatively
closed subset U(n) ⊆ ⊗
(n)
A A[X ] we get by definition V
U
n,X . Consequently the proof
of the Proposition will be complete when we show that tensoring the right term in
(7.4.1) with
(
⊗
(n)
A A[X ]
)
U(n)
gives (⊗
(n−1)
A A[X ]U
)
⊗A A[X ]U .
Let W ⊆ B = ⊗
(n−1)
A A[X ]⊗A A[X ] be the multiplicatively closed set
W = {(f(X)⊗ · · · ⊗ f(X))⊗ f(X) | f(X) ∈ U ⊆ A[X ]}.
It follows from Lemma (7.3) that W is the image of the multiplicatively closed
subset U(n) ⊆ ⊗
(n)
A A[X ] by the addition map an : ⊗
(n)
A A[X ]→ B. Hence we have
that B ⊗
⊗
(n)
A A[X]
(
⊗
(n)
A A[X ]
)
U(n)
= BW . Furthermore we have by Proposition
(6.4) that ⊗
(n−1)
A A[X ]U is the fraction ring of ⊗
(n−1)
A A[X ] with respect to the
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multiplicatively closed subset U(n− 1). It then follows from Proposition (6.1) that
we have
(⊗
(n−1)
A A[X ]U)⊗A A[X ]U
∼= (⊗
(n−1)
A A[X ]⊗A A[X ])U(n−1)·U ,
where U(n− 1) ·U = {F (X)⊗ g(X) | F (X) ∈ U(n− 1), g(X) ∈ U}. It is clear that
we have W ⊆ U(n − 1) · U . Hence to prove the Proposition it is by Lemma (6.2)
sufficient to show that for any f in U(n− 1) ·U there is g in U(n− 1) ·U such that
the product is contained in W .
Given F (X)⊗g(X) in U(n−1)·U , where F (X) = f(X)⊗· · ·⊗f(X) is in U(n−1),
and where g(X) is in U . In the ring B we have the element g(X)⊗· · ·⊗g(X)⊗f(X),
easily seen to be in U(n− 1) · U . We have that
(
F (X)⊗ g(X)
)
·
(
g(X)⊗ · · · ⊗ g(X)⊗ f(X)
)
f(X)g(X)⊗ · · · ⊗ f(X)g(X),
which is an element of W . We have proven the Proposition.
Remark. B. Iversen defines (See [9], page 3, Section (1.4)) for any flat A-module
C a canonical map
⊗
(n+m)
A C →
(
⊗
(n)
A C
)
⊗A
(
⊗
(m)
A C
)
,
which sends (x1 ⊗ · · · ⊗ xn+m) to (x1 ⊗ · · · ⊗ xm) ⊗ (xm+1 ⊗ · · · ⊗ xn+m). When
applied to our situation with C = A[X ], and m = 1, we have a map ⊗
(n+1)
A A[X ]→
⊗
(n)
A A[X ]⊗AA[X ]. It follows from Lemma (7.3) that when applied to our situation
then our addition map an+1 coincides with the canonical map of B. Iversen.
§8. - Application to Hilbert schemes.
8.1. The Hilbert functor of points. Let A be a commutative ring. For any
A-algebra A → K we define the Hilbert functor HilbnK/A of n-points on Spec(K)
as the contravariant functor from the category of A-schemes to sets, mapping an
A-scheme T → Spec(A) to the set
HilbnK/A(T ) =


Closed subschemes Z ⊆ T ×A Spec(K) such that
the projection map p : Z → T is flat and where
the global sections of p−1(t) is of dimension n as
a κ(t)-vector space, for all points t ∈ T.


We call HilbnK/A the Hilbert functor of n-points on Spec(K). In those cases
when the functor HilbnK/A is representable we call the representing scheme the
Hilbert scheme of n-points on Spec(K).
If K is an A-algebra, we have the A-algebra of symmetric tensors ⊗
(n)
A K. We
define the A-scheme
SymmnA(K) = Spec(⊗
(n)
A K).
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Theorem 8.2. Let U ⊆ A[X ] be a multiplicatively closed subset of the polynomial
ring in the variable X over a ring A. Let n be a fixed positive integer. Then we have
that the A-scheme SymmnA(A[X ]U)→ Spec(A) represents the functor Hilb
n
A[X]U/A
.
The universal family is given as
Symmn−1A (A[X ]U)×A Spec(A[X ]U)→ Symm
n
A(A[X ]U).
Proof. First we show that Symmn−1A (A[X ]U) ×A Spec(A[X ]U) is an element of
HilbnA[X]U/A(Symm
n
A(A[X ]U)). By Proposition (7.4) we have that the coordinate
ring of Symmn−1A (A[X ]U)×ASpec(A[X ]U) is isomorphic to V
U
n,X . As a consequence
of Theorem (5.3) we have that V Un,X is a free, rank n residue of (⊗
(n)
A A[X ])U(n)⊗A
A[X ]U . Finally we have by Proposition (6.4) that (⊗
(n)
A A[X ])U(n)
∼= ⊗
(n)
A A[X ]U .
Thus we have that Symm
(n−1)
A (A[X ]U)×ASpec(A[X ]U) is a Symm
n
A(A[X ]U)-valued
point of the Hilbert functor of n-points on A[X ]U .
The next step in the proof is to show that the induced natural transformation
of functors Hom(−, SymmnA(A[X ]U)) → Hilb
n
A[X]U/A is an isomorphism. Given a
A-scheme T and let Z be a T -valued point of HilbnA[X]U/A. Let Spec(K) ⊆ T
be an open affine subscheme. Let ϕ : A → K be the A-algebra homomorphism
corresponding to the structure map Spec(K) → Spec(A). Let the inverse image
Z ×T Spec(K) be given by the ideal I ⊆ K ⊗A A[X ]U .
We have that K ⊗A A[X ]U ∼= K[X ]Uϕ, where U
ϕ ⊆ K[X ] is the image of the
multiplicatively closed set U ⊆ A[X ] under the induced map A[X ]→ K[X ]. Hence
the K-algebra K ⊗A A[X ]U is essentially of finite type. By assumption we have
that the K-module M = K ⊗A A[X ]U/I is a flat K-module such that for each
prime ideal P in K we have that the κ(P ) = KP /PKP -vector space M ⊗κ(P ) is of
dimension n. It follows (see [12], Theorem (3.5)) thatM is locally a free K-module.
By possibly shrinking the open set Spec(K) ⊆ T , we may assume that M is a free
K-module of rank n.
We have that there exist a covering {Ui}i∈I of T , where Ui ⊆ T is open and
affine, such that for every i ∈ I we have that pi∗(OZ×TUi) is a free OUi -module of
rank n. Here pi : Ui×T Z → Ui is the projection map. It follows by Theorem (6.3)
that there exist a unique A-morphism fi : Ui → Symm
n
A(A[X ]U) such that
(8.2.1) Ui ×T Z ∼= Ui ×SymmnA(A[X]U ) Symm
n−1
A (A[X ]U)×A Spec(A[X ]U),
for every i ∈ I. It follows from the uniqueness of the morphisms fi that they glue
together and give a unique morphism fZ : T → Symm
n
A(A[X ]U) such that the ele-
ment Z ∈ HilbnA[X]U/A(T ) is the pull-back of Symm
(n−1)
A (A[X ]U)×A Spec(A[X ]U)
by the morphism fZ . We have proven the Theorem.
Remark. Given a projective morphism C → S, where we fix an embedding of C in
some projective N -space PNS over S. Consider now only S-schemes that are locally
noetherian. From A. Grothendiecks general theory of Hilbert functors, we have
that HilbnC/S is representable (and in fact projective) [5]. In the special case when
C → S is projective, smooth and of relative dimension 1 over S, it was remarked
(see [5], p. 275) that the Hilbert functor HilbnC/S is represented by Symm
n
S(C).
SYMMETRIC TENSORS WITH APPLICATIONS TO HILBERT SCHEMES 17
Remark. A comparison with B. Iversens theory of n-fold sections. Let
C → S be a flat morphism of schemes. If T → S is a morphism of schemes then
an n-fold section of C over T is a closed subscheme Z ⊆ T ×S C such that the
projection map Z → T is finite, flat and of rank n. We denote with FnC/S(T ) the
set of n-fold sections of C over T . It is clear that we have a contravariant functor
FnC/S from the category of S-schemes to sets, [9].
We will compare the functor FnC/S with the Hilbert functor Hilb
n
K/A in the spe-
cific situation when C = Spec(K) and S = Spec(A). It is clear that FnSpec(K)/ Spec(A)
is a subfunctor of HilbnK/A.
I will show, by repeating an argument given in the proof of the Theorem,
that when K is a flat A-algebra, essentially of finite type, then the two functors
FnSpec(K)/ Spec(A) and Hilb
n
K/A are naturally identified. Note that if Z is a T -valued
point of HilbnK/A then it is not obvious that the projection map Z → T is finite.
Let Spec(R) be an open subscheme of anA-scheme T . Let Z be an T -valued point
of HilbnK/A. We have that Z is a closed subscheme of T ×A Spec(K), hence ZR =
Z ×T Spec(R) is a closed subscheme of Spec(R)×A Spec(K). Let ZR = Spec(M).
It follows from the definition of the Hilbert functor HilbnK/A that M is a flat R-
module such that for all prime ideal P in R we have that the κ(P ) = RP /PRP -
vector space M ⊗R κ(P ) is of dimension n. Since K is essentially of finite type
over A, it follows that M is essentially of finite type over R. Hence it follows ([12],
Theorem (3.5)), that M is locally free over R. The rank of M as an R-module is
clearly n, and consequently the T -valued point Z of HilbnK/A is a T -valued point of
FnSpec(K)/ Spec(A).
We thus have two functors FnC/S and Hilb
n
K/A that are equal when K is a flat
A-algebra, essentially of finite type. In particular the functors are equal when
K = A[X ]U , a fraction ring of the polynomial ring in the variable X over A. It
is therefore natural to compare the results of [9] with the ones have in the present
paper. In particular there are two results that are closely related to the Main
Theorem of the present paper.
One of the results which B. Iversen shows ([9], Theorem (3.4), p. 26) is the
following.
Let C → S be a flat and finite morphism of schemes such that for all points
s ∈ S, any finite set of points of the fiber over s is contained in an open affine
subset of C, whose image by C → S is contained in an open affine of S ([9], page
21, Section (1.1)). If the canonical map Symm
(n−1)
S (C) ×S C → Symm
(n)
S (C) is
finite, flat and of rank n, then the functor FnC/S is represented by Symm
(n)
S (C) and
where the universal family is Symm
(n−1)
S (C) ×S C. The canonical map is the one
we discussed in the Remark of Section (7) in the present paper.
Hence, modulo the result (Theorem (3.4)) of B. Iversen, we could have short-
ened our proof of Theorem (8.2). Because to prove the statement of Theorem
(8.2) it would be sufficient to show that SymmnA(A[X ]U) ×A Spec(A[X ]U) is an
SymmnA(A[X ]U)-valued point of Hilb
n
A[X]U/A
.
The other result of [9] (Proposition (4.1), p. 29), which I want to mention is
the case when C → S is a flat family of smooth curves (and where S is locally
noetherian). With these extra assumptions B. Iversen shows that the canonical
map Symm
(n−1)
S (C) ×S C → Symm
(n)
S (C) is finite, flat and of rank n. In other
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words the functor FnC/S is represented by Symm
(n)
S (C).
Comparing with our situation we have that the homomorphism Spec(A[X ]U)→
Spec(A) is smooth, but the fibers are not necessarily of finite type, hence neither
curves. When S = Spec(A) is noetherian and A[X ]U is finitely generated as an A-
algebra, or equivalently that Spec(A[X ]U) is an basic open subset of Spec(A[X ]),
then our Theorem (8.2) is a consequence of [9] (Proposition (4.1), p. 29).
8.3. Example I: The Hilbert scheme of points on the affine line. When
U = {1} ⊆ A[X ] is the trivial subset we have that Spec(A[X ]U) = A
1
A is the affine
line over A. The Hilbert scheme of n-points on A1A is given as Spec(⊗
(n)
A A[X ]).
The ring of symmetric functions ⊗
(n)
A A[X ] is the polynomial ring in n-variables over
A. Thus the parameterizing scheme SymmnA(A[X ]) is simply the affine n-space A
n
A
over A. Note that the only assumptions on the base ring A is that A is commutative
and unitary.
8.4. Example II: The Hilbert scheme of points on open subsets of the
line. Let the multiplicatively closed subset U be given by multiples of one element
f in A[X ], that is U = {fm}m≥0. Then Spec(A[X ]U) is an basic open (possibly
empty) subscheme of A1A, the affine line over A.
The Hilbert scheme of n-points on Spec(A[X ]U) is given as the spectrum of
(⊗
(n)
A A[X ])U(n), where U(n) = {(f ⊗ · · · ⊗ f)
m}m≥0. Hence we have that the
Hilbert functor of n-points on an basic open subscheme of the line is represented
by an open subscheme of the Hilbert scheme of n-points on the line.
8.5. Example III: The Hilbert scheme parameterizing finite length sub-
schemes of the line with support at the origin. Let the base ring A = k
be a field, and let U ⊆ k[X ] be the set of polynomials f(X) such that f(0) 6= 0.
Thus k[X ]U = k[X ](X) is the local ring of the origin on the line, and the functor
Hilbnk[X](X)/k parameterizes the length n subschemes of Spec(k[X ](X)). There is
only one closed subscheme of Spec(k[X ](X)) of length n, namely the scheme given
by the ideal (Xn) ⊆ k[X ](X). A situation which was studied in detail in [13].
8.6. Example IV: A Hilbert scheme without rational points. Assume that
the base ring A is an integral domain. Let U ⊆ A[X ] be the set of non-zero
polynomials. We have that A[X ]U = A(X), the field of fractions of A[X ]. We have
that SymmnA(A(X)) represents the Hilbert functor of n-points on Spec(A(X)). Note
that Spec(A(X)) is just a point and that there exist no non-trivial subschemes of
Spec(A(X)). Consequently the Hilbert scheme of n-points on Spec(A(X)) has no
A-valued points. In particular if A = k is a field, we have that the Hilbert scheme
of n-points on Spec(k(X)) has no k-rational points.
We will show that the parameterizing scheme Symmnk (k(X)) is of dimension
(n− 1) when the base ring A = k is a field.
We have that the coordinate ring is, Proposition (6.4), (⊗
(n)
k k[X ])U(n), where
U(n) is the set of products of the form f(X)⊗· · ·⊗f(X), with non-zero polynomials
f(X) ∈ k[X ].
The ring of symmetric functions ⊗
(n)
k k[X ] is the polynomial ring in the variables
s1,n(X), . . . , sn,n(X), and is consequently of dimension n. It is clear that to any
maximal ideal P in ⊗
(n)
k k[X ], we can find an element of the form f(X)⊗· · ·⊗f(X),
with f(X) 6= 0, in P . Thus the extension of the maximal ideals in ⊗
(n)
k k[X ], in
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the fraction ring (⊗
(n)
k k[X ])U(n) becomes the whole ring. A phenomena which we
expected since the parameterizing scheme Symmnk (k(X)) has no k-rational points.
We have that all the maximal ideals of ⊗
(n)
k k[X ] meets the set U(n). It follows
that we the dimension of (⊗
(n)
k k[X ])U(n) is at most n − 1. Next we note that if
G(X1, . . . , Xn) is an irreducible polynomial in the variables X1, . . . , Xn, which is
symmetric, then G(X1, . . . , Xn) correspond to a height 1 prime ideal in ⊗
(n)
k k[X ]
which does not meet U(n). If n > 1 clearly such functions exist. The elementary
symmetric functions s1,n(X), . . . , sn−1,n(X) are examples of such. Thus we have
that the ideal P generated by s1,n(X), . . . , sn−1,n(X) does not meet U(n). Conse-
quently the extension of P in the fraction ring (⊗
(n)
k k[X ])U(n) correspond to a prime
ideal. We have that the localization of ⊗
(n)
k k[X ] in P is a local ring of dimension
(n − 1). Since (n − 1) was an upper bound for the dimension of the fraction ring
(⊗
(n)
k k[X ])U(n), it follows that (n− 1) is the dimension of Symm
n
k (k(X)).
It may be surprising that we need a (n− 1) dimensional scheme to parameterize
the empty set of closed subschemes of Spec(k(X)) of finite length.
8.7. Example V: Hilbert schemes of one point. Let the fixed integer n = 1.
For any multiplicatively closed subset U ⊆ A[X ] we have that Symm1A(A[X ]U) =
Spec(A[X ]U). Hence the scheme Spec(A[X ]U) itself is the Hilbert scheme of one
point on Spec(A[X ]U). See also [10] (Corollary (2.3) of Proposition (2.2), p. 109)
where S.L. Kleiman proves that for any S-scheme X the functor Hilb1X/S is repre-
sented by the scheme X , and where the universal family is given by the diagonal
in X ×S X .
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