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Over these years, rapid development of bandwidth consuming applications has 
pushed the existing network infrastructure to the limit particularly in the access layer. 
There has been many development of high speed protocols to meet the demands but the 
existing physical medium, which consists of copper-based network, do not have the 
capabilities to support these protocols. Thus, the problem still exist and as time goes by, 
more and more demand and the use of high bandwidth applications have really clogged 
the access line. This problem is referred to as the access network bottleneck problem. 
In addressing the access network bottleneck problem, Fiber-To-The-Home 
(FTTH) technology has been introduced in the local loop, taking advantage of optical 
fibers huge bandwidth. However, there is still one obstacle, which has been generally 
overlooked, which is, providing protection to the access line. The fiber optics access 
mainly consists of a single fiber running upstream and a single fiber running 
downstream. If a protection path were to be created, the network provider would have to 
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lay another 2 fibers on the network. This would increase deployment costs and also costs 
for the subscribers. Thus, a new way of providing fault tolerance to the system has to be 
introduced, by taking costs consideration and also efficiency in deploying the solution. 
In this thesis, a novel scheme for providing fault tolerance to the FTTH system is 
introduced. Also, various classes of traffic are defined. All these classes of traffics can 
logically represent different applications based on their Quality of Service (QoS) 
requirements. These traffics are run on the switched FTTH access network model . The 
survival of the network is studied by terminating the supporting OLT unit one after 
another and observing the packet delay, packet loss ratio, the buffer occupancy and also 
the throughput of the switch. Results show that for different traffic classes, the number 
of supportable ONUs can exceed the standard value of the FSAN recommendations, 
which are 32  units per OLT. For example, for a two OLT access network, the maximum 
recommended supportable ONU units are 64 units whereas in the proposed system, up to 
a maximum of 1 28 ONU units can be supported under normal conditions; where there 
are no OL T failures or fiber breaks. 
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia sebagai 
memenuhi keperluan ijazah Master Sains 
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LAU PENG WAH 
November 2002 
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Sejak kebelakangan ini, pembangunan aplikasi yang memerlukan banyak 
keperluan rangkaian telah menyebabkan jaringan rangkaian infrastruktur yang sekian 
ada tidak dapat menampung keperluan sebanyak ini terutamanya di rangkaian jaringan 
akses. Memang tidak dinafikan bahawa banyak protokol-protokol yang bekelajuan tinggi 
telah direka khas untuk mengatasi masalah ini tetapi medium fizikal seperti kabel 
rangkaian, tidak dapat menyokong protokol-protokol ini. Dengan ini, masalah tersebut 
masih ada dan dari masa ke masa, perkembangan pesat aplikasi yang memerlukan 
banyak "bandwidth" akan mengakibatkan saluran rangkaian akses menjadi lebih sesak 
lagi. 
Dalam menangani masalah ini, teknologi Fiber-To-The-Home (FTTH) telah 
diperkenalkan ke bahagian rangkaian akses. Gentian optik mempunyai kebolehan untuk 
membawa banyak maklumat. Dengan semua teknologi ini, masih terdapat satu masalah 
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yang sering dipandang remeh iaitu memberi perIindungan kepada saluran rangkaian 
utama yang membawa maklumat. Saluran rangkaian akses gentian optik terdiri 
daraipada satu gentian optik yang membawa maklumat ke "upstream" dan satu lagi 
gentian optik yang membawa maklumat ke "downstream". likalau ingin memberi 
perlindungan kepada saluran rangkaian gentian optik, 2 lagi gentian optic tambahan 
perlu diletakkan ke dalam rangkaian tersebut . Ini akan meningkatkan kos instalasi dan 
juga kos untuk menggunakan perkhidmatan tersebut juga akan naik. Oleh itu, satu cara 
barn untuk memberi perlindungan kepada rangkaian akses tersebut perlu diperkenalkan 
dengan memberi penekanan kepada kos dan juga efisiensy kaedah tersebut. 
Di dalam tesis i ni, satu penemuan asli kaedah memberi perlindungan kepada 
rangkaian PTTH telah diperkenalkan. Di samping itu, pelbagai jenis kelas trafik telah 
diperkenalkan. Kesemua jenis kelas trafik tersebut boleh mewaki l i  pelbagai jenis 
aplika3i bergantung kepada servis quality (QoS) mereka. Trafik-trafik ini digunakan 
dalam simulasi rangkaian PTTH tersebut . Keupayaan tahanan rangkaian tersebut 
dianalisakan dengan mensimulasikan kerosakan OLT -OL T dalam rangkaian tersebut . 
Parameter-parameter seperti kelambatan paket, nisbah kerosakan paket, bilangan paket 
yang menduduki bufer suis yang digunakan dan juga throughput suis tersebut. Dalam 
keputusan simulasi yang didapati, bilangan ONU yang dapat disokong oleh rangkaian 
tersebut adalah melebihi bilangan ONU yang direkomendasikan oleh FSAN, iaitu hanya 
32 unit untuk satu OLT. Dengan menggunakan kaedah kami, dua OL T dapat 
menyokong sejumlah 1 28 unit ONU berbanding dengan 6 4  unit ONU oleh FSAN. 
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