Nearly all existing visual saliency models by far have focused on predicting a universal saliency map across all observers. Yet psychology studies suggest that visual attention of different observers can vary significantly under specific circumstances, especially a scene is composed of multiple salient objects. To study such heterogenous visual attention pattern across observers, we first construct a personalized saliency dataset and explore correlations between visual attention, personal preferences, and image contents. Specifically, we propose to decompose a personalized saliency map (referred to as PSM) into a universal saliency map (referred to as USM) predictable by existing saliency detection models and a new discrepancy map across users that characterizes personalized saliency. We then present two solutions towards predicting such discrepancy maps, i.e., a multi-task convolutional neural network (CNN) framework and an extended CNN with Person-specific Information Encoded Filters (CNN-PIEF). Extensive experimental results demonstrate the effectiveness of our models for PSM prediction as well their generalization capability for unseen observers.
INTRODUCTION
S ALIENCY refers to a component (object, pixel, person) in a scene that stands out relative to its neighbors and the problem lies at the center of human perception and cognition. Traditional saliency detection techniques attempt to extract the most pertinent subset of the captured sensory data (RGB images or light fields) for predicting human visual attention. Applications are numerous, ranging from compression [1] to image re-targeting [2] , and most recently to virtual reality and augmented reality [3] .
By far, almost all previous approaches have focused on exploring a universal saliency model, i.e., to predict potential salient regions common to observers while ignoring their differences in gender, age, personal preferences, etc. Such universal solutions are beneficial in the sense they are able to capture all "potential" saliency regions. Yet they are insufficient in recognizing heterogeneity across individuals. Examples in Fig. 1 illustrate that while multiple objects are deemed highly salient within the same image e.g., human face (first row), text (last two rows, 'DROP COFFEE' in the last row) and objects of high color contrast (zip-top cans in the third row), different observers have very different fixation preferences when viewing the image. For the rest of the paper, we use the term universal saliency to describe salient regions that incur high fixations across all observers via a universal saliency map (referred to as USM); in contrast, we use the term personalized saliency to describe the heterogeneous ones via a personalized saliency map (referred to as PSM).
Heterogeneity in saliency preference has been widely recognized in psychology: "Interestingness is highly subjective and there are individuals who did not consider any image interesting in some sequence" [4] . Such inconsistency in saliency preference plays a critical role in perception and recognition [29] , [30] , [34] . In fact, if one knows an observer's personalized interestingness (personalized saliency) for a scene, one can potentially design tailored algorithms to cater to his/ her needs. Personalized saliency detection hence can potentially benefit various applications. For example, in image retargeting, texts on the table in the fourth row in Fig. 1 should be preserved for observer B and C when resizing the image but can be eliminated for observer A. In VR content streaming, we can realize user-correlative compression algorithm: we can design data compression algorithms that preserve personalized salient regions but further reduce the rest to minimize transmission overhead. Finally, in advertisement deployment, we can adapt the location of the advertising window according to the predicted personal preferences.
Despite its usefulness, very little work has focused on directly characterizing personalized saliency: it is challenging to gather sufficient gaze information and there is little industry support to construct a comprehensive dataset suitable for personalized saliency detection. In this paper, we first construct the first personalized saliency detection dataset that consists of 1,600 images viewed by 30 observers. To improve reliability, each image is viewed by each observer 4 times at different times within a week. We use an 'Eyefollower' eye tracker to record each individual's gaze patterns and produce a set of 48,000 (1;600 Â 30) eye fixation maps. The total time for data collection takes over 255 hours. To correlate the acquired PSMs and the image contents, we manually segment each image into a collection of objects and semantically label them. Examples in Fig. 1 illustrate how fixations vary across three different subjects. Our annotated dataset provides fine-grained semantic analysis for studying saliency variations across individuals. For example, we observe that certain types of objects such as watches, belts would introduce more incongruity (due to gender differences) whereas other types of objects such as faces lead to more coherent fixation maps, as shown in Fig. 2 .
In this paper, we present a computational model towards this personalized saliency detection problem. As shown in Fig. 1 , saliency maps from different observers still share certain commonality, which is encoded in USM. Hence, we propose to model the PSM as a combination of USM and a discrepancy map which is related to each observer's personal preferences and the image contents. To model this discrepancy map, we propose two solutions. In the first solution, we adopt a multi-task convolutional neural network (CNN) framework to identify the discrepancy between PSM and USM for each person, as shown in Fig. 4 . In the second solution, motivated by the findings in psychology [29] , [30] , [34] , [36] that such discrepancy is closely related to the observer's personal information, including gender, age, personal preferences, etc., we propose to encode the personal information into the CNN filters for discrepancy prediction, and term such solution as CNN with Person-specific Information Encoded Filters (CNN-PIEF), as shown in Fig. 5 .
The rest of this paper is organized as follows: In Section 2, we review related methods and datasets used in classic universal saliency detection. In Section 3, we describe our personalized saliency detection dataset. In Section 4, we present our solutions for personalized saliency detection. Experimental evaluations are described in Section 5 and we discuss limitations and future work in Section 6.
RELATED WORK
Tremendous efforts on saliency detection have been focused on predicting universal saliency. In this section, we will briefly discuss the most relevant ones, including both handcrafted features based and deep learning based saliency detection methods. We refer the readers to [5] for a comprehensive study on existing universal saliency detection schemes and we only discuss work most related to the proposed personalized saliency.
Universal Saliency Detection

Universal Saliency Detection Benchmarks
There are a few widely used saliency object detection and fixation prediction datasets, in which each image is generally associated with a single ground truth saliency map, averaged across the fixation maps across the participates. To select images suitable for personalized saliency, we explore several popular eye fixation datasets. The MIT dataset [6] contains 1,003 images viewed by 15 subjects. In addition, the PASCAL-S [7] dataset provides the ground truth for both eye fixation and object detection and consists of 850 images viewed by 8 subjects. The iSUN dataset [52] , a large scale dataset used for eye fixation prediction, contains 20,608 images from the SUN database. The images are completely annotated and are viewed by users. Finally, the SALICON dataset [9] consists of 10,000 images with rich contextual information.
Hand-Crafted Features Based Saliency Detection
The work of [46] , one of the classic saliency models, used the predefined color subspaces such as intensity, red-green, and blue-yellow color opponencies and four orientations to represent the image and simulate the receptive fields of various neurons through local center-surround differences to predict saliency maps. Riche et al. [47] employed an intra and inter channel fusion strategy for color and orientation feature channels with multi-scale rarities to predict saliency map. Erdem and Erdem [48] simulated the saliency through calculating the distance between low-level features including color, orientation, and spatial features extracted from a local image patch. Judd et al. [50] used high-level features extracted from person and face areas to address this saliency task. Borji [49] investigated the effect of high-level features including the presence of text and cars in estimating saliency maps.
CNN Based Saliency Detection
Our personalized saliency detection exploits convolutional neural network (CNN) in light of its great success in multiple computer vision tasks, e.g., image classification [40] , semantic segmentation [41] , as well as saliency detection [12] , [13] , [42] , [43] . An early approach of Ensembles of Deep Networks (eDN) [42] was proposed by Vig et al., where Fig. 1 . An illustration of our PSM dataset. Our dataset provides both eye fixations of different subjects and semantic labels of all images. Due to a large number of objects in our dataset, for each image, instead of fully segmenting every object, we only label objects that cover at least three gaze points from each individual. To reliably obtain the PSM, we have each subject to view the image 4 times. The commonality across different observers is characterized by the USM whereas the discreminility is characterized by the PSM. feature maps from different layers in a 3-layers ConvNet are fed into a simple linear classifier for salient or non-salient classification. Later a DeepVisual attention model proposed by Kummerer et al. [43] , leveraged the AlexNet [40] trained for image classification to extract features for eye fixation regression. In a similar vein, Huang et al. [9] proposed to fine-tune CNNs pre-trained for object recognition (AlexNet [40] , VGG-16 [44] and GoogLeNet [45] ) via a new objective function based on the saliency evaluation metrics, e.g., Normalized Scanpath Saliency (NSS), Similarity, and KL-Divergence. Pan et al. [10] proposed to use a shallow CNN trained from scratch and another deep CNN where the weights of its first 3 layers are adapted from VGG CNN M trained for image classification for saliency map regression. Liu et al. [27] proposed a multi-resolution CNN where three final fully connected layers are combined to form the final saliency map. Srinivas et al. presented a DeepFix [12] network by using Location Biased Convolution filters to allow the network to exploit location dependent patterns. Kruthiventi et al. [13] proposed a unified framework to predict eye fixation and segment salient objects. All these approaches have focused on the universal saliency models and we show many merits of these techniques can be used for personalized saliency.
Personalized Saliency
Recently, the heterogeneity of saliency maps across different subjects has attracted the attention of researchers in computer vision community. Specifically, in [53] , Krishna et al. investigated the effect of gaze on gaze allocation for observers of different ages. However, we consider more factors that related to visual attention including gender, major, personal preference, etc. In [54] , Jiang et al. used the differences in eye movements between healthy people and those with Autism Spectrum Disorder to classify clinical populations, while our work focuses on the prediction of personalized saliency maps. In [55] , Kummerer et al. studied the relevance of lowversus high-level features in predicting fixation locations, while we propose to predict personalized saliency maps for each observer based his/her personal information.
PERSONALIZED SALIENCY MAP (PSM) DATASET
We start with constructing a dataset suitable for personalized saliency analysis. The dataset has been released to the computer vision community. 1 
Data Collection
Clearly, the rule of thumb for preparing such a dataset is to choose images that yield distinctive fixation map among different persons. To do so, we first analyze existing datasets. A majority of existing eye fixation datasets provide the one-time visual attention tracking results of each individual human observer. Specifically, we can correlate the level of agreement across different observers with respect to the number of object categories in the image. When an image contains few objects, we observe that an observer tends to fix his/her visual attention at objects that have specific semantic meanings, e.g., faces, texts, signs [6] , [14] . These objects indeed attract more attention and hence are deemed more salient. However, when an image consists of multiple objects all with strong saliency as shown in Fig. 1 , we observe an observer tends to diverge his/her attention. In fact, the observer focuses attention on objects that attract him/her most personally.
We therefore deliberately choose 1,600 images with multiple semantic annotations to construct our dataset for PSM purpose. Among them, 1,100 images are chosen from existing saliency detection datasets including SALICON [15] , ImageNet [16] , iSUN [52] , OSIE [14] , PASCAL-S [7] , 125 images are captured by ourselves, and 375 images are gathered from the Internet.
Quantitative criteria are not used to guide the image selection. However, we compare the inter-subject consistency scores in both original dataset and our dataset in Table 1 . It shows that our picked images are with small inter-subject consistency in both original dataset and our PSM dataset.
Ground Truth Annotations
To gather the ground truth, we recruit 30 student participants (14 males, 16 females, aged between 20 and 25). All participants have normal or corrected-to-normal vision. In our setup, each observer sits about 40 inches in front of a 24-inches LCD monitor with resolution of 1920 Â 1080. All images are resized to the same resolution. We conduct all experiments in an empty and semi-dark room, with only one standby assistant. An eye tracker ('Eyefollower' eye tracker) records their visual attention as they view each image for 3 seconds. We partition 1,600 images into 34 sessions, each containing 40 to 55 images. Each session lasts about 3 minutes followed by a half minute break. The eye tracker is re-calibrated at the beginning of each session. To ensure the veracity of the fixation map of each individual as well as to remove outliers, we have each image be viewed by each observer 4 times. We then average the 4 saliency maps of the same image viewed by the given observer and use the result as the ground truth PSM of the image for the same observer. To obtain a continuous saliency map of an image from the raw data recorded by the eye tracker, we follow [6] by smoothing the fixation locations via Gaussian blurs. The subset in bracket indicates the measurements are computed based on a subset of images picked from those datasets. To further analyze the causes of saliency heterogeneity, we conduct the semantic segmentation for all 1,600 images via the open annotation tool LabelMe [17] . Specifically, we annotate 26,100 objects of 242 classes in total and identify objects that attract more attention for each individual participant. To achieve this, we compare the fixation map with the mask of a specific object and use the result as the attention value of the corresponding object. We then average the result over all images that containing the same object, and use it to measure the interestingness of the object to a specific participant. In Fig. 2 , we illustrate some representative objects and persons and show the distribution of the interestingness of various objects for different participants. We observe that all participants exhibit a similar level of interestingness in faces where they exhibit different interestingness in various objects, such as watch, bow tie, etc. This validates that it is necessary to choose images with multiple objects to build our PSM data.
Dataset Analysis
Our dataset is more suitable for personalized saliency than the existing ones for several reasons. We first show that it is necessary for a participant to view the same image multiple times. We further demonstrate that heterogeneity in saliency maps can be severe. Finally, we explain why other existing datasets are less useful for personalized saliency.
Multiple versus Single Viewing
To validate whether it is necessary for an observer to view each image multiple times, we randomly sample 220 images, and each image is viewed by the same participant 10 times. The time interval for the same person to view the same image ranges from one day to one week because we want to get the short-term memory of the person for the given image.
We then calculate the differences of these saliency maps in terms of the commonly used metrics for saliency detection [18] : CC, Similarity, and AUC-Judd. We average these criteria for all persons and all images, and show the results in Fig. 3 . We observe that the saliency map obtained by viewing each image only once versus multiple times exhibit significant differences. Further, the saliency map, averaged over 4 is closer to the long-term result.
In order to investigate the differences between early and late experimental sessions, we calculate the average number of fixations, average fixation durations and fixation distributions, and list the results in Table 3 . We use the mean distance between each fixation and image center, normalized by the length of image diagonal to measure the fixation distribution. Further, following the calculation of center preference in [53] , we first calculate the average saliency map across all images for each time, i.e., the center map. We then use this center map to measure agreement scores with fixation locations for all images viewed at different time, and the images are shown in Table 2 . Tables 3 and 2 show that there is no significant difference for eye fixations viewed at different time.
Heterogeneity Among Different Datasets
To further illustrate that our proposed dataset is appropriate for personalized saliency detection task, we compare the inter-subject consistency, i.e., the agreement among different viewers, in our PSM dataset and other related datasets. Specifically, for each dataset, we first enumerate all possible subject-pairs, i.e., two different subjects, and then compute the average CC, Similarity, AUC-Judd, and NSS scores across all pairs. Recall that our PSM dataset consists of images from different datasets, e.g., MIT, OSIE, ImageNet, PASCAL-S, SALICON, iSUN etc., and only MIT, OSIE, PASCAL-S are designed for saliency tasks. 2 Hence, we only compare the consistency scores among ours and above three datasets and show the results in Table 5 . We observe that our dataset achieves the lowest inter-subject consistency values among all relative ones, indicating that the heterogeneity in our saliency maps is more severe than that in the others.
We compute the within-subject consistency and the intersubject consistency as shown in Table 4 . Within-subject consistency measures the agreement of saliency maps viewed at different time by the same observer. We can see that the within-subject consistency is high and the inter-subject consistency is low in our dataset, which hints the eye fixations are subject-dependent.
Ours versus Existing Datasets
Recall that our objective is to identify the heterogeneity of fixation maps across individuals. Therefore it is crucial that we obtain reliable ground truth annotation. Existing datasets, such as MIT, OSIE, do provide individual eye fixation information, but each image is viewed only once. In Section 3.3 and Fig. 3 , we empirically show that viewing each image multiple times leads to a more reliable ground truth. Thus in our dataset, each image is viewed 4 times with at least a one-day time interval. Furthermore, as aforementioned, since fine-tuning a separate network for each participant is not scalable in real applications, we leverage person-specific information for personalized saliency prediction. However, such personspecific information is not available in all existing datasets.
OUR APPROACH
USM Based PSM Formulation
Many existing approaches [10] , [19] have employed CNN in an end-to-end learning strategy to predict learning saliency Fig. 3 . The point at x ¼ n measures the differences between ground truth saliency maps generated by viewing the same image n times and n þ 1 times. This figure shows that when n ! 4, the ground truth saliency maps generated by viewing the image n times have little differences compared with that generated by observing the image n þ 1 times. Thus viewing each image 4 times is enough to get a robust estimation of the PSM ground truth.
2. Even though SALICON and iSUN are also eye fixation datasets, the ground truth is annotated based on mouse-tracking and web camera, respectively. map and achieve state-of-the-art performance. Intuitively, we can follow the same strategy for PSM prediction, i.e., training a separate CNN for each participant to map the RGB images to PSMs. However, such strategy is neither scalable nor feasible for a number of reasons. First, it needs a vast amount of training samples to learn a robust CNN for each participant. This requires each participant to view thousands of images with high concentration, which is hard and extremely time consuming. Second, training multiple CNNs for different participants is computationally expensive and inefficient.
While each participant is unique in terms of gender, age, personal preference, etc., resulting in incongruity in saliency preference, different participants still share commonalities in their observed saliency maps because certain objects, such as faces and logos, always seem to attract the attention of all participants as shown in Fig. 1 .
For this reason, instead of directly predicting the PSM, we set out to explore the difference map between USM and PSM. The discrepancy map DðP n ; I i Þ for the given image I i (i ¼ 1; . . . ; K) and the nth participant P n (n ¼ 1; . . . ; N) is of the form
where S PSM ðP n ; I i Þ is the desired personalized saliency map and S USM ðI i Þ is the universal saliency map. Note that USMs predicted by traditional saliency method entail the commonality observed by different participants. We convert the problem of predicting PSMs to estimating the discrepancy DðP n ; I i Þ because that universal saliency map S USM ðI i Þ itself already provides a rough estimation of the PSM whereas the discrepancy DðP n ; I i Þ would serve as an error correction function. Previous work has shown that error correction scheme works well for CNN based regression task [31] and classification task [40] , which motivates us to model PSM based on USM.
Discrepancy Prediction
We observe, on one hand, such DðP n ; I i Þ is closely related to the contents of the input image; On the other, DðP n ; I i Þ is subject-dependent. Previous work observes that human attention is related to several observer-dependent factors.
For example, personal preference [32] , [33] , gender [34] , age [35] are all closely related to each individual's visual attention in a given image. Specifically, there is a study showing that female observers would pay more attention to clothes and shoes than male [36] . Therefore, in this paper, we propose two solutions to predict such DðP n ; I i Þ: i) when we do not have access to the observer's personal information, we leverage a Multi-task CNN scheme to learn a separate model for discrepancy prediction for each observer; ii) when we do have the observer's personal information, we encode his/her personal information with CNN filters, and propose a CNN with Person-specific Information Encoded Filters (CNN-PIEF) scheme for discrepancy prediction. The two approaches have their own cons and pros as we will discuss later.
It is worth noting that to predict the discrepancy, we take the predicted USM as the input of the network. There are two reasons for this. First, the predicted USM provides a reference of the discrepancy. In other words, the discrepancy is a function of predicted USM. The discrepancy prediction without USM would be difficult. Second, the predicted USM is a coarse estimation of PSM, and the strategy of using it for discrepancy prediction is inspired by the iterative error feedback in pose estimation [56] , instance segment [57] , which have shown the effectiveness of concatenating the input image and coarse prediction to predict the discrepancy for both pose points estimation and segmentation.
Multi-Task CNN Based Discrepancy Prediction
Previous approaches [21] , [22] have shown that features extracted by the first several layers can be shared by related tasks. Actually, the discrepancy prediction for the given image is distinct but related regression tasks across different observers, which motivates our multi-task CNN solution. In our Multi-task CNN based discrepancy prediction, the discrepancy prediction for different observers corresponds to different tasks. The inputs of Multi-task CNN network are images with their corresponding universal saliency maps and our goal is to estimate the discrepancy maps DðP n ; I i Þ, i ¼ 1; . . . ; k for the nth participant through the nth task. The network architecture of our Multi-task CNN is illustrated in Fig. 4 . Suppose we have N participants in total. We concatenate an RGB image of 160 Â 120 pixels with its USM predicted by general saliency model and get a 160 Â 120 Â 4 cube and use it as the input of the Multi-task network. For image I i , DðP n ; I i Þ is the output corresponding to the discrepancy between PSM and USM for the nth person. There are four convolutional layers shared by all participants after which the network is then split into N tasks which are exclusive for N participants. Each task has three convolutional layers followed by a ReLU activation function.
Cornia et al. [19] and Lee et al. [20] show that by adding the supervision in the middle layers, the features learned by CNN will be more discriminative, and might boost the performance of a given task. Consequently, we add an additional loss layer after the conv5 and conv6, respectively, for each task, which can help the prediction of DðP n ; I i Þ. For the nth task, f n ' ðS USM ðI i Þ; I i Þ 2 R h ' Âw ' Âd ' ð' ¼ 5; 6; 7Þ is the feature map after the 'th convolutional layer (the first convolutional layer corresponds to the first exclusive convolutional layer, so ' starts from 5). For each feature map f n ' ðS USM ðI i Þ; I i Þ, a 1 Â 1 convolutional layer is employed to map it to S ' ðS USM ðI i Þ; I i Þ 2 R h ' Âw ' Â1 , which is the target discrepancy. To make S ' ðS USM ðI i Þ; I i Þ close to D ' ðP n ; I i Þ, we set the objective function as
Then we use a mini-batch based stochastic gradient descent to optimize all parameters in our Multi-task CNN.
It is important to note that multi-task CNN based discrepancy prediction learns separate but related models for different observers. Compared with CNN-PIEF, multi-task CNN cannot exploit which personal information is related to PSM prediction. In the deployment stage, given any unrecorded observer, he/she has to view lots of images to get the PSMs. Then we use these images and their PSMs to retrain the network with an additional task, which is time-consuming.
CNN-PIEF Based Discrepancy Prediction
Since DðP n ; I i Þ is observer-dependent and also relies on the contents of the input image, we propose to modify the network from [31] and use person-specific information to generate filters and convolve these Person-specific Information Encoded Filters (PIEF) with the input feature maps, and these PIEF function as "switches" to determine which areas are interested by different observers. The inputs of the network are images with their corresponding universal saliency maps and the observer-dependent PIEF, the goal is to estimate the difference/discrepancy maps DðP n ; I i Þ for each participant.
For each individual, we conduct a simple survey to acquire his/her personal information and then encode the collected information by one-hot code. The information of different observers then is coded with vectors with the same length. By following the recent work of [37] , [38] , [39] , we propose to embed our person-specific information into CNN, i.e., we reshape the features in the last layer into a set of convolutional filters (4D tensor) which is used to convolve with the output from the conv4 layer in our CNN.
Suppose that we have N participants in total, for image I i , the output of CNN-PIEF corresponds to the discrepancy between PSM and USM for the nth person: DðP; I i Þ. We concatenate a RGB image of 160 Â 120 with its USM predicted by some existing saliency model, resulting in a 160 Â 120 Â 4 cube, as the input of CNN. We use f ' ðS USM ðI i Þ; I i Þ 2 R h ' Âw ' Âd ' ð' ¼ 5; 6; 7Þ to donate the feature map after the 'th convolutional layer. Inspired by previous work [19] , [20] , middle layer supervision is imposed by adding additional loss layer after conv5 and conv6 layers, respectively. For each feature map f ' ðS USM ðI i Þ; I i Þ, we use a 1 Â 1 convolutional layer to map it to a feature map S ' ðS USM ðI i Þ; I i Þ 2 R h ' Âw ' Â1 which corresponds to the predicted discrepancy. It is desirable that S ' ðS USM ðI i Þ; I i Þ is close to D ' ðP; I i Þ which is obtained by resizing to D ' ðP n ; I i Þ to the size of h ' Â w ' Â 1. Thus we arrive at the following objective function: Fig. 4 . The pipeline of our multi-task CNN based PSM prediction. The input is the image with its predicted USM. Specifically, we treat the discrepancy prediction for each person as a separate task. There are n persons in our dataset, then there are n tasks in this framework. We then sum the predicted discrepancy map with USM and generate the final estimated PSM.
The network architecture of our CNN-PIEF is illustrated in Fig. 5 .
Person-Specific Information Collection. Recall that PSM prediction task is challenging because too many factors contribute to the saliency variations across different individuals, and the investigation of key factors leading to the observerdependent saliency falls into the regime of psychology. In this paper, we don't aim to find out all factors that facilitate the attention discrepancy. Instead, the goal of our work is to show that by encoding a fraction of personal information of participants into CNN, we can approximately model the visual attention pattern of each individual (personalized saliency).
The personal information is comprised of the following parts: First, previous studies have shown that gender [36] causes the heterogeneity of saliency map across different observers, 3 which can also be observed in our experiments. Therefore, we collect the gender information of all observers. Second, considering that color is an important factor in universal saliency detection, and our conjecture that different preference/sensitive of different observers to different colors may cause the inconsistence of saliency, we also collect the preference of different observers over limited numbers of colors. Specifically, we choose three primary colors (i.e., Red, Green, and Blue), additive secondary colors (i.e., Cyan, Magenta, and Yellow), Black and White, and collect the preference/disgust of all subjects over these colors. Third we conjecture that the educational background and the hobbies of different observers may also result in their different interestingness to different objects. Therefore, we rank all the objects by their observer-dependency attention variance on the training set and pick the top ranked ones to generate PIEF.
In order to calculate the distribution of the interestingness of various objects for different participants, we manually annotate all the objects (242 classes in total) in our dataset. Mathematically, for the nth observer P n (n ¼ 1; . . . ; N), given an image I i (i ¼ 1; . . . ; K), we donate the personalized saliency maps (PSM) of the nth participant to I i as S PSM ðP n ; I i Þ, and denote the binary mask of a given class C j (j ¼ 1; . . . ; 242) in image I i as M C j ;I i , we use IntðP n ; I i ; C j Þ to represent the interestingness of class C j to participant P n in image I i , which is calculated as IntðP n ; I i ; C j;I i Þ ¼ kvecðS PSM ðP n ; I i Þ M C j ;I i Þk 1 kvecðS PSM ðP n ; I i ÞÞk 1 :
We then define the interestingness of class C j to observer P n as IntðP n ; C j Þ, which can be calculated as follows:
where Z is the number of images that contain the annotated objects in class C j . IntðP n ; C j Þ measures the interestingness of the segment from class C j to the observer P n . We rank all the objects by their observer-dependency attention variance in the training set. The objects with large attention variance can be roughly categorized as fashions, sports, texts, etc., as shown in Fig. 2 .
Then we conduct a survey to collect each observer's personal information. Specifically, we collect observer's gender information (1D), the preference to objects falling into the fashion category (ring, necklace, bracelet, earring, hairpin, watch, glasses, tie, belt, kneelet etc., 11D), the preference/ disgust to colors (red, yellow, green, cyan, blue, purple, white, black, 16D), the preference to different sports (football, basketball, badminton, tabletennis, tennis, volleyball, baseball, and billiards etc., 11D), and the preference to objects falling into other categories (IT, plant, texts, food, 4D). One-hot encoding strategy is used to encode each observer's personal information. The dimensionality of encoded information vector for each observer is 43D. Then we feed such personal-information into our CNN-PIEF for PSM prediction.
The personal information survey is conducted after eye tracking. In order to reduce the carry-over effect as much as possible, we enforce each session on a different day of the week and the time interval for the same person to view the same image ranging from one day to one week. In addition, Fig. 5 . The pipeline of our PSM prediction model. The input is the image with its predicted USM. Specifically, we embed the person-specific information into CNN by encoding it into filters and then convolving filters with the output of conv4 layer. We then sum the predicted discrepancy map with USM and get the final estimated PSM.
3. Psychology studies [36] also show that age is the factor causing the heterogeneity of saliency maps across different observers, as the ages of participants in our study fall in a small range of 20-25 years old, we don't include it for PIEF. images in each session are randomly shown on the screen to decrease the impact of long-term memory of the person for the given image in a fixed sequence. Fig. 6 shows the statistics of our survey results. We ask each subject to answer a questionnaire that includes the following two types of questions: 1) yes-no questions: "Do you like IT?" "Do you like cars?", "Do you like fashion?", "Do you enjoy eating?", "Do you like sports?", "Do you like reading?" and "Do you like plant?"; 2) questions with (possible) multiple choices: "What kind of colors do you like?", "What kind of colors do you disgust?", "What kind of sports do you like?", "Which kind of jewelries/accessories do you like?". For personal preferences with respect to colors, since there are two questions (like or disgust) about colors, each color actually can be rated as "like", "disgust", or "neither like nor disgust" by each subject. In addition, regarding the question "Which color do you like?", each subject can select multiple colors rather than only one where the choices are provided with both color words (like 'red', 'green', 'blue') and color stimuli (patches with the color).
Additional Remarks. On one hand, the performance of CNN-PIEF depends on the choice of person-specific information, while factors leading to personalized saliency are still not clear in psychology, which restricts the performance of our model. However, our experiments show even with a small fraction of personal information for PIEF, our model still achieves comparable performance compared with Multi-task CNN based discrepancy prediction, as discussed in Section 5.2; On the other hand, in our CNN-PIEF, all individuals share the same network. Therefore, in the deployment stage, given any unrecorded observer, our model requires only for his/her person-specific information to for PSM prediction. The high scalability property of our network makes it easy to be deployed our network in real applications, as discussed in Section 5.3.
EXPERIMENTAL VALIDATIONS
Experimental Setup
Parameters. We implement our solutions with the CAFFE framework [23] . To avoid over-fitting and improve model robustness, we augment the training data through left-right flip operations.
In multi-task CNN network, we train our network with the following hyper-parameters: mini-batch size (40), learning rate (0.0003), momentum (0.9), weight decay (0.0005), and the number of iterations (40, 000) . The parameters corresponding to the universal saliency map channel and 1 Â 1 conv layers for middle layer supervision are initialized with 'xavier'. Following the same initialization step in [10] and [13] , we use the well-trained DeepNet model to initialize the corresponding parameters in our network. The network architecture of our Multi-task CNN is identical to that of DeepNet [10] except that: i) the parameters corresponding to tasks of different observers are different; ii) middle layer supervision is imposed by adding 1 Â 1 conv layer after conv5 and conv6, respectively; iii) an additional channel corresponding to USM is added in the input.
In CNN-PIEF, we train our network with the following hyper-parameters: mini-batch size (40) , learning rate (1eÀ6), momentum (0.9), weight decay (0.0005), number of iterations (100,000). The parameters are initialized with 'xavier'.
Evaluation Protocols. We evaluate our approach under two settings: closed-set setting and open-set setting. Specifically, we randomly choose 20 observers whose PSMs are used for closed-set evaluation, while the PSMs corresponding to the remaining 10 observers are used for openset evaluation. Of all 1,600 images, we randomly choose 1,000 images and use them as training images, and use the remaining 600 images as testing images. The closed-set setting is used to valuate how well our model can predict the visual attention pattern of seen observers. Therefore we use the 1,000 images corresponding to those 20 observers to train a model, and evaluate the model with the remaining 600 images associated with these 20 observers. The open-set setting is used to evaluate whether our model is transferable, i.e., predicting the fixation maps for an unseen observer. In the openset setting, we evaluate the model trained in the closed-set setting with the 600 images corresponding to those 10 unseen objects in the open-set.
Measurements. By following [10] , [13] , [27] , we choose CC, Similarity, AUC-Judd, and NSS [18] to measure the differences between the predicted PSM and its corresponding ground truth.
Baselines. In our model, all existing fixation prediction methods can be used to generate USMs, we then concatenate predicted UMS with RGB image as the input of our network. Based on the performance of existing methods on the MIT saliency benchmark [24] in terms of similarity, we choose LDS [25] , BMS [26] , ML-Net [19] , and SalNet [10] to predict the USMs for images in our dataset. The first two methods are based on hand-crafted features, and the latter two are based on deep learning techniques. We use the codes provided by the authors of these methods to generate USM.
To validate the effectiveness of our models, we compare our Multi-CNN and CNN-PIEF with the following baseline algorithms:
RGB based MultiConvNets: Different ConvNets are trained to predict DðP n ; I i Þ for different observers independently, with RGB images as inputs. RGB based Multi-task: Multi-task CNN architecture is trained to predict DðP n ; I i Þ for all participants simultaneously, with RGB images as inputs. X based MultiConvNets: Different ConvNets are trained to predict DðP n ; I i Þ for different observers independently, with RGB images and USM predicted by method X as inputs, where X donates LDS, BMS, ML-Net, and SalNet, respectively. In order to show the upper limit of our method, we train the following networks by taking the Ground Truth USM (GT USM) as input for discrepancy prediction:
GT USM based MultiConvNets: ConvNets are trained to predict DðP n ; I i Þ for different observers independently, whose inputs are RGB images and GT USM. GT USM based CNN-PIEF: CNN-PIEF is trained to predict DðP n ; I i Þ for different observers independently, whose inputs are RGB images, personal information and GT USM. GT USM based Multi-task CNN: Multi-task CNN is trained to predict DðP n ; I i Þ for different observer independently, whose inputs are RGB images and GT USM. We have trained a universal saliency model (SalNet) with our dataset for USM prediction for different methods, then we use the USM predicted by the model trained on our dataset for discrepancy prediction. We denote such baselines as SalNet (FT) based MultiConvNets, SalNet (FT) based Multi-task CNN, and SalNet (FT) based CNN-PIEF, respectively.
We further compare our methods with the following baselines that jointly predict the USM and the discrepancy maps under closed-set setting:
Baseline 1: ConvNets are trained to jointly predict both USM and DðP n ; I i Þ for different observers independently, with RGB images as inputs. Baseline 2: CNN-PIEF is trained to jointly predict both USM and DðP n ; I i Þ for different observers independently, with RGB images and personal information as inputs. Baseline 3: Multi-task CNN is trained to jointly predict both USM and DðP n ; I i Þ for different observers independently, with RGB images as inputs. It is worth noting that the network architectures of these baselines are similar to ours. The only differences are the number of input channels and whether the parameters are shared in the first few layers. For fair comparisons, we have employed the same strategies in terms of data augmentation, middle layers supervision, and parameter initializations for all these baselines.
Performance Evaluation Under Closed-Set Setting
The performance of all methods under closed-set setting are listed in Table 6 . Our solutions always outperform the baseline methods in terms of all metrics, which demonstrates the effectiveness of our method. Furthermore, the discrepancy based personalized saliency detection methods consistently outperform directly predicting PSM from RGB images. This validates the effectiveness of our "error correction" strategy for personalized saliency detection. In addition, by comparing the performance of our method with baseline 1, 2, 3 that jointly predict the USM and the discrepancy maps under the closed-set setting, we can see that the predicted discrepancy maps with jointly training methods do not bring additional performance improvement over USM. The reason is that the discrepancy is related to the predicted USM, i.e., it is a function of predicted USM. Without predicted USM as input, it is difficult to predict discrepancy because the reference of the discrepancy is unknown. Table 6 shows that GT USM based models correspond to better performance, which means USM prediction is extremely important for PSM prediction. With better USM, our PSM can be further improved. Further, Table 6 shows that fine-tuning SalNet with our dataset would lead to worse performance for both closed-set setting and open-set setting. The possible reason is that original SalNet is pre-trained on SALICON with 10,000 images, so the generalization capability is good. If it is fine-tuned with our dataset, which only contains 1,000 images, the fine-tuned USM prediction model would overfit these 1,000 images, consequently the generalization capability of the model would be reduced. Without a good USM, PSM prediction would drop too. We further show the performance of different PSM prediction methods for each observer on the testing set in Fig. 7 . Both Table 6 and Fig. 7 show that our Multi-task CNN scheme and CNN-PIEF scheme always show higher performance for fixation prediction than simply training a CNN for each observer. Compared with MultiConvNets strategy, our Multi-task CNN and CNN-PIEF have the following advantages: i) in both CNN-PIEF and Multi-task CNN, some/all network parameters are actually shared across different observers. Since the PSM prediction for different observers are related tasks, and our solutions greatly reduce the number of parameters to be learned. Given the limited number of training samples, our solutions help train a more robust network for both Multi-CNN and CNN-PIEF, consequently boosts the PSM prediction preformation, which agrees with existing work for multi-task learning [21] , [22] . However, given the limited number of training samples, it is unlikely to train a robust network for each observer in MultiConvNets; ii) it is also worth noting that such MultiConvNets based approach is also not scalable for PSMs prediction in real applications where there are many observers, because both the collection of training data and the phase of training multiple networks are time consuming. In contrast, our solution can reduce the time costs in network training. Further, as shown in the following section (Section 5.3), for an unseen observer, our CNN-PIEF model can be easily transferred to this new observer and achieve Fig. 7 . MultiConvNets versus our methods for PSM predictions for each observer. In each graph, x axis represents the ID of each observer and y axis represents the metric value of CC, Similarity, AUC-Judd or NSS. We can see that our methods always outperform MultiConvNets under closed-set setting.
satisfactory performance, which further validates the scalability of our solutions.
We also show some predicted saliency maps for different participants in Fig. 8 . It is worth noting that though our predicted PSMs are a bit noisy and blurry, our work is the first attempt along this direction. As aforementioned, our method greatly relies on USM prediction. If ground truth USM is used for discrepancy prediction, the performance would be greatly improved as shown in Table 6 , which means with better USM prediction methods, our PSM can be further improved.
Performance Evaluation Under Open-Set Setting
To evaluate the generalization capability of our model, we directly adopt the model trained under closed-set setting and test it with the 600 testing images corresponding to the 10 unseen observers in the open-set. The performance of different methods is shown in Table 7 . The baselines (X based CNN-PIEF) in Table 7 are trained with the 1,000 training images corresponding to the 10 observers under the open-set setting, while the "transferred model" corresponds to the model trained on 20 observers under the closed-set setting.
Despite being trained with PSMs on totally different observers, the transferred models could beat USM in terms of all metrics, while still maintains a comparable performance against models that are specifically trained for the 10 observers. It's worth mentioning that the transferred model is only trained with a small dataset of 20 observers, further performance improvement can be expected with a larger dataset with more observers. The good performance of the transferred models in this experiment demonstrates the scalability of our model for PSM prediction, i.e., once we collect the PSMs and their person-specific information for a large amount of observers, a model with good generalization capability can be trained. For a new observer, we can easily collect his/her person-specific information, enabling us to predict the PSM of him/her over any given image. It takes about 10 hours for each participant to observe 1K testing Fig. 9 shows the accuracy gain in CC, Similarity, AUC-Judd and NSS metrics from imposing supervision on middle layers in our Multi-task CNN and CNN-PIEF based on LDS, ML-Net, BMS, and SalNet. We observe that middle layer supervision is helpful for PSM prediction in line with previous findings in [20] . By comparing Fig. 9 with Table 6 , we can see that even without supervision on middle layers, our solutions still outperform all baselines, which further validates the effectiveness of our models.
The Effect of Supervision on Middle Layers
The Position of Inserting Person-Specific Information
We further empirically investigate how the position of the person-specific information encoded filters would affect the performance of our network. As shown in Table 9 , inserting filters in conv5 layer yields the best performance. We also observe a descending trend in terms of all measurements by inserting the person-specific information in latter convolutional layers, which may indicate several convolutional layers are needed for blending the person-specific information with image contents for PSMs prediction. Further, when the filters are inserted in all of the last three layers, the performance drops even further, possibly due to the dramatically increased parameters in CNN-PIEF and the unmatched amount of training samples.
The Effectiveness of Different Person-Specific Information
We also show CC, Similarity, AUC-Judd, and NSS for persons with similar/dissimilar person-specific information in Fig. 10 , which are conducted based on the ground truth in our dataset. We can see that persons with similar personspecific information usually corresponds to higher consistency in terms of all saliency evaluation metrics. For example, for images in the first row of Fig. 10 , we can see that persons with the same gender usually have higher CC, Similarity, AUC-Judd, and NSS. For persons with different genders, their personalized saliency maps (ground truth) exhibit heterogeneity. In Figs. 10e and 10f, 10g and 10h show fixation maps of different participants who like/dislike sports or fashion, respectively. The agreements among D-1 to D-5 are lower than those among L-1 to L-5, since these participants who like sports or fashion might have similar eye fixation maps, while these participants who dislike sports or fashion might have different preferences which correspond to different eye fixation maps. So this figure shows that persons with similar person-specific information usually correspond to higher consistency than that correspond to dissimilar ones. This validates the effectiveness of person-specific information for personalized saliency detection.
Transfer Learning
To evaluate the transferability of USM prediction, we conduct the following experiments: we evaluate the performance of USM predicted with one method and use it as the input of another method for discrepancy prediction. Results are shown in Table 8 . Even we use different methods to predict the USM and discrepancy, our method still achieves comparable performance, which demonstrates the transferability of our method.
CONCLUSION
Motivated by recent psychology studies that saliency is highly specific than universal, we propose to study the personalized saliency detection task. We have built the first PSM dataset. To our knowledge, this is the first comprehensive study on personalized saliency and it is expected to stimulate significant future research. To predict PSM, the wisdom of USM motivates us to decompose PSM as the summation of USM and a discrepancy between PSM and USM. Then we propose two solutions to predict such discrepancy: i) we have presented a Multi-task CNN framework for the prediction of this discrepancy; ii) we find that personalized saliency is closely related to each observer's personal information (gender, race, major, etc.). Therefore, as such discrepancy is image contents and identity related, we propose to concatenate the USM and RGB image and feed them to a CNN-PIEF to predict this discrepancy. Extensive experiments validate the effectiveness of our methods for personalized saliency prediction. 
