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Résumé
Sur une variété riemannienne compacte (M,g) de dimension n  3, nous donnons des conditions pour
avoir une minoration positive du sup× inf des solutions d’équations du type u + hu = V u(n+2)/(n−2).
Premièrement dans le cas des variétés compactes sans bord, puis dans le cas des variétés à bord de
dimension n 3, nous établissons une minoration positive du produit sup× inf.
Ensuite, nous montrons que sur la boule unité de Rn,n  3, les solutions radiales de l’équation de la
courbure scalaire prescrite ont leur maxima contôlés par leurs minima, sous certaines conditions sur les
courbures scalaires prescrites.
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Abstract
On a riemannian compact manifold (M,g) of dimension n  3, we give some conditions to have a
positive minoration of sup× inf for solutions of equations of the type u + hu = V u(n+2)/(n−2).
In the case of manifolds without boundary, and in the case of manifolds with boundary of dimension
n 3, we establish a positive minoration of the product sup× inf.
On the unit ball of Rn,n 3, we prove that the radial solutions of the prescribed scalar curvature equation
have their maxima controled by their minima under some condition on prescribed scalar curvature.
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R
n, = −∑i ∂ii .
Nous nous intéréssons ici à différents problèmes liés aux estimations du sup× inf pour les
solutions de l’équation de la courbure scalaire prescrite et ceci sur une variété compacte à bord
ou sans bord.
Ce problème à été évoqué par T. Aubin [1] sur la sphère, le sup× inf est alors constant lorsque
la courbure scalaire prescrite est constante, et il existe différents résultats concernant ce type d’in-
égalités, comme ceux de Brézis–Li–Shafrir [3] qui donne une majoration sup+ inf en dimension
2 et ceux de Li [5,6] prouvant la majoration du produit sup× inf sur la sphère sous des conditions
de régularité concernant la courbure scalaire prescrite.
Nous nous intéréssons ici aux problèmes suivants :
Problème 1. Sur une variété riemannienne compacte sans bord C∞(M,g) de dimension n 3,
on considère deux suites de fonctions {ui} et {Vi} vérifiant l’équation suivante :
ui + hui = Viui(n+2)/(n−2) (E1)
ui > 0 et h ∈ C0(M) et  + h coercif.
Quelles conditions minimales doit on imposer à (Vi) pour qu’il existe une constante c > 0
telle qu’on ait :
sup
M
ui × inf
M
ui  c. (∗∗)
Une réponse a été donnée dans le cas où h = n−24(n−1)R (R est la courbure scalaire de M) est
partout positive ou nulle sans être identiquement nulle et 0 < a  Vi(x)  b dans Bahoura [2].
Nous obtenons ici un résultat plus général.
Si maintenant (M,g) est une variété à bord, les hypothèses que l’on impose dans la résolution
du Problème 1 ne suffisent plus comme le montre l’exemple suivant :
On considére sur la boule unité de Rn, les fonctions suivantes :
u(x) =
(
μ
μ2 + |x|2
)(n−2)/2
,
elles vérifient
u = n(n − 2)u(n+2)/(n−2),
max
B1(0)
u = u(0) = 1
μ(n−2)/2
et pour tout k ∈ ]0,1],
min
Bk(0)
u = u(k) =
(
μ
μ2 + |k|2
)(n−2)/2
.
On déduit de tout cela que :
max
B1(0)
u × min
Bk(0)
u =
(
1
μ2 + |k|2
)(n−2)/2
.
Il suffit de prendre, μ → +∞ pour avoir maxB1(0) u × minBk(0) u → 0.
Le contre-exemple ci-dessus nous amène au problème suivant :
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considère deux suites de fonctions (ui) et (Vi) vérifiant l’équation suivante :
ui + hui = Viui(n+2)/(n−2) (E2)
ui > 0 et h ∈ C0(M) et  + h coercif sur H 21 (M).
Quelles hypothèses minimales doit on rajouter au Problème 1 pour obtenir le même résultat
lorsque la variété est compacte à bord.
Dans ce même type d’équations, on se pose maintenant la question du contrôle de supui
par infui . La réponse semble difficile dans un cadre général mais nous obtenons une réponse
concernant des suites de fonctions radiales sur la boule unité de Rn. Nous imposons alors cer-
taines conditions sur les fonctions Vi . Plus précisément on s’intéresse au :
Problème 3. Considérons sur la boule unité de Rn, n  3, deux suites de fonctions radiales
{ui}, {Vi}, telles que :
ui = −u′′i −
n − 1
r
u′i = Viui(n+2)/(n−2), (E3)
avec ui > 0.
Quelles conditions sur Vi doit on imposer pour avoir une majoration uniforme des supui si
l’on dispose d’une minoration uniforme des infui .
Il est à remarquer que pour les trois problèmes, aucune condition sur les énérgies n’est im-
posée. Concernant les deux derniers problèmes, il faut noter qu’il n’y a pas de conditions au
bord.
Résultats obtenus :
Théorème 1. Pour tout réel b > 0, il existe une constante c = c(b,M) > 0 telle que pour tout
couple de suites de fonctions (ui) et (Vi) vérifiant l’Éq. (E1) avec 0 Vi(x) b, ∀x ∈ M , ∀i ∈ N
(les Vi sont hölderiennes sans que la suite (Vi) soit nécéssairement uniformément hölderiennes
en i), on ait :
∀i ∈ N sup
M
ui × inf
M
ui  c.
Théorème 2. Soient a, b et m trois réels strictement positifs et x0 un point intèrieur à M . Pour
tout compact K de M , il existe une constante positive c ne dépendant que de a, b,K,m,n, x0
telle que pour tout couple de suites de fonctions (ui) et (Vi) vérifiant l’Éq. (E2) du Problème 2
avec
ui(x0)m > 0, ∀i, et a  Vi(x) b, ∀x ∈ M, ∀i.
(Les Vi sont hölderiennes sans être nécéssairement uniformément hölderiennes en i.)
On ait :
∀i sup
M
ui × inf
K
ui  c.
Théorème 3. Soient a, b et m trois réels strictement positifs et (Ai)i une suite de réels positifs
tendant vers 0. Il existe une constante positive c ne dépendant que de a, b,m,n et de la suite
S.S. Bahoura / Bull. Sci. math. 130 (2006) 624–636 627(Ai)i telle que pour tout couple de suites de fonctions radiales (ui) et (Vi) solutions de l’Éq. (E3)
relative au Problème 3, vérifiant :
a  Vi(r) b, ∀r ∈ [0,1], ∀i,∣∣Vi(r) − Vi(r ′)∣∣Ai |r(n−2)/2 − r ′(n−2)/2|, ∀r, r ′ ∈ [0,1], ∀i,
min[0,1]ui m, ∀i
on ait :
∀i max
[0,1]
ui  c.
Remarque. Les fonctions ui étant radiales et vérifiant l’Éq. (E3), elles sont nécéssairement
décroissantes en r et en particulier max[0,1] ui = ui(0).
Preuve du Théorème 1. Par un changement de métrique conforme on peut se ramener au cas
où h(x) h(x0) > 0 pour tout x ∈ M .
On pose N = 2n
n−2 , on veut prouver l’assertion suivante : ∀b > 0, ∃c = c(b,M) > 0 telle que :∀(ui)i , ∀(Vi)i telles que :
4(n − 1)
n − 2 ui + hui = Viui
N−1, ui > 0, h(x) h(x0) > 0 ∀x ∈ M,
0 Vi(x) b ∀i ∈ N ∀x ∈ M,
on ait :
∀i ∈ N sup
M
ui × inf
M
ui  c.
On raisonne par l’absurde et la contraposée de l’assertion précédente devient : ∃b > 0 ∀c > 0
∃(ui,c)i , ∃(Vi,c)i telles qu’on ait :
4(n − 1)
n − 2 ui,c + hui,c = Vi,cui,c
N−1, ui,c > 0 et 0 Vi,c(x) b ∀i ∈ N ∀x ∈ M
et
∃ic ∈ N tel que sup
M
uic,c × inf
M
uic,c  c.
Sans nuire à la généralité, on peut construire en choisissant c = 1/i → 0 deux suites de fonc-
tions (ui)i et (Vi)i vérifiant les conditions ci-dessus et telles que :
sup
M
ui × inf
M
ui 
1
i
→ 0. (∗)
On écrit :∫
M
Viui
N max
M
ui ×
∫
M
Viui
N−1.
Soit GL la fonction de Green de l’opérateur inversible L =  + h, alors GL  α > 0 et on
obtient :
ui(x) =
∫
GL(x, y)Vi(y)ui
N−1(y)dVg(y) α
∫
V˜i(y)ui
N−1(y)dVg(y),
M M
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M
V˜i(y)ui
N (y)dVg(y)
maxM ui × minM ui
α
→ 0.
On multiplie par ui l’équation par (E1) et on intègre, on obtient :∫
M
|∇ui |2 +
∫
M
hu2i =
∫
M
Viui
N .
Comme M est compacte et h > 0, on a : h(y)  h(y0) > 0, pour tout y ∈ M et il s’en suit
que : ∫
M
|∇ui |2 + h(y0)
∫
M
u2i 
∫
M
Viui
N → 0,
ainsi,
‖ui‖H 1 → 0.
Grâce à l’inclusion continue de H1 dans LN , on obtient :
‖ui‖LN → 0. (∗∗)
On multiplie l’Eq. (E1) par u2k−1i , avec k > 1 et on intégre par parties sur M :
(2k − 1)
∫
M
u2k−1i |∇ui |2 +
∫
M
u2ki =
∫
M
Viui
N+2k−2.
Comme h > 0 on obtient :∫
M
∣∣∇(uki )∣∣2  k
2
2k − 1
∫
M
Viui
Nui
2k−2  bk
2
2k − 1
∫
M
ui
Nui
2k−2, (3)
∫
M
ui
Nui
2k−2 =
∫
M
ui
N−2 ui2k.
Comme N > 2, on peut appliquer l’inégalité de Hölder à uiN−2 et ui2k , avec l’exposant
p = N
N−2 :∫
M
ui
N−2 ui2k 
( ∫
M
ui
N
)(1−2/N)
×
( ∫
M
ui
kN
)2/N
.
Finalement, on a l’inégalité suivante :
∫
M
∣∣∇(uki )∣∣2  bk
2
2k − 1
( ∫
M
ui
N
)(1−2/N)
×
( ∫
M
ui
kN
)2/N
.
Ce qui revient à écrire :
∥∥∇(uki )∥∥22  bk
2
‖ui‖N−2N ×
∥∥uki ∥∥2N.2k − 1
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∥∥∇(uki )∥∥22 + A
∥∥uki ∥∥22.
La constante C ne dépend que de n. On peut écrire alors :
∥∥uki ∥∥2N
(
1 − bCk
2
2k − 1‖ui‖
N−2
N
)
A
∥∥uki ∥∥22.
Comme (ui) vérifie (∗∗), la quantité (1 − bCk22k−1‖ui‖N−2N ) est positive à partir d’un certain
rang i0. Ce qui nous permet d’écrire :(
1 − bCk
2
2k − 1‖ui‖
N−2
N
)
 δ > 0 pour i  i0.
Finalement, on a obtenu l’inégalité suivante pour i  i0 :∥∥uki ∥∥2N  Aδ
∥∥uki ∥∥22.
En prenant k = N/2, on voit que ‖ui‖L(N2/2) → 0, avec N2/2 > N . En recommençant avec
k = (N/2)l , l = 2, . . . , on voit que de proche en proche, la suite (ui) converge uniformément
vers 0 dans tous les espaces Lp , p > 1.
En utilisant par exemple la représentation intégrale par la formule de Green et l’inégalité de
Hölder de maniere adéquate, on prouve que ui converge uniformément vers 0.
L’hypothèse (∗) entraine donc :
max
M
ui → 0.
Or,
max
M
ui = ui(xi) =
∫
M
GL(xi, y)Vi(y)u
N−1
i (y)dVg(y) cb
(
max
M
ui
)N−1
,
avec c = ∫
M
GL(x, y)dVg(y) α Vol(M) > 0.
Finalement,
max
M
ui  (bc)−(n−2)/4.
Ce qui est contradictoire.
Preuve du Théorème 2. Nous allons presenter le problème sur la boule unité de Rn avec h ≡ 0.
La preuve dans le cas général est du même type que celle qu’on donne sur la boule unité de Rn.
On pose N = 2n
n−2 et on veut prouver l’assertion suivante : ∀a, b,m > 0, ∀x0 ∈ B1(0) ∈ Rn,∀R ∈ ]0,1[, ∃c = c(a, b,m,x0,R,n) > 0, telle que pour tout couple de suites (ui) et (Vi) véri-
fiant :
∀i ui = ViuiN−1, avec ui > 0,
∀x ∈ B1(0), ∀i a  Vi(x) b,
∀i ui(x0)m,
on ait :
∀i sup ui × inf
BR(0)
ui  c.B1(0)
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∃x0 ∈ B1(0) ∈ Rn, ∃R ∈ ]0,1[, ∀c > 0, il existe un couple de suites (ui,c) et (Vi,c) vérifiant :
∀i ui,c = Vi,cui,cN−1, avec ui,c > 0
∀x ∈ B1(0), ∀i a  Vi,c(x) b
∀i ui,c(x0)m,
on ait :
∃i sup
B1(0)
ui,c × inf
BR(0)
ui,c  c.
Sans nuire à la généralité on peut construire en choisissant c = 1/i deux suites de fonctions
(ui) et (Vi) vérifiant les conditions ci-dessus et telles que :
sup
B1(0)
ui × inf
BR(0)
ui 
1
i
→ 0.
Soit  > 0 tel que 0 < R < R˜ +  < 1 avec R˜ = sup(|x0|,R). Alors :∫
B
R˜+ (0)
ui
2n/(n−2) dy  sup
B
R˜+ (0)
ui ×
∫
B
R˜+ (0)
ui
(n+2)/(n−2) dy.
Ce qui entraine :∫
B
R˜+ (0)
ui
2n/(n−2) dy  sup
B1(0)
ui ×
∫
B
R˜+ (0)
ui
(n+2)/(n−2) dy.
Soit G1(x, y) la fonction de Green du laplacien sur B1(0) :
xG1(x, y) = δy, G1(x, y) = 0, x ∈ ∂B1(0)
on a alors :
ui(x) =
∫
B1(0)
G1(x, y)Vi(y)ui
(n+2)/(n−2)(y)dy −
∫
∂B1(0)
∂νG1(x, y)ui(y)dσ(y).
Sur la boule unité la fonction de Green est donnée par la formule suivante :
G1(x, y) = 1
ωn(n − 2)
[
1
(|x|2 + |y|2 − 2x.y)(n−2)/2 −
1
(|x|2|y|2 − 2x.y + 1)(n−2)/2
]
.
En réduisant au même dénominateur, on obtient :
G1(x, y)
(
√|x|2|y|2 − 2x.y + 1)n−2 − (√|x|2 + |y|2 − 2x.y)n−2
(n − 2)ωn22(n−2) .
En utilisant la formule du binôme et celle de la quantitié conjuguée, on en déduit que : si l’on
pose a′ = |x|2|y|2 − 2x.y + 1 et b′ = |x|2 + |y|2 − 2x.y, on obtient :
(√
a′
)n−2 − (√b′ )n−2 = a′n−2 − b′n−2
(
√
a′)n−2 + (√b′)n−2 =
(a′ − b′)∑n−3k=0 a′kb′n−3−k
(
√
a′)n−2 + (√b′)n−2
 (a
′ − b′)n−2√ ′ n−2 √ ′ n−2 .( a ) + ( b )
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G1(x, y)
1
2ωn(n − 2)22(n−2)
(
1 − |x|2)n−2(1 − |y|2)n−2.
Il est aisé de voir que ∂ν,yG1(x, y)  0 pour tout x ∈ B1(0) et tout y ∈ ∂B1(0) et que pour
R > 0,  > 0, G1(x, y) c(R,n, , x0) > 0 dès que |y| R˜ +  < 1, |x|R < 1.
Ce qui entraine que pour tout x ∈ BR(0) :
ui(x)
∫
B1(0)
G1(x, y)Vi(y)ui
(n+2)/(n−2)(y)dy

∫
B
R˜+ (0)
G1(x, y)Vi(y)ui
(n+2)/(n−2)(y)dy
cela revient à avoir,
ui(x) ac(R, ,n, x0)
∫
B
R˜+ (0)
ui
(n+2)/(n−2) dy.
Remarque. Dans le cas général où M est une variété à bord avec  + h coercif sur H 21 (M), on
a l’existence d’une fonction de Green vérifiant :
xG(x, y) + hG(x, y) = δy, G(x, y) = 0, x ∈ ∂M.
Cette fonction de Green est positive et d’après le principe du maximum, on a : pour tout
compact K ′ de M contenant x0, il existe une constante strictement positive c qui dépend de
K ′, x0 et n, telle que : G(x,y) c pour tout x, y ∈ K ′.
On revient au cas de la boule unité, ce qui précède entraine que :
inf
BR(0)
ui  ac(R, ,n, x0)
∫
B
R˜+ (0)
ui
(n+2)/(n−2) dy
et finalement :∫
B
R˜+ (0)
ui
2n/(n−2) dy 
supB1(0) ui × infBR(0) ui
ac(R, ,n, x0)
→i→+∞ 0.
Soit 0 < δ < 2 et η une fonction C∞ telle que :
η ≡ 1, sur B
R˜+/2+δ(0) et η ≡ 0 sur B1(0) − BR˜+(0).
Pour k > 1, on multiplie l’Éq. (E2) par u2k−1i η2, puis on integre sur BR˜+(0) :∫
B
R˜+
uiu
2k−1
i η
2 =
∫
B
R˜+
Viu
N+2k−2
i η
2. (∗)
En intégrant par parties le premier membre, on obtient :
(2k − 1)
∫
B
|∇ui |2u2k−2i η2 + 2
∫
B
〈∇ui |∇η〉ηu2k−1i =
∫
B
Viu
N+2k−2
i η
2.R˜+ R˜+ R˜+
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ainsi,
|∇ui |2u2k−2i η2 =
|∇(ηuki )|2
k2
− 2
k
〈∇ui |∇η〉u2k−1i η −
1
k2
|∇η|2u2ki .
Ceci entraine :
2k − 1
k2
∫
B
R˜+
∣∣∇(ηuki )∣∣2 +
[
−2(2k − 1)
k
+ 2
] ∫
B
R˜+
〈∇ui |∇η〉u2k−1i η
− 2k − 1
k2
∫
B
R˜+
|∇η|2u2ki =
∫
B
R˜+
Viu
N+2k−2
i η
2.
D’autre part,∫
B
R˜+
〈∇ui |∇η〉u2k−1i η =
1
4k
∫
B
R˜+
〈∇(u2ki )|∇(η2)〉= 14k
∫
B
R˜+
(η2)u2ki .
Finalement,
2k − 1
k2
∫
B
R˜+
∣∣∇(ηuki )∣∣2 =
[
2 − 2(2k − 1)
k
]
1
4k
∫
B
R˜+
(η2)u2ki +
2k − 1
k2
∫
B
R˜+
|∇η|2u2ki
+
∫
B
R˜+
Viu
N+2k−2
i η
2.
On s’occupe maintenant du second membre de (∗) :∫
B
R˜+
Viu
N+2k−2
i η
2  b
∫
B
R˜+
(
u2ki η
2)(uN−2i ).
En appliquant l’inégalité de Hölder avec p = N/2 et p′ = N/(N − 2), on obtient :
∫
B
R˜+
Viu
N+2k−2
i η
2  b
( ∫
B
R˜+
uNi
)1−2/N
×
( ∫
B
R˜+
ukNi η
N
)2/N
ainsi,
2k − 1
k2
(∥∥∇(ηuki )∥∥L2(B
R˜+ )
)2  b(‖ui‖LN(B
R˜+ )
)N−2 × (∥∥ηuki ∥∥LN(B
R˜+ )
)2
+ C(‖ui‖L2k(B
R˜+ )
)2k
.
L’inégalité de Sobolev (voir [1]), nous donne :
(∥∥ηuki ∥∥LN(B ))2 K × (
∥∥∇(ηuki )∥∥L2(B ))2
R˜+ R˜+
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(2k − 1)
Kk2
− b(‖ui‖LN(B
R˜+ )
)N−2](∥∥ηuki ∥∥LN(B
R˜+ )
)2  K˜(‖ui‖L2k(B
R˜+ )
)2k
.
En choisissant k = N2 , on a :∫
B
R˜+/2+δ
u
N2/2
i → 0.
En réiterant le procédé avec k = N2/4 sur B
R˜+/2+δ puis k = N3/8 sur BR˜+/2+δ/2 . . . k =
(N/2)l , l ∈ N sur B
R˜+/2+δ/2l−2 , avec un δ > 0 assez petit, on obtient :
∀q1  1, ‖ui‖Lq1 [B
R˜+/2(0)] → 0.
D’autre part :∫
B
R˜+/2(0)
ui
q1(y)dy =
∫
[0,R˜+/2]
∫
∂Br
u
q1
i (σr )dσr dr → 0.
En posant si(r) =
∫
∂Br
u
q1
i (σr )dσr , on obtient :∫
[0,R˜+/2]
si(r)dr → 0.
La suite de fonctions positives (si) tend vers 0 dans L1([0, R˜ + /2]), il existe une sous-suite
notée encore (si) qui tend vers 0 presque partout.
Ainsi,
∀q1  1, ∃r0 ∈ [R˜ + /3, R˜ + /2],
∫
∂Br0
u
q1
i (σr0)dσr0→i→+∞0.
On choisit q1  1 tel que q1 = q(n + 2)/(n − 2), q > n/2 et‖ui‖Lq1 [B
R˜+/2(0)] → 0. Ayant
choisi q1, on détermine r0 et on obtient que 1/rn−2 est dans Lq
′
(Br0). Par exemple q = 1 + n/2
et q1 = (n + 2)2/(2(n − 2)).
Soit G0(x, y) la fonction de Green du Laplacien sur Br0(0), alors :
ui(x) =
∫
Br0 (0)
G0(x, y)Vi(y)ui
(n+2)/(n−2)(y)dy −
∫
∂Br0 (0)
∂ν,yG0(x, y)ui(y)dσ(y).
On remarque que pour x ∈ B
R˜+/4 et y ∈ ∂Br0(0) :
∣∣∂ν,yG0(x, y)∣∣ c˜|x − y|n−1 
c˜
|r0 − R˜ − /4|n−1
 C.
En utilisant l’inégalité de Hölder sur les deux termes de droite, on obtient :
ui(x0) sup
B
R˜+/4(0)
ui → 0, quand i → +∞.
Ce qui contredit notre hypothèse ui(x0)m > 0 ∀i.
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2 dans [3], qu’on généralise ici à la dimension n 3 pour les fonctions radiales.
Supposons par l’absurde que :
ui(0) → +∞.
Posons ηi = 1/[ui(0)]2/(n−2).
D’après le théorème d’Ascoli et après passage au sous-suites, on peut supposer que Vi(ηix) →
V (0). Sans nuire à la généralité, on peut supposer de plus que V (0) = n(n − 2). D’après
un théorème de Ladyzenskaya et un théorème de Gidas–Caffarelli–Spruck [4], les fonctions
vi :x → ηi(n−2)/2ui(xηi) vi(0) = 1, vérifient vi = Vi(xηi)viN−1, ∇vi(0) = 0 et convergent
uniformément sur tout compact de Rn vers la fonction v :x → 1/(1 + |x|2)(n−2)/2.
Posons pour t ∈ ]−∞,0] :
vi(t) = e(n−2)t/2ui(et ) et wi(t) = e(n−2)t/2ui(et ) − m2 e
(n−2)t/2.
La fonction wi , vérifie :
−Lwi = Vi(et )
[
wi + m2 e
(n−2)t/2
](n+2)/(n−2)
,
avec L = d2dt2 − (n−2)
2
4 .
De plus, zi(t) = wi(t + logηi) converge uniformément vers w(t) = e(n−2)t/2/(1 + e2t )(n−2)/2
sur tout intervalle du type [−∞, β] avec β ∈ R.
Comme ui est décroissante, on obtient pour t ∈ ]−∞,0] :
wi(t) e(n−2)t/2ui(1) − m2 e
(n−2)t/2 = e(n−2)t/2 minui − m2 e
(n−2)t/2  m
2
e(n−2)t/2 > 0.
La convergence uniforme de la suite de fonctions (zi), donne : ∀ > 0, ∃i0 ∈ N tel que pour
i  i0 on ait :
wi(logηi) − wi(logηi + 4) ηi(n−2)/2ui(ηi) − ηi(n−2)/2ui(e4ηi)−2 + w(0) − w(4).
Avec w(t) = e(n−2)t/2/(1 + e2t )(n−2)/2.
Comme, [w(0)]2/(n−2) = 12 , [w(4)]2/(n−2) = e
4
1+e8 et
[
w(0)
]2/(n−2) − [w(4)]2/(n−2) = e8 − 2e4 + 1
2(1 + e8) =
(e4 − 1)2
2(1 + e8) > 0.
En choisissant  > 0 assez petit, on obtient que pour i  i0 :
wi(logηi) − wi(logηi + 4) > 0. (∗1)
Lemme. On montre qu’il existe un rang λ, à partir duquel on a : wλi (t) − wi(t) < 0 pour tout
t ∈ ]λ,0] où l’on a posé wλi (t) = wi(2λ − t).
Preuve du lemme. On sait que wi(t) > 0 sur ]−∞,0]. Fixons l’entier i et cherchons le signe
de ∂twi .
∂twi(t) = n − 2e(n−2)t/2ui(et ) + ent/2∂rui(et ) − (n − 2)me(n−2)t/22 4
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∂twi(t) e(n−2)t/2
[
(n − 2)m
4
− etBi
]
pour tout t  0, avec Bi = ‖∇ui‖L∞ .
Ainsi, pour t  log[ (n−2)m4Bi ], ∂twi(t) > 0 et la fonction wi est strictement croissante.
Supposons par l’absurde, que pour tout n ∈ N, il existe un λn < −n et tn ∈ ]λn,0], tels que :
wi(2λn − tn) − wi(tn) 0.
Comme (2λn − tn) < tn et wi est strictement croissante pour t  log[(n − 2)m/4Bi], on a :
tn ∈ [log[(n − 2)m/4Bi],0] pour tout n. Par compacité on peut supposer que tn → t .
Comme wi est continue, on obtient :
0wi(2λn − tn) − wi(tn) → −wi(t).
Ce qui impossible car wi(t) > 0.
Finalement, on a prouvé qu’il existe un rang λ, à partir duquel, on a :
wλi (t) − wi(t) < 0 pour tout t ∈ ]λ,0] (∗2)
et ceci est le résultat du lemme.
Revenons maintenant à la preuve du théorème.
Soit ξi = sup{λ logηi + 2,wλi (t) − wi(t) < 0 pour t ∈ ]λ,0]}. D’après les relations (∗1) et
(∗2), ξi existe bien. D’autre part :
−L(wξii − wi)= (V ξii − Vi)
[
w
ξi
i +
m
2
e(n−2)tξi /2
]N−1
+ Vi
{[
w
ξi
i +
m
2
e(n−2)tξi /2
]N−1
−
[
wi + m2 e
(n−2)t/2
]N−1}
.
Considérons la fonction x → xN−1, pour x  x′, on a :
x′N−1 − xN−1  (N − 1)xN−2(x′ − x).
En appliquant cette inégalité à x = vξii = wξii + m2 e(n−2)t
ξi /2 et x′ = vi = wi + m2 e(n−2)t/2, on
obtient :[
w
ξi
i +
m
2
e(n−2)tξi /2
]N−1
−
[
wi + m2 e
(n−2)t/2
]N−1

(
v
ξi
i
)N−2 (N − 1)m
2
[
e(n−2)tξi /2 − e(n−2)t/2].
Donc :
−L(wξii − wi)−Ai(vξii )N−1[e(n−2)tξi /2 − e(n−2)t/2]
+ am(N − 1)
2
(
v
ξi
i
)N−2[
e(n−2)tξi /2 − e(n−2)t/2].
Comme vξii  en−2, on peut écrire que pour i  i1 :
−L(wξii − wi) (vξii )N−2
[
am(N − 1) − Aien−2
][
e(n−2)tξi /2 − e(n−2)t/2]< 0.2
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ξi et le principe du maximum de Hopf, on déduit que :
w
ξi
i (0)wi(0). (α)
En effet, si on avait wξii (0) < wi(0), d’après le principe du maximum de Hopf, on aurait :
w
ξi
i (t) − wi(t) < 0, sur ]ξi,0], (α1)
∂ν
[
w
ξi
i − wi
]
(ξi) > 0. (α2)
Or la définition de ξi donne l’existence de suites (μk,i)k, (tk,i )k telles que : ξi < μk,i  ξi + 1k
et μk,i  tk,i  0, pour tout k entier et :
wi(2μk,i − tk,i ) − wi(tk,i ) 0. (α3)
En passant à la limite en k dans (α3), on contredit (α1) ou (α2).
Par définition de wi , on a :
w
ξi
i (0) = wi(2ξi) = e(n−2)(ξi−logηi )ηi (n−2)/2vi
[
e2(ξi−logηi )ηi
]
 e
n−2
ui(0)
et
wi(0) = ui(et ) − m2 
m
2
> 0.
Ce qui signifie que pour i  i2 :
ui(0) c1
avec c1 une constante, qui ne dépend pas de i. Et finalement ceci contredit notre hypothèse de
départ.
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