In this work we introduce the class of graphs with bounded induced distance of order k, (BID(k) for short). A graph G belongs to BID(k) if the distance between any two nodes in every connected induced subgraph of G is at most k times their distance in G.
any pair of nodes is given by the minimum number of links that a message must traverse to reach the destination.
Delivering messages is done according to a well de ned routing strategy. Naturally, it is desirable that the strategy routes messages through shortest paths. The usefulness of routing messages through shortest paths is extensively discussed in 20, 23] , and also used by the Internet Protocol 19] . In networks using this protocol, some nodes, also called gateways, use shortest paths information about the current state of the network to recalculate shortest paths quickly in the case of node failures.
In this network model, to deliver a message when node failures have occurred corresponds to deliver the same message in a subnetwork modeled by a subgraph induced by the unfailed nodes. We investigate nonreliable networks in which messages will eventually reach the destination traversing a path the length of which is at most k times the length of a shortest path computed in absence of node failures.
In this work, to study the topologies of these networks, we introduce graphs having have been investigated to design interconnection network topologies 7, 11, 13] , and many papers have been devoted to them (e.g., see 1, 5, 6, 10, 12, 16, 21, 25] ).
Given the relevance of graphs in BID(k) in the area of communication networks, our purpose is to provide characterizations of them. To this end, we introduce an invariant of graphs called stretch number, and then we use it to characterize graphs in BID(k). Moreover, we provide a second characterization based on cycle-chord conditions.
In particular, we study classes of graphs with small order, that is BID(k) with k 2.
In this context we show that, for networks that are not distance-hereditary, 3=2 represents a lower bound for the order k. Then, we characterize graphs in BID(3=2) by means of their forbidden induced subgraphs, and we also show that graphs in BID(2) have a more complex characterization than graphs belonging to BID(k), k < 2.
We also investigate the complexity of the recognition problem for the generic class BID(k), proving that this problem is Co-NP-complete. Moreover, in order to de ne operations to yield graphs in the class under consideration, we study the relationship between the stretch number of the graph obtained by split composition ( 9] ) and the stretch number of graphs to be composed. By using this relation we show that the split composition can be applied to generate graphs in the class BID(k).
The remainder of this paper is organized as follows. Notations and basic concepts used in this work are given in Section 2. In Section 3, the characterizations of graphs in BID(k) Figure 1: The fan, the house, and the domino. are given. In Section 4, we investigate the graph classes BID(k) when k 2. In Section 5, we give the complexity result for the recognition problem for the generic class BID(k). Section 6 shows when the split composition can be used as an operation to generate graphs in BID(k). Finally, in the last section we give the conclusions of this work and list some open problems.
Preliminaries and notations
In this work we consider nite, simple, loopless, undirected and unweighted graphs G = (V; E) with node set V and edge set E. We use standard terminologies from 4, 17], some of which are brie y reviewed here.
A subgraph of G is a graph having all its nodes and edges in G. Given a subset S of V , the induced subgraph hSi of G is the maximal subgraph of G with node set S. S is independent if hSi has no edges. jGj denotes the cardinality of V . If x is a node of G, by N G (x) we denote the neighbors of x in G, that is, the set of vertices in G that are adjacent to x, and by N G x] we denote the closed neighbors of x, that is N G (x) fxg. A node x is pendant in G if jN G (x)j = 1.
A sequence of pairwise distinct nodes (x 0 ; : : :; x n ) is a path in G if (x i ; x i+1 ) 2 E for 0 i < n. The length of a path p = (x 0 ; : : :; x n ) is n, whereas jpj denotes the number of its nodes. A path (x 0 ; : : :; x n ) is an induced path if hfx 0 ; : : :; x n gi has n edges.
A graph G is connected if for each pair of nodes x and y of G there is a path from x to y in G. A connected component of G is any maximal connected subgraph of G. An articulation point of G is a node the removal of which increases the number of connected components of G. A graph G is biconnected if it has no articulation points. A graph G is minimal with respect to a property P if P does not hold for every proper induced subgraph of G.
A cycle C n in G is a path (x 0 ; : : :; x n?1 ) where also (x 0 ; x n?1 ) 2 E. Two nodes x i and x j are consecutive in C n if j = (i + 1) mod n or i = (j + 1) mod n. A chord of a cycle is an edge joining two non-consecutive nodes in the cycle. A cycle (x 0 ; : : :; x n?1 ) is an induced cycle if hfx 0 ; : : :; x n?1 gi has n edges. An induced cycle is also called chordless; a chordless cycle with n nodes is denoted by CC n .
Particular cycles are the fan (a cycle C 5 with two chords both incident to the same node), the house (obtained by removing a chord from a fan), and the domino (a cycle C 6 with only one chord that divides the cycle into two chordless cycles CC 4 ) (see Figure 1 ).
Let us consider two nodes x and y in a graph G. The length of a shortest path between them is called distance and is denoted by d G (x; y). Moreover, the length of a longest induced path between them is denoted by D G (x; y). We use the symbols P G (x; y) and p G (x; y) to denote a longest and a shortest induced path between x and y, respectively. Sometimes, when no ambiguity occurs, we use P G (x; y) and p G (x; y) to denote the sets of nodes belonging to the corresponding paths.
We use the split composition graph operation, the inverse of the decomposition operation introduced by Cunningham 9] . In the following we recall the split composition terminology.
Let G 1 , G 2 be graphs having node sets V 1 fm 1 g, V 2 fm 2 g and edge sets E 1 , E 2 , respectively, where fV 1 ; V 2 g is a partition of V and m 1 ; m 2 6 2 V . The split composition of G 1 and G 2 is the graph G = G 1 G 2 having node set V and edge set E = E In this paper we also use the version of Bouchet 3] where marked nodes m 1 and m 2 are joined by a marked edge (e.g., see Figure 4 ). 3 Characterizations of graphs in BID(k) In this section we rst investigate the relationships between the class BID(k) and graph classes already known, and then we provide two characterizations of graphs belonging to BID(k). A rst characterization result is based on the stretch number of a given graph, a new invariant for graphs introduced here; a second result is based on cycle-chord conditions. In the following de nition we introduce the concept of stretch number. It will be used later to provide a rst characterization result for graphs in BID(k).
De nition 3.1 Let G be a graph, and fx; yg a pair of distinct connected nodes in G. -the stretch number of G, denoted by s(G), is the maximum stretch number over all possible pairs of connected nodes, that is s(G) = max fx;yg s G (x; y); -S(G) is the set of all the pairs of nodes inducing the stretch number of G, that is, S(G) = ffx; yg j s G (x; y) = s(G)g.
In communication network design, the e ciency of a routing scheme is measured in terms of its stretch factor 14, 24] , that is the maximum ratio between the length of a route computed by the scheme and that of a shortest path connecting the same pair of nodes.
Another important concept is the k-spanner 22] of a graph G, that is a spanning subgraph G 0 of G in which every pair of nodes that are adjacent in G are at distance at most k in G 0 . Neither the concept of k-spanner nor the concept of stretch factor can be used to measure the e ciency decrease in message routing due to node failures. On the other hand, if s(G) k, then any routing scheme that delivers messages along induced paths has a stretch factor at most k. In fact, in a graph G in which the stretch number is s(G) k the distance of every pair of nodes in every connected induced subgraph of G is at most k times their distance in G, and hence the delay ratio in case of node failures is always less or equal to k.
In the following proposition we consider some trivial cases regarding the concept of stretch number. Proposition 3.2 Let G = (V; E) be a graph. The following lemma shows that the stretch number of a graph determines the minimum class which the graph belongs to. By contradiction, let us suppose that there exists a real number t < s(G) such that G 2 BID(t). Let fx; yg 2 S(G), and G 0 = hP G (x; y)i. In this case we have that d G 0 (x; y) = D G (x; y), and hence the relation
This lemma induces the rst characterization of graphs in BID(k) in a straightforward manner. This result can be used to give an upper bound to the class which a given graph belongs to. In fact, by Proposition 3.2 we know that if G has n nodes, then s(G) (n ? 2)=2. This implies that G 2 BID((n ? 2)=2). Conversely, given an integer k 1 we can nd a graph G that belongs to BID(k) whereas it does not belong to BID(k 0 ) for each rational k 0 < k: for instance, again by Proposition 3.2, G is equal to the chordless cycle CC 2k+2 .
The following corollary states that, if G 2 BID(k), then every induced subgraph of G also belongs to BID(k). 
and the theorem follows.
If G 0 is not connected the same argument can be applied to every connected component of G, and then G 0 belongs to BID(k).
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The following technical results will be used to prove the second characterization given in Theorem 3.10.
Lemma 3.6 Let G be a graph, and fx; yg 2 S(G). If z 2 P G (x; y)\p G (x; y), and z 6 2 fx; yg, then fx; zg 2 S(G) or fz; yg 2 S(G).
Proof. Let k = s(G). By contradiction, let us suppose that fx; zg; fz; yg 6 2 S(G). Then Proof. Let fx; yg 2 S(G). If hP G (x; y) p G (x; y)i is not a cycle, then there exists a node z belonging both to P G (x; y) and to p G (x; y). Now, by Lemma 3.6, fx; zg 2 S(G) or fz; yg 2 S(G). If one of these pairs determines a cycle we are done, otherwise we apply the previous lemma recursively until either we nd a pair of nodes fu; vg 2 S(G) which determines the requested cycle or d G (u; v) = 1. The latter case implies that s(G) = 1 and this contradicts the hypothesis s(G) > 1. 2 Corollary 3.8 Let G 1 ; G 2 ; : : :; G n be the subgraphs induced by the maximal biconnected components of a graph G. Then s(G) = max 1 i n s(G i ). Proof. Let fx; yg 2 S(G) be a pair of nodes belonging to two di erent maximal biconnected components of G. If G is connected, then there exists an articulation point z belonging both to P G (x; y) and to p G (x; y). In this case, by Lemma 3.6, it follows that fx; zg 2 S(G) or fz; yg 2 S(G). Without loss of generality, we suppose that fx; zg 2 S(G). If x and z are in the same component, the theorem is proved. Otherwise, we can apply the Lemma 3.6
recursively until we nd a pair of nodes fu; vg belonging to the same component and such that fu; vg 2 S(G). If G is not connected, we can apply the same arguments to any connected component having a pair of nodes in S(G).
The following results provide a characterization of graphs belonging to BID(k), also in the case k = 1. They are based on the concept of chord distance given in the following de nition.
De nition 3.2 Given a cycle C n its chord distance is denoted by cd(C n ), and it is de ned as the minimum number of consecutive nodes in C n such that every chord of C n is incident to some of such nodes. We assume cd(CC n ) = 0.
The chord distance of some cycles is shown in Figure 2 . The following result represents a characterization of distance-hereditary graphs based on the concept of chord distance. In this section we investigate the structure of graphs belonging to BID(k) when k is close to 1. The motivation is quite natural: we want to relax the restriction for which all the induced paths between two nodes have the same length (as it happens in any distance-hereditary graph) and, at the same time, to maintain a small ratio between the lengths of the shortest and longest induced path connecting any pair of nodes. In other words we are investigating graphs that are not distance-hereditary, but with a stretch number very small (e.g., graphs
belonging to BID(k), k 2). Figure 1) . The stretch number of CC n is (n ? 2)=2, the stretch number of the fan and the house is 3=2, and the stretch number of the domino is 2. Remark 4.2 Let us consider nonreliable networks whose topology is not a distance-hereditary graph. Theorem 4.1 implies that, in case of node failures, no routing scheme is able to assure the delivery of messages through paths the length of which is less than 1.5 times the best possible, that is, when no node has failed.
At this point, the class BID(3=2) assumes a great relevance. In the following, we give a characterization of this class based on the forbidden induced graphs shown in Figure 3 . Proof. Only if part. All the considered cycles have a stretch number greater than 3=2, and hence they are forbidden induced subgraphs for every graph belonging to BID(3=2).
If part. We prove that every graph G 6 2 BID(3=2) contains one of the forbidden subgraphs or a proper induced subgraph G 0 not in BID(3=2). In the latter case, we can recursively apply to G 0 the following proof.
If G 6 2 BID(3=2) then, by Theorem 3.10, G contains a cycle C n , n 6, as induced subgraph such that 0 cd(C n ) l 2n 5 m ? 2. In what follows, let us denote cd(C n ) as q. If q = 0 then we obtain the chordless cycles CC n , n 6. If n = 6; 7; 8 and 1 q l 2n 5 m ? 2 then we obtain the other forbidden subgraphs. Now, we have to show that each cycle C n with n 9 and chord distance q such that 1 q l 2n 5 m ? 2 contains one of the given forbidden subgraphs. In this case, let us assume the cycle C n be induced by the nodes of the two node-disjoint paths P G (x; y) = (x; u 1 ; u 2 ; : : :; u p ; y) and p G (x; y) = (x; v 1 ; v 2 ; : : :; v q ; y) such that p + q + 2 = n. In this cycle we denote by r j the largest index j 0 such that v j and u j 0 are connected by a chord of C n , i.e. r j = maxfj 0 j (v j ; u j 0 ) is a chord of C n g; we assume r j unde ned when v j is not incident to a chord of C n . Informally, r j gives the rightmost chord incident to v j . Notice that, since q 1, r 1 is de ned; moreover, if r 1 > 3 then the subgraph of C n induced by the nodes v 1 ; x; u 1 ; : : :; u r 1 is forbidden, since it is a cycle with at least 6 nodes and chord distance at most 1. Hence, in the remainder of this proof we assume that r 1 3.
Let us consider the cycles C n with n 9 and chord distance q such that 1 q < l 2n 5 m ?2. If C n 0 denotes the subgraph induced by the nodes of C n except the nodes x; u 1 ; : : :; u r 1 ?1 , then C n 0 is a cycle with n 0 n ? 3 nodes and chord distance at most q ? 1 The last inequality holds since d2n=5e ? 2 > q. Finally, let us consider the cycles C n with n 9 and chord distance q such that q = l 2n 5 m ? 2. In this case it follows that q 2. Now we show that the cycle C n 0 can be used to prove that C n contains a forbidden subgraph when 9 n 12. In fact: This inequality holds when 9 n 12. In fact, it is ful lled for the values n = 9; 10 (when q = 2), and for n = 11; 12 (when q = 3). In the remaining cases, C n contains n 13 nodes. Now, if r 2 is unde ned, then the cycle C n 0 is forbidden. In fact, in this case the chord distance of C n 0 is at most q ? 2, and the inequality The last inequality holds since d2n=5e ? 2 = q. It remains to consider the cases when r 2 is de ned. If r 2 > 4 then the subgraph of C n induced by the nodes v 2 ; v 1 ; x; u 1 ; : : :; u r 2 is forbidden, since it is a cycle with at least 8 nodes and chord distance at most 2. If r 2 4 the subgraph C n 00 induced by the nodes of C n except the nodes v 1 ; x; u 1 ; : : :; u r 2 ?1 is a cycle with n 00 n ? 5 nodes and chord distance at most q ? 2. To prove that C n 00 is forbidden, let us show that d2n 00 =5e ? 2 q ? 2. The following inequality: By computing the stretch number of every minimal forbidden subgraph for class BID(3=2), we can state the following: According to all the previous results, as there exists no graph with stretch number between 1 and 3=2, and between 3=2 and 5=3, we are con dent that the following conjecture holds.
Conjecture 4.5 There exists no graph G such that 2? . Moreover, as any other pair of nodes in G i has a stretch number less or equal to s G i (x; y), then fx; yg 2 S(G i ).
Assuming that Conjecture 4.5 holds, it is likely that all the classes properly included in BID(2) can be characterized by listing all their forbidden subgraphs. For instance, for BID(1): CC n with n 5, C 5 and C 6 with chord distance equal to 1; for BID(3=2): CC n with n 6, C 6 and C 7 with chord distance equal to 1, and cycles C 8 with chord distance equal to 1 or 2. Conversely, in the following we show that the same kind of characterization does not hold for the class BID(2). In particular, the next theorem proves the existence of a cycle with 7 + 3i nodes, chord distance i + 1, and stretch number 2 + 1=(i + 2), for each integer i 1. Moreover, every proper induced subgraph of such cycles has stretch number at most 2. To prove that G i is minimal, we have to prove that s G i (x; y) 2 for each pair fx; yg of distinct and connected nodes of G i such that hP G i (x; y) p G i (x; y)i does not coincide with G i .
We have to consider three di erent cases: (i) neither x nor y belongs to the same cycle CC 6 , (ii) only x is in a cycle CC 6 , and (iii) x is in the rst cycle CC 6 and y in the second one.
(i) Since the longest and the shortest induced paths cannot include nodes of the CC 6 cycles (otherwise they are not induced), we are in the same case as in the proof of Theorem 4.6 (see also Figure 4 ), and then s G i (x; y) < 2. (ii) In this case we have to consider just the pairs of nodes fx 1 ; yg and fx 2 ; yg, where y belongs to the j-th cycle CC 5 , and x 1 and x 2 belong to the same cycle CC 6 .
These nodes are pointed out in Figure 5 , and, since all the other possible pairs are symmetrical, they are not considered. As regard fx 1 ; yg, d G i (x 1 ; y) = j + 2 (one edge to reach node 0, one edge for each marked edge, and one edge to reach y), and D G i (x 1 ; y) = 2j + 4 (3 edges in the rst CC 6 cycle, one edge for each marked edge, one edge for each CC 5 cycle, and one edge to reach y) then s G i (x 1 ; y) = 2. As regard fx 2 ; yg, d G i (x 2 ; y) = d G i (x 1 ; y) + 1 = j + 3 and D G i (x 2 ; y) = D G i (x 1 ; y) ? 1 = 2j + 3, then s G i (x 1 ; y) < 2.
(iii) If x is in the rst cycle CC 6 and y in the second one then hP G i (x; y) p G i (x; y)i coincides with G i and we are done.
This concludes the proof.
2 Since all the graphs G i are di erent, then it is not possible to characterize graphs in BID(2) in terms of chordless cycles and a nite number of other forbidden induced subgraphs, as we did for graphs in BID ( 3 2 ).
5 Recognition problem for the class BID(k) Although Theorem 3.4 and Theorem 3.10 provide characterizations for graphs with bounded induced distance of a generic order k, they cannot be used to devise an e cient algorithm to solve the recognition problem for the class BID(k). Moreover, the following complexity result can be shown.
De nition 5.1 Stretch Number Problem:
Instance: A graph G = (V; E), a rational number q 1. Question: Is the stretch number of G greater than q?
The NP-completeness of this problem can be shown by providing a polynomial transformation from the NP-complete problem Induced Path (cf. 15], GT23) that can be formally de ned as follows:
Instance: A graph G = (V; E), a positive integer k jV j. Question: Is there a subset P V with jPj k such that the subgraph induced by P is an induced path on jPj nodes ? Theorem 5.1 Stretch Number is NP-complete.
Proof. It is easy to see that the Stretch Number problem belongs to NP, as given a pair of paths joining two nodes in V it is possible to check in polynomial time whether the ratio of their lengths is greater than q.
Given a graph G = (V; E) and a positive integer k representing an instance of Induced Path, we construct in polynomial time a graph G 0 and de ne a rational number q such that there is the required induced path in G if and only if s(G 0 ) is greater than q.
The reduction graph G 0 = (V 0 ; E 0 ) is obtained as follows: add a pendant node v to v, for each node v 2 V . These new nodes form the independent set W = fv j v 2 V g. Then, connect all the nodes in V W to a new node u. Formally, V 0 = V W fug, V; W and fug are pairwise disjoint sets with jWj = jV j, and E 0 = E f(v; v) j v 2 V; v 2 Wg f(u; v); (u; v) j v 2 V g (see Figure 6 ). Concerning the rational number q, it is given by q = (k + 1)=2. In order to nd a similar result for graphs in BID(k) with k > 1, it is necessary to investigate more general operations. The split composition operation 9] is one of them; it is easy to prove that it generalizes the attachment of pendant nodes and the creation of twins. Unfortunately, the complexity result of the recognition problem for the class BID(k) implies that it is di cult to show that all the graphs with bounded induced distance of order k can be built by any generative operation. In the sequel, we show that the split composition is able to yield graphs representing a part of the class under consideration.
The following theorem gives an upper bound to the order of the class which a graph belongs to when it is obtained by split composition. Figure 2) .
The following corollaries are straightforward consequences of the above theorem. This corollary can be used to extend any graph to larger graphs without increasing its stretch number. Notice that, it is open the problem of verifying whether there exists a graph with a given stretch number. Anyway, in this paper we have given a positive answer to this problem for every integer k 1 (see Proposition 3.2), for k = 2 ? 1=i (see Theorem 4.6) and k = 2 + 1=(i + 2) (see Theorem 4.7), for each integer i 1. 
Conclusions
In this paper we have introduced graph classes that represent a parametric extension of the class of distance-hereditary graphs. In any graph G belonging to the generic new class BID(k), the distance between every two connected nodes in every induced subgraph of G is at most k times their distance in G. These graphs can model communication networks in which node failures may occur: at a given time, if sender and receiver are still connected, any message can be always delivered through a path (that, due to node failures, could be longer than the shortest one) the length of which is at most k times the best possible. 
