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We extend the invariance principle to triangular arrays of Banach space 
valued random variables, and as an application derive the invariance principle 
for lattices of random variables. We also point out how the q-dimensional 
time parameter Yeh-Wiener process is naturally related to a one dimensional 
time Wiener process with an infinite dimensional Banach space as a state space. 
1. INTRODUCTION 
We assume B is a real separable Banach space with norm (1 . (1 and topological 
dual B*. 
Here we formulate the invariance principle for certain triangular arrays of 
B-valued random variables. This extends the result for a sequence of real 
valued random variables in the form given by Donsker [2] and by Prokhorov [lo] 
for triangular arrays. Loosely stated our result is that if (Xj’Q : j = l,..., n; 
n = 1,2,...) is a triangular array which satisfies the central limit theorem in B, 
then the usual interpolations of partial sum processes converge weakly to the 
Wiener process in B. As an application of this theorem we prove the invariance 
principle for lattices of independent random variables as given in [8, 1 I]. We also 
point out how the q-dimensional time parameter Wiener process of Yeh is 
related to a one dimensional time Wiener process with a Banach space state 
space. 
Perhaps the point of most interest in these results is that the central limit 
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theorem implies the invariance principle, and, hence, that it is the central limit 
theorem which is really more fundamental. Indeed, the proof of the invariance 
principle follows from the usual arguments in this area so we only sketch the 
proof. 
2. BROWNIAN MOTION IN B 
A Bore1 probability measure on B is a mean-zero Gaussian measure if each 
element of B* has a Gaussian distribution with mean zero. Since the weak 
Bore1 subsets of a separable Banach space B coincide with the Bore1 subsets of B 
it follows that a Gaussian measure p is uniquely determined on the Bore1 
subsets of B if we know the distribution of each element of B* with respect to p. 
Let S2B denote the space of continuous functions w from [O, co) into B such 
that w(0) = 0, and let .9 be the sigma-algebra of Qs generated by the functions 
w -+ w(t). Let p be a mean-zero Gaussian measure on B and suppose {pt: t 2 O] 
is the family of Gaussian measures on E given by 
p&g) = 
f 
6o(A) t=O 
Pww t > 0. (2-l) 
Then p8+$ = p8 * pt for s, t > 0, where * denotes convolution and there is 
a unique probability measure P on 9 such that, if 0 = t,, < tl < ... < tn, 
then w(tj) - w(t,,) (j = I,..., n) are independent and w(t,) - w(tj-,) has 
distribution t.~~,-~~-~ on B. The stochastic process {W,: t > 0) defined on 
(Jz, 79, P> by W,(w) = w(t) h as stationary independent mean-zero Gaussian 
increments, and we call it the Brownian motion in Bgenet-ated Zry p. The existence 
of such a Brownian motion is discussed in [6], but can be proved directly using 
the usual techniques found, for example, in [l] when B is the real line. Here, 
of course, the beautiful result of [4] is needed to make the desired estimates. 
Let Cs denote the continuous functions on [0, l] into B which vanish at zero. 
Then C’s is a Banach space in the norm Ilfjlc, = sup,~,~~ jlf(t)ll. Furthermore, 
it is easy to see that (a) if B is a real separable Banach space then Cs is a real 
separable Banach space, (b) the minimal sigma-algebra 3’ making the mappings 
f + f (t) measurable consists of the Bore1 subsets of C, , and (c) Brownian 
motion in B induces a probability measure P on (C, , a) which is a mean-zero 
Gaussian measure. 
DEFINITION. The measure P on C, obtained from a Brownian motion on B 
is called the Wiener process or Wiener measure. We say P is generated by p if the 
Brownian motion is generated by CL. 
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3. THE INVARIANCE PRINCIPLE FOR B-VALUED RANDOM VECTORS 
Let (Xy):j = l,..., n; n = 1,2,...} be a triangular array of random variables 
with values in B and defined on some probability space such that 
(3.1) for each n the random vectors {X,!n):j = I,..., n> are independent and 
identically distributed. 
(3.2) 9(X?) + ..- + A’:)) converges weakly to a mean-zero Gaussian 
measure p on B. Here U(X) stands for the measure induced by X on B. 
(3.3) For each E > 0 and all h > 0 sufficiently small (depending on c) 
there exists ~Jh) > 0 such that 
Clearly r,(h) increases as h decreases to zero. 
Remurk. If {X’,“‘:j = l,..., n; n = 1, 2,...} is a triangular array of B-valued 
random variables satisfying (3.1) and (3.2), then for eachj we have 
(3.4) Z(Xg”)) converges weakly to 6, (the unit mass at zero). 
Proof. By (3.1) it suffices to show P’(XT)) converges weakly to 8,. Now 
3(X?) + *-- + XE)) = 2(X?)) * Li?(Xr) + -I. + XF)) converges weakly to 
p so by [9, p. 591 Z(X:n)) is a shift compact sequence of probability measures 
on B. Let y be in B* and define &(y) = E(exp{i(y, Xp))}}. By (3.1) and (3.2) 
we have for each y E B* that 
lir$$,(y)]” = S, ei@+@ f&(x) = exp{- *A(y)), 
where A(y) Z 0, A(0) = 0, and A(y) is norm continuous on B*. In fact, 
[&(y)ln converges uniformly on bounded sets of B* to exp{-@l(y)} by the 
arguments given in [9, p. 1711, and, hence, we can show in the usual way that 
#Jy) converges uniformly on these sets to one. A standard argument as given, 
for example, in [9, p. 1711 combines the shift compactness of JZ’(X~)) and the 
uniform convergence of their characteristic functions to yield that Z(X,!li)) 
converges weakly to 6, . 
LEMMA 1. Let (Xy): j = l,..., n; n = 1,2,...} be a triangular array of 
B-valued random variables satisfying (3.1) and (3.2). If {pLt: t >, 0) is the family 
of mean-zero Gaussian measures on B obtainedfrom p as in (2.1), then 
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(4 ~cz k/24ilns(k+l)/2’ X,!“‘> converges weakly to pllzv , and 
0)) “Ea(C5/&/2’ Xjnl) converges weakly to pkj2’ for any$xed k = 0, 1,. . ., 2’ - I 
and any integer T = 0, 1, 2 ,... . 
Proof. (a) f 11 w b o o s y induction on r. If r = 0 then k = 0 and (a) reduces to 
(3.2) since ,ur = t.~ Assume that (a) holds for Y - 1 and fix k in (0, I,..., 2’ - 11. 
Then k or k + 1 is divisible by 2. First assume k = 2i where i = O,..., 27-l - 1. 
Then 
by the induction hypothesis. Hence, 
To see this last assertion let 
and V, = LZ? c 
--..<-<. lc+1 5 
2’ II. 2’ 
for n = 1,2,... . Then 
and, hence, by [9, p. 591 {h,} and (v,} are shift compact sequences of measures 
on B. Hence, there are sequences of points (6,) and {c,> in B such that {hn * S$) 
and (v, * &,> are conditionally compact sets of probability measures on B. 
However, by (3.1) we have A, = v, , h, = v, * S(Xpl) or v, = h, * LZ’(Xr)) 
for each n = 1,2,... . Hence, by (3.4) we can take b, = c, , and there is a 
subsequence {nk} such that {&, * a*,,} and {v,~ * L$,,,k} both converge weakly to a 
measure X on B. Hence, 
and since Alam * vn, --+n+m ~~~~-1 we have by [9, p. 581 that 62,,x converges 
weakly. Hence, (b,} converges to b in B and both (A,} and (Q} converge 
weakly in B to y = h * 6-, . Hence, y * y = kl/sr-l and hi2V-1 being a mean- 
zero Gaussian measure implies y is a mean-zero Gaussian measure by arguing 
BANACH SPACE VALUED RANDOM VARIABLES 165 
with the distribution of each continuous linear function on B and applying 
[3, p. 4981. Further, y = 111,s’ (by arguing with the distribution of each 
continuous linear functional on B), and, hence, {A,,) and (w,J both 
converge to ,ur/s, . By applying the foregoing argument to any subsequences 
{An,} and (Q we obtain further subsequences such that these subsequences 
converge weakly to h,2p . Thus, {A,) and (wn} both converge to k,sV and (a) 
holds in this case. Now if k + 1 is divisible by 2 we argue similarly so (a) holds. 
The proof of(b) is similar so we omit it. 
For each integer n 3 1 let X,,(t), 0 < t < 1, denote the stochastic process 
obtained by linear interpolation of the sums 
sp’ = i xi(n) (k = I,..., n) and St’ 
j=l 
That is, for 
k 
-a<- (k=O,l,...,n-I) 
n’ n 
XJt) = Sp’ + n(t - (k/n))[S$ - St’] 
= SF) + n(t - (k/n)) X$9$ . 
0. 
(3.5) 
Let P, denote the Bore1 probability measure induced on C, by the stochastic 
process XJt), 0 < t < 1. 
THEOREM 1. Let (Xy):j = l,..., n; n = 1,2,...) be a trianguZar array of 
B-valued random variables satisfying (3.1)-(3.3), and assume {P,} is the sequence of 
probability measures on C, induced by the stochastic processes X,,(t) as given in 
(3.5). Then (Pn> converges weakly to the Wiener measure P on C, generated by p, 
Here p is the mean-zero Gaussian measure of (3.2). 
Sketch of Proof. We first observe that Lemma 1 implies that the finite 
dimensional distributions of P, at 0 < tl < t, < ..* < t, < 1 converges to the 
finite dimensional distributions of P at 0 < t, < ..a < t, < 1 provided 
t r ,..., t, are diadic rationals. 
The next step of the proof is to show that given E, 8 > 0 there is an integer 
r > 1 such that if h = 2-r then 
Pn(f E CB : sup IIf - f (al 2 8) < E, 
I t-SF& 
(3.6) 
for n = 1,2,... . 
To verify (3.6) we argue as in [9, pp. 222-2241 using (3.3), the elegant result of 
[4], and that 11 x 1) h as a continuous distribution function with respect to pt(t > 0) 
[7, p. 1331. 
166 KUELBS 
Now fix h = 2+ so that (3.6) holds for 12 = 1,2,... . Then for E > 0 Lemma 1 
implies there is a compact set K, in B such that 
P4f:f(h/29 E K,: h = 0, I,..., 2’) 
= Pr(X,(k/2’) E K, fork = 0, I,..., 2“) > 1 - E (3.7) 
for t2 = 1,2,... . 
Combining (3.6) and (3.7) we obtain finitely many functions fi ,..., fi in C, 
such that 
for n = 1, 2,... . 
Now 6, E > 0 were arbitrary so (3.8) implies that the sequence of measures 
{P,} is conditionally compact on C’s [9, p. 491. 
The theorem now follows since the finite dimensional distributions (based on 
the diadic rationals) of {P,} converge to the corresponding finite-dimensional 
distributions of P, and these .finite-dimensional distributions uniquely determine 
any Bore1 probability measure on C, . 
Let X1 , X, ,... be a sequence of independent identically distributed random 
variables with values in B, and let 
X yip = I 
3 *l/2 (j = 1, 2,..., n; n = 1, 2,...). 
Let P,, denote the probability measure induced on Cs by the stochastic process 
defined in (3.5). If {P,J converges weakly to the Wiener process P on C, induced 
by the measure TV = lim, 2(X, + *.* + X,J/nl~2 we say {X,J satisJies the 
invariance principle. We use an analogous terminology for a triangular array. 
COROLLARY 1. If &,x2,... are independent identically distributed random 
variables in B such that 
g( x,+n';2+ x?s ) n+oo+p, (3.10) 
then t.~ is a mean-zero Gaussian measure on B and the sequence {X,,) satisfies the 
invariunce principle. 
Proof. By [I, p. 1861 every linear functional on B has a mean-zero Gaussian 
distribution (we are interpreting degenerate distributions as Gaussian) so (L is 
as indicated. Now to show {XJ satisfies the invariance principle we need only 
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verify (3.1)-(3.3). Now (3.1) and (3.2) are immediate, and (3.3) holds since for 
F>O 
provided h > 0 is sufficiently small since the sequence of measures JY(~~_,XJrlIa) 
is tight on B by (3.10). 
COROLLARY 2. If B = IF4 and (Xy): j = l,..., n; n = 1, 2 ,... > is a triungdar 
array of random ouriubles such that (3.1) holds, E(X,!n)) = 0, El XT) I2 = l/n, 
and theLindeberg condition lii, nJlxq ,s 1 X;“’ I2 dP = 0 holds, then the triangular 
array satisfies the invariance prin&‘pZe with the limiting meusure being ?Viener 
measure. 
Proof. Since (3.1) holds we need only verify (3.2), and (3.3) and apply 
Theorem 1. Now (3.3) follows since 
To verify (3.2) holds apply [5, p. 3381. 
4. THE INVARIANCE PRINCIPLE FOR LATTICES OF RANDOM VARIABLES 
Let B, denote the separable Banach space of real valued continuous functions 
on the unit cube [0, l]* of IRQ which vanish at all points p in [0, 11’1 if at least 
one of the coordinates ofp is zero, and assume B, is endowed with the supremum 
norm. The analog of Wiener measure on B, is the mean-zero Gaussian measure 
A(Q) such that if p r ,..., p, are distinct points in [0, 11’1 with $Q = (Q ,..., x~,) 
(j = l,..., k), then the finite-dimensional distribution of h(q) at p, ,,.., p, is a 
mean-zero Gaussian distribution with covariance matrix (bt,), where 
bij = I,,f (p,)f (p,) Wdf) = fi mW+ ,G). 
s-1 
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Using our previous notation we let Ce, denote the Banach space of continuous 
functions on [O, I] into B, with norm 
THEOREM 2. Let P denote the Wiener measure on CB, (q 3 1) generated by 
h(Q) and let I’, denote the map f --j. g(p, t) where 
dPY 4 = f(t)(p) (P E LO, m f E LO, 11). 
Then the image of P under I’, is hfq+l), i.e., ;f E is any Bore1 subset of C, then 
P(E) = X(q+l)(I’,(E)) and ifF is any Borelsubset o~B~+~ then A(qfl’(F) =P(I’>(F)). 
Proof. Since Pq is a linear isometry of CB, onto B,,, it suffices to show that 
X’q+l’(F) = P(I’;l(F)), (4.1) 
for any class of F which generate the Bore1 subsets of B,,, . Such a class consists 
of cylinder sets of the form (g E B,,,: [g(z,),..., g(zk)] E A), where z, ,..., zk are 
arbitrary points in [O, l]@+l, K = I, 2 ,..., and A is any Bore1 subset of W. IfF is a 
cylinder set of the form indicated, then 
Cl(F) = lf E Gq : If (t,)(r,),...,f(t,)(r,)l~ 4 
where (rj , tj) = zj(tj E [0, I], rj E [O, l]“, j = I,..., 6). Then [f(t,)(rJ ,..., f(tJ(rJ] 
has a mean-zero Gaussian distribution and covariance matrix (cij) with respect to 
P where 
cij = 
s f Wi)f (Mrd Wf) % 
= 
s f (ti A tJ(ri)f(ta * t&j) dP(f), % 
since P has independent increments and ti A tj = min(t, , tj) 
where Y$ A rj is the coordinatewise product of the minimums. Thus, 
cij = 
I Bq+l &i> &d ~“+Ydg) 
(i,j = I,..., h), 
so (4.1) holds for all such cylinder sets F, and, hence, Theorem 2 is proved. 
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Remark. An interesting interpretation of Theorem 2 is that the q + 1 
dimensional time process with the real numbers as a state space is equivalent to a 
one dimensional time process with an infinite-dimensional state space. We 
suspect this sort of trade could be useful in certain instances, and we provide 
an example of this, as well as an application of Theorem 1, in our next theorem. 
Let (.?&: 1 < ;,j < CD} be a lattice of random variables. For each integer n 
let Si;’ = Ck<i,m<j &,,/n for i,j = l,..., n. We further define Soj = Si, = 0 
for i,j = O,..., n. Then the linear interpolation of these partial sums are the 
stochastic processes 
Y,(s, t) = Sjf + [Sjy+l - S$‘] n(t - j/n) + [S$!‘,,j - $7’1 n(s - i/n) 
+ [S~$j+l - Si),,j - S&)+l + S$‘] n2(t -j/n)(s - i/n), (4.2) 
for i/n < s < (i + 1)/n, j/n < y < (j + 1)/n and i, j = 0 ,..., n - 1. Then 
Yn(s, t) is in B, and we say the lattice (Zij: 1 < i, j < CQ} satisfies the invariance 
principle if the distributions Q,, of Yn(s, t) converge weakly in B, to the two 
dimensional time Wiener measure X(a). 
We could make analogous definitions for all q = 2, 3,... but we restrict 
ourselves to q = 2 in the remainder of the paper except for the final remark. 
That {Zij: 1 < i, j < co} satisfies the invariance principle if the Z,,. are 
independent identically distributed with mean zero and variance one is proved in 
[8] under some minor additional assumptions on the distribution of Zi, and also 
in [l l] without additional assumptions. Our next theorem combines Theorems 1 
and 2 to obtain this result. 
THEOREM 3. If (Zij: 1 < i, j < a~} is a lattice of independent identically 
distributed random variables with mean zero and variance one, then (Zij> satisfies 
the invariance principle with At2) as the limiting measure on B, . 
Proof. For each integer n and j = I,..., n we define #r(s) to be the linearly 
interpolated stochastic process formed by the sums 
f&j = 0, 
Aij = i Zuj/?IY2 (i = l,..., n). 
U=4 
Then for i/n < s < (i + 1)/n we have 
r]?)(s) = A.. + n(s - i/n)(fl r.3 Sf1.J - 4 
= Aij + n(s - i/n) Z*+l,j/?P2. 
(i = O,..., n 
(4.3) 
1) 
(4.4) 
170 KUELBS 
Let Xj”) = fn) qj (.)/?a2 (j = 1, 2,..., n). Then the first step of our proof is to 
show that the triangular array of B, valued random variables {Xy): j = I ,..., n; 
n = 1, 2,...} satisfies the invariance principle with the limiting measure P on 
CeI being that of the Wiener process on Br generated by p = A(l), i.e., by the 
standard Wiener measure on Bl . Given this first step our proof is easily 
completed in the following manner. 
Let X%(t), 0 < t < I, be defined from the (Xj’“): j = I,..., n; n = I, 2 ,... > 
and assume I’, is as in Theorem 2. Then, pointwise on the probability space 
supporting (Zij: 1 < i, j < co), we have 
for n = 1,2,... where Y,(s, t) is defined as in (4.2). To verify (4.5) we have that 
(I’I(Xn(t)))(~) = Xn(t)(s). Hence, if i/n < s < (i + 1)/n and j/n < t < (j + 1)/n 
forsomeO,<i,j<n-1,then 
= --& [i jfl, + n(s - i/n) *I 
k=l 
+ n(t -j/n) [Ai,j,, + n(s - iin) ‘::;,1]] 
+ n(t -j/n> i &i+l/n + n2(t -i/n>(s - i/n> Zi+l.j+l/n 
US1 
= Y,(s, t). 
Now let P, denote the measure induced on CBI by XJ,t) as in Theorem 1 and 
let Qn denote the measure induced on B, by Y,(s, t). Then (4.5) holding with 
probability one and r, being a linear isometry of C’s, onto Bz implies r,(P,J = Q,, , 
where I;(P+,)(F) = P,(I’i’(F)) for any Bore1 subset F of B, . Hence, (P,,> 
converges weakly to P on Cs, iff Q,, = r,(P,) converges weakly to I’,(P). 
Thus, if we show P is the Wiener measure on CBI generated by Au) we have by 
Theorem 2 that I’,(P) = A’s) so Qn converges weakly to At21 and the theorem 
holds. 
Now we return to the first step of the proof. To verify this we need only 
show that the triangular array (Xr)} = {$“)(*)/n1/2> satisfies (3.1)-(3.3) with 
p = A(l) and then apply Theorem 1. 
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Now (3.1) is obvious since the Zij are independent and identically distributed. 
To show (3.2) note that Xp) + es* + Xc’ = Cy=, qr)(.)/n1/2, and, hence, for 
i/n < s < i + l/n (i = 0, l,..., n - 1) we have 
= i W>’ + fZ(s - i/n) Wi’,“\ , 
UGl 
where Wp) = C,“=l Z&r. Then E( Wr’) = 0, 
E] wp 1” = l/n, and (Wj’“‘:j = l,..., n; n = 1, 2 ,... f 
is a triangular array such that (3.1) holds. Further, since 
(4.6) 
converges in distribution to a Gaussian mean zero and variance one measure 
on R we have by [5, p. 3381 that lim n s~wp)l>~ / Wj”) 1s dP = 0. Thus, by 
Corollary 2 {Wjfl)> satisfies the invariance principle with limiting measure 
A(l) = p on B1. Thus, by (4.6) we have 9(X:“) + ... + Xr)) converging 
weakly to r. = h(l), and (3.2) holds. 
Let E > 0 and let Y < n. Then by Kolmogorov’s inequality 
and if Y = nh for h sufficiently small we get (3.3) so the proof is complete. 
Remurk Using the ideas in the proof of Theorem 3 it is possible to prove 
that ‘~WQ....S~: 1 < i, < co, 1 < p < q} is a lattice of independent identically 
distributed random variables with mean zero and variance one, then {ZJ1....,$ 
satisfies the invariance principle with limiting measure A(g). In fact, the only 
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additional problem for q > 2 is to verify that (3.2) holds. For example, if q = 3 
and Yr),..., Yr’ are independent copies of (4.2), then 
-ka( 
yp + ,.. + y(n) 
n 
&2 1 
!ez+ p, 
i.e., (3.2) holds, if and only if 
9 (rp ( 
yp + . . . + YC"' 
&I2 
la )) - P, 
where P is Wiener measure on B, . Now 
9 r,-' 
( ( 
yy + . . . + y(n) n 
&2 )I 
WP 
by verifying (3.1)-(3.3), and this can be done exactly as in the proof of 
Theorem 3. 
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