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Introduction
This is an elementary introduction to a method for studying harmonic maps into
symmetric spaces, and for studying constant mean curvature (CMC) surfaces, that
was developed by J. Dorfmeister, F. Pedit and H. Wu, and is often called the DPW
method after them. There already exist a number of other introductions to this
method, but all of them require a higher degree of mathematical sophistication from
the reader than is needed here. The authors’ goal was to create an exposition that
would be readily accessible to a beginning graduate student, and even to a highly
motivated undergraduate student. The material here is elementary in the following
ways:
(1) we include an introductory chapter to explain notations;
(2) we include many computations that are too trivial for inclusion in research
papers, and hence are generally not found there, but nonetheless are often
useful for newcomers to the field;
(3) essentially the only symmetric space we use is S2, the round unit sphere,
allowing us to avoid any discussion of symmetric spaces;
(4) we consider the DPW method via its application to CMC surfaces, which are
concrete objects in the sense that they (at least locally) model soap films;
(5) we first apply the DPW recipe to produce basic CMC surfaces (Chapter 2),
without explaining why it works, and only later (Chapters 3 and 4) do we
gradually explain the theory;
(6) we consider surfaces only in the three space forms R3 (Euclidean 3-space),
S3 (spherical 3-space) and H3 (hyperbolic 3-space), and we give the most
emphasis to the least abstract case R3;
(7) we show how the theory leads to the Weierstrass representation for minimal
surfaces in R3 and the related representation of Bryant for CMC 1 surfaces
in H3 and another related representation for flat surfaces in H3, in Sections
3.4, 5.5, 5.6 (which are simpler than the DPW representation, as they do not
require a spectral parameter);
(8) we assume only a minimal mathematical background from the reader: a
basic knowledge of differential geometry (including submanifolds, fundamen-
tal forms and curvature) and just a bit of experience with Riemann surfaces,
topology, matrix groups and Lie groups, and ordinary and partial differential
equations.
This approach is suitable only for newcomers, who could read these notes as a pre-
cursor to reading research articles using or relating to the DPW method. With this
purpose in mind, we intentionally avoid the more theoretic and concise arguments
already found in the literature. After reading the utilitarian arguments here, we hope
the reader would then find the arguments in research papers to be more transparent.
iii
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These notes consists of five distinct parts: Chapter 1 explains the notations that
appear throughout the rest of these notes. Chapter 2 gives simple examples of how
to make CMC surfaces in R3 using the DPW method. Chapters 3 and 4 describe
the theory (Lax pairs, loop groups, and Iwasawa decomposition) behind the DPW
recipe. Chapter 5 describes Lax pairs and the DPW method in the other two simply-
connected space forms H3 and S3.
Although we do include some computer graphics of surfaces in these notes, there
are numerous places where one can find a wide variety of graphics. In particular, the
web pages
http://www.gang.umass.edu/gallery/cmc/ ,
http://www.math.tu-berlin.de/ ,
http://www.iam.uni-bonn.de/sfb256/grape/examples.html ,
http://www.msri.org/publications/sgp/SGP/indexc.html ,
http://www.indiana.edu/∼minimal/index.html ,
http://www.ugr.es/∼surfaces/
are good resources.
We remark that an expanded and informal version of the notes here can be found
in [328], containing further details and extra topics.
The authors are grateful for conversations with Alexander Bobenko, Fran Burstall,
Joseph Dorfmeister, Martin Guest, Udo Hertrich-Jeromin, Jun-ichi Inoguchi, Martin
Kilian, Ian McIntosh, Yoshihiro Ohnita, Franz Pedit, Pascal Romon, Takashi Sakai,
Takeshi Sasaki, Nicolas Schmitt, Masaaki Umehara, Hongyu Wu and Kotaro Yamada,
and much of the notes here is comprised of explanations we have received from them.
The authors are especially grateful to Franz Pedit, who generously gave considerable
amounts of his time for numerous insightful explanations. The authors also thank
Yuji Morikawa, Nahid Sultana, Risa Takezaki, Koichi Shimose and Hiroya Shimizu
for contributing computations and graphics, and Katsuhiro Moriya for finding and
taking the picture on the front cover.
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CHAPTER 1
CMC surfaces
1.1. The ambient spaces (Riemannian, Lorentzian manifolds)
CMC surfaces always sit in some larger ambient space. Although we will not
encounter CMC surfaces in other non-Euclidean ambient spaces until we arrive at
Chapter 5, in this section we will first exhibit all of the ambient spaces that appear
in these notes.
Manifolds. Let us begin by recalling the definition of a manifold.
Definition 1.1.1. An n-dimensional differentiable manifold of class C∞ (resp. of
class Ck for some k ∈ N , of real-analytic class) is a Hausdorff topological space M
and a family of homeomorphisms φα : Uα ⊆ Rn → φα(Uα) ⊆ M of open sets Uα of
Rn to φα(Uα) ⊆ M such that
(1) ∪αφα(Uα) =M ,
(2) for any pair α, β with W = φα(Uα) ∩ φβ(Uβ) 6= ∅, the sets φ−1α (W ) and
φ−1β (W ) are open sets in R
n and the mapping fβα := φ
−1
β ◦ φα from φ−1α (W )
to φ−1β (W ) is C
∞ differentiable (resp. Ck differentiable, real-analytic),
(3) the family {(Uα, φα)} is maximal relative to the conditions (1) and (2) above.
The pair (Uα, φα) with p ∈ φα(Uα) is called a coordinate chart of M at p, and φα(Uα)
is called a coordinate neighborhood at p. A family {(Uα, φα)} of coordinate charts
satisfying (1) and (2) is called a differentiable structure on M . The functions fβα
are called transition functions.
Any differentiable structure on M can be extended uniquely to one that is maxi-
mal, i.e. to one that satisfies property (3) in the definition above. Hence to define a
manifold it is sufficient to give a differentiable structure on M .
Because the maps φα are all homeomorphisms, a set A ⊆M is open with respect
to the topology of M if and only if φ−1α (A ∩ φα(Uα)) is open in the usual topology of
Rn for all α.
Definition 1.1.2. We say that a subset M of an m-dimensional manifold Mˆ is
an n-dimensional submanifold of Mˆ (with n < m) if there exist coordinate charts
(φα, Uα) of Mˆ so that the restriction mappings (φα, {(x1, ..., xn, 0, ..., 0) ∈ Uα}) form
a differential structure for M .
Tangent spaces. Every n-dimensional manifold M has a tangent space TpM
defined at each of its points p ∈ M . Each tangent space is an n-dimensional vector
space consisting of all linear differentials applied (at p) to functions defined on the
manifold. We now describe the linear differentials in TpM using coordinate charts. If
φα : Uα ⊆ Rn →M is a coordinate neighborhood at
p = φα(xˆ1, ..., xˆn) ∈M ,
1
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we can define values xj at points q ∈ φα(Uα) by taking the j’th coordinate xj of
the point φ−1α (q) = (x1, ..., xn). In this way, we have n functions xj : φα(Uα) → R
called coordinate functions. So we have two different interpretations of xj , one as a
coordinate of Rn and the other as a function on φα(Uα); we will use both interpreta-
tions, and in each case, the interpretation we use can be determined from the context.
These functions xj are examples of smooth functions on φα(Uα), and we now define
what we mean by ”smooth”:
Definition 1.1.3. A function f :M → R is smooth on a C∞ differentiable manifold
M if, for any coordinate chart (Uα, φα), f ◦φα : Uα → R is a C∞ function with respect
to the coordinates x1, ..., xn of Uα coming from the differentiable structure of M .
Choosing one value for j ∈ {1, ..., n} and fixing all xi for i 6= j to be constant, one
has a curve
cj(xj) = φα(xˆ1, ..., xˆj−1, xj , xˆj+1, ..., xˆn)
in M parametrized by xj ∈ (xˆj − j , xˆj + j) for some sufficiently small j > 0. We
then define the linear differential (the tangent vector)
~Xj =
∂
∂xj
in TpM as the derivative of functions on M along this curve in M with respect to the
parameter xj . That is, for a smooth function f : M → R,
(1.1.1) ~Xj(f) =
∂(f ◦ φα)
∂xj
∣∣∣∣
φ−1α (p)
.
The tangent vectors
(1.1.2) ~X1, ..., ~Xn
then form a basis for the tangent space TpM at each point p ∈ φα(Uα), i.e. the linear
combinations (with real scalars aj)
~X = a1 ~X1 + ...+ an ~Xn
of these n vectors comprise the full tangent space TpM . Furthermore, ~X can be
described using a curve, analogously to the way ~Xj was described using cj(xj), as
follows: there exists a curve
c(t) : [−, ]→ φα(Uα) , c(0) = p
so that xj ◦ c(t) : [−, ]→ R is C∞ in t for all j and
(1.1.3) aj =
d
dt
(xj ◦ c(t))
∣∣
t=0
.
In other words, by the chain rule we have
~X(f) = d
dt
(f ◦ c(t))∣∣
t=0
for any smooth function f : M → R.
Tangent spaces for submanifolds of ambient vector spaces. In all the
cases we will consider in these notes, the manifold M is either a vector space itself
(R3) or a subset of some larger vector space (R4). This allows us to give a one-
to-one correspondence between the linear differentials in TpM and actual vectors in
the vector space (R3 or R4) that are placed at p and tangent to the set M . This
1.1. THE AMBIENT SPACES (RIEMANNIAN, LORENTZIAN MANIFOLDS) 3
correspondence can be made as follows: The curve cj : (xˆj − j , xˆj + j)→M can be
extended to the ambient vector space (R3 or R4) by composition with the inclusion
map I : M → R3 or R4 to the curve I ◦ cj : (xˆj − j , xˆj + j) → R3 or R4. Then, as
this curve I ◦ cj lies in a vector space, we can compute its tangent vector at p as
∂(I ◦ cj)
∂xj
∣∣∣∣
xj=xˆj
∈ R3 or R4 .
This vector is tangent to M when placed at p, and is the vector in the ambient
vector space that corresponds to the linear differential ~Xj . Then we can extend this
correspondence linearly to∑
j
aj ~Xj ↔
∑
j
aj
∂(I ◦ cj)
∂xj
∣∣∣∣
xˆj
.
In fact, following (1.1.3), the one-to-one correspondence can be described explicitly
as follows: For any curve
c(t) : [−, ]→ φα(Uα) ⊆M , c(0) = p ,
so that I ◦ c(t) is C∞, the vector
c′(0) := d
dt
(I ◦ c(t))∣∣
t=0
is tangent to M at p, and the corresponding linear differential in TpM will be the
operator
(1.1.4) ~Xc =
n∑
j=1
aj ~Xj , aj =
d
dt
(xj ◦ c(t))
∣∣
t=0
.
This can be seen to be the correct correspondence, because it extends the definition
(1.1.1) to all of TpM , i.e. for any smooth function f :M → R, we have
(1.1.5) ~Xc(f) =
n∑
j=1
(
d
dt
(xj ◦ c(t))
∣∣∣∣
t=0
)
~Xj(f) =
d(f ◦ c(t))
dt
∣∣∣∣
t=0
,
by (1.1.1) and the chain rule; when c(t) is cj(t) with t = xj , this is precisely (1.1.1).
It is because of this correspondence that linear differentials in TpM are referred
to as ”tangent vectors”. Because this correspondence ~Xc ↔ c′(0) is a linear bijection,
we can at times allow ourselves to not distinguish between the two different types of
objects. However, we recommend the reader to keep the distinction between them in
the back of his mind, in order to understand the meaning of the tangent space in the
theory of abstract manifolds.
Thus we have a one-to-one correspondence between linear differentials ~Xc in TpM
and vectors c′(0) in the full space R3 (whenM = R3) or the hyperplane in R4 tangent
to a 3-dimensional M at p (when M 6= R3). In the case of M = R3, this means
that the tangent space TpM at each point p ∈ R3 is simply another copy of R3. In
the case of M = S3, the tangent space TpM at each point p ∈ S3 is a 3-dimensional
hyperplane of R4 containing p and tangent to the sphere S3.
Metrics. A metric on a manifoldM is a correspondence which associates to each
point p ∈ M a symmetric bilinear form 〈, 〉p defined from TpM × TpM to R so that
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it varies smoothly in the following sense: If φα : Uα ⊆ Rn → M is a coordinate
neighborhood at p, then each gij, defined at each p ∈ φα(Uα) by
gij =
〈
∂
∂xi
,
∂
∂xj
〉
p
,
is a C∞ function on Uα for any choices of i, j ∈ {1, ..., n}. Because the inner product
is symmetric, we have that gij = gji for all i, j.
Now we assume thatM is 3-dimensional. We take a point p ∈M and a coordinate
chart (Uα, φα) at p. Then the coordinates (x1, x2, x3) ∈ Uα produce a basis
∂
∂x1
,
∂
∂x2
,
∂
∂x3
for TpM . Let us take two arbitrary vectors
~v = a1
∂
∂x1
+ a2
∂
∂x2
+ a3
∂
∂x3
, ~w = b1
∂
∂x1
+ b2
∂
∂x2
+ b3
∂
∂x3
(with aj , bj ∈ R) in TpM and consider two ways to write the inner product 〈~v, ~w〉p.
Because the inner product is bilinear, we have that
〈~v, ~w〉p =
n∑
i,j=1
aibjgij .
This can be written as the product of one matrix and two vectors, giving us our first
way to write the inner product, as follows:
〈~v, ~w〉p =
(
a1 a2 a3
)
g
b1b2
b3
 ,
where
(1.1.6) g :=
g11 g12 g13g21 g22 g23
g31 g32 g33
 .
We can refer to this matrix g as the metric of M , defined with respect to the basis
∂
∂x1
,
∂
∂x2
,
∂
∂x3
.
We could also have chosen to write the metric as a symmetric 2-form, as follows:
First we define the 1-form dxj by dxj(
∂
∂xi
) = 0 if i 6= j and dxj( ∂∂xj ) = 1 and then
extend dxj linearly to all vectors in TpM , i.e.
dxj(~v) = aj
for j = 1, 2, 3. We then define the symmetric product dxidxj on TpM × TpM by
dxidxj(~v, ~w) =
1
2
(dxi(~v)dxj(~w) + dxi(~w)dxj(~v))
for the two arbitrary vectors ~v, ~w ∈ TpM . So, for example, we have
dx22(~v, ~w) =
1
2
(dx2(~v)dx2(~w) + dx2(~w)dx2(~v)) = a2b2
and
dx1dx3(~v, ~w) =
1
2
(dx1(~v)dx3(~w) + dx1(~w)dx3(~v)) =
a1b3 + a3b1
2
.
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Then, defining a symmetric 2-form by
(1.1.7) g =
∑
i,j=1,2,3
gijdxidxj ,
we have
〈~v, ~w〉p = g(~v, ~w) .
Note that in the definitions (1.1.6) and (1.1.7), we have described the same metric
in two different ways. But because they both represent the same object, we have
intentionally given both of them the same name ”g”.
We now define when the metric on M is Riemannian or Lorentzian.
Definition 1.1.4. If M is a differentiable manifold of dimension n with metric 〈, 〉
so that 〈~v,~v〉p > 0 for every point p ∈M and every nonzero vector ~v ∈ TpM , then M
is a Riemannian manifold.
If M is a differentiable manifold of dimension n with metric 〈, 〉 so that 〈~v,~v〉p > 0
for every point p ∈M and every nonzero vector ~v in some (n−1)-dimensional subspace
Vp of TpM , and so that there exists a nonzero vector ~v in TpM \Vp so that 〈~v,~v〉p < 0
for every p ∈M , then M is a Lorentzian manifold.
Another way of saying this is that when g is written in matrix form with respect
to some choice of coordinates (as in (1.1.6)), M is a Riemannian manifold if all of the
eigenvalues of g are positive, and M is a Lorentzian manifold one eigenvalue of g is
negative and all the others are positive, for all points p ∈M . More briefly, it is often
said that the metric g is positive definite in the Riemannian case and of signature
(-,+,...,+) in the Lorentzian case.
Lengths of curves in a Riemannian manifold M . Given a smooth curve
c(t) : [a, b]→M ,
the length of the curve can be approximated by summing up the lengths of the line
segments from c( (n−j)a+jb
n
) to c( (n−j−1)a+(j+1)b
n
) for j = 0, 1, 2, ..., n − 1. Taking the
limit as n→ +∞, we arrive at
(1.1.8) Length(c(t)) =
∫ b
a
√
g(c′(t), c′(t))dt ,
which we define to be the length of the curve c(t) on the interval [a, b].
Geodesics and sectional curvature (classical approach via coordinates).
From the metric, which we can now write as either 〈, 〉 or in matrix form (as in (1.1.6))
or as a symmetric 2-form (as in (1.1.7)), we can compute the sectional curvatures and
the geodesics of M . Let us begin with the very classical approach using coordinates,
which begins with the definition of the Christoffel symbols and the components of
the Riemannian curvature tensor.
We define the Christoffel symbols
Γmij =
1
2
n∑
k=1
(
∂gjk
∂xi
+
∂gki
∂xj
− ∂gij
∂xk
)
gkm ,
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where the gkm represent the entries of the inverse matrix g−1 of the matrix g =
(gij)i,j=1,...,n. Then we next define
R`ijk =
n∑
s=1
(
ΓsikΓ
`
js − ΓsjkΓ`is
)
+
∂Γ`ik
∂xj
− ∂Γ
`
jk
∂xi
.
(The terms R`ijk are actually the components of the Riemannian curvature tensor that
we will define a bit later.)
Geodesics of M are curves
c(t) : [a, b]→ φα(Uα)
from an interval [a, b] ∈ R to M , with tangent vector
c′(t) =
d(I ◦ c(t))
dt
corresponding to
~Xc =
n∑
j=1
aj ~Xj ∈ Tc(t)M , aj = aj(t) = ddt(xj ◦ c(t))
by (1.1.4), satisfying the system of equations
(1.1.9)
dak
dt
+
n∑
i,j=1
aiaj · Γkij |c(t) = 0
for k = 1, ..., n and for all t ∈ [a, b].
Geodesics are the curves that are ”straight”, i.e. not bending, with respect to the
manifold M (with metric) that they lie in. However, this is not immediately clear
from the definition above. So now let us explain in what sense geodesics are the
”straight” curves. We start by noting that geodesics have the following properties:
(1) Geodesics are curves of ”constant speed”. More precisely, if c(t) is a geodesic
of M , then
〈 ~Xc(t), ~Xc(t)〉c(t)
is a constant independent of t ∈ [a, b]. This is not difficult to prove. One
can simply check that the derivative of this inner product with respect to t is
identically zero, by using the definitions of ~Xc(t) and gij and Γ
k
ij and Equation
(1.1.9), and also that the chain rule gives d(gij)/dt =
∑n
k=1(∂(gij)/∂xk) ·
(d(xk)/dt). When 〈 ~Xc(t), ~Xc(t)〉c(t) is identically 1 and 0 ∈ (a, b), we say
that c(t) is parametrized by arc-length starting from c(0).
(2) Let us consider the case that M is a submanifold of some ambient vector
space V with inner product 〈·, ·〉V, and that M is given the metric gM which
is the restriction of 〈·, ·〉V to the tangent spaces of M . Let c(t) : [a, b] → M
be a curve in M . Using the inclusion map I, we can consider c′′(t) = d2(I ◦
c(t))/(dt2), since V is a vector space. If c(t) is a geodesic of M , it can be
shown that
〈c′′(t), ~v〉V = 0
for all vectors ~v tangent toM at c(t), for all t ∈ [a, b]. (Proving this, and also
proving the next item, requires more machinery than we have given here, so
we state these two items without proof.)
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(3) For any two points p, q in a manifold M , the path of shortest length from p
to q (when it exists) is the image of a geodesic. Furthermore, for any point
p ∈ M , there exists an open neighborhood U ⊆ M of p so that for any two
points q1, q2 ∈ U there exists a unique geodesic parametrized by arc-length
from q1 to q2 fully contained in U . This unique geodesic is the shortest path
from q1 to q2.
The first property tells us that geodesics are straight in the sense that they are not
accelerating nor decelerating. The second property tells us that, when the manifold
lies in some ambient vector space, the ”curvature direction” (the second derivative of
I ◦ c(t)) of a geodesic is entirely perpendicular to the manifold. Thus a geodesic is
straight in the sense that it does not ”curve” in any direction tangent to the manifold.
The third property tells us that geodesics are straight in the sense that they are the
shortest paths between any two points that are not too far apart. In other words, to
travel within the manifold from one point to another not-so-distant point, the most
expedient route to take is to follow a geodesic.
In the upcoming examples, we will describe the geodesics for specific examples of
manifolds with metrics. We will soon see that the geodesics of Euclidean 3-space R3
are straight lines, and that the geodesics of spherical 3-space S3 are great circles. We
will also give simple geometric descriptions for the geodesics of hyperbolic 3-space
H3.
We now turn to a description of sectional curvature. We start with a Riemannian
(or Lorentzian) manifold M with metric g. The sectional curvature is a value that
is assigned to each 2-dimensional subspace Vp of each tangent space TpM for any
point p ∈ M , and geometrically it represents the intrinsic (Gaussian) curvature at
the point p of the 2-dimensional manifold made by taking the union of short pieces
of all geodesics through p and tangent to Vp. The meaning of ”intrinsic” is that
the sectional curvature can be computed using only the metric g. In the case of a
2-dimensional manifold (a surface), this union of geodesics through p is locally just
the surface itself, so the sectional curvature is just the intrinsic Gaussian curvature
in the case of surfaces. We will be saying more about the Gaussian curvature of a
surface later, but for now we simply note that a surface in R3 is locally convex when
the Gaussian curvature is positive, but not when the Gaussian curvature is negative.
(A surface is locally convex at a point p is there exists an open neighborhood of p in
the surface that lies to one side of the surface’s tangent plane at p.) For example,
the 2-dimensional upper sheet of the 2-sheeted hyperboloid in R3 is locally convex,
and has positive Gaussian curvature with respect to the metric induced by the usual
inner product of R3; but the 2-dimensional 1-sheeted hyperboloid in R3 is not locally
convex, and has negative Gaussian curvature with respect to the usual inner product
of R3. The Gaussian curvature of these examples (which, as noted above, is the same
as the sectional curvature in the 2-dimensional case) can be computed from the metric
by the procedure we are about to give for computing sectional curvature.
Although the sectional curvature can be computed using only the metric g, it is
rather complicated to describe explicitly. Even though it is a bit long, let us describe
once how the computation can be made: Take any basis ~v1, ~v2 of Vp. (The resulting
sectional curvature will be independent of the choice of this basis.) In terms of the
coordinates (x1, ..., xn) determined by a coordinate chart (Uα, φα) at p, we can write
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~v1, ~v2 as linear combinations
~v1 =
n∑
i=1
ai ~Xi , ~v2 =
n∑
i=1
bi ~Xi
of the basis (1.1.2) of TpM , for coefficients ai, bj ∈ R.
Then the sectional curvature of the 2-dimensional subspace Vp is
(1.1.10) K(Vp) =
〈∑ni,j,k,`=1R`ijkaibjak ~X`, ~v2〉
〈~v1, ~v1〉〈~v2, ~v2〉 − 〈~v1, ~v2〉2 .
Since computing the sectional curvature as above is a rather involved procedure,
let us consider a trick that will work well for the ambient manifolds we will be using.
First we recall the meaning of the differential of a map between two manifolds. Given
two manifolds M1 and M2 (lying in equal or larger vector spaces) and a mapping
ψ : M1 → M2, we say that ψ is differentiable if, for any coordinate chart (Uα,1, φα,1)
of M1 and any coordinate chart (Uβ,2, φβ,2) of M2,
φ−1β,2 ◦ ψ ◦ φα,1 : φ−1α,1(W )→ φ−1β,2(φ(W )) , W = {p ∈ φα,1(Uα,1) |ψ(p) ∈ φβ,2(Uβ,2)}
is a C1-differentiable map with respect to the coordinates of φ−1α,1(W ) and φ
−1
β,2(ψ(W )).
The differential dψp : TpM1 → Tψ(p)M2 of ψ at each p ∈M1 can be defined as follows:
Given a point p ∈ M1 and a vector ~v1 ∈ TpM1, choose a curve c(t) : [−, ] → M1
so that ~v1 = ~Xc. Such a curve always exists. We then have a linear differential
~v2 = ~Xψ◦c ∈ Tψ(p)M2 corresponding to the curve ψ ◦ c(t) through ψ(p) in M2. So we
take dψp(~v1) to be ~v2, i.e.
(1.1.11) dψp(~v1 = ~Xc) = ~v2 = ~Xψ◦c ∈ Tψ(p)M2 .
One can check that this definition does not depend on the choice of c, provided that
c produces the desired ~v1 at p. It can also be shown that dψp is a linear map (see
Proposition 2.7 of [52], for example), i.e.
dψp(a~v + b~w) = a · dψp(~v) + b · dψp(~w)
for any ~v, ~w ∈ TpM1 and any a, b ∈ R.
Definition 1.1.5. Let M1 and M2 be Riemannian or Lorentzian manifolds with met-
rics g1 = 〈, 〉1 and g2 = 〈, 〉2, respectively. Consider a differentiable map ψ : M1 →
M2. If
〈~v, ~w〉1,p = 〈dψp(~v), dψp(~w)〉2,ψ(p)
for any p ∈ M and any ~v, ~w ∈ TpM , then ψ is an isometry from M1 to M2. In the
case that M = M1 = M2 and g = g1 = g2, we say that ψ is an isometry of M (or
rather of (M, g)).
As we saw above, the sectional curvature of M is determined by g, thus it is
invariant under isometries, because isometries preserve the metric. So if we fix one
particular 2-dimensional subspace Vp of TpM at one particular point p ∈M , and if we
fix another point q ∈M and another 2-dimensional subspace Vq of TqM , and if there
exists an isometry ψ : M →M such that ψ(q) = p and dψ(Vq) = Vp, then Vp and Vq
have the same sectional curvature. This allows us to consider the following method
for determining if a manifold M has constant sectional curvature, i.e. if the sectional
curvature is the same for every 2-dimensional subspace of every tangent space of M :
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Lemma 1.1.6. Fix one particular 2-dimensional subspace Vp of TpM at one particular
point p ∈ M . Suppose that for any point q ∈ M and any 2-dimensional subspace Vq
of TqM there exists an isometry ψ : M → M such that ψ(q) = p and dψ(Vq) = Vp,
then every 2-dimensional subspace Vq has the same sectional curvature as the fixed
2-dimensional subspace Vp. Thus M is a manifold of constant sectional curvature.
By this method, without actually computing any sectional curvature, we conclude
that M has constant sectional curvature. Then to find the value of that constant, we
need only compute the sectional curvature of the single fixed 2-dimensional subspace
Vp at a single fixed point p ∈M . We can apply this method below, when we describe
the specific ambient spaces we will be using in these notes.
Geodesics and sectional curvature (modern coordinate free approach).
The above classical description of geodesics and sectional curvature depended very
essentially on coordinates. But in fact, geodesics and sectional curvature are deter-
mined by the metric of M , and the metric is an object that is defined on the tangent
spaces TpM without need of choosing particular coordinate charts. Thus we can ex-
pect that geodesics and sectional curvature should also be describable without making
particular choices of coordinate charts. We now give that description, which gives
much more concise formulas for the definitions of geodesics and sectional curvature.
Smooth vector fields on M are maps from ~X = M → TM = ∪p∈MTpM that are
C∞ with respect to the coordinates xj of any coordinate charts. Let X(M) denote the
set of smooth vector fields onM . Given a vector field ~X ∈ X(M), its evaluation ~Xp at
any given point p ∈M is a linear differential; so for any smooth function f :M → R,
~Xp(f) gives us another C
∞ function onM . Also, we can define the Lie bracket [ ~X, ~Y ]
by [ ~X, ~Y ](f) = ~X(~Y (f))− ~Y ( ~X(f)), which also turns out to be a linear differential,
and so [ ~X, ~Y ] ∈ TpM .
Definition 1.1.7. A C∞ Riemannian connection ∇ on M is a mapping ∇ : X(M)×
X(M) → X(M) denoted by ∇ : ( ~X, ~Y )→ ∇ ~X ~Y which has the following four proper-
ties: For all f, g ∈ C∞(M) and all ~X, ~Y , ~Z, ~W ∈ X(M), we have
(1) ∇f ~X+g~Y (~Z + ~W ) = f∇ ~X ~Z + g∇~Y ~Z + f∇ ~X ~W + g∇~Y ~W ,
(2) ∇ ~X(f ~Y ) = f∇ ~X ~Y + ( ~X(f))~Y ,
(3) [ ~X, ~Y ] = ∇ ~X ~Y −∇~Y ~X,
(4) ~X(〈~Y , ~Z〉) = 〈∇ ~X ~Y , ~Z〉+ 〈~Y ,∇ ~X ~Z〉.
The fundamental result in the theory of Riemannian geometry is this:
Theorem 1.1.8. For a Riemannian manifold M , there exists a uniquely determined
Riemannian connection on M .
Since this result is so fundamental, its proof can be found in virtually any book
on Riemannian geometry, so we will not repeat the proof here.
A computation shows that, in local coordinates x1, ..., xn, if we have two arbitrary
vector fields
~X =
n∑
i=1
ai ~Xi , ~Y =
n∑
j=1
bj ~Xj
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with aj and bj being smooth functions of the coordinates x1, ..., xn, then the object
defined by
(1.1.12) ∇ ~X ~Y =
n∑
k=1
(
n∑
j=1
bj
∂ak
∂xj
+
∑
i,j
Γkijaibj
)
~Xk
satisfies all the conditions of the definition of a Riemannian connection. So, although
we just defined this object (1.1.12) in terms of local coordinates, the fundamental
theorem of Riemannian geometry tells us that it is the same object regardless of
the choice of coordinates. Thus this object ∇ ~X ~Y in (1.1.12) is independent of the
choice of particular coordinates. Furthermore, once specific coordinates are chosen,
the Riemannian connection can be written as the object (1.1.12) just above. Also,
looking back at how we defined geodesics in (1.1.9), we can now say that geodesics
are curves c(t) that satisfy
(1.1.13) ∇ ~Xc ~Xc = 0 ,
where
~Xc(f) =
d
dt
(f ◦ c(t))
for any smooth function f : M → R. This is a concise coordinate-free way to define
geodesics.
Now let us turn to a coordinate-free definition of the sectional curvature. First
we define the Riemann curvature tensor:
Definition 1.1.9. The Riemann curvature tensor is the multi-linear map X(M) ×
X(M)× X(M)→ X(M) defined by
R( ~X, ~Y ) · ~Z = ∇ ~X(∇~Y ~Z)−∇~Y (∇ ~X ~Z) +∇[ ~X,~Y ] ~Z .
Because the Riemann curvature tensor above was defined using only the Riemann-
ian connection, it has been written in a coordinate-free form. If we wish to write the
Riemann curvature tensor in terms of local coordinates (i.e. in terms of the compo-
nents R`ijk that were defined using local coordinates), this can be done by using the
relations
R( ~Xk, ~X`) · ~Xi =
n∑
j=1
Rj`ki
~Xj ,
which follow from (1.1.12) and the definition of the Rj`ki.
Looking back at our coordinate-based definition of the sectional curvature of a
2-dimensional subspace Vp of TpM spanned by two vectors (i.e. linear differentials)
~Xp, ~Yp ∈ TpM , we can now write the sectional curvature in a coordinate-free form:
(1.1.14) K(Vp) = −〈R(
~Xp, ~Yp) · ~Xp, ~Yp〉
〈 ~Xp, ~Xp〉〈~Yp, ~Yp〉 − 〈 ~Xp, ~Yp〉2
.
We now describe the ambient spaces that we will be using in these notes. The
Euclidean 3-space R3 is the primary ambient space that we will use, and the other
ones do not appear again until Chapter 5. So if the reader wishes to, he could read
only about R3 and save a reading of the other spaces for when he arrives at Chapter
5.
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1.1.1. Euclidean 3-space R3. As we saw before, Euclidean 3-space is
R
3 = {(x1, x2, x3) | xj ∈ R} .
The standard Euclidean metric g with respect to these standard rectangular coordi-
nates (x1, x2, x3) is
g = dx21 + dx
2
2 + dx
2
3 ,
or equivalently, in matrix form g is the 3× 3 identity matrix. Because the functions
gij are all constant we can easily compute that the geodesics in R
3 are straight lines
parametrized linearly as
c(t) = (a1t+ b1, a2t+ b2, a3t+ b3) , t ∈ R ,
for constants aj, bj ∈ R. Also, again because the functions gij are all constant, the
Christoffel symbols are all zero, and so the sectional curvature of R3 is identically
zero. So R3 is a simply-connected complete 3-dimensional manifold with constant
sectional curvature zero, and in fact it is the unique such manifold.
The set of isometries of R3 is a group under the composition operation, and is
generated by
(1) translations,
(2) reflections across planes containing the origin (0, 0, 0), and
(3) rotations fixing the origin.
Isometries of R3 are also called rigid motions of R3. The reflections and rotations
fixing the origin can be described by left multiplication (i.e. multiplication on the
left) of (x1, x2, x3)
t (where the superscript ”t” denotes transposition) by matrices in
the orthogonal group
O(3) = {A ∈M3×3 | At · A = I} = {A ∈M3×3 | 〈~x, ~x〉 = 〈A~x,A~x〉 ∀~x ∈ R3} .
Here Mn×n denotes the set of all n× n matrices.
There exists a rigid motion taking any 2-dimensional subspace of any tangent
space to any other. By Lemma 1.1.6, from this alone we can conclude that R3 is a
manifold of constant sectional curvature.
1.1.2. Spherical 3-space S3. The spherical 3-space S3 is the unique simply-
connected 3-dimensional complete Riemannian manifold with constant sectional cur-
vature +1. In fact, S3 is compact. As defined above,
S
3 =
{
(x1, x2, x3, x4) ∈ R4
∣∣∣∣∣
4∑
j=1
x2j = 1
}
.
The metric g on S3 can be defined by restricting the metric gR4 = dx
2
1+dx
2
2+dx
2
3+dx
2
4
to the 3-dimensional tangent spaces of S3, and then the form of g (but not g itself)
will depend on the choice of coordinates we make for S3.
The isometries of S3 are the restrictions of the rotations and reflections of R4
fixing the origin (0, 0, 0, 0) to S3. Thus the isometry group of S3 is represented by
O(4) = {A ∈M4×4 | At · A = I} = {A ∈M4×4 | 〈~x, ~x〉 = 〈(A~xt)t, (A~xt)t〉 ∀~x ∈ R4} .
These isometries can take any 2-dimensional subspace of any tangent space of S3 to
any other, so, by Lemma 1.1.6, S3 is also a manifold of constant sectional curvature.
Thus we conclude that S3 has constant sectional curvature. Then to find the value of
that constant sectional curvature, we can compute the sectional curvature of only one
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fixed 2-dimensional subspace of any tangent space. Making this computation using
the Christoffel symbols as described above, we find that the sectional curvature K is
+1.
The curves
cρ(t) = (cos(ρt), sin(ρt), 0, 0) ∈ S3 , t ∈ [0, 2pi)
for any constant ρ ∈ R are geodesics of S3, and all other geodesics of S3 can be
produced by rotating or reflecting the cρ(t) by elements of O(4). Thus the images of
the geodesics are the great circles in S3.
Since S3 lies in R4, we cannot simply take a picture of it and show it on a printed
page. When we show graphics of CMC surfaces in S3 later in these notes, we will
need to choose a different model for S3. The model we will use is the stereographic
projection in R4 from the north pole (0, 0, 0, 1), which is a one-to-one mapping of
S3 \ {(0, 0, 0, 1)} to the 3-dimensional vector space
{(x1, x2, x3, 0) ∈ R4}
lying in R4. Since the fourth coordinate is identically zero, we can remove it and
then view this 3-dimensional subspace of R4 simply as a 3-dimensional space. More
explicitly, stereographic projection Pr : S3 \ {(0, 0, 0, 1)} → R3 is given by
Pr(x1, x2, x3, x4) = (
x1
1−x4
, x2
1−x4
, x3
1−x4
) ,
and its inverse map Pr−1 is
Pr−1(x, y, z) = (x2 + y2 + z2 + 1)−1 · (2x, 2y, 2z, x2 + y2 + z2 − 1) .
The metric g is certainly not the Euclidean metric dx21 + dx
2
2 + dx
2
3, as g must be
inherited from the metric of R4 restricted to the original 3-sphere S3. One can compute
that
g =
(
2
1 + x21 + x
2
2 + x
2
3
)2
(dx21 + dx
2
2 + dx
2
3)
in the stereographic projection model of S3, and one can compute directly, with either
(1.1.10) or (1.1.14), from this g that K = +1.
The images of the geodesics (i.e. the great circles) of S3 under the projection Pr
are a particular collection of circles and lines in R3 that can be described explicitly.
(This is done in [50], for example.)
1.1.3. Minkowski 3-space R2,1 and 4-space R3,1. To make the simplest exam-
ple of a 3-dimensional Lorentzian manifold, we could take the 3-dimensional vector
space
{(x1, x2, x0) | xj ∈ R}
and endow it with the non-Euclidean metric
g = dx21 + dx
2
2 − dx20 ,
or equivalently, in matrix form
g =
1 0 00 1 0
0 0 −1
 .
With this metric we have the Minkowski 3-space R2,1, which clearly satisfies the
conditions for being a Lorentzian manifold.
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In a similar manner, we can produce Minkowski spaces of higher dimensions. For
example, Minkowski 4-space is the 4-dimensional vector space
{(x1, x2, x3, x0) | xj ∈ R}
endowed with the metric
g = dx21 + dx
2
2 + dx
2
3 − dx20 ,
or equivalently, in matrix form
g =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 .
This is then the Lorentzian manifold that is called Minkowski 4-space R3,1.
For these two manifolds, the entries gij in the metrics g are all constant, hence
R2,1 and R3,1 have constant sectional curvature 0, and the geodesics are the same as
those in R3 and R4, that is, they are straight lines.
The isometries of R2,1, respectively R3,1, that fix the origin (0, 0, 0), respectively
(0, 0, 0, 0), can be described by the matrix group
O(2, 1) = {A ∈M3×3 | 〈~x, ~x〉 = 〈(A~xt)t, (A~xt)t〉 ∀~x ∈ R2,1}
= {A ∈M3×3 | AT · A = I} ,
respectively,
O(3, 1) = {A ∈M4×4 | 〈~x, ~x〉 = 〈(A~xt)t, (A~xt)t〉 ∀~x ∈ R3,1}
= {A ∈M4×4 | AT · A = I} .
The superscript T means the Lorentz transpose: for A = (aij)i,j=1,2,0 ∈ M3×3, re-
spectively A = (aij)i,j=1,2,3,0 ∈ M4×4, the Lorentz transpose is the transformation
aij → aji if i 6= 0 and j 6= 0 or if i = j = 0, and aij → −aji if i = 0 or j = 0 but not
i = j = 0. So, in particular, for a matrix A ∈M4×4, if
A =

a11 a12 a13 a10
a21 a22 a23 a20
a31 a32 a33 a30
a01 a02 a03 a00
 , then AT =

a11 a21 a31 −a01
a12 a22 a32 −a02
a13 a23 a33 −a03
−a10 −a20 −a30 a00
 .
The group O(2, 1), respectively O(3, 1), is called the orthogonal group of R2,1,
respectively R3,1. The isometry of R2,1 for each A ∈ O(2, 1) is the map
~x ∈ R2,1 → (A~xt)t ∈ R2,1 ,
and the isometry of R3,1 for each A ∈ O(3, 1) is the map
(1.1.15) ~x ∈ R3,1 → (A~xt)t ∈ R3,1 .
We note that these do not represent the full sets of isometries of R2,1 and R3,1, but
only those isometries that preserve the origin. We are interested in these particular
isometries because they can be used to describe the isometries of hyperbolic 3-space
H3, as we are about to see.
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1.1.4. Hyperbolic 3-space H3. Hyperbolic 3-space H3 is the unique simply-
connected 3-dimensional complete Riemannian manifold with constant sectional cur-
vature −1. However, it can be described by a variety of models, each with their own
advantages. Here we describe the two models we will need: the Poincare ball model,
convenient for showing computer graphics; and the Hermitian matrix model, the one
that is best suited for applying the DPW method and also the one that Bryant chose
for his representation [42]. We derive these models from the Minkowski model.
We define H3 by way of the Minkowski 4-space R3,1 with its Lorentzian metric
gR3,1 . We take H
3 to be the upper sheet of the two-sheeted hyperboloid{
(x1, x2, x3, x0) ∈ R3,1
∣∣∣∣∣ x20 −
3∑
j=1
x2j = 1 , x0 > 0
}
,
where the metric g is given by the restriction of gR3,1 to the tangent spaces of this
3-dimensional upper sheet. We call this the Minkowski model for hyperbolic 3-space.
Although the metric gR3,1 is Lorentzian and therefore not positive definite, the re-
striction g to the upper sheet is actually positive definite, so H3 is a Riemannian
manifold.
As in the cases of R3 and S3, the isometry group of H3 can also be described using
a matrix group, the orthogonal group
O+(3, 1) = {A = (aij)i,j=1,2,3,0 ∈ O(3, 1) | a00 > 0}
of R3,1. For A ∈ O+(3, 1), the map in (1.1.15) is an isometry of R3,1 that preserves
the Minkowski model for H3, hence it is an isometry of H3. In fact, all isometries of
H3 can be described this way.
The above definition for the Minkowski model for hyperbolic 3-space does not
immediately imply that it has all the properties we wish it to have. However, the
following lemma tells us that the Minkowski model for hyperbolic 3-space is indeed
the true hyperbolic 3-space. Lemma 1.1.6 is helpful for proving this result, and the
proof can be found in the supplement [328] to these notes.
Lemma 1.1.10. The Minkowski model H3 for the hyperbolic 3-space is a simply-
connected 3-dimensional complete Riemannian manifold with constant sectional cur-
vature −1.
Because the isometry group of H3 is the matrix group O+(3, 1), the image of
the geodesic α(t) = (0, 0, cosh t, sinh t) under an isometry of H3 always lies in a 2-
dimensional plane of R3,1 containing the origin. Thus we can conclude that the image
of any geodesic in H3 is formed by the intersection of H3 with a 2-dimensional plane
in R3,1 which passes through the origin (0, 0, 0, 0) of R3,1.
The Minkowski model is perhaps the best model of H3 for understanding the
isometries and geodesics of H3. However, since the Minkowski model lies in the 4-
dimensional space R3,1, we cannot use it to view graphics of surfaces in H3. So we
would like to have models that can be viewed on the printed page. We would also like
to have a model that uses 2× 2 matrices to describe H3, as this is more compatible
with the DPW method that lies at the heart of these notes. With this in mind, we
now give two other models for H3.
The Poincare model: Let P be the 3-dimensional ball in R3,1 lying in the
hyperplane {x0 = 0} with Euclidean radius 1 and center at the origin (0, 0, 0, 0). By
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Euclidean stereographic projection from the point (0, 0, 0,−1) ∈ R3,1 of the Minkowski
model for H3 to P, one has the Poincare model P for H3. This stereographic projection
is
(1.1.16) (x1, x2, x3, x0) ∈ H3 →
(
x1
1 + x0
,
x2
1 + x0
,
x3
1 + x0
)
∈ P .
P is given the metric g that makes this stereographic projection an isometry. We can
view the Poincare model as the Euclidean unit ball
B3 = {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 < 1}
in R3 = {(x1, x2, x3) ∈ R3}. One can compute that the hyperbolic metric g is
(1.1.17) g =
(
2
1− x21 − x22 − x23
)2
(dx21 + dx
2
2 + dx
2
3).
This metric (1.1.17) is the one that will make the stereographic projection (1.1.16) an
isometry. By either Equation (1.1.10) or (1.1.14), the sectional curvature is constantly
−1. This metric g in (1.1.17) is written as a function times the Euclidean metric
dx21 + dx
2
2 + dx
2
3, and we will see later that this means that the Poincare model’s
metric is conformal to the Euclidean metric. From this it follows that angles between
vectors in the tangent spaces are the same from the viewpoints of both the hyperbolic
and Euclidean metrics, and this is why we prefer this model when showing graphics
of surfaces in hyperbolic 3-space. However, distances are clearly not Euclidean. In
fact, the boundary
∂B3 = {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 = 1}
of the Poincare model is infinitely far from any point in B3 with respect to the
hyperbolic metric g in (1.1.17). For example, consider the curve
c(t) = (t, 0, 0, 0) , t ∈ [0, 1)
in the Poincare model. Its length is∫ 1
0
√
g(c′(t), c′(t))dt =
∫ 1
0
2dt
1−t2
= +∞ .
Thus the point (0, 0, 0, 0) is infinitely far from the boundary point (1, 0, 0, 0) in the
Poincare model. For this reason, the boundary ∂B3 is often called the ideal boundary
at infinity.
Geodesics in the Poincare model are not Euclidean straight lines. Instead they
are segments of Euclidean lines and circles that intersect the ideal boundary ∂B3 at
right angles.
Let us define H2 analogously to the way we defined H3 but in one lower dimension
(i.e. H2 is the unique complete simply-connected 2-dimensional Riemannian manifold
with constant sectional curvature −1). Then we have that the portions of Euclidean
spheres and planes inside B3 that intersect ∂B3 orthogonally are isometric to H2 when
they are given the restriction of the Poincare metric to their tangent spaces. These
surfaces in H3 are called totally geodesic hypersurfaces or hyperbolic planes. (Using
terms to be defined later, hyperbolic planes are CMC surfaces with constant mean
curvature 0, so they are minimal surfaces in H3.)
There are some other simply-described surfaces in the Poincare model that are also
of interest to us. The portions of Euclidean spheres and planes in B3 that intersect
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∂B3 non-orthogonally but transversally turn out to be CMC surfaces in H3. These
surfaces are often called hyperspheres. (Without yet defining mean curvature, we note
that the hyperspheres have constant mean curvature whose absolute value lies strictly
between 0 and 1.) The Euclidean spheres that lie entirely in B3 are simply called
spheres and turn out to be CMC surfaces H3 (that have constant mean curvature
whose absolute value is strictly greater than 1). The special case that the Euclidean
spheres lie in B3 = B3 ∪ ∂B3 and are tangent to ∂B3 at a single point give us the
horospheres. The horospheres turn out to be CMC surfaces in H3 (whose constant
mean curvature has absolute value exactly 1).
Figure 1.1.1. Various CMC surfaces in the Poincare model for hy-
perbolic 3-space.
The Hermitian matrix model: Although we will use the Poincare model to
show graphics of surfaces in R3, we will be using the Hermitian matrix model for
all mathematical computations, because it is the most convenient model for making
connections with the DPW method. Unlike the other two models above, which can
be used for hyperbolic spaces of any dimension, the Hermitian model can be used
only when the hyperbolic space is 3-dimensional.
We first recall the following definitions: The group SL2C is all 2 × 2 matrices
with complex entries and determinant 1, with matrix multiplication as the group
operation. The vector space sl2C consists of all 2× 2 complex matrices with trace 0,
with the vector space operations being matrix addition and scalar multiplication. (In
Remark 1.4.10 we will note that SL2C is a Lie group. SL2C is 6-dimensional. Also,
sl2C is the associated Lie algebra, thus is the tangent space of SL2C at the identity
matrix. So sl2C is also 6-dimensional.)
We also mention, as we use it just below, that SU2 is the subgroup of matrices
F ∈ SL2C such that F · F ∗ is the identity matrix, where F ∗ = F¯ t. Equivalently,
F =
(
p −q¯
q p¯
)
,
for some p, q ∈ C with |p|2 + |q|2 = 1. (We will note that SU2 is a 3-dimensional Lie
subgroup in Remark 1.4.10.)
Finally, we define Hermitian symmetric matrices as matrices of the form(
a11 a12
a12 a22
)
,
1.2. IMMERSIONS 17
where a12 ∈ C and a11, a22 ∈ R. Hermitian symmetric matrices with determinant 1
would then have the additional condition that a11a22 − a12a12 = 1.
The Lorentz 4-space R3,1 can be mapped to the space of 2×2 Hermitian symmetric
matrices by
ψ : ~x = (x1, x2, x3, x0) −→ ψ(~x) =
(
x0 + x3 x1 + ix2
x1 − ix2 x0 − x3
)
.
For ~x ∈ R3,1, the metric in the Hermitean matrix form is given by 〈~x, ~x〉R3,1 =
−det(ψ(~x)). Thus ψ maps the Minkowski model for H3 to the set of Hermitian sym-
metric matrices with determinant 1. Any Hermitian symmetric matrix with determi-
nant 1 can be written as the product FF¯ t for some F ∈ SL2C, and F is determined
uniquely up to right-multiplication by elements in SU2. That is, for F, Fˆ ∈ SL2C, we
have FF¯ t = Fˆ
¯ˆ
F t if and only if F = Fˆ · B for some B ∈ SU2. Therefore we have the
Hermitian model
H = {FF ∗ | F ∈ SL2C} , where F ∗ := F¯ t ,
and H is given the metric so that ψ is an isometry from the Minkowski model of H3
to H.
It follows that, when we compare the Hermitean and Poincare models H and P
for H3, the mapping(
a11 a12
a12 a22
)
∈ H →
(
a12 + a12
2 + a11 + a22
,
i(a12 − a12)
2 + a11 + a22
,
a11 − a22
2 + a11 + a22
)
∈ P
is an isometry from H to P.
The Hermitian model is actually very convenient for describing the isometries of
H3. Up to scalar multiplication by ±1, the group SL2C represents the isometry group
of H3 in the Hermitian model H in the following way: A matrix h ∈ SL2C acts
isometrically on H3 in the model H by
x ∈ H → h · x := h xh∗ ∈ H ,
where h∗ = h¯t. The kernel of this action is ±I, hence PSL2C = SL2C/{±I} is the
isometry group of H3.
1.2. Immersions
Now we wish to consider surfaces lying in these ambient spaces. Before doing this,
we first describe the notion of immersion in this section. In these notes, we will be
immersing surfaces into the ambient spaces described in the previous section.
Given two manifolds M1 and M2 and a smooth mapping ψ : M1 → M2, we now
describe what it means for ψ to be an immersion. (By smooth mapping, we mean
that all of the component functions of ψ are smooth with respect to the coordinates
of the differentiable structures of M1 and M2.) Recall that we defined the differential
dψ of ψ in Equation (1.1.11).
Definition 1.2.1. If the differential dψp is injective for all p ∈ M1, then ψ is an
immersion.
We have already seen a number of immersions, because nonconstant geodesics are
immersions. For a geodesic c(t), M1 is an interval in R with parameter t, and ψ is the
map c, andM2 is the manifold where the geodesic lies. Surfaces lying in a larger space
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(of dimension at least three) will also be immersions, and we will soon be looking at
those too. For surfaces, M1 is a domain in the (u, v)-plane (R
2), and ψ is the map
from that domain to a manifold M2 where the surface lies.
WhenM2 is a Riemannian or Lorentzian manifold, its metric 〈, 〉2 can be restricted
to the image ψ(M1). We can pull this metric back to a metric 〈, 〉1 on M1 by dψ, i.e.
(1.2.1) 〈~v, ~w〉1 = 〈dψ(~v), dψ(~w)〉2
for any two vectors ~v, ~w for any tangent space TpM1 of M1.
It turns out that for all the surfaces we will be considering (which are always
immersions of some 2-dimensional manifold M1 into a 3-dimensional ambient space),
we will be able to parametrize the manifold M1 so that it becomes something called
a Riemann surface with respect to the metric pulled back from the ambient space.
This is very useful to us, because Riemann surfaces have some very nice properties.
We comment about Riemann surfaces in Remark 1.4.2.
For using Riemann surfaces, we will find it useful to complexify the coordinates
of surfaces; that is, we can rewrite the coordinates u, v ∈ R of a surface into
z = u+ iv , z¯ = u− iv .
Then surfaces can be considered as maps with respect to the variables z and z¯ instead
of u and v. Also, we define the one-forms
dz = du+ idv , dz¯ = du− idv .
We will get our first hints about how we use Riemann surfaces, and how the coordi-
nates z and z¯ appear, in Remark 1.3.1.
We end this section with a definition of embeddings:
Definition 1.2.2. Let ψ : M1 → M2 be an immersion. If ψ is also a homeomorphism
from M1 onto ψ(M1), where ψ(M1) has the subspace topology induced from M2, then
ψ is an embedding.
If ψ is an injective immersion, it does not follow in general that ψ is an embedding.
However, all of the injectively immersed surfaces we will see in these notes will be
embeddings.
In the next section, we consider surfaces in more detail.
1.3. Surface theory
The first fundamental form. The first fundamental form is the metric induced
by an immersion, as in Equation (1.2.1). So, although we have already discussed
metrics, we now consider them again in terms of the theory of immersed surfaces. To
start with, we assume the ambient space is R3. Let
f : Σ→ R3
be an immersion (with at least C2 differentiability) of a 2-dimensional domain Σ in
the (u, v)-plane into Euclidean 3-space R3. The standard metric 〈·, ·〉 on R3, also
written as the 3× 3 identity matrix g = I3 in matrix form and as g = dx21+ dx22+ dx23
in the form of a symmetric 2-form, induces a metric (the first fundamental form)
ds2 : TpΣ×TpΣ→ R on Σ, which is a bilinear map, where Tp(Σ) is the tangent space
at p ∈ Σ. Here we have introduced another notation ds2 for the metric that we were
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calling g before. Both g and ds2 are commonly used notations and we will use both
in these notes.
Since (u, v) is a coordinate for Σ and f is an immersion, a basis for TpΣ can be
chosen as
fu =
(
∂f
∂u
)
p
, fv =
(
∂f
∂v
)
p
,
then the metric ds2 is represented by the matrix
g =
(
g11 g12
g21 g22
)
=
( 〈fu, fu〉 〈fu, fv〉
〈fv, fu〉 〈fv, fv〉
)
,
that is,
ds2(a1fu + a2fv, b1fu + b2fv) =
(
a1 a2
)
g
(
b1
b2
)
for any a1, a2, b1, b2 ∈ R. Note that here we are equating the vector a1fu+a2fv ∈ TpΣ
with the 1× 2 matrix (a1 a2). We could also equate a1fu+ a2fv ∈ TpΣ with the 2× 1
matrix (a1 a2)
t. We will often make such ”equating”, without further comment.
Clearly, g is a symmetric matrix, since
g12 = 〈fu, fv〉 = 〈fv, fu〉 = g21 .
Remark 1.3.1. As we will see in Remark 1.4.2, we can choose the coordinates (u, v)
on Σ so that ds2 is a ”conformal” metric. This means that the vectors fu and fv are
orthogonal and of equal positive length in R3 at every point f(p). Since now f is a
conformal immersion, g12 = g21 = 0 and there exists some function uˆ : Uα → R so
that g11 = g22 = 4e
2uˆ. Then, as a symmetric 2-form, ds2 becomes
ds2 = 4e2uˆdzdz¯ = 4e2uˆ(du2 + dv2) .
This is the way of writing the first fundamental form that we will most commonly
use in these notes. (We put a ”hat” over the function uˆ to distinguish it from the
coordinate u.)
Remark 1.3.2. One can check that f being an immersion is equivalent to g having
positive determinant.
We have already seen how the first fundamental form g of a surface can be used to
find the lengths of curves in the surface, in (1.1.8). We have also seen how to define
geodesics in surfaces in terms of only g and its derivatives, in (1.1.9) and (1.1.13). The
metric g can also be used to find angles between intersecting curves in the surface: Let
c1(t) and c2(t) be two curves in a surface intersecting at the point p = c1(t1) = c2(t2).
The angle between the two curves at this point is the angle θ between the two tangent
vectors c′1(t1) and c
′
2(t2) in the tangent plane at p, which can be computed by
cos θ =
ds2(c′1(t1), c
′
2(t2))√
ds2(c′1(t1), c
′
1(t1)) · ds2(c′2(t2), c′2(t2))
.
The area of a surface can be computed as well, from the metric g: The area is∫
Σ
√
det gdudv .
There are many books explaining these uses of g, and [51], [52], [211] are just a few
examples.
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Any notion that can fully described using only the first fundamental form g is
called ”intrinsic”. Thus area, geodesics, lengths of curves and angles between curves
are all intrinsic notions. It is a fundamental result (found by Gauss) that the Gaussian
curvature (to be defined in the next definition) of a surface immersed in R3 is intrinsic,
and this can be seen from either Equation (1.1.10) or (1.1.14) (the Gaussian curvature
will be the same as the sectional curvature in the case of a 2-dimensional surface).
This is an interesting and surprising result, since the Gaussian curvature is not defined
using only g, but also using the second fundamental form, as we will now see:
The second fundamental form. We can define a unit normal vector to the
surface f(Σ) on each coordinate chart by taking the cross product of fu and fv,
denoted by fu × fv, and scaling it to have length 1:
~N =
fu × fv
|fu × fv| , |fu × fv|
2 = 〈fu × fv, fu × fv〉 .
Since fu and fv are both perpendicular to their cross product fu× fv, the vector ~N is
perpendicular to the tangent plane TpΣ at f(p) for each point f(p). Since the length
of ~N is 1, we conclude that ~N is a unit normal vector to the surface f(Σ). This
vector is uniquely determined up to sign ± ~N , and the sign of ~N is determined by
the orientation of the coordinate chart, i.e. a different coordinate chart at the same
point in f(Σ) would produce the same unit normal vector if and only if it is oriented
in the same way as the original coordinate chart.
Using the normal ~N , we can define the second fundamental form of f , which (like
the first fundamental form) is a symmetric bilinear map from TpΣ×TpΣ to R. Given
two vectors ~v, ~w ∈ TpΣ, the second fundamental form return a value b(~v, ~w) ∈ R. The
second fundamental form can be represented by the matrix
(1.3.1) b =
(
b11 b12
b21 b22
)
= −
( 〈 ~Nu, fu〉 〈 ~Nv, fu〉
〈 ~Nu, fv〉 〈 ~Nv, fv〉
)
=
( 〈 ~N, fuu〉 〈 ~N, fuv〉
〈 ~N, fvu〉 〈 ~N, fvv〉
)
.
Here fuu =
∂2f
∂u2
, fuv =
∂2f
∂u∂v
, fvu =
∂2f
∂v∂u
, fvv =
∂2f
∂v2
, and the right-hand equality
in the matrix equation (1.3.1) for b follows from taking the partial derivatives of
〈 ~N, fu〉 = 〈 ~N, fv〉 = 0 with respect to u and v, i.e.
0 = ∂u〈 ~N, fu〉 = 〈 ~Nu, fu〉+ 〈 ~N, fuu〉 ,
0 = ∂u〈 ~N, fv〉 = 〈 ~Nu, fv〉+ 〈 ~N, fvu〉 ,
0 = ∂v〈 ~N, fu〉 = 〈 ~Nv, fu〉+ 〈 ~N, fuv〉 ,
0 = ∂v〈 ~N, fv〉 = 〈 ~Nv, fv〉+ 〈 ~N, fvv〉 .
This matrix form for b is written with respect to the basis fu, fv of TpΣ, so if
~v = a1
∂
∂u
+ a2
∂
∂v
, ~w = b1
∂
∂u
+ b2
∂
∂v
for some a1, a2, b1, b2 ∈ R, then
b(~v, ~w) =
(
a1 a2
) · b · (b1
b2
)
.
Like the matrix g, the matrix b is symmetric, because fuv = fvu.
The second fundamental form can also be written using symmetric 2-differentials
as
b = b11du
2 + b12dudv + b21dvdu+ b22dv
2 .
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Converting, like we did for the first fundamental form in Remark 1.3.1, to the complex
coordinate z = u+ iv, we can write the second fundamental form as
b = Qdz2 + H˜dzdz¯ + Q¯dz¯2 ,
where Q is the complex-valued function
Q := 1
4
(b11 − b22 − ib12 − ib21)
and H˜ is the real-valued function
H˜ := 1
2
(b11 + b22) .
Definition 1.3.3. We call the symmetric 2-differential Qdz2 the Hopf differential of
the immersion f .
Sometimes, when the complex parameter z is already clearly specified, we also
simply refer to the function Q as the Hopf differential (but strictly speaking, this is
an improper use of the term).
The second fundamental form b is useful for computing directional derivatives
of the normal vector ~N , and for computing the principal and Gaussian and mean
curvatures of a surface. To explain this, we now discuss the shape operator.
The shape operator. For g and b in matrix form, the linear map
S :
(
a1
a2
)
→ g−1b ·
(
a1
a2
)
is the shape operator and represents the map taking the vector ~v = a1fu+a2fv ∈ TpΣ
to −D~v ~N ∈ TpΣ, where D is the directional derivative of R3. More precisely,
(1.3.2) D~v ~N = a1
∂
∂u
~N + a2
∂
∂v
~N = a1 ~Nu + a2 ~Nv ,
or equivalently, if
c(t) : [−, ]→ f(Σ)
is a curve in f(Σ) such that c(0) = p and c′(0) = ~v, then
D~v ~N =
d
dt
~Nc(t)
∣∣∣∣
t=0
.
Let us prove this property of the shape operator:
Lemma 1.3.4. The shape operator S = g−1b maps a vector ~v ∈ TpΣ to the vector
−D~v ~N ∈ TpΣ.
Proof. Since 〈 ~N, ~N〉 = 1, we have
∂u〈 ~N, ~N〉 = 2〈 ~N, ~Nu〉 = ∂v〈 ~N, ~N〉 = 2〈 ~N, ~Nv〉 = 0 ,
so ~Nu, ~Nv ∈ TpΣ. Thus we can write
~Nu = n11fu + n21fv , ~Nv = n12fu + n22fv
for some functions n11, n12, n21, n22 from the surface to R. Writing ~v = a1fu + a2fv,
we have
−D~v ~N = −a1 ~Nu − a2 ~Nv = (−a1n11 − a2n12)fu + (−a1n21 − a2n22)fv .
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So when we write the vectors ~v and −D~v ~N in 2× 1 matrix form with respect to the
basis {fu, fv} on TpΣ, the map ~v → −D~v ~N becomes(
a1
a2
)
→ −n ·
(
a1
a2
)
, where n =
(
n11 n12
n21 n22
)
.
Thus our objective becomes to show that −n = g−1b, or rather −gn = b. This follows
from the relations
b11 = −〈 ~Nu, fu〉 = −n11〈fu, fu〉 − n21〈fv, fu〉 = −n11g11 − n21g12 ,
b21 = −〈 ~Nu, fv〉 = −n11〈fu, fv〉 − n21〈fv, fv〉 = −n11g21 − n21g22 ,
b12 = −〈 ~Nv, fu〉 = −n12〈fu, fu〉 − n22〈fv, fu〉 = −n12g11 − n22g12 ,
b22 = −〈 ~Nv, fv〉 = −n12〈fu, fv〉 − n22〈fv, fv〉 = −n12g21 − n22g22 .

The eigenvalues k1, k2 and corresponding eigenvectors of the shape operator g
−1b
are the principal curvatures and principal curvature directions of the surface f(Σ) at
f(p). Although a bit imprecise, intuitively the principal curvatures tell us the maxi-
mum and minimum amounts of bending of the surface toward the normal ~N at f(p),
and the principal curvature directions tell us the directions in Tp(Σ) of those maximal
and minimal bendings. Because g and b are symmetric, the principal curvatures are
always real, and the principal curvature directions are always perpendicular wherever
k1 6= k2.
The following definition tells us that the Gaussian and mean curvatures are the
product and average of the principal curvatures, respectively.
Definition 1.3.5. The determinant and the half-trace of the shape operator g−1b of
f : Σ → R3 are the Gaussian curvature K and the mean curvature H, respectively.
The immersion f is CMC if H is constant, and is minimal if H is identically zero.
Thus
K = k1k2 =
b11b22 − b12b21
g11g22 − g12g21 ,
and
H =
k1 + k2
2
=
g22b11 − g12b21 − g21b12 + g11b22
2(g11g22 − g12g21) .
Remark 1.3.6. If we would choose the unit normal vector ~N to be − ~N instead, i.e.
if we would switch the direction of the normal vector, then the principal curvatures
k1, k2 would change sign to −k1,−k2. This would not affect the Gaussian curvature
G, but it would switch the sign of the mean curvature H . It follows that nonminimal
CMC surfaces must have globally defined normal vectors. In particular, nonminimal
CMC surfaces are orientable. There actually do exist nonorientable minimal surfaces
in R3, see [260].
Non-Euclidean ambient spaces. In Chapter 5 we will consider immersions
f of surfaces into other 3-dimensional ambient spaces M (that lie in 4-dimensional
Riemannian or Lorentzian vector spaces Mˆ with metrics 〈·, ·〉Mˆ). To define the first
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Figure 1.3.1. Various cases of K > 0, K < 0, K = 0, H > 0, H < 0,
H = 0, for surfaces in R3.
fundamental form g for immersions f : Σ→ M ⊆ Mˆ , we can proceed in exactly the
same way as we did for R3:
g =
(
g11 g12
g21 g22
)
=
( 〈fu, fu〉Mˆ 〈fu, fv〉Mˆ
〈fv, fu〉Mˆ 〈fv, fv〉Mˆ
)
.
The only difference is that we now use the metric 〈, 〉Mˆ rather than the metric of R3.
To define the Gaussian and mean curvatures of immersions f : Σ→ M into these
other ambient spaces M , we need to describe what the shape operator is when the
ambient space is not R3. For this purpose, let us first give an alternate way to define
the shape operator in R3.
Suppose that f : Σ→ R3 is a smooth immersion with normal vector ~N , and that
~v = a1fu + a2fv , ~w = b1fu + b2fv
are smooth vector fields defined on a coordinate chart of Σ that lie in the tangent
space of f . In other words a1 = a1(u, v), a2 = a2(u, v), b1 = b1(u, v), b2 = b2(u, v) are
smooth real-valued functions of u and v. We can then define the directional derivative
of ~w in the direction ~v as
(1.3.3) D~v ~w = (a1
∂
∂u
+ a2
∂
∂v
)(b1fu + b2fv) = a1∂ub1fu + a1b1fuu+
a1∂ub2fv + a1b2fvu + a2∂vb1fu + a2b1fuv + a2∂vb2fv + a2b2fvv .
Let ~N ∈ TM be the normal to the immersion f . We can now see that the inner
product
〈D~v ~w, ~N〉
at a point p ∈ Σ depends only on the values of a1, a2, b1, b2 at p and not on how they
extend to a neighborhood of p in Σ. This is because the only places where derivatives
of aj , bj appear in D~v ~w are in the coefficients of fu and fv, and these terms will
disappear when we take the inner product with ~N . We now have the relation, by
Equation (1.3.2) and Lemma 1.3.4,
(1.3.4) 〈~w, S(~v)〉 = 〈D~v ~w, ~N〉
at each p ∈ Σ for the shape operator S = g−1b. Because the ~vp, ~wp ∈ TpΣ are arbitrary
and S is a linear map, Equation (1.3.4) uniquely determines S. So Equation (1.3.4)
actually gives us an alternate definition of S.
Now, for other 3-dimensional ambient spaces M with Riemannian metric 〈, 〉M
and immersions f : Σ → M , we can define the shape operator as follows: We take
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arbitrary ~v, ~w ∈ TpΣ (now they must be viewed as linear differentials) for p ∈ f(Σ)
and insert them into Equation (1.3.4). We then define ~N so that it has length 1 and
is perpendicular to TpΣ, and insert this ~N into Equation (1.3.4) as well. Finally,
we define the Riemannian connection of M as in Definition 1.1.7, denoted by ∇ :
TpM × TpM → TpM , and extend ~v, ~w to smooth vector fields of M so that an object
∇~v ~w ∈ TpM is defined, and then replace D~v ~w with ∇~v ~w in Equation (1.3.4). Then
Equation (1.3.4) will uniquely determine the linear shape operator S for f : Σ→M .
However, we wish to avoid here a discussion of the linear differentials that comprise
TpM and of the general Riemannian connection ∇, and we can get away with this
because all of the non-Euclidean ambient spaces M we consider (S3, H3) lie in some
larger vector space V (R4, R3,1 respectively). Because of this, we can think of ~v, ~w as
actual vectors in the larger vector space V , and we do not need to replace D~v ~w by
∇~v ~w and so can simply use D~v ~w (as defined in (1.3.3)) in Equation (1.3.4) to define
the shape operator S. Now Equation (1.3.4) implies that
(1.3.5) S = g−1b , b =
( −〈 ~Nu, fu〉V −〈 ~Nv, fu〉V
−〈 ~Nu, fv〉V −〈 ~Nv, fv〉V
)
,
which is exactly the same as the definition used in R3, except that the metric of R3
has been replaced by the metric 〈, 〉V of V . Then, like as in R3:
Definition 1.3.7. The Gaussian curvature K and mean curvature H of the immer-
sion f : Σ→ M are the determinant and half-trace of the shape operator S in (1.3.5).
Also, like as in R3, we can call the matrix b the second fundamental form.
Remark 1.3.8. We note that, for general M , this K is not the same as the intrinsic
curvature.
The fundamental theorem of surface theory. Suppose we define two sym-
metric 2-form valued functions g and b on a simply-connected open domain U ⊆ Σ.
Suppose that g is positive definite at every point of U . Again, U has a single co-
ordinate chart with coordinates (u, v), and suppose that g and b are smooth with
respect to the variables u and v. The fundamental theorem of surface theory (Bonnet
theorem) tell us there exists an immersion f : U → R3 with first fundamental form g
and second fundamental form b (with respect to the coordinates u and v) if and only
if g and b satisfy a pair of equations called the Gauss and Codazzi equations. Fur-
thermore, the fundamental theorem tells us that when such an f exists, it is uniquely
determined by g and b up to rigid motions (that is, up to combinations of rotations
and translations) of R3.
When such an f exists, we mentioned in Remark 1.3.1 that we can choose coordi-
nates (u, v) so that g is conformal. In this case, in the 1-form formulation for g and
b, we have
(1.3.6) g = 4e2uˆdzdz¯ , b = Qdz2 + H˜dzdz¯ + Q¯dz¯2 ,
where z = u + iv and uˆ : U → R, H˜ : U → R, Q : U → C are functions. The
symmetric 2-form Qdz2 is the Hopf differential as in Definition 1.3.3, and as noted
before, after a specific conformal coordinate z is chosen, sometimes just the function
Q is referred to as the Hopf differential.
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In the conformal situation, the Gauss and Codazzi equations can then be written
in terms of these functions uˆ, H˜ , and Q. From (1.3.6), we have that the half-trace of
the shape operator g−1b is the mean curvature
(1.3.7) H =
H˜
4e2uˆ
.
Hence the three functions uˆ, Q and H in (1.3.6) determine the two fundamental
forms, and in turn determine whether the surface f exists. Then if f does exist, it is
uniquely determined up to rigid motions of R3.
When we consider the theory behind the DPW method in Chapter 3, we will see
the exact forms that the Gauss and Codazzi equations take. These two equations
appear naturally in the matrix formulations that we will use to study surface theory
and the DPW method in these notes, so we will wait until we have discussed the
matrix formulations before computing them (in Chapter 3). For the moment, we
only state the Gauss and Codazzi equations (for the ambient space R3), which are
4∂z¯∂zuˆ−QQ¯e−2uˆ + 4H2e2uˆ = 0 , ∂z¯Q = 2e2uˆ∂zH ,
respectively. Here the partial derivatives are defined by
∂z =
1
2
(
∂
∂u
− i ∂
∂v
)
, ∂z¯ =
1
2
(
∂
∂u
+ i
∂
∂v
)
,
and they are defined this way to ensure that the relations
dz(∂z) = dz¯(∂z¯) = 1 , dz(∂z¯) = dz¯(∂z) = 0
will hold. (Later in these notes, we will often abbreviate notations like ∂z¯∂zuˆ, ∂z¯Q
and ∂zH to uˆzz¯, Qz¯ and Hz.)
We can draw the following two conclusions from the Gauss and Codazzi equations:
(1) If f is CMC withH = 1/2 and if the Hopf differential functionQ is identically
1, then the Gauss equation becomes the sinh-Gordon equation
∂z¯∂z(2uˆ) + sinh(2uˆ) = 0 .
The case H = 1/2 andQ = 1 is certainly a special case, but it is an important
special case, for the following reason: By applying a homothety of R3 and
possibly switching the orientation of the surface (see Remark 1.3.6), any
nonminimal CMC surface can be converted, changing only its size and not
its shape, into a CMC surface with H = 1/2. So the restriction H = 1/2 is
no restriction at all. Then, away from umbilic points (i.e. points where the
two principal curvatures are equal, and we say more about umbilic points
in Section 1.4), which are usually only isolated points of the surface, one
can actually choose the local coordinates z so that Q is identically 1. Thus,
at generic points of nonminimal CMC surfaces, the Gauss equation can be
locally viewed as the sinh-Gordon equation.
(2) If the surface f is CMC, then ∂zH = 0 and the Codazzi equation implies
that the Hopf differential function Q is holomorphic, i.e.
Qz¯ = 0 .
Furthermore, as we will prove in Section 3.5, the normal vector ~N , viewed
as a map from the surface to the 2-sphere S2, is a harmonic map if and only
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if Q is holomorphic. Thus f is CMC if and only if the normal map
~N : Σ→ S2
is harmonic. This fact is what gives us a strong connection between the
theory of CMC surfaces and the theory of harmonic maps. And this is why
the original paper [88] on the DPW method was formulated in terms of
harmonic maps.
The fundamental theorem applies in the same way for other 3-dimensional Rie-
mannian manifolds as well, and it is applicable to all of the 3-dimensional ambient
spaces M we consider in these notes. In other 3-dimensional ambient spaces M , here
again the fundamental theorem for surface theory tells us that f : Σ→M is uniquely
determined up to rigid motions by its two fundamental forms, which again must sat-
isfy the Gauss and Codazzi equations for f to even exist at all. The only changes
are:
• the Gauss and Codazzi equations will change with respect to the choice of
M , and
• f is uniquely determined up to rigid motions, where the rigid motions are
now the isometries of the space M . Hence the rigid motions will change with
respect to the choice of M .
The fundamental theorem is actually a much more general statement about immer-
sions of arbitrary dimension and codimension, but as we do not need that here, we
will not say anything further about the more general theorem.
1.4. Other preliminaries
Remark 1.4.1. A discussion on the variational properties of CMC surfaces can be
found in the supplement [328] to these notes.
Existence of conformal coordinates.
Remark 1.4.2. When the dimension of a differentiable manifold M is 2, then we
have some special properties. This is because the coordinate charts are maps from
R2, and R2 can be thought of as the complex plane C ≈ R2. Thus we can consider the
notion of holomorphic functions onM . This leads to the theory of Riemann surfaces,
which contains a result (Theorem 1.4.3 just below) that will be very important for us
here. In these notes, we will always be considering CMC surfaces as immersions of
2-dimensional differentiable manifoldsM . Each immersion will determine an induced
metric g on M that makes it into a Riemannian manifold. Theorem 1.4.3 tells us
that we can choose coordinates on Σ so that g is conformal. Thus without loss of
generality we can restrict ourselves to those immersions that have conformal induced
metric, and we will do this on every occasion that we can.
To distinguish 2-dimensional manifolds from other manifolds, we will often denote
them by Σ instead of M .
Theorem 1.4.3. Let Σ be a 2-dimensional orientable manifold with an oriented C2
family {(Uα, φα)} of coordinate charts that determines the differentiable structure and
with a positive definite C1 metric g. Then there exists another family of coordinate
charts with respect to which the metric g is conformal.
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In fact, the C2 and C1 differentiability conditions can be weakened to Holder
continuity conditions, see [62], [29], [373]. But as will later consider constant mean
curvature immersions, for which the mean curvature cannot even be defined unless
the immersion is at least C2, it does us no harm to make the stronger assumptions
here.
The Hopf differential and Hopf theorem. The Hopf differential Qdz2 will be
of central importance to us. We have already seen that the Hopf differential can be
used to measure whether or not a conformal immersion parametrized by a complex
coordinate z has constant mean curvature, because the surface will have constant
mean curvature if and only if Q is holomorphic. The Hopf differential can also be
used to determine the umbilic points of a surface, as we now see:
Definition 1.4.4. Let Σ be a 2-dimensional manifold. The umbilic points of an
immersion f : Σ→ R3 are the points where the two principal curvatures are equal.
The following lemmas and theorem are elementary (proofs can be found in the
supplement [328]).
Lemma 1.4.5. If Σ is a Riemann surface and f : Σ→ R3 is a conformal immersion,
then p ∈ Σ is an umbilic point if and only if Q = 0.
Thus the Hopf differential tells us where the umbilic points are. When Q is
holomorphic, it follows that Q is either identically zero or is zero only at isolated
points. So, in the case of a CMC surface, if there are any points that are not umbilics,
then all the umbilic points must be isolated.
If every point is an umbilic, we say that the surface is totally umbilic, and then
the surface must be a round sphere. This is proven in [51], for example. A proof is
also included in [328]:
Lemma 1.4.6. Let Σ be a Riemann surface and f : Σ → R3 a totally umbilic
conformal immersion. Then f(Σ) is part of a plane or sphere.
Theorem 1.4.7. (The Hopf theorem.) If Σ is a closed 2-dimensional manifold
of genus zero and if f : Σ → R3 is a nonminimal CMC immersion, then f(Σ) is a
round sphere.
Remark 1.4.8. In fact, there do not exist any compact minimal surfaces without
boundary in R3, and this can be proved using the maximum principle (see the supple-
ment [328] to these notes). Therefore, without assuming that f in the above theorem
is nonminimal, the result would still be true.
Now let us consider the case that Σ is a closed Riemann surface of genus g ≥ 1 and
f : Σ → R3 is a conformal CMC immersion (by Remark 1.4.8, because there do not
exist any closed compact minimal surfaces in R3, f is guaranteed to be nonminimal).
In this case, f(Σ) certainly cannot be a sphere (because g ≥ 1), so Q is not identically
zero (by Lemma 1.4.6). We then have that (see [104], for example)∑
p∈Σ
ordp(Qdz
2) = 4g− 4 and ordp(Qdz2) ≥ 0 ∀ p ∈ Σ .
It follows that, counted with multiplicity, there are exactly 4g− 4 umbilic points on
the surface. We conclude the following:
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Corollary 1.4.9. A closed CMC surface in R3 of genus 1 has no umbilic points, and
a closed CMC surface in R3 of genus strictly greater than 1 must have umbilic points.
This corollary is closely related to the question of existence of CMC surfaces of
”finite type”, which is a topic that is explored in the supplement [328] to these notes.
Also, further motivations for studying CMC surfaces are given in this supplement.
Lie groups and algebras.
Remark 1.4.10. Another tool we will need in these notes is Lie groups and algebras.
We say a bit more about them in the supplement [328], and here we only comment
that the particular Lie groups and algebras we will use are:
SO3 = {A ∈ M3×3(R) |A · At = I, detA = 1} , and
SL2C = {A ∈M2×2(C) | detA = 1} .
In fact, SL2C is a double cover of SO3, and has corresponding Lie algebra sl2C, and
has the subgroup
SU2 = {A ∈ SL2C |A · A¯t = I} =
{(
p q
−q¯ p¯
) ∣∣∣∣ p, q ∈ C, pp¯+ qq¯ = 1} ,
which is also a Lie group, with corresponding Lie algebra
su2 =
{−i
2
( −x3 x1 + ix2
x1 − ix2 x3
) ∣∣∣∣ x1, x2, x3 ∈ R} .
We will have occasion to use the following lemma, which can be proven by direct
computation:
Lemma 1.4.11. For any square matrix A ∈ Mn×n with detA 6= 0 that depends
smoothly on some parameter t, we have
(1.4.1) d
dt
(detA) = trace(( d
dt
A) · A−1) detA .
CHAPTER 2
Basic examples via the DPW method
In this chapter we give a description of the DPW method (omitting some impor-
tant technical points that we will return to in Chapters 3 and 4), and then we show
how the method can be used to construct some basic examples of CMC surfaces. The
examples we include are the sphere, cylinder, Delaunay surfaces and Smyth surfaces.
2.1. The DPW recipe
2× 2 matrix notation. The 2× 2 matrix representation begins with writing R3
as a 3-dimensional matrix vector space. We will rewrite points
(x1, x2, x3) ∈ R3
into the matrix form
(2.1.1)
−i
2
( −x3 x1 + ix2
x1 − ix2 x3
)
.
There is certainly no harm in doing this, as the 3-dimensional vector space
su2 =
{−i
2
( −x3 x1 + ix2
x1 − ix2 x3
) ∣∣∣∣ x1, x2, x3 ∈ R}
is isomorphic to R3. This way of notating R3 is useful for considering integrable
systems techniques.
The metric of R3 in the su2 matrix formulation. Let
~x =
−i
2
( −x3 x1 + ix2
x1 − ix2 x3
)
, ~y =
−i
2
( −y3 y1 + iy2
y1 − iy2 y3
)
be two points in the su2 matrix formulation for R
3. (Later we will simply say that
~x, ~y are contained in R3, even though they are actually matrices contained in a model
that is merely equivalent to R3.) Then we find that −2 times the trace of the product
of ~x and ~y is equal to x1y1 + x2y2 + x3y3. Since x1y1 + x2y2 + x3y3 is the standard
inner product of R3, we conclude that
(2.1.2) 〈~x, ~y〉R3 = −2 · trace(~x · ~y) .
So this is how we can compute the R3 inner product in the su2 matrix model for R
3.
The DPW recipe. Now we will begin to consider the DPW recipe, which uses
2× 2 matrices right from the outset.
The DPW algorithm for producing CMC surfaces starts with a potential ξ, called
the holomorphic potential, of the form
ξ =
∞∑
j=−1
ξj(z)λ
jdz ,
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where λ (which we call the spectral parameter) is the standard complex coordinate for
the complex plane, and the ξj(z) are 2×2 matrices that are independent of λ and are
holomorphic functions of a coordinate z of some Riemann surface Σ. Furthermore,
the ξj(z) are traceless and diagonal (resp. off-diagonal) when j is even (resp. odd).
We then solve the equation
dφ = φξ
for
φ ∈ SL2C
so that the diagonal (resp. off-diagonal) of φ is a pair of even (resp. odd) functions
in λ (we will call such a φ “twisted”), and so that φ = φ(z, λ) is holomorphic in λ
for λ 6= 0,∞. (φ(z, λ) is automatically holomorphic in z for z ∈ Σ.) Then we split φ
(via Iwasawa splitting, to be explained later) into a product
φ = F · B ,
where
F = F (z, z¯, λ) ∈ SU2
for all λ ∈ S1 := {λ ∈ C | |λ| = 1}, and B = B(z, z¯, λ) has no negative powers
of λ in its series expansion with respect to λ and is in fact holomorphic in λ for
λ ∈ D1 := {λ ∈ C | |λ| < 1}. Furthermore, we choose the splitting so that B(z, z¯, 0)
is real and diagonal with positive diagonal for all z ∈ Σ. Such an F and B are
uniquely determined. (F (z, z¯, λ) and B(z, z¯, λ) are holomorphic in λ, but not in z,
which is why we write that they are dependent on both z and z¯.) Finally, we compute
the Sym-Bobenko formula[−1
2
F
(
i 0
0 −i
)
F−1 − iλ(∂λF )F−1
]∣∣∣∣
λ=1
,
which is of the form
−i
2
( −x3 x1 + ix2
x1 − ix2 x3
)
,
for real-valued functions x1 = x1(z, z¯), x2 = x2(z, z¯), x3 = x3(z, z¯) and i =
√−1, and
then the theory behind the DPW method implies that
Σ 3 z 7→ (x1, x2, x3) ∈ R3
becomes a conformal parametrization of a CMC H = 1/2 surface.
We have obviously omitted much in this initial brief description of the DPW recipe,
but we have already said enough to be able to show how this method produces some
simple well-known CMC surfaces, and we do this in the next few sections.
2.2. Cylinders
Here we show how the DPW method makes a cylinder. Define
ξ = λ−1
(
0 1
1 0
)
dz ,
for the complex variable z ∈ Σ = C and λ ∈ S1. Checking that a solution to
dφ = φξ ,
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is
φ = exp
(
z
(
0 1
1 0
)
λ−1
)
and then using that expA = I + A+ (1/2!)A2 + · · · , we have
φ =
(
cosh(λ−1z) sinh(λ−1z)
sinh(λ−1z) cosh(λ−1z)
)
.
Because
z
(
0 1
1 0
)
λ−1 = Fˆ + Bˆ ,
where
Fˆ = (zλ−1 − z¯λ)
(
0 1
1 0
)
, Bˆ = z¯λ
(
0 1
1 0
)
,
and because Fˆ · Bˆ = Bˆ · Fˆ implies that exp(Fˆ + Bˆ) = exp Fˆ exp Bˆ, we have that φ
can be split in the following way:
φ = F · B , F = exp
(
(zλ−1 − z¯λ)
(
0 1
1 0
))
, B = exp
(
z¯λ
(
0 1
1 0
))
.
Note here that Fˆ is in the Lie algebra su2, and so F is in the Lie group SU2, by the
following lemma:
Lemma 2.2.1. A ∈ su2 implies expA ∈ SU2.
Proof. Note that in general (detA)′ = trace(A′ · A−1) detA, or equivalently,
(2.2.1) (log(detA))′ = trace(A′ · A−1)
(′ means derivative with respect to some parameter that A depends on, see Lemma
1.4.11). Replacing A by etA and taking the derivative with respect to t, we have that
det etA is constant, because the trace of A is zero. Since det etA is 1 when t = 0, it
follows that det eA is also 1. Then, using that A ∈ su2, one can check that eA is of
the form
(2.2.2)
(
p q
−q¯ p¯
)
,
so eA is in SU2. 
Remark 2.2.2. In fact, any matrix in SU2 is of the form (2.2.2) for some p, q ∈ C
such that pp¯+ qq¯ = 1.
Note also that Bˆ, and hence B as well, has no negative powers of λ. In fact, this
F and B satisfy all the properties described in Section 2.1. We can compute that
F =
(
cosh(λ−1z − z¯λ) sinh(λ−1z − z¯λ)
sinh(λ−1z − z¯λ) cosh(λ−1z − z¯λ)
)
.
We now define the 2× 2 matrix via the Sym-Bobenko formula
(2.2.3) f(z, z¯, λ) =
−1
2
F
(
i 0
0 −i
)
F−1 − iλ(∂λF )F−1 ,
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and let f(z, z¯) = f(z, z¯, 1). We can then show that f(z, z¯) equals
−i
2
(
cosh2(z − z¯) + sinh2(z − z¯) −2 cosh(z − z¯) sinh(z − z¯)− 2(z + z¯)
2 cosh(z − z¯) sinh(z − z¯)− 2(z + z¯) − cosh2(z − z¯)− sinh2(z − z¯)
)
.
Noting that f(z, z¯) is of the form
(2.2.4)
−i
2
( −x3 x1 + ix2
x1 − ix2 x3
)
,
for real-valued functions x1, x2, x3 of z, z¯, we see that (with z = x+ iy)
(x1, x2, x3) = (−4x,− sin(4y),− cos(4y)) .
This is a parametrization of a cylinder of radius 1 with axis the x1-axis. One can
easily check that this parametrization is conformal and has CMC H = 1/2.
2.3. Spheres
Here we show how the DPW method makes a sphere. Define
ξ = λ−1
(
0 1
0 0
)
dz ,
for z ∈ Σ = C and λ ∈ S1. Check that a solution to
dφ = φξ ,
is
φ = exp
(
z
(
0 1
0 0
)
λ−1
)
=
(
1 zλ−1
0 1
)
.
Note that φ can be split in the following way: φ = F · B, where
F =
1√
1 + |z|2
(
1 zλ−1
−z¯λ 1
)
, B =
(
1 0
z¯λ 1
)( 1√
1+|z|2
0
0
√
1 + |z|2
)
.
Note here that F is in the Lie group SU2 (because λ ∈ S1), and B has no negative
powers of λ. In fact, this F and B satisfy all the properties described in Section 2.1.
Now define the 2 × 2 matrix f(z, z¯, λ) as in (2.2.3), and let f(z, z¯) = f(z, z¯, 1). We
can then show that
f(z, z¯) =
−i
2(1 + zz¯)
(
1− 3zz¯ −4z
−4z¯ −1 + 3zz¯
)
.
Noting that f(z, z¯) is of the form (2.2.4), we have that
(x1, x2, x3) = (1 + x
2 + y2)−1(−4x,−4y,−1 + 3x2 + 3y2) .
This is a parametrization of a sphere of radius 2 centered at (0, 0, 1). It is easily
shown to be a conformal parametrization with CMC H = 1/2.
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2.4. Rigid motions
Given some holomorphic potential ξ and some solution φ of dφ = φξ, as in Section
2.1, we could also have chosen any other solution
A(λ) · φ ,
where A(λ) ∈ SL2C is a twisted matrix independent of z that is holomorphic in λ for
λ 6= 0,∞. Let us assume that A(λ) ∈ SU2 for all λ ∈ S1, and then the new Iwasawa
splitting must be
A(λ) · φ = Fˆ · B , Fˆ = A(λ) · F .
(This follows from the uniqueness of Iwasawa splitting.) With this new Fˆ , the Sym-
Bobenko formula (2.2.3) changes as
(2.4.1) f(z, z¯)→ fˆ(z, z¯) = A(1) · f(z, z¯) · A−1(1)− i(∂λA(λ))|λ=1A−1(1) .
We will now show that:
Lemma 2.4.1. The mapping (2.4.1) is a rigid motion of f(z, z¯) in R3, and the rigid
motion has an elementary and explicit description in terms of the entries of A(λ).
Proof. We first show that f(z, z¯)→ A(1) ·f(z, z¯) ·A−1(1) amounts to a rotation
of f(z, z¯): If
A(1) =
(
a b
−b¯ a¯
)
with aa¯ + bb¯ = 1, then
A(1) · −i
2
( −x3 x1 + ix2
x1 − ix2 x3
)
·A−1(1)
changes points ~x = (x1, x2, x3)
t ∈ R3 to points R~x, where R is the 3× 3 matrix (with
a = a1 + ia2 and b = b1 + ib2, a1, a2, b1, b2 ∈ R)
R =
a21 − a22 − b21 + b22 −2a1a2 − 2b1b2 2a1b1 − 2a2b22a1a2 − 2b1b2 a21 − a22 + b21 − b22 2a2b1 + 2a1b2
−2a1b1 − 2a2b2 2a2b1 − 2a1b2 a21 + a22 − b21 − b22
 .
R is a matrix in SO3 and hence represents a rotation of R
3 fixing the origin ~O ∈ R3.
And computing the eigenvalues and eigenvectors of R, we can confirm that the axis
of this rotation contains the vector
(−b2, b1, a2) .
To determine the angle and orientation of rotation, let us assume a1, a2, b are all
nonzero (other cases are easier to examine). Note that (b1, b2, 0) is perpendicular to
(−b2, b1, a2), so
θ = arccos
(〈(b1, b2, 0), (R · (b1, b2, 0)t)t〉
|b|2
)
is the angle of rotation. One can compute that
θ = arccos(a21 − a22 − |b|2) .
To determine the orientation of the rotation, one can see that the matrix with first
row (−b2, b1, a2) and second row (b1, b2, 0) and third row (R · (b1, b2, 0)t)t has deter-
minant 2a1|b|2(a22 + |b|2), which is positive if and only if a1 > 0. So R is a clockwise
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(resp. counterclockwise) rotation of angle θ about the axis (oriented in the direction
(−b2, b1, a2)) when a1 < 0 (resp. a1 > 0).
Secondly, we show that the term −(iλ∂λA(λ))|λ=1A−1(1) in (2.4.1) amounts to
a translation of the original surface. To see that, we show that it is of the form
(2.2.4), for some real-valued functions x1, x2, x3. A := A(λ) is holomorphic in λ, and
iλ∂λ = ∂t, where t ∈ R is defined by λ = eit, so [iλ∂λA ·A−1]λ=1 = [∂tA ·A−1]t=0, and
λ = eit ∈ S1 implies A|S1 is of the form
A|S1 =
(
p(t) q(t)
−q(t) p(t)
)
with |p(t)|2 + |q(t)|2 ≡ 1, by the assumption that A ∈ SU2 for all λ ∈ S1. So, setting
p := p(t) and q := q(t),[
∂tA ·A−1
]
t=0
=
[(
∂tp ∂tq
−∂tq ∂tp
)(
p¯ −q
q¯ p
)]
t=0
=
[(
p¯ · ∂tp+ q¯ · ∂tq −q · ∂tp+ p · ∂tq
−p¯ · ∂tq + q¯ · ∂tp p · ∂tp+ q · ∂tq
)]
t=0
,
which implies that the off-diagonal terms are negatives of the conjugates of each other,
and the diagonal terms are conjugate to each other. Furthermore, pp¯+qq¯ ≡ 1 implies
that [∂tA · A−1]t=0 is traceless, hence [iλ∂λA · A−1]λ=1 is of the desired form. 
Remark 2.4.2. If we had not assumed that A(λ) ∈ SU2 for all λ ∈ S1, but only that
A(λ) ∈ SL2C, then the resulting transformation of the surface f would not be merely
a rigid motion, in general. This more general transformation is what we will later be
calling a dressing in Section 4.6.
2.5. Delaunay surfaces
We define
ξ = D
dz
z
, where D =
(
r sλ−1 + t¯λ
s¯λ + tλ−1 −r
)
,
with s, t ∈ C and r ∈ R and st ∈ R and r2+ |s+ t¯|2 = 1/4, for z in Σ = C \ {0}. One
can check that one solution to
dφ = φξ
is
φ = exp (log z ·D) .
We define
Fˆ = exp (iθD) , Bˆ = exp (log ρ ·D) ,
where z = ρeiθ. We have that iθD and log ρ ·D commute, so, as seen in Section 2.2,
we know that exp(iθD + log ρ · D) = Fˆ · Bˆ, and so φ can be split (this is not yet
Iwasawa splitting) in the following way:
φ = Fˆ · Bˆ .
We also have that Fˆ ∈ SU2 for all λ ∈ S1. (This follows from showing that iθD ∈ su2
for all λ ∈ S1, and then applying Lemma 2.2.1.)
Since
(2.5.1) D2 = κ2 · I , where κ =
√
1/4 + st(λ− λ−1)2 ,
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we see that
Fˆ =
(
cos(κθ) + irκ−1 sin(κθ) iκ−1 sin(κθ)(sλ−1 + t¯λ)
iκ−1 sin(κθ)(s¯λ+ tλ−1) cos(κθ)− irκ−1 sin(κθ)
)
,
Bˆ =
(
cosh(log ρ · κ) + rκ−1 sinh(log ρ · κ) κ−1 sinh(log ρ · κ)(sλ−1 + t¯λ)
κ−1 sinh(log ρ · κ)(s¯λ+ tλ−1) cosh(log ρ · κ)− rκ−1 sinh(log ρ · κ)
)
.
Note that Fˆ and Bˆ are both even in λ along the diagonal and odd in λ on the off-
diagonal. We can now do Iwasawa splitting on Bˆ, that is, Bˆ = F˜ ·B, where F˜ ∈ SU2
for all λ ∈ S1 and the power series expansion with respect to λ of B has no terms
with negative powers of λ. We define F = Fˆ · F˜ . Then φ = F · B is the Iwasawa
splitting of φ.
For each fixed λ, Bˆ depends only on |z| = ρ, and so also F˜ and B depend only on
ρ. Also, Fˆ depends only on θ. So, under the rotation of the domain
z → eiθ0 · z ,
the following transformations occur:
F → exp(iθ0D) · F ,
B → B ,
and by the map (2.4.1), we have
(2.5.2)
f(z, z¯)→ [exp(iθ0D)f(z, z¯) exp(−iθ0D)− i(∂λ(exp(iθ0D))) exp(−iθ0D)]λ=1 .
Using D2 = κ2 I and ∂λκ|λ=1 = 0, we see that
∂λ(exp(2piiD))|λ=1 = ∂λ
(
cos(2piκ) · I +iκ−1 sin(2piκ) ·D) |λ=1 = 0 ,
and exp(2piiD)|λ=1 = − I, so f → f is unchanged in (2.5.2) when θ0 = 2pi, and hence
the surface f is well defined on C∗ = C \ {0}.
The computations in Section 2.4, with A(λ) := exp(iθ0D), imply that
f(z, z¯)→ [exp(iθ0D)f(z, z¯) exp(−iθ0D)]λ=1
represents a rotation of the surface about the line through the origin in the direction
Lˆ = (−Re(s+ t),− Im(s− t), r)
of angle θ0, and the orientation of the rotation can be determined as described in
Section 2.4.
The term −i(∂λ(exp(iθ0D))) exp(−iθ0D) added into the map (2.5.2) represents a
translation by the vector
Tˆ = 2 · sin θ0 ·
(
Im(s+ t),−Re(s− t), 0)
+4 · (1− cos θ0) ·
(
r · Re(s− t), r · Im(s+ t), |s|2 − |t|2) .
Noting that 〈Lˆ, Tˆ 〉 = 0 for all θ0 ∈ R, the map (2.5.2) must represent a rotation of
angle θ0 about a line parallel to Lˆ. Because the map (2.5.2) has a fixed point
Pˆ = (xˆ1, xˆ2, xˆ3)
satisfying
Im [(xˆ1 − ixˆ2) (s+ t¯)] = 0 , xˆ3(s+ t¯) + r(xˆ1 + ixˆ2) = s− t¯ ,
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the point Pˆ can be chosen independent of θ0, and so the axis of rotation is also inde-
pendent of θ0. (In fact, when i(s+ t) /∈ R, we may simply choose Pˆ = (0, 0, Re(s−t)Re(s+t)).)
It follows that the map (2.5.2) represents a rotation of angle θ0 about the line
L = {x · Lˆ+ Pˆ | x ∈ R} .
The conclusion is that the CMC surface we have just made is a surface of revolu-
tion, so it must be a Delaunay surface (see [99, 170, 224]). Which Delaunay surface
one gets depends on the choice of r, s, t. An unduloid is produced when st > 0, a
nodoid is produced when st < 0, and for the limiting singular case of a chain of
spheres, st = 0. A cylinder is produced when |s| = |t| = 1/4 and r = 0.
We will give more details about Delaunay surfaces in R3 (including a description
of the weight, or flux, of a Delaunay surface), and in H3 and S3 as well, in Section
5.4. Delaunay surfaces in R3 via the DPW method are also described in detail in
[202], [85] and [203]. Also (after describing the associated family of a CMC surface)
it is shown in the supplement [328] to these notes the existence of certain surfaces
that we call “twizzlers”. Twizzlers are special surfaces in the associated families of
Delaunay surfaces.
Figure 2.5.1. Various portions of an unduloid. (These graphics were
made by Koichi Shimose using Mathematica.)
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Figure 2.5.2. Various portions of a nodoid. (These graphics were
made by Koichi Shimose using Mathematica.)
2.6. Smyth surfaces
Here we show how the DPW method makes Smyth surfaces. Define
ξ = λ−1
(
0 1
c 0
)
dz ,
for the complex variable z ∈ Σ = C and λ ∈ S1 and some c ∈ C. One can check that
a solution to
(2.6.1) dφ = φξ
is
φ = exp
(
λ−1z
(
0 1
c 0
))
=
(
cosh(λ−1z
√
c)
√
c
−1
sinh(λ−1z
√
c)√
c sinh(λ−1z
√
c) cosh(λ−1z
√
c)
)
.
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Figure 2.5.3. Two different twizzlers in R3. (These graphics were
made by Yuji Morikawa using Mathematica.)
When c ∈ S1, we can do Iwasawa splitting of φ into F ·B explicitly, in exactly the
same way as we did in Section 2.2, that is
F = exp
(
(λ−1z − λz¯c−1)
(
0 1
c 0
))
=
(
cosh(λ−1z
√
c− λz¯√c−1) √c−1 sinh(λ−1z√c− λz¯√c−1)√
c sinh(λ−1z
√
c− λz¯√c−1) cosh(λ−1z√c− λz¯√c−1)
)
,
B = exp
(
λz¯c−1
(
0 1
c 0
))
.
One can check that the resulting surface is again a cylinder of radius 1, following
exactly the same procedure as in Section 2.2. The axis of the cylinder depends on c.
When c 6∈ S1 ∪ {0}, there is no simple way to do Iwasawa splitting of φ. With
φ|z=0 = I, the resulting surface is a 2-legged Smyth surface, also called a 2-legged
Mister Bubble. More generally,
ξ = λ−1
(
0 1
czk 0
)
dz
gives a solution φ with initial condition φ|z=0 = I, and the resulting surface is a
(k + 2)-legged Mister Bubble. The reason for using “(k + 2)-legged” in the naming
of these surfaces is that pictures of compact portions of the surfaces appear to have
k + 2 “legs”, although in fact the surfaces always have only a single end.
When k ≥ 1, there is again no simple way to do Iwasawa splitting φ = F ·B even
when c ∈ S1.
One can check that changing c to ceiθ0 for any θ0 ∈ R only changes the surface
by a rigid motion and a reparametrization z → ze− iθ0k+2 . To prove this, note that with
these changes,
ξ → AξA−1 , where A =
(
e−
iθ0
2(k+2) 0
0 e
iθ0
2(k+2)
)
∈ SU2
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and so F → AFA−1, by an argument similar to that in the proof of Lemma 2.6.1.
So f → AfA−1. Then Lemma 2.4.1 implies this is a rigid motion. So without loss of
generality we may assume and do assume that c ∈ R.
It is shown in [34] that u = u(z, z¯) : C → R in the metric (first fundamental
form) 4e2udzdz¯ of the surface resulting from the frame F is constant on each circle
of radius r centered at the origin in the z-plane, that is, u = u(r) is independent of θ
in z = reiθ. Having this internal rotational symmetry of the metric (without actually
having a surface of revolution) is the definition of a Smyth surface, hence this potential
ξ (with initial condition φ|z=0 = I) produces CMC conformal immersions f :C → R3
that are Smyth surfaces. Furthermore, Smyth surfaces are related to the Painleve III
equation, see [34]. We will also prove those facts in the supplement [328] to these
notes. Furthermore, although we will not prove it in these notes, Timmreck, Pinkall
and Ferus [359] showed that the Smyth surfaces are proper immersions.
Lemma 2.6.1. The Smyth surfaces have reflective symmetry with respect to k + 2
geodesic planes that meet equiangularly along a geodesic line.
Proof. Consider the reflections
R`(z) = e
2pii`
k+2 z¯
of the domain C, for ` ∈ {0, 1, ..., k + 1}. Note that
ξ(R`(z), λ) = A`ξ(z¯, λ)A
−1
` ,
where
A` =
(
e
pii`
k+2 0
0 e
−pii`
k+2
)
.
Since
d(φ(R`(z), λ)A`) = φ(R`(z), λ)A` · ξ(z¯, λ) ,
and since any two solutions of this equation differ by a factor that is constant in z,
we have
φ(R`(z), λ) · A` = A · φ(z¯, λ)
for some A depending only on λ. However the initial condition φ(z, λ)|z=0 = I for the
solution φ of (2.6.1) implies that A = A`, so
φ(R`(z), λ) = A`φ(z¯, λ)A
−1
`
and so the Iwasawa splitting φ = F · B, with F = F (z, z¯, λ) and B = B(z, z¯, λ)
satisfying all the conditions in Section 2.1, satisfies
F (R`(z), R`(z), λ) · B(R`(z), R`(z), λ) = (A`F (z¯, z, λ)A−1` ) · (A`B(z¯, z, λ)A−1` ) .
Since A`F (z¯, z, λ)A
−1
` and A`B(z¯, z, λ)A
−1
` also satisfy all the properties of the F and
B in Section 2.1, respectively, uniqueness of the Iwasawa decomposition implies
F (R`(z), R`(z), λ) = A`F (z¯, z, λ)A
−1
` .
Note that c ∈ R implies that ξ(z¯, λ) = ξ(z, λ¯) and that φ|z=0 = I then implies that
φ(z¯, λ) = φ(z, λ¯), therefore
F (z¯, z, λ) = F (z, z¯, λ¯) .
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Then, we have
F (R`(z), R`(z), λ) = A`F (z, z¯, λ¯)A
−1
` .
Inserting this into (2.2.3), we have
f(R`(z), R`(z), λ) = −A`f(z, z¯, λ¯)A−1` .
Recalling that we defined f(z, z¯) = f(z, z¯, 1), the transformation f(z, z¯) → −f(z, z¯)
represents reflection across the plane {x2 = 0} of R3, and conjugation by A` represents
a rotation by angle 2pii`/(k + 2) about the x3-axis of R
3 (see Lemma 2.4.1), hence
the proof is completed. 
Figure 2.6.1. A 2-legged Smyth surface and a 3-legged Smyth surface.
(The graphics were made by Yuji Morikawa using Mathematica and
CMCLab [341].)
CHAPTER 3
The Lax pair for CMC surfaces
In this chapter we describe CMC surfaces in terms of a pair of linear first-order
matrix partial differential equations called a Lax pair. The Lax pair formulation is
fundamental to the DPW method and will be used to prove results about the DPW
method in Chapter 4.
At the end of this chapter we give some other applications of the Lax pair formu-
lation: we prove the Weierstrass representation for minimal surfaces; and we prove
the harmonicity of the Gauss map of CMC surfaces.
3.1. The 3× 3 Lax pair for CMC surfaces
Before giving the proof of the DPW recipe in the next chapter, we show in this
chapter that any CMC H surface gives a solution to a certain kind of Lax pair,
and that any solution of this certain kind of Lax pair determines a unique CMC H
surface. (Then proving that the DPW recipe gives all CMC H surfaces just amounts
to showing that it gives all possible solutions for this certain kind of Lax pair.) Here
we give arguments similar to those in [31, 91, 300].
We first note that any C2 immersion of a simply-connected domain Σ ⊆ C into
R3 can be made conformal by a reparametrization. (In fact, more generally any 2-
dimensional Riemannian manifold can be given a covering of coordinate charts with
respect to which the Riemannian metric is conformal, see Theorem 1.4.3.) So, without
loss of generality, we will always assume that CMC immersions are conformal.
For the moment, we will not assume H is constant. Let Σ be a simply-connected
domain in C and
(3.1.1) f = f(z, z¯) : Σ→ R3
be a conformal immersion (with at least C2 differentiability), and so, with z = x+ iy
and ∂z = (∂x − i∂y)/2 and ∂z¯ = (∂x + i∂y)/2,
(3.1.2) 〈fz, fz〉 = 〈fz¯, fz¯〉 = 0 , 〈fz, fz¯〉 = 2e2u ,
where u : Σ→ R is defined this way. 〈·, ·〉 denotes the complex bilinear extension of
the usual R3 inner product (which is no longer an actual inner product). The unit
normal vector N to f is defined by N = (fx×fy)/|fx×fy|. Then the shape operator S
of the surface f (see Section 1.3) is defined to be the inverse of the first fundamental
form g = (gij)i,j=1,2 times the second fundamental form, that is,
S =
(
4e2u 0
0 4e2u
)−1(〈fxx, N〉 〈fxy, N〉
〈fyx, N〉 〈fyy, N〉
)
.
the mean curvature H is defined as
H =
1
2
trace(S) ,
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we have
H =
1
8e2u
〈fxx + fyy, N〉 = 1
2
〈4f,N〉 .
(Recall that 4 = √det g−1∑i,j ∂ui(√det ggij∂uj ) for (x, y) = (u1, u2), where g−1 =
(gij)
−1 = (gij).) So 〈fzz¯, N〉 = 2He2u. Thus we have
〈fz, fzz〉 = 〈fz, fzz¯〉 = 0 , 〈fz¯, fzz〉 = 4uze2u ,
〈Nz, N〉 = 0 , 〈Nz, fz¯〉 = −〈N, fzz¯〉 = −2He2u , 〈Nz, fz〉 = −〈N, fzz〉 = −Q ,
where this is the definition of the Hopf differential Q as in Section 1.3. This implies
the following Gauss-Weingarten equations:
fzz = 2uzfz +QN , fzz¯ = 2He
2uN , fz¯z¯ = 2uz¯fz¯ + Q¯N,
Nz =
1
2
(−2Hfz −Qe−2ufz¯) , Nz¯ = 1
2
(−2Hfz¯ − Q¯e−2ufz) .
The Gaussian curvature K was defined as K = det(S) in Section 1.3, and we can
compute that
(3.1.3) K = H2 − 1
4
QQ¯e−4u .
We define e1 = fx/|fx| = e−u(fz + fz¯)/2 and e2 = fy/|fy| = ie−u(fz − fz¯)/2 and then
F = (e1, e2, N)
is an orthonormal frame of the surface, that is, F : Σ→ SO3, and
Fz = F(Θ + Υz) , Fz¯ = F(Θ¯−Υz¯) ,
where
Υ =
 0 iu 0−iu 0 0
0 0 0
 ,
Θ =
1
2
 0 0 −Qe−u − 2Heu0 0 −iQe−u + 2Hieu
Qe−u + 2Heu iQe−u − 2Hieu 0
 .
Note that the compatibility condition for the existence of a solution F is that Fzz¯ =
Fz¯z, in other words,
(3.1.4) (Θ + Υz)z¯ − (Θ¯−Υz¯)z − [Θ + Υz, Θ¯−Υz¯] = 0 ,
which is also called the Maurer-Cartan equation. This implies
(3.1.5) 4uzz¯ −QQ¯e−2u + 4H2e2u = 0 , Qz¯ = 2Hze2u ,
which are the Gauss equation and Codazzi equation for f , respectively.
Remark 3.1.1. (1) The Gauss equation implies that
(3.1.6) K = −e−2uuzz¯ ,
since K satisfies (3.1.3). Hence K depends only on u, that is, K is determined
by only the first fundamental form, without requiring any knowledge of the second
fundamental form, even though the definition ofK uses the second fundamental form.
This fact was first found by Gauss [126, 127].
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Thus, for a Riemannian manifold Σ with the Riemannian metric g = 4e2udzdz¯,
we could have chosen to define the Gaussian curvature of (Σ, g) by (3.1.6). Hereafter
we will use (3.1.6) as our definition of K. (We can use either (3.1.3) or (3.1.6) when
the surface is immersed in R3, but when the ambient space is not R3, then (3.1.6)
and (3.1.3) are not equivalent, and only (3.1.6) can be the correct definition of the
intrinsic curvature of the surface, as we will see in Chapter 5. “Intrinsic” means that
the object in question is determined by only the first fundamental form.)
(2) The Codazzi equation implies that H is constant if and only if Q is holomor-
phic, since H is a real valued function.
Now we assume H is constant. Then by part (2) of Remark 3.1.1, Q is holomor-
phic. Note that the Gauss and Codazzi equations still hold if Q is replaced with λ−2Q
for any λ ∈ S1, so the fundamental theorem of surface theory (Bonnet theorem) tells
us we have a 1-parameter family of surfaces f(z, z¯, λ) for λ ∈ S1, all with CMC H
and the same metric, and with Hopf differential λ−2Q (see, for example, [51, 52]).
We call f(z, z¯, λ) for λ ∈ S1 the associated family of f(z, z¯) = f(z, z¯, 1).
We now replace Q with λ−2Q, that is, we will add a “spectral” parameter λ. The
Gauss-Weingarten equations then become (now f = f(z, z¯, λ) depends on λ)
fzz = 2uzfz + λ
−2QN , fzz¯ = 2He
2uN , fz¯z¯ = 2uz¯fz¯ + λ
2Q¯N,
Nz =
1
2
(−2Hfz − λ−2Qe−2ufz¯) , Nz¯ = 1
2
(−2Hfz¯ − λ2Q¯e−2ufz) ,
with
e1 =
fx
|fx| , e2 =
fy
|fy| , and N = e1 × e2 .
Then
F = (e1, e2, N) , Fz = F(Θ + Υz) , Fz¯ = F(Θ¯−Υz¯) ,
with
Υ =
 0 iu 0−iu 0 0
0 0 0

as before, and with Θ now being
Θ =
1
2
 0 0 −λ−2Qe−u − 2Heu0 0 −iλ−2Qe−u + 2Hieu
λ−2Qe−u + 2Heu iλ−2Qe−u − 2Hieu 0
 .
The Maurer-Cartan equation is again of the form (3.1.5), where H is now constant.
Here we prove a basic result about the Maurer-Cartan equation for a Lax pair,
that this equation holds if and only if there exists a solution to the Lax pair. This
result is fundamental for the discussion here, as it tells us that the Lax pair has
solutions if and only if the Maurer-Cartan equation holds. This proposition can be
applied to the above Lax pair for each fixed λ, where z and w = z¯ are considered as
independent variables and U = Θ+Υz, V = Θ¯−Υz¯, F = F and n = 3.
Proposition 3.1.2. Let U ⊂ C×C be an open set containing (0, 0). For U, V : U →
slnC, there exists a solution F = F (z, w) : U → SLnC of the Lax pair
(3.1.7) Fz = FU , Fw = FV
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for any initial condition F (0, 0) ∈ SLnC if and only if
Uw − Vz + [V, U ] = 0 .
Furthermore, for any two solutions F and F˜ , F˜ = GF for some constant matrix G.
Proof. Assume there exists an invertible solution F (z, w). Then the fact that
(Fz)w = (Fw)z quickly implies
Uw − Vz + [V, U ] = 0 .
To prove the converse, suppose that Uw − Vz + [V, U ] = 0. Then solve
(F (z, 0))z = F (z, 0)U(z, 0)
for variable z with initial condition F (0, 0). So now F (z, 0) is defined. Now, for each
fixed z0, solve
(F (z0, w))w = F (z0, w)V (z0, w)
for the variable w with initial condition F (z0, 0). So now F (z, w) is defined and
Fw = FV for all z, w. It remains to show Fz = FU for all z, w. Note that
(Fz − FU)(z, w) = 0
if w = 0 (for all z). Using Fzw = Fwz, we have
(3.1.8) (Fz − FU)w = FzV − F (Uw − Vz + [V, U ])− FUV = (Fz − FU)V ,
since Uw−Vz+[V, U ] = 0 and Fw = FV for all z, w. The desired relation Fz = FU was
never used in computing (3.1.8). (Of course, we cannot use it, as this is what we wish
to prove.) Hence G = Fz−FU is a solution of Gw = GV with initial condition 0. Hence
G is identically zero, by the uniqueness of solutions of Gw = GV with given initial
condition. So Fz − FU is identically zero and hence F is a solution to the Lax pair
(3.1.7). Since detF · trace(F−1Fz) = (detF )z and detF · trace(F−1Fw) = (detF )w
by Lemma 1.4.11, and U, V ∈ slnC, we have (detF )z = (detF )w = 0. So detF = 1
because det(F (0, 0)) = 1.
Now, suppose F and F˜ both solve the Lax pair (3.1.7). Then
(F˜F−1)z = F˜zF
−1 − F˜F−1FzF−1 = F˜UF−1 − F˜UF−1 = 0 .
Similarly, (F˜F−1)w = 0. So F˜ = GF for some constant matrix G. 
3.2. The 2× 2 Lax pair for CMC surfaces
Now we will rework the 3× 3 frame F into a 2× 2 frame F . Fix a starting point
z∗ ∈ Σ, and fix Fˆ (z∗, z∗, λ) = I for all λ ∈ S1. Consider the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
These matrices, along with the 2× 2 identity matrix I, can be used to form a basis
{I,−iσ1,−iσ2,−iσ3}
for the ring of quaternions, since we have the quaternionic relations
(−iσ1)(−iσ2) = (−iσ3) = −(−iσ2)(−iσ1) ,
(−iσ2)(−iσ3) = (−iσ1) = −(−iσ3)(−iσ2) ,
(−iσ3)(−iσ1) = (−iσ2) = −(−iσ1)(−iσ3)
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and (−iσj)2 = − I for j = 1, 2, 3.
We identify R3 with su2, identifying (x1, x2, x3) ∈ R3 with the matrix
−x1 i
2
σ1 + x2
i
2
σ2 + x3
i
2
σ3 =
−i
2
( −x3 x1 + ix2
x1 − ix2 x3
)
.
Let Fˆ = Fˆ (z, z¯, λ) ∈ SU2 be the matrix that rotates (−iσ1)/2, (−iσ2)/2 and (−iσ3)/2
to the 2× 2 matrix forms of e1, e2, and N , respectively, that is,
(3.2.1) e1 = Fˆ
(−i
2
σ1
)
Fˆ−1 , e2 = Fˆ
(−i
2
σ2
)
Fˆ−1 , N = Fˆ
(−i
2
σ3
)
Fˆ−1 .
These relations determine Fˆ uniquely, up to sign; and because Fˆ ∈ SU2, conjugation
by Fˆ as in (3.2.1) really is a rotation of R3 (see Sections 2.1 and 2.4).
Note that Fˆ (z∗, z∗, λ) = I for all λ ∈ S1 means we assumed that, at the point z∗,
the vectors e1, e2, and N are the unit vectors in the positive x1-axis, x2-axis, and
x3-axis directions, respectively, for all λ ∈ S1. This can be assumed, without loss of
generality, just by applying a rigid motion to the surface f , for each λ ∈ S1.
Define
Uˆ =
(
U11 U12
U21 U22
)
:= Fˆ−1Fˆz , Vˆ =
(
V11 V12
V21 V22
)
:= Fˆ−1Fˆz¯ .
Now we compute Uˆ and Vˆ explicitly in terms of the metric factor term u, the mean
curvature H and the Hopf differential Q. Using
e1 =
fx
|fx| =
fx
2eu
= Fˆ
1
2
(
0 −i
−i 0
)
Fˆ−1 , e2 =
fy
|fy| =
fy
2eu
= Fˆ
1
2
(
0 −1
1 0
)
Fˆ−1 ,
we have
(3.2.2) fz = −ieuFˆ
(
0 0
1 0
)
Fˆ−1 , fz¯ = −ieuFˆ
(
0 1
0 0
)
Fˆ−1 .
Then fzz¯ = fz¯z implies that V11−V22 = uz¯ and U22−U11 = uz and V12 = −U21. Then
fzz¯ = 2He
2uN implies V12 = He
u and fzz = 2uzfz+λ
−2QN implies U12 = e
−uλ−2Q/2
and fz¯z¯ = 2uz¯fz¯ + λ
2Q¯N implies V21 = −e−uλ2Q¯/2. Since the determinant of Fˆ is
1, (2.2.1) implies that Uˆ and Vˆ have trace zero (see also Lemma 1.4.11), so it is
determined that
(3.2.3) Uˆ =
1
2
( −uz e−uλ−2Q
−2Heu uz
)
, Vˆ =
1
2
(
uz¯ 2He
u
−e−uλ2Q¯ −uz¯
)
.
Now the Lax pair for f is
(3.2.4) Fˆz = Fˆ Uˆ , Fˆz¯ = Fˆ Vˆ
with Uˆ and Vˆ as in Equation (3.2.3). Take any solution Fˆ of this Lax pair such that
Fˆ ∈ SU2 for all λ ∈ S1, and define the Sym-Bobenko formula
(3.2.5) fˆ(z, z¯, λ) =
1
2H
·
[
Fˆ
(
i 0
0 −i
)
Fˆ−1 − iλ(∂λFˆ ) · Fˆ−1
]
.
Remark 3.2.1. The lemma just below tells us that the Sym-Bobenko formula (3.2.5)
retrieves the CMC immersion f for us. There are advantages to using this formula,
and we note two of them here: 1) Given the frame Fˆ , we then know fz and fz¯, so
we would expect to need to integrate in order to find f itself. The Sym-Bobenko
46 3. THE LAX PAIR FOR CMC SURFACES
formula gives us a way to avoid integration, using the derivative of Fˆ with respect
to the spectral parameter λ instead. 2) When the domain (locally parametrized by
z) is not simply connected, it is not always clear that the surface f resulting from
the frame Fˆ will be well defined on that domain, because the frame Fˆ produced as a
solution to the Lax pair might not be well defined on the domain. The Sym-Bobenko
formula gives us a means for understanding when f will be well defined. We had
some hints of this in Sections 2.4 and 2.5, and we will see more explicitly why this is
so in Section 5.3.
Lemma 3.2.2. The CMC H surfaces f(z, z¯, λ) with H 6= 0 as in Section 3.1 and
the surfaces fˆ(z, z¯, λ) as in (3.2.5) differ only by rigid motions of R3. Thus Equation
(3.2.5) produces the associated family of any CMC H surface f from a frame Fˆ solving
(3.2.4)-(3.2.3).
Conversely, for any u and Q satisfying the Gauss and Codazzi equations (3.1.5),
and any solution Fˆ of the Lax pair (3.2.4) satisfying (3.2.3) so that Fˆ ∈ SU2 for all
λ ∈ S1, fˆ(z, z¯, λ) as defined in (3.2.5) is a conformal CMC H immersion into R3
with metric 4e2u(dx2 + dy2) and Hopf differential λ−2Q.
Proof. Using the previous forms for fz and fz¯ in Equation (3.2.2) and computing
fˆz and fˆz¯, we see that fˆz = fz and fˆz¯ = fz¯. Thus f and fˆ are the same surfaces, up
to translations.
To prove the converse, we see that
fˆx = e
uFˆ
(
0 −i
−i 0
)
Fˆ−1 , fˆy = e
uFˆ
(
0 −1
1 0
)
Fˆ−1 ,
because fˆx = fˆz + fˆz¯ and fˆy = i(fˆz − fˆz¯). And so
Nˆ :=
fˆx × fˆy
|fˆx × fˆy|
= Fˆ
1
2
(−i 0
0 i
)
Fˆ−1 .
Then, using that 〈A,B〉 for vectors A,B ∈ R3 becomes −2 · trace(AB) when A,B
are in 2× 2 matrix form (see Equation (2.1.2)), we have
〈fˆx, fˆx〉 = 〈fˆy, fˆy〉 = 4e2u , 〈fˆx, fˆy〉 = 0 .
So the metric of fˆ is conformal and is 4e2u(dx2 + dy2). Let Qˆ and Hˆ be the Hopf
differential and mean curvature of fˆ . Then
Qˆ = 〈fˆzz, Nˆ〉 = ieu · trace
[((
0 0
uz 0
)
+
[
Uˆ ,
(
0 0
1 0
)])(−i 0
0 i
)]
= λ−2Q ,
using the form of Uˆ , so λ−2Q is the Hopf differential of fˆ . Also,
Hˆ =
1
2
〈fˆxx + fˆyy, Nˆ〉 · 〈fˆx, fˆx〉−1 = 1
2
e−2u〈fˆzz¯, Nˆ〉 =
= ie−u · trace
[((
0 0
uz¯ 0
)
+
[
Vˆ ,
(
0 0
1 0
)])(
1 0
0 −1
)]
= H .
So H is the mean curvature of fˆ . This completes the proof. 
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So we have shown that solutions of the integrable Lax pair (3.2.4) satisfying (3.2.3)
and the Sym-Bobenko formula (3.2.5) locally produce all CMC H surfaces, and then
that any solution Fˆ ∈ SU2 of (3.2.4) produces a CMC H surface via (3.2.5). There-
fore, finding arbitrary CMC H surfaces is equivalent to finding arbitrary solutions
Fˆ ∈ SU2 of the Lax pair (3.2.4)-(3.2.3).
3.3. The 2× 2 Lax pair in twisted form
Now we make some changes in the formulation of Section 3.2. These changes
are not essential, in that they change the resulting CMC immersion only by a rigid
motion, but we make them so that the formulation here will be the same as in [91]
and in the Sym-Bobenko formula (2.2.3).
Let F be defined by
Fˆ = −σ3
(
F−1
)t(√λ 0
0 1/
√
λ
)
σ3 .
We find that the Lax pair (3.2.4)-(3.2.3) is written in the form
(3.3.1) Fz = FU , Fz¯ = FV ,
where
(3.3.2) U =
1
2
(
uz −2Heuλ−1
Qe−uλ−1 −uz
)
, V =
1
2
( −uz¯ −Q¯e−uλ
2Heuλ uz¯
)
,
and that
(3.3.3) fˆ(z, z¯, λ) = −σ3 (f(z, z¯, λ))t σ3 ,
where
(3.3.4) f(z, z¯, λ) =
1
2H
·
[−1
2
F
(
i 0
0 −i
)
F−1 − iλ(∂λF ) · F−1
]
,
and using the R3 metric (2.1.2) we can check that the normal vector to f(z, z¯, λ) is
(3.3.5) N = F
1
2
(
i 0
0 −i
)
F−1 .
Note that the transformation fˆ(z, z¯, λ) → f(z, z¯, λ) in (3.3.3) just represents the
rotation by angle pi about the x1-axis in R
3 (we are using (2.1.1) here), so f(z, z¯, λ) in
(3.3.4) and fˆ(z, z¯, λ) in (3.2.5) are the same surface (up to a rigid motion). Note also
that Lemma 3.2.2 implies that then f(z, z¯, λ) in (3.3.4) and the previous f(z, z¯, λ)
defined in Section 3.1 differ by only a rigid motion. Thus Lemma 3.2.2 holds for the
f(z, z¯, λ) in (3.3.4) as well:
Corollary 3.3.1. The CMC H surfaces f(z, z¯, λ) with H 6= 0 as in Section 3.1 and
the surfaces f(z, z¯, λ) as in (3.3.4) differ only by a rigid motion of R3. Thus Equation
(3.3.4) produces the associated family of any CMC H surface f from a frame F solving
(3.3.2)-(3.3.1).
Conversely, for any u and Q satisfying the Gauss and Codazzi equations (3.1.5),
and any solution F of the Lax pair (3.3.1) satisfying (3.3.2), f(z, z¯, λ) as defined in
(3.3.4) is a conformal CMC H immersion into R3 with metric 4e2u(dx2 + dy2) and
Hopf differential λ−2Q.
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As the formulation in (3.3.1) and (3.3.2) and (3.3.4) is used by Dorfmeister and
Wu [91], we will often use this formulation from here on.
Remark 3.3.2. One often sees the matrices U and V in (3.3.2) without H included,
that is, as
(3.3.6)
1
2
(
uz −euλ−1
Qe−uλ−1 −uz
)
, and
1
2
(−uz¯ −Q¯e−uλ
euλ uz¯
)
.
However, this is not an essential difference. One can easily “remove” the H by either
fixing H = 1/2, or changing the parameter z to 2Hz and renaming Q/(2H) as Q.
3.4. The Weierstrass representation
We can now give two applications of the Lax pairs in Sections 3.1, 3.2 and 3.3.
The first, in this section, describes a representation for minimal surfaces in R3. The
second, in Section 3.5, shows that the Gauss map of a conformal CMC immersion
into R3 is harmonic. A third application is to show existence of CMC surfaces that
are topologically cylindrical in the associated families of Delaunay surfaces, and is
included in the supplement [328] to these notes.
Let f : Σ → R3 be a minimal (H = 0) conformal immersion, where Σ is a
simply-connected domain in C. So 〈fz, fz〉 = 〈fz¯, fz¯〉 = 0, 〈fz, fz¯〉 = 2e2u (this is
the definition of u : Σ → R). By the Gauss-Weingarten equations (with H = 0 and
λ = 1) in Section 3.1, we have
fzz = 2uzfz +QN , fzz¯ = 0 , fz¯z¯ = 2uz¯fz¯ + Q¯N .
Recall that the Hopf differential Q is defined as Q = 〈fzz, N〉, and N : Σ→ S2 is the
unit normal vector of f , oriented as in Section 3.1.
Remark 3.4.1. Equation (3.1.3) implies that the Gaussian curvature for a minimal
surface is always non-positive.
As in Section 3.2, we can take Fˆ ∈ SU2 satisfying
e1 =
fx
|fx| = Fˆ
−i
2
σ1Fˆ
−1 , e2 =
fy
|fy| = Fˆ
−i
2
σ2Fˆ
−1 , N = Fˆ
−i
2
σ3Fˆ
−1 .
Then, as in Section 3.2, now with H = 0 and λ = 1, the Lax pair for f is
Uˆ = Fˆ−1Fˆz =
1
2
(−uz e−uQ
0 uz
)
, Vˆ = Fˆ−1Fˆz¯ =
1
2
(
uz¯ 0
−e−uQ¯ −uz¯
)
.
Defining functions a, b : Σ→ C so that
Fˆ =
(
e−u/2a¯ e−u/2b
−e−u/2b¯ e−u/2a
)
holds, then aa¯+ bb¯ = eu because det Fˆ = 1. We have
Vˆ =
1
2
(
uz¯ 0
−e−uQ¯ −uz¯
)
=
(−uz¯/2 + e−u(aa¯z¯ + bb¯z¯) e−u(abz¯ − baz¯)
e−u(b¯a¯z¯ − a¯b¯z¯) −uz¯/2 + e−u(a¯az¯ + b¯bz¯)
)
.
It follows that (−b a
a¯ b¯
)(
az¯
bz¯
)
=
(
0
0
)
and so az¯ = bz¯ = 0; that is, a and b are holomorphic.
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Remark 3.4.2. For any real valued function ψ : Σ → R and holomorphic function
Ψ : Σ → C, we have the general property, from the Cauchy-Riemann equations for
Ψ, that ψz = Ψz/2 if and only if ψ = ReΨ + c for some real constant c. We will use
this property below.
Note that
fz = −ieuFˆ
(
0 0
1 0
)
Fˆ−1 = i
(−ab b2
−a2 ab
)
,
which is holomorphic and is written as
fz = (a
2 − b2, i(a2 + b2),−2ab)
in the standard R3 coordinates via the identification (2.1.1) (also found at the begin-
ning of Section 3.2). Since f is real-valued, by Remark 3.4.2, we have
Re
∫
fzdz =
1
2
f + (c1, c2, c3)
for some constant (c1, c2, c3) ∈ R3. So up to a translation,
(3.4.1)
f = 2Re
∫
fzdz=2Re
∫
(a2 − b2, i(a2 + b2),−2ab)dz
=Re
∫
(1− g2, i(1 + g2), 2g)η ,
where g = −b/a and η = 2a2dz. This is the Weierstrass representation for minimal
surfaces:
TheWeierstrass representation: Any simply-connected minimal
immersion from Σ into R3 can be parametrized as in (3.4.1), using
a meromorphic function g : Σ→ C and holomorphic 1-form η on Σ.
The term ”meromorphic” refers to any function that is holomorphic where it is
finite, and that has only isolated singularities, which are always poles (not essential
singularities).
Also,
(1 + gg¯)2ηη¯ = 4e2udzdz¯
is the metric for the surface f in (3.4.1). Furthermore,
N = Fˆ
−i
2
σ3Fˆ
−1 =
−ie−u
2
(
aa¯− bb¯ −2a¯b
−2ab¯ bb¯− aa¯
)
,
which is written as
N = e−u
(−(a¯b+ ab¯), i(a¯b− ab¯), bb¯− aa¯)
=
(
g + g¯
gg¯ + 1
, i
g¯ − g
gg¯ + 1
,
gg¯ − 1
gg¯ + 1
)
in the standard R3 coordinates via the identification of the beginning of Section 3.2.
Thus the function g is the composition of the Gauss map with stereographic projection
from S2 to the Riemann sphere C ∪ {∞}.
Now we consider some examples.
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Example 3.4.3. The plane can be given by the Weierstrass representation with
(g, η) = (c1, c2dz) on Σ = C, where c1 ∈ C, c2 ∈ C \ {0} are constants. The plane is
the most trivial example of a minimal surface.
Example 3.4.4. The minimal Enneper’s surface can be given by the Weierstrass
representation with (g, η) = (z, cdz) on Σ = C, where c ∈ R \ {0} is a constant. An
explicit parametrization of Enneper’s surface is
f(x, y) = c
(
x+ xy2 − x
3
3
,−y − x2y + y
3
3
, x2 − y2
)
,
where z = x + iy. See Figure 3.4.1. This surface was first found by A. Enneper in
1864 (see [101]).
If we replace g = z by zn (n ∈ N \ {1}), then we have higher order versions of
Enneper’s surface. See Figure 3.4.2.
Figure 3.4.1. A compact portion of Enneper’s surface. A smaller
portion is shown on the left, and a larger portion is shown on the right,
to indicate how the surface intersects itself.
Example 3.4.5. The minimal helicoid is given by the Weierstrass representation
with (g, η) = (ez, cie−zdz) on Σ = C, where c ∈ R \ {0} is a constant. The resulting
explicit parametrization of the helicoid is
f(x, y) = 2c(sinh x sin y,− sinh x cos y,−y) ,
where z = x+ iy. Setting u = −2 sinh x and v = −y, we have
f(u, v) = c(u sin v, u cos v, v) .
So one can easily see that this surface has screw-motion symmetry in the direction of
the x3-axis. See the left-hand side of Figure 3.4.3.
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Figure 3.4.2. Higher order versions of Enneper’s surface, for n = 2
(on the left), and n = 3 (on the right).
Figure 3.4.3. A helicoid and a catenoid.
When the Riemann surface Σ is not simply connected, the integration in Equation
(3.4.1) might not be independent of the choice of path, so f might not be well-defined
on Σ in general. The immersion f being well-defined on Σ is equivalent to the vector
(3.4.2)
∮
δ
(1− g2, i(1 + g2), 2g)η
being purely imaginary for any closed loop in Σ.
Example 3.4.6. The minimal catenoid is given by the Weierstrass representation
with (g, η) = (z, cz−2dz) on Σ = C \ {0}, where c ∈ R \ {0} is a constant. To
verify that f is well-defined on Σ, it suffices to check that the vector (3.4.2) is purely
imaginary for the loop
δ : [0, 2pi] 3 θ 7→ eiθ ∈ Σ ,
and this is indeed the case. The resulting explicit parametrization of the catenoid is
f(x, y) = c
(
−xx
2 + y2 + 1
x2 + y2
,−yx
2 + y2 + 1
x2 + y2
, log(x2 + y2)
)
,
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where z = x+ iy. Setting x = −ev cosu and y = −ev sin u, we have
f(u, v) = 2c(cosu cosh v, sin u cosh v, v) .
So one can easily see that the catenoid is a surface of revolution about the x3-axis
generated by the catenary x1 = cosh x3. See the right-hand side of Figure 3.4.3.
Example 3.4.7. Consider the surface given by the Weierstrass representation with
(g, η) = (z, ciz−2dz) on Σ = C \ {0}, where c ∈ R \ {0} is a constant. Computing
the vector in (3.4.2) similarly to the previous example, we find that this vector is
(0, 0, 4cpi), which is not purely imaginary, so f is not well-defined on Σ. The resulting
surface is now singly-periodic in the direction of the x3-axis. If we define Σ˜ = C and
ρ : Σ˜→ Σ by ρ(w) = ew for w ∈ Σ˜, then ρ is surjective and Σ˜ is the universal cover
of Σ. Furthermore, setting η˜ = η ◦ ρ and g˜ = g ◦ ρ, then by Example 3.4.5, f˜ = f ◦ ρ
is a helicoid that is singly-periodic in the x3-axis direction.
Example 3.4.8. Minimal Jorge-Meeks n-noids (n ∈ N \ {1, 2}) are given by the
Weierstrass representation with (g, η) = (zn−1, c(zn−1)−2dz) on Σ = (C∪{∞})\{z ∈
C|zn = 1}, where c ∈ R \ {0} is a constant. Computing residues of each component,
one can verify that this surface is well-defined on Σ for any n ∈ N \ {1}. This surface
was first found by L. P. Jorge and W. H. Meeks III in 1983 (see [182, 15]). When
n = 2, this surface is a catenoid. See Figure 3.4.4.
Example 3.4.9. The minimal Chen-Gackstatter surface is given by the Weierstrass
representation with (g, η) = (Bw/z, zdz/w) on the hyperelliptic Riemann surface
Σ = {(z, w) ∈ (C ∪ {∞})2 | w2 = z(z2 − 1)} \ {(∞,∞)}, where B is the constant
B =
√√√√∫ 1
0
tdt√
t(1− t2)
/∫ 1
0
(1− t2)dt√
t(1− t2) .
This surface was first found by C. C. Chen, F. Gackstatter in 1982 (see [59, 15]).
See the surface on the left-hand side of Figure 3.4.5.
Example 3.4.10. The Costa-Hoffman-Meeks minimal surface of genus k is given by
the Weierstrass representation with (g, η) = (B/w,wdz/(z2 − 1)) on the Riemann
surface Σ = {(z, w) ∈ (C ∪ {∞})2 | wk+1 = zk(z2 − 1)} \ {(−1, 0), (1, 0), (∞,∞)},
where B is the constant
B =
√
2
∫ 1
0
(
t
1− t2
)k/(k+1)
dt
/∫ 1
0
dt
tk/(k+1)(1− t2)1/(k+1) ,
and k is an arbitrary positive integer. The surface for k = 1 was first found by
C. J. Costa in 1982 in his Ph.D. thesis (see [68, 15]). See the right-hand side of
Figure 3.4.5. In 1985, D. Hoffman and W. Meeks [161] showed that these surfaces are
embedded. So these surfaces are counterexamples to a longstanding conjecture that
the plane, catenoid and helicoid are the only complete embedded minimal surfaces
with finite topology. See also [162].
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Figure 3.4.4. Jorge-Meeks n-noids for n = 3, 6, 8 and 10.
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Figure 3.4.5. Genus 1 minimal surfaces: the Chen-Gackstatter sur-
face and the Costa surface.
Figure 3.4.6. The Costa-Hoffman-Meeks minimal surface of genus k
for k = 3, 6, 8 and 10. Like the Costa surface, these surfaces have 3
ends and are embedded.
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Figure 3.4.7. The singly-periodic Scherk surface (on the left) and
the doubly-periodic Scherk surface (on the right). The singly-periodic
Scherk surface is given by the Weierstrass representation with (g, η) =
(z, ic(z4 − 1)−1dz) on Σ = (C ∪ {∞}) \ {±1,±i}, where c ∈ R \ {0} is
a constant. If we replace η by c(z4 − 1)−1dz, then we have the doubly-
periodic Scherk surface.
Figure 3.4.8. Richmond’s minimal surface (on the left) and the
singly-periodic Riemann’s staircase minimal surface (on the right).
Richmond’s surface is given by the Weierstrass representation with
(g, η) = (z2, cz−2dz) on Σ = C \ {0}, where c ∈ R \ {0} is a con-
stant. The singly-periodic Riemann’s staircase is given by the Weier-
strass representation with (g, η) = (z, dz/(zw)) on the hyperelliptic
Riemann surface Σ = {(z, w) ∈ (C ∪ {∞})2 | w2 = z(z2 − 1)} \
{(0, 0), (∞,∞)}.
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Figure 3.4.9. Minimal Lopez-Ros surfaces. These surfaces are given
by the Weierstrass representation with (g, η) = (ρ(z2 + 3)/(z2 −
1), ρ−1dz) on Σ = C \ {±1}, where ρ ∈ (0,∞) is a constant. They
each have two ends asymptotic to catenoid ends and one end asymp-
totic to a plane, just like the Costa and Costa-Hoffman-Meeks surfaces,
but the surfaces here are not embedded.
Figure 3.4.10. A triply-periodic embedded minimal surface with non-
cubic symmetry found by Fischer and Koch [115], and A. Schoen’s
triply-periodic I-Wp surface. The I-Wp surface is given by the Weier-
strass representation with (g, η) = (z3, dz/w2) on the Riemann surface
Σ = {(z, w) ∈ (C ∪ {∞})2 | w3 = z12 − 1}.
3.5. Harmonicity of the Gauss map
Before discussing harmonicity of the Gauss map, we consider the meaning of
harmonicity. Let (M, g) and (N , h) be Riemannian manifolds with dimM = m and
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Figure 3.4.11. The triply-periodic Schwarz D surface (on the left)
and Schwarz P surface (on the right). The Schwarz D surface is given
by the Weierstrass representation with (g, η) = (z, dz/w) on the hyper-
elliptic Riemann surface Σ = {(z, w) ∈ (C∪{∞})2 | w2 = z8−14z4+1}.
The Schwarz P surface is the conjugate surface of the Schwarz D sur-
face, that is, the Schwarz D surface is given by the Weierstrass data
(g, η) = (z, idz/w) on the same Riemann surface.
dimN = n, and Riemannian metrics g and h, respectively. Suppose that M is
compact, possibly with boundary. Let
f : (M, g)→ (N , h)
be a smooth map. The energy functional of f is
E(f) :=
1
2
∫
M
|df |2dM ,
where df = (∂x1f)dx1 + · · · + (∂xmf)dxm for a local coordinate (x1, . . . , xm) on M .
The volume element of M with respect to g is
dM =
√
det g dx1 ∧ · · · ∧ dxm ,
and the energy density of f is
|df |2 =
m∑
i,j=1
n∑
α,β=1
gijhαβ
∂fα
∂xi
∂fβ
∂xj
∈ C∞(M) ,
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where
f(x1, . . . xm) = (f1(x1, . . . , xm), . . . , fn(x1, . . . , xm))
in the local coordinates of M and N . For a bounded domain U in M , we define a
smooth boundary-fixing variation of the map f to be a smooth map F : (−ε, ε)× U¯ →
N with these three properties:
(1) ft := F(t, ·) : U¯ → N is a smooth map for all t ∈ (−ε, ε),
(2) f0 = f |U¯ on U¯ ,
(3) ft|∂U = f |∂U for all t ∈ (−ε, ε), where ∂U = U¯ \ U is the boundary of U .
We say that f is harmonic if f is an extremal value for the energy functional, that
is, if for any smooth boundary-fixing variation ft of f we have
d
dt
E(ft)
∣∣∣∣
t=0
= 0 .
Let us now describe two simple examples:
Example 3.5.1. Let M be an open bounded domain of R2 with the standard Eu-
clidean coordinates (x, y) and the standard metric. Let N = R with the standard
coordinate x and standard metric. Consider a smooth map f from M to N . Then f
is harmonic if and only if 4f = fxx + fyy = 0, and this can be shown as follows:
The energy functional of f is
E(f) :=
1
2
∫
M
|df |2dM = 1
2
∫
M
(f 2x + f
2
y ) dxdy .
Let ft = f+t·v+O(t2), v = v(x, y), v|∂M = 0, be an arbitrary smooth boundary-fixing
variation of f . Then (d/dt)E(ft)|t=0 = 0 if and only if
0 =
1
2
∫
M
∂t((ft)
2
x + (ft)
2
y)|t=0 dxdy
=
1
2
∫
M
∂t(f
2
x + 2tfxvx + f
2
y + 2tfyvy +O(t
2))|t=0 dxdy
=
1
2
∫
M
(2fxvx + 2fyvy) dxdy = −
∫
M
4f · v dxdy +
∫
M
((fxv)x + (fyv)y) dxdy
= −
∫
M
4f · v dxdy +
∫
∂M
fxv dy −
∫
∂M
fyv dx = −
∫
M
4f · v dxdy
for all v, since v is zero on ∂M – we used Green’s theorem here. And this holds if
and only if 4f = 0.
Example 3.5.2. Consider a smooth map N from an open region (Σ, g) of a compact
Riemann surface with Riemannian metric g and with holomorphic coordinate z =
x + iy to an open domain of S2, where S2 has the metric induced from R3. Then N
is harmonic if and only if Nxx +Nyy = c ·N for some scalar function c = c(x, y), and
this can be shown as follows:
Let V : Σ → R3 be an arbitrary smooth vector field such that V is always
perpendicular to N and V |∂Σ ≡ 0. An arbitrary smooth boundary-fixing variation of
N is of the form Nt = N + t ·V +O(t2). The metric g on Σ is conformal with respect
to the coordinates (x, y), that is, gij = 4e
2uδij .
|dNt|2 = 1
4
e−2u(〈∂xNt, ∂xNt〉+ 〈∂yNt, ∂yNt〉) ,
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where 〈·, ·〉 is the standard inner product of R3, so
∂t|dNt|2 = 1
2
e−2u(〈∂t∂xNt, ∂xNt〉+ 〈∂t∂yNt, ∂yNt〉) .
We have
d
dt
E(Nt)|t=0 = 1
2
∫
Σ
∂t|dNt|2|t=0 dΣ
=
∫
Σ
e−2u
4
(〈Nx, Vx〉+ 〈Ny, Vy〉)4e2u dxdy
=
∫
Σ
(〈Nx, Vx〉+ 〈Ny, Vy〉) dxdy
= −
∫
Σ
(〈Nxx, V 〉+ 〈Nyy, V 〉) dxdy +
∫
Σ
(〈Nx, V 〉x + 〈Ny, V 〉y) dxdy
= −
∫
Σ
〈Nxx +Nyy, V 〉 dxdy ,
because
∫
Σ
(〈Nx, V 〉x + 〈Ny, V 〉y) dxdy = 0 by the same arguments as in the previous
example. So
d
dt
E(Nt)|t=0 = 0
for all smooth boundary-fixing variations Nt if and only if Nxx+Nyy is perpendicular
to V for all V tangent to S2, and this holds if and only if Nxx +Nyy is parallel to N .
So we conclude that the following definition is correct:
Definition 3.5.3. N : Σ→ S2 is harmonic if Nzz¯ is parallel to N .
With Definition 3.5.3 in mind, we now discuss the harmonicity of the Gauss map
of a surface. Consider a Riemann surface Σ with holomorphic coordinate z and a
conformal immersion
f = f(z, z¯) : Σ→ R3
with unit normal N : Σ → S2. We have a function u : Σ → R so that (3.1.2)
holds, and Q and H are as defined in Section 3.1. Then, since (fzz)z¯ = (fzz¯)z and
(Nz)z¯ = (Nz¯)z, computations as in Section 3.1 (without assuming H is constant here)
imply
Qz¯ = 2Hze
2u ,(3.5.1)
〈Nzz¯, N〉 = −1
2
QQ¯e−2u − 2H2e2u ,(3.5.2)
Nzz¯ = −Hz¯fz −Hzfz¯ + 〈Nzz¯, N〉N .(3.5.3)
Equation (3.5.1) is the Codazzi equation, and it tells us that H is constant if and
only if Q is holomorphic. Furthermore, Equation (3.5.3) tells us that N is harmonic
if and only if H is constant.
We note that we can make an extended 3 × 3 frame F for the associated family
f(z, z¯, λ) of f(z, z¯), as in Section 3.1, so that the Maurer-Cartan 1-form is
A := F−1dF = F−1Fzdz + F−1Fz¯dz¯ = (Θ + Υz)dz + (Θ¯−Υz¯)dz¯ ,
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with the compatibility condition (3.1.4) holding for all λ ∈ S1. This compatibility
condition can be equivalently written as
dA+A ∧A = 0 for all λ ∈ S1 .
Similarly, f(z, z¯, λ) has an extended 2× 2 frame F , as in Section 3.3, so that its
Maurer-Cartan 1-form α := F−1dF = Udz + V dz¯ satisfies
dα + α ∧ α = 0
for all λ ∈ S1. Here U and V are as in Section 3.3.
If H is not constant, then Qz¯ 6= 0, so the Codazzi equation will no longer hold if
Q is replaced by λ−2Q, and the associated family f(z, z¯, λ) does not exist. Hence the
extended frame F , or F , cannot be made. Thus, we have proven:
Proposition 3.5.4. Let f : Σ→ R3 be a conformal immersion with metric 4e2udzdz¯
and Hopf differential Q and mean curvature H and unit normal N : Σ → S2. Then
the following are equivalent:
(1) H is constant.
(2) Q is holomorphic.
(3) N is harmonic.
(4) There exists an extended 3× 3 frame F , and the Maurer-Cartan 1-form A =
F−1dF satisfies dA+A ∧A = 0 for all λ ∈ S1.
(5) There exists an extended 2× 2 frame F , and the Maurer-Cartan 1-form α =
F−1dF satisfies dα + α ∧ α = 0 for all λ ∈ S1.
That (1) implies (3) in Proposition 3.5.4 is known as a theorem by Ruh-Vilms
[337].
We note that F , and also F , can be viewed either as the extended frame of N or
the extended frame of f , depending on whether your primary interest is in harmonic
maps or in CMC surfaces.
CHAPTER 4
Theory for the DPW method
In this chapter we provide the technical materials needed to prove the DPW results
(loop groups, form of the potentials, Iwasawa and Birkhoff decompositions). We also
prove those results of DPW, and we describe what dressings and gaugings are.
Our naming of the Iwasawa decomposition here is historically somewhat inaccu-
rate. Iwasawa did actually consider the splitting described in Section 4.1, which we
do not call Iwasawa splitting here, and he did not consider the infinite dimensional
splitting in Theorem 4.2.3, which we do actually call Iwasawa splitting here. However,
this misnomer is now commonly used amongst practitioners of the DPW method, so
we leave it this way here.
4.1. Gram-Schmidt orthogonalization
Iwasawa splitting (also called Iwasawa decomposition) is done on infinite dimen-
sional spaces. So, to explain Iwasawa splitting, we must first define the infinite
dimensional spaces we need. However, before doing this in Section 4.2, we briefly
describe a finite-dimensional analog of Iwasawa splitting, to provide some intuition
for those who have never seen Iwasawa splitting before.
Let us consider a decomposition of SL2C, that is, the decomposition SL2C =
SU2×∆2, where ∆2 is the set of upper triangular 2 × 2 matrices with positive real
numbers on the diagonal. This decomposition of an arbitrary matrix in SL2C is
unique and is
(
a b
c d
)
=

a√
aa¯ + cc¯
−c¯√
aa¯+ cc¯
c√
aa¯ + cc¯
a¯√
aa¯+ cc¯


√
aa¯ + cc¯
a¯b+ c¯d√
aa¯+ cc¯
0
1√
aa¯+ cc¯
 ,
where we have used that ad − bc = 1. Also, aa¯ + cc¯ > 0, so this splitting is always
defined.
Note that Gram-Schmidt orthogonalization replaces an arbitrary basis of C2 with
an orthonormal basis via the following map:(
a
c
)
,
(
b
d
)
→

a√
aa¯+ cc¯
c√
aa¯+ cc¯
 ,

−c¯√
aa¯ + cc¯
a¯√
aa¯ + cc¯
 .
These resulting two vectors are precisely the columns of the SU2 matrix in the splitting
of the SL2C matrix above. So the splitting above is equivalent to Gram-Schmidt
orthogonalization.
Iwasawa decomposition is similar in spirit to the above splitting SL2C = SU2×∆2,
but is done on infinite-dimensional spaces called loop groups, and we consider this in
the next section.
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We will also consider Birkhoff splitting on infinite-dimensional loop groups in the
next section. Again for the sake of intuition, let us briefly look at the following
finite-dimensional analog of Birkhoff splitting:
If the matrix (holomorphic in z)(
a b
c d
)
=
(
a(z) b(z)
c(z) d(z)
)
∈ SL2C for all z ∈ C , |z| < 1 ,
and a has only isolated zeros, then one Birkhoff splitting is(
a b
c d
)
=
(
1 0
c/a 1
)
·
(
a b
0 1/a
)
.
Unlike the finite-dimensional analog of Iwasawa splitting above, this splitting has the
advantage that the two component matrices are holomorphic in z (at points where
a 6= 0) when the original matrix is holomorphic in z. However, it has the weakness of
not being globally defined (that is, it is not defined at points where a = 0), unlike the
Iwasawa case. So if the original matrix is holomorphic in z (and a is not identically
zero), we can conclude only that the two component matrices of the splitting are
meromorphic.
4.2. Loop groups and algebras, Iwasawa and Birkhoff decomposition
We first define the loop groups that we will need, and their loop algebras. The
matrix σ3 is as in Section 3.2, and S
1 and D1 are as in Section 2.1.
Definition 4.2.1.
ΛSL2C =
{
φ : S1
C∞−→ SL2C
∣∣∣ φ(−λ) = σ3φ(λ)σ3} ,
Λ sl2C =
{
A : S1
C∞−→ sl2C
∣∣∣ A(−λ) = σ3A(λ)σ3} ,
ΛSU2 = {F ∈ ΛSL2C | F : S1 → SU2} ,
Λ su2 = {A ∈ Λ sl2C | A : S1 → su2} ,
Λ+ SL2C = {B ∈ ΛSL2C | B extends holomorphically to D1} ,
ΛR+ SL2C =
{
B ∈ Λ+ SL2C
∣∣∣∣ B|λ=0 = (ρ 00 ρ−1
)
with ρ > 0
}
,
Λ∗− SL2C =
{
B ∈ ΛSL2C
∣∣∣∣ B extends holomorphically toC ∪ {∞} \D1 and B|λ=∞ = I
}
.
The conditions
φ(−λ) = σ3φ(λ)σ3 , A(−λ) = σ3A(λ)σ3
are the reason that these loop groups and algebras are referred to as “twisted”. These
conditions imply that φ(λ) ∈ ΛSL2C and A(λ) ∈ Λ sl2C are even functions of λ on
their diagonals and odd functions on their off-diagonals.
Note that B ∈ Λ+ SL2C satisfies the following extension property: not only is B
holomorphic on the open disk D1, it extends continuously to a matrix-valued function
defined on the closed disk D1.
Λ SL2C is the infinite-dimensional analog of SL2C, and is the object that will be
split by Iwasawa decomposition, analogous to the way SL2C was split in Section 4.1.
Λ SU2 is the infinite-dimensional analog to the SU2 part of the splitting in Section
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4.1. ΛR+ SL2C is the infinite-dimensional analog of ∆2, and can be thought of as
an infinite-dimensional version of being upper triangular (that is, the power series
expansion of B ∈ ΛR+ SL2C at λ = 0 has no negative powers of λ).
We gave the definitions of Λ+ SL2C and Λ
∗
− SL2C because they are required for
stating the Birkhoff decomposition. We will be using the Birkhoff splitting as well.
The definition for Λ SU2 is commonly stated in this equivalent form: Λ SU2 is the
set of F ∈ ΛSL2C such that
(4.2.1) F (1/λ¯)
t
= (F (λ))−1 for all λ ∈ S1 .
This relation (4.2.1) is called the reality condition, and is equivalent to saying that
F ∈ SU2 for all λ ∈ S1. Of course, 1/λ¯ = λ when λ ∈ S1, but in (4.2.1) we cannot
replace 1/λ¯ by λ, since there will be occasions when we are not restricting λ to S1, as
we will see later.
Before stating the Iwasawa and Birkhoff decompositions, we state a theorem about
the relations between the above loop groups and loop algebras. This result is basic
and central to Lie group theory, but we state it here, to emphasize that it still holds
even though the groups and algebras under consideration are not finite dimensional.
Theorem 4.2.2. Suppose that φ : Σ×S1 →M2×2 and F : Σ×S1 →M2×2 are matrix-
valued functions depending on a complex coordinate z of a Riemann surface Σ and the
parameter λ ∈ S1; that is, φ = φ(z, z¯, λ) = φ(x, y, λ) and F = F (z, z¯, λ) = F (x, y, λ),
where x = Re(z) and y = Im(z). Then φ ∈ ΛSL2C (resp. F ∈ ΛSU2) for all
z = x+ iy if and only if
(1) φ−1φx, φ
−1φy ∈ Λ sl2C (resp. F−1Fx, F−1Fy ∈ Λ su2) at all points z, and
(2) there exists a fixed z∗ such that φ(z∗, z∗, λ) ∈ ΛSL2C (resp. F (z∗, z∗, λ) ∈
ΛSU2).
Proof. First we will show that F ∈ SU2 for all λ ∈ S1 if and only if
F−1Fx, F
−1Fy ∈ su2
and there exists a z∗ such that F (z∗, z∗, λ) ∈ SU2 for all λ ∈ S1.
F ∈ SU2 for all λ ∈ S1 means that FF¯ t = I and detF = 1 for all λ ∈ S1.
Equivalently, we can say that FF¯ t and detF are constant in λ and there exists a
fixed z∗ such that F (z∗, z∗, λ) ∈ SU2 for all λ ∈ S1, that is, condition (2) of the
theorem holds for F . (Any choice of z∗ will suffice.) Again, equivalently,
(FF¯ t)x = (FF¯
t)y = 0 , ∂x log(detF ) = ∂y log(detF ) = 0 ,
and condition (2) holds for F . Note that (FF¯ t)x = (FF¯
t)y = 0 if and only if
F−1Fx + F−1Fx
t
= F−1Fy + F−1Fy
t
= 0. Hence F ∈ SU2 for all λ ∈ S1 if and only if
F−1Fx =
(
ir1 w1
−w1 is1
)
, F−1Fy =
(
ir2 w2
−w2 is2
)
, for some rj, sj ∈ R , wj ∈ C
and trace(F−1Fx) = trace(FxF
−1) = trace(F−1Fy) = trace(FyF
−1) = 0 (by Equation
(2.2.1)) and condition (2) holds for F . Finally, this is equivalent to saying that
F−1Fx, F
−1Fy ∈ su2 and condition (2) holds for F .
A shorter version of this argument shows that φ ∈ SL2C for all λ ∈ S1 if and only
if φ−1φx ∈ sl2C and φ−1φy ∈ sl2C and there exists a z∗ such that φ(z∗, z∗, λ) ∈ SL2C
for all λ ∈ S1 (that is, condition (2) holds for φ).
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It remains only to confirm the twistedness property to complete the proof of the
theorem. We wish to show the following: Assume φ ∈ SL2C for all λ ∈ S1. Then
σ3φ(z, z¯,−λ)σ3 = φ(z, z¯, λ)
for all λ ∈ S1 if and only if, for U := φ−1φx and V := φ−1φy, σ3U(z, z¯,−λ)σ3 =
U(z, z¯, λ) and σ3V (z, z¯,−λ)σ3 = V (z, z¯, λ) and condition (2) holds for φ.
One direction is obvious. To prove the other direction, note that
(φ(z, z¯, λ))x = φ(z, z¯, λ) ·U(z, z¯, λ) = φ(z, z¯, λ)σ3U(z, z¯,−λ)σ3 for all λ ∈ S1
implies
(σ3φ(z, z¯, λ)σ3)x = (σ3φ(z, z¯, λ)σ3) ·U(z, z¯,−λ) for all λ ∈ S1 .
Similarly,
(σ3φ(z, z¯, λ)σ3)y = (σ3φ(z, z¯, λ)σ3) · V (z, z¯,−λ) for all λ ∈ S1 .
Also, for all λ ∈ S1 we have
(φ(z, z¯,−λ))x = φ(z, z¯,−λ)U(z, z¯,−λ) , (φ(z, z¯,−λ))y = φ(z, z¯,−λ)V (z, z¯,−λ) ,
and at the initial point z∗,
σ3φ(z∗, z∗, λ)σ3 = φ(z∗, z∗,−λ) for all λ ∈ S1 ,
by condition (2). So uniqueness of the solution with respect to the initial condition
implies that
σ3φ(z, z¯,−λ)σ3 = φ(z, z¯, λ) for all λ ∈ S1 .
Since Λ SU2 is a subgroup of Λ SL2C, the corresponding statement about twistedness
for F ∈ ΛSU2 must also hold. 
Now we come to the splitting theorems:
Theorem 4.2.3. (Iwasawa decomposition) The multiplication ΛSU2×ΛR+ SL2C to
ΛSL2C is a real-analytic bijective diffeomorphism (with respect to the natural smooth
manifold structure, as in Chapter 3 of [309]). The unique splitting of an element
φ ∈ ΛSL2C
(4.2.2) φ = FB ,
with F ∈ ΛSU2 and B ∈ ΛR+ SL2C, will be called Iwasawa decomposition. Because
the diffeomorphism is real-analytic, if φ depends real-analytically (resp. smoothly) on
some parameter z, then F and B do as well.
Theorem 4.2.4. (Birkhoff decomposition) Multiplication Λ∗− SL2C × Λ+ SL2C is a
complex-analytic bijective diffeomorphism to an open dense subset U of ΛSL2C. The
unique splitting of an element φ ∈ U
(4.2.3) φ = B−B+ ,
with B− ∈ Λ∗− SL2C and B+ ∈ Λ+ SL2C, will be called Birkhoff decomposition. Be-
cause the diffeomorphism is complex-analytic, if φ depends complex-analytically (resp.
real-analytically, smoothly) on some parameter z, then B− and B+ do as well.
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Here we point out two differences between these two theorems.
(1) When φ = φ(z, λ) depends complex-analytically on z, it does not follow that
F and B in (4.2.2) will as well, and any of the explicit Iwasawa splittings in Sections
2.2, 2.3, 2.5 and 2.6 provide counterexamples. However, the B− and B+ in (4.2.3)
will depend complex-analytically on z, when φ does.
(2) Iwasawa decomposition can be applied to any φ ∈ ΛSL2C. However, Birkhoff
decomposition can only be applied to those φ lying in U . U is referred to as the big
cell.
The standard place to find a proof of Iwasawa splitting is [309]. There is also a
proof in [137], using flag manifolds.
Remark 4.2.5. The condition on ΛR+ SL2C that ρ ∈ R+ makes the Iwasawa splitting
φ = F ·B unique. But actually one could more generally allow that ρ ∈ C is not real,
that is, that B lies only in Λ+ SL2C. Then the splitting is no longer unique – let us
choose one such splitting φ = F˜ · B˜, where
B˜|λ=0 =
(
ρ˜ 0
0 ρ˜−1
)
,
for some ρ˜ = reiθ ∈ C with θ ∈ R and r ∈ R \ {0}. However, it follows that
B =
(
e−iθ 0
0 eiθ
)
B˜ , F = F˜
(
eiθ 0
0 e−iθ
)
,
since the matrix (
eiθ 0
0 e−iθ
)
is in SU2. Thus F and F˜ are not the same, but this will not create any problems, as
using either one in Equation (3.3.4) results in the same immersion f .
Remark 4.2.6. Via the transformation
(4.2.4)
(
a(λ) b(λ)
c(λ) d(λ)
)
→
(
a(
√
λ)
√
λ
−1
b(
√
λ)√
λc(
√
λ) d(
√
λ)
)
,
one can shift to an equivalent equation where the properties φ(−λ) = σ3φ(λ)σ3 and
A(−λ) = σ3A(λ)σ3 are no longer required in Definition 4.2.1. This changes some
other parts of Definition 4.2.1 as well, and is a shift from the “twisted” setting to the
“untwisted” setting. The inverse shift is(
a(λ) b(λ)
c(λ) d(λ)
)
→
(
a(λ2) λb(λ2)
λ−1c(λ2) d(λ2)
)
.
For example, the coefficient matrix in the potential of a Delaunay surface would
change by (4.2.4) as follows:(
c aλ−1 + b¯λ
bλ−1 + a¯λ −c
)
→
(
c aλ−1 + b¯
b+ a¯λ −c
)
.
This shift is the same mapping for all of φ, ξ, F and B in the DPW recipe. There is
also a corresponding change in the Sym-Bobenko formula.
We will not use the untwisted form in these notes. We mention it here only
because it does appear in some papers related to the DPW method, such as in [204],
[207] and [342].
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4.3. Proof of one direction of DPW, with holomorphic potentials
In Chapter 3 we saw that finding CMC H surfaces is equivalent to finding inte-
grable Lax pairs of the form (3.3.1)-(3.3.2), and then the surface is found by using
the Sym-Bobenko formula (3.3.4). So to prove that the DPW recipe finds all CMC H
surfaces, we want to prove that the DPW recipe produces all integrable Lax pairs of
the form (3.3.1)-(3.3.2) and all their solutions F . (By Theorem 1.4.3, without loss of
generality we may assume that the CMC H surfaces are conformally parametrized.)
We consider only simply-connected domains Σ here, saving global considerations for
Chapter 5.
In this section we will show that for a given holomorphic potential ξ and solution
φ to dφ = φξ, a solution to a Lax pair of the form (3.3.1)-(3.3.2) is produced. In
Section 4.4 will we show the converse: that any CMC H surface comes from some
potential ξ and solution φ. So the full proof of DPW for CMC surfaces is in this
section and Section 4.4. First we must define which kinds of potentials ξ we will use:
Definition 4.3.1. The holomorphic potentials ξ we will use in the DPW recipe are
of the form
ξ = Adz , A = A(z, λ) =
∞∑
j=−1
Aj(z)λ
j ,
where z is a complex coordinate of a simply-connected Riemann surface Σ, and where
the Aj = Aj(z) are 2 × 2 matrices that depend on z and not on λ. The matrix
A = A(z, λ) is holomorphic in both z ∈ Σ and λ ∈ C\{0} and lies in the loop algebra
Λ sl2C. Since A ∈ Λ sl2C, Aj is off-diagonal (resp. diagonal) when j is odd (resp.
even), and trace(Aj) = 0 for all j. Finally, we require that the upper-right entry of
A−1(z) is never zero on Σ.
Remark 4.3.2. The upper-right entry of A−1(z) being nonzero is needed to make
the resulting CMC surface an immersion (that is, free of branch points), as we will
see in Lemma 4.3.3.
Now we solve
dφ = φξ , φ(z∗) = I
for some base point z∗. It follows that φ is holomorphic, and so φ
−1φz¯ is identically
zero. Then, since also trace(φ−1φz) = trace(A) = 0, Theorem 4.2.2 implies that
φ ∈ ΛSL2C. By Theorem 4.2.3, φ can be Iwasawa split into
φ = F · B , F ∈ ΛSU2 , B ∈ ΛR+ SL2C.
We have that
(4.3.1) F−1dF = BAB−1dz − dB · B−1 ,
and that dB · B−1 has a power series expansion at λ = 0 of the form
dB · B−1 =
∞∑
j=0
Bjλ
j ,
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where the Bj are matrix-valued 1-forms. Furthermore, BAB
−1 has a power series
expansion at λ = 0 of the form
BAB−1dz =
∞∑
j=−1
γjλ
j ,
where the γj are matrix-valued 1-forms. Therefore, by (4.3.1),
F−1dF =
∞∑
j=−1
αjλ
j
for some matrix-valued 1-form coefficients αj = αj(z, z¯). Now, the fact that F ∈
ΛSU2 implies that F
−1dF is skew Hermitian, that is,
(4.3.2) F−1dF
t
= −F−1dF ,
and by Theorem 4.2.2 the trace of F−1dF is zero. We conclude that
F−1dF = α−1λ
−1 + α0 + α1λ ,
that is, αj = 0 for j ≥ 2. Furthermore, Equation (4.3.2) implies that α0t = −α0 and
α1
t = −α−1 (using λ¯ = λ−1 for λ ∈ S1). So if, using dashes and double dashes to
differentiate between the (1, 0) and (0, 1) parts of a 1-form, we write
α0 = α
′
0dz + α
′′
0dz¯, α1 = α
′
1dz + α
′′
1dz¯, α−1 = α
′
−1dz + α
′′
−1dz¯ ,
then
α′′0 = −α′0
t
, α′′−1 = −α′1
t
, α′−1 = −α′′1
t
.
Now, writing
A−1(z) =
(
0 a−1
b−1 0
)
, a−1 = a−1(z), b−1 = b−1(z)
and
(4.3.3) B|λ=0 =
(
ρ 0
0 ρ−1
)
, ρ : Σ→ R+ ,
we have
γ−1 =
(
0 ρ2a−1
ρ−2b−1 0
)
dz .
This implies, by (4.3.1), that
F−1dF = λ−1
(
0 ρ2a−1
ρ−2b−1 0
)
dz + α0 + α1λ .
Therefore α−1 has no dz¯ term, and hence α
′′
−1 = 0 and α
′
−1dz = γ−1. We conclude
that
(4.3.4) F−1dF = λ−1α′−1dz + α
′
0dz − α′0
t
dz¯ + λ
(
−α′−1
t
)
dz¯ ,
where, using (4.3.1), we have that
−α′0
t
+ λ
(
−α′−1
t
)
= −Bz¯ · B−1 ,
which evaluated at λ = 0 implies
−α′0
t
= −
(
ρz¯ 0
0 (ρ−1)z¯
)
·
(
ρ−1 0
0 ρ
)
,
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and therefore
(4.3.5) α′−1 =
(
0 ρ2a−1
ρ−2b−1 0
)
, α′0 =
(
ρz/ρ 0
0 −ρz/ρ
)
,
with ρ : Σ→ R+ and a−1(z), b−1(z) holomorphic.
Now, because we required that a−1(z) is never zero on Σ (see Definition 4.3.1),
we can make the conformal change of parameter
w =
−1
H
∫
a−1(z)dz
and the substitutions u = 2 log(ρ) and Q = −2Hb−1/a−1, and then F satisfies the
Lax pair (3.3.1)-(3.3.2) with respect to the parameter w.
This is the Lax pair for a general CMC H surface, so the above argument and
Corollary 3.3.1 now imply the following lemma:
Lemma 4.3.3. The DPW recipe always produces a CMC H conformal immersion,
with metric
4e2udwdw¯ = 4ρ4dwdw¯ = 4ρ4H−2|a−1|2dzdz¯ ,
where ρ > 0 is the upper-left entry of B|λ=0. The surface is an immersion because
|a−1| is strictly positive on Σ.
4.4. Proof of the other direction of DPW, with holomorphic potentials
We saw in Corollary 3.3.1 that all simply-connected CMC H 6= 0 surfaces can be
constructed from loops F ∈ ΛSU2 satisfying a Lax pair of the form (3.3.1)-(3.3.2).
So, to show that the DPW recipe constructs all CMC H surfaces, we need only prove
the following lemma, which in this sense is the converse of Lemma 4.3.3.
Lemma 4.4.1. Given a frame F ∈ ΛSU2 defined on a simply-connected Riemann
surface Σ with coordinate z so that F is real-analytic in z and z¯ and solves a Lax pair
of the form (3.3.1)-(3.3.2), there exists a holomorphic potential ξ as in Definition
4.3.1, and a holomorphic solution φ ∈ ΛSL2C of dφ = φξ with Iwasawa splitting
φ = F · B, that is, with F as given and with B ∈ Λ+ SL2C.
Remark 4.4.2. For any CMC H surface as in (3.3.4) with frame F satisfying the
Lax pair (3.2.4)-(3.2.3), we know that F is a real-analytic function of z and z¯. This
follows from the well-known fact that the metric function u is real-analytic in z and z¯,
as it is a solution of the Gauss equation in (3.1.5), which is elliptic with real-analytic
coefficients (see [118], or see [198] and references therein). Hence we do not lose
anything by assuming F is real-analytic in z and z¯, in Lemma 4.4.1.
In fact, we can assume without loss of generality that any CMC immersion is both
real-analytic and conformal, because of this: results in [118] and [198] imply that any
CMC surface is real-analytic as a graph over a plane with the usual pair of Euclidean
coordinates, so the surface can be described as a real-analytic immersion. Then a
result in [351] (volume IV, Addendum 1 of Chapter 9) implies the immersion can
be transformed into another immersion for the same surface that is now conformal,
without losing real-analyticity – and this is a fact that was first shown by Gauss.
The proof follows this procedure:
(1) find a B ∈ Λ+ SL2C so that (FB)z¯ = 0,
(2) define φ := FB,
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(3) define A = A(z, λ) by φz = φA(z, λ),
(4) show that A =
∑∞
j=−1Aj(z)λ
j with the Aj(z) holomorphic,
(5) define the needed holomorphic potential as ξ = Adz.
Noting that F satisfies (3.3.1) with U and V as in (3.3.2), if the first step is
completed, then
(FB)z¯ = Fz¯B + FBz¯ = FV B + FBz¯ = 0 ,
and then
(4.4.1) Bz¯ = −V B .
So to complete the first step, we need to find a solution B of Equation (4.4.1) so that
B ∈ Λ+ SL2C. For this purpose we need to consider the dell bar problem.
Remark 4.4.3. If we simply noted that the compatibility condition for the Lax pair
Bz¯ = −V B , Bz = −UB
is satisfied, we can conclude existence of a solution B to Equation (4.4.1). However,
this does not necessarily imply that B ∈ Λ+ SL2C. In fact, we would then have φ
constant and A ≡ 0, which is clearly not what we want. So we cannot do something
as simple as this to find B. We need to do more to find an appropriate B, and this
is the purpose of using the dell bar problem.
Proof. We claim that we can solve step (1), that is, that there exists a B ∈
Λ+ SL2C globally defined on Σ such that Bz¯ = −V B. Since the frame F is real-
analytic, V = F−1Fz¯ is also real-analytic. So we can write
V =
∑
j,k∈Z
Vj,kz
j z¯k .
Now we replace z¯ by the free variable w, that is, we define
V˜ (z, w) =
∑
j,k∈Z
Vj,kz
jwk .
Fix a point z0. Since V is real-analytic, there exists  > 0 so that V˜ (z, w) is defined for
all (z, w) ∈ B(z0)× B(z0) (where B(z0) := {z ∈ Σ | |z − z0| < }) and all λ ∈ D1,
because V contains no negative powers of λ. Now ∂wB˜(z, w) = −V˜ (z, w)B˜(z, w)
is a single ordinary differential equation for each fixed z, so we solve it with initial
condition B˜(z0, z0) = I. Note that det B˜(z, w) ≡ 1, since trace(V˜ (z, w)) ≡ 0, like in
Equation (2.2.1). Note as well that B˜(z, w) is defined on B(z0)×B(z0) because the
differential equation is linear. Then Bˆ := B˜(z, z¯) is defined for z ∈ B(z0). Note that
Bˆ is twisted, that is, Bˆ(−λ) = σ3Bˆ(λ)σ3, because Bˆ|z=z0 = I and V is twisted, by an
argument as in the proof of Theorem 4.2.2. We have det Bˆ ≡ 1, and that Bˆ is defined
for all λ ∈ D1.
So we have local solutions Bˆα of Equation (4.4.1) on simply-connected open sets
Uα ⊆ Σ that cover Σ. We can choose the Uα to be a locally finite covering of
Σ, so that all intersections Uα ∩ Uβ and Uα ∩ Uβ ∩ Uγ are also simply-connected
whenever they are nonempty. On Uα ∩ Uβ , we define hαβ := Bˆ−1α Bˆβ, and it is easily
checked that (hαβ)z¯ = 0, that is, hαβ is holomorphic. Clearly hαβhβγ = hαγ , so
hαβ represents a holomorphic bundle. Since Σ is a domain in C and hence is a
Stein manifold (see Section 5.1.5 of [130]), a generalization of Grauert’s theorem to
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∞-dimensional holomorphic bundles implies that any ∞-dimensional holomorphic
bundle over Σ is isomorphic to a trivial holomorphic bundle (see also Chapter 3 of
[116]). In other words, there exist nonzero holomorphic hα ∈ Λ+ SL2C defined on Uα
so that hαβ = hαh
−1
β for all α, β. Then defining B := Bˆαhα ∈ Λ+ SL2C for all z ∈ Σ,
we have that B is a globally well-defined solution of (4.4.1) on Σ, that is,
Bz¯ = (Bˆαhα)z¯ = (Bˆα)z¯hα = −V Bˆαhα = −V B .
Now defining φ = FB, we see that φ is holomorphic, because
(FB)z¯ = (Fz¯ − FV )B = 0 .
Define A by A = φ−1φz. Then A is holomorphic in z. Writing A as a power
series A =
∑
j λ
jAj(z), the Aj = Aj(z) are all holomorphic in z: Since φz¯ = 0 and so
φzz¯ = 0, we have
0 = φz¯
∑
j
λjAj + φ
∑
j
λj(Aj)z¯ = φ
∑
j
λj(Aj)z¯ ,
and thus
∑
j λ
j(Aj)z¯ = 0 and so (Aj)z¯ = 0 for all j. Finally
(4.4.2) A = B−1UB +B−1Bz .
The lowest power of λ in the power series expansion of the right-hand side at λ = 0
of Equation (4.4.2) is λ−1, coming from U , since B ∈ Λ+ SL2C. Therefore Aj = 0 for
any j ≤ −2. Also, defining ξ = φ−1dφ = Adz, we have that ξ is a globally well-defined
holomorphic potential on Σ. This completes the proof. 
Remark 4.4.4. In Lemma 4.4.1, we have B ∈ Λ+ SL2C, but we do not that B ∈
ΛR+ SL2C, so we are using a non-unique Iwasawa splitting in this lemma. However,
this is irrelevant to the construction of CMC surfaces, as noted in Remark 4.2.5.
4.5. Normalized potentials
The DPW method is sometimes used with respect to another type of potential,
called the normalized potential (see, for example, [75, 383, 384, 385, 386]). There-
fore, in this section we prove that the DPW construction produces all CMC surfaces
with respect to normalized potentials as well. As we use normalized potentials only
in this section, this section is independent of the other sections of these notes.
Let Σ be a simply-connected Riemann surface with coordinate z.
Definition 4.5.1. A normalized potential on Σ is of the form
ξ = λ−1
(
0 a(z)
b(z) 0
)
dz ,
where a(z) and b(z) are meromorphic on Σ.
Remark 4.5.2. In [76] and [88], the potentials in Definition 4.5.1 were called mero-
morphic potentials, but nowadays they are referred to as normalized potentials, to
avoid confusion with other uses of the phrase “meromorphic potential”.
Away from points where a(z) or b(z) have poles, or where a(z) is zero, ξ is actually
a holomorphic potential. So away from these isolated points, the DPW recipe applied
to this ξ produces a CMC immersion, by Lemma 4.3.3. Therefore, the DPW recipe
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applied to a normalized potential ξ on Σ produces a CMC surface possibly with
isolated singularities.
Conversely, we wish to show that any simply-connected portion of any CMC
immersion can be constructed by applying the DPW recipe to some normalized po-
tential. This is the goal of the next two lemmas.
Lemma 4.5.3. (DPW for normalized potentials, local version) Let Σ be a simply-
connected Riemann surface with coordinate z. Let z∗ be a fixed point in Σ. Let
f : Σ → R3 be a conformal CMC H( 6= 0) immersion with associated extended frame
F : Σ→ ΛSU2, and suppose that F |z=z∗ = I for all λ ∈ S1. Then there exist an open
set V ⊆ Σ with z∗ ∈ V and holomorphic functions a(z), b(z) on V, and there exists a
holomorphic matrix φ ∈ ΛSL2C defined on V, so that
dφ = φξ , ξ = λ−1
(
0 a(z)
b(z) 0
)
dz ,
and there exists a B ∈ Λ+ SL2C such that φ = F · B (this is nonunique Iwasawa
splitting), where F is the frame of f as above.
Proof. By Lemma 4.4.1, there exist G˜ ∈ ΛSL2C and B˜ ∈ Λ+ SL2C such that
G˜ = F · B˜ and G˜−1dG˜ is a holomorphic potential and ∂z¯G˜ = 0. Note that F satisfies
F |z=z∗ = I. Define B ∈ Λ+ SL2C by B = B˜ · (B˜|z=z∗)−1. Then also B|z=z∗ = I. Define
G ∈ ΛSL2C by G = G˜ · (B˜|z=z∗)−1. Then G = F · B and G|z=z∗ = I and G−1dG is a
holomorphic potential and ∂z¯G = 0. Since I is contained in the big cell for Birkhoff
splitting, there exists an open set V such that z∗ ∈ V and G has a well-defined Birkhoff
splitting on V as follows: G = φ ·G+, where φ ∈ Λ∗− SL2C and G+ ∈ Λ+ SL2C (we do
not need to require that G+ ∈ ΛR+ SL2C as explained in Remark 4.2.5) and φ and G+
have no singularities on V. Furthermore, φ and G+ are holomorphic in z on V, since
G is holomorphic on V and Birkhoff decomposition is complex analytic. Then
(4.5.1) φ−1dφ = G+(B
−1F−1dFB +B−1dB −G−1+ dG+)G−1+ .
Equation (3.3.1) implies that
(4.5.2) F−1dF = λ−1α−1dz + α0dz − α¯t0dz¯ − λα¯t−1dz¯ ,
where
α0 =
1
2
(
uz 0
0 −uz
)
and α−1 =
1
2
(
0 −2Heu
Qe−u 0
)
.
Writing
φ = I+
−∞∑
j=−1
λjφj(z, z¯)
for some functions φj(z, z¯), we have dφ =
∑−∞
j=−1 λ
jd(φj(z, z¯)) and so
(4.5.3) φ−1dφ =
−∞∑
j=−1
λj
(
φˆj,1dz + φˆj,2dz¯
)
,
for some functions φˆj,1 and φˆj,2. Also note that
(4.5.4)
G−1+ dG+ =
∞∑
j=0
λj
(
Gˆj,1dz + Gˆj,2dz¯
)
, B−1dB =
∞∑
j=0
λj
(
Bˆj,1dz + Bˆj,2dz¯
)
,
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for some functions Gˆj,1, Gˆj,2, Bˆj,1 and Bˆj,2. Therefore, with G+ =
∑∞
j=0 λ
jG+,j and
B =
∑∞
j=0 λ
jBj for some functions G+,j and Bj, and using (4.5.2) and comparing the
coefficients in the expansions (4.5.3) and (4.5.4) with respect to λ, we have
φ−1dφ = λ−1G+,0B
−1
0 α−1B0G
−1
+,0dz .
Since G+,0B
−1
0 is diagonal (by twistedness), G+,0B
−1
0 α−1B0G
−1
+,0 is off-diagonal; and
since no dz¯ term appears on the right hand side, φz¯ = 0, so
φ−1dφ = λ−1
(
0 a
b 0
)
dz ,
where az¯ = 0 and bz¯ = 0, and a and b have no singularities on V. 
The above lemma can be extended to a global version, that is, we may extend
V to be all of Σ. However, we must then allow a(z) and b(z) to have poles. We do
not prove the following lemma (global version) here, and simply note that it follows
directly from Theorem 4.10 in [88].
In the proof of Lemma 4.5.3, G is nonsingular on Σ. The proof of Theorem 4.10
in [88] shows that the elements φ and G+ have at most pole singularities at fixed
isolated values of z where G leaves the big cell U .
Lemma 4.5.4. (DPW for normalized potentials, global version) Let Σ be a simply-
connected Riemann surface with coordinate z. Let z∗ be a fixed point in Σ. Let
f : Σ → R3 be a conformal CMC H( 6= 0) immersion with associated extended frame
F : Σ → ΛSU2, and suppose that F |z=z∗ = I for all λ ∈ S1. Then there exist
meromorphic functions a(z), b(z) on Σ, and there exists a meromorphic matrix φ on
Σ which is in ΛSL2C away from its poles, so that
dφ = φξ , ξ = λ−1
(
0 a(z)
b(z) 0
)
dz ,
and there exists a B ∈ Λ+ SL2C, defined wherever φ is defined, such that φ = F · B
(this is nonunique Iwasawa splitting).
4.6. Dressing and gauging
Let Σ be a Riemann surface with coordinate z. Here we do not assume that
Σ is simply-connected. Let ξ be a holomorphic potential on Σ. Given a solution
φ ∈ ΛSL2C to dφ = φξ, if we define
φˆ = h+(λ) · φ · p+(z, z¯, λ) , h+, p+ ∈ Λ+ SL2C ,
then the multiplication on the left by h+ is a dressing, and the multiplication on the
right by p+ is a gauging. The matrix h+ is not allowed to depend on z. The matrix
p+ can depend on z, but must be a single-valued matrix function on Σ.
Let f : Σ˜ → R3 be the CMC H surface resulting from applying the DPW recipe
to φ, where Σ˜ is the universal cover of Σ.
Note that φˆ satisfies dφˆ = φˆξˆ, where
ξˆ = φˆ−1dφˆ = (h+φp+)
−1d(h+φp+) = p
−1
+ ξp+ + p
−1
+ dp+ .
Hence,
the dressing h+ does not change the potential ξ, and changes only
the resulting surface f .
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Furthermore, if we look at the Iwasawa splittings φ = FB and φˆ = Fˆ Bˆ, then the
change F → Fˆ is affected only by h+ and is independent of p+, since p+ ∈ Λ+ SL2C
and we are multiplying on the right by p+. Hence,
the gauging p+ does not change the surface f , and changes only the
potential ξ.
To see how the surface f is changed by h+, one must Iwasawa split h+ · F into
h+ ·F = F˜ B˜ (and then Fˆ equals F˜ ) and then study the change in the frame F → Fˆ .
This change is not trivial to understand, hence the change in the surface f is also not
trivial to understand.
It is precisely the above way of dressing (and the resulting nontrivial change
F → Fˆ of the frames) that produces bubbletons (with frames Fˆ ) from cylinders
and Delaunay surfaces (with frames F ), see Figure 4.6.1. Producing bubbletons
requires the use of a generalization of Iwasawa splitting to something called r-Iwasawa
splitting, so we do not discuss bubbletons here. For more on bubbletons, see [210].
Figure 4.6.1. A cylinder bubbleton and a Delaunay bubbleton. (The
right-hand graphic was made by Yuji Morikawa using Mathematica.)
Remark 4.6.1. It is easier to understand how objects called the monodromy matrices
of φ and φˆ are related by h+ (easier than understanding the change F → Fˆ ), and
this is often just the information we need to show that the dressed CMC surface
resulting from Fˆ is well-defined on Σ if f is. For example, this is how one can see
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that dressing of Delaunay surfaces results in bubbletons that are homeomorphically
annuli [202, 210]. We will say more about monodromy matrices and well-definedness
of CMC immersions of non-simply-connected Riemann surfaces in Section 5.3.
Figure 4.6.2. A CMC trinoid and CMC tetranoid in R3. These are
surfaces with 3 and 4 ends, respectively, that all converge to ends of
Delaunay surfaces. (These graphics were made using N. Schmitt’s soft-
ware CMCLab [341].)
4.7. Properties of holomorphic potentials
Let Σ be a Riemann surface with local coordinate z, which might not be simply-
connected. Let f : Σ→ R3 be a CMCH surface, and let ξ be a holomorphic potential,
defined on the universal cover Σ˜ of Σ, that produces f via the DPW recipe. Here
we describe two assumptions that can be made about the potentials ξ that will still
allow us to produce all CMC surfaces f . Hence either of these two assumptions can
be made without loss of generality.
Lemma 4.7.1. To produce f via the DPW recipe, we may assume that the holomor-
phic potential ξ = Adz is off-diagonal.
This lemma is proven by finding an appropriate gauge p+ that changes ξ into an
off-diagonal potential (and does not change f). This lemma is proven in [88].
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Figure 4.7.1. AWente torus, and a half cut-away of it. (These graph-
ics were made by Koichi Shimose using Mathematica.)
Proof. Write A = (Aij)i,j=1,2 = Aoff + Adiag in off-diagonal and diagonal parts,
that is,
Aoff =
(
0 A12
A21 0
)
and Adiag =
(
A11 0
0 A22
)
.
Let z∗ be a fixed point in Σ. Solve
(4.7.1) dp+ = p+ · Adiagdz , p+(z∗) = I , p+ = (pij)i,j=1,2 .
Then p′11 = p11A11 and p
′
12 = −p12A11 and p′21 = p21A11 and p′22 = −p22A11, since
A11 = −A22. Since p12 and p21 are initially zero at z∗, p12 and p21 are identically zero,
so p+ is diagonal, which implies that p+Aoffp
−1
+ is off-diagonal. Also Adiag ∈ Λ+ sl2C,
so p+ ∈ Λ+ SL2C. Note that generally p+ is only defined on Σ˜.
For a solution φ of dφ = φ ·Adz that produces f , set φ˜ := φp−1+ . Then
dφ˜ = dφ · p−1+ − φp−1+ · dp+ · p−1+
= φ˜p+
(
(Aoff + Adiag)dz − p−1+ dp+
)
p−1+ = φ˜p+Aoffp
−1
+ dz ,
since (4.7.1) holds and since p−1+ ·dp+ = dp+ ·p−1+ as p+ is diagonal. The new potential
is ξ˜ = A˜dz = p+Aoffp
−1
+ dz, which is off-diagonal. Note that φ and φ˜ produce the same
CMC H surface f , as shown in Section 4.6, that is, if φ = F · B then φ˜ = F (Bp−1+ ),
so φ and φ˜ have the same unitary part F and hence produce the same surface f . 
Note that the off-diagonal potential in Lemma 4.7.1 is only defined on Σ˜ in general,
as p+ is only defined on Σ˜.
The next lemma shows that we can always choose ξ to be well-defined on Σ (but
then not necessarily off-diagonal). This lemma is proven in [88] and [202].
Lemma 4.7.2. Assume that Σ is noncompact. To produce f via the DPW recipe, we
may assume that the holomorphic potential ξ is well-defined on Σ.
Proof. Let F be the extended frame of f . Because f is well-defined on Σ,
F is as well. Although Lemma 4.4.1 is stated only for simply-connected Riemann
surfaces Σ, we can see from its proof that it is valid whenever Σ is a Stein manifold.
Furthermore, because Σ is noncompact, it is a Stein manifold (see Section 5.1.5 of
[130], see also Chapter 3 of [116]). We conclude that there exists a well-defined
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Figure 4.7.2. A small and somewhat larger portion of a Dobriner
torus. (These graphics were made by Koichi Shimose using Mathemat-
ica.)
Figure 4.7.3. Half and all of a Dobriner torus. (These graphics were
made by Koichi Shimose using Mathematica.)
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holomorphic potential that produces the extended frame F , and hence the CMC H
immersion f , via the DPW recipe. 
Thus, when a CMC surface in R3 is noncompact, we have just seen that ξ can be
chosen to be well-defined on the Riemann surface Σ itself. However, it is not always
true that a complete CMC surface is noncompact. The sphere is a trivial example of
a complete compact CMC surface, and there are nontrivial known examples as well,
such as the Wente tori (see Figure 4.7.1) and Dobriner tori (see Figures 4.7.2 and
4.7.3). More on CMC tori can be found in [379, 380, 31, 32, 33, 300, 375, 1].
Furthermore, Kapouleas [186, 187] has found complete compact examples of genus
two or more.

CHAPTER 5
Lax pairs and the DPW method in S3 and H3
In this chapter we consider how Lax pairs and the DPW method can be used to
study surfaces in some spaces other than R3, those other spaces being S3 (spherical
3-space) and H3 (hyperbolic 3-space). We use the DPW method to produce CMC
surfaces of revolution (analogs of Delaunay surfaces) in S3 and H3. We use Lax pairs
to prove a representation by Bryant for CMC 1 surfaces in H3, and to study flat
surfaces in H3.
5.1. The Lax pair for CMC surfaces in S3
Let S3 denote the unit 3-sphere in R4, as in Subsection 1.1.2. (S3 is a space
form because it is the unique simply-connected complete 3-dimensional Riemannian
manifold with constant sectional curvature +1.) Consider a conformal immersion
f : Σ→ S3 ⊂ R4
of a simply-connected Riemann surface Σ with complex coordinate w. (By Theorem
1.4.3, any immersion f : Σ → S3 can be reparametrized so that it is conformal, so
without loss of generality we assume here that f is conformal.) Then
〈f, f〉R4 = 1 , where 〈(x1, x2, x3, x4), (y1, y2, y3, y4)〉R4 =
4∑
k=1
xkyk ,
and
〈fw, N〉 = 〈fw¯, N〉 = 〈f,N〉 = 0 , 〈N,N〉 = 1 ,
where N is a unit normal of f in S3 and 〈·, ·〉 denotes the complex bilinear extension
of the inner product 〈·, ·〉R4 above. The fact that f is conformal implies
〈fw, fw〉 = 〈fw¯, fw¯〉 = 0 , 〈fw, fw¯〉 = 2e2u ,
where u : Σ→ R is defined by this equation. We now refer to the Hopf differential as
A : Σ→ C (we reserve the symbol Q for a slightly different purpose later) and define
it and the mean curvature H : Σ→ R by
A = 〈fww, N〉 , 2He2u = 〈fww¯, N〉 .
For the frame F = (f, fw, fw¯, N), similar to the computation in Section 3.1, we have
that F satisfies
Fw = FU , Fw¯ = FV ,
where
U =

0 0 −2e2u 0
1 2uw 0 −H
0 0 0 −Ae−2u/2
0 A 2He2u 0
 , V =

0 −2e2u 0 0
0 0 0 −A¯e−2u/2
1 0 2uw¯ −H
0 2He2u A¯ 0
 .
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The compatibility condition is
Uw¯ − Vw − [U ,V] = 0 ,
which implies that
(5.1.1) 2uww¯ + 2e
2u(1 +H2)− 1
2
AA¯e−2u = 0 , Aw¯ = 2Hwe
2u .
Now suppose that H is constant, and thus Aw¯=0. Making the change of variable
z = 2
√
1 +H2w, then choosing a real constant ψ and defining a complex function
Q : Σ→ C by A = 2√1 +H2eiψQ, we have
(5.1.2) 4uzz¯ + e
2u −QQ¯e−2u = 0 , Qz¯ = 0 ,
which is the same as Equation (3.1.5) (if H is chosen to be 1/2 there). We conclude
that a CMC H conformal immersion into S3 has a conformal parameter z such that
Q = 2
√
1 +H2e−iψ〈fzz, N〉 is holomorphic and u satisfies the first equation in (5.1.2).
The factor e−iψ in Q will play the role of the spectral parameter.
We now consider how to get a surface from given u, Q, and H . With the Pauli
matrices σ1, σ2, σ3 as in Section 3.2, we first note that for any 2× 2 matrix X,
(5.1.3) X = σ2X¯σ2 ⇒ X =
(
a b
−b¯ a¯
)
,
and that such a matrix X represents a point in R4 via X ≡ (a1, b2, b1, a2) ∈ R4, where
a = a1 + ia2, b = b1 + ib2. (This is a slightly different convention than we used to
notate points in R3, in (2.2.4).) So we may consider R4 to be the set of matrices X
satisfying Equation (5.1.3). The 3-sphere S3 is then the set of those X in R4 such
that |a|2 + |b|2 = 1, that is, S3 is identified with SU2.
For X, Y ∈ R4, that is, for X and Y of the form (5.1.3), we have
(5.1.4) 〈X, Y 〉 = 1
2
trace(Xσ2Y
tσ2) .
Remark 5.1.1. In fact, 〈·, ·〉 is the complex bilinear extension of 〈·, ·〉R4, so (5.1.4)
applies even when X, Y ∈ C4. Because Y ∈ R4 implies that Y¯ t = σ2Y tσ2, we may
use 〈X, Y 〉 = (1/2)trace(XY¯ t) instead of (5.1.4) when X, Y ∈ R4, but 〈X, Y 〉 6=
(1/2)trace(XY¯ t) for general X, Y ∈ C4.
Theorem 5.1.2 now gives us a method for constructing CMC H surfaces in S3 from
given data u and Q. We must first choose a solution F of the Lax pair system (5.1.5)
with matrices as in (5.1.6). We then insert F into the Sym-Bobenko-type formula
in Equation (5.1.7) and a CMC H surface in S3, conformally parametrized by z and
with metric and Hopf differential that are constant nonzero multiples of 4e2udzdz¯ and
Q respectively, is produced.
The advantage of the formulation in Theorem 5.1.2 is that the Lax pair (5.1.5)-
(5.1.6) is precisely the same as that in (3.3.1)-(3.3.2) (with H chosen to be 1/2 there).
Therefore, with no modification at all, we can use the DPW method to produce
general solutions F , and then Theorem 5.1.2 gives all CMC H surfaces in S3. We will
later see how this approach can be applied to make Delaunay surfaces in S3 and also
to formulate period problems for non-simply-connected CMC surfaces in S3.
This theorem (and the theorem in the next section as well) are proven in [31],
but we include proofs here because we are using different notation than that of [31].
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Theorem 5.1.2. Let Σ be a simply-connected domain in C with complex coordinate
z. Choose γ1, γ2 ∈ R so that (pi−1)(γ2 − γ1) is not an integer. Let u and Q solve
(5.1.2) and let F = F (z, z¯, λ) be a solution of the system
(5.1.5) Fz = FU , Fz¯ = FV ,
with
(5.1.6) U =
1
2
(
uz −λ−1eu
λ−1Qe−u −uz
)
, V =
1
2
(−uz¯ −λQ¯e−u
λeu uz¯
)
,
Suppose that det(F ) = 1 for all λ and z. Defining Fj = F |λ=eiγj , j = 1, 2, suppose
also that Fj = σ2F¯jσ2 (that is, “Fj ∈ SU2 = S3”). Define
(5.1.7) f = F1
(
ei(γ1−γ2)/2 0
0 ei(γ2−γ1)/2
)
F−12
and
(5.1.8) N = iF1
(
ei(γ1−γ2)/2 0
0 −ei(γ2−γ1)/2
)
F−12 .
Then f satisfies Fw = FU , Fw¯ = FV and is a surface in S3 with CMC H = cot(γ2−
γ1) and normal N .
Proof. First we note that f ∈ SU2 = S3 for all z. Then we note that
〈fz, N〉 = 〈fz¯, N〉 = 〈f,N〉 = 〈fz, fz〉 = 〈fz¯, fz¯〉 = 0 , 〈N,N〉 = 1 ,
and
〈fz, fz¯〉 = 1
2
e2u sin2(γ2 − γ1) , 〈fzz, N〉 = 1
2
Qe−i(γ1+γ2) sin(γ2 − γ1) ,
and
fzz¯ =
−1
2
e2u sin2(γ2 − γ1)f + 1
2
e2u sin(γ2 − γ1) cos(γ2 − γ1)N .
IfH is given by H = cot(γ2−γ1), z = 2
√
1 +H2w = 2w/ sin(γ2−γ1), A = 〈fww, N〉 =
(2
√
1 +H2)2〈fzz, N〉 = 2Qe−i(γ1+γ2)/ sin(γ2 − γ1), then Fw = FU , Fw¯ = FV hold,
proving the theorem. 
5.1.1. Rotations in S3. In preparation for Sections 5.3 and 5.4, we briefly give
a description of rotations of S3 in terms of 2× 2 matrices here. For points X ∈ R4 as
in (5.1.3), we claim that
X → A1 ·X · A−12
represents a general rotation of R4 fixing the origin, equivalently a general rotation
of S3, where
A1 =
(
c d
−d¯ c¯
)
, A−12 =
(
e f
−f¯ e¯
)
∈ SU2 .
for c = c1 + ic2 , d = d1 + id2 , e = e1 + ie2 , f = f1 + if2 with cj, dj, ej, fj ∈ R.
To see this, writing the point X = (a1, b2, b1, a2)
t ∈ R4 in vector form, this map
X → A1 ·X ·A−12 translates into X → R ·X in the vector formulation for R4, where
R =

Re(ce− d¯f) − Im(de+ c¯f) −Re(de+ c¯f) Im(d¯f − ce)
Im(cf − d¯e) Re(c¯e + df) − Im(c¯e + df) Re(cf − d¯e)
Re(d¯e+ cf) Im(c¯e− df) Re(c¯e− df) − Im(d¯e+ cf)
Im(ce+ d¯f) Re(de− c¯f) Im(c¯f − de) Re(ce + d¯f)
 .
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One can check that R ∈ SO4, implying that X → A1 ·X ·A−12 does in fact represent
a rotation of S3.
As an example, in the special case that A1 = A2, we have
R =

1 0 0 0
0 c21 − c22 − d21 + d22 2(c1c2 + d1d2) −2c1d1 + 2c2d2
0 −2c1c2 + 2d1d2 c21 − c22 + d21 − d22 2(c2d1 + c1d2)
0 2(c1d1 + c2d2) 2c2d1 − 2c1d2 c21 + c22 − d21 − d22
 .
Thus the lower-right 3× 3 cofactor matrix is in SO3 and is the same as the matrix in
the proof of Lemma 2.4.1 (up to a sign change of c1 and d2). Thus this rotation of R
4
restricts to a rotation of the 3-dimensional Euclidean space {(0, x2, x3, x4)|xj ∈ R}.
Figure 5.1.1. Smyth surfaces in S3 and H3. To see a surface in S3,
we use a stereographic projection
R
4 ⊃ S3 3 (x1, x2, x3, x4) 7→ 1
1− x4 (x1, x2, x3) ∈ R
3 ∪ {∞} .
Also, to view the surface in H3, we use the Poincare model. (These
graphics were made using N. Schmitt’s software CMCLab [341].)
5.2. The Lax pair for CMC H > 1 surfaces in H3
As described in Section 1.1.4, the Minkowski model for hyperbolic 3-space H3 is
the space
{(x1, x2, x3, x0) ∈ R3,1 | x21 + x22 + x23 − x20 = −1 , x0 > 0} ,
with metric induced from the 4-dimensional Lorentz space R3,1 = {(x1, x2, x3, x0) ∈
R4} with the Lorentz metric
〈(x1, x2, x3, x0), (y1, y2, y3, y0)〉R3,1 = x1y1 + x2y2 + x3y3 − x0y0 .
(H3 is a space form because it is the unique simply-connected complete 3-dimensional
Riemannian manifold with constant sectional curvature −1, see Lemma 1.1.10.) Let
f : Σ→ H3 be a conformally immersed surface in H3, where Σ is a simply-connected
Riemann surface with complex coordinate w. (By Theorem 1.4.3, any immersion
f : Σ→ H3 can be reparametrized so that it is conformal, so without loss of generality
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we assume here that f is conformal.) Then 〈f, f〉R3,1 = −1. Let N ∈ R3,1 be a unit
normal of f in H3, then N actually lies in de Sitter space, because it has norm +1.
De Sitter 3-space S2,1 is the Lorentzian manifold that is the 1-sheeted hyperboloid in
R3,1,
S
2,1 =
{
(x1, x2, x3, x0) ∈ R3,1
∣∣∣∣∣
3∑
j=1
x2j − x20 = 1
}
with the metric g induced on its tangent spaces by the restriction of the metric from
the Minkowski space R3,1. It is homeomorphic to S2 × R, so is simply-connected
(since both S2 and R are individually simply-connected), and has constant sectional
curvature 1.
Then, by the definition of the tangent space TfH
3, and by the definition of N ,
and by the conformality of f , and because 〈f, f〉R3,1 = −1, we have
0 = 〈N, f〉 = 〈N, fw〉 = 〈N, fw¯〉 = 〈fw, fw〉 = 〈fw¯, fw¯〉 = 〈f, fw〉 = 〈f, fw¯〉 ,
〈N,N〉 = 1 , 〈fw, fw¯〉 = 2e2u ,
where u : Σ→ R is defined this way, and 〈·, ·〉 is the bilinear extension of 〈·, ·〉R3,1. Let
F = (f, fw, fw¯, N) be the frame for f , and define the Hopf differential A and mean
curvature H of f by
A = 〈fww, N〉 , 2He2u = 〈fww¯, N〉 .
(We again reserve the symbol Q for a slightly different purpose later.) Similar to the
previous section and Section 3.1, we have
Fw = FU , Fw¯ = FV ,
where
U =

0 0 2e2u 0
1 2uw 0 −H
0 0 0 −Ae−2u/2
0 A 2He2u 0
 , V =

0 2e2u 0 0
0 0 0 −A¯e−2u/2
1 0 2uw¯ −H
0 2He2u A¯ 0
 .
The compatibility condition is
Uw¯ − Vw − [U ,V] = 0 ,
which implies that
(5.2.1) 2uww¯ + 2e
2u(H2 − 1)− 1
2
AA¯e−2u = 0 , Aw¯ = 2Hwe
2u .
Now suppose that H > 1 is constant, and thus Aw¯ = 0. Making the change of
variables z = 2
√
H2 − 1w and A = 2√H2 − 1e2iψQ for a real constant ψ, we again
have Equation (5.1.2), which we again note is identical to Equation (3.1.5), with the
H there replaced by 1/2. We conclude that a CMC H conformal immersion into H3
with H > 1 has a conformal parameter z such that Q = 2
√
H2 − 1e−2iψ〈fzz, N〉 is
holomorphic and u satisfies the first equation in (5.1.2). (The factor e−2iψ in Q will
again play the role of the spectral parameter.)
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We now consider how to get a surface from given u, Q, and H . We can consider
R3,1 to be the 2× 2 self-adjoint matrices (X¯ t = X), by the identification
(5.2.2) X = (x1, x2, x3, x0) ∈ R3,1 ↔ X = x0 ·I +
3∑
k=1
xkσk =
(
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3
)
,
where σ1, σ2, σ3 are the Pauli matrices as in Section 3.2. See also Section 1.1.4.
Since, for any 2× 2 matrix Y , when det Y 6= 0,
(5.2.3) σ2Y
tσ2 = Y
−1 det Y ,
and since, for X, Y ∈ R3,1 (i.e. X¯ t = X, Y¯ t = Y ), we have
(5.2.4) 〈X, Y 〉R3,1 = (−1/2)trace(Xσ2Y tσ2) ,
and we have
(5.2.5) 〈X,X〉R3,1 = (−1/2)trace
(
detX 0
0 detX
)
= − detX .
Then H3 is
H
3 = {X | X¯ t = X , 〈X,X〉R3,1 = −1 , trace(X) > 0} .
Lemma 5.2.1. H3 can be written as {FF t |F ∈ SL2C} (see also Section 1.1.4).
Proof. We must show
{X |Xt = X , detX = 1 , trace(X) > 0} = {FF t |F ∈ SL2C} .
Any element of the right-hand side is obviously an element of the left-hand side.
We show the converse. For any X in the left-hand side, let λ and v = (v1, v2)
t be
an eigenvalue and corresponding eigenvector of X, with |v1|2 + |v2|2 = 1. Because
X = X
t
, λ must be real. Using X = X
t
and detX = 1, one can see that 1/λ and
v˜ = (−v2, v1)t are another eigenvalue-eigenvector pair of X. Let E be the 2×2 matrix
E = (v, v˜), then
XE = E
(
λ 0
0 1/λ
)
,
so X = FF
t
, where
F = E
(√
λ 0
0 1/
√
λ
)
∈ SL2C ,
because λ > 0 (since traceX > 0). 
Just as was the case for Theorem 5.1.2 when the ambient space was S3, Theorem
5.2.2 gives us a method for constructing CMC H surfaces in H3 from given data u
and Q. A CMC H > 1 surface in H3 is produced, conformally parametrized by z
and with metric and Hopf differential that are again nonzero constant multiples of
4e2udzdz¯ and Q, respectively.
And once again we have the advantage that the Lax pair (5.1.5)-(5.1.6) is precisely
the same as that in (3.3.1)-(3.3.2) (with H chosen to be 1/2 there). Therefore we can
again use the DPW method to produce general solutions F , and then Theorem 5.2.2
gives all CMC H surfaces in H3 for any H > 1. Together with the case of S3, we will
later see how this approach can be applied to make Delaunay surfaces in H3 and also
to formulate period problems for non-simply-connected CMC H > 1 surfaces in H3.
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Theorem 5.2.2. Let Σ be a simply-connected domain in C with complex coordinate
z. Choose ψ ∈ R and q ∈ R \ {0}. Let u and Q solve (5.1.2) and let F = F (z, z¯, λ)
be a solution of the system (5.1.5)-(5.1.6). Suppose that det(F ) = 1 for all λ and z.
Set F0 = F |λ=eq/2eiψ . Then defining
(5.2.6) f(z, z¯) = F˜ F˜
t
, F˜ := F0
(
eq/4 0
0 e−q/4
)
, N = F˜σ3F˜
t
,
f is a CMC H = coth(−q) surface in H3 with normal N .
Proof. By properties (5.2.3) and (5.2.4) and (5.2.5), we have
〈N, f〉 = 〈N, fz〉 = 〈N, fz¯〉 = 〈fz, fz〉 = 〈fz¯, fz¯〉 = 0
and
〈N,N〉 = 1 , 〈fz, fz¯〉 = (1/2)e2u sinh2(−q) .
Also,
〈fzz, N〉 = 1
2
Qe−2iψ sinh(−q) ,
and
fzz¯ =
1
2
e2u sinh2(−q)f + 1
2
e2u sinh(−q) cosh(−q)N .
With z = 2
√
H2 − 1w, A = 2√H2 − 1e−2iψQ, and sinh(−q) = 1/√H2 − 1, then
A = 〈fww, N〉 and fww¯ = 2e2uf + 2e2u coth(−q)N . So with H = coth(−q), then with
the above and similar computations, we get that Fw = FU , Fw¯ = FV hold, proving
the theorem. 
5.2.1. Rigid motions in H3. In preparation for Sections 5.3 and 5.4, we give a
description of rigid motions of H3 in terms of 2×2 matrices here. For points X ∈ R3,1,
we claim that
(5.2.7) X → A ·X ·At
represents a general rotation of R3,1 fixing the origin, or equivalently a general rigid
motion of H3, where
A =
(
a b
c d
)
∈ SL2C
for a = a1 + ia2, b = b1 + ib2, c = c1 + ic2, d = d1 + id2 with aj , bj, cj , dj ∈ R.
To see this, writing the point X = (x1, x2, x3, x0)
t ∈ R3,1 in vector form, the map
X → A ·X ·At translates into X → R ·X in the vector formulation for R3,1, where
R =

Re(a¯d+ b¯c) Im(b¯c− a¯d) Re(a¯c− b¯d) Re(a¯c+ b¯d)
Im(b¯c + a¯d) Re(a¯d− b¯c) Im(a¯c− b¯d) Im(a¯c+ b¯d)
Re(a¯b− c¯d) Im(ab¯+ c¯d) (aa¯− bb¯− cc¯+ dd¯)/2 (aa¯+ bb¯ − cc¯− dd¯)/2
Re(a¯b+ c¯d) Im(ab¯+ cd¯) (aa¯− bb¯+ cc¯− dd¯)/2 (aa¯+ bb¯+ cc¯+ dd¯)/2
 .
Recalling that
SO+3,1 :=
{
R ∈ SL4 R | Rt · I3,1 · R = I3,1 , e0t · R · e0 > 0
}
,
where
I3,1 =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 and e0 =

0
0
0
1
 ,
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one can check that R ∈ SO+3,1, implying that (5.2.7) does in fact represent a rotation
of R3,1.
Another way to argue that (5.2.7) is an isometry is by computing directly with
2× 2 matrices:
〈AXAt,AYAt〉R3,1 = −12trace(AXA
t
σ2(AYA
t
)tσ2)
can be directly computed to give
〈AXAt,AYAt〉R3,1 = 〈X, Y 〉R3,1 ,
implying that (5.2.7) is an isometry.
As an example, in the special case that a = eθ/2, b = 0, c = 0 and d = e−θ/2 for
θ ∈ R, we have
R =

1 0 0 0
0 1 0 0
0 0 cosh θ sinh θ
0 0 sinh θ cosh θ
 .
The lower-right 2× 2 submatrix (
cosh θ sinh θ
sinh θ cosh θ
)
is the standard 2 × 2 Lorentz transformation (or velocity boost) in the theory of
special relativity (see [50], for example).
As another example, if c = −b¯ and d = a¯, then
R =

a21 − a22 − b21 + b22 2(a1a2 + b1b2) −2a1b1 + 2a2b2 0
−2a1a2 + 2b1b2 a21 − a22 + b21 − b22 2(a2b1 + a1b2) 0
2(a1b1 + a2b2) 2a2b1 − 2a1b2 a21 + a22 − b21 − b22 0
0 0 0 1
 .
Then the transformation X → R · X fixes the axis {(0, 0, 0, r)|r ∈ R} in R3,1. Fur-
thermore, the upper-left 3×3 cofactor matrix is in SO3 and is the same as the matrix
in the proof of Lemma 2.4.1 (up to a sign change of c1 and d2).
5.3. Period problems in R3, S3, H3
When one starts with a CMCH conformal immersion f into R3 or S3 or H3 defined
on a simply-connected domain Σ, and then extends f to a conformal CMC immersion
fˆ on a larger non-simply-connected domain Σˆ (that is, Σ ⊂ Σˆ and fˆ |Σ = f), the
extension fˆ will be unique. However, it is not necessarily true that fˆ is well-defined
on Σˆ. The extended immersion fˆ being well-defined on Σˆ is equivalent to fˆ being
well-defined on every closed loop δ in Σˆ, and this property can be studied using the
DPW method. Here we consider some conditions that imply fˆ is well-defined on Σˆ.
We first assume the following:
(1) fˆ is constructed via the DPW method.
(2) δ : [0, 1]→ Σˆ is a closed loop, and τ is the deck transformation associated to
δ on the universal cover Σ˜ of Σˆ.
(3) The holomorphic potential ξ used to construct fˆ is chosen to be well-defined
on Σˆ.
5.3. PERIOD PROBLEMS IN R3, S3, H3 87
(4) The holomorphic potential ξ and solution φ on Σ˜ of dφ = φξ used to construct
fˆ are chosen so that the monodromy matrix Mδ of φ,
(5.3.1) Mδ = φ(τ(z), λ) · (φ(z, λ))−1 ,
satisfies Mδ ∈ ΛSU2 (here z is a local coordinate on Σˆ).
Note that although Mδ = Mδ(λ) depends on λ, it is independent of z, since
dMδ = d(φ(τ(z), λ)(φ(z, λ))
−1) = 0 ,
which holds because ξ is well-defined on Σˆ and both φ(τ(z), λ) and φ(z, λ) are solu-
tions of the equation dφ = φξ.
The monodromyMδ is independent of the choice of loop within the homotopy class
of δ. Also, changing the initial condition used to determine φ results in a conjugation
of Mδ.
The first two conditions above are simply definitions. The third condition can
be satisfied by any noncompact CMC immersion, as we saw in Lemma 4.7.2. The
fourth condition is a rather strong condition, but there are many examples for which
this condition can hold. We have in fact already seen one such example, when we
constructed Delaunay surfaces in Section 2.5.
Remark 5.3.1. If Σˆ is compact, then the third assumption cannot be satisfied,
i.e. holomorphic potentials cannot be chosen to be well-defined on Σˆ. Therefore, in
general, we cannot define a monodromy matrixMδ of φ simply as in Equation (5.3.1).
However, there is a more general way to define a monodromy matrix of φ. Detailed
arguments and definitions can be found in [83]. In general, the fourth assumption
is also not satisfied, i.e. Mδ is not in Λ SU2 in general. However, there are several
methods for forcing a monodromy matrix to be in Λ SU2. Detailed arguments can be
found in [83], [204] and [81].
Iwasawa decomposing φ into φ = FB, note that F as well is generally only defined
on Σ˜, and the fourth condition above implies that the monodromy matrix of F is also
Mδ:
Mδ = F (τ(z), τ(z), λ) · (F (z, z¯, λ))−1 .
Now we consider what happens to the immersion fˆ along δ in each of the three
space forms. We will find necessary and sufficient conditions for fˆ = fˆ(z, z¯) to be
well-defined on the loop δ, that is,
fˆ(τ(z), τ(z)) = fˆ(z, z¯) .
This is something referred to as the “period problem” or “closing condition” of fˆ
about δ.
R3 case, H 6= 0: In the case of R3, applying the DPW method, fˆ is produced
from F by the Sym-Bobenko formula (3.3.4). In this formula, the necessary and
sufficient condition for fˆ = fˆ(z, z¯) to be well-defined along the loop δ, that is, for
fˆ(τ(z), τ(z)) = fˆ(z, z¯), is that
(5.3.2)
[
fˆ(z, z¯)
]
λ=1
=
[
Mδfˆ(z, z¯)M
−1
δ −
iλ
2H
(∂λMδ)M
−1
δ
]
λ=1
.
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Since fˆ depends on z while Mδ does not, we show in Lemma 5.3.2 that this holds if
and only if
(5.3.3) Mδ|λ=1 = ± I and ∂λMδ|λ=1 = 0 ,
that is, we need (Mδ, ∂λMδ)|λ=1 ∈ SU2× su2 to be the identity element (up to sign).
Forcing this to happen (with respect to one given homotopy class of loops represented
by δ) is a six-dimensional period problem, as the real dimension of the space SU2× su2
is six.
For the cases of S3 and H3, we will see below that again the period problem is
six-dimensional with respect to each homotopy class of loops.
Lemma 5.3.2. The immersion fˆ into R3 is well-defined along δ if and only if (5.3.3)
holds.
Proof. If (5.3.3) holds, then clearly (5.3.2) holds. Conversely, suppose (5.3.2)
holds. Then [fˆ ]λ=1 and [
Mδ · fˆ ·M−1δ −
iλ
2H
∂λMδ ·M−1δ
]
λ=1
have the same frames, which are represented by F |λ=1 and MδF |λ=1 (and these rep-
resentatives are determined uniquely up to sign). Hence F |λ=1 = (±MδF )|λ=1 and so
Mδ|λ=1 = ± I. Using Mδ|λ=1 = ± I, (5.3.2) then implies(
iλ
2H
∂λMδ ·M−1δ
)∣∣∣∣
λ=1
= 0 ,
so ∂λMδ|λ=1 = 0. 
S3 case: Travelling about the loop δ, fˆ = fˆ(z, z¯) changes to
(5.3.4) fˆ(τ(z), τ(z)) =Mδ|λ=eiγ1 · fˆ(z, z¯) ·M−1δ |λ=eiγ2
in the Sym-Bobenko-type formula (5.1.7). So fˆ(τ(z), τ(z)) = fˆ(z, z¯) is equivalent to
(5.3.5) Mδ|λ=eiγ1 = Mδ|λ=eiγ2 = ± I ,
by Lemma 5.3.3. Thus, to close the surface fˆ about the loop δ, we need
(Mδ|λ=eiγ1 ,Mδ|λ=eiγ2 ) ∈ SU2× SU2
to become the identity element (up to sign). As SU2× SU2 is six-dimensional, so is
the period problem.
Lemma 5.3.3. The immersion fˆ into S3 is well-defined along δ if and only if (5.3.5)
holds.
Proof. If (5.3.5) holds, then clearly (5.3.4) holds. Conversely, suppose (5.3.4)
holds. Then by Subsection 5.1.1, X → Mδ|λ=eiγ1 ·X ·M−1δ |λ=eiγ2 is a rigid motion of
S3, and it must be the identity rigid motion, since fˆ and Mδ|λ=eiγ1 · fˆ ·M−1δ |λ=eiγ2 are
equal. By Subsection 5.1.1, this is so if and only if (5.3.5) holds. 
H3 case, H > 1: Travelling about the loop δ, fˆ = fˆ(z, z¯) changes to
(5.3.6) fˆ(τ(z), τ(z)) = Mδ|λ=eq/2eiψ · fˆ(z, z¯) ·Mδ|λ=eq/2eiψ
t
5.4. DELAUNAY SURFACES IN R3, S3, H3 89
in the Sym-Bobenko-type formula (5.2.6). So fˆ(τ(z), τ(z)) = fˆ(z, z¯) is equivalent to
(5.3.7) Mδ|λ=eq/2eiψ = ± I ,
by Lemma 5.3.4. Thus, to close the surface fˆ about the loop δ, we need
Mδ|λ=eq/2eiψ ∈ SL2C
to become the identity element (up to sign). (In the case of H3, it is possible that
Mδ|λ=eq/2eiψ 6∈ SU2, since eq/2eiψ 6∈ S1.) As SL2C is six-dimensional, so is the period
problem.
Just like as for Lemma 5.3.3, we can use Subsection 5.2.1 to prove:
Lemma 5.3.4. The immersion fˆ into H3 is well-defined along δ if and only if (5.3.7)
holds.
Remark 5.3.5. As noted in Remark 4.6.1, the dressing φˆ = h+ · φ of φ generally
results in a highly nontrivial relation between the unitary parts of the Iwasawa split-
tings of φ and φˆ. However, it is simpler to understand how the monodromy matrices
Mδ = φ(τ(z), λ) · (φ(z, λ))−1 and Mˆδ = φˆ(τ(z), λ) · (φˆ(z, λ))−1 of φ and φˆ are related
by h+. In fact,
(5.3.8) Mˆδ = h+Mδh
−1
+ .
Then, using the closing conditions (5.3.3) or (5.3.5) or (5.3.7), there are situations
where one can apply the relation (5.3.8) to solve period problems of the immersion
resulting from the dressing φ→ h+ · φ.
5.4. Delaunay surfaces in R3, S3, H3
We define Delaunay surfaces in all three space forms R3 and S3 and H3 to be CMC
surfaces of revolution. (For R3 we assume H 6= 0, and for H3 we assume |H| > 1.)
More exactly, Delaunay surfaces are CMC surfaces of revolution about a geodesic line
in the ambient space form. That geodesic line must also lie in the space form itself.
(In some definitions of Delaunay surfaces, the geodesic line is allowed to lie only in
some larger outer space of at least four dimensions that contains the space form, such
as the 4-dimensional Minkowski space for H3, but we will not consider such cases
here). Cylinders in each of the space forms are one special limiting case of Delaunay
surfaces.
We will show here that Delaunay surfaces in all three space forms can be con-
structed using the potential ξ and solution φ of dφ = φξ in Section 2.5.
We define ξ and φ ∈ ΛSL2C and F ∈ ΛSU2 and B ∈ Λ+ SL2C as in Section 2.5, all
defined on the punctured z-plane Σ = C \ {0}. For a loop δ circling counterclockwise
once about z = 0 in Σ, the monodromy matrix Mδ of both φ and F is
Mδ = exp(2piiD) =
(
cos(2piκ) + irκ−1 sin(2piκ) iκ−1 sin(2piκ)(sλ−1 + t¯λ)
iκ−1 sin(2piκ)(s¯λ+ tλ−1) cos(2piκ)− irκ−1 sin(2piκ)
)
,
where
κ =
√
r2 + |s+ t¯|2 + st(λ− λ−1)2 .
Closing the period: The above ξ and φ produce CMC surfaces f via the Sym-
Bobenko formulas (3.3.4), (5.1.7) and (5.2.6). Now we consider the period closing
conditions for f in each of the three space forms R3, S3 and H3:
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For R3, we choose r, s, t so that
(5.4.1) r2 + |s+ t¯|2 = 1
4
and st ∈ R ,
and we choose f as in (3.3.4). Then (5.3.3) is satisfied, so the surface f will close to
become homeomorphic to a cylinder.
For S3, we choose r, s, t so that
(5.4.2) r2 + |s+ t¯|2 − 4st sin2(γ) = 1
4
and st ∈ R ,
and we choose f as in (5.1.7). Then (5.3.5) is satisfied, where we choose γ1 = −γ and
γ2 = γ in Theorem 5.1.2 for some real number γ, so the surface f closes to become
homeomorphic to a cylinder.
For H3, we choose r, s, t so that
(5.4.3) r2 + |s+ t¯|2 + 4st sinh2
(q
2
)
=
1
4
and st ∈ R ,
and we choose f as in (5.2.6). Then (5.3.7) is satisfied, where we choose q ∈ R \ {0}
and ψ = 0 in Theorem 5.2.2, so again the surface f will close to become homeomorphic
to a cylinder.
Remark 5.4.1. Because s · t ∈ R, we have s = sˆ · e2iα and t = tˆ · e−2iα for some
sˆ, tˆ, α ∈ R. If we apply the gauge
φ→ φ · g
for
g =
(
eiα 0
0 e−iα
)
,
then ξ changes to ξˆ = g−1 · ξ · g, and the Iwasawa splitting φ = F · B changes to
φˆ = Fˆ · Bˆ, where Fˆ = F · g and Bˆ = g−1 ·B · g. F and Fˆ produce the same surface in
the Sym-Bobenko formulas (3.3.4), (5.1.7), and (5.2.6), so without loss of generality
we may use ξˆ and φˆ instead of ξ and φ. The advantage of ξˆ is that
ξˆ =
(
r sˆλ−1 + tˆλ
sˆλ+ tˆλ−1 −r
)
dz
z
,
where now r, sˆ, tˆ are all real numbers. So without loss of generality, we now assume
in the remainder of this section that r, s, t ∈ R.
Showing that surfaces of revolution are produced: Here we show that the
surfaces produced by the above choice of ξ and φ are surfaces of revolution. By
Remark 5.4.1, it is sufficient to do this for real s and t, so we assume s, t ∈ R.
As we saw in Section 2.5, under the rotation of the domain
z → Rθ0(z) = eiθ0z ,
the following transformations occur:
F → Mθ0F , B → B ,
where
Mθ0 = exp(iθ0D) ∈ ΛSU2 .
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When the ambient space is R3, under the mapping z → Rθ0(z), f as in (3.3.4)
changes, like in (5.3.2), by
(5.4.4) f → (Mθ0 |λ=1)f(M−1θ0 |λ=1)−
i
2H
(∂λMθ0 |λ=1)(M−1θ0 |λ=1) .
One can check, using Section 2.4, that Equation (5.4.4) represents a rotation of angle
θ0 about the line
(5.4.5)
{
x · (−s− t, 0, r) +
(
s− t
r
, 0, 0
)∣∣∣∣ x ∈ R} ,
when r 6= 0. (We also computed this in Section 2.5.) Therefore f is a surface
of revolution (since the line (5.4.5) does not depend on θ0), and hence a Delaunay
surface in R3.
When the ambient space is S3, under the mapping z → Rθ0(z), f as in (5.1.7)
changes, like in (5.3.4), by
(5.4.6) f → (Mθ0 |λ=e−iγ )f(M−1θ0 |λ=eiγ ) .
One can check, using Subsection 5.1.1, that Equation (5.4.6) represents a rotation of
angle θ0 about the geodesic line
(5.4.7) {(x1, x2, 0, x4) ∈ S3 | sin(γ)(s− t)x1 + rx2 − cos(γ)(s+ t)x4 = 0} .
So we have a surface of revolution in this case also (since the geodesic line (5.4.7)
does not depend on θ0), and hence a Delaunay surface in S
3.
When the ambient space is H3, under the mapping z → Rθ0(z), f as in (5.2.6)
changes, like in (5.3.6), by
(5.4.8) f → (Mθ0 |λ=eq/2)f(Mθ0 t|λ=eq/2) .
One can check, using Subsection 5.2.1, that Equation (5.4.8) represents a rotation of
angle θ0 about the geodesic line
(5.4.9) {(x1, 0, x3, x0) ∈ H3 | sinh(q/2)(s− t)x0 − rx1 + cosh(q/2)(s+ t)x3 = 0} .
Therefore f is a surface of revolution (since the geodesic line (5.4.9) does not depend
on θ0), and hence a Delaunay surface in H
3.
5.4.1. The weight of Delaunay surfaces. We now describe the weight of
Delaunay surfaces in all three space forms R3 and S3 and H3.
Let δ be an oriented loop about an annular end of a CMC H surface in R3 or S3
or H3, and let Q be an immersed disk with boundary δ. Let η be the unit conormal
of the surface along δ and let ν be the unit normal of Q, the signs of both of them
determined by the orientation of δ. Then the weight of the end with respect to a
Killing vector field Y (in R3 or S3 or H3) is
w(Y ) =
∫
δ
〈η, Y 〉 − 2H
∫
Q
〈ν, Y 〉 .
In the case that the end is asymptotic to a Delaunay surface with axis ` and Y is
the Killing vector field associated to unit translation along the direction of `, we
abbreviate w(Y ) to w and say that w is the weight, or the mass or flux, of the end.
This weight changes sign when the orientation of δ is switched, but otherwise it is
independent of the choices of δ and Q. In other words, as shown in [224] and [225],
it is a homology invariant. (Since the mean curvature in [224] and [225] is defined
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as the sum of the principal curvatures, rather than the average, we must replace H
by 2H in the formulas for the weights there.)
We have F |z∈S1 ∈ SU2 for all nonzero λ, hence
F |z∈S1 = exp(iθD) ,
where z = eiθ.
For the case of R3, (3.3.4) and (3.3.5) imply
f |z=1 = −N |z=1 = −i
2
σ3 ∼= (0, 0,−1) .
From this and (5.4.5), it follows that S1 in the z-plane is mapped to a circle of radius
2|s|/|H|. Furthermore, if β is the angle between the conormal η of the surface along
the circle and the normal ν to the plane containing the circle, then
cosβ = 2(s+ t)
and the weight of the Delaunay surface in R3 is
w =
8pist
|H| .
An unduloid is produced when w > 0, and a nodoid is produced when w < 0, and
for the limiting singular case of a chain of spheres, w = 0. A cylinder is produced
when w attains the maximal value w = pi/(2|H|), that is, when r = 0 and s = t = 1/4.
For the case of S3, (5.1.7) and (5.1.8) imply
f |z=1 =
(
eiγ 0
0 e−iγ
)
, N |z=1 =
(
ieiγ 0
0 −ie−iγ
)
.
The circle S1 in the z-plane is mapped to a circle contained in the surface in S3. Let
` denote the radius of this image circle in S3, and let β denote the angle between the
conormal η of the surface along this circle and the normal ν to the geodesic plane in
S3 containing this circle. Then, using (5.4.7),
sin ` = 2t sin(2γ) , cosβ = 2
s+ t cos(2γ)
cos(`)
.
It follows that the weight of the Delaunay surface in S3 is
w =
8pist√
H2 + 1
.
For the case of H3, (5.2.6) implies
f |z=1 =
(
e−q/2 0
0 eq/2
)
, N |z=1 =
(
e−q/2 0
0 −eq/2
)
.
The circle S1 in the z-plane is mapped to a circle contained in the surface in H3. Let `
denote the radius of this image circle in H3, and again let β denote the angle between
the conormal η of the surface along this circle and the normal ν to the geodesic plane
in H3 containing this circle. Then, using (5.4.9),
sinh ` = 2s sinh(q) , cosβ = 2
t+ s cosh(q)
cosh(`)
.
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Thus the weight of the Delaunay surface in H3 is
w =
8pist√
H2 − 1 .
Figure 5.4.1. Delaunay surfaces in S3 and H3. (These graphics were
made using N. Schmitt’s software CMCLab [341].)
5.5. The representation of Bryant
In this section we show a representation due to Bryant for CMC 1 surfaces in
H3 that is similar to the Weierstrass representation for minimal surfaces in R3. It is
natural to expect the existence of this analogous representation for CMC 1 surfaces in
H3, since CMC 1 surfaces in H3 are related to minimal surfaces by a correspondence
that is often called the Lawson correspondence. This correspondence was undoubtedly
known before Lawson’s time, but Lawson described it explicitly in the literature [232].
In the first two subsections here, we describe the Lawson correspondence. The third
subsection gives the Bryant representation, and could be read independently of the
first two subsections.
5.5.1. The Lawson correspondence in a general setting. Regarding the
Lawson correspondence between CMC surfaces in R3 and S3 and H3, the essential
ingredient is the fundamental theorem of surface theory, telling us that on a simply-
connected Riemann surface Σ there exists an immersion with first and second funda-
mental forms g and b if and only if g and b satisfy the Gauss and Codazzi equations.
(This is true regardless of whether the ambient space is R3 or S3 or H3, but the Gauss
and Codazzi equations are not the same in the three cases.) So if f : Σ → R3 (resp.
S3) is a conformal CMC immersion, then its fundamental forms g and b satisfy the
Gauss and Codazzi equations for surfaces in R3 (resp. S3), and one can then check
that g˜ = g and b˜ = c · g + b satisfy the Gauss and Codazzi equations for surfaces
in H3 (resp. R3) for correctly chosen c depending on the mean curvature H of f , so
there exists an immersion f˜ : Σ → H3 (resp. R3) with fundamental forms g˜ and b˜.
Since trace(g−1b) = 2H , we have trace(g˜−1b˜) = 2(H + c), so f˜ is CMC (H + c). And
since g = g˜, f˜ is also conformal, and f(Σ) and f˜(Σ) are isometric. This is Lawson’s
correspondence.
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We now explain the Lawson correspondence in more detail: Let M3(K¯) be the
unique simply-connected complete 3-dimensional space form with constant sectional
curvature K¯ (e.g. M3(0) = R3, M3(−1) = H3, M3(1) = S3). For an immersion
f : Σ→ M3(K¯) with induced metric 〈·, ·〉 and Levi-Civita connection∇ and Gaussian
curvature K and shape operator A, the Gauss and Codazzi equations are satisfied:
(5.5.1) K − K¯ = det(A) , 〈A([X, Y ]), Z〉 = 〈∇XA(Y ), Z〉 − 〈∇YA(X), Z〉
for all smooth vector fields X, Y , and Z in the tangent space of Σ. Assume f is CMC
H , so H = (1/2)trace(A) is constant. Now choose any c ∈ R and define
A˜ = A+ c · I , K˜ = K¯ − c · trace(A)− c2 .
Then Equations (5.5.1) imply that the Codazzi equation still holds when A is replaced
by A˜:
〈A˜([X, Y ]), Z〉 = 〈A([X, Y ]), Z〉+ c〈[X, Y ], Z〉
= 〈∇XA(Y ), Z〉 − 〈∇YA(X), Z〉+ c〈∇XY, Z〉 − c〈∇YX,Z〉
= 〈∇XA˜(Y ), Z〉 − 〈∇Y A˜(X), Z〉 .
Equations (5.5.1) also imply that the Gauss equation in M3(K˜) also holds with A˜
(note that K is intrinsic and does not change):
K − K˜ = K − (K¯ − c · trace(A)− c2)
= det(A) + c · trace(A) + c2 = det(A+ c · I) = det(A˜) .
Therefore there exists an immersion f˜ : Σ → M3(K˜) with metric 〈·, ·〉 and shape
operator A˜, and f˜(Σ) is isometric to f(Σ). As the mean curvature of f˜(Σ) is
H˜ =
1
2
trace(A˜) = 1
2
trace(A) + c = H + c ,
this demonstrates the Lawson correspondence between a CMC H surface in M3(K¯)
and a CMC (H + c) surface in M3(K¯ − 2cH − c2).
In particular, when H = K¯ = 0 and c = 1, we have the correspondence between
minimal surfaces in R3 and CMC 1 surfaces in H3. And when H = 0 and K¯ = 1
and c = 1, we have the correspondence between minimal surfaces in S3 and CMC 1
surfaces in R3.
5.5.2. The Lawson correspondence in our setting. Now we consider what
the Lawson correspondence means in our situation. It means that the metric function
u in the metric 4e2udzdz¯ and the Hopf differential Q = 〈fzz, N〉 are unchanged, and
that the constant mean curvature H is changed to H + c. (In Sections 5.1 and 5.2,
w and A were used to denote the conformal parameter and the Hopf differential,
respectively. However, here we revert to the notations z and Q, i.e. we rename w and
A to z and Q, respectively.) When changing from S3 (resp. R3) to R3 (resp. H3), the
real number c is c = −H ± √H2 + 1. So if Hr and Hs and Hh represent the mean
curvatures in R3 and S3 and H3, respectively, then we have
(5.5.2) H2s + 1 = H
2
r , H
2
r + 1 = H
2
h .
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Looking back at Equations (3.1.5), (5.1.1) and (5.2.1), we have that the Gauss and
Codazzi equations in the three cases are:
R3 case : 4uzz¯ + 4e
2u(H2r )−QQ¯e−2u = 0 , Qz¯ = 0 .
S3 case : 4uzz¯ + 4e
2u(H2s + 1)−QQ¯e−2u = 0 , Qz¯ = 0 .
H3 case : 4uzz¯ + 4e
2u(H2h − 1)−QQ¯e−2u = 0 , Qz¯ = 0 .
The last two equations have had their notations changed so that w is now z and A is
now Q.
Thus these three sets of Gauss-Codazzi equations are the same in R3 and S3 and
H
3, by Equation (5.5.2). This demonstrates the Lawson correspondence.
5.5.3. The Bryant representation. Recall Lorentz 4-space R3,1 with Lorentz
metric 〈·, ·〉R3,1 as in Section 5.2. Recall also that hyperbolic 3-space H3 can be written
as in Lemma 5.2.1. We have the following fact from Subsection 5.2.1:
Lemma 5.5.1. For any F ∈ SL2C,
〈X, Y 〉 = 〈FXF¯ t, FY F¯ t〉 for all X, Y ∈ R3,1 .
Hence the map X → FXF¯ t is a rigid motion of R3,1, and therefore also of H3.
Let
f : Σ→ H3
be a conformal immersion, where Σ is a simply-connected Riemann surface with
complex coordinate w. (By Theorem 1.4.3, without loss of generality we may assume
f is conformal.) We also have:
Lemma 5.5.2. There exists an F ∈ SL2C (unique up to sign ±F ) so that
f = FF¯ t , e1 :=
fx
|fx| = Fσ1F¯
t , e2 :=
fy
|fy| = Fσ2F¯
t , N := Fσ3F¯
t ,
where N is the unique unit vector in the tangent space of H3 at the point FF¯ t such
that N is perpendicular to both e1 and e2 and {e1, e2, N} is positively oriented.
Proof. There exists an F ∈ SL2C so that f = FF¯ t and this F is unique up to
the choice F · B for any B ∈ SU2. Choose B so that the above equations for e1, e2,
and N hold. This B can be found because σ1, σ2 and σ3 are orthonormal in the usual
Euclidean R3 sense (see Sections 2.1 and 3.2). Furthermore, this B is unique up to
sign. 
Define the metric factor u and Hopf differential A by
〈fw, fw¯〉 = 2e2u , A = 〈fww, N〉 .
As we saw in Section 5.2, it follows that
fww = 2uwfw + AN , Aw¯ = 2Hwe
2u ,
fww¯ = 2e
2uf + 2He2uN , Nw = −Hfw − 1
2
Ae−2ufw¯ ,
and the Gauss equation is
(5.5.3) 2uww¯ + 2e
2u(H2 − 1)− 1
2
AA¯e−2u = 0 .
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Choosing F as in Lemma 5.5.2, where w = x+iy for x, y ∈ R, we have e1 = Fσ1F¯ t
and e2 = Fσ2F¯
t, and so
fw = 2e
uF
(
0 0
1 0
)
F¯ t , fw¯ = 2e
uF
(
0 1
0 0
)
F¯ t .
We define U = (Uij)i,j=1,2 and V = (Vij)i,j=1,2 by
Fw = F · U , Fw¯ = F · V .
Because fww¯ = fw¯w = 2e
2uf +2He2uN , we have U21 = (1−H)eu and V12 = (1+H)eu
and uw¯+V22+U¯11 = 0. Because detF = 1, we have that U and V are trace free, and so
U11 = −U22 and V11 = −V22. Because fww = 2uwfw +AN , we have U12 = (1/2)e−uA
and V21 = −(1/2)e−uA¯. Because Nw = −Hfw − (1/2)Ae−2ufw¯, we have U11 = −V¯11
and U22 = −V¯22. Therefore
U =
1
2
( −uw e−uA
2(1−H)eu uw
)
, V =
1
2
(
uw¯ 2(1 +H)e
u
−e−uA¯ −uw¯
)
.
Because U 6= 0, F is not antiholomorphic, but we now show that if f has constant
mean curvature H = 1, then we can change F to FB for some B = B(w, w¯) ∈ SU2
so that (FB)w = 0. (Note that multiplying by B will not change the immersion f ,
as f = FF
t
= (FB)(FB)
t
, even though the last three properties in Lemma 5.5.2 will
no longer hold.) To accomplish this, we first assume
H = 1
and then we need B to satisfy
(5.5.4) Bw = −UB .
Consider also the equation
(5.5.5) Bw¯ =WB ,
which we take to be the definition ofW . Then the Lax pair (5.5.4)-(5.5.5) is equivalent
to
(5.5.6) Bx = (W − U)B , By = −i(W + U)B .
A simple computation shows that
W − U , −i(W + U) ∈ su2 if and only if W = U¯ t,
so we set W = U¯ t. Then we have that
Uw¯ + U¯
t
w + [U, U¯
t] = 2(H − 1)e2uσ3 .
So if H ≡ 1, the compatibility condition Uw¯ + U¯ tw + [U, U¯ t] = 0 for the Lax pair
(5.5.6) (or equivalently, for the Lax pair (5.5.4)-(5.5.5)) holds. Thus an analog of
Proposition 3.1.2, with slnC and SLnC replaced by su2 and SU2, implies that there
exists a solution B ∈ SU2 of the Lax pair (5.5.4)-(5.5.5). In particular, (5.5.4) has a
solution B ∈ SU2.
Now, since f has constant mean curvature H = 1, writing that solution B as
B =
(
p q
−q¯ p¯
)
, pp¯+ qq¯ = 1 ,
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we have
(FB)−1(FB)w¯ = B
−1(V + U¯ t)B =
(−2eup¯q¯ 2eup¯2
−2euq¯2 2eup¯q¯
)
,
which must be antiholomorphic, because FB is. Define
ω = −2euq2 , g = p
q
, Fˆ = F¯ · B¯ .
Then Fˆ is holomorphic in w and
(5.5.7) Fˆ−1Fˆw =
(
g −g2
1 −g
)
ω ,
as in the Bryant representation in [365] (modified there from [42], and proven in
[42]).
The Bryant representation: Any conformal CMC 1 immersion
from a simply-connected domain Σ into H3 can be written as Fˆ Fˆ
t
for some solution Fˆ ∈ SL2C of an equation of the form (5.5.7).
Also,
(1 + |g|2)2|ω|2 = 4e2u ,
so we also have the metric determined from the g and ω used in the Bryant represen-
tation. Note that changing F to Fˆ changes f to fˆ = f¯ , which is only a reflection of
H3, so F and Fˆ produce the same surface up to a reflection.
Conversely, starting with any Fˆ solving (5.5.7), one can check that a CMC 1
surface Fˆ Fˆ
t
is obtained.
Remark 5.5.3. We note that choosing H = 1 was essential to proving the Bryant
representation above.
Remark 5.5.4. Equations (3.1.6) and (5.5.3) imply that the Gaussian curvature for a
CMC 1 surface in H3 is always non-positive, just as was the case for minimal surfaces
in R3 (Remark 3.4.1).
5.5.4. The Gauss map. In the Bryant representation, the map g : Σ→ C∪{∞}
does not represent a Gauss map (as it did in Section 3.4). The actual Gauss map can
be represented as follows: The normal vector Nˆ = N¯ = F¯ σ3F
t is both perpendicular
to the surface fˆ = F¯F t = Fˆ Fˆ
t
in H3 and tangent to the space H3 in R3,1 at each point
fˆ ∈ H3. Let P be the unique 2-dimensional plane in R3,1 containing the three points
(0, 0, 0, 0) and fˆ and fˆ + Nˆ . Then P contains the geodesic δ in H3 that starts at fˆ
and extends in the direction of Nˆ (this follows from the fact that all isometries of H3
are of the form in Subsection 5.2.1, and there is a rotation of R3,1 that moves P ∩H3
to the geodesic {(sinh t, 0, 0, cosh t) ∈ R3,1 | t ∈ R} that lies in a plane). This geodesic
δ has a limiting direction in the upper half-cone L+ = {(x1, x2, x3, x0) ∈ R3,1 | x20 =
x21+x
2
2+x
2
3, x0 ≥ 0} of the light cone of R3,1. This limiting direction, in the direction
of fˆ + Nˆ , is the Gauss map of fˆ . We identify the set of limiting directions with
S2 by associating the direction [(x1, x2, x3, x0)] := {α(x1, x2, x3, x0) | α ∈ R+} for
(x1, x2, x3, x0) ∈ L+ with the point (x1/x0,−x2/x0, x3/x0) ∈ S2; that is, we identify(
a b
b¯ c
)
∈ L+ with
(
b+ b¯
a+ c
, i
b¯− b
a+ c
,
a− c
a+ c
)
∈ S2 .
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Moreover, composing with stereographic projection
S
2 3 (ξ1, ξ2, ξ3) 7→
{
(ξ1 + iξ2)/(1− ξ3) ∈ C if ξ3 6= 1 ,
∞ if ξ3 = 1 ,
we can then identify (
a b
b¯ c
)
∈ L+ with b
c
∈ C ∪ {∞} .
Remark 5.5.5. When identifying the limiting direction [(x1, x2, x3, x0)] with the
point
(x1/x0,−x2/x0, x3/x0) ∈ S2 ,
the minus sign in the second coordinate of (x1/x0,−x2/x0, x3/x0) at first appears
rather arbitrary. But it is an acceptable identification, and we need it this way to
make the Gauss map holomorphic (rather than antiholomorphic), as we will see below.
Our identification here is in fact the same as the identification used in [42] and [365].
The reason that the minus sign appears here (but not in [42] and [365]) is that our
choice of matrix representation (5.2.2) for R3,1 is slightly different than that of [42]
and [365].
Since[
fˆ + Nˆ
]
=
[
F¯
(
1 0
0 0
)
F t
]
=
[
FˆBt
(
1 0
0 0
)
B¯Fˆ
t
]
=
[(
(F11p+ F12q)(F11p + F12q) (F11p+ F12q)(F21p+ F22q)
(F21p+ F22q)(F11p + F12q) (F21p+ F22q)(F21p+ F22q)
)]
,
where
Fˆ =
(
F11 F12
F21 F22
)
, and B =
(
p q
−q¯ p¯
)
,
the Gauss map is represented by G : Σ→ S2 with
G =
F11p+ F12q
F21p+ F22q
=
F11g + F12
F21g + F22
=
dF11
dF21
=
dF12
dF22
,
by (5.5.7). So we find that the Gauss map of fˆ is represented by G : Σ→ S2 with
G =
dF11
dF21
=
dF12
dF22
.
Remark 5.5.6. If we change Fˆ to Fˆ−1 in the Bryant representation we get the CMC
1 “dual” surface f ] = (Fˆ−1)(Fˆ−1
t
) in H3. Note that changing f to f ] switches g and
G.
5.6. Flat surfaces in H3
A surface is flat if its intrinsic Gaussian curvature K is identically zero. In this
section we describe a representation for flat surfaces in H3 that is due to Ga´lvez,
Mart´ınez and Mila´n [124], and is similar in spirit to both the Weierstrass representa-
tion for minimal surfaces in R3 and the representation of Bryant for CMC 1 surfaces
in H3.
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Figure 5.5.1. The horosphere (on the left) and the helicoid cousin (in
the center). The horosphere is given by the Bryant representation with
(g, η) = (c1, c2dw), c1 ∈ C, c2 ∈ C \ {0} on Σ = C, like the data for a
plane in R3. The helicoid cousin is given by the Bryant representation
with (g, η) = (ew, cie−wdw), c ∈ R \ {0} on Σ = C, like the data for
a helicoid in R3. The figure on the right shows a larger portion of the
helicoid cousin, so we can see that this surface is not embedded.
Figure 5.5.2. An Enneper cousin (on the left) and its dual surface (on
the right). These surfaces can be given by the Bryant representation
with (g, η) = (w, cdw), c ∈ R\{0} on Σ = C, like the data for Enneper’s
surface in R3. The value of c is important, as these surfaces for different
c do not differ by only a dilation, as would happen in the Weierstrass
representation for minimal surfaces. We note that the Enneper cousin
dual has infinite total curvature even though the Enneper cousin has
finite total curvature.
Let Σ be a simply-connected Riemann surface with global coordinate w = x +
iy. Let f : Σ → H3 be a smooth flat conformal immersion. (By Theorem 1.4.3,
without loss of generality we may assume f is conformal.) Because f is flat, the first
fundamental form is of the form
ds2 = ρ2(dx2 + dy2) , ρ = 2eu , u : Σ→ R ,
with
K = −ρ−2 · 4 log ρ = 0 ,
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Figure 5.5.3. Catenoid cousins can be given by the Bryant repre-
sentation with (g, η) = (wµ, (1 − µ2)dw/(4µwµ+1)), µ ∈ R \ {1} on
Σ = C \ {0}. The left-hand side is drawn with µ = 0.8 and the right-
hand side is drawn with µ = 1.2. f is well-defined on Σ, even though g
(and Fˆ ) is not. The catenoid cousin is locally isometric to a minimal
catenoid in R3, if one makes the coordinate transformation z = wµ and
an appropriate homothety of the minimal catenoid.
Figure 5.5.4. Trinoid cousin duals can be given by the Bryant rep-
resentation with (g, η) = (w2, cdw/(w3 − 1)2), c ∈ R \ {0} on Σ =
(C ∪ {∞} \ {w ∈ C|w3 = 1}, like the data for the Jorge-Meeks 3-noid.
The left-hand side is drawn with c = −0.3 and the right-hand side is
drawn with c = 0.8. Although numerical experiments show that the
surface on the left-hand side is embedded, none have yet been proven
to be embedded.
where 4 = ∂x∂x + ∂y∂y denotes the Laplacian. This implies that
4u = 0 .
So there exists a function v : Σ→ R so that u+ iv is holomorphic in w. Now define
z = 2
∫
eu+ivdw ,
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so z is holomorphic in w, and
dz
dw
= eu+iv 6= 0 ,
and
ds2 =
4e2u∣∣ dz
dw
∣∣2dzdz¯ = 4dzdz¯ .
So without loss of generality, we may assume that u is a constant and is
u =
1
2
log
(
1
4
)
.
Thus 4e2u = 1 and
ds2 = dx2 + dy2
with respect to the parameter w = x+ iy.
With the usual definitions for the Hopf differential A = 〈fww, N〉 and mean cur-
vature H = (1/2)e−2u〈fww¯, N〉 = 2〈fww¯, N〉, the Gauss-Weingarten equations are
fww = A ·N , fww¯ = 1
2
f +
1
2
HN , Nw = −Hfw − 2Afw¯ ,
and the Gauss-Codazzi equations are
H2 − 1 = 4AA¯ , Hw¯ = 2A¯w .
So either
H = +
√
1 + 4AA¯ ≥ 1 or H = −
√
1 + 4AA¯ ≤ −1
holds. Since the surface f is smooth, H is continuous, and precisely one of these two
cases will hold on all of Σ. Let us assume that the first case holds, that is, H ≥ 1.
(The second case H ≤ −1 can be dealt with in similar fashion to the following
computations.)
Choose a solution F ∈ SL2C of the Lax pair
Fw = F · U , Fw¯ = F · V ,
with
(5.6.1) U =
(
0 (1−H)/2
A 0
)
, V =
(
0 −A¯
(1 +H)/2 0
)
,
and defining an immersion f˜ : Σ → H3 via the Sym-Bobenko type formula as in
Lemma 5.2.1,
(5.6.2) f˜ = FF
t
,
we find that f˜ is also a flat surface with the same mean curvature H and Hopf
differential A as the immersion f . Thus f and f˜ are the same surface, up to a rigid
motion of H3. Hence we may simply assume f = FF
t
.
We can rewrite the above Lax pair as
(5.6.3) F−1dF =
(
0 1
2
(1−H)dw − A¯dw¯
Adw + 1
2
(1 +H)dw¯ 0
)
.
We see that F is not holomorphic in w, because dw¯ terms exist in the above equation
(or equivalently, because V is not zero). Our goal in this section is to show that we
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can make a change of parameter so that F is holomorphic with respect to the new
parameter.
The Codazzi equation implies that there exist functions z = z(w) : Σ → C and
ζ = ζ(w) : Σ→ C so that
F−1dF =
(
0 dζ
dz 0
)
.
Lemma 5.6.1. The function z is a global coordinate of f .
Proof. The function z will be global coordinate if the Jacobian zwz¯w¯ − zw¯z¯w =
∂wz · ∂w¯z¯ − ∂w¯z · ∂wz¯ is never zero, and since
zwz¯w¯ − zw¯z¯w = −1
2
(1 +
√
1 + 4AA¯) ≤ −1 ,
this Jacobian is never zero. 
Remark 5.6.2. Note that the coordinate z is not a conformal coordinate for f , since
zw¯ = (1 +H)/2 is not zero.
Lemma 5.6.3. ζz¯ = ∂z¯ζ = 0.
Proof. Computing that
ζz¯ = ζwwz¯ + ζw¯w¯z¯ = (1− z¯w)wz¯ − z¯w¯w¯z¯ = wz¯ − 1 ,
we see that we need only show wz¯ = 1. We have
wz¯ z¯w + wzzw = 1 , wz¯z¯w¯ + wzzw¯ = 0 ,
and this implies that(
wz¯
wz
)
=
1
zw¯z¯w − zwz¯w¯
(
zw¯ −zw
−z¯w¯ z¯w
)(
1
0
)
.
Since zw, zw¯, z¯w, z¯w¯ are all known in terms of A and H , we can compute that
wz¯ =
2(1 +H)
(1 +H)2 − 4AA¯ = 1 .

So with this new coordinate z, we have that
f = FF
t
, where dF = F
(
0 h(z)
1 0
)
dz
for some holomorphic function h(z).
If we had assumed the second case H ≤ −1, then ζ would have been the global
coordinate and z would have been a holomorphic function of ζ . Thus the analogous
result would hold, and the final relation would have been
f = FF
t
, where dF = F
(
0 1
h(ζ) 0
)
dζ
for some holomorphic function h(ζ).
To include both these cases, we state the conclusion as follows:
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Figure 5.6.1. Flat surfaces of revolution for α = −1 and α < 0
(α 6= −1). (These graphics were made by Hiroya Shimizu using Math-
ematica.)
Figure 5.6.2. Flat surfaces of revolution for α > 0. (These graphics
were made by Hiroya Shimizu using Mathematica.)
The representation of Ga´lvez, Mart´ınez and Mila´n [124]: A
flat immersion f : Σ→ H3 can be described as
f = FF
t
, where dF = F
(
0 h(z)
g(z) 0
)
dz
for some holomorphic functions h(z) and g(z) defined on Σ with
coordinate z.
Remark 5.6.4. This method above will not work for K = 0 surfaces in R3 or S3, for
the following reason: In the case of R3, Equation (5.6.3) becomes
F−1dF =
(
0 −1
2
Hdw − A¯dw¯
Adw + 1
2
Hdw¯ 0
)
=
(
0 dζ
dz 0
)
,
withH2 = 4AA¯ andHw¯ = 2A¯w. In this case we find that ζwζ¯w¯−ζw¯ζ¯w = zwz¯w¯−zw¯z¯w =
0, and thus neither z nor ζ can become the new coordinate.
In the case of S3, Equation (5.6.3) becomes
F−1dF =
(
0 1
2
(−i−H)dw− A¯dw¯
Adw + 1
2
(−i+H)dw¯ 0
)
=
(
0 dζ
dz 0
)
,
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with H2 + 1 = 4AA¯ and Hw¯ = 2A¯w. Then, just as in the case of R
3, neither z nor ζ
can become the new coordinate.
Example 5.6.5. Let α ∈ R \ {0, 1} be a constant and define holomorphic functions
g, h on Σ = C \ {0} as follows:
g = − 1
c2
z−2/(1−α) h =
c2α
(1− α)2 z
2α/(1−α)
for some constant c. Then we have a hyperbolic cylinder if α = −1 and an hourglass
if α < 0 (α 6= −1) and a snowman if α > 0. If we set α = 0 and replace Σ by C, then
we have a horosphere as shown in Figure 5.5.1. See [218], [219], [220].
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