The correlation-consistent composite approach ͑ccCA͒, an ab initio composite technique for computing atomic and molecular energies, recently has been shown to successfully reproduce experimental data for a number of systems. The ccCA is applied to the G3/99 test set, which includes 223 enthalpies of formation, 88 adiabatic ionization potentials, 58 adiabatic electron affinities, and 8 adiabatic proton affinities. Improvements on the original ccCA formalism include replacing the small basis set quadratic configuration interaction computation with a coupled cluster computation, employing a correction for scalar relativistic effects, utilizing the tight-d forms of the second-row correlation-consistent basis sets, and revisiting the basis set chosen for geometry optimization. With two types of complete basis set extrapolation of MP2 energies, ccCA results in an almost zero mean deviation for the G3/99 set ͑with a best value of −0.10 kcal mol −1 ͒, and a 0.96 kcal mol −1 mean absolute deviation, which is equivalent to the accuracy of the G3X model chemistry. There are no optimized or empirical parameters included in the computation of ccCA energies. Except for a few systems to be discussed, ccCA performs as well as or better than Gn methods for most systems containing first-row atoms, while for systems containing second-row atoms, ccCA is an improvement over Gn model chemistries.
I. INTRODUCTION
Though the successes of sophisticated molecular orbitalbased ab initio techniques such as Møller-Plesset perturbation theory ͑MPn͒ and coupled cluster theory are ubiquitous, the poor computational scaling of such methods ͑at least N 5 where N is the number of basis functions͒ with respect to the expansion of the one-particle basis set is still a significant limiting factor on the size of systems that can be examined. The need for high-accuracy computations on larger molecules has brought about the advent of "composite methods." The philosophy behind composite methods is to reproduce the electronic energy of an expensive and often computationally intractable electronic structure computation using additive approximations of basis set and electron correlation effects obtained from multiple computations of higher efficiency and lower accuracy.
The first widely used composite methods were the Gaussian-n methods, or Gn methods. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] The Gaussian-1 or G1 method 2, 3 was constructed along with a test set of atoms and molecules that had certain experimentally known energetic properties such as enthalpy of formation ͑⌬H f ͒, adiabatic ionization potential ͑IP͒, adiabatic electron affinity ͑EA͒, and proton affinity ͑PA͒. Generally, model chemistries follow the formulation of Gn methods by computing equilibrium geometries and harmonic vibrational frequencies at an efficient but rather low level of theory. Upon this reference geometry, single point energies are computed and additivity assumptions are made regarding basis set, electron correlation, and other molecular effects that influence the electronic energy of an atomic or molecular system.
The overall goal of the G1 method was to compute the energies of the G2-1 test set to within ±2 kcal mol −1 of the experimental values. Provided the test set is sufficiently diverse, an accuracy of ±2 kcal mol −1 could be expected for energies of systems outside of the training sets. The Gn methods provided an efficient and "black box" manner of computing molecular energies, and as a result, they have also been used in many studies to compute isomeric energy differences and reaction pathway energies ͑see Refs. 9, 11, and 12, as well as references therein͒. The original test set used to benchmark the G1 method was called "G2-1" and contained 55 ⌬H f 's, 38 IPs, 25 EAs, and 8 PAs. Equilibrium geometries for the molecular systems of the various Gn test sets and benchmark data in comparison with experimental values for current Gn methods are available, 11 providing an invaluable way to compare new composite approaches or computational methods directly with the Gn model chemistries.
The latest formulation of the Gn composite method is called "G3," 5, 12 where the empirical high-level correction ͑HLC͒ was fitted to the G2/97 set of 302 experimentally known quantities. Compared to the G1 method, two important additive corrections were included in the G3 energies, core-valence correlation and atomic spin-orbit splitting. Fur-ther modifications to the G3 method have included reducing the basis set size, 13 employing coupled cluster computations with single, double, and perturbative triple excitations ͓CCSD͑T͔͒ instead of quadratic configuration interaction ͓QCISD͑T͔͒ to create the G3͑CC͒ variant, 14, 15 using B3LYP density functional theory ͑DFT͒ equilibrium geometries and vibrational frequencies ͑G3B and G3X͒, 16, 17 using second-or third-order MPn theory instead of MP4 to determine the reference electronic energy ͓G3͑MP2͒ and G3͑MP3͔͒, 18, 19 and using scale factors to replace the HLC ͑G3S and G3SX͒. 17, 20 Besides the Gn methods, other composite approaches have been introduced. Many of these model chemistries attempt to approach the complete basis set/full-configuration interaction limit when applied to smaller systems, and report accuracies to within 0.50 kcal mol −1 of experimental data. Some notable composite methods are the complete basis set ͑CBS-n͒ theories of Petersson and co-workers, [21] [22] [23] [24] the focal point method of Allen et al. [25] [26] [27] [28] [29] and Császár et al. [27] [28] [29] [30] [31] [32] the W1 and W2 methods of Parthiban and Martin 33 and Martin and de Oliveira, 34 and the HEAT method of Stanton and co-workers 35, 36 Lastly, the composite method of Dixon and co-workers [37] [38] [39] [40] [41] [42] [43] [44] [45] has been largely successful by computing coupled cluster equilibrium geometries and total energies with large basis sets while using more efficient levels of theory to compute spin-orbit splitting, core-valence correlation, scalar relativistic, and zero-point vibrational anharmonicity effects.
Some popular composite methods, such as the CBS approaches of Petersson and Gn, use parametrized empirical corrections to account for various deficiencies within the model chemistry. The G3B model chemistry performs quite well compared to DFT for determining enthalpies of formation. However, it has been shown that G3 performs far worse than B3LYP if the HLC is not included in the G3 method. 46 Due to the nature of how the HLC is applied to the total energies, the magnitude of the HLC increases as the number of electron pairs per molecule increases. Thus, with increasing molecular size, the HLC becomes more integral to the success of the Gn approaches.
II. DESCRIPTION OF ORIGINAL ccCA METHOD
Recently, we have successfully formulated a composite method that predicts atomic energies, molecular energies, and thermodynamic properties consistently accurate to within 1 kcal mol −1 of experiment, without the inclusion of large basis set coupled cluster computations, empirical parameters, or energy scaling of additive corrections. 46 The "correlation-consistent composite approach" ͑ccCA͒ was originally based on G3B theory, 16 where the efficiency of DFT and wide availability of both analytic first and second derivatives for DFT were exploited. For larger systems, B3LYP equilibrium geometries and harmonic vibrational frequencies are likely to be more computationally efficient, yet relatively as accurate compared to experimental values as using MP2 or coupled cluster equilibrium geometries and harmonic vibrational frequencies. Replacing all-electron MP2 / 6-31G͑d͒ geometry optimizations/frequency computations with B3LYP/ 6-31G͑d͒ was found to save considerable CPU time without a change in the overall accuracy of the G2 or G3 method. 16, 47, 48 A vibrational frequency scaling factor of 0.9854 ͑equivalent to that used in G3X theory͒ 17 rather than the scaling factor of 0.96 used in G3B was found to slightly decrease overall errors.
As compared to the Gn methods which employed the Pople-style contracted Gaussian basis sets, such as 6-31G͑d͒ ͑Refs. 49 and 50͒ and 6-311G͑2df , p͒, the ccCA used correlation-consistent basis sets. These basis sets, originally developed by Dunning, 51 were constructed by systematically expanding the angular momentum functions in shells. Correlation-consistent basis sets exist for first-, 51 second-, and third-row elements, [52] [53] [54] have been augmented with diffuse functions ͑aug-cc-pVXZ͒, 55, 56 and have been modified to account for core-valence electron correlation ͑cc-pCVXZ͒. 57, 58 Once the ccCA equilibrium geometry was obtained, a reference energy was computed upon which further computations provided additive corrections. The first implementation of ccCA, called ccCA-aTZ, used the MP4/aug-cc-pVTZ single point as the reference energy. The ccCA-aTZ method generally performed with an accuracy equivalent to the G3 method for the 125 energies within the G2-1 test set. However, once the ccCA-aTZ model chemistry was applied to a few larger systems within the G3/99 ͑Ref. 8͒ test set, the accuracy was found to worsen proportionally with increasing molecular size. Earlier ab initio investigations of the stability of Møller-Plesset perturbative expansions have suggested that the inclusion of triple excitations in the MP4 wave function can produce large electron correlation errors. [59] [60] [61] As the MP4 method scales as N 7 , where N is the number of basis functions, large basis set MP4 computations would likely be impractical for the larger molecules of the G3/99 test set.
The first modification of ccCA was to replace the expensive MP4 computations with MP2. Because of the time savings gained from removing the MP4 computations, oneelectron basis set error could also be removed by performing CBS extrapolations. The previous ccCA study found that the simple exponential form proposed by Xantheas and Dunning 62 and Feller, 63, 64 E͑x͒ = A CBS + B exp͑− Cx͒, ͑1͒ where x = the zeta level of the correlation-consistent basis set ͓2 = DZ, 3 = TZ, etc.͔, was inferior to the mixed exponential/ Gaussian functional devised by Peterson et al., 65 expressed as
By implementing the MP2 CBS energy as the reference for additive corrections, the ccCA-CBS-1 method ͑using the Gaussian functional form͒, and the ccCA-CBS-2 method ͑us-ing the Peterson mixed functional form͒ were constructed. The ccCA-CBS-2 gave an improvement for the mean absolute deviation of the G2-1 test set of 0.1 kcal mol −1 compared to ccCA-CBS-1.
In order to properly account for high-order electron correlation effects, a single point energy was computed at the triple-zeta level with the QCISD͑T͒ wave function. The ⌬E͑QCI͒ correction for the ccCA-CBS methods can be expressed as
The final computation was a correction for core-valence correlation effects. This energy, ⌬E͑CV͒, was computed as
Including the zero-point energy ͓⌬E͑ZPE͔͒ determined by the scaled B3LYP/ 6-31G͑2df , p͒ harmonic vibrational frequencies, the ccCA-CBS energy was defined as
When computing ⌬H f values with ccCA-CBS-2, enthalpies of formation were mostly lower than the experimental values. The sign of the ccCA-CBS-2 error tended to lie in an advantageous direction, as adding atomic spin-orbit splitting and relativistic effects greatly improved the ⌬H f values. The overall ccCA-CBS-2 mean absolute deviation ͑MAD͒ for the G2-1 training set was 0.92 kcal mol −1 , better than the G3 MAD of 1.02 kcal mol −1 and almost exactly the MAD of the G3B composite method ͑0.93 kcal mol −1 ͒. Both of these G3 methods, of course, include the HLC.
In terms of accuracy, ccCA was found to perform as well if not better than the G3/G3B methods in most respects, and performed satisfactorily when compared to more expensive large basis set coupled cluster computations. 46 Unlike DFT or G3 without the HLC, the accuracy of ccCA-CBS-2 did not quickly deteriorate with increasing molecular size. While computationally more demanding than the Gn methods, ccCA was found to be tractable for significantly large molecules, such as adamantane and C͑NO 2 ͒ 4 , that could not be easily studied with large basis set coupled cluster methods.
III. MODIFICATIONS TO THE ccCA METHOD
In the present contribution, we implement the following modifications to the original ccCA method. They are listed as follows: ͑1͒ an atomic spin-orbit coupling correction is added from experimental results 66 or theoretical computations, 5 ͑2͒ replacement of QCISD͑T͒ energies with CCSD͑T͒ energies, ͑3͒ an explicit treatment of relativistic effects using the Douglas-Kroll-Hess Hamiltonian with a MP2 wave function, and ͑4͒ use of the tight-d augmented basis sets ͓cc-pV͑x + d͒Z, aug-cc-pV͑x + d͒Z, and aug-cc-pCV͑x + d͒Z͔ for second-row atoms. 52, 67 While the overall accuracy of the ccCA-CBS-2 model chemistry was within the target accuracy of ±͑1-2͒ kcal/ mol, there were some systematic improvements that could be made to the model chemistry. In the initial ccCA study, inclusion of atomic spin-orbit corrections was found to significantly improve atomic IPs and EAs, as well as atomization energies. In the present research, the atomic spin-orbit coupling correction is added to atomic energies and taken from experimental values 66 or from theoretical computations for a few of the atomic ions. 5 The second major modification to the original ccCA method is replacement of the QCISD͑T͒ correction with a CCSD͑T͒ correction. Curtiss et al. concluded that the G3͑CC͒ variant, which simply replaced the small basis set QCISD͑T͒ computation with a CCSD͑T͒ computation, did little to change the overall accuracy of the G3 method.
14 In fact, using various forms of G3 with QCISD͑T͒ had a slightly lower average absolute deviation. However, coupled cluster corrections should be preferred for black box approaches because of the more widespread availability of parallelized CCSD͑T͒ code ͑especially for open-shell systems͒. Also, as QCISD͑T͒ neglects certain product terms containing one-electron excitation operators ͑T 1 ͒, 68 the wave function can give spurious energies when a system has a large T 1 amplitude. This can be an indication of multireference character. Some examples of this effect have manifested themselves in a transition-metal ab initio study, 69 as well as in the computation of polarizabilities 70 and enthalpies of formation for alkali earth metal oxides. 71, 72 The coupled cluster correction ͓⌬͑CC͔͒ replaces ⌬͑QCI͒ and is
͑6͒
The third major enhancement of the original ccCA is to add an explicit treatment of scalar relativistic effects. To obtain an estimate of the impact of these effects, the previous ccCA study applied the relativistic shifts in ⌬H f obtained by Keziora et al. 73, 74 with the stationary direct perturbation theory 75 ͑SDPT͒ method and the G3Large basis set. While treatment of relativistic effects adds another computation to the ccCA method, it is essential for a complete treatment of molecular energies. In this study, scalar relativistic corrections were obtained from frozen-core MP2 or CCSD͑T͒ wave functions using the cc-pVTZ-DK ͑Ref. 76͒ basis sets and the spin-free, one-electron Douglas-Kroll-Hess ͑DKH͒ Hamiltonian. [77] [78] [79] The MP2 relativistic correction to the ccCA energy, ⌬E͑SR-MP2͒, is formulated as
whereas the CCSD͑T͒ relativistic correction ⌬E͑SR-CC͒ would be computed as
The final improvement to ccCA is the use of correlationconsistent tight-d basis sets ͓cc-pV͑x + d͒Z, aug-cc-pV͑x + d͒Z, and aug-cc-pCV͑x + d͔͒ for the second-row atoms. 52, [80] [81] [82] With ccCA-CBS-2, molecules containing second-row elements, for example, ClOH and SO 2 , had enthalpies of formation with large deviations from experiment ͑3.1 and 6.9 kcal mol −1 , respectively͒. When ccCA-CBS-2 was applied to a limited set of nonhydrogen molecules from the G3/99 benchmark set, it was found that the MAD of nine second-row containing molecules was almost four times greater than the MAD of 14 hydrocarbons and substituted hydrocarbons, 2.29 vs 0.68 kcal mol −1 . Dunning et al. 52 have found that reoptimization of the valence-d set with an additional d function in second-row correlation-consistent basis sets ͓resulting in the cc-pV͑x + d͒Z basis sets͔ improved the description of molecular core polarization effects. This modification of the basis sets increased the quality of basis set convergence and overall molecular energies without severely impacting computational time. Historically, G3 and its variants perform far worse for nonhydrogen versus organic species, even with the HLC. For example, while the mean absolute deviation for the 60 additional closed-shell organic molecules in the G3/99 test is only 0.69 kcal mol −1 , the G3 MAD is 3.24 kcal mol −1 for the 13 added nonhydrogen species. 8 The smaller Pople basis sets fail to treat the second-row core polarization effects, and this effect is large enough that the Gn HLC cannot fully compensate for this problem.
IV. COMMENTS ON SOME OF THE MOLECULES CONTAINED IN THE G3/99 BENCHMARKING SET
The G3/99 ͑Ref. 8͒ training set includes 376 atomic and molecular energies. The breakdown of experimental properties to be compared using these energies is 222 ⌬H f 's, 88 IPs, 58 EAs, and 8 PAs. The authors of the Gn composite methods further subdivide the 222 enthalpies of formation within the G3/99 set into the following five categories, 38 hydrocarbons, 91 substituted hydrocarbons, 47 nonhydrogens, 15 inorganic hydrides, and 31 radicals. All nonrelativistic computations in this study were performed using the GAUSSIAN03 software package, 83 and all relativistic computations were performed using MOLPRO 2002.6. 84 As MOLPRO does not have completely unrestricted MP2 and CCSD͑T͒ algorithms implemented in the code, the scalar relativistic corrections are computed using the difference between the completely restricted R/ROMP2 and R/ROCCSD͑T͒ relativistic and nonrelativistic wave functions. 85 The various Gn benchmark sets include molecules that have experimental uncertainties of less than 1 kcal mol −1 and have a broad variation in structure, size, and bonding types. This criterion for inclusion within the training sets is based only on firm experimental data and is not influenced by other theoretical studies or by conclusions made from the computation of Gn energies. Cioslowski et al. 86 created their own benchmark set of 600 enthalpies of formation, many of which are included in the G3/99 test set.
Periodically, experimental and theoretical work can modify or cast doubt on some of the quantities in the test set. For example, enthalpies of formation for the following radicals, CH, CH 2 Table I compiles enthalpies of formation where we used an experimental value different from that of the G3/99 set ͑Refs. 6, 8, and 93͒, and justification is provided in the footnotes for the preferred value used in our investigation. However, there are cases of larger discrepancies and the question remains as to which thermochemical data are the most reliable.
One quantity in the G3/99 set has been removed because of recent experimental uncertainty, the COF 2 enthalpy of formation. Asher et al. 94 investigated the difference of 7 -8 kcal mol −1 between ⌬H f values obtained with computational model chemistries ͑CBS-QCI/APNO, G2, and G3͒ ͑Refs. 5 and 95͒ and the JANAF value. 90 Asher et al. performed photoionization experiments and were able to redefine the ⌬H f COF 2 value to have an upper bound halfway between the previously tabulated and computed values. However, due to the rather large error bars and the fact that the new value was only an upper bound instead of a recommended ⌬H f , Curtiss et al. removed the ⌬H f ͑COF 2 ͒ value from the G3/99 test set. 92 While almost all of the thermochemical results in the com- 91 the enthalpy of formation of acetyl acetylene comes from a personal communication. To our knowledge, no detailed thermodynamic work has been published for this system, and the significant deviation from this experimental result using both the ccCA and G3 suggests new experiments would be of great interest. Lastly, while the G3/99 ⌬H f values of Si͑CH 3 ͒ 4 , PF 5 , and azulene have error bars less than ±1 kcal mol −1 , as shown in Table II , there exists a wide range of experimental values not considered by the authors of the Gn methods. However, to maintain the benchmarking philosophy of the Gn methods, the aforementioned systems will not be removed from the test set, nor will experimental values be adjusted until convincing experimental evidence changes the recommended values.
The enthalpic data for azulene and many larger hydrocarbons reflect the inherent experimental and computational limitations in terms of obtaining accurate gas-phase enthalpies of formation for materials that exist in a condensed phase under standard conditions. The gas-phase enthalpy is obtained from the solid-state enthalpy by the addition of the enthalpy of sublimation. While solid-state enthalpies are typically obtained by experimental methods such as combustion calorimetry with high accuracy and precision, experimental enthalpies of sublimation are, however, often fraught with uncertainty being measured by a variety of techniques that require high temperatures to generate sufficient vapor pressure of the material under inquiry; 98 enthalpies of sublimation are then extrapolated back to a standard temperature such as 298.15 K. To illustrate, in a massive review of enthalpies of sublimation, Chicoks and Acree 98 provided ⌬H sub for azulene ranging from 17 kcal mol −1 ͑combined correlation gas chromatography-differential scanning calorimetry͒ to 23 kcal mol −1 ͑Knudsen effusion͒. In an application of the ccCA to nitroanilines, 99 computations have suggested that there may be cases where error in experimental enthalpies of sublimation could propagate to the gas-phase enthalpies of formation.
V. ASSESSMENT OF THE MODIFIED ccCA METHOD FOR THE G3/99 TEST SET

A. Basis set dependence of DFT geometry optimization
The most important modifications to the Gn model chemistries have been attempts to improve the efficiency of geometry optimizations and the computation of harmonic vibrational frequencies, which are crucial to the efficiency paradigm of most composite methods. Baboul et al. 16 tested the G3 method using B3LYP geometry optimizations with a small basis set ͓6-31G͑d͔͒ instead of the original implementation of all-electron MP2 geometries with scaled HartreeFock frequencies. It was determined that using B3LYP equilibrium geometries and harmonic frequencies changed 27 of the 299 total energies in the G2/97 test set by more than 1 kcal mol −1 . Of those 27 molecules, the G3 energies were improved in 18 of the cases. Baboul et al. also noted that in many cases, the DFT geometry more closely resembled the QCISD and experimental geometries. The use of DFT for geometry optimizations and harmonic vibrational frequencies is more efficient than all-electron MP2 optimizations, especially for larger systems. Also, obtaining DFT harmonic vibrational frequencies will not be as costly as obtaining MP2 or coupled cluster frequencies and DFT vibrational frequencies are far more accurate than the scaled HF frequencies used in G3. However, any composite method using DFT equilibrium geometries will perform inappropriately when DFT methods cannot provide accurate equilibrium geometries, or optimize to nonphysical stationary points. Examples of this in the G2/97 test set are BF 3 + , BCl 3 + , and CH 4 + , where degenerate electronic states cause a Jahn-Teller distortion.
In the introduction of the G3X method, Curtiss et al. explored various equilibrium geometries of a few test cases in the G3/99 set. 17 They studied the 21 molecules from the G3/99 test set. Seven of the molecules ͑set A͒ were secondrow containing nonhydrides, while the other 14 ͑set B͒ were small first-row molecules, including some hydrogencontaining species. Typifying the nonsystematic nature of DFT methods with respect to basis set size, increasing the basis set size from the 6-31G͑2df , p͒ set to the 6-311 +G͑2df , p͒ gave a higher MAD for set A. 17 Also, a comparison of B3LYP with an all-electron MP2 computation made with the same basis sets showed that B3LYP consistently gave better geometries while at the same time provided a reduction in the computational time requirements. Thus, their conclusion was that B3LYP/ 6-31G͑2df , p͒ geometry optimizations provided the best balance between efficiency and accuracy.
In the initial development of the ccCA composite method, B3LYP/ 6-31G͑d͒ equilibrium geometries and scaled harmonic frequencies were implemented, but the geometry dependence of the DFT functional and basis set size was not explicitly investigated. We have examined the DFT basis set dependence of the same 21-molecule G3/99 subset investigated by Curtiss et al. in Ref. 17 . In Table III , bond distances and bond angles are computed with the B3LYP functional along with the 6-31G͑d͒, 6-31+ G͑d͒, 6-31G͑2df , p͒, cc-pVDZ, aug-cc-pVDZ, and aug-cc-pVTZ basis sets. For comparison to the original G3 method, MP2͑full͒ / 6-31G͑d͒ geometries are also presented. For this test set, the accuracy of the Pople-style basis sets increases as the basis set size is increased. The MAD versus experimental geometries is lowest for both set A ͑0.011 Å͒ and set B ͑0.006 Å͒ when using B3LYP/ 6-31G͑2df , p͒ optimizations.
Examining B3LYP optimizations with the medium-sized Pople-style basis sets and the triple-zeta correlationconsistent family of basis sets provides little difference. The MADs of B3LYP/cc-pVDZ and B3LYP/aug-cc-pVDZ methods are far worse ͑0.042 and 0.043 Å for bond distances and 1.2°and 1.4°for bond angles, respectively͒ than the other levels of theory for set A and are comparable to B3LYP/ 6 -31G͑d͒ for set B, in Table III . Using B3LYP/cc-pVTZ gives a larger MAD for set A than B3LYP/ 6-31G͑2df , p͒, but results in significant improvements for set B. To obtain accurate equilibrium geometries with a DFT functional, basis sets of triple-zeta quality appear to be essential, while larger basis sets are likely to substantially lower the efficiency of optimizations and frequency computations with an unsubstantial further gain in accuracy.
In Table IV , experimental properties for a selection of molecules from the G3/99 test set are computed using the ccCA method at various B3LYP geometries. The difference between ccCA energies at B3LYP/ 6-31G͑2df , p͒ geometries versus B3LYP/cc-pVTZ is rarely more than a few tenths of a kcal mol −1 . In almost all cases, the ccCA energies based on the 6-31G͑2df , p͒ geometries are even better than those obtained with the cc-pVTZ basis sets. The largest difference is in the computation of ⌬H f for SF 6 , where the ccCA energy at the B3LYP/ 6-31G͑2df , p͒ geometry is 1.1 kcal mol −1 closer to experiment ͑but still within the overall MAD of 0.96 kcal mol −1 ͒ than the ccCA energy from the B3LYP/ccpVTZ geometry. Since DFT energies do not systematically improve with respect to increasing basis set size, there are likely cases where the B3LYP/cc-pVTZ geometry provides more accurate values within the G3/99 set. However, the similarities amongst the basis sets as well as the slightly smaller basis set size lead us to recommend B3LYP/ 6 -31G͑2df , p͒ as the method of choice for ccCA geometry optimizations.
B. MP2 versus CCSD"T… relativistic corrections
While relativistic effects are commonly thought to significantly influence the electronic structure of molecules containing elements starting with the 3d transition metals, Kedziora et al. 73, 74 found that treatment of scalar relativistic effects could produce a shift in atomization energies of more than 0.5 kcal mol −1 for many main-group systems. Scalar relativistic effects on atomization energies becomes larger with increasing molecular size. As previously mentioned, determining the scalar relativistic contribution to the total ccCA energy requires an additional computation ͓Eqs. ͑7͒ and ͑8͔͒. Currently, most high-accuracy ab initio studies compute scalar relativistic effects with the CCSD͑T͒ method and either a Douglas-Kroll Hamiltonian ͑for example, Refs. 40, 46, 100, and 101͒ or first-order perturbation theory upon the one-electron mass-velocity and Darwin terms 102 with configuration interaction or coupled cluster methods ͑for example, Refs. 33 and 43͒.
Unfortunately, comparing the difference between the CCSD͑T͒/cc-pVTZ-DK and CCSD͑T͒/cc-pVTZ energies within ccCA will take as much computational time as repeating the ⌬͑CC͒ correction. The ⌬͑CC͒ correction can become the computational bottleneck of ccCA, and using the coupled cluster relativistic correction can significantly increase the time to compute the ccCA energy. For this reason, the use of the Peterson mixed Gaussian/exponential CBS function has been examined with the energies of the G3/99 test set using both ⌬͑SR− MP2͒ and ⌬͑SR− CC͒. The mean absolute deviation of the 376 quantities in the G3/99 test set is only 0.004 kcal mol −1 higher with the MP2 DK correction. There- fore, the MP2 DK correction can be efficiently computed in lieu of a much more expensive CCSD͑T͒ DK computation.
C. Dependence on CBS fit
In the initial ccCA study, two functions were used to calculate the CBS MP2 energy that was used as the reference energy ͓Eqs. ͑1͒ and ͑2͔͒. It was found that the choice of CBS function can have a rather substantial effect on the quality of thermodynamic and experimental properties. Besides the two functions used to fit the CBS energy in the first implementation of the ccCA, there is a variety of other CBS functions that are frequently used. Following investigations of correlation energy on small systems performed by Schwartz 103, 104 and Kutzelnigg and Morgan, 105 functions have been devised based upon inverse powers related to the highest angular momentum represented ͑l max ͒ in the basis sets. Two such functions have the forms [106] [107] [108] [109] E͑l
and
A simple analytic formula for Eq. ͑10͒ has recently been given by Halkier et al. 109 Using triple-zeta and quadruplezeta energies, Eq. ͑10͒ can be reformulated as
.
͑11͒
Wilson and Dunning 110 also proposed the following function for MP2 CBS extrapolations:
The different extrapolation schemes are named ccCA-F ͓Eq. ͑1͔͒, ccCA-P ͓Eq. ͑2͔͒, ccCA-S4 ͓Eq. ͑9͔͒, ccCA-S3 ͓Eq. ͑10͔͒, and ccCA-WD ͓Eq. ͑12͔͒. In this study, the total MP2 energies ͑not just the correlation energies͒ are extrapolated to the CBS limit. With five different types of CBS extrapolation functions, the full listing of ccCA atomic ͑Table S1͒ and molecular properties as well as individual deviations from experiment ͑Table S2͒ are given as supplementary material.
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TABLE IV. Geometry dependence of a few quantities in the G3/99 test set. Properties are computed using the ccCA-P method. Deviations are shown in kcal mol −1 .
Expt. 6-31G͑d͒ 6-31+ G͑d͒ 6-31G͑2df , p͒ cc-pVDZ aug-cc-pVDZ cc-pVTZ The signed deviations of ccCA for the G3/99 test set with the various CBS extrapolation schemes are presented in Table V , along with the breakdown of deviations for the subcategories of atomic and molecular properties. The MADs are given in Table VI , compared to the G3 and G3X values in Table VI , and shown pictorially in Fig. 1 . From Table VI , the ccCA-P and ccCA-S4 extrapolation schemes give the lowest mean absolute deviations from experimental values for the 376 energies in the G3/99 test set. Both ccCA-P and ccCA-S4 give overall MADs that are an improvement on G3 and comparable to G3X. Compared to G3X ͑1.49 kcal mol −1 MAD for the 47 systems͒, the two best ccCA CBS fits ͑ccCA-P: MAD= 1.03 kcal mol −1 ; ccCA-S4: MAD= 0.96 kcal mol −1 ͒ are significantly more reliable at computing ⌬H f values for nonhydrogen systems. On the other hand, the G3X MAD of 0.46 kcal mol −1 for the 38 hydrocarbon systems is quite superior to the MADs of ccCA-P ͑0.85 kcal mol −1 ͒ and ccCA-S4 ͑0.86 kcal mol −1 ͒. All other subcategories and properties included in the G3/99 test set are computed to a nearly equivalent accuracy among ccCA-P, ccCA-S4, and G3X. Shown in Table V , the standard deviations of the ccCA-P and the ccCA-S4 variants ͑both at 1.30 kcal mol −1 ͒ are quite similar to the G3X standard deviation ͑1.35 kcal mol −1 ͒. The root mean squared deviations of ccCA-P ͑1.32 kcal mol −1 ͒ and ccCA-S4 ͑1.30 kcal mol −1 ͒ are slightly smaller than that of G3X as well. By extrapolating ccCA MP2 energies to the CBS limit and eliminating the need for HLC, ccCA-P and ccCA-S4 generally give energies comparable to Gn methods.
The high-level correction ͑HLC͒ of the Gaussian-n composite methods is constructed to minimize the signed mean deviation of the entire G2/97 test set. The success of the HLC is evident when analyzing the mean deviation of the expanded G3/99 set, as it is still quite near zero for both G3 and G3X. Though ccCA-P and ccCA-S4 have almost exactly the same MAD, the signed mean deviation of ccCA-S4 is quite close to zero ͑−0.10 kcal mol −1 ͒, which is equal in magnitude to the mean deviation of the G3X method ͑+0.10 kcal mol −1 ͒. It is important to reiterate that this has been achieved in the ccCA framework without any optimized parameters.
The histograms in Fig. 2 illustrate the distribution of G3/99 signed deviations of G3, G3X, ccCA-P, and ccCA-S4. The overall results obtained from G3X, ccCA-P, and ccCA-S4 are remarkably similar. With respect to the total number of systems within the G3/99 test set for which chemical accuracy of ±1 kcal mol −1 is achieved, ccCA-P performs the best, with 248 of the 376 energies ͑66.0%͒ for ccCA-P, versus 244 with G3X ͑64.9%͒, 235 with G3 ͑62.5%͒, and 229 with ccCA-S4 ͑60.9%͒. All three of these composite methods show the same largest positive maximum deviation, the IP of B 2 F 4 , but this quantity could be an outlier for which more experimental work is necessary. The second largest positive deviation for G3 is the ⌬H f of C 2 F 4 ͑4.9 kcal mol −1 ͒. For G3X, this is the ⌬H f of Na 2 ͑4.5 kcal mol −1 ͒, and for ccCA-P and ccCA-S4, the ⌬H f of H 2 C v CHCl ͑3.7 and 3.9 kcal mol −1 , respectively͒. The most negative signed deviation for G3X theory is the IP of CN ͑−6.5 kcal mol −1 ͒, while for both ccCA-P and ccCA-S4 it is the ⌬H f of azulene isomer of C 10 H 8 ͑−5.0 and −4.3 kcal mol −1 , respectively͒. Generally, the agreement between ccCA-P/ccCA-S4 and G3X is quite good. On average for the G3/99 test set, the difference of the mean deviations between ccCA-P and G3X is −0.35 kcal mol −1 , while the ccCA-S4 and G3X difference in mean deviations is 0.20 kcal mol −1 . Compared to G3X, the performance of ccCA is only noticeably worse for hydrocarbon enthalpies of formation. In Fig. 3 , the distribution of errors for the 37 hydrocarbons in the G3/99 set is shown for G3, G3X, and ccCA-S4. The two largest absolute hydrocarbon ⌬H f deviations for ccCA are azulene ͑−4.3 kcal mol −1 with ccCA-S4͒ and cyclooctatetraene ͑−2.5 kcal mol −1 ͒. As noted in Sec. IV, the deviation for azulene may actually be attributed to the experimental data, which is based upon the uncertainty in the reported enthalpies of sublimation. For G3 and G3X, the largest deviation in magnitude, ⌬H f of cyclobutene, is much smaller than with ccCA, −2.6 kcal mol −1 with G3, and −2.4 kcal mol −1 with G3X. For the hydrocarbon systems in the G3/99 set, trends are not immediately evident as to why ccCA performs worse than G3 and G3X model chemistries.
In Fig. 4 , the distribution of errors for the subcategory of 47 nonhydrogen ⌬H f values is examined. The number of species within chemical accuracy is considerably greater with ccCA, 24 with both ccCA-P and ccCA-S4, in constrast to 19 with G3X and 14 with G3. Even though the G3X treatment of nonhydrogens is significantly improved from G3 due to the B3LYP/ 6-31G͑2df , p͒ geometry optimizations and the "G3extralarge" Hartree-Fock computation, 17 G3X ͑Na 2 ͒ still has a larger maximum absolute deviation, 4.5 kcal mol −1 , than ccCA ͑C 2 F 4 ͒, 3.3 kcal mol −1 with ccCA-P and 3.6 kcal mol −1 with ccCA-S4. G3X also has 11 nonhydrogen enthalpies of formation outside the range of ±3 kcal mol −1 versus only three such deviations with ccCA-P and two with ccCA-S4. Examining the complete set of 134 second-row containing molecules in the G3/99 training set, the signed deviation for ccCA-P is 0.01 kcal mol −1 compared to 0.07 kcal mol −1 with G3X. The MAD for the entire second-row containing set is 0.94 kcal mol −1 with ccCA-P and 1.05 kcal mol −1 with G3X. The ccCA-P standard deviation ͑1.25 kcal mol −1 ͒ for this subset is an improvement upon G3X ͑1.42 kcal mol −1 ͒ as well. For group IA-and IIA-containing molecules, 72, 112 which have been considered a severe problem for the Gn model chemistries, preliminary results indicate that ccCA proves to be much more reliable than even the G3X composite method.
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D. Examination of scale factors
The deficiencies of DFT vibrational frequencies and the historical validity of using scale factors have been considered in this work. Previous in-depth studies of scale factors by Sinha et al. 114 and Scott and Radom 115 examined the best combination of scale factors for HF, DFT, and MP2 for the correlation-consistent and Pople-style basis sets, respectively. Even though scale factors are technically "empirical parameters," the inclusion of scale factors accounts for the anharmonicity of vibrational frequencies, which is a physical contribution to the electronic energy of a molecule. In order to efficiently compute the quartic force constants necessary to include anharmonicity corrections in the ccCA, analytic DFT third derivatives would be required. Currently, no publicly available software package allows facile computation of analytic third derivatives for any type of wave function for general polyatomic systems. Also, computation of analytical third derivatives would likely be an expensive computational undertaking, even with DFT methods. Scale factors have therefore been used in several high-accuracy theoretical thermochemical investigations such as the n-alkane study of Pollack et al. 45 The G3X scale factor of 0.9854 was an optimized parameter fitted by Scott and Radom 115 for a training set of 122 molecules. This scale factor was adopted in the first implementation of the ccCA for B3LYP/ 6-31G͑d͒ harmonic frequencies because it provided better ZPEs than the recommended scale factor of 0.965 from the CCCBDB database. 116 To determine the impact of different scale factors, the energies of the molecules in the G3/99 set have been recomputed using scale factors of 0.965, 0.9854, and unity.
In Table S3 , the ZPE and temperature corrections of the G3/99 set are shown with the three scale factors used in this study. 111 The signed and mean absolute deviations of the G3/99 set are pictorially shown in Fig. 5 . With the scale factor of 0.965, the signed deviation of the G3/99 set with ccCA-P is 0.17 kcal mol −1 , while the MAD is 1.13 kcal mol −1 . Contrary to the Gn necessity of the HLC to achieve chemical accuracy for almost all systems in the G3/99 test set, exclusion of scale factors from the ccCA is not catastrophic. Without vibrational scale factors, the signed deviation with the ccCA-P formalism is −0.57 kcal mol −1 , and the MAD is 1.09 kcal mol −1 . As an example of how scale factors are a minor influence on the overall accuracy of the ccCA compared to the HLC, for the largest molecule in the G3/99 set ͑n-octane͒, scaling the frequencies by 0.9854 contributes 2.2 kcal mol −1 to the atomization energy. The G3X HLC on the other hand, contributes 47.3 kcal mol −1 to the atomization energy. In order to attain chemical accuracy, Gn methods utilize both the HLC and scale factors. Within 
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Correlation-consistent composite approach J. Chem. Phys. 125, 104111 ͑2006͒ the ccCA model chemistry, a nonoptimized scale factor improves the accuracy of the method by 0.13 kcal mol −1 , taking into account known deficiencies of the vibrational harmonic approximation.
VI. CONCLUSIONS
The modifications to the original implementation of the ccCA lead to an improvement in the description of molecular properties. Four significant modifications have been applied to the ccCA: the effect of spin-orbit coupling is added to the atomic energies, QCISD͑T͒ computations are replaced with CCSD͑T͒, an MP2 Douglas-Kroll computation adds scalar relativistic effects, and the cc-pV͑X + d͒Z, aug-cc-pV͑X + d͒Z, and aug-cc-pCV͑X + d͒Z basis sets have been utilized for second-row atoms. The CBS extrapolation procedure is varied in order to determine which CBS fits perform best. The modified ccCA algorithm is applied to the 376 systems in the G3/99 training set, and the CBS fits in Eq. ͑2͒ ͑ccCA-P͒ and Eq. ͑9͒ ͑ccCA-S4͒ perform best, which give mean absolute deviations of 0.96 and 0.97 kcal mol −1 , respectively.
As a composite method, the ccCA generally performs as well or better than the G3X method. Though ccCA has problems with enthalpies of formation for a few hydrocarbon species, it can be used to validate Gn results. When computing enthalpies of formation of molecules containing secondrow atoms, ccCA is a substantial improvement over any G3 methods by at least 0.5 kcal mol −1 . For hypervalent species such as SF 6 , accuracy of the ccCA benefits from CBS extrapolations and the tight-d family of correlation-consistent basis sets.
Comparing the various MP2 CBS extrapolations, the signed mean deviation of ccCA-S4 is the closest to zero, providing agreement with the G3X model chemistry. Both ccCA-P and ccCA-S4 have a standard deviation smaller than G3X for the 376 quantities in the G3/99 test set. Clearly for the computation of molecular energies, the ccCA model chemistry can be expected to be accurate to at least 
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DeYonker et al. J. Chem. Phys. 125, 104111 ͑2006͒ ±1 kcal mol −1 . The ccCA could be considered a robust compromise between composite methods that are efficient but parametrized, and those that are highly accurate, but still on the fringe of mainstream utility for molecules with more than 5-15 heavy atoms. In future studies, the ccCA will be applied to molecules significantly larger than azulene and n-octane, the largest and most costly members of the G3/99 set, as well as for systems where Gn methods give questionable results, such as group IA/IIA oxides and hydroxides.
