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The use of lattice Boltzmann methods (LBMs) for fluid flow and its coupling with finite
element method (FEM) structural models for fluid–structure interaction (FSI) are investi-
gated. FSI modeling methodology and example applications are presented for single-
component flows. Furthermore, multicomponent LBM fluid models are also studied with
structural dynamics solvers for 2D FSI simulations. To enhance modeling capability for
domains with complex surfaces, a novel coupling method is introduced that allows use of
both classical LBM (CLBM) and a finite element LBM (FELBM) to be combined into a
hybrid LBM (HLBM) that exploits the flexibility of FELBM while retaining the efficiency
of CLBM. [DOI: 10.1115/1.4027866]
1 Introduction
The LBM is an increasingly popular way to simulate fluid flow.
In contrast to more conventional methods such as finite difference
methods, control volume methods, and FEM, the LBM begins not
with the picture of the fluid as a continuous medium, but instead
as a collection of particles. These particles move and undergo
local interactions with other particles in accordance with simple
rules. Macroscopic physical phenomena such as those conserva-
tion laws described by the Navier–Stokes equations emerge from
the large number of these local interactions. The microscopic level
of description provides an intuitive basis for generalization to
complex systems such as porous media, two-phase flow and mag-
netohydrodynamics among others. By judiciously altering the for-
mulation, other partial differential equations of interest have been
modeled by a similar procedure including the Burgers equation,
the Korteweg–de Vries equation, the Brinkman equation, and the
Schrodinger equation. For a concise review of the current state of
the art in LBM, an excellent survey can be found in Ref. [1] with
a recent update in Ref. [2]. A recently published analysis of LBM
theory, which includes a thorough critique and comparison with
traditional computational fluid dynamics techniques, can be found
in Ref. [3]. In this work, the LBM will be used for the solution of
the Navier–Stokes equations for single-component fluid flows as
well as a limited number of multicomponent fluid flows. The
interaction of fluid flow with elastic structures and suspended par-
ticles are commonly encountered problems in many practical en-
gineering applications. Use of the LBM for the fluid modeling is
common. Nonetheless, to the best of the authors’ knowledge, no
substantial work has been done to apply LBM to solve the equa-
tions of structural dynamics. Consequently, several methods have
been proposed to couple the LBM with more traditional structural
dynamics solvers in order to collectively capture both the fluid
and structural dynamics aspects in the FSI problems. Some
authors [4,5] have used the immersed boundary (IB) method along
with LBM. In an IB method, the fluid problem is solved over a
fixed Eulerian grid that covers the entire domain. The IB is solved
on a moving Lagrangian array of points overlying a portion of the
Eulerian grid. The force that the fluid exerts on the moving bound-
ary is projected onto the Lagrangian node points by use of the
Dirac delta function as described in Ref. [6]. This solution proce-
dure has been extensively used for studying FSI applications, par-
ticularly for biological flows [7]. While the IB method has been
popular for modeling of highly flexible structures, a common
methodology for multibody coupling with the LBM is the discrete
element method (DEM). This method combines problems
addressed by the coupled IB and LBM solvers and, indeed, use
the same methods for hydrodynamic coupling between the fluid
and solid, but also account for the solid body-to-body interactions
and has been extensively used for particle and granular flow prob-
lems. A succinct review of the use of LBM and DEM is provided
in Ref. [8]. As a few examples, this approach has found use in
investigation of sedimentation of particles in fluid at low Reynolds
numbers [9], particulate flows [10], and particle transport in turbu-
lent fluid flows [11]. The FEM has a long history of use for prob-
lems in both structural and fluid dynamics. As can be expected,
the FEM as also been applied to FSI problems where the FEM is
used in both the fluid and solid domains [12], for example. In this
work, the advances in coupling LBM for fluid with FEM for struc-
tural dynamics presented in Ref. [13] will be used as a starting
point for further FSI studies. Section 2 describes the coupling
LBM and FEM for FSI problems followed by FSI examples in
Sec. 3. FSI problems with multicomponent flows are presented in
Sec. 4. Section 5 presents a HLBM technique which uses both
classical LBM and FEM-based LBM for fluid flow dynamics. The
hybrid technique is applied to FSI problems to demonstrate the
advantage of the HLBM in junction with the structural FEM mod-
els. This section is followed by conclusions.
2 FSI
2.1 LBM Technique. Historically, the LBM is derived from
the concepts of the cellular automaton [14]. The CA model under-
lying a fluid dynamics model incorporates movement of particles
from one lattice site to another along discrete lattice directions.
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The rule for lattice site update is applied to all particles arriving at
a given lattice site in a given time step and is represented formally
in Eq. (1)
Na xþ dxea; tþ dtð Þ ¼ Na x; tð Þ þ Xa Nð Þ (1)
where Na is a Boolean variable indicating the presence or absence
of a fluid particle traveling along lattice direction ea at position x.
The rules for update—referred to as the collision operator—is for-
mally denoted by Xa(N). One advantage of this formulation using
Boolean variables is the absence of round-off errors; all arithmetic
is exact. Unfortunately, though the mathematical operations are
simple and exact, it has been found that they are required in enor-
mous numbers to overcome statistical noise in the results. Addi-
tionally, it has been found that further lattice symmetry
requirements need to be met in order to provide Galilean
invariance.
The LBM emerged from the solutions presented to these diffi-
culties [15]. The LBM seeks to solve the discrete Boltzmann
equation which, in the absence of external forces is
@fa
@t
þ ea  rfa ¼ Xa; a 2 0;…; q½ ; ea 2 Rd (2)
where fa is the particle velocity distribution function for lattice
direction a; ea is the set of lattice velocities; and Xa is the collision
operator. Additionally, initial values for all fa must be supplied on
the problem domain, and boundary conditions must be applied
appropriately. In the current section and section 2.2, each of these
issues will be addressed in turn so that a simulation of fluid flow
may be undertaken using the LBM.
In the LBM, this solution is sought on a regular lattice. A lattice
is defined by a sound speed cs, a set of d-dimensional lattice
velocities ea where a  [0,…,q] and a set of weights wa. The usual
notation to specify a lattice is given as DdQq. A lattice commonly
used in 2D has nine velocities and is denoted D2Q9. The sound














e0 ¼ 0; 0ð Þ
e1 ¼ 1; 0ð Þ e2 ¼ 0; 1ð Þ e3 ¼ 1; 0ð Þ e4 ¼ 0;1ð Þ
e5 ¼ 1; 1ð Þ e6 ¼ 1; 1ð Þ e7 ¼ 1;1ð Þ e8 ¼ 1;1ð Þ
(3)
Commonly used lattices for 3D problems are called D3Q15,
D3Q19, and D3Q27, respectively. The discrete Boltzmann equa-
tion shown in Eq. (2) is in the general form of an advection equa-
tion. The momentum space is discretized along the q lattice
speeds which, with the advection equation analogy, are the char-
acteristic speeds. The right-hand side of Eq. (2) is the collision op-
erator Xa which determines what happens to the particle
populations fa as they traverse the lattice in their respective char-
acteristic directions. Instead of numerically integrating the tempo-
ral and spatial derivative operators, the LBM handles them
discretely in time and space by “streaming” particle distributions
from a source lattice site to neighboring lattice site in each direc-
tion. This process is formally expressed in Eq. (4), where r is the
position vector for a given lattice point and t is the current time in
lattice units
fa rþ ea; tþ 1ð Þ  fa r; tð Þ ¼ Xalpha (4)
The simplest and most popular form for the collision operator is
the Bhatnagar–Gross–Krook (BGK), shown in Eq. (5), which




fa  f eqa
 
(5)
where s is a relaxation parameter, f eqa is a function of the macro-
scopic parameters of the fluid represented by fa given by
f eqa ¼ qwa 1þ
ea  uð Þ
c2s









The macroscopic variables of fluid density and velocity, given
by q and u, respectively, are computed as moments of the particle
distribution function fa as shown in Eqs. (7) and (8). When
required for physical modeling, the fluid pressure p can also be










p ¼ qc2s (9)
The relaxation parameter s can be related to the fluid kinematic
viscosity . The relationship is given in Eq. (10) with all units






Frequently in the literature, and periodically in this paper, the
inverse of s is used as the relaxation parameter and is convention-
ally named x. Since for real fluids,  must be non-negative, s is
constrained to be greater than or equal to 0.5. In notation employ-
ing x, this implies x must be positive and less than or equal to 2.
It should be noted that the numerical value of  expressed in lat-
tice units is related to the fluid physical kinematic viscosity and is
modified both by Reynolds scaling for nondimensionalization of
the fluid parameters and then rescaled to lattice units depending
upon lattice spacing and time step size.
2.2 Force Evaluation. FSI problems share the issue of need-
ing to determine how forces and momentum inputs from one do-
main are to be transmitted into the other. For monolithic
approaches, such as using FEM both for the fluid and structural
domains, the transfer of this data may be a natural part of the dis-
cretization and satisfaction of continuity equations. For the
coupled LBM and FEM approach undertaken in this work, it is
necessary to obtain the force that the fluid imparts upon this struc-
ture at the fluid–solid interface. Two approaches will be discussed
in this section: momentum response approach and the stress inte-
gration approach.
The momentum response approach, developed in Ref. [16], can
be used to compute the fluid force on closed surfaces suspended in
the flow field. In this method, the total force acting on a solid






ea fa xb; tð Þ þ fa xb þ eadt; tð Þ½  (11)
where ea is the lattice direction opposite of ea.
One disadvantage of the momentum response as shown in
Eq. (11) is that it makes use of values of fa from neighboring lat-
tice points. This nonlocality can complicate parallel implementa-
tion. For problems with a large number of lattice points on fluid/
solid boundaries, the need to access additional values of fa can
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add to the overall memory bandwidth demand and thus degrade
performance for this memory bandwidth-bound application. The
Stress Integration Approach was introduced in Ref. [17], where
they evaluated the forces on a cylinder in channel flow by inte-




n  pIþ q ruþ ruð ÞT
 h i
dA (12)
where F is the force vector, n is the outward facing unit normal of
the solid surface, and  is the kinematic viscosity. The first term
of Eq. (12) is easy to evaluate within the LBM framework. The
second term in Eq. (12) is the deviatoric stress for incompressible
flow as given in the below equation
sij ¼ q ruþ ruð ÞT
h i
(13)
Equation (13) can be evaluated by computing the macroscopic
velocity throughout the domain, then using a discrete differencing
scheme to compute the spatial partial derivatives and evaluate sij
with the given value of viscosity. This methodology does not sit
well with the general theme of LBM whereby computations
should be performed locally to a single lattice point. In keeping
with the general theme of locality, in LBM sij is computed using
the nonequilibrium portion of the particle density distribution
function f neqa ¼ fa  f eqa . In the case for a D2Q9 lattice, at each lat-














Once the integrand for Eq. (12) is computed, executing the inte-





ea  pIþ q ruþ ruð ÞT
 h i
dx (15)
In summary, to use the stress integration approach for evaluat-
ing fluid forces on a structure, given fluid viscosity and the current
set of density distribution functions fa:
(1) compute density using Eq. (7)
(2) with this density, compute pressure using Eq. (9)
(3) compute macroscopic velocity using Eq. (8)
(4) compute f eqa using Eq. (6)
(5) compute local deviatoric stress via Eq. (14)
(6) compute force from surface stress with Eq. (15)
In order to take advantage of the greater locality associated
with the stress integration approach, this method was used for the
fluid–structure calculations described in this work. Once the rele-
vant forces have been computed on the fluid domain, they must be
satisfactorily transferred to the discrete representation of the struc-
tural domain on which they will be imparted. Once the equations
of motion have been solved on the structural domain, the inputs
relevant to the coupled fluid problem must be passed to the fluid
domain. This data-flow between the meshes will be addressed as
given below
pfluid x; tð Þ ! psolid x; tð Þ usolid x; tð Þ ! ufluid x; tð Þ (16)
Once the data has been transferred between the fluid and solid
domain meshes, procedures appropriate for each domain are
applied to apply those boundary conditions to the discrete model.
3 Examples of FSI With Single-Component Flow
All FSI simulations conducted in 2D use the D2Q9 lattice for
the LBM solution to the fluid domain. For all structural compo-
nents modeled within the 2D FSI problem, Euler–Bernoulli beam
elements developed using FEM with linear elastic constitutive
models are used for the structural model. A formulation of the
Euler–Bernoulli beam type is presented in Ref. [18]. The FSI sim-
ulations performed for this work were repeated for a selected
combination of fluid and structural properties. The goal is to
obtain insight as to how the combined systems would behave with
various combinations of highly viscous and dense fluids like
honey as compared to fluids of very low viscosity such as liquid
Mercury. Though this leads to an admittedly qualitative analysis,
it is asserted that the results can still be useful for building intu-
ition and confirming the overall efficacy of the software tools. The
relevant properties of the solids and fluids used in these simula-
tions are summarized in Tables 1 and 2. FSI examples are pre-
sented below using the selected solid and fluid materials.
3.1 Converging–Diverging Channel. This problem, inspired
by similar work reported in Ref. [19], is a 2D FSI problem of flow
in a converging and diverging duct. A schematic of the problem
domain is shown in Fig. 1. No-slip boundary conditions are used
on the rigid portions of the upper and lower boundary. The flexi-
ble structure is modeled as an Euler–Bernoulli beam with clamped
boundary conditions on both ends using the FEM. A series of sim-
ulations were run with glycerin as the baseline fluid; chosen for its
comparative high density and viscosity. The flexible structure is
composed of cork; chosen for its comparative low density and low
modulus of elasticity. The flow Reynolds number is set at 5 based
on inlet width. The displacement–time history at the beam mid-
point is given in Fig. 2 for the first 72 s of simulation time. Note
that no damping was included in the material model, but that
nonetheless viscous fluid forces cause the beam motion to be grad-
ually damped to a constant downward displacement as expected.
It is possible to gain intuitive insight into the important FSI pa-
rameters even with this comparatively crude implementation.
Consider the case where the viscosity of the fluid is changed. The
study shows that fluid viscosity is an important parameter in ulti-
mate damping of beam oscillations where more viscous liquids
offer more resistance to structural velocities. A similar exercise is
conducted with beam elasticity by varying the elastic modulus.
The more pliant material is damped by the fluid more quickly than
the relatively stiff beam.
3.2 Lid-Driven Cavity. The lid-driven cavity FSI simulation
uses the geometry illustrated schematically in Fig. 3. The top wall
Table 1 Selected structural material properties used for FSI
simulations




Table 2 Selected fluid properties for FSI simulations
Fluid q Kg=m3ð Þ N m2=sð Þ  106
Ethyl alcohol 790 1.4
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will be modeled using the regularized boundary condition for
imposed velocity, the bottom wall will be modeled as an elastic
moving boundary and the left and right walls will be modeled as
no-slip boundaries. The elastic bottom wall will use the Euler–
Bernoulli beam with clamped boundary conditions on both ends.
The FEM is utilized for the beam structure. The results for the
simulation are presented in Fig. 4 at the end of the simulation.
The stream lines are shown as well as a vector representation of
the beam displacement at the end of the simulation. The fluid for
the simulation was glycerin and the material used for the elastic
boundary was polyvinyl chloride (PVC) with material properties
as listed in Table 1.
3.3 Cylinder With Fin. This example simulates the 2D varia-
tion of the rigid cylinder with flexible fin problem proposed in
Ref. [20] as sketched in Fig. 5. The inlet boundary condition is a
parabolic velocity profile while the outlet is modeled as a constant
pressure boundary condition. The top and bottom of the domain
are modeled as no-slip boundaries. The flow Reynolds number,
based on cylinder diameter, is set to 200. In this flow condition,
periodic vortex shedding is expected from the top and bottom of
the cylinder. The resulting pressure fluctuations from the vortex
shedding impose a periodic excitation on the elastic fin. The elas-
tic fin is modeled as an Euler–Bernoulli beam. The displacement,
velocity, and acceleration at the beam tip are presented in Fig. 6.
The cylinder with elastic fin example presented previously is
Fig. 2 Velocity–time history at beam midpoint with a conver-
ging–diverging duct (Re 5 5, glycerin fluid and cork beam)
Fig. 3 Schematic diagram of lid-driven cavity FSI problem
geometry
Fig. 4 Results for 2D lid-driven cavity
Fig. 5 Example of elastic fin attached to a rigid cylinder
Fig. 6 Plots of tip displacement, velocity, and acceleration of
the elastic trailing fin attached to a rigid cylinder at Re 5 200
Fig. 1 Schematic of 2D converging–diverging duct
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repeated in 3D. The fluid is represented using a D3Q19 lattice.
The structural model is composed of a single Mindlin–Reissner
plate. A detailed formulation of this plate is presented in Ref.
[19]. In order to ensure representative results, an initialization
phase is performed where the LBM system is iterated until the
expected time-periodic flow condition is established. This condi-
tion is confirmed by sampling the vertical velocity component in
the channel center-line downstream of the cylinder/fin obstacle; a
stable periodic oscillation indicates the system is ready to initiate
FSI. The oscillation frequency of the beam tip is 3.8 s1. For the
geometry and fluid properties used in this simulation, this corre-
sponds to a Strouhal number of 0.19 which matches well with
experimentally measured values for vortex shedding for flow of a
cylinder with Reynolds number equal to 200.
4 Multicomponent Flow With FSI
The results and associated discussion presented thus far in this
work have focused solely on single-phase, single-component fluid
models. One of the strengths of LBM lies in its natural amenabil-
ity to multicomponent fluids. In this section, the main features of
the leading multicomponent LBM fluid models will be outlined
and example applications will be presented for 2D single-phase
multicomponent flows. There are multiple multicomponent fluid
models in LBM theory. The methods can all be compared based
on the way in which the surface tension of the component inter-
face is taken into account in the evolution of the particle distribu-
tion functions and how the location of this interface is determined.
In this work, the interparticle potential model [21] is used, so this
method will be discussed in greater detail.
4.1 Interparticle Potential Model. The interparticle poten-
tial model was proposed as a simple means to simulate multiphase
and multicomponent fluids. The fundamental idea is that the sur-
face tension effects which conventional CFD methods attempt to
account for in multicomponent flows is microscopic in origin; the
same effect could be incorporated into the LBM via these same
interparticle potential forces. In this model, only the nearest
neighbor particle densities are considered and they are introduced
as follows:
F x; tð Þ ¼ Gw x; tð Þ
Xq1
a¼1
waw xþ eaDt; tð Þea (17)
where x is particle position, G is a parameter indicating interac-
tion strength, w(x, t) is a function describing interaction potential,
wa is the lattice weight for direction a, and ea is the corresponding
lattice velocity. The form of the potential function can be varied
to obtain the desired interparticle potential behavior. For multi-
phase flow, w is commonly expressed as





where w0 and q0 are parameters selected so as to achieve appropri-
ate dynamics for a selected fluid system. The multicomponent flu-
ids systems used in this work are only qualitatively correlated
with real fluid systems in that only density and viscosity are set
and scaled consistently with the LBM. The parameter G is set so
as to generate a desired level of immiscibility while maintaining
simulation stability. The potential function is set as w(x, t)¼ q(x, t).
Notice that Eq. (17) specifies a weighted summation of the value of
w for each lattice position in the neighborhood of a given lattice
particle.
4.2 Immiscible Multicomponent LBM Procedures. The ba-
sic LBM process with multiple components is similar in most
ways to that used for single-component systems. The obvious
difference is that there are now two sets of distribution functions;
as before fa and for a second component that will conventionally
be referred to as ga. A second difference is that, as discussed in
the preceding paragraphs, the interparticle force must be calcu-
lated in accordance with Eq. (17) and incorporated into the calcu-
lation of macroscopic velocity used for computing feq and geq.
The biggest and most fundamental difference is the need to struc-
ture the computations so as to account for the fact that, due to the
desired macroscopic dynamic evolution of the system, some lat-
tice sites will have zero density for one or the other component,
and only the interfaces will have a significant mixture. In order to
be as explicit as possible, the immiscible multicomponent LBM
time step for fluid lattice points carried out for this work was
implemented as follows:


















(3) Compute a weighted combined macroscopic density and
velocity
qx ¼ qf xf þ qgxg (23)
u ¼
qf uf xf þ qgugxg
qx
(24)
where we recall x ¼ 1=sð Þ
(4) Compute interparticle force using Eq. (17) setting G to a








waqf xþ eaDt; tð Þ (26)
(5) Apply these interparticle forces as momentum inputs to
each respective lattice population
u
eq
f ¼ uf  sf Ff (27)
ueqg ¼ ug  sgFg (28)





g and corresponding macroscopic density for
computation of feq and geq accordingly.
4.3 Example With Lid-Driven Cavity With FSI. In order to
investigate the application of FSI tools to multicomponent flow, a
simple problem is demonstrated. The problem domain is depicted
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schematically in Fig. 7. A vertical elastic beam is included in a
lid-driven cavity. The length of the beam is equal to one-third the
cavity depth and it is modeled as an Euler–Bernoulli beam with a
clamped boundary where the beam intersects with the bottom of
the cavity and free on the other end. Proportional damping was
applied to the beam to prevent excessive oscillations that would
inhibit a stable fluid simulation due to large spurious velocity
boundary conditions. The initial fluid condition is the same as the
previous problem, with fluid 1 on the top half and fluid 2 on the
bottom half. The lid is set to a constant speed so as to generate a
flow field corresponding to Re¼ 1000 based on the cavity width.
The fluid parameters used for this simulation are identical to
those used for the first case of the lid-driven cavity flow above.
The fluids both have the same density and viscosity but a repellent
interparticle potential promotes the immiscibility of the binary
fluid. A single-component fluid simulation was carried out with
the problem geometry and boundary conditions in order to de-
velop some intuition for what flow conditions are expected within
the cavity. The results of this computation are presented in Fig. 8.
The FSI tools and procedures were used as in Sec. 3.2 with the
modification that the fluid forces were computed as a sum of
forces due to each fluid component. Similarly, the velocity bound-
ary condition was inserted as a momentum input to both fluids
using the moving surface boundary condition. As with the previ-
ous simulations, no accounting was made for material or geomet-
ric nonlinearities. Consequently, the simulation was arranged so
that displacements would be small in comparison to the underly-
ing discretization in both the fluid and solid domains.
The final momentum and density of fluid 1 is presented in Fig. 9.
As expected, the fluid initially in the upper half of the cavity—fluid
1—is ultimately concentrated in the main vortex in the upper
right-hand portion of the cavity. There is a smaller vortex region
in the lower right corner where fluid 1 and fluid 2 circulate and
mix. The large bean-shaped circulating region on the left portion
of the cavity is a mixture of both fluids as well, with fluid 2 con-
centrating on the lower left region where it is trapped against the
beam and the lower domain boundary. The resulting displace-
ment, velocity, and acceleration of the beam tip are presented in
Fig. 10.
5 HLBM for FSI Applications
Despite these advantages, the LBM in its classical formulation
(CLBM) has challenges of its own. In order to describe the trans-
port of particle velocity distributions through the domain, the
CLBM calls for a coupled space and time domain discretization
that is realized in the form of a uniform and regular set of lattice
points across which particles “stream.” For practical problems
Fig. 7 Schematic representation of a lid-driven cavity with an
elastic beam attached to the lower surface
Fig. 8 Single-component fluid flow in cavity with beam.
Streamlines show development of three distinct vortex regions.
Fig. 9 Momentum and density fields for fluid 1 at steady-state; Re 5 1000
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which often contain objects with curved or complex surfaces, it
may be necessary to use a highly refined lattice to describe the ge-
ometry. This often leads to noncomplex regions of the domain
populated with a needlessly dense lattice. Several methods have
been developed to alleviate this issue and provide greater geomet-
ric flexibility and adaptability to the lattice mesh. These
approaches include development of a finite volume formulation of
the LBM as well as finite difference formulations, FELBM, and
spectral element discontinuous Galerkin LBM among others.
These methods obtain this benefit of geometric flexibility at the
expense of a relative increase in the computational effort required
per lattice point in the problem domain. In this study, we describe
a HLBM where the FELBM derived in Ref. 19 is combined with
the CLBM over one or more subdomains. This new method
exploits the geometric flexibility of the FELBM to mesh complex
surfaces with fewer lattice points than the CLBM while leveraging
the CLBM to model geometrically simple regions of the problem
domain with greater computational efficiency. The result is a
method that benefits from both approaches. In order to save the
space, the details of FELBM are omitted here, and the coupling
procedure of the HLBM is illustrated followed by numerical
results.
5.1 Hybrid CLBM/FELBM Methodology. In order to miti-
gate the computational demands of the FELBM while retaining
the ability to model a domain with complex and irregular shapes
without an unnecessarily dense lattice, the hybrid CLBM/FELBM
(HLBM) methodology is developed. All of the theoretical machi-
neries from the CLBM and FELBM formulations are preserved
and the logical sequence of computations is maintained on each
individual subdomain. A typical HLBM time step is portrayed
schematically in Fig. 11. To couple disjoint subdomains, an inter-
face layer is provided. Computationally, the streaming process of
the CLBM domain and the advection process of the FELBM do-
main can be executed concurrently with each subdomain retaining
a “halo” of depth 1 into the adjoining subdomain. Within each
subdomain, the outermost layer of lattice points represents the
halo and as shown in Fig. 12. While this coupling scheme is con-
ceptually very simple, great care must be taken with the time and
space integration methods used for advecting particle density data
on the FELBM subdomain. First-order time integration schemes
tend to have too much dissipation error while second order
schemes suffer from dispersion errors; both of which propagate
onto the CLBM subdomain and impacts solution quality and sta-
bility everywhere. For the results discussed in this paper, simple
bilinear elements are used for the spatial discretization, and a
four-stage third-order explicit time integration method is used for
temporal integration. This method effectively controls both dissi-
pation and dispersion errors during the advection process, and it
allows a single FELBM advection time step for every CLBM
streaming step. The CLBM subdomain undergoes the CLBM
streaming to adjacent neighbors restricted to only destination lat-
tice points that lay within the CLBM interior. Geometrically sim-
ple portions of the domain are discretized with a uniform, regular
lattice for the CLBM. Subdomains containing complex or irregu-
lar shapes are identified and discretized with the FELBM. For
example, in simulations such as those requiring FSI, in the case of
flow past a heat exchanger tube bundle, it would suffice to employ
the FELBM only in a region around the actual tubes. This area
could employ a mesh with isoparametric elements to efficiently
describe the shape of the tube and be used with the FELBM, while
the remainder of the domain could use a uniform, regular lattice
Fig. 10 Displacement, velocity, and acceleration at the tip of the elastic beam
Fig. 11 Schematic of HLBM time step. Methodology differs
only in implementation of the particle streaming phase.
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and the CLBM. The resulting HLBM could accurately capture the
flow properties while reducing the total number of lattice points
required significantly.
5.2 Numerical Results and Discussion. In all numerical
examples provided, four-node linear isoparametric elements are
used for FELBM analysis as well as in the FELBM subdomains of
a hybrid method. For CLBM analysis and in the associated subdo-
mains of hybrid models, the D2Q9 lattice is used with the single
relaxation time BGK collision operator. The linear advection
equation on the FELBM domain is solved using a four-stage
third-order strong stability preserving Runge–Kutta method. This
more robust method was essential to minimize the impact of diffu-
sive errors arising from the advection operator implemented with
bilinear FEMs. Numerous alternative integration schemes are pos-
sible however if advective substeps are allowed on the FELBM
subdomain.
The next numerical test is channel flow with a circular obstacle.
The obstacle size and boundary conditions are selected such that a
flow condition corresponding to Reynolds number of 5 is
achieved. The CLBM and HLBM methods are employed to simu-
late the fluid flow. The obstruction is placed at L=5ð Þ where L is
the length of the channel. While CLBM uses a regular mesh
around the circular obstacle, HLBM uses a mixed mesh around
the same circular obstacle. A schematic of the mesh used in the vi-
cinity of the obstacle is shown in Fig. 13. As indicated by the
contour plots of both the CLBM and HLBM simulations, both
schemes give results that are in good agreement throughout the
computational domain.
The velocity profile is compared for all three methods at differ-
ent channel positions as shown in Figs. 14 and 15. The perform-
ance of each method is implementation dependent, but for the
numerical studies done in support of this research using linear fi-
nite elements and the strong stability preserving third order
explicit time integration scheme shown in Eq. (29), the FELBM
was seven times slower than CLBM
FðUÞ ¼ FEM advection operator on FELBM elements
Un  fOutnjFELBM sub-domain
U 1ð Þ ¼ Un þ 1
2
DtF Unð Þ
U 2ð Þ ¼ U 1ð Þ þ 1
2
DtF U 1ð Þ
 




U 2ð Þ þ 1
6
DtF U 2ð Þ
 
Unþ1 ¼ U 3ð Þ þ 1
2
DtF U 3ð Þ
 
Unþ1 ! fInnþ1jFELBM interior
(29)
Fig. 12 Schematic hybrid lattice on regular domain. Assignment following streaming in the
CLBM domain and advection in the FELBM domain is only made to the interior of each respec-
tive subdomain. Data drawn from the lattice points on the halo facilitates communication
between each subdomain.
Fig. 13 Hybrid lattice mesh around a circular obstacle. Lattice
points with asterisk are in the CLBM subdomain, those circled
are in the FELBM subdomain. Those with both markings are
members of the interface halo of the two regions.
Fig. 14 Normalized velocity profile at 30% channel length,
Re 5 5
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Roughly speaking, the performance of CLBM and FELBM is
dependent linearly on the number of degrees of freedom. A simu-
lation employing HLBM is expected in general to exhibit per-
formance characteristics intermediate between CLBM and
FELBM; problems with relatively small FELBM subdomains will
result in execution times correspondingly closer to that of CLBM
while the opposite is true for larger FELBM subdomains. Problems
of practical interest introduce nontrivial complexities into this per-
formance analysis. Applications using HLBM as an alternative to
CLBM are expected to utilize significantly fewer lattice points and
thus require significantly less time. In addition to reducing required
run-time for a given simulation, this feature will allow for more
detailed simulations to be conducted on a workstation-size computer.
6 Conclusion
This study investigated the use of LBM to model viscous
incompressible flow and modeled the interactions that flow had
with surrounding flexible structures. Both single-parameter and
multiparameter LBMs were utilized. Furthermore, single-
component and multicomponent flows were analyzed using LBM
for FSI. The flexible beam and plate structures were analyzed
using the structural FEM. Then, the coupling between LBM and
FEM was conducted for FSI applications. The developed techni-
ques in this study were proved useful to analyze FSI problems
through various example problems. In order to model fluid flows
around complex shapes of solid boundaries effectively, a coupled
technique of CLBM and FELBM was developed for flow analy-
ses, and the hybrid technique called HLBM was demonstrated for
its accuracy and efficiency. The HLBM takes advantages of both
computational efficiency in CLBM and flexibility with represent-
ing curved boundaries using FELBM.
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