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ABSTRACT 
 
Fire debris analysis currently relies on visual pattern recognition of the total ion chromatograms, 
extracted ion profiles, and target compound chromatograms to identify the presence of an 
ignitable liquid.  This procedure is described in the ASTM International E1618-10 standard 
method.  For large data sets, this methodology can be time consuming and is a subjective 
method, the accuracy of which is dependent upon the skill and experience of the analyst.  This 
research aimed to develop an automated classification method for large data sets and investigated 
the use of the total ion spectrum (TIS).  The TIS is calculated by taking an average mass 
spectrum across the entire chromatographic range and has been shown to contain sufficient 
information content for the identification of ignitable liquids.  The TIS of ignitable liquids and 
substrates were compiled into model data sets.  Substrates are defined as common building 
materials and household furnishings that are typically found at the scene of a fire and are, 
therefore, present in fire debris samples.  Fire debris samples were also used which were 
obtained from laboratory-scale and large-scale burns.   
 
An automated classification method was developed using computational software that was 
written in-house.  Within this method, a multi-step classification scheme was used to detect 
ignitable liquid residues in fire debris samples and assign these to the classes defined in ASTM 
E1618-10.  Classifications were made using linear discriminant analysis, quadratic discriminant 
analysis (QDA), and soft independent modeling of class analogy (SIMCA).  The model data sets 
iv 
were tested by cross-validation and used to classify fire debris samples.  Correct classification 
rates were calculated for each data set.  Classifier performance metrics were also calculated for 
the first step of the classification scheme which included false positive rates, true positive rates, 
and the precision of the method.  The first step, which determines a sample to be positive or 
negative for ignitable liquid residue, is arguably the most important in the forensic application.   
 
Overall, the highest correct classification rates were achieved using QDA for the first step of the 
scheme and SIMCA for the remaining steps.  In the first step of the classification scheme, correct 
classification rates of 95.3% and 89.2% were obtained using QDA to classify the cross-
validation test set and fire debris samples, respectively.  For this step, the cross-validation test set 
resulted in a true positive rate of 96.2%, a false positive rate of 9.3%, and a precision of 98.2%.  
The fire debris data set had a true positive rate of 82.9%, a false positive rate of 1.3%, and a 
precision of 99.0%.  Correct classifications rates of 100% were achieved for both data sets in the 
majority of the remaining steps which used SIMCA for classification.  The lowest correct 
classification rate, 69.2%, was obtained for the fire debris samples in one of the final steps in the 
classification scheme.  In this research, the first statistically valid error rates for fire debris 
analysis have been developed through cross-validation of large data sets.  The fire debris analyst 
can use the automated method as a tool for detecting and classifying ignitable liquid residues in 
fire debris samples.  The error rates reduce the subjectivity associated with the current methods 
and provide a level of confidence in sample classification that does not currently exist in forensic 
fire debris analysis.    
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1 
INTRODUCTION CHAPTER 1:  
 
In the National Fire Protection Association’s (NFPA) most recent report on fire loss, an 
estimated 26,500 fires were intentionally set in the United States in 2011, which is a 3.6% 
decrease from 2010.  The fires resulted in 190 civilian deaths, a 5% decrease from 2010.  
Property loss totaled $601,000,000, which is an increase of 2.7% from 2010 [1].  By comparison, 
the 2003 NFPA report estimates there were 37,500 intentionally set structure fires [2].  As can be 
seen, the number of reported cases has declined over the last decade; however, the costs for those 
involved are, undoubtedly, devastating.  This crime is costly not only in terms of property 
reconstruction, but also in the total number of injuries and human lives lost due to fire.  The total 
number of casualties and injuries is only exceeded by those caused by vehicle accidents [3].  
 
Arson is defined as the intentional and malicious burning, or attempted burning, of property.  In 
order to obtain a conviction for the crime of arson, these elements must be proven.  This proof, 
however, is often difficult to obtain due to the destruction of evidence during the fire.  In some 
cases, an ignitable liquid (IL), containing a complex mixture of organic compounds, will be used 
by the arsonist in an attempt to accelerate the fire.  The liquid may not be completely consumed 
by the fire and ignitable liquid residues (ILR) may be present in the samples collected from the 
scene of the fire [3].   
 
2 
1.1.  Fire Debris Analysis 
 
In the United States, current methods of fire debris analysis involve the extraction and 
classification of ILRs.  The ASTM International, formerly known as the American Society for 
Testing and Materials (ASTM), E1618-10 standard method describes the procedures used to 
extract, analyze, and classify ILRs in fire debris samples [4].  Gas chromatography–mass 
spectrometry (GC–MS) is most frequently used for fire debris analysis.  Visual pattern 
recognition of the data is used to assign ILRs into seven major classes described in the 
classification scheme in ASTM E1618-10.  This involves comparing the total ion chromatograms 
(TIC), extracted ion profiles (EIP), and target compound analysis (TCA) of a test sample against 
those for known reference ILs [4].   
 
The seven major classes in ASTM E1618-10 are defined based on characteristic compounds, 
shown in Table 1.  A check mark indicates the compound type is present in the specified class.  
The acronyms that will be used to represent each class are given in parentheses.  A 
miscellaneous category (MISC) is also described in ASTM E1618-10 for ILs that do not meet 
the criteria for assignment to one of the seven major classes.   
 
 
 
3 
 Table 1:  Description of ASTM E1618-10 Ignitable Liquid Classification Scheme [4] 
 
Although this classification scheme works well for IL samples, fire debris samples present a 
much more complex problem.  The high temperatures of the fire will cause lighter, more volatile 
components to evaporate during the fire which could alter the chromatographic profile observed 
for the post-burn sample when compared to the reference IL.  The post-burn data may also be 
complicated by the presence of matrix interferences, resulting from pyrolysis products of 
common building materials and household furnishings.  Figure 1 shows images taken during a 
Class General Statements Alkanes Cycloalkanes Aromatics 
Condensed Ring 
Aromatics 
Aromatic (AR) 
Almost exclusively 
aromatic or condensed 
ring aromatics 
    
Gasoline (GAS) 
Characterized by 
abundant aromatics in a 
specific pattern 
    
Isoparaffinic (ISO) 
Almost exclusively 
branched chain aliphatic 
compounds 
    
Naphthenic-Paraffinic (NP) 
Mostly branched chain 
and cyclic alkanes 
    
Normal Alkanes (NA) 
Exclusively normal 
alkanes 
    
Oxygenated (OXY) 
May include mixtures 
of oxygenated 
compounds and other 
compounds or products 
Pattern depends on formulation  
Petroleum Distillates (PD) 
Gaussian distribution of 
normal alkane peaks 
    
4 
large-scale burn performed in the research presented in this dissertation.  In the left image, the 
IL, selected from the PD ASTM class, was poured in the freight container and the location of the 
IL pour was recorded.  The container was built to resemble a residential structure and included 
household furnishings.  The right image shows the container after the fire was started.  The TIC 
for the IL used in the burn is shown at the bottom of Figure 1.  In this TIC, the number of 
carbons in a compound was used to identify peaks (e.g., C9 indicates nine carbons are present in 
the compound).  The compound 1,2,4-trimethylbenzene has also been labeled as 1,2,4-TMB.   
 
Figure 1:  Images from a Large-Scale Burn and TIC of an IL in the PD Class 
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After the fire was extinguished, samples were collected in various locations on and off the pour, 
Figure 2.   
 
Figure 2:  Image of the Post-Burn Container and TICs from Post-Burn Samples 
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Sample location six, circled in red in Figure 2, was taken from the living room carpet and was 
located where the IL was poured.  The sampling methods will be further discussed in Section 
3.2.2.  Sample location eight, circled in blue in Figure 2, was also taken from the living room 
carpet, but the IL was not poured at this location.  The TICs, resulting from the GC–MS analysis 
of the passive headspace of these samples, are also shown in Figure 2.  In the top TIC, the IL 
pattern observed in Figure 1 is still present, but the abundance of the compounds has been 
reduced due to the effects of the fire.  An additional peak, identified as styrene, is also present in 
this TIC that was not observed in the TIC from Figure 1.  In the bottom TIC, associated with the 
carpet sample taken away from the IL pour, the styrene peak is also present which indicates this 
is a pyrolysis product of the living room carpet and accounts for the presence of the additional 
peak in the top TIC.  This illustrates the importance of collecting control samples from locations 
away from the suspected IL location at the fire scene [5].  While this example seems relatively 
straightforward, some pyrolysis products produce patterns typically associated with ILs, thus, 
complicating the pattern recognition process.  In Figure 3, the top TIC is for an IL used in 
another container during the large-scale burns.  The middle and bottom TICs were obtained from 
GC–MS analysis of the passive headspace of two samples collected from the container post-
burn.  The middle TIC is for a sample taken from on the pour, and the bottom TIC is for a 
sample collected from off the pour.  The bottom TICs show significant peaks present in the 
sample taken from off the pour and the analyst must carefully determine if the compounds 
present are from pyrolysis products or an IL.  Currently, interpretation of this potentially 
complex data relies on the skill and experience of the fire debris analyst [6]. 
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Figure 3:  TICs for an IL and Large-Scale Burn Samples 
 
1.2.  Limitations to Current Methodologies 
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between instruments.  This proves to be a significant limitation when data comparisons are made 
between laboratories or even between instruments within the same laboratory.  Peak alignment 
methods and peak indexing routines provide partial solutions to this issue.  Other methods that 
have been examined for overcoming this issue include covariance mapping [7] and the use of the 
total ion spectrum (TIS) [8].  The TIS is equivalent to an average mass spectrum across the entire 
chromatographic profile and is independent of time; therefore, the potential variation in retention 
times is no longer an issue when comparing data. 
 
During a trial, a Daubert hearing may occur if the opposing party challenges the scientific 
“validity” of the evidence presented by an expert witness.  The validity is based on whether the 
theory behind the evidence can be scientifically tested, whether the scientific methodology has 
been subject to peer review, if known or potential error rates have been established, whether 
there are standards and controls associated with the methodology, and considers the degree to 
which the theory is accepted in the scientific community [9].  In fire debris analysis, there are no 
established error rates, and the validity of the evidence is currently based on the expert witness’ 
experience in the field.  Fire debris samples are often complex, and the interpretation of this data 
may be subjective [10].  The pattern recognition methods currently used are time consuming for 
large sample sets [11].  In order to reduce the subjectivity of the analyst’s interpretation, reduce 
the time required to analyze large sample sets, and assist in discriminating similar samples, 
chemometric methods have been investigated.  The information obtained from these multivariate 
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statistical techniques can provide support for the issues that could be raised based on the Daubert 
standard [12]. 
 
1.3.  Previous Chemometric Studies 
 
Originating in 1972, the term “chemometrics” refers to “the chemical discipline that uses 
mathematical, statistical, and other methods employing formal logic (a) to design or select 
optimal measurement procedures and experiments, and (b) to provide maximum relevant 
chemical information by analyzing chemical data” [13].  Chemometric methods utilize 
multivariate statistical techniques to analyze chemical data.  These methods can provide the 
statistical component of the Daubert standard for fire debris analysis. 
 
Statistical methods have previously been applied to IL data.  A combined principal components 
analysis (PCA) and linear discriminant analysis (LDA) approach has been investigated [6, 14].  
In a study by Sandercock and Du Pasquier, gasoline samples were discriminated based on their 
polycyclic aromatic hydrocarbon composition [14].  In addition to PCA and LDA, Doble et al. 
found artificial neural networks to be highly effective at discriminating regular and premium 
grades of gasoline [6].  Artificial neural networks, as well as PCA and hierarchical cluster 
analysis, have also been applied to successfully classify and determine the source of medium 
petroleum distillates and lighter fuels [15, 16].  Lu et al. used a fuzzy rule-building expert system 
to achieve high correct classification rates for gasoline and kerosene samples [17].  Balabin et al. 
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studied several multivariate techniques for classification of gasoline samples analyzed by near-
infrared (NIR) spectroscopy [18, 19].  De Maesschalck et al. also used NIR data but applied soft 
independent modeling of class analogy (SIMCA) to the classification of medication tablets used 
in a clinical study [20].  
 
Chemometric techniques have also been applied to data from post-burn samples.  Electronic 
aroma detection technologies were used to identify gasoline, kerosene, and diesel fuel in fire 
debris samples [21].  Post-burn samples were analyzed by Raman spectroscopy, and PCA was 
used to visualize separation between the samples based on the type of IL or ILR present [22].  A 
fuzzy rule-building expert system was utilized to accurately predict the presence of ILRs in fire 
debris samples analyzed by differential mobility spectrometry [10, 23].  The headspace of post-
burn samples has also been analyzed by GC–MS.  Pearson product moment correlation 
coefficients and PCA were applied to chromatographic data, and the association and 
discrimination of diesel fuels were investigated [24].  This study also investigated the association 
of ILRs from diesel fuels to the corresponding unweathered IL [24].  In a follow-up study, 
Prather et al. used hierarchical cluster analysis in addition to the two techniques previously 
discussed.  This research studied the effects of matrix interferences on the association of ILRs to 
the corresponding unweathered IL [25].  An automated partial least squares discriminant analysis 
method has been used to accurately detect the presence of ILRs in fire debris samples [26].  Tan 
et al. applied SIMCA to post-burn samples and obtained high correct classification rates when 
11 
using the chromatographic data to discriminate between the type of IL or ILR present in the 
samples [11].   
 
1.4.  Research Goals 
 
This research aimed to develop an automated classification method for detection and 
classification of ILRs in fire debris samples.  The automated method would allow large data sets 
to be used, which would produce statistically defensible error rates associated with this method.  
These error rates would be the first developed for fire debris analysis.  Post-burn samples have 
been used in the studies previously described; however, the sample sizes were relatively small, 
and the GC–MS studies focused solely on the chromatographic data.  As has been previously 
discussed, the retention times of chromatographic peaks for characteristic analytes may vary, 
which can hinder the ability to make inter-laboratory comparisons.  To eliminate this potential 
issue, the research presented in this dissertation will focus on the use of the TIS.  Discriminant 
analysis methods and SIMCA were investigated to develop statistically defensible error rates that 
satisfy the Daubert standard.  Large-scale burns were also performed to obtain fire debris 
samples that most closely resembled those from actual fire scenes.  
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BACKGROUND CHAPTER 2:  
 
2.1.  Current Practices in Fire Debris Analysis 
 
At the scene of a fire, samples are usually collected in unlined, metal paint cans [5].  Passive 
headspace analysis, described in ASTM E1412-00, was used in this research to separate ILRs 
from fire debris samples [27].  In this technique, an activated charcoal strip is placed above the 
sample in the headspace of the paint can.  The paint can is heated to a constant temperature, 
between 60 and 80° C, and removed from the heat source after 8-24 hours.  Heating causes the 
ILRs to vaporize and adsorb onto the activated charcoal strip.  Next, the charcoal strips are rinsed 
in an eluting solvent and analyzed by GC–MS.  For highly volatile samples, ASTM E1388-00 
describes collection of headspace vapor samples which are directly injected into the GC–MS 
[28].  Other ILR extraction methods utilize solvent extraction and solid phase microextraction 
(SPME).  The solvent extraction method, described in ASTM E1386-10, uses an organic solvent 
to extract the ILR from a small portion of the fire debris sample [29].  The extract is filtered and 
can be concentrated using compressed dry nitrogen, an inert gas, or filtered air before analysis by 
GC–MS.  This method, however, is destructive and should only be used when a representative 
portion of the sample can be retained that can be reanalyzed if necessary.  In the SPME method, 
described in ASTM E2154-01(2008), the fire debris sample is heated in the paint can for 20-30 
minutes [30].  Next, a polydimethylsiloxane-coated SPME fiber is exposed to the headspace 
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vapors in the can for 5-15 minutes.  The fiber is then retracted and directly injected into the GC–
MS where thermal desorption occurs. 
 
As previously mentioned, the ASTM E1618-10 standard method is currently followed in the 
United States for classifying ILRs in fire debris samples.  Patterns in the GC–MS data of known 
reference ILs and test samples are visually compared to assign ILs or ILRs in test samples to an 
ASTM class.  In this research, known reference ILs were selected from an ignitable liquids 
reference collection (ILRC) and a substrate database.  These databases have been developed by 
the National Center for Forensic Science at the University of Central Florida in collaboration 
with the Scientific Working Group for Fire and Explosions (SWGFEX) [31, 32].  The reference 
ILs should not be confused with the reference standard that is also described in ASTM E1618-
10.  The reference standard consists of the even-numbered normal alkanes, methylbenzene, 1,4-
dimethylbenzene, 1-methyl-2-ethylbenzene, 1-methyl-3-ethylbenzene, and 1,2,4-
trimethylbenzene [4].   
 
Classification Methods 2.1.1.  
 
The methods outlined in ASTM E1618-10 are used to classify ILs and ILRs [4].  As previously 
discussed, there are seven major IL classes and samples that do not meet the classification 
criteria for one of the seven classes can be assigned to the MISC category.  Except for the GAS 
class, the other major classes can be divided into subclasses based on carbon range.  Samples 
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assigned to the light product range will possess hydrocarbons in the range of n-C4 – n-C9, where 
C4 indicates the presence of four carbons in the compound.  Samples assigned to the medium 
product range will contain hydrocarbons in the range of n-C8 – n-C13, while those in the heavy 
product range will have a range of n-C9 – n-C20+ [4].  Light, medium, and heavy subclasses will 
be indicated by placing an L, M, or H, respectively, in front of the class acronym. 
 
As previously discussed, classifications are made by visual pattern recognition of the TIC, EIP, 
and/or target compound chromatograms (TCC) obtained from TCA.  The data for unknown 
samples is compared to that of samples with known classifications.  Specific ions, listed in Table 
2 of ASTM E1618-10, are used to construct an EIP for the test sample that can be compared 
against EIPs of known references ILs.  The TCC is created using specific compounds provided 
for the GAS, MPD, and HPD classes [4]. 
 
Classification as an AR product requires that the IL has almost exclusively aromatic or 
condensed ring aromatic compounds, no significant amount of alkanes or cycloalkanes, abundant 
aromatics, and the presence of condensed ring aromatics will depend on the formulation of the 
sample.  The relative ratio of C2-alkylbenzenes and C3-alkylbenzenes will be the same as in GAS 
products.  Example TICs for four samples classified as AR are shown in Figure 4.   
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Figure 4:  Example TICs for Samples in the AR Class 
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concentration.  Condensed ring aromatics may be present in some GAS samples and will also be 
comparable to the pattern in the reference standard.  Example TICs for samples in the GAS class 
are shown in Figure 5.  The third TIC represents a GAS sample weathered to 90% of the original 
volume.  The weathering process results in the loss of the lighter, aliphatic components and 
accounts for the absence of peaks at the beginning of the TIC. 
 
Figure 5:  Example TICs for Samples in the GAS Class 
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Members of the ISO class will be composed almost exclusively of branched alkanes.  An 
abundant amount of alkanes will be present in these samples; however, aromatics, cycloalkanes, 
and condensed ring aromatics will not be present.  Figure 6 shows example TICs for samples in 
the ISO class. 
 
Figure 6:  Example TICs for Samples in the ISO Class 
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Samples in the NP class mainly contain branched alkanes and cyclic alkanes.  The amount of 
alkanes will be abundant, but the amount of normal alkanes will be diminished or even absent.  
Cycloalkanes will be abundant, while aromatics and condensed ring aromatics will be absent.  
Example TICs for samples in the NP class are shown in Figure 7. 
 
Figure 7:  Example TICs for Samples in the NP Class 
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Members of the NA class contain almost exclusively normal alkanes with insignificant amounts 
of branched alkanes.  Cycloalkanes, aromatics, and condensed ring aromatics will not be present 
in NA samples.  Figure 8 shows the TICs for four samples in the NA class. 
 
Figure 8:  Example TICs for Samples in the NA Class 
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Ignitable liquids in the OXY class are required to possess a significant oxygenated component.  
Condensed ring aromatics will not be present, while the amounts of alkanes, cycloalkanes, and 
aromatics will depend on the product formulation.  Example TICs for samples classified as OXY 
are shown in Figure 9. 
 
Figure 9:  Example TICs for Samples in the OXY Class 
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Samples in the PD class have a homologous series of normal alkane peaks present in a Gaussian 
distribution.  Alkanes are present in abundant amounts; cycloalkanes are also present but are less 
abundant.  Aromatics are usually present, but are less abundant than the alkanes and may even be 
absent from “dearomatized” samples.  Condensed ring aromatics may be present in some 
samples [4].  Figure 10 shows example TICs for samples in the PD class. 
 
Figure 10:  Example TICs for Samples in the PD Class 
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Example TICs are not shown for samples in the MISC category.  The classification scheme in 
ASTM E1618-10 designates that samples are assigned to the MISC category if they do not meet 
the criteria to be assigned to one of the other classes; therefore, the MISC category is more of a 
“catch-all” designation for samples that possess characteristics of multiple ASTM classes or do 
not meet the criteria to be assigned to any ASTM class.  The structures of compounds included in 
the ASTM class descriptions are shown in Table 2. 
  Table 2:  Examples of Compounds Used for Classification of ILs 
Compound type Example Structure  
Normal alkane  
Branched alkane 
 
Cycloalkane  
 
Aromatic ring 
 
C2-Alkylbenzene 
 
C3-Alkylbenzene 
 
Condensed ring aromatic 
 
 
23 
Limitations of Current Classification Methods 2.1.2.  
 
The current methodologies used to classify ILs work well for neat IL samples; however, fire 
debris samples present more difficulties.  Matrix interferences, from the debris, will be present in 
these samples, which will complicate the patterns observed in the TICs.  Another potential issue 
is the loss, or severe “weathering,” of an ILR.  During the fire, the IL will be exposed to very 
high temperatures that may result in the evaporation of the IL.  “Weathering” is a term used in 
the forensic industry that refers to the loss in abundance of some components of the IL.  This can 
be the result of the conditions of the fire or the exposure to air prior to sample collection.  In 
some cases, there may be no ILR.  The change in IL profile causes pattern recognition and 
examination of the chromatograms to be more difficult.  Interpretation by visual pattern 
recognition depends on the skill and experience of the analyst, and large data sets may prove 
time consuming [6].  Additionally, no error rates have been established for current fire debris 
analysis methods.  As discussed in Chapter 1, the validity of the evidence is currently based on 
the expert witness’ experience.  Error rate development would provide statistical support for 
classification methods used in fire debris analysis and satisfy the remaining component of the 
Daubert standard. 
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2.2.  Instrumentation 
 
As outlined in ASTM E1618-10, GC–MS is the most common method for analyzing fire debris 
and ILs [6, 11, 14, 26, 33-37].  The components of the sample are separated by the gas 
chromatograph (GC), while the mass spectrometer (MS) identifies and quantifies the components 
based on fragmentation patterns.  In the GC, the liquid sample is vaporized at the heated 
injection port before entering a capillary column that is housed in an oven.  A carrier gas, also 
known as the mobile phase, is used to move the vaporized sample through the column.  Optimal 
separation of the components can be achieved by adjusting the column type, oven temperature, 
and carrier gas flow.  The components of the sample will elute, or exit the column, at different 
times based on mass (i.e., lighter components will elute faster than heavier components) [5].  The 
amount of time the component remains in the column is known as the retention time.  After 
elution from the column, the components are sent to the MS.  The MS contains three parts:  the 
ion source, the mass analyzer, and the detector.  At the ion source, the components are 
bombarded with electrons, in the case of electron ionization, causing weaker bonds to break and 
form charged ions.  A mass-to-charge (m/z) ratio is commonly used to represent each ion.  The 
ions are sent to the mass analyzer where specified m/z ratios are filtered and sent to the detector, 
which records the number of ions for each m/z ratio.  Because the number of ions for each m/z 
ratio is typically low, an electron multiplier is commonly used to amplify the signal.  For the MS 
data, a mass spectrum is generated which plots the number of ions detected for the specified m/z 
ratios.  A mass spectrum is collected for each component eluted from the GC.  The output for the 
chromatographic data is in the form of a TIC, which displays the retention times for all 
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components within the sample [38].  Figure 11 shows a TIC for a GAS sample selected from the 
ILRC [31].  The abundance is shown on the y-axis while the x-axis displays the retention times.  
Figure 12 shows the corresponding mass spectrum for the peak with retention times between 
4.877 and 4.928 minutes.   
 
Figure 11:  TIC for an IL Classified as a Member of the GAS Class 
 
Figure 12:  Mass Spectrum for Peak between 4.877 and 4.928 Minutes 
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In Figure 12, the values on the y-axis represent the abundance while the values on the x-axis 
represent the m/z ratios.  The GC–MS is the most practical instrumentation for fire debris 
analysis because it is present in almost every laboratory that analyzes fire debris.   
 
For fire debris samples, other methods of analysis include the use of Raman spectroscopy [22] 
and GC coupled with differential mobility spectrometry [10, 23].  To obtain quantitative product 
information in real-time, NIR spectroscopy has been used to analyze ILs [18, 19].  
Comprehensive GC   GC methods have also been used for analyzing ILs.  This comprehensive 
method has the benefit of using two columns which allow for better separation without requiring 
a longer analysis time [39].   
 
2.3.  Total Ion Spectrum 
 
As previously discussed, current practices utilize the TIC and EIP for classification of ILs and 
ILRs.  Extracted ion chromatograms (EIC) are also used, which are chromatogram 
reconstructions that use only specified ions.  The TIS has been utilized in this research instead of 
the traditional TIC that is plagued by shifting retention times resulting from inter-laboratory 
variations.  Methods exist to correct the retention time [40-42]; however, using the TIS 
eliminates this potential problem.  Figure 13 illustrates the original GC–MS data along with the 
TIC, EIC, and TIS for a single sample.  To calculate the TIC, ion intensities are summed over all 
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m/z ratios at each mass scan.  The EIC is the sum of the m/z ratios for specific ions at each mass 
scan.  Calculation of the TIS involves summing the intensities for each m/z ratio across the entire 
chromatographic range, which is equivalent to a time-averaged mass spectrum across this range 
[8].  The resulting spectrum is then normalized based on the method desired by the user.  The 
TIS may be corrected for ions present in the baseline.  Baseline (background) ions can contribute 
significantly in chromatographic profiles containing a small number of peaks. 
 
Figure 13:  Three-Dimensional Representation of GC–MS Data 
Note:  Used with permission from the National Center for Forensic Science 
A previous study considered if the TIS of an IL, comprised of multiple organic compounds, was 
as unique as that for pure organic compounds [8].  Sigman et al. examined the TIS of 440 
commercially available ILs that had been analyzed by GC–MS methods.  Each TIS was encoded 
as binary data, which was also the procedure used in the study on pure organic compounds [43].  
To encode the data to one bit, the intensity at each m/z ratio was compared to that of the base 
peak.  If the intensity was greater than 1% of the base peak, the m/z ratio was assigned a value of 
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one.  If it was less than 1% of the base peak, it was assigned a value of zero.  If two samples had 
different binary numbers at a single m/z ratio, this was counted as a “disagreement.”  A total of 
96,580 pairwise comparisons were made of binary encoded IL TIS using a range of 30-350 m/z.  
An average of 50 disagreements per comparison was found, which was similar to the original 
study that used pure organic compounds [8, 43].   
 
Although there is some variation present in the TICs for the NP samples that were shown in 
Figure 7, the patterns in the TIS for these samples are more similar, Figure 14.  The increased 
similarity is beneficial for automated classification methods that classify test samples based on 
models comprised of characteristic data for each class.   
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Figure 14:  Comparison of the TIC and TIS for NP Samples 
 
2.4.  Cluster Analysis  
 
Cluster analysis is an unsupervised learning method that examines the data for inherent patterns.  
Unsupervised means that there are no predefined groups, and the system clusters the data based 
4.00 6.00 8.00 10.00 12.00 14.00 16.00 18.00 20.00 22.00 24.00 26.00 28.00
200000
400000
600000
800000
1000000
1200000
1400000
1600000
1800000
T ime-->
Abundanc e
T IC: 00000243.D \ data.ms
4 . 0 0 6 . 0 0 8 . 0 0 1 0 . 0 0 1 2 . 0 0 1 4 . 0 0 1 6 . 0 0 1 8 . 0 0 2 0 . 0 0 2 2 . 0 0 2 4 . 0 0 2 6 . 0 0 2 8 . 0 0
2 0 0 0 0 0
4 0 0 0 0 0
6 0 0 0 0 0
8 0 0 0 0 0
1 0 0 0 0 0 0
1 2 0 0 0 0 0
1 4 0 0 0 0 0
1 6 0 0 0 0 0
1 8 0 0 0 0 0
2 0 0 0 0 0 0
2 2 0 0 0 0 0
2 4 0 0 0 0 0
2 6 0 0 0 0 0
2 8 0 0 0 0 0
3 0 0 0 0 0 0
T im e - - >
A b u n d a n c e
T I C :  0 0 0 0 0 2 0 1 . D \ d a t a . m s
4 . 0 0 6 . 0 0 8 . 0 0 1 0 . 0 0 1 2 . 0 0 1 4 . 0 0 1 6 . 0 0 1 8 . 0 0 2 0 . 0 0 2 2 . 0 0 2 4 . 0 0 2 6 . 0 0 2 8 . 0 0
1 0 0 0 0 0
2 0 0 0 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0
8 0 0 0 0 0
9 0 0 0 0 0
1 0 0 0 0 0 0
1 1 0 0 0 0 0
1 2 0 0 0 0 0
1 3 0 0 0 0 0
1 4 0 0 0 0 0
1 5 0 0 0 0 0
T im e - - >
A b u n d a n c e
T I C :  0 0 0 0 0 3 9 7 . D \ d a t a . m s
4.00 6 .00 8 .00 10 .00 12 .00 14 .00 16 .00 18 .00 20 .00 22 .00 24 .00 26 .00 28 .00
200000
400000
600000
800000
1000000
1200000
1400000
1600000
1800000
T ime-->
Abundanc e
T IC: 00000140.d \ da ta .ms
m/z
40 60 80 100 120 140 160 180 200
N
o
rm
a
li
z
e
d
 I
n
te
n
si
ty
0.00
0.02
0.04
0.06
0.08
0.10
m/z
40 60 80 100 120 140 160 180 200
N
o
rm
a
li
z
e
d
 I
n
te
n
si
ty
0.00
0.02
0.04
0.06
0.08
0.10
m/z
40 60 80 100 120 140 160 180 200
N
o
rm
a
li
z
e
d
 I
n
te
n
si
ty
0.00
0.02
0.04
0.06
0.08
m/z
40 60 80 100 120 140 160 180 200
N
o
rm
a
li
z
e
d
 I
n
te
n
si
ty
0.00
0.02
0.04
0.06
0.08
30 
on inherent patterns in the data [44-47].  In the pattern space, similarity between samples is 
measured by how close the samples are to one another, and smaller distances exist between more 
similar samples [13].   
 
Many distance measures exist that can be used to determine the distance between each pair of 
samples [13, 46-49].  In the research presented in this dissertation, the correlation distance was 
used, so this will be the distance metric discussed.  This metric is also referred to as “Centered 
Pearson,” Equation 2.1.  Equation 2.2 is used to calculate the Pearson correlation coefficient,  , 
for the total number of samples,  .  The correlation between variables   and   is measured for 
each sample,  , where the bar over the variable represents the mean (i.e.,   corresponds to the 
mean of variable   across all samples) [50].  The   values can range from -1 to 1; thus,   can 
range from 0 to 2. 
       (2.1) 
 
  
∑          
 
      
√∑       
 
   
 
∑        
 
   
 
(2.2) 
Equation 2.3 was used to calculate similarity values,    , using the distance between samples,  .  
This equation was used to obtain similarity values between 0 and 1 since   can range from 0 to 
2.   
       
 
 
 
(2.3) 
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A symmetrical similarity matrix is constructed, which compares each sample to every other 
sample and has the dimensions of n × n, where n is the number of samples [13, 48].  The natural 
clusters formed are based on the similarity of samples in the data set [49].   
 
In agglomerative hierarchical cluster analysis, samples are clustered by first considering each 
sample individually, then clustering together the most similar samples, and finally by combining 
similar clusters to form new clusters [45, 46].  The clustering process ends when all samples are 
in a single cluster [46].  Once a new cluster of samples has been formed, a new distance 
measurement must be calculated to determine the similarity between the cluster and other 
samples.  The type of linkage metric selected will determine how this is calculated.  There are 
many linkage metrics to choose from [13, 46-49]; however, only the average linkage, the type 
used in the research presented in this dissertation, will be discussed here.  Using the average 
linkage, the distance between two clusters is calculated as the average of the distance between 
samples in each cluster.  For example, if the distance between samples in one cluster was 1 and 
in another cluster was 2, then the distance between these clusters would be 1.5 based on the 
average linkage.  In this research, the average is weighted, which means that the number of 
samples in each cluster is considered when calculating the average.  If the average is not 
weighted, then the distances would be added together and divided by two, regardless of the 
number of samples in the clusters [48, 49]. 
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To determine which combination of distance and linkage metrics is most appropriate for the data, 
the cophenetic correlation coefficient can be calculated.  This coefficient describes how well the 
clustered distance matrix reflects the original distance matrix.  Values in the clustered distance 
matrix represent the minimum distance required to merge samples or clusters into new clusters.  
The cophenetic correlation coefficient is also calculated using the equation for the Pearson 
correlation coefficient [51], and the equation has been repeated in Equation 2.4 for the benefit of 
the reader.   
 
  
∑          
 
      
√∑       
 
   
 
∑        
 
   
 
(2.4) 
Here,    represents the distance for the  
th
 combination of samples, and    represents the 
cophenetic distance for the same combination.  The values of   and   represent the means for the 
distance and cophenetic distance matrices, respectively.  When this value is equal to one, the 
clustered distances most accurately represents the original distances [52].   
 
A dendrogram is a way to graphically represent the results of hierarchical cluster analysis.  This 
is a tree-like diagram that allows visualization of the clusters formed.  At the bottom of this 
diagram are the single samples, also referred to as “leaves.”  “Branches” are used to show the 
linkage of samples [46, 48].  An example dendrogram, shown in Figure 15, was created using a 
total of six samples and the correlation distance with average linkage for hierarchical cluster 
analysis.  The x-axis shows the sample numbers, and the y-axis represents the height, or distance, 
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at which clustering occurred [53].  Interpretation of the dendrogram considers the order in which 
samples were clustered to determine which samples are most similar.  In this example, the first 
four samples in the dendrogram were selected from the ISO and NA classes, and the fifth and 
sixth samples were from the AR class.  The samples in each respective class were first clustered, 
indicated by the low clustering heights.  Next, the clusters of ISO and NA samples were 
clustered before the final cluster was created.  This illustrates that the ISO and NA samples are 
more similar to each other than to the AR samples. 
 
Figure 15:  Dendrogram of Six IL Samples 
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2.5.  Principal Components Analysis (PCA) 
 
One of the most widely used chemometric techniques is PCA which is used to reduce the 
dimensionality of multivariate data sets [51].  This is an unsupervised method which does not 
require knowledge of class membership for the data set [12, 46].  Principal components, which 
represent an orthonormal set of eigenvectors that will be further discussed, are an example of 
latent variables; in statistical terms, a latent variable is one that cannot be measured directly.  
These variables are obtained by performing PCA on a set of input variables that are directly 
measured [54].  The aim of this technique is to reproduce the variance within the data instead of 
the correlations between the measurements.  The correlated variables in the original data are 
transformed into latent variables, where the first variables explain the majority of variation in the 
data [51].  Linear combinations of latent variables better describe the patterns in the data than the 
original, correlated variables [55].  A new coordinate system is then computed from the latent 
variables and uses only the dimensions that contain the most information about the original data 
[46, 54].   
 
Dimension reduction involves projecting the high-dimensional data into a lower-dimensional 
space.  In the case of reduction of a two-dimensional data set, the data would be projected onto a 
line, which represents a one-dimensional space.  The direction of the line is chosen so that the 
maximum variation within the original data is retained but the variation around it is minimized.  
When the reduced dimensionality exceeds one, more than one axis is required to represent the 
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number of reduced dimensions.  Each subsequent axis will contain the maximum variance for the 
remaining variables that are uncorrelated with the preceding axis.  Each axis will be orthogonal, 
or perpendicular, to one another.  Figure 16 shows an example where the number of dimensions 
was reduced from three to two.  The axis associated with the first principal component, PC1, 
retained 99.96% of the original variance in the data, while the axis for the second principal 
component, PC2, accounted for 0.04% of the variance.  The data points are plotted on the two-
dimensional plane that represents the principal component space.  For a data set reduced to two 
dimensions, orthogonal axes imply the independence of the variables correlated with the second 
axis from those correlated with the first axis [13].   
 
Figure 16:  Illustration of the Reduced Dimensionality Obtained with PCA 
 
Eigenvectors are defined as the new, orthonormal axes formed as a result of dimensionality 
reduction [13].  The term “orthonormal” refers to axes that are orthogonal and normal; 
v1
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v3
PC1
PC2
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orthogonal axes are perpendicular to one another, and normal refers to a unit vector length of one 
[55].  A “loadings” matrix can be used to describe the correlations between the original variables 
and the eigenvectors.  The eigenvectors are commonly referred to as principal components, 
which represent the uncorrelated linear functions of the original variables [56].  Weights, 
referred to as loadings, represent the degree of similarity between the eigenvector and original 
variables, where a high similarity results in a high loading value [12].  The variance associated 
with each eigenvector is referred to as an eigenvalue [13, 47].  The cumulative percentage of the 
eigenvalues is frequently used to approximate the percentage of the variance retained by the 
principal components model [48].  Typically, the amount of variance retained from the original 
data set is discussed in terms of the number of principal components kept and the associated 
cumulative percentage of eigenvalues.  The first principal component will contain the maximum 
variance because the entire data set is used to construct the first eigenvector; consequently, the 
first eigenvalue will have the largest value.  The subsequent principal components, constructed 
based on the variables that were uncorrelated with the first eigenvector, will have an inverse 
relationship with the amount of variance they retain (i.e., as the number of principal components 
increases, the amount of variance retained by each component will decrease) [46].  Scores, 
obtained from PCA, represent the coefficients that describe the location of the sample in the PCA 
space [57].  Scores can be thought of as linear combinations of the loadings and variables, 
resulting in coordinate values used to describe the location of the sample relative to the principal 
component axes [58].  A score is associated with each sample for each principal component, and 
a loading is associated with each variable [51].  Scores plots and loadings plots can be generated 
to visualize the relationships between the samples and variables, respectively [54]. 
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The main goal of PCA is to reduce the dimensionality of the data by retaining only the 
“significant” principal components [12, 13, 51].  The insignificant principal components 
represent the experimental and random noise associated with real data.  This can also be thought 
of as an “error” that PCA will extract and is represented by the principal components with the 
smallest eigenvalues.  These principal components are only required to reproduce the noise 
associated with the data and can, therefore, be removed [51].   
 
To determine the optimal number of principal components that should be retained, a scree plot 
can be used.  This involves plotting the percentage of variance for each principal component 
against the number of principal components.  In this plot, a steep decline is often observed for 
the first few principal components followed by the curve leveling off.  The steep decent of the 
initial slope results from the large changes in the variance associated with the first few principal 
components.  The curve levels off due to a smaller percentage of variance represented by the 
increasing number of principal components.  Once the curve levels off, the remaining principal 
components do not retain enough of the variance to be considered “significant.”  The principal 
components that contribute to the steep descent of the curve, and therefore contain a large 
percentage of the variance, should be retained.  Determining where the curve levels off is not 
always clear, and selecting the optimal number of principal components to retain may be 
subjective [46].  An alternative approach is to select the number of principal components 
required to retain a specific percentage of variance.  In this method, the number of principal 
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components retained will be the minimum number required to exceed the selected cumulative 
percentage of variance [13, 59]. 
  
After PCA has been applied to the data set, the original data set can be expressed in matrix 
notation, Equation 2.5. 
 [ ]  [ ][ ]  [ ] (2.5) 
In this equation, the columns of the score matrix, R, and the rows of the eigenvector matrix, C, 
are composed of the principal components.  The dimensions of the error are equivalent to the 
dimensions of the original data matrix, D.  The scores matrix has the same number of rows as D, 
and the eigenvector matrix has the same number of columns as D.  The concept of PCA is 
illustrated in Figure 17 [48, 55]. 
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Figure 17:  Graphical Representation of Data Dimensionality Reduction by PCA 
 
Factorization of the original data matrix is required to obtain the scores and eigenvector matrices.  
One way to accomplish this is to perform singular value decomposition (SVD).  This technique 
decomposes the original data matrix into three terms, shown in Equation 2.6, where D is the 
original data matrix, U represents the matrix of row-singular values, S represents the matrix of 
singular values, and V is the matrix of column-singular values.   
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Original data matrix, D 
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 [ ]  [ ][ ][ ]  (2.6) 
The D matrix has dimensions of i × k, the U matrix has dimensions of i × n, S is an n × n matrix, 
and V is k × n.  When the matrix of column-singular values is transposed, the dimensions become 
n × k.  In S, the elements on the diagonal are positive values, and the off-diagonal values are 
zero.  The positive values of S are the only ones of interest, so the diagonal of the matrix is used.  
The non-zero values in S represent singular values that are equivalent to the square roots of the 
non-zero variances [55].  To obtain the variances, equivalent to the eigenvalues previously 
described, S is squared.  The cumulative percentage of eigenvalues is calculated to determine the 
number of significant principal components to retain.  The matrix of column-singular values, V, 
is equivalent to the loadings matrix, which is transposed to give the eigenvector matrix, C.   
 
The quantities in Equation 2.5 are related to those obtained using SVD by the following 
equations.   
 [ ]  [ ]  (2.7) 
 [ ]  [ ][ ] (2.8) 
The eigenvectors matrix, C, and the scores matrix, R, are calculated by Equations 2.7 and 2.8, 
respectively.  The dimensions of these matrices are then reduced to retain the desired number of 
principal components.  Equation 2.9 is used to redefine Equation 2.5 based on the reduced 
matrices.   
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 [  ]  [  ][  ] (2.9) 
Here, D
‡
 represents the data matrix that can be reproduced after the associated error has been 
removed during PCA.  The reduced scores matrix, R
‡
, will have the same number of rows as the 
original data matrix, D, but the number of columns will be reduced to the number of principal 
components retained.  The reduced matrix of transposed loadings, C
‡
, will have the same number 
of columns as the original data set, D, but the number of rows will be equivalent to the number 
of principal components retained [55].   
 
The reduced scores and transposed loadings matrices are used for data analysis.  Test data can be 
projected into the model PCA space based on Equation 2.10. 
 [     ]  [     ][      
 ]
 
 (2.10) 
In this equation,       represents the projected scores for the test set,       represents the test 
data set, and       
  represents the reduced transposed loading matrix that was obtained from 
performing PCA on the model data.  The projected scores will have the same number of rows as 
     , but the number of columns will be equivalent to the number of principal components 
retained.  The number of columns in       is equivalent to the number of rows in       
 
. 
 
Outlier detection is important for PCA because the eigenvectors are directed toward maximum 
variance.  Outliers represent the maximum variance within the data set, which would attract these 
42 
axes to an area that represents an insignificant direction in the PCA space.  To determine if any 
data points meet the criteria to be identified as an outlier, the orthogonal distance (OD) and score 
distance (SD) must be calculated for each observation.  This is accomplished using Equations 
2.11 and 2.12, respectively.   
    ‖  [  ][  ]‖ (2.11) 
In Equation 2.11, x represents the original data, and the quantity      is equivalent to the 
reproduced data,   , as described in Equation 2.9.  The double vertical lines used in this equation 
indicate taking the Euclidean norm.  In two-dimensional space, the Euclidean norm is equivalent 
to using the Pythagorean Theorem to calculate the length of the hypotenuse [13].   
The SD is calculated by taking the ratio of the squared scores,   
 , to the associated eigenvalue, 
  , for all retained principal components,  .  Each element in the scores matrix,  
 , is 
represented by  .  In Figure 18, the projection of a data point into the PCA space is represented 
by a black dot connected by a dashed line to an open circle.  The distance between these two 
points is the OD.  The SD is shown as the distance between the open circle and the center of the 
PCA space. 
    [∑
  
 
  
 
   
]
 
 
 
(2.12) 
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Figure 18:  Graphical Representation of Orthogonal and Score Distances 
Note:  Adapted with permission from Introduction to Multivariate Statistical Analysis in Chemometrics (p. 79) by K. Varmuza 
and P. Filzmoser, Boca Raton, FL:  Taylor and Francis Group, LLC.  Copyright 2009 [46]. 
The calculated distances are compared to their cut-off values, Equations 2.13 and 2.14, 
respectively.  In Equation 2.13, the specified quantile, b, of a standard normal distribution, z, is 
used.  The median and median absolute deviation (MAD) of the OD raised to the two-thirds 
power are calculated. 
 
For multivariate, normally distributed data, the squared SDs can be approximated by a chi-square 
distribution,   .  As a result, the cut-off value for the SD can be calculated by Equation 2.14, 
x3
x1
x2
PCA space
OD
SD
      [      (  
 
 )     (  
 
 )   ]
 
 
 
(2.13) 
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where   represents the degrees of freedom and b represents the specified quantile.  In this case, 
the degrees of freedom, a, is equivalent to the number of principal components retained [46]. 
 
There are two types of outliers which could negatively affect the estimation of the PCA space:  
leverage points and orthogonal outliers.  Orthogonal outliers are defined as having an OD greater 
than the OD cut-off,    , but an SD less than the SD cut-off,    .  Bad leverage points are 
defined as having an OD greater than     and an SD greater than    .  These points are far from 
the mean of the regular observations in the PCA space.  Good leverage points are defined as 
having an OD less than     but an SD greater than    .  A Coomans plot can be used to 
graphically describe the boundaries for outlier detection, Figure 19.   
 
Figure 19:  Visual Description of Types of Outliers 
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The dashed lines represent the cut-off values for the OD and SD.  Typically, orthogonal outliers 
and bad leverage points are excluded from the data set [46]. 
 
2.6.  Discriminant Analysis  
 
Discriminant analysis is known as a supervised technique because it requires knowledge of class 
membership for the data set [12, 48].  Two types of discriminant analysis will be discussed:  
Fisher discriminant analysis (FDA) and the Bayesian approach to discriminant analysis. 
 
Fisher Discriminant Analysis (FDA) 2.6.1.  
 
Like PCA, FDA can also be used to reduce the dimensionality of the data.  To accomplish this, 
the data is projected from a higher dimensional space onto a lower dimensional space.  The 
difference between dimensionality reduction for PCA and FDA is that PCA seeks a direction in 
order to retain the maximum variance of the data in the lower dimensional space, while FDA 
seeks a direction in order to achieve maximum separation between the labeled classes of data 
[13, 45, 51, 55].  Using FDA, a discriminant function is obtained which describes a linear 
boundary that divides the multi-dimensional space into sections to achieve optimal separation of 
the classes [13].  Samples are predicted to belong to one of these sections which represents a 
specific class [47].  In this approach, the covariance matrices are assumed to be equivalent 
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between classes [45].  The discriminating power of this approach will be best when the centers of 
groups of samples are well separated and the clusters of samples are compact.  Mathematically, 
this represents a between-class variance that is large compared to the within-class variances.  To 
obtain the maximum separation of classes, a discriminant function that maximizes the ratio 
between both variances is required [55]. 
 
The discriminant functions produced with FDA are commonly referred to as canonical variates 
[46, 51].  These variates represent the axes the data is projected onto to achieve maximum 
separation.  In contrast to PCA, these axes are not necessarily orthogonal to one another.  This 
means that distances in the canonical variate space are distorted in relation to Euclidean space 
[51].  One can determine n-1 canonical variates, where n is the smaller of the number of classes 
or variables [55].  This calculation assumes equal prior probabilities for all classes and also 
assumes equal covariance matrices between classes [45].   
 
Bayesian Approach to Discriminant Analysis 2.6.2.  
 
In the Bayesian approach, prior and posterior probabilities are considered.  Prior probabilities are 
natural or theoretical probabilities of the samples belonging to one group before classification is 
performed.  The assumption of equal prior probabilities is appropriate for many classification 
problems [46].  During classification, samples are assigned a posterior probability for each class 
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considered.  The sample is assigned to the class with the largest posterior probability.  A decision 
boundary between two classes is defined as the point when the posterior probabilities are equal.   
 
Linear boundaries are described by the discriminant functions for LDA, while quadratic 
boundaries are described by the discriminant functions for quadratic discriminant analysis 
(QDA).  A requirement of LDA is that the covariance matrices be pooled for the classes 
considered.  These matrices can only be pooled if the covariance matrices between classes can be 
considered equal.  Equality of these matrices means that the 95% confidence ellipsoids have both 
an equal volume, corresponding to the variance, and an equal orientation in space, corresponding 
to the covariance.  If the ellipsoids display an unequal covariance, represented by unequal 
volumes and orientations, one must expect that QDA is the more appropriate method of analysis 
[55].  One limitation of QDA is that there must be more samples than number of variables.  In 
discriminant analysis, the covariance matrix must be inverted to develop the discriminant 
functions.  If this matrix cannot be inverted, it is referred to as a singular matrix.  When there are 
fewer samples than variables for a given class, a singular matrix will result that prevents the 
development of the quadratic discriminant functions [46, 55, 60].  This issue does not exist for 
LDA since the covariance matrices are assumed to be equivalent across all classes, and a pooled 
covariance matrix is calculated [55]. 
 
Bayesian LDA and QDA are probability-based hard classifiers that assign class membership 
based on a discriminant function,      [46].  Requirements of hard classification methods 
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include that a sample may only be assigned to a single class and failure to assign to a class is not 
an option.  A Bayes classifier uses the class-conditional probability densities,        , as well as 
their prior probabilities,      , for class   .  Here, i=1,…,C where C represents the total number 
of classes considered.  A minimum-error-rate classification can be achieved using Equation 2.15.   
         [       ]    [     ] (2.15) 
If the class-conditional probability densities are multivariate normal, then the discriminant 
function is given by Equation 2.16. 
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           [     ] 
(2.16) 
In Equation 2.16,   ,   , and      represent the mean vector, the covariance matrix, and the 
determinant of the covariance matrix, respectively, for class   .  The term       
   
     
    in Equation 2.16 is the square of the Mahalanobis distance from   to the center of class   .  
Simplifying Equation 2.16 leads to the classification function that is quadratic in  , shown in 
Equation 2.17.  Equation 2.17 is general to the multivariate normal case where the covariance 
matrices are not equivalent between classes. 
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(2.17) 
When the covariance matrices are equivalent between classes, Equation 2.17 simplifies to a 
discriminant function that is linear in  .  In this case, the     
    term simplifies to       , 
which is a constant across all classes and can be dropped from Equation 2.17.  The resulting 
classification function, shown in Equation 2.18, is now linear in   [45]. 
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(2.18) 
The sample,  , which is classified by either the linear or quadratic discriminant function, will be 
assigned to the class with the largest posterior probability [46, 55].   
 
2.6.2.1. Likelihood Ratios Calculated with Posterior Probabilities  
 
In a criminal case, forensic scientists can express the value of the evidence as a likelihood ratio.  
A suspect can either be guilty or not guilty of a crime, ω; considering the odds of guilt results in 
Equation 2.19.  If the guilt of the suspect depends on the evidence, this ratio is expressed by 
Equation 2.20.  Here,        represents the probability that the suspect is guilty given the 
evidence, and    |   is the probability that the suspect is not guilty given the evidence [61]. 
      
                         
                             
 
(2.19) 
           
      
   |  
 
(2.20) 
Calculating the probabilities of the presence of an ILR in a fire debris sample provides an 
example directly related to the research presented in this dissertation.   
 
Bayes theorem uses the prior and posterior probabilities to calculate the likelihood ratio [45, 61].  
Equation 2.21 defines the posterior probability,        , that ILR is present, given the evidence 
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x, as the product of the class conditional probability,        , and the prior probability,      , 
divided by the sum of               and the analogous product,                , for 
substrate pyrolysis.  The same definitions hold for describing the SUB class, Equation 2.22.  The 
ratio of the two posterior probabilities is given by Equation 2.23 which can be simplified to 
Equation 2.24.  Equation 2.25 results from cancellation of the prior probabilities.   
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(2.25) 
The right-hand side of Equation 2.25 is the likelihood ratio which relates to the strength of the 
evidence; a likelihood ratio greater than one supports the presence of ILR in the sample. 
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Likelihood Ratio Test 2.6.3.  
 
The likelihood ratio test is used to determine if the covariance matrices for two classes are 
equivalent.  The likelihood ratio test statistic, , is given in Equation 2.26, where    represents 
the number of samples in Class 1, and    represents the number of samples in Class 2 [62].   
                    | ̂|        | ̂ |        | ̂ | (2.26) 
In this equation, loge is equivalent to the natural log, ln.  The maximum likelihood estimate 
values,  ̂, are calculated using Equations 2.27, 2.28, and 2.29.  The product matrices for Class 1 
and Class 2 are represented by    and   , respectively.  This is calculated by multiplying the 
mean centered data matrix by its transpose and an example is shown for Class 1 in Equation 
2.30. 
  ̂  
 
     
        
(2.27) 
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(2.30) 
The test statistic quantity in Equation 2.26,      
 
 , follows a chi-squared distribution with 
 
 
        degrees of freedom, where p represents the number of variables.  This quantity is 
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compared to a chi-squared table statistic, and the covariance matrices are said to be equivalent if 
the table statistic is less than the test statistic [62]. 
 
2.7.  Soft Independent Modeling of Class Analogy (SIMCA) 
 
Wold and co-workers developed the SIMCA method in 1975 [63].  SIMCA is a supervised, soft 
classification technique.  As previously discussed, supervised methods require knowledge of 
class membership for the data set.  Soft classification allows samples to be assigned to a single 
class, multiple classes, or not assigned to any class.  Hard classification methods, such as 
discriminant analysis, require samples to be assigned to a single class.  The theory behind soft 
classification is that a sample may fit into multiple classes, such as a chemical compound 
possessing multiple functional groups.  The soft classification method allows the sample to be 
assigned to as many classes as necessary [48].  If class models overlap, samples may be assigned 
to multiple classes; however, if the classes are clearly separated, samples will only be assigned to 
one class.  Samples may also belong to classes that have not been defined by the model data set.  
Classification by a soft classification method would allow the samples to remain unassigned 
instead of being forced into a class [46, 54].   
 
While discriminant analysis methods seek a boundary between classes, SIMCA focuses on 
similarity within a class instead of discrimination between classes.  When the goal is to 
discriminate between classes, discriminant methods, rather than SIMCA, should be used [13, 
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55].  A disadvantage of SIMCA is that a confidence level, , must be set.  Consequently, a 
percentage of samples in a given class, equivalent to the selected  level, will be considered 
misclassified. When discriminant methods are used, which do not require a confidence level, this 
misclassification problem is avoided [55]. 
 
The major advantage to Wold’s SIMCA method is the use of disjoint principal component 
models.  This means that a separate principal component model is considered for each class [13, 
46, 64].  The number of principal components retained for each model may be different [48, 54, 
64], and the number is selected based on methods described in Section 2.5.  Discriminant 
analysis also selects principal components to retain prior to model development and 
classification, but the principal components are based on the entire data set, which may include 
several classes, rather than for each individual class [48].  Once a principal component model is 
developed for each class in the data set, confidence envelopes are constructed around the model 
data set.  This envelope can take the form of a sphere, ellipsoid, cylinder, or rectangular box that 
encloses the group of data points [46, 47].  Modeling of individual classes allows for optimal 
dimension reduction in each, which subsequently allows for more reliable classification of test 
samples [46].   
 
When only one class model is considered, SIMCA can be thought of as a type of outlier analysis 
because it would classify samples as members or non-members of the class [54].  The first 
versions of SIMCA only considered if a sample is a member of the class.  Another possibility is 
54 
that the sample is a member of the class, but far from the training data.  This type of sample 
would be considered an outlier of the class.  A second step was added to the original SIMCA 
versions in order to close the confidence envelope.  Samples that fell outside of the closed 
confidence envelope would be considered outliers [55]. 
 
The goal of SIMCA is to classify new samples.  This is accomplished by measuring the distance 
between the samples and the classes.  This measurement is based on the Euclidean distance of a 
sample to the PCA space, referred to as the OD.  To calculate this value, data for the test sample 
is projected into the model PCA space for the given class, i, Equation 2.31.  The model data is 
mean-centered prior to performing PCA.  The test data,  , is first mean-centered by the means of 
the model data, M, for the specified class,    .  Then, this data is post-multiplied by the reduced 
loadings matrix of the model,    
  
, to obtain projected scores,   , for the test sample in class i 
[46]. 
           [   
 ]
 
 (2.31) 
 
The projected score is then transformed back to the original space for class i, Equation 2.32.  In 
this equation,    represents the projected score for the observation,    
 
 represents the reduced 
transposed loadings matrix of the model, and     represents the means of the model data. 
  ̂    [   
 ]      
(2.32) 
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The OD of each test sample to the model PCA space for class i is calculated, Equation 2.33.   
     ‖   ̂ ‖ (2.33) 
In this equation, the double vertical lines indicate taking the Euclidean norm for each test 
sample.   
 
Another distance, SD, is also calculated for each test sample [65].  This distance, SD, considers 
elliptical spaces where the ellipse shape corresponds to the covariance structures of the groups, 
Equation 2.34.  This is a robust form of the Mahalanobis distance and is also measured in the 
PCA subspace.  In Equation 2.34, the ratio of the squared scores,    
 , to associated eigenvalue, 
   , is taken for the retained principal components,   , for class i.  Here, the scores are those 
projected for the test sample, and the eigenvalues are those associated with the model data.   
     [∑
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(2.34) 
 
These distance measures, OD and SD, are standardized and combined to result in a score value, 
  
 , Equation 2.35.  This value is a linear combination of the scaled OD and SD and is used to 
determine membership of test sample, j, to class i.  The equations used to calculate the OD cut-
off and SD cut-off are shown in Equations 2.36 and 2.37, respectively.   
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(2.35) 
In Equation 2.35,   is a tuning parameter that can range from zero to one and applies a weight to 
each of the scaled distances.  For example, a   value of zero would base the score value entirely 
on the SD, and a   value of one would base it solely on the OD.  This parameter is optimized in 
order to achieve the highest correct classification rates.  The cut-off value for the OD is shown in 
Equation 2.36.  This is calculated using the specified quantile, b, of a standard normal 
distribution, z.  The median and MAD are calculated for the OD of class i raised to the two-thirds 
power. 
 
For multivariate normally distributed data, the squared SD can be approximated by a chi-square 
distribution,   .  As a result, the cut-off value for the SD can be calculated by Equation 2.37, 
where    represents the degrees of freedom for class i and b represents the specified quantile.  In 
this case, the degrees of freedom, a, is equivalent to the number of principal components retained 
[46]. 
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Classification rules are then used to determine if samples are assigned to a given class.  Each 
sample is tested against the model developed for each class [49, 54].  The use of distance 
calculations in the classification of multivariate data is based on the assumption that closeness in 
multivariate space indicates sample similarity [51]. 
 
A Coomans plot can also be used to visually illustrate the SIMCA classification using two 
classes [46].  The classification boundaries are based on the limit defined in the classification 
rule, Figure 20.   
 
Figure 20:  Coomans Plot 
In this figure, samples are assigned to the class or classes with a score value less than the 
specified limit.  The score value for each test sample can be plotted to result in assignment to a 
single class, both classes, or to neither class [46]. 
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EXPERIMENTAL CHAPTER 3:  
 
3.1.  Instrument Parameters 
 
An Agilent 6890 GC coupled to an Agilent 5973 MS was used for sample analysis, Figure 21.  
The injector was run in split mode with a ratio of 50:1 at a temperature of 250° C.  The 
chromatographic column used was a methyl-siloxane HP-1 with an internal diameter of 0.2 mm, 
a length of 25 m, and a film thickness of 0.5 μm.  Helium was used as the carrier gas, and the 
flow was kept constant at a velocity of 34 cm/minute.  The oven was set to an initial temperature 
of 50°C for three minutes and then ramped at a rate of 10°C/minute up to 280°C.  The 
temperature was held at 280°C for four minutes to give a 30-minute total run time for the 
analysis.  The transfer line between the GC and MS was set to 280°C, and the MS source 
temperature was set to 230°C.  A mass range of 30-350 was scanned by the mass analyzer at a 
rate of two to three scans per second.  Mass scanning began after a two-minute solvent delay 
[66]. 
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Figure 21:  Gas Chromatograph–Mass Spectrometer 
 
3.2.  Data Sets 
 
Samples for Model Development 3.2.1.  
 
Records for 460 IL samples and 88 substrate (SUB) samples were selected from the ILRC and 
substrate databases to use for model development [31, 32].  This data set also included 15 
“weathered” gas samples which were repeated in the data set, where this term refers to the loss in 
abundance of some components of the IL.  The samples were included in order to develop a 
model that represented the type of weathering that may occur in fire debris samples.  A list of 
samples used, along with sample descriptions, can be found in APPENDIX A.  The TIS was 
calculated for each sample according to methods previously published for the mass range of 30-
200 [8].  The TIS data matrix was oriented so that each row consisted of the intensities for a 
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single sample across all variables.  The TIS was normalized by three different methods.  The first 
method, referred to as “summed to one,” involves dividing the intensity of each m/z ratio by the 
summed intensity value for the sample.  The second method, referred to as “base peak,” is 
calculated by dividing the intensity of each m/z ratio by the intensity for the base peak of that 
sample.  With this method, the intensity for each m/z ratio is represented as a percentage of the 
base peak intensity.  To normalize using the third method, referred to as “unit vector,” the 
intensity of each m/z ratio is divided by the square root of the sum of squares for the sample.   
 
Fire Debris Samples 3.2.2.  
 
Large-scale burns were conducted in freight containers that were staged as a two-room 
apartment.  A specific class of IL was selected to start the fire in each container, and the location 
of the pour was recorded.  Figure 22 shows the IL being poured in the container, and the 
furniture and arrangement of the container can also be seen.  The container is shown just before 
the fire was extinguished in Figure 23. 
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Figure 22:  Pouring of the IL into a Container Used for the Large-Scale Burns 
 
Figure 23:  Appearance of the Container Prior to Being Extinguished 
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Figure 24 shows the appearance of the container after it had been extinguished.  Samples were 
collected post-burn in various areas of the container both on and off the pour.   
 
Figure 24:  Post-Burn Container 
Following ASTM E1412-00, which uses activated charcoal strips for adsorption, passive 
headspace analysis was used to extract any ILR from the samples [27].  The paint can was heated 
at 66° C for 16-18 hours before the activated charcoal strip was eluted with carbon disulfide, 
CS2.  The GC–MS method used for analysis has been previously described in Section 3.1.  
Samples collected from the pour were designated as the class of IL used in the burn, while those 
collected off the pour were designated as SUB.  With these designations, there were 89 IL 
samples and 40 SUB samples.  These designations, however, only consider the pre-burn sample 
composition and do not account for the potential evaporation of IL during the fire.  To overcome 
this potential issue, an analyst performed TCA and examined the TIC and EIC following the 
protocols for ILR classification outlined in ASTM E1618-10.  The analyst also had prior 
knowledge of the IL used in the burn.  If an IL pattern was observed in the data, the sample was 
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designated as the class of IL used in the burn.  If no pattern was observed by the analyst, the 
sample was designated as SUB.  These designations resulted in 54 IL samples and 75 SUB 
samples.  A list of the samples used, along with sample descriptions, can be found in 
APPENDIX B. 
 
Laboratory fire debris samples were created following a modified procedure based on the 
destructive distillation method demonstrated by the Bureau of Forensic Fire and Explosives 
Analysis of the Division of the Florida State Fire Marshal [66, 67].  In this method, a specific 
volume of IL was added to a SUB(s) which was placed in an unlined quart paint can, covered 
with a vented lid, and placed above the flame of a propane torch, Figure 25.   
 
Figure 25:  Experimental Set-Up for Laboratory-Scale Burns 
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The can was allowed to burn for two minutes after the initial sign of smoke before removal from 
the heat source.  Extraction of ILR from the laboratory fire debris samples followed the passive 
headspace analysis and GC–MS methods discussed for the samples from the large-scale burns.  
The laboratory fire debris samples were designated as the class of IL used in the burn.  Following 
the same procedure, but without the addition of the IL, SUB control samples were created using 
multiple SUBs and were designated as SUB.  This resulted in 69 samples designated as IL and 
five samples designated as SUB.  These designations are based on pre-burn sample composition; 
therefore, the analyst examined the post-burn data to determine the sample designations based on 
ASTM E1618-10 protocols, as was done with samples from the large-scale burns.  All samples 
which contained an IL prior to burning also exhibited an IL pattern in the post-burn data.  This 
means that the designations remained the same regardless of the two approaches used.  A list of 
the samples used, along with sample descriptions, can be found in APPENDIX C.   
 
The fire debris samples were normalized by the same method used for the model samples (i.e., if 
the model samples were normalized by dividing all intensities by that of the base peak, then the 
fire debris samples were normalized in the same way).   
 
Electronically Generated TIS with SUB Contribution 3.2.3.  
 
In an effort to develop a model with data that was similar to the fire debris data, TIS that 
contained SUB contribution were generated electronically.  Samples were used from the ILRC 
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and substrate databases to generate these TIS by an in-house MATLAB code (Mathworks, 
Natick, MA).  Due to the unknown ratio of ILR-to-SUB pyrolysis products in fire debris 
samples, three different data sets were created with upper limits of SUB contribution set at 20%, 
50%, and 90%.  Each electronically generated TIS contained a percentage of the TIS for two 
randomly selected SUB samples while the remaining percentage was from the TIS for one IL 
model sample.  The fraction of SUB contribution added to each sample was randomly selected 
on the interval of [0.01, upper limit].  Following this procedure, 10 TIS with SUB contribution 
were generated for each IL in the model sample data set.  There were approximately five times 
more IL samples than SUB samples used in the model data set.  To generate roughly the same 
number of mixed SUB TIS as TIS of IL with SUB contribution, 50 mixed SUB TIS were 
generated for each SUB in the model data set.  The mixed SUB TIS were designated as SUB, 
and the TIS of IL with SUB contribution were designated as the class of IL used to generate the 
TIS.  The total data set consisted of TIS for 460 IL, 4,600 IL with SUB contribution, 88 SUB, 
and 4,400 mixed SUB.  The code used to generate these samples is provided in APPENDIX E.   
 
3.3.  Cluster Analysis 
 
The data set used for cluster analysis was described in Section 3.2.1.  For this analysis, m/z 32 
was removed because it is only found in the baseline of the mass spectra.  The data set was 
normalized using the “base peak” method.  The 15 additional weathered GAS samples, included 
in the original data set described, were also removed for this analysis.  The removal of these 
66 
samples resulted in a total of 445 IL samples and 88 SUB samples in this data set.  All ASTM 
classes were used, and the PD class was subdivided into LPD, MPD, and HPD based on carbon 
range.  
 
Cluster analysis was performed on the data for the ILs, excluding the MISC and OXY samples, 
which resulted in a total of 282 samples.  Rather than classifying samples into known groups as 
discriminant analysis and SIMCA methods do, cluster analysis was used to examine the natural 
clustering of the samples.   
 
Distances and Linkages 3.3.1.  
 
Multiple distance and linkage methods were used to select the combination that resulted in a 
large cophenetic value and a dendrogram that clustered samples into chemically meaningful 
groups.  Calculations were performed in R [68], and the amap package [50] was used for 
distance calculations, which is available through the Comprehensive R Archive Network 
(CRAN).  The stats package [68], which is available in the basic R software, was used for 
hierarchical clustering.  In the amap package for R, nine distance methods are available:  
Euclidean, Maximum, Manhattan, Canberra, Binary, Pearson, Correlation, Spearman, and 
Kendall.  Within the stats package, there are seven linkage methods available:  Ward, Single, 
Complete, Average, McQuitty, Median, and Centroid.  This results in 63 possible combinations 
of distance and linkage methods.  While all combinations were tested, only the results for the 
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correlation distance and average linkage will be further discussed.  The code for Cluster Analysis 
is given in APPENDIX D. 
 
Similarity Matrices 3.3.2.  
 
A matrix of similarity values was calculated using Equation 2.3, and the similarity values can 
range from zero to one, as described in Section 2.4.  Samples with a distance of zero between 
them would have a similarity of one, indicating that the samples are the most similar.  Heat maps 
were generated using the conditional formatting option in Microsoft Excel (2010).  The 
formatting was applied to the matrix of similarity values, where red indicated the samples that 
were the most similar, blue indicated samples that were the least similar, and white was used for 
samples with mid-point similarity values.  Figure 26 shows the generation of a heat map from a 
similarity matrix using the conditional formatting option.  In this figure, SRN represents the 
sample reference number used to identify the SRN of the IL in the ILRC database [31].  As 
described, the highest similarity values are shaded in red, while the lowest similarity values are 
shaded in blue. 
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Figure 26:  Generation of a Heat Map from a Similarity Matrix 
 
Dendrograms 3.3.3.  
 
Dendrograms were created using the stats package in R.  The cba package [69] was used to 
optimally order the dendrogram nodes.  Optimal leaf ordering “maximizes the sum of similarities 
of adjacent leaves” in the dendrogram, which allows samples that are highly similar to be 
arranged in the center of the cluster [70].  The ordering of the samples in the dendrogram was 
SRN 168 102 369 185 96 72 378 417 r203
168 1 0.932 0.886 0.801 0.65 0.493 0.608 0.898 0.499
102 0.932 1 0.908 0.813 0.635 0.49 0.619 0.846 0.499
369 0.886 0.908 1 0.937 0.712 0.52 0.651 0.905 0.504
185 0.801 0.813 0.937 1 0.659 0.487 0.626 0.894 0.498
96 0.65 0.635 0.712 0.659 1 0.702 0.558 0.667 0.501
72 0.493 0.49 0.52 0.487 0.702 1 0.491 0.489 0.497
378 0.608 0.619 0.651 0.626 0.558 0.491 1 0.626 0.655
417 0.898 0.846 0.905 0.894 0.667 0.489 0.626 1 0.513
r203 0.499 0.499 0.504 0.498 0.501 0.497 0.655 0.513 1
SRN 168 102 369 185 96 72 378 417 r203
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then used to sort the heat maps.  This allows the clusters to be viewed in terms of their similarity 
to other samples.   
 
3.4.  Cross-Validation 
 
A MATLAB code was written in-house to perform cross-validation during model development.  
Within the code, 100 iterations were conducted for each step of the classification scheme.  On 
each repetition, 20% of the samples in each class were randomly selected and withheld as a test 
set.  The remaining 80% of the samples in each class were used to develop the model.  Two 
cumulative confusion matrices were calculated:  one for the cross-validation model data set and 
the other for the cross-validation test set.  In Chapter 4, the results for the cross-validation test set 
will be discussed.  Lines of code for cross-validation can be found within the codes written for 
LDA/QDA and SIMCA, APPENDIX G and APPENDIX I, respectively.   
 
3.5.  Discriminant Analysis 
 
Models were developed for discriminant analysis using the data set with samples selected from 
the databases, described in Section 3.2.1.  Models were also developed for the data set developed 
with SUB contribution, described in Section 3.2.3.  Each data set was normalized using the 
“summed to one” method. 
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PCA  3.5.1.  
 
The percentage of variance retained within the data was optimized in order to achieve the highest 
correct classification rates.  Classification rates were calculated using the number of principal 
components required to retain 50%, 70%, 90%, and 95% of the variance in the data.  For cross-
validation, PCA was performed on the samples used for model development, while the samples 
in the test set were excluded.  Projected scores for the test set were obtained by projecting the 
TIS of the test samples into the model PCA space, as shown in Equation 2.10.  When testing the 
fire debris samples, PCA was performed on the entire data set used for model development.  
Projected scores were obtained for the fire debris samples by projecting the TIS into the model 
PCA space, Equation 2.10. 
 
LDA/QDA 3.5.2.  
 
Samples were classified by LDA and QDA.  When applying these methods for classification, it 
was assumed in this work that the prior probability of encountering each class is equal.  For a 
two-class comparison, the probability for encountering each class is set to 0.5.  If historical data 
is available to facilitate estimation of reliable prior probabilities, this assumption is not required.  
In a 15-year study by the Bureau of Forensic Fire and Explosives Analysis, 50% of casework 
samples were determined to be “negative” for ILR [71].  The choice of priors selected in this 
research is, therefore, representative of those encountered in the crime laboratories.  Scores, 
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derived from PCA of the TIS for the classes being considered, were used to develop LDA and 
QDA models.  Discriminant functions based on the linear or quadratic combination of PCA 
scores for each class were calculated based on Equations 2.17 and 2.18, respectively.  The 
sample is assigned to the class with the largest linear or quadratic discriminant score [46]. 
 
Likelihood Ratio Test 3.5.3.  
 
The likelihood ratio test was used to determine if the covariance matrices were equivalent 
between classes.  This test compares two classes at a time; so, if more than two classes are being 
compared, each class will need to be tested against every other class.  For example, when using 
three classes, compare Class 1 to Class 2, Class 1 to Class 3, and Class 2 to Class 3.  The code 
for this test is provided in APPENDIX F.   
 
Multi-Step Classification Scheme 3.5.4.  
 
As discussed in Chapter 2, QDA requires that there must be more samples than number of 
variables.  Table 3 shows the number of samples used in each ASTM class for the model data 
set.  All data sets that included electronically generated TIS with SUB contribution had the same 
total number of samples in each class.  Thus, the second column reflects the total number of TIS 
generated for each ASTM class, which is independent of the percentage of SUB contribution 
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added.  The requirements of QDA only apply to the model data because the test samples are 
projected into the model PCA space and classified based on the model developed.   
Table 3:  Number of Samples in Each ASTM Class in the Cross-Validation Model Data Set 
  Number of Samples 
ASTM Class  Without SUB Contribution  With SUB Contribution 
AR  19  211 
GAS  30  267 
ISO  28  308 
MISC  74  818 
NA  14  150 
NP  13  141 
PD  134  1,470 
OXY  56  616 
SUB  70  3,590 
 
As can be seen in Table 3, the NP class has the fewest samples.  When QDA is used to classify 
samples from the data set developed with 0% SUB contribution, the number of variables is 
limited to 12 so that the QDA requirement of having a greater number of samples than variables 
is met.  By using PCA to reduce the dimensionality of the data set, the required number of 
principal components will be smaller than the number of variables and is less likely to exceed the 
number of samples.  Due to the large number of samples in the data sets with electronically 
generated TIS with SUB contribution, the QDA requirement will be met for all classes since the 
number of samples will always exceed the number of variables used.   
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Although the requirement for the use of QDA is met for all data sets, a large number of 
misclassifications resulted when all classes were included in model development.  The low 
correct classification rates were due to samples misclassifying as MISC and OXY.  To increase 
correct classification rates, a multi-step classification scheme was used, Figure 27.   
   
Figure 27:  Multi-Step Classification Scheme 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis. Journal of Forensic Sciences. 2013; 58:887-96 [72]. 
Samples 
SUB IL 
ALI ARG 
AR GAS ISO/NA 
ISO NA NP 
MISC or OXY 
PD 
? 
PD/NP 
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In the first step, a sample was assigned as being positive or negative for the presence of an IL.  
Groups of IL classes with similar mass spectral data were formed in subsequent steps before 
assigning samples to a single ASTM class (e.g., the ISO and NA classes were combined prior to 
using the single ISO and NA classes).  At each step of the classification scheme, a model is 
developed that considers two classes.  Classification rates were calculated for each of the six 
steps where each step was independent of the previous.  For example, classification rates were 
calculated for assigning IL samples to the aliphatic (ALI) or aromatic/gasoline (ARG) groups, 
but the TIS of all designated-IL samples were classified regardless of whether they correctly 
classified as IL in the first step.  As previously discussed, samples are assigned to the MISC 
category when they possess characteristics of multiple ASTM classes or when they do meet the 
criteria to be assigned to one of the ASTM classes.  Samples assigned to the OXY class are only 
required to possess an oxygenated compound as a major component and may also meet criteria 
for assignment to one of the other ASTM classes.  Because these two groups do not have strong 
class characteristics, they were excluded from all but the first step of this classification scheme.  
In the first step of the scheme, all samples classified as containing an IL, regardless of class, 
were considered.  It is suggested that after the model classifies the TIS of a sample as a member 
of one of the IL classes, the analyst should examine the chromatographic data of the sample to 
determine if it possesses characteristics of multiple ASTM classes or contains an oxygenated 
component, which would dictate that it be assigned to either the MISC category or OXY class, 
respectively.   
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Likelihood ratios were also calculated for the first step of the classification scheme.  This was 
taken as the ratio of posterior probabilities for the IL-to-SUB classes and was only calculated for 
the data sets with 0% and 20% SUB contribution and the fire debris samples.  The code for 
calculating the likelihood ratios is provided in APPENDIX H.   
 
Canonical Variate Plots 3.5.5.  
 
Visualization of class separation may not be possible when more than three dimensions are 
required.  Three dimensions would be required for retaining three principal components from 
PCA; similarly, a larger number of principal components retained would require a larger number 
of dimensions.  Canonical variates provide a graphical representation when considering a small 
number of classes.  For the two-class comparisons that result from the multi-step classification 
scheme, one canonical variate will be produced by FDA, as discussed in Section 2.6.1.  This is 
based on the condition that there will be n-1 canonical variates for n classes.  The discriminant 
analysis results were projected onto the canonical variate to visualize class separation.   
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3.6.  SIMCA 
 
The data sets containing 0% and 20% SUB contribution were classified by the SIMCA method.  
Each data set was normalized using the “summed to one” method.  The multi-step classification 
scheme, Figure 27, was also used to develop error rates for the SIMCA classification method.   
 
PCA & Outlier PCA  3.6.1.  
 
For classification using the SIMCA method, outlier PCA was performed prior to cross-
validation.  At each step of the classification scheme, outlier PCA was performed on each 
individual class (i.e., IL-designated samples were separated from those samples designated as 
SUB prior to performing PCA).  With this statistical method, SVD is first used for factorization 
of the data matrix to retain the number of principal components required for the optimized 
percentage of variance within the data, described in Section 3.5.1.  The scores and eigenvalues 
obtained from this decomposition are used to identify outliers and leverage points within the 
data.  The OD and SD were calculated for each sample in each class, Equations 2.33 and 2.34, 
respectively.  For each class, these values were compared to the respective cut-off values of each 
distance at a 90% confidence interval, calculated by Equations 2.36 and 2.37.  The types of 
outliers and their criteria were previously discussed in Section 2.5.  Orthogonal outliers and bad 
leverage points were removed from the data sets.  Good leverage points were retained for model 
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development and to stabilize the estimation of the PCA space.  Samples with an OD and SD 
below their respective cut-off values were also used in model development [46, 65].   
 
Calculation of Score Values 3.6.2.  
 
A MATLAB code was written to perform outlier PCA on the mean-centered data and remove the 
outliers, then to mean-center the reduced data set and complete the SIMCA analysis.  In all 
subsequent references the “model data set” will refer to the mean-centered data set used after 
outliers have been removed.  Within the SIMCA analysis, cross-validation was performed on the 
model data set, as described in Section 3.4.  For cross-validation, the test data refers to the 20% 
of data withheld as a test set, and the model data refers to the remaining 80% of the data used to 
develop the model.  For classification of the fire debris samples, the test data refers to the fire 
debris data, and the model data refers to the entire model data set.   
 
To calculate projected scores for the test data, PCA was first performed on the model data set.  
The test data was centered around the means of the model data set and projected into the model 
PCA space.  The OD was calculated using the original test data and the test data that was 
recovered after projection into the model PCA space, Equation 2.33.  The SD, shown in Equation 
2.34, was calculated using the eigenvalues for the model data and the projected scores for the test 
data.  Score values for the test samples are calculated by Equation 2.35 where the cut-off values 
for the model data are used.  The OD and the SD for the test data are consequently scaled by the 
78 
same cut-off values that were used for model development.  The score values for the model data 
and the fire debris data were assigned to classes based on the classification rule, discussed in 
Section 3.6.4.   
 
Optimization of   3.6.3.  
 
The value of   can range from zero to one.  To optimize this value for the given step of the 
classification scheme, increments of 0.2 were used to determine which values gave the highest 
correct classification rates for the cross-validation test set.  An optimal value was selected for 
each of the six steps in the classification scheme and for each of the model data sets used.   
 
Classification Rules 3.6.4.  
 
The first classification rule used in this research assigned samples to a class or classes with a 
“score value,”   
 , less than a specified limit.  If the score value was greater than that limit, then 
the sample was not assigned to any of the classes that were considered.  Samples were listed as 
correct, partially correct, incorrect, or not assigned.  Sample assignments were considered to be 
correct if they were only assigned to the correct class, partially correct if they were assigned to 
multiple classes that included the correct class, and incorrect if the sample was not assigned to 
the correct class.   
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A second classification rule was used which only assigned samples to the class with the 
minimum score value.  Using this classification rule, test samples were not assigned to multiple 
classes.  The same limiting score value was used with this classification rule; and, if the 
minimum score value was greater than the limit, the sample was not assigned to any class.  
Correct classification rates were calculated based on the total number of samples assigned, and 
those that were unassigned were not considered in this calculation.   
 
3.7.  Classifier Performance Metrics 
 
Classifier performance metrics were calculated for results obtained using the multi-step 
classification scheme.  For the first step of the scheme, assigning a sample as positive or negative 
for the presence of an IL, the false positive, true positive, false negative, and true negative rates 
were calculated for each of the data sets.  A false positive is defined as a SUB-designated sample 
that the model incorrectly classified as IL; whereas, a true positive is an IL-designated sample 
that the model classified as IL [73].  The false negative rate represents IL-designated samples 
that were incorrectly classified as SUB, while the true negative rate represents SUB-designated 
samples that were classified as SUB.  The false negative rate is equivalent to one minus the true 
positive rate, and the true negative rate is equivalent to one minus the false positive rate.  In the 
forensic application, low false positive rates are important.  The precision and accuracy were also 
calculated.  The precision is defined as the positive predictive value [73]; in this research, a 
sample is defined as being positive for the presence of IL or ILR.  The precision represents the 
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percentage of correctly assigned IL-designated samples out of the total number of samples 
assigned to the IL class.  Accuracy is defined as the total number of samples correctly assigned 
out of the total number of samples classified [73].  This value is equivalent to the correct 
classification rate that will be discussed in the results chapter.   
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RESULTS AND DISCUSSION CHAPTER 4:  
 
4.1.  Cluster Analysis 
 
Heat Maps and Variation in Database Samples 4.1.1.  
 
The combination of the correlation distance and average linkage gave the most chemically 
meaningful groups and a large cophenetic correlation coefficient, 0.881.  The equation used to 
calculate the correlation distance was previously described as 1-r, where r is the Pearson 
correlation coefficient, Equation 2.2.  The range of the Pearson correlation coefficient is from -1 
to 1; therefore, the correlation distances range from 0 to 2.  To obtain the heat map shown in 
Figure 28, the distance matrix was converted to a similarity matrix using Equation 2.1.  Based on 
this equation, the similarity values can range from 0 to 1 when using the correlation distance, and 
sample comparisons with the smallest distances will have the largest similarity values.   
 
The correlation distance was calculated for each pair of samples in the data set described in 
Section 3.3.  This distance matrix was converted first to a similarity matrix, using Equation 2.1, 
and then to a heat map, as described in Section 3.3.2.  The samples in the heat map, shown in 
Figure 28, were arranged based on ASTM class designations found in the ILRC database.  Red 
was applied to cells with the highest similarity values, white to cells with mid-point similarity 
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values, and blue to cells with the lowest similarity values.  The color gradient applied to the 
similarity matrix, and the numerical value associated with each color, is shown on the right side 
of Figure 28.  As previously stated, the similarity values can range from 0 to 1 when using the 
correlation distance; however, the minimum similarity value for the data set used in this research 
was 0.43, so the values ranged from 0.43 to 1.  Within the classes, the samples are ordered 
arbitrarily; consequently, the most similar samples are not necessarily adjacent to one another.  
High similarity values are, however, still visible between ILs in some ASTM classes. 
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Figure 28:  Heat Map for All Samples Selected from the Databases 
A large variation in similarity values within the MISC, OXY, and SUB classes is observed in the 
lower right corner of Figure 28.  This variation is not surprising due to the lack of class 
characteristics in the ASTM definition for the MISC category and OXY class.  A box plot was 
used to illustrate the variation in similarity values within the ASTM classes, Figure 29.  The 
“boxplot” function, available in the basic R package, was used to generate the plot [68].  In this 
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figure, the horizontal lines outside the box represent the minimum and maximum similarity 
values.  The median similarity value is indicated by a thick, dark horizontal line, and the box is 
constructed using the first and third quartiles.  The confidence interval around the median 
( 
        
  
, where IQR is the interquartile range and   is the number of samples) is represented 
by the notches on each box.  As can be seen, there is significantly less variation between samples 
in the NA class than in the AR class.  The NA class is comprised of ILs that contain normal 
alkanes in a high carbon range, while the AR class consists of ILs containing alkylbenzenes, 
alkylnaphthalenes, or a combination of both over multiple carbon ranges.   
 
Figure 29:  Box Plots Illustrating the Variation within Each Class 
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Box plots were also constructed to illustrate the variation between groups, Figure 30.  Samples in 
the MISC, OXY, and SUB groups were compared to the “aliphatic group” and “aromatic group,” 
and the aliphatic group was compared to the aromatic group.  The aliphatic group comprises 
samples in the ISO, NA, NP, HPD, LPD, and MPD classes, while the aromatic group contains 
samples in the GAS and AR classes.   
 
Figure 30:  Box Plots Representing the Variation between Classes 
Figure 30 shows that the samples in the MISC, OXY, and SUB classes have higher similarities to 
the aliphatic group than to the aromatic group.  The median similarity values are observed to 
decrease across the MISC-ALI, OXY-ALI, and SUB-ALI comparisons, respectively.  
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Comparison of the aliphatic group to the aromatic group reveals a low median similarity value 
which demonstrates that there is a significant difference in the chemical composition of samples 
in these groups. 
 
For further analysis, only samples in classes well defined by ASTM and with the least within-
class variation were considered (ISO, NA, NP, HPD, LPD, MPD, GAS, and AR).  Figure 31 
shows the heat map for these six classes, which contain a total of 282 samples.  The similarity 
values range from 0.44 to 1 in this heat map and the color gradient is provided.  The ordering of 
samples within these classes remains the same as in Figure 28.  In Figure 31, there are two 
distinct groups present:  aliphatic (comprised of the ISO, NA, NP, HPD, LPD, and MPD classes) 
and aromatic (comprised of the GAS and AR classes).  The AR class is observed to subgroup 
due to the compounds and carbon ranges present in the samples, as previously discussed.  The 
darkest shades of red are present along the diagonal of the heat map, which represents same 
sample comparisons that have a similarity value of one.  Shades of red are also present around 
the diagonal indicating high similarity values for samples within the same class.   
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Figure 31:  Heat Map for the Samples Selected for Cluster Analysis 
 
Clustering of Database Samples 4.1.2.  
 
Cluster analysis was performed on the 282 samples selected from the ISO, NA, NP, HPD, LPD, 
MPD, GAS, and AR classes.  As previously stated, the correlation distance and average linkage 
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gave the highest cophenetic correlation coefficient and clustered the data into chemically 
meaningful groups.  The dendrogram obtained from cluster analysis is shown at the top of Figure 
32.  Labels were added to the dendrogram to aid in discussing the clusters.  The corresponding 
heat map is also shown in this figure, and the samples were reordered based on the order of the 
dendrogram.  The location of each sample in the heat map is directly below the location in the 
dendrogram.  The color gradient used in the heat map is also shown in Figure 32 and the 
similarity values ranged from 0.44 to 1.  As was also observed in Figure 31, there are two 
distinct clusters present in this heat map that correspond to the aliphatic and aromatic groups that 
were previously described.  These clusters will now be referred to as the Aliphatic and Aromatic 
Clusters.   
89 
 
Figure 32:  Heat Map and Dendrogram Resulting from Cluster Analysis 
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The portion of the dendrogram that corresponds to the Aliphatic Cluster is shown in Figure 33 
and can be divided into four clusters.  Two of the clusters can be further divided into five 
subclusters.  Table 4 provides a summary of the compounds present in each of the clusters and 
subclusters depicted in Figure 33, and the carbon ranges are given in brackets.  These carbon 
ranges include the lowest and highest carbon number among all samples in the cluster or 
subcluster.   
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Figure 33:  The Portion of the Dendrogram that Corresponds to the Aliphatic Cluster 
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Table 4:  Types of Compounds in the Aliphatic Cluster with Carbon Ranges in Brackets 
Aliphatic Cluster 
Subcluster Compounds 
Corresponding 
ASTM Class 
1 [C5-C9] normal alkanes, cycloalkanes, and isoalkanes  
2A [C6-C8] isoalkanes 
ISO 2B [C8-C13] isoalkanes 
2C [C9-C21] isoalkanes 
2D [C10-C20] normal alkanes NA 
2E [C7-C15] isoalkanes; predominantly branched trimethylhexanes ISO 
3A [C6-C10] normal alkanes, cycloalkanes, isoalkanes, and aromatics 
PD 
3B [C7-C17] normal alkanes, cycloalkanes, isoalkanes, aromatics (alkanes:aromatics 2:1), and polynuclear aromatics 
3C [C7-C26] normal alkanes, cycloalkanes, isoalkanes, aromatics (alkanes:aromatics 2:1), and polynuclear aromatics 
3D 
Left: [C8-C16] normal alkanes, cycloalkanes, isoalkanes, aromatics (alkanes:aromatics 4:1), and polynuclear aromatics 
Middle: [C8-C12] normal alkanes, cycloalkanes, isoalkanes, aromatics (alkanes:aromatics 4:1), and polynuclear aromatics 
Right: [C8-C17] cycloalkanes and isoalkanes NP 
3E [C7-C12] normal alkanes, cycloalkanes, and aromatics PD 
4 [C12-C22] polynuclear aromatics with [C15-C22] normal alkanes (99% weathered gasoline sample)  
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Cluster 1 contains normal alkanes, cycloalkanes, and isoalkanes with a carbon range of C5-C9.  
Cluster 2 can be split into five subclusters that are labeled A-E.  Subclusters 2-A - 2-C are 
isoalkanes with light, medium, and heavy carbon ranges, respectively.  Subcluster 2-D contains 
only normal alkanes.  Subcluster 2-E also contains isoalkanes; however, these are primarily 
trimethylhexanes, which have a molecular weight of 128.  The spectra, therefore, contain m/z 
128 that is indicative of polynuclear aromatics even though these liquids do not contain 
polynuclear aromatic compounds.  Samples in Cluster 2 correspond to the ISO and NA classes of 
the ASTM classification scheme.  Cluster 3 can also be divided into five subclusters, labeled A-
E.  Subcluster 3-A is comprised of normal alkanes, cycloalkanes, isoalkanes, and aromatics with 
a carbon range of C6-C10.  Subclusters 3-B and 3-C contain the same compounds as Subcluster 3-
A, but polynuclear aromatics are also present, and the ratio of alkane-to-aromatics is 2:1.  The 
summed intensities for ions based on Table 2 of ASTM E1618-10 were used to calculate the 
ratios.  For the alkanes, ions 57, 71, 85, and 99 were used; for the aromatics, ions 91, 105, 119, 
and 134 were used.  Subcluster 3-D was further divided into three portions.  The left and middle 
portions are separated based on carbon ranges.  Both portions contain the same compounds as 3-
B and 3-C, but the alkane-to-aromatic ratio is at least 4:1.  The right portion of Subcluster 3-D 
only contains cycloalkanes and isoalkanes, which corresponds to the NP ASTM class.  Except 
for the right portion of Subcluster 3-D, Subclusters 3-A – 3-D correspond to the PD ASTM class.  
Subcluster 3-E contains cycloalkanes, normal alkanes, and aromatics with a carbon range of C7-
C12.  Cluster 4 represents a single a 99% weathered GAS sample that contains polynuclear 
aromatics with heavy normal alkanes.  
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The portion of the dendrogram corresponding to the Aromatic Cluster is shown in Figure 34.  
This cluster can be divided into five smaller clusters.  Table 5 gives a description of the 
compounds in each cluster and provides their carbon ranges in brackets.  The carbon ranges 
include the lowest and highest carbon number for all samples in the cluster.   
 
 
Figure 34:  The Portion of the Dendrogram that Corresponds to the Aromatic Cluster 
 
 
1 2 43 5
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Table 5:  Types of Compounds in the Aromatic Cluster with Carbon Ranges in Brackets 
Aromatic Cluster 
Subcluster Compounds 
Corresponding 
ASTM Class 
1 
[C5-C9] normal alkanes, isoalkanes, cyclopentanes, and cyclohexanes 
GAS 
[C7-C13] toluene, C2-, C3-, and C4-alkylbenzenes, and polynuclear aromatics 
2 [C8-C12] C2- and C3-alkylbenzenes 
AR 
 
3 [C8-C14] C4-alkylbenzenes and polynuclear aromatics 
4 
Left:  [C8-C9] C2-alkylbenzenes 
Right:  [C7-C11] toluene, C2-alkylbenzenes may be present 
5 Aromatic with permethrin insecticide 
 
Cluster 1 samples contain aliphatic and aromatic compounds.  The aliphatic compounds have a 
carbon range of C6-C9 and include normal alkanes, isoalkanes, cyclopentanes, and cyclohexanes.  
The aromatic compounds have a carbon range of C7-C13 and include toluene, polynuclear 
aromatics, and C2-, C3-, and C4-alkylbenzenes.  With the exception of three highly weathered 
GAS samples that were placed in other clusters, Cluster 1 contains all samples corresponding to 
the GAS ASTM class.  Samples in Cluster 2 contain C2- and C3-alkylbenzenes and have a carbon 
range of C8-C12.  Cluster 3 samples have a carbon range of C8-C14 and contain polynuclear 
aromatics and C4-alkylbenzenes.  Cluster 4 was divided into two portions where the left portion 
only contains C2-alkylbenzenes with a carbon range of C8-C9.  Samples in the right portion of 
Cluster 4 contain toluene and a carbon range of C7-C11, and some samples also contain C2-
alkylbenzenes.  Cluster 5 represents a single sample that contains aromatic compounds and 
permethrin, which is an insecticide.  Samples in Clusters 2-5 correspond to the AR ASTM class 
and include two highly weathered GAS samples. 
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Conclusion 4.1.3.  
 
Hierarchical cluster analysis was performed on the TIS of samples selected from the ILRC 
database that included all ASTM classes except the OXY class and MISC category.  Samples 
with similar chemical composition were clustered together by this method.  The clusters were 
consistent with classes outlined in ASTM E1618-10.  This indicates that the classes defined 
based on visual pattern recognition of the TIC can also be used with the TIS.  The TIS is useful 
for performing multivariate statistical tests in order to determine error rates and to provide 
additional support for the classification procedures in ASTM E1618-10.  The TIS is also 
conducive for the development of automated search routines and comparisons of inter-laboratory 
samples.   
 
4.2.  Discriminant Analysis 
 
0% SUB Contribution Data Set 4.2.1.  
 
4.2.1.1. Class Separation 
 
Samples in the ASTM classes used for cluster analysis (ISO, NA, NP, PD, GAS, and AR) were 
selected from the data set with 0% SUB contribution, and PCA was performed.  For each class, 
the first three principal components, which represent approximately 99% of the variance, were 
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plotted as an ellipsoid with a 95% confidence interval, Figure 35.  For each principal component, 
the center of the ellipsoid is equivalent to the mean of the scores for each class, and the semi-axis 
length is equivalent to twice the standard deviation of the class.  Larger ellipsoids result when 
there is a large variation in the scores for samples in a given class.  Each axis represents a 
principal component, and the ellipsoid is positioned with respect to the mean and standard 
deviation for that principal component.   
 
Figure 35:  Scores Plot 
NA
NP
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The AR and GAS classes have a different orientation than the ISO, NA, NP, and PD classes.  
This indicates that the first split of the multi-step classification scheme, assigning ILs as ALI or 
ARG, is appropriate.  Separation of the combined ISO and NA classes from the combined PD 
and NP classes was observed, which also supports the step of the classification scheme where 
samples are assigned to the combined ISO/NA group or the combined PD/NP group.  Figure 35 
demonstrates that separation into these major groups (ALI versus ARG and ISO/NA versus 
PD/NP) should yield high correct classification rates due to their separation in the PCA space.  
As can be observed, the NA ellipsoid is positioned inside the ISO ellipsoid.  It may be difficult to 
obtain high correct classification rates for these classes since the TIS are very similar.  This is 
also the case with the NP and PD ellipsoids, where the NP ellipsoid is positioned inside the PD 
ellipsoid.   
 
4.2.1.2. Optimizing Variance Percentage Retained 
 
Different percentages of variance were retained to determine the data set that gave the highest 
correct classification rates for the cross-validation test set.  The data set with 0% SUB 
contribution was tested with LDA and QDA to obtain correct classification rates at each step of 
the classification scheme for the cross-validation test set.  The percentages of variance retained 
in the data sets were 50%, 70%, 90%, and 95%.  Figure 36 shows a plot of the correct 
classification rates at each step of the scheme for the cross-validation test set and at each 
percentage of variance using LDA.  As can be seen, the highest overall classification percentages 
were obtained when 95% of the variance was retained.  
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Figure 36:  Correct Classification Rates Obtained with LDA 
This study was also done using QDA for classification of the same data set and at the same 
retained variance percentages, Figure 37.  As was observed for LDA, the highest correct 
classification rates were observed when 95% of the variance was retained.  The biggest change in 
correct classification rates occurred for samples in the PD and NP classes using both LDA and 
QDA.  Retaining less than 95% variance in this data set only required one principal component; 
however, two principal components were required to retain 95% variance, which resulted in 
higher correct classification rates.   
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Figure 37:  Correct Classification Rates Obtained with QDA 
Based on these results, 95% of the variance was retained for the remaining portions of the 
research presented in this dissertation.  
 
4.2.1.3. Likelihood Ratio Test 
 
As previously described, the likelihood ratio test can be used to determine if the covariance 
matrices between classes are statistically equivalent.  If the test reveals that they can be 
considered equal, LDA is the appropriate method of analysis.  If they are determined to be 
unequal, however, QDA is more appropriate because this method considers the covariance 
matrix of each class in the calculation.   
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The PCA scores required to retain 95% of the variance in the IL and SUB classes were used to 
calculate covariance matrices.  These were then tested with the likelihood ratio test and found to 
be statistically different, which means that QDA is the more appropriate method of analysis for 
this data set.  To visualize the difference in the covariance matrices, the “covplot” function in the 
pcaPP package in R [74] was used; this package is available through the CRAN.  Figure 38 
shows the covariance ellipses above the diagonal and the covariance values of each principal 
component combination below the diagonal.  The values and ellipses shown in black represent 
the IL class while those in blue represent the SUB class.  The covariance ellipses for the IL and 
SUB classes are observed to have different orientations and volumes for some principal 
components, specifically the principal components with lower numbers that represent larger 
amounts of variance.  This shows that the covariances of the two classes cannot be considered 
equivalent.   
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Figure 38:  Covariance Matrices Plot - 0% SUB Contribution 
This test was used to determine if the covariance matrices were equivalent between classes at 
each step of the classification scheme used in this research.  For all steps, the covariance matrices 
were not equivalent which means that QDA is the more appropriate method of analysis for these 
data sets.  It is more common, however, for LDA to be used, so classification rates obtained with 
this method will also be discussed. 
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4.2.1.4. Correct Classification Rates 
 
Correct classification rates for the cumulative cross-validation test set are given in Figure 39 for 
each step of the classification scheme.  The results are presented in a confusion matrix where the 
row headings represent the designated class, and the column headings represent the class 
assigned by the model.  The table entries give the total number of samples assigned to each class 
by LDA with QDA rates given in parentheses.  For example, out of 9,200 ILs, 8,784 were 
correctly assigned to the IL class, and 416 were incorrectly assigned to SUB when using LDA. 
 
The application of LDA to the cross-validation test set resulted in a correct classification rate of 
92.2% when assigning 11,000 samples in the IL/SUB discrimination step.  Using QDA on the 
same size data set, an 82.7% correct classification rate was observed.  The next step of the 
classification scheme assigned samples to the ALI or ARG classes.  With LDA, a correct 
classification rate of 98.9% was obtained; with QDA, it was 98.5%.  When discriminating 
between the AR and GAS classes, LDA gave a correct classification rate of 83.8%, and QDA 
gave a rate of 98.3%.  When separating the samples containing aliphatic compounds into the 
combined ISO/NA group and the combined PD/NP group, a correct classification rate of 98.6% 
was observed for LDA.  The use of QDA resulted in a rate of 97.4%.  Samples in the ISO/NA 
group were subsequently separated into the respective ASTM E1618-10 classes.  This resulted in 
a correct classification rate of 85.9% using LDA and 93.9% using QDA.  Samples in the PD/NP 
group were also divided into single ASTM classes and resulted in a correct classification rate of 
78.3% with LDA and 92.4% with QDA. 
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Although the likelihood ratio test determined that the more appropriate method of analysis for 
the data set was QDA rather than LDA, the QDA correct classification rates were lower for three 
out of the six steps of the classification scheme.  Currently, no explanation can be given for this 
observation.  It should be noted that QDA achieved higher correct classification rates than LDA 
for the steps that considered more similar classes (AR, GAS; ISO, NA; PD, NP).   
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Figure 39:  Confusion Matrices - 0% SUB Contribution 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in Fire Debris Analysis. Journal of Forensic Sciences. 
2013; 58:887-96 [72]. 
 
 
IL SUB Total %Correct
IL 8,784 (7,480) 416 (1,720) 9,200 95.5 (81.3)
SUB 441 (178) 1,359 (1,622) 1,800 75.5 (90.1)
Total 9,225 (7,658) 1,775 (3,342) 11,000 92.2 (82.7)
ALI ARG Total %Correct
ALI 4,700 (4,664) 0 (36) 4,700 100.0 (99.2)
ARG 62 (53) 1,138 (1,147) 1,200 94.8 (95.6)
Total 4,762 (4,717) 1,138 (1,183) 5,900 98.9 (98.5)
AR GAS Total %Correct
AR 393 (495) 107 (5) 500 78.6 (99.0)
GAS 104 (17) 696 (783) 800 87.0 (97.9)
Total 497 (512) 803 (788) 1,300 83.8 (98.3)
ISO/NA PD/NP Total %Correct
ISO/NA 942 (956) 58 (44) 1,000 94.2 (95.6)
PD/NP 8 (79) 3,692 (3,621) 3,700 99.8 (97.9)
Total 950 (1,035) 3,750 (3,665) 4,700 98.6 (97.4)
ISO NA Total %Correct
ISO 572 (663) 128 (37) 700 81.7 (94.7)
NA 13 (24) 287 (276) 300 95.7 (92.0)
Total 585 (687) 415 (313) 1,000 85.9 (93.9)
PD NP Total %Correct
PD 2,520 (3,051) 780 (249) 3,300 76.4 (92.5)
NP 3 (24) 297 (276) 300 99.0 (92.0)
Total 2,523 (3,075) 1,077 (525) 3,600 78.3 (92.4)
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Data Sets with SUB Contribution 4.2.2.  
 
4.2.2.1. Likelihood Ratio Test 
 
The likelihood ratio test was also performed on the data sets with SUB contribution.  For these 
data sets, the classes considered at each step of the classification scheme were tested.  A plot of 
the covariance matrices for the data set with 20% SUB contribution is shown in Figure 40.  As 
with the results for the 0% SUB contribution data set, the covariances and covariance ellipses for 
the IL class are shown in black, and the results for the SUB class are shown in blue.  The 
covariance ellipses are observed to have different orientations and volumes when comparing 
some principal components; this is especially true for some of the principal components with 
lower numbers which contain more variance.  This shows that the covariances matrices cannot 
be considered equivalent between the two classes, and QDA is the more appropriate method of 
analysis for this data set as well. 
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Figure 40:  Covariance Matrices Plot - 20% SUB Contribution 
Although this test was also performed for the other data sets with SUB contribution, the plots 
will not be shown.  The results were very similar to those obtained for the data set developed 
with 20% SUB contribution.  The remaining data sets were also determined to have statistically 
different covariance matrices for comparing the IL and SUB classes.  This test was performed for 
the remaining steps of the classification scheme for all data sets developed with SUB 
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contribution.  It was found that for each step, the covariance matrices were different between the 
classes being considered.  These results show that QDA is the more appropriate method of 
analysis for these data sets at each step of the classification scheme.  As was mentioned for the 
data set developed with 0% SUB contribution, LDA is the more common method of analysis and 
those results will, therefore, also be discussed. 
 
4.2.2.2. Correct Classification Rates 
 
The correct classification rates for the data sets developed with 20%, 50%, and 90% SUB 
contribution are given in Figure 41, Figure 42, and Figure 43, respectively.  These are set up the 
same way as Figure 39, where the row headings give the designated class, and the column 
headings give the class assigned by the model.  The results using LDA are given with those 
obtained from QDA in parentheses. 
 
Overall, the correct classification rates are observed to decrease as the amount of SUB 
contribution increases, which can be understood by considering the Mahalanobis distance.  As 
the amount of SUB contribution increases, the model must adjust in order to classify those IL 
samples with SUB contribution as IL.  This requires the multivariate probability ellipsoid for the 
IL class to enlarge and, thus, reduces the Mahalanobis distance between the IL class and the test 
sample.  The size of the probability ellipsoid for the SUB class, however, remains unchanged 
because the samples are still designated as SUB even after electronically generating mixed SUB 
109 
samples.  Test samples will be assigned to the class to which the Mahalanobis distance is 
smallest.  Models developed with data sets containing little or no SUB contribution will have a 
smaller probability ellipsoid for the IL class.  Without the large contribution of SUB, the 
variation within the samples in the IL class will be reduced and will result in a smaller 
probability ellipsoid for the class, as shown in the ellipsoid plot for the 0% SUB contribution 
data set, Figure 44.  Figure 45 and Figure 46 show the change in shape of the ellipsoid for the IL 
class as the amount of SUB contribution increases.  As this amount increases, the ellipsoids for 
the IL and SUB classes begin to overlap.  Because the Mahalanobis distance of test samples may 
be smaller to the IL class for models developed with SUB contribution, classification rates may 
improve.  For latter steps of the classification scheme, however, the probability ellipsoids for the 
two classes considered will begin to overlap due to the SUB contribution present in both.  This 
can be illustrated by considering the ellipsoids for the ALI and ARG classes.  The ALI and ARG 
ellipsoids are well separated in Figure 47, but when SUB contribution is added to the data set, 
they begin to shift toward each other, Figure 48.  This will, inevitably, result in misclassifications 
of the test samples as the amount of SUB contribution increases and the classes become 
considerably overlapped, as shown in Figure 49 for the data set developed with 90% SUB 
contribution. 
 
The data sets with SUB contribution also reflected higher correct classification rates using LDA 
instead of QDA for three of the steps in the classification scheme.  As discussed for the data set 
with 0% SUB contribution, no explanation is currently offered for this observation. 
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Figure 41:  Confusion Matrices - 20% SUB Contribution 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in Fire Debris Analysis. Journal of Forensic Sciences. 
2013; 58:887-96 [72]. 
 
IL SUB Total %Correct
IL 95,149 (87,518) 6,051 (13,682) 101,200 94.0 (86.5)
SUB 10,822 (5,351) 78,918 (84,449) 89,800 87.9 (94.0)
Total 106,031 (92,869) 84,969 (98,131) 191,000 91.1 (90.0)
ALI ARG Total %Correct
ALI 51,700 (51,500) 0 (200) 51,700 100.0 (99.6)
ARG 642 (524) 12,958 (13,076) 13,600 95.3 (96.1)
Total 52,342 (52,024) 12,958 (13,276) 65,300 99.0 (98.9)
AR GAS Total %Correct
AR 4,525 (5,300) 775 (0) 5,300 85.4 (100.0)
GAS 590 (34) 7,810 (8,366) 8,400 93.0 (99.6)
Total 5,115 (5,334) 8,585 (8,366) 13,700 90.0 (99.8)
ISO/NA PD/NP Total %Correct
ISO/NA 10,777 (11,269) 623 (131) 11,400 94.5 (98.9)
PD/NP 0 (898) 40,300 (39,402) 40,300 100.0 (97.8)
Total 10,777 (12,167) 40,923 (39,533) 51,700 98.8 (98.0)
ISO NA Total %Correct
ISO 6,589 (7,649) 1,111 (51) 7,700 85.6 (99.3)
NA 25 (22) 3,675 (3,678) 3,700 99.3 (99.4)
Total 6,614 (7,671) 4,786 (3,729) 11,400 90.0 (99.4)
PD NP Total %Correct
PD 27,861 (33,011) 8,839 (3,689) 36,700 75.9 (89.9)
NP 39 (146) 3,461 (3,354) 3,500 98.9 (95.8)
Total 27,900 (33,157) 12,300 (7,043) 40,200 77.9 (90.5)
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Figure 42:  Confusion Matrices - 50% SUB Contribution 
IL SUB Total %Correct
IL 90,417 (79,398) 10,783 (21,802) 101,200 89.3 (78.5)
SUB 10,778 (5,525) 79,022 (84,275) 89,800 88.0 (93.8)
Total 101,195 (84,923) 89,805 (106,077) 191,000 88.7 (85.7)
ALI ARG Total %Correct
ALI 51,700 (50,844) 0 (856) 51,700 100.0 (98.3)
ARG 810 (363) 12,790 (13,237) 13,600 94.0 (97.3)
Total 52,510 (51,207) 12,790 (14,093) 65,300 98.8 (98.1)
AR GAS Total %Correct
AR 4,364 (5,256) 936 (44) 5,300 82.3 (91.2)
GAS 837 (62) 7,563 (8,338) 8,400 90.0 (99.3)
Total 5,201 (5,318) 8,499 (8,382) 13,700 87.1 (99.2)
ISO/NA PD/NP Total %Correct
ISO/NA 10,562 (11,051) 838 (349) 11,400 92.6 (96.9)
PD/NP 39 (857) 40,261 (39,443) 40,300 99.9 (97.9)
Total 10,601 (11,908) 41,099 (39,792) 51,700 98.3 (97.7)
ISO NA Total %Correct
ISO 5,975 (6,064) 1,725 (1,636) 7,700 77.6 (78.8)
NA 395 (337) 3,305 (3,363) 3,700 89.3 (90.9)
Total 6,370 (6,401) 5,030 (4,999) 11,400 81.4 (82.7)
PD NP Total %Correct
PD 25,465 (26,530) 11,235 (10,170) 36,700 69.4 (72.3)
NP 110 (159) 3,390 (3,341) 3,500 96.9 (95.5)
Total 25,575 (26,689) 14,625 (13,511) 40,200 71.8 (74.3)
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Figure 43:  Confusion Matrices - 90% SUB Contribution 
 
IL SUB Total %Correct
IL 78,367 (66,867) 22,833 (34,333) 101,200 77.4 (66.1)
SUB 14,144 (7,858) 75,656 (81,942) 89,800 84.2 (91.2)
Total 92,511 (74,725) 98,489 (116,275) 191,000 80.6 (77.9)
ALI ARG Total %Correct
ALI 51,151 (49,402) 549 (2,298) 51,700 98.9 (95.6)
ARG 2,311 (1,945) 11,289 (11,655) 13,600 83.0 (85.7)
Total 53,462 (51,347) 11,838 (13,953) 65,300 95.6 (93.5)
AR GAS Total %Correct
AR 3,812 (4,682) 1,488 (618) 5,300 71.9 (88.3)
GAS 1,660 (322) 6,740 (8,078) 8,400 80.2 (96.2)
Total 5,472 (5,004) 8,228 (8,696) 13,700 77.0 (93.1)
ISO/NA PD/NP Total %Correct
ISO/NA 8,924 (9,450) 2,476 (1,950) 11,400 78.3 (82.9)
PD/NP 495 (1,309) 39,805 (38,991) 40,300 98.8 (96.8)
Total 9,419 (10,759) 42,281 (40,941) 51,700 94.3 (93.7)
ISO NA Total %Correct
ISO 6,128 (6,364) 1,572 (1,336) 7,700 79.6 (82.6)
NA 479 (299) 3,221 (3,401) 3,700 87.1 (91.9)
Total 6,607 (6,663) 4,793 (4,737) 11,400 82.0 (85.7)
PD NP Total %Correct
PD 26,432 (24,308) 10,268 (12,392) 36,700 72.0 (66.1)
NP 736 (597) 2,764 (2,903) 3,500 79.0 (82.9)
Total 27,168 (24,905) 13,032 (15,295) 40,200 72.6 (67.7)
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Figure 44:  Ellipsoid Plot for IL and SUB Classes - 0% SUB Contribution 
 
Figure 45:  Ellipsoid Plot for IL and SUB Classes - 50% SUB Contribution 
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Figure 46:  Ellipsoid Plot for IL and SUB Classes - 90% SUB Contribution 
 
Figure 47:  Ellipsoid Plot for ALI, ARG, and SUB Classes - 0% SUB Contribution 
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Figure 48:  Ellipsoid Plot for ALI, ARG, and SUB Classes - 50% SUB Contribution 
 
Figure 49:  Ellipsoid Plot for ALI, ARG, and SUB Classes - 90% SUB Contribution 
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Testing Models with Fire Debris Samples 4.2.3.  
 
4.2.3.1. Classifier Performance Metrics for All Data Sets 
 
The classifier performance metrics for classifying samples with and without SUB contribution by 
LDA and QDA are given in Table 6.  The values in parentheses represent the metrics for fire 
debris samples, with designations based on the proximity to the pour, that were classified using 
these models.  These calculations were only performed for the first step of the classification 
scheme, classifying a sample as IL or SUB.  As described, a “positive” means that the sample 
has been determined to be positive for IL or ILR.  When comparing the false positive rates across 
all data sets, an increase is observed as the amount of SUB contribution is increased.  As stated 
previously, a low false positive rate is important in the forensic application.  For the fire debris 
samples, the false positive rate reaches a maximum of 40% for the data set developed with 90% 
SUB contribution.  This can likely be explained by the increasing size of the IL probability 
ellipsoid with increasing SUB contribution, as previously discussed.  This leads to SUB test 
samples being misclassified as IL (i.e., an increase in the number of false positives).   
 
The SUB contribution data sets were developed in an effort to replicate the composition of the 
fire debris samples.  These rates, however, indicate that the models developed with larger 
amounts of SUB contribution are less similar to the fire debris samples than those models 
developed with little to no SUB contribution.  Because there was no significant improvement in 
117 
correct classification rates for the models developed with higher amounts of SUB contribution, 
only one data set with SUB contribution will be selected for further analysis.  The data set 
developed with 20% SUB contribution has the lowest false positive rates and also has the highest 
accuracy rate, which is equivalent to the overall correct classification rate.  This data set and the 
data set with 0% SUB contribution will be used in the remaining research presented in this 
dissertation. 
 
118 
 
 
Table 6:  Classifier Performance Metrics for Data Sets 
 0% SUB Contribution 
 
20% SUB Contribution  50% SUB Contribution  90% SUB Contribution 
Classifier LDA QDA 
 
LDA QDA  LDA QDA  LDA QDA 
True Positive Rate 95.5 (81.0) 81.3 (70.9) 
 
94.0 (81.6) 86.5 (81.0)  89.3 (85.4) 78.5 (83.5)  77.4 (91.1) 66.1 (88.6) 
False Positive Rate 24.5 (15.6) 9.9 (8.9) 
 
12.1 (17.8) 6.0 (17.8)  12.0 (28.9) 6.2 (22.2)  15.8 (40.0) 8.8 (33.3) 
True Negative Rate 75.5 (84.4) 90.1 (91.1) 
 
87.9 (82.2) 94.0 (82.2)  88.0 (71.1) 93.8 (77.8)  84.2 (60.0) 91.2 (66.7) 
False Negative Rate 4.5 (19.0) 18.7 (29.1) 
 
6.0 (18.4) 13.5 (19.0)  10.7 (14.6) 21.5 (16.5)  22.6 (8.9) 33.9 (11.4) 
Precision 95.2 (94.8) 97.7 (96.6) 
 
89.7 (94.2) 94.2 (94.1)  89.3 (91.2) 93.5 (93.0)  84.7 (88.9) 89.5 (90.3) 
Accuracy 92.2 (81.8) 82.7 (75.4) 
 
91.1 (81.8) 90.0 (81.3)  88.7 (82.3) 85.7 (82.3)  80.6 (84.2) 77.9 (83.7) 
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4.2.3.2. 0% SUB Contribution Data Set 
 
In Figure 50, confusion matrices are given for LDA and QDA classification of the fire debris 
samples, with designations based on the proximity to the pour.  The QDA values are shown in 
parentheses.  These results were obtained using the 0% SUB contribution data set as the model.  
As with the previous confusion matrices, the row headings indicate the designated class, and the 
column headings give the class assigned by the model.   
 
Figure 50:  Confusion Matrices for Fire Debris Samples Based on the Proximity to the Pour 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis. Journal of Forensic Sciences. 2013; 58:887-96 [72]. 
 
IL SUB Total %Correct
IL 128 (112) 30 (46) 158 81.0 (70.9)
SUB 7 (4) 38 (41) 45 84.4 (91.1)
Total 135 (116) 68 (87) 203 81.8 (75.4)
ALI ARG Total %Correct
ALI 55 (39) 11 (27) 66 83.3 (59.1)
ARG 5 (0) 77 (82) 82 93.9 (100.0)
Total 60 (39) 88 (109) 148 89.2 (81.8)
AR GAS Total %Correct
AR 8 (9) 1 (0) 9 88.9 (100.0)
GAS 16 (7) 57 (66) 73 78.1 (90.4)
Total 24 (16) 58 (66) 82 79.3 (91.5)
ISO/NA PD/NP Total %Correct
ISO/NA 13 (8) 6 (11) 19 68.4 (42.1)
PD/NP 0 (0) 47 (47) 47 100.0 (100.0)
Total 13 (8) 53 (58) 66 90.9 (83.3)
ISO NA Total %Correct
ISO 9 (12) 3 (0) 12 75.0 (100.0)
NA 5 (7) 2 (0) 7 28.6 (0.0)
Total 14 (19) 5 (0) 19 57.9 (63.2)
PD NP Total %Correct
PD 33 (34) 3 (2) 36 91.7 (94.4)
NP 4 (6) 7 (5) 11 63.6 (45.5)
Total 37 (40) 10 (7) 47 85.1 (83.0)
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The LDA rates can be visualized by a canonical variate plot.  An assumption for using the 
canonical variate is that the covariance matrices are equivalent, as described in Section 2.6.  This 
corresponds to the assumption also made when using LDA for classification.  A second 
assumption with this method is that the prior probabilities are equal.  As stated previously, the 
prior probabilities were set equal for each step in the classification scheme, so this assumption is 
valid as well.  The scores for the two-class comparisons were projected onto the single canonical 
variate that was obtained using FDA.  A canonical variate plot was made for each step of the 
classification scheme, Figure 51.  The results are plotted in the same layout as the classification 
scheme in Figure 27.  In each plot, a Gaussian curve is used to show the distribution of each 
class in the model data set that has been projected into the canonical variate space.  The symbols 
below the graph represent the projected fire debris samples.  A vertical line is used on the lower 
plots to indicate the intersection of the distributions curves for the model data.  The symbols in 
the top box correspond to the solid curve, and the symbols in the bottom box correspond to the 
dashed curve.  The top box and solid curve correspond to the first class, and the bottom box and 
dashed curve correspond to the second class for each of the following steps:  (a) IL, SUB; (b) 
ALI, ARG; (c) AR, GAS; (d) ISO/NA, PD/NP; (e) ISO, NA; and (f) PD, NP.   
 
The position of the test sample relative to this vertical line determines the class assignment for 
the sample.  For example, if a point lies to the left of the intersection, then the point also lies 
under the left distribution curve and will be assigned to the class that this curve represents.  The 
results obtained with LDA are equivalent to the distribution of the fire debris samples in Figure 
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51 (e.g., no fire debris samples designated as PD/NP were assigned to the ISO/NA class in plot 
(d), which is equivalent to the correct classification rate of 100% shown in Figure 50).  
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Figure 51:  Canonical Variate Plots - 0% SUB Contribution 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis. Journal of Forensic Sciences. 2013; 58:887-96 [72]. 
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Figure 52 shows the confusion matrices for the LDA and QDA classifications of the fire debris 
samples with designations based on the analyst.  The procedure for assigning designations based 
on the analyst was discussed in Section 3.2.2.  The QDA results are given in parentheses.  The 
correct classification rates obtained for these samples are very similar to those obtained for the 
samples with designations based on the proximity to the pour.  The first two steps of the 
classification scheme reflect a higher correct classification rate using designations based on the 
analyst.  As expected, this designation method reduces the number of false negatives; however, 
the false positive rate increased.  This indicates that the classification model associates 
components in these samples with ILs even though the analyst did not identify an IL profile in 
the sample data.   
 
Figure 52:  Confusion Matrices for Fire Debris Samples Based on the Analyst 
IL SUB Total %Correct
IL 119 (104) 4 (19) 123 96.7 (84.6)
SUB 16 (12) 64 (68) 80 80.0 (85.0)
Total 135 (116) 68 (87) 203 90.1 (84.7)
ALI ARG Total %Correct
ALI 49 (39) 1 (11) 50 98.0 (78.0)
ARG 0 (0) 66 (66) 66 100.0 (100.0)
Total 49 (39) 67 (77) 116 99.1 (90.5)
AR GAS Total %Correct
AR 8 (9) 1 (0) 9 88.9 (100.0)
GAS 16 (7) 41 (50) 57 71.9 (87.7)
Total 24 (16) 42 (50) 66 74.2 (89.4)
ISO/NA PD/NP Total %Correct
ISO/NA 13 (8) 5 (10) 18 72.2 (44.4)
PD/NP 0 (0) 32 (32) 32 100.0 (100.0)
Total 13 (8) 37 (42) 50 90.0 (80.0)
ISO NA Total %Correct
ISO 8 (11) 3 (0) 11 72.7 (100.0)
NA 5 (7) 2 (0) 7 28.6 (0.0)
Total 13 (18) 5 (0) 18 55.6 (61.1)
PD NP Total %Correct
PD 21 (22) 3 (2) 24 87.5 (91.7)
NP 3 (3) 7 (5) 8 87.5 (62.5)
Total 22 (40) 10 (7) 32 87.5 (84.4)
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Likelihood ratios, LR, were also calculated for the first step of the classification scheme.  The 
ratio of IL-to-SUB posterior probabilities was calculated.  Table 7 shows an example of this 
calculation.  The first two columns give the posterior probabilities associated with each class.  
First, the LR is calculated, and then the logarithm (base 10) is taken.  For the data in the first line 
of this example, an LR of 53.75 is obtained by dividing 0.9817 by 0.01837.   
Table 7:  Example of Calculating Likelihood Ratios from Posterior Probabilities 
IL SUB LR log10(LR) 
0.9817 0.01827 53.75 1.730 
0.9756 0.02437 40.04 1.602 
0.9149 0.08507 10.75 1.032 
0.9759 0.02406 40.56 1.608 
0.9866 0.01344 73.38 1.866 
0.9385 0.06150 15.26 1.184 
 
The LRs were calculated for the cross-validation test set and fire debris samples with both types 
of designations.  The logarithm (base 10) was taken of each LR.  The values were summed for 
the ranges given in the first column of Table 8.  The column headings indicate the designated 
class of the samples.  As previously mentioned, samples were assigned to the class with the 
largest posterior probability.  Thus, an IL sample would classify correctly if the LR value were 
greater than one since the IL:SUB ratio is taken.  The horizontal line is used to show the 
“decision boundary” for assignment.  The evidence favors the presence of IL or ILR if log10(LR) 
values are greater than zero and favors the absence of an IL or ILR if log10(LR) are less than 
zero.  Correct classifications occur when samples in the IL class have a value greater than zero 
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and those in the SUB class have a value less than zero.  The test sample is considered more likely 
to be a member of the assigned class when the absolute values of these ratios are larger.  The 
potential benefit of calculating likelihood ratios is that it gives an indication of the strength of the 
evidence. 
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Table 8:  Distribution of log10(LR) values - 0% SUB Contribution 
 
Cross-Validation 
 
Fire Debris - Pour 
 
Fire Debris - Analyst 
 
LDA 
 
QDA 
 
LDA 
 
QDA 
 
LDA 
 
QDA 
 
IL SUB 
 
IL SUB 
 
IL SUB 
 
IL SUB 
 
IL SUB 
 
IL SUB 
>10 0 0 
 
3,663 69 
 
0 0 
 
66 0 
 
0 0 
 
62 4 
[5,10) 10 0 
 
729 56 
 
0 0 
 
22 3 
 
0 0 
 
21 4 
[3,5) 1,375 7 
 
765 20 
 
1 0 
 
10 0 
 
1 0 
 
7 3 
[2,3) 3,986 24 
 
569 9 
 
39 0 
 
2 0 
 
39 0 
 
2 0 
[1,2) 2,648 151 
 
808 6 
 
61 1 
 
4 1 
 
59 3 
 
4 1 
[0,1) 827 268 
 
1,034 21 
 
27 6 
 
8 0 
 
20 13 
 
8 0 
[-1,0) 260 248 
 
865 38 
 
12 11 
 
11 3 
 
3 20 
 
11 3 
[-2,-1) 81 269 
 
479 70 
 
3 8 
 
5 1 
 
1 10 
 
3 3 
[-3,-2) 13 311 
 
136 138 
 
7 3 
 
2 3 
 
0 10 
 
1 4 
[-5,-3) 0 315 
 
78 334 
 
2 7 
 
7 2 
 
0 9 
 
3 6 
[-10,-5) 0 171 
 
46 425 
 
3 7 
 
7 7 
 
0 10 
 
1 13 
<-10 0 36 
 
28 614 
 
3 2 
 
14 25 
 
0 5 
 
0 39 
Total 9,200 1,800 
 
9,200 1,800 
 
158 45 
 
158 45 
 
123 80 
 
123 80 
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4.2.3.3. 20% SUB Contribution Data Set 
 
Figure 53 shows the confusion matrices for fire debris samples with designations based on the 
proximity to the pour.  The classifications were made using LDA and QDA; QDA values are 
given in parentheses.  The data set developed with 20% SUB contribution was used as the model.   
 
Figure 53:  Confusion Matrices for Fire Debris Samples Based on the Proximity to the Pour 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis. Journal of Forensic Sciences. 2013; 58:887-96 [72]. 
 
Canonical variate plots were also constructed for this data set to visualize the LDA classification 
rates.  The plots have been previously described for the 0% SUB contribution data set.  Figure 54 
shows a canonical variate plot for each step of the classification scheme.  The plots were created 
IL SUB Total %Correct
IL 129 (128) 29 (30) 158 81.6 (81.0)
SUB 8 (8) 37 (37) 45 82.2 (82.2)
Total 137 (136) 66 (67) 203 81.8 (81.3)
ALI ARG Total %Correct
ALI 54 (44) 12 (22) 66 81.8 (66.7)
ARG 5 (1) 77 (81) 82 93.9 (98.8)
Total 59 (45) 89 (103) 148 88.5 (84.5)
AR GAS Total %Correct
AR 9 (9) 0 (0) 9 100.0 (100.0)
GAS 26 (9) 47 (64) 73 64.4 (87.7)
Total 35 (18) 47 (64) 82 68.3 (89.0)
ISO/NA PD/NP Total %Correct
ISO/NA 15 (14) 4 (5) 19 78.9 (73.7)
PD/NP 0 (0) 47 (47) 47 100.0 (100.0)
Total 15 (14) 51 (52) 66 93.9 (92.4)
ISO NA Total %Correct
ISO 8 (10) 4 (2) 12 66.7 (83.3)
NA 4 (5) 3 (2) 7 42.9 (28.6)
Total 12 (15) 7 (4) 19 57.9 (63.2)
PD NP Total %Correct
PD 30 (33) 6 (3) 36 83.3 (91.7)
NP 4 (5) 7 (6) 11 63.6 (54.5)
Total 34 (38) 13 (9) 47 78.7 (83.0)
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using the data for the samples with 20% SUB contribution and fire debris samples with 
designations based on the proximity to the pour.  The samples with 20% SUB contribution were 
used as the model, and the fire debris samples were treated as the test samples.  The model and 
test data were projected onto the single canonical variate axis.  The Gaussian distribution curves 
were plotted for the projected model data, and symbols were used to plot the projected test data 
below these curves.  The solid curve corresponds to the top box, and the dashed curve 
corresponds to the bottom box for each of the following steps:  (a) IL, SUB; (b) ALI, ARG; (c) 
AR, GAS; (d) ISO/NA, PD/NP; (e) ISO, NA; (f) PD, NP.   
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Figure 54:  Canonical Variate Plot - 20% SUB Contribution   
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis. Journal of Forensic Sciences. 2013; 58:887-96 [72]. 
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The LDA and QDA results of classifying the fire debris samples, with designations based on the 
analyst, are shown in Figure 55.  The rates are slightly lower than those obtained using the 0% 
SUB contribution data set as the model.   
 
Figure 55:  Confusion Matrices for Fire Debris Samples Based on the Analyst 
 
Likelihood ratios were also calculated for samples classified using the 20% SUB contribution 
model data set.  The distribution of the logarithm (base 10) of these values is shown in Table 9.  
The horizontal line is used to show the decision boundary for assignment.  If the log10(LR) value 
is greater than zero, the evidence favors the presence of an IL or ILR.  Samples are assigned to 
the IL class if their values are greater than zero and assigned to the SUB class if the values are 
IL SUB Total %Correct
IL 116 (116) 7 (7) 123 94.3 (94.3)
SUB 21 (20) 59 (60) 80 73.8 (75.0)
Total 137 (136) 66 (67) 203 86.2 (86.7)
ALI ARG Total %Correct
ALI 48 (41) 2 (9) 50 96.0 (82.0)
ARG 0 (0) 66 (66) 66 100.0 (100.0)
Total 48 (41) 68 (75) 116 98.3 (92.2)
AR GAS Total %Correct
AR 9 (9) 0 (0) 9 100.0 (100.0)
GAS 26 (9) 31 (48) 57 54.4 (84.2)
Total 35 (18) 31 (48) 66 60.6 (86.4)
ISO/NA PD/NP Total %Correct
ISO/NA 15 (14) 3 (4) 18 83.3 (77.8)
PD/NP 0 (0) 32 (32) 32 100.0 (100.0)
Total 15 (14) 35 (36) 50 94.0 (92.0)
ISO NA Total %Correct
ISO 7 (9) 4 (2) 11 63.6 (81.8)
NA 4 (5) 3 (2) 7 42.9 (28.6)
Total 11 (14) 7 (4) 18 55.6 (61.1)
PD NP Total %Correct
PD 18 (21) 6 (3) 24 75.0 (87.5)
NP 1 (2) 7 (6) 8 87.5 (75.0)
Total 19 (23) 13 (9) 32 78.1 (84.4)
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less than zero.  Correct classifications occur when samples in the IL class have a value greater 
than zero and when those in the SUB class have a value less than zero.   
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Table 9:  Distribution of log10(LR) - 20% SUB Contribution 
 
Cross-Validation 
 
Fire Debris – Pour  Fire Debris - Analyst 
 
LDA 
 
QDA 
 
LDA 
 
QDA  LDA  QDA 
 
IL SUB 
 
IL SUB 
 
IL SUB 
 
IL SUB  IL SUB  IL SUB 
>10 0 0 
 
38,609 223 
 
0 0 
 
85 3  0 0  79 9 
[5,10) 8 0 
 
9,436 898 
 
0 0 
 
13 1  0 0  10 4 
[3,5) 10,212 0 
 
6,686 843 
 
6 0 
 
9 0  6 0  8 1 
[2,3) 16,682 398 
 
5,848 674 
 
25 0 
 
3 0  25 0  3 0 
[1,2) 43,390 2,339 
 
11,022 1,085 
 
67 1 
 
8 2  63 5  8 2 
[0,1) 24,796 8,266 
 
16,194 1,700 
 
31 7 
 
10 2  22 16  8 4 
[-1,0) 5,084 21,035 
 
9,752 2,344 
 
13 12 
 
5 0  4 21  3 2 
[-2,-1) 989 22,248 
 
3,033 5,243 
 
8 11 
 
3 2  3 16  3 2 
[-3,-2) 39 28,663 
 
395 13,215 
 
3 9 
 
4 3  0 12  1 6 
[-5,-3) 0 6,828 
 
207 13,839 
 
3 3 
 
4 6  0 6  0 10 
[-10,-5) 0 23 
 
18 20,583 
 
2 2 
 
3 9  0 4  0 12 
<-10 0 0 
 
0 29,153 
 
0 0 
 
11 17  0 0  0 28 
Total 101,200 89,800 
 
101,200 89,800 
 
158 45 
 
158 45  123 80  123 80 
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4.2.3.4. Analysis of Misclassifications of Large-Scale Fire Debris Samples 
 
For the data set developed with 0% SUB contribution, there were 158 samples designated as IL 
when designations were based on the proximity to the pour and 123 samples designated as IL 
when the designations were based on the analyst interpretation of the post-burn data.  Of these, 
89 and 54 were collected from the large-scale burns for the proximity to the pour and analyst 
designations, respectively.  Using LDA, a total of 28 IL samples with designations based on the 
proximity to the pour were misclassified as SUB.  Examination of the TICs for 26 of these 
samples revealed extremely weak or no chromatographic profile that corresponded to the profile 
for the IL, or a highly weathered profile of the liquid, used in the burn.  The remaining IL 
samples that misclassified exhibited chromatographic profiles of strong, but highly weathered 
GAS samples.  These samples are considered to be misclassified by the model.  A total of six 
samples that were designated as SUB from the large-scale burns, with designations based on the 
proximity to the pour, were misclassified as IL.  Examination of the chromatographic data did 
not provide a clear explanation for these misclassifications.  Several of the samples did, however, 
contain strong styrene and methyl styrene peaks.   
 
When using the designations based on the analyst interpretation of the chromatographic data, 
only two IL-designated samples were assigned to the SUB class, and these also misclassified 
using the designations based on the proximity to pour.  The number of SUB-designated samples 
that were assigned to the IL class increased to 14, which included the six samples that also 
misclassified when the designations were based on the proximity to the pour.  It is important to 
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understand that the data for these samples does not change based on their designation, so the 
posterior probabilities associated with each sample remained the same for both designation 
approaches.  The difference in designation only affects whether the assignment by the model is 
determined to be correct. 
 
Using QDA to classify the samples with designations based on the proximity to the pour resulted 
in the misclassification of 34 IL-designated samples.  The chromatographic profiles for 33 of 
these samples contained very weak or highly weathered profiles of the IL used in the burn.  The 
TIC for the remaining sample revealed a strong chromatographic profile that was indicative of 
the GAS class, but highly weathered.  Pyrolysis products were also present in this sample.  This 
sample can be considered a misclassification by QDA.  Two SUB-designated samples were 
misclassified as IL and were also misclassified by LDA.  Using the designations based on the 
analyst, eight IL-designated samples were assigned to SUB and the number of SUB-designated 
samples assigned as IL increased to eight.   
 
The addition of 20% SUB contribution to the model data set gave slightly different results.  
Classification by LDA assigned 22 IL-designated samples to the SUB class.  The 
chromatographic profiles for 21 of these samples were very weak or nonexistent for the IL used 
in the burn.  The final sample that misclassified as SUB exhibited a strong, but highly weathered 
profile of the IL used and can be considered a misclassification by the model.  Of the SUB-
designated samples, four were assigned to the IL class.  Strong styrene and methyl styrene peaks 
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were present in three of the four samples, and the fourth sample contained pyrolysis products 
from vinyl flooring.  Using the designations based on the analyst reduced the number of IL-
designated samples that misclassified as SUB to one.  This was the same sample that also 
misclassified using the designations based on the proximity to the pour but exhibited a strong, 
but highly weathered, profile of the IL used in the burn.  The number of SUB-designated samples 
assigned to the IL class increased to 17. 
 
Classifying this data set, with designations based on the proximity to the pour, by QDA resulted 
in the assignment of 25 IL-designated samples to the SUB class.  Each of these samples 
exhibited extremely weak or no chromatographic profile of the IL used in the burn.  Two 
additional IL-designated samples were assigned to the SUB class.  One of these exhibited a 
chromatographic profile for a strong, but highly weathered GAS sample, while the other 
exhibited a chromatographic profile that resembled an MPD.  These two samples can be 
considered misclassifications by the QDA model.  A total of five SUB-designated samples were 
assigned to the IL class.  Four of the five samples were also misclassified by the LDA model 
based on the 0% SUB contribution data set.  The increase in the false positive rate of this data set 
is likely due to the model data containing samples that are a mixture of an IL and SUB sample 
but are designated as IL.  When the designations were based on the analyst, four IL-designated 
samples were assigned to the SUB class, and 17 SUB-designated samples were assigned to the 
IL class. 
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Conclusion 4.2.4.  
 
Correct classification rates obtained using QDA to classify the data were expected to be higher 
than those resulting from LDA since the covariance matrices were determined to be different for 
each data set and, therefore, the use of QDA was more appropriate.  Some steps in the 
classification scheme, however, reflected higher correct classification rates when LDA was used.  
No explanation can currently be offered for this observation.  Additionally, model data sets 
developed with SUB contribution were expected to achieve higher correct classification rates for 
the fire debris samples than the model data set with no SUB contribution; however, the results 
did not show a significant improvement in the classification of fire debris samples.  This 
indicates that the addition of SUB contribution did not sufficiently represent the composition of 
the post-burn samples.  Comparisons of the results using LDA and QDA for classification will be 
further addressed in Section 4.4.   
 
When considering the two types of designations for the fire debris samples, the results based on 
the analyst reflected a higher overall correct classification rate.  This is due to the analyst’s 
consideration of the patterns in the post-burn data instead of relying solely on the proximity to 
the pour.  The analyst’s designations were more conservative for labeling post-burn samples as 
positive for ILR.  Although these rates were higher overall, they also yielded a higher false 
positive rate.  As previously mentioned, keeping this rate as low as possible is important in the 
forensic application so that false convictions are not made in arson cases. This indicates that the 
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classification software detects components that it has associated with the IL class that the analyst 
does not see through visual pattern recognition.  The presence of some pyrolysis products, such 
as styrene, can result in misclassification of samples that do not contain an IL.   
 
4.3.  SIMCA 
 
In the SIMCA method, PCA is performed on each individual class when developing the 
classification model.  The number of principal components retained accounted for 95% of the 
variance within the data.  This percentage of variance was selected based on the optimization 
results discussed in Section 4.2.1.2.  As previously mentioned, two classification rules were used 
for SIMCA.  The results of both rules will be discussed. 
 
Overview of Results 4.3.1.  
 
The results and discussion for the SIMCA method are somewhat repetitive because a total of six 
data sets were classified by each classification rule; therefore, an overview is first provided for 
the reader.  The data sets developed with 0% and 20% SUB contribution were classified using 
both classification rules and three approaches for each data set.  The first considered samples 
from all ASTM classes and the SUB class; next, samples in the MISC and OXY groups were 
removed; finally, the multi-step classification scheme was used.  The first classification rule 
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allowed samples to be assigned to multiple classes, while the second classification rule only 
assigned samples to the class with the minimum score value.   
 
The results were not significantly different for the 0% and 20% SUB contribution data sets.  The 
first classification rule resulted in the majority of samples assigning to the correct class in 
addition to other classes.  Although the correct class was included, this was considered a partially 
correct assignment.  Including samples in the MISC and OXY groups resulted in most samples 
assigning to at least one of these classes in addition to the correct class.  Using the classification 
scheme also resulted in the majority of samples assigning to other classes in addition to the 
correct class.  The second classification rule also resulted in very similar results for the two data 
sets.  The fire debris samples were also classified by this rule.  The majority of samples were 
assigned to the MISC and/or OXY groups when considering all ASTM classes and the SUB 
class.  When the MISC and OXY groups were excluded, an improved correct classification rate 
was observed; however, the majority of fire debris samples were assigned to the SUB class.  Use 
of the classification scheme resulted in high correct classification rates for the cross-validation 
test set and fire debris samples.   
 
Overall, using the second classification rule and the multi-step classification scheme resulted in 
the highest correct classification rates for both data sets and the fire debris samples. 
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Using Classification Rule 1 4.3.2.  
 
The first classification rule allows samples to be assigned to a single class, multiple classes, or 
not assigned to any class.  This rule utilizes the full benefits of the soft classification method.  A 
  value of one was used for each class.   
 
4.3.2.1. All ASTM Classes and SUB 
 
Classifications were first made using samples from all classes selected from the databases (ISO, 
NA, NP, PD, AR, GAS, MISC, OXY, and SUB).  There were no samples determined to be 
outliers when outlier PCA was performed on the data sets developed with 0% and 20% SUB 
contribution.  The majority of samples in the 0% and 20% SUB contribution data sets were 
assigned to their correct class in addition to the MISC category and/or OXY class.  These 
assignments were determined to be partially correct.  Due to the large variation associated with 
samples in these groups, the probability ellipsoids that result are very large which results in the 
assignment of many samples to these groups.  The variation in these groups was previously 
discussed in Section 4.1.1.   
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4.3.2.2. Exclusion of MISC and OXY 
 
Samples in the MISC category and OXY class were excluded from the data sets developed with 
0 and 20% SUB contribution.  Cross-validation of the data sets was performed.  Outlier PCA did 
not determine any samples to be outliers for either data set.  The results obtained with 
Classification Rule 1 are shown for the data set with 0% SUB contribution and 20% SUB 
contribution in Table 10 and Table 11, respectively.  The row headings give the known class 
assignment, and the column headings give the number of classes to which samples were assigned 
and samples can assign to any combination of the classes.  For the data set developed with 20% 
SUB contribution, the known classes include those for the ILs from the database and those with 
SUB contribution.  The known classes with SUB contribution are indicated by an asterisk in 
Table 11.  The values represent the total samples in the known class that were assigned to the 
given number of classes.  In Table 10, for example, there were 128 ISO samples assigned to a 
single class, 500 ISO samples assigned to two classes, and 66 ISO samples assigned to three 
classes for a total of 700 ISO samples used in the cumulative cross-validation test set.  The 
values in this table only represent the number of classes to which the samples assigned and are 
not indicative of correct classifications.  The number of samples in each class that were not 
assigned is also given. 
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Table 10:  Class Assignments – 0% SUB Contribution 
 
Number of Classes Assigned 
 
Known Class One Two Three Four Five Six Seven 
Not 
Assigned 
Total 
ISO 128 500 66 0 0 0 0 6 700 
NA 0 26 261 13 0 0 0 0 300 
NP 0 7 102 169 22 0 0 0 300 
PD 31 562 1,201 1,139 358 9 0 0 3,300 
AR 455 13 0 0 0 0 0 32 500 
GAS 4 122 490 184 0 0 0 0 800 
SUB 1,257 475 54 1 0 0 0 13 1,800 
Total 1,875 1,705 2,174 1,506 380 9 0 51 7,700 
 
Table 11:  Class Assignments - 20% SUB Contribution 
 
Number of Classes Assigned 
  
Known Class One Two Three Four Five Six Seven 
Not 
Assigned 
Total 
ISO 53 563 86 0 0 0 0 0 702 
ISO
*
 510 4,266 1,879 321 21 1 0 0 6,998 
NA 0 0 360 11 0 0 0 0 371 
NA
*
 0 0 1,829 1,335 163 2 0 0 3,329 
NP 0 0 25 214 72 2 0 0 313 
NP
*
 0 0 29 968 1,573 610 7 0 3,187 
PD 11 107 479 991 883 615 213 0 3,299 
PD
*
 170 1,610 3,214 7,278 9,954 7,878 3,297 0 33,401 
AR 469 26 0 0 0 0 0 0 495 
AR
*
 4,368 434 3 0 0 0 0 0 4,805 
GAS 0 31 505 222 0 0 0 0 758 
GAS
*
 0 254 3,751 3,627 10 0 0 0 7,642 
SUB 16,234 27,118 26,281 14,306 4,894 941 26 0 898,00 
Total 21,815 34,409 38,441 29,273 17,570 10,049 3,543 0 155,100 
        *indicates samples with SUB contribution 
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Classification rates were calculated for each of the known classes in Table 10 and Table 11.  
These results were calculated as percentages of sample assignments that were correct, partially 
correct, or incorrect for the 0% and 20% SUB contribution data sets in Table 12 and Table 13, 
respectively.  The percentage of samples that were not assigned is also given.  The row headings 
list the type of assignment, and the column headings represent the known classes.  For samples 
without SUB contribution, a correct assignment is to the single correct class (e.g., an ISO sample 
assigning to only the ISO class), and a partially correct assignment is to multiple classes but 
includes the correct class (e.g., an ISO sample assigning to the ISO and PD classes).  An 
incorrect assignment includes those to a single incorrect class or to multiple incorrect classes.  
For example, an ISO sample assigned to the PD class would be considered incorrect; similarly, 
an ISO sample assigned to both the PD and SUB classes would also be considered incorrect.  For 
samples with SUB contribution, a correct assignment resulted when the sample was assigned to 
the SUB class in addition to the correct IL class (e.g., an ISO sample with SUB contribution 
assigning to the ISO and SUB classes).  A partially correct assignment results when the sample is 
assigned to one of the correct classes or to multiple classes where the correct class is included 
(e.g., an ISO sample with SUB contribution assigning to the ISO or SUB class or to either of 
these classes and the NA class).  An incorrect assignment results when the sample is not assigned 
to either of the correct classes (e.g., an ISO sample with SUB contribution assigning only to the 
NA class). 
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Table 12:  Assignment Percentages – 0% SUB Contribution 
 
ISO NA NP PD AR GAS SUB 
Correct 12.4 0.0 0.0 0.7 90.8 0.1 69.6 
Partially Correct 80.0 100.0 95.0 98.7 2.6 96.3 29.4 
Incorrect 6.7 0.0 5.0 0.6 0.2 3.6 0.3 
Not Assigned 0.9 0.0 0.0 0.0 6.4 0.0 0.7 
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Table 13:  Assignment Percentages - 20% SUB Contribution 
 
ISO ISO
*
 NA NA
*
 NP NP
*
 PD PD
*
 AR AR
*
 GAS GAS
*
 SUB 
Correct 7.4 0.9 0.0 0.0 0.0 0.0 0.3 4.0 94.7 8.9 0.0 3.3 18.1 
Partially Correct 92.5 99.1 100.0 100.0 100.0 100.0 99.7 96.0 5.3 91.1 100.0 96.7 81.9 
Incorrect 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Not Assigned 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
   *indicates samples with SUB contribution 
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As can be seen, the majority of sample assignments in both data sets were partially correct which 
means that samples were assigned to the correct class but were also assigned to classes that were 
incorrect.  The AR class resulted in the highest correct classification rates that exceeded 90% for 
both data sets.  There were no samples unassigned in the data set with 20% SUB contribution, 
and a low percentage of samples were unassigned in the data set with 0% SUB contribution.  The 
class with the most unassigned samples was the AR class; however, the benefit of the SIMCA 
method is that samples may be left unassigned instead of forced into a class to which it does not 
belong.   
 
4.3.2.3. Multi-Step Classification Scheme 
 
The multi-step classification scheme that has been previously described was used to limit the 
number of classes for sample assignment.  Samples could assign to the correct class, incorrect 
class, or a combination of the classes considered at each step.  Samples could also remain 
unassigned.  It is also notable to point out that with this approach, samples in the MISC category 
and OXY class are included in the first step of the classification scheme but are excluded in the 
latter steps.   
 
For the data set with 0% SUB contribution, outlier PCA determined nine samples in the first step 
of the scheme to be orthogonal outliers that belonged to the MISC category and OXY class 
except a single AR sample.  There were no outliers detected in the latter steps of the scheme.  
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The data set with 20% SUB contribution resulted in the same orthogonal outliers detected for the 
0% SUB contribution data set and 77 additional orthogonal outliers that were removed from the 
data set.  The additional outliers included one OXY sample and 76 SUB contribution samples 
that were generated using the ILs previously identified as outliers.   
 
The results using the classification scheme to assign the cross-validation test sets for the data sets 
with 0% and 20% SUB contribution are shown in Table 14 and Table 15, respectively.  The row 
headings give the known class, and the column headings give the number of classes to which the 
sample assigned.  For the data set with 0% SUB contribution, a sample can assign to a maximum 
of two classes, which results when the sample is assigned to both the correct and incorrect 
classes.  Samples in the data set with 20% SUB contribution can assign to a maximum of two 
classes in the first step and three classes in the latter steps.  In the first step, samples could assign 
to the IL and SUB classes; but, in the latter steps, samples can assign to the SUB class in 
addition to the classes listed in the step of the scheme.  For example, in the second step of the 
classification scheme, samples in the 20% SUB contribution data set could assign to the ALI, 
ARG, and SUB classes.  The horizontal lines are used to indicate the steps of the classification 
scheme.  The values given in Table 14 and Table 15 represent the total number of samples 
assigned to the number of classes.  For example, in Table 14, 2,529 samples in the IL class were 
assigned to a single class, and 6,393 samples were assigned to both the IL and SUB classes out 
of a total of 9,000 IL samples that were used in the cross-validation test set.  The assignment of a 
sample to a single class, however, does not necessarily represent a correct classification.  
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Similarly, assignment to multiple classes for samples with SUB contribution does not imply a 
correct classification.  The number of samples in each class that were not assigned is also given.   
Table 14:  Class Assignments Using the Classification Scheme – 0% SUB Contribution 
 
Number of Classes Assigned 
  
Known Class One Two 
Not 
Assigned 
Total 
IL 2,529 6,393 78 9,000 
SUB 589 1,207 4 1,800 
ALI 1,111 3,553 36 4,700 
ARG 809 355 36 1,200 
AR 478 0 22 500 
GAS 163 633 4 800 
ISO/NA 144 847 9 1,000 
PD/NP 1,663 2,027 10 3,700 
ISO 639 0 61 700 
NA 20 280 0 300 
PD 1,550 1,738 0 3,288 
NP 17 283 12 312 
Total 9,712 17,316 272 27,300 
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Table 15:  Class Assignments Using the Classification Scheme - 20% SUB Contribution 
 
Number of Classes Assigned 
  
Known Class One Two Three Not Assigned Total 
IL 2,566 6,548 0 20 9,134 
IL
*
 20,955 69,273 0 138 90,366 
SUB 13,208 76,592 0 0 89,800 
ALI 0 0 4,658 0 4,658 
ALI
*
 0 0 47,042 0 47,042 
ARG 0 0 1,285 0 1,285 
ARG
*
 0 0 12,315 0 12,315 
SUB 4,203 7,816 77,781 0 89,800 
AR 0 0 477 0 477 
AR
*
 0 0 4,823 0 4,823 
GAS 0 0 783 0 783 
GAS
*
 0 0 7,617 0 7,617 
SUB 4,012 7,714 78,074 0 89,800 
ISO/NA 0 0 1,049 0 1,049 
ISO/NA
*
 0 0 10,351 0 10,351 
PD/NP 0 0 3,617 0 3,617 
PD/NP
*
 0 0 36,683 0 36,683 
SUB 4,081 7,982 77,737 0 89,800 
ISO 0 0 673 0 673 
ISO
*
 0 0 7,027 0 7,027 
NA 0 0 357 0 357 
NA
*
 0 0 3,343 0 3,343 
SUB 3,993 9,016 76,791 0 89,800 
PD 0 0 313 0 313 
PD
*
 0 0 3,187 0 3,187 
NP 0 0 3,348 0 3,348 
NP
*
 0 0 33,352 0 33,352 
SUB 3,992 8,194 77,614 0 89,800 
Total 57,010 193,135 570,297 158 820,600 
           *indicates samples with SUB contribution 
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Classification rates were calculated for each of the known classes in Table 14 and Table 15.  
These rates were calculated as percentages of samples with correct, partially correct, or incorrect 
assignments, Table 16 and Table 17.  Due to the length of Table 17, it was split into two 
sections; thus, the bottom section is a continuation of the top.  The percentage of samples that 
were not assigned is also given.  The row headings list the type of assignment, and the column 
headings represent the known classes.  The assignments that would result in correct, partially 
correct, and incorrect percentages have previously been described when considering all classes 
for the data sets in Section 4.3.2.2. 
 
As can be seen, the majority of sample assignments for both data sets were correct or partially 
correct.  For the 0% SUB contribution data set, the AR and ISO classes were observed to have 
the highest correct classification rates.  The highest correct classification rate for the data set 
developed with 20% SUB contribution was observed for IL samples with SUB contribution.  
Compared to previous results for this data set, samples in the AR class were only partially 
correct when using the classification scheme.  For both data sets, the percentage of unassigned 
samples was low for all classes and accounted for less than 1% of samples in the data sets.  The 
overall percentage of samples assigned incorrectly was low across all classes. 
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Table 16:  Assignment Percentages for the Classification Scheme – 0% SUB Contribution 
 
IL SUB ALI ARG AR GAS ISO/NA PD/NP ISO NA PD NP 
Correct 27.0 31.1 23.1 67.4 95.6 18.4 9.4 44.7 91.3 6.7 46.6 0.0 
Partially Correct 71.0 67.1 75.6 29.6 0.0 79.1 84.7 54.8 0.0 93.3 52.6 94.3 
Incorrect 1.1 1.6 0.5 0.0 0.0 2.0 5.0 0.2 0.0 0.0 0.4 5.7 
Not Assigned 0.9 0.2 0.8 3.0 4.4 0.5 0.9 0.3 8.7 0.0 0.4 0.0 
 
Table 17:  Assignment Percentages for the Classification Scheme - 20% SUB Contribution 
 
IL IL
*
 SUB ALI ALI
*
 ARG ARG
*
 SUB AR AR
*
 GAS GAS
*
 SUB ISO/NA 
Correct 28.0 76.7 14.7 0.0 0.0 0.0 0.0 4.7 0.0 0.0 0.0 0.0 4.5 0.0 
Partially Correct 71.7 23.2 85.3 100.0 100.0 100.0 100.0 95.3 100.0 100.0 100.0 100.0 95.5 100.0 
Incorrect 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Not Assigned 0.2 0.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
         *indicates samples with SUB contribution 
 ISO/NA
*
 PD/NP PD/NP
*
 SUB ISO ISO
*
 NA NA
*
 SUB PD PD
*
 NP NP
*
 SUB 
Correct 0.0 0.0 0.0 4.5 0.0 0.0 0.0 0.0 4.4 0.0 0.0 0.0 0.0 4.4 
Partially Correct 100.0 100.0 100.0 95.5 100.0 100.0 100.0 100.0 95.6 100.0 100.0 100.0 100.0 95.6 
Incorrect 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Not Assigned 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
      *indicates samples with SUB contribution 
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Using Classification Rule 2 4.3.3.  
 
A classification rule that assigns samples to the class with the minimum score value is more 
commonly used [65, 75, 76].  Classification Rule 2 eliminates the possibility of assignment to 
multiple classes by assigning samples to the class with the minimum score value but allows 
samples to be unassigned if the score value is greater than one. 
 
4.3.3.1. All ASTM Classes and SUB 
 
The data sets were first classified using samples from all classes in the databases, as was done 
with Classification Rule 1.  No outliers were detected by outlier PCA in the data sets developed 
with 0% and 20% SUB contribution.  The majority of samples were assigned to the MISC 
category or OXY class.  The misclassifications can also be attributed to the large variation 
present within these groups that was discussed for Classification Rule 1. 
 
4.3.3.2. Exclusion of MISC and OXY 
 
Samples in the MISC category and OXY class were excluded from the data sets developed with 
0% and 20% SUB contribution.  In addition to developing correct classification rates for the 
model data, the fire debris data set was tested.  This was not done previously due to low correct 
classification rates obtained for the data sets using Classification Rule 1.  The total number of 
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samples in the fire debris data set was reduced to 193 due to the removal of the OXY samples 
from the data set when considering the ISO, NA, NP, PD, AR, GAS, and SUB classes. 
 
There were no outliers detected in the 0% or 20% SUB contribution data sets by outlier PCA.  A 
  value of one was used for all classes in both data sets.  The fire debris samples were classified 
using each data set as the model.  The results for the data sets with 0% and 20% SUB 
contribution are given in Table 18 and Table 19, respectively, where the values in parentheses 
are for the fire debris samples with designations based on the proximity to the pour.  The results 
for the fire debris samples with designations based on the analyst are given for each model data 
set in Table 20 and Table 21.  The row headings give the known class, and the column headings 
provide the assigned class.  The correct classification rate was calculated as the percentage of 
samples correctly assigned out of the total number of samples assigned for that class (i.e., the 
samples that were not assigned were not included in this calculation).   
 
The cross-validation test set for the data set with 0% SUB contribution resulted in an overall 
correct classification rate of 92.5%.  The cross-validation test set for the data set with 20% SUB 
contribution resulted in an overall correct classification rate of 97.2%.  For both data sets, the 
lowest correct classification rate was observed for the NP class where samples were incorrectly 
assigned to the PD class.  The fire debris samples with designations based on the proximity to the 
pour reflected a low overall correct classification rate of 38.3% and 44.0% using the 0% and 
20% SUB contribution data sets as the models, respectively.  For the data set developed with 0% 
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SUB contribution, samples designated as NA, NP, and PD had a 0% correct classification rate, 
and the majority of the samples in these classes were assigned to the SUB class.  The data set 
developed with 20% SUB contribution resulted in a 0% correct classification rate for samples 
designated as NP, and the samples were assigned to the PD and SUB classes.  Samples in the 
GAS class also had low correct classification rates due to samples being assigned to the AR and 
SUB classes.  When considering the analyst designations, the overall correct classification rate 
increased to 54.9% and 60.6% using the model data sets developed with 0% and 20% SUB 
contribution, respectively; however, samples in the NA, NP, PD, and GAS classes still reflected 
low correct classification rates.  All samples were assigned in the cross-validation test sets and 
fire debris data sets.  Using both model data sets, there were no SUB samples that were 
incorrectly assigned to any of the IL classes (i.e., there were no false positives) for the fire debris 
data sets.  
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Table 18:  Confusion Matrix for 0% SUB Contribution and (Fire Debris-Pour) 
 ISO NA NP PD AR GAS SUB Not Assigned Total % Correct 
ISO 624 (7) 0 (0) 0 (0) 70 (0) 0 (0) 0 (0) 6 (5) 0 (0) 700 (12) 89.1 (58.3) 
NA 0 (0) 298 (0) 0 (0) 2 (1) 0 (0) 0 (0) 0 (6) 0 (0) 300 (7) 99.3 (0.0) 
NP 0 (0) 0 (0) 170 (0) 123 (3) 0 (0) 0 (0) 7 (8) 0 (0) 300 (11) 56.7 (0.0) 
PD 4 (0) 0 (0) 15 (0) 3,057 (0) 0 (0) 0 (0) 224 (36) 0 (0) 3,300 (36) 92.6 (0.0) 
AR 0 (0) 0 (0) 0 (0) 0 (0) 486 (9) 2 (0) 12 (0) 0 (0) 500 (9) 97.2 (100.0) 
GAS 0 (0) 0 (0) 0 (0) 1 (0) 24 (26) 739 (13) 36 (34) 0 (0) 800 (73) 92.4 (17.8) 
SUB 0 (0) 0 (0) 0 (0) 21 (0) 11 (0) 23 (0) 1,745 (45) 0 (0) 1,800 (45) 96.9 (100.0) 
Total 628 (7) 298 (0) 185 (0) 3,274 (4) 521 (35) 764 (13) 2,030 (134) 0 (0) 7,700 (193) 92.5 (38.3) 
 
Table 19:  Confusion Matrix for 20% SUB Contribution and (Fire Debris-Pour) 
 ISO NA NP PD AR GAS SUB Not Assigned Total % Correct 
ISO 7,606 (8) 0 (0) 0 (0) 92 (0) 0 (0) 0 (0) 2 (4) 0 (0) 7,700 (12) 98.8 (66.7) 
NA 0 (0) 3,686 (3) 0 (0) 14 (0) 0 (0) 0 (0) 0 (4) 0 (0) 3,700 (7) 99.6 (42.9) 
NP 0 (0) 0 (0) 2,607 (0) 883 (5) 0 (0) 0 (0) 10 (6) 0 (0) 3,500 (11) 74.5 (0.0) 
PD 12 (0) 0 (0) 544 (0) 34,692 (11) 0 (0) 2 (0) 1,450 (25) 0 (0) 36,700 (36) 94.5 (30.6) 
AR 0 (0) 0 (0) 0 (0) 0 (0) 5,296 (9) 0 (0) 4 (0) 0 (0) 5,300 (9) 99.9 (100.0) 
GAS 0 (0) 0 (0) 0 (0) 7 (0) 109 (34) 8,100 (9) 184 (30) 0 (0) 8,400 (73) 96.4 (12.3) 
SUB 1 (0) 5 (0) 23 (0) 776 (0) 0 (0) 205 (0) 88,790 (45) 0 (0) 89,800 (45) 98.9 (100.0) 
Total 7,619 (8) 3,691 (3) 3,174 (0) 36,464 (16) 5,405 (43) 8,307 (9) 90,440 (114) 0 (0) 155,100 (193) 97.2 (44.0) 
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Table 20:  Confusion Matrix for Fire Debris-Analyst – 0% SUB Contribution Model 
 
ISO NA NP PD AR GAS SUB Not Assigned Total % Correct 
ISO 7 0 0 0 0 0 4 0 11 63.6 
NA 0 0 0 1 0 0 6 0 7 0.0 
NP 0 0 0 3 0 0 5 0 8 0.0 
PD 0 0 0 0 0 0 24 0 24 0.0 
AR 0 0 0 0 9 0 0 0 9 100.0 
GAS 0 0 0 0 26 13 18 0 57 22.8 
SUB 0 0 0 0 0 0 77 0 77 100.0 
Total 7 0 0 4 35 13 134 0 193 54.9 
 
Table 21:  Confusion Matrix for Fire Debris-Analyst – 20% SUB Contribution Model 
 
ISO NA NP PD AR GAS SUB Not Assigned Total % Correct 
ISO 8 0 0 0 0 0 3 0 11 72.7 
NA 0 3 0 0 0 0 4 0 7 42.9 
NP 0 0 0 5 0 0 3 0 8 0.0 
PD 0 0 0 11 0 0 13 0 24 45.8 
AR 0 0 0 0 9 0 0 0 9 100.0 
GAS 0 0 0 0 34 9 14 0 57 15.8 
SUB 0 0 0 0 0 0 77 0 77 100.0 
Total 8 3 0 16 43 9 114 0 193 60.6 
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4.3.3.3. Multi-Step Classification Scheme 
 
The multi-step classification scheme was also used to classify the data sets with 0% and 20% 
SUB contribution and the fire debris samples.  Prior to performing cross-validation on the data 
sets, outlier PCA was used.  Because the same data sets were used but were classified by 
different rules, the same outliers were removed that were discussed in Section 4.3.2.3. 
 
A   value of one was first used for each step of the scheme to determine if satisfactory correct 
classification rates were obtained with this classification rule.  The correct classification rates did 
not consider the number of samples that were unassigned.  The overall correct classification rates 
for each step of the classification scheme are shown in Table 22 for both data sets.   
Table 22:  Initial Correct Classification Rates 
 0% SUB Contribution  20% SUB Contribution 
Step % Correct  % Correct 
IL, SUB 98.1  94.6 
ALI, ARG 98.7  99.3 
AR, GAS 96.9  99.0 
ISO/NA, PD/NP 98.2  99.7 
ISO, NA 100.0  100.0 
PD, NP 95.4  96.6 
 
This classification rule gave very high classification rates for the cumulative cross-validation test 
set.  In order to optimize the results of the models developed for each step of the classification 
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scheme, different   values were used.  The   value that gave the highest correct classification 
rates for the given step was selected.  These are shown in Table 23 for each of the data sets.   
Table 23:    Values 
 
 
0% SUB Contribution  20% SUB Contribution 
Step      
IL, SUB 0.4  0.4 
ALI, ARG 0.2  0.2 
AR, GAS 1  1 
ISO/NA, PD/NP 0.8  0.8 
ISO, NA 1  1 
PD, NP 1  1 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis II:  Utilizing Soft Independent Modeling of Class Analogy (SIMCA). Journal of Forensic Sciences. In press, 
2014 [77]. 
For both data sets,  =1 yielded the highest correct classification rates for the steps which assign 
samples to a single ASTM class.  This indicates that the OD is more important for correct 
classification in steps in which the TIS for the classes are similar.  In steps where the TIS are less 
similar between the classes being considered, the optimal   value is lower, which reveals that the 
SD is also important for correct assignment.  The ISO/NA versus PD/NP step of the scheme gave 
correct classification rates that were insensitive to the   values chosen where correct 
classification rates ranged from approximately 98-99%.  The TIS for samples in these combined 
groups are similar; therefore, based on the trend observed for other steps with highly similar TIS, 
a   value of 0.8 was selected for this step. 
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The confusion matrices for each step of the classification scheme using the data sets developed 
with 0% and 20% SUB contribution are shown in Figure 56 and Figure 57, respectively.  The 
results are given for the cumulative cross-validation test set with the results for the fire debris 
samples with designations based on the proximity to the pour in parentheses.  The results using 
the fire debris samples with designations based on the analyst are given for each data set in 
Figure 58 and Figure 59.  The row headings give the designated class, and the column headings 
give the class assigned by the model.  The entries in the matrices give the number of samples 
assigned to each class.  For example, out of 9,000 IL samples, 8,454 were correctly assigned to 
the IL class, 543 were misclassified to the SUB class, and three were not assigned.  This gave a 
correct classification rate of 94.0% for the IL class.   
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Figure 56:  Confusion Matrices – 0% SUB Contribution and (Fire Debris-Pour) 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent 
Modeling of Class Analogy (SIMCA). Journal of Forensic Sciences. In press, 2014 [77]. 
 
IL SUB Not Assigned Total % Correct
IL 8,454 (128) 543 (30) 3 (0) 9,000(158) 94.0 (81.0)
SUB 312 (4) 1,488 (41) 0 (0) 1,800 (45) 82.7 (91.1)
Total 8,766 (132) 2,031 (71) 3 (0) 10,800 (203) 92.1 (83.3)
ALI ARG Not Assigned Total % Correct
ALI 4,676 (39) 24 (27) 0 (0) 4,700(66) 99.5 (59.1)
ARG 18 (0) 1,182 (82) 0 (0) 1,200 (82) 98.5 (100.0)
Total 4,686 (39) 1,214 (109) 0 (0) 5,900 (148) 99.3 (81.8)
AR GAS Not Assigned Total % Correct
AR 486 (9) 0 (0) 14 (0) 500 (9) 100.0 (100.0)
GAS 43 (30) 752 (20) 5 (23) 800 (73) 94.6 (40.0)
Total 529 (39) 752 (20) 19 (23) 1,300 (82) 96.6 (49.2)
ISO/NA PD/NP Not Assigned Total % Correct
ISO/NA 930 (10) 65 (3) 5 (6) 1,000 (19) 93.5 (76.9)
PD/NP 16 (0) 3,676 (27) 8 (20) 3,700 (47) 99.6 (100.0)
Total 946 (10) 3,741 (30) 13 (26) 4,700 (66) 98.3 (92.5)
ISO NA Not Assigned Total % Correct
ISO 644 (7) 0 (0) 56 (5) 700 (12) 100.0 (100.0)
NA 0 (1) 300 (0) 0 (6) 300 (7) 100.0 (0.0)
Total 644 (8) 300 (0) 56 (11) 1,000 (19) 100.0 (87.5)
PD NP Not Assigned Total % Correct
PD 3,256 (18) 20 (0) 24 (18) 3,300 (36) 99.4 (100.0)
NP 141 (7) 159 (0) 0 (4) 300 (11) 53.0 (0.0)
Total 3,397 (25) 179 (0) 24 (22) 3,600 (47) 95.5 (72.0)
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Figure 57:  Confusion Matrices - 20% SUB Contribution and (Fire Debris-Pour) 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent 
Modeling of Class Analogy (SIMCA). Journal of Forensic Sciences. In press, 2014 [77]. 
IL SUB Not Assigned Total %Correct
IL 93,686 (125) 5,814 (33) 0 (0) 99,500 (158) 94.2 (79.1)
SUB 4,540 (4) 85,260 (41) 0 (0) 89,800 (45) 94.9 (91.1)
Total 98,226 (129) 91,074 (74) 0 (0) 189,300 (203) 94.5 (81.8)
ALI ARG Not Assigned Total %Correct
ALI 51,380 (42) 220 (24) 0 (0) 51,600 (66) 99.6 (63.6)
ARG 171 (1) 13,329 (81) 0 (0) 13,500 (82) 98.7 (98.8)
Total 51,551 (43) 13,549 (105) 0 (0) 65,100 (148) 99.4 (83.1)
AR GAS Not Assigned Total %Correct
AR 5,299 (9) 0 (0) 1 (0) 5,300 (9) 100.0 (100.0)
GAS 132 (37) 8,268 (14) 0 (22) 8,400 (73) 98.4 (27.5)
Total 5,431(46) 8,268 (14) 1 (22) 13,700 (82) 99.0 (38.3)
ISO/NA PD/NP Not Assigned Total %Correct
ISO/NA 11,264 (13) 136 (3) 0 (3) 11,400 (19) 98.8 (81.3)
PD/NP 3 (0) 40,297 (35) 0 (12) 40,300 (47) 99.9 (100.0)
Total 11,267 (13) 40,433 (38) 0 (15) 51,700 (66) 99.7 (94.1)
PD NP Not Assigned Total %Correct
PD 36,166 (22) 534 (0) 0 (14) 36,700 (36) 98.5 (100.0)
NP 835 (10) 2,665 (1) 0 (0) 3,500 (11) 76.1 (9.1)
Total 37,001 (32) 3,199 (1) 0 (14) 40,200 (47) 96.6 (69.7)
ISO NA Not Assigned Total %Correct
ISO 7,700 (9) 0 (0) 0 (3) 7,700 (12) 100.0 (100.0)
NA 0 (2) 3,700 (3) 0 (2) 3,700 (7) 100.0 (60.0)
Total 7,700 (11) 3,700 (3) 0 (5) 11,400 (19) 100.0 (85.7)
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Figure 58:  Confusion Matrices - Fire Debris-Analyst 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent 
Modeling of Class Analogy (SIMCA). Journal of Forensic Sciences. In press, 2014 [77]. 
IL SUB Not Assigned Total % Correct
IL 119 2 0 123 96.7
SUB 13 67 0 80 83.8
Total 132 71 0 203 91.6
ALI ARG Not Assigned Total % Correct
ALI 39 11 0 50 78.0
ARG 0 66 0 66 100.0
Total 39 77 0 116 90.5
AR GAS Not Assigned Total % Correct
AR 9 0 0 9 100.0
GAS 30 18 9 57 37.5
Total 39 18 9 66 47.4
ISO/NA PD/NP Not Assigned Total % Correct
ISO/NA 10 3 5 18 76.9
PD/NP 0 27 5 32 100.0
Total 10 30 10 50 92.5
ISO NA Not Assigned Total % Correct
ISO 7 0 4 11 100.0
NA 1 0 6 7 0.0
Total 8 0 10 18 87.5
PD NP Not Assigned Total % Correct
PD 18 0 6 24 100.0
NP 7 0 1 8 0.0
Total 25 0 7 32 72.0
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Figure 59:  Confusion Matrices - Fire Debris-Analyst 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent 
Modeling of Class Analogy (SIMCA). Journal of Forensic Sciences. In press, 2014 [77]. 
IL SUB Not Assigned Total %Correct
IL 117 6 0 123 95.1
SUB 12 68 0 80 85.0
Total 129 74 0 203 91.1
ALI ARG Not Assigned Total %Correct
ALI 41 9 0 50 82.0
ARG 0 66 0 66 100.0
Total 41 75 0 116 92.2
AR GAS Not Assigned Total %Correct
AR 9 0 0 9 100.0
GAS 37 11 9 57 22.9
Total 46 11 9 66 35.1
ISO/NA PD/NP Not Assigned Total %Correct
ISO/NA 12 3 3 18 80.0
PD/NP 0 28 4 32 100.0
Total 12 31 7 50 93.0
PD NP Not Assigned Total %Correct
PD 20 0 4 24 100.0
NP 8 0 0 8 0.0
Total 28 0 4 32 71.4
ISO NA Not Assigned Total %Correct
ISO 8 0 3 11 100.0
NA 2 3 2 7 60.0
Total 10 3 5 18 84.6
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Overall, the classification rates using the data sets developed with 0% and 20% SUB 
contribution resulted in very similar correct classification rates for the cross-validation test set 
and fire debris samples.  Using the fire debris samples with designations based on the proximity 
to the pour, the model data set developed with 0% SUB contribution resulted in 
misclassifications of 30 IL samples and 4 SUB samples.  The model data set developed with 
20% SUB contribution misclassified the same samples and an additional three IL samples.  
Using the designations based on the analyst resulted in fewer IL samples misclassifying but 
increased the number of SUB samples that misclassified for both model data sets.  The increase 
in correct classification rate was attributed to the analyst’s conservative approach, which 
required a stronger ILR to designate a sample as positive for IL.  As previously discussed for the 
LDA and QDA results, the increase in false positive samples (SUB samples misclassifying as IL) 
can be attributed to the classification model associating components in these samples with ILs 
even though the analyst did not identify an IL profile in the sample data.  Examination of the 
data for these samples did not give a clear reason for the misclassifications.   
 
For both data sets, fire debris samples designated as AR were observed to classify correctly; 
however, over 60% of the samples designated as GAS were misclassified.  This may be 
attributed to the evaporation of the lighter, primarily aliphatic, gasoline components which leaves 
behind the heavier, primarily aromatic, components.  These low correct classification rates, and 
the TIS for these samples, will be further addressed in Section 4.4.  The majority of fire debris 
samples designated as ISO was assigned and correctly classified using both model data sets.  
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Using the data set with 0% SUB contribution, one fire debris sample designated as NA was 
incorrectly assigned, while the remaining samples were not assigned.  The data set developed 
with 20% SUB contribution resulted in the assignment of five NA-designated samples, but only 
two were correctly classified.  The fire debris samples designated as PD that were assigned by 
the model were observed to correctly classify.  The fire debris samples that were assigned and 
designated as NP misclassified for both data sets.  When the designations were based on the 
proximity to the pour, a single NP sample was correctly assigned by the model developed with 
20% SUB contribution. 
 
4.3.3.4. Classifier Performance Metrics 
 
Classifier performance metrics were calculated for the results that were obtained when using the 
multi-step classification scheme.  Samples were determined to be “positive” or “negative” for the 
presence of an IL or ILR in the first step of the classification scheme.  The definitions of the 
classifiers used in Table 24 were previously defined in Section 3.7.  The row headings give the 
type of classifier, and the column headings describe the data set.  The results for the model 
developed with 0% SUB contribution are given, and the numbers in parentheses give the results 
for the 20% SUB contribution model.   
 
A lower false positive rate, which is important in the forensic application, was observed for the 
data set developed with 20% SUB contribution.  This data set also resulted in high true positive 
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rates, precisions, and accuracies.  A high accuracy is important because this represents the 
overall correct classification rate for the data set.  There was no significant difference in the fire 
debris results when using the model data sets with 0% and 20% SUB contribution.  When 
comparing the two types of designations for the fire debris samples, the rates for the designations 
based on the analyst are more similar to those for the cross-validation test set.   
Table 24:  Classifier Performance Metrics 
 Cross-Validation  Fire Debris-Pour  Fire Debris-Analyst 
True Positive Rate 94.0 (94.2)  81.0 (79.1)  96.7 (95.1) 
False Positive Rate 17.3 (5.1)  8.9 (8.9)  16.2 (15.0) 
True Negative Rate 82.7 (94.9)  91.1 (91.1)  83.8 (85.0) 
False Negative Rate 6.0 (5.8)  19.0 (20.9)  3.3 (4.9) 
Precision 96.4 (95.4)  97.0 (96.9)  90.2 (90.7) 
Accuracy 92.1 (94.5)  83.3 (81.8)  91.6 (91.1) 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis II:  Utilizing Soft Independent Modeling of Class Analogy (SIMCA). Journal of Forensic Sciences. In press, 
2014 [77]. 
 
Conclusion 4.3.4.  
 
Two classification rules were tested for classification by the SIMCA method.  The first, which 
allowed assignment to multiple classes, resulted in a higher percentage of samples that were 
partially correct than were correct.  This meant that the sample assigned to other classes in 
addition to the correct class.  A second classification rule was also tested which assigned samples 
to the single class with the minimum score value.  If the score value was greater than the 
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specified limit, the sample was not assigned.  Both classification rules were tested using all 
classes, excluding samples in the MISC category and OXY class, and using the multi-step 
classification scheme, which considered two classes at each step.   
 
When using the second classification rule and all classes except the MISC category and OXY 
class, there were no false positives for the fire debris data set.  While this is similar to the first 
step of the classification scheme, samples in the MISC category and OXY class are not included, 
and this is not a true representation of all samples available in the ILRC.  As previously 
described, a large variation is present in samples in these classes.  In the first step of the 
classification scheme, these groups are included, which increases the size of the probability 
ellipsoid for the IL class and leads to misclassifications of SUB samples (i.e., false positives).  
Overall, it was found that using the second classification rule and the multi-step classification 
scheme resulted in the highest correct classification rates. 
 
The SIMCA results for the data sets developed with 20% SUB contribution did not show a 
significant improvement over the data set developed with 0% SUB contribution.  When 
comparing the two types of designations used for the fire debris samples, the analyst results were 
shown to be in better agreement with the cross-validation test set for the all-important first step 
of the classification scheme which determines a sample to be positive or negative for ILR.  The 
fire debris data set with designations based on the analyst set also, however, reflected a higher 
false positive rate, which is undesirable in the forensic application. 
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4.4.  Comparison of Classification Methods 
 
Figure 60 and Figure 61 summarize the correct classification rates obtained using the data sets 
developed with 0% and 20% SUB contribution, respectively.  Each vertex on the graph 
represents the correct classification percentage for the denoted step of the classification scheme.  
For a perfect classification system, each step would have a 100% correct classification rate and 
each line would lie on the outermost boundary of the graph.  Comparison of the data sets does 
not show a significant improvement in the correct classification rates when samples with SUB 
contribution were added to the model data set.  When comparing the three methods, SIMCA was 
observed to perform the best overall.  This method resulted in the highest correct classification 
rates for the cross-validation test samples.  The results for the fire debris samples with both types 
of designations were very similar for all classification methods.  The biggest discrepancy for 
these samples was observed in the first two steps of the classification scheme.  The analyst 
designations resulted in higher correct classification rates for these steps.  This can be attributed 
to the conservative approach the analyst took in determining a fire debris sample to be positive 
for ILR.  The lowest correct classification rates for the fire debris samples were observed when 
assigning samples to the ISO and NA classes by the LDA and QDA classification methods.  For 
the SIMCA method, the lowest correct classification rates were observed for assigning samples 
to the AR and GAS classes.  The misclassifications will be further discussed. 
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Figure 60:  Summarized Correct Classification Rates - 0% SUB Contribution 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis; Journal of Forensic Sciences; 2013; 58:887-96 [72] and Progress Toward the Determination of Correct 
Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent Modeling of Class Analogy (SIMCA); Journal of 
Forensic Sciences; In press, 2014 [77]. 
 
Figure 61:  Summarized Correct Classification Rates - 20% SUB Contribution 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis; Journal of Forensic Sciences; 2013; 58:887-96 [72] and Progress Toward the Determination of Correct 
Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent Modeling of Class Analogy (SIMCA); Journal of 
Forensic Sciences; In press, 2014 [77]. 
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Limitations of the LDA and QDA Methods 4.4.1.  
 
The performance of the fire debris samples was very similar for LDA and QDA, but QDA 
performed better overall.  The lowest rates for both methods were observed when assigning fire 
debris samples to the ISO and NA classes.  The low rates were due to the NA fire debris samples 
assigning to the ISO class.  The models were developed using the TIS, and the misclassifications 
can also be understood by considering the TIS.  Additional examples of the TIS and TIC for 
samples in each class were previously given in Section 2.1.1.  For these classification methods, 
NA-designated fire debris samples were incorrectly assigned to the ISO class.  Figure 62 shows 
the TIS for a fire debris sample that was designated as NA but assigned to the ISO class.  To 
understand the misclassification that occurred, TIS are also given for database samples classified 
as ISO and NA, Figure 63 and Figure 65, respectively.  Figure 64 and Figure 66 show the TIS for 
the ISO and NA samples with 20% SUB contribution. 
 
Figure 62:  TIS for an NA-designated Fire Debris Sample 
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Figure 63:  TIS for an ISO Sample from the ILRC 
 
Figure 64:  TIS for an ISO Sample with 20% SUB Contribution 
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Figure 65:  TIS for an NA Sample from the ILRC 
 
Figure 66:  TIS for an NA Sample with 20% SUB Contribution 
The patterns in the TIS are very similar for samples in the ISO and NA classes.  This is not 
surprising since the only difference between these classes is that the ISO class contains branched 
alkanes.  The fragmentation patterns observed for samples in these classes will, therefore, be 
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highly similar.  Samples with SUB contribution show additional peaks at lower intensity levels 
due to the contribution from the SUB, but the TIS for both classes reflect similar patterns.  The 
intensity for the fire debris sample is reduced compared to the database samples; this is due to 
the effects of the fire, as previously discussed.  In the TIS for the fire debris sample, there are 
additional ions present at lower intensities that are not observed in the database samples.  These 
interferences are attributed to pyrolysis products formed during the fire.  Using the TIS, there is 
no obvious reason for assigning the fire debris sample to the ISO class.   
 
Figure 51 (page 122) and Figure 54 (page 129) illustrate the reason for this misclassification.  In 
plot (e) of Figure 51 and Figure 54, the distributions are given for the ISO and NA model 
samples, and some overlap was observed indicating the similarity between the classes.  The 
intersection of the curves is used as the decision boundary for class assignment.  The fire debris 
samples that were designated as these classes are shown in the boxes below the curves where the 
bottom box represents the NA samples.  Two NA fire debris samples, including the sample 
previously discussed, were positioned below the distribution curve for the ISO class.  This 
indicates that the probability is higher that the samples belong to the ISO class and the samples 
were, therefore, assigned to the ISO class.  The misclassifications can be attributed to additional 
variation in the post-burn sample due to interferences that are present from pyrolysis products 
generated during the fire.  In Figure 29 (page 84), a larger variation within samples in the ISO 
class is observed, which better represents the additional variation present in the fire debris 
sample.   
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Although the TIS for the ISO and NA classes are not significantly different, the TIC reveals 
obvious differences.  By also using the current methods of classification in addition to the 
automated classification routine, the chromatographic differences can be observed.  The pattern 
in the TIC for the fire debris sample, Figure 67, can be compared to the patterns in the TICs for 
samples in the ISO and NA classes, Figure 68 and Figure 69, respectively.  The TICs in Figure 
68 and Figure 69 have 0% SUB contribution.  The pattern in the chromatographic data for the 
fire debris sample is more similar to that of the database sample from the NA class.   
 
Figure 67:  TIC for an NA-Designated Fire Debris Sample 
 
Figure 68:  TIC for an ISO Sample from the ILRC 
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Figure 69:  TIC for an NA Sample from the ILRC 
The fire debris sample was observed to misclassify when assigning to the ISO or NA class; 
however, the sample assigned correctly in the previous steps of the scheme.  This example 
illustrates that the automated classification method could be used to assign error rates for the 
previous discrimination steps in the classification scheme.  The analyst could rely on current 
practices in fire debris analysis to confirm the sample’s ASTM class.  Although this example is 
relatively straightforward, the automated classification method is beneficial for more complex 
fire debris samples and large data sets. 
 
Limitations of the SIMCA Method 4.4.2.  
 
The SIMCA method performed the best overall; however, assigning fire debris samples to the 
AR and GAS classes reflected low correct classification rates that were due to GAS-designated 
samples assigning to the AR class.  The TIS will be considered for each of these classes.  
Additional examples of the TIS for samples in these classes were given in Section 2.1.1.  Figure 
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70 shows the TIS for a fire debris sample that was designated as GAS.  The TIS for samples in 
the AR and GAS classes are shown in Figure 71 and Figure 73, respectively.  Adding 20% SUB 
contribution resulted in the TIS shown in Figure 72 and Figure 74.  Weathering will inevitably 
occur in fire debris samples; therefore, the models were developed with weathered GAS samples 
in an effort to correctly assign fire debris samples that contain traces of an IL in the GAS class.  
The TIS for a GAS sample that was weathered to 90% of the original volume is shown in Figure 
75 and Figure 76 shows the TIS with 20% SUB contribution.  This sample was included in the 
data sets used for model development.   
 
Figure 70:  TIS for a Gas-Designated Fire Debris Sample 
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Figure 71:  TIS for an AR Sample from the ILRC 
 
Figure 72:  TIS for an AR Sample with 20% SUB Contribution 
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Figure 73:  TIS for a GAS Sample from the ILRC 
 
Figure 74:  TIS for a GAS Sample with 20% SUB Contribution 
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Figure 75:  TIS for a Weathered GAS Sample from the ILRC 
 
Figure 76:  TIS for a Weathered GAS Sample with 20% SUB Contribution 
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During a fire, the lighter, aliphatic components are lost and the heavier, aromatic components 
remain in samples that once contained an IL from the GAS class.  This loss is observed in the 
TIS for the GAS-designated fire debris sample and the weathered GAS sample.  When compared 
to the TIS for the AR sample, the patterns of the 91, 105, and 119 m/z ratios are very similar.  
Since the model included weathered GAS samples, an example of which was shown to be very 
similar to the GAS-designated fire debris sample, the misclassification must be explained in 
terms of the probability ellipsoids.   
 
Samples in the AR class were shown to have a large variation in Figure 29 (page 84) and, as a 
result, the probability ellipsoid was also shown to be much larger than that of the GAS class in 
Figure 35 (page 97).  However, this figure cannot be considered for describing the results of the 
SIMCA method because PCA is performed on each individual class, and each ellipsoid must 
now be considered in its respective PCA space.  Projection of the fire debris sample into the 
model PCA space for the AR class positioned the point close to the center of the ellipsoid for the 
AR class.  When the fire debris sample was projected into the PCA space for the GAS class, the 
point was positioned farther from the center of the probability ellipsoid.  This resulted in the 
assignment of the sample to the AR class.  This misclassification can be attributed to a higher 
degree of variation present in the fire debris sample due to the loss of the lighter aliphatic 
components and the addition of interferences from pyrolysis products generated during the fire.   
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The chromatographic data for samples in these classes was also examined.  Figure 77 shows the 
TIC for the GAS-designated fire debris sample.  Example TICs for samples with 0% SUB 
contribution in the AR and GAS classes are shown in Figure 78 and Figure 79, respectively.  At 
the earlier retention times, the chromatographic profiles for the fire debris sample, Figure 77, and 
the GAS sample with 0% SUB contribution, Figure 79, are noticeably different.  In this case, 
identifying ILRs indicative of the GAS class in the fire debris sample may depend on the 
compounds that elute at later retention times (12-14 minutes).  The TIC for a weathered gas 
sample with 0% SUB contribution is shown in Figure 80.  A similar pattern is revealed in the 
TICs for the weathered GAS and fire debris samples; however, the fire debris sample reflects a 
lesser abundance of the compounds present. 
 
Figure 77:  TIC for a GAS-Designated Fire Debris Sample 
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Figure 78:  TIC for an AR Sample from the ILRC 
 
Figure 79:  TIC for a GAS Sample from the ILRC 
 
  Figure 80:  TIC for a Weathered GAS Sample from the ILRC 
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As illustrated by this example, classifying a fire debris sample as GAS is complicated by the 
degree of weathering that has occurred in the sample.  According to a 15-year study by the 
Bureau of Forensic Fire and Explosives Analysis, ILs in the GAS class are the most commonly 
encountered in casework [71].  Despite the frequency of samples encountered from this class, the 
current standard for classification of fire debris samples, ASTM E1618, does not offer a solution 
to the problems encountered in weathered samples.  The standard warns that “[t]he presence of 
high levels of aromatics without the appropriate levels of alkanes may indicate an aromatic 
product” [4].  This demonstrates the difficulty associated with assigning fire debris samples to 
the GAS class.   
 
Classifier Performance Metrics 4.4.3.  
 
The true positive and false positive rates were calculated to compare the three classification 
methods; these are abbreviated in Table 25 as TPR and FPR, respectively.  The results for the 
0% and 20% SUB contribution data sets are given, with the results for the data set with 20% 
SUB contribution in parentheses.  As previously mentioned, a low false positive rate is important 
in the forensic application.  The lowest false positive rates and the highest true positive rates 
were obtained with the SIMCA method.   
 
When comparing the data sets, there were no significant differences in the correct classification 
rates with the LDA or SIMCA methods.  The QDA method resulted in a higher true positive rate 
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with the 20% SUB contribution data set; however, a higher false positive rate was also obtained 
with this data set.  This shows that more fire debris samples were assigned to the IL class by the 
model developed with 20% SUB contribution than by the model comprised only of samples from 
the databases.  As previously discussed, the probability ellipsoid for the IL class expands for the 
model developed with 20% SUB contribution.  The larger probability ellipsoid results in a 
greater number of samples assigned to the IL class (i.e., the true positive and false positive rates 
will increase).   
Table 25:  Classifier Performance Metrics for the Classification Methods 
 LDA QDA SIMCA 
 TPR FPR TPR FPR TPR FPR 
Cross-Validation 95.5 (94.0) 24.5 (12.1) 81.3 (86.5) 9.9 (6.0) 94.0 (94.2) 17.3 (5.1) 
Fire Debris-Pour 81.0 (81.6) 15.6 (17.8) 70.9 (81.0) 8.9 (17.8) 81.0 (79.1) 8.9 (8.9) 
Fire Debris-Analyst 96.7 (94.3) 20.0 (26.2) 84.6 (94.3) 15.0 (25.0) 96.7 (95.1) 16.2 (15.0) 
 
 
4.5.  Effect of Different Data Normalization Methods 
 
Different data normalization methods were investigated to determine if the correct classification 
rates could be improved for the three classification methods.  The multi-step classification 
scheme and the data set with 0% SUB contribution were used in this analysis.  Table 26 gives the 
number of principal components required to retain 95% variance for each method used.  The row 
headings list the classification and data normalization methods, while the column headings give 
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the step of the classification scheme.  The values in the table give the number of principal 
components required to retain 95% of the variance in the cross-validation model data set.  The 
values in parentheses give the number of principal components used for the entire data set, which 
was used as the model for classifying fire debris samples.  The SIMCA method has two values 
for each model data set because PCA is performed on each class.  The first value is the number 
of principal components required for the first class listed in the column heading, and the second 
value is the number required for the second class.   
 
The   values were optimized for each of the normalization methods.  Table 27 gives the   value 
used for each step of the classification scheme.  The results using the “summed to one” 
normalization method have previously been discussed; however, different   values were selected 
for the IL, SUB; ISO/NA, PD/NP; and PD, NP steps.  For the step that assigns samples to the IL 
or SUB classes, the difference in correct classification rates between   values of 0.4, selected 
previously, and 0.6 was negligible.  Each   value gave correct classification rates of 
approximately 98% for the step which assigns samples to the ISO/NA or PD/NP classes.  For the 
step that discriminates the PD and NP classes, the difference in correct classification rates for   
values of 0.8, selected previously, and 1 was also negligible.  The   values in Table 27 were 
selected because they achieved slightly higher correct classification rates.  For the other 
normalization methods, the   values that resulted in the highest correct classification rates were 
selected.   
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Table 26:  Number of Principal Components Required for 95% Variance 
Classification Method Normalization Method IL, SUB ALI, ARG AR, GAS ISO/NA, PD/NP ISO, NA PD, NP 
LDA 
Summed to One 12 (12) 6 (6) 5 (5) 3 (3) 2 (2) 2 (2) 
Base Peak 11 (11) 4 (4) 5 (5) 3 (3) 2 (2) 2 (2) 
Unit Vector 12 (12) 5 (5) 5 (5) 3 (3) 2 (2) 2 (2) 
QDA 
Summed to One 12 (12) 6 (6) 5 (5) 3 (3) 2 (2) 2 (2) 
Base Peak 11 (11) 4 (4) 5 (5) 3 (3) 2 (2) 2 (2) 
Unit Vector 12 (12) 5 (5) 5 (5) 3 (3) 2 (2) 2 (2) 
SIMCA 
Summed to One 12/11 (12/12) 6/6 (6/6) 4/4 (4/4) 5/6 (5/7) 4/4 (4/5) 6/4 (7/4) 
Base Peak 11/16 (11/16) 8/6 (8/6) 4/4 (4/4) 5/9 (5/9) 5/5 (5/5) 8/4 (9/4) 
Unit Vector 12/17 (12/17) 8/7 (8/7) 4/4 (4/4) 6/9 (6/9) 5/5 (5/5) 9/5 (9/5) 
 
Table 27:    Values Used for Each Data Normalization Method 
Normalization Method IL, SUB ALI, ARG AR, GAS ISO/NA, PD/NP ISO, NA PD, NP 
Summed to One 0.6 0.2 1.0 0.2 1.0 0.8 
Base Peak 1.0 0.6 1.0 1.0 1.0 0.8 
Unit Vector 1.0 0.6 0.8 1.0 1.0 0.8 
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Figure 81 provides summarized results of the correct classification rates for the data set that was 
normalized by the “summed to one” method.  These figures have been described in Section 
4.4.1.  Although this figure is the same as Figure 60 (page 168), it is provided here for direct 
comparison to the results for the other data normalization methods. 
 
Figure 81:  Correct Classification Rates - Summed to One 
Note:  Adapted with permission from E. Waddell, et al. Progress Toward the Determination of Correct Classification Rates in 
Fire Debris Analysis; Journal of Forensic Sciences; 2013; 58:887-96 [72] and Progress Toward the Determination of Correct 
Classification Rates in Fire Debris Analysis II:  Utilizing Soft Independent Modeling of Class Analogy (SIMCA); Journal of 
Forensic Sciences; In press, 2014 [77]. 
These results will not be discussed in depth since they have been previously addressed when 
comparing the normalization methods.  As shown before, SIMCA performs better than LDA and 
QDA.  The lowest correct classification rates for the LDA and QDA models occur when 
discriminating between the ISO and NA fire debris samples.  For the SIMCA model, the lowest 
correct classification rates were obtained when discriminating between the AR and GAS fire 
debris samples.   
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The summarized results using the “base peak” normalization method are given in Figure 82.  The 
SIMCA method is again observed to perform the best overall.  Compared to the previous 
normalization method, the fire debris samples showed a dramatic increase in correct 
classification rates.  The results were nearly perfect for all steps except the steps which 
discriminate the fire debris samples in the IL and SUB classes and the PD and NP classes.  
Increased correct classification rates are observed because the fire debris samples that previously 
misclassified, primarily the GAS-designated samples, were not assigned using this normalization 
method and set of   values.  This data normalization method results in more conservative 
assignments by the SIMCA classification method. 
 
Figure 82:  Correct Classification Rates - Base Peak 
The results obtained for the “unit vector” normalization are shown in Figure 83.  Again, SIMCA 
performed the best overall, and very high correct classification rates were obtained for the fire 
debris samples.  As discussed for the results with the “base peak” normalization, the majority of 
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the fire debris samples were not assigned; therefore, this data normalization method also resulted 
in more conservative assignments by the SIMCA method.  Although class information is not 
provided for the samples that are unassigned, which could be seen as a potential downfall of the 
SIMCA method, a misclassification is also prevented.  Similar results observed for the “base 
peak” and “unit vector” normalization methods indicate that the increase in correct classification 
rate is based on the set of   values or normalization method.  The same   values were 
investigated for the “summed to one” normalization methods, but the correct classification rates 
did not improve.  This confirms that the increase in correct classifications rates is due to the 
normalization methods used. 
 
Figure 83:  Correct Classification Rates - Unit Vector 
For the fire debris samples, low correct classification rates were observed when assigning 
samples to the PD or NP classes using all three normalization methods.  The low rates were due 
to the NP-designated samples misclassifying as PD.  When the data was examined, it was 
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determined that the TIS for samples in these classes are very similar.  The TICs, however, are not 
as similar and could be used to determine the sample’s class assignment.  The probability 
ellipsoids for these classes were also investigated.  When a fire debris sample from the NP class 
was plotted in the PCA space for each class, it was shown to fall closer to the center of the 
probability ellipsoid for the PD class.  This visually represents the misclassifications that 
occurred. 
 
The true positive and false positive rates are designated as TPR and FPR, respectively, in Table 
28.  The precision associated with each data set is given as well.  These values are expressed as 
percentages, and the precision represents the number of IL-designated samples that was assigned 
to the IL class out of the total number of samples assigned to the IL class.  These metrics were 
calculated for each normalization method using each classification method.  For example, the 
“summed to one” normalization method and LDA classification method resulted in a 95.5% true 
positive rate for the cross-validation test set.   
 
Classification by the SIMCA method and normalization by the “base peak” method resulted in 
the highest true positive rates and lowest false positive rates for the cross-validation test set.  
These methods did not perform as well for the fire debris samples and reflected a false positive 
rate that was nearly double the rate obtained using the “summed to one” method.  When 
considering the QDA classification method, low false positive rates were obtained for the model 
and fire debris samples when using the “base peak” method.  The true positive rate was also low 
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using these methods on the fire debris samples with designations based on the proximity to the 
pour; however, the rates were improved when using the designations based on the analyst.  High 
precision values for both fire debris data sets indicate that the misclassifications resulted from 
IL-designated samples assigning to the SUB class.  When considering the fire debris data set 
with designations based on the analyst, the true positive rates and overall correct classification 
rate improved.  This results due to the more-conservative designations made by the analyst in 
determining if an IL was present in the post-burn sample.  When LDA was used for 
classification, the lowest false positive rates were obtained with “unit vector” normalization of 
the data.  The false positive rates were higher for the cross-validation test set than for the fire 
debris samples. 
 
These results indicate that the “base peak” normalization method should be further investigated 
to determine if the correct classification rates can be improved for the steps that discriminated 
samples in the IL/SUB and PD/NP classes.  The steps of the classification scheme that were not 
included in Table 28 showed significant potential when using SIMCA for classification and 
“base peak” for data normalization. 
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Table 28:  Classifier Performance Metrics for Data Normalization Methods 
Classification 
Method 
Normalization 
Method 
Cross-Validation Fire Debris-Pour Fire Debris-Analyst 
TPR FPR Precision TPR FPR Precision TPR FPR Precision 
LDA 
Summed to One 95.5 25.4 95.0 81.0 15.6 94.8 96.8 20.0 88.1 
Base Peak 98.2 12.7 97.5 72.8 8.9 96.6 90.2 10.0 93.3 
Unit Vector 97.9 12.6 97.5 74.1 4.4 98.3 91.1 8.8 94.1 
QDA 
Summed to One 81.7 9.1 97.9 70.9 8.9 96.6 84.6 15.0 89.7 
Base Peak 96.2 9.3 98.1 64.6 2.2 99.0 82.9 1.3 99.0 
Unit Vector 98.3 11.2 97.8 72.8 2.2 99.1 92.7 2.5 98.3 
SIMCA 
Summed to One 93.0 15.3 96.8 77.2 6.7 97.6 93.5 12.5 92.0 
Base Peak 97.5 1.1 99.8 78.1 15.4 94.7 95.2 18.3 88.5 
Unit Vector 96.4 2.8 99.5 76.7 14.0 94.9 88.7 21.6 86.4 
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CONCLUSIONS CHAPTER 5:  
 
5.1.  Significance 
 
This research developed statistically valid error rates for fire debris analysis.  Currently, fire 
debris analysis relies primarily on visual pattern recognition of the TIC.  As discussed in this 
research, the TIS, a time-averaged mass spectrum across the chromatographic profile, is better 
suited for inter-laboratory comparisons and the development of automated classification 
methods.  Use of automated methods allows data sets to be searched against large libraries of 
data in a fraction of the time that is required by current methods and also provides error rates for 
the detection and classification of ILRs in fire debris samples.  Automated methods can provide 
statistical support for current classification methods.   
 
In this work, cluster analysis confirmed that the classification scheme presented in ASTM 
E1618-10 could also be used to classify ILs based on the TIS.  The TIS of large data sets from 
online databases were used to develop classification models for fire debris samples from large-
scale and laboratory-scale burns.  Models were also developed that included electronically 
generated TIS with SUB contribution.  The correct classification rates for the data sets with and 
without SUB contribution were not significantly different.  Although the cross-validation test 
sets reflected high correct classification rates for both data sets, the results for the fire debris 
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samples were not improved for the data set with 20% SUB contribution.  This showed that other 
interferences, besides contribution from substrate materials, are present in the fire debris 
samples.  The SIMCA method yielded the highest correct classification rates for the cross-
validation test set and the fire debris samples.  There were no false positives when using this 
method to assign fire debris samples to the SUB class and all ASTM classes, except the MISC 
category or OXY class.  Even though a false positive rate of 0% is optimal, the exclusion of 
samples from the MISC category and OXY class does not represent all ILs that may be available 
to a potential arsonist.  Overall, the best results were obtained using the two-class classification 
scheme and the SIMCA method.   
 
Another portion of the research examined the use of different data normalization methods.  
When the data set was normalized such that the intensities of the TIS summed to one, the 
SIMCA method suffered low correct classification rates for assigning fire debris samples to the 
AR or GAS classes.  The rates were improved when the data was normalized to the base peak 
and normalized to a vector of unit length; however, low correct classification rates were 
observed for discriminating fire debris samples designated as PD and NP with both 
normalization methods.  Overall, normalization to the base peak resulted in the highest correct 
classification rates and the lowest false positive rates and was, therefore, determined to be the 
optimal normalization method.   
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In the research presented, error rates have been developed through cross-validation using large 
model data sets and fire debris samples have been classified by an automated method.  This 
methodology reduces the time required to classify large sample sets and lessens the subjectivity 
associated with current practices in fire debris analysis.  Visual pattern recognition, which 
compares a test sample to a reference IL, is currently used to identify and classify ILRs present 
in fire debris samples; however, these samples can be complicated by interferences from 
substrate materials and pyrolysis products.  The reference IL may contain a specific pattern of 
compounds associated with the class of IL, but these compounds may evaporate (fully or 
partially) during the fire, which presents an additional source of complexity.  Pattern recognition 
may, therefore, prove difficult for these samples.   
 
The automated method developed in this research provides a tool to assist in detection and 
classification of ILRs present in fire debris samples, but classifications should be verified by an 
analyst who examines the data based on methods currently practiced.  When considering the 
results for the first step of the classification scheme, caution should be used since some ions are 
found in both pyrolysis products and ILs.  If these ions are detected, false positives may result if 
the software assigns SUB-designated samples to the IL class.  Error rates are not known for the 
classification of fire debris samples by current methods.  The automated software-based method 
provides error rates for each step in the classification scheme, which statistically validates the 
assignment of a sample to a specific class. 
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In the courtroom, expert witnesses are currently permitted to testify about scientific evidence that 
meets the conditions of the Daubert standard.  This standard considers if (1) the evidence can be 
scientifically tested, (2) the theory behind the methodology used to test the evidence has been 
subjected to peer review, (3) there are known or potential error rates, (4) there are standards for 
the methodology, and (5) if the technique is accepted by the scientific community.  The methods 
used in fire debris analysis are currently accepted into the courtroom despite the fact that there 
are no associated error rates, and the validity of the evidence is currently based on the expert 
witness’ level of experience.  To date, there have not been any challenges to the admission of fire 
debris evidence based on the lack of error rates; however, the availability of these rates could 
lead to challenges regarding the evidence’s admissibility.  The error rates developed in this 
research would reduce the subjectivity associated with the current classification methods and 
satisfy the remaining requirement of the Daubert standard.   
 
5.2.  Future Work 
 
This research did not focus on the classification of samples in the MISC category and OXY 
class.  As was described, samples in these classes do not possess strong class characteristics.  
Cluster analysis showed that samples within these classes are highly similar to all other classes, 
as was expected based on the ASTM definitions of these groups.  Future research should 
examine samples in these groups to determine if they could be placed in other ASTM classes.  
For example, a sample with the characteristics of both an NP and PD class would currently be 
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placed in the MISC category.  The data for this sample could be re-examined to determine which 
class characteristics were dominant in the sample.  The sample could then be reassigned to this 
class.  A soft classification method may assign the sample to both classes; however, a hard 
classification method would likely assign the sample to the class whose characteristics are more 
dominant in the sample.  Another approach would include restructuring the classification scheme 
used for ILs.  Although cluster analysis showed that the most similar samples were broken into 
these ASTM classes, samples currently in the MISC category and OXY class may be subdivided 
into classes not currently represented in the classification scheme.  Preliminary results revealed 
clusters within these groups that were formed based on similarities in chemical composition.  
This indicates that there may be additional classes that could be defined to encompass samples 
found in these clusters. 
 
It may also be possible to classify mixtures of ILs using the SIMCA method.  Samples 
containing mixtures of ILs were not investigated in this research.  A benefit of the SIMCA 
method is that samples can be assigned to multiple classes; therefore, classification of fire debris 
samples containing multiple ILs may be possible.  Samples encountered by analysts in crime 
laboratories may also contain mixtures of ILs, and the methods developed in this research do not 
account for this possibility.   
 
The optimal correct classification rates were obtained using the data that was normalized to the 
base peak.  SIMCA was observed to perform the best, but low correct classification rates were 
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obtained when assigning fire debris samples to the PD and NP classes.  When comparing the 
results for all classification and normalization methods, the correct classification rates for this 
step were not observed to improve.  To improve these rates, the PD class could be split into its 
subclasses (LPD, MPD, and HPD).  This would reduce the total amount of variance present in 
each group of samples and might prevent misclassification of the NP fire debris samples.  This 
might, however, also lead to misclassifications of some PD samples if their carbon ranges 
expand into other subclasses (e.g., an MPD assigning to the HPD class because it contains a 
number of carbons falling outside of the MPD range).  This concept was previously investigated 
for the hard classification methods but was found to result in PD samples assigning to incorrect 
subclasses.  The SIMCA method would allow samples to remain unassigned instead of assigning 
to incorrect classes and would also consider each class individually.  Splitting the PD class into 
subgroups should be investigated to determine if the correct classification rates improve for the 
step that discriminates between the PD and NP classes. 
 
Although normalization to the base peak and the SIMCA method resulted in the best overall 
classification rates, lower false positive rates were observed when using QDA to assign fire 
debris samples to the IL or SUB classes.  One possible approach to improve the overall 
classification rates is to combine multiple classification methods since each step of the 
classification scheme is treated individually.  This approach could use QDA to determine if an 
ILR were present in a fire debris sample and SIMCA to classify the ILR.  Using the data set with 
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0% SUB contribution, Figure 84 illustrates this procedure for the cross-validation test set and the 
fire debris samples with designations based on the analyst.   
 
Figure 84:  Combination of Classification Methods 
 
An automated method for detection and classification of ILRs in fire debris was successfully 
developed in this research.  The next step of this research should focus on implementation of the 
software into the crime laboratories.  As previously discussed, the highest correct classification 
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rates were achieved using the data normalized to the base peak.  Using this data set to develop 
models used for classification, software should be compiled for the optimal classification 
methods.  The software should be made easily accessible to analysts in crime laboratories.  The 
analyst would be required to enter the TIS for the test sample that was normalized to the base 
peak.  A user’s manual should also be developed to outline the pre-treatment (i.e., construction 
of the TIS and the normalization method) for the test samples and to troubleshoot issues that the 
analyst may encounter.  Providing an instructional video on downloading and using the software 
may also be beneficial to the analyst.    
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APPENDIX A:   
SAMPLES USED FOR MODEL DEVELOPMENT 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
1 ShellSol Heptane PD LPD IL ALI PD PDNP PD PD 
2 Shell VM&P Naphtha HT PD LPD IL ALI PD PDNP PD PD 
3 ShellSol D38 PD MPD IL ALI PD PDNP PD PD 
4 ShellSol D43 PD MPD IL ALI PD PDNP PD PD 
5 ShellSol A100 AR AR IL ARG AR AR AR AR 
6 ShellSol A150 AR AR IL ARG AR AR AR AR 
7 ShellSol B HT PD LPD IL ALI PD PDNP PD PD 
8 Shell Rubber Solvent 332 PD LPD IL ALI PD PDNP PD PD 
9 Cypar 7 MISC MISC IL MISC MISC MISC MISC MISC 
10 Cypar 9 MISC MISC IL MISC MISC MISC MISC MISC 
11 SCCC Mineral Spirits 145EC PD MPD IL ALI PD PDNP PD PD 
12 ShellSol OMS ISO ISO IL ALI ISO ISONA ISO ISO 
13 ShellSol D60 PD MPD IL ALI PD PDNP PD PD 
14 STP Fuel Injector/Carburetor Cleaner PD HPD IL ALI PD PDNP PD PD 
15 STP Gas Treatment PD HPD IL ALI PD PDNP PD PD 
16 STP Octane Booster MISC MISC IL MISC MISC MISC MISC MISC 
17 STP Diesel Fuel Treatment PD HPD IL ALI PD PDNP PD PD 
18 STP Super Concentrated Gas Treatment PD HPD IL ALI PD PDNP PD PD 
19 STP Super Concentrated Fuel Stabilizer PD HPD IL ALI PD PDNP PD PD 
20 Penske Fuel Injector/Carburetor Cleaner PD HPD IL ALI PD PDNP PD PD 
21 Parks 100% Mineral Spirit Paint Thinner PD MPD IL ALI PD PDNP PD PD 
22 Parks Epoxy and Lacquer Thinner OXY OXY IL OXY OXY OXY OXY OXY 
23 Gold Eagle STA-BIL Concentrated Fuel Stabilizer MISC MISC IL MISC MISC MISC MISC MISC 
24 Kingsford Odorless Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
25 Klean Strip Klean Kutter Remover MISC MISC IL MISC MISC MISC MISC MISC 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
26 Klean Strip 100% Mineral Spirit Paint Thinner PD MPD IL ALI PD PDNP PD PD 
27 Klean Strip VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
28 Klean Strip Lacquer Thinner MISC MISC IL MISC MISC MISC MISC MISC 
29 Klean Strip Turpatine MISC MISC IL MISC MISC MISC MISC MISC 
30 Klean Strip Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
31 Publix Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
32 Lamplight Farms Lamp Oil MISC MISC IL MISC MISC MISC MISC MISC 
33 Ronsonsol Lighter Fuel PD LPD IL ALI PD PDNP PD PD 
34 Royal Oak Premium Odorless Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
35 Zippo Premium Lighter Fluid PD LPD IL ALI PD PDNP PD PD 
36 
Valvoline SynPower Super Concentrated Fuel 
Injector Cleaner 
MISC MISC IL MISC MISC MISC MISC MISC 
37 VP Racing Fuels Fuel System Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
38 Power Service Diesel Fuel Supplement MISC MISC IL MISC MISC MISC MISC MISC 
39 
Pennzoil Roadside Rescue Emergency Fuel 
Additive 
MISC MISC IL MISC MISC MISC MISC MISC 
40 Turner Laboratories Octane Booster PD HPD IL ALI PD PDNP PD PD 
41 TL-3 Fuel Injector Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
42 Chevron Aviation Gasoline 100 Low Lead MISC MISC IL MISC MISC MISC MISC MISC 
43 Chevron Techron Concentrate PD MPD IL ALI PD PDNP PD PD 
44 Pro-Gard Clean Up PD MPD IL ALI PD PDNP PD PD 
45 Pro-Gard Fuel Injector Cleaner PD MPD IL ALI PD PDNP PD PD 
46 Pro-Gard Fuel Injector PLUS Intake Valve Cleaner PD MPD IL ALI PD PDNP PD PD 
47 Pro-Gard Gas Treatment PD MPD IL ALI PD PDNP PD PD 
48 Chevron Fuel Oil 6 MISC MISC IL MISC MISC MISC MISC MISC 
49 Chevron High Sulfur (HS) Diesel Fuel 2 PD HPD IL ALI PD PDNP PD PD 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
50 Chevron Low Sulfur (LS) Diesel Fuel 2 PD HPD IL ALI PD PDNP PD PD 
51 Chevron Special LS Diesel Fuel 2 PD HPD IL ALI PD PDNP PD PD 
52 Ortho Malathion 50 Plus Insect Spray Concentrate AR AR IL ARG AR AR AR AR 
53 
Ortho Bug B Gon Multi-Purpose Insect Killer 
Concentrate 
NP NP IL ALI NP PDNP NP NP 
54 Real Kill Multi-Purpose Insect Killer Concentrate AR AR IL ARG AR AR AR AR 
55 USA Lead Free Japan Drier PD HPD IL ALI PD PDNP PD PD 
56 
SpectracidePRO Diazinon 4E 47.5% Insect Spray 
Concentrate 
AR AR IL ARG AR AR AR AR 
57 
SpectracidePRO Residual Insect Control EC 
Emulsifable Concentrate 
MISC MISC IL MISC MISC MISC MISC MISC 
58 H&C D-100 Solvent AR AR IL ARG AR AR AR AR 
59 Goof Off The Ultimate Remover AR AR IL ARG AR AR AR AR 
60 Formby’s Lemon Oil Treatment MISC MISC IL MISC MISC MISC MISC MISC 
61 ZEP Citrus All Purpose Cleaner OXY OXY IL OXY OXY OXY OXY OXY 
62 Whitaker C-14 Normal Paraffin NA NA IL ALI NA ISONA NA NA 
63 Whitaker Low End Point Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
64 Whitaker Paint Thinner/Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
65 Whitaker Rule 66 Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
66 Whitaker Odorless Mineral Spirits ISO ISO IL ALI ISO ISONA ISO ISO 
67 Whitaker Low Odor Mineral Spirits MISC MISC IL MISC MISC MISC MISC MISC 
68 Whitaker VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
69 Whitaker #51 Lacquer Thinner OXY OXY IL OXY OXY OXY OXY OXY 
70 Whitaker #48 Lacquer Thinner OXY OXY IL OXY OXY OXY OXY OXY 
71 Whitaker #11 Lacquer Thinner OXY OXY IL OXY OXY OXY OXY OXY 
72 Whitaker Aro-Sol 10 (Aromatic 100) AR AR IL ARG AR AR AR AR 
73 Whitaker Aro-Sol 15 (Aromatic 150) AR AR IL ARG AR AR AR AR 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
74 Exxon Aromatic 100 AR AR IL ARG AR AR AR AR 
75 Exxon Aromatic 150 AR AR IL ARG AR AR AR AR 
77 Exxon Norpar 12 NA NA IL ALI NA ISONA NA NA 
78 Exxon Norpar 13 NA NA IL ALI NA ISONA NA NA 
79 Exxon Norpar 14 NA NA IL ALI NA ISONA NA NA 
80 Exxon Norpar 15 NA NA IL ALI NA ISONA NA NA 
81 Exxon Varsol 1 PD MPD IL ALI PD PDNP PD PD 
82 Exxsol D 130 PD HPD IL ALI PD PDNP PD PD 
83 Exxsol D40 Solvent PD MPD IL ALI PD PDNP PD PD 
84 Exxsol D60 Solvent PD MPD IL ALI PD PDNP PD PD 
85 Exxsol D80 PD MPD IL ALI PD PDNP PD PD 
86 Exxsol D110 PD HPD IL ALI PD PDNP PD PD 
87 Exxon Isopar E ISO ISO IL ALI ISO ISONA ISO ISO 
88 Exxon Isopar K ISO ISO IL ALI ISO ISOA ISO ISO 
89 Exxon Isopar M ISO ISO IL ALI ISO ISONA ISO ISO 
90 Exxon Isopar V ISO ISO IL ALI ISO ISONA ISO ISO 
91 E-Z Paint Thinner PD MPD IL ALI PD PDNP PD PD 
92 E-Z VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
93 E-Z Lacquer Thinner MISC MISC IL MISC MISC MISC MISC MISC 
94 Flood Penetrol Quality Paint Conditioner PD MPD IL ALI PD PDNP PD PD 
95 Flood ESP (Easy Surface Prep) PD MPD IL ALI PD PDNP PD PD 
96 BP Regular Unleaded Gasoline, 25% weathered GAS GAS IL ARG GAS GAS GAS GAS 
97 BP Regular Unleaded Gasoline, 50% weathered GAS GAS IL ARG GAS GAS GAS GAS 
97 BP Regular Unleaded Gasoline, 50% weathered GAS GAS IL ARG GAS GAS GAS GAS 
97 BP Regular Unleaded Gasoline, 50% weathered GAS GAS IL ARG GAS GAS GAS GAS 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
98 BP Regular Unleaded Gasoline, 75% weathered GAS GAS IL ARG GAS GAS GAS GAS 
98 BP Regular Unleaded Gasoline, 75% weathered GAS GAS IL ARG GAS GAS GAS GAS 
98 BP Regular Unleaded Gasoline, 75% weathered GAS GAS IL ARG GAS GAS GAS GAS 
99 BP Regular Unleaded Gasoline, 90% weathered GAS GAS IL ARG GAS GAS GAS GAS 
99 BP Regular Unleaded Gasoline, 90% weathered GAS GAS IL ARG GAS GAS GAS GAS 
99 BP Regular Unleaded Gasoline, 90% weathered GAS GAS IL ARG GAS GAS GAS GAS 
100 BP Regular Unleaded Gasoline, 99% weathered GAS GAS IL ARG GAS GAS GAS GAS 
100 BP Regular Unleaded Gasoline, 99% weathered GAS GAS IL ARG GAS GAS GAS GAS 
100 BP Regular Unleaded Gasoline, 99% weathered GAS GAS IL ARG GAS GAS GAS GAS 
101 Super G Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
102 
Lamplight Farms Ultra-Pure Smokeless & Odorless 
Candle and Lamp Oil 
NA NA IL ALI NA ISONA NA NA 
103 Lamplight Farms Lamp Oil MISC MISC IL MISC MISC MISC MISC MISC 
104 Phillips 66 Aviation Gasoline MISC MISC IL MISC MISC MISC MISC MISC 
105 Phillips 66 Unleaded Regular Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
106 
Phillips 66 Low Aromatic Commercial Grade 
Heptane 
ISO ISO IL ALI ISO ISONA ISO ISO 
107 Phillips 66 PhilJet A Aviation Fuel PD HPD IL ALI PD PDNP PD PD 
108 Phillips 66 0.05% Sulfur Diesel Fuel PD HPD IL ALI PD PDNP PD PD 
109 Phillips 66 Hexanes MISC MISC IL MISC MISC MISC MISC MISC 
110 Phillips 66 Isohexanes ISO ISO IL ALI ISO ISONA ISO ISO 
111 Exxon Turbo Fuel Jet A Colonial Grade 54 Jet A PD HPD IL ALI PD PDNP PD PD 
112 Exxon Jet Fuel Grade JP-8 PD HPD IL ALI PD PDNP PD PD 
113 Exxon Aviation Gasoline 100LL MISC MISC IL MISC MISC MISC MISC MISC 
114 Exxon Low S #2 Diesel CPL 86 Off-Road Diesel PD HPD IL ALI PD PDNP PD PD 
115 Exxon Unleaded Regular Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
206 
    
Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
116 Exxon Unleaded Premium Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
117 Exxon Mars Crude T0192 PD HPD IL ALI PD PDNP PD PD 
118 Exxon Sweet South LA Crude T0187 PD HPD IL ALI PD PDNP PD PD 
119 Exxon Isopar H ISO ISO IL ALI ISO ISONA ISO ISO 
120 Exxon Isopar C ISO ISO IL ALI ISO ISONA ISO ISO 
121 Exxon Isopar L Fluid ISO ISO IL ALI ISO ISONA ISO ISO 
122 OOPS! The All Purpose Remover MISC MISC IL MISC MISC MISC MISC MISC 
123 Bruce Clean n’ Strip PD MPD IL ALI PD PDNP PD PD 
124 De-Solv-It Citrus Solution MISC MISC IL MISC MISC MISC MISC MISC 
125 Goo Gone MISC MISC IL MISC MISC MISC MISC MISC 
126 Coleman Fuel PD LPD IL ALI PD PDNP PD PD 
127 Gunk Engine Brite MISC MISC IL MISC MISC MISC MISC MISC 
128 Pennzoil Gumout Carb/Choke Cleaner AR AR IL ARG AR AR AR AR 
129 Ace Premium Quality Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
130 Ace Pure Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
131 Ace Pure Gum Turpentine MISC MISC IL MISC MISC MISC MISC MISC 
132 Ace Odorless 1-K Grade Kerosene PD HPD IL ALI PD PDNP PD PD 
133 ZEP Heavy Duty Floor Stripper OXY OXY IL OXY OXY OXY OXY OXY 
134 WD-40 PD MPD IL ALI PD PDNP PD PD 
135 M-1 Remover AR AR IL ARG AR AR AR AR 
136 Cutter Citronella Torch Fuel PD MPD IL ALI PD PDNP PD PD 
137 Klean Strip Roller and Brush Cleaner OXY OXY IL OXY OXY OXY OXY OXY 
138 Klean Strip Adhesive Remover OXY OXY IL OXY OXY OXY OXY OXY 
139 Klean Strip Strip-X Stripper AR AR IL ARG AR AR AR AR 
140 Lamplight Farms Citronella Torch Fuel NP NP IL ALI NP PDNP NP NP 
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141 
Lamplight Farms Citronella Torch Fuel, 25% 
weathered 
NP NP IL ALI NP PDNP NP NP 
142 
Lamplight Farms Citronella Torch Fuel, 50% 
weathered 
NP NP IL ALI NP PDNP NP NP 
143 
Lamplight Farms Citronella Torch Fuel, 75% 
weathered 
NP NP IL ALI NP PDNP NP NP 
144 Parks Liquid Deglosser MISC MISC IL MISC MISC MISC MISC MISC 
145 Do It Best Liquid Stripper AR AR IL ARG AR AR AR AR 
146 Sunnyside Brush Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
147 Sunnyside Odorless Paint Thinner ISO ISO IL ALI ISO ISOA ISO ISO 
148 Do It Best Quick Stripper AR AR IL ARG AR AR AR AR 
149 Sunnyside Denatured Alcohol Solvent OXY OXY IL OXY OXY OXY OXY OXY 
150 Sunnyside Xylol AR AR IL ARG AR AR AR AR 
151 Sunnyside Naphtha PD LPD IL ALI PD PDNP PD PD 
152 Sunnyside Lacquer Thinner MISC MISC IL MISC MISC MISC MISC MISC 
153 Sunnyside Pure Gum Spirits of Turpentine MISC MISC IL MISC MISC MISC MISC MISC 
154 Sunnyside Methyl Ethyl Ketone OXY OXY IL OXY OXY OXY OXY OXY 
155 Sunnyside t.r.p.s. MISC MISC IL MISC MISC MISC MISC MISC 
156 Sunnyside Kerosene PD HPD IL ALI PD PDNP PD PD 
157 Sunnyside Kerosene, 25% weathered PD HPD IL ALI PD PDNP PD PD 
158 Sunnyside Kerosene, 50% weathered PD HPD IL ALI PD PDNP PD PD 
159 Sunnyside Kerosene, 75% weathered PD HPD IL ALI PD PDNP PD PD 
160 Sunnyside Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
161 Sunnyside Mineral Spirits, 25% weathered PD MPD IL ALI PD PDNP PD PD 
162 Sunnyside Mineral Spirits, 50% weathered PD MPD IL ALI PD PDNP PD PD 
163 Sunnyside Mineral Spirits, 75% weathered PD MPD IL ALI PD PDNP PD PD 
164 BBQ PRO Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
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165 BBQ PRO Charcoal Lighter Fluid, 25% weathered PD MPD IL ALI PD PDNP PD PD 
166 BBQ PRO Charcoal Lighter Fluid, 50% weathered PD MPD IL ALI PD PDNP PD PD 
167 BBQ PRO Charcoal Lighter Fluid, 75% weathered PD MPD IL ALI PD PDNP PD PD 
168 Weiman Wax Away ISO ISO IL ALI ISO ISONA ISO ISO 
169 Goo Gone Candle Wax Lifter NA NA IL ALI NA ISONA NA NA 
170 Guardsman AFTA MISC MISC IL MISC MISC MISC MISC MISC 
171 Goof Off AFTA Stain Lifter MISC MISC IL MISC MISC MISC MISC MISC 
172 Orange Clean Super Concentrate MISC MISC IL MISC MISC MISC MISC MISC 
173 Scotch Gard Protector ISO ISO IL ALI ISO ISONA ISO ISO 
174 Sanford EXPO White Board Cleaner OXY OXY IL OXY OXY OXY OXY OXY 
175 V&O Lanterns Best Quality Lamp Oil PD HPD IL ALI PD PDNP PD PD 
176 V&O Lanterns Candle & Lamp Oil NA NA IL ALI NA ISONA NA NA 
177 Eliminator Hornet & Wasp Killer NP NP IL ALI NP PDNP NP NP 
178 ArmorAll Waterproofing Sealer PD MPD IL ALI PD PDNP PD PD 
179 Ozark Trail Camp Fuel PD LPD IL ALI PD PDNP PD PD 
180 Outers Tri-Lube PD MPD IL ALI PD PDNP PD PD 
181 Remington Rem Oil PD MPD IL ALI PD PDNP PD PD 
182 Prestone Heavy Duty Brake Parts Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
183 STP All Season Water Remover PD HPD IL ALI PD PDNP PD PD 
184 
RXP Fuel & Exhaust System Cleaner with 
Combustion Enhancer 
MISC MISC IL MISC MISC MISC MISC MISC 
185 Pennzoil Marine Fuel System Cleaner & Stabilizer NP NP IL ALI NP PDNP NP NP 
186 ZAP Primer MISC MISC IL MISC MISC MISC MISC MISC 
187 Kilz Original Sealer-Primer-Stainblocker MISC MISC IL MISC MISC MISC MISC MISC 
188 Elmer’s Extra-Strength Spray Adhesive OXY OXY IL OXY OXY OXY OXY OXY 
189 3M Super 77 Multi-Purpose Adhesive MISC MISC IL MISC MISC MISC MISC MISC 
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190 Folk Art Sanding Sealer OXY OXY IL OXY OXY OXY OXY OXY 
191 June Tailor Quilt Basting Spray OXY OXY IL OXY OXY OXY OXY OXY 
192 Northern Lights Lamp Fuel NA NA IL ALI NA ISONA NA NA 
193 Power Service Diesel Fuel Supplement MISC MISC IL MISC MISC MISC MISC MISC 
194 Power Service Diesel +911 OXY OXY IL OXY OXY OXY OXY OXY 
195 Howes Lubricator Diesel Treat MISC MISC IL MISC MISC MISC MISC MISC 
196 
Cartel Heavy Duty Fleet Winter Diesel Fuel 
Concentrate 
OXY OXY IL OXY OXY OXY OXY OXY 
197 FPPF Fuel Power Diesel Fuel Treatment OXY OXY IL OXY OXY OXY OXY OXY 
198 Sea Foam Trans-Tune PD LPD IL ALI PD PDNP PD PD 
199 Sea Foam Auto Marine Motor Treatment PD LPD IL ALI PD PDNP PD PD 
200 Exxon Clearlite Heater Fuel ISO ISO IL ALI ISO ISONA ISO ISO 
201 Summer Lights Citronella Outdoor Lamp Oil NP NP IL ALI NP PDNP NP NP 
202 Lamplight Farms Lamp Oil PD HPD IL ALI PD PDNP PD PD 
203 E-Zoil Diesel Aid OXY OXY IL OXY OXY OXY OXY OXY 
204 
Pennzoil Gumout Xtra Concentrated Carburetor 
Cleaner 
MISC MISC IL MISC MISC MISC MISC MISC 
205 Pennzoil Gumout Regane Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
206 Gunk Diesel-Tone Diesel Fuel Conditioner PD HPD IL ALI PD PDNP PD PD 
207 Gunk Lead Substitute PD HPD IL ALI PD PDNP PD PD 
208 Gold Eagle +104 Octane Boost MISC MISC IL MISC MISC MISC MISC MISC 
209 
Next Dimension Professional Strength Brake & 
Parts Cleaner 
OXY OXY IL OXY OXY OXY OXY OXY 
210 Gunk Liquid Wrench PD HPD IL ALI PD PDNP PD PD 
211 3M 06014 Prep and Blend Liquid MISC MISC IL MISC MISC MISC MISC MISC 
212 3M 08984 General Purpose Adhesive Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
213 3M 08892 Rust Fighter PD MPD IL ALI PD PDNP PD PD 
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214 SEM 38354 Plastic Prep PD LPD IL ALI PD PDNP PD PD 
215 Auto Kare SG-7 Tire Dressing PD MPD IL ALI PD PDNP PD PD 
216 Klean Strip QAF354 Fiberglass Paint Remover AR AR IL ARG AR AR AR AR 
217 PPG DX330 Wax and Grease Remover MISC MISC IL MISC MISC MISC MISC MISC 
218 PPG DT870 Reducer OXY OXY IL OXY OXY OXY OXY OXY 
219 PPG DT885 Reducer OXY OXY IL OXY OXY OXY OXY OXY 
220 PPG DT895 Reducer OXY OXY IL OXY OXY OXY OXY OXY 
221 Thompson’s Water Seal PD MPD IL ALI PD PDNP PD PD 
222 Klean Strip 100% Mineral Spirit Paint Thinner PD MPD IL ALI PD PDNP PD PD 
223 Klean Strip Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
224 Ace VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
225 Ace Pure Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
226 Ace Odorless 1-K Grade Kerosene PD HPD IL ALI PD PDNP PD PD 
227 Ace Paint Thinner (100% Mineral Spirits) PD MPD IL ALI PD PDNP PD PD 
228 Ace Liquid Deglosser MISC MISC IL MISC MISC MISC MISC MISC 
229 Sunnyside Gloss Remover MISC MISC IL MISC MISC MISC MISC MISC 
230 E-Z Low Odor Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
231 E-Z Water Wash Brush Cleaner OXY OXY IL OXY OXY OXY OXY OXY 
232 Kingsford Odorless Charcoal Lighter (can) PD MPD IL ALI PD PDNP PD PD 
233 Kingsford Odorless Charcoal Lighter (bottle) PD MPD IL ALI PD PDNP PD PD 
234 BBQ PRO Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
235 Unifide Gas Line Antifreeze OXY OXY IL OXY OXY OXY OXY OXY 
236 Aura Lamp Oil NA NA IL ALI NA ISONA NA NA 
237 Tropical Lights Candle and Lamp Oil NA NA IL ALI NA ISONA NA NA 
238 Polly S Easy-Lift-Off Paint and Decal Remover OXY OXY IL OXY OXY OXY OXY OXY 
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239 Model Master Airbrush Thinner OXY OXY IL OXY OXY OXY OXY OXY 
240 Top Fuel OXY OXY IL OXY OXY OXY OXY OXY 
241 Hollowick Liquid Candle Wax NA NA IL ALI NA ISONA NA NA 
242 Aladdin Lamp Oil PD HPD IL ALI PD PDNP PD PD 
243 Crown Odorless Mineral Spirits NP NP IL ALI NP PDNP NP NP 
244 Crown Paint Thinner MISC MISC IL MISC MISC MISC MISC MISC 
245 Crown Turpentine MISC MISC IL MISC MISC MISC MISC MISC 
246 Crown Lacquer Thinner MISC MISC IL MISC MISC MISC MISC MISC 
247 Crown Brush & Roller Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
248 Crown Liquid Deglosser OXY OXY IL OXY OXY OXY OXY OXY 
249 Crown Total Strip Paint remover OXY OXY IL OXY OXY OXY OXY OXY 
250 Oatey Purple Primer/Cleaner OXY OXY IL OXY OXY OXY OXY OXY 
251 Gel Gloss One Step Cleaner and Polish MISC MISC IL MISC MISC MISC MISC MISC 
252 DEFT Clear Wood Finish (Gloss) OXY OXY IL OXY OXY OXY OXY OXY 
253 Formby’s Build-Up Remover PD MPD IL ALI PD PDNP PD PD 
254 Glaze-N-Seal MISC MISC IL MISC MISC MISC MISC MISC 
255 H&C Degreaser OXY OXY IL OXY OXY OXY OXY OXY 
256 Ortho Mosquito B Gon AR AR IL ARG AR AR AR AR 
257 Safe Heat OXY OXY IL OXY OXY OXY OXY OXY 
258 Chevron Regular Unleaded Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
259 Chevron Plus Unleaded Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
260 Chevron Supreme Unleaded Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
261 Trewax Wood Cleaner ISO ISO IL ALI ISO ISONA ISO ISO 
262 Bix Tuff-Job Remover OXY OXY IL OXY OXY OXY OXY OXY 
263 Bix Stripper OXY OXY IL OXY OXY OXY OXY OXY 
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264 Flood Penetrol Quality Paint Conditioner MISC MISC IL MISC MISC MISC MISC MISC 
265 Klean Strip Japan Drier PD MPD IL ALI PD PDNP PD PD 
266 Famowood Wood Filler Solvent OXY OXY IL OXY OXY OXY OXY OXY 
267 Kiwi Camp Dry Heavy Duty Water Repellent PD MPD IL ALI PD PDNP PD PD 
268 Jasco Adhesive Clean-Up PD MPD IL ALI PD PDNP PD PD 
269 Gold Eagle +104 Octane Boost PD HPD IL ALI PD PDNP PD PD 
270 Ace Charcoal Lighter ISO ISO IL ALI ISO ISONA ISO ISO 
271 Old Masters Paint Remover MISC MISC IL MISC MISC MISC MISC MISC 
272 USA VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
273 E-Z VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
274 USA Lacquer Thinner OXY OXY IL OXY OXY OXY OXY OXY 
275 Pro Paint Thinner 100% Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
276 USA Paint Thinner PD MPD IL ALI PD PDNP PD PD 
277 Flood Penetrol Quality Paint Conditioner MISC MISC IL MISC MISC MISC MISC MISC 
278 Power Service Diesel Fuel Supplement MISC MISC IL MISC MISC MISC MISC MISC 
279 Power Service Diesel Kleen Cetane Boost MISC MISC IL MISC MISC MISC MISC MISC 
280 
Shell Rotella DFA Diesel Fuel Additive All Season 
Formulation 
OXY OXY IL OXY OXY OXY OXY OXY 
281 
Siloo Heavy Duty Diesel Fuel Conditioner & 
Injector Cleaner 
PD HPD IL ALI PD PDNP PD PD 
282 Klean Strip Lacquer Thinner AR AR IL ARG AR AR AR AR 
283 Kingsford Odorless Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
284 Exxon Aromatic 100 AR AR IL ARG AR AR AR AR 
285 Exxon Aromatic 150 AR AR IL ARG AR AR AR AR 
287 Exxon Isopar E ISO ISO IL ALI ISO ISONA ISO ISO 
288 Exxon Isopar K ISO ISO IL ALI ISO ISONA ISO ISO 
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289 Exxon Isopar M ISO ISO IL ALI ISO ISONA ISO ISO 
290 Exxon Isopar V ISO ISO IL ALI ISO ISONA ISO ISO 
291 Prestone Windshield Melt De-Icer Additive OXY OXY IL OXY OXY OXY OXY OXY 
292 Klean Strip Automotive Wipe Away MISC MISC IL MISC MISC MISC MISC MISC 
293 Pro Gard Fuel Injector Cleaner PD MPD IL ALI PD PDNP PD PD 
294 Duraflame Fresh Light Charcoal Lighter OXY OXY IL OXY OXY OXY OXY OXY 
295 Zippo Premium Lighter Fluid PD LPD IL ALI PD PDNP PD PD 
296 Tiki Torch Fuel PD MPD IL ALI PD PDNP PD PD 
297 Goo Gone MISC MISC IL MISC MISC MISC MISC MISC 
298 
Lamplight Farms Ultra-Pure Smokeless & Odorless 
Candle and Lamp Oil 
NA NA IL ALI NA ISONA NA NA 
299 Un-Du Candle Wax Remover OXY OXY IL OXY OXY OXY OXY OXY 
300 Hess Diesel Fuel PD HPD IL ALI PD PDNP PD PD 
301 Hess Regular Unleaded Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
302 Hess Regular Unleaded Gasoline, 25% weathered GAS GAS IL ARG GAS GAS GAS GAS 
303 Hess Regular Unleaded Gasoline, 50% weathered GAS GAS IL ARG GAS GAS GAS GAS 
303 Hess Regular Unleaded Gasoline, 50% weathered GAS GAS IL ARG GAS GAS GAS GAS 
303 Hess Regular Unleaded Gasoline, 50% weathered GAS GAS IL ARG GAS GAS GAS GAS 
304 Hess Regular Unleaded Gasoline, 75% weathered GAS GAS IL ARG GAS GAS GAS GAS 
304 Hess Regular Unleaded Gasoline, 75% weathered GAS GAS IL ARG GAS GAS GAS GAS 
304 Hess Regular Unleaded Gasoline, 75% weathered GAS GAS IL ARG GAS GAS GAS GAS 
305 Goo Gone Candle Wax Remover NA NA IL ALI NA ISONA NA NA 
306 
Lamplight Farms Ultra-Pure Smokeless & Odorless 
Candle and Lamp Oil 
NA NA IL ALI NA ISONA NA NA 
307 Crown Liquid Deglosser OXY OXY IL OXY OXY OXY OXY OXY 
308 Crown Brush Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
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309 Piggly Wiggly Odorless Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
310 Klean Strip Turpatine MISC MISC IL MISC MISC MISC MISC MISC 
311 Klean Strip Kerosene MISC MISC IL MISC MISC MISC MISC MISC 
312 Walmart Charcoal Starter PD MPD IL ALI PD PDNP PD PD 
313 Sunnyside Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
314 Plasti-Kote Liquid Sandpaper OXY OXY IL OXY OXY OXY OXY OXY 
315 Do It Best Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
316 Laura Lynn Charcoal Starter PD MPD IL ALI PD PDNP PD PD 
317 Weiman Wax Away ISO ISO IL ALI ISO ISONA ISO ISO 
318 Full Blown Bubble Gum Fuel Fragrance MISC MISC IL MISC MISC MISC MISC MISC 
319 Wilson’s Leather & Suede Protector OXY OXY IL OXY OXY OXY OXY OXY 
320 ScotchGard Protector for Leather Upholstery ISO ISO IL ALI ISO ISONA ISO ISO 
321 LabChem Kerosene ISO ISO IL ALI ISO ISONA ISO ISO 
322 Sherwin Williams Ultrasolv 1 US-1 OXY OXY IL OXY OXY OXY OXY OXY 
323 Sherwin Williams Ultra 7000 BSC600 OXY OXY IL OXY OXY OXY OXY OXY 
324 Klean Strip Liquid Sander OXY OXY IL OXY OXY OXY OXY OXY 
325 Lamplight Farms Citronella Torch Fuel PD MPD IL ALI PD PDNP PD PD 
326 Coleman Fuel PD LPD IL ALI PD PDNP PD PD 
327 Ozark Trail Camp Fuel PD LPD IL ALI PD PDNP PD PD 
328 Formby’s Paint & Poly Remover Wash MISC MISC IL MISC MISC MISC MISC MISC 
329 
Dad’s Easy Spray Paint, Stain, and Varnish 
Remover 
OXY OXY IL OXY OXY OXY OXY OXY 
330 Klean Strip Prep-All MISC MISC IL MISC MISC MISC MISC MISC 
331 Premium Quality Charcoal Starter ISO ISO IL ALI ISO ISONA ISO ISO 
332 ArmorAll Waterproofing Sealer PD MPD IL ALI PD PDNP PD PD 
333 Gunk Octane Performance Booster PD HPD IL ALI PD PDNP PD PD 
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334 Gunk Liquid Wrench OXY OXY IL OXY OXY OXY OXY OXY 
335 Dad’s Drip Strip MISC MISC IL MISC MISC MISC MISC MISC 
336 King Lighter Fluid MISC MISC IL MISC MISC MISC MISC MISC 
337 Jon-e Hand Warmer Fluid PD LPD IL ALI PD PDNP PD PD 
338 Sunnyside Gloss Remover & Pre-paint Cleaner ISO ISO IL ALI ISO ISONA ISO ISO 
339 
Sunnyside Specs Paint Thinner (Low-Odor Mineral 
Spirits) 
PD MPD IL ALI PD PDNP PD PD 
340 HomeBest Odorless Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
341 Carbona Stain Devils Candle Wax & Tar Remover OXY OXY IL OXY OXY OXY OXY OXY 
342 Raid Ant & Roach Killer PD HPD IL ALI PD PDNP PD PD 
343 Kilz Upshot Overhead Stain Sealer OXY OXY IL OXY OXY OXY OXY OXY 
344 Klean Strip Paint Clean-Up MISC MISC IL MISC MISC MISC MISC MISC 
345 Quik JOE Charcoal Lighter Fluid ISO ISO IL ALI ISO ISONA ISO ISO 
346 Ace Premium Quality Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
347 Klean Strip VM&P Naphtha PD LPD IL ALI PD PDNP PD PD 
348 3M 08984 General Purpose Adhesive Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
349 Ace Pure Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
350 Klean Strip Methyl Ethyl Ketone OXY OXY IL OXY OXY OXY OXY OXY 
351 Klean Strip Turpatine MISC MISC IL MISC MISC MISC MISC MISC 
352 Lamplight Farms Lamp Oil NP NP IL ALI NP PDNP NP NP 
353 Klean Strip Japan Drier PD MPD IL ALI PD PDNP PD PD 
354 Longs Gourmet Grill Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
355 Jasco Adhesive Clean-Up PD MPD IL ALI PD PDNP PD PD 
356 Escort Camp Fuel PD LPD IL ALI PD PDNP PD PD 
357 Recochem Camping Fuel PD LPD IL ALI PD PDNP PD PD 
358 Mastercraft Varsol PD MPD IL ALI PD PDNP PD PD 
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359 Canadian Northland Charcoal Starter MISC MISC IL MISC MISC MISC MISC MISC 
360 Royal Oak Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
361 Recochem Fire Starter NP NP IL ALI NP PDNP NP NP 
362 Esso Diesel Fuel PD HPD IL ALI PD PDNP PD PD 
363 Gulf Kerosene PD HPD IL ALI PD PDNP PD PD 
364 Gulf Diesel Fuel PD HPD IL ALI PD PDNP PD PD 
365 Record Kerosene PD HPD IL ALI PD PDNP PD PD 
366 
Lamplight Farms Ultra-Pure Smokeless and 
Odorless Candle & Lamp Oil 
NA NA IL ALI NA ISONA NA NA 
367 OOPS! Multi-Purpose Remover MISC MISC IL MISC MISC MISC MISC MISC 
368 Mr. Bar B. Q. Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
369 Gunk Liquid Wrench PD HPD IL ALI PD PDNP PD PD 
370 Black Magic Tire Wet ISO ISO IL ALI ISO ISONA ISO ISO 
371 Klean Strip Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
372 Parks Epoxy and Lacquer Thinner OXY OXY IL OXY OXY OXY OXY OXY 
373 Ace Paint Thinner 100% Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
374 Mobil Kerosene PD HPD IL ALI PD PDNP PD PD 
375 Mobil Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
376 Yaley’s Liquid Candle Lamp Oil MISC MISC IL MISC MISC MISC MISC MISC 
377 Yaley’s Liquid Candle Red Dye MISC MISC IL MISC MISC MISC MISC MISC 
378 Yaley’s Liquid Candle Blue Dye MISC MISC IL MISC MISC MISC MISC MISC 
379 Yaley’s Liquid Candle Green Dye MISC MISC IL MISC MISC MISC MISC MISC 
380 Yaley’s Liquid Candle Yellow Dye MISC MISC IL MISC MISC MISC MISC MISC 
381 Marathon 100 Octane Aviation Gasoline MISC MISC IL MISC MISC MISC MISC MISC 
382 Sunoco 112 Octane Racing Gasoline MISC MISC IL MISC MISC MISC MISC MISC 
383 Speedway Gasohol (10%) 87 Octane GAS GAS IL ARG GAS GAS GAS GAS 
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384 BP 93 Octane Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
385 BP 87 Octane Gasoline GAS GAS IL ARG GAS GAS GAS GAS 
386 Jon-e Hand Warmer Fluid MISC MISC IL MISC MISC MISC MISC MISC 
387 Rutland Tank Shield Fuel Oil Additive PD MPD IL ALI PD PDNP PD PD 
388 Homebest Odorless Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
389 Klean Strip Klean Heat Odorless Heater Fuel PD MPD IL ALI PD PDNP PD PD 
390 Pro Shop Gas Treatment MISC MISC IL MISC MISC MISC MISC MISC 
391 Pro Shop Super Concentrated Fuel Injector Cleaner MISC MISC IL MISC MISC MISC MISC MISC 
392 Homestar Citronella Torch Fuel PD HPD IL ALI PD PDNP PD PD 
393 Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
394 Speckoz Permethrin TC AR AR IL ARG AR AR AR AR 
395 Condea Vista MR Solvent NP NP IL ALI NP PDNP NP NP 
396 Condea Vista 47 Solvent MISC MISC IL MISC MISC MISC MISC MISC 
397 Condea Vista LPA Solvent NP NP IL ALI NP PDNP NP NP 
398 Condea Vista LPA 142 Solvent NP NP IL ALI NP PDNP NP NP 
399 Condea Vista LPA 170 Solvent NP NP IL ALI NP PDNP NP NP 
400 Condea Vista LPA 210 Solvent NP NP IL ALI NP PDNP NP NP 
401 Linpar 1416V Normal Paraffin NA NA IL ALI NA ISONA NA NA 
402 Exxon Charcoal Lighter 104 ISO ISO IL ALI ISO ISONA ISO ISO 
403 Exxon Charcoal Lighter 105 PD MPD IL ALI PD PDNP PD PD 
404 Exxon Han 906 Solvent AR AR IL ARG AR AR AR AR 
405 Exxon Exxate 600 Solvent OXY OXY IL OXY OXY OXY OXY OXY 
406 Exxon Exxate 700 Solvent OXY OXY IL OXY OXY OXY OXY OXY 
407 Exxon Exxate 800 Solvent OXY OXY IL OXY OXY OXY OXY OXY 
408 Exxon Exxate 900 Solvent OXY OXY IL OXY OXY OXY OXY OXY 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
409 Exxon Exxate 1000 Solvent OXY OXY IL OXY OXY OXY OXY OXY 
410 Phillips 66 Soltrol 10 ISO ISO IL ALI ISO ISONA ISO ISO 
411 Phillips 66 Soltrol 100 ISO ISO IL ALI ISO ISONA ISO ISO 
412 Phillips 66 Soltrol 130 ISO ISO IL ALI ISO ISONA ISO ISO 
413 Phillips 66 Soltrol 170 ISO ISO IL ALI ISO ISONA ISO ISO 
414 Phillips 66 Soltrol 220 ISO ISO IL ALI ISO ISONA ISO ISO 
415 Citristrip Wipe Away All Purpose Remover OXY OXY IL OXY OXY OXY OXY OXY 
416 Sunniland Cinch Bug Spray MISC MISC IL MISC MISC MISC MISC MISC 
417 Citristrip Project Afterwash OXY OXY IL OXY OXY OXY OXY OXY 
418 Heet Gasoline Antifreeze & Water Remover OXY OXY IL OXY OXY OXY OXY OXY 
419 Bonide Fruit Tree Spray MISC MISC IL MISC MISC MISC MISC MISC 
420 
Isoheat Premium Fuel-Line Antifreeze & Water 
Remover 
OXY OXY IL OXY OXY OXY OXY OXY 
421 Turtle Wax Bug & Tar Remover PD MPD IL ALI PD PDNP PD PD 
422 Citristrip Furniture Stripper OXY OXY IL OXY OXY OXY OXY OXY 
423 Bardahl All U Need Fuel System Treatment PD HPD IL ALI PD PDNP PD PD 
424 Gum Out Mileage Improver PD HPD IL ALI PD PDNP PD PD 
425 TruBurn Kmart Odorless Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
426 Citristrip Wipe Away OXY OXY IL OXY OXY OXY OXY OXY 
427 1 Lifter Bug & Tar Remover MISC MISC IL MISC MISC MISC MISC MISC 
428 One Shot OXY OXY IL OXY OXY OXY OXY OXY 
429 Dad’s Easy Spray OXY OXY IL OXY OXY OXY OXY OXY 
430 Exxon Isopar G ISO ISO IL ALI ISO ISONA ISO ISO 
431 Wizard Odorless Double Filtered Charcoal Starter PD MPD IL ALI PD PDNP PD PD 
432 Rainbow Odorless Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
433 Citronella Oil OXY OXY IL OXY OXY OXY OXY OXY 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
434 Orange Oil MISC MISC IL MISC MISC MISC MISC MISC 
435 Ace Paint Thinner 100% Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
436 Diesel Fuel PD HPD IL ALI PD PDNP PD PD 
437 Kingsford Odorless Charcoal Lighter Fluid PD MPD IL ALI PD PDNP PD PD 
438 Klean Strip Odorless Mineral Spirits PD MPD IL ALI PD PDNP PD PD 
439 Ace Turpentine (pure gum) MISC MISC IL MISC MISC MISC MISC MISC 
440 Ace Odorless Charcoal Lighter PD MPD IL ALI PD PDNP PD PD 
441 Gunk General Purpose Degreaser OXY OXY IL OXY OXY OXY OXY OXY 
442 Formby’s Conditioning Furniture Refinisher OXY OXY IL OXY OXY OXY OXY OXY 
443 BIX Tuff Job Stripper OXY OXY IL OXY OXY OXY OXY OXY 
444 Gasoline (85 octane) GAS GAS IL ARG GAS GAS GAS GAS 
11650 
Exxon Unleaded Premium Gasoline, 50% 
weathered 
GAS GAS IL ARG GAS GAS GAS GAS 
11650 
Exxon Unleaded Premium Gasoline, 50% 
weathered 
GAS GAS IL ARG GAS GAS GAS GAS 
11675 
Exxon Unleaded Premium Gasoline, 75% 
weathered 
GAS GAS IL ARG GAS GAS GAS GAS 
11675 
Exxon Unleaded Premium Gasoline, 75% 
weathered 
GAS GAS IL ARG GAS GAS GAS GAS 
11690 
Exxon Unleaded Premium Gasoline, 90% 
weathered 
GAS GAS IL ARG GAS GAS GAS GAS 
11690 
Exxon Unleaded Premium Gasoline, 90% 
weathered 
GAS GAS IL ARG GAS GAS GAS GAS 
r1 Cotton Pajama Pants SUB SUB SUB SUB SUB SUB SUB SUB 
r3 Polyester Quilt Batting SUB SUB SUB SUB SUB SUB SUB SUB 
r5 Polyurethane Foam Mattress Pad SUB SUB SUB SUB SUB SUB SUB SUB 
r7 100% Olefin Carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r9 Alder SUB SUB SUB SUB SUB SUB SUB SUB 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
r11 Aspen SUB SUB SUB SUB SUB SUB SUB SUB 
r13 Bamboo Hardwood SUB SUB SUB SUB SUB SUB SUB SUB 
r15 Black Leather swatch SUB SUB SUB SUB SUB SUB SUB SUB 
r17 Cardboard Box SUB SUB SUB SUB SUB SUB SUB SUB 
r19 Cedar SUB SUB SUB SUB SUB SUB SUB SUB 
r21 Character Walnut Hardwood Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r23 Cherry Hardwood Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r25 Cherry SUB SUB SUB SUB SUB SUB SUB SUB 
r27 Cinderblock SUB SUB SUB SUB SUB SUB SUB SUB 
r29 Clear Hard Maple Hardwood Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r31 Clear Hickory Sheoga Hardwood Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r33 Clear Red Oak Hardwood Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r35 Clear White Oak Hardwood Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r37 Douglass Fir SUB SUB SUB SUB SUB SUB SUB SUB 
r41 Fine-Grain Cork Tiles SUB SUB SUB SUB SUB SUB SUB SUB 
r43 Foil Insulation SUB SUB SUB SUB SUB SUB SUB SUB 
r45 Hickory Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r47 Hickory SUB SUB SUB SUB SUB SUB SUB SUB 
r49 Industrial Vinyl SUB SUB SUB SUB SUB SUB SUB SUB 
r51 Magazines SUB SUB SUB SUB SUB SUB SUB SUB 
r53 Maple SUB SUB SUB SUB SUB SUB SUB SUB 
r55 Nylon Rope SUB SUB SUB SUB SUB SUB SUB SUB 
r57 Nylon Carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r59 Oak SUB SUB SUB SUB SUB SUB SUB SUB 
r61 Old Navy Women's Sandal SUB SUB SUB SUB SUB SUB SUB SUB 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
r63 Olefin/Nylon Blend carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r65 P.E.T. Polyester Carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r67 Polyester/Nylon Blend Carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r69 Diamond Braid Polyester Rope SUB SUB SUB SUB SUB SUB SUB SUB 
r71 Polyester Carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r73 Poplar SUB SUB SUB SUB SUB SUB SUB SUB 
r75 Roofing Shingles SUB SUB SUB SUB SUB SUB SUB SUB 
r79 Sketchers Casual Shoes SUB SUB SUB SUB SUB SUB SUB SUB 
r81 Steve Madden Men's Casual Shoe SUB SUB SUB SUB SUB SUB SUB SUB 
r83 Street Smart Utility Boots SUB SUB SUB SUB SUB SUB SUB SUB 
r85 Teak Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r87 Thermal Paper Rolls SUB SUB SUB SUB SUB SUB SUB SUB 
r89 Trex Composite Wood SUB SUB SUB SUB SUB SUB SUB SUB 
r91 Troya Laminate SUB SUB SUB SUB SUB SUB SUB SUB 
r93 UV Olefin carpet SUB SUB SUB SUB SUB SUB SUB SUB 
r95 Vinyl Flooring (Gray) SUB SUB SUB SUB SUB SUB SUB SUB 
r97 Vinyl/Linoleum (White/Beige) SUB SUB SUB SUB SUB SUB SUB SUB 
r99 Walmart Rain Boot Shoe Coverings SUB SUB SUB SUB SUB SUB SUB SUB 
r101 White Pine SUB SUB SUB SUB SUB SUB SUB SUB 
r103 Yellow Pine SUB SUB SUB SUB SUB SUB SUB SUB 
r105 Rebond Carpet Padding SUB SUB SUB SUB SUB SUB SUB SUB 
r135 Wet-R-Dri Plastic Roof Cement SUB SUB SUB SUB SUB SUB SUB SUB 
r137 Armacell Tubing SUB SUB SUB SUB SUB SUB SUB SUB 
r139 Pink Bubble Wrap SUB SUB SUB SUB SUB SUB SUB SUB 
r141 Flanders Natural Aire Air Filter SUB SUB SUB SUB SUB SUB SUB SUB 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
r143 Destiny-Doeskin (Mohawk) SUB SUB SUB SUB SUB SUB SUB SUB 
r145 Bay Breeze-Pebble Beach (Mohawk) SUB SUB SUB SUB SUB SUB SUB SUB 
r147 Vantage Ivy Green (Beaulieu of America) SUB SUB SUB SUB SUB SUB SUB SUB 
r149 Perfection Paradise Green (Beaulieu of America) SUB SUB SUB SUB SUB SUB SUB SUB 
r151 Sand Dollar-Sand Dune (Beaulieu of America) SUB SUB SUB SUB SUB SUB SUB SUB 
r153 
Armstrong, Sundial, Chestnut Corner II, Rust, 
Linoleum 
SUB SUB SUB SUB SUB SUB SUB SUB 
r155 
Armstrong, Royelle, Sheffley Black and White, 
Vinyl sheet 
SUB SUB SUB SUB SUB SUB SUB SUB 
r157 Armstrong, Metro, Mount Carmel, Cream SUB SUB SUB SUB SUB SUB SUB SUB 
r159 Bruce, Hickory Rustic Natural, Hardwood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r161 Homelegend, Maple Messina, Hardwood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r163 Homelegend, Maple Saddle, Hardwood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r165 Homelegend, Palace Oak Light, Wood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r167 
Tarkett, Genesis Birch Bordeaux, Hardwood 
Flooring 
SUB SUB SUB SUB SUB SUB SUB SUB 
r169 
Homelegend, CLK Woven Bamboo Natural, 
Hardwood Flooring 
SUB SUB SUB SUB SUB SUB SUB SUB 
r171 Homelegend, Cherry Natural, Hardwood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r173 Homelegend, Tigerwood, Hardwood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r175 Homelegend, Oak Verona, Wood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r177 Homelegend, Cork Natural, Hardwood Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r179 
Homelegend, Pecan Natural, Laminate (Wood 
Flooring) 
SUB SUB SUB SUB SUB SUB SUB SUB 
r181 
Homelegend, Brazilian Hickory, Laminate (Wood 
Flooring) 
SUB SUB SUB SUB SUB SUB SUB SUB 
r183 
Homelegend, Pacific Cherry, Laminate (Wood 
Flooring) 
SUB SUB SUB SUB SUB SUB SUB SUB 
r185 Allure, Chateau parquet Dark, Plank Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
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Scheme Classification 
SRN Description Class Subclass IL/SUB ALI/ARG AR/GAS ISONA/PDNP ISO/NA PD/NP 
r187 Allure, Ceramique Dusk, Plank Flooring SUB SUB SUB SUB SUB SUB SUB SUB 
r189 DuPont, Ivory Porcelain, Tile SUB SUB SUB SUB SUB SUB SUB SUB 
r191 Homelegend, Area Rug Gripper SUB SUB SUB SUB SUB SUB SUB SUB 
r193 CargoBoss, Stretch Lock, Bungee Cord SUB SUB SUB SUB SUB SUB SUB SUB 
r195 Twisted Mason Line SUB SUB SUB SUB SUB SUB SUB SUB 
r197 Everbilt Plastic Clothesline SUB SUB SUB SUB SUB SUB SUB SUB 
r199 Everbilt Household Twine SUB SUB SUB SUB SUB SUB SUB SUB 
r203 Everbilt Jute Twine SUB SUB SUB SUB SUB SUB SUB SUB 
r205 Manila Rope SUB SUB SUB SUB SUB SUB SUB SUB 
r207 Shingles SUB SUB SUB SUB SUB SUB SUB SUB 
r211 Knockout Truffle (Shaw) SUB SUB SUB SUB SUB SUB SUB SUB 
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Class Designations 
Sample Number Proximity to Pour Sample Description Pour Analyst 
C1-2 On Pour Carpet and Padding Material GAS GAS 
C1-6 On Pour Carpet and Padding Material GAS GAS 
C1-7 On Pour Carpet and Padding Material GAS GAS 
C1-1 Off Pour Newspaper SUB SUB 
C1-10 Off Pour Futon SUB SUB 
C1-11 Off Pour Carpet and Padding Material SUB SUB 
C1-12 Off Pour Carpet and Padding Material SUB SUB 
C1-3 Off Pour Carpet and Padding Material SUB SUB 
C1-4 Off Pour Bedding, Mattress Cover, Mattress Foam SUB SUB 
C1-5 Off Pour Carpet and Padding Material SUB SUB 
C1-8 Off Pour Carpet and Padding Material SUB SUB 
C1-9 Off Pour Faux Leather and Foam from Chair SUB SUB 
C2-13 On Pour Bedding, Mattress GAS SUB 
C2-14 Off Pour Bedding, Mattress Cover, Mattress Foam SUB SUB 
C2-15 On Pour Carpet and Padding Material GAS GAS 
C2-16 On Pour Futon GAS GAS 
C2-17 Off Pour Carpet and Padding Material SUB SUB 
C2-18 Off Pour Carpet and Padding Material SUB SUB 
C2-19 On Pour Futon GAS GAS 
C2-20 On Pour Carpet and Padding Material PD PD 
C2-21 Off Pour Carpet and Padding Material SUB SUB 
C2-22 Off Pour Carpet and Padding Material SUB SUB 
C2-23 Off Pour Futon SUB SUB 
C3-1 On Pour Pillow PD PD 
C3-2 On Pour Bedspread PD PD 
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Class Designations 
Sample Number Proximity to Pour Sample Description Pour Analyst 
C3-3 On Pour Carpet and Padding Material PD PD 
C3-4 On Pour Carpet and Padding Material PD PD 
C3-5 Off Pour Bedspread SUB SUB 
C3-6 On Pour Carpet and Padding Material PD PD 
C3-7 Off Pour Futon SUB SUB 
C3-8 Off Pour Carpet and Padding Material SUB SUB 
C3-9 Off Pour Coffee Table SUB SUB 
C3-10 Off Pour Futon SUB SUB 
C3-11 Off Pour Carpet and Padding Material SUB SUB 
C3-12 On Pour Carpet and Padding Material PD PD 
C4-13 On Pour Futon OXY OXY 
C4-14 On Pour Carpet and Padding Material OXY SUB 
C4-15 On Pour Carpet and Padding Material OXY SUB 
C4-16 Off Pour Carpet and Padding Material SUB SUB 
C4-17 On Pour Pillow and Bedspread OXY SUB 
C4-18 Off Pour Carpet and Padding Material SUB SUB 
C4-19 Off Pour Carpet and Padding Material SUB SUB 
C4-20 Off Pour Futon SUB SUB 
C4-21 Off Pour Futon SUB SUB 
C4-22 Off Pour Sheetrock SUB SUB 
C4-23 On Pour Carpet and Padding Material OXY OXY 
C5-1 On Pour Bedding GAS GAS 
C5-1B On Pour Sheet GAS GAS 
C5-2 On Pour Carpet and Padding Material GAS GAS 
C5-3 On Pour Carpet and Padding Material GAS GAS 
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Class Designations 
Sample Number Proximity to Pour Sample Description Pour Analyst 
C5-4 On Pour Carpet, Padding, Clothing GAS SUB 
C5-5 On Pour Laminate GAS SUB 
C5-5B On Pour Seam of Laminate GAS GAS 
C5-6 On Pour Carpet and Padding Material GAS GAS 
C5-7 On Pour Carpet and Padding Material GAS SUB 
C5-8 Off Pour Trash Can SUB SUB 
C5-9 On Pour Table, Carpet, Padding GAS SUB 
C5-10 Off Pour Shoe, Carpet, Padding SUB SUB 
C5-11 Off Pour Carpet and Padding Material SUB SUB 
C5-12 On Pour Couch Padding, Clothes GAS SUB 
C6-13 On Pour Bedding GAS SUB 
C6-14 On Pour Mattress GAS GAS 
C6-15 On Pour Carpet, Padding, Clothing GAS GAS 
C6-16 On Pour Carpet and Padding Material GAS GAS 
C6-17 On Pour Debris GAS SUB 
C6-18 On Pour Laminate GAS GAS 
C6-19 Off Pour Carpet, Padding, Drywall SUB SUB 
C6-20 On Pour Carpet and Padding Material GAS GAS 
C6-22 On Pour Carpet and Padding Material GAS SUB 
C6-23 Off Pour Carpet and Padding Material SUB SUB 
C6-24 On Pour Carpet and Padding Material GAS GAS 
C6-25 On Pour Carpet and padding material GAS GAS 
C7-3 On Pour Carpet and Padding Material GAS GAS 
C7-4 On Pour Carpet and Padding Material PD PD 
C7-6 On Pour Laminate PD PD 
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Class Designations 
Sample Number Proximity to Pour Sample Description Pour Analyst 
C7-7 On Pour Concrete GAS GAS 
C7-8 On Pour Concrete PD PD 
C7-9 On Pour Debris PD PD 
C7-10 On Pour Debris GAS GAS 
C7-11 Off Pour Debris SUB SUB 
C8-14 On Pour Carpet and Padding Material PD SUB 
C8-15 On Pour Carpet and Padding Material GAS GAS 
C8-16 On Pour Laminate PD SUB 
C8-17 On Pour Laminate GAS SUB 
C8-18 On Pour Concrete PD SUB 
C8-19 On Pour Concrete GAS GAS 
C8-20 On Pour Debris GAS GAS 
C8-21 On Pour Debris PD SUB 
C8-22 Off Pour Carpet and Padding Material SUB SUB 
C8-23 On Pour Debris and Subfloor PD SUB 
C8-25 On Pour Carpet, Padding, Subfloor PD SUB 
C9-1 Shoe experiment Debris GAS SUB 
C9-2A Shoe experiment Shoes GAS SUB 
C9-2B Shoe experiment Carpet, Shoes GAS SUB 
C9-5 Off Pour Vinyl Flooring SUB SUB 
C9-12 Off Pour Couch Padding, Clothes SUB SUB 
C10-13 Shoe experiment Debris GAS SUB 
C10-14 Off Pour Shoe, Subfloor SUB SUB 
C10-15 On Pour Bedding PD SUB 
C10-16 On Pour Vinyl Flooring and Rug PD SUB 
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Class Designations 
Sample Number Proximity to Pour Sample Description Pour Analyst 
C10-17 On Pour Vinyl Flooring PD SUB 
C10-18 Off Pour Vinyl Flooring SUB SUB 
C10-19 On Pour Carpet, Padding, Debris PD PD 
C10-20 On Pour Unsealed Tiles PD PD 
C10-21 On Pour Sealed Tiles PD SUB 
C10-23 On Pour Couch and Magazines PD SUB 
C10-24 On Pour Debris PD SUB 
C11-1 Shoe experiment Debris GAS SUB 
C11-3 On Pour Bedding NP NP 
C11-4 On Pour Vinyl Flooring and Rug NP NP 
C11-5 On Pour Vinyl Flooring NP SUB 
C11-6 Off Pour Vinyl Flooring SUB SUB 
C11-7 On Pour Carpet, Padding, Debris NP NP 
C11-9 On Pour Sealed Tiles NP NP 
C11-10 On Pour Carpet and Padding Material NP NP 
C11-11 On Pour Debris and Magazines NP SUB 
C11-12 On Pour Couch NP SUB 
C12-13 Shoe experiment Debris GAS SUB 
C12-14A Shoe experiment Shoes GAS GAS 
C12-14B Shoe experiment Carpet, Shoes GAS GAS 
C12-15 On Pour Bedding ISO ISO 
C12-16 On Pour Vinyl Flooring and Rug ISO ISO 
C12-17 On Pour Vinyl Flooring ISO ISO 
C12-18 Off Pour Vinyl Flooring SUB SUB 
C12-19 On Pour Carpet and Padding Material ISO ISO 
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Class Designations 
Sample Number Proximity to Pour Sample Description Pour Analyst 
C12-20 On Pour Unsealed Tiles ISO ISO 
C12-21 On Pour Sealed Tiles ISO ISO 
C12-22 On Pour Carpet and Padding Material ISO ISO 
C12-23 On Pour Couch ISO SUB 
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  Class Designations 
Sample Number Sample Description Pour Analyst 
102108B 0.5 mL IL, Burned with Polyester Carpet and Padding GAS GAS 
102108C 1.0 mL IL, Burned with Polyester Carpet and Padding GAS GAS 
102108D 1.5 mL IL, Burned with Polyester Carpet and Padding GAS GAS 
102108E 2.0 mL IL, Burned with Polyester Carpet and Padding GAS GAS 
112508L 0.3 mL IL, Burned with Polyester Carpet and Padding PD PD 
112508N 0.5 mL IL, Burned with Polyester Carpet and Padding PD PD 
112508P 1.0 mL IL, Burned with Polyester Carpet and Padding PD PD 
112508Q 1.5 mL IL, Burned with Polyester Carpet and Padding PD PD 
121508G 1.0 mL IL, Burned with Polyester Carpet and Padding AR AR 
121508H 1.5 mL IL, Burned with Polyester Carpet and Padding AR AR 
121508I 2.0 mL IL, Burned with Polyester Carpet and Padding AR AR 
010509D 0.3 mL IL, Burned with Polyester Carpet and Padding PD PD 
010509E 0.4 mL IL, Burned with Polyester Carpet and Padding PD PD 
010509O 0.5 mL IL, Burned with Polyester Carpet and Padding NA NA 
010509P 0.6 mL IL, Burned with Polyester Carpet and Padding NA NA 
010509Q 1.0 mL IL, Burned with Polyester Carpet and Padding NA NA 
010509R 1.5 mL IL, Burned with Polyester Carpet and Padding NA NA 
010509S 2.0 mL IL, Burned with Polyester Carpet and Padding NA NA 
010609I 2.0 mL IL, Burned with Polyester Carpet and Padding NP NP 
012209C 0.5 mL IL, Burned with Douglas Fir PD PD 
012209D 1.0 mL IL, Burned with Douglas Fir PD PD 
012209E 1.5 mL IL, Burned with Douglas Fir PD PD 
012209F 2.0 mL IL, Burned with Douglas Fir PD PD 
012209I 1.0 mL IL, Burned with Douglas Fir ISO ISO 
012209J 1.5 mL IL, Burned with Douglas Fir ISO ISO 
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  Class Designations 
Sample Number Sample Description Pour Analyst 
012209K 2.0 mL IL, Burned with Douglas Fir ISO ISO 
012709K 2.0 mL IL, Burned with Multiple Substrates PD PD 
020209G 0.5 mL IL, Burned with Multiple Substrates NA NA 
020309D 0.5 mL IL, Burned with Multiple Substrates GAS GAS 
020309E 1.0 mL IL, Burned with Multiple Substrates GAS GAS 
020309F 1.5 mL IL, Burned with Multiple Substrates GAS GAS 
020309G 2.0 mL IL, Burned with Multiple Substrates GAS GAS 
020309J 1.0 mL IL, Burned with Multiple Substrates NP NP 
020309L 2.0 mL IL, Burned with Multiple Substrates NP NP 
020409O 2.0 mL IL, Burned with Multiple Substrates ISO ISO 
020409P 0.2 mL IL, Burned with Multiple Substrates AR AR 
020409Q 0.5 mL IL, Burned with Multiple Substrates AR AR 
020409R 1.0 mL IL, Burned with Multiple Substrates AR AR 
020409S 1.5 mL IL, Burned with Multiple Substrates AR AR 
020409T 2.0 mL IL, Burned with Multiple Substrates AR AR 
060509A 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509B 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509C 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509D 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
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  Class Designations 
Sample Number Sample Description Pour Analyst 
060509E 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509F 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509G 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509H 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
060509I 
1.0 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
061809C 
0.2 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
061809F 
0.2 mL IL, Burned with Yellow Pine Plus Various Amounts of Fiberglass 
Insulation, Polyurethane Foam Mattress, Vinyl Flooring, PET Polyester 
Carpet, and Carpet Padding 
GAS GAS 
071409G 0.1 mL IL, Burned with Multiple Substrates AR AR 
071409M 0.1 mL IL, Burned with Multiple Substrates NA NA 
090109D No Liquid, Burned with Poplar, Fiberglass Insulation, Olefin/Nylon Carpet SUB SUB 
090109E 0.2 mL IL, Burned with Poplar, Fiberglass Insulation, Olefin/Nylon Carpet GAS GAS 
090109F No Liquid, Burned with Poplar, Vinyl, Olefin/Nylon Carpet SUB SUB 
090109G 
No Liquid, Burned with Polyurethane Mattress, Olefin Carpet and Padding, 
Olefin/Nylon Carpet, Vinyl 
SUB SUB 
090109H No Liquid, Burned with Poplar, Polyurethane Mattress, Vinyl SUB SUB 
090109I 
No Liquid, Burned with Cherry Hardwood Laminate, Fiberglass Insulation, 
Olefin Carpet and Padding 
SUB SUB 
090109J 0.2 mL IL, Burned with Cherry Hardwood Laminate, Fiberglass Insulation, GAS GAS 
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  Class Designations 
Sample Number Sample Description Pour Analyst 
Olefin Carpet and Padding 
090109K 0.2 mL IL, Burned with Poplar, Vinyl, Olefin/Nylon Carpet GAS GAS 
090109L 
0.2 mL IL, Burned with Polyurethane Mattress, Olefin Carpet and Padding, 
Olefin/Nylon Carpet, Vinyl 
GAS GAS 
090109M 0.2 mL IL, Burned with Poplar, Polyurethane Mattress, Vinyl GAS GAS 
102609B 0.5 mL IL, Burned with Oak, Nylon Rope, and Roofing Shingles GAS GAS 
102609C 1.0 mL IL, Burned with Oak, Nylon Rope, and Roofing Shingles GAS GAS 
102609D 1.5 mL IL, Burned with Oak, Nylon Rope, and Roofing Shingles GAS GAS 
102609E 2.0 mL IL, Burned with Oak, Nylon Rope, and Roofing Shingles GAS GAS 
102609G 0.5 mL IL, Burned with Teak, Cotton T-shirt, Cork Tiles GAS GAS 
102609I 1.5 mL IL, Burned with Teak, Cotton T-shirt, Cork Tiles GAS GAS 
102909D 1.5 mL IL, Burned with 100% Olefin Carpet, Cherry Wood, Vinyl OXY OXY 
102909E 2.0 mL IL, Burned with 100% Olefin Carpet, Cherry Wood, Vinyl OXY OXY 
102909F 0.2 mL IL, Burned with UV Olefin Carpet, Oak, Fiberglass Insulation OXY OXY 
102909G 0.5 mL IL, Burned with UV Olefin Carpet, Oak, Fiberglass Insulation OXY OXY 
102909H 1.0 mL IL, Burned with UV Olefin Carpet, Oak, Fiberglass Insulation OXY OXY 
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