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0 EINLEITUNG 1
0 Einleitung
In letzter Zeit hat das Interesse an Gravitationsshokwellen-Geometrien (er-
zeugt von ultrarelativistishen (v = c = 1) Teilhen) vor allem in der Feld-
und der Stringtheorie zugenommen (siehe z. B. Lousto und Sanhez [15℄
und die dort zitierte Literatur). Dabei ist man besonders an der quantenme-
hanishen Streuung bei h

ohsten Energien interessiert. Erreiht die Ener-
gie die Gr

oenordnung der Plank-Masse, so dominiert die Gravitations-
wehselwirkung den Stoproze, und die vom ultrarelativistishen Teilhen
erzeugte gekr

ummte Raum-Zeit Geometrie mu in Betraht gezogen werden.
Shon 1971 konnten Aihelburg und Sexl [11℄ den ultrarelativistishen Li-
mes der Shwarzshildmetrik (sph

arish symmetrishe L

osung der Vakuum-
Einsteingleihungen) durh Anwenden eines Boosts (geshwindigkeitsab-
h

angige Lorentztransformation) gefolgt vom Limes Boostgeshwindigkeit v
gegen 1 berehnen. Dabei muten sie jedoh eine singul

are Koordinatentrans-
formation gemeinsam mit dem Grenz

ubergang ausf

uhren, um ein im Sinne
der Distributionentheorie wohldeniertes Ergebnis zu erhalten. Die resultie-
rende Limesgeometrie geh

ort der Klasse der pp-Wellen an und beinhaltet eine
δ-artige Prolfunktion:
ds2 = 8p ln(ρ) δ(u)du2 − dudv − dy2 − dz2
(wobei: m = p/γ = p
√
1− v2 und ρ2 = y2+ z2). Das Gravitationsfeld ist nur
auf der zur Boostrihtung orthogonalen Ebene {u = 0} von Null vershieden.
Der Energie-Impuls-Tensor, der ebenfalls auf dieser Ebene konzentriert ist,
legt die physikalishe Interpretation der Metrik als das Gravitationsfeld eines
mit Lihtgeshwindigkeit bewegten, masselosen Punktteilhens nahe.
1984 konnten Dray und t'Hooft [19℄ dasselbe Ergebnis mit einer anderen Me-
thode ableiten. Die Shokwellengeometrie wird hier durh direktes Einf

uhren
eines Koordinatenshifts in der Metrik erzielt. Die Einsteingleihungen liefern
dann Bedingungen an die Shiftfunktion.
Beide Methoden, besonders aber die erste, wurden Anfang der 90-er Jahre
vor allem von Lousto und Sanhez [12℄, [13℄, [14℄ f

ur Geometrien der Kerr-
Newman-Familie (axialsymmetrish und station

ar) verallgemeinert.
Balasin und Nahbagauer [16℄, [17℄, [18℄ entwikelten etwa zur selben Zeit
eine alternative Methode. L

at man distributionenwertige Metriken zu, so
ist es m

oglih, sonst singul

are Regionen (z. B. die raumartige Linie r = 0
in Shwarzshildkoordinaten) in die Raum-Zeit-Mannigfaltigkeit zu inkludie-
ren. Diese singul

are Region wird dann mit dem Tr

ager des Energie-Impuls-
Tensors identiziert. Die Raum-Zeit ist keine Vakuumgeometrie mehr, son-
dern der Energie-Impuls-Tensor ist δ-f

ormig auf ebendieser Region konzen-
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triert. Mit dieser Methode konnten Balasin und Nahbagauer [17℄ f

ur alle Geo-
metrien der Kerr-Newman-Familie einen distributionellen Energie-Impuls-
Tensor berehnen. Damit wird die urspr

unglihe Geometrie auf eine Stufe
mit ihrem ultrarelativistishen Limes gestellt; beide besitzen einen distribu-
tionellen Energie-Impuls-Tensor.
Die Limesgeometrie erh

alt man nun durh L

osen der Einsteingleihungen mit
dem ultrarelativistishe Energie-Impuls-Tensor als Quelle. Dieser wird durh
Boost und Limes v → 1 aus dem Energie-Impuls-Tensor der urspr

unglihen
Raum-Zeit berehnet.
Beide Methoden f

uhren jedoh im Falle der Kerr-Metrik zu untershiedli-
hen Ergebnissen. Der Ursprung dieser Diskrepanz lieg vermutlih in der sin-
gul

aren Koordinatentransformation, die bei der Methode von Aihelburg und
Sexl gemeinsam mit dem ultrarelativistishe Limes durhgef

uhrt werden mu
(siehe oben). Im Falle sph

arish symmetrisher Geometrien (insbesonders f

ur
die Shwarzshild-L

osung) liefern jedoh beide Methoden

ubereinstimmende
Ergebnisse.
Shon bei der Berehnung des ultrarelativistishen Limes der Reissner-Nord-
strm Geometrie (sph

arish symmetrishe L

osung der Einstein-Maxwell Glei-
hungen in Vakuum) ergibt sih jedoh folgendes Problem: Um einen im Sinne
der Distributionentheorie wohldenierten Limes der Metrik zu erhalten, ist
neben der physikalish gut motivierten Reskalierung der Masse m = p/γ (p
im Limes v → 1 x; d. h. Ruhemasse m des Teilhens im Limes gegen 0 bei
gleihzeitig festgehaltener Gesamtenergie p, vgl. Aihelburg und Sexl [11℄),
auh eine Reskalierung der Ladung in der Form e2 = p2e/γ (pe im Limes x)
unumg

anglih. Die Ladungsreskalierung ist physikalish shleht motiviert
(vgl. Lusto und Sanhez [14℄), hat aber auf den ultrarelativistishen Limes des
elektromagnetishen Feldes und seines Energie-Impuls-Tensors shwerwiegen-
de Auswirkungen. F

ur v → 1 bei festgehaltenem p und pe vershwindet der
Limes des Feldes (im Sinne der Distributionstheorie), w

ahrend der Energie-
Impuls-Tensor Komponenten aufweist, die gegen die δ-Distribution streben.
Diese Situation ist physikalish sehr unbefriedigend, da ein vershwindendes
elektromagnetishes Feld einen nihtvershwindenden Energie-Impuls-Tensor
zu besitzten sheint.
Die Komponenten des elektromagnetishen Feldst

arketensors gehen quadra-
tish in den Energie-Impuls-Tensor ein. Daher ist die Berehnung des Energie-
Impuls-Tensors eines distributionswertigen Feldes als Multiplikation von Dis-
tributionen niht deniert. Im Rahmen der klassishen Distributionstheorie
ist ja im allgemeinen keine Multiplikation zweier Distributionen denierbar
(Shwartzshes ,,Unm

oglihkeitsresultat").
Mitte der 80-er Jahre jedoh entwikelte J. F. Colombeau [39℄, [40℄, [41℄, [42℄
eine Theorie verallgemeinerter Funktionen, in deren Rahmen eine Multipli-
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kation von Distributionen deniert ist.
Hauptaufgabe der vorliegenden Arbeit ist es nun, die oben beshriebene Situa-
tion eines vershwindenden distributionswertigen, elektromagnetishen Fel-
des bei gleihzeitig nihtvershwindendemEnergie-Impuls-Tensor vom Stand-
punkt der Colombeaushen Theorie aus zu beleuhten.
Sie besteht im wesentlihen aus zwei Teilen: dem ,,mathematishen" und dem
,,physikalishen". Der ,,mathematishe" Teil ist dem ,,physikalishen" voran-
gestellt und behandelt die in den Rehnungen des zweiten Teils verwendeten
mathematishen Theorien.
Im ersten Kapitel bendet sih eine

uberbliksartige Zusammenfassung der
wesentlihen Elemente der Shwartzshen Distributionentheorie einshlielih
der Faltung von Distributionen mit Testfunktionen und einer kurzen Dar-
stellung des Raumes der temperierten Distributionen. Daran shlieen zwei
Abshnitte

uber die Erfolge (L

osungen linearer partieller Dierentialgleihun-
gen, Abshnitt 1.2), vor allem aber auh die Grenzen (Multiplikation von
Distributionen, Abshnitt 1.3) dieser Theorie an. Auf die Probleme, die sih
beim Versuh ergeben, eine ,,vern

unftige" (kommutative, assoziative) Multi-
plikation von Distributionen zu denieren, wird ausf

uhrlih eingegangen. Als
Abshlu und H

ohepunkt des Kapitels wird das sogenannte ,,Unm

oglihkeits-
resultat" von Shwartz formuliert, bewiesen und diskutiert.
Das zweite Kapitel beinhaltet eine breite Darstellung der Colombeaushen
Theorie der verallgemeinerten Funktionen. Da die Theorie tehnish sehr
aufwendig ist, wird niht die allgemeinste Colombeau-Algebra konstruiert,
sondern eine vereinfahte Version, die jedoh alle wesentlihen Z

uge der so-
genannten ,,vollen" Theorie tr

agt, f

ur konkrete Rehnungen aber wegen der
gr

oeren Anshaulihkeit sogar Vorteile bietet. Die ,,volle" Theorie wird in
Abshnitt 2.3 kurz dargestellt. Breiten Raum habe ih der Konstruktion der
Einbettung der Distributionen in die Algebra der verallgemeinerten Funk-
tionen (ι : D′ →֒ G) einger

aumt, da dieser Abshnitt wesentlih f

ur das
Verst

andnis der gesamten Theorie ist. Die meisten Beweise habe ih genau
ausgef

uhrt und nur dann darauf verzihtet, wenn sie allzu langwierig und
wenig verst

andnisf

ordernd waren. Die Colombeau-Theorie wird unter Einbe-
ziehung vieler Beispielrehnungen bis zum wihtigen Konzept der Assoziation
entwikelt, auf das bei der Diskussion und Interpretation der Ergebnisse der
physikalishen Rehnungen zur

ukgegrien wird.
Der ,,physikalishe" Teil meiner Diplomarbeit umfat ebenfalls zwei Kapitel.
Im dritten Kapitel werden Boost und ultrarelativistisher Limes des Coulomb-
feldes im ahen Raum berehnet (d. h. das elektromagnetishe Feld einer
mit Lihtgeshwindigkeit bewegten Punktladung im Minkowskiraum). Das
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Feld ist in diesem Limes auf einer zur Bewegungsrihtung normalen Hyper-
ebene konzentriert, die das Punktteilhen enth

alt. Einige Komponenten des
Feldst

arketensors zeigen ein δ-artiges Verhalten. Daher kann der Energie-
Impuls-Tensor des ultrarelativistishen Feldes niht direkt berehnet werden.
In Abshnitt 3.3 wird daher zun

ahst der Boost, dann erst der ultrarelati-
vistishe Limes des Energie-Impuls-Tensors des Coulombfeldes berehnet. In
den verwendeten Koordinaten vershwinden im ultrarelativistishen Limes im
Raum der Distributionen D′ alle Komponenten des Energie-Impuls-Tensors
auer der T00-Komponente. Diese besitzt in D′ keinen Limes. Dieser Sahver-
halt wird abshlieend in Abshnitt 3.4 aus der Siht der Colombeau-Theorie
diskutiert.
Im vierten Kapitel shlielih werden Boost und ultrarelativistisher Limes
der Reissner-Nordstrm L

osung berehnet. Dabei folge ih im wesentlihen
der vorhandenen Literatur (Aihelburg und Sexl [11℄, Lusto und Sanhez [14℄).
Der ultrarelativistishe Limes der Metrik geh

ort der Klasse der pp-Wellen
an und ist

uberall ah, auer wiederum auf einer Hyperebene normal zur
Boostrihtung, die das Teilhen enth

alt. Dort zeigen einige Metrikkomponen-
ten ein δ-artiges Prol.
In Abshnitt 4.4 wird das aus der Reskalierung der Ladung resultieren-
de, physikalish unbefriedigende Ergebnis (vershwindendes elektromagne-
tishes Feld, nihtvershwindender Energie-Impuls-Tensor) aus der Siht der
Colombeau-Theorie diskutiert und interpretiert. Dabei erhalten wir aus for-
maler, mathematisher Siht einen tiefergehenden Einblik in die Situation.
Bei allen Rehnungen der Kapitel drei und vier habe ih groes Augenmerk
auf ,,mathematishe Sauberkeit" gelegt. So habe ih die ultrarelativistishen
Limiten niht nur punktweise, sondern wirklih im Raum der Distributionen
betrahtet. Dies erfordert zus

atzlihe Absh

atzungen der auftretenden Funk-
tionenfolgen, die oft tehnish aufwendig sind, in der eingesehenen Literatur
jedoh durhwegs fehlen.
Viel Aufwand verursahte auh das Nahvollziehen des Artikels von Lusto
und Sanhez [14℄, der einige Shlampereien enth

alt (z. B. wird das elektro-
magnetishe Feld der Reissner-Nordstrm L

osung niht im selben Koordi-
natensystem geboostet wie die Metrik) bzw. mathematishe Shwierigkeiten
vershweigt (singul

are Koordiantentransformationen).
Als Anhang habe ih ein kurzes Kapitel

uber Koordinatentransformationen
und Pullbak von Distributionen beigef

ugt, da in dieser Hinsiht bei den
Rehnungen Shwierigkeiten auftraten und ih den Wunsh hatte, mir das
,,genauer anzusehen".
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1 Distributionen
Die Theorie der Distributionen - oder auh verallgemeinerten Funktionen
1
-
ndet in vielen Gebieten der Mathematik und der theoretishen Physik eine
breite Verwendung.
W

ahrend Distributionen von Physikern shon l

anger auf heuristishe Wei-
se angewandt wurden (Dirashe Delta-Funktion), war es S. SOBOLEV,
der erstmals eine mathematish-exakte Denition gab (ohne aber den Be-
gri ,,Distribution" zu verwenden). 1950 stellte L. SCHWARTZ in seiner
Monographie ,,Theorie des Distributions\ die Theorie erstmals systematish
dar. So war Sobolev der ,,Ernder" der Distributionen, w

ahrend Shwartz die
Theorie der Distributionen formulierte. Nah Ersheinen des Shwartzshen
Buhes fanden die Distributionen rash ihre heutige, weite Verbreitung.
Ziel des folgenden Abshnittes ist es, einen kurzgefaten Abri dieser Theorie
zu pr

asentieren, w

ahrend sih die darauf folgenden Abshnitte mit den Er-
folgen, aber vor allem den Grenzen der Shwartzshen Distributionentheorie
befassen.
1.1 Kurze Zusammenfassung der Schwartzschen Distribu-
tionentheorie
Die grundlegende Idee der Distributionentheorie ist es, den Funktionsbegri
zu verallgemeinern, indem seine ,,Integralwirkung\ f : ϕ 7→ ∫ f ϕ ins Auge
gefat wird. Lineare und (folgen)stetige Zuordnungen dieser Form steken
gewissermaen den Rahmen der Theorie ab. Beginnen wir nun, in einer etwas
mathematisheren Sprahe, die Zusammenfassung.
1.1.1 Der Raum der Testfunktionen
Mit R bzw. C bezeihnen wir den K

orper der reellen bzw. komplexen Zahlen.
Denition 1.1 Sei 
 ⊆ Rn oen. Die Menge
D(
) := {ϕ ∈ C∞(
, C) : tr(ϕ) ⊆ 
, kompakt }
heit Raum der Testfunktionen auf 
, wobei der Tr

ager der Funktion
ϕ deniert ist als tr (ϕ) := {x ∈ 
 : ϕ(x) 6= 0} (der Querstrih bedeutet hier
den (topologishen) Abshlu).
Da der Tr

ager einer Funktion also denitionsgem

a abgeshlossen ist, ist
Kompaktheit gleihbedeutend mit der Beshr

anktheit des Tr

agers.
1Wir verwenden den Ausdrck ,,verallgemeinerte Funktion” jedoch nur fu¨r verallgemei-
nerte Funktionen im Sinne Colombeaus (Kapitel 2).
1 DISTRIBUTIONEN 6
D(
) ist oensihlih ein Vektorraum. Wir shreiben manhmal auh C∞0 (
)
statt D(
), beziehungsweise Ck0 (
) fur die Menge der k-fah stetig-differen-
zierbaren Funktionen 
→ C mit kompaktem Tr

ager innerhalb von 
.
Wie sieht nun dieser Raum D aus? Polynome, trigonometrishe Funktionen
und auh die Exponentialfunktion sind zwar glatt, haben aber keinen kom-
pakten Tr

ager. Es k

onnen jedoh Funktionen ϕ ∈ D(Rn) explizit konstruiert
werden. Die Funktion
ρ(x) :=
{
e−2/(1−‖x‖2) ‖x‖ < 1
0 ‖x‖ ≥ 1 wo: ‖x‖ :=
(
n∑
i=1
(xi)
2
)1/2
(,,Bukelfunktion um 0") beispielsweise ist C∞ und es gilt: tr(ρ) = {x ∈ Rn :
‖x‖ ≤ 1} =: B1(0), der abgeshlossenen Einheitsball im Rn.
Weiters seien hier zwei S

atze zitiert, die das m

oglihe ,,Aussehen\ von Test-
funktionen veranshaulihen.
Satz 1.1 D(
) ist diht in C00 (
) (bezuglih ‖ ‖∞).
Das bedeutet, da jede stetige Funktion mit kompaktem Tr

ager durh Test-
funktionen beliebig genau approximiert werden kann.
Satz 1.2 Sei ω ∈ C∞(
) und K ⊆ 
, kompakt, dann ∃ϕ ∈ D(
) soda:
ϕ |K= ω |K
Also shauen Testfunktionen auf kompakten Mengen so aus wie C∞-Funktio-
nen und gehen ,,auen\ glatt gegen 0.
Denition 1.2 Die Konvergenz in D(
) ist deniert als gleihm

aige
Konvergenz in allen (partiellen) Ableitungen auf einer xen Tr

agermenge,
d. h. f

ur ϕ, ϕn ∈ D(
) denieren wir:
ϕ = lim
n→∞ϕn :⇔
{
(1) ∃K ⊆ 
, kompakt: ∀n⇒ tr(ϕn) ⊆ K
(2) ∀α ∈ Nn0 : ‖∂αϕ− ∂αϕn‖∞ → 0 auf K
F

ur partielle Ableitungen im Rn verwenden wir folgende Shreibweise: ∂i :=
∂
∂xi
und ∂ := (∂1, . . . , ∂n). Sei nun α = (α1, . . . , αn) ∈ Nn0 , so shreiben wir
in kompakter Form:
∂α := (∂α11 . . . ∂
αn
n ) =
∂α1+...+αn
(∂x1)α1 . . . (∂xn)αn
Mit diesem Konvergenzbegri erhalten wir:
Satz 1.3 D(
) ist (folgen)vollst

andig,
(d. h. jede Cauhyfolge in D(
) hat ihren Limes wieder in D(
)).
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1.1.2 Der Raum der Distributionen
Denition 1.3 Eine Distribution F ist ein lineares, (folgen)stetiges
Funktional auf D(
) d. h.
F :
D(
) → C
ϕ 7→ F (ϕ) mit:

F (ϕ1 + ϕ2) = F (ϕ1) + F (ϕ2) ∀ϕi
F (λϕ) = λF (ϕ) ∀λ ∈ R
ϕn →D ϕ ⇒ F (ϕn)→ F (ϕ) ∈ C
Als Shreibweise verwenden wir oft 〈F,ϕ〉 statt F (ϕ).
D′(
) := {F : D(
)→ C linear und (folgen)stetig }
bezeihnet den Vektorraum der Distributionen auf 
.
Beispiele f

ur Distributionen sind:
1. f ∈ C(
) 〈Ff , ϕ〉 :=
∫
Ω f(x)ϕ(x) dx ist linear und stetig denn:
| 〈Ff , (ϕ− ϕn)〉 |≤ (
∫
Ω | f(x) | dx) ‖(ϕ− ϕn)‖∞ → 0
∀ϕn → ϕ ∈ D(
)
2. Die Dirashe δ-Distribution auf Rn
〈δa, ϕ〉 := ϕ(a) ∀ϕ ∈ D(Rn)
und insbesonders: 〈δ0, ϕ〉 ≡ 〈δ, ϕ〉 := ϕ(0) ist oensihtlih linear und
(folgen)stetig.
Man kann f

ur lineare Funktionale aufD(
) zeigen, da folgenstetig

aquivalent
zu umgebungsstetig ist, falls man die Topologie auf D(
) so deniert, da
obige Konvergenz erzeugt wird. Wir verwenden also in Hinkunft nur mehr
den Begri ,,stetig\.
Nun sehen wir, da D′(
) der topologishe Dualraum zu D(
) ist.
Denition 1.4 Der Tr

ager einer Distribution F ist deniert als:
tr(F ) :=
(⋃
{U ⊆ 
 oen: F |U= 0}
)c
wobei: F |U= 0 :⇔ 〈F,ϕ〉 = 0 ∀ϕ ∈ D(
) mit tr(ϕ) ⊆ U und c Komple-
mentbildung in 
 bedeutet.
Der Vektorraum der Distributionen mit kompaktem Tr

ager auf

 ⊆ Rn oen, wird bezeihnet mit:
E ′(
) := {F : D(
)→ C linear, stetig und tr(F ) kompakt }
Wir erw

ahnen ohne Beweis, da E ′(
) der topologishe Dualraum von E(
) ≡
C∞(
) ist. F

ur 
1 ⊆ 
2 (insbes. 
2 = Rn) kann E ′(
1) mittels der Adjun-
gierten der Einshr

ankungsabbildung C∞(
2) →֒ C∞(
1) in E ′(
2) einge-
bettet werden.
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1.1.3 Regul

are Distributionen
In welher Weise genau stellen Distributionen eine Verallgemeinerung des
Funktionsbegries dar; d. h. wie k

onnen etwa C∞-,C0-, oder integrierbare
Funktionen in D′(
) eingebettet werden?
Denition 1.5 Sei 
 ⊆ Rn oen, so bezeihnen wir mit:
L1(
) := {f : 
→ C : f Lebesgue-integrierbar }
die Menge der Lebesgue-intgrierbaren Funktionen auf 
 und mit:
L1loc(
) := {f : 
→ C : ∀K (kompakt) ⊆ 
 : f |K∈ L1(
)}
die Menge der lokal Lebesgue-integrierbaren Funktionen auf 
.
Um eine Einbettung L1
lo
(
) →֒ D′(
) zu konstruieren, denieren wir die
Abbildung:
f 7→ Ff : Ff (ϕ) :=
∫
Ω
f(x)ϕ(x)dx
Diese Abbildung ist aber auf L1
lo
(
) niht injektiv, denn sei f nur auf einer
Lebesgue-Nullmenge von 0 vershieden, so gilt
∫
Ω fϕ = 0 ∀ϕ ∈ D(
), also
Ff = 0 ∈ D′(
), aber f 6= 0. Wir mussen also zumindest diesen nihttri-
vialen Nullteiler N := {f ∈ L1
lo
(
) : {f 6= 0} ist Lebesgue-Nullmenge }
herausfaktorisieren und denieren auf L1
lo
(
) folgende

Aquivalenzrelation:
f1 ∼ f2 :⇔ f1 − f2 ∈ N (⇔
∫
Ω f1 =
∫
Ω f2). Es zeigt sih (ohne Beweis), da
dies auh reiht. Sei also L1
lo
(
) := L1
lo
(
)/N , dann haben wir als lineare
(injektive) Einbettungsabbildung:
ι : L1
lo
(
) →֒ D′(
)
f 7→ Ff : 〈Ff , ϕ〉 :=
∫
Ω f(x)ϕ(x)dx
Denition 1.6 Eine Distribution F ∈ D′(
) heit regul

are Distribution,
falls ein f ∈ L1
lo
(
) existiert mit Ff = F .
Ein Beispiel f

ur eine regul

are Distribution in D′(R) ist die Heaviside- oder
Sprungfunktion
(x) ≡ H(x) :=
{
0 x ≤ 0
1 x > 0
also: 〈FH , ϕ〉 =
∫ ∞
−∞
Hϕ =
∫ ∞
0
ϕ
Und etwas allgemeiner: 〈H(x− a), ϕ〉 := ∫∞a ϕ
Satz 1.4 Die δ-Distribution ist niht regul

ar.
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Beweis. Angenommen ∃f ∈ L1
lo
(Rn) mit ϕ(0) = 〈δ, ϕ〉 = 〈Ff , ϕ〉 ∀ϕ ∈
D(Rn), dann w

ahle als Testfunktion ρn(x) := ρ(nx) mit ρ aus Abshnitt 1.1.1
(,,Bukelfunkion um 0"). Nun gilt:
ρn(0) =
1
e2
=
∫
Rn
fρn ≤ 1
e2
∫
B(1/n)(0)
| f |→ 0 (n→∞)
wobei: B(1/n)(0) = {x ∈ Rn : ‖x‖ ≤ 1n } Widerspruh.
1.1.4 Konvergenz in D′(
)
Denition 1.7 Die Konvergenz im Raum D′(
) ist punktweise erkl

art,
d. h.
Fn, F ∈ D′(
), F = lim
n→∞Fn :⇔ limn→∞〈Fn, ϕ〉 = 〈F,ϕ〉 ∈ C ∀ϕ ∈ D(
)
Addition und Multiplikation mit Skalaren sind stetig, d. h. es gilt:
Fn → F, Gn → G ⇒ Fn +Gn → F +G
λn, λ ∈ R, λn → λ, Fn → F ⇒ λnFn → λF
Es gilt der folgende bemerkenswerte Satz:
Satz 1.5 δ-Folgen
Sei f ∈ L1
lo
(Rn) und
∫
Rn
f(t)dt = 1, dann gilt: lim
λ→∞
λnf(λx) = δ
Beweis. | 〈δ, ϕ〉 − 〈Fλnf (λx), ϕ〉 |=| ϕ(0)
∫
f(s)ds− ∫ λnf(λx)ϕ(x)dx |
=| ∫ f(s) (ϕ(0)− ϕ( sλ)ds |→ 0
Hier ist anzumerken, da die ,,Formlosigkeit\ von δ (es kommt niht auf
die konkrete Gestalt der approximierenden Funktion f an) von Vorteil etwa
bei der Behandlung linearer Dierentialgleihungen ist, jedoh bei der Be-
handlung nihtlinearer Probleme (Multiplikation von Distributionen) gerade
dadurh groe Probleme auftreten, wie wir sp

ater sehen werden.
Es gilt der wihtige Satz:
Satz 1.6 D′ ist (folgen)vollst

andig.
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1.1.5 Dierentiation in D′(
)
F

ur einen sinnvollen Ableitungsbegri in D′(
) erwarten wir, da er die ge-
w

ohnlihe Ableitung von C1-Funktionen verallgemeinert, d. h. wir fordern f

ur
f ∈ C1(
): ∂i(Ff ) = F∂if . Damit ist die Ableitung auf D′(
) (wenn sie stetig
sein soll) bereits eindeutig bestimmt (C1(
) ⊇ D(
) und D(
) ist diht in
D′(
), siehe Satz 1.11 im n

ahsten Abshnitt). F

ur f ∈ C1(Rn) haben wir
also ∀ϕ ∈ D(Rn):
〈∂1(Ff ), ϕ〉 = 〈F∂1f , ϕ〉 =
∫
Rn
∂1f(x)ϕ(x)dx
=
∫
Rn−1
(
∫
R
∂1f(x)ϕ(x) dx
1
) dx2 . . . dxn (part. Integration)
=
∫
Rn−1
( f(x)ϕ(x) |∞x1=−∞ −
∫
R
f(x)∂1ϕ(x) dx
1
) dx2 . . . dxn
= − ∫
Rn
f(x)∂1ϕ(x) dx = −〈Ff , ∂1ϕ〉
Diese

Uberlegung motiviert nun folgende Denition:
Denition 1.8 Sei F ∈ D′(
). Die partielle Ableitung von F nah der
Variablen xi (1 ≤ i ≤ n) ist die Distribution ∂Fxi ≡ ∂iF , deniert durh:
〈∂iF,ϕ〉 := −〈F, ∂iϕ〉 ∀ϕ ∈ D(
)
Aus der Denition folgt sofort, da Distributionen beliebige partielle
Ableitungen beliebiger Ordnung besitzen. Diese sind deniert durh:
〈∂αF,ϕ〉 := (−1)|α|〈F, ∂αϕ〉 ∀ϕ ∈ D(
)
wo: α = (α1, . . . αn) ∈ Nn0 und: | α |:=
∑n
i=1 αi
Klarerweise vertaushen alle partiellen Ableitungen.
Satz 1.7 Seien F,Fn, G ∈ D′(
) und λ ∈ R. Es gilt:
(i) ∂i(F +G) = ∂iF + ∂iG
(ii) ∂i(λF ) = λ∂iF
(iii) Fn → F ⇒ ∂i(Fn)→ ∂iF
(iv)
∑∞
1 Fn = F ⇒
∑∞
1 ∂i(Fn) = ∂iF
Beweis. (i) und (ii) sind aus den Denitonen klar, (iv) folgt aus (iii).
(iii) Sei ϕ ∈ D(
), F = limFn ⇒ 〈∂i(Fn), ϕ〉 = −〈Fn, ∂iϕ〉 → −〈F, ∂iϕ〉 =
〈∂iF,ϕ〉
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Aussage (iii) des Satzes ist

auerst bemerkenswert, da sie f

ur C∞-Funktionen
niht gilt, hier aber unmittelbar aus den Denitionen folgt. Der Ableitungs-
begri f

ur Distributionen ist deswegen so m

ahtig und doh einfah zu hand-
haben, da er durh Adjunktion (die Ableitung in D′(
) ist die negative Adjun-
gierte der Ableitung in D(
)) direkt von der strengen Konvergenzdenition
in D(
) protiert.
Wir bringen einige Beispiele zum Ableitungsbegri in D′(
):
1. Ableitung in C
∞
(R) und in D′(R)
Sei gn(x) = (1/
√
n) einx ∈ C∞(R) ⊆ L1
lo
(R), dann gilt: ‖gn‖∞ → 0,
und somit auh limFgn = 0 ∈ D′(R), (denn: |
∫
gnϕ |≤ (
∫ | gn |)
‖ϕ‖∞ ≤ C‖gn‖∞‖ϕ‖∞)
g′n(x) = i
√
neinx und wegen (iii) im obigen Satz gilt: F ′gn → 0 ∈ D′(R)
aber klarerweise g′n →∞ punktweise in C∞(R).
2. Ableitung der Sprungfunktion H ∈ D′(R)
Es gilt:
H ′ = δ
denn: 〈H ′, ϕ〉 = −〈H,ϕ′〉 = − ∫∞0 ϕ′(t)dt = ϕ(0) = 〈δ, ϕ〉 ∀ϕ ∈ D(R)
und analog dazu: H ′(x− a) = δa(x)
3. Ableitungen der δ-Distribution
〈∂iδ, ϕ〉 = −〈δ, ∂iϕ〉 = −∂iϕ(0) und allgemeiner gilt:
〈∂αδ, ϕ〉 = (−1)|α|∂αϕ(0) ∀ϕ ∈ D(Rn)
Speziell f

ur R gilt:
〈δ′, ϕ〉 = −〈δ, ϕ′〉 = −ϕ′(0)
4. Ableitung st

ukweise stetig-dierenzierbarer Funktionen
Sei 
 = R und (ai)i∈I eine Folge in R ohne Haufungspunkt im Endli-
hen und sei f |(ai,ai+1) C1 auf [ai, ai+1℄ fortsetzbar mit respektiven
Sprungh

ohen f(ai+)− f(ai−) =: αi, dann gilt:
(Ff )
′
= Ff ′ +
∑
i
αiδai
1 DISTRIBUTIONEN 12
1.1.6 Die Faltung
Denition 1.9 Faltung glatter Funktionen
Seien ϕ,ψ ∈ C∞(Rn) und mindestens eine der Funktionen habe kompakten
Tr

ager, dann ist die Faltung ϕ ∗ ψ von ϕ und ψ deniert durh:
[ϕ ∗ ψ℄ (x) :=
∫
Rn
ϕ(t)ψ(x− t) dt
Aus der Denition folgt sofort, da die Faltung kommutativ (substituiere:
t = x− s⇒ [ϕ ∗ ψ℄ (x) = ∫Rn ϕ(x− s)ψ(s)ds) und assoziativ ist.
Allgemeiner ist die Faltung f

ur zwei lokal integrierbare Funktionen deniert,
wovon mindestens eine kompakten Tr

ager hat.
Satz 1.8 Eigenshaften der Faltung glatter Funktionen
Seien ψ,ϕ ∈ C∞(Rn), wovon mindestens eine kompakten Tr

ager hat und sei
α ∈ Nn0 dann gilt:
(i) ϕ ∗ ψ ∈ C∞(Rn)
(i)′ Falls beide Funktionen kompakten Tr

ager haben; also ϕ,ψ ∈ D(Rn)
dann gilt sogar: ϕ ∗ ψ ∈ D(Rn)
(ii) (ϕ,ψ) 7→ ϕ ∗ ψ ist bilinear und in jedem Faktor separat stetig :
C∞(Rn)→ C∞(Rn) bzw. D(Rn)→ C∞(Rn)
(iii) ∂α[ϕ ∗ ψ℄ = ∂αϕ ∗ ψ = ϕ ∗ ∂αψ
Denition 1.10 Der Faltungsoperator Tψ fur ψ ∈ C∞(Rn) sei deniert
durh:
Tψ(ϕ) := ϕ ∗ ψ ∀ϕ ∈ D(Rn)
Wegen des obigen Satzes ist Tψ linear und stetig: D(Rn)→ D(Rn)
Denition 1.11 Faltung von Distributionen mit Funktionen
Sei F ∈ D′(Rn) und ψ ∈ D(Rn), bzw. F ∈ E ′(Rn) und ψ ∈ C∞(Rn), dann
ist die Faltung F ∗ ψ von F und ψ deniert durh:
[F ∗ ψ℄(x) := 〈F (t), ψ(x − t)〉
Es l

at sih zeigen, da F ∗ ψ glatt ist und daher wiederum als (regul

are)
Distribution aufgefat werden kann.
Damit haben wir folgende heuristishe Rehnung (die sih mit entsprehen-
dem Aufwand exaktizieren l

at): Sei F ∈ D′(Rn) (bzw. E ′(Rn) ), ψ ∈
D(Rn) (bzw. C∞(Rn) ) und ϕ ∈ D(Rn), dann:
〈F ∗ ψ,ϕ〉 = 〈 〈F (t), ψ(x − t)〉, ϕ(x)〉
= 〈F (t), 〈ϕ(x)ψ(x − t)〉 〉
= 〈F,ϕ ∗ ψ〉 wobei: ψ(x) := ψ(−x)
= 〈F, Tψˇϕ〉
= 〈T ′ˇ
ψ
F,ϕ〉
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Also geht die Faltung von Distributionen mit Funktion aus der Adjunktion der
entsprehenden Operation auf C∞×D → C∞ hervor und stimmt f

ur regul

are
Distributionen mit der alten Denition

uberein, (d. h. (Ff )∗ψ = Ff∗ψ), denn:
〈(Ff ) ∗ ψ,ϕ〉 = 〈T ′ˇψFf , ϕ〉
= 〈Ff , ψ ∗ ϕ〉 =
∫
f(x) [ ψ ∗ ϕ℄(x) dx
=
∫
f(x)[
∫
ψ(x− s)ϕ(s) ds℄ dx = ∫ ∫ f(x)ψ(s− x)ϕ(s) dxds
=
∫
[f ∗ ψ℄(s)ϕ(s)ds = 〈Ff∗ψ , ϕ〉
Satz 1.9 Eigenshaften der Faltung von Distributionen mit
Funktionen
Seien F ∈ D′(Rn) und ϕ, ψ ∈ D(Rn) bzw. F ∈ E ′(Rn) und ϕ, ψ ∈ C∞(Rn)
und sei α ∈ Nn0 , dann gilt:
(i) [F ∗ ψ℄(x) ∈ C∞(Rn)
(ii) (F,ψ) 7→ F ∗ ψ ist bilinear und in jedem Faktor separat stetig
(iii) (F ∗ ψ) ∗ ϕ = F ∗ (ψ ∗ ϕ)
(iv) ∂α[F ∗ ψ℄ = ∂αF ∗ ψ = F ∗ ∂αψ
Es gilt der folgende wihtige Satz:
Satz 1.10 Die δ-Distribution ist Faltungseinheit, d. h.
δ ∗ ψ = ψ ∀ψ ∈ C∞(Rn)
Beweis. [δ ∗ ψ℄ (x) = 〈δ(t), ψ(x − t)〉 = ψ(x)
Allgemeiner gilt: [δa ∗ ψ℄ (x) = 〈δa(t), ψ(x− t)〉 = ψ(x− a)
Also ist die Faltung mit δa gleih der a-Vershiebung.
Mittels der Faltung l

at sih leiht der folgende Satz beweisen:
Satz 1.11 D(Rn) liegt diht in D′(Rn).
Daher ist jede stetige Abbildung aufD′(Rn) bereits durh ihre Werte inD(Rn)
eindeutig bestimmt.
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1.1.7 Temperierte Distributionen
Bis jetzt haben wir den Raum D(Rn) der Testfunktionen mit groem Erfolg
verwendet. Die Kompaktheit des Tr

agers der Testfunktionen erm

ogliht es
viele Resultate sehr elegant zu beweisen - der tehnishe Aufwand ist sehr
gering. Es stellt sih aber heraus, da die Bedingung ,,kompakter Tr

ager" f

ur
manhe Zweke eine zu starke Forderung ist. Vor allem bei der Fouriert-
ransformation mu auf diese Forderung verzihtet werden.
Denition 1.12 Seien f, g ∈ C∞(Rn, C), dann ist die Fouriertransfor-
mierte
^f ≡ Ff von f deniert als:
^f(t) ≡ Ff(t) :=
∫
Rn
f(x)e−2πi〈x,t〉dx
wobei: 〈x, t〉 = x1t1 + . . .+ xntn fur x, t ∈ Rn
Die Umkehrtransformation F−1g ≡ g ist deniert durh:
g(x) ≡ F−1g(x) :=
(
1
2π
)n ∫
Rn
g(t)e2πi〈x,t〉dt
F

ur Testfunktionen ergibt sih nun folgendes Problem: Sei ϕ ∈ D(Rn) dann
gilt: ϕ^ ist deniert, die Zuordnung ϕ 7→ ϕ^ ist linear und weiters: ϕ^ ist be-
shr

ankt, stetig, dierenzierbar, C∞, sogar ganz analytish (d. h. in eine in
jedem Punkt konvergente Potenzreihe entwikelbar). Da die Fouriertransfor-
mation injektiv ist, gilt: ϕ 6= 0⇒ ϕ^ 6= 0 aber analytish, und aus dem Eindeu-
tigkeitssatz f

ur Potenzreihen folgt nun, da ^ϕ keinen kompakten Tr

ager hat
(Nullstellen d

urfen sih niht h

aufen). Also f

uhrt die Fouriertransformation
aus D(Rn) heraus.
Ein Funktionenraum, aus dem die Fouriertransformation niht herausf

uhrt
und der in gewissem Sinne die minimale Erweiterung von D(Rn) darstellt,
wenn die Kompaktheit des Tr

agers fallengelassen werden mu, ist:
Denition 1.13 Der Raum der Shwartzshen Funktionen S(Rn) ist
deniert durh:
S := {f ∈ C∞(Rn, C) : ∀p, α ∈ Nn0 : lim‖x‖→∞ | x
p∂αf(x) |= 0 }
wobei: xp := (xp11 , . . . , x
pn
n ) fur p = (p1, . . . , pn) ∈ Nn0 und x ∈ Rn
Die Bedingung an die Shwartzshen Funktionen kann in folgende

aquivalente
Bedingungen umformuliert werden:
(i) ∀α, p ∈ Nn0 : xp∂αf(x) beshrankt
(ii) ∀α ∈ Nn0 , ∀k ∈ N : (1 + ‖x‖2)k/2∂αf(x) beshrankt
Wir nennen f ∈ S(Rn) auh shnell fallend.
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Satz 1.12 Eigenshaften von S(Rn)
1. S(Rn) ist ein Vektorraum.
2. D(Rn) ⊆ S(Rn) und ^D(Rn) ⊆ S(Rn)
3. Die Fouriertransformation ist linear und stetig: S(Rn)→ S(Rn)
4. e−‖x2‖/2 ∈ S(Rn) (e−‖x2‖/2 6∈ D(Rn), 6∈ ^D(Rn) )
Satz 1.13 Eigenshaften der Fouriertransformation in S(Rn)
Sei f ∈ S(Rn), dann gilt:
1. F(∂jf)(t) = itjFf(t)
2. F(xjf(x)) = −i∂(Ff)(t)∂tj
3. F(e−‖x‖2/2) = (2π)n/2 e−‖t‖2/2
4. Fourierinversionsformel
f(x) =
1
(2π)n
∫
^f(t)e2πi〈x,t〉 dt d. h. (ϕ^)= ϕ bzw. F F−1f = f
Denition 1.14 Die Konvergenz in S(Rn) ist deniert durh:
fn, f ∈ S :fn → f ∈ S(Rn) :⇔ ∀p, α ∈ Nn0 : ‖xp∂α(fn − f)‖∞ → 0
Mit dieser Denition wird S(Rn) zu einem vollst

andigen (metrisierbaren)
Raum. Weiters l

at sih zeigen, da D(Rn) in S(Rn) diht liegt. (In diesem
Sinne ist S die minimale Erweiterung von D.)
Denition 1.15 Eine temperierte Distribution auf Rn ist ein lineares
und stetiges Funktional auf S(Rn).
S ′(Rn) := {F : S(Rn)→ C : linear und stetig}
ist der Vektorraum der temperierten Distributionen auf Rn.
Die Konvergenz in S ′(Rn) ist wiederum punktweise erkl

art; d. h.
Fn → F ∈ S(Rn)′ :⇔ 〈Fn, f〉 → 〈F, f〉 ∈ C ∀f ∈ S(Rn)
und maht S ′(Rn) zu einem vollst

andigen Raum.
Wie sieht nun S ′(Rn) im Vergleih zu D′(Rn) aus? Wir haben D(Rn) in
den gr

oeren Raum S(Rn) eingebettet; daher ist S ′(Rn) ⊆ D′(Rn) wobei
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die Einshr

ankungsabbildung D′(Rn) → S ′(Rn) durh die Adjungierte der
Einbettung j : D(Rn) →֒ S(Rn) gegeben ist:
j
D →֒ S
j′F ց ↓ F ∈ S ′
C
j′F := F ◦ j F ∈ S ′(Rn)
〈j′F,ϕ〉 = 〈F, j(ϕ)〉 ϕ ∈ D(Rn)
j : D → j(D) ⊆ S ist allerdings kein Folgenisomorphismus, da in D die
D-Konvergenz, in j(D) aber die Einshr

ankung der S-Konvergenz gilt.
Aufgrund der ,,weniger strengen" S-Konvergenz (im Vergleih zur D-Konver-
genz), haben es Funktionale aus S ′ ,,shwerer" (folgen)stetig zu sein. Daher
ist auh anshaulih klar, warum S ′ ⊆ D′ gilt. Welhe F ∈ D′(Rn) liegen also
auh in S ′(Rn)?
Satz 1.14 Vergleih von S ′(Rn) mit D′(Rn)
1. δ und auh alle δa ∈ S ′(Rn)
2. Sei f ∈ L1
lo
(Rn) und ∃C > 0, k ∈ N soda: | (1 + ‖x‖2)−kf(x) |≤ C,
dann gilt: Ff ∈ S ′(Rn) (wobei: 〈Ff , ϕ〉 :=
∫
f(x)ϕ(x)dx )
Solhe f ∈ L1
lo
(Rn) heien shwah wahsend und die daraus gebil-
deten Distributionen Ff ∈ S ′(Rn) regulare temperierte Distribu-
tionen.
3. e−‖x‖2/2 ∈ D′(Rn) aber 6∈ S ′(Rn)
Zum Abshlu zitieren wir noh einige Resultate der Theorie der Fourier-
transformation in S ′(Rn).
Denition 1.16 Sei F ∈ S ′(Rn). Die Fouriertransformierte FF ≡ ^F
von F ist deniert durh Adjunktion der Operation auf S(Rn):
〈FF, f〉 ≡ 〈 ^F , f〉 := 〈F, ^f〉 ∀f ∈ S(Rn)
F

ur regul

are temperierte Distributionen stimmt die neue Denition mit der
alten

uberein, denn:
〈 ^Ff , ϕ〉 = 〈Ff , ϕ^〉 =
∫
f(t)[
∫
ϕ(x)e−2πi〈x,t〉dx℄dt
=
∫
ϕ(x)[
∫
f(t)e−2πi〈x,t〉dt℄dx = 〈Ffˆ , ϕ〉
Die Fouriertransformation ist linear und stetig auf S ′(Rn) und es gilt:
F−1(FF ) ≡ ( ^F )  = F ∀F ∈ S ′(Rn)
wobei F−1 ≡die Umkehrtransformation bezeihnet, die auf S ′(Rn) ebenfalls
durh Adjunktion der Umkehrtransformation auf S(Rn) deniert ist.
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1.2 Distributionen und Lo¨sungen linearer partieller Differen-
tialgleichungen
Eine wihtige Anwendung der Distributionentheorie ist das L

osen linearer
partieller Dierentialgleihungen (PDG). W

ahrend auf dem Gebiet der linea-
ren PDG mit konstanten KoeÆzienten das Resultat von Malgrange und Eh-
renpreis (1954) einen der gr

oten Erfolge der Distributionentheorie darstellt,
zeigen sih bereits bei der Behandlung linearer PDG mit niht konstanten
KoeÆzienten die Grenzen dieser Theorie.
Der folgende Abshnitt soll dar

uber einen kleinen

Uberblik geben und den
,,Wunsh" nah einem Produkt von Distributionen motivieren.
Zun

ahst f

uhren wir eine praktishe Shreibweise f

ur lineare PDG ein.
Denition 1.17 Sei α = (α1, α2, . . . , αn) ∈ Nn0 , | α |:=
∑n
i=1 αi und seien
cα ∈ C, dann heit das Polynom (vom Grad ≤ k)
P (∂) :=
∑
|α|≤k
cα ∂
α
linearer partieller Dierentialoperator (PDO) mit konstanten
KoeÆzienten auf Rn.
Sei nun f ∈ C∞(Rn), dann ist P (∂)ϕ = f eine lineare PDG mit konstanten
KoeÆzienten vom Grad k. Beispiele f

ur lineare PDG mit konstanten KoeÆ-
zienten sind:
1. Die Laplaegleihung: (
∂2
∂x2 +
∂2
∂y2 +
∂2
∂z2 )ϕ =: ϕ = 0
2. Die W

armeleitungsgleihung: (∂t −)ϕ = f
Wihtiges Werkzeug zur L

osung solher Gleihungen ist die Faltung von Dis-
tributionen mit C∞-Funktionen. Es gilt der folgende, einfah zu beweisende
Satz:
Satz 1.15 Kennt man eine Distribution F ∈ D′(Rn) mit der Eigenshaft:
P (∂)F = δ (i)
dann l

ost die C∞-Funktion ϕ := F ∗ f (falls sie deniert ist; daf

ur gen

ugt
als Voraussetzung zB. F ∈ E ′(Rn), oder f ∈ D(Rn) ) die Gleihung:
P (∂)ϕ = f (ii)
Denition 1.18 Ein F ∈ D′(Rn), das (i) im Satz erf

ullt, heit Fundamen-
tall

osung der Gleihung (ii).
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Beweis. P (∂)ϕ = P (∂) (F ∗ f) = (P (∂)F ) ∗ f = δ ∗ f = f
Im Jahr 1954 bewiesen Malgrange und Ehrenpreis unabh

angig voneinander
das folgende starke Resultat.
Satz 1.16 Sei P (∂) ein linearer PDO mit konstanten KoeÆzienten auf Rn,
dann existiert eine Fundamentall

osung F ∈ D′(Rn).
Beispiel. Das Newtonshe Potential N := − 14π‖x‖ ∈ L1
lo
(R3) ⊆ D′(R3) ist
Fundamentall

osung der Laplaegleihung.
Best

arkt durh diesen Erfolg wandte man sih den linearen PDG mit C∞-
KoeÆzienten zu. Sei nun
P (∂) :=
∑
|α|≤k
cp(x)∂
α
mit cp ∈ C∞(Rn, C)
ein linearer PDO mit C
∞
-KoeÆzienten, so ist f

ur f ∈ C∞(Rn) die
Gleihung P (∂)ϕ = f eine lineare PDG mit glatten KoeÆzienten.
Bereits 1955 wurde als Dissertationsthema vergeben (Treves): Zeige, da (lo-
kal) jede solhe Gleihung eine distributionelle L

osung hat.
Diese Aussage ist aber falsh! Lewy gab 1957 das erste Gegenbeispiel:
(
∂
∂x1
+ i
∂
∂x2
− 2i (x1 + ix2) ∂
∂x3
)ϕ = f
Es existieren f ∈ C∞(R3), soda die Gleihung f

ur kein ϕ ∈ D′(R3) erf

ullt
ist.
Betrahtet man dieses Beispiel und noh allgemeiner nihtlineare PDG, so
wird klar, da der Raum D′ zu ,,klein" ist. Um diese Probleme behandeln zu
k

onnen, m

ute man vor allem Produkte von Distributionen zur Verf

ugung ha-
ben; also ein Produkt D′×D′ → D′. Dieser Problemstellung soll im n

ahsten
Abshnitt nahgegangen werden.
1 DISTRIBUTIONEN 19
1.3 Multiplikation von Distributionen
In diesem Abshnitt sollen shrittweise die Probleme aufgezeigt werden, die
sih ergeben, wenn man versuht, ein Produkt D′×D′ → D′ zu denieren. Als
Abshlu soll das sogenannte ,,Unm

oglihkeitsresultat" von Shwartz bewie-
sen und diskutiert werden. Wir beshr

anken uns hierbei auf 
 = R, da bereits
in diesem Spezialfall alle harakteristishen Probleme sihtbar werden.
Zun

ahst betrahten wir den Spezialfall des Produkts von Distributionen mit
C∞-Funktionen.
Denition 1.19 Sei F ∈ D′(R) und ω ∈ C∞(R); dann denieren wir das
Produkt Fω ∈ D′(R) durh:
〈Fω,ϕ〉 := 〈F,ωϕ〉 ∀ϕ ∈ D(R)
Dieses Produkt ist wohldeniert und klarerweise kommutativ. Weiters gilt
die Produktregel, denn:
〈(ωF )′, ϕ〉 = −〈ωF,ϕ′〉 = −〈F,ωϕ′〉
= −〈F, (ωϕ)′〉 + 〈F,ω′ϕ〉
= 〈F ′, ωϕ〉 + 〈ω′F,ϕ〉
= 〈ωF ′ + ω′F,ϕ〉
Beispiel. x δ = 0 denn: 〈xδ, ϕ〉 = 〈δ, xϕ〉 = 0ϕ(0) = 0
Um konkret Beispiele behandeln zu k

onnen, f

uhren wir folgende Distributio-
nen ein:
1. Der Cauhyshe Hauptwert von
1
x
:
〈v.p.( 1
x
), ϕ〉 := lim
ǫ→0
∫
|x|>ǫ
ϕ(x)
x
dx ∀ϕ ∈ D(R)
Da
1
x 6∈ L1
lo
(R) m

ussen wir erst zeigen, da v.p.(
1
x) eine Distribution
ist. Zun

ahst existiert dieser Limes, denn sei:
ψ(x) :=

ϕ(x)−ϕ(0)
x x 6= 0
ϕ′(0) x = 0
⇒ ψ stetig
und es gilt: ϕ(x) = ϕ(0) + xψ(x) ∀x ∈ R.
Sei nun a so gew

ahlt, da tr(ϕ) ⊆ [−a, a℄, dann gilt:∫
|x|>ǫ
ϕ(x)
x dx = ϕ(0)
∫
ǫ<|x|<a
dx
x︸ ︷︷ ︸
0
+
∫
ǫ<|x|<a
ψ(x) dx
→
a∫
−a
ψ(x) dx (ǫ→ 0)
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Also existiert der Limes. Bleibt zu zeigen, da v.p.(
1
x) punktweiser
Limes von Distributionen ist, also ist zu zeigen:
∀ǫ > 0 ist ϕ 7→ ∫
|x|>ǫ
ϕ(x)
x dx ∈ D′
Es gilt:
| ∫
|x|>ǫ
ϕ(x)
x dx |≤
∫
|x|>ǫ
| ϕ(x)x | dx ≤ ‖ϕ‖∞
∫
ǫ<|x|<a
| 1x | dx
= ‖ϕ‖∞(
−ǫ∫
−a
− 1x dx+
ǫ∫
a
1
x dx) = 2 ‖ϕ‖∞
ǫ∫
a
1
x dx = 2 ‖ϕ‖∞ ln aǫ
2. x+ := xH(x) =
{
0 x < 0
x x ≥ 0 ∈ C(R) ⊆ D
′
(R)
und:
x′+ = (xH)
′
= xH ′ + 1H = xδ +H = H
Diese einfahen Beispiele gen

ugen bereits, um den folgenden Satz zu bewei-
sen.
Satz 1.17 Ein Produkt auf D′ × D′, das obiges, auf C∞(R) × D′(R) de-
niertes Produkt fortsetzt, ist niht assoziativ.
Beweis. Zun

ahst gilt:
〈x v.p.( 1
x
), ϕ〉 = 〈v.p.( 1
x
), xϕ〉 = lim
ǫ→0
∫
|x|>ǫ
xϕ(x)
x
dx =
∞∫
∞
ϕ(x) dx = 〈F1, ϕ〉
also:
x v.p.(
1
x
) = 1 (= F1) ∈ D′(R)
Daraus ergibt sih nun:
0 = (δ x) v.p.(
1
x
) 6= δ (x v.p.( 1
x
) ) = δ 1 = δ
Aber die Probleme, die sih beim Versuh, ein Produkt auf D′ ×D′ zu de-
nieren, ergeben, sind noh gravierender. Wir denieren:
η(x) := 2H − 1 =
{
−1 x < 0
1 x > 0
Es gilt: η2(x) = 1 auf R \ {0} und: η, η2 ∈ L1
lo
⊆ D′.
Satz 1.18 Ein Produkt auf D′ × D′, das die punktweise Multiplikation von
L1-Funktionen fortsetzt und die Produktregel erf

ullt, ist entweder niht ko-
mmutativ oder es gilt: ηδ = δη = 0
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Beweis.
0 = 1
′
= (η2)′ = ηη′ + η′η = 2ηδ + 2δη ⇒ ηδ = −δη oder: ηδ = δη = 0
Aus dem bisher Gesagten ergibt sih: auf D′ l

at sih kein ,,vern

unftiges"
Produkt denieren.
Die n

ahstbessere Alternative ist es, D′ in eine assoziative Algebra (A,+, ◦)
einzubetten. Als nat

urlihe Anforderungen an eine derartige Einbettung stel-
len wir folgende Bedingungen:
(i) D′ →֒ A injektiv, und: f(x) ≡ 1 ∈ C∞(R) ⊆ D′ ist das Einselement der
Algebra.
(ii) Es existiert eine Ableitung D auf A d. h. D : A→ A linear und D erf

ullt
die Produktregel.
(iii) D |D′ ist die gewohnlihe Ableitung in D′.
(iv) ◦ |C(R)×C(R) ist das ublihe (punktweise) Produkt stetiger Funktionen.
Satz 1.19 ,,Unm

oglihkeitsresultat" (Shwartz 1954)
Es existiert keine assoziative Algebra, die (i)-(iv) erf

ullt.
Beweis. Angenommen, ∃A assoziativ, das (i)-(iv) erf

ullt, so gilt nah (iv):
x+ ◦ x = x2+ (1)
x ◦ (x ln | x | −x) = x2 ln | x | −x2 (2)
Weiters erhalten wir:
D2(x+) ◦ x =︸︷︷︸
(ii)
D2(x+ ◦ x)− 2D(x+) ◦D(x)︸ ︷︷ ︸
=1 (iii)
−x+ ◦D2(x)︸ ︷︷ ︸
=0 (iii)
=︸︷︷︸
(1),(i)
D2(x2+)− 2D(x+) =︸︷︷︸
(iii)
2D(x+)− 2D(x+) = 0 (∗)
Auerdem:
x ◦D2(x ln | x | −x)
= D2(x ◦ (x ln | x |−x))−2D(x)︸ ︷︷ ︸
1
D(x ln | x |−x)−D2(x)︸ ︷︷ ︸
0
◦(x ln | x |−x)
=︸︷︷︸
(2)
D2(x2 ln | x | −x2)− 2D(x ln | x | −x)
= D(2x ln | x | +x− 2x︸ ︷︷ ︸
−x
)−D(2x ln | x | −2x) = D(x) = 1 (∗∗)
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und wegen der Assoziativit

at von A:
D2(x+) =︸︷︷︸
(∗∗)
D2(x+) ◦ (x ◦D2(x ln | x | −x))
= (D2(x+) ◦ x) ◦D2(x ln | x | −x) =︸︷︷︸
(∗)
0
Das ist aber ein Widerspruh, denn:
D2(x+) = D
2
(x ◦H) = D((Dx︸︷︷︸
1
) ◦H + x ◦ δ︸ ︷︷ ︸
0
) = DH = δ 6= 0
Dieses Resultat f

uhrte zu der Verbreitung der Ausage: ,,Distributionen k

on-
nen niht multipliziert werden". Betrahtet man jedoh den Beweis genauer,
so sieht man, da keine spezishen Eigenshaften der Distributionen in das
Shwarz'she ,,Unm

oglihkeitsresultat" eingehen. Vielmehr f

uhrt die Wurzel
des Widerspruhs zur

uk auf eine ,,Unvertr

aglihkeit" von Multiplikation und
Dierentiation stetiger bzw. von C1-Funktionen, wenn man gleihzeitig das
Konzept einer δ-Funktion beibehalten will. Es gen

ugt n

amlih, im obigen
Beweis anzunehmen, da C(R) eine Teilalgebra von A ist und die Ableitung
die gew

ohnlihe auf C1(R) ist, um die Aussage D2(x+) = 0 herzuleiten.
So betrahtet, sagt der Shwartzshe Satz aus, da eine Algebra, die D′
enth

alt, niht gleihzeitig die klassishe Multiplikation stetiger Funktionen
und die klassishe Dierentiation uneingeshr

ankt verallgemeinern kann. Es
m

ussen also die Forderungen (i) bis (iv) abgeshw

aht werden.
Bemerkung. Man kann assoziative und kommutative Algebren G konstruie-
ren, die (i)-(iii) erf

ullen und
(iv)' ◦ |C∞(R)×C∞(R) ist das ublihe (punktweise) Produkt
glatter Funktionen (J.F. Clombeau)
Im n

ahsten Kapitel werden wir explizit solhe Algebren konstruieren. Wir
k

onnen jetzt aber shon aus dem bisher Gesagten einige Folgerungen f

ur G
ableiten.
Satz 1.20 Folgerungen f

ur G.
1. Bettet man D′ in eine assoziative Algebra G ein, dann mu in G gelten:
v.p.(
1
x)x 6= 1 oder x δ 6= 0
2. Falls G kommutativ ist, mu gelten: η2 = η η 6= 1 ∈ G
3. Falls G assoziativ und kommutativ ist, dann gilt: H2 6= H ∈ G
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Beweis. 1. und 2. folgen unmittelbar aus den obigen Rehnungen f

ur 3. f

uhren
wir den Beweis indirekt. Sei H2 = H ∈ G dann folgt:
D(H2) = DH ◦H +H ◦DH = 2H ◦DH (I)
D(H3) = H ◦D(H2) +D(H) ◦H2
= 2H2 ◦DH +H2 ◦DH
= 3H2 ◦DH (II)
Nun ist: H2 = H ⇒ H3 = H, also gilt:
2H ◦DH =︸︷︷︸
(I)
D(H2) = D(H3) =︸︷︷︸
(II)
3H ◦D(H)⇒ H ◦DH = 0⇒ DH = 0
Widerspruh zu: DH = δ 6= 0
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2 Colombeaushe Theorie
2.1 Konstruktion von Algebren verallgemeinerter Funk-
tionen (Colombeau-Algebren)
In diesem Kapitel werden wir nun explizit Algebren G konstruieren, die die
Eigenshaften (i) − (iv)′ erf

ullen. Die Konstruktion geht zur

uk auf Jean
Franois Colombeau, der sie erstmals 1984 in seinem Buh ,,New Generalized
Funtions and Multipliation of Distributions" umfassend darstellte.
Die Theorie ist tehnish aufwendig. Daher werden wir niht die allgemeinsten
Colombeau-Algebren behandeln, sondern uns auf eine vereinfahte Version
der Theorie beshr

anken, die aber alle wesentlihen Z

uge der vollen Theorie
umfat und f

ur konkrete Rehnungen durh die gr

oere Anshaulihkeit sogar
Vorteile bietet.
Grundidee der Konstruktion ist es, eine geeignete Quotientenalgebra des
Raumes (C∞)(0,1) zu nden und die R

aume C∞ und D (durh Faltung) in
G einzubetten. Im Folgenden sei immer 
 ⊆ Rn oen. Wir denieren die
folgenden R

aume:
Denition 2.1
1.
E(
) := (C∞(
))I wobei: I = (0, 1)
Die Elemente in E(
) sind also (verallgemeinerte) Folgen von C∞-
Funktionen (uǫ)ǫ∈I .
2.
EM(
) :=
 (uǫ)ǫ∈I ∈ E(
) : ∀K ⊆ 
 kompakt, ∀α ∈ N
n
0 ∃N > 0
soda: sup
x∈K
| ∂αuǫ(x) |= O(ǫ−N ) (ǫ→ 0)

d. h. ∀K ⊆ 
 kompakt, ∀α ∈ Nn0 ∃N(α,K) > 0, ∃C(α,K) > 0 und
∃η(α,K) > 0 soda: sup
x∈K
| ∂αuǫ(x) |≤ C ǫ−N wo: ǫ ∈ (0, η)
EM(
) enthalt also alle Folgen (uǫ)ǫ∈I ∈ EM(
), die auf jedem -
xen Kompaktum f

ur ǫ → 0, gemeinsam mit allen ihren Ableitungen,
gleihm

aig durh eine Potenz von 1/ǫ beshr

ankt sind, d. h. die niht
zu shnell wahsen.
Die R

aume E(
) und EM(
) werden zu Dierential-Algebren vermoge:
(uǫ)ǫ∈I · (vǫ)ǫ∈I := (uǫ · vǫ)ǫ∈I
∂α(uǫ)ǫ∈I := (∂αuǫ)ǫ∈I
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Multiplikation und Dierentiation sind also komponentenweise de-
niert.
3.
N (
) :=
 (uǫ)ǫ∈I ∈ E(
) : ∀K ⊆ 
 kompakt, ∀α ∈ N
n
0 ,∀M > 0
gilt: sup
x∈K
| ∂αuǫ(x) |= O(ǫM ) (ǫ→ 0)

d. h. ∀K ⊆ 
 kompakt, ∀α ∈ Nn0 ,∀M > 0, ∃C(α,K,M) > 0 und
∃η(α,K,M) > 0 soda : sup
x∈K
| ∂αuǫ(x) |≤ C ǫM wo: ǫ ∈ (0, η)
N (
) enth

alt also alle (uǫ)ǫ∈I ∈ E(
), die auf jedem xen Kompaktum
f

ur ǫ → 0, gemeinsam mit allen ihren Ableitungen, shneller fallen als
jede Potenz von ǫ.
Beispiele:
1. Sei ϕ ∈ D(R), uǫ(x) := ϕ(x − 1/ǫ) ∈ N (R) da fur ǫ klein genug:
∂αuǫ(x) = ∂
αϕ(x− 1/ǫ) = 0
2. e−1/ǫ ∈ N (R)
Satz 2.1 N (
) ist ein Ideal in EM(
) (niht aber in E(
) ).
Beweis. Mit (uǫ)ǫ und (vǫ)ǫ ist auh (uǫ + vǫ)ǫ in N (
).
Sei (ωǫ)ǫ = (uǫ · vǫ)ǫ mit (uǫ)ǫ ∈ EM(
) und (vǫ)ǫ ∈ N (
); fur α = 0 ⇒
| ωǫ |≤ C1ǫMC2ǫ−N und fur α 6= 0 ist ∂αωǫ =∑
endl.
cµν∂
µuǫ∂
νvǫ .
Denition 2.2 Die Algebra der verallgemeinerten Funktionen G(
)
ist deniert durh:
G(
) := EM(
) /N (
)
Wegen des vorigen Satzes ist G(
) eine Dierential-Algebra mit Ableitung
∂α.
C∞-Funktionen auf 
 k

onnen nun kanonish als konstante Folgen in G(
)
eingebettet werden.
σ : C∞(
) →֒ G(
)
f 7→ (f)ǫ +N (
)
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2.2 Einbettung von Distributionen in G(Ω)
Die Einbettung von Distributionen in G(
) ist etwas aufwendiger. Sei zu-
n

ahst ρ ∈ S(Rn) eine Shwartzshe Funktion mit folgenden Eigenshaften:
(i)
∫
Ω ρ(x) dx = 1
(ii)
∫
Ω x
αρ(x) dx = 0 ∀ | α | ≥ 1
So ein ρ existiert, denn
∫
xαρ(x) dx = i|α|∂αρ^(0) (wobei ρ^(t) die Fourier-
transformierte von ρ ist); nun w

ahlt man ϕ^(t) ∈ S derart, da ϕ^ in einer
Umgebung von 0 konstant den Wert 1 hat. (Die Fouriertransformierte einer
Shwartzshen Funktion existiert und liegt in S). Nun setzen wir:
ρǫ(x) :=
1
ǫn
ρ(
x
ǫ
)
Ein solhes ρǫ (bzw. ρ) wird oft als Mollier bezeihnet.
Unser Ziel ist es nun, die Einbettungsabbildung durh Faltung mit ρǫ zu
denieren; dies ist aber zun

ahst nur f

ur ω ∈ E ′(
) m

oglih, da die Faltung f

ur
Distributionen mit niht kompaktem Tr

ager nur mit ϕ ∈ D, niht jedoh mit
ϕ ∈ S deniert ist. Andererseits existiert kein ρ ∈ D(Rn), das die Eigenshaft
(ii) eines Molliers erf

ullt (die Fouriertransformierte w

are ganz analytish
und da alle ihre Ableitungen im Nullpunkt vershwinden, w

are ^ϕ ≡ 1 6∈
S ⊇ D; das ist ein Widerspruh, da die Fouriertransformation niht aus S
herausf

uhrt). Um also D′(
) in G(
) einzubetten, m

ussen wir einen anderen
Weg einshlagen und allgemeine Eigenshaften von G verwenden.
Zun

ahst aber wenden wir uns der (einfaheren) Einbettung E ′ →֒ G zu.
2.2.1 Einbettung von E ′(
) in G(
)
Satz 2.2 und Denition. Sei ω ∈ E ′(
), dann deniert die Abbildung
ι0 : E ′(
) →֒ G(
)
ω 7→ (ω ∗ ρǫ |Ω)ǫ + N (
)
eine (injektive) Einbettung der Distributionen mit kompaktem Tr

a-
ger in die Algebra der verallgemeinerten Funktionen.
Hierbei wird ω als Element von E ′(Rn) aufgefat; ω∗ρǫ ist dann Element von
C∞(Rn). F

ur den Beweis von Satz 2.2 ben

otigen wir folgendes Resultat aus
der Theorie der Distributionen, das oft als Struktursatz bezeihnet wird.
Satz 2.3 Jede Distribution ω ∈ E ′(
) kann (niht eindeutig) geshrieben
werden als:
ω =
∑
|α| ≤r
∂αfα
wobei die fα stetige Funktionen mit kompaktem Trager sind. Zusatzlih kann
errreiht werden, da f

ur alle α tr(fα)in einer festen oenen Umgebung U
von tr(ω) enthalten sind.
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Beweis von Satz 2.2. Zun

ahst ist (ω ∗ρǫ)ǫ∈I ∈ EM, denn sei o.B.d.A. ω =
∂αf mit f ∈ C00 (
) (sonst betrahte eine endlihe Summe solher Funktionen)
dann gilt:
(ω ∗ ρǫ) (x) = f ∗ ∂αρǫ(x)
=
∫
Ω f(x− y)∂αρǫ(y) dy
=
∫
f(x− y)ǫ−n−|α|(∂αρ) (y/ǫ) dy
=
∫
f(x− ǫy)︸ ︷︷ ︸
beschr. da stetig
ǫ−|α| ∂αρ(y)︸ ︷︷ ︸
integrabel
dy ≤ Cǫ−|α|
Weiters ist ι0 injektiv (d. h. ω ∗ ρǫ |Ω∈ N (
)⇒ ω = 0), denn sei: ϕ ∈ D(
)
⇒ 〈ω ∗ ρǫ |Ω, ϕ〉 = 〈ω ∗ ρǫ, ϕ〉 → 〈ω,ϕ〉 (ǫ→ 0)
Andererseits gilt laut Voraussetzung: 〈ω ∗ ρǫ |Ω, ϕ〉 → 0
Satz 2.4 ι0 |D(Ω)= σ |D(Ω) (wobei σ die kanonishe Einbettung von C∞-
Funktionen ist: σ(f) := (f)ǫ +N (
) )
Korollar. D(
) ⊆ G(
) ist eine Teilalgebra; d. h. ι0(f · g) = ι0(f) · ι0(g)
Denn f

ur f, g ∈ D(
)⇒ ι0(f · g) = σ(f · g) = σ(f) · σ(g) = ι0(f) · ι0(g).
Beweis von Satz 2.4. Der Einfahheit halber f

uhren wir den Beweis f

ur

 = R. Sei ϕ ∈ D(R); wir zeigen: ϕ ∗ ρǫ − ϕ ∈ N (R) (⇒ ι0 |D(R)= σ |D(R))
ϕ ∗ ρǫ − ϕ =
∫
R[ϕ(x− y)− ϕ(x)℄ρǫ(y) dy
=
∫
[ϕ(x− ǫy)− ϕ(x)℄ ρ(y) dy
=
∫
[
m−1∑
k=1
(−ǫy)k
k! ϕ
(k)
(x)℄ ρ(y) dy (Taylorreihe)
+
∫
[
(−ǫy)m
m! ϕ
(m)
(x− ǫζy)℄ ρ(y) dy (0 < ζ < 1)
= 0 (ρ ist Mollier)
+ǫm
∫ (−y)m
m! ϕ
(m)
(x− ǫζy)︸ ︷︷ ︸
fu¨r m fix | |≤C (∗)
ρ(y) dy
= O(ǫm) ∀m ∈ N
Die Absh

atzung (∗) gilt gleihm

aig f

ur x ∈ R, d. h. ∀ϕ ∈ D(R), ∀m ∃Cm :
‖ϕ(m)‖∞ ≤ Cm.
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Wir haben also E ′(
) mittels Faltung mit ρǫ in G(
) eingebettet, soda D(
)
Teilalgebra wird. Nun wenden wir uns den Distributionen mit niht kompak-
tem Tr

ager zu.
2.2.2 Einbettung von D′(
) in G(
)
Wie bereits angek

undigt, ben

otigen wir f

ur die Konstruktion der angestrebten
Einbettungsabbildung ein allgemeines Resultat

uber die Algebra G(
).
Zun

ahst ist f

ur oene Mengen 
1 ⊆ 
2 die ,,Einshrankungsabbildung"
R2,1 : G(
2) → G(
1)
(uǫ)ǫ∈I +N (
2) 7→ (uǫ |Ω1)ǫ∈I +N (
1)
wohldeniert uns stimmt auf D(
2) mit der gewohnlihen Einshrankung

uberein. Dementsprehend shreiben wir auh u |Ω1 statt R2,1(u).
Satz 2.5 G(
) (genauer: Die Zuordnung: 
′ 7→ G(
′) (
′ ⊆ 
, oen)
zusammen mit den Einshr

ankungsabbildungen R2,1 : G(
2) → G(
1) fur

1 ⊆ 
2 ⊆ 
) ist eine Garbe.
Das heit:
1. F

ur 
1 ⊆ 
2 ⊆ 
3 ⊆ 
 (alle oen) gilt:
R2,1 ◦ R3,2 = R3,1
2. F

ur jede oene

Uberdekung (
λ)λ∈Λ von 
 gilt:
(a) Ist f |Ωλ= g |Ωλ fur alle λ ∈  (f, g ∈ G(
) ), so folgt:
f = g
(b) Sei fλ ∈ G(
λ) fur jedes λ ∈  derart, da fur alle λ, µ mit

λ ∩ 
µ 6= ∅ gilt:
fλ |Ωλ∩Ωµ = fµ |Ωλ∩Ωµ
Dann existiert genau ein f ∈ G(
) mit:
f |Ωλ = fλ fur alle λ ∈ 
Die Tatsahe, da G(
) die Garbeneigenshaften erf

ullt kann als eine Art
,,Vertr

aglihkeit" der Dierentialalgebra G(
) mit Einshr

ankungsabbil-
dungen gesehen weden; in diesem Sinne eine nat

urlihe Eigenshaft, die f

ur
den weiteren Ausbau der Theorie unerl

alih ist.
Das hohe Abstraktionsniveau bereitet im Beweis jedoh einige Shwierigkei-
ten.
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Beweis
1. ist klar.
2. (a) Seien f, g ∈ G(
). Zu zeigen ist: Falls f |Ωλ= g |Ωλ ∀λ ∈ ,
dann ist f − g ∈ N (
). Sei dazu K ⊆ 
, K kompakt. Dann
l

at sih zeigen, da kompakte Mengen K1, . . . ,Kn existieren mit
K =
⋃n
k=1Kk undKk ⊆ 
λ(k) fur geeignete λ(k). Fur (f−g) |Ωλ(k)
gilt die Nulleigenshaft:
(f − g)ǫ |Kk = O(ǫM ) ∀M
und somit auh auf der endlihen Vereinigung.
(b) Seien fλ, fµ ∈ G(
λ) bzw. G(
µ); zu zeigen ist:
fλ |Ωλ∩Ωµ = fµ |Ωλ∩Ωµ ∀λ, µ ⇒ ∃!f ∈ G(
) mit f |Ωλ= fλ
Die Eindeutigkeit folgt aus 2. (a). Wir zeigen die Existenz. Sei
dazu (χj)j∈N eine der Uberdekung (
λ)λ untergeordnete C∞-
Zerlegung der Eins (d.
_
h. χj : 
→ [0, 1℄, χj ∈ D(
), tr(χj) ⊆ 
λj
f

ur passendes λj ; das System {tr(χj)}j ist lokalendlih und fur
jedes x ∈ 
 ist ∑j∈N χj(x) = 1. Notwendigerweise uberdeken
die (
λj ) dann 
.) Wir denieren:
f :=
(∑
j∈N
χj fλjǫ
)
ǫ∈I + N (
)
wobei (fλjǫ)ǫ ein Reprasentant von fλj und die fλjǫ auerhalb von

λj mit 0 fortgesetzt zu denken sind. χjfλj ist dann C
∞
auf ganz

. Dann ist f ∈ G(
), denn sei K ⊆ 
 kompakt, so wird K von
nur endlih vielen 
λj uberdekt, und die Abshatzung geht analog
zu 2. (a) aus den einzelnen Absh

atzungen hervor.
Es bleibt also nur noh zu zeigen: f |Ωλ= fλ. Sei λ ∈ , K ⊆ 
λ
kompakt und M so gew

ahlt, da auf einer oenen Umgebung von
K gilt:
∑M
j=1 χj(x) ≡ 1. Ist nun x ∈ K, so gilt:
f(x)− fλ(x) =
( M∑
j=1
χjfλjǫ(x)− fλǫ(x)
)
ǫ
=
( M∑
j=1
χj(x)
(
fλjǫ(x)− fλǫ(x)
) )
ǫ
F

ur x ∈ 
λj ∩ K liefert die Voraussetzung eine gleihmai-
ge Absh

atzung f

ur fλjǫ(x) − fλ ǫ(x). Fur x ∈ K \ 
λj hinge-
gen ist χj(x) = 0. Da die Summe endlih ist, erhalten wir eine
Absh

atzung f

ur f(x)− fλ(x) auf K. Fur die Abshatzungen der
Ableitungen von f − fλ shahtelt man zwishen K und 
λ noh
eine relativkompakte Umgebung vonK, deren Abshlu in 
λ liegt
und geht dann analog vor.
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Den letzten Baustein zur Konstruktion der Einbettung D′(
) →֒ G(
) liefert
der n

ahste Satz. Zun

ahst ben

otigen wir jedoh folgende Denition.
Denition 2.3 Sei u ∈ G(
), dann ist der Tr

ager von u deniert als:
tr(u) :=
(⋃
{
′ ⊆ 
 : u |Ω′= 0}
)c
Satz 2.6 Sei ω ∈ E ′(
) dann gilt:
tr (ω) = tr (ι0(ω) )
(wobei ι0 : E ′(
) →֒ G(
) wie im vorigen Abshnitt)
Beweis. Der Einfahheit halber setzen wir 
 = R und zeigen zun

ahst
tr(ι0(ω) ) ⊆tr(ω). Also ist zu zeigen:
ι0(ω) |tr(ω)c = 0 in G (tr(ω)c )
Sei K ⊆tr(ω)c kompakt. Nah dem Struktursatz kann ω o.B.d.A. geshrieben
werden als ω = ∂αf mit α ∈ N und tr(f) ⊂ R \ K. Ein Repr

asentant von
ι0(ω) ist dann gegeben durh: (f ∗ ∂αρǫ)ǫ∈I . Nun gilt fur x ∈ K:
∞∫
−∞
f(x− y)∂αρǫ(y) dy =
∞∫
−∞
ǫ−αf(x− ǫy)∂αρ(y) dy
=
1/
√
ǫ∫
−1/√ǫ
ǫ−αf(x− ǫy)∂αρ(y) dy
︸ ︷︷ ︸
+
∫
|y|≥1/√ǫ
ǫ−αf(x− ǫy)∂αρ(y) dy
︸ ︷︷ ︸
= 0 f

ur ǫ klein genug, weil
dann auerhalb tr(f)
| |≤ ‖f‖∞ǫ−α
∫ | ∂αρ(y) | dy
Da ρ ∈ S ist existiert zu jedem p ∈ N eine positive Konstante cp mit
| ∂αρ(y) |≤ cp/(1+ | y |)p. Durh Integration ergibt sih:∫
|y|≥1/√ǫ
| ∂αρ(y) | dy ≤ 2cp
p
1
(1 + 1/
√
ǫ)p
≤ 2cp
p
ǫp/2
Somit geht auh der zweite Term st

arker gegen null als jede positive Potenz
von ǫ.
Andererseits gilt: tr(ω) ⊆tr(ι0(ω)), denn sei x ∈ tr(ω) dann gilt: ∀η > 0∃ϕ ∈
D(R) mit tr(ϕ) ⊆ (x − η, x + η) und 〈ω,ϕ〉 = α > 0. Nun gilt ω ∗ ρǫ → ω
und somit 〈ω ∗ ρǫ, ϕ〉 ≥ α/2 (fur ǫ klein genug). Also folgt: ω ∗ ρǫ |(x−η,x+η) 6∈
N ((x− η, x+ η)) und daher x ∈ tr(ι0(ω)) .
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Nun k

onnen wir darangehen, die Einbettungsabbildung ι : D′(
) →֒ G(
) zu
denieren. Sei (
λ)λ∈Λ eine oene Uberdekung von 
 derart, da alle 
λ
kompakte Teilmengen von 
 sind. Weiters seien ψλ ∈ D(
) mit ψλ ≡ 1 auf
einer Umgebung von


λ (λ ∈ ). Wir denieren die Abbildungen:
ιλ : D′(
) → G(
λ)
ω 7→ ιλ(ω) :=
(
( (ψλ ω) ∗ ρǫ) |Ωλ
)
ǫ∈I +N (
λ) (ω ∈ D
′
(
))
Die Distribution ω, die i.a. keinen kompakten Tr

ager hat, wird also ,,gewalt-
sam" durhMultiplikation mit ψλ zur Distribution ψλ ω ∈ E ′(
) ⊆ E ′(Rn) ge-
maht und dabei jeweils auf einer oenen Umgebung von


λ niht verandert.
Unser Ziel ist es nun, die Denition der Einbettungsabbildungen mittels der
Garbeneigenshaften auf G(
) ,,zu liften".
Als Voraussetzung daf

ur zeigen wir zun

ahst den folgenden Satz.
Satz 2.7 Seien (
λ)λ und (ψλ)λ wie oben und sei ω ∈ D′(
), dann gilt:
iλ (ω) |Ωλ∩Ωµ = iµ (ω) |Ωλ∩Ωµ in G(
λ ∩
µ) (λ, µ ∈ )
Beweis. Es ist zu zeigen:
(
( (ψλ − ψµ)ω) ∗ ρǫ |Ωλ∩Ωµ
)
ǫ
∈ N (
λ ∩ 
µ). Sei
v := (ψλ − ψµ)ω ∈ E ′(
). Es gilt: 
λ ∩ 
µ ⊆tr(v)c denn auf 
λ ∩ 
µ gilt:
ψλ = ψµ = 1. Nah Satz 2.6 ist tr(v)
c
=tr(ι0(v))
c
; daher ist ι0(v) |Ωλ∩Ωµ ∈
N (
λ ∩ 
µ) und das war die Behauptung.
Aus der Garbeneigenshaft Nr. 3 folgt nun:
∃! ι(ω) ∈ G(
) mit: ι(ω) |Ωλ = ιλ(ω) ∀λ ∈ 
Aus dem Beweis der 3.Garbeneigenshaft wissen wir sogar, wie ι(ω) aussieht:
Sei n

amlih (χj)j∈N eine den (
λ)λ∈Λ untergeordnete C∞-Partition der Eins
(tr(χj) ⊆ 
λj ), so konnen wir nun shluendlih denieren:
Satz 2.8 und Denition. Sei ω ∈ D′(
), so deniert die Abbildung
ι : D′(
) →֒ G(
)
ω 7→ ι(ω) :=
(
∞∑
j=1
χj
(
(ψλj ω) ∗ ρǫ
))
ǫ∈I
+N (
)
eine lineare (injektive) Einbettung der Distributionen auf 
 in die Al-
gebra der verallgemeinerten Funktionen auf 
.
Beweis. Nur mehr die Injektivit

at ist zu zeigen; d. h. f

ur ω ∈ D′(
) mit
ι(ω) ∈ N (
) ist zu zeigen:
〈ω,ϕ〉 = 0 ∀ϕ ∈ D(
)
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Sei also ϕ ∈ D(
) beliebig und sei K :=tr(ϕ), dann ∃M , soda K = ⋃Mj=1Kj
wo Kj ⊆ 
λj und
∑M
j=1 χj = 1 auf K, und daher:
〈ω,ϕ〉 = 〈ω,
M∑
j=1
χjϕ〉 =
M∑
j=1
〈χjψλjω,ϕ〉
Aus ι(ω) |Ωλj −ιλj (ω) ∈ N (
λj ) folgt: [ ι(ω)ǫ − (ψλjω) ∗ ρǫ℄→ 0 glm auf Kj .
Nah Voraussetzung gilt aber ι(ω)ǫ → 0 gleihmaig auf Kj .
Also erhalten wir insgesamt: (ψλjω)∗ρǫ → 0 gleihmaig auf Kj und shlie-
lih:
〈χj (ψλjω) ∗ ρǫ︸ ︷︷ ︸
→ψλjω∈D′(Ω)
, ϕ〉 → 0
Daraus ergibt sih die Behauptung.
Nun zeigen wir, da die eben denierte Einbettung auf den Distributionen mit
kompaktem Tr

ager mit der fr

uher denierten Einbettung ι0 ubereinstimmt.
Satz 2.9 ι |E ′(Ω)= ι0
Beweis. Sei ω ∈ E ′(
). Wegen der Garbeneigenshaft Nr.3 gen

ugt es zu
zeigen:
ι0(ω) |Ωλ = ι(ω) |Ωλ ≡ ιλ(ω) ∀λ
Es gilt ι0(ω) |Ωλ −ιλ(ω) = ( ( (1− ψλ)ω) ∗ ρǫ |Ωλ)ǫ + N (
λ) = ι0(v) |Ωλ
wobei v := (1− ψλ)ω ∈ E ′(
) ist. Aber 
λ ⊆ tr(v)c = tr(ι0(v) )c.
Analog zu fr

uher gilt der Satz:
Satz 2.10 ι |C∞(Ω)= σ, wobei σ die kanonishe Einbettung der C∞-
Funktionen als konstante Folgen bezeihnet.
Beweis. Sei f ∈ C∞(
); es gen

ugt wiederum zu zeigen:
σ(f) |Ωλ = ιλ(f) ∀λ
Sei K ⊆ 
λ kompakt. Nah Denition der ψλ gilt ψλf = f auf einer Umge-
bung von


λ und ψλf ∈ D(
). Wegen Satz 2.4 gilt:
ι0(ψλf)− σ(ψλf) = ( (ψλf) ∗ ρǫ)ǫ − (ψλf)ǫ ∈ N (
)
Auf K ⊆ 
λ ergibt das die Behauptung.
Wir haben also D′(
) in G(
) mit Teilalgebra C∞(
) eingebettet.
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F

ur praktishe Rehnungen erweist sih folgender Satz als sehr hilfreih.
Satz 2.11 Sei f : 
 → R stetig und h

ohstens polynomial wahsend (d. h.
| f(x) | ≤ C(1 + ‖x‖)r ∀x und ein r ∈ N). Setzt man f durh 0 auf ganz Rn
fort (Ff ist dann regulare temperierte Distribution), so gilt:
ι(f) = (f ∗ ρǫ |Ω)ǫ +N (
)
Also ist die Einbettung von solhen f wie f

ur Distributionen mit kompaktem
Tr

ager gegeben und man mu niht auf die Zerlegungen der Eins und die ιλ
zur

ukgreifen.
Beweis. Zun

ahst ist (f ∗ ρǫ |Ω)ǫ ∈ EM(
), denn es gilt:
| f ∗ ρǫ(x) |= |
∫
f(x− ǫy)ρ(y) dy | ≤ C
∫
(1 + ‖x− ǫy‖)r | ρ(y) | dy
Der letzte Ausdruk ist f

ur x ∈ K wegen ρ ∈ S und ǫ < 1 durh eine von x
unabh

angige Konstante beshr

ankt. (Analog f

ur h

ohere Ableitungen)
Weiters gen

ugt es zu zeigen:
ιλ(f) = (f ∗ ρǫ |Ωλ)ǫ in G(
λ) ∀λ
Sei K ⊆ 
λ kompakt, dann gilt fur x ∈ K:
ιλ(f) (x)− f ∗ ρǫ(x) = ( (ψλ − 1) f) ∗ ρǫ(x)∫
|y|≤1/√ǫ
((ψλ − 1)f) (x− ǫy)ρ(y) dy
︸ ︷︷ ︸
=0 fu¨r ǫ klein genug
+
∫
|y|≥1/√ǫ
(
ψλ − 1
)
(x− ǫy)︸ ︷︷ ︸
| | ≤ 1
f(x− ǫy)︸ ︷︷ ︸
| |≤C(1+‖x−ǫy‖)r
ρ(y)︸︷︷︸
∈S
dy
Analoge Absh

atzungen gelten auh f

ur die Ableitungen.
Beispiel F

ur die Heaviside-Distribution H kann ι(H) wie folgt bereh-
net werden: Sei χ1, χ2 eine der Uberdekung {(−2, 2), (−∞,−1) ∪ (1,∞)}
untergeordnete Zerlegung der Eins; sei Hi = Hχi (i = 1, 2). Dann ist
H1 ∈ E ′(
), H2 ∈ C∞(
) und beshrankt. Folglih ist ι(H1) = ιo(H1) =
(H1 ∗ ρǫ)ǫ + N (R), ι(H2) = (H2 ∗ ρǫ)ǫ + N (R) nah Satz 2.11. Insgesamt
ergib sih H1 ∗ ρǫ +H2 ∗ ρǫ = H ∗ ρǫ als Reprasentant von ι(H).
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2.3 Eindeutigkeit der Konstruktion - kurzer Abriß der vollen
Theorie
In diesem Abshnitt wollen wir der Frage nah der Eindeutigkeit der Kon-
struktion der Algebra G(
) und vor allem der Einbettungsabbildungen nah-
gehen. Dabei werden wir zur Formulierung der vollen Colombeau-Theorie
gef

uhrt, die wir kurz darstellen. Zun

ahst gilt der folgende Satz:
Satz 2.12 Die im vorigen Abshnitt denierte Einbettungsabbildung
ι : D′(
) →֒ G(
) ist unabh

angig von der speziellen Wahl der (
λ)λ und
der (ψλ)λ. Uberdies ist sie wegen der Garbeneigenshaften auh von der in
der Konstruktion verwendeten Zerlegung der Eins (also von den (χj)j) un-
abh

angig.
Beweis. Sei ~ι eine mittels (~
µ)µ und der ( ~ψµ)µ konstruierte weitere Einbet-
tung und sei ω ∈ D′(
).
Wegen der Garbeneigenshaften gen

ugt es zu zeigen:
ι(ω) |Ωλ∩ Ω˜µ= ~ι(ω) |Ωλ∩ Ω˜µ ∀λ, µ
Denn die Uλµ := 
λ∩ ~
µ bilden eine oene Uberdekung von 
. Es gilt aber:
ι(ω) |Ωλ∩ Ω˜µ= ι(ω) |Ωλ |Ωλ∩ Ω˜µ= ιλ(ω) |Ωλ∩ Ω˜µ und die Behauptung folgt aus:
ιλ |Ωλ∩ Ω˜µ= ~ιµ |Ωλ∩ Ω˜µ . Dies haben wir aber bereits in Satz 2.7 gezeigt.
Im n

ahsten Satz kl

aren wir die Abh

angigkeit bzw. das Verh

altnis der Kon-
struktion der Einbettungsabbildung zur oenen Menge 
 ⊆ Rn. Zu diesem
Zwek bezeihnen wir mit ι^ die Gesamtheit aller Einbettungen ι = ιΩ :
D′(
) →֒ G(
).
Unter Zuhilfenahme einer Zerlegung der Eins l

at sih leiht zeigen, daD′(
)
(genauer: 
 7→ D′(
) ) ebenfalls eine Garbe darstellt.
Satz 2.13 ^ι ist ein Garbenmorphismus,
d. h. f

ur beliebige, oene 
2 ⊆ 
1 ⊆ Rn kommutiert das folgende Diagramm:
D′(
1) −→ D′(
2)
ιΩ1 ↓ ↓ ιΩ2
G(
1) −→ G(
2)
wobei die waagrehten Pfeile die jeweiligen Einshr

ankungsabbildungen be-
zeihnen.
F

ur ω ∈ D′(
1) gilt also: ιΩ1 (ω) |Ω2 = ιΩ2 (ω |Ω2)
Die Konstruktion von ^ι besitzt also die als ,,Nat

urlihkeit" bezeihnete Ei-
genshaft, mit Einshr

ankungsabbildungen zu kommutieren.
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Beweis. Sei 
2 ⊆ 
1 ⊆ R. Man wahle eine Uberdekung (
λ)λ und (ψλ)λ
wie oben f

ur 
2. Sei ω ∈ D′(
1). Wir setzen die ψλ ∈ D(
2) mit 0 zu
Funktionen aus D(
1) fort; damit ist ιλ Ω1 mittels ψλ denierbar. Wegen der
Garbeneigenshaften gen

ugt es zu zeigen:
(ιΩ1(ω) |Ω2) |Ωλ = (ιΩ2(ω |Ω2) ) |Ωλ ∀λ
‖ ‖
ιΩ1(ω) |Ωλ ιλ Ω2(ω |Ω2)
‖ ‖
ιλ Ω1(ω) ( (ψλω |Ω2) ∗ ρǫ |Ωλ)ǫ +N (
λ)
‖ ‖
( (ψλω) ∗ ρǫ |Ωλ)ǫ +N (
λ) ( (ψλω) ∗ ρǫ |Ωλ)ǫ +N (
λ)
Satz 2.14 ^ι : D′ →֒ G ist der einzige Garbenmorphismus mit der Eigen-
shaft:
ιΩ |E ′(Ω)= ι0 Ω ∀
 ⊆ Rn oen
(wobei: ι0 Ω : E ′(
) →֒ G(
) wie fruher)
Beweis. Sei κ^ : D′ →֒ G ein weiterer solher und sei 
1 ⊆ 
 ⊆ Rn oen,

1 relativ kompakt und


1 ⊆ 
. Sei weiters ψ ∈ D(
) mit ψ |Ω1= 1 und sei
w ∈ D′(
). Weil κ^ ein Garbenmorphismus ist, gilt:
κΩ(ω) |Ω1 = κΩ1(ω |Ω1) = κΩ1(ψω |Ω1) = κΩ (ψω)︸ ︷︷ ︸
∈E ′(Ω)
|Ω1 = ι0 Ω(ψω) |Ω1
Ebenso gilt: ιΩ(ω) |Ω1 = ι0 Ω(ψω) |Ω1 .
Also: κΩ(ω) |Ω1 = ιΩ(ω) |Ω1 ∀
1 ⊆ 
 relativ kompakt; diese bilden aber eine
oene

Uberdekung von 
. Mit den Garbeneigenshaften folgt κ^ = ι^.
Zusammengefat ergibt sih nun, da die so konstruierte Einbettung in
die Algebra der verallgemeinerten Funktionen die einzig m

oglihe, mit Ein-
shr

ankungen vertr

aglihe ist, wenn man Distributionen mit kompaktem
Tr

ager durh Faltung mit dem gegebenen Mollier ρǫ einbetten will. Also
bleibt als einzige Abh

angigkeit von ι^ die vom gew

ahlten Mollier ρǫ; d. h.
von der Regularisierung.
In der sogenannten ,,vollen" Version der Colombeaushen Theorie wird diese
Abh

angigkeit dadurh vermieden, da die Elemente in G statt mit ǫ ∈ (0, 1)
mit einer geeigneteten Familie von Molliern ρ indiziert werden, also alle
,,m

oglihen" Mollier in die Konstruktion mit eingehen. Um diese Idee kon-
kreter darzustellen, geben wir zum Abshlu dieses Abshnitts die Denition
der vollen Colombeau-Algebra. Die oben abgeleitete Theorie bezeihnen wir
ab jetzt als die ,,vereinfahte" Version.
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Denition 2.4
A0 := {ρ ∈ D(Rn) :
∫
ρ(x) dx = 1 }
Aq := {ρ ∈ A0 :
∫
xαρ(x) dx = 0 ∀α mit: 1 ≤| α |≤ q } (q ∈ N)
ρǫ(x) := (1/ǫ
n
) ρ(x/ǫ)
Es gilt nun: Aq 6= ∅ ∀q, Aq+1 ⊆ Aq fur alle q und: ⋂q∈N Aq = ∅. (Beweise
siehe z. B: Oberguggenberger [45℄ p. 83)
Denition 2.5
1.
E(
) := (C∞(
))A0 = {(u(ρ) )ρ∈A0 }
2.
EM(
) :=

(u(ρ) )ρ ∈ E(
) :∀K ⊆ 
 kompakt,∀α ∈ Nn0 ∃N ∈ N
soda: ∀ρ ∈ AN ∃C(ρ) > 0, ∃η(ρ) > 0 :
sup
x∈K
| ∂αu(ρǫ) (x) |≤ C(ρ)ǫ−N (0 < ǫ < η)

3.
N (
) :=

(u(ρ) )ρ ∈ E(
) : ∀K ⊆ 
 kompakt, ∀α ∈ Nn0 ∃N ∈ N
soda : ∀M ≥ N ∀ρ ∈ AM ∃C(ρ) > 0, ∃η(ρ) > 0 :
sup
x∈K
| ∂αu(ρǫ) (x) |≤ C(ρ)ǫM−N (0 < ǫ < η)

4. Die Algebra der verallgemeinerten Funktionen ist wieder de-
niert durh:
G(
) := EM(
) /N (
)
Ein groer Vorteil dieser Formulierung ist es, da die Einbettung D′(Rn) →֒
G(Rn) kanonish gegeben ist durh: ω 7→ (ω ∗ ρ)ρ∈A0 +N (Rn) (Hier ist im
Untershied zur speziellen Version der Theorie der Mollier aus D(Rn)!)
Um aber D′(
) einzubetten, mu wiederum der Umweg

uber E ′(
) gegangen
werden, da ω ∗ ρ f

ur ω ∈ D′(
) i. a. niht deniert ist; D′(
) kann ja niht
kanonish in D′(Rn) eingebettet werden (im Gegensatz zu E ′(
) ).
Im Folgenden verwenden wir stets die vereinfahte Version der Theorie, wenn
auh alle Resultate mit analogen Beweisen in der vollen Theorie gelten.
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2.4 Punktwerte verallgemeinerter Funktionen - verallgemei-
nerte Zahlen
Sei u = (uǫ)ǫ + N (
) ∈ G(
) und x0 ∈ 
. Wir stellen uns nun die Frage
nah dem ,,Punktwert" der verallgemeinerten Funktion u in x0. Naturlih
ist (uǫ(x0) )ǫ +N (
) keine Zahl, sondern eine (verallgemeinerte) Folge. Wir
denieren also den ,,nat

urlihen" Begrisrahmen f

ur Punktwerte verallgemei-
nerter Funktionen wie folgt.
Denition 2.6
E := { (rǫ)ǫ∈I ∈ CI : ∃N > 0 soda: | rǫ |= O(ǫ−N ) (ǫ→ 0) }
N := { (rǫ)ǫ∈I ∈ CI : ∀M > 0 gilt: | rǫ |= O(ǫM ) (ǫ→ 0) }
Der Ring der verallgemeinerten Zahlen
C ist deniert als:
C := E /N
Oenbar ist E Teilring von G(
) und es gilt N = C ∩N (
).
Analog zu denC∞-Funktionen in G(
) kann r ∈ C kanonish in C eingebettet
werden:
σ : C →֒ C
r 7→ (r)ǫ +N
Zun

ahst k

onnte man vermuten, da
C mehr als ein Ring ist, aber es gilt:
Satz 2.15
C ist kein K

orper.
Beweis. Sei rǫ :=
{
0 ǫ = 1/n mit n ∈ N
1 sonst
⇒ (rǫ)ǫ ∈ E aber 6∈ N also: (rǫ)ǫ +N 6= 0 ∈ C
Es existiert aber kein inverses Element zu rǫ, denn angenommen sǫ sei ein
solhes ⇒ (r s)ǫ + nǫ = 1 (nǫ ∈ N ) und fur ǫ = 1/n ⇒ rǫ = 0 ⇒ nǫ = 1
Widerspruh.
Nun sind wir in der Lage, Punktwerte f

ur verallgemeinerte Funktionen zu
denieren.
Denition 2.7 Sei u ∈ G(
), x0 ∈ 
. Der Punktwert von u in x0 ist
deniert durh:
u(x0) := (uǫ(x0) )ǫ +N ∈ C
f

ur einen beliebigen Repr

asententen (uǫ)ǫ von u.
Die Wohldeniertheit ist aufgrund der Konstruktion von
C garantiert. (Sei
(uǫ)ǫ − (vǫ)ǫ ∈ N (
) ⇒ (uǫ(x0)− vǫ(x0))ǫ ∈ N .) Der folgende Satz zeigt,
da
C genau die ,,Konstanten" im Sinne der Dierentialrehnung in G(
)
sind.
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Satz 2.16 Sei u ∈ G(a, b). Es gilt:
∂xu = 0 ∈ G(a, b) ⇔ u ∈ C
Beweis. Sei x0 ∈ (a, b) dann gilt:
uǫ(x)− uǫ(x0) =
1∫
0
∂
∂σuǫ(x0 + σ(x− x0) ) dσ
=
1∫
0
u′ǫ(x0 + σ(x− x0) ) dσ (x− x0)︸ ︷︷ ︸
∈N (a,b)
Das Integral

uber ein endlihes Intervall st

ort die Absh

atzung f

ur die Zu-
geh

origkeit zu N (a, b) niht; also ist u = u(x0) ∈ G(a, b).
Satz 2.17 Eigenshaften von Punktwerten
1. u ∈ C∞(
), x0 ∈ 
 ⇒ ι(u) (x0) ist der klassishe Funktionswert (ein-
gebettet in
C).
2. u ∈ C0(
), x0 ∈ 
 ⇒ ι(u) (x0) ist i. a. niht der klassishe Funktions-
wert.
Beweis. 1. ist klar, 2. geht aus dem folgenden Beispiel 1. hervor.
Beispiele.
1. ,,x+(0)"
In R gilt ja: x+(0) = 0. Sei nun x ∈ R, ρ ein Mollier, dann gilt (wegen
Satz 2.11):
ι(x+)(x) = (x+ ∗ ρǫ(x) )ǫ +N = (
∫∞
0 yρǫ(x− y) dy)ǫ +N
ι(x+)(0) =
 ∞∫
0
yρǫ(x− y) dy

ǫ
+N =
ǫ ∞∫
0
yρ(−y) dy

ǫ
+N
Damit ist plausibel (wir

ubergehen die detaillierten Beweise):
(i) x+(0) hangt vom gewahlten Mollier ab.
(ii) x+(0) 6= 0 ∈ C (falls d. Mollier entsprehend gewahlt wird)
(iii) F

ur ǫ→ 0 ergibt (ι(x+)(0) )ǫ d. klassishen Funktionswert 0.
2. ,,δ(0)"
ι(δ)(x) =
(
δ ∗ ρǫ(x)
)
ǫ
+N =
(
ρǫ(x)
)
ǫ
+N
ι(δ)(0) =
(
ρǫ(0)
)
ǫ
+N = (1
ǫ
ρ(0) )ǫ +N
Also divergiert ι(δ)(0) mit der (−1)-ten Potenz von ǫ.
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3. ,,δ′(0)"
ι(δ′) ∗ ρǫ(x) = δ ∗ ρ′ǫ(x) = ρ′ǫ(x) = 1ǫ2ρ′(x/ǫ)
ι(δ)′(0) =
(
1
ǫ2
ρ′(0)
)
ǫ
+N
ι(δ′)(0) divergiert also wie ǫ−2.
4. ,,x δ(x)"
In D′ gilt ja xδ = 0 und wir wissen bereits (Satz 1.20), da in G
ι(x) ι(δ) 6= 0 gelten mu. Wir leiten diese Resultat jetzt noh einmal
direkt aus der Gestalt von δ her.
Wir wissen: (ιx)ǫ = (σx)ǫ = x fur alle ǫ und ι(δ)ǫ = ρǫ. Wir wahlen
0 6= x0 ∈ R mit ρ(x0) 6= 0.
F

ur x = ǫx0 gilt dann xρǫ(x) = x0ρ(x0) 6= 0. Fur K = [−1, 1℄ und
ǫ ≤ 1/x0 ist x = ǫx0 ∈ K und es ergibt sih:
sup
y∈K
| yρǫ(y) | ≥ | xρǫ(x) |= | x0ρ(x0) | 6→ 0 (ǫ→ 0)
Somit ist (ιx)ǫ (ιδ)ǫ 6∈ N , also ι(x) ι(δ) 6= 0 in G.
Andererseits ist (ι(x) ι(δ) ) (σz) = 0 f

ur jedes z ∈ R, denn f

ur z = 0
ist [(ιx)ǫ(ιδ)ǫ(x)℄(0) = 0ρǫ(0) = 0. Fur z 6= 0 ist [(ιx)ǫ(ιδ)ǫ(x)℄(z) =
zρǫ(z) = (z/ǫ)ρ(z/ǫ); diese Wahl geht (wegen ρ ∈ S) fur ǫ→ 0 shneller
gegen 0 als jede Potenz von ǫ. Somit ist auh f

ur z 6= 0 (ι(x) ι(δ) ) (σz) =
0 in
C.
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2.5 Integration in G(Ω)
Als weiteres wihtiges Konzept behandeln wir nun Integration in der Algebra
der verallgemeinerten Funktionen.
Denition 2.8 Sei u ∈ G(
) und K ⊆ 
 kompakt, so denieren wir:∫
K
u(x) dx :=
(∫
K
uǫ(x) dx
)
ǫ +N ∈ C
Die Wohldeniertheit ist wiederum garantiert durh die Konstruktion des
Ringes
C der verallgemeinerten Zahlen (denn sei: (uǫ)ǫ − (vǫ)ǫ ∈ N (
)⇒
(
∫
(uǫ − vǫ) (x) dx)ǫ ∈ N ).
Beispiel. Sei K = [−a, a℄ dann gilt:∫
K
δ(x) dx =
(∫ a
−a
ρǫ(x) dx
)
ǫ +N =
(∫ a/ǫ
−a/ǫ
ρ(y) dy
)
ǫ +N = 1 ∈ C
Um die Denition des Integrals f

ur Elemente u ∈ G(
) mit kompaktem Tr

ager
auf die ganze oene Menge 
 auszudehnen, k

onnen wir niht einfah
∫
Ω u =∫
tr(u) u setzen (dann ware:
∫
Ω δ = 0 weil tr(δ) = {0} ), sondern wir denieren:
Denition 2.9 Sei u ∈ G(
) mit tr(u) =: K ⊆ 
 kompakt und sei K ⊆ L◦
(Inneres von L), L kompakt, so denieren wir das Integral von u auf 

durh: ∫
Ω
u(x) dx =
∫
L
u(x) dx
Diese Denition ist klarerweise von der Wahl der kompakten Umgebung L
von K unabh

angig.
Beispiele.
1.
∫
R
δ(x) dx = 1 ∈ C
2.
∫
R
δ2(x) dx =
(
∞∫
−∞
ρ2ǫ(x) dx
)
ǫ
+N =
(
1
ǫ
∞∫
−∞
ρ2(x) dx
)
ǫ
+N
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Nun sind wir bereits in der Lage zu zeigen, da die Wirkung einer Distribution
auf eine Testfunktion dem Integral

uber ι(ω)ϕ in G(
) entspriht.
Satz 2.18 Sei ω ∈ D′(
), ϕ ∈ D(
) dann gilt:∫
Ω
ι(ω) (x)ϕ(x) dx = σ ( 〈ω,ϕ〉 ) ∈ C
Beweis. Wir w

ahlen (
λj )j, (ψλj )j und (χj)j wie fruher. Sei K :=tr(ϕ),
L eine kompakte Umgebung von K in 
 und sei M ∈ N so gew

ahlt, da:∑M
j=1 χj(x) = 1 auf L, dann gilt:
ι(ω)ϕ =
M∑
j=1
ι(ω) (χjϕ) und 〈ω,ϕ〉 =
M∑
j=1
〈ω, χjϕ〉
Daher gen

ugt zu zeigen:
∫
ι(ω) (χjϕ) = 〈ω, χjϕ〉 fur alle j.
Sei also o.B.d.A K ⊆ 
λj und L ⊆ 
λj , dann folgt wegen ιλj (ω)− ι(ω) |Ωλj∈
N (
λj ) :∫
ι(ω)ǫ(x)ϕ(x) dx =
∫
L
( (ψλjω) ∗ ρǫ)(x)ϕ(x) dx +nǫ
(nǫ ∈ N ∈ C)
Also erhalten wir: ∫
ι(ω)ǫ(x)ϕ(x) dx − 〈ω,ϕ〉
=
∫ (
(ψλjω) ∗ ρǫ
)
(x)ϕ(x) dx − 〈ψλjω,ϕ〉︸ ︷︷ ︸+nǫ
= 〈ψλjω, ρǫ ∗ ϕ− ϕ〉
= 〈ψλjω(x),
∫
ρǫ(y) (ϕ(x+ y)− ϕ(x) ) dx〉
= 〈ψλjω(x),
∫
ρ(y) (ϕ(x+ ǫy)− ϕ(x) ) dy〉
Auf L k

onnen wir nah dem Struktursatz o.B.d.A. ψλjω = ∂
αf setzen und
erhalten somit shlielih:∫
ι(ω)ǫ(x)ϕ(x) dx − 〈ω,ϕ〉 = (−1)α〈f(x),
∫
[∂αϕ(x+ǫy)−∂αϕ(x) ℄ ρ(y) dy
Entwikeln wir den Ausdruk in ekigen Klammern wie im Beweis von
Satz 2.4 in eine Taylorreihe, so ergibt sih unter Beahtung von tr(ϕ) kom-
pakt die Behauptung.
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Korollar. Sei ω ∈ D′(
), ϕ ∈ D(
) und (uǫ)ǫ ein Reprasentant von ι(ω),
dann gilt:
lim
ǫ→0
∫
uǫ(x)ϕ(x) dx = 〈ω,ϕ〉
Beweis. Nah Satz 2.18 ist
∫
uǫ(x)ϕ(x) dx = 〈ω,ϕ〉+ nǫ (nǫ ∈ N ).
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2.6 Assoziation
In der Algebra der verallgemeinerten Funktionen kann man keine ,,sinnvolle"
Topologie einf

uhren. Es ist z. B. niht m

oglih, G(
) zu einem topologishen
Vektorraum zu mahen (vgl. z. B. Oberguggenberger [45℄ ). Dieser Nah-
teil kann aber durh die Verwendung eines sogenannten ,,Zweifah-Kalk

uls"
(Gleihheit in G(
) bzw. Gleihheit auf Distributionenniveau) behoben wer-
den.
Denition 2.10 Ein Element u = (uǫ)ǫ von EM(
) heit assoziiert zu 0
(Shreibweise: u ≈ 0), wenn f

ur alle ϕ ∈ D(
) gilt:
lim
ǫ→0
∫
Ω
uǫ(x)ϕ(x) dx = 0 (∗)
Oenbar bilden die zu 0 assoziierten Elemente von EM(
) einen Teilraum
NA(
), der N (
) umfat. Daher induziert die Denition
u ≈ v (,,u assoziiert zu v") :⇔ u− v ≈ 0
eine

Aquivalenzrelation auf EM(
). Wegen N (
) ⊆ NA(
) ist diese auh
auf G(
) = EM(
)/N (
) wohldeniert und ebenfalls durh (∗) beshrieben.
Wir sprehen auh in diesem Fall von ,,Assoziation".
F

ur Bilder von Distributionen u ∈ D′(
) besagt ι(u) ≈ 0 gerade uǫ → 0 in
D′(
), falls uǫ ein Reprasentant von ι(u) ist.
Wegen NA(
) ⊃ N (
) ist die Assoziation (Gleihheit auf Distributionenni-
veau) ,,gr

ober" als die Gleihheit in G(
), denn seien u, v ∈ G(
), dann gilt
klarerweise u = v ⇒ u ≈ v jedoh i. a. u ≈ v 6⇒ u = v.
Denition 2.11 Sei u ∈ G(
) und ω ∈ D′(
). Falls u ≈ ι(ω) gilt, shreibt
man auh u ≈ ω und sagt: ,,u besitzt ω als assoziierte Distribution",
beziehungsweise: ,,ω ist der (distributionelle) Shatten von u in D′ ".
Satz 2.19 Sei ω ∈ D′(
) und ω ≈ 0 dann gilt: ω = 0 ∈ D′(
)
d. h. falls f

ur ein Element u ∈ G(
) ein Shatten existiert, so ist er eindeutig.
(D′(
) ist also auh in EM(
)/NA(
) = G(
)/NA(
) kanonish eingebet-
tet.)
Beweis. Wegen Satz 2.18 gilt ∀ϕ ∈ D(
):∫
ι(ω)(x)ϕ(x) dx︸ ︷︷ ︸
→ 0 lt. Voraussetzung
= 〈ω,ϕ〉 + nǫ︸︷︷︸
→0
, und somit 〈ω,ϕ〉 = 0
Beispiel. Es gilt: x δ(x) 6= 0 ∈ G(
) (siehe Beispiel 4 in Abshnitt 2.4), aber:
x δ(x) ≈ 0
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Denn sei ϕ ∈ D(R), dann ist ∫ ι(xδ(x) )ǫ ϕ(x) dx = ∫ (x/ǫ) ρ(x/ǫ)ϕ(x) dx =
ǫ
∫
yρ(y)ϕ(ǫy) dy → 0 (ǫ→ 0).
Bemerkung. Es existieren verallgemeinerte Funktionen, die keinen Shat-
ten besitzen (,,Vampire"
2
). Zum Beispiel ist δ2 ein Vampir, denn: sei ϕ ∈
D(R), ϕ(0) 6= 0, so gilt:∫
ρ2ǫ(x)ϕ(x) dx =
1
ǫ
∫
ρ2(y)ϕ(ǫy) dy →∞ (ǫ→ 0)
Die Assoziation in der Algebra der verallgemeinerten Funktionen G(
) indu-
ziert eine

Aquivalenzrelation im Ring der verallgemeinerten Zahlen
C, die wir
ebenfalls als ,,Assoziation" bezeihnen: F

ur z1, z2 ∈ C ist demnah z1 ≈ z2
genau dann, wenn ein Repr

asentant von z1 − z2 zu EM(
) ∩ NA(
) gehort.
Zur leihteren Lesbarkeit formulieren wir diese Denitionen nohmals ohne
explizit auf die Assoziation in G(
) zur

ukzugreifen.
Denition 2.12
1. Sei z ∈ C, so heit z assoziiert zu 0 (z ≈ 0), wenn ein Repr

asentant
(zǫ)ǫ von z mit limǫ→0 zǫ = 0 (in C) existiert. (d. h. z ∈ C ∩ NA )
2. Seien z1, z2 ∈ C : z1 ≈ z2 :⇔ z1 − z2 ≈ 0
3. Sei a ∈ C und σ(a) ≈ z ∈ C, so heit a die zu z assoziierte Zahl,
bzw. Shatten von z.
Die Situation ist hier v

ollig analog zu der in G(
).
Satz 2.20 Wihtige Eigenshaften der Assoziation
1. Sei f ∈ C∞(
), ω ∈ D′(
) ⇒ σ(f) ι(ω) ≈ ι(f ω)
2. Seien f, g ∈ C(
) ⇒ ι(f) ι(g) ≈ ι(f g)
3. Sei f ∈ C(
), x0 ∈ 
 ⇒ ι(f) (x0) ≈ f(x0)
Beweis .
1. Sei ϕ ∈ D(
). Es ist zu zeigen:
lim
ǫ→0
∫
f(x)ι(ω)ǫ(x)ϕ(x) dx = lim
ǫ→0
∫
ι(fω)ǫ(x)ϕ(x) dx
2Vampire besitzen gewo¨hnlich kein Spiegelbild. Wir gehen hier allerdings davon aus,
daß sie - wie Peter Pan - auch keinen Schatten werfen.
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Seien (
λj )j, (ψλj )j und (χj)j wie ublih, weiters K :=tr(ϕ), L eine
kompakte Umgebung von K und M so gew

ahlt, da:
∑M
j=1 χj = 1 auf
L ist. Es gilt:
ι(ω)ǫϕ =
M∑
j=1
χj ι(ω)ǫϕ und ι(fω)ǫ =
M∑
j=1
χj ι(fω)ǫϕ
Also gen

ugt es zu zeigen:
lim
ǫ→0
∫
f(x)ι(ω)ǫ(x)ϕ(x)χj(x) dx = lim
ǫ→0
∫
ι(fω)ǫ(x)ϕ(x)χj dx ∀j
O.B.d.A. sei also tr(ϕ) = K ⊆ L ⊆ 
λj fur ein xes j. Damit gilt:∫
ι(ω)ǫf(x)ϕ(x) =
∫
L
(ψλjω) ∗ ρǫ(x) f(x)ϕ(x) dx︸ ︷︷ ︸
= 〈(ψλjω) ∗ ρǫ, fϕ〉
→ 〈ψλjω, fϕ〉 (ǫ→ 0)
+nǫ
und:∫
ι(fω)ǫ(x)ϕ(x) dx =
∫
L
(ψλjfω) ∗ ρǫ(x)ϕ(x) dx︸ ︷︷ ︸
= 〈(ψλjfω) ∗ ρǫ, ϕ〉
→ 〈(ψλjfω), ϕ〉 (ǫ→ 0)
= 〈ψλjω, fϕ〉
+mǫ
2. Es ist zu zeigen: (ϕ ∈ D(
) ):
lim
ǫ→0
∫
ι(f)ǫ(x) ι(g)ǫ(x)ϕ(x) dx (1)
= lim
ǫ→0
∫
ι(fg)ǫ(x)ϕ(x) dx (2)
Sei wie oben tr(ϕ) =: K ⊆ L ⊆ 
j, so gilt:
(1) = lim
ǫ→0
∫
L
ιj(f)ǫ(x) ιj(g)ǫ(x)ϕ(x) dx
= lim
ǫ→0
∫
L
(	jf) ∗ ρǫ︸ ︷︷ ︸
→Ψjf glm.
(x) (	jg) ∗ ρǫ︸ ︷︷ ︸
→Ψjg glm.
(x)ϕ(x) dx
=
∫
L
	jf(x)	jg(x)ϕ(x) dx (ǫ→ 0)
=
∫
L
f(x) g(x)ϕ(x) dx
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Beim vorletzten Shritt haben wir ‖(ψλjf) ∗ ρǫ‖∞ ≤ ‖ψλjf‖∞ ‖ρǫ‖1 =
|ψλjf‖∞ (und analog fur g) und den Satz uber dominierte Konvergenz
von Lebesgue verwendet.
Andererseits gilt (analog zu 1.) :
(2)→
∫
L
	j(x) f(x) g(x)ϕ(x) dx =
∫
L
f(x) g(x)ϕ(x) dx
3. Zu zeigen ist: ι(f)ǫ(x0)→ f(x0) (ǫ→ 0 in C)
Es gilt:
ι(f)ǫ(x0) =
∑
endl.
Xj(x0) ( (	jf) ∗ ρǫ) (x0)︸ ︷︷ ︸
→Ψjf(x0)
+nǫ
→ ∑
endl.
Xj(x0)	j(x0)︸ ︷︷ ︸
=1
f(x0)
=
∑
endl.
Xj(x0) f(x0) = f(x0)
Satz 2.21 Vertr

aglihkeit der Assoziation mit Operationen in G(
)
Seien u, v ∈ G(
) mit u ≈ v, dann gilt:
1. ∂αu ≈ ∂αv ∀α ∈ Nn0
2. f u ≈ f v ∀f ∈ C∞(
)
3. uw 6≈ v w im allgemeinen f

ur w ∈ G(
)
Beweis
1. Es gen

ugt zu zeigen: Wenn u zu 0 assoziiert ist, dann auh ∂αu. Das
folgt aber sofort aus:∫
(∂α)ǫ(x)ϕ(x)dx=
∫
(∂α(uǫ))(x)ϕ(x)dx=(−1)|α|
∫
uǫ(x)(∂
αϕ)(x)dx
2. Wiederum gen

ugt es zu zeigen: Wenn u zu 0 assoziiert ist, dann auh
ι(f)u. Nah Satz 2.10 ist ι(f) = σ(f), also gilt:
lim
ǫ→0
∫
ι(f)ǫuǫϕ = lim
ǫ→0
∫
f uǫϕ = lim
ǫ→0
∫
uǫ fϕ︸︷︷︸
∈D
= 0
3. folgt aus Beispiel 1. unten.
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Beispiele.
1. x δ ≈ 0 aber x δ2 6≈ 0, denn sei ϕ ∈ D(R) mit ϕ(0) 6= 0; dann gilt:∫
ι(x) ι(δ)2(x)ϕ(x) dx =
∫ x
ǫ2ρ
2
(
x
ǫ
)
ϕ(x) dx
=
∫
y ρ2(y)ϕ(ǫy) dy
6→ 0
2. H2 6= H ∈ G(R) wegen Satz 1.20. Jedoh gilt Hn ≈ H (genauer:
(ιH)n ≈ ι(H) ) f

ur alle n ∈ N : Gem

a dem Beispiel nah Satz 2.11 ist
(H ∗ ρǫ)ǫ ein Reprasentant von ι(H). Wir erhalten:∫
R
(ιH)nǫ (x)ϕ(x) dx =
∫
R
((ιH)ǫ(x) )
nϕ(x) dx
=
∫
R
(H ∗ ρǫ(x) )nϕ(x) dx
=
∫
R
x/ǫ∫
−∞
ρ(y1) dy1 . . .
x/ǫ∫
−∞
ρ(yn) dyn ϕ(x) dx
=
∫
R
. . .
∫
R︸ ︷︷ ︸
n mal
ρ(y1) . . . ρ(yn)
∞∫
max
1≤i≤n
(ǫyi)
ϕ(x) dx dy1 . . . dyn
→
∫
R
. . .
∫
R︸ ︷︷ ︸
n mal
ρ(y1) . . . ρ(yn)
∞∫
0
ϕ(x) dx dy1 . . . dyn
= 〈H,ϕ〉
Dabei haben wir die S

atze von Fubini und Lebesgue

uber die dominierte
Konvergenz verwendet.
Wegen Satz 2.21.1. folgt aus H2 ≈ H:
H δ ≈ 1
2
δ
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Das Konzept der Assoziation erm

ogliht es also in gewissem Sinne, physikali-
she Situationen auf jeweils vielerlei Arten zu modellieren. In der klassishen
Distributionentheorie gibt es z. B. nur eine M

oglihkeit, einen Sprung einer
Gr

oe zu repr

asentieren, n

amlih durh die Heaviside-Funktion. Ebenso gibt
es nur eine M

oglihkeit, eine Punktmasse oder Punktladung zu modellieren,
n

amlih mittels der δ-Distribution. Dies gen

ugt zwar zur Behandlung linearer
Probleme, nihlineare Operationen k

onnen aber niht ausgef

uhrt werden.
Behebt man diesen Mangel durh Einbettung in die Colombeau-Algebra, so
wird man gleihzeitig gezwungen, auh die nihtlinearen Eigenshaften der
verwendeten Objekte festzulegen. Bettet man z. B. H oder δ in G(
) ein, so
werden dabei auh die nihtlinearen Eigenshaften festgelegt (H δ ≈ (1/2)δ).
Im Rahmen der Colombeau-Theorie existiert jedoh eine F

ulle verallge-
meinerter Funktionen, die alle zu H assoziiert sind (z. B. alle Potenzen von
H), also dieselben linearen Eigenshaften besitzen, aber in G paarweise un-
gleih sind, und somit vershiedene nihtlineare Eigenshaften besitzen.
Ein Ausweg aus dieser Vieldeutigkeit k

onnte nun darin bestehen, durh
zus

atzlihe physikalishe Informationen eine ,,bestimmmte" Sprung- oder δ-
Funktion auszuw

ahlen (d. h. ein bestimmtes u ∈ G mit u ≈ H bzw. u ≈ δ).
Anders gesprohen m

ussen bei idealisierten Objekten wie Punktteilhen et.
auh die nihtlinearen Eigenshaften mitber

uksihtigt werden, wenn man
nihtlineare Operationen ausf

uhrt.
Dies sheint aber keine Shw

ahe der mathematishen Theorie, insbesondere
der Colombeaushen Theorie zu sein, sondern spiegelt ein prinzipielles Pro-
blem nihtlinearer ,,Ph

anomene" wieder.
Um anzudeuten, welhen Reihtum an vershiedenen nihtlinearen Eigen-
shaften die Colombeau-Theorie f

ur linear

aquivalente Objekte zur Verf

ugung
stellt, zitieren wir abshlieend folgenden Satz.
Satz 2.22 Sei c ∈ C beliebig, so existiert ein u ∈ G(R) mit
u ≈ δ und u2 ≈ c δ.
3 BOOST UND LIMES DES COULOMBFELDES 49
3 Boost und ultrarelativistisher Limes des Cou-
lombfeldes im ahen Raum
3.1 Der Boost
Wir betrahten eine im Inertialsystem I (Koordinaten xi = (t, x, y, z)) ru-
hende Punktladung im Minkowskiraum (ηij =diag (1,−1,−1,−1)). Ein Be-
obahter im System I mit folgendes elektromagnetishes Feld:
~E = e
~x
r3
~B = 0
wobei r2 = x2 + y2 + z2 = −xαxα der kartesishe Radius in I ist. (Grie-
hishe Indies laufen von 1 bis 3, lateinishe von 0 bis 3.) In Termen des
kontravarianten Feldst

arketensors shreibt sih das Feld:
F ik =

0 −E1 −E2 −E3
E1
.
.
. −B3 B2
E2 B3
.
.
. −B1
E3 −B2 B1 0
 =
e
r3

0 −x −y −z
x 0 . . . 0
y
.
.
.
.
.
.
z 0 . . . 0

Nun f

uhren wir eine geshwindigkeitsabh

angige Lorentztransformation in x-
Rihtung durh (Boost, System
I, Koordinaten xi¯ = (t, x, y, z)):
t 7→ t = γ(t+ vx)
x 7→ x = γ(x+ vt)
y 7→ y = y
z 7→ z = z
wobei γ := 1√
1−v2 und die Lihtgeshwindigkeit c = 1 gesetzt ist. Die Matrix
der Lorentztransformation shreibt sih: Lik =

γ γv 0 0
γv γ 0 0
0 0 1 0
0 0 0 1

Der kontravariante Feldst

arkentensor transformiert sih gem

a:
F i¯k¯(xi¯) = LimL
k
nF
mn
(xi)
Die genaue Rehnung liefert f

ur die Komponenten des Feldst

arkentensors,
also die elektrishe bzw. magnetishe Feldst

arke, folgende Relationen:
E1 = E1 B1 = B1 = 0
E2 = γ(E2 + vB3) = γE2 B2 = γ(B2 − vE3) = −γvE3
E3 = γ(E3 − vB2) = γE3 B3 = γ(B3 + vE2) = γvE2
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Vektoriell geshrieben nehmen diese Formeln folgende Gestalt an:
~E = γ ~E − γ−1v2 ( ~E~v)~v − γ~v × ~B
~B = γ ~B − γ−1v2 ( ~B~v)~v + γ~v × ~E
Wie aus den Transformationsformeln ersihtlih, transformiert das rein elekt-
rishe Feld beim

Ubergang auf ein relativ zur Ladung bewegtes System in
ein elektromagnetishes Feld mit sowohl elektrishem, als auh magnetishem
Anteil.
Ein umfassendes Bild der Situation erh

alt man jedoh erst, wenn man in
obige Formeln die Ortstransformation xi 7→ xi¯ = Likxk einsetzt:
E1(x
i¯
) = E1(x
i
) = e x(x
i¯)
r3 = e
γ(x¯−vt¯)
(γ2(x¯−vt¯)2+ρ2)3/2
= e γ(x¯−vt¯)
γ3((x¯−vt¯)2+(1−v2)ρ2)3/2
= e (1−v
2)(x¯−vt¯)
((x¯−vt¯)2+(1−v2)ρ2)3/2
E2(x
i¯
) = e (1−v
2)y¯
((x¯−vt¯)2+(1−v2)ρ2)3/2
E3(x
i¯
) = e (1−v
2)z¯
((x¯−vt¯)2+(1−v2)ρ2)3/2
wobei ρ2 := y2 + z2 = y2 + z2 gesetzt ist.
F

ur das Magnetfeld gilt:
B1(x
i¯
) = 0
B2(x
i¯
) = e −v(1−v
2)z¯
((x¯−vt¯)2+(1−v2)ρ2)3/2
B3(x
i¯
) = e v(1−v
2)y¯
((x¯−vt¯)2+(1−v2)ρ2)3/2
Fat man die Komponenten der Felder zum elektromagnetishen Feldtensor
zusammen so ergibt sih f

ur das geboostete Feld:
F i¯k¯(xi¯) =
e (1− v2)
((x− vt)2 + (1− v2)ρ2)3/2

0 −x+ vt −y −z
x− vt 0 −vy −vz
y vy 0 0
z vz 0 0

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Graphish ergibt sih also folgendes Feldlinienbild f

ur eine bewegte Ladung
(elektrishes Feld):
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(Die dritte Raumdimension (z-Rihtung) ist in der Zeihnung unterdr

ukt.)
Das Coulombfeld ist also senkreht zur Bahn dilatiert, in Bewegungsrihtung
hingegen kontrahiert. Die

Aquipotential

ahen, die im Fall der ruhenden La-
dung Kugeln (hier: Kreise) sind, werden zu Rotationsellipsoiden deformiert.
Der Eekt nimmt mit steigender Boostgeshwindigkeit zu.
Das Magnetfeld zeigt ein analoges Verhalten in den Komponenten senkreht
zur Bewegungsrihtung, das Feld in Bahnrihtung vershwindet.
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3.2 Der ultrarelativistische Limes
Wir stellen uns nun die Frage nah dem Feld einer mit Lihtgeshwindigkeit
bewegten Punktladung; d. h. wir betrahten den Limes der Boostgeshwin-
digkeit v → 1.
F

ur alle Punkte, die niht auf der Hyperebene x = t liegen, kann der punkt-
weise Limes v → 1 leiht ermittelt werden. Der Z

ahler und der zweite Term
im Nenner der Feldst

arkenkomponenten gehen jeweils gegen 0, der erste Term
im Nenner bleibt aber f

ur x 6= t endlih. Es gilt also :
lim
v→1
E1 = lim
v→1
E2 = lim
v→1
E3 = lim
v→1
B2 = lim
v→1
B3 = 0
∀xi¯ = (t, x, y, z) wo x 6= t (punktweise)
Der ultrarelativistishe Limes f

ur die Punkte x = t hingegen erfordert eine
genauere Betrahtung.
Die obige Diskussion des Feldes der bewegten Ladung legt folgende heu-
ristishe Vermutung nahe:
E1 → 0, E2, E3, B2, B3 → δ(x− t) (v → 1)
Wir diskutieren die Limiten der einzelnen Komponenten des Feldes getrennt
und berehnen punktweise Limiten, wie auh Limiten in D′(R4), d. h. wir fas-
sen die einzelnen Felst

arkekomponenten als Funktionenfolgen (parametrisiert
mit v) in L1loc(R
4
) auf und berehnen disrtibutionelle Limiten.
3.2.1 Die Feldst

arkenkomponente in Bewegungsrihtung
Behauptung 3.1
E1 vershwindet im punktweisen Limes
F

ur die Punkte x 6= t ist alles klar, und weiters gilt:
E1(t = x, y, z) =
ex¯ (1−v2) (1−v)
((1−v)2 x¯2+(1−v)(1+v) ρ2)3/2
=
ex¯(1−v)2(1+v)
(1−v)3/2((1−v)x¯2+(1+v)ρ2)3/2
=
(1−v)1/2(1+v)ex¯
((1−v)x¯2+(1+v)ρ¯2)3/2 → 0 (v → 1)
Behauptung 3.2 lim
E1 vershwindet auh in D′(R4)
(d. h. 〈FE¯1(t, x, y, z), ϕ(t, x, y, z) 〉 → 0 ∈ C, ∀ϕ ∈ D(R4) )
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Zun

ahst betrahten wir
E1 nur als Funktion von x. Es gilt:
b∫
a
E1(t, x, y, z) dx =
b∫
a
(x¯−vt¯) (1−v2)
( (x¯−vt¯)2+(1−v2)ρ2)3/2 dx
=
− (1−v2)√
(x¯−vt¯)2+(1−v2)ρ2 |
b
a
Daher: ‖ E1(x)‖1 =
∫∞
−∞ | E1 | dx =
∫
x¯>vt¯
− ∫
x¯<vt¯
=
2
ρ
√
1− v2
Sei nun ϕ ∈ D(R4) und o.B.d.A. tr(ϕ) ⊆ [−N,N ℄4, dann gilt:
| 〈FE¯1(t, x, y, z), ϕ(t, x, y, z) 〉 |
= | ∫ ∫ ∫ ∫ (x¯−vt¯) (1−v2)
( (x¯−vt¯)2+(1−v2)ρ2)3/2 ϕ(t, x, y, z) dt dx dy dz |
≤ ∫ ∫ ∫ [∫ | (x¯−vt¯) (1−v2)
( (x¯−vt¯)2+(1−v2)ρ2)3/2 | ‖ϕ‖∞ dx ℄ dt dy dz
≤ ‖ϕ‖∞
N∫
−N
N∫
−N
N∫
−N
2
ρ
√
1− v2 dt dy dz
= ‖ϕ‖∞
2π∫
0
R∫
0
4N
ρ
√
1− v2 ρ dρ dφ
= 8πRN‖ϕ‖∞
√
1− v2 → 0
3.2.2 Die Feldkomponenten normal zur Bewegungsrihtung
Wir behandeln nur die Komponente
E2; die Limiten der anderen Funktionen-
folgen k

onnen v

ollig anlog berehnet werden. Zun

ahst betrahten wir den
punktweisen Limes.
Behauptung 3.3
E2 divergiert punktweise auf der Hperebene x = t.
E2(t = x, y, z) =
e(1−v2)y¯
(1−v)(3/2)(x¯2(1−v)+(1+v)ρ2)(3/2)
=
e(1+v)y¯√
1−v (x¯2(1−v)+(1+v)ρ2)(3/2) → ∞
Dieser punktweise Limes sagt zun

ahst nihts

uber den Limes in D′ aus; er
liefert aber einen Anhaltspunkt. Zur Berehnung des distributionellen Limes
ben

otigen wir den folgenden Satz:
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Satz 3.1 Sei die Funktionenfolge fv ∈ L1
lo
(R4) (0 < v < 1). F

ur t, y, z x
setze: gtyzv (x) := fv(t, x, y, z), (∀v)
1. Es gelte:
(i) Gtyzv (x) :=
x∫
x0
gtyzv (ξ) dξ → θ(t) + onst punktw. fast uberall
f

ur v → 1
(ii) | Gtyzv |≤ h(x) ∈ L1
lo
(R) ∀v
Dann folgt:
Fgtyzv → δt in D
′
(R) (v → 1)
2. Falls auh: | Gtyzv (x) |≤ h(t, x, y, z) ∈ L1
lo
(R4)∀v, dann gilt:
Ffv(t, x, y, z)→ δ(x− t)⊗ 1⊗ 1 in D(R4) (v → 1)
Bemerkung. Mit δ(x− t) ist hier folgende Distribution in D′(R2) gemeint:
〈δ(x− t), ϕ(t, x)〉 =
∫
R
ϕ(t, t) dt
Ahtung: δ(x− t) darf niht mit δt(x) ∈ D′(R) verwehselt werden! (〈δt, ϕ〉 =
ϕ(t) ) F

ur eine genaue Denition von δ(x− t) als Zusammensetzung δ ◦f (wo
f die Koordinatentransformation (x, t) 7→ x− t) siehe Anhang: Koordinaten-
transformationen und Pullbak von Distributionen.
Beweis.
1. Wegen (i) konvergiert FGtyzv punktweise fast uberall (d. h. auerhalb
einer Lebesgue-Nullmenge) gegen die Sprungfunktion + onst. Sei ϕ ∈
D(R), so folgt aus (ii):
| Gtyzv (x)ϕ(x) | ≤ h(x) ‖ϕ‖∞ ∈ L1
lo
(R)∀v
Daher ist der Lebesgueshen Satz

uber dominierte Konvergenz anwend-
bar, der die Vertaushbarkeit von Limes und Integral garantiert:
lim
∫
Gtyzv (x)ϕ(x) dx =
∫
(limGtyzv (x) )ϕ(x) dx
Daher konvergiert FGtyzv auh in D′(R) gegen die Sprungfunktion +
onst. und wegen Satz 1.7(iii) gilt: F ′
Gtyzv
= Fgtyzv → δt in D′(R).
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2. Sei ϕ ∈ D(R4), 	tyz(x) := ϕ(t, x, y, z) f

ur t, y, z x, so gilt:
〈Ffv , ϕ〉 =
∫ ∫ ∫
[
∫
gtyzv (x)	
tyz
(x) dx︸ ︷︷ ︸ ℄ dt dy dz
= 〈Fgtyzv ,	tyz〉 → 	tyz(t) = ϕ(t, t, y, z)
(wegen 1.)
Weiters gilt:
| ∫ gtyzv (x)	tyz(x)dx |=| Gtyzv (x)	tyz(x) |∞−∞ − ∫ Gtyzv (x) ddx	tyzv (x)dx |
≤ ∫ | Gtyzv (x) ddx	tyz(x) | ≤ ∫ h(t, x, y, z) | ∂∂xϕ(t, x, y, z) |︸ ︷︷ ︸
∈L1
lo
(R4)∀v nach Vorraus.
Und so k

onnen wir wieder den Lebesgueshen Satz

uber dominierte
Konvergenz anwenden und es folgt:∫ ∫ ∫
[
∫
gtyzv (x)	
tyz
(x) dx℄ dt dy dz
→ ∫ ∫ ∫ ϕ(t, t, y, z)dt dy dz = 〈δ(x− t)⊗ 1⊗ 1, ϕ〉
Behauptung 3.4 lim
v→1
E2(t, x, y, z) = 2eδ(x− t)⊗ y¯ρ2 ∈ D′(R4)
Wir zeigen, da die Vorrausetzungen f

ur Satz 3.1 erf

ullt sind. Es gen

ugt
statt der Bedingung (ii) die st

arkere Voraussetzung aus 2. (| Gtyzv (x) |≤
h(t, x, y, z) ∈ L1
lo
(R4) )∀v zu zeigen.
Zun

ahst zeigen wir (i):
x¯∫
E2(t, x, y, z) dx =
x¯∫ e(1−v2)y¯
( (x´−vt¯)2+(1−v2)ρ2)3/2 dx
=
ey¯
ρ2
(x¯−vt¯)√
(x¯−vt¯)2+(1−v2)ρ2 →
ey¯
ρ2
x¯−t¯
|x¯−t¯|
=
ey¯
ρ2 (θ(x− t)− θ(t− x) )
Auerdem gilt:
|
∫
E2 dx |= e | y |
ρ2
1
(1 +
(1−v2)ρ2
(x¯−vt¯)2 )
1/2
≤ e
ρ2
| y | ∈ L1
lo
(R4)
(denn:
∫ ∫ y¯
ρ2 dy dz =
∫ ∫ ρ sinϕ
ρ2 ρ dρ dϕ)
Also erhalten wir:
lim
v→1
E2(t, x, y, z) = 2eδ(x − t)⊗ y
ρ2
in D′(R4)
(oder kurz geshrieben:
2ey¯
ρ2 δ(x− t) )
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3.2.3 Der Feldts

arkentensor
Fassen wir nun wieder alle Feldst

arkekomponenten zum Feldst

arkentensor
zusammen, so erhalten wir als Ergebnis den ultrarelativistishen Limes des
Coulombfeldes:
lim
v→1F
i¯k¯
(xi¯) =

0 0 −y −z
0 0 −y −z
y y 0 0
z z 0 0

2e
ρ2
δ(x− t)
Im n

ahsten Abshnitt werden wir den Energie-Impuls-Tensor des Coulomb-
feldes und seinen ultrarelativistishen Limes behandeln. F

ur diese Aufgaben-
stellung ist es g

unstiger, Nullkoordinaten zu verwenden. Zum Abshlu dieses
Abshnitts berehnen wir daher den Limes des Feldes in diesen Koordinaten.
Wir f

uhren also folgende Transformation (Koordinatensystem
~I, Koordinaten
ui˜ = (u, v, y, z) durh:
f : x 7→ u := x− t
t 7→ v := x+ t
In diesen Koordinaten nimmt der ultrarelativistishe Limes des Feldst

arken-
tensors des Coulombfeldes folgende Form an (wobei es gleihg

ultig ist, ob die
Koordinatentransformation vor oder nah dem Grenz

ubergang durhgef

uhrt
wird):
lim
v→1F
i˜k˜
(u, v, y, z) =

0 0 0 0
0 0 −y −z
0 y 0 0
0 z 0 0

4e
ρ2
δ(u)
Bemerkung. Die Distribution ω = δ(x − t) ∈ D′(R2) transformiert da-
bei durh Verkn

upfung mit der Inversen der Koordinatentransformation f−1
(Dieomorphismus, siehe Anhang) und geht daher zun

ahst in die Distribu-
tion
̂f−1 ∗ω ∈ D′(R2). Es gilt aber:
〈 ̂f−1 ∗ω,ϕ(u, v)〉 = 〈δ(x − t) ◦ f−1, ϕ(u, v)〉
= 〈δ(x− t), ϕ(f(t, x) ) | det f ′ |〉 = 2 ∫ ϕ(f(t, t) ) dt
= 2
∫
ϕ(0, 2t) dt =
∫
ϕ(0, v) dv
und somit:
̂f−1 ∗ω = δ(u)⊗ 1
Genauer m

uten wir also oben limF = . . . δ(u) ⊗ 1 shreiben, da limF ∈
D′(R4).
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3.3 Der Energie-Impuls-Tensor
Nun wenden wir uns dem Energie-Impuls-Tensor des Coulombfeldes und sei-
nem ultrarelativistishen Limes zu. Allgemein ist der kovariante (symmetri-
she und spurfreie) Energie-Impuls-Tensor Tik eines elektromagnetishen Fel-
des F ik folgendermaen deniert:
4πTik := FilF
l
k − 1
4
ηikFlmF
ml
Die Komponenten des Feldst

arkentensors gehen also quadratish in den
Energie-Impuls-Tensor ein.
Da die Multiplikation von Distributionen niht deniert ist, k

onnen wir den
ultrarelativistishen Energie-Impuls-Tensor des Coulombfeldes niht einfah
durh Einsetzen des Limes des Feldst

arkentensors in obige Formel bereh-
nen. Versuht man dies trotzdem, so erkennt man, da im Sinne der Distri-
butionentheorie niht denierte Terme entstehen. Da der Feldst

arkentensor
im Limes Komponenten beinhaltet, die proprtional zur δ-Distibution sind,
treten im so berehneten Energie-Impuls-Tensor formal Quadrate von δ auf
(in den gew

ahlten Nullkoordinaten nur die Tuu = T0˜0˜-Komponente), die aber
im Rahmen der 'klassishen' Distributionentheorie niht denierbar sind.
Wir shlagen daher einen anderen Weg ein und berehnen den Energie-
Impuls-Tensor des Coulombfeldes und f

uhren den Boost durh. So erhalten
wir f

ur die Komponenten des Energie-Impuls-Tensors, wie shon fr

uher f

ur
die Komponenten des Feldtensors, durh die Boostgeshwindigkeit v para-
metrisierte Funktionenfolgen. Dann betrahten wir den Limes dieser Funk-
tionenfolgen f

ur v → 1.
3.3.1 Der Energie-Impuls-Tensor des Coulombfeldes
Zur Berehnung des Energie-Impuls-Tensors des Coulombfeldes aus dem kon-
travarianten Feldst

arketensor shreiben wir:
4πTik = ηirηlsηktF
rsF lt − 14ηikηlrηmtF rtFml
= ηiiηllηkkF
ilF lk − 14ηikηllηmmF lmFml
Der zweite Term l

at sih wie folgt umformen:
1
4ηikηllηmmF
lmFml = 14ηik(η00ηmmF
0mFm0 + ηllη00F
l0F 0l)
−12ηikηααF 0αF 0α = −12ηik e
2
r6x
αxαηαα =
1
2ηik
e2
r4
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Damit ergeben sih die Komponeneten des Energie-Impuls-Tensors zu:
4πT00 = η00ηααη00F
0αFα0 − 12ηik e
2
r4
= − e2r6 ηααxαxα − 12ηik e
2
r4
=
e2
r4
− 12 e
2
r4
=
e2
2r4
4πT0α = 0 (α = 1, 2, 3)
4πTαβ = ηααηllηββF
αlF lβ − 12ηαβ e
2
r4
= ηααη00ηββF
α0F 0β + 12δαβ
e2
r4
= − e2
r6
xαxβ + δαβ
e2
r6
xαxα
Somit erhalten wir also insgesamt f

ur den Energie-Impuls-Tensor des Cou-
lombfeldes:
4πTik =
e2
2r6

r2 0 0 0
0 −x2 + y2 + z2 −2xy −2xz
0 −2xy x2 − y2 + z2 −2yz
0 −2xz −2yz x2 + y2 − z2

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3.3.2 Der Boost des Energie-Impuls-Tensors
Bei Durhf

uhrung des Boostes transformiert sih der (kovariante) Energie-
Impuls-Tensor kontragredient zum (kontravarianten) Feldtensor; es gilt:
Ti¯k¯(x
i¯
) = Li
lLk
mTlm(x
i
)
wobei: LikLi
j
= δk
j
= Lk
iLji
Daraus erh

alt man f

ur den Energie-Impuls-Tensor des geboosteten Coulomb-
feldes:
4πTi¯k¯(x
i¯
) =
e2(1−v2)2
((x¯−vt¯)2+(1−v2)ρ2)3

1
2
((x¯− vt¯)2+ −vρ2 (x¯− vt¯)vy¯ (x¯− vt¯)vz¯
+(1 + v2)ρ2)
−vρ2 − 1
2
((x¯− vt¯)2− −(x¯− vt¯)y¯ −(x¯− vt¯)z¯
−(1 + v2)ρ2)
(x¯− vt¯)vy¯ −(x¯− vt¯)y¯ 1
2
((x¯− vt¯)2+ −(1− v2)y¯z¯
+(1− v2)(z¯2 − y¯2))
(x¯− vt¯)vz¯ −(x¯− vt¯)z¯ −(1− v2)y¯z¯ 1
2
((x¯− vt¯)2+
+(1− v2)(y¯2 − z¯2))

Wie bereits angedeutet, ist es g

unstig nun zu Nullkordinaten

uberzugehen,
da der durh formales Einsetzen des ultrarelativistishen Feldes gewonnene
Energie-Impuls-Tensor in diesen Koordinaten nur in der T0˜0˜-Komponente
ein undeniertes Produkt δ2(u) beinhaltet. Wir f

uhren also wiederum die
folgende Koordinatentransformation durh:
f : x 7→ u := x− t
t 7→ v := x+ t
Der Energie-Impuls-Tensor transformiert wieder kontragredient, diesmal mit
der Matrix
 1 −1 0 01 1 0 0
0 0 1 0
0 0 0 1

und berehnet sih zu:
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4πTi˜k˜ =
e2(1−v2)2
2((x¯−vt¯)2+(1−v2)ρ2)3

1
2
(1 + v)2ρ2 1
2
(x¯− vt¯)2 (1 + v)(x¯− vt¯)y¯ (1 + v)(x¯− vt¯)z¯
1
2
(x¯− vt¯)2 1
2
(1− v)2ρ2 −(1− v)(x¯− vt¯)y¯ −(1− v)(x¯− vt¯)z¯
(1 + v)(x¯− vt¯)y¯ −(1− v)(x¯− vt¯)y¯ (x¯− vt¯)2+ −2(1− v2)y¯z¯
+(1− v2)(z¯2 − y¯2)
(1 + v)(x¯− vt¯)z¯ −(1− v)(x¯− vt¯)z¯ −2(1− v2)y¯z¯ (x¯− vt¯)2+
+(1− v2)(y¯2 − z¯2)

3.3.3 Der ultrarelativistishe Limes des Energie-Impuls-Tensors
Analog zum Feldtensor kann f

ur alle Punkte, die niht auf der Hyperebene
x = t liegen, der punktweise Limes v → 1 leiht ermittelt werden. Der
Z

ahler und der zweite Term im Nenner der Komponenten des Energie-Impuls-
Tensors gehen jeweils gegen 0, der erste Term im Nenner bleibt aber wiederum
f

ur x 6= t endlih. Es gilt also:
lim
v→1Ti˜k˜ = 0 ∀x
i¯
= (
t, x, y, z) wo: x 6= t (punktweise)
d. h. ∀xi˜ = (u, v, y, z) wo: u 6= 0
F

ur die Punkte x = t ist wiederum eine genauere Betrahtung notwendig.
Generell bemerken wir, da die Funktionenfolgen (Ti˜k˜)v niht in L
1
lo
(R4)
liegen. Dies liegt daran, da durh das Quadrieren die 1/ρ-Potenzen, die
im Feldtensor noh beherrshbar waren, nun zu stark anwahsen (1/ρn 6∈
L1
lo
(R2) f

ur n > 1 und z. B. y/ρn 6∈ L1
lo
(R2) f

ur n > 2). Wenn wir also dis-
tributionelle Limiten betrahten wollen, m

ussen wir uns mit D′(
) begn

ugen,
wobei die Grundmenge auf 
 := R4 \ {ρ = 0} eizushr

anken ist.
Zun

ahst betrahten wir die punktweisen Limiten. Da der Faktor 4π aus der
Denition des Energie-Impuls-Tensors f

ur unsere Rehnungen v

ollig unerheb-
lih ist, ignorieren wir ihn im Folgenden.
Behauptung 3.5 F

ur die punktweisen Limiten auf der Hyperebene x = t
gilt:
1. lim
v→1,x¯=t¯
T0˜1˜ = limT1˜1˜ = limT1˜2˜ = limT1˜3˜ = 0
2. lim
v→1,x¯=t¯
T0˜2˜ = limT0˜3˜ = limT2˜2˜ = limT2˜3˜ = limT3˜3˜ = endlih
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3. lim
v→1,x¯=t¯
T0˜0˜ = divergent
T0˜1˜(t = x, y, z) =
e2(1−v)4(1+v)2x¯2
4(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → 0
T1˜1˜(t = x, y, z) =
e2(1−v)4(1+v)2ρ2
4(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → 0
T1˜2˜(t = x, y, z) =
−e2(1−v)4(1+v)2x¯y¯
2(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → 0
T1˜3˜(t = x, y, z) = analog T1˜2˜ → 0
T0˜2˜(t = x, y, z) =
e2(1−v)3(1+v)3 x¯y¯
2(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → e
2x¯y¯
2ρ6
T0˜3˜(t = x, y, z) = analog zu T0˜2˜ → e
2x¯z¯
2ρ6
T2˜2˜(t = x, y, z) =
e2(1−v)4(1+v)2x¯2
2(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → 0
+
e2(1−v)3(1+v)3(z¯2−y¯2)
2(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → e
2(z¯2−y¯2)
2ρ6
T2˜3˜(t = x, y, z) =
e2(1−v)3(1+v)3 y¯z¯
(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → e
2y¯z¯
ρ6
T3˜3˜(t = x, y, z) = analog zu T2˜2˜ → e
2(y¯2−z¯2)
2ρ6
T0˜0˜(t = x, y, z) =
e2(1−v)2(1+v)4ρ2
4(1−v)3(x¯2(1−v)+(1+v)ρ2)3 → ∞
Nun wenden wir uns dem Limes in D′(
) zu:
Behauptung 3.6 Alle Komponenten des Energie-Impuls-Tensors, mit Aus-
nahme der T0˜0˜-Komponente, vershwinden im ultrarelativistishen Limes in
D′(
).
Wir betrahten zun

ahst nur die Komponenten T0˜1˜, T1˜1˜, T1˜2˜, T1˜3˜, T2˜2˜, T2˜3˜
und T3˜3˜ und fuhren 1-Norm-Abshatzungen, analog zur Abshatzung von
E1
im vorigen Abshnitt durh; das heit f

ur die Funktionenfolge fv berehnen
wir ‖fv(x)‖1, die 1-Norm in nur einer Variablen (hier: x) und verwenden dann
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folgende Absh

atzung (ϕ ∈ D(
) ):
| 〈Ffv , ϕ〉 | = |
∫ ∫ ∫ ∫
︸ ︷︷ ︸
tr(ϕ)
fv(t, x, y, z)ϕ(t, x, y, z) dt dx dy dz |
≤ ‖ϕ‖∞
∫ ∫ ∫
︸ ︷︷ ︸
tr(ϕ)
[
∞∫
−∞
| fv | dx℄
︸ ︷︷ ︸
‖fv(x)‖1
dt dy dz
Ist ‖fv(x)‖ dann in den restlihen Variablen uber den Trager der Testfunktion
ϕ integrierbar und konvergiert das Integral (punktweise in C) gegen Null,
dann vershwindet limFfv in D′(
).
O.B.d.A. k

onnen wir f

ur ϕ(t, x, y, z) = ϕ(t, x, ρ, φ) ∈ D(
 = R4 \ {ρ =
0}) (wobei ρ, φ Polarkoordinaten sind) folgenden Tr

ager annehmen:
t, x ∈
[−N,N ℄, φ ∈ [0, 2π℄ und ρ ∈ [r0, r1℄ wobei 0 < r0.
Der

Ubersihtlihkeit wegen verwenden wir folgende Abk

urzung: [ ℄ := (x−
vt)2 + (1− v2)ρ2
• limv→1 T0˜1˜ = lim e
2(1−v2)2(x¯−vt¯)2
4 [ ]3
‖T0˜1˜(x)‖1 =
∞∫
−∞
| T01 dx | = e
2(1−v2)2
4
∞∫
−∞
(x¯−vt¯)2
[ ]3 dx
=
e2(1−v2)2
4
{
− (x¯−vt¯)4 [ ]2 + (x¯−vt¯)8(1−v2)ρ2[ ]
+
1
8(1−v2)3/2ρ3 artan
(
x¯−vt¯√
1−v2ρ
)}∞
−∞
= 0 + 0 +
e2π
√
1−v2
32 ρ3
Und weiters:∫ ∫ ∫
︸ ︷︷ ︸
tr(ϕ)
‖T0˜1˜(x)‖1 dx dy dz = e
2π
32
√
1− v2
r1∫
r0
2π∫
0
N∫
−N
1
ρ3 ρ dρ dφ d
t
=
e2π
32
√
1− v2 −t¯φρ |r1r0 |2π0 |N−N
=
e2π2N
8
(
1
r0
− 1r1
)√
1− v2 → 0
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• limv→1 T1˜1˜ = lim e
2(1−v2)2(1−v)2ρ2
4 [ ]3
‖T0˜1˜(x)‖1 = e
2(1−v)4(1+v)2ρ2
4
∫ ∞
−∞
dx/[ ℄3︸ ︷︷ ︸
3π/(8(1−v2)5/2ρ5)
=
3πe2(1−v)3/2
32ρ3
√
1+v
Also: ‖T1˜1˜(x)‖1 → 0 und die restlihe Integration liefert wiederum nur
zus

atzlihe Konstanten.
• limv→1 T1˜2˜ = lim −e
2(1−v2)2(1−v)(x¯−vt¯)y¯
2 [ ]3
‖T1˜2˜(x)‖1 = e
2(1−v) |y¯|
4 ρ4
→ 0 und Int. liefert nur Konstanten
• limv→1 T1˜3˜ analog zu T1˜2˜
• limv→1 T2˜2˜ = lim
(
2T0˜1˜︸ ︷︷ ︸
→0∈D′
+
−e2(1− v2)2(1− v2)(z2 − y2)
2 [ ℄
3︸ ︷︷ ︸
‖...‖1= 3pie2(z¯2−y¯2)
16 ρ5
√
1−v2
)
Also geht die 1-Norm des 2.Terms in x gegen 0 und die Integration ist
wieder harmlos. Daher erhalten wir insgesamt: limT2˜2˜ = 0 ∈ D′(
)
• limv→1 T2˜3˜ = lim −e
2(1−v2)3y¯z¯
[ ]3
‖T2˜3˜(x)‖1 = 3πe
2 |y¯z¯|
8 ρ5
√
1− v2
→ 0 und Int. liefert nur Konstanten
• limv→1 T1˜2˜ analog zu T2˜2˜
• Von den verbleibenden Komponenten (T0˜2˜) und (T0˜3˜) behandeln wir
nur (T0˜2˜) (die andere vollig analog).
Hier f

uhrt die ‖ ‖1-Abshatzung niht zum Ziel; sie ist zu grob:
‖(T0˜2˜(x))‖1 = e
2(1+v)|y¯|
4ρ4 6→ 0
Wir m

ussen daher anders vorgehen und verwenden eine Variante des
Satzes 3.1. Wir zeigen, da die Stammfunktion in x von T0˜2˜ punktweise
fast

uberall gegen 0 geht und geben eine L1
lo
(
)-Absh

atzung wie im
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Satz. Dann konvergiert T0˜2˜ in D′(
) gegen 0.
Zun

ahst gilt:∫ x¯ T0˜2˜(t, x, y, z) dx = e2(1−v2)2(1+v)y¯2 ∫ (x´−vt¯) dx´[ ]3
=
−e2(1−v2)2(1+v)y¯
8 [ ]2
→ 0 auer auf x = t
Auerdem erhalten wir die Absh

atzung:
| ∫ x¯(T0˜2˜)(t, x, y, z) dx | = e2(1−v2)2(1+v)|y¯|8 1(1−v2)2ρ4 (1+ (x¯−vt¯)2
(1−v2)ρ2
)2
≤ e2|y¯|
4ρ4
∈ L1
lo
(
)∀v
Behauptung 3.7 T0˜0˜ hat in D′(
) keinen Limes.
Wir brauhen nur zu zeigen, da ein ϕ ∈ D(
) existiert mit: 〈T0˜0˜, ϕ〉 → ∞.
Wir w

ahlen ϕ = 1/ρ2 auf x, t ∈ [−N,N ℄, φ ∈ [0, 2π℄ und ρ ∈ [r0, r1℄ (wobei
0 < r0), und ,,auen " glatt gegen Null, dann gilt:
〈FT0˜0˜ , ϕ〉 =
∫ ∫ ∫ ∫
︸ ︷︷ ︸
R4
T0˜0˜(t, x, ρ, φ)ϕ(t, x, ρ, φ) dt dx ρdρ dφ
≥ e2(1+v)2 (1−v2)24
N∫
−N
N∫
−N
[
2π∫
0
r1∫
r0
ρ2
[ ℄
3
1
ρ2
ρdρ dφ ℄
︸ ︷︷ ︸
−2π/(4(1−v2)[ ]2) |r1r0
dx dt
=
−e2π(1+v)2(1−v2)
8
N∫
−N
[
N∫
−N
1
[ ℄
2
|r1r0 dx ℄︸ ︷︷ ︸
x¯−vt¯
2(1−v2)ρ2[ ] |r1,Nr0,−N
+
arctan
(
x¯−vt¯√
1−v2ρ
)
2(1−v2)3/2ρ3 |
r1,N
r0,−N
dt
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=
−e2π(1+v)2
16 ρ2
N∫
−N
(x− vt)
[ ℄
|r1,Nr0,−N dt︸ ︷︷ ︸
−(1/2v) ln( [ ] )
− e2π(1+v)2
16
√
1−v2ρ3
N∫
−N
artan
(
x− vt√
1− v2ρ
)r1,N
r0,−N
dt
︸ ︷︷ ︸
−(1/v)(x− vt) artan x¯−vt¯√
1−v2ρ
+(
√
1− v2ρ)/(2v) ln(1 + (x¯−vt¯)2(1−v2)ρ2 )
=
e2π(1+v2)
32 v ρ2 ln( [ ℄ ) |r1,N,Nr0,−N,−N
+
e2π(1+v)2(x¯−vt¯)
16 v ρ3
√
1−v2 artan
x¯−vt¯√
1−v2ρ |
r1,N,N
r0,−N,−N
− e2π(1+v)2
32 v ρ2
ln
(
1 +
(x¯−vt¯)2
(1−v2)ρ2
)
|r1,N,Nr0,−N,−N
F

ur v → 1 divergiert der 1.Term und somit: 6 ∃ lim
v→1T0˜0˜ ∈ D
′
(
)
Fassen wir nun alles zusammen, so erhalten wir f

ur den ultrarelativistishen
Limes des Energie-Impuls-Tensors des Coulombfeldes in Nullkoordinaten:
lim
v→1Ti˜k˜ =

6 ∃ 0 0 0
0 . . . . . . 0
.
.
.
.
.
.
0 . . . . . . 0
 in D
′
(
)
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3.4 Diskussion des Ergebnisses
Obiges Ergebnis ist zun

ahst niht verwunderlih, denn berehnet man formal
den Energie-Impuls-Tensor aus dem ultrarelativistishen Feldst

arketensor, so
ergibt sih:
Ti˜k˜ ( limF
i˜k˜
) =

1 0 0 0
0 . . . . . . 0
.
.
.
.
.
.
0 . . . . . . 0
 4e
2
ρ
,, δ2 "(u)
Auf den ersten Blik f

allt also an dem Ergebnis auf, da oensihtlih in die-
sem Falle die Limesbildung mit der ,,Multiplikation" (d. h. Berehnung des
Energie-Impuls-Tensors - ist aber als Multiplikation in D′ niht deniert) ver-
tausht. Das Auftreten der undenierten Gr

oe δ2 spiegelt die Nihtexistenz
des Limes der T0˜0˜-Komponente in D′(
) wieder.
Die ,,Kommutativit

at" von Limesbildung und ,,Multiplikation" ist aber ,,zu-
f

allig". Wir werden im n

ahsten Kapitel sehen, da Funktionenfolgen fv ∈
L1loc existieren mit fv → 0 ∈ D′, aber f2v → δ ∈ D′. Vergleihe dazu auh
Satz 2.22.
Es ist also der ultrarelativistishe Limes des Energie-Impuls-Tensors des Cou-
lombfeldes im Rahmen der klassishen Distributionentheorie teilweise niht
berehenbar bzw. niht einmal formulierbar.
Im letzen Abshnitt dieses Kapitels diskutieren wir die Situation aus dem
Blikwinkel der Colombeaushen Theorie.
3.4.1 Aus der Siht der Colombeau-Theorie
Als erster Shritt ist es notwendig, die Funktionenfolgen (F ik v)v in die
Colombau-Algebra G(
) einzubetten, um dann den Energie-Impuls-Tensor
in G zu berehnen. (Wir verwenden hier diese mathematishere Shreibweise
f

ur (verallgemeinerte) Folgen von Funktionen und shreiben (fv)v, falls wir
nur allgemein eine dieser Folgen 0 < v < 1 meinen.) Da in der Algebra G kei-
ne Topologie zur Verf

ugung steht, um Grenz

uberg

ange durhzuf

uhren (siehe
Abshnitt 2.6), ist die einzige sinnvolle M

oglihkeit der Einbettung die, eine
ganze Folge (z. B. (F 02v )v) als eine Colombeau-Funktion (uǫ)ǫ einzubetten.
Nur so k

onnen wir die ganze Information des unterrelativistishen Falles in G

ubersetzen. Einbettungen von einzelnen Funktionen mittels Mollier werden
hier der Situation niht gereht.
Aber diese angestrebte ,,Einbettung" (im strengen mathematishen Sinne kei-
ne Einbettung, da niht injektiv), d. h. die Quotientenabbildung
C∞(
)I → G(
)
(fv)v 7→ (fv(ǫ))ǫ +N (
)
3 BOOST UND LIMES DES COULOMBFELDES 67
ist nur f

ur glatte Funktionenfolgen deniert. Im Nenner aller in der Rehnung
vorkommenden Folgen tritt aber der Term (x − vt)2 + (1 − v2)ρ2 auf. Das
hat zur Folge, da jedes einzelne fv auf {x = vt} × {ρ = 0} niht deniert
ist. Um also die gew

unshte ,,Einbettung" zu erhalten, m

ussen wir den De-
nitionsbereih weiter einshr

anken; n

amlih auf
~

 := R4 \ {x = vt (0 < v <
1) ∧ ρ = 0 }.
Nun setzten wir v(ǫ) = 1− ǫ und erhalten, da die Wahstumsbeshr

ankungen
f

ur ǫ → 0 erf

ullt sind (G(~
) = EM(~
) /N (~
) ! ), die gewunshte ,,Einbet-
tung":
(fv)v 7→ (fv(ǫ))ǫ +N (~
) ∈ G(~
)
Wir k

onnen die gesamte Situation in folgendem Diagramm darstellen:
L1loc(
~

) →֒ D′(~
)
fv 7→ Ffv limFfv
↓ ιΩ˜ ↓
C∞(~
)I → G(~
)
(fv)v 7→ (fv(ǫ))ǫ +N (~
); ιΩ˜(limFfv)
Bisher haben wir einzelne Funktionen (fv) ∈ L1loc (trivial) in D′ eingebettet
und distributionelle Limiten berehnet. Der Colombeaushe Zugange erfor-
dert es jedoh, ganze Funktionenfolgen (fv)v ∈ (C∞)I als eine Colombeau-
Funktion (fv(ǫ))ǫ +N mittels der Quotientenabbildung ,,einzubetten".
Andererseits kann der distributionelle Limes limFfv mittels ιΩ˜ (d. h. im we-
sentlihen Faltung mit einem Mollier ρǫ, die χj werden hier vernahlassigt)
in die Colombeau-Algebra eingebettet werden. Diese Einbettung ist jedoh
von der Wahl des Molliers abh

angig und beinhaltet damit eine groe unphy-
sikalishe Freiheit, eben in der Auswahl des konkreten ρ ∈ S(R4). (Um diese
Freiheit durh physikalishe Argumentation einzushr

anken, k

onnte man z.
B. f

ur
E2 fordern: ( E2 v(ǫ))ǫ + N (~
) = ιΩ˜(limFE¯2) = (limFE¯2 ∗ ρǫ)ǫ. Es ist
mir jedoh niht bekannt, ob ein ρ ∈ S(R4) mit den Eigenshaften eines
Molliers existiert, das diese Forderung erf

ullt.)
Nahdem wir also alle (F ikv )v erfolgreih als (F
ik
v(ǫ))ǫ + N (~
) in G(~
) ein-
gebettet haben, k

onnen wir in der Colombeau-Algebra den Energie-Impuls-
Tensor berehnen. (Die Multiplikation in G(~
) ist komponentenweise de-
niert.) Allerdings k

onnen wir in G(~
) weder lim(F ikv(ǫ))ǫ noh lim(Tik v(ǫ))ǫ
berehnen. Als ,,Ersatz" daf

ur steht uns in der Colombeau-Algebra das Kon-
zept der Assoziation zur Verf

ugung.

Ubersetzen wir unsere Rehnungen in die Sprahe der Colombeau-Algebra,
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so haben wir nah Abshnitt 3.2.3 in G(~
):
F i˜k˜ = (F i˜k˜v(ǫ))ǫ +N (~
) ≈

0 0 0 0
0 0 −y −z
0 y 0 0
0 z 0 0
 4eρ2 δ(u) ∀~i, ~k
Und ebenso gilt nah Abshnitt 3.3.2 in G(~
):
Ti˜k˜ = (Ti˜k˜ v(ǫ))ǫ +N (~
) ≈ 0 ∀ (~i, ~k) 6= (0, 0)
T0˜0˜ = (T0˜0˜ v(ǫ))ǫ +N (~
) = −(1/4)
(
(F 1˜2˜v(ǫ))
2
+ (F 1˜3˜v(ǫ))
2
)
ǫ
T0˜0˜ besitzt keine assoziierte Distribution. Bei der Berehnung der T0˜0˜-
Komponente fallen wir also aus der Menge der Colombeau-Funktionen mit
assoziierter Distribution heraus. Shematish k

onnen wir die Situation in fol-
gendem Diagramm darstellen:
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Die Colombeau-Funktionen, die selbst shon

Aquivalenzklassen (uǫ)ǫ+N (~
)
sind, werden durh die Assoziation zu gr

oeren Klassen zusammengefat
(,,gr

oberes Hinshauen"). Diese gr

oeren Klassen k

onnen (m

ussen jedoh
i. a. niht) ein Element ιΩ˜(ω) fur ein ω ∈ D′(~
) enthalten. Daher kann (aber
mu i. a. niht) eine Colombeau-Funktion eine assoziierte Distribution (einen
distributionellen Shatten) besitzen.
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Wir haben also folgendes gezeigt:
1. Alle Komponenten des Feldtensors besitzen entweder 0 oder δ als dis-
tributionellen Shatten.
2. Alle Komponenten des Energie-Impuls-Tensors (diese sind ja Produkte,
die aus den Komponenten des Feldtensors gebildet werden), mit Aus-
nahme der T0˜0˜-Komponente, besitzen 0 als distributionellen Shatten.
Das mu a priori niht so sein, da die Assoziation niht mit der Multi-
plikation in G vertr

aglih ist (siehe 2.21)!
3. Die T0˜0˜-Komponente hingegen ist zu keiner Distribution assoziiert (T0˜0˜
ist ein Vampir). Das bedeutet, da
(T0˜0˜ v(ǫ))ǫ = −(1/4)
(
(F 1˜2˜v(ǫ))
2
+ (F 1˜3˜v(ǫ))
2
)
ǫ
zwar in G(~
) existiert, aber ein Objekt ist, das nur in der Colombeau-
Algebra Sinn maht.
Zusammengefat kann man also sagen, da der groe Vorteil der Colombeau-
Theorie darin liegt, da sie einen Rahmen zur Verf

ugung stellt, in dem die
vorkommenden Objekte (die Komponenten des ultrarelativistishen Energie-
Impuls-Tensors, insbesondere die T0˜0˜-Komponente) deniert sind; man kann
also ,,

uber die Dinge reden". Des weiteren kann man in der Colombeau-
Algebra mit den Tik eine groe Klasse nihtlinearer Operationen ausfuhren
und sogar partielle Dierentialgleihungen betrahten. Dabei ist es durhaus
m

oglih, da das Ergebnis einer Rehnung eine Coulombeau-Funktion mit
distributionellem Shatten ist; man also nah dem Ausf

uhren nihtlinearer
Manipulationen in G wieder auf Distributionenniveau zur

ukkehren kann.
Die Colombeau-Theorie beantwortet aber niht die Frage: ,, Was ist δ2 ?"
δ2 besitzt keine assoziierte Distribution (siehe Abshnitt 2.6) und ist deshalb
ein Objekt, das ausshlielih innerhalb der Colombeau-Algebra ,,lebt"; δ2
kann in sinnvoller Weise kein distributionelles Objekt zugeordnet werden.
Auerdem ist in der Colombeau-Algebra die ,,konkrete" Gestalt von δ2 von
der Einbettung ι : D′ → G, also von der Wahl des Molliers ρ abh

angig.
Da wir hier keinen physikalish motivierten Mollier zur Verf

ugung haben,
k

onnen wir auh niht die Frage beantworten, ob T0˜0˜ zu δ
2
assoziiert ist.
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4 Boost und ultrarelativistisher Limes der Reiss-
ner-Nordstrm L

osung
4.1 Boost und Limes der Geometrie
Die Reissner-Nordstrm Metrik beshreibt das Gravitationsfeld eines Punkt-
teilhens der Masse m und der elektrishen Ladung e und lautet in Shwarz-
shild-Koordinaten:
ds2 = (1− 2m
r
+
e2
r2
) dt2 − (1− 2m
r
+
e2
r2
)
−1 dr2 − r2d
2
wobei: d
2 = dϑ2 + sin2 ϑ dϕ2
F

ur die Durhf

uhrung des Boostes ist es jedoh g

unstiger, isotrope Koor-
dinaten (ds2 = g00dt
2 − g11(dr2 + r2d
2)) zu verwenden. Wir fuhren daher
folgende Transformation der radialen Koordinate durh: r = r (1+mr¯ +
m2−e2
4r¯2 )
Und erhalten:
ds2 = (1− 2m
r(r)
+
e2
r2(r)
) dt2 − (1 + m
r
+
m2 − e2
4r2
)
2
(dr2 + r2d
2)
Nun f

uhren wir zur radialen Koordinate r geh

orende, asymptotishe kartesi-
she Koordinaten xm = (t, x, y, z) ein (r2 = x2 + y2 + z2) und wenden eine
geshwindigkeitsabh

angige Lorentztransformation in x-Rihtung (Boost) be-
z

uglih dieser neuen Koordinaten an:
t 7→ t = γ(t+ vx)
x 7→ x = γ(x+ vt)
y 7→ y = y
z 7→ z = z
In den neuen Koordinaten xm´ = (t, x, y, z) nimmt die Metrik folgende Gestalt
an:
ds2 = (1− 2mr(r¯) + e
2
r2(r¯)) γ
2
(dt− vdx)2
−(1 + mr¯ + m
2−e2
4r¯2 )
2
(γ2(dx− vdt)2 + dy2 + dz2)
= g00(r) γ
2
(dt− vdx)2 − g11(r) (γ2(dx− vdt)2 + dy2 + dz2)
mit: g00(r) = (1− 2mr(r¯) + e
2
r2(r¯)) g11(r) = (1 +
m
r¯ +
m2−e2
4r¯2 )
2
und: r2(xm´) = γ2(x− vt)2 + y2 + z2
Nun k

onnen wir darangehen, den ultrarelativistishen Limes (v → 1) durh-
zuf

uhren; dabei setzen wir:
m = p
√
1− v2 = pγ
e2 = p2e
√
1− v2 = p2eγ
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wobei die Momente p und pe beim Limes v → 1 konstant gehalten werden.
Die Reskalierung der Masse verhindert, da die Energie des Teilhens im
Limes v → 1 wegen der endlihe Ruhmasse m divergiert. Wir halten also die
totale Energie p des Teilhens konstant w

ahrend die Ruhmasse gegen 0 geht
(siehe Aihelburg und Sexl [11℄ ).
Die Reskalierung der Ladung wird analog dazu vorgenommen, ist aber phy-
sikalish niht so gut motiviert, wie die der Masse (Lousto , Sanhez [14℄ ).
Die Rehnung zeigt, da gerade diese Reskalierung (Ladung um den Faktor
(1 − v2)1/4 langsamer gegen 0 als die Masse) das Konvergieren der Funk-
tionenfolgen in D′ garantiert!
Unter Verwendung der Identit

at: γ2(dt− vdx)2 − dt2 + dx2 = γ2(dx− vdt)2
shreibt sih die Metrik:
ds2 = γ2(g00(r)− g11(r)) (dt− vdx)2 + g11(r) (dt2 − dx2 − dy2 − dz2)
Um den Limes durhzuf

uhren berehnen wir zun

ahst den KoeÆzienten von
γ2. Es gilt:
g00(r) = 1− 2mr(r¯) + e
2
r2(r¯)
= 1− 2m
(1+m
2−e2
4r¯2
+m
r¯
)r¯
+
e2
(1+m
2−e2
4r¯2
+m
r¯
)2r¯2
=
(e2−m2+4r¯2)2
(e2−m2−4mr¯−4r¯2)2 =
4r¯4(1+ e
2−m2
4r¯2
)2
4r¯4( (1+m
2r¯
)2− e2
4r¯2
)2
= (1 +
e2−m2
4r¯2
)
2
(1 +
m
r¯ +
m2−e2
4r¯2
)
−2
=: AB
Nun entwiklen wir B in eine Binominalreihe. Da wir nur am Limes v → 1
interessiert sind, behalten wir nur alle in (1−v) relevanten Terme und brehen
die Reihe nah der Ordnung 1/r3 ab. So erhalten wir:
B = (1 + mr¯ +
m2−e2
4r¯2 )
−2
=: (1 +X)−2
(1 +X)−2 = 1− 2X + 3X2 − 4X3 + . . .
(1 +
m
r¯ +
m2−e2
4r¯2 )
−2
= 1− (2mr¯ + 2(m
2−e2)
4r¯2 )
+3 (
m2
r¯2 +
2m(m2−e2)
4r¯3 +O(1/r
4
))
−4 (m3r¯3 +O(1/r4))
= 1− 2mr¯ + e
2
2r¯2 +
5m2
2r¯2 − 5m
3
2r¯3 − 3me
2
2r¯3 +O(1/r
4
)
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Und mit A = (1 + e
2−m2
4r¯2
)
2
= 1 +
e2−m2
2r¯2
+O(1/r4) erhalten wir:
g00(r) = BA = 1− 2m
r
+
e2
r2
+
2m2
r2
− 3m
2
2r3
− 5e
2m
2r3
+ O(1/r4)
Berehnen wir noh den r

aumlihenMetrikkoeÆzienten bis zur Ordnung 1/r4:
g11(r) = (1 +
m
r¯ +
m2−e2
4r¯2 )
2
= 1 +
2m
r¯ − e
2
2r¯2 +
3m2
2r¯2 +
m3
2r¯3 − me
2
2r¯3 +O(1/r
4
)
so erhalten wir shluendlih f

ur den KoeÆzienten von γ2:
g00(r)− g11(r) = −4m
r
+
3e2
2r2
+
m2
2r2
− 2e
2m
r3
+
2m3
r3
+ O(1/r4)
Nun k

onnen den ultrarelativistishen Limes f

ur diese f

unf Terme ermitteln
und beginnen mit der Berehnung der punktweisen Limiten.
Behauptung 4.1 F

ur die Punkte x 6= t gilt:
• limv→1 γ2 4mr¯ = 4p|x´−t´|
• Die anderen Terme vershwinden im Limes v → 1.
Auf der Hyperebene x = t gilt:
• limv→1 γ2 4mr¯ und limv→1 γ2 3e
2
2r¯2 divergieren
• limv→1 γ2m22r¯2 und limv→1 γ2 2e
2m
r¯3 endlih
• limv→1 γ2 2m3r¯3 = 0
Der

Ubersihtlihkeit wegen verwenden wir die Abk

urzungen:
[ ℄ := (x− vt) + (1− v2)ρ2
{ } := x2(1− v) + (1 + v)ρ2
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γ2mr¯ =
p
[ ]1/2
→ p|x´−t´| x 6= t
=
p√
1−v { }1/2 → ∞ x = t
γ2 e
2
r¯2 =
p2e
√
1−v2
[ ] → 0 x 6= t
=
p2e
√
1−v2
(1−v) { } → ∞ x = t
γ2m
2
r¯2 =
p2(1−v2)
[ ] → 0 x 6= t
=
p2(1−v2)
(1−v) { } → p
2
ρ2 x =
t
γ2 e
2m
r¯3
=
pp2e(1−v2)3/2
[ ]3/2
→ 0 x 6= t
=
pp2e(1−v2)3/2
(1−v)3/2 { }3/2 →
pp2e
ρ3 x =
t
γ2m
3
r¯3 =
p3(1−v2)2
[ ]3/2
→ 0 x 6= t
=
p3(1−v2)2
(1−v)3/2 { }3/2 → 0 x = t
Als n

ahsten Shritt berehnen wir die distributionellen Limiten der f

unf
Terme. Da - analog zum Energie-Impuls-Tensor des Coulombfeldes - zu hohe
Potenzen von 1/ρ auftreten, und daher die betrahteten Funktionenfolgen
niht in L1loc(R
4
) liegen, m

ussen wir die Denitionsmenge auf 
 := R4 \{ρ =
0} beshr

anken und Limiten in D′(
) betrahten.
Wir behandeln die einzelnen Funktionenfolgen getrennt.
Der 1. Term γ2 4mr¯ besitzt direkt keinen Limes in D′(
), aber man kann einen
Term abspalten, der zwar (f

ur x = t) singul

ar ist, aber niht zum Riemann-
Tensor beitr

agt, also f

ur die physikalishe Situation unerheblih ist. Es gilt:
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lim γ2 4mr¯ = lim
{
4p
((x´−vt´)2+(1−v2)ρ2)1/2
}
= lim
{
4p
((x´ − vt´)2 + (1− v2)ρ2)1/2 − ((x´ − vt´)2 + (1− v2))1/2
}
︸ ︷︷ ︸
(1)
+
4p
| t´− x´ |︸ ︷︷ ︸
(2)
(2) ist der singul

are Term, der niht zum Riemann-Tensor beitr

agt; wir wer-
den ihn sp

ater durh eine ebenfalls singul

are Koordinatentransformation zum
vershwinden bringen. Diese Vorgangsweise ist zwar mathematish niht ganz
zufriedenstellend, aber rehtfertigt sih durh physikalishe Argumentation
(die Kr

ummung

andert sih niht). Wir folgen hierbei streng der Argumen-
tation von [11℄ und [14℄.
Nah Abspaltung des singul

aren Terms hat nun (1) einen Limes in D′(
).
Behauptung 4.2 In D′(
) gilt:
lim
v→1
4p
((x´ − vt´)2 + (1− v2)ρ2)1/2 − ((x´ − vt´)2 + (1− v2))1/2 = −4p lnρ
2δ(x´− t´)
Wir verwenden Satz 3.1 und zeigen zun

ahst (i):
x´∫
−∞
(1) (x) dx =
∫ x´
−∞
4p
((x¯−vt´)2+(1−v2)ρ2)1/2−((x¯−vt´)2+(1−v2))1/2 dx
= 4p ln
{
((1−v2)ρ2+(x´−vt´)2)1/2+(x´−vt´)
((1−v2)+(x´−vt´)2)1/2+(x´−vt´)
}
→ 4p ln
{ |x´−t´|+(x´−t´)
|x´−t´|+(x´−t´)
}
= 4p
{
ln 1 = 0 (x− t) > 0
ln ,,
0
0 " (x− t) < 0
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F

ur den Fall (x−t) < 0 m

ussen wir also die Regel von de lHospital verwenden:
d
dv
{
((1−v2)ρ2+(x´−vt´)2)1/2+(x´−vt´)
((1−v2)+(x´−vt´)2)1/2+(x´−vt´)
}
=
(1/2)((1−v2)ρ2+(x´−vt´)2)(−1/2)(−2vρ2−2t´(x´−vt´))−t´
(1/2)((1−v2 )+(x´−vt´)2)(−1/2)(−2v−2t´(x´−vt´))−t´
→ |x´−t´|−1(−ρ2−x´t´+t´2)−t´|x´−t´|−1(−1−x´t´+t´2)−t´ (v → 1)
=
−t´+(x´−t´)−1(ρ2+t´(t´−x´))
−t´+(x´−t´)−1(1+t´(t´−x´))
=
−t´+ ρ2
x´−t´
+t
−t´+ 1
x´−t´
+t
=
ρ2/(x´−t´)
1/(x´−t´) = ρ
2
Also gilt insgesamt (punktweise):
lim
x´∫
−∞
(1) (x) dx =
{
0 (x− t) > 0
4p ln ρ2 (x− t) < 0
}
= 4p ln ρ2θ(t− x)
Auerdem gilt die Absh

atzung: |
x´∫
−∞
(1) (x) dx |≤| ln ρ2 |∈ L1loc(
)∀v
Und so erhalten wir als Ergebnis:
lim
v→1 (1) = −4p ln ρ
2δ(x− t) ∈ D′(
)
Behauptung 4.3 limv→1 32γ
2 e2
r¯2 =
3
2p
2
eρ
−1πδ(x− t) in D′(
)
Zun

ahst formen wir um:
limv→1 γ2 e
2
r¯2 = lim
γp2e
γ2(x´−vt´)2+ρ2
= lim
γ−1p2e
(x´−vt´)2+(1−v2)ρ2
Nun wenden wir wiederum Satz 3.1 an und zeigen zun

ahst die Vorrausset-
zung (i):
Gv :=
∫ x´ γ−1p2e
(x¯−vt´)2+(1−v2)ρ2 dx
= p2eρ
−1
artan
{
x´−vt´√
1−v2ρ
}
limGv = p
2
eρ
−1
{
π
2 (x− t) > 0
−π2 (x− t) < 0
= p2eρ
−1
{
π
2 θ(x− t)− π2 θ(t− x)
}
(punktweise)
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Auerdem gilt: | Gv |≤ p
2
eπ
2ρ ∈ L1
lo
(
)∀v
Durh Ableiten erhalten wir nun das Ergebnis:
lim
3
2
γ2
e2
r2
=
3
2
p2eρ
−1πδ(x− t) ∈ D′(
)
Dieser Term besitzt nur aufgrund der Reskalierung der Ladung einen Limes
in D′(
); ohne Reskalierung w

are er divergent (analog der T0˜0˜-Komponente
des Energie-Impuls-Tensors des Coulombfeldes im ahen Raum).
Behauptung 4.4 limv→1 γ2m
2
2r¯2 = 0 in D′(
)
Diese Behauptung zeigen wir wie shon fr

uher durh eine ‖ ‖1- Abshatzung
(siehe Abshnitt 3.3.2, Behauptung 3.6).
‖γ2m22r¯2 (x)‖1 = (1−v
2)p2
2
∞∫
−∞
dx´
(x´−vt´)2+(1−v2)ρ2
=
(1−v2)p2
2
√
1−v2ρ artan
(
(x´−vt´)√
1−v2ρ
)∞
−∞
=
πp2
2ρ
√
1− v2
→ 0 v → 1, pktw.
Die Integration in den restlihen Variablen

uber kompakte Mengen ⊆ 
 (ty-
pisher Tr

ager von Testfunktionen) liefert nur Konstanten und somit gilt:
lim γ2m
2
2r¯2 = 0 ∈ D′(
)
Behauptung 4.5 limv→1 γ2 2e
2m
r¯3 = 0 in D′(
)
‖γ2 2e2mr¯3 (x)‖1 = 2(1− v2)3/2pp2e
∞∫
−∞
dx´
((x´−vt´)2+(1−v2)ρ2)3/2
= 2(1− v2)3/2pp2e (x´−vt´)
(1−v2)ρ2
√
(x´−vt´)2+(1−v2)ρ2 |
∞−∞
=
2pp2e
ρ2
√
1− v2
→ 0 v → 1, pktw.
Die restlihe Integration ist wieder harmlos und somit vershwindet der Limes
in D′(
).
Auh dieser Term w

urde ohne Reskalierung der Ladung divergieren.
Behauptung 4.6 limv→1 γ2 2m
3
r¯3
= 0 in D′(
)
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Diese Behauptung k

onnen wir mit einer einfaheren Methode zeigen. Die
Funktionenfolge konvergiert punktweise gegen 0 und erf

ullt die Vorraus-
setzungen des Lebesgueshen Satzes

uber dominierte Konvergenz, denn:
| γ2 2m3
r¯3
| = 2(1−v2)2p3
((x´−vt´)2+(1−v2)ρ2)3/2 =
2(1−v2)2p3
(1−v2)3/2ρ3 [1+
(x− vt)2
(1− v2)ρ2︸ ︷︷ ︸
pos.
] 3/2
≤ 2p3ρ3
√
1− v2 ≤ 2p3ρ3 ∈ L1loc(
)∀v
Also strebt auh das Integral von γ2 2m
3
r¯3
auf kompakten Mengen gegen 0, und
somit vershwindet der Limes in D′(
).
Die h

oheren Terme in der Reihenentwiklung beinhalten noh h

ohere Poten-
zen von (1− v) in Z

ahler und somit gehen sie erst reht im Limes gegen Null
(punktweise und in D′(
)).
Nun betrahten wir noh den Limes des KoeÆzienten g11(r), der ja als Faktor
vor dem ahen Anteil der Metrik auftritt. Es gilt:
g11(r) = 1 +
2m
r¯ − e
2
2r¯2
+
3m2
2r¯2
+O(1/r3)
Behauptung 4.7 Im punktweisen Limes gilt: g11(r)→ 1
m
r¯ =
p
γ(γ2(x´−vt´)2+ρ2)1/2 =
(1−v2)p
((x´−vt´)2+(1−v2)ρ2)1/2
→ 0 (v → 1, x 6= t)
=
p(1−v)(1+v)
(x´2(1−v)+(1+v)ρ2)1/2(1−v)1/2 (x = t)
=
p(1−v)1/2(1+v)
(x´2(1−v)+(1+v)ρ2)1/2 → 0 (v → 1)
e2
r¯2 =
p2e(1−v2)3/2
(x´−vt´)2+(1−v2)ρ2 → 0 (v → 1, x 6= t)
=
p2e(1−v)3/2(1+v)3/2
(x´(1−v)+(1+v)ρ2)(1−v) (x = t)
=
p2e(1−v)1/2(1+v)3/2
x´(1−v)+(1+v)ρ2 → 0 (v → 1)
Die h

oheren Ordnungen in der Reihenentwiklung fallen noh st

arker ab.
4 BOOST UND LIMES DER RN-L

OSUNG 78
Behauptung 4.8 Es gilt auh in D′(
): limv→1 g11(r)→ 1
Die beiden im punktweisen Limes vershwindenden Terme erf

ullen jeweils die
Absh

atzung f

ur den Lebesgueshen Satz

uber dominierte Konvergenz.
| mr¯ | = (1−v
2)p√
1−v2ρ [1+ (x´−vt´)2
(1−v2)ρ2
]1/2
≤ pρ ∈ L1loc(
)∀v
| e2r¯2 | ≤ (1−v
2)3/2p2e
(1−v2)ρ2 ≤ p
2
e
ρ2 ∈ L1loc(
)∀v
Fassen wir nun alle Rehnungen zusammen so erhalten wir f

ur den ultrarela-
tivistishen Limes der Reissner-Nordstrm Metrik:
ds2 = γ2(g00(r)− g11(r)) (dt− vdx)2
+g11(r) (dt
2 − dx2 − dy2 − dz2)
lim ds2 = lim
(
γ2(g00(r)− g11(r))
)
(dt− dx)2
+ lim(g11(r)) (dt
2 − dx2 − dy2 − dz2)
= (
−4p
|x´−t´| + 4p ln ρ
2
+
3
2πp
2
eρ
−1
) δ(x− t) (dt− dx)2
+(dt2 − dx2 − dy2 − dz2)
Wie bereits angedeutet, nehmen wir nun eine weitere Transformation der
Metrik vor. Die (selbst singul

are) Transformation bringt den singul

aren, aber
f

ur die Kr

ummung unerheblihen Term 4p/ | t− x | zum vershwinden. Wir
setzen:
x^ := x − 2p ln( | t− x | )
^t := t − 2p ln( | t− x | )
Damit erhalten wir:
dt− dx = d^t− dx^
dt+ dx = d^t+ dx^− 4p|t´−x´| (dt− dx)
Die Metrik transformiert sih zu:
ds2 = (d^t− dx^)2 δ(x^− ^t) (8p ln ρ+ 32π p
2
e
ρ ) + (d
^t2 − dx^2 − dy2 − dz2)
Shlielih f

uhren wir noh Nullkoordinaten ein:
u := x^− ^t
v := x^ + ^t
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So erhalten wir als Endergebnis f

ur den ultrarelativistishen Limes der Reiss-
ner-Nordstrm Metrik in D′(
):
ds2 =
8p ln ρ+ 3
2
pi
p2e
ρ
 δ(u) du2 − dudv − dy2 − dz2
Diese Metrik repr

asentiert das Gravitationsfeld eines geboosteten Punktteil-
hens der Masse m und der elektrishen Ladung e im ultrarelativistishen Li-
mes v → 1 mit festgehaltenen Momenten p bzw. pe und Reskalierungm = p/γ
bzw. e2 = p2e/γ.
Die Metrik geh

ort der Klasse der pp-Wellen an und ist

uberall ah, auer
auf der Nullebene u = 0, die normal auf die Bewegungsrihtung des Teil-
hens steht; dort besitzt sie eine δ-f

ormige Prolfunktion. Dabei ist die ρ-
Abh

angigkeit von der gravitativen Masse und vom elektromagnetishen Feld
vershieden.
Der Limes ist nur aufgrund der Reskalierung sowohl der Masse, als auh der
Ladung in D′(
) deniert. F

ur das elektromagnetishe Feld und den Energie-
Impuls-Tensor hat diese Reskalierung weitreihende Konsequenzen, wie wir
in den n

ahsten beiden Abshnitten sehen werden.
4 BOOST UND LIMES DER RN-L

OSUNG 80
4.2 Boost und Limes des elektromagnetischen Feldes
Das elektromagnetishe Potential Aµ der Reissner-Nordstrm Losung nimmt
bei geeigneter Wahl der Eihung in Shwarzshild-Koordinaten folgende, ein-
fahe Gestalt an:
A0 =
e
r
Aα = 0 (α = 1, 2, 3)
G

unstiger ist es jedoh, im Folgenden den Formenkalk

ul zu verwenden. Die
Potential-1-Form lautet dann: A = erdt. Daraus berehnet sih die Feldstar-
ken-2-Form des eletktromagnetishen Feldes (in Shwarzshildkoordinaten)
zu: F = er2 (dt ∧ dr). Nun fuhren wir wiederum isotrope Koordinaten ein. Es
gilt:
r = r(1 + mr¯ +
m2−e2
4r¯2 )
dr =
{
1 +
e2−m2
4r¯2
}
dr
F = e
r2(r¯)
{
1 +
e2−m2
4r¯2
}
dt ∧ dr
Um den Boost analog zur Geometrie durhf

uhren zu k

onnen, transformieren
wir nun auf zur isotropen, radialen Koordinate r geh

orende, quasikartesishe
Koordinaten (xi = (t, x, y, z), r2 = x2 + y2 + z2 ).
Mit dr = x
i
r¯ dx
i
gilt f

ur die Feldst

arken-2-Form:
F = e
r2(r¯)
{
1 +
e2−m2
4r¯2
}
xi
r¯ (dt ∧ dxi)
=
e
r¯3
{
1+ e
2−m2
4r¯2
(1+m
r¯
+m
2−e2
4r¯2
)2
}
xi (dt ∧ dxi)
=
e
r¯3
G(r) (dt ∧ (xdx + ydy + zdz) )
G(r) := 4r¯
2(4r¯2−m2+e2)
(4r¯2+4r¯m+m2−e2)2
Daraus lesen wir nun die kovarianten Komponenten des elektromagnetishen
Feldst

arkentensors ab:
F0α =
exα
r3
G(r)
Gegen

uber dem Coulombfeld im ahen Raum (in kartesishen Koordinaten)
tritt hier der Zusatzterm G(r) auf.
Wir f

uhren nun den Boost analog zur Geometrie durh (xm = (t, x, y, z) 7→
xm´ = (t, x, y, z) ) und erhalten mit Lik =

γ γv 0 0
γv γ 0 0
0 0 1 0
0 0 0 1
 und Fi´k´(xm´) =
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L li L
n
k Fln(x
m
) f

ur den geboosteten Feldtensor:
Fi´k´(x
m´
) =
e (1− v2)G(r)
((x− vt)2 + (1− v2)ρ2)3/2

0 x− vt y z
−x+ vt 0 −vy −vz
−y vy 0 0
−z vz 0 0

Wobei: ρ2 := (y2 + z2) = (y2 + z2)
Um den ultrarelativistishen Limes durhf

uhren zu k

onnen, entwikeln wir
nun den Faktor G(r) in eine Binominalreihe bis zur Ordnung O(1/r3). Der
Reihenabbruh rehtfertigt sih wiederum dadurh, da wir nur am Limes
v → 1 interressiert sind, und die Terme h

oherer Ordnungen in eben diesem
Limes vershwinden.
G(r) = 4r¯
2(4r¯2−m2+e2)
(4r¯2+4r¯m+m2−e2)2
=
(
1 +
e2−m2
4r¯2
) (
1 +
m
r¯ +
m2−e2
4r¯2
)−2
(1 +X)−2 = 1− 2X + 3X2 +O(1/r3)
(
1 +
m
r¯ +
m2−e2
4r¯2
)−2
= 1− 2mr¯ − 5m
2
2r¯2 +
e2
2r¯2 +O(1/r
3
)
G(r) = 1− 2mr¯ + 3e
2
4r¯2 +
9m2
4r¯2 +O(1/r
3
)
Mit den Reskalierungen m = p
√
1− v2 = pγ und e2 = p2e
√
1− v2 = p2eγ (wobei
die Momente p und pe im Limes konstant gehalten werden), erhalten wir fur
den gemeinsamen Faktor aller Komponenten:
e (1−v2)G(r¯)
((x´−vt´)2+(1−v2)ρ2)3/2
= pe(1−v
2)5/4
((x´−vt´)2+(1−v2)ρ2)3/2
(
1− 2mr¯ + 3e
2
4r¯2 +
9m2
4r¯2 +O(1/r
3)
)
= pe(1−v
2)5/4
[ ] 3/2
(
1− 2p(1−v2)
[ ] 1/2
+
3p2e(1−v
2)3/2
4 [ ]
+ 9p
2(1−v2)2
4 [ ] +O(1/r¯
3)
)
Wir verwenden wieder die Abk

urzung: [ ℄ := (x− vt)2 + (1− v2)ρ2
Den ultrarelativistishen Limes des Feldst

arkentensors berehnen wir explizit
nur f

ur die Komponenten F0´1´ und F0´2´. Die ubrigen Komponenten konnen
v

ollig anlog behandelt werden.
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Behauptung 4.9 F0´1´ vershwindet im punktweisen Limes v → 1.
limv→1 F0´1´(x
m´
) = lim { pe (1−v2)5/4 (x´−vt´)
[ ] 3/2(
1− 2p(1−v2)
[ ] 1/2
+
3p2e(1−v2)3/2
4 [ ] +
9p2(1−v2)2
4 [ ] +O(1/r
3
)
) }
1.Term:
pe (1−v2)5/4 (x´−vt´)
( (x´−vt´)2+(1−v2)ρ2)3/2 → 0 (v → 1, x 6= t)
=
pe (1−v)9/4 (1+v)5/4 x´
(1−v)3/2 (x´2(1−v)+(1+v)ρ2)3/2 → 0 (x = t, v → 1)
Die h

oheren Terme vershwinden ebenfalls im punktweisen Limes, da die
Potenzen von (1 − v) im Z

ahler shneller anwahsen als im Nenner und so
das Abfallverhalten noh verst

arkt wird.
Behauptung 4.10 F0´1´ vershwindet im Limes v → 1 auh in D′(
).
Diese Behauptung zeigen wir wiederum durh ‖ ‖1-Abshatzungen.
‖ 1.Term(x) ‖1 = pe(1− v2)5/4
∞∫
−∞
(x− vt) dx
[ ℄
3/2︸ ︷︷ ︸
−[ ]−1/2
=
pe(1−v2)5/4√
1−v2 ρ → 0
Die Integration in den verbleibenden Variablen

uber kompakte Mengen ⊆ 

liefert nur Konstanten.
Die h

oheren Terme zeigen noh st

arkeres Abfallverhalten; es gilt:
‖ 2.Term(x) ‖1 ∝ (1−v
2)9/4
(1−v2)ρ2 → 0
‖ 3.Term(x) ‖1 ∝ (1−v
2)11/4
(1−v2)3/2ρ3 → 0
‖ 4.Term(x) ‖1 ∝ (1−v
2)13/4
(1−v2)3/2ρ3 → 0
Und die restlihe Integration ist wieder harmlos.
Behauptung 4.11 F0´2´ vershwindet im punktweisen Limes fast uberall; nur
der 1.Term divergiert auf der Hyperebene x = t.
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F0´2´(x
m´) = pe (1−v
2)5/4y´
[ ] 3/2
(
1− 2p(1−v2)
[ ] 1/2
+
3p2e(1−v
2)3/2
4 [ ] +
9p2(1−v2)2
4 [ ] +O(1/r¯
3)
)
1.Term:
pe (1−v2)5/4y´
( (x´−vt´)2+(1−v2)ρ2)3/2 → 0 (v → 1, x 6= t)
=
pe (1−v)5/4 (1+v)5/4 y´
(1−v)3/2 (x´2(1−v)+(1+v)ρ2 )3/2 → ∞ (x = t, v → 1)
2. Term:
2pep(1−v2)9/4y´
( (x´−vt´)2+(1−v2)ρ2)2 → 0 (v → 1, x 6= t)
=
2pep(1−v)9/4(1+v)9/4 y´
(1−v)2 ( (x´2(1−v)+(1+v)ρ2)2 → 0 (x = t, v → 1)
Die h

oheren Terme fallen wiederum noh st

arker ab.
Behauptung 4.12 F0´2´ vershwindet im Limes v → 1 in D′(
).
‖ 1.Term(x) ‖1 = pe(1− v2)5/4 | y |
∞∫
−∞
dx
[ ℄
3/2︸ ︷︷ ︸
(x´−vt´)
(1−v2)ρ2[ ]1/2
=
2pe(1−v2)5/4|y|
(1−v2) ρ2 → 0
‖ 2.Term(x) ‖1 = 2ppe(1− v2)9/4 | y |
∞∫
−∞
dx´
[ ]2
=
πppe(1−v2)9/4|y|
(1−v2)3/2 ρ3 → 0
‖ 3.Term(x) ‖1 ∝ (1−v
2)11/4
(1−v2)2ρ4 → 0
‖ 4.Term(x) ‖1 ∝ (1−v
2)13/4
(1−v2)2ρ4 → 0
Die restlihe Integration wieder ist harmlos.
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Fassen wir nun alle Rehnungen zusammen, so erhalten wir als Ergebnis:
Der Feldst

arkentensor der Reissner-Nordstrm L

osung vershwindet - mit der
Reskalierung der Ladung - im ultrarelativistishen Limes in D′(
):
lim
v→1 Fi´k´(x
m´
) = 0
Im Vergleih mit dem ultrarelativistishen Limes des Coulombfeldes im a-
hen Raum zeigen sih hier folgende zwei Punkte:
• Der Zusatzterm G(r) (der aus der Transformation auf isotrope Koordi-
naten stammt) spielt im Limes keine Rolle.
• Das Feld der Reissner-Nordstrm L

osung vershwindet, im Untershied
zum Coulombfeld im ahen Raum, wegen der Reskalierung der Ladung
mit e := pe/
√
γ, die wir einf

uhren muten, um einen, im Sinne der
Distributionentheorie denierten, ultrarelativistishen Limes der Metrik
zu erhalten.
Die Reskalierung der Ladung hat noh weitere Konsequenzen; n

amlih f

ur
den Limes des Energie-Impuls-Tensors, wie wir in n

ahsten Abshnitt sehen
werden.
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4.3 Boost und Limes des Energie-Impuls-Tensors
Zun

ahst berehnen wir den Energie-Impuls-Tensor der Reissner-Nordstrm
L

osung in quasikartesishen Koordinaten (xi = (t, x, y, z), r2 = x2+ y2+ z2)
aus dem Feldtensor F0α =
exα
r¯3 G(r) gema:
4πT ik = F
ilFlk − 1
4
δikFlmF
ml
Da der metrishe Tensor in diesen Koordinaten die Gestalt gik = diag( g00,
−g11,−g11,−g11)
mit g00(r) = 1− mr(r¯) + e
2
r2(r¯) =
(
1 +
e2−m2
4r¯2
)2 (
1 +
m
r¯ +
m2−e2
4r¯2
)−2
und g11(r) =
(
1 +
m
r¯ +
m2−e2
4r¯2
)2
annimmt ergibt sih f

ur den Spurterm:
1
4δ
i
kFlmF
ml
=
1
4δ
i
k
(
Fα0F
0α
+ F0βF
β0
)
= −12δikg00gααFα0F0α
=
1
2δ
i
kg
00gαα e
2G2
r¯6 (
∑
xαxα)
=
e2G2
2r¯4 g
00g11δik
Damit erhalten wir f

ur die Komponenten des Energie-Impuls-Tensors:
4πT 00 = g
00gααF0αFα0 − e2G22r¯4 g00g11δik
= −g00g11
(
e2G2
r¯6 (−xα)xα + e
2G2
2r¯4
)
= g00g11 e
2G2
2r¯4
4πT 0α = F
0βFβα = 0
4πTα0 = F
αβFβ0 = 0
4πTαβ = F
α0F0β = −g00gααFα0F0β
= g00g11 e
2G2
r¯6 x
αxβ
4πTαα = g
00g11 e
2G2
2r¯6
(
xαxα − ( ∑
β 6=α
xβxβ)
)
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Insgesamt erhalten wir also f

ur den Energie-Impuls-Tensor des Reissner-
Nordstrm Feldes in quasikartesishe Koordinaten:
4πT ik =
e2G2
2r6
g00g11

r2 0 0 0
0 x2 − y2 − z2 2xy 2xz
0 2xy −x2 + y2 − z2 2yz
0 2xz 2yz −x2 − y2 + z2

Vom Energie-Impuls-Tensor des Coulombfeldes im ahen Raum untershei-
det sih T ik nur durh den, aus der Koordinatentransformation entstandenen
Zusatzterm G2 und das Auftreten der MetrikkoeÆzienten.
Nun wenden wir wieder den Boost in x-Rihtung mit L =
 γ γv 0 0γv γ 0 00 0 1 0
0 0 0 1

an und erhalten mittels T i´k´(x
l´
) = LimLk
nTmn(x
l
) den Energie-Impuls-Tensor
des transformierten Reissner-Nordstrm Feldes:
4πT i´
k´
(xl´) =
e2G2(r) (1− v2)2g00g11
2( (x− vt)2 + (1− v2)ρ2)3
(x´− vt´)2 + ρ2
γ2
−2vρ2 2v(x´ − vt´)y´ 2v(x´ − vt´)z´
2vρ2 (x´− vt´)2 − ρ2
γ2
2(x´− vt´)y´ 2(x´ − vt´)z´
−2v(x´ − vt´)y´ 2(x´− vt´)y´ −(x´− vt´)2 + y´2−z´2
γ2
2(1 − v2)y´z´
−2v(x´ − vt´)z´ 2(x´− vt´)z´ 2(1 − v2)y´z´ −(x´− vt´)2 + z´2−y´2
γ2

G

unstiger ist es jedoh, im Folgenden Nullkoordinaten xi˜ = (u, v, y, z) zu
verwenden, wo:
t 7→ u := x− t
x 7→ v := x+ t
Die Matrix der entsprehenden Koordinatentransformation hat daher die Ge-
stalt
L =
 1 −1 0 01 1 0 00 0 1 0
0 0 0 1
. Um auerdem die Komponenten des Energie-
Impuls-Tensors mit unteren Indies zu berehnen, m

ussen wir den inversen
metrishen Tensor gi˜k˜ in diesen Koordinaten (xi˜) bestimmen. Zun

ahst er-
halten wir mit gi´k´ = LimL
k
ng
mn
den geboosteten Metriktensor, dann mittels
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Transformation mit
L den inversen metrishen Tensor in den gew

unshten
Koordinaten:
gi˜k˜ =

(g11−g00) (1+v)
4(1−v)g00g11
1
4(g00 + g11) 0 0
1
4(g00 + g00)
(g11−g00) (1−v)
4(1+v)g00g11
0 0
0 0 −g11 0
0 0 0 −g11

wobei g00 = g−100 und g11 = g
−1
11
Shlielih erhalten wir f

ur den geboosteten Energie-Impuls-Tensor des Reis-
sner-Nordstrm Feldes in Nullkoordinaten mit unteren Indies:
4πTi˜k˜ =
p2eG
2
(r)
((x− vt)2 + (1− v2)ρ2)3

(1 − v)3/2(1 + v)7/2(g11 − g00)(x´ − vt´)2/4 (1− v2)5/2(g00 + g11)(x´− vt´)2/4
+(1− v)5/2(1 + v)9/2(g00 + g11)ρ2/4 +(1− v2)7/2(g11 − g00)ρ2/4
(1 − v2)5/2(g00 + g11)(x´− vt´)2/4 (1− v)7/2(1 + v)3/2(g11 − g00)(x´− vt´)2/4
+(1 − v2)7/2(g11 − g00)ρ2/4 +(1− v)9/2(1 + v)5/2(g00 + g11)ρ2/4
(1 − v)5/2(1 + v)7/2g00(x´− vt´)y´ −(1− v)7/2(1 + v)5/2g00(x´− vt´)y´
(1 − v)5/2(1 + v)7/2g00(x´− vt´)z´ −(1 − v)7/2(1 + v)3/2g00(x´− vt´)z´
(1− v)5/2(1 + v)7/2g00(x´− vt´)y´ (1− v)5/2(1 + v)7/2g00(x´− vt´)z´
−(1− v)7/2(1 + v)5/2g00(x´− vt´)y´ −(1− v)7/2(1 + v)5/2g00(x´− vt´)z´
(1− v2)5/2g00[(x´− vt´)2 + (1− v2)(z´2 − y´2)] −2(1 − v2)7/2g00y´z´
−2(1 − v2)7/2g00y´z´ (1− v2)5/2g00[(x´− vt´)2 + (1− v2)(y´2 − z´2)]

Wobei bereits die Resklalierung e2 = p2e/γ eingesetzt ist.
Um den ultrarelativistishen Limes berehnen zu k

onnen, entwikeln wir
die Faktoren G2(r), g00(r) und g11(r) in Binominalreihen bis zur Ordnung
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O(1/r3) und erhalten so:
G2(r) = 1− 4mr¯ + 3e
2
2r¯2 +
17m2
2r¯2 + (1/r
3
)
g00(r) = (1 + mr¯ +
m2−e2
4r¯2 )
2
(1 +
e2−m2
4r¯2 )
−2
= 1− 2mr¯ − 2m
2
r¯2
+ O(1/r3)
g11(r) = (1 + mr¯ +
m2−e2
4r¯2
)
−2
= 1− 2mr¯ + e
2
2r¯2 +
5m2
2r¯2 +O(1/r
3
)
g00 + g11 = 2− 4mr¯ + e
2
2r¯2 +
m2
2r¯2 +O(1/r
2
)
g00 − g11 = − e22r¯2 − 9m
2
2r¯2 +O(1/r
3
)
Nun k

onnen wir darangehen, die ultrarelativistishen Limiten der einzelnen
Komponenten und Terme zu berehnen. Wir verwenden wieder die Abk

urzun-
gen [ ℄ := (x− vt)2 + (1− v2)ρ2 und { } := x2(1− v) + (1 + v)ρ2.
Behauptung 4.13 T0˜0˜ vershwindet im punktweisen Limes fast uberall.
Auf der Hyperebene x = t divergiert der 2. Term in 1 .Ordnung und hat in
2.Ordnung einen endlihen Grenzwert.
limv→1 4πT0˜0˜ = lim { p
2
e(1−v)3/2(1+v)7/2G2(g11−g00)(x´−vt´)2
4 [ ]3
+
p2e(1−v)5/2(1+v)9/2G2(g00+g11)ρ2
4 [ ]3
}
1.Term, 1.Ordnung (G2(g11 − g00) ≈ e2r¯2 = p
2
e(1−v2)3/2
[ ] ):
p4e(1−v)3(1+v)5(x´−vt´)2
4( (x´−vt´)2+(1−v2)ρ2)4 → 0 (v → 1, x 6= t)
=
p4e(1−v)5(1+v)5 x´2
4(1−v)4 { }4 → 0 (x = t, v → 1)
Die h

oheren Ordnungen fallen mit noh st

arkeren Potenzen von (1− v) ab.
2. Term, 1.Ordnung (G2(g00 + g11) ≈ 2):
p2e(1−v)5/2(1+v)9/2ρ2
2 [ ]3 → 0 (v → 1, x 6= t)
=
p2e(1−v)5/2(1+v)9/2ρ2
2(1−v)3{ }3 → ∞ (x = t, v → 1)
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2.Term, 2.Ordnung: (G2(g00 + g11) ≈ mr¯ = p(1−v
2)
[ ]1/2
)
p2ep(1−v)7/2(1+v)11/2ρ2
4 [ ]7/2
→ 0 (v → 1, x 6= t)
=
p2ep(1−v)7/2(1+v)11/2ρ2
4(1−v)7/2 { }7/2 → onst (x = t, v → 1)
Die h

oheren Ordnungen fallen st

arker mit (1− v) ab und veshwinden daher
auh auf der Hyperebene x = t.
Behauptung 4.14 In D′(
) gilt: lim
v→1T0˜0˜ =
3p2e
16ρ3 δ(u)
Der 1. Term vershwindet im distributionellen Limes, wie wir durh eine
‖ ‖1-Abshatzung zeigen bereits in 1.Ordnung; die hoheren Ordnungen fal-
len noh st

arker ab.
‖p4e(1−v)3(1+v)5(x´−vt´)2
4( (x´−vt´)2+(1−v2)ρ2)4 ‖1 =
p4e(1−v)3(1+v)5
4
∞∫
−∞
(x− vt)2
[ ℄
4︸ ︷︷ ︸
π/(16(1−v2)5/2ρ5)
=
πp4e(1−v)3(1+v)5
64(1−v2)5/2ρ5
→ 0 und die restl. Integration ist harmlos
Auf den 2.Term, 1.Ordnung wenden wir Satz 3.1 an und zeigen zun

ahst die
Vorraussetzung (i):
2p2e(1− v)5/2(1 + v)9/2ρ2
4
x´∫
dx
( (x− vt)2 + (1− v2)ρ2)3
=
2p2e(1−v)5/2(1+v)9/2ρ2
4
{ (x´−vt´)4(1−v2)ρ2 [ ]2 + 3(x´−vt´)8(1−v2)2ρ4 [ ] + 38(1−v2)5/2ρ5 artan
(
(x´−vt´)√
1−v2ρ
)}
=
p2e(1−v)3/2(1+v)7/2(x´−vt´)
8 [ ]2 +
3p2e(1−v)1/2(1+v)5/2(x´−vt´)
16ρ2 [ ]
+
3p2e(1+v)
2
16ρ3
artan
(
(x´−vt´)√
1−v2ρ
)
→ 0 + 0 + 3p2e
4ρ3

π
2 x− t > 0
−π2 x− t < 0
=
3p2e
4ρ3
{
π
2 θ(x− t)− π2 θ(t− x)
}
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Nun zeigen wir die Absh

atzungen f

ur die drei Terme der Stammfunktion.
Um die ersten beiden Terme abzush

atzen, setzen wir: ζ := x− vt und a2 :=
(1− v2)ρ und berehnen die Extremwerte.
F

ur den 1.Term gilt:
(
ζ
(ζ2+a2)
)′
=
a2−3ζ2
(a2+ζ2)3
⇒ Maximum bei: ζ0 = ±a/
√
3
Der Wert in ζ0 ist: ± a/
√
3
(a2/3+a2)2 = ± 3
√
3
16a3
Also erhalten wir:
| 2p2e(1−v)3/2(1+v)7/2(x´−vt´)16 [ ]2 | ≤ 2p
2
e(1+v)
7/2
16
(1−v)3/23√3
16(1−v2)3/2ρ3
≤ onstρ3 ∈  L1loc(
)∀v
F

ur den 2.Term berehnen wir:
(
ζ
(ζ2+a2)
)′
=
a2−ζ2
(ζ2+a2)2 ⇒ Max. bei: ζ0 = ±a
Der Wert in ζ0 betragt: ± a(a2+a2) = ± 12a
So erhalten wir:
| 3p2e(1−v)1/2(1+v)5/2(x´−vt´)16ρ2 [ ] | ≤ 3p
2
e(1+v)
5/2
16ρ2
√
1−v
2
√
1−v2ρ
≤ onstρ3 ∈  L1loc(
)∀v
Der 3. Term ist leiht abzush

atzen; es gilt:
| 3p
2
e(1 + v)
2
16ρ3
artan
(
(x− vt)√
1− v2ρ
)
| ≤ 3p
2
eπ
8ρ3
∈  L1loc(
)∀v
Also geht der 2. Term 1.Ordnug in D′(
) gegen:
3πp2e
4ρ3
δ(u)
Die 2.Ordnung des 2. Terms erledigen wir wieder durh eine ‖ ‖1-Ab-
sh

atzung; die h

oheren Ordnungen gehen noh shneller gegen 0.
‖p2ep(1−v)7/2(1+v)11/2ρ2
4 [ ]7/2
‖1 = p
2
ep(1−v)7/2(1+v)11/2ρ2
4
∞∫
−∞
dx
[ ℄
7/2︸ ︷︷ ︸
8/(15(1−v2)3ρ6)
=
p2ep(1−v)7/2(1+v)11/2ρ2
4(1−v2)3ρ6
→ 0 und restl. Integration harmlos
Also gilt: lim 4πT0˜0˜ =
3πp2e
4ρ3
δ(u)⇒ limT0˜0˜ = 3p
2
e
16ρ3
δ(u) ∈ D′(
)
Im Folgenden ist der Faktor 4π aus der Denition des Energie-Impuls-Tensors
v

ollig unerheblih, soda wir ihn ignorieren.
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Behauptung 4.15 T0˜1˜ vershwindet im punktweisen Limes und auh in
D′(
).
T0˜1˜ =
p2e(1− v2)5/2G2(g11 + g00)(x− vt)2
4 [ ℄
3
+
p2e(1− v2)7/2G2(g11 − g00)ρ2
4 [ ℄
3
Der 1. Term vershwindet bereits in 1.Ordnug im punktweisen Limes, denn
mit G2(g00 + g11) ≈ 2 gilt:
p2e(1−v2)5/2(x´−vt´)2
2 [ ]3 → 0 (v → 0, x 6= t)
=
p2e(1−v)9/2(1+v)5/2 x´2
2(1−v)3 { }3 → 0 (x = t, v → 1)
Ebenso f

ur den 2.Term (G2(g11 − g00) ≈ e2r¯2 = p
2
e(1−v2)3/2
[ ] ):
p4e(1−v2)5ρ2
4 [ ]4 → 0 (v → 0, x 6= t)
=
p4e(1−v)5(1+v)5ρ2
4(1−v)4{ }4 → 0 (x = t, v → 1)
Den distributionellen Limes erledigen wir wieder duh ‖ ‖1- Abshatzungen;
es gilt:
‖p2e(1−v2)5/2(x´−vt´)22 [ ]3 ‖1 ∝ 1−v
2)5/2
(1−v2)3/2ρ3 → 0 weitere Integation harmlos
‖p4e(1−v2)5ρ24 [ ]4 ‖1 ∝ (1−v
2)5
(1−v2)7/2ρ7 → 0 weitere Integation harmlos
Behauptung 4.16 Die Komponenten T0˜2˜, T0˜3˜, T1˜2˜ und T1˜3˜ gehen punkt-
weise und auh in D′(
) gegen 0.
Wir behandel nur die T0˜2˜-Komponente; T0˜3˜ ist vollig analog und die beiden
anderen Komponenten haben dieselbe Struktur, aber fallen mit noh einer
Potenz von (1− v) st

arker ab.
Es gilt: limv→0 T0˜2˜ = lim
{
p2e(1−v)5/2(1−v)7/2(x´−vt´)y´G2g00
[ ]3
}
Punktweise vershwindet der Limes bereits in 1.Ordnug (G2g00 ≈ 1):
p2e(1−v)5/2(1+v)7/2(x´−vt´)y´
[ ]3 → 0 (v → 0, x 6= t)
=
p2e(1−v)7/2(1+v)7/2 x´y´
(1−v)3 { }3 → 0 (x = t, v → 1)
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Auerdem gilt shon in 1.Ordnung:
‖T0˜2˜‖1 ∝
(1− v)5/2 | y |
(1− v2)2ρ4 → 0
Behauptung 4.17 Auh die noh fehlenden Komponenten T1˜1˜, T2˜2˜, T2˜3˜
und T3˜3˜ vershwinden sowohl punktweise als auh in D′(
) im Limes v → 1.
• T1˜1˜ =
p2e(1−v)7/2(1+v)3/2G2(g11−g00)(x´−vt´)2
4 [ ]3 +
p2e(1−v)9/2(1+v)5/2G2(g00+g11)ρ2
4 [ ]3
1.Term, 1.Ordnug (G2(g11 − g00) ≈ e2r¯2 = p
2
e(1−v2)3/2
[ ] ):
p4e(1−v)5(1+v)3/2(x´−vt´)2
4 [ ]4
→ 0 (v → 0, x 6= t)
=
p4e(1−v)7(1+v)3/2 x´
4(1−v)4 { }4 → 0 (x = t, v → 1)
Auerdem:
‖p
4
e(1− v)5(1 + v)3/2(x− vt)2
4 [ ℄
4
‖1 ∝ (1− v)
5
(1− v2)5/2ρ5 → 0
2.Term, 1.Ordnug (G2(g00 + g11) ≈ 1):
p2e(1−v)9/2(1+v)5/2ρ2
4 [ ]3
→ 0 (v → 0, x 6= t)
=
p2e(1−v)9/2(1+v)5/2ρ2
4(1−v)3 { }3 → 0 (x = t, v → 1)
Und:
‖p
2
e(1− v)9/2(1 + v)5/2ρ2
4 [ ℄
3
‖1 ∝ (1− v)
9/2
(1− v2)3/2ρ → 0
Die h

oheren Ordnungen brauhen wir also niht zu betrahten.
• T2˜2˜ = p
2
e(1−v2)5/2G2g00(x´−vt´)2
[ ]3 +
p2e(1−v2)7/2G2g00(z´2−y´2)
[ ]3
1.Term, 1.Ordnug (G2g00 ≈ 1):
p2e(1−v2)5/2(x´−vt´)2
[ ]3 → 0 (v → 0, x 6= t)
=
p2e(1−v)9/2(1+v)5/2 x´2
(1−v)3 { }3 → 0 (x = t, v → 1)
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Und:
‖p
2
e(1− v2)5/2(x− vt)2
[ ℄
3
‖1 ∝ (1− v
2
)
5/2
(1− v2)3/2ρ3 → 0
2.Term, 1.Ordnug (G2g00 ≈ 1):
p2e(1−v2)7/2(z´2−y´2)
[ ]3 → 0 (v → 0, x 6= t)
=
p2e(1−v)7/2(1+v)7/2(z´2−y´2)
(1−v)3 { }3 → 0 (x = t, v → 1)
Auerdem:
‖p
2
e(1− v2)7/2(z2 − y2)
[ ℄
3
‖1 ∝ (1− v
2
)
7/2 | z2 − y2 |
1− v2)5/2ρ5 → 0
Die h

oheren Ordnungen fallen wiederum noh st

arker ab.
• Der Limes von T3˜3˜ berehnet sih vollig analog, soda nur mehr die
T2˜3˜-Komponente ubrigbleibt.
• limv→1 T2˜3˜ = lim
{−2p2e(1−v2)7/2G2g00y´z´
[ ]3
}
1.Ordnug (G2g00 ≈ 1):
−2p2e(1−v2)7/2y´z´
[ ]3 → 0 (v → 0, x 6= t)
=
−2p2e(1−v)7/2(1+v)7/2 y´z´
(1−v)3 { }3 → 0 (x = t, v → 1)
Und shlielih:
‖−2p
2
e(1− v2)7/2yz
[ ℄
3
‖1 ∝ (1− v
2
)
7/2 | yz |
(1− v2)5/2ρ5 → 0
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Fassen wir nun alle Rehnungen zusammen, so erhalen wir folgendes Ergebnis:
Im ultrarelativistishen Limes (in D′(
)) vershwinden alle Komponenten
des Energie-Impuls Tensors auer der Tuu-Komponente und diese hat eine
δ-artige Prolfunktion, die auf der Hypereben x = t, d. h. u = 0 konzentriert
ist. Es gilt im Limes v → 1:
Tuu ≡ T0˜0˜ =
3p2e
16ρ3
δ(u)
Die Reskalierung der Ladung hat also zur Folge, da die im Falle des Cou-
lombfeldes im ahen Raum divergente T0˜0˜-Komponente hier einen Limes in
D′(
) besitzt. Dieser ist proportional zur δ-Distribution, also ungleih 0, ob-
wohl das elektromagnetishe Feld im ultrarelativistishen Limes im ganzen
Raum vershwindet.
Im letzten Abshnitt werden wir nun dieses ,,merkw

urdige" Ergebnis disku-
tieren.
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4.4 Diskussion des Ergebnisses
Fassen wir zun

ahst noh einmal das Ergebnis unserer Rehnungen f

ur das
elektromagnetishe Feld und den Energie-Impuls-Tensor der Reissner-Nord-
strm L

osung zusammen. Im ultrarelativistishen Limes v → 1 mit der Res-
kalierung von Masse m = p/γ und Ladung e2 = p2e/γ, bei festgehaltenen
Momenten p bzw. pe, gilt in D′(
):
lim
v→1Fi´k´(x
m´
) = 0 ∀i, k
lim
v→1Ti˜k˜(x
m˜
) = 0 ∀ (~i, ~k) 6= (0, 0)
lim
v→1T0˜0˜(x
m˜
) =
3p2e
16ρ3 δ(u)
Dieses Ergebnis ist vom physikalishen Standpunkt aus gesehen unbefriedi-
gend, da ein vershwindendes elektromagnetishes Feld einen niht vershwin-
denden Energie-Impuls-Tensor besitzt. Oensihtlih gilt:
T0˜0˜(limFi´k´) 6= limT0˜0˜(Fi´k´)
Also vertausht die Limesbildung niht mit der ,,Multiplikation" (d. h. der
Berehnung des Energie-Impuls-Tensors, die aber als Multiplikation in D′
niht deniert ist).
Vom mathematishen Standpunkt aus gesehen haben wir es mit Funktionen-
folgen (Fi´k´ v)v ∈ L1loc(
) ⊆ D′(
) zu tun, die im Limes in D′(
) vershwin-
den, aber deren ,,Quadrat" (T0˜0˜ v)v ∈ L1loc(
) im Limes inD′(
) proportional
zur δ-Distribution ist. In dieser Tatsahe spiegelt sih das shon des

ofteren
besprohene Problem wieder, da in D′(
) keine Multiplikation denierbar
ist, die die Multiplikation von L1loc(
)-Funktionen fortsetzt.
4.4.1 Aus der Siht der Colombeau-Theorie
Betrahten wir nun die Situation aus dem Blikwinkel der Colombeau-
Theorie. Zun

ahst m

ussen wir wieder den Denitionsbereih der Funktionen
auf
~

 := R4 \ {x = vt (0 < v < 1) ∧ ρ = 0} einshr

anken, um wohldenierte
,,Einbettungen":
C∞(~
)I →֒ G(~
)
(Fi´k´ v)v 7→ (Fi´k´ v(ǫ))ǫ + N (~
)
zu erhalten (vergleihe Abshnitt 3.4.1).
In G(
) k

onnen wir nun die Komponenten des Energie-Impuls-Tensors be-
rehnen, da die Multiplikation verallgemeinerter Funktionen wohldeniert ist.
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In der Colombeau-Algebra

ubersetzten sih unsere Rehnungen in folgende
Assoziationsrelationen:
Fi´k´ =
(
Fi´k´ v(ǫ)
)
ǫ
+N (~
) ≈ 0 ∀i, k
Ti˜k˜ =
(
Ti˜k˜ v(ǫ)
)
ǫ
+N (~
) ≈ 0 ∀ (~i, ~k) 6= (0, 0)
T0˜0˜ =
(
T0˜0˜ v(ǫ)
)
ǫ
+N (~
) ≈ 3p2e16ρ3 δ(u)
Wir k

onnen die Situation in folgender Grak darstellen.
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Die Tatsahe, da das ,,Quadrat" T0˜0˜ der zu 0 assoziierten verallgemeinerten
Funktionen Fi´k´ niht zu 0, sondern zu
3p2e
16ρ3 δ(u) assoziiert ist, ist vom Stand-
punkt der Colombeaushen Theorie niht verwunderlih. Die Assoziation ist
eben mit der Multiplikation in G(~
) niht vertr

aglih (Satz 2.21)!
4 BOOST UND LIMES DER RN-L

OSUNG 97
Also ist das physikalish unbefriedigende Ergebnis vom mathematishen
Standpunkt aus betrahtet v

ollig klar. Es tritt darin die prinzipielle ,,Un-
vertr

aglihkeit" von ,,linearen Idealisierungen", wie der δ-Distribution mit
dem Ausf

uhren nihtlinearer Operationen, wie der Berehnung des Energie-
Impuls-Tensors eines elektromagnetishen Feldes zu Tage, von der shon wie-
derholt die Rede war.
Die Colombeau-Theorie ist klarerweise niht dazu in der Lage, diese ,,Un-
vertr

aglihkeit" zu beseitigen, liefert aber einen Rahmen, in dem dieses und

ahnlihe nihtlineare Probleme behandelt und studiert weden k

onnen.
Die Frage nah der physikalishen Relevanz eines vershwindenden elektro-
magnetishen Feldes mit von Null vershiedenem Energie-Impuls-Tensor mu
hier klarerweise oenbleiben; die mathematishe Theorie zeigt aber, da ein
solhes Ergebnis, l

at man Felder mit distributionsartigem Prol zu, vom
rein formalen Standpunkt aus zul

assig bzw. sogar zu erwarten ist.
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A Koordinatentransformationen und Pullbak von
Distributionen
Ziel dieses Anhangs ist es, eine exakte Denition der in Abshnitt 3.2 und
Abshnitt 4.1 verwendeten Distribution δ(x− t) ∈ D′(R2) zu geben, d. h. die
Verkn

upfung der δ-Distribution mit der Koordinatentransformation f(x, t) =
x− t zu denieren.
Die Problemstellung ist allgemein folgende: Sei X ⊆ Rn oen, Y ⊆ Rm oen
und f : X → Y glatt. Dann existiert eine lineare Abbildung:
f∗ : C∞(Y ) → C∞(X)
u 7→ f∗(u) := u ◦ f
Diese soll nun fortgesetzt werden zu:
f̂∗ : D′(Y )→ D′(X)
Da C∞(Y ) in D′(Y ) diht liegt, existiert h

ohstens eine solhe stetige Fort-
setzung.
1. Fall: f ist Dieomorphismus
Satz A.1 Seien X,Y ⊆ Rn oen und f : X → Y ein Dieomorphismus,
dann existiert genau eine stetige Abbildung:
f̂∗ : D′(Y )→ D′(X) mit: f̂∗ |C∞(Y )= f∗
und es gilt f

ur u ∈ D′(Y ):
〈f̂∗u, ϕ〉 := 〈u ◦ f, ϕ〉 = 〈u(y), ϕ(f−1(y) ) | det f−1 ′(y) |︸ ︷︷ ︸
:=F (ϕ) (y)
〉 ∀ϕ ∈ D(X)
Beweis. F (ϕ) ∈ D(Y ) ist klar, F : D(X)→ D(Y ) ist stetig, und daher ist
f̂∗ = F t : D′(Y )→ D′(X) stetig.
Sei u ∈ C∞(Y )⇒ 〈f̂∗u, ϕ〉 = 〈f∗u, ϕ〉 (Transformationsformel)
Korollar. Seien u, f wie oben. Die Ableitungen von u ◦ f = f̂∗u k

onnen
nah der Kettenregel berehnet werden.
Beweis. F

ur u ∈ C∞(Y ) ist alles klar. u 7→ u ◦ f : D′(Y ) → D′(X) ist
stetig. Wir berehnen als Beispiel ∂x1 :
A : u 7→ ∂x1(u ◦ f)
B : u 7→ ((∂1u) ◦ f) ∂x1f1 + . . .+ ((∂nu) ◦ f) ∂x1fn
A,B sind stetig und stimmen auf C∞(Y )

uberein ⇒ A = B
A PULLBACK VON DISTRIBUTIONEN 99
2. Fall: f kein Dieomorphismus
Wir beshr

anken uns hier auf Y = R. Sei also f : X → R glatt.
Motivation. Sei zun

ahst u ∈ D(R), ϕ ∈ D(X), dann haben wir:
〈f∗u, ϕ〉 = 〈u ◦ f, ϕ〉 = ∫ u(f(x) )ϕ(x) dx
= − ∫ ( ∞∫
f(x)
u′(t) dt )ϕ(x) dx = − ∫
{(x, t) : f(x) < t}
u′(t)ϕ(x) dx dt
= − ∫ u′(t)( ∫
{x : f(x) < t}
ϕ(x) dx) dt =
∫
u(t) ddt(
∫
{f(x) < t}
ϕ(x) dx) dt
=:
∫
u(t)ϕf (t) dt
Oen bleibt hier, ob ϕf Testfunktion ist und ob ϕ 7→ ϕf stetig: D(X) →
D(R) ist.
Satz A.2 Sei X ⊆ Rn oen; f ∈ C∞(X), f ′(x) = (∂1f, . . . , ∂nf) 6= 0 ∀x ∈
X, dann existiert genau eine stetige Abbildung:
f̂∗ : D′(R)→ D′(X) mit: f̂∗ |D(R)= f∗
und es gilt:
〈f̂∗u, ϕ〉 = 〈u, ϕf 〉 ∀ϕ ∈ C∞(X)
wobei ϕf im folgenden Beweis deniert wird.
Beweis. Da D(R) diht in D′(R) liegt (Satz 1.11), ist auh hier die Eindeu-
tigkeit klar.
Sei nun y ∈ X beliebig und o.B.d.A. ∂nf(y) 6= 0. Wir denieren die Abbildung
hy : (x1, . . . , xn) 7→ ξ ≡ (ξ1, . . . , ξn) := (x1, . . . , xn−1, f(x) )
hy ist Dieomorphismus von Uy, einer genugend kleinen Umgebung von y,
nah hy(Uy) und wir denieren gy := h
−1
y . Sei nun ϕ ∈ D(Uy), so setzen wir
~ϕf (t) :=
d
dt
∫
{x: f(x)<t}
ϕ(x) dx (∗)
=
d
dt
∫
ξn<t
ϕ(gy(ξ) ) | det g′y(ξ) | dξ
=
∫
ϕ ◦ gy(ξ′, t) | det g′y(ξ′, t) |︸ ︷︷ ︸
∈D(Rn)
dξ′ ξ′ := (ξ1, . . . , ξn−1),
wobei wir (ϕ ◦ gy) | det g′y | mit 0 von hy(Uy) auf ganz Rn fortgesetzt haben.
Daraus ersehen wir, da ~ϕf ein Element von D(R) ist. Wir werden allerdings
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mit dem Ausdruk (∗) weiterrehnen, da dieser neutral in bezug auf den
Index i ist, f

ur den ∂if(y) 6= 0 gilt (wir hatten ja o.B.d.A. i = n gesetzt,
f

ur vershiedene y ∈ X k

onnen aber notwendigerweise vershiedene Indies
auftreten).
Nun w

ahlen wir eine den (Uy)y∈X untergeordnete C∞-Partition (χj)j der
Eins, wobei tr(χj) ⊆ Uyj gelten moge. Fur ϕ ∈ D(X) ist dann ϕ =∑endl. χjϕ und wir denieren:
ϕf (t) :=
endl.∑
j
(χ˜jϕ)f (t) =
endl.∑
j
d
dt
∫
{x:f(x)<t}
(χjϕ) (x) dx
Da wir wissen, da jeder einzelne Summand zu D(R) geh

ort, gilt auh ϕf ∈
D(R).
Ist (Vy)y∈X eine weitere Uberdekung von X analog zu den (Uy)y∈X und
(κk)k eine analoge C
∞
-Partition der Eins, so gilt:
endl.∑
j
d
dt
∫
{x:f(x)<t}
(χjϕ) (x) dx =
endl.∑
j
d
dt
∫
{x:f(x)<t}
(endl.∑
k
κkχjϕ
)
(x) dx
=
endl.∑
j,k
d
dt
∫
{x:f(x)<t}
(κkχjϕ) (x) dx
=
endl.∑
k
d
dt
∫
{x:f(x)<t}
(endl.∑
j
κkχjϕ
)
(x) dx
=
endl.∑
k
d
dt
∫
{x:f(x)<t}
(κkϕ) (x) dx
ϕf ist somit wohldeniert, d. h. unabhangig von der Wahl der (Uy)y, (gy)y
und der (Xj)j und hat kompakten Trager.
Die Linearit

at von ϕ 7→ ϕf liegt auf der Hand und die Stetigkeit folgt aus
der Stetigkeit der Operationen
ϕ 7→ ϕχj 7→ ϕχj |Uyj 7→ (ϕχj |Uyj ) ◦ gyj 7→
[
(ϕχj |Uyj ) ◦ gyj
]
| det g′yj (ξ) |
sowie der Zuordnungen Ii : D(Rn)→ D(R)
(Ii(ψ)) (t) :=
∫
Rn−1
ψ(ξ1, . . . , ξi−1, t, ξi+1, . . . , ξn) dξ1 . . . dξi−1 dξi+1 . . . dξn .
Somit ist der zu (ϕ 7→ ϕf ) adjungierte Operator f̂∗, der durh
〈f̂∗u, ϕ〉 = 〈u, ϕf 〉
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deniert ist, linear und stetig von D′(R) nah D′(X). Uberdies stimmt er auf
D(R) mit f∗

uberein, denn es gilt f

ur u ∈ D(R):
〈f∗u, ϕ〉 = 〈u ◦ f, ϕ〉 = ...analog zur Motivation...
= − ∫ u′(t) ∫
{f<t}
ϕ(x) dx dt
= −∑
j
∫
u′(t)
∫
{f<t}
Xjϕ(x) dx dt
=
∑
j
∫
u(t)
[
d
dt
∫
{f<t}
(Xjϕ) (x) dx
]
dt
=
∑
j
∫
u(t)
∫
(Xjϕ) ◦ gyj (ξ′, t) | det g′yj (ξ′, t) | dξ′ dt
=
∫
u(t)
∑
j
∫
(Xjϕ) ◦ gyj (ξ′, t) | det g′yj (ξ′, t) | dξ′ dt
=
∫
u(t)ϕf (t) dt
Shlielih sei g ∈ C∞(R). Wir w

ahlen ωn ∈ D(R) mit 0 ≤ ωn ≤ 1, ωn ≡ 1
auf [−n, n℄. Dann gilt g = limn gωn bezuglih σ(D′(R),D(R) ). Fur ϕ ∈ D(X)
folgt aufgrund der Stetigkeit von f̂∗:
〈f̂∗g, ϕ〉 = lim
n
〈f̂∗(gωn), ϕ〉 = lim
n
〈 (gωn) ◦ f, ϕ〉
= lim
n
∫
(g ◦ f) (x) (ωn ◦ f) (x)ϕ(x) dx
= lim
n
∫
(g ◦ f) (x)ϕ(x) dx
= 〈g ◦ f, ϕ〉
Hierbei ergibt sih aus der Beshr

anktheit der Funktionen g◦f und ωn◦f auf
tr(ϕ) die Anwendbarkeit des Satzes von der dominierten Konvergenz. Beah-
ten wir limn ωn(f(x) ) = 1 fur alle x, ist die obige Rehnung gerehtfertigt.
Analog zum Fall, wo f Dieomorphismus war, folgern wir:
Korollar. Die Ableitungen von f̂∗ = u ◦ f k

onnen nah der Kettenregel
berehnet werden.
Shluendlih erhalten wir als das angestrebte Resultat die Denition von
δ(x− t) ∈ D(R2):
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Beispiel. u = δ ∈ D(R), f : R2 → R
(x, t) 7→ x− t
Hier k

onnen wir Uy = R
2
w

ahlen und erhalten:
hy = h : (x, t) 7→ (x, f(x, t) ) = (x, x− t)
g := h−1 : (x, t) 7→ (x, x− t)
Es gilt | det g′ |= 1 und wir erhalten:
ϕf (t) =
∫
(ϕ ◦ g)(x, t) dx = ∫ ϕ(x, x− t) dx
〈δ(x− t), ϕ(t, x)〉 := 〈f̂∗δ, ϕ〉 = 〈δ ◦ f, ϕ〉
= 〈δ, ϕf 〉 = 〈δ,
∫
ϕ(x, x− t) dx〉 = ∫ ϕ(x, x) dx .
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B Zusammenfassung/Abstrat
Die Arbeit beginnt mit einer kurzen Zusammenfassung der Schwartz-
schen Distributionentheorie. Besonders wird dabei auf die Grenzen die-
ser Theorie eingegangen, vor allem auf die Probleme, die beim Versuch,
eine Multiplikation von Distributionen zu definieren, auftreten.
Daran schließt sich eine breite Darstellung der Colombeauschen Theorie
der verallgemeinerten Funktionen an, in deren Rahmen eine Multipli-
kation von Distributionen mo¨glich ist.
In den folgenden Kapiteln werden Boost und ultrarelativistischer Limes
(v → 1) von Coulombfeld und Reissner-Nordstrøm-Lo¨sung im Raum
der Distributionen berechnet. Die dabei auftretenden Fragen im Zusam-
menhang mit der Multiplikation von Distributionen werden schließlich
vom Standpunkt der Colombeau-Theorie aus diskutiert und interpre-
tiert.
B Abstrat
This work begins with a short summary of Schwartz’ distribution
theory. We take a close look at the limitations of this theory, espe-
cially at the problems that arise while trying to define a product of
distributions.
Then follows a presentation of Colombau’s theory of New Generalized
Functions, that provides the possibility of a multiplication of distribu-
tions.
In the following chapters we compute the boost and ultrarelativistic
limit (v → 1) of the Coulombfield and the Reissner-Nordstrøm solution
in the space of distributions. Finally we discuss the results involving
products of distributions from the viewpoint of Colombeau’s theory.
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D Verzeihnis h

aug verwendeter Symbole
R . . . reelle Zahlen
C . . . komplexe Zahlen

 . . . oene Menge im Rn
Ck . . . Raum der k-fah stetig-dierenzierbaren Funkt.
Ck0 . . . Raum der k-fah stetig-dierenzierbaren Funkt.
mit kompaktem Tr

ager
D . . . Raum der Testfunktionen (= C∞0 )
D′ . . . Raum der Distributionen
E ′ . . . Raum der Distributionen mit kompaktem Tr

ager
L1
(loc)
. . . Raum der (lokal) Lebesgue-integrierbaren Funkt.
L1
(loc)
. . . Raum der (lokal) Lebesgue-integrierbaren Funkt.
mit herausfaktorisiertem Nullteiler
S . . . Raum der Shwartzshen Funktionen
S ′ . . . Raum der temperierten Distributionen
G . . . Colombeau-Algebra,
Algebra der verallgemeinerten Funktionen
C . . . Ring der verallgemeinerten Zahlen
fv, (fv)v . . . (verallgemeinerte) Funktionenfolge (0 < v < 1)
Ff . . . aus der L
1
loc-Funktion f
gebildete regul

are Distribution
u = (uǫ)ǫ +N . . . verallgemeinerte Funktion (Colombeau-Funktion)
∂i . . . partielle Ableitung nah der i-ten Variable
∂α . . . partielle Ableitung der Ordnung | α |
P (∂) . . . linearer partieller Dierentialoperator
δ . . . Dirashe Delta-Distribution
θ ≡ H . . . Heavysideshe Sprungfunktion
f ∗ g . . . Faltung von f und g
Ff ≡ ^f . . . Fouriertransformierte von f
gik . . . Raumzeit-Metrik (Signatur (+,−,−,−) )
ηik . . . Metrik des ahen Raumes (diag(1,−1,−1,−1) )
F ik . . . elektromagnetisher Feldst

arketensor
Tik . . . (symmetrisher) Energie-Impuls-Tensor
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