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ON UNIVERSAL EQUIVALENCE OF PARTIALLY
COMMUTATIVE METABELIAN LIE ALGEBRAS.
E.N.POROSHENKO
Abstract. In this paper, we consider partially commutative metabelian Lie
algebras whose defining graphs are cycles. We show that such algebras are uni-
versally equivalent iff the corresponding cycles have the same length. Moreover,
we give an example showing that the class of partially commutative metabelian
Lie algebras such that their defining graphs are trees is not separable by uni-
versal theory in the class of all partially commutative metabelian Lie algebras.
1. Introduction
Let G = 〈X,E〉 be an undirected graph without loops with the finite set of
vertices X = {x1, . . . xn} and the set of edges E (E ⊆ X × X). We denote the
elements of E by {x, y}.
Suppose that R is an associative commutative ring R with a unit. A partially
commutative Lie algebra overR is an R-algebra LR(X ;G) with the set of generators
X and the set of defining relations of the form
[xi, xj ] = 0, where {xi, xj} ∈ E.
Henceforth, Lie product of g and h is denoted by [g, h]. G is called the defining
graph of the corresponding algebra.
One can also define partially commutative Lie algebras in some variety of Lie
algebras. In this case, a partially commutative Lie algebra in a variety is a Lie
R-algebra defined by a set of generators, defining relations, and the set of identities
holding in this variety. In this paper, we consider partially commutative Lie algebras
in the variety of metabelian Lie algebras.
So, the definition of partially commutative Lie algebras is analogous to ones of
other partially commutative structures such as groups, monoids etc. (see [4]).
Partially commutative groups are studied very heavily nowadays (see [12, 2, 13,
14, 5, 6, 15, 16, 7]). In some papers (for example, in [6, 15, 7]), universal theories
of partially commutative metabelian groups were studied.
Partially commutative algebras (both associative and Lie algebras) were studied
less. Although, there are some results obtained for other partially commutative
structures (see [8, 1, 3, 9, 10, 11]). In [11], for instance, partially commutative Lie
algebras whose defining graphs are trees were considered and the universal theories
of these algebras were studied.
In this paper, we continue studying universal theories of partially commutative
Lie algebras.
In Section 2, preliminary definitions and results are given.
In Section 3, the partially commutative Lie algebras whose graphs are cycles are
considered. It is shown that two such algebras are universally equivalent iff the
cycles have the same length.
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In Section 4, some graph transformation is defined. It is shown that if a partially
commutative metabelian Lie algebra is obtained from another one by applying this
transformation then both algebras have the same universal theory. The paper
finishes by giving an example of two universally equivalent algebras such that the
defining graph of the first one is a tree while the defining graph of the second one
is not.
2. Preliminaries
Let R be an integral domain and let G = 〈X ;E〉 be an undirected graph with
the set of vertices X and the set of edges E. By M(X ;G) denote the partially
commutative metabelian Lie algebra with the set of generators X and the defining
graph G, i.e. the Lie R-algebraMR(X)/I, whereMR(X) is the free metabelian Lie
R-algebra with the set of generators X and I is the ideal of MR(X) generated by
the set of relations {[xi, xj ] = 0 |xi, xj ∈ X, such that {xi, xj} ∈ E}.
If {x, y} ∈ E then we write x ↔ y. Similarly, suppose that X ′ ⊆ X and x ∈ X
is adjacent to all vertices in X ′. Then we write x ↔ X ′. These pieces of notation
are going to be used as global ones. Namely, they mean that a vertex is adjacent
to another vertex (or to all vertices in a subset of X) in G, i.e in the defining graph
of the initial partially commutative metabelian Lie algebra M(X ;G).
In particular, since G has no loops x↔ X ′ implies x 6∈ X ′.
In this paper, we assume X = {x0, x1, . . . , xn−1}. We also suppose that R is
an integral domain containing the ring of integers Z as a subring. We denote Lie
monomials as bracketed lowercase Latin letters (for example, [u]) to keep the same
notation as in some other papers.
Definition 2.1. Let [u] be a Lie monomial in the set of generatorsX . The multide-
gree of [u] is the vector δ = (δ0, δ2, . . . , δn−1), where δi is the number of occurrences
of xi in [u].
Let us denote by mdeg([u]) the multidegree of [u] and by mdegi(u) the number
of xi in [u], i.e. the ith coordinate of mdeg([u]).
The glued multidegree of [u] is the vector m˜deg([u]) = (δ0, δ2, . . . , δn−2 + δn−1),
where δi = mdegi([u]) as above.
Let us introduce some pieces of notation associated with graphs. Let H be an
arbitrary undirected graph. By V (H) and E(H) denote the set of the vertices and
the set of the edges of this graph respectively. Next, let V ′ ⊆ V (H). By H(V ′)
denote the subgraph of H , generated by the set V ′.
Let [u] be a Lie monomial not equal to zero in M(X ;G). By X[u] denote the
set {xi ∈ X |mdegi([u]) 6= 0}. Correspondingly, G[u] is a subgraph of G generated
by X[u]. Likewise, if v is an associative monomial then denote by Xv the set of
generators occurring in v. We also denote by Gv the graph G(Xv).
In [11], the explicit description of a basis of a Lie algebra M(X ;G) was found.
Suppose that the set X is linearly ordered. Then the basis of M(X ;G) is the set of
monomials of the form [u] = [. . . [xi1 , xi2 ], . . . , xik ] having the following properties:
(1) xi2 < xi1 ;
(2) xi2 6 xi3 6 · · · 6 xik ;
(3) xi1 and xi2 are in different connected components of G[u];
(4) let H be the connected component of G[u] containing xi1 , then xi1 is the
greatest element among the vertices in V (H).
Such monomials are called basis monomials. Note, that the set of basis mono-
mials depends on an order of the set X . However, whatever ordering is used the
set of all basis monomials of M(X ;G) forms a basis of this algebra.
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Definition 2.2. If all monomials of a Lie polynomial g have the same multidegree
δ then we call such polynomial homogeneous and write mdeg(g) = δ, where δ is the
multidegree of a monomial in g.
Since the set of identities and the set of defining relations of a partially commu-
tative metabelian Lie algebra are homogeneous the following statement holds. If
0 =
∑
i gi in M(X ;G), where all gi are homogeneous Lie polynomials of pairwise
distinct multidegrees, then for any i we have gi = 0 in this algebra. In particular,
if g is homogeneous then for any order of X all basis monomials in g have the same
multidegree.
Let g be an element such that its decomposition to the linear combination of
basis monomials is a homogeneous polynomial. Then for any other order of X the
decomposition of g to the linear combination of basis monomials is also homoge-
neous. Moreover, the multidegrees of the corresponding polynomials are same for
all orders. So we can define homogeneous elements in an obvious way. Indeed,
since all identities and defining relations of a partially commutative metabelian Lie
R-algebra are homogeneous, any transformation of a non-zero Lie monomial gives
a homogeneous linear combination of the same multidegree. So, we can also de-
fine the multidegree of a homogeneous element of M(X ;G) as follows. Let g be a
homogeneous element. Consider a decomposition of this element to a linear com-
bination of basis monomials (with respect to any order on X). Then by definition
put mdeg(g) = mdeg([u]), where [u] is an arbitrary basis Lie monomial contained
in this decomposition.
Let [u] = [. . . [xi1 , xi2 ], . . . , xik ]. It is easy to show (see, for example, [11]) that
for any permutation of xi3 , . . . , xik we obtain a monomial equal to [u] in M
′(X),
consequently these monomials are also equal in M ′(X ;G). That means
(1) [. . . [[xi1 , xi2 ], xi3 ], . . . , xik ] = [. . . [[xi1 , xi2 ], xσ(i3)], . . . , xσ(ik)],
where σ is a permutation of {i3, i4, . . . , ik}.
Let R[X ] be the set of all commutative associative polynomials over R. It follows
from the last paragraph that the derived subalgebra M ′(X ;G) of M(X ;G) is an
R[X ]-module with respect to the adjoint representation. Denote by u.f the element
of M ′(X ;G) obtained by acting the element f ∈ R[X ] on [u] ∈M ′(X ;G). Namely,
let us define u.f inductively:
(1) u.y = [u, y] for any y ∈ X ;
(2) Let f = y1y2 . . . ym for m > 2 and let f0 = y1y2 . . . ym−1 then u.f =
(u.f0).ym;
(3) Finally, if f = g + s, where s is a commutative associative monomial then
u.f = u.g + u.s.
Definition 2.3. Let g be an arbitrary element of the algebra M(X ;G) and let
C(g) be the centralizer of g. The set
C(g) = C(g) ∩M ′(X ;G)
is called the derived centralizer of g.
For the derived centralizers of the generators of M(X ;G) the following theorem
holds (see [11]).
Theorem 2.4. Let M(X ;G) be a metabelian partially commutative Lie R-algebra,
where X = {x0, x1, . . . , xn−1}. Then for any elements xi1 , xi2 , . . . , xim and for any
αi1 , αi2 , . . . , αim ∈ R\{0} we have
C
( m∑
j=1
αijxij
)
=
m⋂
j=1
C(xij )
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Finally, let us remind some terminology related universal theories of algebraic
systems. Let Φ be a formula having no free variables and including elements of an
algebra A. Then by definition put A |= Φ if Φ holds on A.
Definition 2.5. An ∃-sentence is a formula of the form
∃w1 . . . wmΦ(w1, . . . , wm),
having no free variables. Here Φ(w1, . . . , wm) is a formula of predicate calculus in
the corresponding algebraic system such that this formula does not contain quan-
tifiers.
Definition 2.6. The set of all ∃-sentences that are true in a Lie algebra L is called
the existential theory or the ∃-theory of this Lie algebra.
Definition 2.7. Lie algebras are called existentially equivalent if their existential
theories coincide.
The notion of ∀-sentence is defined analogously as well as the notions of universal
theory(or ∀-theory) of a Lie algebra and universally equivalent Lie algebras.
It is easy to see that Lie algebras L1 and L2 are existentially equivalent iff these
Lie algebras are universally equivalent.
The procedure of exchanging functional symbols by predicate ones is well known
in model theory. Any set with all predicates induced on it is a submodel.
Let us formulate a well-known result in model theory.
Theorem 2.8. Arbitrary algebraic systems (ex., Lie algebras) L1 and L2 are uni-
versally equivalent iff each finite model of the first algebraic system is isomorphic
to a finite model of the second one.
3. Algebras whose defining graphs are cycles
In this section, we consider only the algebras M(X ;Cn), where Cn — is a cycle
on n vertices (n > 3).
By Zn denote the residue ring with respect to base n, namely put Zn =
{0, 1, 2, . . . , n − 1} with addition and subtraction defined in the natural way (for
residue rings). For arbitrary r, s ∈ Zn let us denote by |r − s| the lesser element
between r − s and s− r (in the sense of the standard order: 0 < 1 < · · · < n− 1).
Let G be a graph. A connected component of G is called a chain if it is an
isolated vertex or a tree with two endpoints. In other words, a chain is a tree in
that all vertices are connected consecutively.
Lemma 3.1. Let M(X ;Cn) be the metabelian partially commutative Lie R-algebra,
whose defining graph is the cycle of the length n, where n > 3. Then the following
properties hold.
a) If α, β ∈ R\{0} then C(αxi + βxi+1) = 0.
b) Let |i − j| > 1 and α, β ∈ R\{0}. Then the derived centralizer C(αxi + βxj)
consists of all linear combinations of non-zero Lie monomials [ur] such that X[ur] =
X\{xi, xj}. Moreover, any element of C(αxi+ βxj) can be represented in the form
f = [xi−1, xi+1].g, where g is an associative polynomial.
c) If m > 3 and α1, . . . , αm ∈ R\{0} then C(
∑m
j=1 αjxij ) = 0.
Proof. It follows from Theorem 2.4 that for any αj ∈ R\{0} (j = 1, 2, . . . ,m) the
equation C(
∑m
j=1 αjxij ) =
⋂m
j=1 C(xij ) holds in any algebra M(X ;G).
By construction of basis monomials we can see that if [u] ∈ C(xi)\{0} for a Lie
monomial [u] then mdegi([u]) = 0.
a) Let g ∈ C(αxi + βxi+1) and let g 6= 0 in M(Cn;X). By [11], we only have to
prove the assertion for non-zero Lie monomials. In this case, G[u] has at least two
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chains. Therefore, there exists j ∈ Zn such that xj 6∈ X[u] and there is a representa-
tion [u] = [xs, xt].w, where w is an associative monomial and xs, xt are generators
from different chains. Besides, since [u].xi = [u].xi+1 = 0 these generators should
be in the same chain of the graphs G(X[u]\{xi}) and G(X[u]\{xi+1}) but this is
impossible. Indeed, xi and xi+1 are adjacent in Cn. Therefore, we have to add
both vertices to G[u] to get one chain in the obtained graph instead of two ones in
G[u].
b) Let g ∈ C(αxi+βxj), where |i− j| > 1. As in a), let us suppose that g 6= 0 in
M(X ;Cn). Again it is sufficient to prove the statement for non-zero Lie monomials.
Let [u] be a monomial satisfying the conditions of b). We can write [u] = [xt, xs].w
for some associative monomial w. Let T1, T2, . . . , Tp be the chains of G(X[u]) (p > 2
because [u] 6= 0 in M(X ;Cn)). We can assume without loss of generality that xs ∈
T1, and xt ∈ T2. Since [u] ∈ C(xi) we have [u].xi = 0. Consequently the vertices
of the chains T1 and T2 are in the same connected component of G(X[u]\{xi}).
So, xi connects the subgraph T1 with the subgraph T2. Namely, in the graph Cn,
the vertex xi is adjacent to some vertex of T2 the vertex xi is adjacent to some
vertex of T2 as well. Using the same arguments for xj we obtain that in Cn, the
vertex xj is adjacent to a vertex in T1 and xj is adjacent to a vertex in T2 as well.
This is possible only if there are only two chains in G[u] and one endpoint of each
chain is adjacent to xi while the other endpoint of each chain is adjacent to xj .
Consequently, X[u] = X\{xi, xj}.
There are only two connected components in G[u] and the vertices xi−1 and xi+1
are in the different connected components. Therefore, one of these vertices is in
the same connected component with xs and the other one is in the same connected
component with xt.
In [11], it was shown that if [w1] is a non-zero Lie monomial and [w2] is obtained
from [w1] by switching two generators from the same connected component of G[w1],
then [w1] = [w2] in M(X ;G).
Thus, we can switch xi−1 with the vertices in {xs, xt} lying in the same con-
nected component as xi−1 and xi+1 with another vertex of this set. Applying the
anticommutativity identity to the obtained monomial (if it is necessary) we obtain
a monomial in the form [xi+1, xi−1].v, which is equal to [u] in M(X ;G).
c) It is sufficient to show that C(αxi + βxj + γxk) = 0. If at least two among
these three vertices are adjacent in Cn then the proof follows from a).
Suppose that |i− j| > 1, |j − k| > 1 and |i− k| > 1. Let T1, T2, . . . Tp are chains
of G[u]. Obviously, p > 3 in this case. All arguments are similar to ones in b). Let
[u] = [xr , xs].w, where w is an associative monomial. We can assume without loss
of generality that xr is in a chain T1 and xs is in a chain T2. Since [u].xi = 0, we get
xi is adjacent to some vertex in T1 and xi is adjacent to some vertex in T2 as well.
That means that xi connects T1 and T2 in a connected component in G(X[u]\{xi}).
Analogously, since [u].xj = 0, we obtain xj is is adjacent to some vertex in T1 and
x1 is adjacent to some vertex in T2 as well. But in this case, T1 and T2 together
should contain all vertices in X\{xi, xj}. This is impossible because there are at
least tree chains. So the proof is completed. 
Let m > 4. Consider the formula.
(2) Φ(m) = ∃z0, z1, . . . , zm−1Θ(z0, z1, . . . , zm−1),
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where
Θ(z0, z1, . . . , zm−1) =
 ∧
i∈Zm
[zi, zi+1] = 0 ∧
∧
i,j∈Zm:|j−i|>1
[zi, zj ] 6= 0 ∧
∧
∧
i,j∈Zm :|i−j|·|(i+2)−j|6=1
[[zi, zi+2], zj] 6= 0
 .
It is easy to see that this formula holds in M(X,Cm). Indeed, let us put gi to be
equal xi for any i ∈ Zm. Obviously, [xi, xj ] = 0 iff |i− j| 6 1. We also can see that
[[xi, xi+2], xj ] = 0 iff the vertices xi and xi+2 are in the same connected component
of G({xi, xi+2, xj}). But this is true only in the case
(3) |j − i| = |j − (i+ 2)| = 1.
Note that if m > 5 then for any k, l ∈ Zm such that |k− l| = 2 there is a unique
t such that |k − t| = |l − t| = 1. So, if k − t = 1 then we may assume that l = i,
then k = i+ 2 and t = i+ 1 = j. Otherwise, we suppose that k = i, then l = i+ 2
and again t = i+ 1 = j.
However, ifm = 4 then the assertion from the last paragraph is not true. Indeed,
let k, l ∈ Z4 be such that |k − l| = 2. Then for either t ∈ Z4 such that t 6= k and
t 6= l we have |k − t| = |l − t| = 1. As in the last paragraph, we can put k = i if
l − t = 1 and l = i in the other case.
Let us prove some conditions the elements g0, g1, . . . , gm−1 ∈ M(X ;Cn) should
satisfy to M(X ;Cn) |= Θ(g0, g1, . . . , gm−1) true. But before doing that, let us note
that any gi can be written as follows:
gi = ĝi + g
′
i,
where g′i ∈M
′(X ;Cn) and
(4) ĝi =
ri∑
l=1
αi,lxki,l ,
moreover, for any fixed i all indices ki,l are distinct and αik ∈ R\{0}. So, ĝi is the
linear part of gi. Thus, we have
[gi, gj ] = [ĝi + g
′
i, ĝj + g
′
j ] =
= [ĝi, ĝj] + [ĝi, g
′
j] + [g
′
i, ĝj ] + [g
′
i, g
′
j] =
= [ĝi, ĝj]− [g
′
j, ĝi] + [g
′
i, ĝj ]
(5)
Besides, we need the following formula:
[[gi, gj], gk] =[[gi, gj], ĝk + g
′
k] =
=[[gi, gj], ĝk] + [[gi, gj], g
′
k] =
=[[gi, gj], ĝk].
(6)
Lemma 3.2. Let m > 5 and let g0, g1, . . . , gm−1 be the elements of M(X ;Cn)
(n > 3) such that M(X ;Cn) |= Θ(g0, g1, . . . , gm−1). Then for all i ∈ Zm we have
ĝi 6= 0 in M(X ;Cn).
Proof. Let ĝi = 0 for some i. Since m > 5 we have |(i + 3) − i| > 1. Obvi-
ously, [[gi+3, gi+1], gi] = 0 because M(X,Cn) is metabelian and [gi+3, gi+1], gi ∈
M ′(X ;Cn).We get a contradiction to (2). Therefore, for any i ∈ Zm we obtain
ĝi 6= 0. 
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Lemma 3.3. Let m > 5 and let g0, g1, . . . , gm−1 be the elements of M(X ;Cn)
(n > 4) such that M(X ;Cn) |= Θ(g0, g1, . . . , gm−1). Then for all i ∈ Zm we have
ri 6 2, where ri are taken in (4). In other words, the linear part of each gi has at
most two summands. Moreover, if ri = 2 for some i ∈ Zm then |ki,1 − ki,2| > 1,
where ki,1 and ki,2 are also taken in (4)).
Proof. Let ĝi have at least three non-zero summands for some i, i.e. let ri > 3.
Since [gi+1, gi−1], g
′
i ∈M
′(X ;Cn), (6) implies
0 = [[gi+1, gi−1], ĝi] =
[
[gi+1, gi−1],
ri∑
l=1
αi,lxki,l
]
.
Hence, [gi+1, gi−1] ∈ C
(∑ri
l=1 αi,lxki,l
)
. By Lemma 3.1 c), [gi+1, gi−1] = 0. This
contradicts to (2) because for m > 5 we have |(i + 1)− (i− 1)| > 1.
Let ĝi = αi,1xj + αi,2xj+1 for some j ∈ Zm and for αi,1, αi,2 ∈ R\{0} (i.e in the
case of ri = 2 and |ki,1− ki,2| = 1). Then by Lemma 3.1 a), [gi+1, gi−1] = 0 and we
also obtain a contradiction. 
Lemma 3.4. Let m > 5 and let g0, g1, . . . , gm−1 be the elements of M(X ;Cn)
(n > 4) such that M(X ;Cn) |= Θ(g0, g1, . . . , gm−1). If ri−1 = ri+1 = 1 for some
i ∈ Zm, then ri = 1 where ri−1, ri, ri+1 are taken in (4).
Proof. Suppose that ri−1 = ri+1 = 1 and ri = 2 for some i ∈ Zm. So, let ĝi =
αxj + βxk (where |j − k| > 1), ĝi−1 = γxs, and ĝi+1 = δxt.
By (2), we have [gi−1, gi] = 0. Therefore, by (5) and homogeneity of identities
and relations in a metabelian partially commutative Lie algebra in M(X ;Cn), we
obtain [ĝi−1, ĝi] = 0. That is [αxj +βxk, γxs] = αγ[xj , xs]+βγ[xk, xs] = 0. Conse-
quently, |j − s| 6 1 and |k − s| 6 1. There are two cases possible: either s is equal
to one of the elements j, k or it is distinct from both of them.
1. We can assume without loss of generality that j = s. Since ri = 2, we have
j 6= k. Therefore, |k − j| = 1. But this contradicts to Lemma 3.3.
2. Let |j−s| = |k−s| = 1. We can assume without loss of generality that j = s−1,
k = s+ 1.
Consider [gi, gi+1]. By the same argument as above, |j − t| = |k − t| = 1. We
again get two cases.
2-1. Let t = s. By (2), [[gi−2, gi], gi−1] = 0. Consequently, by (6), we get
[[gi−2, gi], ĝi−1] = 0. That means [gi−2, gi] ∈ C(xs). Now, by (6), we obtain
[[gi−2, gi], gi+1] = [[gi−2, gi], ĝi+1] = 0 (remind that ĝi+1 = δxs). We get a con-
tradiction to (2) because |(i − 2)− (i+ 1)| 6= 1 in Zm for m > 5.
2-2. Let t 6= s. This is possible only if n = 4. Renumbering generators if it is
necessary, we can suppose that ĝi = αx1 + βx3, ĝi−1 = γx0, ĝi+1 = δx2.
Consider gi+2. By (5) and homogeneity of identities and relations in a metabelian
partially commutative Lie algebra, [ĝi+1, ĝi+2] = 0. Remind that [xp, xq] = 0 iff
|p− q| 6 1. Consequently, ĝi+2 = ζx1 + ηx2 + θx3, where ζ, η, θ ∈ R. Moreover, by
Lemma 3.3, either η = 0 or ζ = θ = 0.
2-2-1. If η = 0, then gi+2 = ζx1+ θx3. By (6), we have [[gi−1, gi+1], ĝi] = 0. Hence,
[gi−1, gi+1] ∈ C(ĝi) = C(x1) ∩ C(x3). But in this case [gi−1, gi+1] ∈ C(ĝi+2) and it
does not matter whether neither ζ nor θ is equal to 0. So, [[gi−1, gi+1], ĝi+2] = 0.
Since m > 5, we have |(i − 1) − (i + 2)| 6= 1 in Zm and we get a contradiction to
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(2).
2-2-2. If ζ = θ = 0, then Lemma 3.2 implies η 6= 0. We have gi+2 = ηx2. By (6),
we obtain [[gi, gi+2], ĝi+1] = 0. Therefore, [gi, gi+2] ∈ C(ĝi+1) = C(x2). But in this
case [gi, gi+2] ∈ C(ĝi+2). So, by (6), we obtain [[gi, gi+2], gi+2] = 0. Again we get a
contradiction to (2). 
Lemma 3.5. Let m > 5 and let g0, g1, . . . , gm−1 be the elements of M(X ;Cn)
(n > 4) such that M(X ;Cn) |= Θ(g0, g1, . . . , gm−1). Then ri = 1 for all i ∈ Zm.
Proof. By Lemma 3.4 we are left to show that the case of ri = ri+1 = 2 is impossible.
Suppose that ĝi = αxj + βxk and ĝi+1 = γxs + δxt, where α, β, γ, δ 6= 0 and
|j − k| > 1, |s− t| > 1. Then (5), (2), and homogeneity of identities and relations
of a partially commutative metabelian Lie algebra imply
(7) 0 = [ĝi, ĝi+1] = αγ[xj , xs] + αδ[xj , xt] + βγ[xk, xs] + βδ[xk, xt].
Indeed, only these summands in (5) are the products of two generators. Consider
several cases.
1. Let j, k, s, t be distinct. Then (7) and homogeneity of identities and relations of
partially commutative metabelian Lie algebra imply
(8) [xj , xs] = [xj , xt] = [xk, xs] = [xk, xt] = 0.
By the first two parts of (8), |j − s| = |j − t| = 1. Then xs, xj , xt are connected
successfully in Cn, namely xj is adjacent to both other vertices. For the same
reason, we obtain |k− s| = |k− t| = 1 (considering two last parts of (8)). Therefore
xk is also adjacent to both xs, and xt. This is possible only in the case of n = 4.
We can assume without loss of generality that ĝi = αx0+βx2, ĝi+1 = γx1+δx3.
Consider gi+2. Let ĝi+2 = ζx0 + ηx1+ θx2+ κx3. By (6), [[gi+1, gi+3], ĝi+2] = 0,
therefore, [gi+1, gi+3] ∈ C(ĝi+2). It follows from Lemma 3.1 that either ζ = θ = 0
or η = κ = 0.
1-1. Let ζ = θ = 0. Then ĝi+2 = ηx1 + κx3. By (6), [[gi, gi+2], ĝi+1] = 0, therefore
[gi, gi+2] ∈ C(ĝi+1) = C(x1) ∩ C(x3). But in this case, [gi, gi+2] ∈ C(ĝi+2) and it
does not matter whether neither η nor κ is equal to 0. Hence, by (6), we obtain
[[gi, gi+2], gi+2] = 0, but this contradicts to (2).
1-2. Let η = κ = 0. Then ĝi+2 = ζx0 + θx2. By analogy with Case 1-1, (6) implies
[[gi−1, gi+1], ĝi] = 0. Therefore, [gi−1, gi+1] ∈ C(ĝi) = C(x0) ∩ C(x2). But then
[gi−1, gi+1] ∈ C(ĝi+2) and it does not matter whether neither ζ nor θ is equal to 0.
Thus, by (6), we obtain [[gi−1, gi+1], gi+2] = 0. But this contradicts to (2) because
if m > 5 then |(i− 1)− (i+ 2)| 6= 1.
2. Let {j, k} ∩ {s, t} have one element. Without loss of generality, we can suppose
that j = s, k 6= t. In this case, (7) implies αδ[xj , xt] + βγ[xk, xj ] + βδ[xk, xt] = 0.
By homogeneity of identities and relations of a partially commutative metabelian
Lie algebra, [xj , xt] = [xk, xj ] = [xk, xt] = 0. Since j 6= k and j 6= t we have
|j − k| = |j − t| = 1. As k 6= t, we obtain |k − t| = 2. But then [xk, xt] 6= 0. It s a
contradiction. Consequently this case is impossible.
3. Finally, let {j, k} = {s, t}. We can assume without loss of generality that s = j
and t = k. So, gi+1 = γxj + δxk. By (6) we obtain [[gi−1, gi+1], ĝi] = 0. Thus,
[gi−1, gi+1] ∈ C(ĝi) = C(xj) ∩ C(xk). Then [gi−1, gi+1] ∈ C(ĝi+1). Consequently,
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[gi−1, gi+1] ∈ C(ĝi+1). So, by (6) we obtain [[gi−1, gi+1], gi+1] = 0, but this contra-
dicts to (2).
Taking into account Lemma 3.4, we have considered all cases and have seen that
none of them is appropriate. This completes the proof. 
Theorem 3.6. Let R be an integral domain having Z as a subring and let X =
{x1, x2, . . . , xn}, Y = {y1, y2, . . . , ym}. The partially commutative metabelian Lie
algebras M(X ;Cn) and M(Y ;Cm) are universally equivalent iff m = n.
Proof. The converse is obvious. Indeed, if m = n then M(X ;Cn) and M(Y ;Cm)
are isomorphic.
Let us prove the direct statement. We can assume without loss of generality that
m > n. If n = 3 then the statement is trivial. Indeed, M(X,C3) is an abelian Lie
algebra. Therefore, the following formula holds in this algebra:
Ψ = ∀g, h[g, h] = 0.
But Ψ does no hold in M(X,Cm) for m > 4. As a counterexample we can put
g = x1, h = x3. Since m > n > 3, we have m > 4, consequently, |1 − 3| > 1.
Therefore, [x1, x3] 6= 0 in M(X ;Cn).
Suppose that m > n > 4. Let g0, g1, . . . , gm−1 make true (2) in M(X ;Cn). By
Lemmas 3.2–3.5, for all i ∈ Zm we have ĝi = αixji , where αi 6= 0.
Easy to see that |ji − ji+1| 6 1 for any i ∈ Zm. Indeed, (5) and homogeneity
of identities and relations in a partially commutative metabelian Lie algebra imply
[ĝi, ĝj ] = αiαi+1[xji , xji+1 ] = 0, and the relation between ji and ji+1 is immediate.
Let us show that there exist i, k ∈ Zm such that ji = jk and therefore xji = xjk .
If there exists i ∈ Zm such that xji = xji+1 then there is nothing to prove. Suppose
that |ji − ji+1| = 1 for all i ∈ Zm. Chose i0, such that ji0 is a minimal among all
ji’s. If ji0 6= 0, then ji0+1 = ji0−1 = ji0 + 1.
Let ji0 = 0. If ji0+1 = ji0−1 = 1 or ji0+1 = ji0−1 = n− 1 then there is nothing
to prove. Thus, we can suppose that ji0+1 6= ji0−1. Then we may assume without
loss of generality that ji0+1 = 1, ji0−1 = n− 1. Since ji are distinct, we obtain
(9) ji0 < ji0+1 · · · < ji0+m−1 = ji0−1.
Indeed, i0 +m− 1 = i0 − 1 in Zm, consequently ji+1 − ji = 1 for all i ∈ Zm. But
ji0−1 = m − 1 > n − 1. This contradiction shows that the set of inequalities (9)
is impossible. Therefore, for some i, k ∈ Zm we have ji = jk. Then, by (6), we
have [[gi−1, gi+1], ĝi] = 0, consequently [gi−1, gi+1] ∈ C(ĝi) = C(xji). This implies
[gi−1, gi+1] ∈ C(ĝk), so [[gi−1, gi+1], ĝk] = 0. But since m > 5 and k 6= i, at least
one of the values |k− (i− 1)| and |k− (i+1)| is not equal to 1. This contradiction
to (2) completes that proof. 
4. To the question on algebras with the same universal theories
LetM(X ;G) be a partially commutative metabelian Lie algebra and G(X,E) its
defining graph. For a vertex x ∈ X let us put x⊥ = {y | d(x, y) 6 1}, where d(x, y)
is the distance between x and y. Namely, it is the least number l such that there
exists a path that connects x and y and goes through l edges. Let us introduce a
binary relation ∼⊥ on X . By definition put x ∼⊥ y iff x⊥ = y⊥. Evidently, this is
an equivalence relation.
If x ∼⊥ y and x 6= y then x↔ y. Therefore, x and y are in the same connected
component of any subgraph of G containing both these vertices.
Let us prove a couple of statements about ∼⊥.
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Lemma 4.1. Let X˜⊥x be the equivalence class of x with respect to ∼⊥. Then the
subgraph G(X˜⊥x ) of G is a complete graph. Moreover, for y ∈ X\X˜
⊥
x we have y ↔ x
iff y ↔ X˜⊥x .
Proof. Let z ∈ X˜⊥x . Then by definition x
⊥ = z⊥. Since clearly x ∈ x⊥, we have
x↔ z.
Since ∼⊥ is an equivalence relation, we can repeat the arguments above for any
vertex in X˜⊥x instead of x. So, each vertex in X
∼⊥
x is adjacent to all other vertices
of this set.
Now, let y ∈ X\X˜⊥x . Then y ↔ x iff y ∈ x⊥. For any vertex in z ∈ X˜
⊥
x we have
z⊥ = x⊥. So, we obtain y ↔ z. Consequently, all vertices in X˜⊥x are adjacent to
the same vertices in X\X˜⊥x . Thus, y ↔ X˜
⊥
x . 
Lemma 4.2. Let G = 〈X ;E〉 be a graph and let H = 〈Y ;F 〉 be a subgraph of G
generated by a set Y . Let also x, y ∈ Y be such that x ∼⊥ y in G. Finally, let
H ′ = H(Y \{y}). Then the number of connected components in H and H ′ is same.
Moreover, two vertices not equal to y are in the same connected component of H ′
iff they are in the same component of H
Proof. Let z1 and z2 be in the same connected component of H . Then there exists
a path connecting z1 and z2:
(10) (y0 = z1, y1, . . . , ys−1, ys = z2).
If no vertex of this path is equal to y, then there is nothing to prove. Assume
the converse, Namely, suppose that yl = y for some l ∈ {1, 2, . . . , s − 1}. Then
yl−1 ↔ y and yl+1 ↔ y. However, y ∼⊥ x. Therefore, by Lemma 4.1, yl−1 ↔ x
and yl+1 ↔ x. So, we can change y by x in the path (10). We get another path
connecting z1 and z2. If this path still goes through y, let us repeat the procedure
described above. Finally, we can obtain a path not going through y. Consequently,
z1 and z2 are in the same connected component of H
′.
The converse is obvious because any path in H ′ is also a path in H .
In particular, the number of connected components H and H ′ is same. This
concludes the proof. 
Let G be a graph such that ∼⊥ is not identical (diagonal) on it and let M(X ;G)
be a partially commutative metabelian Lie algebra with the defining graph G.
Suppose that the set X˜⊥xn−1 contains more then one element. Denote by X
′ the
set X\{xn−1} and by G
′ the graph G(X ′). Without loss of generality it can be
assumed that xn−1 ∼⊥ xn−2. From this point on we consider an order on X for
that xn−1 and xn−2 are two least vertices and xn−2 < xn−1. The order of other
vertices does not matter so we can fix any order having the indicated property.
Respectively, we consider the order on X ′ that is obtained from the order on X by
removing xn−1.
For any λ ∈ R\{0} let us define the map ϕλ : X →M(X
′, G′) as follows:
(11) ϕλ(xi) =
{
xi, if i 6= n− 1;
λxn−2 if i = n− 1.
This map can be extended up to a homomorphism from M(X ;G) to M(X ′;G′)
uniquely.
Indeed, each homomorphism keeps addition and multiplication. Therefore, we
can represent the image of any element as a linear combination of the elements
that are the products of generators of M(X ;G). Therefore, if such homomorphism
exists then it is unique.
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Let us show that extension of ϕλ to the entire R-algebra Lie M(X ;G) is really
a homomorphism (let us denote this extension also by ϕλ). It is suffices to check
that the extension keeps all identities and relations of the metabelian partially
commutative Lie algebra M(X ;G). All identities are hold in M(X ′;G′) because
M(X ′;G′) is also a metabelian Lie algebra. Let [xi, xj ] = 0 in M(X ;G). It means
that xi ↔ xj . If i, j 6= n − 1 then ϕλ([xi, xj ]) = [ϕλ(xi), ϕλ(xj)] = [xi, xj ] = 0 in
M(X ′;G′). If [xi, xn−1] = 0 for i 6= n − 1 then xi is adjacent to xn−1 therefore
xi is also adjacent to xn−2 and so [xi, xn−2] = 0. We obtain ϕλ([xi, xn−1]) =
[ϕλ(xi), ϕλ(xn−1)] = λ[xi, xn−2] = 0.
By mdeg([w]) we also denote the multidegree of a homogeneous element [w] of
the algebra M(X ′;G′). Since it is clear what algebra we are talking about there is
no ambiguity.
Let us set λ and consider ϕλ. Suppose that [u] and [v] are non-zero Lie monomials
of M(X ;G) such that ϕλ([u]) and ϕλ([v]) are not equal to zero in M(X
′;G′).
Clearly, mdeg(ϕ([u])) = mdeg(ϕ([v])) iff m˜deg([u]) = m˜deg([v]). Indeed, easy to
see that mdeg(ϕ([u])) = m˜deg([u]) and mdeg(ϕ([v])) = m˜deg([v]).
Consider an element g ∈M(X ;G)\{0}. There exists the decomposition
(12) g =
∑
δ˜,xi
g
δ˜,xi
,
where g
δ˜,xi
is a non-empty linear combination of basis monomials that appear with
non-zero coefficients in the decomposition of g, start with xi, and have the glued
multidegree δ˜. It is easy to see how to obtain this decomposition. First of all, let
us represent g as a linear combination of basis monomials. Then, for each g
δ˜,xi
we need to choose the summands starting with the required generator and having
the required glued multidegree. Since basis monomials are linearly independent, all
g
δ˜,xi
that consist of at least one basis monomial with a non-zero coefficient are not
equal to zero in M(X ;G).
Let δ˜0 = (ε0, ε1, . . . , εn−2) be a glued multidegree. If representation (12) of g
contains g
δ˜0,xi
then we can write
(13) g
δ˜0,xi
=
εn−2∑
j=0
αj [ui,j ],
where [ui,j ] is the monomial of M(X ;G) defined as follows. Its multidegree is
mdeg([ui,j ]) = (ε0, ε1, . . . , εn−3, εn−2 − j, j),
it starts with xi, and it is a basis monomial in the case of αj 6= 0. Let us also notice
that by definition of g
δ˜0,xi
there exists j such that αj 6= 0.
Lemma 4.3. If [ui,j ] is a basis monomial for some j, then [ui,0] is also a basis
monomial.
Proof. If j = 0 then there is nothing to prove.
Let j = εn−2. Since xn−2 ∼⊥ xn−1, the graphs G(X[ui,εn−2 ]) and G(X[ui,0]) are
clearly isomorphic and the map taking xn−1 to xn−2, and xi to xi for all other i
is an isomorphism. Moreover, xn−1 is the least generator, therefore xn−1 is on the
second place in [ui,j ]. Thus, the described isomorphism of graphs take xn−1 to xn−2
and xn−2 is the least generator in X[ui,0]. Therefore xn−2 is on the second place
in ϕλ([ui,j ]). So, if [ui,εn−2 ] is a basis monomial then xi and xn−1 are in different
connected components of G(X[ui,εn−2 ]). Consequently, the images of these vertices
are also in different connected components of G(X[ui,0]).
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Finally, suppose that j 6= 0, εn−2. By Lemma 4.2, it is easy to see that xi and
xn−1 are in different connected components, i.e. xi and xn−2 are also in different
connected components.
By Lemma 4.2, for all graphsG(X[ui,j ]) the connected components not containing
xn−2 and xn−1 are same. Therefore if xi is the largest vertex in its connected
component of G(X[ui,j ]) it is also the largest vertex in the corresponding component
of G(X[ui,0]). 
Corollary 4.4. (1) ϕλ(gδ˜0,xi) = 0 iff
∑εn−2
j=0 αjλ
j = 0.
(2) If ϕλ(gδ˜0,xi) 6= 0 then this is a multiple of some basis monomial.
Proof. Note that
(14) ϕλ([ui,j ]) = λ
j [ui,0].
We may write this becauseX[ui,0] ⊆ X
′ and so [ui,0] can be considered as an element
of M(X ′;G′).
Now, one can easily obtain both assertions from Lemma 4.3. 
Lemma 4.5. Let g be a non-zero element of M(X ;G) and let ϕλ a homomorphism
defined by (11) for some λ ∈ R\{0}. Then ϕλ(g) = 0 in M(X
′;G′) iff ϕλ(gδ˜,xi) = 0
for all components g
δ˜,xi
of the decomposition (12).
Proof. Let g be a non-zero element of M(X ;G) such that ϕλ(g) = 0. By (12), we
obtain
∑
δ˜,xi
ϕλ(gδ˜,xi) = ϕλ(g) = 0. Suppose that ϕλ(gδ˜0,xi0
) 6= 0 for some glued
multidegree δ˜0 = (ε0, . . . , εn−2) and some generator xi0 . Show that the following
expression is not equal to zero in M(X ′;G′):
(15) ϕλ
(∑
i
g
δ˜0,xi
)
=
∑
i
ϕλ(gδ˜0,xi).
Indeed, by (15) and Corollary 4.4 we obtain
∑
i ϕλ(gδ˜0,xi) =
∑
i βi[ui,0], where
βi are some elements in R. Since βi[ui,0] = ϕλ(gδ˜0,xi), some βi are not equal to 0.
In particular, βi0 6= 0. Since the first letters of the monomials [ui,0] are different
they are different basis monomials. Therefore,
∑
i ϕλ(gδ˜0,xi) 6= 0 in M(X
′;G′).
But this is impossible. Indeed, by homogeneity of identities and relations a par-
tially commutative metabelian Lie algebra, if a Lie polynomial is equal to zero in
M(X ′;G′) then all summands of the decomposition of this polynomial as the sum
of homogeneous elements should also be equal to zero in M(X ′;G′). We are left to
notice that ϕλ
(∑
i gδ˜0,xi
)
is just such summand. 
Lemma 4.6. Let g ∈M(X ;G)\{0}. Then there exists λ0 ∈ Z
+ such that ϕλ(g) 6=
0 for any λ > λ0.
Proof. It follows from Lemma 4.5 that ϕλ([g]) = 0 in M(X
′;G′) iff ϕλ(gδ˜,xi) = 0
for all g
δ˜,xi
appearing in the decomposition (12). Therefore, it suffices to prove the
assertion of the lemma in the case of g = g
δ˜,xi
that is not equal to zero inM(X ;G),
where xi is a generator and δ˜ = (ε0, ε1, . . . , εn−2) is a glued multidegree.
Let g =
∑εn−2
j=0 αj [ui,j ] where ui,j is a basis monomial such that it starts with
xi and mdeg([ui,j ]) = (ε0, ε1, . . . , εn−3, εn−2 − j, j). By (14), we have ϕ(g) =(∑εn−2
j=0 αjλ
j
)
[ui,0]. Consider the polynomial p(λ) =
∑εn−2
j=0 αjλ
j . Since R is an
integral domain, this polynomial has at most εn−2 positive integer roots. Thus, λ0
can be chosen by one greater than the largest positive integer root of p(λ). If p(λ)
has no positive integer root, we can take, for example, λ0 = 1). 
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Figure 1. Graph G and it compaction G
Theorem 4.7. Let X be a finite set, G a graph. Suppose that there exists x ∈ X
such that the ∼⊥-equivalence class X˜
⊥
x has more than one element. Finally, let
X ′ = X\{x} and G′ = G(X ′). Then the algebras M(X ;G) and M(X ′;G′) are
universally equivalent.
Proof. By Theorem 2.8, it suffices to show that for each finite submodel inM(X ;G)
there exists an isomorphic submodel in M(X ′;G′) and vice versa.
The converse is obviously true because M(X ′;G′) is a subalgebra of M(X ;G).
Let us prove the direct statement.
Let x = xn−1 and xn−2 ∼⊥ xn−1. Let also Γ = {g1, . . . , gm} be a finite set of the
elements ofM(X ;G). Extend Γ adding the elements gi−gj , gi+gj−gk, [gi, gj ]−gk
for all i, j, k = 1, 2 . . . ,m and denote by Γ the obtained set. It is sufficient to show
that there exists λ such that the kernel of ϕλ : M(X ;G) → M(X
′;G′) is disjoint
with Γ. If it is the case then the images of the elements in Γ are distinct. Moreover,
if gi 6= gj + gk or gi 6= [gj , gk] then the images of gi and gj + gk (images of gi and
[gj , gk] respectively) are not equal either.
By Lemma 4.6, for any non-zero g ∈ Γ there exists λ0(g) such that for any
λ > λ0(g) the following inequality holds: ϕλ(g) 6= 0. Let λ0 be maximal among
λ0(g) for all g ∈ Γ. Then for any λ > λ0 and for any g ∈ Γ we obtain ϕλ(g) 6= 0.
So, the universal theories of M(X ;G) and M(X ′;G′) coinside. 
Let G = 〈X ;E〉 be a graph. Suppose that there exists a ∼⊥-equivalence class
containing at least two vertices. Let x be a vertex of such class, X ′ = X\{x},
and G′ = G(X ′). Then by Theorem 4.7, the universal theories of M(X ;G) and
M(X ′;G′) coincide. Moreover, it is easy to see that for any equivalence relation
if we remove an element from any equivalence class then all other elements of this
class still remain in the same equivalence class and other equivalence classes do not
change.
So, if an obtained graph still contains a ∼⊥ equivalence class with at least two
vertices then we can repeat the procedure described above. By Theorem, 4.7 we
again get a partially commutative metabelian Lie algebra that is universally equiv-
alent to the initial one and so on.
Let G be any graph. We can remove all but one vertices from each ∼⊥-
equivalence class of this graph. The universal theories of the initial and final graphs
coincide. The obtained graph is called the compaction of G. Let us denote it by G.
On Fig. 1 there is an example of two graphs with the same universal theories
such that one of them is a tree while the other one is not.
Finally, let us note that the converse of Theorem 4.7 is not true. Namely, even
if the algebras M(X ;G) and M(Y ;H) are universally equivalent it does not mean
that we can obtain H from G adding and removing the vertices to ∼⊥-equivalence
classes. Indeed, it is easy to see that all compactions of a graph are isomorphic.
On the other hand, a compaction of any tree is this tree itself. But in [11], it was
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shown that if defining graphs of two partially commutative metabelian Lie algebras
are trees then these algebras can be universally equivalent even if their defining
graphs are not isomorphic.
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