Optical Mapping (OM) 
Introduction
Optical Mapping (OM) sequences are the basis for a set of experimental research techniques that are used in electrophysiology for analyzing the electrical behavior of the heart, either in normal or in pathological situations. OM consists of recording (via CCD or CMOS cameras) the fluorescence as emitted by photosensitive contrasts adhered to the cardiac membrane cells. A high-resolution camera with high sensitivity and fast time-acquisition rate yields a set of frames, such that the spatial dimension as represented by each pixel integrates the effect of transmembrane potential on the electric field [1, 2] .
Conventional processing methods have been mostly focused on preprocessing by using linear-based operators, such as spatio-temporal averaging kernels, or its robust versions such as median filtering. However, the presence of optical artifacts, nonlinear distortion, or presence of different noises with diverse natures, makes OM preprocessing an open research field for signal and image processing. In addition, the multimodal mapping is increasingly being used, such as electrical mapping combined with OM, but it becomes limited by the need of presence of catheters in the optical image, which are not easy to remove [2, 3] . Therefore, we addressed here a twofold objective. First, we explored the suitability and scope of intrinsic multirecording techniques to separate different noise sources in OM sequences, specifically, in terms of the Singular Value Decomposition (SVD) on OM sequences. Second, we explored the use of advanced techniques to extrapolate the electrical mapping shadowed spatial regions on the OM images, by using for this purpose GPatt, an advanced algorithm for multidimensional pattern extrapolation based on Gaussian Processes machine learning [4] , which was analyzed in a multimodal recording of OM and electrical mapping including a lasso catheter.
The scheme of the paper is as follows. In Section 2, the properties of the SVD are scrutinized in a typical OM sequence, and spatial and temporal components are studied. In Section 3, the GPatt algorithm is used to cancel and to extrapolate the lasso catheter in a multimodal OM and electrical mapping sequence. Finally, in Section 4, conclusions and future work are sketched.
Noise Cancellation
One of the most useful matrix factorization which is often used in real practice is the SVD [5] , given by X = UΣV where the columns of U ∈ R n×n are known as the right eigenvectors of X ∈ R n×N , Σ ∈ R n×n is a matrix with the singular values of X, and V ∈ R N ×n has the left singular vectors of X. In our case, X is a rectangular matrix obtained by reshaping in space the OM sequence, where n corresponds to the aligned spatial dimensions of the image, and N is the number of frames. Accordingly, the left (right) eigenvectors are the directions of spatial (temporal) distribution. An advantage of this technique is the possibility of working with non-square matrices, however, the left and right singular vectors are the eigenvectors of covariance matrix (C XX ) and of internal products matrix (K x ), respectively:
Hence, it can be concluded that eigenvalues Λ = Σ 2 of C XX and K x are the same, and SVD solves jointly and efficiently two problems of eigenvalue decomposition.
The SVD was applied to an OM sequence, sampled at 800 frames per second. Figure 1 shows the eigenvalues, indicating that most of the variance is in some few com- ponents, and an exponential decay of eigenvalues associated to details. The same figure shows the first 4 temporal eigenvectors when no filtering has been applied, hence it is evident that the high frequency noise is spread throughout many of the components. Therefore, the time signals were first filtered with a low-pass 30Hz zero-phase filter. Figure 2 shows the temporal and spatial eigenvectors, from 1 to 8. It can be seen that in this case, components 1 and 3 convey the (smoothed) basic waveform of action potentials, whereas components 5, 7 and 8 have some energy peaks, corresponding to the transitions in the fast depolarization phase. Also, the first spatial directions include variance from the image distortion and spatial structure for the optical noise.
We further scrutinized in Fig. 3 the content of each spatial eigenvector. The first one corresponded to the averaged value of each frame (not shown). The second spatial component mostly conveyed movement artifacts, and it could be removed or processed for improving the quality. Components from 3 to about 10 conveyed both spatial variations and spatial artifacts, which are strongly coupled.
Extrapolation in Multimodal Mapping
To extrapolate the OM signals in the region where the lasso catheter was situated in multimodal mapping, a mask was first manually generated (Fig. 4b) . Also, a stage of optical noise canceling by using some of the relevant components from SVD was considered, aiming to study the noise sensitivity of the method. The optical signal was then extrapolated to the regions within the mask. Note that we did not address the image boundaries specifically, as usual in OM preprocessing. Whereas the signal quality in the boundaries seems to be often loose, we wanted to analyze the intrinsic processing for all the sequence, and more, it has not been shown yet that the boundaries will not have relevant information for the global analysis of the OM sequence. The method showed sensitive to the mask segmentation, hence, manual (non automatic) segmentation was made. For extrapolating the frame on the lasso catheter mask region, we used the GPatt as proposed in [4] . This algorithm was chosen because it represents a flexible, non-parametric and computationally tractable approach to kernel learning for multidimensional pattern extrapolation, with particular applicability to data with grid structure. Figure 4 shows the effect of extrapolating without noise canceling, in which the extrapolated signal results in a smoothed version of the mask region, compared to a more similar texture recovered when previously canceling some noise, in this case with the SVD approach. Note that the noise cancellation is not necessarily optimum, but still it allows to scrutinize the interaction between the noise and the texture extrapolation. As an additional validation, we analyzed the extrapolation algorithm in the central known part of the multimodal video, i.e., the square bounded by the lasso catheter. We eliminated a small region in this subimage, which was extrapolated with GPatt. As shown in Fig. 5 , the noise is smoothed by the algorithm.
Conclusions
The use of intrinsic decomposition techniques can provide with enhanced denoising capabilities for processing OM sequences, however, effort has to be devoted on providing with a method for decoupling the spatio-temporal bioelectric activity from the spatio-temporal optical noise artifacts. Other techniques such as Independent Component Analysis or 2-dimensional PCA could provide with enhanced decompositions. Further work has to be devoted to reduce GPatt computational burden, which seems strongly dependent on the noise in the OM sequence. 
