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nan is the zeta-regularized product of the sequence {an}n and (z) is Euler’s gamma func-
tion. As a part of our result, we obtain the formula of Lerch, Kurokawa and Wakayama. Moreover this
result gives an example of a pair of sequences {an}, {bn} which satisfies ∏̂n(an ·bn) = ∏̂nan ·∏̂nbn,
although this equality does not hold in general. We also give two-dimensional analogue and q-
analogue of our result. Barnes’ double gamma functions and Jackson’s q-gamma functions appear
instead of Euler’s gamma function (z).
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
The zeta-regularized product of a countable sequence {λk} ⊂ C \ {0} is defined by
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provided that Λ(s) =∑k λ−sk is continued holomorphically at s = 0. Here the branch is
chosen so that −π < arg(λk) π . Note, however, that a different choice of branches may
be made for a finite number of k without affecting the value of
∏̂
kλk .
There are several interesting formulas which can be formulated in terms of zeta-












= (y6∣∣Δ(z)∣∣)− 16 . (2)
Here (x) is Euler’s gamma function and Δ(z) = e2πiz∏∞n=1(1 − e2πinz)24 is Ramanu-
jan’s delta function.
In this paper, we generalize Lerch’s formula.

























(n+ x)2 + y2)= 2π
(x + iy)(x − iy) .




(n+ x)m − ym)= (√2π)m∏
ζm=1 (x − ζy)
.
Now, there are two-dimensional analogue and q-analogue of Euler’s gamma function,
so-called Barnes’ double gamma functions and Jackson’s q-gamma functions (see [1,4]).
Hence it is natural to seek two-dimensional analogue and q-analogue of Theorem 1.

















(mω1 + lω2 + z).
Here we assume Re(ωj ) > 0.
We get two-dimensional analogue of Theorem 1 by using the following result.
Theorem 2. Assume that qj , τj , zj ∈ C satisfy that Re(qj ) > 0, Re(τj ) > 0, Re(zj ) > 0,






(mqj + lτj + zj )−s
can be continued meromorphically to all the s-plane. H2(s) is holomorphic at s = 0 and













zj , (qj , τj )
)+ F,






qj τk − τj qk
qjqk
(logqk − logqj )B2
(
qj zk − qkzj
qj τk − τj qk
)
+ qkτj − τkqj
τj τk
(log τk − log τj )B2
(
τj zk − τkzj
τj qk − qj τk
)}
.
Here B2(x) = x2 − x + 1/6 is the second Bernoulli polynomial. We choose the principal
branch for logqi , log τi .
This is a generalization of Shintani’s result (see [8]). He treated the case n = 2 to give a
new proof of Kronecker’s limit formula (2).











(mqj + lτj + zj )
)
,m,l=0 j=1
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n∏
j=1





(mqj + lτj + zj )s (3)
must hold for all but finitely many m, l ∈ N ∪ {0}. We take this remark into account to
give two-dimensional analogue of Theorem 1. As an example of qj , τj , zj which satisfy
Eq. (3) for any m, l ∈ N ∪ {0}, we can take n = 2h, qj , τj , zj ∈ C, qh+j = qj , τh+j = τj ,
zh+j = zj , j = 1, . . . , h.
Corollary 3. Fix qj , τj , zj ∈ C such that Re(qj ) > 0, Re(τj ) > 0, Re(zj ) > 0, and
qj = qk , τj = τk , qj τk = qkτj for j = k. Suppose that (3) is satisfied for all but finitely




















(mqj + lτj + zj )
)
,
where F is as defined in Theorem 2.
Next we present q-analogue of Theorem 1. Usually the zeta-regularized product is
defined for a sequence {λk} ⊂ C \ {0} such that Λ(s) =∑k λ−sk can be continued holo-
morphically at s = 0. In case Λ(s) is meromorphic at s = 0, Kurokawa and Wakayama [3]











They obtained several examples of such product, one of which is the following q-analogue
of Lerch’s formula.
Theorem 3 (Kurokawa and Wakayama [3]). For q > 1, x > 0,
∞∏̂
n=0
[n+ x]q = Cq
q(x)
.
Here [x]q = qx−1q−1 is the q-analogue of x,
q(x) =
∏∞
n=1(1 − q−n)∏∞ −(x+n) (q − 1)1−xq x(x−1)2
n=0(1 − q )




[n]q = q− 112 (q − 1)
1





We obtain the next result which is the q-analogue of Theorem 1 including the above
Theorem 3.















j=1 zj )2+ 12
∑n
j=1 z2j
= q− 12n (
∑n










Finally we would like to mention that our motivation of generalizing Lerch’s formula is
to see how
∏̂





Suppose that an and bn depend on some parameters X. In many examples, we know∏̂
n







with some explicit F(X). An interesting question is to understand F(X).
Theorem 1 is an example of the case where F(X) vanishes in (4). In fact we have from
Theorem 1

















Corollary 4 is remarkable because it is saying that F(X) = 0 in (4), which does not hold
in general at all. We can see examples where F(X) = 0 in Lemma 1 of [5] and Corollary 3
above.
2. Proof of Theorem 1
In this section we prove Theorem 1. In [9], Stark used a summation formula to obtain
Lerch’s formula. We apply his method.










































Take above c ∈ N∪{0} so that |zj /m| < 1 for any m c+1 and j = 1, . . . , n. Then the
series on the right-hand side of (5) converges absolutely and uniformly on compact subset






















Choose a sufficiently large natural number c such that the conditions∣∣∣∣zjm




































ζ(ns + 1)m=0 j=1 j=1



























where ζ(s) is Riemann’s zeta function. From the expression (6), we can see that Λ(s) has
a meromorphic continuation to {s ∈ C: Re(s) > −1/n}. To see the holomorphy of Λ(s) at
s = 0, we recall the fact that
ζ(s) = 1
s − 1 + γ +O(s − 1), (7)









































































































This completes the proof of Theorem 1.
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[m+ zj ]−sq .
Let [x] be the integer such that x − 1 < [x] x. Put s = σ + it with σ, t ∈ R. Since
[x]q = q
x − 1
q − 1 >
q[x] − 1
q − 1 = q



















[m+ zj ]−σ <
∞∑
m=0
(m+ 1)−nσ = ζ(nσ).
Hence the series defining Hq(s) converges absolutely for Re(s) > 1/n. Using the binomial
expansion, one has







1 − q−(m+zj ))−s





































ns+∑nj=1 lj − 1





|al1,...,lm+1,...,ln | → 1
zm
< 1 as lm → ∞,|al1,...,lm,...,ln | q
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|al1,...,lm+1,...,ln | < rm|al1,...,lm,...,ln |
for sufficiently large lm. Similarly there exist rj < 1 such that






for every sufficiently large lj . Then we see
∞∑
p1,...,pn=0
|al1+p1,...,ln+pn | < |al1,...,ln |
n∏
j=1
(1 − rj )−1.
Hence (8) converges absolutely for all s ∈ C except for the poles of al1,...,ln , and we con-
clude that Hq(s) is meromorphic for s ∈ C.
Now we look at the Laurent expansion around s = 0. If the index (l1, . . . , ln) satisfies




































































(q − 1)ns = 1 + sn log(q − 1)+ s2 n


























































l(ql − 1) +
x(x − 1)
2

























































j=1 zj )2+ 12
∑n
j=1 z2j .
This completes the proof of Theorem 4.
4. Proof of Theorem 2
In this section, we prove Theorem 2. We use Shintani’s contour integral technique (see
[6–8]).
4.1. Meromorphic continuation of H2(s)
In this subsection we prove that H2(s) has a meromorphic continuation to C.
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phic at s = 0.






















































g(t1, . . . , tn)
n∏
i=1




(t1, . . . , tn) ∈ Rn: 0 t1, . . . , tj−1, tj+1, . . . , tn  tj
}
, j = 1, . . . , n,
g(t1, . . . , tn) = exp(−
∑n
i=1 zi ti)
{1 − exp(−∑ni=1 qiti)}{1 − exp(−∑ni=1 τi ti )} , (10)
and we used
{




in the last equation.
For the integral over Dj , we make the change of variables
tj = t, ti = tui (1 i  j − 1), ti = tui−1 (j + 1 i  n).
If we put
gj (t, u1, . . . , un−1) = g(tu1, . . . , tuj−1, t, tuj , . . . , tun−1), (11)


















Applying Riemann’s method on contour integral, we obtain the following contour inte-
gral expression for H2(s),
H2(s) = (s)
−n















Here for a sufficiently small positive number ε, C1 (respectively C∞) is the path in C
consisting of the interval [ε,1] (respectively [ε,∞)), counterclockwise circle of radius
ε around the origin and of the interval [ε,1] (respectively [ε,∞)), and log t , logui are
understood to be holomorphic functions on C − [0,∞) by taking the branch as 0 < arg(t),
arg(ui) < 2π .
Using
(
e2πis − 1)(s) = 2ieπis sinπs (s) = 2πieπis





















It follows from (12) that H2(s) is continued meromorphically to the whole s-plane, and is
holomorphic at s = 0. Hence our claims follows. 
4.2. Evaluation of ∂
∂s
H2(s)|s=0
In this subsection we give the evaluation formula for ∂
∂s
H2(s)|s=0. In the following we





−nπis(1 − s)n∑n−1 2kπisk=0 e













By (12), we have




It is easy to see that



















F ′(0) = nγ − (2n− 1)πi
n
, (15)








G′j (0) = (2πi)n−1n
∫
C∞


















where gjk(t, u) = gj (t,0, . . . ,0, uk,0, . . . ,0).
If we set




































H ′2(0) = I + J = I +K +L. (22)
We evaluate I , K , L in the next three lemmas.
Lemma 1. One has
I = (nγ − (2n− 1)πi)H2(0). (23)
Proof. Substitute (15) and (16) into (18). Then use (13). 






zj , (qj , τj )
)+ (nπi − nγ )H2(0). (24)











zj , (qj , τj )














zj , (qj , τj )














zj , (qj , τj )
)+ (nπi − nγ )H2(0),
here we use (13). Hence our claim follows. 
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duk = gj (t,0, . . . ,0)πi. (27)

























gj (t,0, . . . ,0)πi
dt
t










Hence our claim follows. 






















170 Y. Mizuno / Journal of Number Theory 118 (2006) 155–171We finish the proof of Theorem 2 by evaluating the second term of the right-hand
side on (28). See (10), (11) for the definitions of gjk(t, u) = gj (t,0, . . . ,0, uk,0, . . . ,0),
gj (t, u1, . . . , un−1) and g(t1, . . . , tn).







et − 1 .























qj τk − τj qk
qjqk
(logqk − logqj )B2
(
qj zk − qkzj
qj τk − τj qk
)
+ qkτj − τkqj
τj τk
(log τk − log τj )B2
(
τj zk − τkzj
τj qk − qj τk
)}
. (29)
Here B2(x) = x2 − x + 1/6 is the second Bernoulli polynomial. We choose the principal
branch for logqi , log τi .























(qj + qku)m(τj + τku)l(zj + zku)p




















(qj + qku)m(τj + τku)l(zj + zku)p











The last integral is evaluated by partial fraction decomposition of the integrand. We get
Lemma 4 by straightforward calculations. 
Substituting (29) into (28) yields Theorem 2.
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