Abstract-Filtered-X least mean square (FXLMS) algorithm is widely used in active noise control (ANC) systems when the secondary path is linear. However, the performance of FXLMS reduces when nonlinearity is present. Leaky FXLMS (LFXLMS) and minimum output variance FXLMS (MOVFXLMS) algorithms are effective in compensating the nonlinearity effects in nonlinear ANC (NANC). When using optimum leakage factors, these algorithms show close performance with benchmark nonlinear FXLMS (NLFXLMS) algorithm. In all three algorithms, the degree of nonlinearity must be known in advance and are usually assumed. In previous works, Tangential Hyperbolic Function NLFXLMS (THF-NLFXLMS) algorithm has been developed whereby the degree of nonlinearity is estimated using tangential hyperbolic function (THF). In this work, the performance of LFXLMS and MOVFXLMS based on optimum leakage factors calculated using the estimated degree of nonlinearity is compared with THF-NLFXLMS for Hammerstein structure. The results show that optimum MOVFXLMS performs similarly to optimum LFXLMS and THF-NLFXLMS.
I. INTRODUCTION
Active noise control (ANC) system is designed to generate an anti-noise and cancels the unwanted noise through the principle of superposition. The most widely used ANC algorithm is the Filtered-X Least Mean Squares (FXLMS) algorithm. The best performance of FXLMS algorithm can be achieved when the secondary path is linear. However, the performance of FXLMS is reduced when the secondary path contains nonlinearity.
One solution to compensate the nonlinearity is through the addition of a penalty function to the cost function of adaptive algorithm [1] . By doing so, the signal amplitude is controlled at the nonlinear input and thus preventing the signal from saturating or reaching the nonlinear region. These types of algorithms are often referred to as minimum effort algorithms [2] . Two well-known minimum effort algorithms are the leaky FXLMS (LFXLMS) [3] and the minimum output variance FXLMS (MOVFXLMS) [1] algorithms. The main difference between the two lies on the penalty function that is added to the cost function. The LFXLMS attempts to minimize the standard filter tap weight vector, whereas the MOVFXLMS minimizes the output power of the adaptive filter.
The optimum control effort parameter for both algorithms have been derived in previous works [1] [2] . These optimum parameters lead to an unbiased steady-state solution. It was shown that the performance of the optimum LFXLMS and MOVFXLMS is relatively close to the nonlinear FXLMS (NLFXLMS) when the nonlinear secondary path are represented by a scaled error function (SEF) [4] . However, in calculating the optimum leakage factor of LFXLMS and MOVFXLMS, the actual degree of nonlinearity must be known [1] [2] [3] In this paper, the optimum leakage factor is calculated based on an estimated degree of the nonlinearity by modeling the nonlinear secondary path. The degree of nonlinearity in SEF is modeled using THF [5] [6] . The performances of the optimum LFXLMS and MOVFXLMS algorithms are compared with THF-NLFXLMS algorithm for Hammerstein secondary path structure.
II. METHODOLOGY

A. THF-NLFXLMS
THF-NLFXLMS is an indirect adaptive control algorithm whereby the degree of nonlinearity is modeled using THF [5] [6] . Fig. 1 shows the NANC block diagram for Hammerstein secondary path structure [5] . In this figure, ) (n x denotes the reference signal, ) (n d and ) (n e are the primary and error signals, respectively, ) (n z is a Gaussian measurement noise, ) (n W is the control weight of length M , ) (n P and ) (n S are the primary and the secondary paths that are represented by FIR filters, respectively. In THF-NLFXLMS, the nonlinear function  . f which is represented by SEF is modelled using THF. It was shown that the THF can model SEF up to certain degree of nonlinearity [5] .
The modeling and control algorithms of the THF-NLFXLMS are given as follows [5] .
where  is the modeling signal vector of length L while  and ˆ are the scaling parameters of the nonlinear THF function. When modeling the SEF by THF for Hammerstein secondary path structure, the estimated scaling parameter ˆ converges to its true value  [5] . In particular, it was shown that THF can model SEF up to certain degree of accuracy and that the relationship of THF scaling parameter  to SEF degree of nonlinearity satisfies [5] :
This parameter will be used to calculate the optimum LFXLMS and MOVFXLMS.
B. Leaky FXLMS
The updating equation of the adaptive filter weight for LFXLMS is derived from the standard FXLMS algorithm which is given by [7] :
where
is a reference vector of the form
Note that usually the real secondary path S is not known and must be estimated using Ŝ . In LFXLMS, there is an additional penalty term that is added to the classical cost function. This additional penalty term is proportional to the quadratic norm of the filter weights vector ) (n W . The error signal in block diagram in Fig. 1 may then be written as:
where ) (n y is the output of the secondary path of the form
The combination of cost function and penalty term for LFXLMS is given by:
where  is a leakage factor (a weighting factor) and 0   . In NANC, the addition of a leakage factor can reduce the undesirable effect of nonlinearity. In previous work [8] , the leakage factor was introduced to control the weights level of the adaptive filter. It is done to avoid the need to drive the actuators into nonlinear region. In updating the filter weight, the following gradient of the cost function is used.
By substituting (8) into (9) and using (5), (6) and (7), the gradient of the cost function for the Hammerstein structure can be expressed as ) (
The LMS weight update equation is then given by:
By substituting (10) into (11), and disregarding the nonlinearity in the gradient of the cost function, the LFXLMS algorithm for Hammerstein secondary path structure can be written as:
The advantage of using LFXLMS is that the degree of nonlinearity is not required in the control algorithm. However, it is required in this method to find an optimum leakage factor. The equation of optimum leakage factor for LFXLMS with saturation nonlinearity represented by Scaled Error Function (SEF) is given by [2] ; 
Note that, in calculating o  , the degree of nonlinearity 2  must be known. However, by estimating the degree of nonlinearity using (1), and then applying the relationship in (3), o  can be calculated using the following formula:
where  satisfies
In calculating 2  , the expectation is approximated by 500 independent runs [9] . These calculations are utilized in the simulation for finding the optimum LFXLMS.
C. MOVFXLMS
Another algorithm where the penalty term is added to the classical cost function is the MOVFXLMS algorithm. However, in this case, the penalty term is instantaneous power of specific signal in the adaptation path. The best suitable signal for this purpose is ) (n y w , since it is available in the system. By using the output of the secondary path ) (n y w , the instantaneous cost function can be expressed as [8] :
The gradient of the cost function can be written as:
Similar to the LFXLMS, by substituting (19) into (11) and disregarding the nonlinearity term, the MOVFXLMS for the Hammerstein secondary path structure can be expressed as:
The optimum leakage factor for MOVFXLMS is given [1]:
Using the relationship in (3), the equation of the optimum leakage factor for LFXLMS with nonlinearity which is represented by THF can be rewritten as:
These calculations are also utilized in the simulation for finding the optimum MOVFXLMS.
III. RESULTS AND DISCUSSION
A. Secondary path simulation
The [1] . Table 1 shows the true and estimated values of the secondary path at iteration 10 3 . 
B. Control algorithm simulation
The step sizes of the adaptive algorithm are set to 0.001 to ensure stability of the algorithms. The comparison is carried for Fig. 2 and Fig. 3 show the comparison of the LFXLMS and MOVFXLMS for high sound to noise ratio (SNR) where 
IV. CONCLUSION
In this paper, the performances of the optimum LFXLMS and MOVFXLMS algorithms were compared for THF-NLFXLMS using the Hammerstein secondary path structure. The advantage of these algorithms is that the leakage factor can be optimized by using an estimate of the degree of nonlinearity. The presented simulation results show that all algorithms showed good noise reduction at comparable level.
