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Abstract
In this article, we work to discern exact controllability properties of two coupled wave equations,
one of which holds on the interior of a bounded open domain Ω , and the other on a segment Γ0 of
the boundary ∂Ω . Moreover, the coupling is accomplished through terms on the boundary. Because
of the particular physical application involved—the attenuation of acoustic waves within a chamber
by means of active controllers on the chamber walls—control is to be implemented on the boundary
only. We give here concise results of exact controllability for this system of interactions, with the
control functions being applied through ∂Ω . In particular, it is seen that for special geometries,
control may be exerted on the boundary segment Γ0 only. Moreover, this reachability problem is
posed and solved on the finite energy spaces which are “natural” to the respective wave components;
namely, H 1 × L2. In this work, we make use of microlocal estimates derived for the Neumann-
control of wave equations, as well as a special vector field which is now known to exist under certain
geometrical situations.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
Résumé
Dans cette note nous intéressons aux propriétés de contrôlabilité exacte d’un système couplé
composé de deux équations des ondes, l’une d’elle est sur l’ouvert borné Ω , l’autre sur la partie Γ0
de la frontière ∂Ω . Le couplage se fait par la frontière. Le contrôle doit être implémenté uniquement
sur la frontière car l’application physique considérée est l’atténuation acoustique d’ondes dans une
cavité acoustique au moyen de controlleurs actifs sur la paroi. Nous donnons ici des résultats concis
sur la controllabilité exacte pour ce système d’interactions, avec la fonction de contrôle appliquée
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sur ∂Ω . En particulier, nous voyons que pour certaines géométries le contrôle peut être exercé sur
une partie de Γ0 seulement. En outre, le problème d’atteinte se pose et se résout dans des espaces
d’énergie finie qui sont le cadre « naturel » pour les ondes, c’est-à-dire H 1 × L2. Dans ce travail,
nous utilisons les estimations d’analyse microlocale obtenue pour le contrôle dans les ondes avec
conditions de Neumann et un champ de vecteur spécifique connu pour son existence dans certaines
situations géométriques.
 2003 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
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1. Statement of the problem and main results
Let Ω be a bounded open subset of Rn, n 2, with Lipshitz boundary ∂Ω = Γ0 ∪ Γ1,
with each Γi nonempty, and Γ0 ∩ Γ1 = ∅. There will eventually be additional assumptions
imposed on the Γi (see Assumptions A1 and A2 below). With this geometry in place, we
shall consider controllability properties of solutions [z(t, x), v(t, τ )] to the following PDE
model: 





z(t, x)= vt (t, x) on (0, T )× Γ0,
∂
∂ν
z(t, x)= u1 on (0, T )× Γ1,
[
z(0, x), zt(0, x)
]= 	z0 on Ω,

vtt (t, τ )= ∂
2
∂τ 2
v(t, τ )+ u0(t, τ )− zt |Γ0 on (0, T )× Γ0,
∂v
∂n
= 0 on(0, T )× ∂Γ0,[
v(0, x), vt (0, x)
]= 	v0 on ∂Γ0,
(1)
where ∂Γ0 denotes the boundary of the (n− 1)-dimensional manifold. Moreover, ∂∂τ and
∂
∂ν
denote respectively the (unit) tangential and normal derivatives with respect to Γ . Also,
∂
∂n
here is the unit exterior normal derivative with respect to ∂Γ0.
Letting
H1 ≡H 1(Ω)×L2(Ω), H0 ≡H 1(Γ0)×L2(Γ0),
we define the vector space H by:
H≡
{
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Using the compatibility conditions which partially comprise H, one can verify that H is a
Hilbert space when equipped with the inner product,
([z0, z1, v0, v1], [z˜0, z˜1, v˜0, v˜1])H =
∫
Ω















for all [z0, z1, v0, v1] and [z˜0, z˜1, v˜0, v˜1] ∈H (so in particular, this inner product induces a
norm, not just a seminorm).
This “compatibility” space H is the proper one for the PDE (1), inasmuch as one
can verify by the Lumer–Phillips Theorem that the uncontrolled model generates a C0-
semigroup on H. In particular, we have continuity of the mapping
{[	z0, 	v0] ∈H, u1 = 0, u0 = 0} ⇒ [	z, 	v] ∈C([0, T ];H)
(see, e.g., [1,13,26]). So the problem (1) with ui = 0 is well-posed for initial data in H.
Our task here is to ascertain the exact controllability of (1) with boundary controls u1, u0
taken in prescribed spaces.
By exact controllability of the PDE (1), we mean the following: we wish to determine
if there is a T ∗ > 0 such that for terminal time T > T ∗, one has the following reachability
property: for all initial data [	z0, 	v0] ∈H and preassigned target data [	zT , 	vT ] ∈H, there
exist control functions [u1, u0] ∈ U1 ×U0 (to be specified), such that at terminal time T the
corresponding solution [z, v] to (1) satisfies
[	z(T ), 	v(T )]= [	zT , 	vT ].
The PDE system (1) and other coupled PDE models of this type which govern
acoustic flow—be they a coupling of hyperbolic/hyperbolic vis-à-vis hyperbolic/parabolic
equations—are chiefly characterized as comprising a composite of distinct dynamics, with
the coupling being accomplished across boundary interfaces. Examples of these PDE’s
have long existed in the literature (see, e.g., [6,21,25]); however, recent innovations in
smart material technology, and the potential applications of these innovations in control
engineering design, have greatly increased the interest in these structural acoustic models.
In particular, much attention has been paid to the PDE’s which model the active control of
structural acoustic flow within the interior of a chamber Ω (see [1–4,7]). In this situation,
the boundary segment Γ1 represents the “hard” walls of the chamber Ω , with Γ0 being
the flexible portion of the chamber wall. The flow within the chamber is assumed to
be of acoustic wave type, and hence the presence of the wave equation on Ω , satisfied
by z in (1). In this work, which is our initial effort concerning the exact controllability
of structural acoustic PDE’s, we have exchanged the (damped) Euler beam or Kirchoff
plate which would have properly modeled the flexible Γ0, and replaced it with a wave
equation on Γ0. Although the original structural acoustic model involves a plate equation
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on Γ0, many of the mathematical difficulties and challenges associated with the exact
controllability problem still prevail with the coupled wave/wave system in (1). However,
the more canonical (1) allows the conveyance of main ideas without inundating the reader
with a flood of technical details. For this reason then, we will focus our attention on the
case where variable v satisfies a wave (rather than a plate) equation. Having considered
and set up the solution to the basic problem of controllability for (1), we will subsequently
proceed in the future to the fourth order (and thus more problematic) “physical” models
which appear in [1,7].
In what follows, we shall focus on discerning exact controllability properties in the
finite energy space H, as defined in (2), while taking into account the particular geometry
of the problem. This focus on H is appropriate, since from the point of view of modeling
and applications, it is the only relevant space to be considered. Indeed, H is exactly the
topology where energy conservation occurs for the uncontrolled model (i.e., u1 = 0, u0 = 0
in (1)), and this underlying topology represents the natural energy of the system, as derived
from the principle of virtual work. Moreover in the literature, control is implemented on the
active wall Γ0 only, with Γ1 being inactive. In line with the intended control application, it
would then be desirable to correctly formulate, if possible, the geometry {Ω,Γ0,Γ1} and
control space U0 under which exact controllability can take place on control region Γ0.
Indeed we say “if possible”, for in the structural acoustic control problem stated in [1] and
[7], the active Γ0 comprises one side of the chamber wall only. In consequence, for an
arbitrary triple {Ω,Γ0,Γ1}, one will generally not have exact controllability with control
implemented solely on Γ0, as the necessary geometric conditions will not be satisfied
(see [5]).
In this present work then, one of our main results is to find conditions on the geometry
and prescribed controls so that with control implemented on Γ0 only, one has exact
controllability of (1) for arbitrary initial data of finite energy. In contrast with approximate
controllability, it is well known that exact controllability of acoustic interactions is a very
difficult problem, with most results being of negative type (see [20,22]). This situation, in
fact, should not be too surprising, on account of geometric and topological considerations.
(Historically these considerations are brought out in a paper of [32], where it is shown
that backwards, well-posed systems cannot be exactly controllable under the action of
a relatively bounded control operator; see also [27].) Indeed, the hybridization of the
two disparate wave components in the acoustic interaction (1) creates a situation where
the component 	z on Ω is subject to “smoothing effects” due to the presence of the
Neumann boundary data vt (see, e.g., [15,17]). Therefore, a sole control u0—that is,
u1 = 0 in (1)—acting strictly on the boundary wave component 	v, cannot be expected to
be strong enough to drive the acoustic variable 	z to an arbitrary state of finite energy. This
observation explains the topological difficulty. As for the geometric difficulty, this is due
to the propagation of singularities and the conditions of geometric optics needed for exact
controllability. For, as we have previously noted, it is now known that in order to control
the z-wave equation from the boundary, it is necessary that the support of the control region
be sufficiently large (see [5]). Thus precribing control only on Γ0 may well be insufficient,
unless Γ0 is large relative to Ω . Geometrical configurations, involving rectangular regions
with only one side being controlled, are commonly invoked to exemplify the lack of
G. Avalos, I. Lasiecka / J. Math. Pures Appl. 82 (2003) 1047–1073 1051Fig. 1. A triple {Ω,Γ0,Γ1} which satisfies Assumption A1.
controllability of wave equations, and therefore of structural acoustic interactions (as
shown in [23]).
Having understood these obstacles standing in the way of exact controllability, we
intend in this paper to account for the topologic and geometric problems, so as to construct
a scenario for which one can obtain positive results concerning the controllability of (1).
In this connection, our first result in Theorem 1 states that all finite energy states are
controlled exactly with controls located on Γ0 alone (with these controls acting only on
the v-component). This result does require, however, that the geometry be “appropriate”
to the situation; viz., the domain Ω is convex and the “roof” of the acoustic chamber is
not too “deep”. (See Assumption A1 and Fig. 1.) In addition, the control u0 must be of
the appropriate topological strength; i.e., u0 ∈ [H 1(0, T ;L2(Γ0))]′. So for our first result
(Theorem 1(a) below), we assume the following:
Assumption A1. Assume that Ω is a bounded subset of Rn, with boundary Γ = Γ 0 ∪Γ 1,
Γ0 ∩ Γ1 = ∅, with Γ0 being flat. Moreover assume the following:
(i) Γ1 is convex;3
(ii) there exists a point x0 ∈Rn such that
(x − x0) · ν  0 for all x ∈ Γ1.
The special vector field which is available, in case that Assumption A1 holds true—
constructed in [18] and denoted below as h in(14)—will be used in the derivation of the
observability inequality associated with exact controllability (see (4) below). In particular,
this special vector field h is used in the construction of the wave multipliers classically used
to estimate the energy of the z-wave equation (see, e.g., [11,12,24,29,31]). The behavior
of h on the inactive portion of the boundary; i.e., h · ν|Γ1 = 0, is a key driver in our
first result: With control on Γ0 only, and under Assumption A1, the PDE (1) is exactly
controllable on H. A discussion concerning the possible configuration of those triples
{Ω,Γ0,Γ1} which satisfy Assumption A1 is given in Appendix C in [18]. A canonical
example of such a triple is given in Fig. 1.
On the other hand, if the geometry of the acoustic chamber is unrestricted (see
Assumption A2), then from our previous discussion, we clearly must have additional
control on Γ1. In this case, the second part of Theorem 1 states that all finite energy
states are controlled exactly with controls u0 ∈ L2(0, T ;H−1/4(Γ0)) (located on Γ0)
3 We say that Γ is convex if the Hessian of the level set function describing Γ is strictly positive in the
neighborhood of Γ on the side of Ω .
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and u1 ∈ L2(0, T ;L2(Γ1)) (located on the roof of a chamber of arbitrary geometrical
configuration). So in our second result (Theorem 1(b) below), we make the following
assumption:
Assumption A2. Assume thatΩ is either a bounded subset ofRn with smooth boundaryΓ ,
or else Ω is a parallelepiped. Moreover, assume boundary Γ = Γ0 ∪ Γ1, where Γ0 is flat.
No assumptions are made on Γ1 (see Fig. 2).
If Assumption A2 holds true, then one has exact controllability of (1) for arbitrary initial
data of finite energy, with the control region taken to be Γ0 ∪ Γ1. The point of making the
Assumption A2 is that in this case, one can take a radial vector field h to assist in the
multiplier method to be employed to estimate the (acoustic) wave energy. However, since
Assumption A2 is much less restrictive than Assumption A1—in particular, no impositions
are made on the hard walls Γ1—the corresponding h cannot be expected to help with the
high order terms on Γ1, and hence the need for control on the hard walls. A common
feature in both of our main results is the critical use of “sharp” regularity theory which has
been developed to handle the tangential derivatives (on the boundary) of solutions to wave
equations (see [16] and Lemma 4 below).
To the best of our knowledge, Theorem 1(a) and (b) constitute the first exact
controllability results for structural acoustic interactions in finite energy spaces, and with
general spatial domains Ω . All other results (see [23] and references therein) pertain
to controllability on specified subspaces of finite energy—such as those described by
the asymptotic behavior of Fourier coefficients—and moreover these results are proved
for very special geometries only—a 2D rectangle—with very large classes of controls—
H−2(0, T ;L2(Γ0)).
From the mathematical point of view, the key ingredients in our proofs are the following:
(i) Sharp trace regularity for the wave equation in the absence of Lopatinski conditions
(a distinguishing feature of the Neumann case); see Lemma 5.
(ii) Microlocal analytical estimates which allow the absorption of tangential (wave) traces
by time derivatives on the boundary; see Lemma 4.
(iii) A recent result in [18] concerning Carleman’s estimates for the wave equation with
controlled Neumann part of the boundary. These estimates lead to the aforementioned
special vector field h which allows us, in this paper, to handle the uncontrolled portion
of the boundary so as to derive the requisite observability estimates.
We now state our main results concisely:
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Then for terminal time T large enough, the problem (1) is exactly controllable onH within
the class of U1 × U0-controls.
















, if Ω is a parallelepiped,
1
3
, if Ω is a smooth, bounded domain.
(3)
Then likewise for terminal time T large enough, the problem (1) is exactly controllable on
H within the class of U1 × U0-controls.
Remark 2. By exploiting the flatness of the boundary Γ0, one could in principle generate
the needed microlocal estimates so as to have Theorem 1(b) true with control spaces
L2(0, T ;L2(Γ1)) × L2(0, T ;H−1/4(Γ0)), for either Ω a parallelepiped or Ω a smooth
bounded domain (cf. Lemma 5).
Remark 3. The specification here of natural boundary conditions for the v-component
in (1) is not critical in the derivation of our observability results. In fact, one could obtain
a similar exact controllability result for (1), with instead v|∂Γ0 = 0 on ∂Γ0.
2. The proof of exact controllability
2.1. The necessary inequality
With the control spaces U1, U0 as prescribed in Theorem 1(a) or (b), let LT :U1 ×U0 ⊃











Then the asserted controllability result Theorem 1(a) (respectively (b)) is equivalent
to showing the surjectivity of LT as a mapping between the said spaces. In turn,
by the classical functional analysis (see, e.g., Lemma 3.8.18 and Theorem 6.5.10
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of [10]), this ontoness is equivalent to establishing the following inequality for all




∥∥[ 	φ0, 	ψ0]∥∥H. (4)
In PDE terms, this inequality assumes the following form:
Let [ 	φ(t, x), 	ψ(t, τ )] denote the solution to the backwards system (adjoint with respect
to the PDE (1)):






φ(t, x)=ψt on (0, T )× Γ0,
∂
∂ν
φ(t, x)= 0 on (0, T )× Γ1,
[
φ(T , x), φt (T , x)
]= 	φ0 on Ω,

ψtt (t, τ )= ∂
2
∂τ 2
ψ(t, τ )− φt |Γ0 on (0, T )× Γ0,
∂ψ
∂n
= 0 on (0, T )× ∂Γ0,[
ψ(T ,x),ψt (T , x)
]= 	ψ0.
(5)
(By standard semigroup theory, the homogenous system above is well-posed for terminal
data [ 	φ0, 	ψ0] ∈H.)
To prove then the Theorem 1(a), the necessary abstract inequality (4) takes the
equivalent form
∥∥[ 	φ0, 	ψ0]∥∥2H CT ‖ψt‖2H 1(0,T ;L2(Γ0)), (6)
for all [ 	φ0, 	ψ0] ∈D(L∗T ) (see, e.g., [14]).
On the other hand, the reverse inequality (4) needed to obtain the exact controllability
statement Theorem 1(b) takes the explicit form
∥∥[ 	φ0, 	ψ0]∥∥2H CT {‖φt‖2L2(0,T ;L2(Γ1)) + ‖ψt‖2L2(0,T ;Hα(Γ0))}, (7)
for all [ 	φ0, 	ψ0] ∈D(L∗T ) .
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Eψ(t)=







E(t)= Eφ(t)+ Eψ(t). (8)
Under the assumptions made above on the geometry Ω , we can assume throughout
that there exists a dense set of data corresponding to smooth (enough) solutions to the
PDE (5). Indeed, if Ω has smooth boundary (the first part of Assumption A2), this assertion
follows from classical elliptic and semigroup theory. On the other hand, if Ω is either a
parallelepiped (the second part of Assumption A2) or else satisfies Assumption A1 (so that
in particular Γ1 is convex), then one can appeal to [8]. In this way, one can justify the
computations to be done below. Also, we will use the standard denotations:
Qε0 = (ε0, T − ε0)×Ω,
Σ0 = (0, T )× Γ0, Σ1 = (0, T )× Γ1.
In addition, with 	φ = [φ,φt ] and 	ψ = [ψ,ψt ], we will use below the standard
denotation for terms which are “below the level of energy”; namely,
l.o.t.
( 	φ, 	ψ)≡ C∥∥[ 	φ, 	ψ]∥∥
C([0,T ];H 1−ε(Ω)×H−ε(Ω)×H 1−ε(Γ0)×H−ε(Γ0)),
for some constant C, where ε > 0.
Finally, we will need throughout the cutoff function ξ(t) ∈C∞0 (R), which is defined by




1, for t ∈ [ε0, T − ε0],
a C∞ function with range in (0,1), for t ∈ (0, ε0) ∪ (T − ε0, T ),
0, for t ∈ (−∞,0)∪ (T ,∞).
(9)
2.2. A preliminary estimate
Step 1 (the conservation relation). Multiplying the first equation of (5) by φt , the second

















































(φt ,ψt )L2(Γ0) dt .
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Applying the Neumann boundary condition in (5) to the first equation above and the
summing the two yields the expected conservation of the system; i.e.,
E(t)= E(s) for all 0 s, t  T .
In particular then,
E(s)= ∥∥[ 	φ0, 	ψ0]∥∥2H for all 0 s  T . (10)
Step 2 (the acoustic wave estimates). Let h be a [C2(Ω)]n-vector field, which will be
eventually specified. With this h, we apply the “classic” wave multipliers (see, e.g., [12,24,
29,31]). Multiplying the φ-wave equation of (5) by h · ∇φ, integrating in time and space
and using the Neumann boundary condition, we have
∫
Qε0






















(|∇φ|2 − φ2t )div(h)dQε0 − [(φt , h · ∇φ)L2(Ω)]T−ε0ε0 .
(11)
Next, we consider again the first wave equation in (5), this time multiplying by the
quantity φ div(h˜), where h˜(x) ∈ [C2(Ω)]n is arbitrary. Integrating in time and space, and























φ div(h˜)dt dΓ. (12)
Using now the Neumann boundary condition for φ in (5), along with Sobolev Trace
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 C
∫













ψ2t dΣ0 + ε
∫
Qε0
|∇φ|2 dQε0 + l.o.t.
( 	φ, 	ψ). (13)
We will now consider the two cases, corresponding to Assumptions A1 and A2.
Case I. Assumption A1 is in force. Given the assumptions on both Γ0 and Γ1, it is shown
in [18] (see also Lemma II.1 of [19]) that there exists a vector field
h(x)= [h1(x), h2(x), . . . , hn(x)] ∈ [C2(Ω)]n
such that
(i) h · ν = 0 on Γ1;







, 1 i, j  n, (14)
satisfies H(x) ρ0I on Ω , for some positive constant ρ0.





















|∇φ|2h · ν dt dΓ0 + 12
∫
Qε0
(|∇φ|2 − φ2t )div(h)dQε0
− [(φt , h · ∇φ)L2(Ω)]T−ε0ε0 .
Using the relation |∇φ|2 = (ψ2t +∂φ/∂τ 2) on Γ0, as well as the conservation relation (10),
we obtain from this the majorization


























where h is the vector field in (14).






















( 	φ, 	ψ). (16)
In turn, the inequalities (13) (taking therein h˜ which satisfies div(h˜)= 1) and (16) (taking



















( 	φ, 	ψ). (17)
Now in estimating the tangential derivative ∂φ
∂τ
|Γ0 on the right-hand side of (17), there
is no appeal to classical Sobolev trace theory. Instead, we recall the following estimate,
which is a product of microlocal machinery.
Lemma 4 (see [16, Lemma 7.2]). Let ε0 > 0 be arbitrarily small. Let w be a solution of the
wave equation on (0, T )×Ω , or more generally, any second-order hyperbolic equation
with smooth space dependent coefficients. Then,with wc ≡ ξw (with ξ(t) being the cutoff




























where Γ∗ is a smooth connected segment of boundary Γ.
Invoking then Lemma 4 (with Γ∗ = Γ0 therein), so as to handle the tangential derivative
in (17), gives the following: under Assumption A1, one has the integral estimate for the
energy of the component φ of (5),
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φt |Γ0 dt dΓ0 +
Σ0




( 	φ, 	ψ), (19)
where the cutoff function ξ is as defined in (9). Here, CT,ε0,h depends on time T , but Ch
does not.
Case II. Assumption A2 is in force. In this case, since Γ0 is flat, one can construct a radial
vector field h(x) ∈ [C2(Ω)]n such that
h(x) · ν = 0 on Γ0. (20)
(Indeed, if x0 ∈ Γ0, then we can take h(x) = x − x0.) Applying this vector field h to the

























(|∇φ|2 − φ2t )dQε0 − [(φt , h · ∇φ)L2(Ω)]T−ε0ε0 .
Using |∇φ|2 = (∂φ2/∂ν + ∂φ2/∂τ) on Γ , the conservation relation (10), and the fact that
radial h is parallel to Γ0, we obtain
∫
Qε0






































Combining now (21) and (13) (with h˜= h and ε = 1/n therein) gives:
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1 ∫ 2 {∫ 2 ∫ 2 T−ε0∫ ∫ ∂φ 2 }
2
Qε0


















∣∣∣∣∣+ 2 max1in‖hi‖L∞(Ω)E(T )
+ l.o.t.( 	φ, 	ψ). (22)








dt dΓ : again, Sobolev trace theory attaches no
meaning to the boundary trace ∂φ/∂τ |Γ0 for initial data of finite energy. Instead, we deal
with this term by the following “sharp” trace regularity result:
Lemma 5 (see [17], p. 113, Corollary 3.4(b) and Theorem 3.3(a) (with α = β = 3/4
therein); also [30]). Let Γ0 be a flat portion of the boundary, and let w solve the following
wave equation 

wtt =w on (0, T )×Ω,
∂w
∂ν
= g ∈ L2(0, T ;Hα(Γ0)) on (0, T )× Γ0,[
w(0),wt (0)
]= [w0,w1] ∈H1.




(‖g‖L2(0,T ;Hα(Γ )) + ∥∥[w0,w1]∥∥H1), (23)
where parameter α is as in (3).
Applying Lemma 5 (taking g ≡ψt therein), along with ab δ2a2+ 12δ b2 (taking δ ≡ CT



































‖ψt‖2Hα(Γ0) dt . (24)
4 As explicitly stated in [17], Corollary 3.4(b) mandates that Neumann boundary data g be smoother in space
and time in order to obtain the requisite tangential regularity; namely, g ∈ Hα((0, T )× Γ0) (where again α is
as in (3)). However, in the details of proof, it is evident that indeed continuously, g ∈ L2(0, T ;Hα(Γ0))⇒ ∂w∂τ
L2(0, T ;H−α(Γ0)).
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( 	φ, 	ψ). (25)
In turn, combining this estimate with that in (13), where again vector field h˜ therein is





















A subsequent application of the tangential estimate (18) (with Γ∗ = Γ1) produces the













( 	φ, 	ψ), (26)
where CT,ε0,h depends on T , but Ch does not.
Step 3 (an estimate for ψ). Applying the multiplier ψ to the second wave equation in (5),









































− [〈ψt (t)+ φ(t)|Γ0 ,ψ(t)〉H−ε(Γ0)×Hε(Γ0)]t=Tt=0















ψ2t dΣ0 + l.o.t.
( 	φ, 	ψ). (27)
Combining (19) and (27) (in the case Assumption A1 holds true), and (26) and (27) (if
Assumption A2 holds true), we have the preliminary estimate for the energy:
Lemma 6. (a) Under Assumption A1, the solution to the PDE (5) satisfies the following








φt |2Γ0 dt dΓ0 +
∫
Σ0





+CE(T )+ l.o.t.( 	φ, 	ψ), (28)
where constant C is independent of time T .
(b) Under Assumption A2, the solution to the PDE (5) satisfies the following estimate











+CE(T )+ l.o.t.( 	φ, 	ψ), (29)
where constant C is independent of time T .
Recall that our aim is to attain the inequalities (6) (under Assumption A1), and (7)
(under Assumption A2). We will eventually be able to handle the terms ∫ T−ε0
ε0
E(t)dt
and E(T ) in (28) and (29) by the conservation relation (10), and the lower order terms
by a compactness-uniqueness argument. Hence, the “bad terms” appear only in the
inequality (28); i.e., ∫ T−ε0ε0 ∫Γ0 φt |2Γ0 dt dΓ0 and ∫Σ0 ξ2φ2t dΣ0. Accordingly, we concern
ourselves next with φt |Γ0 .
2.3. Analysis of φt |Γ0
Our main estimate here is the following:
G. Avalos, I. Lasiecka / J. Math. Pures Appl. 82 (2003) 1047–1073 1063




ξ2ψ2ττ dΣ0 dt  C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ),
where ξ is the cutoff function defined in (9).
Since
φt |Γ0 =ψττ −ψtt on (0, T )× Γ0,
Lemma 7 gives immediately the following necessary estimate:




ξ2φt |2Σ0 dΣ0  C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ).
2.3.1. Proof of Lemma 7
The proof of Lemma 7 follows from sequence of propositions. In proving these
propositions, we will have need of the cutoff function ξ(t) defined above in (9). With
ξ(t), we set [φc(t),ψc(t)] ≡ [ξ(t)φ(t), ξ(t)ψ(t)], so that
[
φc(t),ψc(t)
]= {[φ(t),ψ(t)] for ε0  t  T − ε0,
0 outside (0, T ).
(30)
Proposition 9. The ψ-component of the PDE (5) satisfies the following estimate for
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φc(t, x)= ξψt on (0, T )× Γ0,
∂
∂ν








ψc − ξφt |Γ0 + 2ξ ′ψt + ξ ′′ψ on (0, T )× Γ0,
∂ψc
∂n
= 0 on (0, T )× ∂Γ0.
(32)
Time-differentiating the ψc-wave equation above, we have:
∂3
∂t3
ψc = ξ ∂
2
∂τ 2
ψt − ξφtt |Γ0 + 2ξ ′ψtt + ξ ′
∂2
∂τ 2
ψ − ξ ′φt |Γ0
+ 3ξ ′′ψt + ξ ′′′ψ in (0, T )× Γ0. (33)















ψc − ξφtt |Γ0 + 2ξ ′ψtt + ξ ′
∂2
∂τ 2








−ξφtt |Γ0 + ξ ′
∂2
∂τ 2
ψ − ξ ′φt |Γ0
)
ξψt dΣ0
∣∣∣∣+C‖ψt‖2H 1(0,T ;L2(Γ0)). (34)
To estimate the first term on the right-hand side above, we note that an integration by parts














ξ2φ2t dΣ0 +Cε1‖ψt‖2H 1(0,T ;L2(Γ0)). (35)
















dΣ0 +Cε2‖ψt‖2H 1(0,T ;L2(Γ0)). (36)




















Applying now Green’s Theorem on the left-hand side of (37) (using implicitly the fact that
∂ψ/∂n|∂Γ0 = 0) gives the asserted result. ✷





















+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ), (38)
where the εi , i = 1, . . . ,5, are arbitrarily small.














































dΣ0 +Cε3‖ψt‖2H 1(0,T ;L2(Γ0)). (39)
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For the first term on the right-hand side of this inequality, we can integrate by parts, first





















































+ l.o.t.( 	φ, 	ψ). (40)
(In obtaining (40), we are also using implicitly Sobolev trace theory and the inequality
ab εa2 +Cεb2.)
To estimate the first term on the right-hand side of (40), we use in sequence the









































ξ2φt |2Γ0 dΣ0 +C‖ψt‖2H 1(0,T ;L2(Γ0))
+ l.o.t.( 	φ, 	ψ). (41)



















+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ). (42)
Applying (42) to the right-hand side of (39) concludes the derivation of the esti-
mate (38). ✷
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+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ), (43)
where the εi , i = 2,3,4, are arbitrarily small.
Proof. We have upon squaring both sides of the ψc-wave equation in (32), and
subsequently integrating in time and space,
∫
Σ0


















dΣ0 +C‖ψt‖2H 1(0,T ;L2(Γ0))
 {ε1Cε5 + ε5CT }
∫
Σ0









+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ), (44)
where in obtaining the last inequality, we have invoked Proposition 10. Taking now ε5





ξ2φt |2Γ0 dΣ0  ε1Cε5
∫
Σ0









+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ).














+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ),
which is the asserted estimate (43), upon a rescaling of ε3 and ε4. ✷
Proof proper of Lemma 7. Squaring both sides of the ψc-wave equation in (32),
integrating in time and space, and applying Cauchy–Schwarz, we obtain the inequality:






























+C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ).








dΣ0  C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.
( 	φ, 	ψ).
This completes the proof of Lemma 7. ✷
2.4. Proof proper of Theorem 1
2.4.1. Completion of the proof of Theorem 1(a)
The tainted observability inequality. Recall that Theorem 1(a), which provides for exact
controllability of the PDE system (1) under Assumption A1, is equivalent to obtaining the
inequality (6) for the adjoint system (5).
Combining the estimates from Lemma 6 and Corollary 8, along with the definition of
the cutoff function ξ in (9), we obtain:
T−ε0∫
ε0
E(t)dt  CT,ε0‖ψt‖2H 1(0,T ;L2(Γ0)) +CE(T )+ l.o.t.
( 	φ, 	ψ), (46)
where again CT,ε0 depends on time T , but C does not. Using the conservation relation (10),
we have then
(T − 2ε0)E(T ) CT ‖ψt‖2H 1(0,T ;L2(Γ0)) +CE(T )+ l.o.t.
( 	φ, 	ψ).
From this inequality, we have then
Lemma 12. Under Assumption A1, the solution of (5) obeys the following estimate for
terminal time T large enough:
∥∥[ 	φ0, 	ψ0]∥∥2H  C‖ψt‖2H 1(0,T ;L2(Γ0)) + l.o.t.( 	φ, 	ψ). (47)
Removal of lower-order terms. The proof of Theorem 1(a) will be completed upon
the derivation of the following estimate which can derived by a compactness/uniqueness
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argument. The argument is similar to that employed in [2,16] (and references therein),
except for a modification to account for the compatibility conditions which partially define
the energy spaceH in (2). In the statement of the result, we recall the following implication
from Holmgren’s Uniqueness Theorem:


ptt =p in (0, T )×Ω,
∂p
∂ν
= 0 on (0, T )× Γ,
p|Γ0 = 0 on (0, T )× Γ0,
if T > 0 is sufficiently large, then necessarily p = 0
(48)
(see [9, Theorem 5.33, p. 129]).
Lemma 13. Let T be large enough so that the uniqueness property in (48) and the
inequality (47) hold true. Then there exists a constant CT > 0 such that the solution of (5)
satisfies the following inequality:∥∥[ 	φ, 	ψ]∥∥
C([0,T ];H 1−ε(Ω)×H−ε(Ω)×H 1−ε(Γ0)×H−ε(Γ0))  CT ‖ψt‖
2
H 1(0,T ;L2(Γ0)). (49)
Proof. This runs by a classical compactness/uniqueness argument. Suppose the lemma is
false. Then there exists a sequence of initial data {[ 	φ(n)0 , 	ψ(n)0 ]} ⊂ D(L∗T ), and a corre-




∥∥ψ(n)t ∥∥2H 1(0,T ;L2(Γ0))→ 0 as n→∞. (50)
Consequently, the existence of the inequality (47), for T large enough, and the convergence
in (50), imply that the sequence {‖[ 	φ(n)0 , 	ψ(n)0 ]‖H}∞n=1 is bounded uniformly in n; whence
there exists a subsequence, still denoted by {[ 	φ(n)0 , 	ψ(n)0 ]}∞n=1, and [ 	φ∗0 , 	ψ∗0 ] ∈H such that[ 	φ(n)0 , 	ψ(n)0 ]→ [ 	φ∗0 , 	ψ∗0 ] in H weakly. (51)
If we denote [ 	φ∗, 	ψ∗] as the solution pair of (5), corresponding to terminal data
[ 	φ∗0 , 	ψ∗0 ], then a fortiori{[ 	φ(n), 	ψ(n)]}→ [ 	φ∗, 	ψ∗] in L∞(0, T ;H) weak star. (52)
Moreover, reading off the φ-wave equation in (5), we can use elliptic theory, the weak
convergence of {φ(n)}, and the convergence of the sequence in (50), so as to deduce the
estimate: ∥∥φ(n)t t ∥∥C([0,T ];[H 1(Ω)]′)  C, uniformly in n. (53)
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From (50), we have in addition,
∥∥ψ(n)t t ∥∥L2(0,T ;L2(Γ0))  C, uniformly in n. (54)
From (52)–(54), we conclude then, from a classic compactness result of J. Simon in [28],
that
[ 	φ(n), 	ψ(n)]→ [ 	φ∗, 	ψ∗]
in C
([0, T ];H 1−ε(Ω)×H−ε(Ω)×H 1−ε(Γ0)×H−ε(Γ0)) strongly.




Furthermore, given the convergence in (50), we conclude that the weak limit [ 	φ∗0 , 	ψ∗0 ]






which is equivalent to having
ψ∗t = 0. (57)
We will use (55) and (57) to obtain a contradiction. Since [φ∗, φ∗t ,ψ∗,ψ∗t ] ∈









φ∗ dΓ0 = 0. (59)
Now differentiating in time the ψ∗-wave equation in (5) and considering (57), we have
that φ∗t t |Γ0 = 0. Consequently, if we set:
p(t, x)≡ φ∗t t (t, x),
then an appeal to (48) gives the conclusion that for T > 0 sufficiently large,
φ∗t t (t, x)= 0 on (0, T )×Ω. (60)
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In turn, we infer from (5) and (57) that for fixed 0 < t < T , the (spatial) function φ∗(t, ·)
solves the problem
φ∗(t)= 0 in Ω, ∂φ
∗(t)
∂ν
= 0 on Γ. (61)
By elliptic theory we conclude that φ∗(t, ·)= C (constant), for 0 < t < T . Subsequently,
we can combine this conclusion with the compatibility condition (59) to have
φ∗ = 0. (62)
Moreover, if we apply the conclusions (62) and (57) into the ψ-wave equation in (5), we
have again from elliptic theory that for all 0 < t < T , the function ψ∗(t, ·)= C (constant).
But this outcome, combined with the compatibility condition (58) and conclusion (62),
yields
ψ∗ = 0. (63)
We thus have [ 	φ∗, 	ψ∗] = [	0, 	0], which contradicts the equality (55). ✷
For T > 0 sufficiently large, the proof of Theorem 1(a) is now completed by combining
the estimates in Lemmas 12 and 13.
2.4.2. Completion of the proof of Theorem 1(b)
Applying the conservation relation (10) to the inequality (29), valid under Assump-
tion A2, we have


















+ l.o.t.( 	φ, 	ψ). (65)
By an argument virtually identical to that used to prove Lemma 13, we can eliminate
the lower order terms in (65) to thereby obtain the requisite reverse inequality (7). This
completes the proof of Theorem 1(b).
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