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SEMISTABLE SUBCATEGORIES FOR TILING ALGEBRAS
MONICA GARCIA AND ALEXANDER GARVER
Abstract. Semistable subcategories were introduced in the context of Mumford’s GIT and
interpreted by King in terms of representation theory of finite dimensional algebras. Ingalls and
Thomas later showed that for finite dimensional algebras of Dynkin and affine type, the poset of
semistable subcategories is isomorphic to the corresponding poset of noncrossing partitions. We
show that semistable subcategories defined by tiling algebras, introduced by Coelho Simo˜es and
Parsons, are in bijection with noncrossing tree partitions, introduced by the second author and
McConville. Moreover, this bijection defines an isomorphism of the posets on these objects. Our
work recovers that of Ingalls and Thomas in Dynkin type A.
1. Introduction
Mumford’s geometric invariant theory (GIT) provides a technique for taking the quotient of
an algebraic variety by certain types of group actions in such a way that the resulting quotient is
again an algebraic variety. Given a variety V and a reductive algebraic group G acting linearly
on V , one replaces V by its “semistable points” and then forms the GIT quotient V{G, which is
an algebraic variety.
In [6], King interpreted this notion of semistable points in terms of representation theory of
algebras as follows. Let Λ “ kQ{I be the path algebra of a quiver Q (i.e., a 4-tuple pQ0, Q1, s, tq
where Q0 “ t1, 2, . . . , nu is a set of vertices, Q1 is a set of arrows, and two functions s, t : Q1 Ñ
Q0 defined so that for every α P Q1, we have spαq αÑ tpαq) modulo an admissible ideal I and
k is an algebraically closed field. Recall that the path algebra kQ consists of formal k-linear
combinations of paths in Q, and its multiplication is induced by concatenation of paths. For
such algebras, any Λ-module M may be regarded as a representation of Q (i.e., an assignment
of a finite dimensional k-vector space Mi to each vertex of Q and a k-linear map to each arrow
of Q). A representation M of Q naturally defines a dimension vector, denoted by dimpMq :“
pdimkMiqni“1 P Zně0, where n will henceforth denote the number of vertices of Q.
Now let V “ modpΛ,dq, the variety of finitely generated Λ-modules with dimension vector
d “ pd1, . . . , dnq, and let G “ śni“1 GLdipkq act by base change at each vertex of Q. In [6],
King showed that the semistable points of V , which from now on we call θ-semistable repre-
sentations (resp., θ-stable representations) where θ P HompZn,Zq is a linear map, are the
representations M satisfying
‚ θpdimpMqq “ 0, and
‚ for any subrepresentation N ĂM , one has θpdimpNqq ď 0 (resp., θpdimpNqq ă 0).
We refer to such linear maps θ P HompZn,Zq as stability conditions on modpΛq, the category
of finitely generated Λ-modules. Any choice of stability condition θ defines a subcategory θss of
modpΛq consisting of the θ-semistable representations. We refer to θss as a semistable subcat-
egory. Note that two different stability conditions may define the same semistable subcategory.
We study the poset of all semistable subcategories of modpΛq ordered by inclusion, denoted
Λss. There are close connections between the theory of semistable subcategories and the combi-
natorics of Coxeter groups. If Λ “ kQ where Q is an acyclic orientation of a simply-laced Dynkin
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Figure 1. We show a tree T in (a) and the quiver QT it defines
in (b). The associated tiling algebra is ΛT “ kQT {II where IT “
xα2α1, α3α2, α1α3, α5α4, α6α5, α4α6, α8α7y.
or extended Dynkin diagram, it follows from [5, Theorem 1.1] that Λss is isomorphic to the poset
of noncrossing partitions associated with Q.
Other important examples of algebras Λ include cluster-tilted algebras [1], which appear
in the context of cluster algebras, and also preprojective algebras. In the latter case, in [10]
it is shown that Λss is isomorphic to the shard intersection order of the Coxeter arrangement
associated with Q (see [9] for more on the shard intersection order).
The purpose of this work is to combinatorially classify the semistable subcategories for the
class of tiling algebras, introduced in [2] to study endomorphism algebras of maximal rigid
objects in some negative Calabi-Yau categories. Following [3], these algebras, denoted ΛT , are
defined by the data of a tree T embedded in the disk D2 whose interior vertices have degree
at least 3 (see Figure 1). Examples of tiling algebras are given by the cluster-tilted algebras of
cluster type A; the trees defining these algebras are those whose interior vertices are of degree 3.
The tree T defines a simplicial complex of noncrossing arcs on T called the noncrossing
complex, denoted by ∆NCpT q (see Section 2). Each facet of ∆NCpT q consists of red arcs, green
arcs, and boundary arcs. In [7], it is shown that if δ is a green or red arc in a facet of ∆NCpT q,
it gives rise to a g-vector, denoted gpδq P Zn. Additionally, in [3], it is shown that the facets of
∆NCpT q are in bijection with wide subcategories of modpΛT q. With these facts in mind, we
arrive at our main theorem.
Theorem 1.1. Let W Ă modpΛT q be a wide subcategory, let F be the corresponding facet of
∆NCpT q, and let Fgr be the set of green arcs of F . Then the Kreweras stability condition
defined as
θF : Zn ÝÑ Z
dimpMq ÞÝÑ řδPFgrxgpδq,dimpMqy,
where M P modpΛT q and x´,´y is the standard Euclidean inner product, satisfies θssF “ W .
Conversely, any semistable subcategory of modpΛT q is a wide subcategory of modpΛT q.
For simplicity of notation, in the sequel we write θFpMq rather than the more cumbersome
θFpdimpMqq.
The paper is organized as follows. In Section 2, we review the noncrossing complex of arcs
on a tree. In Section 3, we associate g- and c-vectors to each facet of this complex, which
are essential to our construction of semistable subcategories. In Section 4, we define the tiling
algebras that we will study. In Section 5, we define noncrossing tree partitions, which will classify
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the semistable subcategories of modpΛT q. In Section 6, we describe the data of a noncrossing tree
partition and its Kreweras complement as a torsion pair in modpΛT q. We use this description to
prove Theorem 1.1 in Section 7. Lastly, in Section 8, we propose a natural extension of our work
to general gentle algebras.
2. Noncrossing complex
A tree T “ pVT , ET q is a finite connected acyclic graph. Any tree may be embedded in
the disk D2 in such a way that a vertex is on the boundary if and only if it is a leaf. We will
assume that any tree is accompanied by such an embedding in D2. We say two trees T and T 1
are equivalent if there is an ambient isotopy between the spaces D2zT and D2zT 1. We consider
trees up to equivalence. Additionally, we assume that the interior vertices of any tree T (i.e.,
the nonleaf vertices of T ) have degree at least 3.
We say the closure of a connected component of D2zT is a face of T . A corner pv, F q of T
is a pair consisting of an interior vertex v of T and a face F of T that contains v.
An acyclic path supported by a tree T is a sequence pv0, v1, ..., vtq of pairwise distinct
vertices of T such that vi and vj are adjacent if and only if j “ i ˘ 1. By convention, the
sequence pv0, v1, . . . , vtq and the sequence pvt, vt´1, . . . , v0q define the same acyclic path. We will
refer to v0 and vt as the endpoints of the acyclic path pv0, v1, . . . , vtq. Since T is acyclic, any
acyclic path is determined by its endpoints, and we can therefore write pv0, v1, ..., vtq “ rv0, vts.
In addition, we will say that an acyclic path rv0, vts contains an acyclic path ru0, uss if every
vertex of ru0, uss is also a vertex of rv0, vts.
Given two acyclic paths rv0, vts and rvt, vt`ss whose only common vertex is vt and where
rv0, vt`ss is an acyclic path, we define the composition of rv0, vts and rvt, vt`ss to be rv0, vts ˝
rvt, vt`ss :“ rv0, vt`ss.
An arc δ “ pv0, v1, ..., vtq is an acyclic path such that its endpoints are leaves and any two
edges pvi´1, viq and pvi, vi`1q are incident to a common face. We say δ contains a corner pv, F q
if v “ vi for some i P t1, . . . , t ´ 1u and pvi´1, viq and pvi, vi`1q are incident to F . We also
note that δ divides D2 into two regions composed of disjoint subsets of the faces of T . We let
Regpδ, F q denote the region defined by δ which contains face F . We say that two arcs δ and δ1
are crossing if given any regions Rδ and Rδ1 defined by δ and δ
1, respectively, then Rδ Ć Rδ1 or
Rδ1 Ć Rδ. Otherwise, we say δ and δ1 are noncrossing.
Define the noncrossing complex of T , denoted ∆NCpT q, to be the abstract simplicial
complex of noncrossing arcs of T . By [4, Corollary 3.6], this is a pure complex (i.e., any two
facets have the same cardinality). We will primarily work with the facets of ∆NCpT q.
Let F be any facet of ∆NCpT q. The arcs of F containing a corner pv, F q are linearly ordered:
two arcs δ, γ P F containing pv, F q satisfy δ ďpv,F q γ if and only if Regpδ, F q Ă Regpγ, F q. That
such arcs are linearly ordered follows from the fact that they are pairwise noncrossing. We say
that an arc δ of F is marked at corner pv, F q if δ contains pv, F q and is the maximal such arc
with respect to ďpv,F q. We denote the unique arc of F that is marked at corner pv, F q by ppv, F q.
We use δ Ìpv,F q γ to indicate that δ ăpv,F q γ and there does not exist γ1 P Fztγu such that
δ ăpv,F q γ1 ăpv,F q γ in F . We show an example of the facets of a noncrossing complex in Figure 2.
In [4, Proposition 3.5], it is shown that every δ P F is marked at either one or two corners.
In the latter case, the two corners at which δ is marked belong to different regions defined by
δ. We refer to the arcs marked at a single corner as boundary arcs, and we denote the set of
boundary arcs of F by FB. Boundary arcs may also be characterized as the arcs δ of T with
the property that there exists a face Fδ of T such that every corner contained in δ is of the form
pv, Fδq for some interior vertex v of T . From this it follows that in any facet F any boundary arc
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Figure 2. Both facets of this noncrossing complex contain 5 arcs. Our convention
in this paper is to represent an arc δ from a facet F as a curve in D2 between the
endpoints of δ that stays close to the vertices in δ, but does not cross any other
arcs in F . The boundary arcs are shown in gold and in blue. The marked corners
of arcs are indicated by black dots. The faces are F1, F2, F3, F4. These two facets
are joined by an edge to indicate that one facet may be obtained from the other
by replacing a red or green arc with an arc of the opposite color.
δ is minimal with respect to the order ďpv,Fδq where v is an interior vertex of δ. In particular, if
a boundary arc δ P F is marked at a corner, then δ is the only arc of F containing that corner.
The arcs of F that are not boundary arcs come with the extra data of a color as follows. A
flag is a triple pv, e, F q consisting of a vertex v, an edge e, and face F where v is incident to e and
e is incident to F . We say a flag is green if face F appears immediately counterclockwise from
e, when rotating about v. Otherwise, we say pv, e, F q is red. Let pv, F q and pu,Gq be the two
corners at which an arc δ P FzFB is marked, and let e and e1 be edges of T contained in rv, us
where the former is incident to v and the latter is incident to u. Both pv, e, F q and pu, e1, Gq have
to be of the same color, as F and G belong to different regions determined by δ. We say δ is a
green arc if pv, e, F q and pu, e1, Gq are green flags, otherwise we say it is a red arc. Define Fgr
(resp., F red) to be the set of green (resp., red) arcs of F . Observe that F “ F red \ Fgr \ FB.
We show examples of red and green arcs in Figures 2 and 10.
Additionally, we can associate to a colored arc δ P F a unique pair of arcs tµ, νu in F . Let
µ, ν P F be the arcs satisfying µ Ìpv,F q δ and ν Ìpu,Gq δ, where pv, F q and pu,Gq are the corners
at which δ is marked. If δ is green (resp., red) we let F 1 and G1 be the unique faces immediately
clockwise (resp., counterclockwise) from F about v and G about u. By [4, Proposition 3.7, Claim
1], arcs µ and ν are marked at pu,G1q and pv, F 1q respectively, and rv, us is the unique longest
acyclic path along which they agree. We say that µ and ν are the supporting arcs associated
to δ in F . In Figure 2, the supporting arcs of the unique non-boundary arc of each facet are
presented in blue.
We have the following important lemma, which shows that given a non-boundary arc of a
facet and one of its supporting arcs, the two have a common leaf of T .
Lemma 2.1. Let F P ∆NCpT q be a facet, and let δ “ ru1, us ˝ ru, vs ˝ rv, v1s P FzFB be an
arc whose marked corners are pv, F q and pu,Gq. Let tµ, νu be the supporting arcs of δ where
µ Ìpv,F q δ and ν Ìpu,Gq δ. Then ν “ ru1, us ˝ ru, vs ˝ rv, v11s and µ “ ru11, us ˝ ru, vs ˝ rv, v1s for
some acyclic paths rv, v11s and ru11, us where v11 ‰ v1 and u11 ‰ u1.
Proof. Without loss of generality, we assume that δ is a green arc. We prove that arc ν has the
desired expression, and the proof that µ has the desired expression is similar so we omit it.
First, it is clear that ν and δ agree along ru, vs and separate at v. This means that there
exist leaves u1˚ and v
1
1 of T such that ν “ ru1˚ , us ˝ ru, vs ˝ rv, v11s and v11 ‰ v1.
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Figure 3. The configuration of arcs from the proof of Lemma 2.1.
Next, we show that u1˚ “ u1. Suppose that δ and ν separate at a vertex x in the acyclic pathru1, us. Since δ and ν both contain pu,Gq, we know that x ‰ u. As δ and ν are noncrossing and
δ “ ppu,Gq, they must separate as shown in Figure 3. Let H be the face of T such that corner
px,Hq is contained in δ.
Now define a to be the arc of F that is marked at px,Hq. Since a, δ, and ν are pairwise
noncrossing, we have that rx, vs is contained in a. It follows that a contains corner pv, F q or
pv, F 1q. Suppose the arc a contains corner pv, F q, then a “ ppv, F q since Regpa,Hq “ Regpa, F q
and a “ ppx,Hq. However, this implies that a “ ppv, F q “ δ, a contradiction. Similarly, if a
contains pv, F 1q, one obtains that a “ ppv, F 1q “ ν, a contradiction.
We conclude that there is no vertex x in ru1, us at which δ and ν separate. 
3. Facets and their c- and g-vectors
In this section, we show how to associate a family of vectors in Zn to each facet of the
noncrossing complex where n denotes the number of edges of T connecting two interior vertices
of T . We let IntpET q denote the set of such edges of T and txeuePIntpET q the canonical basis of
Z|IntpET q| – Zn. The definitions we present in this section are reformulations of the definitions
presented in [7].
Now, fix a facet F P ∆NCpT q and a red or green arc γ “ pv0, v1 . . . , vtq P F . By choosing an
orientation of γ, we define gpγq :“ řePIntpET q geγxe P Zn where for each e “ pvi, vi`1q P IntpET q
we set
geγ :“
$’’&’’%
1 if γ turns left at vi and right at vi`1,
´1 if γ turns right at vi and left at vi`1,
0 if γ turns in the same direction at vi as it
does at vi`1 or if e is not an edge in γ,
and we refer to gpγq as the g-vector of γ (see Figure 4). Observe that gpγq is independent of
the choice of orientation of γ. We define the zigzag of γ to be the set Zγ “ Zγ` \Zγ´ Ă IntpET q
of edges e of T such that geγ ‰ 0, where Zγ` (resp., Zγ´ ) is the set of edges e such that geγ “ 1
(resp., geγ “ ´1). We also let GpFq :“ tgpγquγPFred\Fgr .
Next, we let sγ,F “ rv, us denote the acyclic path where pu, F q and pv,Gq are the corners
at which γ is marked in F . We define the c-vector of γ with respect to F to be cFpγq :“
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Figure 4. Different values of geγř
ePsγ,F xe P Zn (resp., cFpγq :“ ´
ř
ePsγ,F xe P Zn) if γ is green (resp., red). Note that the c-
vector of γ depends on the choice of facet F containing γ, whereas the g-vector gpγq is intrinsic
to γ. We also let CpFq :“ tcFpγquγPFred\Fgr .
As the following proposition shows, the c-vectors CpFq and the g-vectors GpFq defined by a
given facet are dual bases of Rn.
Proposition 3.1. [7, Proposition 22] For any γ, δ P F we have xgpδq, cFpγqy P t0, 1u and equals
1 if and only if γ “ δ.
Example 3.2. Consider the tree in Figure 5 where IntpET q “ te1, e2u. The g- and c-vectors
associated to the facet in this figure are as follows:
gpγq “ p´1, 0q cFpγq “ p´1,´1q
gpδq “ p´1, 1q cFpδq “ p0, 1q.
e1 e2
F F\F∂
γ
δ
Figure 5. The tree and facet F of ∆NCpT q from Example 3.2.
We end this section with a lemma that we will interpret representation-theoretically in the
next section. For sγ,F “ pv0, . . . , vtq, let Csγ,F denote the set of acyclic paths s “ pvi, . . . , vjq such
that by orienting sγ,F from v0 to vt one has that
‚ if i ą 0 then s turns right at vi, and
‚ if j ă t then s turns left at vj.
Observe that Csγ,F ztsγ,Fu is non-empty if and only if sγ,F contains at least two edges. An example
of the acyclic paths in Csγ,F is shown in Figure 6.
Lemma 3.3. Let F be a facet of ∆NCpT q with at least one green arc, and let γ P F red be a red
arc such that sγ,F contains at least two edges of T . Then there exists a green arc δ P Fgr such
that |Z´δ Xtedges of tu| “ |Z`δ Xtedges of tu| ` 1 for any t P Csγ,F ztsγ,Fu. Moreover, for any arc
δ P Fgr and any t P Csγ,F , we have that |Z´δ X tedges of tu| ě |Z`δ X tedges of tu|.
Proof. The statement follows from establishing three claims. In each of the following arguments,
let pv, F q and pu,Gq denote the corners at which γ is marked, and orient sγ,F “ rv, us from v to
u. At times, we will also write sγ,F “ pv0, . . . , vtq where v “ v0 and vt “ u.
Claim 1: Let pvi, Hq be a corner contained in γ for some i P t1, . . . , t´1u. If H P Regpγ,Gq,
then there exists a green arc δ containing the acyclic path sγ,F and the corner pv, F q. Dually, if
6
12
3
4
5
6 7
8
9
10
2
3
4
7
8
γ sγ,F
Figure 6. For γ we have Csγ,F “ tr2, 8s, r2, 7s, r3, 8s, r3, 7s, r4, 8s, r4, 7su which appear in light
blue, except for sγ,F “ r2, 8s which is purple. Note that orienting sγ,F from 2 to 8, we have that
sγ,F turns right at 3 and 4, and left at 7.
H P Regpγ, F q, then there exists a green arc δ containing the acyclic path sγ,F and the corner
pu,Gq.
Let µ Ìpv,F q γ and ν Ìpu,Gq γ be the supporting arcs of γ and orient them so that they agree
with the orientation of sγ,F . As µ and ν agree at sγ,F , they both contain pvi, Hq. Without loss
of generality, suppose that H P Regpγ,Gq. It follows that µ is not a boundary arc.
Let I be the face immediately counterclockwise from G about u. The arc µ is marked at
pu, Iq and it turns right at u, as γ is a red arc. Let pu1, I 1q be the other corner at which µ is
marked. If u1 comes before u in the given orientation of µ, then µ is a green arc and the result
holds.
Suppose now that u1 comes after u. Then µ is red. Set µ1 to be the supporting arc of µ such
that µ1 Ìpu,Iq µ. Since µ1 must be marked at pu1, I2q where I2 is immediately counterclockwise
from I 1 about u1, then µ and µ1 separate at u1. By Lemma 2.1, µ1 also contains sγ,F and the
corner pv, F q, since this is true of arc µ. In particular, µ1 contains pvi, Hq and H ‰ I2. Thus µ1
is not a boundary arc.
Let pw, Jq denote the other corner at which µ1 is marked and orient µ1 so that it agrees with
the orientation of sγ,F . Note that µ1 must turn right at u1. As before, if w comes before u1, then µ1
is green and the result holds. Otherwise, we repeat the above argument and find a non-boundary
supporting arc of µ1 containing sγ,F and the corner pv, F q. Since there are finitely many arcs in
F , this process must stop at some green arc δ containing sγ,F and the corner pv, F q.
Claim 2: There exists an arc δ P Fgr that satisfies tedges in tu X Zδ ‰ H and |Z´δ Xtedges of tu| “ |Z`δ X tedges of tu| ` 1 for any t P Csγ,F ztsγ,Fu.
Let t “ rvi, vjs P Csγ,F ztsγ,Fu where vertex vi comes before vj according to the orientation of
sγ,F . We prove the assertion in each of the following three cases.
• vi ‰ v and vj ‰ u
Since we know that t P Csγ,F , the arc γ turns left at vj and right at vi. In particular, γ
contains a corner pvj, Hq where H P Regpγ,Gq. By Claim 1, this implies that there exists a
green arc δ containing sγ,F and containing the corner pv, F q. Since δ contains sγ,F , we have that
δ also turns left at vj and right at vi. That is, Zδ X tedges in tu ‰ H.
Now let e and e1 be the first and last edges of t contained in ZδXtedges in tu with respect to
the chosen orientation of sγ,F . Since the arc δ turns right at vi, we have that geδ “ ´1. Similarly,
since δ turns left at vj, the last change of direction must be from right to left and again g
e1
δ “ ´1.
Observe that the coordinates of gpδq associated to edges in Zδ X tedges of tu alternate in sign
when ordered in a way that is consistent with the orientation of sγ,F . Moreover, the first and last
of these nonzero coordinates of gpδq are ´1. Thus |Z´δ X tedges of tu| “ |Z`δ X tedges of tu| ` 1.
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Figure 7. The configuration of the arcs γ and δ from Claim 3.
• vi “ v and vj ‰ u
As in the previous case, the arc γ contains a corner pvj, Hq where H P Regpγ,Gq. Therefore,
Claim 1 implies that there exists a green arc δ containing sγ,F and containing the corner pv, F q.
Since δ contains sγ,F and the corner pv, F q, we have that δ also turns left at vj and right at vi.
The remainder of the argument in the previous case may now be applied to this case.
• vi ‰ v and vj “ u
By the definition of Csγ,F and that t P Csγ,F , the arc γ turns right at vi. In particular, γ
contains a corner pvi, Hq where H P Regpγ, F q. By the dual statement in Claim 1, this implies
that there exists a green arc δ containing sγ,F and containing the corner pu,Gq. Since δ contains
sγ,F and the corner pu,Gq, we have that δ also turns left at vj and right at vi. One may now
adapt the argument of the first case to this case.
Claim 3: For any arc δ P F and any t P Csγ,F , we have that |Z´δ X tedges of tu| ě |Z`δ Xtedges of tu|.
If Zδ X tedges of tu “ H, then the result holds. Therefore, we assume this intersection is
non-empty.
Let t “ pvi, . . . , vjq, and let pu11, u1q (resp., pu2, u12q) denote the first (resp., last) edges in
Zδ X tedges of tu with respect to the chosen orientation of sγ,F . Since the coordinates of gpγq
associated to edges in ZδXtedges of tu alternate in sign when ordered in a way that is consistent
with the orientation of sγ,F , it is enough to show that gpδq does not satisfy gpu
1
1,u1q
δ “ gpu2,u
1
2q
δ “ 1.
Since t P Csγ,F , we see that the desired result holds when δ “ γ.
Now suppose that g
pu11,u1q
δ “ gpu2,u
1
2q
δ “ 1 for some arc δ P Fztγu. Orient δ in a way that is
consistent with the orientation of sγ,F . Let pvi, Fiq and pvj, Fjq be corners of T contained in γ.
Since t P Csγ,F , there exists a face Gi (resp., Gj) that is immediately counterclockwise from Fi
about vi (resp., from Fj about vj), and where Fi and Gi (resp., Fj and Gj) are both incident to
the edge pvi, vi`1q (resp., pvj´1, vjq).
Since pu11, u1q is the first element of Zδ X tedges of tu contained in δ and since δ turns left
at u11, we know that δ turns left at each vertex in tvi, vi`1, . . . , u11u. Similarly, δ turns right at
each vertex in tu12, . . . , vj´1, vju. Consequently, we obtain that δ contains the corners pvi, Giq andpvj, Gjq (see Figure 7). We obtain that Regpγ, Fiq Ć Regpδ, Fiq, which implies that δ and γ are
crossing, a contradiction. 
4. Tiling algebras
We now recall how a tree gives rise to a finite dimensional algebra. Given a tree T , let QT
be the quiver whose vertex set is IntpET q and where e, e1 P IntpET q are connected by an arrow
in QT if they meet in a corner of T . By convention, e
αÑ e1 if and only if e1 is immediately
counterclockwise from e about their common vertex. That is, there is an injective map from the
set of arrows of QT to the set of corners of T . We define IT Ă kQT to be the ideal generated by
the relations αβ where α : e2 Ñ e3 (resp., β : e1 Ñ e2) corresponds to the corner pv, F q (resp.,
pv,Gq) and the face F is immediately counterclockwise from the face G about v.
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We define the tiling algebra of T to be ΛT :“ kQT {IT where k is an algebraically closed
field. Tiling algebras are a family of representation finite gentle algebras that were introduced in
[2]. We invite the reader to check that dimkΛT “ 3 (resp., 26) when T is the tree from Figure 5
(resp., Figure 1).
The category of finitely generated left modules over ΛT is equivalent to category of finite
dimensional representations of QT over k that are compatible with the relations from IT (i.e.,
a representation M “ ppMiqiPQT 0 , pϕαqαPQT 1q of QT where for any
řk
i“1 ciα
piq
1 ¨ ¨ ¨αpiq`i P IT where
ci P k for all i P t1, . . . , ku we have that řki“1 ciϕαpiq1 ¨ ¨ ¨ϕαpiq`i “ 0).1 In the case of tiling algebras,
the compatibility condition becomes ϕαϕβ “ 0 for all αβ P IT .
We also know that the indecomposable ΛT -modules are string modules, which we denote
by Mpwq. This follows from the fact that tiling algebras are gentle algebras, which was first
observed in [2, Proposition 3.2]. Let pQT 1q´1 denote the set of formal inverses of arrows of QT .
Given α P QT 1, an arrow of QT , let spαq (resp., tpαq) denote the source and target of the arrow
α. Similarly, for any α´1 P pQT 1q´1 define spα´1q :“ tpαq and tpα´1q :“ spαq. A string in ΛT
is a word w “ αdd ¨ ¨ ¨α11 in the alphabet QT 1 \ pQT 1q´1 with i P t˘1u, for all i P t1, 2, . . . , du,
which satisfies the following conditions:
(1) spαi`1i`1 q “ tpαii q and αi`1i`1 ‰ α´ii , for all i P t1, . . . , d´ 1u, and
(2) w and also w´1 :“ α´11 ¨ ¨ ¨α´dd do not contain a subpath in I.
For each vertex i P QT 0, there is also a string whose string module is the unique simple repre-
sentation of QT supported only at vertex i. By abuse of notation, we write w “ i where i P QT 0
for such strings. In other words, a string is an irredundant walk in QT that avoids the relations
in IT .
Let w “ αdd ¨ ¨ ¨α11 be a string in ΛT . In analogy with the above definition, define spwq :“
spα11 q and tpwq :“ tpαdd q. In the case where w “ i for some i P QT 0, we set spwq :“ i and tpwq :“ i.
It will also be useful to define a substring w1 of w as a string of the form w1 “ αkk ¨ ¨ ¨αjj with
1 ď j ď k ď d or w1 “ i where i is a vertex appearing in w.
In the setting of tiling algebras, all strings are supported on connected acyclic subgraphs of
QT , but this is not the case in general. The string module Mpwq is the representation of QT
obtained by assigning the vector space k to each vertex in the string w and identity morphisms
to each arrow in w.2
Using these facts, we obtain that the indecomposable ΛT -modules are parameterized by
segments of T (i.e., acyclic paths s “ pv0, v1, ..., vtq whose endpoints are interior vertices of T
and any two consecutive edges pvi´1, viq and pvi, vi`1q are incident to a common face) [3, Corollary
4.3]. Let wpsq denote the unique string in ΛT corresponding to the segment s P SegpT q, the set
of all segments of T , and Mpwpsqq the corresponding string module. We show an example of this
bijection in Figure 8. Using this bijection, one obtains the following lemma.
Lemma 4.1. Given a facet F of ∆NCpT q and γ P F , the set map Csγ,F Ñ modpΛT q defined by
t ÞÑMpwptqq induces a bijection between elements of Csγ,F and the indecomposable submodules
of Mpwpsγ,Fqq.
Proof. The data of a proper indecomposable submodule Mpwq of Mpwpsγ,Fqq is equivalent to
the data of a substring w of wpsγ,Fq with the property that there exist strings w1 “ αdd ¨ ¨ ¨α11
and w2 “ βcc ¨ ¨ ¨ β11 in ΛT (at most one of which may be the empty string) such that wpsγ,Fq “
w1ww2 where spα11 q “ tpwq and tpβcc q “ spwq. Note that the bijection between segments of T
1For a general finite dimensional k-algebra Λ “ kQ{I where I is an admissible ideal, one can also equivalently
describe modules over Λ as representations of Q compatible with I.
2For simplicity, we have given the definition of Mpwq only in the generality of tiling algebras.
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segment s “ r5, 8s string wpsq string module Mpwpsqq
Figure 8. A segment s “ r5, 8s, the string wpsq that it defines, and the corre-
sponding string module Mpwpsqq.
and indecomposable ΛT -modules implies that there is a unique segment t P SegpT q such that
w “ wptq. The condition that spα11 q “ tpwq and tpβcc q “ spwq is equivalent to the arc γ turning
at the endpoints of t in such a way that t P Csγ,F . 
Remark 4.2. Let s “ pv0, . . . , vtq be any segment of T . One defines Ks Ă SegpT q to be the
collection of segments pvi, . . . , vjq such that by orienting s from v0 to vt one has that
‚ if i ą 0 then s turns left at vi, and
‚ if j ă t then s turns right at vj.
A small modification to the proof of Lemma 4.1 shows that the set map Ks Ñ modpΛT q defined
by t ÞÑ Mpwptqq induces a bijection between elements of Ks and the indecomposable quotient
modules of Mpwpsqq.
5. Noncrossing tree partitions
Now let VT˝ denote the set of interior vertices of T , and choose a real number  ą 0 so that
the balls of radius  around each vertex in VT˝ do not intersect each other and are contained in
D2. Furthermore, we require that any -ball centered at a vertex v may only contain points from
edges of T that have v as an endpoint. For each corner pv, F q, fix a point zpv, F q in the interior
of F such that dpzpv, F q, vq “  where dp´,´q is the usual Euclidean metric on D2. Let T Ă D2
denote the set of points belonging to the embedded tree T plus the set of points belonging to
the -ball around some interior vertex. More explicitly,
T “ T Y
ď
vPV o
tx P D2 : dpx, vq ă u.
Additionally, for any s P SegpT q, let s denote the set of points on an edge of s whose distance
is at least  from any interior vertex of T .
Let pv, e, F q and pu, e1, Gq be two green (resp., red) flags such that rv, us is a segment, a
green (resp., red) admissible curve for rv, us is a simple curve σ : r0, 1s Ñ D2 for which
σp0q “ zpv, F q, σp1q “ zpu,Gq, and σpr0, 1sq Ď D2zpTzru, vsq.3 Strictly speaking, the endpoints
of σ are zpv, F q and zpu,Gq. However, for convenience, we will often refer to the endpoints of σ
as simply v and u when it is not necessary to specify the exact corners where σ begins and ends.
3Up to coloring-preserving isotopy relative to zpv, F q and zpu,Gq, there is a unique green (resp., red) admissible
curve for rv, us.
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Two segments are noncrossing if they admit admissible curves that do not intersect each
other, otherwise they are crossing. A segment is green (resp., red) if it is represented by a green
(resp., red) admissible curve. For B Ă VT˝ , let SegrpBq be the set of inclusion-minimal red
segments whose endpoints lie in B. That is, there do not exist distinct segments s, t P SegrpBq
where t is a subsegment of s. We define SeggpBq to be the set of inclusion-minimal green
segments whose endpoints lie in B.
A noncrossing tree partition B “ tB1, B2, ..., B`u is a set partition of VT˝ such that any
two segments of SegrpBq :“ Ťli“1 SegrpBiq are noncrossing and each block of B is segment-
connected (i.e., for any two vertices in Bi there exists a sequence of segments in SegrpBiq that
joins them). Let NCP(T ) be the poset of noncrossing tree partitions of T ordered by refine-
ment. Alternatively, we could have defined noncrossing tree partitions using the set SeggpBq :“Ťl
i“1 SeggpBiq, and this definition produces the same lattice of noncrossing tree partitions.
Returning to tiling algebras, a full, additive subcategory W Ă modpΛT q is a wide subcate-
gory if it is exact abelian and extension closed (i.e., for any short exact sequence 0 Ñ X Ñ
Z Ñ Y Ñ 0 with X, Y P W , one has that Z P W). We remark that all subcategories we work
with in this paper are assumed to be closed under isomorphisms. Under this assumption, the
collection of all wide subcategories of modpΛT q, denoted widepΛT q, is a set. In fact, widepΛT q is
a poset under inclusion. The intersection of two wide subcategories is a wide subcategory, and
the zero subcategory (resp., mod(ΛT )) is the unique minimal (resp., unique maximal) element of
widepΛT q. As ΛT is representation finite, the poset widepΛT q is finite. Therefore, widepΛT q is a
lattice.
In [3, Theorem 7.1], the second author and McConville obtained a poset isomorphism between
the lattice of noncrossing tree partitions and the lattice of wide subcategories given by
ρ : NCPpT q ÝÑ widepΛT q
B ÞÝÑ add
¨˝à
wpsq
Mpwpsqq | s P SegrpBq‚˛
where SegrpBq Ă SegpT q is the closure of SegrpBq (i.e., the smallest set of segments containing
SegrpBq such that s “ pv0, v1, . . . , vkq, t “ pvk, vk`1 . . . , v`q P SegrpBq and s ˝ t P SegpT q implies
s ˝ t P SegrpBq). The category addpMq where M P modpΛT q is defined as the smallest full,
additive subcategory of modpΛT q that contains M and is closed under taking direct summands.
We show in Figure 9 an example of this isomorphism.
Now fix a facet F P ∆NCpT q. For each δ P FzFB, let σ be an admissible curve for sδ,F whose
color is the same as the color of δ. We define ψrpFq (resp., ψgpFq) to be the set partition of
VT˝ whose blocks consist of interior vertices connected by a sequence of these red (resp., green)
admissible curves (see Figure 10). The map ψr is a bijection between the facets of ∆
NCpT q and
NCPpT q. In fact, it induces a bijection Kr : NCPpT q Ñ NCPpT q defined by KrpψrpFqq :“ ψgpFq.
We refer to KrpBq with B P NCPpT q as the Kreweras complement of B. We remark that
using the map ρ, we can regard the Kreweras complementation map as a cyclic action on wide
subcategories of modpΛT q.
Given B P NCPpT q corresponding to facet F , choose a set Sr (resp., Sg) of pairwise noncross-
ing red (resp., green) admissible curves realizing the segments in SegrpBq (resp., SeggpKrpBqq).
By [4, Theorem 5.11], the sets Sr and Sg define a new tree TF whose vertex set is VT˝ and whose
edge set is Sr \ Sg. We refer to TF as the red-green tree of F .
Given a red-green tree TF and an acyclic path s “ pv0, . . . , vtq of T where v0, vt P VT˝ , it will
be useful to define ςpsq “ pσi1 , . . . , σi`q to be the unique shortest sequence of admissible curves
11
ρ0
add(k 0← 0) add(k 1← k) add(0 0← k)
mod(ΛT )
Figure 9. The lattice of wide subcategories of modpΛT q and its corresponding
lattice of noncrossing tree partitions, which we present using sets of red admissible
curves.
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Figure 10. On the left, we show the red and green arcs of a facet
F of ∆NCpT q. On the right, we show the red-green tree TF . Here
ψrpFq “ tt1, 3, 4u, t2, 8u, t5, 6, 7, 9u, t10uu and KrpψrpFqq “ ψgpFq “
tt1u, t2, 4u, t3u, t5, 8u, t6u, t7, 10u, t9uu.
in TF joining v0 and vt where σij and σij1 with j ‰ j1 share an endpoint if and only if j1 “ j ˘ 1.
By convention, we assume that v0 is an endpoint of σi1 and vt is an endpoint of σi` . We will also
need the following lemma for a result in the next section.
Lemma 5.1. Let TF be a red-green tree, and let s “ pv0, . . . , vtq be an acyclic path of T where
v0, vt P VT˝ . Up to isotopy, there is no admissible curve ξ nor ξ1 as in Figure 11 that appears in
the sequence ςpsq.
Proof. Let psi1 , . . . , si`q denote the sequence of segments of T where for each j P t1, . . . , `u the
segment sij is represented by the admissible curve σij .
Suppose there exists a curve in the sequence ςpsq “ pσi1 , . . . , σi`q of the form ξ or ξ1 as in
Figure 11. Without loss of generality, we assume the former. The curve ξ must be equal to σi1 .
We show that σi1 cannot equal ξ as in Figure 11 piiiq under the assumption that σi1 is green.
The proofs in the other cases are analogous.
We first assume that the colors of the curves in the sequence ςpsq are alternating. If si1 and si2
have a common subsegment, then the curve σi2 appears in the configuration shown in Figure 12paq up to isotopy. If si1 and si2 have no common subsegment, then the curve σi2 appears in the
configuration shown in Figure 12 pbq up to isotopy.
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Figure 11. Several types of curves that cannot appear in the sequence ςpsq. In
piq and piiq, x (resp., y) is a vertex of the acyclic path rv0, vts other than v0 (resp.,
vt). In piq and piiq, the curves ξ and ξ1 are not allowed to have both endpoints be
vertices of rv0, vts. In piiiq, the curves ξ and ξ1 are drawn in brown because they
could be either red or green. Also in piiiq, the curve ξ (resp., ξ1) is not allowed to
have an endpoint of the form zpv0, F q or zpv0, Gq (resp., zpvt, F 1q or zpvt, F 1q).
Suppose that si1 and si2 have a common subsegment rz, ys in the notation of Figure 12 paq.
If vertex y or vertex v0 has degree greater than 3, then the acyclic path rx, vts is not a segment
of T . This implies that there does not exist an admissible curve connecting x and vt. On the
other hand, assume that vertex y and vertex v0 both have degree equal to 3. In this case, even
though rx, vts is now a segment, any admissible curve connecting x and vt must cross σi2 (see
Figure 12 paq).
We reduce to considering the behavior of the green admissible curve σi3 . A similar analysis
shows that the common endpoint of si3 and si4 cannot be connected to vt by an admissible curve
that is pairwise noncrossing with the curves appearing in ςpsq. By continuing this process, we
see that the sequence of curves ςpsq cannot return to vertex vt in such a way that the curves are
pairwise noncrossing. An analogous argument reaches the same contradiction when si1 and si2
have no common subsegment.
We now explain the general case where the colors of the curves in the sequence ςpsq are not
necessarily alternating. Let σi1 , . . . , σij (resp., σij`1 , . . . , σik) denote the first j green (resp., first
k red) admissible curves in the sequence ςpsq. By the defining properties of noncrossing tree
partitions, no two segments in the sequence si1 , . . . , sij have a common subsegment, and the
same is true of the segments in the sequence sij`1 , . . . , sik . This means that si1 ˝ ¨ ¨ ¨ ˝ sij and
sij`1 ˝ ¨ ¨ ¨ ˝ sik are well-defined acyclic paths of T .
The acyclic paths si1 ˝ ¨ ¨ ¨ ˝ sij and sij`1 ˝ ¨ ¨ ¨ ˝ sik may or may not have a common acyclic
subpath. The curves σi1 , . . . , σij and σij`1 , . . . , σik therefore appear in two possible configurations
that are analogous to the two configurations in Figure 12. One can thus adapt the argument
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Figure 12. In paq, we show the case when si1 “ rv0, zs and si2 “ rz, xs have a
common subsegment. The segment rz, ys is the unique longest segment contained
in both si1 and si2 . In paq, we allow for the case where either y “ x or y “ v0. The
case where x “ v0 cannot happen because si1 ‰ si2 . In pbq, we show the case when
si1 “ rv0, ys and si2 “ ry, xs have no common subsegment. In pbq, vertex y is the
unique common vertex of si1 and si2 .
we have given in the case where the colors of the curves in ςpsq are alternating to the general
case. 
6. Red-green trees as torsion pairs
Given a facet F P ∆NCpT q, its red-green tree TF turns out to be equivalent to the data of
a torsion pair inside modpΛT q. This realization as a torsion pair will allow us to evaluate θF on
any indecomposable ΛT -module. Recall that a pair of full additive subcategories pT ,F q of an
abelian category A is called a torsion pair if the following hold:
i) HomApT, F q “ 0 for any T P T and any F P F ,
ii) for any X P A there is a short exact sequence
0 Ñ T Ñ X Ñ F Ñ 0
with T P T and F P F .
The category T (resp., F ) is called a torsion class (resp., a torsion-free class).
Before stating our result, we recall the definition of the lattice of biclosed sets of segments
of a tree as well as some of its lattice properties. We say a subset B Ă SegpT q is closed if for
any segments s, t P B with s ˝ t P SegpT q, one has that s ˝ t P B. If both B and SegpT qzB are
closed, we say B is biclosed. We denote the poset of biclosed subsets of SegpT q ordered by
inclusion by BicpT q. By [4, Theorem 4.1], this poset is a lattice, and the join of two biclosed sets
B1, B2 P BicpT q is given by B1_B2 “ B1 YB2. It is easy to show that any element s P B1_B2
may be written as s “ t1 ˝ ¨ ¨ ¨ ˝ tk for some t1, . . . , tk P B1 Y B2. It follows from [4, Lemma 4.6]
that for any segment s P SegpT q one has that Cs, Ks P BicpT q.
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Proposition 6.1. Let B P NCPpT q be a noncrossing tree partition of a tree T . Then the
categories
TB :“ add
¨˝à
t
Mpwptqq : t P
ł
sPSeggpKrpBqq
Ks‚˛, FB :“ add
¨˝à
t
Mpwptqq : t P
ł
sPSegrpBq
Cs‚˛
define the torsion pair pTB,FBq in modpΛT q.
Proof. We prove that HomΛT pT, F q “ 0 for any T P TB and any F P FB. That for any
X P modpΛT q there exists the desired short exact sequence follows from Lemma 6.3.
By [3, Lemma 8.10], we know that HomΛpMpwpsqq,Mpwptqqq “ 0 for any s P SeggpKrpBqq
and any t P SegrpBq. Now given s1 P Ks and t1 P Ct where s P SeggpKrpBqq and t P SegrpBq,
Lemma 4.1 and Remark 4.2 imply that Mpwps1qq is a quotient of Mpwpsqq and Mpwpt1qq is a
submodule of Mpwptqq. We see that HomΛpMpwps1qq,Mpwpt1qqq “ 0, otherwise we have that
HomΛpMpwpsqq,Mpwptqqq ‰ 0, a contradiction.
Lastly, suppose that s1 “ s11 ˝ ¨ ¨ ¨ ˝s1k and t1 “ t11 ˝ ¨ ¨ ¨ ˝ t1` where for each i P t1, . . . , ku and each
j P t1, . . . , `u we have that s1i P Ksi for some si P SeggpKrpBqq and t1j P Ctj for some tj P SegrpBq.
One checks that there exists i P t1, . . . , ku and j P t1, . . . , `u such that Mpwps1iqq is a submodule
of Mpwps1qq and Mpwpt1jqq is a quotient of Mpwpt1qq. If HomΛpMpwps1qq,Mpwpt1qqq ‰ 0, we
obtain that HomΛpMpwps1iqq,Mpwpt1jqqq ‰ 0. However, this contradicts the previous paragraph.
This completes the proof. 
Lemma 6.2. Given a noncrossing tree partition B P NCPpT q, any simple module in modpΛT q
belongs to TB or FB.
Proof. Let Mpwpsqq P modpΛT q be any simple module. Here we have s “ pv0, v1q. Let ςpsq “
pσi1 , . . . , σi`q denote the sequence of admissible curves in TF joining v0 and v1 defined in Section 5.
Let psi1 , . . . , si`q denote the corresponding sequence of segments.
If ` “ 1, then s “ si1 so s P SeggpKrpBqq or s P SegrpBq. This means Mpwpsqq P TB or
Mpwpsqq P FB. Thus we can assume that ` ą 1. To complete the proof, by Lemma 4.1 and
Remark 4.2, it is enough to show that Mpwpsqq is a submodule of Mpwpsijqq P FB for some
j P t1, . . . , `u or a quotient of Mpwpsijqq P TB for some j P t1, . . . , `u.
If σi1 is green (resp., red) and Mpwpsqq is a quotient (resp., a submodule) of Mpwpsi1qq, then
we are done. Suppose that neither case holds. Then, we know that s is not a subsegment of si1 .
Case 1: the curve σi1 is green. Let j be the smallest element of t1, . . . , `u such that sij
contains s as a subsegment. Assume for a contradiction that σij is green, then the curves σi1 ,
σij´1 , and σij must appear in one of the configurations in Figure 13 up to isotopy.
Observe that rv0, xs is an acyclic path of T with v0, x P VT˝ and that ςprv0, xsq “ pσi1 , . . . , σij´1q.
If the curves σi1 , σij´1 , and σij belong to a configuration of the form shown in Figure 13 paq where
σij´1 does not end at vertex y or Figure 13 pbq, then the presence of σij´1 in the sequence ςprv0, xsq
contradicts Lemma 5.1, applied to ςprv0, xsq.
Next, suppose that the curves σi1 , σij´1 , and σij belong to a configuration of the form shown
in Figure 13 paq where σij´1 ends at y. Since sij is the first segment in psi1 , . . . , si`q that contains
s as a subsegment, there exists a vertex y1 P VT˝ as in Figure 14 pa1q and an index k P t2, . . . , j´2u
such that ςpry1, xsq “ pσik , . . . , σij´1q. However, the presence of σij´1 in ςpry1, xsq “ pσik , . . . , σij´1q
contradicts Lemma 5.1, applied to ςpry1, xsq.
Now suppose that the curves σi1 , σij´1 , and σij belong to a configuration of the form shown
in Figure 13 pcq. Since sij is the first segment in psi1 , . . . , si`q that contains s as a subsegment,
there exists a vertex y P VT˝ as in Figure 14 pc1q and an index k P t2, . . . , j ´ 2u such that
15
v0 v1 ···
x · · ·
· · ·
σij−1 σij
σi1
··· · · · ···y
paq
v0 v1 ···
x · · ·
· · ·
σij−1
σij
σi1
...
..
.
pbq
v0 v1 ···
x · · ·
· · ·
σij−1 σij
σi1
···
pcq
Figure 13. The three configurations from the proof of Lemma 6.2. In each of
these configurations the curve σij is a green admissible curve that is drawn in blue
in order to distinguish it from σi1 and σij´1 . The curve σij may turn left or right
at v1. In paq, the vertex y is a vertex of the acyclic path rx, v0s that is not equal
to x. In pbq, the curve σij´1 is drawn in brown because it could be red or green.
v0 v1 ···y
′
· · ·
· · ·
σij−1 σij
σi1
··· · · · · · ·x
· · · ···y
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v0 v1 ···
y
· · ·
· · ·
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σi1
··· · · · · · ·x
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Figure 14. In pa1q, we show the vertex y1 from the proof when σi1 , σij´1 , and
σij belong to a configuration of the form shown in Figure 13 paq where σij´1 ends
at vertex y. In pc1q, we show the vertex y from the proof when σi1 , σij´1 , and σij
belong to a configuration of the form shown in Figure 13 pcq.
ςpry, xsq “ pσik , . . . , σij´1q. However, the presence of σij´1 in ςpry, xsq “ pσik , . . . , σij´1q contradicts
Lemma 5.1, applied to ςpry, xsq.
We obtain that σij is red. If σij turns left at v1 or if v1 is an endpoint of σij , then Mpwpsqq
is a submodule of Mpwpsijqq P FB. If σij turns right at v1, then it appears in the configuration
in Figure 15. Notice that ςprx, v1sq “ pσij , . . . , σi`q. However, the presence of σij in ςprx, v1sq
contradicts Lemma 5.1, applied to ςprx, v1sq. Thus σij turns left at v1 or if v1 is an endpoint of
σij . Therefore, Mpwpsqq is a submodule of Mpwpsijqq P FB.
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Figure 15. The curve σij when it turns right at v1.
Case 2: the curve σi1 is red. As above, let j be the smallest element of t1, . . . , `u such
that sij contains s as a subsegment. The analogous argument shows that σij is green. Thus
Mpwpsqq is a quotient of Mpwpsijqq P TB. 
Lemma 6.3. Given a noncrossing tree partition B P NCPpT q and any X P modpΛT q, there
exists a short exact sequence 0 Ñ T Ñ X Ñ F Ñ 0 where T P TB and F P FB.
Proof. It is enough to prove the result for indecomposable ΛT -modules. Given an indecomposable
module Mpwpsqq P modpΛT q, we prove the result by induction on the length of s.
First, suppose that s “ pv0, v1q is a minimal length segment. By Lemma 6.2, the simple
module Mpwpsqq belongs to TB or FB. In the former case, the desired short exact sequence is
given by 0 Ñ Mpwpsqq 1Ñ Mpwpsqq Ñ 0 Ñ 0 where 1 denotes the identity map on Mpwpsqq. In
the latter case, the desired short exact sequence is given by 0 Ñ 0 ÑMpwpsqq 1ÑMpwpsqq Ñ 0
where 1 denotes the identity map on Mpwpsqq.
Next, suppose that s “ pv0, . . . , vtq P SegpT q where t ą 1 and that the result holds for all
shorter segments. Consider the sequence ςpsq “ pσi1 , . . . , σi`q, and let psi1 , . . . , si`q denote the
corresponding sequence of segments. If ` “ 1, then s “ si1 so Mpwpsqq P TB or Mpwpsqq P
FB, by the definition of TB and FB. In the former case, we obtain the short exact sequence
0 Ñ Mpwpsqq 1Ñ Mpwpsqq Ñ 0 Ñ 0. In the latter case, we obtain the short exact sequence
0 Ñ 0 ÑMpwpsqq 1ÑMpwpsqq Ñ 0.
Now, assume that ` “ 2 and that the unique common endpoint of the two curves in ςpsq is
not a vertex of s. This implies that si1 or si2 contains s as a subsegment. Suppose without loss
of generality that si1 contains s as a subsegment. Then, by Lemma 5.1, we know that Mpwpsqq
is a quotient of Mpwpsi1qq P TB if σi1 is green, and Mpwpsqq is a submodule of Mpwpsi1qq P FB
if σi1 is red. We obtain that Mpwpsqq P TB or Mpwpsqq P FB. In the former case, we obtain the
short exact sequence 0 ÑMpwpsqq 1ÑMpwpsqq Ñ 0 Ñ 0. In the latter case, we obtain the short
exact sequence 0 Ñ 0 ÑMpwpsqq 1ÑMpwpsqq Ñ 0.
Lastly, we construct the desired short exact sequence when ` ě 2 and when ` “ 2 we assume
that two curves in the sequence ςpsq have a common endpoint that is a vertex of s other than
one of its endpoints. When ` “ 2, the definition of ςpsq implies that if σi1 and σi2 have a common
vertex that is a vertex of s, it cannot be an endpoint of s. Note also that when ` ą 2, by
Lemma 6.4, there exists two curves in the sequence ςpsq that have a common endpoint that is a
vertex of s other than one of its endpoints. In each case, let vi with i ‰ 0, t denote this vertex.
Now write s “ s1 ˝ s2 where s1 “ pv0, . . . , viq and s2 “ pvi, . . . , vtq. Without loss of generality,
we assume that Mpwps1qq is a submodule of Mpwpsqq and Mpwps2qq is a quotient of Mpwpsqq.
By induction, there exists the following short exact sequences
0 ÝÑ X fÝÑMpwps1qq gÝÑ Y ÝÑ 0,
0 ÝÑ X 1 f 1ÝÑMpwps2qq g
1ÝÑ Y 1 ÝÑ 0
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where X :“ ÀjMpwps1,jqq, X 1 :“ Àj1Mpwps2,j1qq P TB and Y :“ ÀkMpwpt1,kqq, Y 1 :“À
k1Mpwpt2,k1qq P FB. No two distinct segments belonging to the set ts1,j, s2,j1 , t1,k, t2,k1uj,j1,k,k1
contain a common edge of T . However, there exist exactly two segments s1˚ P ts1,j, t1,kuj,k and
s2˚ P ts2,j1 , t2,k1uj1,k1 such that s1˚ ˝ s2˚ P SegpT q whose unique common vertex is vi. Observe that
s1˚ is a subsegment of s1 and s2˚ is a subsegment of s2.
We construct the desired short exact sequence in each of the following four cases:
(a) Mpwps1˚qq is a submodule of Mpwps1qq, Mpwps2˚qq is a quotient of Mpwps2qq;
(b) Mpwps1˚qq is a quotient of Mpwps1qq, Mpwps2˚qq is a submodule of Mpwps2qq;
(c) Mpwps1˚qq is a submodule of Mpwps1qq, Mpwps2˚qq is a submodule of Mpwps2qq;
(d) Mpwps1˚qq is a quotient of Mpwps1qq, Mpwps2˚qq is a quotient of Mpwps2qq.
Case (a): By assumption, we obtain that Mpwps1˚qq is a submodule of Mpwpsqq and
Mpwps2˚qq is a quotient of Mpwpsqq. Thus
0 ÝÑ X ‘X 1 f‘f 1ÝÑ Mpwpsqq g‘g1ÝÑ Y ‘ Y 1 ÝÑ 0
is a short exact sequence of ΛT -modules with X ‘X 1 P TB and Y ‘ Y 1 P FB.
Case (b): The proof is analogous to that of (a), and it produces the same short exact
sequence.
Case (c): By assumption, Mpwps1˚ ˝ s2˚qq is a submodule of Mpwpsqq. Let i : Mpwps1˚ ˝
s2˚qq ãÑ Mpwpsqq denote the canonical inclusion. Note that Mpwps1˚qq,Mpwps2˚qq P TB and
s1˚ ˝ s2˚ P
Ž
sPSegrpBqCs since
Ž
sPSegrpBqCs is closed. This implies that Mpwps1˚ ˝ s2˚qq P TB. Thus
0 ÝÑ X{Mpwps˚1qq ‘X 1{Mpwps˚2qq ‘Mpwps˚1 ˝ s˚2qq f‘f
1‘iÝÑ Mpwpsqq g‘g1ÝÑ Y ‘ Y 1 ÝÑ 0
is a short exact sequence of ΛT -modules with X{Mpwps1˚qq‘X 1{Mpwps2˚qq‘Mpwps1˚ ˝s2˚qq P TB
and Y ‘ Y 1 P FB. Here, f (resp., f 1) is the induced map f : X{Mpwps1˚qq Ñ Mpwps1qq (resp.,
f 1 : X 1{Mpwps2˚qq ÑMpwps2qq).
Case (d): The proof is analogous to that of (c). The argument produces the following short
exact sequence
0 ÝÑ X ‘X 1 f‘f 1ÝÑ Mpwpsqq g‘g1‘hÝÑ Y {Mpwps˚1qq ‘ Y 1{Mpwps˚2qq ‘Mpwps˚1 ˝ s˚2qq ÝÑ 0
with X‘X 1 P TB and Y {Mpwps1˚qq‘Y 1{Mpwps2˚qq‘Mpwps1˚ ˝ s2˚qq P FB. Here h : Mpwpsqq
Mpwps1˚ ˝ s2˚qq is the canonical surjection. 
Lemma 6.4. Let s “ pv0, . . . , vtq P SegpT q with t ě 2, and let ςpsq “ pσi1 , . . . , σi`q denote the
sequence of admissible curves as defined in Section 5. If ` ą 2, there exists a vertex vi of s with
i P t1, . . . , t´ 1u that is the common endpoint of two curves in ςpsq.
Proof. Suppose no such vertex vi exists. Let vk be any vertex of s where k P t1, . . . , t ´ 1u.
Since TF is a tree, there exist the two sequences ςprv0, vksq and ςprvk, vtsq inside the red-green
tree TF , both of which consist of curves that do not appear in ςpsq. However, the union of the
curves appearing ςpsq, ςprv0, vksq, and ςprvk, vtsq produces a subgraph of TF that includes a cycle,
a contradiction. 
7. Proof of Theorem 1.1
In this section, we prove Theorem 1.1, which says that widepΛT q “ ΛssT . In particular, it says
that any wide subcategoryW P widepΛT q is realizable as a semistable subcategory of modpΛT q via
the stability condition θFp´q “ řδPFgrxgpδq,´y where F is the facet of ∆NCpT q corresponding
to W . We also mention the connection between our result and related work.
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Proof of Theorem 1.1. By the linearity of θF , it is enough to show that the indecomposable
modules of θssF are exactly the indecomposable modules of W . Throughout the proof, we let B
denote the noncrossing tree partition corresponding to F .
One checks that if W “ modpΛT q or W is the zero subcategory, then the result holds. In the
former case, we have θFp´q “ 0. In the latter case, we have θFp´q “ řePIntpET qxxe,´y. Therefore,
we can furthermore assume that W ‰ modpΛT q and that W is not the zero subcategory. This
implies that F has at least one green arc and at least one red arc.
We first show that if Mpwpsqq PW , then Mpwpsqq P θssF . Assume s P SegrpBq. Since s “ sγ,F
for some red arc γ P F red and since s is a red segment, it follows from Proposition 3.1 that
θFpMpwpsqqq “ 0.
Now, let Mpwptqq be a proper indecomposable submodule of Mpwpsqq. By Lemma 4.1, we
have t P Csztsu. Any submodule of Mpwpsqq is of the form ÀiMpwptiqq where ti P Csztsu for
all i, and any distinct pair of these segments have no common subsegment. Thus it is enough to
show that θFpMpwptqqq ă 0.
It follows from Lemma 3.3 that we can write Fgr “ Fgr1 \ Fgr2 where
Fgr1 “ tδ P Fgr : |Z´δ X tedges of tu| ą |Z`δ X tedges of tu|u
Fgr2 “ tδ P Fgr : |Z´δ X tedges of tu| “ |Z`δ X tedges of tu|u
and that the set Fgr1 is nonempty. We now have that
θFpMpwptqqq “ řδPFgrxgpδq,dimpMpwptqqqy“ řδPFgr |Z`δ X tedges of tu| ´ |Z´δ X tedges of tu|“ řδPFgr1 |Z`δ X tedges of tu| ´ |Z´δ X tedges of tu|ă 0.
We obtain that Mpwpsqq P θssF and that it is θF -stable.
Now assume that s “ s1 ˝ ¨ ¨ ¨ ˝ sk where si P SegrpBq for all i P t1, . . . , ku. Using Propo-
sition 3.1, we have that θFpMpwpsiqqq “ 0 for all i P t1, . . . , ku. By the linearity of θF , we
see that θFpMpwpsqqq “ řki“1 θFpMpwpsiqqq “ 0. One checks that there exists j P t1, . . . , ku
such that Mpwpsjqq is a submodule of Mpwpsqq. Thus not all submodules M of Mpwpsqq sat-
isfy θFpMq ă 0. However, using an argument similar to that which appears in the previous
two paragraphs, we have that θFpMq ď 0 for all submodules M of Mpwpsqq. We obtain that
Mpwpsqq P θssF .
Next, suppose Mpwpsqq R W . Observe that either s P SegpT qz
´
SeggpKrpBqq Y SegrpBq
¯
or
s P SeggpKrpBqq. First, assume that s P SeggpKrpBqq and s “ s1 ˝ ¨ ¨ ¨ ˝ sk for some s1, . . . , sk P
SeggpKrpBqq. Then Proposition 3.1 implies that θFpMpwpsqqq “
řk
i“1 θFpMpwpsiqqq “ k ą 0 so
Mpwpsqq R θssF .
Now assume that s P SegpT qz
´
SeggpKrpBqq Y SegrpBq
¯
. Let 0 Ñ T Ñ Mpwpsqq Ñ F Ñ 0
denote a short exact sequence with T P TB and F P FB whose existence is guaranteed by
Lemma 6.3. By assumption, we know that T is a nonzero module. Let Mpwptqq with t “ t1˝¨ ¨ ¨˝tk
for some t1, . . . , tk PŽsPSeggpKrpBqqKs be a summand of T . We can further assume that for each
i P t1, . . . , ku one has ti P Ksi for some si P SeggpKrpBqq.
As mentioned earlier in the proof, one checks that there exists j P t1, . . . , ku such that
Mpwptjqq is a submodule of Mpwptqq. Now let sj “ sδ,F where δ is a green arc of F . Since
tj P Ksδ,F , we have that xgpδq,dimpMpwptjqqqy ą 0. A similar argument to that which appears
in the proof of Lemma 3.3 shows that for any arc δ P F and any segment t1 P Ksγ,F one has that
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Figure 16. The forbidden subconfigurations from Remark 7.1. Here all four
vertices are interior vertices.
|Z´δ X tedges of tu| ď |Z`δ X tedges of tu|. It follows that θFpMpwptjqqq ą 0. As Mpwptjqq is a
submodule of Mpwpsqq, we conclude that Mpwpsqq R θssF .
The final assertion that every semistable subcategory is a wide subcategory was proved in
[6]. 
Remark 7.1. If T is a tree all of whose interior vertices have degree 3 and has no subconfiguration
of the form shown in Figure 16, then QT is a type A Dynkin quiver. Theorem 1.1 therefore
recovers Ingalls’ and Thomas’ bijection in [5, Theorem 1.1] between wide subcategories and
semistable subcategories in type A.
Remark 7.2. The assertion in Theorem 1.1 that all wide subcategories of modpΛT q are semistable
can be deduced from [11, Theorem 1.2]. Our work differs from that of Yurikusa in that we have
found a combinatorial construction of a stability condition realizing a wide subcategory as a
semistable subcategory.
From Theorem 1.1 and [3, Theorem 7.1], it follows that the poset of semistable subcategories
of modpΛT q is isomorphic to the lattice of noncrossing tree partitions of T as the following corol-
lary shows. In particular, we obtain a combinatorial classification of the semistable subcategories
of modpΛT q.
Corollary 7.3. For any tree T , the map ρ : NCPpT q Ñ ΛssT is an isomorphism of posets.
We remark that the unique minimal noncrossing tree partition ttvu : v P VT˝ u is sent to the
zero subcategory of modpΛT q under this isomorphism. Similarly, the unique maximal noncrossing
tree partition tVT˝ u is sent to the category modpΛT q under this isomorphism.
8. Additional questions
A crucial step in proving Theorem 1.1 was the use of the combinatorics of the red-green tree
TF to evaluate θF on any indecomposable ΛT -module. A second crucial step in the proof was the
fact that for any facet F of the noncrossing complex, the g-vectors in GpFq and the c-vectors in
CpFq are dual bases with respect to x´,´y. This fact has already been established for general
gentle algebras of which tiling algebras are examples (see [8, Proposition 4.16]). There the role
of the noncrossing complex is played by the blossoming complex. However, we are not aware
of a notion of the red-green tree associated to a facet of this complex. We propose the following
problem.
Problem 8.1. Find a combinatorial description of the Kreweras complement Kr : widepΛq Ñ
widepΛq where Λ is a gentle algebra. Then, given a wide subcategory W whose corresponding
facet of the blossoming complex is F , use this description to determine when the Kreweras
stability condition θF satisfies θssF “W for all facets F of the blossoming complex.
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