1. Introduction. The purpose of this paper is to analyze certain finite difference approximations for the incompressible Navier-Stokes equations in their vorticity formulation in domains with boundaries. We are especially interested in understanding stability and convergence properties of vorticity boundary conditions for these finite difference methods. The main result of this paper is a convergence proof of a finite difference method using a boundary condition of vorticity creation type. This result applies to general domains in two space dimensions as well as certain domains in three dimensions.
There are several ways of handling vorticity boundary conditions. Chorin [5] proposed a Lagrangean vortex blob scheme in which vorticity is created on the boundary in one step of the algorithm to approximately satisfy boundary conditions on the velocity. This step is followed by a random walk diffusion step and a convection step during which the boundary conditions on the velocity are violated. The vorticity creation boundary conditions correct this error. Several distinct types of vorticity boundary conditions which can be implemented in Eulerian difference schemes have also been proposed. Quartapelle and Valz-Gris [21] , [17] use integral constraints to get enough information to determine the vorticity at the boundary. These integral constraints must be satisfied by the vorticity in order that the boundary conditions on the velocity be satisfied. Using a similar approach, Anderson [1] and Cottet [8] get boundary conditions for the vorticity in terms of an integral relationship. The last method is called the vorticity-stream function method discussed in the review article [16] . In this method, the vorticity on the boundary is determined by the values of the stream function at the interior points with coefficients determined by matching of Taylor series expansions. The above methods have been implemented numerically by the cited authors and all reflect the nonlocal nature of vorticity boundary conditions. Chorin's creation scheme is perhaps the most interesting because of its ability to model high Reynold's number flows. A convergence analysis of a space-continuous model of Chorin's viscosity-splitting method is given in [7] , [4] . Analysis using a slightly different formulation is also given by [8] . However, a full analysis of this method is difficult because of its Lagrangean nature and the use of the random walk to simulate diffusion. The vorticity-stream function formulation seems the most tractable to analysis, and it is this type of scheme that is considered in this paper. Recently, Anderson [1] , [2] has demonstrated that the different types of vorticity boundary conditions described in the preceding paragraph are related, at least in some restricted situations. Because of these relationships, the authors feel that understanding the stability and sources of error for one of the methods should shed some light on the others.
The main part of this paper is devoted to proving stability and convergence of a finite difference approximation for the Navier-Stokes equations which uses a vorticity boundary condition. This vorticity boundary condition can be interpreted as a finite difference version of the vorticity creation boundary condition. The analysis is based on discrete energy estimates. It is worth emphasizing that the energy estimates are performed on the velocity rather than vorticity since energy (L2) estimates on the vorticity are difficult to obtain due to the nonlocal nature of the vorticity boundary conditions. This velocity error approach was first proposed by Naughton [15] . One of the main difficulties in the discrete energy estimates is the control of the boundary terms resulting from summation by parts. Typically these terms are large in magnitude and may not have a definite sign. There are three sources where the boundary terms can enter the analysis. The first one is from the linear diffusion term. In this case, the boundary terms can be handled in a way similar to Meth's [13] . However, Meth's energy estimate is not enough to imply convergence even for the Stokes equations, since the boundary condition is not accurate enough. The second source is from the linearized convection terms. This source gives rise to boundary terms which are very subtle to estimate. The smallness of the linearized velocity near the boundary is used in order to bound the boundary terms resulting from the repeated use of summation by parts. The last source is from the nonlinear convection terms, which are more difficult to handle.
We overcome the difficulties arising from the boundary conditions and the nonlinear stability by generalizing an argument of Strang [18] to our initial-boundary value problem. The idea is to construct a smooth function which satisfies the difference equations and the boundary conditions up to high-order accuracy. Then, when we compare the approximate solution with this smooth function, the error between the two can be made arbitrarily small. Consequently, the nonlinear terms can be estimated by the smallness of the error. This approach was used by Michelson [14] to analyze methods for hyperbolic initial-boundary value problems. The existence of such a function is nontrivial and requires certain regularity and compatibility conditions. Combining this argument with discrete energy estimates, we establish the convergence of the method. As a happy side effect, a sharper convergence rate is obtained in the maximum norm. The convergence proof is extended to general domains in two dimensions by using conformal mappings.
The order of accuracy of the finite difference method is an interesting question.
The vorticity boundary condition is only of first-order accuracy, and the scheme is second-order accurate in the interior when using centered differencing. Thus, energy estimates would imply, at best, second-order accuracy in the velocity in a discrete 12 norm. However, numerical experiments indicate that the vorticity actually converges in the maximum norm (in the interior) with second-order accuracy [13] . This seems hard to believe at first, since we may expect that the first-order accurate boundary condition would pollute the second-order accuracy in the interior. In the case of linear hyperbolic equations, it was shown by Gustafsson [10] , using a quite involved argument, that lower-order boundary conditions do not affect the overall accuracy. In our situation, this property is explained using Strang's argument: the boundary term enters the error expansion only at second-order, and so the method indeed converges in the maximum norm with second-order accuracy.
Many numerical calculations on flows of interest have been conducted using methods with vorticity boundary conditions, especially those based on Chorin's algorithm [5] , [6] . Recent numerical studies of Bell-Colella-Glaz for the projection method showed that high-order finite difference methods can capture fairly complicated flow features [3] . This leads us to believe that the finite difference algorithm we consider for analysis in this paper may also be useful for "real" computations, especially because vorticity-based methods have the advantage of eliminating the pressure term in a natural way. In our future work, we will perform extensive numerical studies for this method by using various vorticity boundary conditions. Some practical issues, such as local mesh refinement, upwind differencing, and time discretization will also be considered.
The rest of this paper is organized into two major sections and an appendix. Section 2 contains a discussion of the equations, the numerical algorithm, and the details of the convergence proof in two dimensions. In ?3, the convergence result in three dimensions is presented. The discussion of the approximate solutions that satisfy the discrete equations to high-order accuracy in the manner of Strang is deferred to the appendix.
2. Two-dimensional scheme. In two space dimensions, the Navier-Stokes equations can be written in terms of the vorticity w and stream function / as follows:
(1) wt + Uwx +v = vAw, (2) A+=-WI -(x, 0; t) = uo(x, t), ao (xI 1; t) = ul (x, t), where u0 and u1 are the specified slip velocities. At first it seems that we have too many boundary conditions for (2) and none for (1 A semidiscrete finite difference approximation of (1)- (4) is given in the subsection below, followed by the convergence analysis. The final topic of this section deals with the extension of these results to more general domains and more general boundary conditions. 2.1. The discrete equations. To present the analysis more easily, some simplifying assumptions are made on the domain and the boundary conditions. First, we consider flows in the finite domain Q, shown with dashed lines in Fig. 1 , and assume the flow is periodic in the x-direction. We also assume that 0/ = 0 and t9hP/9y = 0 on the boundaries y = 0 and y = 1. More general boundary conditions will be considered later.
An N x N grid (with spacing h = 1/N) is laid on the periodic channel Q, and we then consider continuous time approximations oi~,j(t) to 'i)(ih, jh; t). Approximations JDi,j,I fi,j , and biji are defined similarly. The difference operators that will be used in the paper are given below:
Dxfj= (f+, -fi,j)/h (forward). th( lw spridci dth jDx dietin We also vj asum VthatC= ndij8 Oo
The above approximation can be implemented as follows: given the discrete vorticity in the interior grid points, we compute the stream function in the interior grid points by (6) using the no-flow boundary condition b = 0. We then update the velocity field by (7)- (8) . To update vorticity in the interior grid points, we use the vorticity equation (5), but this requires the values of the vorticity on the boundary. We use a vorticity-stream function type of boundary condition in which the vorticity on the boundary is related to the values of the stream function in the interior. To do this, we follow Orszag and Israeli [16] and Meth [13] , and write oij, in terms of an expansion which is used as a boundary condition for the discrete vorticity:
The boundary condition (11) can be interpreted as a finite difference equivalent of Chorin's creation scheme. Following Meth [13] , we proceed as follows: (i) calculate the slip velocity introduced by the interior grid points, which is approximately equal to (i'j, -?P,o)/h = fbjl/h; (ii) create vorticity at the boundary of the amount -(2/h)+i,1/h to cancel the slip velocity. The factor 2/h is due to the fact that 4j,1/h approximates the velocity at the point (ih, h/2). Thus, using this finite difference version of Chorin's argument, we also obtain the boundary condition (11) . Because of this fact, we refer to (11) as a vorticity boundary condition of creation type.
To summarize, the boundary conditions for ?b and w are given by (12) Fi4, = ?i+Nj, C'i,j = Ji+N,j (periodicity), The main convergence result is given below. It is assumed that the exact solution of the Navier-Stokes equations is sufficiently smooth.
THEOREM 2.1 (Convergence). The solutions of (5)- (8) with boundary conditions (12)- (13) and vorticity boundary conditions (14)- (15) converge uniformly to the exact solutions of the Navier-Stokes equations with second-order accuracy:
11'tw -Z'j ? C(T)h2 and Ilu -ijjIo < C(T)h2, liv-llI0 < C(T)h2 for all t with 0 < t < T. The 11 * Ilo norm is the discrete maximum norm over the interior grid points defined in (22) below. The vorticity at the boundary, calculated using (14)- (15), converges with first-order accuracy in maximum norm.
To analyze the finite difference approximation for the Navier-Stokes equations, several difficulties need to be overcome. These include the nonlinear convection terms, large boundary terms resulting from summation by parts, low-order accuracy of the boundary condition, and the discretization of a general domain. In the following subsections, we will show how these difficulties can be eliminated. The main ingredients are careful energy estimates and a generalization of Strang's argument [18] to the initial-boundary value problem.
Convergence analysis. An important element in the convergence analysis
is the construction of approximate solutions ? that satisfy the discrete equations to a high-order of accuracy. In the above equations, ci,j is defined to be -Ah/Oij.
Notice that on the boundary, Lji,0 is given by
which is not well defined since the grid point (ih, -h) is not in the domain. Therefore, wj,0 is defined to be the smooth continuation of -Ah?/ onto the boundary, i.e., the Taylor expansion of (20) to sufficiently high order (depends on q) at the boundary:
(21) Wi,0 = -?y (ih, 0) -12i, ,,(ih,0) +-* (finitely many terms). This is needed to maintain the high-order accuracy in the interior. Since the proof of the consistency lemma is quite technical, we defer it to the appendix. 
The expression, O(hP), will denote any quantity that can be bounded for 0 < t < T by KhP for a constant K that depends only on 0 and its derivatives (up to some sufficiently high order) up to time T. In addition, c will denote an absolute constant, while K and B will denote 0(1) quantities.
In what follows, it is assumed that the order of accuracy of the constructed approximate solutions in Lemma 2.1 is sufficiently large (q > 6).
LEMMA 2.3 (Stability). GivenT > 0, suppose that IIE(t) 111,2 < hq-2 forO < t < T and q > 6. Then there exists a positive number B that depends on T and the exact solution / only such that for all 0 < t < T, (27) dIIIE(t)111,2 < B(hq-3'2 + IIE(t)111,2)
The function B(T) can be chosen to be nondecreasing in time.
The proof of Lemma 2.3 is lengthy and is left to the end of this section. We are now in a position to prove the main convergence result, Theorem 2.1.
Proof of Theorem 2.1. First it will be shown that Lemma 2.3 is equivalent to the following statement: Given T > 0 there is a C(T), such that for all t in the range
for h sufficiently small. The proof that Lemma 2.3 implies (28) is an easier version of the bootstrap argument in [9] . For a given h, define T* by T* = inf{t: IlE111,2 > hq-2}.
Since IIE (0) Since -Ci,j = Ahi,j = (DxDx + D+ Dy )fij , we have
where the maximum is taken over the interior only. Since +(x, y, t; h) is a second-order perturbation of the exact stream function (see (16) 
This result inserted in (29) proves the second-order uniform convergence in the vorticity. The second-order convergence in the velocities and the first-order convergence in the boundary vorticity is obtained similarly. E To get the discrete energy estimates needed to prove stability, we need to use the following summation by parts formulas. (32) j fjDogj = -E Dofj * gj + 2(-f091 + fN-l9N + fNgN-1-f90).
j=1 j=1
Proof of (30). To verify this formula, we proceed as follows:
The formulas (31) and (32) are proved similarly. E
In many of our applications, the functions f and g will have homogeneous boundary data (fo = fN = 0) or will be periodic (fi = fi+N). In these cases, the boundary terms in the above formulas will vanish.
We now return to the proof of Lemma 2.3 (stability). It will be shown that the error e in ? is stable in the 11 * 111,2 norm. This is the same as proving stability of the method in the velocity. The proof begins by taking the difference between (5) and Term (37). It is supposed as in Lemma 2.3 that IkE(t)l1,2 < hq-2 for 0 < t < T.
This allows us to bound this nonlinear term essentially by brute force. Using (25), 116112 < hq and then, using (23),
(42) 1161100 < h-3.
The term (37) under consideration is
This term is divided into one interior part and two boundary parts which will be analyzed separately:
Recall from the analysis of the evolution term that ei,j = -AhEi,j in the interior. The term (43) contains only values of e in the interior. Therefore, using the a priori bound (42), the term (43) can be bounded in absolute value by N-1 N-2 hq-3 . h2 ZZI DxEi,j . ID* Ahei,j i, i=O j=2
which, using the Cauchy-Schwarz inequality, can be bounded by h-3 -YolllDAhEI12-Since DYAhei,j can be written as a sum of backward differences of e divided by h2, IIDO9AheI12 < cIIIeII,2/h2. Therefore, the above term and hence (43) is bounded by (46) chq-5jDoelj2* IIDXe112 < C11E112
where (24) and the fact that q > 6 is used. Since (44) and (45) are handled similarly, we will only consider the first. The term ei,2 is in the interior and can be handled as above, so we will neglect it in what follows. In order to proceed, we need to relate ej,0 to the error e. This is done as follows: taking the difference between equations (17) and (14) we have The other boundary terms drop out because e has homogeneous boundary values.
Term (51) will be analyzed first, and we will return to (50) later. When (47) To proceed, we need the following fact:
(53) Doxbij = 0(h).
To prove this, the thing to notice is that DoXi,l = vi,1 + 0(h2), where v is the (62 E E DDxij (Dy fi,j) E it=O j=l i=O
The other boundary term is zero since VPi,N = 0, and so DgPi,N = 0. Both of the terms in (56) can be bounded by KIIEII12,2, although the second term requires (53).
We now return to the second factor of (54), which can be written as Summarizing the results of this case, (39) can be bounded by K 12 0hI112 + )E11,2.
Term (36) is handled in a similar way (easier because there are no boundary terms).
Diffusion term.
Term (40). One part of (40) is given below:
Using the periodicity in the x-direction, this is easily summed by parts twice to give Final term and summary.
Term (41). This term can be bounded in absolute value by O(hq)llIE 112, which is bounded by 0(hq)IIE111,2 (use (25)).
When the results from all of the terms above are combined (the lowest order coefficient for IIE111,2 is hq-3/2), we have the following: dt 1I,2 ?-vIIEI2,2 + KIIEI1,2 + 0(h IIIE111,2 < 2BIlE111,2(hq-3/2 + 11111,2) or dtII E111,2 < B(hq-3/2 + IE111I,2).
It is clear that B(T) can be chosen to be nondecreasing, so the proof of Lemma 2.3 (stability) is complete. 0
Dependence on the Reynold's number. In the above proof of Lemma 2.3 (stability), the constant B(T) does not depend explicitly on v, and so the same is true for the factor C(T) in the statement of Theorem 2.1 (convergence). It seems then that the convergence properties of the scheme are independent of the Reynold's number. However, this statement is misleading because of the following argument: the constant C(T) does depend on the the exact solution, which can be expected to develop large gradients near the boundary as the Reynold's number increases. In order to prove convergence as before, the specified velocity at the boundary must (9)- (10), we obtain a computational boundary condition of (64) -i,o = D+D_fi + h2 jj -?gi -2fi, in which the exact solution satisfies to first order. To prove convergence of the method using these boundary conditions, we proceed by showing consistency and stability as
before. An approximate solution b can be constructed that satisfies this condition to high order as in Lemma 2.2 (consistency). To get the proof of Lemma 2.3 (stability), (53) must be satisfied. This means that the normal velocity at the boundary must be zero, which means f = constant. This restriction can be interpreted as follows:
boundary conditions (14)- (15) II w-' loo < c(T)h2.
Second-order convergence in the velocities can also be shown.
Proof. An approximate solution can be constructed that satisfies the discrete boundary conditions and interior equations to a high order of accuracy as in Lemma 2.2 (consistency). Equations (71)- (74), along with the specified boundary conditions, have the same structure as (5)- (8) and (14)- (15) 3.1. Discretization. Our three-dimensional scheme is a straightforward generalization of (5)- (8) The error terms Etj,k and e9j,k are defined as in the two-dimensional case and the velocity error is written as (86) E,i,k = k-(Dobt,k ,-Doij,k), etc.
In the discussion of boundary values in the appendix it is shown that (87) EiaO,k = (hq).
The following formulas are equivalent to (26) and (23) --E 1kWiJ,1kElOk +-E 6N1 2N kklN,k-
The first expression above can be bounded by KII EII12 since the error terms E are just divided differences of the error terms e in the interior. The other expressions above can be bounded by 0(hq+1/2)IIEI 1,2 using (87) and (88). Therefore, the analysis that Both of these techniques are most naturally used on a fixed, simple grid (hence our use of conformal mappings for general two-dimensional domains). An application of these techniques to a Lagrangean method such as Chorin's algorithm still seems difficult at this stage. However, we are hopeful that our analysis can be generalized to certain deterministic vortex methods, including vortex-in-cell methods. The general philosophy that comes from our analysis is that the linear stability of a proposed numerical scheme for the initial-boundary value problem is the crucial question: the nonlinear stability is free once the approximate solutions are constructed and the accuracy is determined by the accuracy of the interior scheme.
Appendix. Proof of the consistency lemma. In this appendix, the approximate solutions +(x, y, t; h) that satisfy Lemma 2.2 (consistency) will be constructed. In order to do this, we proceed in a manner similar to Strang [18] and consider an expansion q-1 (92) +(x, y, t; h) = EhP(P) (x, y, t).
p=o
The desired properties of b can be obtained by choosing the correct functions +P (they will depend only on the exact solution s). The procedure for determining +(P)
will be outlined below.
Boundary conditions. Since the condition 0i,o = 0 must be satisfied exactly, it is assumed that OW (x, 0) = 0 for all x and p. Similarly, (P) (x, 1) = 0. Also, all functions +(P) are assumed to be periodic in x. The normal boundary conditions for the functions +(P) must be chosen so that the condition in equation (17) is satisfied, keeping in mind that WL,O is given by (21) (this is needed to maintain the interior accuracy). It will be assumed that the functions +P are as smooth as necessary (this will be verified in a later section). First, consider the Taylor expansion of Wc2(x, 0) in A note on the order of the boundary conditions. At this point it is appropriate to discuss the question of the accuracy of the vorticity boundary condition.
Recalling (20), we know that the vorticity at the boundary is given formally by .11 A . Wo =-T, i, + i, -1) and that the expansion of the vorticity on the boundary must satisfy .12 -Wi0Q =-2 i, to high-order accuracy as in (17) . Comparing the two equations above, we see that they are equivalent if fi1 = 4Oij, or (100) 0i,l -Oi,-l = 0 2h =0 If we interpret (100) as a Taylor series approximation at the boundary, we see that it is a second-order approximation of the no-slip condition, &iI0/Oy = 0. Since the no-slip condition is the physical boundary condition of the problem and it is satisfied to second-order accuracy, we can expect second-order convergence in terms of the stream function. This observation was first made by Naughton [15] .
A subtle point which can be answered at this point is whether the boundary conditions for the velocity in the three-dimensional case (85) (which are satisfied exactly by the exact velocity) will also be satisfied to high accuracy by the approximate solutions 4. A priori there is no way to guarantee that the expansion for the stream function at the boundary will not introduce errors in the expressions for the boundary velocities. However, since the velocities are given by (81) and all three components of the stream function expansion will satisfy (100), we see that the expansions in the boundary conditions for the velocity and the vorticity are compatible. This discussion leads us to the result (87) used in ?3.2.
Interior equations. In this section, we construct relationships between the functions +(P) so that (19) is satisfied. As in the previous section, the sum (92) is inserted into the expression (19) , the finite differences are expanded in Taylor series, and the coefficients of the powers of h are set equal to zero. The resulting expressions which must be satisfied for all x, y, and t are: nonhomogeneous terms in the equations for 7(r) which can inductively be bounded by the exact solution 4 and its derivatives. The solutions are smooth for t > 0, but the problem of showing smoothness of the solution up to the initial time is a delicate one, even for the heat equation [12] . Certain compatibility conditions on the initial data must be imposed. In the case of the Navier-Stokes equations and the equations for {(r), we can derive nonlocal compatibility conditions on the initial data in order for the solution to be smooth at t = 0. This is discussed below. Assuming that these conditions are met, the constructed expansion + has the desired properties, and the proof of Lemma 2. (1) =O (2) In order to satisfy both boundary conditions, y (2) must also be in C. This imposes a further restriction on I.
There is also a hierarchy of compatibility conditions for 'I that come from the smoothness requirements for the functions +(P). These conditions are straightforward generalizations of the ones considered above.
In principle, we would expect that smooth solutions will exist up to t = 0 if these compatibility conditions are satisfied, but the proof of such a theorem is a delicate issue and not the purpose of this paper. See the paper by Temam [19] for a proof of the sufficiency of nonlocal compatibility conditions for smoothness in the case of the Navier-Stokes equations written in primitive variables, velocity, and pressure.
Heywood and Rannacker [11] describe what behaviour the solutions have as t goes to zero when these compatibility conditions are not met and show convergence of finite element approximations in this case. Naughton [15] shows convergence of a vorticitystream function method in a linear one-dimensional model problem with incompatible initial data. For a general discussion of existence theorems for the Navier-Stokes equations, see the books by Temam [20] and Kreiss and Lorentz [12] .
