Abstract. Let Ω ⊂ R N a bounded domain with a Lipschitz continuous boundary. We study the controllability of the space-time fractional diffusion equation
Introduction
Let Ω ⊂ R N be a bounded domain with a Lipschitz continuous boundary ∂Ω. The main concern of the present paper is to study the controllability of the following exterior-initial value problem
in Ω.
(1.1)
In (1.1), u = u(t, x) is the state to be controlled and g = g(t, x) is the control function which is localized in a subset O of R N \ Ω. Here 0 < α ≤ 1, 0 < s < 1, T > 0 are real numbers, D α t denotes the Caputo fractional derivative of order α (see Definition 3.1 below) and (−∆) s is the fractional Laplace operator (see (3.16) 
below).
We refer to Section 3 for a rigorous definition of the Caputo fractional derivative and the fractional Laplace operator.
The purpose of the paper is to discuss the approximate controllability of the system. We shall say that (1.1) is approximately controllable in time T > 0, if for any ε > 0 and u 0 , u 1 ∈ L 2 (Ω), there is a control function g ∈ L 2 ((0, T ) × O) such that the corresponding unique strong solution u of (1.1) satisfies
If for every u 0 ∈ L 2 (Ω), there is a control function g ∈ L 2 ((0, T ) × O) such that the strong solution u of (1.1) satisfies u(T, ·) = 0 in Ω, then (1.1) is said to be null controllable in time T > 0.
Giving that the following Dirichlet problem
is not well posed if 0 < s < 1, then the study of the controllability of (1.1) cannot be done from the boundary ∂Ω, that is, one cannot replace the second equation in (1.1) by u = g on (0, T ) × ∂Ω. In other words our control g cannot be localized on a subset of the boundary ∂Ω. Since the operator (−∆) s , for 0 < s < 1, is nonlocal, then knowing u at the boundary ∂Ω is not enough to know u on all R N . The well-posed Dirichlet problem for the fractional Laplacian is given by
For this reason, we think that (1.1) gives the right formulation that can replace the notion of controllability from the boundary. Our objective is to study if (1.1) can be approximately controllable from the exterior of Ω. To the best of our knowledge, it is the first work that addresses the controllability of nonlocal equations from the exterior of the domain involved. First of all, using the results by Lü and Zuazua [25] , one can show that (1.1) is never null controllable if 0 < α < 1. Therefore it makes sense to study if the system can be approximately controllable from the exterior. For the case α = 1, which corresponds to a nonhomogeneous heat type equation, there is no result available regarding the null controllability of such system. The cases of the Schrödinger and wave equations have been investigated by Biccari [4] by using a Pohozaev identity for the fractional Laplacian established in [35] (see also [32] ). The interior or/and the exterior null controllabilty of the heat equation associated with the fractional Laplace operator is still open. The difficulties to study such problems follow from the fact that (but are not limited to) there is still no appropriate Carleman type estimates for the fractional Laplace operator. For this reason and for the seek of completeness we also include the case α = 1 and investigate if the associated system is approximately controllable.
After giving some results of existence, uniqueness, regularity and explicit representation of solutions to (1.1), we show that it is always approximately controllable, for any u 0 ∈ L 2 (Ω), T > 0 and any g ∈ D((0, T ) × O), where O ⊂ R N \ Ω is an arbitrary open set. To obtain our result, we first establish a unique continuation principle for the eigenvalues problem of the fractional Laplace operator with the zero exterior boundary condition. Using this, in a second step we show that the adjoint system associated with (1.1) also satisfies the unique continuation property for evolution equations.
We notice that nonlocal partial differential equations are typical models of anomalous diffusion. Nonlocal equations and anomalous diffusion are of great interest in physics. A number of stochastic models for explaining anomalous diffusion have been introduced in the literature; among them we quote the fractional Brownian motion; the Continuous Time Random Walk; the Lévy flights; the Schneider grey Brownian motion; and, more generally, random walk models based on evolution equations of single and distributed fractional order in time and/or in space. Another typical example is the fractional kinetic equation. Fractional kinetic equations can also be derived from the context of random walks. In general, a fractional diffusion operator corresponds to a diverging jump length variance in the random walk, and a fractional time derivative arises when the characteristic waiting diverges and it models situations in which there is memory.
In the present paper, we consider the fractional Caputo fractional derivative which has been used recently to model fractional diffusion in plasma turbulence. Another advantage of using the Caputo derivative in modeling physical problems is that the Caputo derivative of constant functions is zero. This shows that time-independent solutions are also solutions of the time-dependent problem and this is not the case for the Riemann-Liouville fractional time derivative. For more details on the above applications we refer to [16, 17, 19, 26, 27, 30, 37] and their references.
Fractional order operators have also recently emerged as a modeling alternative in various branches of science. Their success can be attributed to the fact that fractional order operators can capture sharp transitions across an interface. These are nonlocal operators that can model multiscale behavior. One such instance occurs in electrical signal propagation in cardiac tissue where the presence of fractional diffusion has been experimentally validated [8] . For more potential applications, we mention phase field models [2] , fluid dynamics [12] and diffusion of biological species [39] .
The rest of the paper is organized as follows. In Section 2 we state the main results of the article. The first one (Theorem 2.5) states that the adjoint system associated with (1.1) satisfies the unique continuation property for evolution equations and the second main result (Theorem 2.6) reads that (1.1) is always approximately controllable. In Section 3 we introduce the function spaces needed to study our problem and we prove some intermediate results concerning the Dirichlet problem for the fractional Laplacian that will be used throughout the paper. In particular, we establish the unique continuation principle (Theorem 3.10) for the eigenvalues problem of (−∆) s with the exterior condition u = 0 in R N \ Ω. This is followed by the proof of the existence, uniqueness, regularity, the explicit representation of solutions of (1.1) and its associated dual system (Theorem 4.1 and Proposition 4.2) in Section 4. Finally in Section 5, we give the proof of the main results stated in Section 2.
The main results
In this section we state the main results of the paper. Throughout the rest of the article, without any mention 0 < s < 1 and 0 < α ≤ 1 are fixed real numbers. First, we recall our notion of approximately controllable. Definition 2.1. We shall say that (1.1) is approximately controllable if for any u 0 , u 1 ∈ L 2 (Ω) and ε > 0, there is a control function g such that the corresponding unique strong solution u of (1.1) satisfies
Next, let u 0 ∈ L 2 (Ω) and consider the following two systems:
and (Ω) introduced in Section 3.2, and we shall denote by ·, · , their duality map. The following is our notion of solutions.
Definition 2.2.
A function u is said to be a strong solution of (2.2), if for a.e. t ∈ (0, T ) and for every T > 0, the following properties holds.
• Regularity:
and (2.2) holds in W −s,2 (R N ) for a.e. t ∈ (0, T ). That is, for every v ∈ W s,2 (R N ) and a.e. t ∈ (0, T ), we have
• Initial and exterior conditions:
Remark 2.3. Since (2.3) can be rewritten as the following Cauchy problem:
in Ω, it follows that (see e.g. [16, 23] and their references) for every u 0 ∈ L 2 (Ω), there is a w ∈ C([0, T ]; L 2 (Ω)) which is the unique strong solution of (2.3). Here (−∆) s D denotes the realization in L 2 (Ω) of (−∆) s with the zero exterior condition u = 0 in R N \ Ω (see Section 3.3).
Assume that (2.2) is approximately controllable in the sense of (2.1) and let u 1 be the approximated function. Then for every ε > 0, there is a control function g such that the solution u of (2.2) satisfies
By definition, we have that u + w solves (1.1) and it follows from (2.4) that
Thus (1.1) is approximately controllable. In view of this property, in our study we shall consider (2.2) instead of (1.1).
Next, using the integration by parts formula in (3.6) we have that the dual system associated with (2.2) is given by
where D α t,T (resp. I 1−α t,T ) denotes the right Riemann-Liouville fractional derivative (resp. the right Riemann-Liouville fractional integral) of order α (resp. of order 1 − α) (see Section 3.1).
Definition 2.4.
A function v is said to be a strong solution of (2.5), if for a.e. t ∈ (0, T ) and for every T > 0, the following properties holds.
• Regularity: 
• Final condition:
Our first main result shows that (2.5) satisfies the unique continuation property. 
The second main result is a direct consequence of Theorem 2.5.
where u is the unique strong solution of (1.1) with initial data u 0 .
Preliminary results
In this section we give some notations, introduce the function spaces needed to investigate our problem and we also prove some important intermediate results that will be used throughout the paper.
3.1. Fractional in time derivatives and the Mittag-Leffler functions. We first recall the notion of fractional-in-time derivative in the sense of Caputo and Riemann-Liouville. Let α ∈ (0, 1) and define
where Γ is the usual Gamma function. Throughout this subsection, T > 0 is a real number, X is a Banach space and we consider functions defined from (0, T ) into X.
We define the fractional derivative of order α, of Caputo-type, as follows:
We notice that (3.1) in Definition 3.1 gives a weaker notion of (Caputo) fractional derivative compared to the original definition introduced by Caputo in the late 1960s (see [11] ) which reads
In particular, (3.1) does not require f to be differentiable. In addition we have that D α t (c) = 0, for any constant c. For this reason, (3.1) offers a better alternative than the classical notion of Caputo derivative. Refer to [29, Proposition 2.34] which shows the two notions coincide when f is smooth enough, namely,
In the classical case when α = 1, we let
The right Riemann-Liouville fractional integral of order α is defined as
The right Riemann-Liouville fractional derivative of order α is defined by
The left Riemann-Liouville fractional integral of order α is defined as
It follows from (3.2) and (3.4) that for every f ∈ W 1,1 (0, T ); X), we have that
The following integration by parts formula is taken from [1] . Let 0 < α ≤ 1. Then
provided that the left and right-hand sides expressions make sense.
The following result is contained in [36, Corollary, pp. 67].
Lemma 3.2. Let 0 < α ≤ 1 and 1 < p, q < ∞ be such that
The Mittag-Leffler function with two parameters is defined as follows:
It is clear that E 1,1 (z) = e z and that E α,β (z) is an entire function. The following estimate of E α,β (z) will be useful. Let 0 < α ≤ 1, β ∈ R and µ be such that
In the literature, frequently the notation E α = E α,1 is used. The Laplace transform of the Mittag-Leffler function is given by:
Using integration we easily get that for every 0 < α ≤ 1 and λ > 0,
The proofs of (3.9) and (3.11) are contained in [30] . The proofs of (3.10) and (3.12) are contained in [23] and [24] , respectively. In order to show the regularity of strong solutions of (1.1), we shall frequently use the following estimates that follow from (3.9) and a straightforward computation. (a) There is a constant C > 0, such that for every t > 0,
There is a constant C > 0, such that for every t > 0,
For more details on fractional order derivatives, integrals and the Mittag-Leffler functions we refer to [1, 3, 19, 27, 26, 28, 30] and the references therein.
3.2.
Fractional order Sobolev spaces and the fractional Laplacian. For 0 < s < 1 and Ω ⊂ R N an arbitrary open set, we let
and we endow it with the norm defined by 
For more information on fractional order Sobolev spaces, we refer to [13, 20, 22, 40] and their references. Next, we give a rigorous definition of the fractional Laplace operator. Let
s (R N ) and ε > 0 we set
where C N,s is a normalization constant, given by
The fractional Laplacian (−∆) s is defined by the following singular integral: 16) provided that the limit exists. We notice that if 0 < s < 1/2 and u is smooth, for example bounded and Lipschitz continuous on R N , then the integral in (3.16) is in fact not really singular near x (see e.g. [13, Remark 3.1]). Moreover, L 1 s (R N ) is the right space for which v := (−∆) s ε u exists for every ε > 0, v being also continuous at the continuity points of u.
For more details on the fractional Laplace operator we refer to [7, 9, 10, 13, 17, 40, 41] and their references.
3.3. The Dirichlet problem for the fractional Laplacian. Now assume that Ω is a bounded domain with a Lipschitz continuous boundary and consider the following Dirichlet problem:
0 (Ω). The following result is taken from [21] (see also [18, 38] ). (3.17) in the sense of Definition 3.4. In addition, there is a constant C > 0 such that
Throughout the following, for g ∈ W s,2 (R N \ Ω), we shall denote by U g the unique weak solution of (3.17).
Next, we consider the dual system to (3.17) , that is, the Dirichlet problem
It is known (see e.g. [34] ) that for every f ∈ L 2 (Ω), there is a v ∈ W s,2 0 (Ω) which is the unique weak solution of (3.19) in the sense that
0 (Ω). Throughout the rest of the article, for f ∈ L 2 (Ω), we shall denote by V f the unique solution of (3.19) .
Next, we consider the realization of (−∆) s in L 2 (Ω) with the zero exterior condition u = 0 in R N \ Ω. More precisely, we consider the closed and bilinear form
The operator (−∆) s D has a compact resolvent and hence, a discrete spectrum formed with eigenvalues satisfying
We shall denote by ϕ n the normalized eigenfunctions associated with λ n . We notice that ϕ n satisfies the system 20) and (ϕ n ) is total in L 2 (Ω). We can also introduce the fractional powers of (−∆) s D as follows. For every γ ≥ 0 we define
and for u ∈ V s,γ we set
We mention that contrary to the Laplace operator on smooth open sets where one has maximal elliptic regularity, it is known that for (−∆) s , D((−∆) s D ) ⊂ W 2s,2 (Ω). We refer to [5, 6, 34] for more details. We also notice that if 0 < γ < 1, then
, the complex interpolation space. Recall that we have the continuous embedding
Exploiting (3.21), we get that if 0 < γ <
and
We shall denote by (·, ·) L 2 (Ω) the scalar product in L 2 (Ω). From now on, without any mention, we assume that Ω ⊂ R N is a bounded domain with a Lipschitz continuous boundary.
3.4.
The unique continuation principle. For u ∈ W s,2 (R N ) we introduce the nonlocal normal derivative N s given by
The following result is taken from [18, Lemma 3.2] .
It follows from Lemma 3.6 and (3.
. Using this fact, [14, Lemma 3.3] , and a density argument we get the following result which will play an important role in the proof of our main results. 25) holds, where
We have the following result.
Lemma 3.8. Let g ∈ W s,2 (R N \ Ω) and U g ∈ W s,2 (R N ) be the unique weak solution of (3.17) .
Then for every f ∈ L 2 (Ω), we have that
where we recall that V f ∈ W s,2 0 (Ω) is the unique weak solution of (3.19) .
Subtracting (3.27) and (3.28) we get (3.26). The proof is finished.
We notice that since V f = 0 on R N \ Ω, it follows thatˆR
Remark 3.9. We mention the following facts.
(a) If in (3.26), one takes f = λ n ϕ n , hence, V f = ϕ n , then we get the identity
f . For more details we refer to [7, 14, 17, 21, 33, 40] and the references therein. Next, let us denote by P the operator defined by
where U g is the unique weak solution of (3.17). We have the following unique continuation principle which is the main result of this section. It will play a crucial role in the proof of our main results. 
Proof. We prove the result in two steps.
Step 1. First we define the space
We claim that W is dense in L 2 (Ω). Indeed, by the Hahn-Banach theorem, it is sufficient to show that if f ∈ L 2 (Ω) satisfiesˆΩ
then f ≡ 0 on Ω. Let f satisfy (3.31). Then
Let P| Ω be the restriction of P on Ω. That is, (P| Ω )g = (Pg)| Ω . We show that the formal adjoint of
where we recall that V f ∈ W s,2 0 (Ω) is the unique solution of (3.19). We notice that (3.32) is equivalent to
0 (Ω). Therefore, using that Pg = U g is the solution of (3.17), g = 0 in Ω and V f ∈ W s,2 0 (Ω) is the solution of (3.19) we get that
In the last equality we have used Definition 3.4 since U g is the solution of (3.17). We have shown (3.32). Combining (3.31) and (3.32) we get that
The preceding identity implies that
Since g = 0 in R N \ O, the preceding identity implies that V f ∈ W s,2
It follows from [18, Theorem 1.2] that V f = 0. Thus f = 0 and the claim is proved.
Step 2. Now let λ > 0 and ϕ ∈ W Since λ > 0, this implies that for every U g ∈ W,
Since W is dense in L 2 (Ω), it follows from the preceding identity that ϕ = 0 in Ω. Since ϕ = 0 in R N \ Ω, we have that ϕ = 0 in R N . The proof is finished.
We conclude this section with the following remark.
Remark 3.11. We mention the following facts.
(a) Firstly, we notice that to prove the corresponding result of Theorem 3.10 for the Laplace operator or general second order elliptic operators, one usually uses the associated Pohozaev identity. Since the expression N s ϕ does not appear in the Pohozaev identity for the fractional Laplace operator (see e.g. [32, 35] ), then this identity cannot be used to obtain Theorem 3.10. (b) Secondly, we notice that it has been shown in [31, Proposition 4.2] that if λ > 0 and
on ∂Ω.
Then u = 0 on R N . The proof of this unique continuation property is also done by using the above mentioned Pohozaev identity for the fractional Laplacian. (c) Finally, we notice that even if the two notions of normal derivation, N s u and
, of a function u, are different, at the limit they coincide in the sense that for all u, v ∈ C 2 0 (R N ), the following identities
hold. We refer to [14, Section 5] for more details.
Some well-posedness results
In this section we study the existence, regularity and the representation of solutions to the systems (2.2) and (2.5). We start with (2.2). Throughout the remainder of the paper, for β > 0, E α,β shall denote the Mittag-Leffler function defined in (3.8). We also mention that there are several references on abstract Cauchy problem of fractional order that give the existence of solutions of (2.3) and their representation in term of the Mittag-Leffler functions. But for (2.2) there is no reference available. For this reason we will give the full proof.
4.1. Existence and representation of solutions to the system (2.2). We have the following result of existence and representation of solutions.
Moreover, the series in
for m = 0, 1, 2, · · · , where 0 < γ < 1 4 is a real number.
Proof. Let g ∈ D((0, T ) × (R N \ Ω)). We prove the theorem in several steps.
Step 1. Firstly, we show uniqueness. Assume that (2.2) has two solutions u 1 , u 2 and let Z := u 1 − u 2 . Then Z is a solution of the system
This can be rewritten as the following Cauchy problem:
Thus, it follows from [23] that the unique strong solution of (4.3) is given by Z = 0. Hence, u 1 = u 2 and we have shown uniqueness.
Step 2. Secondly, we show the existence. We prove that the expression given in (4.1) satisfies (2.2). Indeed, let U g be the unique solution of (3.17). Since g depends on (t, x), then U g also depends on (t, x). Let Y be a strong solution of
Then clearly,
In addition (U g + Y )(0, ·) = 0 and
, it follows from [23] (see also [16] ) that (4.4) has a unique strong (classical) solution Y given by
, it follows from [23] or [16] that the function Y ∈ C ∞ ([0, T ]; W s,2 (R N )). Using (3.5), (3.12) and (3.7) we get that
Since U g (0, ·) = 0, then integrating the right hand side of (4.5) by parts we get that
Using (3.11), the preceding identity implies that
It follows from (3.29) that
Combining (4.6) and (4.7) we get that
We have shown that u given by (4.1) is the solution of (2.2).
Step 3. Thirdly, we show that u satisfies (4.2). Let 0 < γ < 1 4 be a real number. Using (4.5) we get that (notice that
. Using (3.21), (3.23), (3.14) and (3.18) we get from (4.8) that there is a constant C > 0 such that
Since u = Y + U g , it follows from the preceding estimate and (3.18) that
Proceeding by induction we get (4.2) for enery m ∈ N.
Step 4. Now, we prove that the series (4.1) converges in
, it is sufficient to show the convergence of Y given in (4.5). Let l, k ∈ N with l < k and 0 < γ <
. By a similar calculation as in Step 3, and using (3.21), we get that there is a constant C > 0 such that
, it follows from the preceding estimate that
We have shown that the series (4.5) converges in W s,2 (R N ) uniformly in t ∈ [0, T ]. Similarly, we can show the uniform convergence of the series
for any m ∈ N. The proof of the theorem is finished.
4.2.
Existence and representation of solutions to the dual system. Now, we consider (2.5).
We have the following existence and representation of solution.
. Then (2.5) has a unique strong solution v given by 9) and there is a constant C > 0 such that
Proof. We prove the proposition in two steps.
Step 1. First, we show uniqueness. Indeed, let v be a solution of (2.5) with u 0 = 0. Taking the inner product of (2.5) with ϕ n and setting v n (t) = v(t, ·), ϕ n L 2 (Ω) , we get that (given that the
∈ C[0, T ] and
This implies that
Since (4.13) with the final condition (4.14) has zero as its unique solution (see e.g. [3] ), it follows that v n (t) = 0 for n = 1, 2, . . .. Since (ϕ n ) is a complete system in L 2 (Ω), we have that v = 0 in (0, T ) × Ω. The proof of the uniqueness is complete.
Step 2. Second, we show the existence. Let u 0,n :
(i) Let v be given by (4.9). We claim that I
Integrating termwise, we get that
in L 2 (Ω). Using (3.9) and Lemma 3.3, we get that there is a constant C > 0 such that for every t ∈ [0, T ] and m,m ∈ N with m >m, we have
We have shown that the series
and that the convergence is uniform in t ∈ [0, T ]. We have proved that
). Using (3.9) and Lemma 3.3 again, we get that there is a constant C > 0 such that
This gives (4.10).
(ii) We show that
). This follows as in part (i) with the difference that here, the convergence is only uniform on compact subset of [0, T ). Since D α t,T v = −(−∆) s D v, then using (3.13), we get that there is a constant C > 0 such that
Using (3.9), we get that there is a constant C > 0 such that
and we have shown (4.12). It follows from (4.12) that
The proof of the proposition is finished.
Lemma 4.3. Let v be the unique strong solution of (2.5). Then the mapping
Proof. We recall that for every t ∈ [0, T ) fixed, we have that
Hence, by Lemma 3.6, N s v(t, ·) exists and belongs to L 2 (R N \ Ω). We claim that 16) and the series converges in L 2 (R N \ Ω) for every t ∈ [0, T ). Let δ > 0 be fixed but arbitrary and let t ∈ [0, T − δ]. Let n, m ∈ N with n > m. Then, using the fact that N s v(t, ·) :
is bounded and (3.9), we get that there is a constant C > 0 such that
We have shown that N s v is given by (4.16) and the series is convergent in L 2 (R N \ Ω) uniformly on any compact subset of [0, T ) and the claim is proved. Since E α,α (−λ n z) is an entire function, it follows that the function
can be analytically extended to Σ T . This implies that the function
is analytic in Σ T . Let δ > 0 be fixed but otherwise arbitrary. Let z ∈ C satisfy Re(z) ≤ T − δ. Then proceeding as above we get that
We have shown that 17) and the series is uniformly convergent in any compact subset of Σ T . Hence, N s v given by (4.17) is also analytic in Σ T . The proof of the lemma is finished.
Proof of the main results
Now we give the proof of our main results.
Proof of Theorem 2.5. Assume that
can be analytically extended to Σ T (by Lemma 4.3), it follows that for (t,
Let {λ k } k∈N be the set of all eigenvalues of (−∆) s D and {ψ k j } 1≤j≤m k an orthonormal basis for ker(λ k − (−∆) s D ). Then (5.1) can be rewritten for (t,
Let z ∈ C with Re(z) := η > 0 and m ∈ N. Since ψ k j , 1 ≤ j ≤ m k , 1 ≤ k ≤ m, are orthonormal, then using Lemma 3.3 and the fact that N s :
, we get that there is a constant C > 0 such that The right-hand side of (5.4) is integrable over t ∈ (−∞, T ) and
By the Lebesgue dominated convergence theorem, we get that Using the analytic continuation in η, we get that (5.6) holds for every η ∈ C \ {−λ k } k∈N . Taking a suitable small circle about −λ l and not including {−λ k } k =l and integrating (5.6) over that circle we get that It follows from Theorem 3.10 that w l = 0 in Ω for every l. Since {ψ l j } 1≤j≤m k is linearly independent in L 2 (Ω), we get that (u 0 , ψ l j ) L 2 (Ω) = 0 for 1 ≤ j ≤ m k , k ∈ N. Therefore, u 0 = 0 and we have shown that v = 0 in (0, T ) × Ω. The proof of the theorem is finished. Now, we prove our second main result.
Proof of Theorem 2.6. Let g ∈ D((0, T ) × O). Recall that by Remark 2.3, it suffices to prove that (2.2) is approximately controllable. Indeed, let u be the unique strong solution of (2.2) and v the unique strong solution of (2.5) with u 0 ∈ L 2 (Ω). First, it follows from Theorem 4.1 that D α t u, (−∆) s u ∈ L ∞ ((0, T ); L 2 (Ω)). Second, it follows from Proposition 4.2 that v ∈ L 1 ((0, T ); L 2 (Ω)). Moreover, we have that u(T, ·), I
1−α t,T v(T, ·) ∈ L 2 (Ω). Integrating by parts (by using (3.6)) on (0, T − δ) for δ > 0 small and taking the limit as δ ↓ 0 if necessary, and using (3.25) we get that It follows from Theorem 2.5 that v = 0 in (0, T ) × Ω. Since the solution of (2.5) is unique, we have that u 0 = 0 on Ω. The proof of the theorem is finished.
