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Vorwort des Herausgebers
Die enormen Fortschritte in der Halbleitertechnologie (SiGe, CMOS, 
GaAs, InP, usw.) der letzten Jahre (z.B. Grenzfrequenzen von bis zu 
1 THz für InP und über 500 GHz für Silizium) erlauben in Zukunft eine 
hohe Integration von aktiven Schaltkreisen, selbst bei Frequenzen im 
Bereich der Millimeterwellen (mm-Wellen). Da bei hohen Frequenzen 
im Allgemeinen auch deutlich höhere Bandbreiten verfügbar sind, ver-
sprechen die neuen Technologien eine Vielzahl interessanter Lösung-
en in den Bereichen der Kommunikation und Radarsensorik bis hin zu 
speziellen Anwendungen wie z.B. der Spektroskopie. Eine Problematik 
haben alle genannten Halbleitertechnologien gemein: zu höheren 
Frequenzen hin sinkt die erreichbare Ausgangsleistung von Verstär-
kern. Zusammen mit der Tatsache, dass bei Freiraumausbreitung die 
Dämpfung proportional zum Quadrat der Frequenz steigt, wird die 
verfügbare Ausgangsleistung von Funksystemen oberhalb 200 GHz 
zu einem der entscheidenden Faktoren. Genau an dieser Stelle setzt 
die Arbeit von Herrn Dipl.-Ing. Sebastian Diebold an. Im Rahmen der 
vorliegenden Arbeit präsentiert Herr Diebold ein neues Konzept zur 
Erhöhung der Ausgangsleistung von monolithisch integrierten Milli-
meterwellenverstärkern zusammen mit einer verbesserten Modellierung.
In seiner Dissertation hat Herr Diebold wichtige wissenschaftliche 
Grundlagen zur Realisierung von monolithisch integrierten Milli-
meterwellenverstärkern erarbeitet. Die wurde anhand der mHEMT-
Technologie des Fraunhofer IAF in Freiburg durchgeführt, lässt sich 
aber problemlos auf andere Technologien übertragen. Die besondere 
Herausforderung dieser Arbeit bestand darin, trotz der in diesem 
Frequenzbereich nicht mehr verfügbaren genauen Messmöglich-
keiten, Detailmodelle zu generieren, die eine ausreichend genaue 
Modellierung der Gesamtschaltung ermöglichen. Die durch den ge-
schickten Einsatz elektromagnetischer Feldsimulationen entstandene 
Schaltungsmodellierung erwies sich als deutlich genauer als existie-
rende Verfahren, sodass damit eine weitere Optimierung von Verstär-
kern hinsichtlich Ausgangsleistung möglich wird. Ich bin mir sicher, 
dass diese Arbeit weltweit viel Beachtung finden wird und einige 
weitere interessante Arbeiten nach sich ziehen wird. Ich wünsche 
Herrn Diebold alles Gute für die Zukunft und hoffe, dass er seine 
exzellenten und vielseitigen Fähigkeiten auch weiterhin erfolgreich 
einsetzen kann.
Prof. Dr.-Ing. Thomas Zwick
– Institutsleiter –
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Kurzfassung
Anwendungen zur drahtlosen Datenübertragung sowie zur Sensorik und
Bildgebung mit Radar, sind entscheidend von den Eigenschaften der Leis-
tungsverstärker auf der Sendeseite abhängig. Ihre Bandbreite, Linearität und
Ausgangsleistung bestimmt die maximal verfügbare Reichweite der Syste-
me genauso wie ihre maximale Datenrate bzw. Auflösung.
Der Millimeterwellen Frequenzbereich, der sich von 30 bis 300GHz er-
streckt, bietet viele Vorteile für Anwendungen der Funkkommunikation und
hochauflösenden Sensorik. Zum einen führen moderate relative Bandbreiten
zu sehr großen absoluten Bandbreiten, was in sehr leistungsfähigen Syste-
men resultiert. Zum anderen ist die Wellenlänge in dem Frequenzbereich
so klein, dass viele Komponenten, deren Größe mit steigender Frequenz
abnimmt, zusammen mit den aktiven Elementen integriert werden können.
Dieser Vorteil kommt besonders zum Tragen, wenn monolithisch integrierte
Schaltungen eingesetzt werden, die schnelle Transistortechnologien nutzen.
In diesem Fall sind die Systeme potenziell sehr kompakt, verlässlich, relativ
effizient und leistungsfähig, was eine sehr breite Anwendung in Forschung
und Industrie ermöglicht. Eine besonders geeignete Transistortechnologie
ist die des Fraunhofer Instituts für Angewandte Festkörperphysik (IAF) in
Freiburg, Deutschland. Mit Grenzfrequenzen bis 1 THz und ihren ausge-
zeichneten Rauscheigenschaften ist sie ein geeigneter Kandidat um damit
Schaltungen für den hohen Millimeterwellen Frequenzbereich zu entwerfen.
i
Kurzfassung
Im Rahmen der vorliegenden Arbeit sollen auf Basis dieser Technologie
für den Frequenzbereich von 200 bis über 250GHz monolithisch integrierte
Leistungsverstärker entworfen werden.
Trotz ihrer prinzipiellen Eignung sind auf Basis der Transistortechnologie
des Fraunhofer IAF bisher keine oder nur sehr beschränkt leistungsfähige
Leistungsverstärker in diesem Frequenzbereich entworfen worden. Dies er-
gibt sich aus der Tatsache, dass für diesen Schaltungstyp besonders verlässli-
che und flexible Leitungs- und Transistormodelle beim Entwurf notwendig
sind. Im Verlauf der Arbeit wird gezeigt, dass die im Vorfeld der Arbeit ver-
fügbaren Modelle, welche die Technologie beschreiben, nicht ausreichend
sind um damit im untersuchten Frequenzbereich Leistungsverstärker zu ent-
werfen, die dem Stand der Technik entsprechen. Zusätzlich wird gezeigt,
dass die bislang verfolgten Verstärkerkonzepte die maximale Leistungsfä-
higkeit der Verstärker beschränken.
Ziel dieser Arbeit ist daher die Modellierung von Leitungs- und Transis-
torelementen, die den zuverlässigen Entwurf von Leistungsverstärkern im
hohen Millimeterwellen Frequenzbereich erlauben. Im Rahmen der Arbeit
werden bekannte Methoden zur Leitungs- und Transistormodellierung über-
arbeitet und erweitert. Zur Modellierung werden elektromagnetische Feldsi-
mulationen und Messungen kombiniert, um so Modelle zu entwerfen, deren
Genauigkeit bis 325GHz bestätigt wird.
Auf Basis dieser Modelle wird ein Verstärkerkonzept erarbeitet, das maßge-
schneidert für den Frequenzbereich von 200 bis 300GHz und die durch die
Technologie gegebenen Möglichkeiten ist. Es nutzt einen neuartigen Kopp-
ler, der die Nachteile herkömmlicher Konzepte überwindet und so Verstärker
mit hoher Bandbreite, Linearität und Ausgangsleistung ermöglicht.
ii
Abstract
Applications for wireless data-transmission and sensing and imaging with
radar are highly dependent on the characteristics of the power amplifier
at the transmitter. Its bandwidth, linearity and output power determines
the system’s range as well as the maximum data rate or resolution. The
millimetre-wave frequency range spans from 30 to 300GHz. It provides
many advantages, for moderate relative bandwidths lead to large absolute
bandwidth, resulting in very powerful systems. Moreover, in this frequency
range the wavelength is so small that many components, whose size decre-
ase with increasing frequency, may be integrated with the active elements.
This advantage is particularly evident when monolithic integrated circuits
employing high-speed transistor technologies are used. In this case, the re-
sulting systems are potentially very compact, reliable, easy to deploy and
efficient. This allows for a very wide range of applications in research and
industry.
A particularly suitable transistor technology is provided by the Fraunhofer
Institute for Applied Solid State Physics (IAF) located in Freiburg, Germany.
With transistor cut-off frequencies up to 1 THz, its excellent noise properties
and multi-functional integration capability, it is an ideal candidate for the
design of circuits in the high millimetre-wave frequency range.
Nevertheless, no high-performance power amplifiers have been developed
using this technology in the 200 to 300GHz frequency range so far. This
results from the fact that very reliable and flexible transmission-line and
transistor models are needed for their design. It will be shown that the mo-
iii
Abstract
dels available prior to the work do not sufficiently fulfil this requirement. In
addition to that, it will be shown that advanced amplifiers topologies have
to be developed to boost the amplifier performance.
The aim of this work is the modelling of transmission-line and transistor
elements, thus allowing for the reliable design of high power amplifiers in
millimetre-wave frequency range. To overcome current limitations mostly
resulting from measurement inaccuracies, the modelling approach is based
on electromagnetic field simulations. The accuracy of the developed models
is verified up to a frequency of 325GHz.
Based on the modelled transmission lines, an innovative coupler concept for
the design of power amplifiers has been developed. It is tailor-made for the
applied technology and the high millimetre-wave frequency range. Based on
this coupler and the developed transistor models, a novel amplifier topology
has been established and applied. The measured amplifiers operate in the
frequency range from 200 to higher than 250GHz. They significantly incre-
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Mathematische und physikalische Konstanten






Der Frequenzbereich von 200 bis 300GHz bildet das obere Ende des Mil-
limeterwellen (mmW)-Frequenzbereichs, der sich von 30 bis 300GHz er-
streckt und in dem die Freiraumwellenlänge zwischen 1 und 10mm beträgt.
Dieser Frequenzbereich hat zahlreiche Neuerungen ermöglicht, die meist
darauf beruhen, dass hier Komponenten mit großen absoluten Bandbreiten
möglich sind, die Anwendungen zur Bildgebung und Sensorik mit Radar
und zur Funkkommunikation mit hohen Datenraten erlauben [Arm12].
Aufgrund der frequenzabhängigen atmosphärischen Dämpfung, die in Ab-
bildung 1.1 gezeigt ist, arbeiten Systeme in dem Frequenzbereich in atmo-
sphärischen Fenstern, wenn große Reichweiten erzielt werden sollen. In
diesen Fenstern ist die atmosphärische Dämpfung vergleichsweise gering,
so dass Signale um mehrere dB/km weniger gedämpft werden als außerhalb
der Fenster. Das Fenster von 200 bis 300GHz, welches in Abbildung 1.1
schraffiert markiert ist, ist für die Forschung von besonderem Interesse und
steht daher auch im Fokus dieser Arbeit.
Systeme, die im mmW-Frequenzbereich arbeiten, haben nicht nur den Vor-
teil, dass große absolute Sende- und Empfangsbandbreiten möglich sind, sie
haben auch den Vorteil, dass alle frequenzabhängigen Bauteile wie Anten-
nen klein sind und so sehr kompakte Komponenten möglich sind. Dieser
Vorteil kommt besonders zu Tragen wenn die Schaltungen als monolithisch
integrierte Schaltkreise im mmW-Frequenzbereich (englisch: millimetre-
wave monolithic integrated circuit, MMIC) realisiert werden. Diese Sys-
teme können sehr kompakt und mit geringem Gewicht hergestellt werden
1
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Abbildung 1.1.: Atmosphärische Dämpfung von 25 bis 350GHz für trockene und
feuchte Atmosphären. Der schraffierte Bereich markiert den für die
Arbeit relevanten Frequenzbereich [ITU].
und sind dadurch relativ kostengünstig und attraktiv für eine kommerzielle
Nutzung.
MMIC können sehr vielseitig eingesetzt werden. Sie werden unter anderem
in der hochauflösenden Sensorik mit Radar eingesetzt. Ein Beispiel dafür
ist die berührungslose Bestimmung von menschlichen Lebenszeichen. Hier
wird mit einem Radar die Körperbewegung des Menschen gemessen und
dadurch die Frequenz von Herzschlag und Atmung bestimmt. Durch die
vergleichsweise große Wellenlänge im mmW-Frequenzbereich können die
Lebenszeichen auch durch die Kleidung hindurch bestimmt werden. Gleich-
zeitig ist die Wellenlänge so klein, dass damit auch kleinste Bewegungen
des Körpers und somit die Lebenszeichen des untersuchten Menschen fest-
gestellt werden können [DAS+12,DBLL+04,OSZZ09].
Auch zur drahtlosen Datenübertragung können MMIC eingesetzt werden
[HMM11,KAS+11,HHN03] und erlauben genauso wie optische, d.h. mit
Lasern arbeitende Systeme, sehr hohe Datenraten. Bei Regen oder Nebel ist
die atmosphärische Dämpfung im optischen Bereich allerdings so groß, dass
dort keine Datenübertragung mehr möglich ist. Im mmW-Frequenzbereich
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ist die Datenübertragung auch unter diesen Bedingungen möglich, da sie
die Übertragung nur erschweren, aber nicht unterbrechen.
Anwendungen im mmW-Frequenzbereich besitzen also eine große Zahl
von Vorteilen. Sie sind in der Lage bei moderaten relativen Bandbreiten,
große absolute Bandbreiten zur Verfügung zu stellen, wobei Bandbreite der
Schlüssel zu Anwendungen ist, die hohe Datenraten oder große Auflösungen
ermöglichen. Zusätzlich sind eine Vielzahl von Materialien, wie beispiels-
weise Stoff, transparent im mmW-Frequenzbereich, was u.A. Anwendung
in Kameras zur Sicherheitsüberwachung (Nacktscannern) findet. Außer-
dem ist in diesem Frequenzbereich die Sicht durch Staub, Schnee und Sand
genauso wie durch Nebel und Regen möglich. Durch diese Vorteile unter-
scheiden sie sich Millimeterwellen deutlich von Anwendungen bei geringen
Frequenzen, die nicht die hohen Auflösungen und Datenraten ermöglichen.
Sie unterscheiden sich auch von Anwendungen bei höheren Frequenzen, die
nicht über die Vorteile wie Betrieb bei schlechten Witterungsbedingungen
verfügen [YSM03].
1.1. Motivation der Arbeit
Der Ausdruck MMIC gibt nicht an mit welcher Halbleiter-Technologie die
Schaltungen realisiert werden, sondern nur dass sie im mmW-Frequenzbe-
reich arbeiten. Zusätzlich bedeutet es, dass ihre Bestandteile monolithisch,
das heißt auf einem Substrat, integriert sind.
In dieser Arbeit werden MMIC entworfen, die eine schnelle Transistor-
technologie nutzen, was den Vorteil hat, dass im Gegensatz zu passiven
Ansätzen mit Dioden, meist größere Ausgangsleistungen und fast immer
geringere Empfängerrauschzahlen möglich sind. Beides hängt von der ver-
wendeten Diodentechnologie ab [Nag09]. Darüber hinaus ermöglicht ei-
ne leistungsfähige Transistortechnologie eine multi-funktionale Integrati-
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on von unterschiedlichen Komponenten, d.h. Schaltungen, auf einem Sub-
strat [KHY+10]. MMIC mit Transistoren können vergleichsweise kosten-
günstig und kompakt in Hohlleitermodule oder auf Leiterplatten aufgebaut
werden.
Mit Gleichung 1.1, der so genannten Shannon Formel, kann die maximal
zu übertragende Datenrate bei Kommunikationssystemen berechnet wer-
den [Jon11]:
C = B · ln(1+SNR) (1.1)
Sie nimmt mit der verfügbaren absoluten Bandbreite B zu und ist entschei-
dend vom Signal-zu-Rauschverhältnis (englisch: signal-to-noise-ratio, SNR)
abhängig. Das SNR am Empfänger wird wie in Gleichung 1.2 zu sehen von
der Übertragungsstrecke s, der verfügbaren Senderleistung PS und der Emp-
fängerrauschzahl FE bestimmt [ZP98].
SNR ∝
PS
FE · s2 (1.2)
Für Systeme zur drahtlosen Datenübertragung mit hohen Datenraten und
großen Reichweiten sind also Sendeverstärker mit einer großen Ausgangs-
leistung und einer großen Bandbreite und Empfangsverstärker mit einer
ebenso großen Bandbreite und geringen Rauschzahlen notwendig.
Rauscharme Verstärker (englisch: low noise amplifier, LNA) sind im hohen
mmW-Frequenzbereich zahlreich veröffentlicht worden [GSF+07,TLM+08,
WHM+12]. Sie sind daher nicht Gegenstand der Arbeit.
Ziel dieser Arbeit ist der Entwurf von Leistungsverstärker-MMIC für den
hohen mmW-Frequenzbereich von 200 bis 300GHz, um so die verfügba-
re Reichweite, maximale Datenrate und Sensitivität von Kommunikation-
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und Radarsystemen zu steigern. Einen Überblick über den Stand der Tech-
nik bietet der folgende Abschnitt, der verdeutlicht, dass der Schlüssel zu
leistungsfähigen Systemen für die Radar- und Kommunikationstechnik ge-
eignete Leistungsverstärkerkonzepte sind, was auch in [Arm12] festgestellt
wurde, wo technologieübergreifend die Ausgangsleistung von Signalquellen
im mmW und THz-Frequenzbereich diskutiert wurde.
1.2. Stand der Technik bei Leistungsverstärker-MMIC
Nur wenige Transistortechnologien sind geeignet um damit im hohen mmW-
Frequenzbereich Leistungsverstärkerschaltungen zu entwerfen, was mit Ab-
bildung 1.2 deutlich wird, die den Stand der Technik von Leistungsverstär-
ker-MMIC im Frequenzbereich von 75 bis 350GHz zeigt.
Im gesamten gezeigten Frequenzbereich gibt es prinzipiell zwei Ansätze
Transistoren zu verwirklichen. Das ist zum einen der Bipolartransistor mit
Hetero-Übergang (englisch: heterojunction bipolar transistor, HBT), der ein
Bipolartransistor ist, der zwischen Emitter und Basis einen Hetero-Übergang
nutzt, welcher verantwortlich für die hohen Arbeitsfrequenzen ist. Ein Hete-
ro-Übergang findet auch bei einem Transistor mit hoher Elektronenbeweg-
lichkeit (englisch: high electron mobility transistor, HEMT) Anwendung,
der prinzipiell den Aufbau eines Feldeffekttransistors aufweist. Auch hier
ist der Hetero-Übergang ausschlaggebend für die hohen Arbeitsfrequenzen
verantwortlich [Sze13].
Einen Überblick über den Stand der Technik auf dem Gebiet der mono-
lithisch integrierten Leistungsverstärkung im mmW-Frequenzbereich ist
in [Sam11] gegeben. In Abbildung 1.2 sind die dort zusammengetrage-
nen maximalen Ausgangsleistungen verschiedener veröffentlichter Verstär-
ker grafisch dargestellt. Zusätzlich sind aktuelle Ergebnisse ergänzt wor-
den. Einen Überblick über den Stand der Technik zu geben erweist sich als
5
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Abbildung 1.2.: Übersicht über den Stand der Technik bei Leistungsverstärkern von
75 bis 350GHz. Die Frequenz ist logarithmisch aufgetragen. Der
für die Arbeit relevante Frequenzbereich ist schraffiert markiert.
schwierig, da nicht alle Gruppen die gleichen Kennzahlen nutzen und nicht
immer in der Lage sind Größen wie lineare Ausgangsleistung und Sätti-
gungsausgangsleistung zu messen. Um nur die Leistungsfähigkeit der Tran-
sistortechnologie zu bewerten sind im folgenden Vergleich keine Ergebnisse
aufgeführt, bei welchen die Erreichung der Ausgangsleistung nur durch
eine Modulintegration mehrerer MMIC möglich war. Die in [RLS+11]
und [RLM+12] erzielten Ergebnisse werden daher nicht in Abbildung 1.2
aufgeführt.
Bis ins W-band (75 bis 110GHz) verfügen MMIC, die HEMT mit Alumi-
nium-Gallium-Nitrid (AlGaN) / Gallium-Nitrid (GaN) Übergang nutzen,
über die höchsten Ausgangsleistungen [NMM+10,MOM+09,MKM+08,
MKS+10, vHRvV+12,MKM+12,QTK+11,BWS+11]. Mit dieser Techno-
logie ist bei 95GHz bis zu 31,1 dBm demonstriert worden, was mit einer
Verstärker-Gate-Weite von 600 μm zu einer hervorragenden Leistungsdichte
von 1700mW/mm führt [BWS+11].
Bis insW-Band und D-Band (110 bis 170GHz) kann auch der pseudomorph,
d.h. gitterverspannt auf Gallium-Arsenid (GaAs) hergestellte HEMT, der
auch als pHEMT bezeichnet wird, genutzt werden. Damit konnten im W-
6
1.2. Stand der Technik bei Leistungsverstärker-MMIC
Band bis zu 31 dBm [WSG+01] und im D-Band bis zu 15 dBm [MBK+09]
Ausgangsleistung erzeugt werden. Im W-Band wurde dieser Wert bei einer
Leistungsdichte von lediglich ca. 10mW/mm, was die große Überlegenheit
der GaN HEMT verdeutlicht.
Bis ins D-Band konnten auch mit HBT [KH06,PRF04,SCP13] oder Feld-
effekttransistoren [HXG+12], die den Hetero-Übergang zwischen Silizium
undGermanium (SiGe) nutzen,Ausgangsleistungen bis zu 17.5 dBm [KH06]
bei 77GHz und 10 dBm bei 160GHz [SCP13] nachgewiesen werden.
In Abbildung 1.2 ist deutlich zu erkennen, dass die höchsten Arbeitsfrequen-
zen bei Leistungsverstärkern aber nur mit Indium-Phosphid (InP) HBT, InP
HEMT und GaAs mHEMT möglich sind. Diese Ansätze nutzen alle die
hervorragenden Hochfrequenzeigenschaften, die sich aus der InP Hetero-
Struktur ergeben.
Leistungsverstärker, die InP HBT nutzen, sind bis 325GHz veröffentlicht
worden, was eindrucksvoll ihre Hochfrequenzeignung belegt [RRG+11,
RRG+12b, RRG+12a, RSW+11,HUM+08]. Besonders beachtenswert ist
der bei 220GHz veröffentlichte MMIC, der über eine Ausgangsleistung von
über 19 dBm verfügt [RRG+12a].
InP HEMT Leistungsverstärker sind bis weit über 350GHz hinaus ver-
öffentlicht worden. Auch im gezeigten Frequenzbereich sind damit die
höchsten Ausgangsleistungen demonstriert worden [ICK+99,CIL+98,SL01,
SBM+05,KSM+09,DMR+08,DMR+07,RDL+10,RLM+12]. Hier sind be-
sonders die Verstärker bei 95, 217,5 und 338GHz hervorzuheben, wo Leis-
tungen um 26 [SL01], 17 [RLS+11] und 10 dBm [RDL+10] gezeigt wurden.
InP HEMT können auch metamorph, d.h. mit einer Schicht zur Gitteran-
passung auf GaAs hergestellt werden, wodurch die Transistoren mHEMT
genannt werden. Da GaAs Substrate günstiger als InP Substrate sind, diese
in größeren Durchmessern verfügbar und nicht so brüchig wie InP sind, ver-
fügt der mHEMTAnsatz, unabhängig von der maximalen Ausgangsleistung,
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über einige Vorteile. Er ist günstiger und durch die Robustheit des Substrats
sind die hergestellten MMIC einfacher in der Handhabung. Dies erlaubt
eine einfachere und günstigere Aufbautechnik. Außerdem wurden mit der
mHEMT Technologie die bislang besten Rauschzahlen im hohen mmW-
Frequenzbereich demonstriert [Sam11,WHM+12]. Einer der Nachteile die-
ser Technologie ist die schlechte thermische Leitfähigkeit des Substrats, was
besonders bei Leistungsverstärkern zu Problemen führen kann.
Aufgrund der Vorteile der mHEMT Technologie und weil über ein vom Bun-
desministerium für Bildung und Forschung gefördertes Projekt der Zugriff
auf die mHEMT Technologie des Fraunhofer IAF möglich war, wird sie im
Rahmen dieser Arbeit genutzt. Die mit dieser Technologie veröffentlichten
Verstärker belegen deutlich, dass Schaltungen bis mindestens 600GHz mög-
lich sind, die eine große Bandbreite und hohe Verstärkung aufweisen [TLM-
SE12]. Im Vergleich zur InP HEMT oder HBT Technologie sind bislang mit
der mHEMT Technologie des Fraunhofer IAF deutlich geringere Ausgangs-
leistungen demonstriert wurden [HBR+05, TLSM05,KPM+09,KPM+09,
DPG+12, LDM+13]. Ohne die Ergebnisse dieser Arbeit sind bei 94, 145
und 192GHz Ausgangsleistungen von 23 [TLSM05], 13 [DPG+12] und
9,5 dBm [KPM+09] gezeigt worden.
1.3. Situationsanalyse und Aufgabenstellung
Ziel dieser Arbeit ist der Entwurf von Leistungsverstärkern für den Fre-
quenzbereich von 200 bis 300 GHz. Durch das atmosphärische Fenster ist
dieser Frequenzbereich besonders für breitbandige Kommunikationssyste-
me interessant. Die Leistungsverstärker, die im Rahmen dieser Arbeit ent-
worfen werden, sollen daher über eine möglichst große Bandbreite verfügen
und eine große Ausgangsleistung bei möglichst hoher Linearität bereitstel-
len. Außerdem sollen sie kompakt sein, um so die Integration mit weiteren
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Systemkomponenten zu ermöglichen. Aufgrund von Kosten- und System-
überlegungen sollen die Verstärker auch effizient sein.
Wie der Stand der Technik gezeigt hat ist es möglich im angestrebten Fre-
quenzbereich Leistungsverstärker zu entwerfen, allerdings sind die mit der
gewählten mHEMT Technologie erzielten Ergebnisse dem Stand der Tech-
nik deutlich unterlegen. Obwohl die mHEMT Technologie theoretisch ge-
eignet sein sollte um damit Leistungsverstärkern im hohen mmW-Frequenz-
bereich zu entwerfen [Sam11, TLMSE12], sind damit keine hohen Aus-
gangsleistungen demonstriert worden. Eine Situationsanalyse, die in den
folgenden Kapiteln belegt wird, ergab, dass die beschränkenden Elemente
nicht ausschließlich die MMIC-Technologie, sondern auch die Modelle sind,
welche die Technologie beschreiben und mit denen die Leistungsverstärker
entworfen werden sollen.
Leistungsverstärker werden wie LNAmit Hilfe von computergestützten Pro-
grammen zum Schaltungsentwurf (englisch: computer aided engineering,
CAE) entwickelt. Dazu sind Modelle notwendig, die alle in der Schaltung
verwendeten Elemente beschreiben. Dies sind beispielsweise passive Ele-
mente, wie Leitungen und Kapazitäten, aber auch aktive Elemente wie Tran-
sistoren. Die Genauigkeit dieser Modelle bestimmt maßgeblich wie nahe
man der verfügbaren, durch die Technologie begrenzten, Leistungsfähigkeit
kommt. Die Genauigkeit der Modelle, die im Vorfeld der Arbeit verfügbar
waren, war für den Entwurf von Leistungsverstärkern im Frequenzbereich
von 200 bis 300GHz nicht ausreichend, was in den Abschnitten 2.6 und 3.4
demonstriert wird. Dies liegt zum einen an den Ansätzen mit denen die
passiven und aktiven Elemente modelliert wurden, zum anderen liegt das
daran, dass nicht alle benötigten Modelle verfügbar waren. Im Rahmen die-
ser Arbeit sollen daher Modelle für die benötigten passiven und aktiven




Zusammenfassend ergeben sich folgende Aufgaben und Ziele:
• Entwurf von kompakten, breitbandigen, effizienten und linearen Ver-
stärkern mit hoher Ausgangsleistung für den Frequenzbereich von
200 bis 300GHz.
• Entwicklung von geeigneten Verstärkerkonzepten um die mit der ge-
wählten Technologie verfügbare Ausgangsleistung zu steigern.
• Entwicklung von geeigneten Leitungs- und Transistormodellen, die
den Entwurf von Leistungsverstärkern für den Frequenzbereich von
200 bis 300GHz ermöglichen.
Der Lösungsansatz, der sich aus den beschriebenen Anforderungen und
Aufgaben ergibt, ist im folgenden Abschnitt beschrieben.
1.4. Lösungsansatz und Gliederung der Arbeit
Der Aufbau der vorliegenden Arbeit ist in Abbildung 1.3 skizziert. Die
Basis der Arbeit bildet die MMIC-Technologie des Fraunhofer IAF, die
mHEMT nutzt. Die Eigenschaften der MMIC-Technologie sind in den Ab-
schnitten 2.2 und 3.1 vorgestellt.
Für den Entwurf der Leistungsteiler und Verstärker sind zwei tragende Säu-
len notwendig. Das sind erstens Leitungsmodelle, die bis in den hohen
mmW-Frequenzbereich das tatsächliche Leitungsverhalten sehr genau ab-
bilden müssen. Es sind spezielle Modelle für geradlinige Leitungen, aber
auch für Kapazitäten und Diskontinuitäten wie Verzweigungen und Ecken
notwendig. Außerdem muss für den Entwurf des Leistungsteilers eine un-
übliche Leitungsform modelliert werden, die in Kapitel 2 beschrieben wird.
Zuvor werden die theoretischen Grundlagen der Leitungstheorie eingeführt.
Im Anschluss daran werden verschiedene Leitungstypen vorgestellt und
ihre Vor- und Nachteile diskutiert. Darauf aufbauend wird ein Ansatz zur
10





























































Abbildung 1.3.: Gliederung der vorliegenden Arbeit, die komplett auf den Ent-
wurf von Leistungsverstärkern ausgelegt ist. Dafür sind geeignete
Leitungs- und Transistormodelle und Verstärkerkonzepte notwen-
dig, die in der Arbeit erarbeitet werden.
Leitungsmodellierung vorgestellt. Dieser Modellansatz wird genutzt um
verschiedene Leitungstypen zu modellieren, die für den Entwurf des Leis-
tungsverstärkers notwendig sind. Im Anschluss an die Modellierung wird
die Genauigkeit der Modelle messtechnisch bis 325GHz bestätigt.
Die zweite tragende Säule sind Transistormodelle. Da bestehende Modell-
ansätze nicht flexibel und nicht ausreichend genau sind, wird in Kapitel 3
ein Ansatz zur Transistormodellierung vorgestellt, welcher auf die in der Ar-
beit genutzten Transistortechnologie und -anordnungen angewandt wird, die
auch in dem Kapitel vorgestellt werden. Die Genauigkeit der entwickelten
Transistormodelle wird bis 325GHz bestätigt.
Leistungsverstärker sind das Ziel der Arbeit und die direkt damit verbunde-
nen Arbeiten sind in Kapitel 4 beschrieben. Es werden die Grundlagen des
Schaltungsentwurfs vorgestellt, die besonders bei der Entwicklung von Leis-
tungsverstärker-MMIC interessant sind. Im Anschluss daran wird die Mess-
11
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technik eingeführt, mit der die entworfenen und produzierten Verstärker cha-
rakterisiert werden können. Nach einer kurzen Vorstellung der zum Entwurf
und der Charakterisierung von Leistungsverstärkern benötigten Grundlagen,
wird ein Schaltungskonzept erarbeitet, das maßgeschneidert für den Entwurf
von Leistungsverstärkern im hohen mmW-Frequenzbereich ist. Dieses Kon-
zept nutzt einen eigens dafür entworfenen Leistungsteiler, der sehr kompakt
ist, nur geringe Leitungsverluste aufweist und Verstärker mit großen Aus-
gangsleistungen ermöglicht. In Abschnitt 4.8 wird gezeigt, dass mit den in
der Arbeit entwickelten Leitungs- und Transistormodellen und den damit
entworfenen Koppler- und Verstärkerkonzepten, der Stand der Technik für
die genutzte Transistortechnologie gesteigert werden konnte.
Die vorliegende Arbeit schließt mit Kapitel 5, einer Zusammenfassung und
Interpretation der gezeigten Ergebnisse. Die Relevanz der Arbeit wird her-
ausgestellt und mögliche darauf aufbauende Arbeiten vorgeschlagen.
12
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Schaltungen
Die Leistungsfähigkeit von MMIC ist nicht nur von den Eigenschaften der
Transistortechnologie abhängig, sondern auch von den passiven Komponen-
ten, welche die Transistoren umgeben. Sie tragen entscheidend dazu bei
das Potential der Transistortechnologie voll auszuschöpfen. Dies wird mit
Abbildung 2.1 deutlich, die den prinzipiellen Aufbau einer Transistorstufe














Abbildung 2.1.: Schematische Darstellung einer Transistorstufe. Der Transistor T
wird mit Hilfe der Wellenleiter WL impedanzangepasst. Die Ent-
kopplung der Gleich- und Hochfrequenzsignale findet über die Ele-
mente Cs und Cp statt.
Die Wellenleiter, die mit WL markiert sind, dienen zur Signalführung und
Impedanzanpassung. Bei der Signalführung ist es wichtig, dass das Signal
möglichst verlust- und störungsarm geführt werden kann, d.h. es sind Wel-
lenleiterarten von Vorteil, mit denen eine kompakte, dämpfungsarme und
kopplungsfreie Übertragung möglich ist.
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Eine Impedanzanpassung ist notwendig um die Transistoren und weiteren
Schaltungskomponenten an eine Systemimpedanz von üblicherweise 50Ω
anzupassen. Dabei ist es wichtig, dass die Leitungsimpedanz über einen
weiten Bereich variiert werden kann.
Die mit Cp gekennzeichneten Kapazitäten und der Transistor T benötigen
einen Massebezug. Dieser ist, wenn Mikrostreifenleitungen zur Wellenlei-
tung genutzt werden, nur mit Hilfe von Substrat-Durchkontaktierungen mög-
lich (vergl. Abschnitt 2.2). Die Durchkontaktierungen wirken induktiv und
können so zu einem resonanten Verhalten der angebundenen Komponenten
führen.
Wenn eine Transistorschaltung aktiv betrieben werden soll, müssen Ver-
sorgungsspannungen VDC dem Transistor zugeführt werden. Diese dürfen
die Hochfrequenz- (HF) Eigenschaften der Schaltung nicht beeinträchtigen.
Meist ist eine Gleichspannungsentkopplung der MMIC Ein- und Ausgänge
nötig. Diese Aufgaben werden in der Regel von monolithisch integrierten
Kapazitäten realisiert, die als Wellenleiter ausgeführt sind. Die Kapazitä-
ten zur Gleichspannungsentkopplung sind in Abbildung 2.1 mit Cs, die zur
Hochfrequenzentkopplung mit Cp markiert.
Im Rahmen dieser Arbeit wird bei Wellenleitern unterschieden zwischen
geradlinigen Leitungsstücken und Diskontinuitäten. Letztere fassen alle Ele-
mente einer Wellenleiterart zusammen, die sich vom geradlinigen Leitungs-
stück unterscheiden. Das sind beispielsweise Ecken oder Signalverzweigun-
gen und auch Kapazitäten.
Im Folgenden werden in Abschnitt 2.1 die theoretischen Grundlagen zu
Wellenleitern zusammengefasst und im Anschluss daran, in Abschnitt 2.2,
mögliche Realisierungen von integrierten Leitungen vorgestellt. Hierbei
liegt der Fokus auf Leitungstypen, die mit der in der Arbeit genutzten Tech-
nologie realisiert werden können. Die Vor- und Nachteile der unterschied-
lichen Typen werden heraus gestellt und mögliche Anwendungsszenarien
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skizziert. Im Anschluss daran werden vorhandene Verfahren zur Modellie-
rung bzw. Bestimmung der Modellparameter in Abschnitt 2.3 vorgestellt
und durch ein geeignetes Verfahren erweitert. Der in dieser Arbeit entwickel-
te Ansatz zur Modellierung von Leitungskomponenten wird exemplarisch
in Abschnitt 2.5 angewandt und messtechnisch in Abschnitt 2.6 bestätigt.
2.1. Theoretische Beschreibung von Wellenleitern
Ein Ziel dieser Arbeit ist die Modellierung von unterschiedlichen Wellen-
leitertypen, die zum Entwurf von Leistungsverstärkern im Frequenzbereich
von 200 bis 300GHz notwendig sind. Um diese modellieren zu können
ist notwendig zu verstehen, wie Leitungen im mmW-Frequenzbereich be-
schrieben werden können, um anschließend auf Basis dieser Beschreibung
Modelle zu entwerfen. Dafür werden in diesem Abschnitt die wichtigs-
ten Zusammenhänge zur Leitungsbeschreibung zusammengefasst. Eine aus-
führliche Darstellung der folgenden Zusammenfassung kann beispielsweise
in [Poz12] gefunden werden.
In Abbildung 2.2 ist schematisch dargestellt wie eine Leitung betrachtet wer-
den muss, wenn deren Länge im Bereich der Wellenlänge ist. Ihr Verhalten







Abbildung 2.2.: Schematische Darstellung einer Leitung mit Leitungsbelägen.
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Mit diesem Ersatzschaltbild einer Leitung, Kirchhoffs Strom- und Span-
nungsgesetzen, der Grenzwertbildung, dass die Leitungslänge Δz gegen
0 geht, durch Umformungen und den Differenzialgleichungsansatz nach
d’Alembert, ergeben sich die Spannung und der Strom auf der Leitung. Dar-






Ebenso kann die Ausbreitungskonstante γ mit ihrem Dämpfungsbelag α
und ihrer Phasenkonstante β angegeben werden:
γ = α + jβ (2.2)
=
√
( jωL′+R′)( jωC′+G′) (2.3)
womit die effektive Permittivität als
εeff = c20 ·L′C′ (2.4)
bestimmt werden kann, wobei c0 die Lichtgeschwindigkeit ist. Die Dämp-
fung A einer Leitung, angegeben in dB, ist direkt proportional zu α .
Trotz ihrer großen Bedeutung für den Schaltungsentwurf und die Leitungs-
modellierung, sind die oben gegebenen Gleichungen 2.1 und 2.3 für die
Modellierung von Leitungen oder die Anwendung in CAE Werkzeugen
nicht ausreichend. Besonders zur Anwendung in CAE Werkzeugen sind
geschlossene Darstellungen mit Matrizen notwendig, wobei die Darstellung
der Leitungsgleichungen mit der Kettenmatrix, auch ABCD Matrix genannt,
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besonders wichtig ist. Mit ihr werden der Strom Ii und die Spannung Vi auf
der Eingangsseite und die beiden Parameter auf der Ausgangsseite Io und
















Mit Hilfe der Leitungstheorie und des Wissens, dass in einem reziproken
und symmetrischen Bauteil, wie einer Leitung, AD−BC = 1 und A = D
















In Abschnitt 2.5 dieser Arbeit wird diese Matrix zur teilweisen Bestimmung
der Leitungsparameter genutzt. Zur Modellierung selbst wird allerdings das
in dem genutzten CAE Werkzeug Agilent ADS zur Verfügung gestellte Mo-
dell TLINP verwendet, welches auf der gezeigten Matrizendarstellung einer
Leitung aufbaut und statt der Leitungsbeläge, die daraus abgeleiteten Grö-
ßenWellenwiderstand ZL, effektive Permittivität εeff und Leitungsdämpfung
A nutzt [Agib].
Zur Modellierung von Leitungen gibt es verschiedene Ansätze. Der zuerst
vorgestellte nutzt direkt die Leitungsbeläge R′, L′, C′ und G′, wohingegen
der zweite die daraus abgeleiteten Größen ZL, εeff und A nutzt. Er ist damit
zum einen direkt im CAEWerkzeug verfügbar und zum anderen sehr intuitiv
in der Anwendung, weshalb er auch im Rahmen dieser Arbeit verfolgt wird.
Der erste Teil der Leitungsmodellierung ist abgeschlossen, indem eine Mög-
lichkeit gefunden wurde wie Leitungen beschrieben werden können. Da
diese Beschreibung noch nicht von der Geometrie der Leitung abhängt, ist
sie allgemein gültig und wird im Folgenden zur Beschreibung von unter-
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schiedlichen Leitungstypen und auch Leitungsdiskontinuitäten angewandt.
Es ergibt sich die in Abbildung 2.3 gezeigte Modellhülle.
ZL = . . .
εeff = . . .
A = . . .
Abbildung 2.3.: Der erste Schritt zur Modellierung von Leitungselementen ist die
Wahl des Modells, das in dieser Arbeit auf der in 2.6 gezeigten
Matrix aufbaut.
Der nächste Schritt, der in Abschnitt 2.4 beschrieben wird, ist zu bestimmen,
wie sich die Leitungsparameter in Abhängigkeit der verwendeten Techno-
logie und Leitungsform verhalten. Zuvor werden im folgenden Abschnitt
geeignete Leitungstypen zum Entwurf von Leistungsverstärker im hohen
mmW-Frequenzbereich vorgestellt.
2.2. Realisierungen von integrierten Leitungsstrukturen
Die in einer Technologie realisierbaren Leitungsarten hängen entscheidend
von den verfügbaren Technologiemerkmalen ab: Kann die Substratvorder-
seite mit der -rückseite mit Hilfe von Durchkontaktierungen (englisch: sub-
strate through via, VIA) verbunden werden? Wie viele Metallisierungs-
schichten gibt es auf der Vorderseite? Ist ein Luftbrückenprozess verfüg-
bar? Können Kapazitäten in Form von Metall-Isolator-Metall (englisch:
metal-insulator-metal, MIM) Kapazitäten hergestellt werden und können
Widerstände realisiert werden? Dies alles bestimmt maßgeblich die Leis-
tungsfähigkeit und Realisierbarkeit einer Leitungstechnologie [Dea08].
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Die in dieser Arbeit verwendete Technologie des Fraunhofer IAF verfügt
über zwei Metallisierungsebenen auf der Substrat Vorderseite. Diese werden
auf einem GaAs Substrat mit einer Dicke von 650 μm aufgebracht. Die erste
Ebene (technologische Bezeichnung: MET1) ist 300 nm dick und besteht
aus aufgedampften Gold. Mit MET1 können hoch präzise Strukturen mit
einer minimalen Breite und minimalem Abstand von 2 μm realisiert werden.
Die in dieser Arbeit verwendeten koplanaren Leitungen mit 14 μm Masse-
Masse Abstand nutzen nur diese Metalllage zur Signalführung. Die zweite
Metalllage (technologische Bezeichnung: METG) wird galvanisch aufge-
dampft und ist 2,7 μm dick. Sie kann entweder direkt auf MET1 aufgebracht
werden oder als Luftbrücke in einem Abstand von 1,6 μm zur darunter lie-
genden Fläche. Damit lassen sich Luftbrücken zur Signalführung und zur
Unterdrückung von parasitären Moden realisieren. Zwischen MET1 und
METG kann auch eine 250 nm dicke Silizium-Nitrid (SiN) Schicht einge-
bracht werden. Sie dient zur Passivierung der Transistoren und als Dielek-
trikum für die MIM Kapazitäten. Mit einer Nickel-Chrom (NiCr) Schicht
mit einem Schichtwiderstand von 50Ω/ können monolithisch integrierte
Widerstände realisiert werden. Damit Substrat-Durchkontaktierungen einge-
bracht werden können, wird das Substrat auf eine Dicke von 50 μm gedünnt.
(a) (b) (c)
Abbildung 2.4.: Schematische Darstellung der Querschnitte durch (a) die MS Lei-
tung, (b) CPW und (c) CPWG.
Durch die unterschiedlichen Metalllagen und die MIM Kapazitäten, ist die
Technologie sehr leistungsfähig und ermöglicht verschiedene Leitungsty-
pen, die im Folgenden kurz vorgestellt werden. In der oben beschriebenen
Technologie des Fraunhofer IAF können Mikrostreifen (englisch microstrip,
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MS) Leitungen und koplanare Wellenleiter (englisch coplanar waveguide,
CPW) realisiert werden. Diese Leitungstypen sind die in MMIC am häu-
figsten verwendeten Konfigurationen. Ihr schematischer Aufbau ist in den
Abbildungen 2.4a-b dargestellt.
Mikrostreifen Leitung Die konventionelle Mikrostreifenleitung (vergl.
Abbildung 2.4a) besteht aus zwei Metallisierungsebenen: einer Masseebene
auf der Substratrückseite und einer Signalebene auf der Substratvorderseite.
Mikrostreifenleitungen erlauben sehr kompakte Schaltkreise, da nicht wie
bei CPW Leitungen auch eine Massefläche auf der Substratvorderseite sein
muss. Der große Nachteil der MS Leitung ist die Notwendigkeit von VIA,
wenn ein Bezug zu Masse notwendig ist, was die maximale Leistungsfä-
higkeit und maximale Arbeitsfrequenzen von Transistoren und Kapazitäten
beschränkt [Gup96]. Allerdings verfügen MS Leitungen auch über einen
großen Vorteil: Da sie und ihre Diskontinuitäten analytisch beschrieben wer-
den können sind allgemein gültige Modelle aller MS Elemente verfügbar,
die auf jede Technologie angewandt werden können. Dies unterscheidet sie
von allen im Folgenden vorgestellten Leitungstypen.
Quasi-uniplanare Mikrostreifen Leitung Das Problem der VIA kann
gelöst werden, indem die technologischen Möglichkeiten des verfügbaren
Prozesses voll ausgenutzt werden und eine quasi-uniplanare Mikrostreifen-
struktur angewandt wird, wie sie bereits in [TLM+07] zur Realisierung
eines schnellen MMIC Verstärkers in Fraunhofer IAF Technologie genutzt
wurde. Die quasi-uniplanare Mikrostreifenleitung, deren Querschnitt in Ab-
bildung 2.5a gezeigt ist, nutzt nur die Substratvorderseite und schließt die
Substratoberfläche mit einer MET1 Ebene ab. Die MET1 Ebene ist hier die
Masse der MS Leitung und die METG Ebene im Luftbrückenprozess ist der
Signalleiter. In regelmäßigen Abständen sind Stützpfosten zur Abstützung
der Luftbrückenleitung notwendig (vergl. Abbildung 2.5b). Im Gegensatz
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zur konventionellen MS Leitung ist die Realisierung von Masseverbindun-
gen sehr störungsarm möglich, da die Masse sich auch auf der Substrat-
vorderseite befindet. Die Nachteile dieser Leitung sind ihre vergleichsweise
hohen ohmschen Verluste, da die Signalleiter dieser Luftbrücken Mikrostrei-
fenleitung (englisch: air microstrip, AirMS) bei konstantem ZL viel weniger
breit als die einer konventionellen MS Leitung sind. Da die AirMS tech-
nisch nicht komplett in der Luft laufen kann, sondern regelmäßig abgestützt
werden muss, sind gesonderte Modelle für Leitungen und Diskontinuitäten
notwendig. Diese undModelle für weitere Leitungselemente der AirMS Lei-
tung wurden im Rahmen dieser Arbeit entwickelt. Sie sind in Abschnitt 2.6
vorgestellt und sind unverzichtbar für den Entwurf der in der Arbeit entwor-
fenen Leistungsverstärker.
(a) (b)
Abbildung 2.5.: Schematische Darstellung der AirMS Leitung als (a) Querschnitt
und (b) Seitenansicht mit Stützpfosten.
Koplanare Wellenleiter Der Querschnitt durch einen koplanaren Wel-
lenleiter (englisch: coplanar waveguide, CPW) ist in Abbildung 2.4b gezeigt.
Ein zentraler Leiter ist umgeben von zwei Masseflächen auf der gleichen
Metallisierungsebene, was bedeutet, dass auch die CPW uniplanar ist. Da
sich die Masse auf der Substratvorderseite befindet ist die Anbindung von
Transistoren und parallelen Elementen ohne VIA möglich. Außerdem sind
durch die Masseflächen benachbarte Wellenleiter voneinander isoliert. Der
größte Nachteil der koplanaren Leitung ist die Gefahr, den unerwünschten
Schlitzmode anzuregen. Dies kann verhindert werden, indem an Leitungs-
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diskontinuitäten Luftbrücken eingebracht werden, die beide Masseflächen
verbinden. Wie oben beschrieben verfügt die verwendete MMIC Technolo-
gie über eine Rückseitenmetallisierung und eine Substrathöhe von lediglich
50 μm. Dadurch breitet sich kein reiner CPW Mode aus, sondern parallel
dazu auch ein MS Mode. Diese Leitungsform wird im englischen grounded
coplanar waveguide (CPWG) genannt. Der Querschnitt durch eine solche
Leitung ist in Abbildung 2.4c gezeigt.
Oberhalb von 100GHz werden MMIC sehr häufig in CPW oder CPWGUm-
gebung realisiert und werden auch im Rahmen dieser Arbeit zum Entwurf
von Leistungsverstärker MMIC genutzt. Im Gegensatz zur MS Leitung kön-
nen die Eigenschaften von CPWG nicht analytisch geschlossen bestimmt
werden, so dass die daraus resultierenden Modelle nicht auf unterschiedli-
che Technologien angewandt werden können. Es müssen vielmehr für jede
Technologie und Leitungsgeometrie individuell Modelle entworfen werden.
Diese Modelle und die Verfahren um sie zu entwickeln werden in den fol-
genden Abschnitten vorgestellt.
2.2.1. Leistungsfähigkeit der möglichen Leitungsstrukturen
Um die Eignung der unterschiedlichen Leitungstypen zu untersuchen wur-
den einfache Simulationen angestellt, welche auf der genutzten MMIC Tech-
nologie des Fraunhofer IAF aufbauen. Es wurde untersucht welche Lei-
tungsimpedanzen innerhalb der technologischen Beschränkungen realisiert
werden können. Zusätzlich sind die Leitungsverluste, bezogen auf 1mm
und bezogen auf die effektive Permittivität, untersucht und in den Abbil-
dungen 2.6a-b zusammengestellt worden. Durch die Normierung auf die
effektive Permittivität ist der Vergleich der Dämpfung bezogen auf ihre elek-
trische Länge möglich, die für den Schaltungsentwurf relevanter ist als die
Dämpfung bezogen auf die physikalische Länge einer Leitung. Der Bezug
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auf die effektive Permittivität findet über den Verkürzungsfaktor V KF statt,
der wie folgt definiert ist:
V KF =
1√εr,eff (2.7)
Aus praktischen Gründen werden beim Entwurf von MMIC nur koplanare
Leitungen mit einem festenMasse-Masse Abstand verwendet. GroßeMasse-
Masse Abstände erlauben breite Innenleiter mit geringen Leitungsverlusten,
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Abbildung 2.6.: Eigenschaften der vorgestellten Leitungstechnologien. (a) Vergleich
der erzielbaren Leitungsimpedanzen. (b) Vergleich der auf 1mm
und die effektive Permittivität der Leitungen normierten Leitungs-
dämpfungen.
Der Vergleich zeigt deutlich den großen Vorteil von CPWG in 50 μm Mas-
se-Masse Umgebung (CPWG50u) und der konventionellen MS Leitung.
Mit beiden kann ein weiter Impedanzbereich abgedeckt werden und die
Leitungsdämpfung beider Leitungsarten ist relativ gering. Aufgrund ihrer
großen Abmessungen und dass bei der MS Leitung beispielsweise VIA
benötigt werden und dass bei der CPWG50u leicht parasitäre Substratmo-
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den angeregt werden, sind diese Wellenleiterarten nicht zum Entwurf von
MMIC bei höchsten Frequenzen geeignet. Die CPWG in 14 μm Masse-
Masse Umgebung (CPWG14u) und die AirMS weisen beide eine deutlich
höhere Leitungsdämpfung als die konventionelle MS Leitung oder die CP-
WG50u auf. Es ist zu beobachten, dass aufgrund der unterschiedlichenV KF
der AirMS und der CPWG14u, ihre Dämpfung bei gleicher elektrischer Län-
ge vergleichbar ist. Mit den beiden Wellenleiterarten können sehr kompakte
Schaltungen realisiert werden und beide Ansätze decken einen weiten Impe-
danzbereich ab. Mit der CPWG14u können aufgrund der technologischen
Beschränkung eher hohe und mit der AirMS eher niedrige Impedanzen rea-
lisiert werden. Die beiden Leitungstechnologien haben daher das Potential
sich zu ergänzen, was in Kapitel 4.6 auch genutzt wird.
Dieser Abschnitt diente dazu geeignete Leitungstypen zum Entwurf von
Leistungsverstärkern für den hohen mmW-Frequenzbereich auf Basis der
genutzten Transistortechnologie des Fraunhofer IAF zu bestimmen. Als
besonders geeignet haben sich die CPWG14u und die AirMS Leitung er-
wiesen, wobei es für beide Leitungstypen keine Modelle gibt die rein analy-
tisch bestimmt werden können und geeignete Verfahren zur Modellierung
der Leitungen notwendig sind, welche im Folgenden vorgestellt werden.
2.3. Verfahren zur Modellierung von Leitungsstrukturen
Da konventionelle Mikrostreifenleitungen aufgrund ihrer Feldverteilung
leicht analytisch zu untersuchen und zu modellieren sind, verfügen kom-
merziell erhältliche CAE Programme meist über zuverlässige Modellbiblio-
theken und es besteht keine Notwendigkeit der prozessabhängigen Model-
lierung. Dies ist bei der CPWG und der AirMS Leitung aufgrund der kom-
plexeren Feldverteilung innerhalb der Leitungen und an Diskontinuitäten
nicht möglich und es müssen Verfahren gefunden werden das Verhalten
dieser Leitungen zu beschreiben. Durch Abschnitt 2.1 ist bereits bekannt,
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dass Wellenleiter anhand von Matrizen beschrieben werden können und zur
Modellierung einzelner Elemente die Leitungsparameter bestimmt werden
müssen. Dies kann mit Hilfe unterschiedlicher Verfahren geschehen. Im Fol-
genden werden zuerst zwei aus der Literatur bekannte Verfahren vorgestellt
und diskutiert. Im Anschluss daran wird der in der Arbeit entwickelte und
angewandte Ansatz vorgestellt.
Modellierung anhand von Messungen CPW und CPWG werden üb-
licherweise modelliert indem eine Reihe von Teststrukturen entworfen, pro-
zessiert und gemessen werden. Die Modelle der Leitungen und Diskonti-
nuitäten werden dann auf Basis der gemessenen Strukturen entworfen. Eine
Reihe von Teststrukturen sind in Abbildung 2.7 dargestellt. Es ist zu er-
kennen, dass innerhalb einer Teststruktur das Testobjekt häufig wiederholt
platziert wird, um den Effekt des Testobjekts auf die Teststruktur zu verstär-
ken. Dieser Ansatz verfügt über zahlreiche Nachteile. Zum einen ist er sehr
zeitintensiv, da Teststrukturen entworfen und prozessiert werden müssen
und es besteht eine lange Vorlaufzeit, in der keine Modelle zur Verfügung
stehen. Der Ansatz ist auch sehr kostenintensiv, da viele Teststrukturen nötig
sind um eine breite Modellpalette zur Verfügung zu stellen. Darüber hinaus
ist der Ansatz auch sehr einschränkend, da keine Modelle von Elementen
angefertigt werden können, die nicht prozessiert und gemessen worden sind.
Nachteilhaft ist auch, dass die Modellierung von verschiedenen Leitungs-
komponenten nicht unabhängig erfolgt und eine Fehlerfortpflanzung von
einem Leitungsmodell zum nächsten möglich ist. Des weiteren ist ein wich-
tiger Nachteil die Beschränkung aufgrund der Messungenauigkeit. Die in
der Literatur veröffentlichten Modelle von CPW und CPWGwurden alle auf
Basis von S-Parameter Messungen bis maximal 120GHz erstellt. Oberhalb
dieser Frequenz nimmt die Verlässlichkeit der Geräte in Bezug auf Repro-
duzierbarkeit und Messgenauigkeit drastisch ab und es ist nicht ratsam auf
Basis unsicherer Messdaten Modelle zu erstellen. Bis 120GHz verfügt der
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Ansatz über eine große Zahl von Vorteilen, was in zahlreichen Veröffentli-
chungen Niederschlag findet [GSRH96,BSM+00,BVMS99,Sim01].
Die im Vorfeld der Arbeit verfügbaren Leitungsmodelle bauen alle auf die-
sem Modellierungsansatz auf. Zur Modellierung wurden Teststrukturen
von geradlinigen Wellenleitern und Diskontinuitäten wie Verzweigungen
und Kapazitäten entworfen. Diese wurden hergestellt und anschließend bis
110GHz mit Hilfe von S-Parameter Messungen charakterisiert. Die so er-
stellten Modelle wurden auch zum Entwurf von Schaltungen bei Frequen-
zen größer als 110GHz genutzt. Dabei wurde darauf vertraut, dass die Mo-
delle eine Frequenzextrapolierung zulassen. Diese Annahme wird in den
Abbildungen2.16a-f untersucht. Dort werden die mit Hilfe von S-Parameter





Abbildung 2.7.: Foto von koplanaren Teststrukturen zur messtechnischen Model-
lierung von geradlinigen Leitungen und von Ecken, Kurven, Luft-
brücken und T-Verzweigungen. Das gezeigte Testfeld hat eine Ab-
messung von 6×3mm2.
Elektromagnetische Feldanalyse zur Modellierung Als Alternative
zur Modellierung anhand von Messungen wurden Versuche unternommen,
26
2.3. Verfahren zur Modellierung von Leitungsstrukturen
allgemein gültige Modelle für koplanare Leitungen und Diskontinuitäten zu
entwerfen. Die Modelle und Modellparameter wurden aus statischen elektri-
schen und magnetischen Potentialen bestimmt, die mit der quasi-statischen
finite Differenzen Methode errechnet wurden [Wol06].
In [Wol06] wurde dieser Ansatz zur Modellierung von CPW bis zu einer
Frequenz von 67GHz verfolgt. Der Vorteil dieses Ansatzes ist, dass er prin-
zipiell sehr genau ist und sich vom Substratmaterial unabhängige Modelle
entwickeln lassen, die lediglich von der Geometrie abhängig sind. Die Be-
stätigung dieses Ansatzes fand bis 67GHz statt. Bis zu dieser Frequenz
war die Übereinstimmung von Modell und Messung teilweise überragend
und teilweise mit großer Phasenabweichung, die bei der Entwicklung von
Anpassnetzwerken in MMIC von besonderer Bedeutung ist. Der größte
Nachteil dieses Ansatzes ist, dass er wenig anschaulich ist, da die Modell-
parameter aus den Feldverteilungen errechnet werden.
In dieser Arbeit verfolgter Ansatz Anschauliche Ansätze zur Model-
lierung von Leitungselementen und Transistoren zeichnen sich dadurch aus,
dass sie Parameter nutzen, die einem Entwickler von Schaltungen vertraut
sind. Bei der Transistormodellierung und bei verschiedenen Ansätzen zur
Leitungsmodellierung werden die frequenzabhängigen Modellparameter
aus S-Parameter Messungen gewonnen und Größen wie Einfügedämpfung
und Rückflussdämpfung und daraus abgeleitete Größen zur Modellierung
genutzt.
Die im Folgenden vorgeschlageneMethode zur Leitungsmodellierung leidet
nicht unter den Nachteilen des messtechnischen Ansatzes, da sie elektroma-
gnetische Feldsimulationen (EMFS) als Grundlage zur Modellbildung nutzt.
Sie verfügt auch nicht über die Nachteile des beschriebenen Ansatzes, der
direkt aus dem elektrischen und magnetischen Feld das Modell entwickelt
und die Modellparameter extrahiert. Der vorgeschlagene Ansatz vereint viel-
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mehr die bekannten Ansätze und erweitert sie. Er nutzt die Genauigkeit des
Ansatzes der Feldsimulationen und kombiniert sie mit der Anschaulichkeit
des messtechnischen Ansatzes. Alle entwickelten Modelle wirken verteilt.
Damit wird berücksichtigt, dass Diskontinuitäten, wie Ecken und Kapazitä-
ten, physikalisch ausgedehnt sind und so aufgrund ihrer Abmessungen bei
Frequenzen um 300GHz eine Impedanztransformation entlang der Elemen-
te stattfindet. Außerdem werden systematische Fehler bei der Modellierung
berücksichtigt. Dieser Ansatz wird in Abschnitt 2.5 näher beschrieben und
auch angewandt und in Abschnitt 2.6 messtechnisch bestätigt.
Vergleich der Verfahren Wie oben beschrieben haben traditionelle Me-
thoden der Modellierung passiver Leitungselemente verschiedene Nachteile.
Die klassische Mikrostreifenleitung kann zwar durch analytische Gleichun-
gen modelliert werden, aber die Nachteile der MS Leitung verhindern deren
Einsatz im hohen mmW-Frequenzbereich. Im Falle der messtechnischen
Modellierung von Leitungselementen sind die Messsysteme und die Test-
strukturen die beschränkenden Elemente. Im Falle der feld-theoretischen
Modellierung sind die Komplexität und die fehlende Anschauung nachteilig.
Durch die Modellierung von Leitungselementen anhand von EMFS kön-
nen eine Vielzahl von Leitungselementen untersucht und modelliert werden.
Durch die große Rechenleistung und die Einfachheit der zu untersuchenden
Strukturen sind viele sehr detaillierte Simulationen möglich. Die Ergebnisse
der EMFS sind sehr genau und nur durch Simulationseinstellungen, Simula-
tionszeit und Implementierungsgenauigkeit beschränkt. Dies ist ein großer
Vorteil. Durch diesen Ansatz können auch einzelne Diskontinuitäten opti-
miert und in ihnen auftretende parasitäre Elemente verringert werden. Dies
ist beispielsweise im Folgenden bei den Ecken und Stützpfeilern der AirMS
gemacht worden. Dort ist die Größe des Masseausschnitts optimiert worden
um auftretende Reflexionen an den Elementen zu verringern.
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Ziel dieser Arbeit war es Modelle für Leitungen und Diskontinuitäten zu
entwerfen, die mit der Leiterbreite skaliert werden können. Durch diese
Skalierbarkeit sind die Modelle sehr variabel einsetzbar, da so verschiede-
ne Leitungsimpedanzen realisiert werden können. Diese Skalierbarkeit soll
erreicht werden, indem eine große Anzahl von EMFS durchgeführt werden,
die in der Summe eine genaue Beschreibung der Leitungselemente ermögli-
chen. Hierbei wurde in höchstemMaße daraufWert gelegt, dass die Modelle
und ihre Parameter physikalisch erklärbar sind. Die entworfenen Modelle
sollen breitbandig Anwendung finden. Sie sollen von niedrigen Arbeitsfre-
quenzen durchgängig bis zu denen im hohen mmW-Frequenzbereich und
darüber hinaus gültig sein. Dies ist auch zur korrekten Behandlung von auf-
tretenden Harmonischen im Frequenzspektrum relevant. Nach erfolgreicher
Modellierung sollen die Modelle messtechnisch verifiziert werden. Hierfür
sind nur eine geringe Anzahl von Teststrukturen notwendig.
Dadurch unterscheidet sich der Ansatz deutlich von den konventionellen An-
sätzen. Im Unterschied zur numerischen Modellierung können mit diesem
Ansatz beliebige Leitungsstrukturen modelliert werden, und im Unterschied
zur messtechnischen Modellierung sind mit diesem Ansatz viel schneller
und günstiger variablere Modelle verfügbar. Diesen Vorteile bietet auch die
Modellierung anhand des quasi-statischen elektrischen und magnetischen
Felds. Dieser Ansatz ist allerdings wenig anschaulich und bei komplexen
Strukturen sehr zeitintensiv.
In Abbildung 2.8 ist ein Vergleich der drei in der Literatur bekannten An-
sätze und des hier vorgeschlagenen Ansatzes gezeigt. Die erste Spalte gibt
an, wie schnell mit dem Ansatz Modelle zur Beschreibung der Wellenleiter
verfügbar sind. Hier ist der messtechnische Ansatz überlegen, da die Mes-
sergebnisse direkt als Modelle genutzt werden können. Bei allen anderen
Verfahren sind Zwischenschritte und die Interpretation der Ergebnisse not-
wendig. Der messtechnische Ansatz ist ebenso wie der hier vorgeschlagene
Ansatz sehr anschaulich und der Ansatz dieser Arbeit ist auch flexibel auf
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Abbildung 2.8.: Vergleich von Ansätzen zur Leitungsmodellierung.
unterschiedliche Wellenleiterarten anwendbar. Bei der Flexibilität der Mo-
delle ist der messtechnische Ansatz allen andern leicht unterlegen, da die
Modelle nur dort zuverlässig genutzt werden können, wo auch Teststruktu-
ren zur Modellierung gemessen wurden. Die potenzielle Genauigkeit aller
Ansätze ist in etwa gleich. Einerseits ist es möglich, dass bei der analyti-
schen Modellierung Annahmen gemacht werden, welche die Genauigkeit
der Modelle einschränken. Andererseits schränken Messfehler die Genauig-
keit der auf Messungen beruhenden Modelle ein. In der Summe ist deutlich
zu erkennen, dass die hier vorgeschlagene Methode deutliche Vorteile ge-
genüber den oben diskutierten Ansätzen hat. Da nur mit geeigneten und
physikalisch relevanten Modellgleichungen die Skalierung der Modelle mit
der Leiterbreite und ihre Frequenzextrapolierung möglich ist, werden diese
im folgenden Abschnitt hergeleitet und daran anschließend angewandt.
2.4. Bestimmung der Modellgleichungen zur Beschreibung
von Leitungen
Dieser Abschnitt beschäftigt sich mit der Frage wie ein Modell aufgebaut
sein muss, dass das Verhalten von Wellenleitern beschrieben werden kann.
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Zur Beschreibung ist zum einen die in Gleichung 2.6 gezeigte Matrix, bzw.
das Modell TLINP notwendig, das in Agilent’s ADS verfügbar ist. Zur Mo-
dellierung von geradlinigen Wellenleitern kann das Modell TLINP direkt
genutzt werden. Durch eine geeignete Verschaltung des Modells, können
auch Diskontinuitäten wie beispielsweise Verzweigungen damit beschrie-
ben werden [HTZ+96].
Zusätzlich zum Modell TLINP sind auch Gleichungen notwendig, die das
Verhalten des jeweiligen Wellenleiters in Abhängigkeit seiner Geometrie
beschreiben und die dazu gehörigen Modellparameter. Nur so sind mit der
Geometrie skalierbare Leitungsmodelle möglich. Abhängig vom Wellen-
leitertyp, der -geometrie und der verwendeten MMIC Technologie ergeben
sich unterschiedliche Parameter für die Modellgleichungen und -parameter.
Für Mikrostreifenleitungen kann eine Abhängigkeit der Parameter von der
Geometrie etc. sehr einfach bestimmt werden, was aufgrund der komplexen
Feldverteilung bei CPWG und AirMS Leitungen nicht möglich ist. Aus
diesem Grund findet im Folgenden eine Untersuchung des prinzipiellen Ver-
haltens der Leitungsparameter in Abhängigkeit der Geometrie statt. Dies
wurde in Ansätzen bereits in [Gup96] gezeigt, eine durchgängige Analyse
mit anschließender Interpretation und Anwendung zur Modellierung konnte
aber nicht in der Literatur gefunden werden. Der Vorteil dieser Analyse ist,
dass die Modellparameter physikalisch interpretierbar sind. Die Modelle er-
lauben daher meist eine Extrapolierung, d.h. sie sind auch bei größeren oder
kleineren Innenleiterbreiten oder außerhalb des zur Modellierung genutzten
Frequenzbereichs gültig. Dies ist besonders bei den in der Literatur ver-
öffentlichten Verfahren zur Leitungsmodellierung, die Messungen nutzen,
nicht der Fall.
In den Abbildungen 2.4b und 2.4c ist gezeigt, wie eine CPW oder CPWG
prinzipiell aufgebaut ist. Da eine CPW im Gegensatz zur CPWG über kei-
nen zusätzlichen MS Leitungsmode verfügt, erfolgt die Untersuchung der
Leitungseigenschaften anhand der CPW. Dies ist keine Einschränkung und
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das so bestimmte Verhalten lässt sich auch auf die CPWG, MS und AirMS
Leitung anwenden. Wie in Gleichungen 2.1 und 2.3 gezeigt, ist das Verhal-
ten einer verlustfreien Leitung durch den Induktivitäts- und Kapazitätsbelag
einer Leitung gegeben. Diese Gleichungen werden beispielsweise zur ana-
lytischen Modellierung von MS Leitungen genutzt [Gup96]. Bei CPW sind








Abbildung 2.9.: Darstellungen zur Analyse der Leitungsbeläge. (a) Bestimmung des
Kapazitätsbelags und (b) des Induktivitätsbelags.
Der Kapazitätsbelag einer CPW kann mit Hilfe der in Abbildung 2.9a ge-
zeigten Vereinfachungen untersucht werden. Vereinfacht kann die Leitung
als eine Parallelschaltung von zwei Plattenkapazitäten betrachtet werden.
Die Kapazitäten gehen von der Leiterober- und unterseite zu den Masse-
flächen. Zur Vereinfachung wird im Folgenden nur eine Hälfte des Leiter-
querschnitts betrachtet. Dies ist aus Gründen der Symmetrie erlaubt und
weil nur das prinzipielle Verhalten der Leitung untersucht werden soll. Der
Kapazitätsbelag C′ lässt sich mit der Innenleiterbreite w und dem Masse-





Entsprechend kann der Induktivitätsbelag L′ einer CPW ermittelt werden.
In Abbildung 2.9b ist die Aufsicht einer CPW gegeben. Auch für diese
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Untersuchung wird nur eine Leiterhälfte betrachtet werden. Diese kann als






Die anhand von den Abbildungen 2.9a-b und den Gleichungen 2.8 und 2.9
bestimmten Leitungsbeläge sind in Abbildung 2.10a dargestellt in Abhän-
gigkeit der Innenleiterbreite dargestellt. Die minimale und maximale Innen-
leiterbreite sind durch die minimal realisierbaren Abmessungen innerhalb












































Abbildung 2.10.: Normierte Darstellung des (a) bestimmten Kapazitäts- und Induk-
tivitätsbelags und (b) der sich daraus ergebenen Leitungsimpedanz
und effektive Permittivität.
Es ist zu erkennen, dass der Kapazitätsbelag linear mit der Leiterbreite
zunimmt, wohingegen der Induktivitätsbelag logarithmisch mit der Leiter-
breite abnimmt. Anhand des so bestimmten Verhaltens und der Gleichun-
gen 2.1 und 2.3 kann das prinzipielle Verhalten der Leitungsimpedanz und
-permittivität in Abhängigkeit der Leiterbreite bestimmt werden. Beides ist
bezogen auf das jeweilige Maximum der Kurven in Abbildung 2.10b darge-
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stellt. Es ist zu erkennen, dass die Leitungsimpedanz mit zunehmender Lei-
terbreite exponentiell abnimmt, wohingegen die effektive Permittivität erst
mit der Leiterbreite zunimmt, ein Maximum hat und anschließend abnimmt.
Dieses Impedanz- und Permittivitätsverhalten kann auch durch Analyse der
CPW durch EMFS erzielt werden und wird daher in den Leitungsmodellen
genutzt. Ein besonderes Augenmerk bei der Modellierung der Leitungsele-
mente lag darauf, dass die Modelle physikalisch erklärbar sind. Dies ist
durch die erfolgte Untersuchung gegeben.
Die analytisch durch vereinfachte Betrachtungen bestimmten Abhängigkei-
ten der Leitungsbeläge von der Innenleiterbreite w (in μm) muss nun durch
Gleichungen angenähert werden. Für die Leitungsmodelle wurde in Abhän-
gigkeit der auf einen Mikrometer bezogenen Leiterbreite w′ = w/1μm die
Leitungsimpedanz als
ZL = z1+ z2 ln(w′) Ω (2.10)
umgesetzt und die effektive Permittivität wurde als Polynom zweiten Grads
realisiert:
εeff = p1+ p2w′+ p3w′2 (2.11)
wobei z1 und z2 und p1 bis p3 die Parameter sind, die mit Hilfe der EMFS
bestimmt werden. Die Modellparameterwerte für eine CPWG14u Leitung
sind in Abbildung 2.14 gezeigt.
Bisher wurden nur verlustfreie Leitungen und Leitungselemente betrach-
tet. Durch ohmsche und dielektrische Verluste weisen Leitungen auch eine
frequenzabhängige Dämpfung auf. Hier wurde der in der Literatur vorge-
schlagene Ansatz verwendet, die Leitung in ihre Gleichspannungs- und We-
chelspannungsverluste zu trennen [HTZ+96]. Die Gleichspannungverluste
sind hierbei durch die Leitfähigkeit des Materials und den geometrischen
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Querschnitt gegeben. Bei den Wechelspannungsverlusten wird nicht zwi-
schen dielektrischen und ohmschen Verlusten unterschieden.





wobei a0,DC durch die Leitfähigkeit und Höhe des Materials gegeben ist
und nicht über den EMFS Ansatz bestimmt wird. Die HF Verluste (AHF)
sind so modelliert, dass sie exponentiell mit der Frequenz f zunehmen und
nicht von der Leiterbreite w abhängen. Diese Abhängigkeit ist aufgrund des
Skin-effekts zu vernachlässigen [HTZ+96]. Das Verhalten wird nur durch
die Parameter a1 und a2 gegeben, die durch EMFS ermittelt werden:
AHF = a1 f a2 dB/m (2.13)
Es wurden mit Hilfe von einfachen ÜberlegungenModellgleichungen gefun-
den, die physikalisch sind und allgemein das Verhalten von CPWG beschrei-
ben. Das in Abbildung 2.3 noch allgemein dargestellte Modell kann, wie in
Abbildung 2.11 gezeigt, erweitert werden. Die Modellparameter der Glei-
chungen können nun mit Hilfe der EMFS und den beispielsweise in [LG-
PG09] beschriebenen Methoden erstellt werden.
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ZL = z1− z2 · ln(w′)Ω
εeff = p1+ p2 ·w′ − p3 ·w′2
ADC = a0,DC/w′ dB/m
AHF = a1 · f a2 dB/m
Abbildung 2.11.: Nach dem zweiten Schritt zur Modellierung steht das Leitungs-
modell mit seinen Gleichungen fest und es fehlen nur noch die
individuellen Leitungsparameter.
2.5. Anwendung der EMFS Methode zur Modellierung von
Leitungen
In diesem Abschnitt wird das vorgeschlagene Verfahren zur Modellierung
bzw. zur Bestimmung der Modellparameter angewandt und teilweise mit
den Ergebnissen der messtechnischen Modellierung verglichen.
Zur Lösung der elektromagnetischen Feldprobleme wurde das Programm
CST Microwave Studio (CST) genutzt, das die Finite Integration Technique
(FIT) zur Lösung der Feldgleichungen nutzt [Wei03]. Die gegebenen Pro-
bleme wurden im Zeitbereich gelöst, da so schnell breitbandige Modelle er-
stellt werden können. Die in Abschnitt 2.2 präsentierten Technologiedetails
des Fraunhofer IAF wurden in CST umgesetzt. Die in CST untersuchten
Elemente wurden im Frequenzbereich von 0 bis 325GHz simuliert. Eine
Simulation bis zu höheren Frequenzen ist möglich, wurde aber nicht an-
gestrebt, da eine messtechnische Bestätigung der Modelle am Institut für
Hochfrequenztechnik und Elektronik nur bis zu diesem Frequenzbereich
möglich ist.
Bei Mikrostreifenleitungen, koplanaren Leitungen und Leitungselementen,
wie sie in dieser Arbeit untersucht wurden, ist die Leitungsimpedanz bzw.
das Leitungsverhalten von der Leiterbreite abhängig. Aus diesem Grund
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Abbildung 2.12.: Mit Hilfe von EMFS bestimmtes (a) Reflexions- und (b) Transmis-
sionsverhalten von drei Leitungen der Länge 500 μm in CPWG14u
Umgebung.
wurde die Leiterbreite innerhalb der technologischen Möglichkeiten und
vorgegebenen Randbedingungen in der EMFS variiert, simuliert und die Er-
gebnisse exportiert. Dadurch entsteht ein Satz an S-Parameter Ergebnissen
eines Elements, die sich nur durch die Leiterbreite unterscheiden. Auf Ba-
sis dieser S-Parameter wurden die Modellparameter bestimmt. Beispielhaft
sind in Abbildung 2.12a-b die Parameter S11 und S21 für drei Innenleiterbrei-
ten der CPWG14u dargestellt. Die Innenleiterbreiten von 3,6 und 7,4 μm
entsprechen dabei ungefähr den Breiten, die zu
√
2 · 50Ω und 50Ω führen
und der Wert von 10 μm entspricht der breitesten Leitung, die innerhalb der
technologischen Beschränkungen realisiert werden kann. Es ist zu erken-
nen, dass die dünnste Leitung die höchsten Gleichspannungsverluste auf-
weist, die Wechselspannungsverluste für alle Leitungsbreiten etwa gleich
sind. Dies kann durch die gefundenen Gleichungen 2.12 und 2.13 leicht
dargestellt werden.




C aus den in Kettenmatrizen umgewandelten S-Parametern die Lei-
tungsimpedanz bestimmt werden. Diese ist für Innenleiterbreiten von 2 bis
10 μm in Abbildung 2.13a in drei Kurven dargestellt. Genauso können mit
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Abbildung 2.13.: Darstellung der mit EMFS bestimmten Abhängigkeit der (a) Impe-
danz und (b) effektiven Permittivität von der Innenleiterbreite der
Leitungen. Zusätzlich sind die aus Messungen bestimmten Mo-
dellparameter angegeben.
der Beziehung A = D = cosh(γl) und Gleichung 2.4 die effektive Permitti-
vitäten der Leitungen bestimmt werden, die in Abbildung 2.13b dargestellt
sind. Die mit Quadraten markierten Datenpunkten entsprechen den aus den
EMFS bestimmten Werten und die gestrichelten Kurven entsprechen den an
die Punkte angenäherten und im CAE Werkzeug Agilent ADS umgesetzten
Funktionen.
Zusätzlich sind die Impedanzen und Permittivitäten mit Dreiecken markiert,
die sich ergeben, wenn koplanare Teststrukturen bis 110GHz gemessen und
auf Basis derer Leitungsmodelle erstellt werden. Es ist zu erkennen, dass
die analytisch bestimmten Funktionen von Impedanz und Permittivität die
Abhängigkeit der Werte von der Leiterbreite sehr genau wiedergeben. Es
muss auch festgestellt werden, dass es eine große Abweichung zu den mit
Hilfe von Messungen bestimmten Werten gibt. Auch gibt es bei der Per-
mittivität eine Abweichung zwischen den mit EMFS erzeugten Werten und
den ins CAE Werkzeug umgesetzten Ergebnissen. Diese Abweichung er-
gibt sich dadurch, dass in der Abbildung die Permittivität mit der Beziehung
A = D = cosh(γl) dargestellt wird. Bei der Modellierung wurde besonders
auch die Phase von S21 zur Bestimmung derModellparameter herangezogen.
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Die Analyse dieses Parameters führt zu leicht unterschiedlichenWerten, was
die zu beobachtende Abweichung ergibt. Es ist auch ein Unterschied gegen-
über den aus Messungen bestimmten Modellparametern zu beobachten. Das
liegt daran, dass für die Messungen die Leitungen durch zusätzliche Kon-
taktstrukturen angebunden werden müssen. Dies ist notwendig, da sie an-
sonsten nicht mit Messspitzen kontaktiert werden könnten. In der Messung
kann das Verhalten der Kontaktstrukturen nicht fehlerfrei vom Verhalten
der Leitungen getrennt werden. Die Kontaktstrukturen beeinflussen somit
die Qualität der Leistungsmodelle, die auf Basis der Leitungsteststrukturen
erstellt werden können. Diese Problematik ist, wie bereits beschrieben, einer
der größten Nachteile von Modellierungsverfahren, die Messungen nutzen.
Außerdem kann festgestellt werden, dass mit Hilfe von Messungen nur drei
Innenleiterbreiten untersucht werden konnten, da nicht mehr Teststrukturen
verfügbar waren. Das demonstriert wiederholt den Vorteil EMFS zu nutzen,
da damit eine größere Zahl von Teststrukturen verfügbar sind und so die
Modelle umfangreicher gestaltet werden können.
ZL = 106,5−28 · ln(w′)Ω
εeff = 5+0,1 ·w′ −0,08 ·w′2
ADC = 4300/w′ dB/m
AHF = 700 · f 0.3 dB/m
Abbildung 2.14.: Darstellung des schrittweise entwickelten Modells einer
CPWG14u Leitung, das zum Entwurf von MMIC genutzt werden
kann.
Die Modellparameter werden nun in das in Abbildung 2.11 gezeigte Modell
eingepflegt. In Abbildung 2.14 ist beispielhaft das fertige Modell eines ge-
radlinigen Leitungsstücks abgebildet. Es konnte ein Modell erstellt werden,
welches das Verhalten einer koplanaren Leitung beschreibt. Die Grundla-
ge dieses Modells ist die in Gleichung 2.6 gezeigte Matrix einer Leitung,
39
2. Passive Komponenten in integrierten Schaltungen
die schrittweise zu einem fertigen Modell erweitert wurde. Für den An-
wender sind diese Modellgleichungen nicht sichtbar, sondern lediglich die
Leitungslänge und die Leiterbreite, wodurch das Modell intuitiv nutzbar
und skalierbar ist.
2.6. Messtechnische Bestätigung der entworfenen Modelle
Bisher wurde motiviert warum Leitungskomponenten modelliert werden
müssen und warum die auf EMFS bauendeMethode Vorteile bietet. Das Vor-
gehen, wie mit der Methode Leitungselemente modelliert werden können,
wurde vorgestellt. Im Folgenden wird nun die Genauigkeit der erstellten
Modelle bestätigt. Dafür werden die Simulationsergebnisse der modellier-
ten Elemente zuerst mit Messergebnissen der hergestellten und gemessenen
Teststrukturen der Elemente verglichen. Nachdem so die Genauigkeit der
Modelle bestätigt wurde, werden in Abschnitt 4.6 mit Hilfe der erstellten
Leitungsmodelle komplexe Koppler entworfen. Der Vergleich der dort ge-
zeigten Messergebnisse mit den Simulationsergebnissen kann auch zur Be-
stätigung der Modelle heran gezogen werden. In beiden Fällen findet die
Überprüfung der Modellgenauigkeit bis 325GHz statt.
Im Folgenden werden Simulation und Messung einer koplanaren Leitung
und einer AirMS verglichen, um so die Genauigkeit der Modelle zu bestäti-
gen. Weitere Messungen zur Bestätigung der Modellgenauigkeit, im Beson-
deren die Genauigkeit der modellierten Diskontinuitäten, sind in Anhang A
zu finden.
Koplanare Leitung In diesem Abschnitt findet die messtechnische Be-
stätigung der mit der EMFS Methode modellierten Leitung in CPWG14u
Umgebung statt. Die Genauigkeit der modellierten Diskontinuitäten wird in
Anhang A gezeigt. Die Genauigkeit der in der Arbeit entwickelten EMFS
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Methode wurde auch bereits in [DWSE+11] bestätigt, wo Simulation und
Messung einer koplanaren Leitung und eines 3-dB Hybridkopplers in CP-
WG50u bis 325GHz verglichen wurden und eine gute Übereinstimmung
festgestellt werden konnte.
(a)




























































































Abbildung 2.15.: (a) Foto der Teststruktur in CPWG14u Umgebung. (b-e) Vergleich
von Messung und Simulation der Teststruktur. (b,c) Betrag und
Phase des Reflexionsverhaltens. (d,e) Betrag und Phase des Trans-
missionsverhaltens. Symbole: Messungen in unterschiedlichen
Frequenzbändern von 250MHz bis 325GHz. Linie: Simulation.
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Das Foto der Teststruktur, mit der das Modell der koplanaren Leitung in
CPWG14u Umgebung bestätigt wurde, ist in Abbildung 2.15a zu sehen. Es
handelt sich dabei um eine Leitung der Länge 1000 μm, die an Ein- und
Ausgang durch koplanare Leitungsstücke in CPWG50u angebunden ist. Die
Leitungsstücke mit dem größeren Masse-Masse Abstand sind notwendig,
damit die Struktur mit Messspitzen kontaktiert werden kann. Die unter-
schiedlichen Masse-Masse Abstände werden durch einen linearen Übergang
ausgeglichen der 50 μm lang ist. Der Innenleiter der Struktur ist 3,6 μm breit,
was einem Leitungswellenwiderstand von ca. 70Ω entspricht.
Von besonderem Interesse ist das Verhalten der Transmission, da mit diesem
Parameter beobachtet werden kann, ob derWellenwiderstand, die Permittivi-
tät und die Verluste der Leitung korrekt modelliert wurden. Die Teststruktur
wurde in vier Frequenzbändern von 250MHz bis 325GHz gemessen. Un-
ter Berücksichtigung der Messungenauigkeit, die in allen Frequenzbändern
beobachtet werden kann, ist die Übereinstimmung zwischen Messung und
Simulation gut. Besonders die gute Übereinstimmung von simuliertem, d.h.
modelliertem und gemessenem Betrag von S21 zeigt, dass sowohl die Im-
pedanz als auch die Verluste der Leitung korrekt abgebildet wurden. Die
sehr gute Übereinstimmung im Phasenverhalten von S21 demonstriert, dass
auch die effektive Permittivität sehr genau bestimmt werden konnte. Da Pha-
senfehler zu fehlerhaften effektiven Längen von Leitungselementen führen
können ist es besonders wichtig diesen Parameter korrekt abzubilden.
Der in den Abbildungen 2.15b-c gezeigte Vergleich von Simulation und
Messung ist daher ein erster Beweis dafür, dass der in der Arbeit entwickel-
te Ansatz zur Leitungsmodellierung zu sehr genauen Modellen führt. Um
auch zu prüfen wie flexibel der Ansatz ist, findet im folgenden Paragrafen
der Vergleich auf Basis der AirMS Leitung und im Anhang A für weitere
Leitungsstrukturen und -diskontinuitäten statt.
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Abbildung 2.16.: (a) Foto der Teststruktur (1×1mm2 Größe). (b-f) Vergleich von
Messung in unterschiedlichen Frequenzbändern (Symbole) und
Simulationen (Linien) von 250MHz bis 325GHz. (b) Reflexion
der 90◦ Struktur. Transmission der (c) ISO, (d) 90◦ und (e) 180◦
Struktur. (f) Phasendifferenz in Transmission der 90◦ und 180◦
Struktur.
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Branchline Koppler für 220 GHz In diesem Abschnitt findet die mess-
technische Bestätigung von unterschiedlichen Leitungselementen in CP-
WG50u Umgebung statt, die mit der EMFS Methode modelliert wurden.
Als Testobjekt wird ein Branchline Koppler genutzt, der für Frequenzen
um 220GHz entworfen wurde. In Abbildung 2.16a ist ein Foto der Test-
struktur zu sehen, mit der das Frequenzverhalten des Kopplers untersucht
wird. Die Struktur hat eine Größe von 1×1mm2. Ein Branchline Koppler
ist ein rein passives Leitungsnetzwerk, dessen Verhalten durch die Längen
und Impedanzen der verwendeten Leitungselemente bestimmt wird. Der
Branchline Koppler ist dadurch geeignet um daran die Genauigkeit von
Leitungsmodellen zu überprüfen. Im gezeigten Koppler finden sowohl ge-
radlinige Leitungen, als auch T-Verzweigungen, Luftbrücken und Ecken
Anwendung. Somit kann auf Basis der Teststrukturen die Genauigkeit einer
großen Zahl von Modellen überprüft werden. Ein Branchline Koppler hat
vier Ein- bzw. Ausgänge. Er teilt ein Eingangssignal auf zwei Ausgangssi-
gnale gleichen Betrags mit 90 ◦ Phasenunterschied auf. Der dritte Ausgang
ist dabei isoliert vom Eingangssignal [Poz12]. Um zu überprüfen ob sich der
entworfene Koppler wie gewünscht verhält, sind drei Teststrukturen entwor-
fen worden. Sie sind von 250MHz bis 325GHz in drei Frequenzbändern
gemessen worden. Ausgewählte Simulations- und Messkurven sind in den
Abbildungen 2.16b-f gezeigt. Es ist zu erkennen, dass teilweise deutliche
Sprünge in den Messungen zwischen den Frequenzbändern zu sehen sind.
Das ist auf Ungenauigkeiten bei der Kalibrierung der Messgeräte zurückzu-
führen, die bei Frequenzen größer als 110GHz typisch sind. Dies bestätigt
den in dieser Arbeit verfolgten Ansatz, Messungen nur zu verwenden um
das prinzipielle Verhalten der Strukturen und so die Modellgenauigkeit zu
überprüfen.
Abbildung 2.16b zeigt die gemessene Anpassung am Eingang der 90 ◦ Test-
struktur. Gleichzeitig sind zwei Simulationskurven zu sehen. In der ersten
Simulation werden die in der Arbeit entwickelten Leitungsmodelle genutzt.
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In der zweiten Simulation werden die Modelle verwendet, die im Vorfeld
der Arbeit verfügbar waren und die auf Basis von S-Parameter Messungen
erstellt wurden. Der Betrag des Transmissionsverhaltens der drei Teststruk-
turen ist in den Abbildungen 2.16c-e zu sehen. Die gemessene und simu-
lierte Phasendifferenz der beiden Ausgangssignale ist in Abbildung 2.16f
gezeigt. In allen Abbildungen ist zu erkennen, dass mit den Modellen, die
in dieser Arbeit entworfen wurden eine gute Übereinstimmung von Mes-
sung und Simulation erreicht werden kann. In allen Fällen sind zwar Un-
terschiede zwischen Messung und Simulation festzustellen, das prinzipielle
Verhalten der Struktur wird aber gut beschrieben. Das Frequenzverhalten
der Simulation, welche Modelle nutzt die durch Messungen erstellt wurden,
unterscheidet sich deutlich von den Messungen. Es ist zu erkennen, dass die
Simulation das gemessene Verhalten schlecht wiedergibt. Der in den Abbil-
dungen 2.16b-f gezeigte Vergleich demonstriert deutlich, dass es vorteilhaft
ist den in dieser Arbeit entwickelten Ansatz EMFS zur Modellierung von
Leitungsstrukturen zu verwenden.
Quasi-uniplanare Mikrostreifenleitung Die AirMS Leitung wurde zum
ersten Mal am Fraunhofer IAF in der in [TLM+07] veröffentlichen Schal-
tung eingesetzt und anschließend im Zusammenhang mit dieser Arbeit aus-
führlich in [Län12] untersucht, wo der in dieser Arbeit entwickelte Ansatz
zur Leitungsmodellierung angewandt wurde. Wie bereits in den Abbildun-
gen 2.5a-b gezeigt wurde, nutzt die AirMS Leitung den Luftbrückenprozess
des Fraunhofer IAF, d.h. die Leitung nutzt Luft als Substrat und muss da-
her regelmäßig aus Gründen der Stabilität abgestützt werden. Eine AirMS
Leitung ist immer eine Serienschaltung aus Leitungsstück und Stützpfosten
und beide Elemente können nicht unabhängig voneinander charakterisiert
werden.
Zur Überprüfung ob das Verhalten der AirMS Leitung und der Stützpfosten
korrekt modelliert wurde, wurde die in Abbildung 2.17a gezeigte Teststruk-
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Abbildung 2.17.: (a) Foto der Teststruktur und (b-c) Vergleich von Messung und Si-
mulation der AirMS Teststruktur mit Leitungen und Stützpfosten
von 250MHz bis 325GHz. (b) S11 und (c) S21. Symbole: Messun-
gen in unterschiedlichen Frequenzbändern. Linie: Simulation.
tur gemessen. Sie besitzt koplanare Ein- und Ausgänge um mit koplana-
ren Messspitzen gemessen werden zu können. Zwischen den koplanaren
Ein- und Ausgängen befindet sich eine Struktur mit einer Gesamtlänge von
1684 μm und einer Leiterbreite von 10 μm. Die Struktur selbst stellt eine
Kaskade aus AirMS Elementen der Länge 35 μm dar, die durch 35 Stützp-
fosten verbunden sind.
Das simulierte und gemessene Reflexionsverhalten ist in Abbildung 2.17b
im Smith Diagramm und das Transmissionsverhalten ist in Abbildung 2.17c
im Polar Diagramm dargestellt. Beide Abbildungen zeigen das simulierte
und gemessene Verhalten der Struktur im Frequenzbereich von 1GHz bis
325GHz, wofür die Struktur in vier unabhängigen Frequenzbereichen ge-
messen wurde. Wie bei der koplanaren Leitung ist eindeutig zu sehen, dass
besonders das Transmissionsverhalten bis zu höchsten Frequenzen sehr ge-
nau wieder gegeben wird und auch die Reflexionsparameter sehr genau
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übereinstimmen. Die AirMS Leitung und deren Modelle können somit zum
Schaltungsentwurf eingesetzt werden. Die Genauigkeit der modellierten
Leitungselemente wird auch in den Abbildungen 4.20b-c überprüft, wo Si-
mulation und Messung eines Kopplers verglichen werden, der auf Basis der
entworfenen Leitungsmodelle entwickelt wurde.
2.7. Zusammenfassung und Interpretation
Im Vorfeld der Arbeit waren keine ausreichendenModelle verfügbar, welche
unterschiedliche Wellenleiterarten beschreiben, die mit der mHEMT Tech-
nologie des Fraunhofer IAF realisiert werden können. Sie waren zum einen
teilweise so ungenau, dass damit bei Frequenzen oberhalb von 100GHz
nicht verlässlich komplexe MMIC entworfen werden konnten. Zum einen
waren sie, unter anderem weil sie nicht skalierbar waren, nicht flexibel genug
um damit neuartige Koppler zu entwerfen, wie sie bei Leistungsverstärkern
benötigt werden. Es hat sich gezeigt, dass das unter anderem daran lag, dass
der bisher verfolgte Ansatz zur Leitungsmodellierung auf Basis von Mess-
daten nicht ausreichend genau war und dass damit nicht ausreichend viele
und flexible Modelle erstellt werden konnten. Aus diesem Grund wurde im
Rahmen dieser Arbeit ein Ansatz zur Modellierung von Leitungselementen
entwickelt, der EMFS als Basis zur Modellierung nutzt. Dadurch können
alle Leitungselemente unabhängig und sehr detailliert untersucht und model-
liert werden. Im Rahmen dieser Arbeit wurden koplanare Leitungen in CP-
WG14u und CPWG50u und AirMS Leitungen modelliert und so die Basis
geschaffen um leistungsfähige MMIC zu entwerfen. Eine Zusammenstel-
lung aller modellierter Elemente ist in Anhang A gegeben. Die Genauigkeit
der Modelle wurde messtechnisch bis 325GHz bestätigt, indem Messungen
und Simulationen von Teststrukturen verglichen wurden, welche die model-
lierten Elemente nutzen. Auf Basis der modellierten CPWG14u und AirMS
Leitung wird in Kapitel 4 ein neuartiger Koppler entwickelt, der entschei-
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dend dazu beiträgt, die verfügbare Ausgangsleistung der damit entworfenen
Leistungsverstärker zu steigern. Dieser Koppler ist auf sehr genaue und fle-
xibel nutzbare Leitungsmodelle angewiesen, die erst durch die in diesem
Kapitel vorgestellten Arbeiten verfügbar waren.
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3. Aktive Komponenten in integrierten
Schaltungen
Schnelle Hetero-Struktur Feldeffekttransistoren stehen im Fokus dieses Ka-
pitels, da sie entscheidend den Entwurf vonMMIC für den hohen mmW-Fre-
quenzbereich ermöglichen. Notwendig dafür sind nicht nur schnelle Transis-
toren, sondern auch Transistormodelle, die das Verhalten der Transistoren
verlässlich beschreiben. Wie in Abbildung 3.17 gezeigt wird, waren die im
Vorfeld der Arbeit verfügbaren Transistormodelle der verwendeten MMIC
Technologie nicht immer in der Lage den physikalischen Transistor so gut
zu beschreiben, dass instabile Verstärker bereits in der Entwurfsphase er-
kannt und ausgeschlossen werden können. Traditionell werden Transistor-
modelle auf Basis von S-Parameter Messungen erstellt. Wie sich bereits in
Kapitel 2 gezeigt hat, sind Messungen vor allem bei Frequenzen größer als
ca. 110GHz so fehlerbehaftet, dass sie sich nicht als Basis zur Modellie-
rung eignen. Im Rahmen dieser Arbeit wurde daher ein Ansatz zur Transis-
tormodellierung entwickelt, der wie bei der Leitungsmodellierung EMFS
nutzt. Dieser Ansatz wird angewandt um damit alle passiven Elemente der
modellierten Transistoren zu bestimmen. Die so erzeugten Modelle wer-
den anschließend mit Hilfe von Messungen durch ein Modell des aktiven
Transistors ergänzt. Abschließend werden sie messtechnisch bis 325GHz
bestätigt und zum Entwurf von Leistungsverstärkern verwendet.
Im Rahmen dieser Arbeit finden zum Verstärkerentwurf nur Transistoren in
Kaskode-Anordnung Anwendung, deren Schaltsymbol und Layout schema-
tisch in den Abbildungen 3.1a-b dargestellt ist. Eine Kaskode besteht aus
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Abbildung 3.1.: (a) Schaltsymbol und (b) schematische Darstellung der zum Ent-
wurf von Leistungsverstärkern genutzten Kaskode-Anordnung mit
zwei parallelen Gate-Fingern.
einer Serienschaltung eines Transistors in Common-Source (CS) und eines
Transistors in Common-Gate (CG) Anordnung, die mit einem Stück Leitung
verbunden sind. In den Abbildungen 3.1a-b sind beide Transistoranordnun-
gen markiert, wobei der Transistor in CS Anordnung links und der Transis-
tor in CG Anordnung rechts in den Abbildungen ist. Erst eine bestimmte
Transistoranordnung macht aus einem intrinsischen Transistor, also dem ei-
gentlichen aktiven Element, wie er im folgenden Abschnitt vorgestellt wird,
ein Schaltungselement für MMIC. Unterschiedliche Transistoranordnungen
nutzen also alle das gleiche aktive Element und unterscheiden sich nur in
der Art wie die Gate-, Drain- und Source-Elektroden angeschlossen werden,
wodurch dessen Verhalten festgelegt wird, was in [Ell08] und [LBEHH12]
ausführlich beschrieben ist. Für die unterschiedlichen Anbindungen sind
unterschiedliche passive Umgebungen (extrinsische Transistoren) der intrin-
sischen Transistoren notwendig. In Abschnitt 4.3.2 ist zu sehen, dass eine
Kaskode über ausgezeichnete Hochfrequenzeigenschaften verfügt, weswe-
gen sie in dieser Arbeit beim Verstärkerentwurf Anwendung findet.
Die Grundlagen, die notwendig sind um das Verhalten des intrinsischen,
aktiven Transistors prinzipiell zu verstehen werden in Abschnitt 3.1 vorge-
stellt. Die auftretenden physikalischen Effekte, die dazu führen, dass die
Transistoren auch noch bis zu höchsten Frequenzen genutzt werden können,
so wie die damit verbundenen Technologieparameter werden zusammen-
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gefasst. Der darauf folgende Abschnitt 3.2 beschäftigt sich mit der Model-
lierung von Transistoren. Es werden verschiedene Ansätze und Verfahren
vorgestellt und ihre Vor- und Nachteile herausgearbeitet. Es wird ein neuer
Ansatz entwickelt und in Abschnitt 3.3 angewandt, der wie bei der Leitungs-
modellierung EMFS nutzt und diese geeignet mit Messungen kombiniert.
Die Genauigkeit dieses Ansatzes wird in Abschnitt 3.4 messtechnisch bis
325GHz bestätigt.
3.1. Beschreibung der verwendeten Transistortechnologie
In Abschnitt 1.2 wurde gezeigt, dass nur Transistoren, die InP Verbindungs-
halbleiter nutzen, in der Lage sind im hohen mmW-Frequenzbereich ausrei-
chend Ausgangsleistung bereit zu stellen, die für große Systemreichweiten
und hohe Datenraten benötigt wird. In der Einleitung wurde auch dargelegt,
dass aufgrund von Systemüberlegungen nur Feldeffekttransistoren in Frage
kommen um in dem Frequenzbereich leistungsfähige Sende- und Empfangs-
MMIC zu entwerfen. Aufgrund ihrer Vorteile in Bezug auf Kosten und Auf-
bautechnik werden daher in dieser Arbeit MMIC genutzt, die GaAs mHEMT
verwenden. Der Ausdruck mHEMT ist aus zwei Teilen zusammengesetzt:
Dem Begriff HEMT, das ausdrückt, dass der Kern des Feldeffekttransistors
eine Hetero-Struktur ist, die verantwortlich für die hervorragenden Hoch-
frequenzeigenschaften ist, und dem Begriff metamorph, das ausdrückt, dass
der HEMT gitter-relaxiert mit einer Übergangsschicht (englisch: buffer) auf
dem Trägersubstrat realisiert ist.
Schnelle Transistoren müssen über eine hohe Beweglichkeit und Sättigungs-
Drift-Geschwindigkeit der Ladungsträger und eine hohe Ladungsträgerdich-
te verfügen [Wei07], was mit Transistoren, die einen Hetero-Übergang nut-
zen, möglich ist. Ein Hetero-Übergang tritt auf, wenn zwei Halbleiter mit
unterschiedlichen Kristallstrukturen mit unterschiedlichen Bandabständen
zusammen gebracht werden. Genauer ausgedrückt wird ein Halbleiter mit ei-
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Abbildung 3.2.: (a) Querschnitt durch einen mHEMT [Tes05]. (b) Schematische
Darstellung des Querschnitts und damit verbundenes Banddia-
gramm [Wei07].
ner kleinen Elektronenaffinität mit einem undotierten Halbleiter mit großer
Elektronenaffinität in Kontakt gebracht. Elektronen diffundieren in den elek-
tronenaffinen Halbleiter, bis die Diffusionsspannung dem Konzentrations-
gradienten entgegen wirkt und ein Gleichgewicht entsteht. Dadurch verbie-
gen sich die Bandkanten und eine positive Ladungsträgerregion entsteht im
dotierten Halbleiter. Die Coulomb-Ladung hält die Ladungsträger am Halb-
leiterübergang. Ein zweidimensionales Elektronengas (2 DEG) bildet sich
aus, das sich entlang des Übergangs bewegen kann. Durch die räumliche
Trennung der Ladungsträger und der Donatoren ist die Coulomb-Streuung
reduziert, was zu einer hohen Elektronenbeweglichkeit führt [Wei07,Sze13].
Ein Querschnitt durch einen mHEMT, die schematische Darstellung dessen
und das damit verbundene Banddiagramm sind in Abbildung 3.2 dargestellt.
In Abbildung 3.2a ist der Querschnitt durch einen mHEMT mit einer Gate-
Länge lg =100 nm gezeigt. Es sind deutlich die T-Struktur des Gates und der
Übergang zu erkennen, der metamorph die Gitterkonstanten des Substrats
und des Kanals anpasst. In Abbildung 3.2b ist die schematische Darstellung
des Querschnitts zu sehen und das sich daraus ergebende Banddiagramm.
Transistoren können können als Verkettung eines intrinsischen und eines
extrinsischen Transistors verstanden werden. Der intrinsische Transistor ist
das aktive Element, das für die Strom- und/oder Spannungsverstärkung sorgt.
52
3.1. Beschreibung der verwendeten Transistortechnologie
Dieses ist in ein Netzwerk von Zuleitungen eingebettet, was auch extrinsi-
scher Transistor oder parasitäre Schale genannt wird. Im Gegensatz zum
intrinsischen Transistor verhält sich der extrinsische Transistor rein linear.
Er ist unabhängig von den Versorgungsspannungen oder der Signalleistung
des Hochfrequenzsignals, die am Transistor anliegen. Das Verhalten des in-
trinsischen Transistors hingegen ist stark abhängig von diesen Parametern.
In Abbildung 3.3 ist der Querschnitt durch einen Feldeffekttransistor zusam-
men mit seinem Kleinsignalersatzschaltbild schematisch dargestellt. Das
intrinsische Verhalten kann vereinfacht durch die im Kanal auftretenden
Kapazitäten CGS, CGD und CDS, den Ausgangswiderstand RDS und die span-
nungsgesteuerte Stromquelle mit dessen Transkonduktanz gm beschrieben
werden. Häufig sind in den Kleinsignalmodellen zur Beschreibung von
GaAs mHEMT auch die Zeitkonstante τ undWiderstände zur Beschreibung
des Umladeverhaltens der Kapazitäten und der Leckströme zu finden. Im
Frequenzbereich bis 110GHz, der zur messtechnischen Modellierung des
intrinsischen Transistors herangezogen wird, kann der Einfluss dieser Ele-
mente nicht beobachtet werden [SESLM10]. Die Parameter werden daher
im Folgenden nicht weiter berücksichtigt.
Der intrinsische Transistor wird durch die parasitären Kontaktwiderstän-
de am Drain RDp und der Source RSp und den im Gate-Finger auftreten-
den Gate-Widerstand RGp über die Induktivitäten LGp, LDp und LSp und die
Koppelkapazitäten CGDp, CGSp und CDSp angeschlossen. Zusätzlich wirken
Gegeninduktivitäten zwischen den parasitären Induktivitäten, die in nur we-
nigen Veröffentlichungen Beachtung finden. In Abbildung 3.8 ist zu sehen,
dass sie für diese Arbeit relevant sind, worauf im Folgenden näher einge-
gangen werden wird. Auf Basis dieses Ersatzschaltbilds lassen sich nun für
eine Technologie wichtige Größen wie Grenzfrequenz etc. beschreiben, was
im Folgenden getan wird.
53













Abbildung 3.3.: Schematische Darstellung eines Transistors und dessen Kleinsi-
gnalersatzschaltbild mit den zugehörigen intrinsischen und extrinsi-
schen Elementen.
Die folgenden Gleichungen sind aus [Sze13] und [Wei07] entnommen und
gegebenenfalls auf das hier genutzte Ersatzschaltbild des Transistors an-
gepasst. Neben der Fähigkeit eine hohe Ausgangsleistung bereitstellen zu
können, benötigen die in dieser Arbeit angestrebten Leistungsverstärker auf-
grund der hohen Frequenz eine ausreichend große Verstärkung, die direkt
mit der Transkonduktanz gm des Transistors verknüpft ist. Sie ergibt sich
aus dem differenziellen Drain-Strom ∂ ID und der differenziellen Gate-Sour-
ce-Spannung ∂VGS des Transistors wie in Gleichung 3.1 zu sehen ist. Sie
ist proportional zur Gate-Source-Kapazität CGS und zur Sättigungs-Drift-








Die Hochfrequenzeigenschaften eines Transistors können mit der maxima-
len Oszillationsfrequequenz fmax und der Transitfrequenz ft beschrieben
werden. Die Transitfrequenz gibt die Frequenz an, bei der die Kurzschluss-
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ft ≈ gm2π ·CGS =
vsat
2π · lg (3.3)
Für den Verstärkerentwurf ist die maximale Oszillationsfrequequenz von
größerer Bedeutung. Sie gibt die Frequenz an, bei der MAG = 1 entspricht.
Das MAG gibt die maximal verfügbare Verstärkung an (englisch: maxi-
mum available gain, MAG), die sich für einen eingangs- und ausgangsseitig
leistungsangepassten Transistor ergibt. In Gleichung 3.4 ist fmax näherungs-
weise dargestellt. Die Frequenz ergibt sich aus dem parasitären Drain-Wi-
derstand RDp, dem parasitären Gate-Widerstand RGp und dem parasitären




8π ·RGp · (CGD+CGDp) (3.4)
Die zentrale Größe beim Entwurf von Leistungsverstärkern ist die mit einer
Transistortechnologie maximal erzielbare Ausgangsleistung. Solange die
Arbeitsfrequenz eines Leistungsverstärkers deutlich geringer als die Grenz-
frequenzen des verwendeten Transistors sind, kann die maximale HF-Aus-
gangsleistung PHF,max eines Transistors wie in Gleichung 3.5 als Produkt
des maximalen Drain-Source-Spannungshubs VDS,peak und des maximalen
Drain-Stromhubs ID,peak [Wal12] angegeben werden.
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Tabelle 3.1.: Eigenschaften der in der Arbeit genutzten mHEMT Technologien des
Fraunhofer IAF [LTM+12,LTM+08].
Parameter Symbol Einheit M40 M45
Gate-Länge lg nm 50 35
maximaler Drain-Strom ID,max mA/mm 1300 1600
Sperr-Durchbruchspannung VBD,off V 3 2.6
maximale Transkonduktanz gm,max mS/mm 2100 2800
Transitfrequenz ft GHz 370 515





In Falle dieser vereinfachten Betrachtung können also durch eine geeig-
nete Lastimpedanz (und somit Lastgerade), der Spannungs- und Stromhub
am Drain des Transistors maximiert werden, was zu der größtmöglichen
Ausgangsleistung führt.
Da sich das Ausgangssignal im hohen mmW-Frequenzbereich nicht mehr
rein resistiv auf der Lastgerade bewegt, sondern eiförmige Spannungs- und
Stromtrajektorien auftreten [Tas09] ist eine so vereinfachte Betrachtung
nicht ausreichend, worauf in Abschnitt 4.3 näher eingegangen wird.
Im Rahmen dieser Arbeit werden zwei mHEMT Technologien des Fraun-
hofer IAF angewandt. Sie unterscheiden sich grundsätzlich in ihrer Gate-
Länge und den damit verbundenen Eigenschaften. Zum Entwurf von Leis-
tungsverstärkern finden die mHEMT Technologie mit 50 nm Gate-Länge
(M40) und mit 35 nm Gate-Länge (M45) Anwendung. Die Eigenschaften
der beiden mHEMT Technologien sind in Tabelle 3.1 zusammengefasst.
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3.2. Verfahren zur Modellierung von Transistoren
Dieser Abschnitt beschäftigt sich mit der Modellierung von Transistoren
und beginnt mit einer kurzen Einführung in das Thema. Es werden unter-
schiedliche Modellansätze und deren Vor- und Nachteile vorgestellt.
Grundsätzlich gibt es mehrere Ansätze wie Transistoren modelliert werden
können [Rud12,Aae12]. Transistoren können entweder physikalisch oder
empirisch beschrieben werden. Sie können entweder so gestaltet sein, dass
sie nur das Kleinsignalverhalten oder auch das Großsignalverhalten eines
Transistors beschreiben. Die prinzipiellen Unterschiede sind im Folgenden
zusammen gestellt und die Relevanz der Ansätze für diese Arbeit wird her-
ausgestellt.
Physikalischer oder empirischer Modellansatz Bei der physikalischen
Modellierung des gesamten Transistors, d.h. des aktiven, intrinsischen Tran-
sistors und der passiven, extrinsischen Schale, werden die im Bauteil auftre-
tenden elektromagnetischen und quantenmechanischen Effekte untersucht
und modelliert. Hierfür müssen alle notwendigen Materialkonstanten wie
Elektronenbeweglichkeit, Dotierung, Bandabstände etc. und der physikali-
sche Aufbau des Transistors genau bekannt sein. Es finden entweder ver-
einfachte mathematische und physikalische Modelle, oder Simulationspro-
gramme Anwendung, die in der Lage sind die elektromagnetischen und
quantenmechanischen Probleme zu lösen [Qua02]. Bei der Modellierung
des intrinsischen Transistors unterliegt dieser Ansatz nicht nur grundsätz-
lichen Annahmen, welche die Eignung zum Schaltungsentwurf beschrän-
ken [Cur11], sondern die so erstellten Modelle sind auch meist so komplex,
dass sie nur bedingt, z.B. für Optimierungsaufgaben, in CAE Werkzeugen
eingesetzt werden können, da sie sehr rechenintensiv sind.
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Im Gegensatz zu physikalischen Modellen, die ausschließlich das analy-
tisch bestimmte Verhalten beschreiben, versuchen empirische Modelle das
beobachtete, d.h. das gemessene Verhalten von Transistoren zu beschrei-
ben. Dabei können sie entweder so aufgebaut sein, dass ihre Struktur phy-
sikalisch erklärt werden kann, oder dass sie rein mathematisch das Transis-
torverhalten beschreiben. Da mit ihnen Messungen, d.h. das beobachtete
Verhalten der Transistoren abgebildet wird, beschreiben sie das Verhalten
der Transistoren sehr genau, solange die Modelle innerhalb ihrer Mess- und
Modellierungsgrenzen betrieben werden. Empirische Modelle können ent-
weder anhand von Ersatzschaltbildern, die Widerständen, Kapazitäten etc.
nutzen, anhand von von Tabellen, oder mit Hilfe von beliebigen Gleichungs-
systemen [SEMvR+07] beschrieben werden. Wenn das Transistorverhalten
mit Hilfe von Ersatzschaltbildern abgebildet werden soll, dann müssen die
Messdaten sehr genau analysiert und verstanden werden. Nur so ist es mög-
lich diese in ein physikalisch realistisches Ersatzschaltbild zu überführen.
Dies ist bei Tabellen, mit denen lediglich die Messdaten abgespeichert wer-
den nicht der Fall, was dazu führen kann, dass auch fehlerhafte Datensätze
genutzt werden.
Jeder Ansatz einen Transistor zu beschreiben hat seine Vor- und Nachteile.
Sie unterscheiden sich hauptsächlich anhand ihrer physikalischen Deutbar-
keit, notwendigen Rechnerleistung und besonders wichtig, ihrer Extrapolie-
rungsfähigkeit. Diese gibt an, ob das Modell auch außerhalb seiner ursprüng-
lichen Modellierungsgrenzen angewandt werden kann. Es geht also um die
Frage, ob ein Modell eines Transistors, der bis zu einer bestimmten Fre-
quenz oder einem bestimmten Arbeitspunkt charakterisiert und modelliert
wurde, auch bei höheren Frequenzen oder unterschiedlichen Arbeitspunkten
genutzt werden kann. Dies ist bei Modellen, die Tabellen nutzen, wie z.B.
der sehr populären X-Parameter Modelle [VR06] nicht möglich. Dies steht
im Gegensatz zu physikalischen Modellen, die eine Extrapolierung immer
erlauben, solange alle dabei auftretenden Effekte im Modell abgebildet sind.
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Kleinsignal- oder Großsignalmodellierung Bei der Kleinsignalmodel-
lierung wird das Transistorverhalten bei einem festen Arbeitspunkt unter-
sucht, wobei das Eingangssignal so klein ist, dass die Abhängigkeit des ver-
stärkten Ausgangssignals linear zum Eingangssignal ist. Durch diese Annah-
men ist das Transistormodell sehr einfach (vergl. Abbildung 3.3) und meist
auch sehr genau. Das Modell eignet sich allerdings nicht dazu das Groß-
signalverhalten eines Transistors zu beschreiben. Die Transistorkennlinien
wie die Eingangskennlinie, die Transferkennlinie und die Ausgangskennlini-
en sowie die Abhängigkeit des Ausgangssignals vom Eingangssignal, wenn
dieses den Transistor nicht linear um einen Arbeitspunkt aussteuert, können
nur von einem Großsignalmodell abgebildet werden. Die in der Literatur ver-
öffentlichten Kleinsignalmodelle unterscheiden sich nicht wesentlich von
einander und haben alle prinzipiell den gleichen Aufbau [APW07]. In der Li-
teratur sind sehr viele Großsignalmodelle zur Beschreibung von HEMT ver-
öffentlicht. Sie unterscheiden sich in der Art, wie die spannungsabhängigen
Elemente, wie die Verstärkung der Stromquelle, die intrinsischen Kapazitä-
ten etc., beschrieben werden [GNS06]. Für HEMT besonders interessant ist
das EEHEMT Modell von Agilent [Agia], das Chalmers Modell [AZR92]
und das am Fraunhofer IAF entwickelte Modell [SEMvR+07].
In dieser Arbeit verfolgter Ansatz Die in dieser Arbeit erstellten Mo-
delle sollen im hohen mmW-Frequenzbereich eingesetzt werden. Da die
Messtechnik bislang aber nur bis zu Frequenzen um 110GHz so zuverläs-
sig ist, dass die damit generierten Messdaten zur Modellierung genutzt wer-
den können, ist eine Extrapolierung der Frequenz notwendig. Deshalb wird,
genauso wie bei der Leitungsmodellierung, darauf geachtet, dass die Model-
le physikalisch erklärbar sind, und dadurch prinzipiell eine Extrapolierung
möglich ist.
Aufgrund der oben beschriebenen Vor- und Nachteile wird in dieser Arbeit
die empirische Modellierung von Transistoren verfolgt. Die Modelle sind so
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aufgebaut, dass die simulierten, gemessenen und modellierten Effekte phy-
sikalisch erklärbar sind. Es werden in der Literatur verfügbare und erprobte
Modelle und Methoden angewandt um die Modellparameter zu bestimmen.
Zusätzlich dazu wird in dieser Arbeit ein Ansatz zur Transistormodellierung
verfolgt, der EMFS zur Beschreibung des extrinsischen Transistorverhaltens
nutzt. Wie im Folgenden gezeigt werden wird, hat dieses Vorgehen den Vor-
teil, dass so der intrinsische vom extrinsischen Transistor getrennt werden
kann und dass beide Netzwerke so sehr genau bestimmt werden können.
Im Gegensatz zu veröffentlichten Ansätzen wird in dieser Arbeit nicht das
Ergebnis der EMFS direkt, sondern die Interpretation als Ersatzschaltbild
genutzt, was, wie gezeigt werden wird, zahlreiche Vorteile bietet.
Mit Gleichung 3.5 wurde gezeigt, dass bei einem idealen Transistor, bzw.
solange die Arbeitsfrequenzen viel kleiner als die Grenzfrequenzen des
Transistors sind, die Ausgangsleistung eines Verstärkers optimiert werden
kann, indem der Spannungs- und Stromhub am Drain des Transistors maxi-
miert wird. In Abschnitt 4.3 wird gezeigt, dass es nicht vorteilhaft ist dieses
Verfahren im Rahmen dieser Arbeit einzusetzen. Dies lässt sich dadurch
erklären, dass das Großsignalverhalten des Transistors nicht mehr so verein-
facht wie in Gleichung 3.5 beschrieben werden kann. Außerdem wird in Ab-
schnitt 4.3 messtechnisch gezeigt, dass eine Großsignaloptimierung der Ver-
stärkerschaltung keine Vorteile bringt. Zum Entwurf von Leistungsverstär-
kern im Frequenzbereich oberhalb von 200GHz ist es von größter Notwen-
digkeit, das Kleinsignalverhalten der Transistoren korrekt zu beschreiben,
da damit die frequenzabhängige Kleinsignalanpassung und -verstärkung
abgebildet werden kann. Der in der Arbeit verfolgte Ansatz setzt daher
Kleinsignalmodelle zur Beschreibung des intrinsischen Transistors ein. Die
beim Entwurf von Leistungsverstärkern nötige Maximierung der Ausgangs-
leistung wird ausschließlich über geeignete Kopplerkonzepte erzielt, die in
Abschnitt 4.6 entwickelt und vorgestellt werden.
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Die hier vorgeschlagene Methode wird im folgenden EMFS+M genannt, da
sie EMFS zur Charakterisierung der passiven Elemente und Messungen zur
Beschreibung des aktiven Transistors nutzt.
3.3. Anwendung der EMFS+M Methode zur Modellierung von
Transistoren
Der Transistormodellierung, wie sie im Folgenden verfolgt wird, liegen un-
terschiedliche Annahmen zu Grunde. Zum einen wird angenommen, dass
der intrinsische Transistor, welcher das eigentlich und ausschließlich aktive
Element darstellt, vom extrinsischen Transistor, d.h. den rein passiv wirken-
den Zuleitungen, getrennt werden kann. Dies ist keine neue Überlegung und
wird beispielsweise auch am Fraunhofer IAF und in [LDQ+99]angewandt.
Es wird weiter angenommen, dass das Verhalten des extrinsischen Transis-
tors mit EMFS beschrieben werden kann. Dies ist naheliegend, da es sich
bei diesem um ein rein passives Element handelt. Auch diese Überlegung
ist nicht neu und wurde bereits in [Bla12,LMB+98,CCHI00] verfolgt. Dort
wurden aber immer nur Teile und nie der gesamte extrinsische Transistor
untersucht.
In dieser Arbeit ist neu, dass nicht nur Teile des extrinsischen Transistors
untersucht werden, wie es in der oben angegebenen Literatur getan wur-
de, sondern das gesamte Netzwerk. Der extrinsische Transistor wird dafür
in Elemente unterteilt, die einzeln betrachtet und untersucht werden kön-
nen. Nach erfolgreicher Untersuchung und Modellierung werden dann die
Modelle der Elemente genutzt, um das gesamte extrinsische Netzwerk zu
beschreiben.
Hierbei wird angenommen, dass eine Trennung in Einzelstrukturen möglich
ist und dass die Gesamtheit der modellierten Elemente dem gesamten extrin-
sischen Transistor entspricht. Da es sich bei dem extrinsischen Netzwerk
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um eine passive Struktur handelt, ist die Kombination der Einzelergebnisse
möglich. Der Beweis, dass dies möglich ist, erfolgt anhand von Messungen,
welche die Genauigkeit der erstellten Modelle belegen.
Die Trennung des gesamten extrinsischen Netzwerks in Einzelstrukturen
und die getrennte Untersuchung der Elemente hat den Vorteil, dass die Ef-
fekte, die den einzelnen Strukturen zugehörig sind, voneinander getrennt
werden können. Dies ist besonders notwendig, wenn die Modelle bei sehr
hohen Frequenzen genutzt werden sollen und eine Leitungstransformation
entlang der Transistorzuleitungen erfolgt. Damit die modellierten Leitungs-
stücke klein gegen die Wellenlänge sind, werden sie nicht als eine einzige
Transformation, sondern als Kaskadierung mehrerer Leitungstransformatio-
nen modelliert.
Die Ergebnisse der EMFS der untersuchten Bestandteile des parasitären
Transistors werden nicht direkt genutzt, sondern in Ersatzschaltbilder über-
führt. Dies hat verschiedene Vorteile gegenüber Modellen, die Tabellen oder
beliebige Gleichungssysteme nutzen. Zum einen wird so das mit den EMFS
bestimmte Verhalten automatisch auf seine Glaubwürdigkeit überprüft. Feh-
lerhafte Simulationen würden zu Modellen führen, deren Verhalten nicht
physikalisch erklärt werden kann. Die so erstellten Ersatzschaltbilder kön-
nen auch dafür eingesetzt werden die physikalische Realisierung (englisch:
Layout) der Transistorschalen zu überprüfen und gegebenenfalls zu verbes-
sern. Einzelne Effekte können so erkannt werden und gegebenenfalls kann
das Layout des Transistors angepasst werden um die parasitären Effekte
zu Verringern. Vor allem ist es aber so, dass mit Ersatzschaltbildern eine
Frequenzextrapolierung erfolgen kann. Die im Rahmen dieser Arbeit er-
stellten Modelle werden auf Basis von Simulationen bis 325GHz erstellt.
Werden die Simulationsergebnisse direkt im Modell genutzt, so sind die
Modelle nur bis zu dieser Frequenz nutzbar. Durch die Überführung in ein
Ersatzschaltbild können die Modelle auch bei höheren Frequenzen einge-
setzt werden. Sie sind auch weiterhin in der Lage das Verhalten der model-
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lierten Struktur zu beschreiben, solange keine neuen, frequenzabhängigen
Effekte auftauchen. Das ist bei der direkten Anwendung der EMFS nicht
möglich. Zusätzlich kann das Modell des extrinsischen Transistors auch
dann genutzt werden, wenn ein nichtlineares intrinsisches Transistormodell,
z.B. zum Entwurf von Mischern, eingesetzt wird. Wenn die Ergebnisse der
EMFS direkt genutzt würden, dann lägen die Frequenzen der Harmonischen
außerhalb des untersuchten Frequenzbereichs, was zu fehlerhaften Simula-
tionsergebnissen führen kann. Modelle, die direkt die Ergebnisse der EMFS
nutzen, wären also für eine große Zahl von Anwendungen nicht geeignet.
Die Überführung der EMFS in Ersatzschaltbilder bietet auch die Möglich-
keit flexibler auf Änderungen des extrinsischen Transistors reagieren zu
können. So müssen meist nur wenige Simulationen ausgeführt werden, um
gleiche Transistoranordnungen in unterschiedlichen koplanaren Umgebun-
gen mit unterschiedlichen Masse-Masse Abständen zu modellieren (vergl.
Abbildungen 3.13 mit 3.14).
Eine besondere Neuerung des in dieser Arbeit verfolgten Ansatzes ist es, den
Transistorfinger, d.h. das Metall, welches den Kontakt zum eigentlichen Ga-
te des Transistors herstellt, auch mit Hilfe von EMFS zu untersuchen. Dies
erlaubt zum einen eine Optimierung der Fingerform um die parasitären Ef-
fekte zu reduzieren, zum anderen erlaubt es eine sehr genaue Trennung der
extrinsischen Kapazitäten, die parallel zu den entsprechenden intrinsischen
Kapazitäten liegen. Mit einem messtechnischen Ansatz ist diese Trennung
nicht möglich, da auch mit den im Folgenden angewandten Methoden die
Kanalkapazitäten nie von den parallel dazu verlaufenen extrinsischen Kapa-
zitäten getrennt werden können.
Im Folgenden wird der in dieser Arbeit verfolgte Ansatz zur Modellie-
rung des extrinsischen Transistors am Beispiel einer CG Anordnung in
CPWG14u Umgebung beschrieben. Diese Anordnung wird gewählt, da sie
zum einen Anwendung in den in Kapitel 4 vorgestellten MMIC findet, au-
ßerdem ist die Struktur so komplex, dass viele interessante und relevante
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Ansätze zur Untersuchung des Netzwerks beschrieben werden können. Im
Anschluss daran wird gezeigt, wie die Kapazitäten und die Induktivität des
Transistor Gate-Fingers bestimmt werden können.
Das so mit EMFS erzeugte Modell des passiven Transistors wird dann im
anschließenden Abschnitt durch ein Modell des aktiven Transistors ergänzt.
Dieses wird auf Basis von Messungen erstellt, die eingeführt und angewandt
werden.
3.3.1. Modellierung anhand von EMFS
Im Folgenden wird der in der Arbeit entwickelte Ansatz zur Modellierung
der parasitären Schale von Transistoren beschrieben. Er wird beispielhaft
an einem Transistor in Common-Gate Anordnung ausgeführt, ist aber auch
auf andere Transistoranordnungen anwendbar.
Die parasitäre Schale eines Transistors in CG Anordnung in koplanarer
Umgebung mit 14 μm Masse-Masse Abstand ist in Abbildung 3.4a darge-
stellt. Das Eingangssignal kommt an der Source, dem Tor 1, an und wird
in zwei parallele Pfade aufgespalten, die zu den Transistorfingern führen.
Diese verbinden die Zweige der Source mit der Ausgangsleitung des Tran-
sistors, dem Drain-Anschluss, der zu Tor 2, dem Ausgang des Transistors
führt. Die beiden Gate-Finger befinden sich zwischen der Source und dem
Drain und werden auf die Tore 3 und 4 geführt, wo sich üblicherweise große
Kapazitäten befinden, die den für die Common-Gate Anordnung benötig-
ten Kurzschluss des Hochfrequenzsignals am Gate zur Verfügung stellen.
Wie im vorherigen Abschnitt beschrieben, soll im Folgenden dieses Netz-
werk mit EMFS untersucht werden. Dazu wird es in Elemente geteilt, die
unabhängig betrachtet werden können. Weil es sich dabei um passive Netz-
werke handelt ist diese Trennung möglich. Es ist jedoch dabei darauf zu
achten, dass die einzelnen Abschnitte wirklich unabhängig sind, d.h. nicht
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mit einander verkoppelt sind. Eine Analyse des in Abbildung 3.4a gezeig-
ten Netzwerks ergab, dass es in die in den Abbildungen 3.4b-f dargestellten
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Abbildung 3.4.: (a) Schematische Darstellung eines Transistors in Common-Gate
Anordnung und (b-f) schematische Darstellung der separat unter-
suchten Bestandteile der Struktur.
Begonnen wird die Untersuchung mit der Zuführung zu den parallelen Sour-
ce-Leitungen, die wie in Abbildung 3.4b dargestellt untersucht wird. Die
Verzweigung wird, wie die meisten folgenden Elemente, als koplanare Lei-
tung betrachtet und simuliert. Dafür werden Ein- und Ausgang mit einem
koplanaren Feld angeregt und die resultierenden S-Parameter werden ge-
nutzt um ein Ersatzschaltbild zu erzeugen, welches das simulierte Verhalten
beschreibt. Dieses ist in Abbildung 3.5 dargestellt und durch die Kapazitäten
CSF1 und CSF2 und die Induktivitäten LSF1 und LSF2 gegeben.
Ein Sonderfall ist die Kreuzung der Drain- und der Gate-Zuleitung, die in
Abbildung 3.4c skizziert ist. Das Ausgangssignal erreicht Tor 2 über eine
Luftbrücke, die kapazitiv auf die darunter liegende Gate-Zuführung koppelt.
Das Modell muss in der Lage sein die Eigeninduktivitäten der Zuleitungen
sowie die Kapazitäten der Zuleitungen gegen Masse sehr genau zu beschrei-
ben. Gleichzeitig muss es aber auch die Koppelkapazität zwischen Drain-
und Gate-Zuleitung abbilden. Hierfür wird die Kreuzung als Viertor simu-
liert und modelliert. So können die Elemente LDF, LDF, CDF2GF, CDF2GND
und CGF2GND des resultierenden Ersatzschaltbilds (vergl. Abbildung 3.5)
eindeutig bestimmt werden. Dies ist möglich, da mit diesem Gleichungssys-
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tem und den verbundenen Reflexions- und Transmissionsparametern ausrei-
chend Informationen zur Lösung des Problems zu Verfügung stehen. Dies
verdeutlicht den großen Vorteil EMFS zur Modellierung des parasitären
Transistors zu nutzen, da mit Messungen eine so genaue Beschreibung der
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Abbildung 3.5.: Darstellung der Modellelemente, die das Verhalten der Zuleitungen
eines Transistors in CG Anordnung beschreiben.
Die Kopplung zwischen der Source-Zuführung und der Drain-Leitung und
die Kopplung zwischen der Gate-Zuführung und der Source-Leitung kann
wie in Abbildung 3.4e dargestellt bestimmt werden. Dafür wird in eine ko-
planare Leitung ein Spalt eingebracht, der dem Abstand der Zuführungen zu
den angrenzenden Strukturen entspricht. Anhand der resultierenden S-Para-
meter kann die Koppelkapazität bestimmt werden, die im Ersatzschaltbild
in Form der Parameter CSF2D und CGF2S Verwendung finden.
Wie im Folgenden gezeigt, wird das induktive Verhalten der parallelen
Drain-Leitungen durch die Kopplung mit den Gate-Fingern dominiert. Aus
diesem Grund muss für die Drain-Leitung lediglich der Wert der kapaziti-
ven Kopplung der parallelen Zweige mit den benachbarten Masseflächen
bestimmt werden. Die Kopplung wird mit Hilfe der in Abbildung 3.4d sche-
matisch dargestellten Simulation untersucht und erfolgt erneut durch die
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Einspeisung eines koplanaren Feldes und der Analyse der S-Parameter, was














Abbildung 3.6.: Schematische Darstellung der Simulationsumgebung zur Bestim-
mung des parasitären Netzwerks um das Verhalten der Gate-Finger
zu beschreiben. Das resultierende Ersatzschaltbild ist über die Si-
mulationsumgebung gelegt.
Abschließend wird das Verhalten der Transistorfinger bestimmt, unter wel-
chen sich der intrinsische Transistor befindet. Ziel der Untersuchung ist,
Modelle und Modellparameter zu bestimmen, welche die Kopplung und das
induktive Verhalten der gekoppelten Leitungen beschreiben. Bei der Unter-
suchung des Verhaltens der Gate-Finger kommen die Vorteile von EMFS
voll zum tragen, da sie Untersuchungen ermöglichen, die mit messtechni-
schen Ansätzen nicht in dem Ausmaß möglich wären. Das wird bei dem in
Abbildung 3.8 gezeigten Vergleich deutlich, der im Folgenden ausführlich
diskutiert wird. Die Simulationsumgebung, mit der die Eigenschaften der
Transistorfinger untersucht werden, ist in Abbildung 3.4f skizziert. Zwei
parallele Gate-Finger sind getrennt von einem zentralen Signalleiter und
eingebettet in zwei Masseflächen. Der Vergleich mit Abbildung 3.1b zeigt,
dass diese Form der Untersuchung der eines Transistors in Common-Source
Anordnung mit zwei parallelen Gate-Fingern entspricht. Zur Untersuchung
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wurde ein Signal gleichphasig in die beiden parallelen Gate-Finger einge-
speist und ausgangsseitig an dem zentralen Signalleiter abgegriffen. Ein-
gangsseitig ist dabei der zentrale Signalleiter, ausgangsseitig die beiden Fin-
ger leer laufend. Durch eine solche Untersuchung kann die Kopplung der
Finger und des zentralen Leiters mit ihrer Umgebung und die Induktivitäten








Abbildung 3.7.: Querschnitt bei der Mitte der in Abbildung 3.4f skizzierten EMFS,
der den Betrag des dort bei 270GHz auftretenden elektrischen Felds
zeigt. Das Feld ist auf das Maximum bezogen und in Schritten von
10 dB dargestellt.
Abbildung 3.7 zeigt das simulierte elektrische Feld bei 270GHz der in Ab-
bildung 3.6 gezeigten Struktur, wobei aus Gründen der Deutlichkeit nur der
Bereich um einen der beiden Gate-Finger gezeigt wird. Die Abbildung zeigt
das Feld, das in der Mitte der Struktur auftritt, wenn diese wie beschrieben
angeregt wird. Das Feld ist nicht wie erwartet spiegelsymmetrisch, sondern
weicht leicht davon ab. Das liegt daran, dass das Gitter (englisch: Mesh)
was über die Struktur gelegt wird und das zur Brechung der Felder genutzt
wird, nicht beliebig beeinflusst werden kann, ohne die Simulationszeit der
EMFS deutlich zu erhöhen. Dadurch entstehen Asymmetrien innerhalb des
Gitters, was zu dem nicht spiegelsymmetrischen Feld führt. Es ist deutlich
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zu erkennen, dass sich das Feld um den Rezess-Bereich konzentriert, d.h.
den Spalt, der sich zwischen dem Gate-Finger und den benachbarten Metall-
flächen ergibt. Durch die in Abschnitt 2.4 anhand von Leitungen gezeigten
Untersuchungen wird deutlich, dass dieser Bereich das induktive Verhalten
der Struktur dominiert, d.h. durch die Untersuchung der Struktur die Pa-
rameter LGp, LDp und LSp und die zwischen den Induktivitäten wirkende
Gegenkopplung K bestimmt werden kann.
Während einer EMFS der beschriebenen gekoppelten Gate-, Drain- und
Source Leitung breitet sich ein Teil des Feldes im Substrat und ein Teil des
Feldes außerhalb dessen aus, was auch in Abbildung 3.7 zu sehen ist. Da
hier lediglich das Verhalten des extrinsischen Transistors modelliert werden
soll, der sich außerhalb des Substrats befindet, muss das Feld im Substrat
von dem außerhalb des Substrats getrennt werden. Das Feld, das sich im
Substrat befindet, wird mit Hilfe des intrinsischen Transistors beschrieben
und ist abhängig vom Arbeitspunkt des Transistors. Es müssen also die Ga-
te-Kapazitäten CGp außerhalb des Substrats von denen die innerhalb CGx
des Substrats verlaufen getrennt werden. Dadurch, dass die Gate-Struktur
symmetrisch ist, wird angenommen, dass die Gate-Source und die Gate-
Drain Kapazitäten (und im Folgenden auch die Gegeninduktivitäten) iden-
tisch sind. Die Trennung der auftretenden Kapazitäten ist in dieser Arbeit
verwirklicht worden, indem mehrere EMFS mit unterschiedlichen Substrat-
permittivitäten εx durchgeführt wurden. Die Ergebnisse dieser Simulationen
wurden dann genutzt um die auftretenden Kapazitäten wie folgt zu trennen:
CG,total ∝ εx ·CGx+CGp (3.6)
CDS,total ∝ εx ·CDSx+CDSp (3.7)
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Dabei sind CGx und CDSx für das extrinsische Modell nicht relevant und
CGp und CDSp die Kapazitäten, welche den in Abbildung 3.3 gezeigten Ka-
pazitäten CGSp, CGDp und CDSp entsprechen, die außerhalb des Substrats
auftreten.


































Abbildung 3.8.: Vergleich der untersuchten Ansätze um die Gate-Finger zu modellie-
ren. Dafür wurde die in Abbildung 3.4f gezeigte Struktur mit einer
Länge von 300 μm von 0 bis 325GHz untersucht. (a) S11 wobei
Tor 1 dem Drain-Anschluss entspricht und (b) durch die Verkopp-
lung entstehende Transmission S21.
Mit dem bisher beschriebenen Ansatz können also die Eigeninduktivitäten
und die Kapazitäten bestimmt werden, die in einem Gate-Finger auftreten.
Zusätzlich ist die induktive Kopplung des Gate-Fingers mit den benachbar-
ten Leitern nicht zu vernachlässigen, was mit Abbildungen 3.8 deutlich wird.
Diese zeigen den Vergleich der Reflexions- (S11) und der Transmissionspa-
rameter (S21) für eine EMFS und zwei Modellansätze. In der EMFS wurde
das Verhalten der in Abbildung 3.4f gezeigte Struktur mit einer Länge von
300 μm von 0 bis 325GHz untersucht. Die mit einer durchgezogenen Li-
nie markierten Kurven entsprechen den Ergebnissen der EMFS. Die beiden
weiteren Linien markieren Simulationen, die ein Transistormodell mit Ge-
geninduktivitäten (gepunktet) und ohne Gegeninduktivitäten (gestrichelt)
nutzt. Ein Signal wurde an Tor 1, dem Drain-Anschluss eingespeist und an
Tor 2, den Gate-Anschlüssen abgegriffen. Da bei geringen Frequenzen die
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Kopplung der benachbarten Leitungen vernachlässigbar ist, beginnt S11 im
Leerlauf und erst mit steigender Frequenz nimmt die Transmission zu. Vor
allem am Parameter S11 ist deutlich zu erkennen, dass beide Modellansätze
bei niedrigen Frequenzen ein vergleichbares Ergebnis liefern. Zusätzlich ist
zu erkennen, dass erst bei höheren Frequenzen der Einfluss der Gegeninduk-
tivitäten, die mit KGp in Abbildung 3.6 gegeben sind, zum tragen kommt.
Am Verlauf der Reflexions- und der Transmissionsparameter kann deutlich
erkannt werden, dass das Verhalten der Finger mit Hilfe der Gegeninduk-
tivitäten, d.h. dem in Abbildung 3.6 gezeigten Ersatzschaltbild sehr genau
beschreiben werden kann. Da messtechnisch weder die gezeigte Struktur
realisiert noch sie bis 325GHz charakterisiert werden kann, bestätigt das
abermals den neuen Ansatz die Finger mit EMFS zu untersuchen.
Da die Qualität der Simulationsergebnisse und damit auch die Genauigkeit
der Modellparameter maßgeblich von der EMFS abhängt, also den zur Si-
mulation gewählten Materialparametern und Abmessungen der Elemente,
wurde der Einfluss derer untersucht. Dazu wurden Größen wie der Rezess-
Bereich, der Kopf des Gate-Fingers etc. in der Simulation variiert. Die Er-
gebnisse dieser Untersuchung sind in Anhang B gegeben und es ist deutlich
zu erkennen, dass mit der genutzten Simulationsumgebung das Verhalten
der Gate-Finger sehr genau bestimmt werden kann. Dies bestätigt den An-
satz auch das Gate mit EMFS zu untersuchen und so dessen Verhalten zu
bestimmen.
Mit Ausnahme der parasitären Widerstände, deren Verhalten messtechnisch
bestimmt wird, wurde die komplette parasitäre Schale des Transistors unter-
sucht. Es können nun die Modelle der Einzelsimulationen zu einem kom-
plexen Modell zusammengesetzt werden, um das Verhalten der gesamten
Schale zu beschreiben. Das Modell ist getrennt in den Abbildungen 3.6
und 3.5 gegeben, wobei in Abbildung 3.6 die bereits diskutierten Gate-
Finger beschrieben sind und in Abbildung 3.5 die parasitäre Schale, wel-
che die Zuleitungen zu den Fingern für einen Transistor in Common-Gate
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Anordnung beschreibt. Es ist deutlich zu erkennen, wie sich in beiden Fäl-
len das Ersatzschaltbild aus den einzelnen Modellen, die das Verhalten der
einzelnen Strukturbestandteile beschreiben, zusammen setzt. Es ist auch
zu erkennen, dass nur ein Finger in dem Modell genutzt wird, obwohl ein
Transistor mit zwei Fingern modelliert wurde. Aus Gründen der Symmetrie
kann der zwei-Finger Transistor als ein-Finger Transistor modelliert werden,
wenn das Modell korrekt angepasst wird. Durch die parallel verlaufenden
Finger müssen parallel verlaufende Widerstands- und Induktivitätswerte hal-
biert und Kapazitätswerte verdoppelt werden. Die Nutzung der Symmetrie
führt dazu, dass nur halb so viele Modellelemente genutzt werden, was die
benötigte Rechnerleistung reduziert.
Mit diesem Abschnitt konnte gezeigt werden, wie mit Hilfe von EMFS die
parasitäre Schale eines Transistors sehr genau bestimmt werden kann. Der
Ansatz EMFS zur Modellierung des extrinsischen Netzwerks von Transisto-
ren zu verwenden wurde am Beispiel der parasitären Schale eines Transis-
tors in Common-Gate Anordnung durchgeführt, die besonders im Vergleich
zu der eines Transistors in Common-Source Anordnung durch die verkop-
pelten Zuleitungen und die Zahl der Einzelkomponenten sehr komplex ist.
Der Ansatz kann daher leicht zur Modellierung von weiteren parasitären
Schalen genutzt werden. Im Rahmen dieser Arbeit wurde auch die parasi-
täre Schale eines Transistors in Common-Source Anordnung modelliert, die
in den im Folgenden gezeigten Transistortestschaltungen und Leistungsver-
stärker Anwendung findet.
Dieses mit Hilfe von EMFS erstellte Modell wird nun genutzt und um die
messtechnisch bestimmten Gate-, Drain- und Source-Widerstände und den
intrinsischen Transistor erweitert. Bei der Anbindung des intrinsischen Tran-
sistors müssen dabei verschiedene Dinge beachtet werden, worauf im Fol-
genden eingegangen wird.
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Anbindung des intrinsischen Transistors Unterhalb des Gate-Fingers
befindet sich der intrinsische Transistor, dessen Verhalten im folgenden Ab-
schnitt messtechnisch bestimmt wird. Um auch für höchste Frequenzen aus-
reichend genau zu sein, soll dieser nicht als konzentriertes Element mo-
delliert werden, sondern quasi-verteilt. Mit quasi-verteilt ist gemeint, dass
mehrere intrinsische Transistoren entlang des Gate-Fingers platziert wer-
den, die dadurch das verteilt wirkende Verhalten beschreiben, aber in sich
konzentrierte Elemente sind.
Dies wurde auch schon in [MHW99,MGOP+97] angewandt und ist auch
nötig, wie in [Hei86] diskutiert und in [NPS96] untersucht wurde. Das sich
daraus ergebende Modell eines Transistors ist in Abbildung 3.9 dargestellt.
Entlang des Transistorfingers sind fünf intrinsische Transistoren platziert,
die mit den zuvor bestimmten Modellen des extrinsischen Transistors ver-
bunden sind. Die Zahl fünf ergibt sich als geeigneter Kompromiss aus Ge-
nauigkeit und Simulationszeit, die mit zunehmender Zahl der intrinsischen
Transistoren steigt. Die Größe der intrinsischen Transistoren und die Grö-
ße der Kapazitäten und Induktivitäten, welche die Leitungen zwischen den
Transistoren beschreiben, müssen so klein sein, dass das Verhalten des Tran-
sistors mit konzentrierten Elementen beschrieben werden kann. Typische
Einzelfingerweiten im Frequenzbereich von 200 bis 300GHz sind mit der
verwendeten Transistortechnologie zwischen 10 und 20 μm. Bei fünf intrin-
sischen Transistoren ergibt sich daraus ein Transformationsweg von maxi-
mal 7,5 μm, der auch bei diesen Frequenzen noch zu tolerieren ist. Entspre-
chende Überlegungen können auch bei niedrigeren Frequenzen angestellt
werden, wo sie zu einem vergleichbaren Ergebnis führen.
3.3.2. Modellierung anhand von Messungen
In diesem Abschnitt werden die mit der zuvor beschriebenen Methode er-
stellten Modelle der parasitären Schale um den intrinsischen Transistor er-
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Abbildung 3.9.: Schematische Darstellung wie der intrinsische Transistor quasi-ver-
teilt an das parasitäre Netzwerk angebunden wurde und so verteilt
wirkt.
gänzt. Zusätzlich werden auch die Werte der Gate-, Drain- und Source-
Widerstände messtechnisch bestimmt, wobei in der Literatur beschriebene
Methoden Anwendung finden. Im ersten Teil dieses Abschnitts werden zu-
nächst verschiedene Methoden vorgestellt mit denen Widerstandsparameter
bestimmt werden können. Da die Widerstände, wie in Abbildung 3.3 zu
sehen ist, das Bezugspotential des intrinsischen Transistors definieren, ist
ihre Genauigkeit von besonderer Wichtigkeit. Es wird daher zuerst die Eig-
nung der unterschiedlichen Methoden untersucht und anschließend werden
zwei geeignete angewandt, deren Ergebnisse sich gegenseitig bestätigen. Im
zweiten Teil wird dann eine populäre Methode angewandt, mit welcher der
intrinsische Transistor bestimmt werden kann. Die Ergebnisse der Parame-
terbestimmung werden diskutiert und abschließend zu einem intrinsischen
Transistor zusammengefügt, der wie in Abbildung 3.3 gezeigt aufgebaut
ist. Im anschließenden Abschnitt wird dann die Genauigkeit der mit der
EMFS+M Methode bestimmten Transistormodelle überprüft und bestätigt.
Bestimmung der parasitären Widerstände Die Werte der im Transis-
tor auftretenden Widerstände werden messtechnisch bestimmt und nicht mit
Hilfe von EMFS, da besonders die Drain- und Source-Widerstände durch
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einen Übergang von Metall zu dotiertem Halbleiter dominiert werden und
dieser mit EMFS nicht verlässlich bestimmt werden kann. Wie in Abbil-
dung 3.3 zu sehen ist, sind die Widerstände dort platziert wo sie physika-
lisch auftreten, d.h. beim Metall-Halbleiterübergang bzw. entlang des Gate-
Fingers. Zusätzlich wird aufgrund der geringen Abmessungen beim Gate-
Widerstand auch der auftretende Skin-Effekt berücksichtigt. Das Transistor-
modell hält sich also an das in [MHW99] vorgeschlagene Transistormodell
eines quasi-verteilten Transistors, wo auch die Transistoren wie beschrieben
platziert wurden und sich der Gate-Widerstand zusammensetzt aus einem
Gleichspannungs- und einem Hochfrequenzanteil.
Zur Bestimmung des Source-Widerstands wurden viele Methoden veröf-
fentlicht, wobei die populärste die nach Yang-Long [YL86] ist. In der Li-
teratur wurde berichtet, dass damit sehr verlässlich der Wert des Source-
Widerstands bestimmt werden kann. Sie findet auch in der Methode nach
Dambrine-Cappy Anwendung [DCHP88]. Da bei dieser Methode hohe Ga-
te-Ströme fließen müssen und gleichzeitig eine stark positive Drain-Source
Spannung nötig ist, führt diese Methode bei den in dieser Arbeit genutzten
mHEMT zur Zerstörung des Bauteils. Sie kann daher nicht zur Bestimmung
des Source-Widerstands eingesetzt werden. Die in [CMGN92, TGD+93]
beschriebenen Methoden kommen zwar ohne große Strom- und Spannungs-













Abbildung 3.10.: Schematische Darstellung des Ersatzschaltbilds für einen abge-
schnürten kalten Transistor.
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In dieser Arbeit werden zwei Verfahren zur Bestimmung des Source-Wider-
stands angewandt. Die erste ist eine Methode, die klassischerweise bei Bi-
polartransistoren Anwendung findet [Gia72]: Wird ein Transistor mit einer
Drain-Source Spannung von 0V und einer Gate-Source Spannung betrie-
ben, die viel größer als die Abschnürspannung ist, so kann der Transistor
wie in Abbildung 3.10 beschrieben werden. Das Verhalten wird dominiert
durch die parasitären Induktivitäten LGp, LSp und LDp, dem stark vom Gate-
Strom abhängigen Widerstand RGG und dem leicht vom Gate-Strom ab-
hängigen Widerstand RCH, wobei die Widerstände mit steigendem Strom
abnehmen [DCHP88]. Gleichung 3.9 beschreibt eine aus dem Bereich der
Bipolartransistoren kommende Methode. Dort wird der Widerstand Rfly be-
stimmt, indem ein Strom IG am Gate eingespeist wird, der Strom am Drain
konstant auf ID = 0 gehalten wird und die dafür notwendige Drain-Spannung
VDS gemessen wird.





Wird nun Rfly über 1/IG aufgetragen, ergibt sich der in Abbildung 3.11 ge-
zeigte Verlauf. Die Extrapolierung auf die Y-Achse gibt den Wert des Sour-
ce-Widerstands an. Dieser wird zur Kontrolle in der zweiten Methode auch
mit Hilfe von S-Parameter-Messungen bestimmt. Während dieser Messun-
gen wird VDS = 0 gehalten und der Strom IG variiert. Aus den S-Parametern
können die Z-Parameter bestimmt werden. Auf Basis des in Abbildung 3.10
gegebenen Ersatzschaltbilds kann daraus der Source- und Drain-Widerstand
ermittelt werden, wenn Z11 und Z12 über 1/IG aufgetragen werden.
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Die Extrapolierung auf die Y-Achse ergibt:
RSp ≈ Z12 (3.10)
RGp ≈ Z11−Z12 (3.11)
Die Widerstandsparameter und das Verhalten des intrinsischen Transistors
werden in diesem Abschnitt anhand eines mHEMT mit einer Gate-Länge
von 35 nm bestimmt. Der Transistor ist in CS Anordnung, in CPWG50u
Umgebung und besitzt zwei parallele Gate-Finger mit einer Einzelfinger-
weite von 45 μm. In Anhang B sind die bestimmten Kurven und Ergebnisse
für mHEMT mit einer Gate-Länge von 50 nm aufgeführt.





































Abbildung 3.11.: Gemessener Source- bzw. Drain- und Gate-Widerstand über dem
Inversen des Gatestroms.
Abbildung 3.11 zeigt die Parameter Rfly, Z11 und Z12 für den beschriebenen
Transistor in CS Anordnung und 35 nm Gate-Länge. Es ist zu erkennen,
dass mit beiden Methoden der gleiche Wert für den Source-Widerstand be-
stimmt werden kann, woraus sich mit Gleichung 3.11 der Gate-Widerstand
bestimmen lässt. Da die genutzten mHEMT nominell symmetrisch zum Ga-
te-Finger aufgebaut sind, entspricht der Drain- dem Source-Widerstand. Es
konnten somit mit den beschriebenen Methoden zuverlässig die parasitären
Widerstände bestimmt werden. Die Wahl der Methoden, ihre Zuverlässig-
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keit und Genauigkeit wird auch in Anhang B belegt, wo die Kurven zu sehen
sind, mit denen die Widerstände bei einem mHEMT mit einer Gate-Länge
von 50 nm bestimmt wurden.
Bestimmung des intrinsischen Transistors Abschließend kann nun
der intrinsische Transistor mit Hilfe der in [DCHP88] und [BB90] beschrie-
benen Methoden bestimmt werden. Dort wurde die Admittanz-Matrix vom
Ersatzschaltbild des intrinsischen Transistors aufgestellt. Mit den sich dar-
aus ergebenden Zusammenhängen lassen sich eindeutig die einzelnen Pa-
rameterwerte des intrinsischen Transistors bestimmen. Im Folgenden wird
beispielhaft der intrinsische Transistor der Teststruktur modelliert, die in
Abbildung 3.13a zu sehen ist. Es handelt sich dabei um einen Transistor in
CS Anordnung, mit 35 nm Gate-Länge, der in eine CPWG50u Umgebung
eingebettet ist. In Anhang B sind die entsprechenden Mess- und Simulati-
onskurven für den gleichen Transistor mit einer Gate-Länge von 50 nm zu
sehen. Die untersuchte Struktur bietet den Vorteil, dass nur wenige Diskonti-
nuitäten auftreten und damit das Verhalten des intrinsischen Transistors sehr
genau und verlässlich bestimmt werden kann. In den Abbildungen 3.12a-b
sind die mit Hilfe der gewählten Methoden bestimmten intrinsischen Kapa-
zitäten, die Transkonduktanz und der Ausgangsleitwert GDS = 1/RDS auf-
getragen. Der Transistor wurde mit einer Drain-Source Spannung von 1V
und einer Gate-Spannung gemessen, die zu maximaler Verstärkung führte
(VGS = 0,2V).
In den Abbildungen sind die Parameterwerte normiert auf einen Finger und
1 μm Gate-Weite dargestellt. Durch die Normierung und einfache Skalierre-
geln kann der intrinsische Transistor über die Gate-Weite skaliert werden.
Die so entstehenden Transistormodelle sind sehr flexibel und für verschiede-
ne Gate-Weiten einsetzbar. In den Abbildungen 3.12a-b kann eine Frequenz-
abhängigkeit der Modellparameter beobachtet werden. Das liegt daran, dass
der Netzwerk der parasitären Schale nicht vollständig entfernt wurde. D.h.
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Abbildung 3.12.: Vergleich der gemessenen (Symbole) und simulierten (Linien) (a)
Kapazitätsbeläge und (b) der Transkonduktanz gm und des Aus-
gangsleitwerts GDS. Alle Parameter sind auf 1 μm und einen Fin-
ger normiert.
sowohl in Messung, als auch in der Simulation ist nicht nur das Verhal-
ten des intrinsischen, sondern das des gesamten Transistors zu sehen. Die
gezeigten Beläge von Kapazität, Transkonduktanz und Ausgangsleitwert,
entsprechen daher den Belägen des gesamten, nicht des intrinsischen Tran-
sistors. Wenn der Einfluss der parasitären vollständig entfernt wird, weisen
die Parameter keine Frequenzabhängigkeit auf. Da in dieser Arbeit nicht
wie in [BB90,DCHP88] beschrieben nur ein einziger intrinsischer Transis-
tor genutzt wird, sondern mehrere quasi-verteilte, wurde darauf verzichtet
die parasitäre Schale zu entfernen. Statt dessen werden die Parameter des
Transistors bestimmt während die Struktur quasi-verteilt modelliert ist. Dies
zulässig, da der Transistor in der Messung das gleiche verteilte Verhalten
aufweist. Es kann beobachtet werden, dass Messung und Simulation über
das gleiche Frequenzverhalten verfügen. Da die S-Parameter Messungen
mit sehr geringen Signalpegeln ausgeführt wurden, um eine Kompression
des Transistors zu vermeiden, nimmt die Signalqualität ab ca. 80GHz deut-
lich ab. Bis zu dieser Frequenz stimmt das Verhalten der simulierten und
gemessenen Kapazitätsbelags sehr genau überein. Das gleiche gilt für die
Beläge von gm und GDS und im Gegensatz zu den im Anhang B gezeig-
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ten Kurven kann bei dem 35 nm Transistor keine Dispersion bei niedrigen
Frequenzen beobachtet werden.
Zusätzlich wird die Qualität der Messergebnisse durch die Zuleitungen be-
schränkt, deren Effekt zurModellierung zurückgerechnet werden muss (eng-
lisch: de-embedding). Die meisten Verfahren gehen davon aus, dass die
Länge der Zuleitungen klein gegen die Wellenlänge ist [LGPG09]. Das ist
bei der Teststruktur, die zur Modellierung genutzt wurde nicht der Fall. Aus
diesem Grund können diese Methoden nicht angewandt werden. Dies führt
auch zu Abweichungen zwischen Messung und Simulation und bekräftigt
den Ansatz EMFS zur Modellierung zu nutzen, da die Zuverlässigkeit der
Messtechnik mit steigender Frequenz abnimmt. Theoretisch könnte die Test-
struktur auch bei Frequenzen oberhalb von 110GHz gemessen werden um
so den intrinsischen Transistor zu modellieren. Aufgrund der Messschwie-
rigkeiten und -ungenauigkeiten, die bereits ab 80GHz beobachtet werden
können, wurde das im Rahmen dieser Arbeit nicht verfolgt. Bis 80GHz
kann eine sehr gute Übereinstimmung vom Messung und Simulation beob-
achtet werden, was das Vorgehen bei der Transistormodellierung genauso
wie die Modellstruktur bestätigt.
Nachdem auch der intrinsische Transistor modelliert wurde, wird im fol-
genden Abschnitt die Genauigkeit der Modelle überprüft. Für eine Gate-
Länge wird dabei immer der gleiche intrinsische Transistor genutzt, der
in unterschiedliche Transistoranordnungen mit unterschiedlichen Masse-
Masse Abständen eingesetzt wird. Im folgenden Abschnitt wird also auch
überprüft, ob der intrinsische Transistor tatsächlich erfolgreich vom extrin-
sischen Transistor getrennt werden konnte und somit variabel eingesetzt
werden kann.
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3.4. Untersuchung der Genauigkeit des entworfenen
Transistormodells
In diesem Abschnitt wird die Gültigkeit und die Genauigkeit der entworfe-
nen Transistormodelle überprüft. Da zum Entwurf von Leistungsverstärkern
Kaskoden eingesetzt werden, erfolgt die Überprüfung für Transistoren in
CS, CG und Kaskode Anordnung. Die Überprüfung der Modelle findet für
Transistoren mit 35 und 50 nm Gate-Länge statt, wobei Teile der Untersu-
chung im Anhang B zu finden ist.
Dieser Abschnitt hat unterschiedliche Ziele: Zum einen soll untersucht wer-
den, ob mit EMFS das Verhalten des passiven, extrinsischen Transistors
beschrieben werden kann. Zum anderen soll überprüft werden, ob die mess-
technisch auf Basis von Transistoren in CS Anordnung und CPWG50u Um-
gebung bestimmten intrinsischen Transistoren auch in davon unterschied-
lichen Transistor Anordnungen und koplanaren Umgebungen eingesetzt
werden können. Da die Modellierung des intrinsischen Transistors nur bis
110GHz erfolgte, ist abschließend zu überprüfen ob die Modelle auch au-
ßerhalb dieses Frequenzbereichs eingesetzt werden können, d.h. ob eine
Frequenzextrapolierung zulässig ist.
Dazu finden zuerst Messungen an Transistoren bis 110GHz statt, die in
Abschnitt 3.4.1 gezeigt werden. Anschließend werden in Abschnitt 3.4.2
Simulation und Messung von Transistor Teststrukturen bis 325GHz ver-
glichen und so bestätigt, dass das Verhalten des intrinsischen Transistors
extrapoliert werden kann.
3.4.1. Untersuchung bis 110 GHz
Zuerst soll die Genauigkeit der Modelle überprüft werden, die das extrin-
sische Netzwerk des Transistors beschreiben. Da keine Teststrukturen her-
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gestellt werden können, die exakt das parasitäre Verhalten eines mHEMT
beschreiben, sich aber rein passiv verhalten, werden zur Überprüfung ge-
wöhnliche Transistoren gemessen. Diese verhalten sich immer dann rein
passiv, wenn VDS = 0 ist, d.h. die Stromquelle des intrinsischen Transisotrs
kurzgeschlossen ist. Die Gate-Source SpannungVGS wurde so gewählt, dass
sie kleiner als die Abschnürspannung ist und sich der intrinsische Transistor
rein kapazitiv verhält. Das im vorherigen Abschnitt bestimmte Modell des
intrinsischen Transistors kann nicht genutzt werden, da es den Transistor
nur bei maximaler Kleinsignalverstärkung beschreibt. Um den abgeschnür-
ten Transistor beschreiben zu können, ist zusätzlich zu dem Modell des ex-
trinsischen Transistors auch eines des intrinsischen Transistors notwendig.
Zur Beschreibung dieses abgeschnürten, kapazitiv wirkenden intrinsischen
Transistors gibt es keine eindeutigen Modelle und verschiedene Ansätze
sind veröffentlicht worden [TGD+93, LLS+85, BOB08]. In dieser Arbeit
wurde der in [BOB08] veröffentlichte Ansatz angewandt, der drei Kapazi-
täten gleichen Werts nutzt, die von Gate, Drain und Source ausgehen und
sich in einem gemeinsamen Sternpunkt treffen. Mit dieser Verteilung der
Kapazitäten wird berücksichtigt, dass sich unter dem Gate-Fingern eine
symmetrische Raumladungszone ausbreitet, was physikalisch realistisch ist.
Abbildung 3.13a zeigt die Teststruktur, mit welcher der intrinsische Transis-
tor anhand der im vorherigen Abschnitt beschriebenen Methoden bestimmt
wurde. Die Abbildungen 3.13b-c zeigen den Vergleich von Messung und
Simulation von 250MHz bis 110GHz. Es handelt sich dabei um einen
Transistor in CS Anordnung und CPWG50u Umgebung. Er besitzt zwei par-
allele Gate-Finger mit einer Weite von 45 μm pro Finger. Die Gate-Länge
beträgt 50 nm. Die Referenzebene liegt bei Messung und Simulation am
Ein- und Ausgang des Transistors, d.h. der Einfluss der Zuleitungen wur-
de entfernt (englisch: de-embedding), wobei hierfür viele unterschiedliche
Verfahren veröffentlicht wurden [LGPG09]. Wie bereits beschrieben, ge-
hen die meisten Verfahren davon aus, dass die Zuleitungslänge klein gegen
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Abbildung 3.13.: (a) Foto der untersuchten Teststruktur eines Transistors in CS
Anordnung und CPWG50u Umgebung und (b-c) Vergleich von
Messung (Symbole) und Simulation (Linien) von 250MHz bis
110GHz.
die Wellenlänge ist. Da dies bei den untersuchten Teststrukturen nicht der
Fall ist, können Verfahren nicht direkt angewandt werden. In dieser Arbeit
wird daher lediglich ein Verfahren genutzt, das den Einfluss der Zuleitun-
gen kompensiert indem das modellierte Verhalten der Zuleitungen von den
Messdaten subtrahiert wird.
Abbildung 3.14a zeigt die Teststruktur mit der das Modell eines Transis-
tors in CG Anordnung überprüft wurde. Es handelt sich dabei um einen
mHEMT der Gate-Länge 50 nm mit zwei parallelen Gate-Fingern mit einer
Einzelfingerweite von 30 μm.
Abbildungen 3.14b-c zeigen den Vergleich von Messung und Simulation
des abgeschnürten Transistors mit VDS = 0V. Erneut liegt in Messung und
Simulation die Referenzebene am Ein- und Ausgang des Transistors.
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Abbildung 3.14.: (a) Foto der untersuchten Teststruktur eines Transistors in CG
Anordnung und CPWG50u Umgebung und (b-c) Vergleich von
Messung (Symbole) und Simulation (Linien) von 250MHz bis
110GHz.
In den Abbildungen 3.13 und 3.14 wird die Genauigkeit der extrinsischen
Transistormodelle anhand der gemessenen und simulierten Reflexionspara-
meter und des Transmissionsparameters untersucht. Die Messungen sind
dabei immer mit Symbolen markiert, die einzelnen Messpunkten entspre-
chen. Die Simulationen sind mit durchgezogenen Linien markiert. Um so-
wohl das Phasen- als auch Betragsverhalten zu untersuchen sind in Ab-
bildungen 3.13b und 3.14b die Reflexionsparameter im Smith-Diagramm
und in Abbildungen 3.13c und 3.14c die Transmissionsparameter im Polar-
Diagramm dargestellt.
In den Abbildungen 3.13 und 3.14 findet das gleiche Modell eines abge-
schnürten intrinsischen Transistors Anwendung. Es kann eindeutig festge-
stellt werden, dass sowohl beim Transistor in CS als auch beim Transistor
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in CG Anordnung das Phasenverhalten der Reflexions- und Transmissions-
parameter sehr gut beschrieben wird. Es können lediglich Abweichungen
im Betrag der Parameter beobachtet werden . Dies kann zum einen auf
Messfehler zurückgeführt werden, die aufgrund des geringen Signalpegels
und den hohen Frequenzen nicht zu vernachlässigen sind. Zum anderen
kann das auch auf ein nicht ausreichend genaues Modell des abgeschnürten
Kanals zurückgeführt werden. Das zweite Argument wird durch die Abbil-
dungen 3.15a-b unterstützt, die den Vergleich von Messung und Simulation
zeigen, wenn der Transistor aktiv betrieben wird. Dort ist die Abweichung
zwischen Messung und Simulation sehr gering. Der Vergleich von Messung
und Simulation zeigt, dass mit Hilfe von EMFS das Verhalten des extrinsi-
schen, passiven Transistors sehr genau beschrieben werden kann.







































Abbildung 3.15.: Vergleich von Messung (Symbole) und Simulation (Linien) von
250MHz bis 110GHz eines Transistors in CS Anordnung mit ei-
ner Gate-Länge von 35 nm. Der Aufbau des Transistors entspricht
dem in Abbildung 3.13a gezeigten.
Abbildungen 3.15a-b zeigen den Vergleich von Messung und Simulation
von 250MHz bis 110GHz eines Transistors mit 35 nm Gate-Länge in CS
Anordnung und CPWG50u mit VDS = 0.8V und VGS = 0.2V, wobei die
gewählte Gate-Source Spannung zur maximalen Kleinsignalverstärkung
geführt hat. Das Foto der Transistorteststruktur entspricht der in Abbil-
dung 3.13a gezeigten Struktur. Die Reflexionsparameter sind erneut im
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Smith-Diagramm dargestellt. Die Transmission in die verstärkende Vor-
wärtsrichtung (S21) und die isolierende Rückwärtsrichtung (S12) sind im
Polar-Diagramm dargestellt. Es ist dabei zu beachten, dass die Vorwärts-
transmission als S21/50 aufgetragen ist. Bei allen Parametern ist die Über-
einstimmung in Betrag und Phase bis 110GHz sehr gut, was sowohl die
Genauigkeit des extrinsischen als auch des intrinsischen Transistormodells
bestätigt. Die gleichen Untersuchungen sind in Anhang B für einen Transis-
tor in CS Anordnung und mit 50 nm Gate-Länge zu finden. Auch dort ist
die Übereinstimmung des Phasenverhaltens der Reflexions- und Transmissi-
onsparameter sehr gut und nur im Betrag können Abweichungen beobachtet
werden, was bei kleinen Frequenzen auf Dispersionseffekte zurück zu füh-
ren ist [Kal06].
Nachdem mit diesem Abschnitt und Anhang B die Genauigkeit der extrin-
sischen Modelle für Transistoren in CS und CG Anordnung und die Ge-
nauigkeit der intrinsischen Transistoren mit 35 und 50 nm Gate-Länge bis
110GHz bestätigt werden konnte, wird im folgenden Abschnitt die Genau-
igkeit der Modelle bis 325GHz untersucht.
3.4.2. Untersuchung bis 325 GHz
Da die untersuchten mHEMT Transistoren im hohen mmW-Frequenzbe-
reich ein- und ausgangsseitig fehlangepasst sind und somit keine Verstär-
kung messbar ist, muss zur Überprüfung der Modellgenauigkeit der Tran-
sistor angepasst werden. Die Anpassnetzwerke sollen dabei so einfach ge-
halten sein, dass ihr Verhalten die Eigenschaften der Teststruktur nicht zu
stark beeinflusst und so eine Evaluierung der Genauigkeit der Transistormo-
delle erschwert oder sogar unmöglich macht. Drei unterschiedliche Anpass-
netzwerke für Leistungsanpassung sind in den Abbildungen 3.16a, 3.17a
und 3.18a zu sehen. Sie alle haben gemeinsam, dass über die koplanaren
Ein- und Ausgänge nicht nur das Hochfrequenzsignal, sondern auch die
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zur Versorgung der Transistoren benötigte Spannung zugeführt wird. Die
in Abbildung 3.16a gezeigte Struktur nutzt ausschließlich serielle Leitun-
gen mit unterschiedlichen Impedanzen und die aus Abbildung 3.17a serielle
Leitungen und Kapazitäten gegen Masse. Die in Abbildung 3.18a gezeigte
Struktur nutzt serielle und parallele Leitungen. Alle Strukturen nutzen aus-
schließlich koplanare Leitungen. Da die Genauigkeit der Leitungsmodelle
in Kapitel 2 bis 325GHz bestätigt wurde, kann angenommen werden, dass
Abweichungen zwischen Messung und Simulation hauptsächlich auf das
Verhalten der Transistormodelle zurück zu führen sind.
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Abbildung 3.16.: (a) Foto der Teststruktur und (b-c) Vergleich von Messung (Sym-
bole) und Simulation (Linien) von 250MHz bis 325GHz der in
(a) gezeigten CS Teststruktur in CPWG50u Umgebung.
Die Abbildungen 3.16b-c zeigen den Vergleich von Messung und Simula-
tion der in Abbildung 3.16a gegebenen Struktur. Es handelt sich dabei um
einen leistungsangepassten Transistor in CPWG50u Umgebung. Der Tran-
sistor hat eine Gate-Länge von 50 nm, zwei parallele Gate-Finger und eine
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Einzelfingerweite von 20 μm. Er wurde gemessen mitVDS = 1.0V und einer
Gate-Source Spannung für maximale Kleinsignalverstärkung. Die Teststruk-
tur wurde von 250MHz bis 325GHz in vier Frequenzbändern gemessen.
Es ist zu erkennen, dass es große Sprünge in den Messkurven von Band zu
Band gibt, die erneut den Vorteil demonstrieren sich zur Modellierung auf
EMFS zu verlassen und diese lediglich anhand von Messungen zu belegen.
Es kann weiter erkannt werden, dass in der Simulation die Reflexionspara-
meter ihr Minimum bei ca. 300GHz und in der Messung bei ca. 250GHz
aufweisen. Trotz dieser Abweichung besteht eine gute Übereinstimmung
der Transmissionsparameter in Betrag und Phase. Der auffällige Frequenz-
versatz in der Anpassung kann bei den im Folgenden gezeigten Vergleichen,
die alle Transistoren in CPWG14u nutzen, nicht beobachtet werden. Dies
führt zu der Annahme, dass die Abweichung bei den Reflexionsparametern
durch in dem Anpassnetzwerk auftretende Effekte, die mit dem größeren
Masse-Masse Abstand zusammen hängen, erklärt werden kann. Diese Beob-
achtung führte neben der bereits beschriebenen Tatsache, dass Anpassnetz-
werke die CPWG50u nutzen sehr groß sind, dazu, dass trotz der geringen
Leitungsverluste die CPWG50u in dieser Arbeit beim Verstärkerentwurf
keine Verwendung findet.
Abbildung 3.17a zeigt die Teststruktur einer Kaskode mit Transistoren einer
Gate-Länge von 35 nm und einer Einzelfingerweite von 25 μm. Die Struktur
nutzt koplanare Leitungen und Kapazitäten gegen Masse, ist in CPWG14u
Umgebung und ist mit VDS = 1.8V gemessen worden. Die beiden Gate-
Spannungen wurden so gewählt, dass die Struktur maximale Verstärkung
besitzt. Die Abbildung 3.17b zeigt S-Parameter Messungen der Struktur
in zwei Frequenzbändern. Die aus daraus bestimmten Stabilitätskreise, die
belegen, dass die Schaltung instabil ist, sind in Abbildung B.7a zu finden.
Die Instabilität ist auch daran zu erkennen, dass positive Reflexionspara-
meter auftreten. Abbildung 3.17c zeigt den gemessenen Stabilitätsfaktor K
(vergl. Abschnitt 4.4). Zusätzlich zeigt die Grafik zwei simulierte K-Kurven.
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Abbildung 3.17.: (a) Foto der Teststruktur in CPWG14u Umgebung. (b) Gemessene
S-Parameter, (c) Vergleich von gemessenem und simulierten Sta-
bilitätsfaktoren. (d) Vergleich von simulierten S-Parametern. Die
Mess- und Simulationsdaten sind von 110 bis 325GHz gezeigt.
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Die erste Simulation nutzt die Transistormodelle, die im Vorfeld der Ar-
beit verfügbar waren. Es ist zu sehen, dass der K-Faktor größer als Eins
ist, die Schaltung bedingungslos stabil ist. Die zweite Simulation nutzt die
Transistormodelle, die im Rahmen dieser Arbeit entwickelt wurden. Der
K-Faktor ist kleiner als Eins und Abbildung B.9a zeigt, dass die Schaltung
instabil ist. In Abbildung 3.17d ist auch zu erkennen, dass sich die simulier-
ten S-Parameter deutlich unterscheiden. Das gemessene Verhalten kann mit
den im Vorfeld der Arbeit verfügbaren Transistormodellen nicht beobachtet
werden. Sie sagen eine breitbandige Anpassung mit hoher Verstärkung im
Frequenzbereich von 200 bis 260GHz voraus. Im Gegensatz dazu sind die
in der Arbeit entwickelten Modelle in der Lage das instabile Verhalten im
Voraus zu bestimmen. Wie in der Messung weisen die Reflexionsparameter
bei ca. 175GHz ein positives Maximum auf. Auch die Verstärkungsspitze
um 175GHz in der Transmission kann beobachtet werden. In Anhang B
wurde untersucht, welche Elemente im Ersatzschaltbild der Transistoren ver-
antwortlich dafür sind, dass die Instabilität schon in der Simulation erkannt
werden kann. Es hat sich gezeigt, dass besonders die Induktivitäten LGF, die
das Gate des Transistors in Common-Gate Anordnung kontaktieren dafür
verantwortlich sind. Ein ausführlicher Vergleich der beiden Modelle, die
einen Transistor in CG Anordnung beschreiben ist in Anhang B zu finden.
Die Messungen und die Untersuchungen demonstrieren den Vorteil des in
der Arbeit entwickelten und angewandten Ansatzes zur Transistormodel-
lierung. Erst so kann das gemessene Verhalten der Struktur erklärt werden.
Dies ermöglicht den verlässlichen Entwurf von Verstärkern im hohen mmW-
Frequenzbereich, was im Folgenden demonstriert wird. Mit Hilfe der im
Rahmen dieser Arbeit entwickelten Modelle konnte auch festgestellt wer-
den, dass das gewählte Anpassnetzwerk eine stabile Anpassung erschwert.
Daher nutzt die folgende Teststruktur ein abweichendes Anpassnetzwerk.
Mit Hilfe der in der Arbeit entwickelten Transistormodelle wurde die in
Abbildung 3.18a gezeigte Teststruktur entworfen, die zur Leistungsanpas-
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Abbildung 3.18.: (a) Foto der Teststruktur in CPWG14u Umgebung. (b-c) Vergleich
von Messung (Symbole) und Simulation (Linien) von 200GHz bis
325GHz.
sung serielle und parallele Leitungen in CPWG14u nutzt. Ihr Kern ist ei-
ne Kaskode aus Transistoren mit einer Gate-Länge von 35 nm und einer
Einzelfingerweite von 10 μm, die mit VDS = 1.8V und Gate-Spannungen
für maximale Verstärkung versorgt wurde. Die Abbildungen 3.18b-c zeigen
den Vergleich von Messung und Simulation, wobei die Simulation die in der
Arbeit entworfenen Modelle nutzt. Die in Abbildung 3.18b gezeigten simu-
lierten Reflexionsparameter stimmen sehr gut mit den gemessenen überein.
Auch das Transmissionsverhalten wird gut vorhergesagt.
In der Simulation verfügt die Transmission zwar über eine größere Band-
breite, aber das prinzipielle Verstärkungsverhalten wurde gut vorher gesagt.
Die Abweichung bei der Bandbreite kann zum einen durch verbleibende
Ungenauigkeiten im Transistormodell erklärt werden. Zum anderen kann
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die X-Verzweigung nicht fehlerfrei geschlossen modelliert werden, was eine
Fehlerquelle in der Simulation darstellt [Ham81].
Nachdem im vorherigen Abschnitt die Genauigkeit der Transistormodelle
bis 110GHz bestätigt wurde, konnte sie nun auch bis 325GHz bestätigt wer-
den. Die Modelle können somit zum Verstärkerentwurf angewandt werden.
3.5. Zusammenfassung und Interpretation
Im Vorfeld der Arbeit waren lediglich Transistormodelle verfügbar, deren
Verhalten messtechnisch bis 110GHz bestimmt wurde. Diese Messungen
unterliegen Beschränkungen, so dass nicht alle Modellparameter so aus-
reichend genau bestimmt werden können. Wenn sie darüber hinaus zum
Schaltungsentwurf im hohen mmW-Frequenzbereich genutzt werden, muss
ihr Verhalten extrapoliert werden, was zu weiteren Fehlerquellen führt. Wie
in Abbildung 3.17 gezeigt, sagen dadurch diese Transistormodelle das Tran-
sistorverhalten nicht so verlässlich voraus, dass damit alle instabilen Ver-
stärkerentwürfe erkannt und vermieden werden können.
Im Rahmen dieser Arbeit wurde daher ein Konzept entwickelt, das EMFS
und Messungen geeignet kombiniert und so den zuverlässigen Entwurf von
Verstärkern im hohen mmW-Frequenzbereich ermöglicht. Zur Modellie-
rung wurde der Transistor aufgespalten in einen rein passiven Teil, dessen
Verhalten durch Zuleitungen etc. gegeben ist und einen aktiven Teil. Der
passive Transistor wurde auf Basis von EMFS bis 325GHz untersucht und
modelliert, was eine sehr akkurate Beschreibung des passiven Netzwerks
ermöglichte. Dieses Netzwerk wurde durch den intrinsischen, aktiven Tran-
sistor vervollständigt, der messtechnisch bis 110GHz bestimmt wurde. Die
Genauigkeit der Modelle wurde zuerst bis 110GHz und anschließend bis
325GHz überprüft und bestätigt. Es hat sich gezeigt, dass die in der Arbeit
entworfenen Modelle in der Lage sind die Instabilitäten, die mit den bislang
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verfügbaren Modellen nicht erkannt werden konnten, voraus zu sagen. Sie
erlauben somit, zusammen mit den entworfenen Leitungsmodellen, den ver-
lässlichen Entwurf von Verstärkern im hohen mmW-Frequenzbereich, der
im anschließenden Kapitel verfolgt wird.
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4. Entwurf von monolithisch integrierten
Leistungsverstärkern
In diesem Kapitel werden die Ergebnisse der beiden vorhergehenden Ka-
pitel genutzt, um damit Leistungsverstärker im Frequenzbereich von 200
bis 325GHz zu entwerfen. Dies ist nur aufgrund der im Rahmen dieser
Arbeit entworfenen Leitungs- und Transistormodelle möglich, deren Genau-
igkeit bis 325GHz bestätigt wurde. Die entworfenen Verstärker und die da-
mit verbundenen Entwurfsgedanken und -kriterien werden in Abschnitt 4.7
präsentiert. Die dort vorgestellten Verstärker nutzen einen neuartigen Leis-
tungsteiler, der erst das Verstärkerkonzept und die damit erzielbaren Aus-
gangsleistungen erlaubt. Dieser wird in Abschnitt 4.6 präsentiert, nachdem
verschiedene Leistungsverstärkerkonzepte in Abschnitt 4.5, die Grundlagen
des Verstärkerentwurfs in Abschnitt 4.1 und die zur Charakterisierung der
Verstärker genutzte Messtechnik in Abschnitt 4.2 vorgestellt wurden.
Der Abschnitt 4.3.1 ist zum Entwurf von Leistungsverstärkern von besonde-
rer Bedeutung, da dort Methoden zur Steigerung der Ausgangsleistung von
Transistoren untersucht und angewandt werden. Die Stabilität von Leistungs-
verstärkern steht im Fokus von Abschnitt 4.4, wo zuerst unterschiedliche
Stabilitätskriterien vorgestellt werden. Anschließend wird ein geeignetes
Verfahren so erweitert, dass es alle Anforderungen erfüllt, welche diese
Arbeit stellt.
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4.1. Grundlagen des Entwurfs von Leistungsverstärkern
Zur Beschreibung und zum Entwurf von Leistungsverstärkern sind verschie-
dene Grundlagen notwendig, die im Folgenden vorgestellt werden. Es wer-
den Kenngrößen eingeführt, mit denen die Leistungsfähigkeit von Verstär-
kern angegeben werden kann und mit denen unterschiedliche Verstärker
verglichen werden können. Es handelt sich dabei um lineare Kenngrößen,
wie Kleinsignalverstärkung und deren Welligkeit, wie auch um Kenngrößen,
die das Großsignalverhalten der Schaltung beschreiben. Die Relevanz der
einzelnen Größen für die Anwendung der Verstärker als Sendeverstärker für
Radar- und Kommunikationssysteme steht dabei immer im Fokus.
Zuvor aber wird auf Leistungsverstärkerklassen eingegangen, die entschei-
dend die Linearität, Effizienz und die maximale Arbeitsfrequenz eines Ver-
stärkers bestimmen.
Verstärker Klassen In dieser Arbeit werden alle Transistoren im Klas-
se A Arbeitspunkt betrieben. In Klasse A Betrieb ist der Transistor zu jedem
Zeitpunkt aktiv und arbeitet als spannungsgesteuerte Stromquelle. Bei aus-
reichend geringer und sinusförmiger Eingangsleistung sind die Ausgangs-
ströme und -spannungen sinusförmig. Das ist also der Betrieb, der das li-
nearste Verhalten erlaubt. Zusätzlich ermöglicht dieser Betrieb eine hohe
Verstärkung und den Betrieb des Transistors bis nahe an die Grenzfrequen-
zen. Im Gegensatz dazu wird in Klasse B der Transistor bei einer Gate-
Spannung betrieben, die der Schwellspannung entspricht und der Transis-
tor ist nur die Hälfte der Eingangssignalperiode aktiv. Der Ausgangs-Drain-
Strom ist dadurch ein Halbsinus und der Verstärker ist in diesem Betrieb
effizienter. Allerdings schränkt der Klasse B Betrieb die Linearität ein und
reduziert die maximale Arbeitsfrequenz. Dies oder ähnliches gilt für alle
weiteren Betriebsmodi [Wal12]. Da hohe Betriebsfrequenzen, hohe Lineari-
tät und Ausgangsleistung Ziel dieser Arbeit sind, wird auf Maßnahmen zur
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Steigerung der Effizienz verzichtet und alle Schaltungen werden in Klasse A
betrieben. Auf diesen Betrieb konzentrieren sich die im Folgenden vorge-
stellten Kenngrößen, die daher teilweise nur für Verstärker gültig sind, die
in Klasse A betrieben werden.
Die Zielwerte der Größen ergeben sich aus den Anwendungen, für die Ver-
stärker vorgesehen sind, wobei Pegelplanberechnungen die Größen wie
Verstärkung und Ausgangsleistung bestimmen. Da im Gesamtsystem die
entworfenen Verstärker mit weiteren Systemkomponenten integriert oder
kombiniert werden, müssen auch Größen wie Anpassung (also Rückfluss-
dämpfung) und Isolierung etc. ausreichend gut sein.
Lineare Kenngrößen Für die Anwendung in Kommunikationssystemen
mit hohen Datenraten müssen Verstärker über eine große absolute Band-
breite verfügen. Diese wird meist als 3-dB Bandbreite B3−dB angegeben,
die als die Bandbreite definiert ist, bei der die Kleinsignalverstärkung um
3 dB im Vergleich zum Maximum abgefallen ist. Die relative Bandbreite






Damit ein Signal verzerrungsfrei verstärkt werden kann, muss die Ampli-
tude der Kleinsignalverstärkung über der Frequenz konstant sein, also ei-
ne geringe Welligkeit aufweisen. Außerdem sollte die Phase eine lineare
Funktion der Frequenz sein, da eine lineare Phase eine konstante Verzö-
gerung des verstärkten Signals darstellt und es somit nicht verzerrt wird.
Beide Effekte verursachen bei der Übertragung von komplexmodulierten
Daten eine Verzerrung der Phasen- und Amplitudeninformation [RAC+02].
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Nach [TKH+08] darf für eine verzerrungsfreie Übertragung die Verände-
rung der Gruppenlaufzeit maximal 20% der Symbollänge betragen. Die
Gruppenlaufzeit τGD ist gegeben durch [PC03]:
τGD =−∂ (∠S21)∂ω (4.2)
wobei∠(S21) derWinkel der Kleinsignalverstärkung S21 und f die Frequenz
ist. Wenn ein On-Off-Keying moduliertes Signal mit einer Datenrate von
40Gbit/sec übertragen werden soll, darf die Änderung der Gruppenlaufzeit
τGD nicht größer als 5 ps sein.
Damit die entworfenen Verstärker in ein Gesamtsystem integriert werden
können müssen sie ein- und ausgangsseitig auf 50Ω angepasst werden.
Nichtlineare Kenngrößen Im Kleinsignalbetrieb ist das Ausgangssi-
gnal linear abhängig vom Eingangssignal, d.h. eine lineare Steigerung der
Eingangsleistung führt auch zu einer linearen Steigerung der Ausgangsleis-
tung. Wird die Eingangsleistung weiter erhöht entstehen Harmonische, die
das Ausgangssignal verzerren und deren Leistung nicht mehr der Funda-
mentalen zur Verfügung steht.
Der 1-dB Kompressionspunkt ist ein Maß für genau dieses Verhalten und ist
definiert als die Verstärkung G1−dB, bei der die auftretenden Nichtlinearitä-
ten des Transistors die Verstärkung um 1 dB gegenüber der linearen Klein-
signalverstärkung reduziert haben. Die damit verbundene Ausgangsleistung
Paus,1−dB in dBm ergibt sich mit der Eingangsleistung Pein,1−dB zu:
Paus,1−dB = Pein,1−dB+G1−dB (4.3)
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Eine große lineare Ausgangsleistung ist notwendig um amplitudenmodulier-
te Signale verzerrungsfrei übertragen zu können. Aus diesem Grund sind
die mit dem 1-dB Kompressionspunkt verbundenen Größen für diese Ar-
beit von besonderer Wichtigkeit. Die Messaufbauten zur Bestimmung der
Größen werden in Abschnitt 4.2 beschrieben.
Die Sättigungsausgangsleistung Paus,sat ist definiert als die Ausgangsleis-
tung, bei der eine Steigerung der Eingangsleistung zu keiner weiteren Stei-
gerung der Ausgangsleistung führt. Da mit der verfügbaren Messausrüstung
nicht ausreichend Eingangsleistung zur Verfügung steht um damit das Sätti-
gungsverhalten zu beobachten, findet im Rahmen dieser Arbeit die Kennzahl
Paus,sat keine Beachtung. Es findet statt dessen Paus,max Verwendung, was die
maximale Ausgangsleistung angibt, die mit dem gegebenen Messaufbau
erreicht werden kann.
Eine Verzerrung des Ausgangssignals findet auch durch Mischprodukte
statt [Cri07], die entstehen, wenn mehr als ein sinusförmiges Signal auf
den Eingang eines nichtlinearen Verstärkers gegeben werden. Es ergeben
sich dann am Ausgang, zusätzlich zu den Eingangssignalen, Mischprodukte
(englisch: intermodulation product), wobei bei Zweitonanregung die Misch-
produkte dritter Ordnung von besonderem Interesse sind, da diese meist in
die Verstärkerbandbreite fallen und damit das Ausgangssignal stören. Trotz
ihrer Relevanz sind im Rahmen dieser Arbeit keine Messungen zur Bestim-
mung der Mischprodukte möglich, da die verfügbare Messausstattung dies
nur bis ca. 30GHz erlaubt.
Die Effizienz eines Verstärkers kann auf viele unterschiedliche Arten ange-
geben werden. Die häufigsten sind die Drain-Effizienz ηdrain, die Leistungs-
effizienz (englisch: power added efficiency, PAE) und die gesamte Effizienz
ηgesamt [RAC+02]. Meist findet in der Literatur nur die PAE Beachtung,
die auch in dieser Arbeit ausschließlich genutzt wird um die Effizienz der
untersuchten Verstärker zu beschreiben.
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Dabei ist PHF,ein die Eingangs- und PHF,aus ist die Ausgangsleistung des
Verstärkers. Die Gleichspannungsverlustleistung ist durch PDC gegeben.
4.2. Messtechnik zur Charakterisierung von
Leistungsverstärkern
Die Messtechnik dient in dieser Arbeit zum einen als Basis des intrinsi-
schen Transistormodells. Sie dient auch dazu die Genauigkeit der entwi-
ckelten Modelle zu überprüfen und die Leistungsfähigkeit der entworfenen
Schaltungen zu ermitteln. Dafür sind verlässliche Messungen notwendig,
mit denen das Kleinsignalverhalten, d.h. die S-Parameter und das Groß-
signalverhalten, wie z.B. die Kompression, bestimmt werden können. Im
Folgenden wird zuerst darauf eingegangen wie prinzipiell die S-Parameter
bestimmt werden. Obwohl diese im Rahmen dieser Arbeit für verschiede-
ne Schaltungen in verschiedenen Frequenzbereichen ermittelt werden, ist
das prinzipielle Vorgehen immer gleich. Im Anschluss werden verschiedene
Aufbauten vorgestellt, mit denen das Großsignalverhalten der entworfenen
Verstärker untersucht wird. Auch hier soll nur das Messprinzip vorgestellt
werden.
Untersuchung des Kleinsignalverhaltens Im Rahmen dieser Arbeit
werden Messungen bis 325GHz durchgeführt. Kommerziell erhältliche
Messgeräte sind nicht in der Lage diesen Frequenzbereich durchgängig
abzudecken. Die Messungen finden daher in getrennten Frequenzbändern
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Abbildung 4.1.: Schematische Darstellung des genutzten Messaufbaus zur Bestim-
mung des Kleinsignalverhaltens der MMIC.
statt [FDS+06,FSP+12]. Der prinzipielle Messaufbau ist in Abbildung 4.1
zu sehen. Der verfügbare Frequenzbereich des Netzwerkanalysators wird
mit Frequenzerweiterungsmodulen vergrößert. Bis 110GHz folgen diesen
Modulen koaxiale Wellenleiter, darüber hinaus Hohlleiter, die das Signal
zu den Messspitzen führen. Die Messspitzen wiederum stellen einen Koax-
oder Hohlleiter zu CPW Übergang dar, mit denen Schaltungen kontaktiert
werden können. Die Kalibrierung des S-Parameter Messsystems findet bis
zur Messspitze statt und die Referenzebene nach Kalibrierung liegt am Ende
der Messspitze. Dafür werden von den Herstellern der Messspitzen zur Ver-
fügung gestellte Substrate genutzt (englisch: impedance standard substrate,
ISS). Mit Hilfe der ISS und Methoden wie LRRM oder TRL [LM07] findet
die Kalibrierung statt.
Untersuchung des Großsignalverhaltens Der prinzipielle Aufbau des
genutzten skalaren Großsignalmessplatzes ist in Abbildung 4.2 gegeben.
Ein kommerzieller Signalgenerator speist einen kommerziell verfügbaren
Frequenzvervielfacher mit integriertem Leistungsverstärker (englisch: sour-
ce module). Das so erzeugte Signal wird gegebenenfalls weiter verstärkt
und anschließend in den gewünschten Frequenzbereich vervielfacht, wo
es gegebenenfalls erneut verstärkt wird. Anschließend wird das Signal mit
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Abbildung 4.2.: Schematische Darstellung des genutzten Messaufbaus zur Bestim-
mung des Großsignalverhaltens der MMIC.
Hilfe von Messspitzen der Schaltung zugeführt. Ausgangsseitig ist erneut
eine Messspitze angeschlossen, die das Signal einem Leistungsmessgerät
zuführt. Da dieses nur in der Lage ist absolute Leistungspegel zu messen,
sind mit diesem Aufbau nur skalare und keine vektoriellen Messungen mög-
lich. Gegebenenfalls werden Isolatoren zwischen den einzelnen Kompo-
nenten eingesetzt. Diese verhindern Oszillationen und kompensieren die
teilweise nicht ausreichende Rückflussdämpfung der Komponenten. Die-
ser Aufbau ist komplett in Hohlleitertechnik ausgeführt. Die Kalibrierung
des Leistungspegels erfolgt skalar. Dafür werden zuerst die Messspitzen
entfernt und die an der eingangsseitig angeschlossenen Spitze verfügbaren
Leistungspegel aufgenommen. Es wird auf diese Referenzebene kalibriert.
Anschließend werden die Messspitzen angeschlossen und ein kurzes Stück
Leitung kontaktiert, dessen Verluste vernachlässigbar sind. Nun werden die
Verluste dieses Systems bestimmt, das sich aus der Summe der Übergangs-
verluste der Spitzen ergibt. Eine Kalibrierung auf die Messspitzen findet
statt, indem die Annahme getroffen wird, dass die Messspitzen identisch
sind, d.h. die gleichen Verluste auftreten. Die Leistungspegel werden ent-
weder mit Dioden-Detektoren oder Kalorimetern gemessen [Eri99]. Beide
Systeme messen die gesamte im Frequenzbereich einfallende Leistung, d.h.
sie sind nicht geeignet um damit Intermodulationsmessungen auszuwerten.
Insgesamt muss festgestellt werden, dass die mögliche Genauigkeit dieses
Aufbaus geringer ist als die von S-Parameter Messungen. Es können Fehler
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entstehen durch ein fehlerhaftes Rückrechnen der Messspitzen. Die Verluste
können fehlerhaft oder unzureichend bestimmt werden. Außerdem ist nicht
anzunehmen, dass beide Spitzen komplett identisch sind und somit identi-
sche Verluste aufweisen. Dies sind systematische Fehler. Außerdem besteht
eine Unsicherheit beim Leistungspegel den die Signalquelle zur Verfügung
stellt und beim gemessenen Pegel, den das Leistungsmessgerät anzeigt. Bei-
de Pegel können zufälligen Schwankungen unterliegen, die nicht verhindert
werden können.
In [FGS+08] wurden die systematischen und zufälligen Fehler abgeschätzt.
Dort hat sich gezeigt, dass Fehler von ≈±0,5 dB auftreten können. Da dort
ein ähnlicher Aufbau genutzt wurde, ist dieser Fehler auch für die in dieser
Arbeit gezeigten Leistungsmessungen zu erwarten.
4.3. Anwendung von Methoden zur Steigerung der
Ausgangsleistung
Da die Serienschaltung von Verstärkerstufen lediglich für die Höhe der
Verstärkung verantwortlich ist, allerdings nicht die maximale Ausgangsleis-
tung beeinflusst, müssen entweder spezielle Methoden zur Steigerung der
Ausgangsleistung angewandt oder mehrere Transistorstufen parallelisiert
werden, um so den verfügbaren Strom und damit die verfügbare Ausgangs-
leistung zu steigern.
Im Folgenden wird gezeigt, dass Methoden, die bei geringen Arbeitsfre-
quenzen erfolgreich zur Steigerung der Ausgangsleistung eingesetzt wer-
den können, im hohen mmW-Frequenzbereich nicht mehr vorteilhaft sind
und eine Steigerung der Ausgangsleistung nur durch Parallelisierung von
Transistorstufen und einer geeigneten Dimensionierung der einzelnen Tran-
sistorstufen erfolgen kann.
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Großsignalanpassung Bei einem Kleinsignalverstärker werden Eingang
und Ausgang der Schaltung so angepasst, dass maximaler Leistungstransfer
möglich ist. Dieser ist gegeben, wenn die Abschlüsse konjugiert-komplex
angepasst sind.
Bei einem LNA wird der Eingang des Transistors nicht nur auf Leistungs-
transfer angepasst, sondern auch so, dass der Verstärker das Signal beson-
ders rauscharm verstärkt, d.h. nur wenig Rauschen dem Signal hinzufügt.
Die Rauschparameter Rn, Fmin und Γopt bestimmen dabei das Rauschverhal-
ten, wobei Γopt die Impedanz angibt, die geringes Rauschen erlaubt. Wird
ein Transistor darauf angepasst, so ist der entstehende LNA sehr rauscharm.
Ein ähnliches Vorgehen gibt es bei Leistungsverstärkern, wo es eine La-
stimpedanz gibt, die, wenn der Verstärker darauf angepasst ist, zur höchst
möglichen Ausgangsleistung führt.
Wie in Abschnitt 3.1 beschrieben wurde, muss beim klassischen Entwurf
von Leistungsverstärken, der möglich ist solange die Arbeitsfrequenzen der
Verstärker deutlich kleiner als die Grenzfrequenzen der Transistoren sind,
der Ausgang eines Transistors für maximale Ausgangsleistung nicht konju-
giert-komplex angepasst werden, sondern so, dass die entstehende Lastge-
rade den größten Spannungs- und Stromhub ermöglicht. Von dieser verein-
fachten Betrachtung ausgehend lassen sich so genannte Leistungshöhenlini-
en (englisch: load contours) entwickeln [Cri83]. Diese entstehen, indem im
Smith-Diagramm die Kurven für gegebene feste Verstärkungspegel einge-
tragen werden, die sich bei einer konstanten Eingangsleistung ergeben. Die
Kurven lassen sich in Messung und Simulation erzielen, indem die Lastim-
pedanz des Transistors innerhalb des kompletten Smith-Diagramms variiert
wird. Dieser Vorgang wird daher englisch Load-Pull genannt [Tak76].
In Abbildung 4.3 ist der schematische Aufbau eines Load-Pull Systems zu
sehen. Der zu untersuchende Transistor, in diesem Fall ein Transistor in CS
Anordnung, wird eingangsseitig mit der Quelle verbunden, die bei einer ge-
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Abbildung 4.3.: Schematische Darstellung eines Systems zur Load-Pull Untersu-
chung von Transistoren.
gebenen Frequenz eine gegebene Eingangsleitung PHF,ein bereit stellt. Die
Verbindung kann entweder direkt erfolgen oder über ein Eingangsanpass-
netzwerk (EAN) so dass der Transistor am Eingang leistungsangepasst ist.
Zur Untersuchung des Großsignalverhaltens wird dann der am Ausgang des
Transistors anliegende Reflexionsparameter ΓLast variiert und anhand der an

















Abbildung 4.4.: Darstellung von Höhenlinien, die sich für Klein- und Großsignalver-
stärkung und Effizienz ergeben. Die Kurven repräsentieren keinen
physikalischen Transistor, sondern sind generische Kurven zur Ver-
deutlichung des Prinzips.
Daraus entstehen die in Abbildung 4.4 für einen beispielhaft gewählten Tran-
sistor gezeigten Höhenlinien. Es sind die Kurven konstanter Verstärkung bei
Kleinsignalbetrieb (KS-Verstärkung), Großsignalbetrieb (GS-Verstärkung)
und für die PAE bei GS-Verstärkung gegeben. Die Maxima der Höhenlinien
geben immer den Reflexionsparameter an, für den maximale Verstärkung
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bzw. Effizienz erzielt werden kann. Jede der sich um den Mittelpunkt aus-
breitenden Linien stellt eine Verringerung der Verstärkung, bzw. Effizienz,
um einen festgelegten Wert dar. Beim skizzierten Szenario kann beobach-
tet werden, dass sich der Wert für maximale KS-Verstärkung von dem für
maximale GS-Verstärkung unterscheidet, der sich wiederum von dem für
maximale PAE unterscheidet. Beim Schaltungsentwurf ist es also wichtig zu
wissen welche Eingangsleistung erwartet wird um das Ausgangsnetzwerk
entsprechend zu gestalten.
Wie in Abschnitt 3.2 gezeigt wurde besteht ein Transistor ausgangsseitig
nicht nur aus einer idealen Stromquelle, sondern bettet diese in Kapazitäten
und Induktivitäten ein, die durch das intrinsische und extrinsische Netzwerk
gegeben sind. Dadurch ist der Ansatz, die Ausgangsleistung zu steigern
indem die Lastgerade optimiert wird, nicht anwendbar und Load-Pull Mes-
sungen bei der Arbeitsfrequenz sind notwendig um das Großsignalverhalten
das Transistors zu bestimmen [RAC+02].
Da kommerzielle Load-Pull Systeme nur bis ca. 110GHz verfügbar sind,
können im hohen mmW-Frequenzbereich keine Load-Pull Messungen zur
Optimierung des Verstärkerverhaltens durchgeführt werden [Mau]. Load-
Pull Untersuchungen anhand von Simulationen sind möglich, setzen aber
verlässliche Großsignalmodelle voraus. Diese werden in der Regel anhand
von Gleichspannungsmessungen und einem umfangreichen Satz von S-Pa-
rameter Messungen erstellt. Wie bei Kleinsignalmodelle, werden hier nur
Messungen bis 110GHz genutzt, da bei höheren Frequenzen die Genau-
igkeit der Messsysteme keine verlässliche Modellbasis bietet. Bei Großsi-
gnalmodellen muss also auch einer Extrapolierung des Transistorverhaltens
vertraut werden, was, wie im Folgenden gezeigt wird, nur beschränkt mög-
lich ist.
Im folgenden Abschnitt wird daher das Load-Pull Verhalten der genutzten
mHEMT Technologie messtechnisch überprüft.
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4.3.1. Messtechnische Untersuchung der
Großsignalanpassung von Transistoren
Im Rahmen dieser Arbeit wurde bei 140GHz experimentell, also messtech-
nisch, überprüft, ob eine spezielle Großsignalanpassung beim Entwurf von
Leistungsverstärkern im hohen mmW-Frequenzbereich mit der genutzten
Transistortechnologie sinnvoll ist. Eine ausführliche Diskussion der Ergeb-
nisse ist in [DMW+11] zu finden. Die Frequenz von 140GHz und die
100 nm Gate-Länge mHEMT Technologie wurden aus verschiedenen Grün-
den gewählt. Die Frequenz ergibt sich aufgrund der verfügbaren Messsys-
teme, die bei dieser Frequenz noch so verlässlich sind und noch so viel
Ausgangsleistung bereit stellen können, dass die folgenden Untersuchun-
gen überhaupt möglich sind. Bei höheren Frequenzen nimmt sowohl die
Zuverlässigkeit der Systeme als auch die Eingangsleistung ab, die zur Un-
tersuchung der Schaltungen zur Verfügung steht. Die Mittenfrequenz der
Teststruktur ist etwa bei der Hälfte der Grenzfrequenzen fT = 220GHz und
fmax = 300GHz der genutzten Technologie. Die so getroffenen Erkenntnis-
se sind dadurch übertragbar auf die in dieser Arbeit genutzten Transistoren
und entworfenen Schaltungen, die mHEMT mit 35 oder 50 nm Gate-Län-
ge nutzen. Für die Testschaltung wurde ein mHEMT des Fraunhofer IAF
mit einer Gate-Länge von 100 nm eingangsseitig konjugiert-komplex auf
50Ω angepasst. Ausgangsseitig wurde er mit Hilfe von zwei monolithisch
integrierten Schaltern so angepasst, dass durch eine Variation der beiden
Schalter-Steuerspannungen die dem Transistor präsentierte Lastimpedanz
verändert werden kann.
Ein Foto der Testschaltung, die eine Größe von 1,0×0,75mm2 hat, ist in
Abbildung 4.5b zu sehen. Der Kern der Schaltung ist der Transistor T1 in
CS Anordnung, der zwei parallele Gate-Finger mit einer Einzelweite von
30 μm nutzt. Die Versorgungsspannungen des Transistors werden über die
Messspitzen zugeführt.
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Abbildung 4.5.: (a) Ersatzschaltbild der Testschaltung. (b) Foto der Testschal-
tung mit der Größe 1,0×0,75mm2. (c) Simulierte Kurven von
konstanter Klein- und Großsignalverstärkung und simulierter Be-
reich, in dem die Lastimpedanz der Teststruktur variiert werden
kann [DMW+11].
Da der untersuchte mHEMT nicht unilateral ist und sich Änderungen am
Ausgangsanpassnetzwerk (AAN) am Eingang des Transistors bemerkbar
machen, muss das Eingangsanpassnetzwerk (EAN) entsprechend dimensio-
niert werden. Es nutzt serielle und parallele Leitungen und die Kapazität
C1 zur Leistungsanpassung. Durch dieses mehrstufige Netzwerk ist der Ein-
gang immer sehr gut leistungsangepasst, selbst wenn das Verhalten des AAN
variiert wird.
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Das Ausgangsnetzwerk nutzt zur Anpassung neben seriellen und parallelen
Leitungen auch einen kapazitiv geladenen Schalter gegen Masse (S1) und
einen zweiten Schalter gegen Masse (S2). S2 ist mit Hilfe der Kapazität C2
gleichspannungsentkoppelt, sodass die Drain-spannung des Transistors T1
durch S2 nicht kurzgeschlossen wird. Die in den Schaltern auftretenden Ka-
pazitäten und Induktivitäten werden gemeinsam mit den Leitungen genutzt
um den Transistor T1 anzupassen.
Durch eine Veränderung der Schalterspannungen Vser und Vpar kann das
Verhalten von S1 und S2 und somit das Verhalten des AAN gesteuert wer-
den. Dadurch wird auch ΓLast geändert, d.h. es findet ein Load-Pull statt. Das
EAN und AANwurden so gestaltet, dass die Testschaltung immer mit besser
als 6 dB angepasst ist. Der Bereich im Smith-Diagramm, der durch die Än-
derung der Steuerspannungen abgedeckt werden kann, wurde simuliert und
ist in Abbildung 4.5c durch die Punktewolke dargestellt. Zusätzlich sind die
simulierten Höhenlinien für konstante Verstärkung bei Kleinsignalbetrieb
und bei einer Eingangsleistung von 4 dBm dargestellt. Es ist zu erkennen,
dass sich die beiden Kurven eindeutig unterscheiden und bei unterschiedli-
chen Reflexionsparametern ihre Maxima haben. Jede Kurve entspricht der
Verringerung der Verstärkung um 1 dB.
In den Abbildungen 4.6a-b sind die gemessenen und auf den Maximal-
wert normierten Verstärkungen für alle Steuerspannungen bei einer Ein-
gangsleistung von -20 und +4 dBm aufgetragen. Bei der Eingangsleistung
von -20 dBm ist der Transistor im Kleinsignalbetrieb. Messungen haben
gezeigt [DMW+11], dass bei einer Eingangsleistung von +4 dBm die Test-
schaltung bereits ca. 6 dB in Kompression, also im Großsignalbetrieb ist.
Die Eingangsleistung von +4 dBm stellt dabei die Quellenleistung dar. Durch
die gute Kleinsignal-Eingangsanpassung von besser als 6 dB ist die am
Transistor aufgenommene Leistung nur unwesentlich geringer. Die Nor-
mierung wurde dabei auf die linearen Größen der Verstärkung und nicht
die logarithmischen Größen angewandt. Die gemessene normierte Kleinsi-
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Abbildung 4.6.: Gemessene und aufs jeweilige Maximum normierte (a) Klein- und
(b) Großsignalverstärkung im gesamten Aussteuerbereich. Die Mes-
sungen fanden bei 140GHz an einem Transistor mit 100 nm Gate-
Länge und 2×30 μm Gate-Weite statt.
gnalverstärkung hat ihr Maximum wenn beide Steuerspannungen 0V sind,
während die gemessene normierte Großsignalverstärkung ihr Maximum hat,
wenn beide Steuerspannungen 0,1V sind. Es kann aber vor allem beobach-
tet werden, dass sich das gemessene Klein- und Großsignalverhalten im
gesamten Bereich der Steuerspannungen nicht nennenswert unterscheidet,
obwohl ein deutlich unterschiedliches Verhalten durch die Simulationen
vorhergesagt wurde. Durch die Veränderung der Steuerspannungen von der
besten Kleinsignalverstärkung zur besten Großsignalverstärkung ist ledig-
lich eine Vergrößerung der Verstärkung um 0,03 Prozentpunkte möglich.
Auf die gemessenen Verstärkungswerte angewandt bedeutetet dies, dass da-
mit nur eine Steigerung der Ausgangsleistung um 0,2 dBm möglich ist. Die
Untersuchung der Teststruktur zeigt also messtechnisch, dass eine speziel-
le Großsignalanpassung nicht vorteilhaft ist, da die verfügbare maximale
Ausgangsleistung unter Berücksichtigung von Fehlanpassung und Einfü-
gedämpfung annähernd konstant bleibt, während sie sich in der Simulation
auf Basis der im Vorfeld der Arbeit verfügbaren Großsignalmodelle deutlich
ändert.
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Aufgrund der nicht zu vernachlässigenden Großsignalmodellungenauigkeit,
der Prozessvariation und den zitierten Untersuchungen findet im Rahmen
dieser Arbeit keine besondere Großsignalanpassung statt. Die Ausgangs-
leistung der Verstärker wird nur durch eine geeignete Parallelisierung von
Transistoren erreicht, welche die verfügbare Ausgangsleistung steigern.
4.3.2. Geeignete Transistorgrößen für maximale
Ausgangsleistung
Da, wie gezeigt, die verfügbaren Großsignalmodelle von Transistoren keine
ausreichend verlässliche Grundlage bilden, um damit Verstärker zu entwer-
fen, wurde in [DKM+10,DKM+11] messtechnisch untersucht welche Tran-
sistorgrößen für Schaltungen mit großer Ausgangsleistung im Frequenzbe-
reich um 210GHz vorteilhaft sind. Es wurden dafür Transistoren mit unter-
schiedlicher Gate-Weite und zwei bzw. vier parallelen Fingern untersucht.
Abbildung 4.7.: Foto der untersuchten Teststrukturen in CPWG50u Umgebung.
Da die genutzten Transistoren im untersuchten Frequenzbereich nicht auf
die Systemimpedanz von 50Ω angepasst sind, kann keine oder nur wenig
Verstärkung beobachtet werden. Deshalb wurden in diesem Abschnitt Tran-
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sistoren mit zusätzlichem Eingangs- und Ausgangsanpassnetzwerk gemes-
sen, wobei die Netzwerke serielle Leitungen unterschiedlicher Länge und
Impedanz in CPWG50u Umgebung nutzen. Die untersuchten Teststrukturen
sind in Abbildung 4.7 zu sehen.
Da im vorherigen Kapitel gezeigt wurde, dass eine spezielle Großsignalan-
passung nicht zu signifikant mehr Ausgangsleistung im Vergleich zur Klein-
signalanpassung führt, sind alle in diesem Abschnitt untersuchten Transis-
torteststrukturen konjugiert-komplex, d.h. leistungsangepasst.
Wie in [DKM+11] zu sehen ist, verfügen alle Strukturen über eine gute
Anpassung von ca. 10 dB bei ihrer Mittenfrequenz. Alle Strukturen ver-
fügen über etwa die gleichen Leitungsverluste am Ein- und Ausgang von
ca. 0,7 dB. Durch die gute Anpassung, die gleichen Leitungsverluste und
die Tatsache, dass alle Strukturen mit den gleichen Messsystemen und Ka-
librierungen charakterisiert wurden, ist ein Vergleich der Messergebnisse
zulässig. Durch den Vergleich der Ergebnisse können also messtechnisch
die zum Entwurf von Leistungsverstärkern am besten geeigneten Transistor-
größen bestimmt werden. Auch bei diesem Vergleich finden mHEMT mit
einer Gate-Länge von 100 nm Anwendung, die sich durch die besondere
Reproduzierbarkeit der Ergebnisse auszeichnen. In den Messungen wurden
alle Transistoren bei ihrer Mittenfrequenz, die bei 210GHz liegt und der
Gate-Spannung für maximale Kleinsignalverstärkung gemessen.
Die Messergebnisse sind in Abbildungen 4.8a-c zu finden, wobei Abbil-
dung 4.8a die lineare Ausgangsleistung Paus,1−dB über der mit der Teststruk-
tur maximal gemessenen Verstärkung darstellt und in Abbildung 4.8b die
auf die Gate-Weite normierte lineare Ausgangsleistung über der mit der
Schaltung maximal erreichbaren Verstärkung, d.h. der Kleinsignalverstär-
kung aufgetragen ist.
Es ist zu sehen, dass bei 210GHz Transistoren mit zwei parallelen Fingern
immer über die bessere Leistungsdichte und über eine höhere absolute Aus-
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Abbildung 4.8.: (a) Gemessene absolute und (b) auf die Gate-Weite normierte Aus-
gangsleistung über der maximal erzielbaren Verstärkung und (c)
PAE für verschiedene Teststrukturen. In (c) ist auch die bei max.
PAE verfügbare Ausgangsleistung angegeben. Die Messungen fan-
den alle bei 210GHz an leistungsangepassten Transistoren mit einer
Gate-Länge von 100 nm statt.
gangsleistung als Transistoren mit vier parallelen Fingern verfügen. In den
Abbildungen 4.8a-b ist auch gezeigt, dass die verfügbare Ausgangsleistung
mit der Gate-Weite zunimmt, d.h. je größer die Gate-Weite, desto größer ist
die verfügbare Ausgangsleistung. Es ist auch zu sehen, dass die Ausgangs-
leistungsdichte, d.h. die Ausgangsleistung bezogen auf die Gate-Weite über
einen weiten Bereich relativ konstant ist.
Zusätzlich ist in Abbildung 4.8c die mit der jeweiligen Struktur maximal
gemessene PAE über der absoluten Gate-Weite aufgetragen, die sich als das
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Produkt aus der Anzahl der parallelen Fingern multipliziert mit der Einzel-
fingerweite ergibt. Es ist zu beobachten, dass die Effizienz mit steigender
Gate-Weite abnimmt und dass 2×30 μm und 4×15 μm Transistoren, welche
die gleiche absolute Gate-Weite besitzen, auch eine sehr vergleichbare PAE
aufweisen. Allerdings wurde bereits gezeigt, dass der zwei-Finger Tran-
sistor über eine größere lineare Ausgangsleistung verfügt, weshalb er im
Vorteil gegenüber dem vergleichbaren vier-Finger Transistor ist. Dies wird
weiter verdeutlicht indem zusätzlich zur PAE die bei der Eingangsleistung,
die zur maximalen PAE führt, auch die bei der Eingangsleistung verfügbare
Ausgangsleistung angegeben ist. Hier sind erneut zwei-Finger Transistoren
zu bevorzugen. Aus diesen Gründen finden in dieser Arbeit nur mHEMT
mit zwei parallelen Fingern Anwendung. Außerdem wurde die Gate-Weite
so groß wie möglich gewählt um die Ausgangsleistung zu maximieren. Auf
der anderen Seite wurde die Gate-Weite so klein gewählt, dass die Transis-
toren noch ausreichend Verstärkung aufweisen. Zusätzlich ist es so, dass
kleine Gate-Weiten meist auch geringere Gütefaktoren bei Anpassnetzwer-
ken und somit höhere Bandbreiten und eine verbesserte Phasenlinearität
erlauben [RAC+02].




























Abbildung 4.9.: Simuliertes MAG/MSG Verhalten von Transistoren in CS und Kas-
kode Anordnung mit zwei parallelen Fingern und einer Einzelfin-
gerweite von 10 bis 30 μm
Die geeignete Transistor Gate-Weite wurde auch mit Hilfe von Simulationen
anhand der Parameter MSG/MAG untersucht. Wie in Abschnitt 3.1 beschrie-
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ben, geben diese Parameter die Verstärkung von Transistoren an, die bei
eingangs- und ausgangsseitiger Leistungsanpassung maximal erzielt wer-
den kann, bzw. darf, ohne Instabilitäten zu verursachen. Bis zu der Frequenz
fmax, wo MSG/MAG = 0 dB wird, ist der Transistor in der Lage bei geeig-
neter Anpassung ein einkommendes Signal zu verstärken. Abbildung 4.9
zeigt MSG/MAG in dB über der logarithmisch aufgetragenen Frequenz für
Transistoren in Common-Source und Kaskode Anordnung. Die Transisto-
ren verfügen alle über eine Gate-Länge von 50 nm und zwei parallele Finger.
Die Einzelfingerweite wird von 10 bis 30 μm variiert und die beiden in einer
Kaskode genutzten Transistoren sind mit einer Leitung der Länge 10 μm und
der Impedanz 50Ω verbunden. Der für diese Arbeit relevante Frequenzbe-
reich von 200 bis 300GHz ist schraffiert markiert. Es ist zu erkennen, dass,
wie bereits beschrieben, Transistoren in Kaskode Anordnung über eine grö-
ßere maximale Verstärkung verfügen. Es ist weiter zu erkennen, dass die
Verstärkung von Transistoren mit einer Einzelfingerweite von 30 μm bereits
gegen 300GHz stark zu fallen beginnt. Diese stellt somit die Obergrenze der
nutzbaren Fingerweiten dar. Für den Entwurf von Leistungsverstärkern im
Frequenzbereich von 200 bis 300GHz, die Transistoren in Kaskode-Anord-
nung mit einer Gate-Länge von 50 nm verwenden, können also Fingerweiten
von maximal 30 μm genutzt werden.
In diesem Abschnitt wurde untersucht, inwieweit klassische Ansätze zum
Entwurf von Leistungsverstärkern, im Rahmen dieser Arbeit angewandt
werden können. Durch Messungen wurde gezeigt, dass spezielle Großsi-
gnalanpassungen der Transistoren im untersuchten Frequenzbereich nicht
vorteilhaft sind und eine Kleinsignalanpassung ausreichend ist. Klassische
Ansätze wie Optimierung der Lastgeraden und erweiterte Ansätze wie Load-
Pull finden daher im Rahmen dieser Arbeit keine Anwendung. Weiter konn-
te durch Messungen gezeigt werden, dass Transistoren mit zwei parallelen
Gate-Fingern über höhere absolute Ausgangsleistungen, höhere Ausgangs-
leistungsdichten und bei kleinen bis mittleren Fingerweiten auch über eine
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bessere PAE als Transistoren mit vier parallelen Gate-Fingern verfügen. Zu-
sätzlich konnten durch Messungen und Simulationen geeignete Fingerwei-
ten bestimmt werden, die zum Entwurf von Leistungsverstärkern im hohen
mmW-Frequenzbereich mit der genutzten mHEMT Technologie geeignet
sind.
4.4. Stabilitätsuntersuchung bei Leistungsverstärkern
Oszillationen in Verstärkern verursachen unerwünschte Spektralanteile am
Ein- und Ausgang der Schaltung, auch wenn kein Eingangssignal anliegt.
Außerdem reduzieren sie deutlich die verfügbare Kleinsignalverstärkung
und können sogar zur Beschädigung oder Zerstörung des MMIC führen.
Untersuchungen um Oszillationen zu verhindern sind daher von größter
Bedeutung beim Entwurf von Leistungsverstärkern. Die Stabilitätsunter-
suchungen müssen im gesamten Frequenzbereich durchgeführt werden, in
dem der Transistor in der Lage ist zu oszillieren, d.h. bis fmax. Ab diesen
Frequenzen verhält sich der Transistor wie ein passives Bauteil und kann
keine Oszillationen mehr verursachen [Wal12].
Es gibt dabei zwei Arten von Oszillationen die auftreten können: Nieder-
frequenzoszillationen, die durch die Spannungszuführung entstehen und
Hochfrequenzoszillationen innerhalb des Hochfrequenzpfads der Schaltung.
Der erste Fall macht es notwendig auch Kapazitäten, Induktivitäten und
Zuführungen im Gleichspannungspfad zu berücksichtigen.
Gewöhnlich wird für Stabilitätsuntersuchungen der Rollettsche Stabilitäts-
faktor K genutzt, der 1962 eingeführt wurde [Rol62]. Ist K > 1 und der
Betrag des Eingangs- und Ausgangs-Reflexionsfaktors der Schaltung klei-
ner Eins, ist die Schaltung unbedingt stabil, d.h. es treten für alle Quell-
und Lastimpedanzen keine Oszillationen auf. Ist K < 1 und der Betrag des
Eingangs- und Ausgangs Reflexionsfaktor der Schaltung kleiner Eins, dann
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ist die Schaltung bedingt stabil, d.h. es gibt durch Stabilitätskreise markierte
Impedanzen, für welche die Schaltung instabil ist. Für alle anderen Impe-
danzen ist die Schaltung stabil [VPR05].
Die Stabilitätsanalyse mit dem Rollettschen Faktor K hat verschiedene
Nachteile. Wenn die Schaltung nur bedingt stabil ist, dann muss für je-
den Frequenzpunkt der Stabilitätskreis betrachtet werden, um die Schal-
tung auf Stabilität zu untersuchen. Außerdem müssen mehrstufige Schaltun-
gen aufgespalten werden um interne Oszillationen auszuschließen, da diese
nicht sichtbar sind, wenn nur der K Faktor der Gesamtschaltung betrachtet
wird [VPR05]. Es muss also jede Stufe eines Verstärkers separat untersucht
werden, was ein zeitintensives und iteratives Verfahren ist, das voraussetzt,
dass es zwischen den Stufen keine Rückwirkung gibt. Da in den meisten Ver-
stärkern aber beispielsweise die Transistorspannungen für mehrere Stufen
gleichzeitig zugeführt werden, gibt es potenziell eine Kopplung zwischen
den Stufen, die bei einer getrennten Untersuchung nicht berücksichtigt wird.












Abbildung 4.10.: Signalflussdiagramm am Übergang der Systeme SA und SB.
Eine alternative Herangehensweise ist, wie in der Regelungstechnik, mit
dem Nyquist Kriterium den Verstärker auf Stabilität zu prüfen [WJN92].
Dieses lässt sich mit Hilfe von Abbildung 4.10 wie folgt formulieren: Wer-
den zwei Netzwerke mit den S-Parametern SA und SB verbunden, kann
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die Wechselwirkung mit dem gezeigten Signalflussdiagramm beschrieben
werden. Die Stabilität kann bestimmt werden, indem die Schleife im Si-
gnalflussdiagramm als Rückführkreis betrachtet wird. Damit kann das Sta-
bilitätskriterium nach Nyquist auf die Übertragungsfunktion des offenen
Regelkreises G angewandt werden, die durch
G =−ΓA ·ΓB (4.5)
gegeben ist. Das Nyquist Kriterium besagt, dass wenn G in der komple-
xen Ebene aufgetragen wird und der Frequenzverlauf den Punkt −1 im
Uhrzeigersinn umschließt, dann wird der geschlossene Regelkreis instabil
sein [FDK08].
Eine alternative Betrachtungsweise von Gleichung 4.5 ist in [Poz12] gege-
ben, wo Schwingungsbedingungen in Oszillatoren untersucht werden. Dort
wird hergeleitet, dass ein System oszilliert, wenn der Stabilitätsfaktor SF
den Punkt +1 im Uhrzeigersinn umschließt. Es gilt SF =−G und somit:
SF = ΓA ·ΓB (4.6)
Um Stabilitätsuntersuchungen zu vereinfachen reicht es den Realteil von
SF zu betrachten. Wenn dieser kleiner als oder gleich 1 ist, dann ist die
Schaltung stabil. Wenn er größer als 1 ist, dann muss zusätzlich die Phase
geprüft werden, um auszuschließen, dass der Punkt +1 umschlossen wird.
Der Vorteil des Ansatzes ist, dass er nicht invasiv ist und auch Kopplung
zwischen den Stufen erkannt wird. Mit invasiv ist gemeint, dass durch diese
Untersuchung das Verhalten des gesamten Verstärkers nicht beeinflusst wird.
Auch werden Oszillationen erkannt, die durch aktive Lasten oder Quellen
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ausgelöst werden. Nachteilig ist, dass dieser Ansatz sehr rechenintensiv ist,
was besonders bei Verstärkern mit vielen seriellen und parallelen Stufen
relevant ist.
Um die Stabilität eines Verstärkers zu prüfen müssen also an jedem Tran-
sistorübergang die Reflexionsparameter gemessen werden. Dies ist in der
Simulation möglich, mit so genannten Gamma-Probes, die das Verhalten
der Schaltung nicht beeinflussen. Um die Schaltung nicht nur für eine feste
Quell- und Lastimpedanz auf Stabilität zu prüfen, müssen, wie beim Rol-
lettschen K-Faktor, zusätzlich die Quell- und Lastimpedanzen in einem re-
levanten Bereich variiert werden. Wenn gleichzeitig die internen Reflexi-
onsparameter überprüft werden, können somit alle möglichen Oszillationen
erkannt werden
4.4.1. Umsetzung der Stabilitätsuntersuchung mit
Gamma-Probes
Wie im vorherigen Abschnitt beschrieben, müssen bei der Stabilitätsuntersu-
chung mit Gamma-Probes die Quellen- und Lastimpedanzen variiert werden.
Ummögliche Instabilitäten zu erkennen, muss jeder Frequenzbereich ausrei-
chend detailliert untersucht werden. Da es meist nicht notwendig ist, einen
unbedingt stabilen Verstärker zu entwerfen und Methoden zur unbedingten
Stabilisierung dessen Leistungsfähigkeit einschränken, ist es ausreichend
die Stabilität des Verstärkers für die Quell- und Lastimpedanzen zu prüfen,
die dem Verstärker in der Messung und im Betrieb im Extremfall präsentiert
werden können.
Die hergestellte Schaltung wird zuerst, wie in Abschnitt 4.2 beschrieben, mit
Hilfe von Messspitzen charakterisiert. Anschließend wird sie meist in Hohl-
leitertechnik oder auf Leiterplatten aufgebaut. In allen Fällen findet die Zu-
führung des hochfrequenten Signals über Wellenleiter statt, die mit verlust-
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Abbildung 4.11.: (a) Simulierter Betrag des Reflexionsfaktors über der Frequenz. (b)
Darstellung von (a) für die untersuchten Phasenwinkel.
behafteten Übergängen die Schaltung anbinden. Bei Messspitzen haben die
Übergänge Verluste von ca. 5 dB [Cas], bei Hohlleiterübergängen im Modu-
laufbau von ca. 1,5 dB im Frequenzbereich von 200 bis 325GHz [LDR+09].
Das gilt selbst wenn der Hohlleiterübergang monolithisch mit dem Verstär-
ker integriert ist [SDC+08]. Diese Übergänge limitieren die maximal erziel-
baren Reflexionsparameter. Zur Abschätzung des maximalen Reflexionspa-
rameters wird der verlustbehaftete Übergang modelliert. Der größte Refle-
xionsfaktor wird der Schaltung präsentiert, wenn dem Übergang ein Kurz-
schluss oder Leerlauf folgt. Dieser wird dann, abhängig von der Frequenz
und den im Übergang auftretenden Verlusten, transformiert. Der Verlauf des
Betrags des Reflexionsfaktors, der zur Stabilitätsanalyse mit Gamma-Probes
in dieser Arbeit genutzt wird, ist in Abbildung 4.11a von wenigen MHz bis
1 THz gezeigt. Da das Verhalten durch die Übergangsverluste gegeben ist
und diese bei geringen Frequenzen vernachlässigbar sind, ist der maxima-
le Reflexionsfaktor bei geringen Frequenzen 1 und weist im untersuchten
Frequenzbereich einen Wert von ca. 0,7 bis 0,75 dB auf. Der Betrag des
Reflexionsparameters wird bei allen Frequenzen nicht größer sein als der so
bestimmte.
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Um bei jeder Frequenz nicht nur einen Betragspunkt im Smith Diagramm
zu testen, sondern ausreichend viele Punkte in der Reflexionsfaktorebene,
wird die Phase des Reflexionsfaktors, wie in Abbildung 4.11b gezeigt, in
Schritten von 45 ° variiert. Mit diesem Vorgehen werden dann ausreichend
Punkte auf einer konstanten Betragsebene geprüft.
Das in der Arbeit verfolgte Verfahren prüft also nicht unbedingte Stabilität,
sondern die Schaltung wird daraufhin untersucht ob sie stabil ist, wenn ihr






Abbildung 4.12.: Schematische Darstellung der Stabilitätsuntersuchung mit Gamma-
Probes und Monte-Carlo Analyse.
Untersuchung der Stabilität bei unsymmetrischer Ausbreitung der
Signale Die bisher vorgestellten Stabilitätsuntersuchungen mit Gamma-
Probes sind auf alle mehrstufigen Verstärker anwendbar. Bei einem Verstär-
ker, der Transistorstufen parallelisiert, ist prinzipiell auch eine eine Gegen-
taktausbreitung der parallelen Signale möglich, die zu Gegentaktoszillatio-
nen führen können.
Dadurch, dass bei der Stabilitätsanalyse mit Gamma-Probes, lokal ein Si-
gnal eingespeist wird um dort die Reflexionsparameter und so den Stabili-
tätsfaktor SF zu bestimmen, findet eine asymmetrische Anregung statt. Das
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bedeutet, dass auch bei Verstärkern mit parallelen Stufen die Stabilität mit
Hilfe der Gamma-Probes untersucht werden kann.
Der Begriff Gegentakt setzt eigentlich zwei Signale voraus, welche die glei-
che Amplitude und einen Phasenunterschied von 180 °aufweisen. In dieser
Arbeit wird der Begriff Gegentakt auch dann verwendet, wenn sich Signale
nicht im Gleichtakt ausbreiten. Auf einen Leistungsverstärker angewandt
bedeutet dies, dass, wenn parallele Signale nicht identisch (symmetrisch)
sind, dann wird dieser Betrieb auch als Gegentaktbetrieb bezeichnet.
In Abbildung 4.12 ist beispielhaft und schematisch ein Leistungsverstärker
mit zwei parallelen Stufen dargestellt. Das Eingangssignal wird in zwei
gleichphasige Signale gleichen Betrags aufgespalten. Die Reflexionsfakto-
ren ΓK1e und ΓK2e sind also identisch. Da in einer gewöhnlichen Simula-
tion identische Modelle für jede Instanz eines Transistors genutzt werden,
sind auch ΓS1e und ΓS2e identisch, welche die am Eingang der jeweiligen
Transistorstufen auftretenden Reflexionsfaktoren angeben. Es kommt zu ei-
ner Gleichtaktausbreitung der Signale. In einer physikalisch realistischen
prozessierten Schaltung unterscheiden sich herstellungsbedingt alle Transis-
toren voneinander und damit auch deren Reflexionsfaktoren. Es kommt zu
einer unsymmetrischen Ausbreitung der Signale und die Stufen verfügen
trotz identischer einfallender Wellen V+ über unterschiedliche reflektierte
Wellen V−.
Um das Stabilitätsverhalten eines Verstärkers auch unter diesen Umstän-
den untersuchen zu können, wurde im Rahmen dieser Arbeit ein Verfahren
entwickelt, die Untersuchung mit Gamma-Probes und Monte-Carlo Simula-
tionen verbindet. Wie bei dem bereits bekannten Verfahren, werden an Ein-
und Ausgang jeder parallelen und seriellen Transistorstufe Gamma-Probes
platziert. Zusätzlich sind die in Kapitel 3 erstellten Transistormodelle mit
der Information ausgestattet, in welchem Bereich sich die Transistor-Mo-
dellparameter herstellungsbedingt ändern. In dieser Arbeit wurden die Tran-
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sistormodelle so gestaltet, dass sich während einer Monte-Carlo Simulation
jeder Transistor unabhängig vom nächsten verändert. So wird geprüft, wie
die entworfene Schaltung auf Prozessveränderungen reagiert. Zusätzlich
dazu breiten sich die Signale nicht symmetrisch aus, wenn an Ein- oder
Ausgang des Verstärkers ein Signal eingespeist wird. Es kann so, d.h. bei
realistischen Bedingungen, auch für diesen Fall die Stabilität untersucht
werden. Die Reflexionsfaktoren ΓS1e und ΓS2e und ΓS1a und ΓS2a sind nicht
mehr identisch und damit auch nicht die Wellen V+ und V−. So gestaltete
Stabilitätsuntersuchungen sind in der Lage auch Oszillationen aufzudecken,
die durch herstellungsbedingte Unterschiede der einzelnen Transistoren auf-
treten. Wird zusätzlich, wie im vorherigen Abschnitt beschrieben, die Ein-
und Ausgangsimpedanz der untersuchten Schaltung variiert, so kann die Sta-
bilität der Schaltung umfassend untersucht und gewährleistet werden. Sollte
die Stabilitätsanalyse zeigen, dass Gegentaktoszillationen auftreten, können
diese durch Einbringen von Widerständen unterdrückt werden. Dies ist in
Abschnitt 4.7 näher beschrieben.
In diesem Abschnitt wurde die Möglichkeit geschaffen, die Stabilität von
Leistungsverstärkern zu untersuchen und so im kompletten Frequenzbereich
Gleich- und Gegentaktoszillationen auszuschließen. Die Methode wird in
Abschnitt 4.7 angewandt, um damit die Stabilität der entworfenen Leistungs-
verstärker zu untersuchen.
4.5. Verstärkerkonzepte für den mmW-Frequenzbereich
Dieser Abschnitt dient dazu, den Stand der Technik beim Entwurf von Leis-
tungsverstärkern im hohen mmW-Frequenzbereich zu untersuchen und fest-
zustellen, wie die in Abschnitt 1.2 zusammengefassten Leistungsverstärker
mit den höchsten Ausgangsleistungen aufgebaut sind und deren Stärken und
Schwächen zu analysieren. Da die Leistungsverstärker, welche die mHEMT
Technologie des Fraunhofer IAF nutzen, bislang über deutlich weniger Aus-
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gangsleistung als der Stand der Technik aufweisen, ist es notwendig die
bisher verfolgten Ansätze zu überarbeiten und zu erweitern.
Abbildung 4.13.: Schematische Darstellung der bislang am Fraunhofer IAF verfolg-
ten Verstärkerstruktur nach [KPM+09].
Der bislang am Fraunhofer IAF verfolgte Verstärkeransatz im untersuchten
Frequenzbereich ist schematisch in Abbildung 4.13 dargestellt. Das eintref-
fende Signal wird von einer Einzelstufe verstärkt, dann auf zwei parallele
Pfade aufgespalten und von zwei parallelen Stufen verstärkt. Nach der Ver-
stärkung wird es zusammengefasst, dann auf vier parallele Pfade gespalten,
verstärkt und erneut zusammengefasst. Jeder der grau hinterlegten Kästen
übernimmt die Funktion der Impedanzanpassung, Spannungszuführung und
gegebenenfalls Signalaufteilung. Durch diese Struktur ist jede Einzelstufe
einfach zu simulieren und zu optimieren. Die Nachteile sind, dass durch
die kombinierte Anpassung, Spannungszuführung und Signalteilung die re-
sultierenden Verstärker über keine hohe Bandbreite verfügen. Außerdem
wird dadurch, dass die Signale immer wieder zusammengeführt werden die
Schaltung vergleichsweise groß. Vor allem reduzieren die Leitungsverluste
die verfügbare Verstärkung und Ausgangsleistung.
Der Aufbau der beiden Verstärker, die im untersuchten Frequenzbereich
über die größte Ausgangsleistung verfügen, ist in Abbildung 4.14 dargestellt.
Das Eingangssignal wird direkt in vier parallele Pfade aufgespalten und von
vier Transistorstufen verstärkt. Anschließend wird es zusammengefasst und
erneut in vier parallele Pfade getrennt, verstärkt und zusammengefasst. Der
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Abbildung 4.14.: Schematische Darstellung der im untersuchten Frequenzbereich
leistungsfähigsten Verstärker.
Vorteil dieser Struktur ist, dass erneut jede Stufe getrennt simuliert und op-
timiert werden kann und dass die Struktur des Verstärkers sehr einfach ist.
Die Nachteile sind, dass durch das Zusammenfassen der Signale nach jeder
Transistorstufe die Schaltung relativ groß wird und die in den Kopplern
auftretenden Leitungsverluste die verfügbare Verstärkung beschränken. Zu-
sätzlich führt ein solcher Ansatz dazu, dass die Effizienz des Verstärkers
relativ gering ist.
(a) (b)
Abbildung 4.15.: Schematische Darstellung der leistungsfähigsten Verstärkerstufen
im hohen mmW-Frequenzbereich. Ein- und Ausgang sind jeweils
links und rechts und die Spannungsversorgung befindet sich oben.
(a) nach [RLS+11] und (b) nach [RRG+12a].
In Abbildung 4.15 sind die einzelnen Verstärkerstufen detaillierter darge-
stellt, wobei der in Abbildung 4.15a skizzierte Verstärker InP HEMT und
der in Abbildung 4.15b skizzierte Verstärker InP HBT nutzt. Bei beiden
Verstärkern wird das Signal direkt über einen einzigen Leitungskoppler in
vier Pfade getrennt. Damit alle Pfade angepasst sind ist eine Impedanztrans-
formation notwendig, die im Falle von [RLS+11] eine breitbandige nach
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Tschebyscheff ist. Solche Konzepte finden auch bei niedrigeren Frequenzen
Anwendung und führen dort zu besten Ergebnissen [CIL+98]. Eigene Unter-
suchungen haben gezeigt, dass beide Ansätze zu Phasenunterschieden der
parallelen Signale führen. Im folgenden Abschnitt ist zu sehen, dass dies in
einer deutlichen Verringerung der verfügbaren Ausgangsleistung resultiert.
Im ersten Fall findet die Spannungszuführung der Transistoren in CS An-
ordnung vor, bzw. nach den Kopplern über für Hochfrequenzsignale kurz-
geschlossene Leitungen der Länge λ/4 statt. Im zweiten Fall werden die
Spannungen der Transistoren in Kaskode Anordnungen über durchgängige
Leitungen zugeführt, die jeden Transistor über λ/4 Leitungen und Kapa-
zitäten kontaktiert. In beiden Fällen wird das Hochfrequenz- vom Gleich-
spannungssignal isoliert. Da der zweite Ansatz Dünnschicht-Mikrostreifen
Leitungen nutzt, die mit der mHEMT Technologie nicht möglich sind, kann
nur der erste Ansatz mit der mHEMT Technologie des Fraunhofer IAF um-
gesetzt werden.
Auf Basis der diskutierten Vor- und Nachteile der in diesem Abschnitt vor-
gestellten Verstärkerkonzepte und Koppler wird im Folgenden ein Koppler
entwickelt, der in der genutzten Technologie realisiert werden kann und
nicht über die beschriebenen Phasenfehler verfügt. Darauf aufbauend wird
ein kompaktes Verstärkerkonzept entwickelt, das nicht nur kleine Schal-
tungsgrößen ermöglicht, sondern auch eine minimale Zahl von Kopplern
und somit eine hohe Verstärkung. Der Entwurf, die Entwurfskriterien und
die simulierten und gemessenen Eigenschaften der Koppler werden im fol-
genden Abschnitt vorgestellt. Im Anschluss daran wird in Abschnitt 4.7 ein
auf den Frequenzbereich und die verwendete mHEMT Technologie opti-
miertes Verstärkerkonzept entwickelt und angewandt.
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4.6. Entwurf eines geeigneten Leistungsteilers
Wie bereits beschrieben nutzen die meisten Leistungsverstärker Koppler
um Transistorstufen parallel zu schalten, um so die maximale Ausgangsleis-
tung zu steigern. Zur Parallelisierung gibt es verschiedene Konzepte, die
sich durch ihre maximale Bandbreite, Größe, Verluste und Isolierung der
parallelen Zweige unterscheiden. Aufgrund ihrer Bedeutung beim Entwurf
von Leistungsverstärkern finden sie in der Forschung große Beachtung. Ei-
ne Übersicht über verschiedene planare und nicht planare Leistungsteiler
und eine Diskussion deren Vor- und Nachteile bieten [Bah06,CS83,Gre07],
wobei in [Gre07] die planare Realisierbarkeit der Koppler und in [Bah06]
Koppler zur Impedanztransformation im Fokus stehen. Eine vergleichende
Übersicht über verschiedene planare Leistungsteiler bietet [CLW06], wo der
Fokus auf Größe, Isolierung und Bandbreite der Koppler liegt.
Zusammenfassend lässt sich feststellen, dass ein guter Koppler eine große
Bandbreite, geringe Größe und Verluste, hohe Isolierung der parallelen Pfa-
de, etc. bietet, worauf im Folgenden genauer eingegangen wird. Die Band-
breite der Koppler wird durch die genutzte Leitungstransformationen zur
Anpassung der Ein- und Ausgänge beschränkt. Nutzt ein Koppler λ/4 Trans-
formationen mit fester Leitungsimpedanz, dann ist er relativ schmalbandig,
wohingegen Koppler, die gekoppelte Leitungen nutzen, viel breitbandiger
sind. Im mmW-Frequenzbereich ist die Größe des Kopplers meist direkt pro-
portional zu den Verlusten, welche mit der Leitungslänge zunehmen. Die
Verluste sind hauptsächlich durch die Leitungsverluste gegeben, die mit der
Länge der Transformation zusammen hängen, d.h. je länger die verwendete
Leitung ist, desto größer sind auch die Verluste. Zusätzlich können Verluste
durch Reflexionen am Ein- und Ausgang des Kopplers und durch Wider-
stände im Koppler auftreten. Eine gute Isolierung der Zweige ist notwendig,
um Oszillationen zu vermeiden, die auftreten können, wenn sich parallele
Signale unsymmetrisch ausbreiten. Außerdem ist sie notwendig, dass die
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Stufen sich nicht gegenseitig negativ beeinflussen. Sie sollen beispielsweise
auf die Anpassung der benachbarten Stufen keinen Einfluss haben. Dies
ist besonders wichtig, wenn nicht alle Stufen vollkommen identisch sind,
was, wie bereits diskutiert, herstellungsbedingt der Fall sein kann. Zusätz-
lich können auch während des Betriebs einzelne Stufen degradieren. Auch
in diesem Fall ist eine Isolierung der parallelen Zweige notwendig.
Typische Koppler, die in MMIC eingesetzt werden, unterscheiden sich haupt-
sächlich in der Phasenbeziehung der Ausgangssignale zu einander. Die
im hohen mmW-Frequenzbereich am meisten genutzten Koppler haben
einen Phasenunterschied von 0 ° zwischen den beiden Ausgangssignalen
und werden am häufigsten als Wilkinson Koppler realisiert. Dieser nutzt
zwei λ/4 Leitungen zur Aufteilung der Signale und einen Widerstand zwi-
schen den beiden Ausgängen zur Isolierung und Anpassung. Er ist durch die
λ/4 Transformation relativ schmalbandig, aber parallele Pfade sind durch
die Widerstände isoliert und angepasst. Da ein idealer Wilkinson Kopp-
ler einen gemeinsamen Sternpunkt der Widerstände voraussetzt, können
planar nur Wilkinson Koppler realisiert werden, die ein Signal auf zwei
parallele Signale aufteilen [Wil60]. Wie in [RLS+11, CIL+98] beschrie-
ben, lässt sich ein Wilkinson-ähnlicher Koppler realisieren, wenn statt der
λ/4-Transformation Leitungen mit Impedanzübergang, in Form von Tsche-
byscheff oder Klopfenstein-Übergängen, genutzt werden. Ein Wilkinson
Koppler erlaubt eine einfache Kaskadierung mehrerer Stufen, wodurch rela-
tiv kompakt viele Stufen parallel realisiert werden können. Nachteilig dabei
ist, dass sich so die Leitungsverluste der einzelnen Koppler summieren.
Wie im vorherigen Abschnitt zu sehen war, ist eine Lösung dieses Problems,
das Eingangssignal direkt in vier parallele Pfade zu spalten. Mit diesen
Kopplern sind daher die im mmW-Frequenzbereich größten Ausgangsleis-
tungspegel veröffentlicht worden [RLS+11,RRG+12a,CIL+98].
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Im Folgenden wird daher ein auf die verwendete mHEMT Technologie an-
gepasster und optimierter Koppler entworfen, der ein einkommendes Signal
direkt und gleichphasig auf vier parallele Pfade aufteilt. Es werden zuerst
die dem Entwurf zugrunde liegenden Kriterien vorgestellt, darauf aufbau-
end werden Koppler realisiert und deren Eigenschaften präsentiert und dis-
kutiert. Die Koppler werden für verschiedene Frequenzen im hohen mmW-
Frequenzbereich entwickelt, was die Flexibilität des Ansatzes verdeutlicht.
Im Anschluss daran werden die vorgestellten Koppler in Abschnitt 4.7 ge-
nutzt, um damit Leistungsverstärker MMIC zu entwerfen.
4.6.1. Entwurfskriterien
Wie bereits beschrieben verfügen planare Koppler, die ein einkommendes Si-
gnal gleichphasig auf vier Ausgänge aufteilen, im hohen mmW-Frequenzbe-
reich über die besten Eigenschaften. Der prinzipielle Aufbau aller zitierten
Koppler, die ein Eingangssignal auf vier parallele Ausgangssignale aufteilen
ist in Abbildung 4.16 gegeben. Das Signal kommt an 1© an und wird über
die vier abgehenden Leitungen den Ausgängen 2© bis 5© zugeführt. Zur Iso-
lierung und Anpassung sind, ähnlich dem Wilkinson Koppler, Widerstände
zwischen den Ausgängen angebracht.
R R R
Z1, Φ1 Z4, Φ4
Z2, Φ2 Z3, Φ3
Abbildung 4.16.: Ersatzschaltbild eines planaren Kopplers mit einem Eingang und
vier Ausgängen.
129
4. Entwurf von monolithisch integrierten Leistungsverstärkern
Das Verhalten des Kopplers lässt sich mit der in Gleichung 4.7 beschrie-
benen Admittanz-Matrix beschreiben. Zur Herleitung der Matrix sind die
aus Abschnitt 2.1 und in [Poz12] aufgeführten grundlegenden Gleichungen
zur Beschreibung von Leitungen und Leitungstransformationen ausreichend.
Diese Form der Darstellung, bzw. Herleitung, unterscheidet sich grundle-
gend von der meist angewandten Gleich- und Gegentaktanalyse von Struk-
turen. Sie wurde z.B. in [MTYW12] beschrieben. Eine Interpretation der
gezeigten Admittanzmatrix ist nicht intuitiv, es kann allerdings festgestellt
werden, dass eine Symmetrie vorliegt. Die Admittanzdarstellung des Kopp-
lers stellt deshalb nur einen Zwischenschritt dar, der genutzt wird um damit
die S-Parameter der Struktur zu bestimmen.
[Y ] =⎡
⎢⎢⎢⎢⎢⎢⎢⎣
− j 4cosΦZL sinΦ j
1
ZL sinΦ






R − j 4cosΦZL sinΦ −
1
R 0 0




R − j cosΦZL sinΦ −
1
R 0




R − j cosΦZL sinΦ −
1
R








Für eine übersichtliche und verständliche Darstellung der S-Parameter Ma-
trix müssen verschiedene Annahmen getroffen werden. Wird angenommen,
dass Φ1 bis Φ4 = λ/4 ist und Z1 bis Z4 = 2 ·Z0 ist und R = 2 ·Z0 ist, ergibt
sich aus der gezeigten Admittanzmatrix die in Gleichung 4.8 gegebene S-
Parameter Matrix.
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0 − j 12 − j 12 − j 12 − j 12
− j 12 314 17 − 17 − 314
− j 12 17 − 114 114 − 17
− j 12 − 17 114 − 114 − 17




Die Leitungen sind alle λ/4 lang und ihre Impedanz ist so gewählt, dass die
Systemimpedanz Z0 am Ausgang auf 4 ·Z0 am Eingang zu transformieren,
sodass die Parallelschaltung aller Leitungen zur Leistungsanpassung am
Eingang führt. Die Widerstandswerte sind so gewählt, dass die Ausgänge
des Kopplers ausreichend isoliert und angepasst sind.
Es ist leicht zu erkennen, dass beim idealen Koppler der Eingang perfekt
angepasst ist. Alle S-Parameter, welche die Ausgangsanpassung beschrei-
ben, weisen allerdings Werte von ungleich Null auf. Außerdem sind im
Gegensatz zum idealen N-fach Wilkinson Koppler, nicht alle Ausgänge von-
einander isoliert. Das liegt daran, dass die Widerstände nicht jeden Ausgang
voneinander über einen gemeinsamen Sternpunkt verbinden. Ein solcher
Sternpunkt kann planar nicht realisiert werden, sodass hier Abstriche in
Bezug auf Anpassung und Isolierung hingenommen werden müssen. Der
ideale Koppler ist an allen Ein- und Ausgängen mit besser als 13 dB ange-
passt, sodass sich der Koppler zum Entwurf von Leistungsverstärkern eignet.
Auch die benötigte Isolierung der Zweige ist mit 13 bis 16 dB ausreichend.
Die Matrix zeigt auch, dass ein ankommendes Signal gleichphasig und mit
gleicher Amplitude auf die vier Ausgänge aufgeteilt wird. Der Koppler ist
also an allen Toren ausreichend angepasst und die parallelen Pfade sind
voneinander isoliert. Außerdem wird das aufzuspaltende Signal perfekt den
Ausgängen zugeführt.
In der praktischen Umsetzung ist besonders die gleichphasige Aufteilung
meist ein Problem, da die physikalisch außen liegenden Pfade eine längere
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
   
Abbildung 4.17.: Schematische Darstellung eines Kopplers-auf-Vier wobei die di-
rekten Signalpfade als Vektoren dargestellt sind. Es ist zu erken-
nen, dass die äußeren Vektoren (und somit die Signallaufzeiten)
länger sind.
Signallaufzeit aufweisen und somit ein Phasenunterschied zwischen den
Pfaden besteht. Dies ist anschaulich in Abbildung 4.17 dargestellt, die einen
Koppler auf vier Ausgangssignale präsentiert. In dieser Grafik sind die di-
rekten Pfade vom Eingang zu zwei Ausgängen mit Vektoren dargestellt.
Es ist deutlich zu erkennen, dass die äußeren Vektoren (und somit die Si-
gnallaufzeiten) länger sind. Dieser Effekt kann durch die Verkopplung der
benachbarten Leitungen abgeschwächt werden. Auch in diesem Fall kann
er beobachtet werden und führt so zu Phasenunterschieden der Ausgangssi-
gnale.
Wie in den Abbildungen 4.18a-b zu sehen ist, beeinflussen ungleiche Aus-
gangssignale entscheidend die Leistungsfähigkeit der Koppler. In diesen
Grafiken wird untersucht, wie sich Unterschiede der Leitungsimpedanzen Z
und -phasen Φ auf die Leistungsfähigkeit des Kopplers auswirken. Solche
Untersuchungen sind für Phasenfehler in Abhängigkeit der Phasengleichheit
der Signale in [NH69] und allgemeiner in [Gup92] durchgeführt worden.
Die dort gezeigten Untersuchungen sind allerdings so allgemein gehalten,
dass deren Relevanz nicht immer deutlich wird. Außerdem zeigen beide
nicht wie sich die Koppler bei Impedanzfehlern verhalten. Zur Beschreibung
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Phasenabweichung in Grad
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Abbildung 4.18.: (a) Simulierte Effizienz des Kopplers bei Phasen- und Betrags-
fehlern. (b) Simulierte Fehlaufteilung der Kopplerausgänge bei
Phasen- und Betragsfehlern.
der Leistungsfähigkeit der Koppler wird dort die Effizienz in % angegeben,






Dabei geben Sn,1 die S-Parameter der Transmission durch den Koppler zu
den Ausgängen an. Es wird also bewertet, wie viel der Eingangsleistung
an den Ausgängen des Kopplers zur Verfügung steht und nicht am Eingang
reflektiert oder in den Widerständen versumpft wird. Es wird auch nicht nur
die absolut an den Ausgängen zur Verfügung stehende Leistung bewertet,
sondern auch deren Gleichphasigkeit.
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Den Untersuchungen liegt das in Abbildung 4.16 gezeigte Ersatzschaltbild
des Kopplers zugrunde wobei angenommen wird, dass
Z1 = Z4 = ZL+ΔZ ·ZL und Z2 = Z3 = ZL mit ZL = 2 ·Z0 (4.10)
und
Φ1 = Φ4 = ΦL+ΔΦ ·ΦL und Φ2 = Φ3 = ΦL mit ΦL = 90◦ (4.11)
ist. Wenn keine Impedanzfehler ΔZ und Phasenfehler ΔΦ auftreten, kann
der Koppler mit der in Gleichung 4.8 gegebenen S-Parameter Matrix be-
schrieben werden. Sobald ΔZ und ΔΦ ungleich Null sind, wird der Koppler
nicht durch die S-Parameter Matrix beschrieben, sondern nur noch durch
die Admittanzmatrix aus Gleichung 4.7.
In Abbildung 4.18a kann beobachtet werden, dass Impedanzfehler auf die
Effizienz nur einen geringen Einfluss haben, diese aber sehr stark von Pha-
senfehlern beeinflusst wird. Beim Entwurf von Kopplern ist eine gleich-
phasige Aufteilung der Signale also von größter Bedeutung. Dies wird mit
Abbildung 4.18b noch deutlicher, wo die Betragsdifferenz der äußeren Si-




Hier ist zu beobachten, dass Impedanz- und Phasenfehler dazu führen, dass
die Signale ungleich aufgeteilt werden. Werden nun an die Ausgänge der
Koppler Transistorstufen angeschlossen, dann führt das dazu, dass diese
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nicht gleichmäßig ausgesteuert werden und das Kompressionsverhalten un-
gleich ist. Zur Steigerung der Ausgangsleistung ist daher besonders eine
gleichphasige Aufteilung der Signale von größter Bedeutung. Ein Konzept
wie diese Aufteilung erfolgen kann wird im folgenden Abschnitt vorgestellt.
4.6.2. Realisierung und Charakterisierung
In diesem Abschnitt der Arbeit wird auf Basis der im vorigen Abschnitt be-
schriebenen Kriterien ein Koppler entworfen, der ein einkommendes Signal
gleichphasig und mit gleichem Betrag in vier parallele Ausgangssignale auf-
teilt. Er ist prinzipiell in koplanarer Umgebung und nutzt die sich dadurch
ergebenden Vorteile aus, wie beispielsweise hohe Isolierung zwischen be-
nachbarten Leitungen. Zusätzlich ist eine verlust- und störungsarme An-
bindung der Transistoren möglich. Wie mit Abbildung 4.17 gezeigt wurde,
kann der in Abbildung 4.16 gezeigte ideale Koppler nicht ohne weiteres
in einen physikalisch realisierbaren Leistungsteiler umgesetzt werden. Das
liegt daran, dass die Zuleitungen der äußeren Ausgänge immer länger sind
als die der Inneren.
Dieses Problem kann durch eine geschickte Verknüpfung der im Rahmen
dieser Arbeit modellierten koplanaren Leitungen und AirMS Leitungen ge-
löst werden. In den Abbildungen 2.6a-b wurde gezeigt, dass die CPWG14u
und die AirMS Leistung sehr ähnliche Eigenschaften besitzen, sie sich
aber deutlich in ihrem Verkürzungsfaktor V KF unterscheiden, der in Glei-
chung 2.7 definiert wurde.
In Abbildung 2.13b ist zu sehen, dass die effektive Permittivität der CP-
WG14u Leitungen etwa 5,5 beträgt. Für AirMS Leitungen beträgt sie, da-
durch dass Luft als Substrat genutzt wird, etwa 1. Daraus ergeben sich die
V KF für die koplanare und Luftbrückenleitung zuV KFCPWG14u = 0,42 und
V KFAirMS = 1. Durch die unterschiedlichen V KF wirken zwei physikalisch
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gleich lange Leitungen nicht gleich lang, sondern die CPWG14u ca. zwei
mal länger als die AirMS Leitung. Dieser Umstand wird so genutzt, dass die
inneren Leitungen des Leistungsteilers mit koplanaren Leitungen realisiert
werden. Dadurch ist der Leistungsteiler kompakt und erlaubt so auch sehr
kompakte Leistungsverstärker. Die äußeren Leitungen sind teilweise mit
AirMS Leitungen ausgeführt. Die Länge der Leitungen ist dabei so gewählt,
dass die Phasen der an den inneren und äußeren Toren antreffenden Leitun-
gen gleich sind. Die Impedanzen der inneren und äußeren Leitungen sind
gleich, sodass auch die Beträge der Ausgangssignale gleich sind.
Bislang wurde angenommen, das der Koppler am Eingang und Ausgang
die gleiche Systemimpedanz von 50Ω aufweist. Dies führt dazu, dass eine
Leitungstransformation mit einer λ/4 Leitung von 50 auf 4 · 50Ω nötig ist,
was Leitungsimpedanzen von 100Ω voraus setzt. Wie in Abbildung 2.6a zu
sehen ist, kann diese Impedanz nicht mit der genutzten mHEMT Technolo-
gie realisiert werden. Aus diesem Grund wurde die Eingangsimpedanz der
in der Arbeit entworfenen Koppler auf 50 und die Ausgangsimpedanz auf
20Ω gesetzt. Zur Leitungstransformation muss die λ/4 Leitung somit eine
Impedanz von ca. 63Ω aufweisen, was mit beiden Leitungstypen möglich
ist. Die Ausgangsimpedanz von 20Ohm wurde aus verschiedenen Gründen
gewählt: Zum einen sollte die Impedanz so groß wie möglich sein, da so
der Transformationsweg der λ/4 Transformation am kleinsten ist und somit
die Bandbreite am größten. Andererseits vereinfachen niedrige Impedanzen
die Anpassung der Transistorstufen, die dem Koppler folgen bzw. voraus
gehen. Außerdem sind bei ZL =63Ω die Leiterbreiten der verwendeten CP-
WG14u und AirMS mit dieser Leitungsimpedanz etwa gleich breit, was eine
einfache Signalführung erlaubt.
Durch eine geeignete Verknüpfung von Leitungen unterschiedlicher V KF
konnte also ein Koppler entworfen werden, der ein Eingangssignal theore-
tisch gleichphasig auf vier Ausgänge aufteilen kann. Dieses Koppler-Kon-
zept wurde im Rahmen dieser Arbeit auf verschiedene Frequenzbereiche
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angewandt. Im Folgenden werden die Eigenschaften eines Kopplers für
250GHz beispielhaft betrachtet.
Teiler für Leistungsverstärker bei 250 GHz Nachdem die Notwendig-
keit einer gleichphasigen Aufteilung eines Signals auf parallele Ausgänge
diskutiert wurde und ein Konzept zur Lösung dieser Anforderung vorge-
schlagen wurde, wird im Folgenden die physikalische Umsetzung eines
solchen Koppler und dessen Simulations- und Messergebnissen präsentiert.
Es wird der Koppler vorgestellt, der auch im folgenden Abschnitt zum Ent-
wurf eines Leistungsverstärkers eingesetzt wurde. Der Koppler ist daher auf
eine Mittenfrequenz von ca. 250GHz optimiert worden.
Ein Foto des entworfenen Kopplers ist in Abbildung 4.19a zu sehen. Das
Signal kommt an Tor 1 an und wird zu den Ausgängen zwei bis fünf geleitet.
Es ist zu erkennen, dass die inneren Pfade nur koplanare Leitungen verwen-
den, die an Diskontinuitäten Luftbrücken zur Unterdrückung von parasitären
Moden nutzen. Bei den äußeren Pfaden sind die Ecken in Luftbrückentech-
nik ausgeführt, um so eine gleichphasige Ausbreitung der Signale zu errei-
chen. Die Ausgänge des Kopplers sind in koplanarer Leitungstechnologie,
was eine einfache Anbindung der Transistorstufen und der Widerstände zur
Anpassung und Isolierung ermöglicht.
Die Simulationsergebnisse der Struktur sind in Abbildungen 4.19b-c zu
sehen. Es ist zu erkennen, dass die Struktur im Frequenzband von 200
bis 325GHz einen maximalen Phasenfehler von 2° aufweist. Auch der
Betragsfehler ist mit weniger als 1 dB sehr klein. Um die Mittenfrequenz
von 250GHz entsteht, durch die Verwendung von CPWG14u und AirMS,
kein Phasenfehler und auch der Betragsfehler ist mit kleiner als 0,5 dB sehr
gering. Ein verlustfreier Koppler hätte bei der Mittenfrequenz identische
Transmissionsparameter mit einem Wert von -6 dB. Der präsentierte Kopp-
ler weicht mit Werten von ca. 7,3 dB nur gering davon ab, was auf Leitungs-
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Abbildung 4.19.: (a) Foto der untersuchten Teststruktur. Der gezeigte Ausschnitt hat
eine Größe von 260×160 μm2. (b) Transmissionseigenschaften in
Betrag und Phase der Struktur und (c) Anpassung und Isolierung
der Ein- und Ausgänge.
verluste zurück zu führen ist. Es ist weiter zu erkennen, dass die Anpassung
und Isolierung der Ein- und Ausgänge mit besser als 10 dB sehr gut ist und
sich stark an die mit Gleichung 4.8 bestimmten Grenzen hält.
In den Abbildungen 4.20b-c sind die Simulations- und Messergebnisse der
in Abbildung 4.20a gezeigten Teststruktur zu sehen. Die Teststruktur nutzt
zweimal den identischen Koppler, wie er in den Abbildungen 4.19a-c vorge-
stellt wurde. Damit die Teststruktur einfach zu messen ist, ist die Teststruk-
tur so ausgeführt, dass Ein- und Ausgang der Struktur jeweils die Eingänge
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Abbildung 4.20.: (a) Rasterelektronenmikroskop-Bild der untersuchten Teststruk-
tur und Simulations- und Messergebnisse (Symbole) der (b)
Transmissions- und (c) Reflexionsparameter. Die Messergebnis-
se sind in zwei Frequenzbändern gegeben. Die Struktur hat eine
Größe von 750×500 μm2.
des Kopplers sind und die Ausgänge der beiden Koppler über kurze Lei-
tungsstücke verbunden sind. Mit einer so gestaltete Teststruktur kann daher
einfach das prinzipielle Verhalten der Schaltung überprüft werden. Die Sym-
metrieebene der Struktur ist durch die gestrichelte Linie angedeutet. In der
Rasterelektronenmikroskop-Aufnahme sind auch deutlich die unterschied-
lichen Leitungsarten zu erkennen. Genauso sind die Substrat-Durchkontak-
tierungen (VIA) zu sehen, die platziert wurden um die Ausbreitung von
parasitären Substratmoden zu unterdrücken.
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In der Simulation hat die Teststruktur ihr Maximum bei einer Frequenz von
240GHz. Sie hat dort eine Dämpfung von 3 dB, was beides in Übereinstim-
mung mit den in Abbildungen 4.19a-c präsentierten Ergebnissen ist. In der
Simulation kann auch eine relativ große Bandbreite der Struktur beobach-
tet werden. Im Frequenzbereich von 175 bis mindestens 325GHz ist die
Transmission maximal um 3 dB im Vergleich zum Maximalwert abgefal-
len. Die absolute und relative Bandbreite beträgt somit mehr als 150GHz
bzw. 50%. Die obere Grenze ist mit 325GHz angenommen worden, obwohl
sie aufgrund des flachen Verlaufs der Kurve erst bei 390GHz auftritt. Da
dieser flache Verlauf in der Messung nicht beobachtet werden kann, wird
die obere Grenze nur abgeschätzt. Die hohe Bandbreite kann auch bei der
Anpassung beobachtet werden, die ihr Minimum bei 245GHz hat und von
220 bis 270GHz besser als 10 dB ist, was zu einer absoluten und relativen
Bandbreite von 50GHz und 20% führt.
Zur messtechnischen Bestimmung des Schaltungsverhaltens wurden von
der Struktur in zwei Frequenzbändern S-Parameter aufgenommen. Das erste
Band ging dabei von 160 bis 260GHz und das zweite von 200 bis 325GHz.
Es kann daher eine Überschneidung der Messergebnisse beobachtet werden.
In der Messung hat die Struktur ihr Maximum bei 235GHz mit einem Wert
von -3 bis -3,5 dB und eine 3-dB-Bandbreite von ca. 180 bis 292GHz, was
äquivalent zu einer absoluten und relativen Bandbreite von 112GHz und
ca. 45% ist. Wie in der Simulation kann die hohe Bandbreite auch in der
Anpassung beobachtet werden, die ihr Minimum bei 250GHz hat und von
215 bis 278GHz besser als 10 dB ist. Die absolute und relative Bandbreite
beträgt somit 63GHz bzw. 25%.
Vergleicht man Messung und Simulation so kann man feststellen, dass die
Mittenfrequenz durch die Simulation sehr gut vorhergesagt wird. Dies belegt
die Genauigkeit der im Rahmen dieser Arbeit entworfenen Leitungsmodelle.
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Zusammenfassend kann festgestellt werden, dass die Messungen die Leis-
tungsfähigkeit des entworfenen Kopplers belegen. Er ist damit zum Entwurf
von Leistungsverstärkern geeignet, der im folgenden Kapitel verfolgt wird.
4.7. Entwurf eines geeigneten Leistungsverstärkerkonzepts
Die maximale Ausgangsleistung jedes Leistungsverstärkers wird maßgeb-
lich durch die Transistortechnologie, die zum Entwurf der Verstärker ge-
nutzt wird, beschränkt. Zusätzlich kann durch geeignete Leistungsteiler die
verfügbare Ausgangsleistung weiter gesteigert werden. Aus diesem Grund
wurde im Rahmen dieser Arbeit ein Koppler erarbeitet und realisiert, der
maßgeschneidert für Anwendungen im hohen mmW-Frequenzbereich und
die verwendetet mHEMT Technologie des Fraunhofer IAF ist.
Ein erfolgreiches und leistungsfähiges Leistungsverstärkerkonzept benötigt
aber mehr als einen guten Leistungskoppler, dass damit höchste Ausgangs-
leistungen erzielt werden können. Die Entwurfskriterien, die zu dem in
dieser Arbeit entwickelten Konzept geführt haben, sind im Folgenden vor-
gestellt.
4.7.1. Entwurfskriterien
Ein Leistungsverstärker muss im wesentlichen folgendes leisten: Er muss
so aufgebaut sein, dass mit ihm hohe Ausgangsleistungen bzw. Linearitä-
ten erzielt werden können. Darüber hinaus muss er aber auch effizient und
kompakt sein, da die Größe direkt proportional zu den Herstellungskosten
ist und die Effizienz die Betriebskosten bestimmt.
Um diese Anforderungen zu erfüllen ist eine geeignete Verstärkerarchitek-
tur notwendig. In Abschnitt 4.5 wurden bereits typische Konzepte zur Leis-
tungsverstärkung im hohen mmW-Frequenzbereich vorgestellt, verglichen
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und diskutiert. Es hat sich gezeigt, dass sie sich beispielsweise grundlegend
darin unterscheiden, wie die benötigten Versorgungsspannungen den ein-
zelnen Transistoren zugeführt werden. In [RDL+10] wird das Problem der
Spannungsversorgung so gelöst, dass nach jeder Transistorstufe die Signale
zusammengeführt werden und an dieser Stelle dann die Spannungsversor-
gung stattfindet. Wie bereits diskutiert, ist das Konzept so nicht effizient,
besonders nicht im Vergleich zu [DPG+12]. Dort wird zum einen auf eine
Zusammenführung der Hochfrequenzsignale verzichtet. Zum anderen wer-
den nicht direkt vier parallele Transistoren genutzt. Statt dessen verwendet
jede Verstärkerstufe die minimale Anzahl von Transistoren, die benötigt
werden, um das Signal effizient und mit einer hohen Verstärkung und Aus-
gangsleistung zu verstärken.
Das Problem der Effizienz wurde ausführlich in [Yor01] untersucht, wo ver-
schiedene Verstärkerkonzepte, in Abhängigkeit der Verstärkung der einzel-
nen Stufen und der Kopplerverluste betrachtet wurden. Dort wurde gezeigt,
dass es für eine hohe Effizienz des gesamten Verstärkers besonders wichtig
ist, dass die einzelnen Transistorstufen eine hohe Verstärkung aufweisen,
da ansonsten die Verluste der Koppler die Effizienz der Verstärker bestim-
men. Das heißt, dass potenziell die in Abbildung 4.13 oder die in [DPG+12]
genutzte Verstärkerstruktur im Vorteil ist, solange die Verstärkung der ein-
zelnen Transistorstufen sehr hoch ist. In [Yor01] wird auch gezeigt, dass
Verstärkerkonzepte, wie sie in Abbildung 4.14 zu sehen sind, hohe Effizien-
zen aufweisen können, die sich bei hoher Verstärkung der einzelnen Verstär-
kerstufen an die Effizienz der einzelnen Stufen annähert. In [RDL+10] wird
die Verstärkung der einzelnen Stufen allerdings durch die zur Spannungszu-
führung benötigte Rekombinierung des Hochfrequenzsignals reduziert, was
die Effizienz beschränkt.
Aus diesem Grund wurde im Rahmen dieser Arbeit ein Verstärkerkonzept
erarbeitet, das die in Abbildung 4.21 gezeigte Struktur aufweist. Für hohe
Ausgangsleistungen finden die im vorherigen Abschnitt entworfenen Kopp-
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Abbildung 4.21.: Schematische Darstellung des Verstärkerkonzepts, das in dieser
Arbeit entwickelt wurde.
ler Anwendung, die ein Eingangssignal gleichphasig auf vier parallele Aus-
gangssignale aufteilen. Für eine hohe Effizienz wird, im Gegensatz zum in
Abbildung 4.14 gezeigten Konzept, nur ein Koppler am Eingang und einer
am Ausgang genutzt. Zwischen diesen Kopplern werden dann mehrere Ver-
stärkerstufen, wie in diesem Beispiel zwei, kaskadiert. Das führt zu Schwie-
rigkeiten bei der Zuführung der Spannungsversorgung, da sie nicht wie in
Abbildung 4.15b gezeigt über einen durchgängigen Spannungsbus zuge-
führt werden kann, weil diese Lösung mehrere Dünnschicht-Mikrostreifen-
Leitungsebenen benötigt, die mit der genutzten mHEMT Technologie nicht
möglich sind.
Dieses Problem wurde gelöst indem die Gleichphasigkeit der Hochfrequenz-
signale ausgenutzt wurde, die, wie in Abbildung 4.21 durch die gestrichelten
Linien angedeutet, zu Leerläufen (LL) zwischen den parallelen Stufen führt.
Werden nun alle parallelen Stufen durch Leitungen verbunden, so kann über
diese die Versorgungsspannungen zugeführt werden. Zusätzlich können die-
se Leitungen zur Leistungsanpassung der Transistoren an die Impedanz der
Koppler genutzt werden. Insgesamt sind in dieser Grafik pro Stufe drei Span-
nungen eingezeichnet: Die Spannungen für das Gate VG des Transistors in
Common-Source Anordnung sowie für das Gate VC und das Drain VD des
Transistors in Common-Gate Anordnung.
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Abbildung 4.22.: Prinzipielles Ersatzschaltbild aller in dieser Arbeit entwickelten
Leistungsverstärker.
In Abbildung 4.22 ist eine detailliertere Darstellung eines Verstärkeraus-
schnitts gegeben. In dieser Grafik ist die obere Hälfte eines zweistufigen
Verstärkers mit vier parallelen Stufen zu sehen. Die Koppler an Ein- und
Ausgang sind genauso wie die beiden Verstärkerstufen durch die grau hin-
terlegten Boxen zusammengefasst. Das Signal wird im Koppler über die
Leitungen L1 bis L3 gleichphasig aufgeteilt und seriellen Kapazitäten Cs
zugeführt. Alle Kapazitäten Cs sind im Vergleich zur Frequenz so groß
ausgeführt, dass das Signal durch sie nicht transformiert wird und sie nur
zur Gleichspannungsentkopplung dienen. Nach den Kapazitäten wird das
Signal über die seriellen Leitungen Lse und parallelen Leitungen Lpe am
Eingang der Transistorstufe angepasst. Die parallelen Leitungen Lpe der
einzelnen Stufen sind durch Widerstände R zur Gegentaktunterdrückung
verbunden. Durch den virtuellen Leerlauf in der Mitte von zwei parallelen
Stufen, haben die Widerstände im Gleichtaktbetrieb keinen Einfluss und
die Lpe wirken wie leerlaufende Leitungen. Die Transistoren in CS und CG
Anordnung sind durch kurze Leitungsstücke verbunden. Der Ausgang der
Kaskode wird wieder über serielle Lsa und parallele Leitungen Lpa ange-
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passt und anschließend den Koppelkapazitäten Cs zugeführt. Die parallelen
Leitungen Lpa sind im Gegensatz zum Eingang nicht über Widerstände ver-
bunden, sondern direkt kurzgeschlossen. Dies ist nötig und sinnvoll, da sonst
über den Widerständen der komplette Strom des Ausgangssignals abfallen
würde, was zu großen Gleichspannungsverlusten führt.
Zur Zuführung der Spannungen VG und VD wird der durch die großen Ka-
pazitäten Cp erzeugte Kurzschluss des Hochfrequenzsignals, mit Hilfe von
λ/4 Leitungen, in einen Leerlauf transformiert. Somit sind im Gleichtakt-
betrieb alle Leitungen Lpe und Lpa leerlaufend und die Anpassung erfolgt
ausschließlich über sie und die Leitungen Lse und Lsa. Durch die Ausnutzung
des virtuellen Leerlaufs im Gleichtaktbetrieb wurde also eine Möglichkeit
geschaffen, wie die Gleichspannungen komfortabel zugeführt werden kön-
nen. Gleichzeitig dienen diese Leitungen aber nicht nur zur Spannungszu-
führung, sondern auch zur Anpassung, wodurch die Schaltung sehr kompakt
wird. Dies ist nicht nur aus Kostengründen erstrebenswert, sondern auch
weil zusätzliche Leitungen immer Leitungsverluste verursachen und so das
Ausgangssignal dämpfen. Das entwickelte Konzept überkommt also die in
Abschnitt 4.5 diskutierten Probleme vergleichbarer Verstärkerkonzepte im
hohen mmW-Frequenzbereich. Zusätzlich erweitert es das in [vHRvV+12]
gezeigte Konzept, wo bei 94GHz ein ähnliches Konzept zur Spannungszu-
führung angewandt wurde.
Zur Unterdrückung von Gegentaktoszillationen wurden, wie es auch beim
Wilkinson Koppler zu finden ist, in den virtuellen Leerlaufpunkten Wider-
stände eingebracht. Im Gegentaktbetrieb wird aus dem virtuellen Leerlauf
ein virtueller Kurzschluss, so stellen die Widerstände eine Last für die Ge-
gentaktsignale dar. Wie in Abbildung 4.22 zu sehen ist und bereits beschrie-
ben wurde, sind nur dort Widerstände eingebracht, wo kein oder ein zu
vernachlässigender Gleichstrom fließt um Verluste zu verhindern und somit
die Effizienz zu erhöhen. Um aber auch am Ausgang der Transistorstufen
eine Gegentaktunterdrückung nutzen zu können, sind die Koppelkapazitä-
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ten so groß ausgeführt, dass sie für einen großen Frequenzbereich einen
Kurzschluss darstellen. Auf diese Art werden unsymmetrische Signale am
Ausgang durch die Widerstände am Eingang der folgenden Stufe oder des
folgenden Kopplers unterdrückt.
Die Effektivität dieser Gegentaktunterdrückung wird im Folgenden unter-
sucht, wo exemplarisch die Simulations- und Messergebnisse eines Leis-
tungsverstärkers für den Frequenzbereich um 250GHz vorgestellt werden.
4.7.2. Realisierung und Charakterisierung
Im Rahmen dieser Arbeit sind mehrere Leistungsverstärker entworfen wor-
den, die alle das im vorigen Abschnitt beschriebene Verstärkerkonzept nut-
zen. Die Verstärker arbeiten in verschiedenen Frequenzbereichen, verfügen
über unterschiedliche Bandbreiten und Verstärkungen. Sie demonstrieren
eindrucksvoll, dass das entwickelte Konzept in einem weiten Frequenzbe-
reich für einen weiten Anforderungsbereich anwendbar ist. Eine Übersicht
der entworfenen Verstärker und deren Ergebnisse ist in Abbildung 4.27 zu
finden, wo die entworfenen Verstärker mit dem Stand der Technik verglichen
werden. Aus Gründen der Übersichtlichkeit werden nicht alle Ergebnisse
vorgestellt, sondern beispielhaft ein Verstärker, der für den Frequenzbereich
um 250GHz entworfen wurde.
Ein Foto des im Folgenden vorgestellten Verstärkers ist in Abbildung 4.23
zu sehen. Er hat eine Größe von 1,25× 0,75mm2 und ist damit sehr kom-
pakt. Im Foto sind die Koppler am Ein- und Ausgang, die einzelnen Stufen
genauso wie die λ/4 Zuleitungen markiert. Es ist deutlich zu erkennen,
dass der Verstärker direkt die in Abbildung 4.22 vorgeschlagene Verstärker-
topologie umsetzt. Der entworfene Verstärker nutzt als Transistorstufe eine
Kaskode aus Transistoren in CS und CG Anordnung, mit einer Gate-Länge
von 50 nm. Die beiden Stufen sind mit einer Leitung der Länge 25 μm und
146
4.7. Entwurf eines geeigneten Leistungsverstärkerkonzepts
Abbildung 4.23.: Foto des entworfenen und hergestellten Verstärkers für An-
wendungen bei 250GHz. Der Verstärker hat eine Größe von
1,25×0,75mm2.
einer Impedanz von 50Ω verbunden, deren Länge so gewählt wurde, dass
die Schaltung breitbandig und stabil ist. Beide Transistoren nutzen zwei
parallele Finger mit einer Einzelfingerweite von 10 μm. Durch die Parallel-
schaltung von vier dieser Transistorstufen ist die gesamte Gate-Weite am
Ausgang des Verstärkers also 4×2× 10 μm = 80 μm.
Die Abbildungen 4.24a-c und der Anhang C demonstrieren, dass die Wi-
derstände zur Gegentaktunterdrückung wirkungsvoll sind. Sie tragen dazu
bei die Stabilität der entworfenen Verstärker zu gewährleisten. In all diesen
Grafiken wurde der in Abschnitt 4.4 vorgeschlagene Ansatz zur Stabili-
tätsuntersuchung mit Gamma-Probes umgesetzt. Wie bereits beschrieben,
wurden dazu dem Ein- und Ausgang die in Abbildung 4.11b gezeigten Re-
flexionsparameter präsentiert und zusätzlich wurde eine Monte-Carlo Ana-
lyse durchgeführt, um die Stabilität des Verstärkers nicht nur im Gleichtakt-
betrieb zu untersuchen. Die Realteile der nach Gleichung 4.6 definierten
Stabilitätsfaktoren SF am Ein- und Ausgang der Schaltung sind in Abbil-
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Abbildung 4.24.: Simulierte Stabilitätsfaktoren SF am (a) Ein- und (b) Ausgang der
Schaltung für verschiedene Winkel der Quell und Lastimpedan-
zen. (c) Simulierte SF am Ein- und Ausgang einer Transistorstufe
für verschiedene Monte-Carlo Simulationen. (d) Simulierte SF
am Ein- und Ausgang einer Transistorstufe für eine beispielhafte
Monte-Carlo Simulation.
dungen 4.24a-b zu sehen. Sie stellt die SF von 1MHz bis 1 THz dar, also im
kompletten Frequenzbereich in dem der Transistor theoretisch oszillieren
kann. Es ist zu beachten, dass die Frequenz logarithmisch aufgetragen ist.
Dadurch können niederfrequente Oszillationen, die durch Gleichspannungs-
zuführungen entstehen, genauso wie Hochfrequenzoszillationen, untersucht
und ausgeschlossen werden. Die Grafik belegt, dass trotz der verwendeten
Quell- und Lastimpedanzen und der Monte-Carlo Analyse, die Schaltung
vom Ein- und Ausgang stabil wirkt, da die Realteile der SF kleiner als Eins
sind. Abbildung 4.24c zeigt den SF am Ein- und Ausgang der in Abbil-
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dung 4.22 mit einem abgerundeten Rechteck markierten Transistorstufe.
Die Untersuchung findet dabei, wie in Abbildung 4.12 gezeigt, am Eingang
des Transistors in CS und Ausgang des Transistors in CG Anordnung statt.
In der Simulation hat sich gezeigt, dass die SF am Ein- und Ausgang der
Transistorstufe vernachlässigbar auf Winkeländerungen der Quell- und Last-
abschlüsse reagieren. Dies kann dadurch erklärt werden, dass der Koppler
über einen weiten Bereich eine gute Anpassung aufweist und die Ausgänge
des Kopplers durch diese Änderungen nur gering beeinflusst werden. Aus
Gründen der Übersichtlichkeit werden daher in Abbildung 4.24c die SF nur
für einen festen Winkel der Quell- und Lastimpedanzen präsentiert. Auch
diese Grafik stellt die SF von 1MHz bis 1 THz dar, wobei die Frequenz
logarithmisch aufgetragen ist. Dieser große Bereich ist notwendig um so
Oszillationen bei allen Frequenzen ausschließen zu können. Es ist deutlich
zu sehen, dass bei niedrigen Frequenzen die Schaltung stabil ist und erst
bei Frequenzen um 300GHz ein auffälliges Verhalten beobachtet werden
kann. Um Oszillationen auszuschließen muss dieser Frequenzbereich daher
detaillierter betrachtet werden. Aus diesem Grund sind in Abbildung 4.24d
im Frequenzband von 170 bis 350GHz die SF für eine Monte-Carlo Simu-
lation zu sehen. Die untere und obere Grenze ergibt sich aus der unteren
und oberen Grenzfrequenz des Hohlleiterbandes, das in einer späteren An-
wendung genutzt werden würde. Es ist deutlich zu erkennen, dass der SF
am Eingang der Transistorstufe im kompletten Frequenzbereich kleiner als
Eins ist, der Ausgang aber ab ca. 300GHz größer als Eins wird. Es ist aber
auch deutlich zu sehen, dass der Wert SF = 1 nie umschlossen wird, der
Verstärker also für alle untersuchten Quell- und Lastimpedanzen im Gleich-
und Gegentaktbetrieb stabil ist. In Anhang C ist zu sehen, dass entscheiden-
de Voraussetzungen für diese Tatsache die Verwendung von Transistoren in
Kaskode Anordnung und die Verwendung der Widerstände zur Gegentakt-
unterdrückung sind.
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Abbildung 4.25.: Simuliertes und gemessenes Kleinsignalverhalten des Verstärkers
von 200 bis 325GHz. (a) S-Parameter und (b) Gruppenlaufzeit.
Messung: Symbol, Simulation: Linie.
Die simulierten und gemessenen S-Parameter des stabilen Verstärkers sind
von 200 bis 325GHz in Abbildung 4.25a zu sehen. In der Simulation wurde
das erstellte Transistormodell genutzt, das einen Transistor bei maximaler
Kleinsignalverstärkung beschreibt. In der Messung wurde dieses Verhalten
erzielt, indem Spannungen von VG = 0,2V, VC = 1,1V und VD = 1,8V
angelegt wurden. In der Simulation hat der Verstärker seine maximale Ver-
stärkung bei 243GHz mit einem Wert von ca. 28 dB. Sein Maximalwert ist
im Frequenzbereich von 237 bis 255GHz nicht mehr als 3 dB abgefallen.
Daraus ergibt sich eine absolute und relative Bandbreite von 18GHz und ca.
7,5%.
Gemessen hat der Verstärker mit 25,5 dB seine maximale Verstärkung bei
241GHz. Im Frequenzbereich von 233 bis 261GHz ist der Pegel um nicht
mehr als 3 dB abgefallen, woraus sich eine absolute und relative Bandbreite
von 28GHz und ca. 12% ergibt. Beim Vergleich von simuliertem und ge-
messenem Reflexionsverhalten lässt sich eine gute Übereinstimmung von
Messung und Simulation feststellen. In beiden Fällen weist die Anpassung
mit 6 bis 10 dB Werte auf, die typisch für einen Leistungsverstärker im
hohen mmW-Frequenzbereich sind.
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Die simulierte und gemessene Gruppenlaufzeit durch den Verstärker ist in
Abbildung 4.25b von 200 bis 325GHz zu sehen. In Simulation und Mes-
sung hat sie ihr Maximum bei 241GHz. Sie weist innerhalb der simulierten
und gemessenen 3-dB-Bandbreiten eine Variation von 12,8 bzw. 12,1 ps
auf. Daraus ergibt sich nach [TKH+08], dass sich mit diesem Verstärker
ein On-Off-Keying moduliertes Signal mit einer Datenrate von 17Gbit/sec
verzerrungsfrei verstärkt werden kann.



























































































Pin = -8 dBm
(b)
Abbildung 4.26.: Gemessenes Großsignalverhalten des Verstärkers. (a) Verstärkung,
Ausgangsleistung und Effizienz in Abhängigkeit der Eingangsleis-
tung bei einer Frequenz von 250GHz und (b) Verstärkung, Aus-
gangsleistung und Effizienz in Abhängigkeit der Frequenz bei ei-
ner Eingangsleistung von -8 dBm.
Das gemessene Großsignalverhalten ist in den Abbildungen 4.26a-b zu
sehen. Die Transistoren wurden dafür mit den Spannungen VG = 0,4V,
VC = 1,5V und VD = 2,2V versorgt, was sich in der Messung als die Kom-
bination von Spannungen erwiesen hat, die zur größten Ausgangsleistung
führt, ohne einer Degradierung der Schaltung zu verursachen.
Abbildung 4.26a zeigt die gemessene Verstärkung, Ausgangsleistung und
Effizienz in Abhängigkeit der Eingangsleistung bei einer Frequenz von
250GHz. Dafür wurde die Eingangsleistung von -27 bis -8 dBm variiert.
Die Eingangsleistungspegel werden nach unten durch die minimale Auflö-
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sung des Kalorimeters beschränkt, das zur Leistungsmessung genutzt wur-
de. Nach oben ist der Leistungspegel durch den Verstärker beschränkt, der
das vom Frequenzvervielfacher kommende Signal verstärkt und als Ein-
gangssignal über die Messspitze dem zu untersuchenden Verstärker zuführt
(vergl. Abschnitt 4.2). Mit den angelegten Spannungen hat der Verstär-
ker eine maximale Verstärkung von 25,1 dB, die bei einer Eingangsleis-
tung von Pein,1−dB = −21 dBm um 1 dB gefallen ist. Daraus ergibt sich
eine lineare Verstärkung G1−dB = 24,1 dB und lineare Ausgangsleistung
Paus,1−dB = 3 dBm. Durch die hohe Versorgungsspannung und den hohen
Drain-Strom, beträgt die PAE lediglich 1,5%.
Die Abhängigkeit von Großsignalverstärkung, Ausgangsleistung und Effizi-
enz von der Frequenz ist in Abbildung 4.26b gegeben. Dafür wurde die Ein-
gangsleistung fest auf -8 dBm gesetzt. Für diese Messung war eine erneute
Kalibrierung des Messsystems notwendig. Daher unterscheiden sich die bei
250GHz gemessenen Ausgangsleistungen um 0,4 dB. Sie beträgt in dieser
Messung 6,3 dBm. Diese Abweichung liegt innerhalb der in Abschnitt 4.2
diskutierten Messungenauigkeit von ca. 0,5 dB. In der Abbildung ist zu
erkennen, dass der Verstärker, wie im Kleinsignalbetrieb, auch im Großsi-
gnalbetrieb über eine hohe Bandbreite verfügt. Bei Pein = −8dBm ist die
Ausgangsleistung bei 255GHz am größten. Sie hat dort einen Wert von
6,9 dBm. Der Verstärker hat in dem Zustand eine PAE von 1,9% und eine
Verstärkung von 14,3 dB. Die Messungen belegen somit eindeutig, dass der
Verstärker nicht nur ein gutes Kleinsignalverhalten aufweist, sondern auch,
dass sein Großsignalverhalten den Einsatz als Sendeverstärker in Radar- und
Kommunikationssystemen erlaubt.
Im Rahmen dieser Arbeit wurden mehrere Verstärker entworfen und herge-
stellt, die den neuartigen Leistungsteiler und das darauf aufbauende Verstär-
kerkonzept nutzen. Ihre gemessenen Klein- und Großsignaleigenschaften
werden im folgenden Abschnitt zusammengefasst und mit dem Stand der
Technik verglichen.
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4.8. Zusammenfassung und Interpretation
In den beiden vorherigen Abschnitten wurden ein neuartiges Leistungsteiler-
und ein Leistungsverstärkerkonzept entwickelt und präsentiert. Koppler und
Verstärker nutzen geschickt die in der Arbeit modellierten Wellenleiter. Zu-
sammen mit den Transistormodellen, die auch im Rahmen dieser Arbeit
entwickelt wurden, sind leistungsfähige Verstärker mit einer großen Verstär-
kung und Ausgangsleistung im hohen mmW-Frequenzbereich realisiert wor-
den. Im vorherigen Abschnitt sind beispielhaft die simulierten und gemesse-
nen Eigenschaften eines Verstärkers für Frequenzen um 250GHz vorgestellt
worden. Die gemessenen Eigenschaften aller Verstärker, die im Rahmen die-
ser Arbeit mit dem entworfenen Koppler und Verstärkerkonzept realisiert
wurden, sind in den Tabellen 4.1 und 4.2 zusammengefasst.


























Abbildung 4.27.: Vergleich der maximal gemessenen Ausgangsleistung mit dem
Stand der Technik bei Leistungsverstärkern. InP HBT: [RRG+12a,
RRG+11,RRG+12b,RSW+11,HUM+08], InP HEMT: [RLS+11,
DMR+08], Fraunhofer IAF mHEMT: [KPM+09,LDM+13].
Abbildung 4.27 bietet eine Übersicht über die maximale gemessene Aus-
gangsleistung aller in dieser Arbeit für den hohen mmW-Frequenzbereich
entworfenen Verstärker. Sie nutzen alle den entwickelten Leistungsteiler
und das darauf aufbauende Verstärkerkonzept (Symbol: Stern). Zusätzlich
werden die in der Arbeit erzielten Ergebnisse in Vergleich gesetzt zum Stand
der Technik. Die gemessenen Ausgangsleistungen der im Vorfeld der Arbeit
153
4. Entwurf von monolithisch integrierten Leistungsverstärkern
am Fraunhofer IAF entwickelten Verstärker (Symbol: Kreis), sind ebenso
aufgeführt, wie die veröffentlichten Ausgangsleistungen der konkurrieren-
den MMIC, die InP HEMT (Symbol: Quadrat) und InP HBT (Symbol: Fünf-
eck) nutzen. Es ist deutlich zu erkennen, dass mit dem in dieser Arbeit ent-
worfenen Koppler- und Verstärkerkonzept, bei gegebener Frequenz, die Aus-
gangsleistung der am Fraunhofer IAF hergestellten Verstärker mehr als ver-
doppelt werden konnte. Darüber hinaus konnte die höchste Arbeitsfrequenz
von Leistungsverstärkern, welche mHEMT des Fraunhofer IAF nutzen, von
210 auf über 250GHz gesteigert werden. In den Tabellen 4.1 und 4.2 sind
Klein- und Großsignalparameter aller im Rahmen dieser Arbeit entworfenen
Verstärker zusammengefasst. Der Verstärker A5, der Transistoren mit einer
Gate-Länge von 35 nm nutzt, erzielt bei 250GHz eine maximale Ausgangs-
leistung Paus,max von 10 dBm und bei 270GHz ein Paus,max von 8,5 dBm. In
diesem Frequenzbereich ist bislang keine höhere Ausgangsleistung demons-
triert worden. Gleichzeitig ist die Ausgangsleistungsdichte Paus,max,N mit
125mW/mm in diesem Frequenzbereich unübertroffen [Sam11].
Der Vergleich mit Verstärkern, welche die InP HBT Technologie nutzen
zeigt, dass diese im Frequenzbereich um 220GHz deutlich mehr Ausgangs-
leistung aufweisen, als die Verstärker, die im Rahmen der vorliegenden
Arbeit entworfenen wurden. Der in [RRG+12a] veröffentlichte Verstärker
verfügt bei 220GHz über 19.54 dBm Ausgangsleistung. Mit steigender Fre-
quenz liegt die Ausgangsleistung der in dieser Arbeit entworfenen Verstär-
ker allerdings über der, die mit Verstärkern demonstriert wurde, die InP HBT
nutzen.
Um 220GHz, fällt der Vergleich mit in InP HEMT Technologie hergestell-
ten Verstärkern zu deren Gunsten aus. Die in dieser Technologie herge-
stellten Verstärker verfügen bei 210GHz über 18.75 dBm Ausgangsleistung.
Der bei 270GHz hergestellte Verstärker, der InP HEMT nutzt, hat eine ma-
ximale Ausgangsleistung von 7.85 dBm. Dieser Wert konnte auch mit dem
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in Tabelle 4.2 mit A5 bezeichneten Verstärker realisiert werden, der bei
270GHz eine Ausgangsleistung von 8,5 dBm aufweist.
Um bewerten zu können, wie viel Ausgangsleistung mit den entworfe-
nen Verstärkern maximal erzielt werden kann, ist der Vergleich mit Ab-
bildung 4.8a sinnvoll. Wie bereits beschrieben, wurden dafür das Großsi-
gnalverhalten von leistungsangepassten Transistorteststrukturen bei einer
Frequenz von 210GHz untersucht. Die Transistoren der dort untersuchten
Teststrukturen haben alle eine Gate-Länge von 100 nm und unterschiedli-
che Gate-Weiten. In Abschnitt 4.3.2 und in [DKM+10] wurde gezeigt, dass
mHEMT mit unterschiedlichen Gate-Längen bei 210GHz etwa die gleiche
Ausgangsleistung haben. Das lässt sich dadurch erklären, dass z.B. Transis-
toren mit einer Gate-Länge von 100 nm eine höhere Durchbruchspannun-
gen, dafür nur geringere Betriebsströme als mHEMT mit einer Gate-Länge
von 35 nm erlauben. Das Produkt aus maximalem Spannungshub und ma-
ximalem Stromhub bleibt relativ konstant. In erster Näherung, führt das zu
gleichbleibenden maximalen Ausgangsleistungen [Wal12]. Somit müsste
nach Abbildung 4.8a eine Transistorstufe um 210GHz mit zwei parallelen
Fingern und einer Einzelfingerweite von 10 μm ca. -2 dBm und eine mit
15 μm ca. 0 dBm lineare Ausgangsleistung liefern. Vier parallele Transisto-
ren müssten somit im Idealfall 4 bis 6 dBm Ausgangsleistung liefern. Wenn
man berücksichtigt, dass Technologieschwankungen und Leitungsverluste
auftreten, sind die Eigenschaften des entworfenen Verstärkers in Überein-
stimmung mit den Ergebnissen der Transistorteststrukturen. Das bedeutet
zum einen, dass die Transistorstufen sehr effektiv angepasst sind. Zum an-
deren bedeutet es, dass der Koppler nur geringe Leitungsverluste aufweist.
Mit InP HBT und InP HEMT sind teilweise größere Ausgangsleistungen
als mit der mHEMT Technologie des Fraunhofer IAF veröffentlicht wor-
den. Ein Grund dafür sind die höheren Versorgungsspannungen, die mit
diesen Technologien möglich sind [RRG+12a,RLS+11]. Im Vergleich zur
mHEMT Technologie des Fraunhofer IAF, ist die Gleichspannungsleistung
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pro Transistor etwa doppelt bis drei mal so groß. Wie in [Wal12] gezeigt,
ermöglicht das höhere maximale Ausgangsleistungen. Zusätzlich werden
beispielsweise in [RLS+11] HEMT mit einer Gate-Weite von 120 μm ge-
nutzt, um damit einen Verstärker bei 210GHz zu entwerfen. Die Verstärker
A2 und A3 aus Tabelle 4.2 nutzen lediglich Transistoren mit einer Gate-
Weite von 30 μm. Da größere Gate-Weiten zu größeren Ausgangsleistungen
führen, ist dies ein bedeutender Unterschied. Mit der mHEMT Technolo-
gie des Fraunhofer IAF, war es im Rahmen dieser Arbeit nicht möglich
Transistoren mit großen Gate-Weiten zum Entwurf von Leistungsverstär-
kern um 210GHz zu verwenden. Bei gleichbleibender Schaltungstopologie,
waren in der Simulation alle Verstärker, die Transistoren in Kaskode An-
ordnung und großen Gate-Weiten nutzen, stets instabil. Dies kann durch
die parasitären Transistorelemente (z.B. LGF) erklärt werden, deren Einfluss
in Abschnitt 3.4.2 diskutiert wurde. Um die Ausgangsleistung weiter zu
steigern, müssen zukünftige Verstärkerkonzepte eine Möglichkeit finden un-
empfindlich auf die parasitären Effekte zu reagieren. Eine Alternative ist
es, den Aufbau des Transistors so anzupassen, dass die parasitären Effekte
reduziert werden.
Im Rahmen dieser Arbeit ist eine große Zahl von Leistungsverstärkern ent-
standen, die alle das in Kapitel 4 entwickelte Verstärkerkonzept nutzen. Mit
ihren unterschiedlichen Eigenschaften, Mittenfrequenzen und Bandbreiten
decken sie den Frequenzbereich von 200 bis über 250GHz ab. Sie demons-
trieren so, dass das Verstärkerkonzept sehr variabel angewandt werden kann.
In Tabelle 4.1 sind Kleinsignalparameter der Verstärker zusammengefasst.
Aufgeführt sind: Die Mittenfrequenz der Schaltung fc, die absolute (B3−dB)
und relative (b3−dB) 3-dB Bandbreite, die maximale Kleinsignalverstärkung
Gmax und die Veränderung der Gruppenlaufzeit τGD innerhalb der 3-dB
Bandbreite. Die Großsignalparameter der Verstärker, die bei der Frequenz
fLS gemessen wurden, sind in Tabelle 4.2 aufgeführt. Zu sehen sind: Die
maximale lineare Ausgangsleistung Paus,1−dB, die größte gemessene Aus-
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gangsleistung, Paus,max und Effizienz PAE. Der Verstärker A1 wurde in Ka-
pitel 4 vorgestellt. A5 wurde bei 250 und 270GHz charakterisiert und ist
daher zweimal aufgeführt.
Tabelle 4.1.: Vergleich der gemessenen Kleinsignaleigenschaften der entworfenen
Verstärker.
Parameter lG fc B3−dB. b3−dB Gmax τGD
Einheit nm GHz GHz % dB ps
A1 50 241 28 12 25,5 12,1
A2 50 222 20 9 27,2 18,9
A3 50 221 33 15 14,8 5,0
A4 50 200 29 14 16 14,1
A5 35 248 14 5,6 32,8 19,6
A6 35 246 13 5,3 32 25,1
Tabelle 4.2.: Vergleich der bei der Frequenz fLS gemessenen Großsignaleigenschaf-
ten der entworfenen Verstärker.
Parameter fLS Paus,1−dB Paus,max Paus,max,N PAE
Einheit GHz dBm dBm mW/mm %
A1 255 3 6,9 61 1,9
A2 220 5,5 10,4 91 3,1
A3 215 7,7 11,4 58 2,1
A4 214 6,3 10,3 90 2,8
A5 250 ≈3 10 125 2,9
A5 270 ≈3 8,5 64 2,2
A6 250 ≈4 10 125 3,5
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5. Zusammenfassung und Ausblick
Ziel dieser Arbeit war der Entwurf von Leistungsverstärkern für den hohen
mmW-Frequenzbereich, um so die Reichweite, maximale Datenrate bzw.
Auflösung von Kommunikations- und Radarsystemen zu erhöhen, die in
diesem Frequenzbereich arbeiten.
Aufgrund ihrer hervorragenden Systemeigenschaften, wie z.B. geringes
Empfängerrauschen, sollte dafür die mHEMT Technologie des Fraunhofer
IAF zum Einsatz kommen. Ein Vergleich mit dem Stand der Technik hat ge-
zeigt, dass die in dem Frequenzbereich veröffentlichten Ausgangsleistungen
der Verstärker, welche die mHEMT Technologie nutzen, nicht dem Stand
der Technik entspricht. Eine Analyse der Situation hat ergeben, dass dies vor
allem auf nicht ausreichend genaue Leitungs- und Transistormodelle zurück
zu führen ist. Zusätzlich hat sich gezeigt, dass die bislang angewandten Ver-
stärkerkonzepte es nicht erlauben, das Potential der mHEMT Technologie
voll auszunutzen. Es wurde daher ein auf die Technologie und den Frequenz-
bereich zugeschnittenes Verstärkerkonzept erarbeitet und zum Entwurf von
Verstärkern genutzt.
Im Bereich der Leitungsmodellierung wurde ein neu entwickelter Ansatz
angewandt, um damit das Verhalten der Leitungselemente zu bestimmen.
Die Modelle wurden auf Basis von elektromagnetischen Feldsimulationen
erstellt und die Genauigkeit der Modelle bis 325GHz bestätigt. Im Rahmen
dieser Arbeit wurden koplanare und quasi-planare Mikrostreifen Leitungen
modelliert. In beiden Fällen sind die Modelle so aufgebaut, dass ihr Verhal-
ten physikalisch erklärt werden kann. Die modellierten Leitungselemente
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heben sich dadurch deutlich vom Stand der Technik ab, wo die Genauigkeit
der Elemente bis maximal 110GHz bestätigt wurde. Im Vergleich zu alter-
nativen Ansätzen ist die Modellierung intuitiv und ermöglicht es schnell
und kostengünstig eine große Zahl von Elementen zu modellieren.
Genau wie die Leitungsmodelle sollen die Modelle, die das Verhalten der
Transistoren beschreiben, bis mindestens 325GHz sehr genau sein. In der
Arbeit wurde gezeigt, dass dies mit einem klassischen Ansatz, der Messun-
gen bis 110GHz zur Modellierung nutzte, nicht möglich ist. Es wurde daher
ein alternativer Ansatz zur Modellierung erarbeitet und angewandt, der zur
Modellierung den Transistor in zwei Teile trennt: Einen, der das rein pas-
sive, extrinsische Verhalten des Transistors beschreibt und einen, der das
Verhalten des aktiven intrinsischen Transistors beschreibt, den das passive
Netzwerk umschließt. Der passive Transistor unterschiedlicher Transisto-
ranordnungen wurde in unabhängige Elemente getrennt, die separat mit
Hilfe von elektromagnetischen Feldsimulationen untersucht und modelliert
wurden. Im Gegensatz zu bisher veröffentlichten Ansätzen konnte so sehr
genau das Verhalten des gesamten extrinsischen Transistors beschrieben
werden. Das Verhalten des intrinsischen Transistors wurde mit klassischen
Methoden messtechnisch bis 110GHz bestimmt. Beide Modellbestandteile
wurden dann so kombiniert, dass sie das verteilte Verhalten des Transis-
tors beschreiben, womit die Modelle bis zu höchsten Frequenzen gültig
sind. Es hat sich gezeigt, dass mit diesem neu erarbeiteten Ansatz instabile
Verstärkerentwürfe erkannt und ausgeschlossen werden können, was mit
alternativen Ansätzen nicht der Fall war. Zusätzlich ist die Genauigkeit der
Transistormodelle bis 325GHz messtechnisch bestätigt worden.
Auf Basis der modellierten Leitungs- und Transistormodelle wurden Leis-
tungsverstärker für den hohen mmW-Frequenzbereich entworfen. Dafür
wurde ein geeignetes Verstärkerkonzept erarbeitet, das die durch die mHEMT
Technologie gegebenen Möglichkeiten voll ausnutzt. Im Vergleich zu alter-
nativen Ansätzen, die in diesem Frequenzbereich angewandt werden, ist das
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entworfene Konzept sehr kompakt und verlustarm, wodurch es sehr leis-
tungsfähige Verstärker ermöglicht. Das zentrale Element der entworfenen
Verstärker sind Koppler, die ein eingespeistes Signal phasengleich auf vier
parallele Ausgangssignale aufspalten können. Damit unterscheidet sich der
Koppler von allen bisher veröffentlichten Kopplern dieser Art, die alle unter
Phasenfehlern leiden und so die maximale Ausgangsleistung der Verstärker
reduzieren. Auf Basis des erarbeiteten Verstärkerkonzepts wurden verschie-
dene Verstärker entworfen, prozessiert und charakterisiert. Alle Verstärker
verfügen über sehr hohe Ausgangsleistungsdichten, was die Leistungsfähig-
keit des Kopplers und des darauf aufbauenden Verstärkerkonzepts bestätigt.
Zusammenfassend lässt sich feststellen, dass im Rahmen dieser Arbeit die
Möglichkeit geschaffen wurde auch im hohenMillimeterwellen Frequenzbe-
reich Leistungsverstärker zu entwerfen. Dafür wurden die bisherigen Limi-
tierungen in Bezug auf Leistungs- und Transistormodellierung untersucht
und alternative Lösungsmöglichkeiten erarbeitet. Auf Basis der Modelle
wurde ein geeignetes Koppler- und Verstärkerkonzept entworfen und ange-
wandt.
Darauf aufbauend lassen sich weitere, neue Verstärkerkonzepte entwerfen
um die Ausgangsleistung, Linearität, Bandbreite und auch die Arbeitsfre-
quenzen der Verstärker zu steigern. Des weiteren können auf Basis der im
Rahmen dieser Arbeit entworfenen extrinsischen Transistormodelle nun int-
rinsische Transistormodelle entworfen werden, die auch das Großsignalver-
halten der Transistoren beschreiben. Damit lassen sich dann auch Mischer




A. Zusätzliche Informationen zur
Leitungsmodellierung
In diesem Anhang werden zuerst alle modellierten und in Modellbibliothe-
ken umgesetzten Leitungselemente zusammengestellt. Anschließend wird
die Genauigkeit einiger weiterer Leitungselemente, vor allem von Diskonti-
nuitäten, messtechnisch bestätigt.
Zusammenstellung aller Modellbibliotheken für
Leitungselemente
Im Rahmen dieser Arbeit wurden drei unterschiedliche Leitungsarten model-
liert und als Modellbibliothek in Agilent ADS umgesetzt. Abbildungen A.1
bis A.3 zeigen beispielhaft modellierte Elemente, die direkt zum Entwurf
von Schaltungen genutzt werden können. In Abbildung A.1 sind auch zu-
sätzlich die Modelldetails des modellierten geraden Leitungsstücks und der
modellierten T-Verzweigung in CPWG14u Umgebung zu sehen. In Abbil-
dung A.2 sind die Modelle für kapazitiv geladene T-Verzweigungen und
Kapazitäten gegen Masse zu sehen. Beide Elemente können Anwendung
finden, wenn Schaltungen sehr kompakt und mit hoher Güte angepasst wer-
den sollen. Die Genauigkeit der modellierten Kapazität gegen Masse wird
in Abbildung A.5 überprüft und bestätigt. Die Genauigkeit der gesamten
Bibliothek wurde in [DWSE+11] bestätigt. In Abbildung A.3 sind die mo-
dellierten Elemente der AirMS zu sehen. Durch den modellierten AirMS
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zu CPWG Übergang können beide Leitungstypen leicht kombiniert werden.
Eine ausführlichere Übersicht ist in [Län12] zu finden.
Abbildung A.1.: Übersicht über die in Agilent ADS umgesetzte Modellbibliothek
für koplanare Elemente in CPWG14u. Beispielhaft sind auch die
Modelldetails für die modellierte Leitung und T-Verzweigung zu
sehen.
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Abbildung A.2.: Übersicht über die in Agilent ADS umgesetzte Modellbibliothek
für koplanare Elemente in CPWG50u.
Abbildung A.3.: Übersicht über die in Agilent ADS umgesetzte Modellbibliothek
für AirMS Elemente.
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Untersuchung der Genauigkeit von modellierten
Leitungselementen
In diesem Abschnitt wird die Genauigkeit der modellierten Diskontinuitä-
ten bis 325GHz untersucht. Dafür werden Messung und Simulation einer
Teststruktur in CPWG14u Umgebung und einer Teststruktur einer quasi-
uniplanare MS Leitung verglichen.
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Abbildung A.4.: (a) Foto der Teststruktur und (b-c) Vergleich von Messung und Si-
mulation der Teststruktur von 250MHz 325GHz. Symbole: Mes-
sungen in unterschiedlichen Frequenzbändern. Linie: Simulation.
Ein Foto der Teststruktur in CPWG14u Umgebung ist in Abbildung A.4a zu
sehen. Die Struktur hat eine Größe von 1,3×0,45mm2 Die Teststruktur hat
einen koplanaren Ein- und Ausgang in CPWG50u Umgebung, an die sich
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Übergänge anschließen um die unterschiedlichen Masse-Masse Abstände
anzupassen. Die Teststruktur nutzt T-Verzweigungen und Leitungsstücke,
wobei die Leitungsstücke kurzgeschlossen sind. Die Länge der kurzen Lei-
tungselemente beträgt 150 μm, die der längeren beträgt 250 μm. Die Innen-
leiterbreite aller Leitungsstücke in CPWG14u Umgebung beträgt 7,4 μm. So
entsteht eine Filterstruktur mit Bandpassverhalten. Die Abbildungen A.4b-c
zeigen den Vergleich von Messung und Simulation. Die Teststruktur wurde
in drei Frequenzbändern von 250MHz bis 325GHz gemessen. Es ist zu
erkennen, dass der Übergang zwischen den Frequenzbändern relativ nahtlos
ist und nur geringe Betrags- und Phasenfehler beim Übergang zwischen den
Frequenzbändern auftreten. In Abbildung A.4b sind Betrag und Phase des
Reflexions- und in Abbildung A.4c des Transmissionsparameters zu sehen.
Bis 180GHz kann eine gute Übereinstimmung vonMessung und Simulation
beobachtet werden. In beiden Fällen hat das koplanare Bandpassfilter seine
Mittenfrequenz bei 140GHz und seine untere und oberere Grenzfrequenz
bei 110 und 175GHz. Obwohl wie in [Ham81] und [Sim01] festgestellt
wurde, T-Verzweigungen sehr schwer verlässlich zu modellieren sind, kann
hier in Betrag und Phase eine gute Übereinstimmung zwischen simuliertem
und gemessenen Reflexions- und Transmissionsverhalten der Struktur fest-
gestellt werden. Das belegt zum einen die Genauigkeit der modellierten Lei-
tungen und der modellierten T-Verzweigungen. Zum anderen demonstriert
dies, dass der in der Arbeit entwickelte Ansatz zur Leitungsmodellierung
auch zur Modellierung von komplexen Diskontinuitäten angewandt werden
kann.
Diskontinuitäten werden in der Literatur meist mit konzentrierten Elemen-
ten modelliert [Wol06,Sim01,Ham81]. Dies ist besonders nachteilig, wenn
die Länge der Diskontinuitäten nicht klein gegen die Wellenlänge ist, da
dann große Abweichungen zwischen Modell und Messung beobachtet wer-
den können. Deshalb sind in dieser Arbeit alle Diskontinuitäten verteilt
modelliert. Da Kapazitäten gegen Masse häufig zur Impedanzanpassung ge-
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Abbildung A.5.: (a) Schematische Darstellung des Querschnitt durch die Teststruk-
tur und (b) Foto der Struktur. (c-d) Vergleich von Messung und
Simulation der Teststruktur in Bezug auf das (c) Reflexions- und
(d) das Transmissionsverhalten. Die Mess- und Simulationskurven
sind von 250MHz 325GHz gezeigt. Symbole: Messungen in un-
terschiedlichen Frequenzbändern. Linie: Simulation.
nutzt werden und die Länge der Kapazitäten vergleichsweise groß sein kann,
ist es besonders wichtig das verteilt wirkende Verhalten dieser Elemente zu
beschreiben.
Der Querschnitt durch eine Kapazität gegen Masse ist in Abbildung A.5a zu
sehen. Die Substratvorderseite ist flächig mit MET1 abgeschlossen worauf
das SiN aufgebracht ist. Auf dem SiN ist METG als Signalleiter. Zwischen
METG und MET1 breitet sich ein MS-Feld aus, das SiN als Substrat nutzt.
Eine Teststruktur um das modellierte Verhalten zu überprüfen ist in Ab-
bildung A.5b zu sehen. Die SiN-Leitung wird am Ein- und Ausgang über
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koplanare Leitungsstücke und Übergänge angeschlossen. Sie hat eine Länge
von 1740 μm und der Signalleiter hat eine Breite von 5 μm. Die Teststruktur
wurde in vier Frequenzbändern von 250MHz bis 325GHz gemessen. In Ab-
bildung A.5c ist das Reflexionsverhalten der Struktur im Smith-Diagramm
und in Abbildung A.5d das Transmissionsverhalten im Polar-Diagramm zu
sehen. Bis 325GHz ist eine gute Übereinstimmung in Betrag und Phase bei
beiden Parametern zu erkennen. Das Modell der Kapazität gegen Masse,
das bei koplanaren und AirMS Leitungselementen Anwendung findet, kann
somit auch in Netzwerken zur Impedanzanpassung eingesetzt werden. Das




B. Zusätzliche Informationen zur
Transistormodellierung
Im ersten Teil dieses Anhangs sind Mess- und Simulationskurven zu se-
hen, die das Verhalten und die Genauigkeit des intrinsischen Transistors
beschreiben, der einen mHEMT mit einer Gate-Länge von 50 nm abbildet.
Im Anschluss daran wird gezeigt wie stark die einzelnen extrinsischen Mo-
dellparameter des Gate-Fingers von den Einstellungen der EMFS abhängen.
Außerdem sind die in Agilent ADS umgesetzten Transistormodelle beschrie-
ben und die damit verbundenen extrinsischen und intrinsischen Modellpa-
rameter zu sehen. Abschließend wird das Stabilitätsverhalten der instabilen
Kaskode-Teststruktur aus Abschnitt 3.4.2 weiter untersucht.
Untersuchung von mHEMT mit 50 nm Gate-Länge
In diesem Abschnitt finden weitere Vergleiche von Messung und Simulation
statt, um so den in der Arbeit entwickelten Ansatz der Transistormodellie-
rung zu bestätigen. Hierfür finden in diesem Abschnitt nur Transistoren mit
einer Gate-Länge von 50 nm Anwendung.
Die messtechnisch bestimmten Gate- und Source-Widerstände sind in Ab-
bildung B.1 zu sehen. Ebenso wie in Abbildung 3.11 lassen sich mit den
angewandten Methoden die beiden Widerstände eindeutig bestimmen. Sie
finden daher Anwendung im Modell des intrinsischen Transistors, der einen
mHEMT mit einer Gate-Länge von 50 nm beschreibt.
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Abbildung B.1.: Gemessener Source bzw. Drain- und Gate-Widerstand über dem
inversen des Gatestroms.
Mit Abbildungen 3.11 und B.1 lassen sich daher die auf einen Einzelfinger
und auf 1 μm normierten Widerstandswerte RSp und RGp bestimmen. Ihre
Werte sind in Tabelle B.4 aufgeführt.
Das gemessene und modellierte Verhalten der intrinsischen Parameter ist in
den Abbildungen B.2a-b zu sehen. Hierfür wurde die in Abbildung 3.13a
gezeigte Teststruktur bei VDS = 1V und VDS = 0,2V gemessen, was zur
höchsten Kleinsignalverstärkung geführt hat.

































































Abbildung B.2.: Vergleich der gemessenen (Symbole) und simulierten (Linien) (a)
Kapazitätsbeläge und (b) der Transkonduktanz gm und des Aus-
gangsleitwerts GDS. Alle Parameter sind auf 1 μm und einen Finger
normiert.
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Mit Ausnahme des Wertes für die Transkonduktanz kann im kompletten
Frequenzbereich eine gute Übereinstimmung zwischen Modell und Mes-
sung festgestellt werden. Bei gm kann bei geringen Frequenzen eine deutli-
che Abweichung von Messung und Modell beobachtet werden, was durch
Dispersionseffekte erklärt werden kann, die bei mHEMT bei geringen Fre-
quenzen häufig auftreten [Kal06]. Da die Transistormodelle nicht in diesem
Frequenzbereich eingesetzt werden sollen, wurde darauf verzichtet dieses
Verhalten zu modellieren. Stattdessen wurde entschieden das Transistormo-
dell intuitiv zu belassen.








































Abbildung B.3.: Vergleich von Messung (Symbole) und Simulation (Linien) von
250MHz bis 110GHz eines 50 nm Common-Source Transistors
mit 50 μm Masse-Masse und VDS = 1V und VGS = 0.2V.
Der Vergleich von Messung und Simulation, der in Abbildung 3.13a gezeig-
ten Teststruktur, wenn diese bei maximaler Kleinsignalverstärkung betrie-
ben wird, ist in den Abbildungen B.3a-b zu sehen. In diesen Abbildungen
kommt in der Simulation das mit Abbildungen B.1 und B.2a-b bestimmte
Modell des intrinsischen Transistors zum Einsatz. Der Vergleich der Re-
flexionsparameter ist in Abbildung B.3a und der Vergleich der Transmissi-
onsparameter B.3b ist in Abbildung von 250MHz bis 110GHz zu sehen.
Unter Berücksichtigung der Messungenauigkeiten und der Dispersionsef-
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fekte kann festgestellt werden, dass das entworfene Transistormodell das
prinzipielle Verhalten der gemessenen Teststruktur sehr gut beschreibt.








































Abbildung B.4.: Vergleich von Messung (Symbole) und Simulation (Linien) von
250MHz bis 110GHz eines 50 nm Common-Gate Transistors mit
50 μm Masse-Masse und VDS = 1V und VGS = 0.2V.
Wird das Modell des intrinsischen Transistors mit dem extrinsischen Mo-
dell eines Transistors in CG Anordnung verknüpft, so kann mit der in Ab-
bildung 3.14a gezeigten Struktur das gemessene und simulierte Verhalten
verglichen werden, wenn der Transistor Verstärkung aufweist. In Abbil-
dung B.4a ist im Smith-Diagramm der Vergleich der simulierten und gemes-
senen Reflexionsparamter und in Abbildung B.4b ist im Polar-Diagramm
der Vergleich der Transmissionsparamter von 250MHz bis 110GHz zu se-
hen. Erneut ist eine geringe Abweichung von Messung und Simulation zu
erkennen, das prinzipielle Verhalten wird allerdings erneut korrekt vorher
gesagt. Die in diesem Anhang gezeigten Vergleiche bestärken den in dieser
Arbeit entwickelten und angewandten Ansatz der Transistormodellierung.
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Abhängigkeit der Eigenschaften des Gate-Fingers von den
EMFS-Einstellungen
Wie bereits beschrieben, werden die Parameter, welche das Verhalten des
Gate-Fingers beschreiben, auch mit Hilfe von EMFS bestimmt. Um zu über-
prüfen, wie stark die ermittelten Werte von den Simulationseinstellungen
abhängen, wurde die Gate-Struktur, wie sie in Abbildung 3.4f zu sehen ist,
mehrfach simuliert. Dabei wurden kritische Abmessungen innerhalb der
Struktur variiert und die Abhängigkeit der S-Parameter von den Einstellun-
gen untersucht. Anhand der S-Parameter wurden die parasitären Kapazitäten
CDSp und CGp, die parasitäre Induktivität LGp und der Koppelfaktor K im
Abhängigkeit der Geometrie bestimmt und verglichen. Die Abmessungen
wurden dabei um bis zu 230% ihrer ursprünglichen Werte vergrößert bzw.
verkleinert. In den meisten Fällen sind so extreme Änderungen der Abmes-
sungen aufgrund der technologischen Beschränkungen nicht möglich. Der






Abbildung B.5.: Detailliertere Darstellung des in Abbildung 3.7 skizzierten Gate-
Fingers.
Die Parameter, deren Größe variiert wird, sind die Breite des Gate-Kopfs
x1, der Abstand des Gate-Kopfs vom Kanal x2, die Rezess-Breite x3 und
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die Weite der dreieck-förmigen Struktur im Gate-Metall x4. Die durch den
50 nm mHEMT Prozess vorgegebenen Soll-Dimensionen sind x1 = 450 nm,
x2 = 350 nm, x3 = 75 nm und x4 = 170 nm. In Abbildung B.5 ist die Zuord-
nung der Parameter zur Geometrie des Gate-Fingers gegeben.
Tabelle B.1.: Auflistung der Parameterwerte des Gate-Fingers, die sich durch Verän-
derung der Gate-Geometrie innerhalb der EMFS ergeben.
Variation CDSp CGp LGp LDp K
Original 100,00 100,00 100,00 100,00 100,00
x1 = 200 nm 90,69 79,08 114,66 118,94 102,82
x1 = 1000 nm 94,22 94,83 100,32 92,30 102,32
x2 = 200 nm 92,74 87,07 107,37 108,53 101,84
x2 = 500 nm 90,87 79,79 114,84 115,16 104,24
x3 = 50 nm 118,55 154,82 80,36 77,10 91,71
x3 = 100 nm 91,21 81,39 112,96 114,389 103,54
x4 = 100 nm 90,74 79,64 115,19 118,14 103,60
x4 = 500 nm 95,07 96,37 95,13 87,70 101,69
Die Ergebnisse der EMFS sind in Tabelle B.1 gegeben. Die Zeile Original
gibt die Parameterwerte an, die sich mit den oben angegebenen Gate-Ab-
messungen ergeben. Die folgenden Zeilen geben die Werte der Parameter
an, wenn die angegebene Geometrie verändert wird und alle anderen Ab-
messungen konstant gehalten werden. Die einzelnen Parameterwerte sind
auf die Werte der ursprünglichen Simulation bezogen und in Prozent an-
gegeben. Es ist zu erkennen, dass besonders der Parameter x3, die Rezess-
Breite, das simulierte Verhalten stark beeinflusst. Das kann mit Hilfe von
Abbildung 3.7 erklärt werden, wo zu erkennen ist, dass sich in diesem Be-
reich das elektromagnetische Feld konzentriert. Aus diesem Grund führen
Änderungen in dieser Gegend zu besonders großen Veränderungen. Alle
weiteren Änderungen der Gate-Dimensionen führen zu relativ kleinen Ver-
änderungen der resultierenden parasitären Kapazitäten und Induktivitäten
und des Koppelfaktors. Die Untersuchung zeigt also, dass mögliche Feh-
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ler in der EMFS die Qualität des Modells zwar beeinflussen können, das
prinzipielle Verhalten mit Hilfe des Modells aber sehr genau wiedergegeben
wird.
Zusätzlich kann mit solchen Simulationen die Leistungsfähigkeit der Gate-
Struktur in Abhängigkeit seiner Abmessungen untersucht werden. Es kann
innerhalb der technologischen Beschränkungen die Geometrie des Gates
optimiert werden, um die Grenzfrequenzen der Transistoren zu steigern.
Wie in den Gleichungen 3.3 und 3.4 zu sehen ist, müssen insbesondere der
Wert der parasitären Gate-Source-Kapazität und der Wert des parasitären
Gate-Widerstands reduziert werden, um die Grenzfrequenzen der Transis-
toren zu steigern. Da eine Verbreiterung des Gate-Kopfs automatisch zu
geringeren Widerstandswerten führt und die EMFS zeigen, dass in dem Fall
auch der Kapazitätswert leicht sinkt, scheint dies eine Möglichkeit zu sein
die Leitungsfähigkeit der mHEMT Technologie zu steigern.
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Zusammenstellung aller Transistormodelle
In Abbildung B.6 ist die im Rahmen dieser Arbeit entworfene und in Agi-
lent ADS umgesetzt Transistorbibliothek zu sehen. Zusätzlich wird in der
Abbildung gezeigt, wie die Modelle eines Transistors in CS und CG An-
ordnung umgesetzt wurden. Beim Schaltungsentwurf müssen lediglich die
Einzelfingerweite und die Gate-Weite des Transistors angegeben werden.
Dadurch ist das Modell sehr komfortabel und flexibel nutzbar.
Abbildung B.6.: Übersicht über die in Agilent ADS umgesetzte Modellbibliothek für
Transistormodelle.
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Zusammenfassung aller Transistor Modellparameter
Tabelle B.2.: Zusammenstellung aller Parameter, die zur Beschreibung der in Abbil-
dung 3.5 gezeigten Zuleitungen im extrinsischen Netzwerk notwendig
sind. Die Parameter sind für einen Transistor in CPWG14u und in
CPWG50u Umgebung gegeben. Dass die Modellparameter direkt den
einzelnen physikalischen Strukturen zugeordnet werden können, wur-
de bei der Modellierung der Zuleitungen die Symmetrie der Struktur
nicht ausgenutzt.
Parameter Einheit CPWG14u CPWG50u
CSF1 fF 0,95 1,8
LSF1 pH 2,9 1,4
CSF2 fF 0,95 2,8
LSF2 pH 2,9 3,4
CSF2D fF 1,0 0,1
LDF pH 3,75 8,4
LGF fF 6,0 12,3
CGF2S fF 1,0 0,2
CDF2GF fF 0,87 1,8
CGF2GND fF 0,5 2,8
CDF2GND fF 0,83 0,7
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Tabelle B.3.: Zusammenstellung aller Parameter, die zur Beschreibung der in Abbil-
dung 3.6 gezeigten Struktur notwendig sind. In den Modellparametern
ist berücksichtigt, dass wie in Abschnitt 3.2 beschrieben, zur Redu-









Tabelle B.4.: Zusammenstellung der messtechnisch bestimmten parasitären Gleich-
spannungs-Widerstände. Bei der Modellierung wurde angenommen,
dass der Drain-Widerstand dem Source-Widerstand entspricht. Die
Werte sind für die M40/M45 Technologien (50 nm / 35 nmGate-Länge)
angegeben.
Parameter Einheit M40 M45
RSp Ω μm 145 90
RGp Ω/μm 0,275 0,15
Tabelle B.5.: Zusammenstellung der messtechnisch bestimmten Parameter des int-
rinsischen Transistors. Die Werte sind für die M40/M45 Technologien
(50 nm / 35 nm Gate-Länge) angegeben.
Parameter Einheit M40 M45
CGS fF/μm 0,8 0,55
CGD fF/μm 0,09 0,11
CDS fF/μm 0,25 0,4
RDS kΩ μm 6,3 4,9
gM mS/μm 2,1 2,9
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Zusätzliche Abbildungen zur in Abbildung 3.17 untersuchten
Teststruktur
Abbildung B.7a zeigt die aus den bei 195GHz gemessenen S-Parametern
berechneten Stabilitätskreise für Quelle und Last. Zusätzlich sind die bei
195GHz gemessenen S11 und S22 Parameter aufgetragen. Da S22 einen Be-
trag von größer als Eins aufweist, sind die Reflexionsparamter im Polardia-
gramm dargestellt. Es ist zu erkennen, dass S22 nicht innerhalb des Stabi-






























































Abbildung B.7.: (a) Bei 195GHz gemessene S11, S22 und Stabilitätskreise für Quelle
und Last, (b) Vergleich verschiedener simulierter Stabilitätsfakto-
ren.
Wie in Abbildung 3.17c zu sehen ist, konnte die Instabilität nicht durch die
Transistormodelle, die im Vorfeld der Arbeit verfügbar waren, vorhergesagt
werden. Mit den Transistormodellen, die im Rahmen dieser Arbeit erstellt
wurden, konnte die Instabilität allerdings vorhergesagt werden. Dies ist in
Abbildung B.9a zu erkennen, wo die simulierten Stabilitätskreise und S11
und S22 bei einer Frequenz von 170GHz zu sehen sind.
Um zu untersuchen, welche Elemente im Ersatzschaltbild des Transistors da-
zu führen, dass die Instabilität erkannt werden kann, wurden die im Vorfeld
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verfügbaren und die im Rahmen dieser Arbeit entwickelten Transistormo-
delle verglichen. Ein direkter Vergleich ist nicht möglich, da die Modelle ein
unterschiedliches Ersatzschaltbild verwenden. Den Vergleich erschwert be-
sonders, dass die im Rahmen dieser Arbeit entwickelten Modelle so gestaltet
sind, dass sie quasi-verteilt wirken. Trotz der unterschiedlichen Netzwerke
konnten dominante Elemente erkannt werden. Besonders großen Einfluss
haben die Induktivitäten der Gate-Zuleitung des CG Transistors LGF. Außer-
dem ist die Transkonduktanz gm der im Rahmen dieser Arbeit entwickelten
Modelle größer als die der Modelle, die im Vorfeld verfügbar waren. Der
Einfluss der beiden Parameter auf den Rollettschen Stabilitätsfaktor K ist in
Abbildung B.7b zu sehen.
Der Wert der Induktivitäten LGF des im Vorfeld der Arbeit verfügbaren Mo-
dells, war vernachlässigbar klein. Der Wert wurde für die Untersuchungen
auf 15 pH gesetzt. Dies entspricht in etwa der Summe aller am Gate des
Transistors in CG Anordnung anliegenden Induktivitäten, die im mit EMFS
erstellten Modell zu finden sind. Es ist zu erkennen, dass eine Vergrößerung
dieses Werts, den K-Faktor reduziert. Mit Hilfe von Abbildungen B.8a-b ist
zu erkennen, dass eine Vergrößerung des LGF Wertes alleine noch nicht aus-
reichend ist, einen instabilen Zustand der Teststruktur hervorzurufen. Bei
der beispielhaft gewählten Frequenz von 208GHz, liegt S22 zwar am Rand,
aber noch innerhalb des Stabilitätskreises. Wird zusätzlich die Transkon-
duktanz um 50% erhöht, ist mit Abbildungen B.8c-d zu erkennen, dass die
Schaltung instabil ist. Es kann auch beobachtet werden, dass um 208GHz,
S11 und S22 größer als 0 dB sind. Das kann auch in der Messung beobachtet
werden.
Auf Basis der im Rahmen dieser Arbeit entwickelten Modellen wurde die
Gegenprobe durchgeführt, ob die Parameter LGF und gm ausreichend sind,
um das Stabilitätsverhalten der Schaltung entscheidend zu beeinflussen. In
Abbildung B.9a sind S11, S22 und die Stabilitätskreise bei 170GHz zu sehen.
Für diese Abbildung wurden keine Änderungen an den Transistormodellen
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Abbildung B.8.: (a-d) Simulationsergebnisse auf Basis der Transistormodelle, die
im Vorfeld der Arbeit verfügbar waren. (a) S-Parameter, mit ver-
größerten LGF Werten. (b) Stabilitätskreise bei 208GHz, die zei-
gen, dass die Schaltung trotz vergrößertem LGF noch stabil ist. (c)
S-Parameter, mit vergrößerten LGF und gm Werten. (d) Stabilitäts-
kreise bei 208GHz, die zeigen, dass die Schaltung mit vergrößerten
LGF und gm Werten instabil ist.
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Abbildung B.9.: (a-c) Simulationsergebnisse auf Basis der Transistormodelle, die
im Rahmen dieser Arbeit erstellt wurden. (a) Stabilitätskreise bei
170GHz, die zeigen, dass die Schaltung mit unveränderten Modell-
parametern instabil ist. (b) S-Parameter, mit verkleinertem LGF. (c)
Stabilitätskreise bei 170GHz, die zeigen, dass die Schaltung mit
verkleinertem LGF stabil ist.
vorgenommen. Es ist zu erkennen, dass die simulierte Schaltung instabil ist.
Wird der Wert der Induktivitäten LGF, die das Gate des Transistors in CG
Anordnung kontaktieren auf ein Zehntel seines Wertes reduziert, der mit
Hilfe von EMFS bestimmt wurde, so erhält man die Abbildungen B.9b-c.
Es ist zu erkennen, dass die Schaltung durch die vorgenommene Änderung
bei der Frequenz von 170GHz stabil ist. Wird zusätzlich die Transkonduk-
tanz gm auf 80% des messtechnisch bestimmten Werts reduziert, so ist mit
Abbildung B.7b zu erkennen, dass die Schaltung bedingungslos stabil ist.
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Diese Untersuchen zeigen, dass der Wert der Induktivitäten, die das Gate
eines Transistors in CG Anordnung mit den Kapazitäten verbinden, die den
Hochfrequenzkurzschluss bereit stellen, von großer Bedeutung ist. Ihr Wert
und der Wert von gm müssen im Modell sehr genau wiedergegeben wer-
den. Dies bestätigt den Ansatz EMFS zur Modellierung von Transistoren
zu verwenden, da so das Verhalten der Zuleitungen am Gate detailliert un-
tersucht werden kann. Das im Vorfeld der Arbeit entworfene Modell eines
Transistors in CG Anordnung wurde auf Basis der in Abbildung 3.14a ge-
zeigten Teststruktur entworfen. Durch Messungen dieser Struktur kann das
Verhalten der Gate-Zuleitungen nicht eindeutig bestimmt werden, da die




C. Zusätzliche Informationen zum Entwurf
der MMIC
Stabilitätsuntersuchungen, die bestätigen, dass die Gegentaktwiderstände
ausschlaggebend für die Stabilität der entworfenen Verstärker verantwort-
lich sind und dass die Stabilität nur mit Transistoren in Kaskode und nicht
mit Transistoren in Common-Source Anordnung erzielt werden kann, sind
zentraler Gegenstand dieses Anhangs. Daran anschließend sind alle im Rah-
men dieser Arbeit entworfenen Leistungsverstärker zusammengefasst. Die
relevanten Kenngrößen der Verstärker werden verglichen und bewertet.
Stabilitätsuntersuchungen
In Kapitel 4 wurde schrittweise ein Konzept für einen Leistungsverstärker er-
arbeitet, dessen Struktur für den hohen mmW-Frequenzbereich und die tech-
nologischen Möglichkeiten der mHEMT Technologie des Fraunhofer IAF
optimiert wurde. Um Gegentaktoszillationen auszuschließen wurden, wie
es in der Abbildung 4.22 zu sehen ist, in den Leitungen, welche die Eingän-
ge der parallelen Transistorstufen verbinden, Widerstände eingebracht. Wie
bereits beschrieben haben sie im Gleichtaktbetrieb keine Funktion, da in die-
sem Fall ein virtueller Leerlauf die parallelen Stufen von einander isoliert.
Erst bei unsymmetrischer Ausbreitung der Signale gewinnen die Widerstän-
de an Bedeutung, da in diesem Fall ein virtueller Kurzschluss zwischen den
parallelen Stufen auftritt und so die Widerstände eine Last darstellen.
187
Zusätzliche Informationen zum Entwurf der MMIC
Wie mit den Abbildungen C.1a-c gezeigt wird, tragen die Widerstände zur
Stabilität des gesamten Verstärkers bei. Zusätzlich wird in den Abbildun-
gen C.2 gezeigt, dass Transistorstufen mit Transistoren in CS Anordnung
nicht zum Entwurf von Leistungsverstärkern genutzt werden können, wenn
diese die in der Arbeit vorgeschlagene Struktur aufweisen.



















































































Abbildung C.1.: Verstärker ohne Gegentaktwiderstände. Simulierte Stabilitätsfakto-
ren SF (a) am Ein- und Ausgang der Schaltung für verschiedene
Winkel der Quell- und Lastimpedanzen, (b) am Ein- und Ausgang
einer Transistorstufe für verschiedene Monte-Carlo Simulationen
und (c) am Ein- und Ausgang einer Transistorstufe für eine beispiel-
hafte Monte-Carlo Simulation.
Die Abbildung C.1a zeigt den Realteil des Stabilitätsfaktors an Ein- und
Ausgang eines Verstärkers für verschiedene Winkel der Quell- und Lastim-
pedanzen, wobei der untersuchte Verstärker dem in Abschnitt 4.7 entspricht,
188
Zusätzliche Informationen zum Entwurf der MMIC
aber auf die Widerstände zwischen den parallelen Eingängen der Transistor-
stufen verzichtet wurde. Es ist deutlich zu erkennen, dass der so entworfene
Verstärker stabil zu sein scheint, da alle Realteile kleiner als Eins sind. In
Abbildung C.1b sind die simulierten Realteile der SF am Ein- und Ausgang
einer Transistorstufe zu sehen. Die Winkel der Quell- und Lastimpedanzen
wurden nicht variiert, mit Hilfe von Monte-Carlo Simulationen wurde aber
die Ausbreitung von nicht symmetrischen Signalen erzwungen. Bei niedri-
gen Frequenzen sind die Realteile der SF nie größer als 1. Erst um 300GHz
kann ein auffälliges Verhalten beobachtet werden. Dies konnte auch bei dem
Verstärker aus Abschnitt 4.7 beobachtet werden, derWiderstände zur Gegen-
taktunterdrückung nutzt. Exemplarisch sind für den Frequenzbereich von
175 bis 350GHz in Abbildung C.1c für eine Simulation die SF am Ein- und
Ausgang einer Transistorstufe dargestellt. Im Gegensatz zu dem Verstärker,
der die Widerstände nutzt, berühren oder umkreisen die gezeigten SF den
Wert Eins, was eine Mitkopplung der Signale darstellt und somit zu einer
Instabilität des Verstärkers führt. Es kann also festgestellt werden, dass die
zusätzlich eingebrachten Widerstände zur Unterdrückung von unsymmetri-
schen Signalen sinnvoll sind und zur Stabilität des Verstärkers beitragen.



















































Abbildung C.2.: Verstärker mit Transistoren in CS Anordnung. Simulierte Stabili-
tätsfaktoren SF (a) am Ein- und Ausgang der Schaltung für ver-
schiedene Winkel der Quell- und Lastimpedanzen und (b) am Ein-
und Ausgang einer Transistorstufe für verschiedene Monte-Carlo
Simulationen.
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Die simulierten Realteile der SF , die sich am Ein- und Ausgang eines Ver-
stärkers ergeben, der Transistoren in CS Anordnung und das diskutierte
Verstärkerkonzept nutzt, sind für verschiedene Winkel der Quell- und La-
stimpedanzen in Abbildung C.2a zu sehen. Zur Unterdrückung von Gegen-
taktoszillationen verwendet der Verstärker die bereits beschriebenen Wider-
stände. Erneut sind alle Realteile im kompletten Frequenzbereich deutlich
kleiner als Eins, was auf eine Stabilität des Verstärkers hindeutet. In Ab-
bildung C.2b sind die Realteile der SF am Ein- und Ausgang einer Tran-
sistorstufe für verschiedene Monte-Carlo Simulationen zu sehen. Es kann
festgestellt werden, dass die Realteile deutlich größer als Eins sind, was dar-
auf schließen lässt, dass der Verstärker instabil ist. Dies bestätigt den Ansatz
zum Entwurf der Leistungsverstärker nur Transistoren in Kaskode Anord-
nung zu verwenden. In [Gam89] wurde das Stabilitätsverhalten von Verstär-
kern untersucht, wenn sie mehrere Transistorstufen parallelisieren. Obwohl
die Untersuchungen ursprünglich für Wanderwellenverstärker durchgeführt
wurden, sind die Ergebnisse auch auf diese Arbeit anwendbar. Es wurde
festgestellt, dass stabile Verstärker nur dann möglich sind, wenn entweder
die Rückwärtsisolierung der Transistorstufe hoch oder die Verstärkung ge-
ring ist. Das ist intuitiv verständlich, da so Rückkopplungen des verstärkten
Signals vom Ausgang der Stufe auf den Eingang verhindert werden. Da
eine hohe Verstärkung der Transistorstufe für eine hohe Verstärkung und
Ausgangsleistung des gesamten Verstärkers benötigt wird, finden in dieser
Arbeit nur Transistoren in Kaskode Anordnung Anwendung, da sie sowohl
eine hohe Verstärkung als auch eine hohe Isolierung aufweisen.
In diesem Abschnitt wurde das Stabilitätsverhalten der entworfenen Ver-
stärkertopologie untersucht. Es hat sich gezeigt, dass die Widerstände zur
Gegentaktunterdrückung und die Verwendung von Transistoren in Kaskode
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Der Entwurf von monolithisch integrierten Leistungs-
verstärkern im Frequenzbereich von 200 bis 300 GHz 
ist das Ziel der vorliegenden Arbeit. Um dies zu er-
möglichen werden neue Ansätze zur Leitungs- und 
Transistor modellierung erarbeitet. Sie kombinieren de - 
taillierte elektromagnetische Feldsimulationen mit 
Messungen der zu modellierenden Strukturen. Dadurch 
sind die Modelle sehr genau und ermöglichen so ei-
nen verlässlichen Schaltungsentwurf. Auf Basis der 
Leitungsmodelle wird ein neuartiger Leistungsteiler 
entwickelt, der eine gleichphasige Signalaufteilung er-
laubt. Die Leistungsfähigkeit der Koppler und die Ge-
nauigkeit der Leitungs- und Transistormodelle werden 
durch den Entwurf von Leistungsverstärkern um 210 
und 250 GHz bestätigt.
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