Recent advancements in language representation models such as BERT have led to a rapid improvement in numerous natural language processing tasks. However, language models usually consist of a few hundred million trainable parameters with embedding space distributed across multiple layers, thus making them challenging to be fine-tuned for a specific task or to be transferred to a new domain. To determine whether there are task-specific neurons that can be exploited for unsupervised transfer learning, we introduce a method for selecting the most important neurons to solve a specific classification task. This algorithm is further extended to multi-source transfer learning by computing the importance of neurons for several single-source transfer learning scenarios between different subsets of data sources. Besides, a task-specific fingerprint for each data source is obtained based on the percentage of the selected neurons in each layer. We perform extensive experiments in unsupervised transfer learning for sentiment analysis, natural language inference and sentence similarity, and compare our results with the existing literature and baselines. Significantly, we found that the source and target data sources with higher degrees of similarity between their task-specific fingerprints demonstrate a better transferability property. We conclude that our method can lead to better performance using just a few hundred task-specific and interpretable neurons.
Introduction
It is important to have high-quality training data to build a reliable deep learning model; however, in practice welllabelled data is rarely available for the domain or task of interest. Therefore, transfer learning from a resource-rich source domain to a resource-poor target domain is a central focus in natural language processing (NLP) due to the divergent corpus.
Recent developments in neural language transformers (such as BERT [12] , which stands for Bidirectional Encoder Representations from Transformers, ElMo [30] , and GPT [7] ) trained on large text corpora (such as Wikipedia and books) led to groundbreaking linguistic representation. Despite their novelty and performance, the massiveness of these neural language models prove to be a challenge when transferring numerous weights and fine-tuning hundreds of millions of hyper-parameters [46] . Furthermore, LeCun [22] shows that only a fraction of neurons is required to produce a generalized representation for a specific task to be used for transfer learning from one data source to another. In light of the above observations, we hypothesize that not all representational dimensions, referred to as neurons in this paper, in the neural language model contain the same amount of linguistic information needed for solving and transferring different levels of classification tasks.
To determine whether there are task-specific neurons in the language model that can be exploited for unsupervised transfer learning, we select the most important neurons for solving a task and generalise them across multiple data sources to a target data source.
First, we present a single source task-specific neuron selection (SingleTSNS) algorithm by assigning the importance metrics to neurons by examining all layers for a single data source, which was repeated via random sampling and then accumulated to ensure stability. Then, we extend the single-source algorithm for neuron selection to multiple sources by having one neuron-importance learner per each pair of disjoint subsets of data sources, which are combined by a meta-aggregator to get the meta-importance metrics and then followed by feature selection. We call this extended method multi-source task-specific neuron selection (MultiTSNS). Also, a task-specific fingerprint is introduced from those important neurons, which represents layer activation based on the percentage of the selected neurons in each layer.
To evaluate the effectiveness of our neuron selection algorithms and the task-specific fingerprints, we applied the presented methods for unsupervised transfer learning on several classification tasks such as sentiment analysis, natural language inference, and text similarity across multiple data sources and measured their performance. Our results show a significant improvement in those three classification tasks for unsupervised transfer learning when the target data has a similar fingerprint as the source data.
Our contributions can be summarized as follows:
-Task-Specific Neuron Selection Algorithms: We present our method for neuron selection from the embedding space of the language representation model for single and multiple data sources by selecting the most important neurons in all the layers for a specific classification task.
-State-of-the-Art Performance in Unsupervised Transfer Learning: The proposed method in this paper outperforms the current state-of-the-art performance in unsupervised transfer learning for sentiment analysis without fine-tuning the large and complex neural representation model architecture. Also, based on our best knowledge, there is no report on similar experiments for unsupervised transfer learning to QQP and SciTail datasets. We conclude that unsupervised transfer learning with neuron selection can lead to better performance with just a few hundred neurons that are task-interpretable.
-Task-Specific Fingerprints: We demonstrate, with a set of extensive experiments, that each classification task has a distinct task-specific fingerprint, which is used for a more accurate, simpler, and interpretable base-representation of classification tasks.
Related Work Literature Review
Language Transformers and their Explainability has made tremendous advancement in the past year [31] . Some recent works investigate how the syntactical and semantic information is distributed through the layers of BERT specially in the fine-grain NLP tasks such as positional information, and hierarchical-information [24] , part-of-speech (POS) tagging, parsing, semantic roles, and coreference resolution tasks [40] , syntax trees [16] , and dependency relations [10] . Also, with analyzing the attention in different heads of the BERT layers, [21] found out that removing some heads will improve the performance of BERT for the several NLP tasks. We extend this analysis by detecting the most generalizable neurons for a specific task from all layers of BERT.
Neuron Selection With computing the neuron importance for neural machine translation and POS, it has been shown that there exists a group of neurons which learns the common linguistic knowledge [5, 11] . We extend these analyses to the language transformers such as BERT with computing the neuron importance in sentiment analysis, NLI, and sentence similarities.
Transfer learning has seen proven success in transferring models and features to new domains in the field of image processing. However, this is an area of growth for NLP with tremendous potential especially with the recent improvement in the text semantic representation. Existing methods focus on selecting data instances [34] [35] , extracting domaininvariant or domain-specific features [29] , multi-task learning [23] , adversarial networks [26] , and so on. Also, the transferability of the ELMo model has been studied [25] with pre-training the transformer at fine-grain NLP tasks and evaluating the performance of each layer for another task. It is shown that some layers in the language transformer have a better transferability property than the other layers. In a different approach, we demonstrate that with selecting the neurons from BERT different layers and probing their performance in various classification tasks, the model achieves a new state-of-the-art in many unsupervised transfer learning settings for the classification tasks such as sentiment analysis and natural language inference.
Meta-learning (learning to learn) is a long-established area [41] [37] that has recently resurfaced in popularity due to neural networks and few-shot learning [33] , with methods specifically focusing on learning optimization updates of hyperparameters [1] and learning weights for transferring new tasks [14] . However, only a few meta-learning methods have applied transfer learning to NLP. Specifically, these NLP methods focus on an ensemble of domain-specific networks [2] , meta-network to capture task-specific parameters [9] , combine meta-predictor on various domains [19] . Furthermore, meta-learning in the area of stacking generalization is frequently used in transfer learning for sentiment analysis with methods that focus upon weighting features by ensembling [39, 45, 28] , ensemble bootstrapping [15] , and weighting k-expert feedback for new domain [20] . This leaves room for NLP methods that generalize from multiple data sources which has been studied in this paper. . Then, it performs meta-aggregation on the neuron importance vectors to output the meta-importance metric, h i , and finally, selects the most important neurons for the task, f K . Each learner computes the neuron-importance metric, m p i , for each neuron that is accumulated from iterative data random sampling.
Methodology
To establish whether a neuron is significant for solving a specific text classification task, we present a methodology of obtaining the important neurons by pruning the representation space of BERT. The source and target datasets are called D S and D T , respectively. Let D = (X, y) be each dataset composed of texts, X, and labels, y. Let f = [f 0 , ..., f N −1 ] denote the neurons of the language model. A general schematic of task-specific neuron selection is presented in Figure  1 , which described in detail in the following sections.
Neuron Selection for Single Source Transfer Learning
We perform SingleTSNS to select the most important neurons for the task-at-hand with only a single data source. To ensure the stability of the importance metric, we repeatedly sample random slices of the dataset and perform feature importance on those samples. This sampling approach helps to prevent overfitting to the data source, which results in more generalizable features for transfer learning. The SingleTSNS algorithm consists of two main steps: i) computing the neurons' importance metric for random samples of the source distribution, and aggregating the importance metrics; and ii) selecting the task-specific neurons from all layers of the language transformer.
Neuron-Importance Learner for SingleTSNS Let us consider a neuron importance generator function q that computes the importance metric for a neuron towards a specific classification task and its dataset D S , such that,
The cumulative importance metric is obtained for each neuron f i is:
where is a small real number, and E j (.) and σ j (.) indicate the expectation and standard deviation functions with respect to j. In this paper, q j i s are computed using a random forest classifier applied on the outputs of all layers of the BERT language model.
Task-Specific Neuron Selection
Finally, the neurons with the maximum importance metrics, m i , are used toward selecting K task-specific neurons,
The parameters α and β are hyper-parameters set between [0, 1]; for SingleTSNS α is set to 1. Amazon product reviews [6] 2, 000 each* 2, 000 each* (Books, DVD, Electronics, and Kitchen appliance) Movie review (MR) [27] 25, 000 SST-Binary [38] 6, 920
SciTail [18] 23, 596 2, 126 Stanford natural language inference (SNLI) [8] 366, 180 † Multi-genre natural language inference (MNLI) [43] 261, 799 ‡ Recognizing textual entailment (RTE) [42] 2, 490
Quora question pairs (QQP) [42] 363, 177 40, 371 Microsoft research paraphrase corpus (MRPC) [13] 3, 917 * 2000 labelled examples are used as either source data or the target data. † Contradiction pairs are removed from the dataset to make it analogous with SciTail and QQP. ‡ Similarly, the classes are limited to the entailment and independent semantic.
Development samples of the GLUE benchmark have been used as the testing set.
Neuron Selection for Multiple Source Transfer Learning
We extend our SingleTSNS to multi-source task-specific neuron selection (MultiTSNS) under the assumption that multiple data sources are more generalizable and prevent overfitting or negative transfer by any single data source. MultiTSNS uses several neuron-importance learners to transfer between two disjoint subsets of the source datasets (one for training, and one for hyperparameter tuning) in order to select neurons from different layers of the language transformer. The MultiTSNS algorithm is described in the following steps. The M source datasets and the target dataset are called D m , where m ∈ {1, 2, · · · , M }, and D T , respectively.
Multiple Neuron-Importance Learners Consider P pairs of disjoint subsets of source datasets, (D p S,1 , D p S,2 ) such that D p S,1 , D p S,2 ⊂ {D 1 , · · · , D M } and p ∈ {1, · · · , P }. The MultiTSNS consists of P neuron-importance learners, described in SingleTSNS. The p th neuron-importance learner computes the neuron-importance metric m p i for each neuron f i using D p S,1 datasets as the source data and randomly sample γ% of D p S,2 to optimize the hyperparameter α based on the classification performance.
Next, we define the meta-importance metric h p i for neuron f i , which is calculated based on the ranking of m p i in all m p l s for l ∈ {1, · · · , N } such that h p j > h p i if f j is more important than f i , or in other words m p j > m p i . In out experiment, we simply calculate h p i = (2N − r p i )/N , where r p i is the rank of m p i in all m p l s for l ∈ {1, · · · , N }.
Meta Aggregation and Neuron Selection
The P meta-importance metrics are aggregated as h i = p h p i , for each neuron f i , i ∈ {1, · · · , N }. Then, the neurons with the maximal h i s are selected as the task-specific neurons f K .
The hyperparameters of this MultiTSNS algorithm are the number of neuron-importance learners (P ), the number of selected neurons (K), and γ.
Final Training and Transferring to Target Dataset
In order to transfer the classifier trained on the source training dataset to predict the target test dataset, we perform the following steps. First, the language model transformer is applied to the text of the source data to acquire all the neurons in all the layers. Then, those language model representations of the source texts are reduced using the K selected neurons, by either our SingleTSNS or our MultiTSNS and further trained by a logistic regression classifier on the labels for that specific source training task. The trained classifier is applied to the target data using just the K selected neurons to get the predicted labels of the target data.
Experimental Results and Discussions
To determine the effectiveness of the selected neurons by SingleTSNS and MultiTSNS algorithms, we perform a set of unsupervised transfer learning experiments for the NLP classification tasks. These experiments do not utilize any data, including the validation data, from the target task: neither in the task-specific neuron selection, the hyper-parameter tuning of algorithms, nor the training of the final classifier. Table 1 includes the different datasets for sentiment analysis, natural language inference, and text similarity (often known as paraphrasing) in the experiments.
Materials: Task Descriptions and Datasets
Sentiment Analysis (SA) classifies a text to its sentiment polarity. The Amazon product reviews dataset is widely used for the multi-domain (MD) transfer learning for sentiment analysis by modifying the rating of 1 -5 stars into binary sentiments [6] . In contrast to the existing literature for transfer learning of sentiment analysis, the unlabeled target data have not been exploited for the neuron selection nor training the classifier in our experiments. The movie review (MR) corpus from the large IMDB movie reviews contains binary sentiments for classifications [27] . The SST-Binary dataset is an adapted version of the Stanford sentiment treebank dataset [38] with details found in [3] .
Natural Language Inference (NLI) determines whether if the relations between the premise and the hypothesis texts are either entailment, contradiction, or semantic independence. SciTail is an entailment dataset created from multiple-choice science exam and web sentences [18] . The Stanford natural language inference (SNLI) [8] corpus consists of human-written labeled sentence pairs. The Multi-genre natural language inference (MNLI) corpus covers a wide range of genres of formal and informal text [43] that includes a cross-genre generalization evaluation. The recognizing textual entailment (RTE) datasets are collected from a series of annual RTE challenge that includes various online news sources [42] .
Text Similarity and Paraphrasing determines whether two texts, such as pairs of sentences or questions, are semantically similar or paraphrase of each other. The Quora question pairs (QQP) dataset is an unbalanced text similarity dataset for identifying duplicate questions. The Microsoft research paraphrase corpus (MRPC) is a paraphrase identification dataset extracted from the news sources on the web along with human annotation [13] .
Implementation Details
The neurons of the classification token of large BERT transformer in all of its 24 layers are selected as f resulting in N as 24, 576. To ensure high-quality sub-samples of the source distributions is selected in each iteration, β was set to 0.7 and 0.1 for the small and large dataset in SingleTSNS and MultiTSNS, respectively. Furthermore, α is set to 1 for SingleTSNS, and optimized as described in MultiTSNS. The default value for J and γ, are 100, 10, and 10 −6 respectively. The number of neuron-importance learners in the MultiTSNS is determined by the number of the pairs of disjoint subsets in D as D p S,1 and D p S,2 for p ∈ {1, · · · , M }. Finally, the random forest classifier with 1000 trees with a depth of 200 was used to calculate the importance metrics of neurons, q(·), in SingleTSNS. The presented results for unsupervised transfer learning are the average of 5 independent runs of algorithms. Micro accuracy is used for reporting the performance during experiments. An Intel Xeon Platinum 8175M series processor and a V100 Tensor Core GPU are used for the simulation.
Task-Specific Fingerprints
The task-specific fingerprint is defined as the percentage of the task-specific neurons in each layer of the language model. Fig. 2 displays the task-specific fingerprints for various classification tasks and their data sources for the BERT language model. It can be observed from the task-specific fingerprints that different tasks have specific regions of activation in the layers of the language model due to their required specific syntactical and semantic information. For sentiment analysis, the last six layers are the most activated layers for different domains of MD, MR, and SST-binary datasets. This observation is inconsistent with existing literature [31] that suggests lower layers captures short-range dependencies while upper layers capture long-range dependencies.
However, contrary to the general hypothesis that the task-dependent neurons are typically attached to the last upper layer of the neural architecture, the fingerprints for the SciTail, MNLI, and QQP datasets are most significant in the middle layers. This could be due to the middle layers carrying information of the syntactic structure of sentences for NLI and text similarity tasks [17] . Lastly, the task-specific neurons are distributed over almost all layers of SNLI, RTE, and MRPC datasets due to their small or human-written sentences.
The task-specific fingerprints can be used for interpretations as well as giving hints for combining different NLP tasks and corresponding datasets for achieving better performance for transfer learning. 
Unsupervised Transfer Learning with Task-Specific Neurons
To evaluate the SingleTSNS and MultiTSNS algorithms for training more generalized models, extensive unsupervised transfer learning experiments were conducted on a wide variety of tasks. We also interpret results with the task-specific fingerprints of the source and target datasets. Table 2 shows that for unsupervised transfer learning applied to sentiment analysis. The selected neurons by SingleTSNS outperform the previous state-of-the-art in 5 out of 12 pairs of domains for the MD dataset. It also outperforms the accuracy of the average of all 12 transferring tasks by 1.1% when compared to the literature and 4.1% when compared to the last layer BERT. This improvement indicates that the selected neurons carry more generalized information regarding the sentiment analysis task. Also, based on the fingerprints of the sentiment analysis datasets in Fig. 2, results show that including 20 th -22 th layers lead to a better sentiment prediction. Additionally, tasks or domains that have similar patterns in the activated layers of their task-specific fingerprints are the best candidates for transferring among them. For example, the best domain for transferring to Books is DVD and vice versa. Similarly, the best domain for transferring to Kitchen is Electronics and vice versa. Unsupervised transfer learning was applied to the SciTail and QQP datasets, which are NLI and text similarity tasks respectively. Fig. 2 shows that MNLI, SciTail, and QQP have an effective representation space at the middle-upper layers, i.e., 14 th -20 th layers of the BERT transformer. As a result in Table 3 , they are the best datasets for transfer learning amongst them. Furthermore, when comparing to selecting neurons in the last layer of BERT as a baseline, the accuracy increases significantly. Based on our best knowledge, there is not any other reference for completely unsupervised transfer learning to QQP and SciTail datasets without fine-tuning the language transformer.
Single Source Transfer learning
One observation that emerged from these experiments is that the performance of transfer learning also depends upon additional factors such as the size and the composition of datasets. For example, MNLI is a large dataset consisting of a mixture of multiple domains, thus giving MNLI an inherent advantage as a source dataset for transfer learning. Similarly, RTE and MPRC are small datasets, thus they perform poorly when transferring to a large target dataset. Interestingly, the results in the next section demonstrate that the combination of small data sources with other sources in MultiTSNS can improve the accuracy of transfer learning. Tables 4 and 5 show the sentiment analysis and NLI results, respectively, for unsupervised transfer learning with the selected neurons by MultiTSNS. As it can be seen from the results in Table 4 , MultiTSNS outperforms the state-of-the-art for each of the transferring scenarios as well as for the overall average. Furthermore, selecting 500 neurons from all layers achieves a 3.0% average improvement over using the 1024 last-layer neurons in BERT. Table 5 presents the results of transferring by MultiTSNS from different combinations of multiple source datasets to the target task of SCiTail dataset for NLI. For a fair comparison between different combinations of source datasets for transferring to the target dataset, the maximum total number of source data samples in the MultiTSNS algorithm and the final classifier training was limited. The water-filling algorithm is used to allocate the limitation between sources [32] . The results improved by 3.5 − 9.5% in comparison to SingleTSNS, which indicates that using multiple datasets increases the coverage of the target activation layers in the task-specific fingerprint. For example, when transferring to the SciTail dataset, including the MNLI and the RTE in source datasets results in a better coverage by their respective task-specific fingerprints, i.e. the middle-upper layers and all the layers respectively. Lastly, when compared to the BERT baseline, which uses just the last layer, the MultiTSNS algorithm increases the performance by 3.8 − 13.0% for different data source combinations. We also tested the sensitivity of MultiTSNS algorithm to the number of source samples by changing the maximum number of source samples from 20, 000 to 300, 000 in Table 5 . 
Multiple Source Transfer Learning

Conclusion and Future Work
This paper introduces a new transfer learning methodology with selecting task-specific neurons from all layers of language transformers to generalize the trained models for unsupervised transfer learning in NLP classification tasks (i.e. sentiment analysis, natural language inference, and sentence similarities). Our results show that each task data source has a distinct task-specific fingerprint of the activation layers in the BERT language model. These pieces of evidence imply that neural networks can be refined for a specific task due to the semantic and syntactic knowledge that is hidden in the representational space throughout all their layers. Furthermore, our experiments on combining importance metrics of multiple subsets of datasets using a meta-aggrigator suggests a promising approach for transferring multiple data sources to a single target task dataset. Future work can extend the algorithms to other NLP tasks such as sequence labelling and to other meta-learning architectures, and the experiments to additional transfer learning scenarios such as semi-supervised training.
