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Abstract
We apply the hypergeometric symbolic calculus introduced in the previous work [A. Debiard,
B. Gaveau, Hypergeometric symbolic calculus. I – Systems of two symbolic hypergeometric
equations] to the determination of the general solution of degenerate hypergeometric equations in
two variables and to the determination of a basis of the vector space of solutions of the 20 confluent
systems of Horn.
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Résumé
Nous définissons un nouveau calcul hypergéométrique symbolique qui permet la détermination des
solutions générales d’équations aux dérivées partielles hypergéométriques de deux variables. Nous
appliquons cette méthode à la détermination d’une base de l’espace vectoriel des solutions des 14
systèmes d’Appell–Kampé de Fériet et Horn. Nous en déduisons ainsi de nouvelles représentations
intégrales des solutions.
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This article is the continuation of our previous work [3] to which we refer for
motivations and perspectives.
In that work, we introduced the notion of hypergeometric symbolic calculus, after we
realized that the systems of two equations in two variables introduced by Appell–Kampé
de Fériet [1] and Horn [7] could be considered as standard one variable hypergeometric
equations with coefficients of the type a + αDy where Dy ≡ y ∂∂y and y is an independent
variable and a,α are constants. Using this method, we have been able to construct a basis
of the vector space of solutions of each system, in particular in the case where certain
solutions were not previously known.
The same idea can be applied to the 20 systems obtained by confluence (simple or
double confluence) using the degenerate hypergeometric function or the Bessel function.
In Sections 2 and 3, we recall the confluence processes in one variable, or in two
variables. We obtain four different types of confluent systems of two equations: a complete
hypergeometric equation and a degenerate one, two degenerate hypergeometric equations,
a complete hypergeometric equation and a Bessel equation, a degenerate hypergeometric
equation and a Bessel equation. In Section 4, we give an example of each type and obtain
a complete basis, series expansion, symbolic representation and integral representations of
the solutions for each type of situation. In the appendix, we list the 20 confluent systems
of Appell–Kampé de Fériet and Horn and we correct certain errors of [6].
2. Confluences on the hypergeometric equation
We recall the notations of [3, Section 2]. The hypergeometric operator is
H
(
a, b, c, x,
d
dx
)
= x(1− x) d
2
dx2
+ (c− (a + b+ 1)x) d
dx
− ab
= (Dx + c) ddx − (Dx + a)(Dx + b)
with Dx = x ddx , and the hypergeometric series is
F(a, b, c, x)=
∑ (a,n)(b,n)
(c, n)n! x
n, (a,n)= (a + n)
(a)
.
(i) The confluence on (x, b) means that we change (x, b) in (εx,1/ε) and make ε→ 0.
Then
(b,n)xn→ xn
and the hypergeometric operator becomes the Kummer operator
K
(
a, c, x,
d
dx
)
= (Dx + c) ddx − (Dx + a) (2.1)
while F(a, b, c, x) becomes the Kummer function
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∑ (a,n)
(c, n)n!x
n
= (c)
(a)(c− a)
1∫
0
ta−1(1− t)c−a−1ext dt . (2.2)
The other solution is
G(a, c, x) = 1
(a)
∞∫
0
e−xssa−1(1+ s)c−a−1 ds
= x
−a
(a)
∞∫
0
e−t ta−1
(
1+ t
x
)c−a−1
dt .
One can also use
z1(x)= F(a, c, x),
z2(x)= x1−cF (a − c+ 1,2− c, x)
(2.3)
(see [8,9]).
(ii) The double confluence on (x, a, b)means that we change (x, a, b)→ (ε2x,1/ε,1/ε)
and make ε→ 0. Then
(a,n)(b,n)xn→ xn
and the hypergeometric operator becomes the Bessel operator
B
(
c, x,
d
dx
)
= (Dx + c) ddx − 1 (2.4)
while F(a, b, c, x) becomes the Bessel function
J (c, x)=
∑ 1
(c, n)n!x
n (2.5)
(although not the standard one see [1]).
The basis of two solutions is
u1(x)= J (c, x),
u2(x)= x1−cJ (2− c, x).
(2.6)
The standard Bessel function Jν(x) is
Jν(x)= 1
(ν + 1)
(
x
2
)ν
J
(
ν + 1,−
(
x
2
)2)
(see [1]).
3. Confluence on the hypergeometric symbolic operators
(i) We consider the hypergeometric operator with coefficients depending on Dy (see
Section 3 of [3])
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(
a + αDy,b+ βDy, c+ γDy, x, ∂
∂x
)
≡H
(
x,
∂
∂x
,Dy
)
= (Dx + c+ γDy) ∂
∂x
− (Dx + a + αDy)(Dx + b+ βDy).
The confluence on (x, b) does not affect Dy and leads to
K
(
a + αDy, c+ γDy, x, ddx
)
= (Dx + c+ γDy) ∂
∂x
− (Dx + a + αDy)
≡ x ∂
2
∂x2
+ γy ∂
2
∂x∂y
+ (c− x) ∂
∂x
− αy ∂
∂y
− a. (3.1)
The double confluence on (x, a, b) leads to
B
(
c+ γDy, x, ∂
∂x
)
= (Dx + γDy + c) ∂
∂x
− 1
= x ∂
2
∂x2
+ γy ∂
2
∂x∂y
+ c ∂
∂x
− 1. (3.2)
(ii) We consider now, as in Section 4 of [3], a system of two hypergeometric operators
namely
H1
(
x,
∂
∂x
,Dy
)
= (Dx + c1 + γ1Dy) ∂
∂x
− (Dx + a1 + α1Dy)(Dx + b1 + β1Dy),
H2
(
y,
∂
∂y
,Dx
)
= (Dy + c2 + γ2Dx) ∂
∂y
− (Dy + a2 + α2Dx)(Dy + b2 + β2Dx).
(3.3)
The confluence on (x, b1) in the first operator H1 of (3.3) does not change the second
operator and means that the factor Dx + b1 + β1Dy is replaced by 1 to obtain
K1
(
x,
∂
∂x
,Dy
)
= (Dx + c1 + γ1Dy) ∂
∂y
− (Dx + a1 + α1Dy). (3.4)
A double confluence on (x, a1, b1) on the first operator of (3.3) does not change the second
operator and means that the factor (Dx + b1 + β1Dy)(Dx + a1 + α1Dy) is replaced by 1,
to obtain
B1
(
x,
∂
∂x
,Dy
)
= (Dx + c1 + γ1Dy) ∂
∂x
− 1. (3.5)
(iii) We obtain, starting from the operators of Eqs. (3.3), H1(x, ∂∂x ,Dy) and H2(y, ∂∂y ,
Dx) seven possibilities for confluent systems:
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(b) simple confluence on y leading to (H1,K2),
(c) simple confluence on x and y leading to (K1,K2),
(d) double confluence on x leading to (B1,H2),
(e) double confluence on y leading to (H1,B1),
(f) double confluence on x and simple confluence on y leading to (B1,K2),
(g) simple confluence on x and double confluence on y leading to (K1,K2).
Notice that it is useless to consider a double confluence on x and on y . This would
lead to a system (B1,B2) of two Bessel symbolic operators and would reduce to functions
of one variables, either a Bessel function J (c, x + y) or a product of Bessel functions
J (c, x)J (c′, y) (see Appell and Kampé de Fériet [1]).
(iv) Starting from the 14 systems of Appell–Horn (see Appendix C of [3]), one can get
by the confluence procedures described above 20 systems found by Humbert, Horn and
Borngässer. We give their list in Appendix A.
These systems are of four possible types:
Type 1: a complete hypergeometric equation H1(x, ∂∂x ,Dy) a Kummer equation K2(y,
∂
∂y
,Dx) (or vice versa K1(x, ∂∂x ,Dy) and H2(y, ∂∂y ,Dx)).
Type 2: two Kummer equations K1(x, ∂∂x ,Dy) and K2(y,
∂
∂y
,Dx).
Type 3: a complete hypergeometric equation H1(x, ∂∂x ,Dy) and a Bessel equation
B2(y,
∂
∂y
,Dx) (or vice-versa B1(x, ∂∂x ,Dy) and H2(y, ∂∂y ,Dx)).
Type 4: a Kummer equation K1(x, ∂∂x ,Dy) and a Bessel equation B2(y,
∂
∂y
,Dx) (or vice-
versa B1(x,
∂
∂x
,Dy) and K2(y, ∂∂y ,Dx).
(v) We have
Theorem 3.1. Among the 20 confluent systems of Appell–Kampé de Fériet and Horn, the
systems Φ1,Φ2,Φ3,Γ1,Γ2 have a space of solutions of dimension 3. All the other ones
have dimension 4.
4. Solutions for certain confluent systems
In this section, we shall give a basis of solutions for one example of confluent systems
for each of the types 1, 2, 3, 4 described in Section 3.
4.1. Description of the methods used
(i) For any confluent system, the analytic solution around 0 is obtained by confluence on
the analytic solution of a non-confluent system, by definition. One can try the confluence
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successfull, for example, if the solution of the non-confluent system is analytic in a cone
|y|< ρ,
∣∣∣∣xy
∣∣∣∣< ρ
and when the confluent process is on y only (see the systems Φ1,Φ3 and [4]).
(ii) Certain confluent systems can be obtained by different confluence processes from
different non-confluent systems.
(iii) An always successful method is the factorization method, using the hypergeometric
symbolic calculus but now on the Kummer functions F(a, c, x) (or the basis z1(x), z2(x)
of Eqs. (2.3)) or on the Bessel function J (c, x) (or the basis u1(x), u2(x) of Eqs. (2.6)), as
well as the dual method discribed in [3, Section 6].
4.2. System Φ1: a complete hypergeometric operator and a Kummer operator
We recall the results of Appendix A (Eqs. (A.1), (A.1′))
Φ1(a, b, c, x, y)= limF1
(
a,
1
ε
, b, c, εx, y
)
(4.1)
satisfying{[
(Dx +Dy + c)∂x − (Dx +Dy + a)
]
f = 0,[
(Dy +Dx + c)∂y − (Dy +Dx + a)(Dx +Dy + b)
]
f = 0. (4.2)
We recall that this comes from the system F1{[
(Dx +Dy + c)∂x − (Dx +Dy + a)(Dx + b1)
]
f = 0,[
(Dy +Dx + c)∂y − (Dy +Dx + a)(Dy + b2)
]
f = 0, (4.3)
with
F1(a, b1, b2, c, x, y) =
∑ (a,n+m)(b1,m)(b2, n)
(c, n+m)n!m! x
myn
= F(a +Dx,b2, c+Dx,y)F (a, b1, c, x) (4.4)
(see Appendix C of [3] and Eqs. (7.2)–(7.3) of [3]).
(i) The function Φ1.
The confluence procedure leads immediately to the series, the factorized form and the
integral formula
Φ1(a, b, c, x, y) =
∑ (a,m+ n)(b,n)
(c,m+ n)n!m! x
myn
= F(a +Dy, c+Dy,x)F (a, b, c, y)
= F(a +Dx,b, c, y)F (a, c, x)
= (c)
(a)(c− a)
1∫
ta−1(1− t)c−a−1ext (1− ty)−b dt (4.5)0
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The series converge for |y|< 1, all x .
(ii) The second function Φ(2)1 .
The natural idea, to obtain the basis of solutions would be to start from the basis at (0,0)
of the solutions of the F1 system Eq. (4.2) and to use the confluent process of Eq. (4.1). We
can start from the second basis function f2 of the F1 system given in [3], Eqs. (7.4)–(7.6)
f2(x, y) = x1−cF (a + 1− c, b1 + 1− c−Dy,2− c−Dy,x)
× F
(
c− 1, b2, c− b1, y
x
)
(4.6)
or in series
f2(x, y)= x1−c
∑
(a+1−c,m)(b2,n)(b1+1−c,m−n)(c−1,n−m)
n!m! (−x)m
(
−y
x
)n
(4.7)
which is convergent for |x|< 1, |y/x|< 1.
We replace b1 by 1/ε and x by εx and Eqs. (4.6)–(4.7) gives a limiting series or
factorization
f˜2(x, y) = x1−c
∑ (a + 1− c,m)(b2, n)(c− 1, n−m)
m!n! (−x)
m
(
−y
x
)n
= x1−cF (a + 1− c,2− c−Dy,x) 2F0
(
c− 1, b,−y
x
)
. (4.8)
But the series 2F0(c− 1, b, z) has a radius of convergence 0, except if c or b is a negative
integer in which case it is a polynomial. This is also confirmed from the study of the series
in (4.8) which converge for all x and y = 0.
Thus, a direct confluence process in the solution f2(x, y) does not produce a solution.
We come back to the factorized form (Eq. (4.6)) for f2 with x → εx and b1 → 1/ε.
This gives, up to ε1−c
x1−cF
(
a + 1− c, 1
ε
+ 1− c−Dy,2− c−Dy, εx
)
F
(
c− 1, b, c− 1
ε
,
y
εx
)
.
(4.9)
In Eq. (4.9), the hypergeometric symbolic function causes no problem, and leads to the
Kummer symbolic function:
limF
(
a + 1− c, 1
ε
+ 1− c−Dy,2− c−Dy, εx
)
= F(a + 1− c,2− c−Dy,x).
On the other hand, the second factor in Eq. (4.9) is of the type
limF
(
a, b,
1
ε
,
z
ε
)
= 2F0(a, b, z) (4.10)
which is not a convergent series. On the other hand, if one looks at this confluence for the
hypergeometric operator, one obtains
lim
ε→0H
(
a, b,
1
ε
,
z
ε
, ε
d
dz
)
=−
(
z2
d2
dz2
+ ((a + b+ 1)z− 1) d
dz
+ ab
)
.
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z2
d2
dz2
+ ((a + b+ 1)z− 1) d
dz
+ ab
)
f = 0. (4.11)
Call g(z)= f (1/z), then g satisfies
zg′′(z)+ (z+ 1− a − b)g′ + ab
z
g = 0.
Then define h(z) by
g(z)= zah(−z).
Then h(z) satisfies a Kummer equation
th′′(t)+ (1+ a − b− t)h′(t)− ah(t)= 0
which has the solutions
F(a,1+ a − b, t), tb−aF (b,1+ b− a, t).
In particular, Eq. (4.11) has a basis of solutions
z−aF
(
a,1+ a − b,−1
z
)
; z−bF
(
b,1+ b− a,−1
z
)
. (4.12)
Now, it is easy to see that if a or b is a negative integer, so that 2F0(a, b, z) is a polynomial,
and a solution of Eq. (4.11), one has
2F0(a, b, z) = (b− a)
(b)
z−aF
(
a,1+ a − b,−1
z
)
+ (a − b)
(a)
z−bF
(
b,1+ b− a,−1
z
)
.
We define
U(a,b, z) = (b− a)
(b)
z−aF
(
a,1+ a − b,−1
z
)
+ (a − b)
(a)
z−bF
(
b,1+ b− a,−1
z
)
(4.13)
so that now, U(a,b, z) has a meaning for all a, b and z = 0 or ∞ and coincide with the
polynomial 2F0(a, b, z) when a or b is a negative integer.
Moreover it is a solution of Eq. (4.11) which is the confluent limit of H(a,b, 1
ε
, z
ε
, ε ddz ).
So the system Φ1 will have a solution
f (x, y)= x1−cF (a + 1− c,2− c−Dy,x)U
(
b, c− 1,−y
x
)
. (4.14)
Another, easier way to obtain a second solution, is to start from Eq. (7.7), of [3, Section 7],
which gives a third element of the basis for F1, as
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∑ (a + 1− c,m)(b2 + 1− c,m− n)(b1, n)
(2− c,m− n)m!n! y
m
(
x
y
)n
= y1−cG2
(
a + 1− c, b1, c− 1, b2 + 1− c,−y,−x
y
)
.
If we make the confluence process of Eq. (4.1), on that function, we obtain immediately
the series
Φ
(2)
1 (x, y)
= y1−c
∑ (a + 1− c,m)(b+ 1− c,m− n)(c− 1, n−m)
n!m! (−y)
m
(
−x
y
)n
(4.15)
which is convergent for 0< |y|< 1 and all x .
This is the confluent hypergeometric series Γ1 of Horn (see [6, p. 226])
Φ
(2)
1 (x, y)= y1−cΓ1
(
a + 1− c, c− 1, b+ 1− c,−y,−x
y
)
(4.16)
where
Γ1(a, b, c,X,Y )=
∑ (a,m)(b,m− n)(c,n−m)
n!m! X
mYm. (4.17)
Using Eq. (7.9) of [3], we have also the factorized form
Φ
(2)
1 (x, y) = y1−cF (a + 1− c, b+ 1− c−Dx,2− c−Dx,y)
× F
(
c− 1, c− b, x
y
)
(4.18)
as well as an integral representation
Φ
(2)
1 (x, y)
= y1−c (2− c)
(b+ 1− c)(1− b)
1∫
0
tb−c(1− t)−b(1− yt)c−a−1ex/(yt) dt . (4.19)
(iii) The third function Φ(3)1 (x, y).
We shall start from the solutions of the system F1 near (0,∞) and use the confluence
process (4.1). If we use the function g1 of Eq. (7.16) of [3], it will not work, because the
resulting series will converge for |y|> 1. We use the function g2 of Eq. (7.20) of [3]
g2(x, y) = x1−c
(
x
y
)b2 ∑ (a + 1− c,m)(b1 + b2 + 1− c,n+m)(b2, n)
(b2 + 2− c,n+m)n!m! x
m
(
x
y
)n
= x1+b2−cF (a + 1− c, b1 + 1− c−Dy,2− c−Dy,x)
× y−b2F
(
b2, b1 + b2 + 1− c, b2 + 2− c, x
y
)
.
This leads to a function
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(3)
1 (x, y) = x1−c
(
x
y
)b∑ (a + 1− c,m)(b,n)
(b+ 2− c,m+ n)m!n!x
m
(
x
y
)n
= x1−c
(
x
y
)b
Φ2
(
a + 1− c, b, b+ 2− c, x, x
y
)
= x1+b−cF (a + 1− c,2− c−Dy,x)y−bF
(
b, b+ 2− c, x
y
)
= x1−c
(
x
y
)b
(b+ 2− c)
(1+ a − c)(1+ b− c)
×
1∫
0
ta−c(1− t)b−cF
(
b,1+ b− a, x
y
(1− t)
)
dt . (4.20)
In Eq. (4.20), the first series converges for all x and all y = 0. The functions Φ2 of
Humbert will be studied in the next section.
4.3. System Φ2: two Kummer operators
The function Φ2 can be obtained from the confluence of F1 (see Eq. (A.2) of
Appendix A) or from the confluence of F3
Φ2(b1, b2, c, x, y)= limF3
(
1
ε
,
1
ε
, b1, b2, c, εx, εy
)
(4.21)
with the two equations of Kummer{[
(Dx +Dy + c)∂x − (Dx + b1)
]
f = 0,[
(Dy +Dx + c)∂y − (Dy + b2)
]
f = 0. (4.22)
(i) Function Φ2.
We use the definition for F3 given in Eqs. (8.3.1), (8.3.2) of [3], to obtain
Φ2(b1, b2, c, x, y) =
∑ (b1,m)(b2, n)
(c,m+ n)m!n!x
myn
= F(b1, c+Dy,x)F (b2, c, y)
= F(b2, c+Dx,y)F (b1, c, x)
= (c)
(b1)(c− b1)
×
1∫
0
tb1−1(1− t)c−b1−1extF (b2, c− b1, (1− t)y)dt . (4.23)
The series in Eq. (4.23) converges for all x, y .
(ii) Function Φ(2)2 .
We use the second solution f2 of the system F3 given by Eqs. (8.3.4)–(8.3.5) of [3]
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(2)
2 = x1−c
∑ (b1 + 1− c,m− n)(c− 1, n−m)(b2, n)
m!n! (−x)
m
(
−y
x
)n
= x1−cΓ1
(
b2, b1 + 1− c, c− 1,−y
x
,−x
)
= x1−cF (b1 + 1− c−Dy,2− c−Dy,x)F
(
b2, c− 1, c− b1, y
x
)
= x1−c (2− c)
(b1 + 1− c)(1− b1)
×
1∫
0
tb1−c(1− t)−b1 ext
(
1− y
xt
)−b2
dt . (4.24)
In Eq. (4.24), the series converges for |y/x|< 1 and Γ1 is a Horn function defined in [6,
p. 225].
(iii) The third function.
The third function is obtained from Φ(2)2 by an exchange process (x, y, b1, b2) →
(y, x, b2, b1)
Φ
(3)
2 = y1−cΓ1
(
b1, b2 + 1− c, c− 1,−x
y
,−y
)
= y1−c (2− c)
(b2 + 1− c)(1− b2)
1∫
0
tb2−1(1− t)−b2eyt
(
1− x
yt
)−b1
dt . (4.25)
(iv) Other confluences.
The confluence on f4 of Eq. (8.3.9) gives 0. The system F3 has three other solutions
which can be deduced from the f4 function of Eq. (8.3.9).
Recall that
f4(x, y)= x1−c
(
x
y
)a2 ∑
(a1+a2+1−c,m+n)(b1+a2+1−c,m+n)(a2,n)
(a2+2−c,m+n)(a2−b2+1,n)m!n! x
m
(
−x
y
)n
.
If we exchange a2 in b2, we obtain
f5(x, y)= x1−c
(
x
y
)b2 ∑
(b1+b2+1−c,m+n)(a1+b2+1−c,m+n)(b2,n)
(b2+2−c,m+n)(b2−a2+1,n)m!n! x
m
(
−x
y
)n
.
If we exchange (x, y), (a1, a2), (b1, b2) in f4, one obtains
f6(x, y)= y1−c
(
x
y
)a1 ∑
(a1+a2+1−c,m+n)(a1+b2+1−c,m+n)(a1,n)
(a1+2−c,m+n)(a1−b1+1,n)m!n! y
m
(
−x
y
)n
which converges if |y| + |y/x|< 1 and finally f7 exchanging b1 and a1 in f6
f7(x, y)= y1−c
(
x
y
)b1 ∑
(a2+b1+1−c,n+m)(b1+b2+1−c,m+n)(b1,n)
(b1+2−c,m+n)(b1−a1+1,n)m!n! y
m
(
−x
y
)n
.
The confluence on f6 gives 0.
The confluence on f5 gives
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(4)
2 (x, y) = x1−c
(
x
y
)b2 ∑ (b1 + b2 + 1− c,m+ n)(b2, n)
(b2 + 2− c,m+ n)m!n! x
m
(
−x
y
)n
= x1−c
(
x
y
)b2
Φ1
(
b1 + b2 + 1− c, b2, b2 + 2− c,−x
y
, x
)
(4.26)
which converges for |x/y|< 1 or in factorized form
Φ
(4)
2 (x, y) = x1−cF (b1 + 1− c−Dy,2− c−Dy,x)
(
x
y
)b2
× F
(
b1 + b2 + 1− c, b2, b2 + 2− c, x
y
)
= x1−c
(
x
y
)b2 (2+ b2 − c)
(b1 + b2 + 1− c)(1− b1)
×
1∫
0
tb1+b2−c(1− t)−b1 ext
(
1− xt
y
)−b2
dt . (4.27)
The confluence on f7 gives a functions Φ(5)2 obtained from Φ
(4)
2 by the exchange
(b1, b2), (x, y).
4.4. System Φ3: a Kummer operator and a Bessel operator
This system (see Eqs. (A.3)–(A.3′) of Appendix A) can be obtained by a confluence
process on the systems F1,F3 or H3, as well as on the incomplete system Φ1 or Φ2 (see
[1, Chapter 8], [5,7]). We use here the confluence process on Φ2
Φ3(b, c, x, y)= limΦ2
(
b,
1
ε
, c, x, εy
)
. (4.28)
(i) Function Φ3.
Using Eqs. (4.23) for the various expressions of Φ2 we obtain:
Φ3(b, c, x, y) =
∑ (b,m)
(c,m+ n)m!n!x
myn
= F(b, c+Dy,x)J (c, y)
= J (c+Dx,y)F (b, c, x)
= (c)
(b)(c− b)
×
1∫
0
tb−1(1− t)c−b−1extJ (c− b, (1− t)y)dt . (4.29)
The series converges for all (x, y).
(ii) Function Φ(2)3 .
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arrive at
Φ
(2)
3 (x, y) = x1−c
∑ (b1 + 1− c,m− n)(c− 1, n−m)
m!n! (−x)
m
(
−y
x
)n
= x1−cF (b+ 1− c−Dy,2− c−Dy,x)F
(
c− 1, c− b, y
x
)
= x1−c (2− c)
(b+ 1− c)(1− b)
1∫
0
tb−c(1− t)−bextey/(xt) dt . (4.30)
This is also a Γ2 function of Horn (see [6])
Φ
(2)
3 (x, y)= x1−cΓ2
(
c− 1, b+ 1− c,−x,−y
x
)
with
Γ2(a, b,X,Y )=
∑ (a,n−m)(b,m− n)
m!n! X
mYn. (4.31)
(iii) Confluence on Φ(3)2 .
If we start form Φ(3)2 of Eq. (4.25), we would obtain the series
y1−c
∑ (c− 1, n−m)(b,n)
m!n! (−y)
m
(
−x
y
)n
(4.32)
which converges only for x = 0, y = 0. This could have been predicted beforehand,
because Φ(3)2 is a series of y and x/y and the confluence process changes y in εy . Indeed
the formal series Eq. (4.32) can be factorized as
y1−cJ (2− c−Dx,y) 2F0
(
b, c− 1,−x
y
)
and 2F0 is divergent, except for c − 1 or b negative integers. We can then use the
redefinition of 2F0 using the function U introduced in Eq. (4.13) to obtain
g(x, y)= y1−cJ (2− c−Dx,y)U
(
b, c− 1,−y
x
)
. (4.33)
This could have been obtained by confluence on Φ(2)1 given by Eq. (4.18), using the
confluence process
Φ3(b, c, x, y)= limΦ1
(
1
ε
, b, c, εx, εy
)
.
(iv) Function Φ(3)3 .
If we use the confluence process of Eq. (4.28) on the functions Φ(4)2 of Eq. (4.26), we
obtain nothing. On the other hand, Φ(5)2 obtained from Φ
(4)
2 by the exchange of (x, y) and
(b1, b2) leads to
Φ
(3)
3 (x, y)= y1−c
(
y
x
)b∑ (b,n)
(b+ 2− c,m+ n)m!n!y
m
(
y
x
)n
(4.34)
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Φ
(3)
3 (x, y) = y1−c
(
y
x
)b
Φ3
(
b, b+ 2− c, y
x
, x
)
= y1−cJ (2− c−Dx,y)
(
y
x
)b
F
(
b, b+ 2− c, y
x
)
. (4.35)
4.5. Horn’s system Ĥ3: a complete hypergeometric operator and a Bessel operator
System Ĥ3 is obtained in Appendix A, Eqs. (A.12)–(A.12′) by confluence on H2
Ĥ3(a, b, e, x, y)= limH2
(
a, b,
1
ε
,
1
ε
, e, x, ε2y
)
. (4.36)
(i) Function Ĥ3.
We use the results of [3, Appendix D], system H2. Notice that our variables are not the
Horn’s variables.
Indeed we must change y in −y . The solution of H2 is
f1(x, y) =
∑ (a,m− n)(b,m)(c,n)(d,n)
(e,m)m!n! x
m(−y)n
= F(c, d,1− a −Dx,y)F (a, b, e, x)
= F(b, a −Dy, e, x)F (c, d,1− a, x)
≡ H2(a, b, c, d, e, x,−y).
So we obtain
Ĥ3(a, b, e, x,−y)
=
∑ (a,m− n)(b,n)
(e,m)m!n! x
m(−y)n
= J (1− a −Dx,y)F (a, b, e, x)
= F(b, a −Dy,x)J (1− a, y)
= (e)
(b)(b− e)
1∫
0
tb−1(1− t)e−b−1(1− xt)−aJ (1− a, y(1− xt))dt . (4.37)
The series converges for |x|< 1, all y .
(ii) Function Ĥ (2)3 .
Using the confluence process (Eq. (4.36)) and the solution f2 for the H2 system
(Appendix D of [3]), we get
Ĥ
(2)
3 (x, y) = x1−eĤ3(a + 1− e, b+ 1− e,2− e, x,−y)
= x1−e
∑ (a + 1− e,m− n)(b+ 1− e,m)
(2− e,m)m!n! x
m(−y)n
= x1−eF (a + 1− e−Dy,b+ 1− e,2− e, x)J (e− a, y)
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= x1−e (2− e)
(b+ 1− e)(1− b)
×
1∫
0
tb−e(1− t)−b(1− xt)e−a−1J (e− a, y(1− xt))dt . (4.38)
(iii) Function Ĥ (3)3 .
This is obtained by the confluence process (Eq. (4.36)) on the solution f3 fo the H2
system
Ĥ
(3)
3 (x,−y)= ya
∑ (b,n)
(a + 1, n+m)(e,n)n!m!y
m(−xy)n
which is convergent of all (x, y) and is a Horn hypergeometric series of order 3. It is also
Ĥ
(3)
3 (x, y)= J (1+ a +Dx,y) 1F2(b, e,1+ a,−xy).
(iv) Function Ĥ (4)3 .
It is given by the confluence process on the solution f4 of the H2 system
Ĥ
(4)
3 (x,−y) = (xy)1−eya
∑ (b+ 1− e,n)
(a + 2− e,m+ n)(2− e,n)m!n!y
m(−xy)n
= ya+1−eJ (a + 1+Dx,y)x1−e
× 1F2(b+ 1− e,2− e, a + 2− e,−xy).
Appendix A. The 20 confluent systems
The limit on ε, is always taken when ε→ 0.
A.1. The seven systems of Humbert
(See Appell and Kampé de Fériet [1, Chapter 8].) They are obtained by confluence on
the four systems of Appel–Kampé de Fériet.
(1) System Φ1(a, b, c).
One defines
Φ1(a, b, c, x, y)= limF1
(
a, b,
1
ε
, c, x, εy
)
, (A.1){[
(Dx +Dy + c)∂x − (Dx +Dy + a)(Dx + b)
]
f = 0,[
(Dy +Dx + c)∂y − (Dy +Dx + a)
]
f = 0. (A.1
′)
(2) System Φ2(b1, b2, c).
Φ2(b1, b2, c)= limF1
(
1
ε
, b1, b2, c, εx, εy
)
, (A.2)
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(Dx +Dy + c)∂x − (Dx + b1)
]
f = 0,[
(Dy +Dx + c)∂y − (Dy + b2)
]
f = 0. (A.2
′)
(3) System Φ3(b, c).
Φ3(b, c, x, y)= limF1
(
1
ε
, b,
1
ε
, c, εx, ε2y
)
, (A.3)

[
(Dx +Dy + c) ∂
∂x
− (Dx + b)
]
f = 0,[
(Dy +Dx + c) ∂
∂y
− 1
]
f = 0.
(A.3′)
Remark. A double confluence on both x and y
limF1
(
1
ε
,
1
ε
,
1
ε
, c, ε2x, ε2y
)
would lead to a trivial system
[
(Dx +Dy + c) ∂
∂x
− 1
]
f = 0,[
(Dy +Dx + c) ∂
∂y
− 1
]
f = 0
with the solution J (c, x + y). (J (c, z) given as in Eq. (2.5)).
(4) System ψ1(a, b, c1, c2).
ψ1(a, b, c1, c2, x, y)= limF2
(
a, b,
1
ε
, c1, c2, x, εy
)
, (A.4)

[
(Dx + c1) ∂
∂x
− (Dx +Dy + a)(Dx + b1)
]
f = 0,[
(Dy + c2) ∂
∂y
− (Dy +Dx + a)
]
f = 0.
(A.4′)
Remark. The confluence limF2(a,1/ε, b, c1, c2, εx, y)would lead toψ1(a, b, c1, c2, y, x).
(5) System ψ2(a, c1, c2).
ψ2(a, c1, c2, x, y)= limF2
(
a,
1
ε
,
1
ε
, c1, c2, εx, εy
)
, (A.5)

[
(Dx + c1) ∂
∂x
− (Dx +Dy + a)
]
f = 0,[
(Dy + c2) ∂
∂y
− (Dx +Dy + a)
]
f = 0.
(A.5′)
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θ1(a1, a2, b, c, x, y)= limF3
(
a1, a2, b1,
1
ε
, c, x, εy
)
, (A.6)
[
(Dx +Dy + c) ∂
∂x
− (Dx + a1)(Dx + b)
]
f = 0,[
(Dy +Dx + c) ∂
∂y
− (Dy + a2)
]
f = 0.
(A.6′)
(7) System θ2(a, b, c).
θ2(a, b, c, x, y)= limF3
(
a,
1
ε
, b,
1
ε
, c, εx, ε2y
)
, (A.7)
[
(Dx +Dy + c) ∂
∂x
− (Dx + a)(Dx + b)
]
f = 0,[
(Dy +Dx + c) ∂
∂y
− 1
]
f = 0.
(A.7′)
All the other confluence processes in the systems Fj , j = 1, . . . ,4, lead, either to trivial
situations, or to already found systems (by trivial situation, we mean reduction to functions
of 1 variable).
A.2. The 13 systems of Horn and Borngässer
(See Horn [7] and Borngässer [2].) They are obtained by the confluence processes on
the ten system Gj and Hk of Horn (see Appendix C of [3]). We denote by (x, y) the
two variables in the reduction of the systems of Horn and Borngässer to our standard
hypergemetric forms. These variables are not, in general, the variables used by Horn and
Borngässer (we denote the variables of Horn and Borngässer by X,Y and we indicate the
correspondance for each system).
(8) System Γ1(a, b1, b2).
Γ1(a, b1, b2, x, y)= limG2
(
a,
1
ε
, b1, b2, x, εy
)
, (A.8)
[
(Dx −Dy + 1− b1) ∂
∂x
− (Dx + a)(Dx −Dy + b2)
]
f = 0,[
(Dy −Dx + 1− b2) ∂
∂y
− (Dy −Dx + b1)
]
f = 0.
(A.8′)
Here X =−x , Y =−y .
(9) System Γ2(b1, b2).
Γ2(b1, b2, x, y) = limG1
(
1
ε
, b1, b2, εx, εy
)
= limG2
(
1
ε
,
1
ε
, b1, b2, εx, εy
)
, (A.9)
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[
(Dx −Dy + 1− b1) ∂
∂x
− (Dx −Dy + b2)
]
f = 0,[
(Dy −Dx + 1− b2) ∂
∂y
− (Dy −Dx + b1)
]
f = 0.
(A.9′)
Here X =−x , Y =−y .
(10) System Ĥ1(a, b, d).
Ĥ1(a, b, d, x, y)= limH1
(
a, b,
1
ε
, d, x, εy
)
, (A.10)
[
(Dx + d) ∂
∂x
− (Dx −Dy + a)(Dx +Dy + b)
]
f = 0,[
(Dy −Dx + 1− a) ∂
∂y
− (Dy +Dx + b)
]
f = 0.
(A.10′)
X = x , Y =−y .
(11) System Ĥ2(a, b, d, e).
Ĥ2(a, b, d, e, x, y)= limH2
(
a, b,
1
ε
, d, e, x, εy
)
, (A.11)
[
(Dx + e) ∂
∂x
− (Dx −Dy + a)(Dx + b)
]
f = 0,[
(Dy −Dx + 1− a) ∂
∂y
− (Dy + d)
]
f = 0.
(A.11′)
X = x , Y =−y .
(12) System Ĥ3(a, b, e).
Ĥ3(a, b, e, x, y)= limH2
(
a, b,
1
ε
,
1
ε
, e, x, ε2y
)
, (A.12)
[
(Dx + e) ∂
∂x
− (Dx −Dy + a)(Dx + b)
]
f = 0,[
(Dy −Dx + 1− a) ∂
∂y
− 1
]
f = 0.
(A.12′)
X = x , Y =−y .
The second equation in Erdelyi [6] is incorrect.
(13) System Ĥ4(a, c, d).
Ĥ4(a, c, d, x, y) = limH1
(
a,
1
ε
, c, d, εx, εy
)
= limH2
(
a,
1
ε
,
1
ε
, c, d, εx, εy
)
, (A.13)
[
(Dx + d) ∂
∂x
− (Dx −Dy + a)
]
f = 0,[
(Dy −Dx + 1− a) ∂
∂y
− (Dy + c)
]
f = 0.
(A.13′)
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(14) System Ĥ5(a, d).
Ĥ5(a, d, x, y)= limH1
(
a,
1
ε
,
1
ε
, d, εx, ε2y
)
, (A.14)
[
(Dx + d) ∂
∂x
− (Dx −Dy + a)
]
f = 0,[
(Dy −Dx + 1− a) ∂
∂y
− 1
]
f = 0.
(A.14′)
X = x , Y =−y .
The second equation is incorrect in [6].
(15) System Ĥ6(a, c).
Ĥ6(a, c, x, y)= limH3
(
a,
1
ε
, c, x, εy
)
, (A.15)
[
(Dx +Dy + c) ∂
∂x
−
(
Dx + Dy2 +
a
2
)(
Dx + Dy2 +
a + 1
2
)]
f = 0,[
(Dy + 2Dx + c) ∂
∂y
− (Dy + 2Dx + a)
]
f = 0.
(A.15′)
Here x = 4X, y = Y .
(16) System Ĥ7(a, c, d).
Ĥ7(a, c, d, x, y)= limH4
(
a,
1
ε
, c, d, x, εy
)
, (A.16)
[
(Dx + c) ∂
∂x
−
(
Dx + Dy2 +
a
2
)(
Dx + Dy2 +
a + 1
2
)]
f = 0,[
(Dy + d) ∂
∂y
− (Dy + 2Dx + a)
]
f = 0.
(A.16′)
Here x = 4X, y = Y .
The first equation of Ĥ7 in Erdelyi [6] is incorrect.
(17) System Ĥ8(a, b).
Ĥ8(a, b, c, x, y)= limH6
(
a, b,
1
ε
, x, εy
)
, (A.17)
[
(Dx −Dy + 1− b)∂x −
(
Dx − Dy2 +
a
2
)(
Dx − Dy2 +
a + 1
2
)]
f = 0,[
(Dy − 2Dx + 1− a)∂y − (Dy −Dx + b)
]
f = 0.
(A.17′)
Here x =−4X, y =−Y .
(18) System Ĥ9(a, c, d).
Ĥ9(a, c, d, x, y)= limH7
(
a,
1
ε
, c, d, x, εy
)
, (A.18)
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[
(Dx + d)∂x −
(
Dx − Dy2 +
a
2
)(
Dx − Dy2 +
a + 1
2
)]
f = 0,[
(Dy − 2Dx + 1− a)∂y − (Dy + c)
]
f = 0.
(A.18′)
Here x = 4X, y = Y .
(19) System Ĥ10(a, d).
Ĥ10(a, d, x, y)= limH7
(
a,
1
ε
,
1
ε
, d, x, ε2y
)
, (A.19)
[
(Dx + d)∂x −
(
Dx − Dy2 +
a
2
)(
Dx − Dy2 +
a + 1
2
)]
f = 0,[
(Dy − 2Dx + 1− a)∂y − 1
]
f = 0.
(A.19′)
Here x = 4X, y =−Y .
(20) System Ĥ11(a, b, d, e).
Ĥ11(a, b, d, e, x, y)= limH2
(
a,
1
ε
, c, d, e, εx, y
)
, (A.20){[
(Dx + e)∂x − (Dx −Dy + a)
]
f = 0,[
(Dy −Dx + 1− a)∂y − (Dy + c)(Dy + d)
]
f = 0. (A.20
′)
Here x =X, y =−Y .
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