Many in situ X-ray tomography studies require experimental rigs which may partially occlude the beam and cause parts of the projection data to be missing. In a study of fluid flow in porous chalk using a percolation cell with four metal bars drastic streak artifacts arise in the filtered backprojection (FBP) reconstruction at certain orientations. Projections with non-trivial variable truncation caused by the metal bars are the source of these variable-truncation artifacts. To understand the artifacts a mathematical model of variable-truncation data as function of metal bar radius and distance to sample is derived and verified numerically and with experimental data. The model accurately describes the arising variable-truncation artifacts across simulated variations of the experimental setup. Three variable-truncation artifact-reduction methods are proposed, all aimed at addressing sinogram discontinuities that are shown to be the source of the streaks. The "Reduction to Limited Angle" (RLA) method simply keeps only non-truncated projections; the "Detector-Directed Smoothing" (DDS) method smooths the discontinuities while the "Reflexive Boundary Condition" (RBC) method enforces a zero derivative at the discontinuities. Experimental results using both simulated and real data show that the proposed methods effectively reduce variable-truncation artifacts. The RBC method is found to provide the best artifact reduction and preservation of image features using both visual and quantitative assessment. The analysis and artifact-reduction methods are designed in context of FBP reconstruction motivated by computational efficiency practical for large, real synchrotron data. While a specific variable-truncation case is considered, the proposed methods can be applied to general data cut-offs arising in different in situ X-ray tomography experiments.
1. Introduction 1.1. In situ X-ray tomography X-ray computed tomography (CT) has been an indispensable non-invasive imaging technique in medical imaging, non-destructive testing, materials science and numerous other areas for many years. Traditionally, an object has been subjected to X-ray CT to provide images of its (static) internal three-dimensional structure, or to study the effect of treatments such as heating by comparing an X-ray CT scan before and after the treatment. Since only an image of the sample after the treatment is obtained, such studies only provide an indirect window into the processes taking places during the treatment. In recent years, in situ X-ray CT has become an increasingly widespread technique to study processes as they happen within material samples subject to various environments such as high temperature, high pressure, controlled atmosphere, fluid flow, etc. Some noteworthy examples in materials science include studies of rock fractures during freeze-thaw cycles [1] , deformation and liquid flow in aluminum alloys under temperature control [2] , evolution of fatigue cracks in magnesium [3] and fracture evolution in cement under compression [4] .
In many in situ X-ray CT experiments the imaging equipment is complemented by additional equipment, often called rigs, to control the in situ environment, such as furnaces, tension rigs, fluid flow tubes, etc. Often, this equipment can be arranged to remain outside the X-ray beam from source to detector to prevent any effect on the acquired data. However, in some cases this is not possible, and the X-ray beam will either pass through or be fully or partially occluded by the equipment at some of the projection angles. This results in parts of the tomographic data being either "polluted" by the additional attenuation through the equipment or, in the case of occlusion, completely missing. Depending on the severity of this effect, the resulting tomographic reconstruction may suffer from artifacts ranging from minor to completely destructive for the desired imaging task.
The present work is motivated by in situ X-ray CT studies of fluid flow through porous chalk. The experiment entails a percolation cell with four metal bars to sustain high temperature and pressure, as detailed in Section 2 and illustrated in Figure 2 . At some projection angles the metal bars cause full or partial occlusion of the X-ray beam, which results in missing data and drastic streak artifacts in the reconstruction, see Figures 3 and 4 . The goal of the present work is to understand the cause of these artifacts and determine methods to reduce them.
The most common reconstruction method in routine use at synchrotrons remains the filtered backprojection (FBP) algorithm due to its versatility, robustness, computational efficiency and well-understood behavior. In recent years a variety of, mainly iterative, reconstruction methods based on an algebraic imaging model and using statistical and a priori information have been proposed and potential improvements over FBP demonstrated, see e.g., [5, 6, 7, 8] . However, major challenges remain before these methods are suitable for larger datasets in practical synchrotron routine use, which often uses high resolution and thousands of projections. With these large amounts of data, the use of simple/fast algorithms is crucial. Iterative reconstrutction methods typically require computing times several orders of magnitude longer than FBP. They are more complex and typically involve tweaking of several parameters such as the number of iterations and any regularization parameters before improvements are obtained. Further, a multitude of different methods exist each with strengths and weaknesses for different types of images, making it difficult for non-specialists to choose a suitable method for a particular data set. Therefore, to be of direct relevance and easy to adopt in practice, in the present work we restrict ourselves to consider artifacts and reduction methods in conjunction with FBP reconstruction.
Typical reconstruction artifacts
A variety of reconstruction artifacts can be encountered in case of incomplete data. Figure 1 illustrates a number of typical cases with different forms of incomplete data and corresponding reconstruction artifacts. Shown first is the complete-data case without artifacts for the classical Shepp-Logan phantom. In the sinogram the columns contain projections obtained at angles from 0
• to 180
• in a parallel-beam configuration. Second, region-of-interest (ROI) data and artifacts arise from a smaller detector width than sample size causing projections to be truncated and detector-directed discontinuities to arise in the sinogram. The effect is a bright ring around and a pronounced cupping artifact across the ROI. The third case is limited angle (LA) data and artifacts, where projections are missing for a range of angles, causing angular discontinuities in the sinogram and major streak artifacts emerge from edges in the reconstruction. The fourth case, which is the focus of the present work, can be seen as a combination of LA data and ROI data, in which the ROI truncation varies across projections from fully missing through partial to complete projections. In the sinogram, both angular and detector-directed discontinuities are present. The corresponding reconstruction contains LA artifacts as well as new regularly spaced streaks seemingly unrelated to image features. We refer to this case as variable-truncation data and artifacts. In this article we focus on the variable-truncation (VT) artifacts, which we will show derive from the stair-casing shape of the missing-data region in the sinogram with angular and detector-directed discontinuities, as seen in the zoom-inset in Figure 1d .
A closely related class of artifacts, mainly described in the medical imaging literature, is known as metal artifacts. Metal artifacts are often observed in medical imaging when metal is present, e.g., as implants in body parts and dental fillings. One can distinguish between two types of metal effects. First, the presence of highlyattenuating metal within tissue or bone can lead to physical effects, such as high attenuation coefficients, high noise-to-primary-signal ratio, high scatter-to-primarysignal ratio, beam hardening, and non-linear partial volume effects [9, 10] . Second, the metal edges lead to sinogram discontinuities either directly present in the raw data or user-induced, e.g., through discarding the affected data [9] . The second type of metal artifacts are very similar to the VT artifacts in that they are thin regular streaks extending tangentially from the metal edges [10, 11] .
Metal-artifact reduction is often treated as missing-data problems. Typical methods are projection completion methods, which fill in missing or deteriorated data points by synthetic data [12] , and algebraic reconstruction methods, which may completely omit these data points [13, 14] . Omitting single data points is not possible when using FBP, as this method needs complete projections. The methods proposed in this article provide a possibility of disregarding missing or deteriorated data in conjunction with FBP. The simplest possible idea, and the starting point for the present work, is to replace any missing data points by zero values, as illustrated in the zoom-inset of Figure 1d , simply to have complete projections without blanks in order for FBP to process the data. Doing this has two consequences:
(i) It essentially removes the first type of metal artifacts, i.e., any physical effects caused by the presence of metal which corrupts the data, as such effects primarily relate to the projection lines traversing the metal (see for instance [9] and [10] for a description of metal artifacts). This means that we do not need to account further for potential metal artifacts of this type.
(ii) It introduces discontinuities in the detector direction of the sinogram. Such discontinuities will be drastically emphasized by the filtering step of FBP to cause an artificial over-and under-shooting effect, which in turn will be back-projected and create pronounced streak artifacts.
Many metal-artifact reduction methods are aimed at reducing these streaks by handling the discontinuities. Similarly, in the present work, we focus on addressing the discontinuities in the VT data to reduce the arising streak artifacts.
Contributions and organization of the present work
Much work has been devoted to characterize and conceive reduction methods for both LA artifacts, see, e.g., [15, 16, 17, 18, 19] , and ROI artifacts [20, 21, 22, 23] . On the other hand the VT artifacts arising for the particular in situ X-ray tomography setup have to the best of our knowledge not been addressed in the literature. To this end, the present work presents two contributions. First, after describing the experimental setup and data in Section 2, we develop in Section 3 a mathematical model of the considered setup to describe precisely how and where in the reconstruction the VT artifacts arise. The model is used to simulate VT data for variations of the experimental setup using small and large radii and distances of the metal bars, in order to describe the artifacts across a more general class of problems. We also explain that the artifacts arise from sinogram discontinuities during the filtering step of FBP.
Second, in Section 4 we propose three methods to reduce the VT artifacts -all of them simple to implement as a preprocessing step for standard FBP to allow efficient reconstruction, essential for large real synchrotron data sets. Insertion of Zeros Values (IZV) for the blank data points provides the starting point, on which we want to improve by following proposed methods: (i) Reduction to Limited Angle (RLA), which simply discards all truncated projections to obtain an LA data set. This is a very easy way to remove the detector-directed discontinuities, but the drawback is that it discards useful data.
(ii) Detector-Directed Smoothing (DDS), which applies local smoothing to remove the detector-directed discontinuities.
(iii) Reflexive Boundary Condition (RBC), which handles the detector-directed discontinuities by imposing a reflexive boundary condition.
In Section 5 we report qualitative and quantitative results to assess the proposed methods on simulated and real VT data sets. The results show that all methods can remove the VT artifacts effectively, while DDS and especially RBC allow further reconstruction improvement by using data from the partial projections, compared to RLA, which discards this data. Finally, Section 6 discusses the methods and results in a wider context before Section 7 concludes the study. For the detector position along the SW-NE diagonal, the beam is occluded completely by the metal bars and no signal is measured at the detector. In between one position is shown at which the outermost parts of the beam are occluded by two of the metal bars, leading to a projection with truncation from both sides.
Data

Acquisition set-up
The motivating case for the present study is in situ X-ray micro-tomography imaging of fluid flow through porous chalk in which the goal is to recover oil from the North Sea underground. In situ X-ray tomography data was obtained for a cylindrical porous chalk sample of diameter 0.6 mm using beamline BL20XU of the SPring-8 Synchrotron Radiation Facility, Japan using a monochromatic (28 keV) parallel-beam scan configuration. Fluid is forced through the sample by a percolation cell, seen in Figure 2a , by applying a pressure of 50 bars imitating the underground conditions. The goal is to model the structural changes of the sample during the fluid flow and a series of scans are acquired continuously over the experiment. Structural changes are slow compared to the acquisition time of each complete scan and any sample deformations within each scan can be neglected. The percolation cell is equipped with four metal bars which can sustain pressures of 200 bar and temperatures of 100 • C. The metal bars have a radius of 1 mm and are positioned in a square around and at approx. distance of 15.6 mm from the sample. The number of detector pixels is 2048 × 2048, providing in each horizontal slice a field of view (FOV) of approx. 0.5 mm in diameter [24] . The detector is positioned outside the percolation cell and 1800 projections are collected covering 0 to 180 degrees. As seen in Figure 2b most projections are complete, some are fully occluded by the metal bars, while some projections are partially occluded. These partial projections are the focus of the present work. In addition, since the sample is larger than the FOV, all projections are slightly truncated. 
Reconstruction provided by the synchrotron site
At Spring-8, FBP is used slice-by-slice to produce a 2048 3 reconstructed volume based on the acquired CT data [25] . Due to slices being independently reconstructed thanks to the parallel-beam geometry we consider without loss of generality the FBP reconstruction of a single 2048×2048-pixel slice. Artifacts are clear, especially towards the outlying region of the reconstruction, see Figure 3 . They appear as streaks with angles of approx. 45 and 135 degrees measured in the counter-clockwise direction from the horizontal axis. The artifacts cause problems for subsequent analysis of the data: From the reconstruction, an automated segmentation of the chalk pores is needed as a step towards the fluid flow model. This requires a high-quality artifact-free reconstructed image. The present work is motivated by identifying the cause of the streaks and finding a way to reduce them.
Processing the raw data
From the complete raw data set the data corresponding to slice number 1000 out of 2048 is extracted and consists of 1800 projections of length 2048 pixels. These are the transmission values measured at the detector and we denote it by I(φ, p), where φ denotes the rotation angle and p the detector position. In addition, two flat fields I 0,before and I 0,after are recorded before and after I(φ, p) was recorded, i.e., with the X-ray beam on, but the sample out of the field of view, as well as a dark field I bg , i.e., with the source off to account for any background radiation. Flat and dark fields are used for flat-and dark-field correction of all projections, i.e.,
As the source conditions such as voltage and current may change slightly during a scan, I 0 (φ, p) is an interpolated flat field calculated for each projection from the two flat fields I 0,before and I 0,after by weighting by projection angle:
(2) Figure 4 shows the flat-and dark-field corrected sinogram Z(φ, p). It represents the number of counted photons relative to the emitted photons and is the sinogram from which the SPring-8 reconstruction in Figure 3a is calculated. The horizontal axis is projection angles, φ, over 0 to 180 degrees and the vertical axis is detector element position, p. Because the metal bars are positioned relatively far from the chalk sample and the detector width is small compared to the metal bar radius, the full sinogram resembles the LA sinogram in Figure 1c . However, on close inspection, as seen in the zooms of Figure 4 , clear differences are apparent. Instead of the immediate transition from a full to a complete blank projection in the LA case, projections are increasingly truncated over an angular range, eventually becoming completely blank, when the beam is fully occluded, before gradually becoming decreasingly truncated again. This corresponds to the case in Figure 1d . Due to the symmetry of the metal bar positions, the patterns are symmetric around the detector center, seen in zoom 1. Taking a more narrow look at the sinogram in zoom 2, stair-casing is revealed with vertical and horizontal boundaries. In the idealized case of continuous φ and p, the width of the truncated projections would be decreasing or increasing continuously. Since a finite number of projections are recorded in practice, a stepwise change is observed with angular-directed discontinuities, i.e., across vertical line segments.
In the detector direction a smooth transition is seen from the full signal to zero photon counts across the detector elements in the partially occluded projections. The smooth transition indicates that the occlusion does not occur abruptly but slightly gradually over some detector pixels. The lower counts recorded in the transition region are not representative of the sample and need to be handled along with blank measurements due to beam occlusion.
Handling small or zero transmission values in FBP reconstruction
For a monochromatic X-ray beam, Lambert-Beer's law, here rewritten as
where µ(s) is the linear attenuation coefficient at spatial position s to be recovered, provides a decent model of X-ray attenuation as a basis for reconstruction. Dark field and variables φ and p have been omitted here for simplicity. For parallel-beam data reconstruction can be done using the filtered backprojection (FBP) algorithm applied to a sinogram consisting of the right-hand side of (3) for all measured angles φ and detector positions p.
To arrive at such a sinogram, we need to apply the negative logarithm to Z(φ, p), and we denote the resulting sinogram as S(φ, p) = − log Z(φ, p). Zero-and close-to-zero values in Z(φ, p) are not handled well by this model, as they are mapped to infinity or very large values by the negative logarithm and will dominate the reconstruction [10] . Values of Z(φ, p) ∈ [0, 0.53] smaller than an empirically chosen threshold, 0.24, are discarded, leaving blank areas in the sinogram. FBP cannot handle pixels without an assigned value, so some values need to be assigned to complete the projections. The simplest choice, that does not make any assumptions, is to assign the value zero in the blanks of S(φ, p), resulting in the attenuation sinogram, which we still denote S(φ, p), shown in Figure 5 . In practice this operation was carried out by replacing all entries of S(φ, p) for which Z(φ, p) was smaller than 0.24 by a zero. A few, less than 50, isolated pixels within the existing projections were hereby unintentionally set to zero. These pixels were assigned values by linear interpolation in the corresponding projection. Following this, an FBP reconstruction was computed using the iradon function of MATLAB R2014b employing a Hamming filter for noise reduction, see Figure 6 . The FBP reconstruction is seen to contain thin streak artifacts distributed regularly over the image with angles of approx. 45 degrees and 135 degrees. As such, the streaks have some resemblance with the SPring-8 reconstruction in Figure 3 , only less pronounced. As we do not have access to details of the synchrotron reconstruction method, including possible pre-and postprocessing steps, it is difficult to determine the cause of the slightly different appearance. However, since the streaks in both reconstructions occur at the same angles, we believe their origin in both cases to lie with the VT data.
As seen in Figure 5 , the assignment of zero-values in S(φ, p) introduces detectordirected discontinuities in the sinogram. As we will describe further in the following section, it is these discontinuities that cause the regular streak artifacts in the FBP reconstruction.
Analysis
Modeling the data cut-off
In order to understand the arising VT artifacts we devise a mathematical model of the missing sinogram data caused by the metal bars. We use an indicator function m(φ, p), that we refer to as the mask, to represent whether a data point exists, m(φ, p) = 1, or not, m(φ, p) = 0, for φ ∈ [0 • , 180 • ) and p ∈ R. The case m(φ, p) = 0 corresponds to those projection lines which are blocked by the metal bars. Figure 7 shows the considered
setup. Four metal bars with radius r and indexed by i = 1, 2, 3, 4 are positioned at (
, at a distance of √ 2d from the origin, which is the position of the sample and assumed to be the center of rotation. The p-axis, which represents the detector, is oriented at an angle φ measured counterclockwise from the positive x-axis.
Each line of integration (along an X-ray) can be parametrized as a function of φ and p as
The line of integration at angle φ which intersects the center of bar i is denoted L i (φ). From knowledge of metal bar i's center coordinates (x i , y i ) the corresponding p-value p i (φ) of L i (φ) can be found as
Using the trigonometric identity x cos φ + y cos φ = x 2 + y 2 sin(φ + atan2(y, x)) the expression for p i (φ) can be simplified to a single sine function,
where
• for i = 1, 2, 3, 4. Since the metal bar radius is r, all parallel rays within a distance of r from L i (φ) will be blocked by metal bar i, in other words, for all p in the range no signal will be measured. As an example, the range p range 4 (φ) is sketched in Figure 7 . At a fixed angle φ a ray will be blocked if its p-value is in (at least) one of these ranges, or equivalently, in the union of the ranges. Hence we can write the mask combining all four metal bar ranges explicitly as
1 otherwise.
(8) Figure 8 shows a synthesized image consisting of four metal bars seen from above, the corresponding sinogram mask extending to fully including the metal bars, and a zoom of the mask corresponding to the actual detector width. The metal bar radius is 1 mm and the distance to the rotation center is √ 2 · 11 mm = 15.6 mm to closely approximate the actual experimental set-up. The full mask contains four bands of missing data, one for each metal bar. Each band has a distinct sinusoidal appearance, which is in agreement with (8) , which prescribes four superpositioned sinusoidal bands of vertical thickness 2r. Due to the symmetry of our setup, the two sets of opposite metal bars result in two pairwise crossings of the bands over the 180
• range. When the detector only covers 0.5 mm instead of the entire image, this is equal to zooming in on the sinogram, seen in Figure 8c . The zoom is indicated by the centered rectangle in Figure 8b . The missing-data region in the sinogram zoom closely resembles the motivating real-data case in Figure 4 and can be used to simulate missing data from a complete sinogram. Reduction of variable-truncation artifacts during in situ X-ray tomography 13 
Varying metal bar radius and distance to object
Using the derived mathematical model we can simulate the e↵ect of variations of the experimental setup (metal bar radius and distance) on the arising data truncation. We do this to show how the derived mathematical model describes a larger class of potentially interesting imaging scenarios with variable beam occlusion. By considering this extended set of test problems we hope to illustrate that our proposed VT artifact reduction methods can enable useful reconstructions under more challenging data truncation than that of the originally motivating case of Figure 3 . Figure 9 shows four cases of possible acquisition set-ups (combinations of radius 1 mm and 2 mm, and distance 3 mm and 11 mm) with images and corresponding masks applied to the sinogram of the Shepp-Logan phantom. To verify that the analytically computed mask expression (8) is correct, the boundary curves of the intervals in (7) as function of for all bars are plotted on top of sinogram masks simulated numerically by applying MATLAB's radon function to the images in the top row in Figure 9 . The boundary curves follow the numerical mask boundaries exactly, and further illustrate the contribution of each of the four metal bar shadows in the sinogram.
The original case corresponds to Mask 1 and is seen to entail the smallest amount of missing data. Increasing radius at fixed distance is seen to produce a wider band of missing data, while the cut-o↵ slope appears to be unchanged. This is in agreement with behavior predicted by (7) that the p i ( ) follows a sine curve independent of r, while the vertical band thickness grows linearly with r, which causes a wider horizontal gap 
Using the derived mathematical model we can simulate the effect of variations of the experimental setup (metal bar radius and distance) on the arising data truncation. We do this to show how the derived mathematical model describes a larger class of potentially interesting imaging scenarios with variable beam occlusion. By considering this extended set of test problems we hope to illustrate that our proposed VT artifact reduction methods can enable useful reconstructions under more challenging data truncation than that of the originally motivating case of Figure 3 . Figure 9 shows four cases of possible acquisition set-ups (combinations of radius 1 mm and 2 mm, and distance 3 mm and 11 mm) with images and corresponding masks applied to the sinogram of the Shepp-Logan phantom. To verify that the analytically computed mask expression (8) is correct, the boundary curves of the intervals in (7) as function of φ for all bars are plotted on top of sinogram masks simulated numerically by applying MATLAB's radon function to the images in the top row in Figure 9 . The boundary curves follow the numerical mask boundaries exactly, and further illustrate the contribution of each of the four metal bar shadows in the sinogram.
The original case corresponds to Mask 1 and is seen to entail the smallest amount of missing data. Increasing radius at fixed distance is seen to produce a wider band of missing data, while the cut-off slope appears to be unchanged. This is in agreement with behavior predicted by (7) that the p i (φ) follows a sine curve independent of r, while the vertical band thickness grows linearly with r, which causes a wider horizontal gap of missing data. Increasing distance at fixed radius is seen to reduce the missing data gap width and increase cut-off steepness. This can also be understood from (7), since the sinusoidal amplitude grows linearly with d causing the derivative at the crossings to be of larger magnitude, which is equivalent to a steeper cut-off and a narrower missing data gap.
How variable-truncation artifacts arise in filtered backprojection
To understand how streaks arise, we first briefly remind the reader that reconstruction by FBP consists of two steps: Filtering and backprojection. The filtered sinogram will be referred to as H(φ, p).
Any introductory textbook on the mathematics of CT, such as [10] , explains that the filtering step of FBP emphasizes discontinuities to yield very large values with opposite signs on each side of the discontinuity in the filtered projection. This is illustrated in Figure 11 . Backprojecting such a filtered projection produces a pair of a dark and bright streak along L(φ, p).
A truncated projection viewed over the full projection's domain contains a discontinuity at the truncation point. If the truncation is constant over all projections, as is the case with ROI data as shown in Figure 1b , these streaks still "line up" and cancel each other out (in the continuous or highly sampled case) yielding no streak artifacts but only a circle of discontinuities at the ROI border and a cupping artifact as seen in Figure 1b . However, if truncation is not constant over all projections, as in the case in Figure 1d , the resulting streaks will no longer line up and cancel each other out. In particular, in case of a finite number of projections, the angular increment is finite and hence even a gradual truncation width change in the continuous domain is approximated by steps in the discrete practical case. This means that adjacent truncated projections have different width, which results in streaks occurring at different p-positions, preventing them from canceling with each other. The result, as shown in the following subsection, is regular streaks at certain angles across the entire reconstruction. Figure 10 shows the reconstructions when applying mask 1-4 to the sinogram of the Shepp-Logan phantom. In the top row, the full reconstructions are seen, and in the bottom row, the zooms specified by the white rectangles in the top row are seen. To emphasize VT artifacts the zooms are shown in narrower gray-scale window, as specified in the figure caption. The full reconstruction images mainly show LA artifacts, i.e., few large streaks emerging from edges in the image, especially from the skull. The zooms additionally show regularly spaced VT artifacts. In the reconstructions in Figure 10 , there is exactly one streak for each detector-directed discontinuity in the sinograms in Figure 9 , and its angle and position depends on the position of the detector-directed discontinuity. For further discussions and illustrations of this, see [26] . Figure 9 where the detector-directed discontinuities are seen to occur exactly around these angles. Because the sinogram discontinuities occur with approximately regular spacing in the p-direction, the streaks also appear regularly spaced and with angles corresponding to the angles of the truncated projections.
Streak artifacts caused by data with variable truncation
The streaks in case 3 have the same spacing as in case 1, because the cut-off slope is the same. However, since the detector-directed discontinuities occur farther from 45
• and 135
• the two sets of VT artifacts are further from being pairwise parallel. For mask 2 and 4 the metal bars are much closer to the rotation center than for mask 1 and 3. This leads to a less steep cut-off of the data, and more plentiful detectordirected discontinuities, which again means that more densely spaced streaks are present in the reconstructions, as observed in second and fourth columns of Figure 10 . As before, the streaks in case 2 and 4 occur with the same spacing but at different angles, since the detector-directed discontinuities occur at different angles.
As a final remark, we note that in each case four seemingly parallel sets of streaks can be observed, however since the detector-directed discontinuities occur over an angular range, only the streaks coming from the same projection are in fact perfectly parallel. Figure 11 : The proposed methods illustrated on a 1D truncated projection before and after filtering. Left: Projections before filtering, S(φ, p). Note, that RBC is shifted downwards for illustration purposes as indicated by the arrow and coincides with COM left of the discontinuity. Middle: Projections after filtering, H(φ, p). Right: Zoom of projections are filtering. Note that in RBC the padded values will be set to zero before backprojection, see Figure 13 for an illustration on the original data.
Methods
Overview of proposed methods
Having completed our analysis and description of the VT artifacts caused by detectordirected discontinuities we now proceed to propose three methods to reduce them. The proposed methods are motivated by being straightforward to implement in conjunction with FBP to allow fast reconstruction using a well-understood algorithm already in routine use at synchrotron beamlines. In the following subsections we describe each of the proposed methods but we first give a brief overview of the methods considered:
• Complete dataset (COM): In case of simulated data use the complete sinogram as "ground truth" without applying any missing-data mask.
• Insertion of Zero Values (IZV): Fill all missing data points by zeros.
• Reduction to Limited Angle (RLA): Set all truncated projections to zero, thus reduce to limited-angle problem.
• Detector-Directed Smoothing (DDS): Multiply all truncated projections with a function for local smoothing of detector-directed discontinuities.
• Reflexive Boundary Condition (RBC): Introduce a reflexive boundary condition at the detector-directed discontinuities. Figure 11 illustrates the methods on a 1D truncated projection before (left) and after (middle and right) the filtering step of FBP. The methods RLA, DDS and RBC are motivated by handling the detector-directed discontinuities in order to reduce VT artifacts that arise when simply filling missing values by zeros in the IZV method.
IZV: Insertion of Zero Values
The simplest choice that does not make any assumptions is to assign zero values in the log-transformed sinogram domain. However, this introduces discontinuities in the truncated projection causing oscillations after filtering, as illustrated in Figure 11 . Figure 11b illustrates the extreme overshoot followed by an undershoot near the discontinuity, resulting in pairs of dark and bright streaks across the reconstructed image. The overshoot even offsets long before the discontinuity, as seen in Figure 11c . Typical ROI-artifacts appear as a bright ring in the outskirts of the reconstruction (where the truncation discontinuities are), which is also explained by this effect. IZV is the starting point that we want to improve on by the following methods.
RLA: Reduction to Limited Angle
Replacing all truncated projections completely by zero values eliminates sinogram staircasing, thereby removing the detector-directed discontinuities and therefore also the VT artifacts. Setting truncated projections to zero reduces the problem to a pure LA problem, which as seen in Figure 1c and Figure 1d effectively removes streaks. In Figure 11 , this method is seen as the graph which is zero for all p-values. It is the impression of the authors that RLA is in practical use among X-ray CT experimentalists as a simple method to avoid the streak artifacts caused by variable data truncation. While simple and effective, this method completely discards the potentially usable data in the truncated projections, for an example of this, see [26, Figure 19 ].
DDS: Detector-Directed Smoothing
This method multiplies each of the truncated projections with a function, which dampens intensity values near the detector-directed discontinuities, thereby obtaining smooth transitions, as seen in Figure 11 . This method is motivated by [15, 27] , where smoothing is applied in the angular direction to reduce LA artifacts. In our case we do not apply angular smoothing, but smoothing in the detector direction. At angle φ 0 we have a projection truncated at p = a 0 and p = b 0 in S(φ 0 , p). We modify the smoothing function used in [27] for detector-directed smoothing by defining
where specifies the width of the smoothing region, i.e., the number of pixels over which projection values will be smoothed to decay to zero, and
Then the smoothed projection is obtained as
The function g (p) is two times differentiable and the artifacts are two orders smoother after applying the smoothing, meaning that they are not completely smoothed, so they are mathematically still present [28] . This is in line with what we observe: After filtering of the DDS-projection, there still remain some oscillations, however substantially dampened compared to the IZV-projection, as seen in Figure 11c . We have empirically found a smoothing region of = 30 pixels to provide a suitable level of smoothing and use this value throughout the presented results.
RBC: Reflexive Boundary Condition
This method introduces a reflexive boundary condition at the detector-directed discontinuities. The high-pass ramp filter in FBP emphasizes discontinuities, and the low-pass filter, e.g., a Hamming filter, often used together with the ramp filter may not dampen the oscillations sufficiently to avoid streaks. To counteract this, a reflexive boundary condition [29] is imposed to the truncated projections by padding by existing data values reflected in the discontinuity point. This induces a Neumann boundary condition with zero slope at the boundary. This method is similar to typical handling of ROI-problems where the outermost detector element values are used as padding values. After filtering of the projections, the padding is set to zero again before backprojecting, because we want to avoid introducing any artificially created data. This method works on the discontinuity itself and does not alter any existing pixel values explicitly as the RLA method and DDS methods do. As observed in Figure 11c , this is the only method that continues to coincide with the COM signal to the left of the cut-off after filtering, except for very few pixels 4 just before the cut-off. The discrepancy at these last few pixels is caused by the filter width in FBP: At and near the discontinuity, the filter uses pixel values from the right side of the discontinuity to calculate values to the left of the discontinuity. When reflected pixel values are used instead of pixel values from COM, this alters the pixel values left of the discontinuity.
Results
Overview and purpose of experiments
The proposed artifact reduction methods are assessed in the following three studies:
(i) In the original dataset in Figure 3 we want to reduce the VT artifacts to enable subsequent segmentation as part of an automated data processing pipeline designed for improving analysis of fluid flow through the pores of the chalk. The first study shows how the proposed methods perform on the original data set. Since a ground truth is not available for quantitative comparisons, we evaluate the methods qualitatively, i.e., using visual inspection.
(ii) Second, we compare the methods on the well-known Shepp-Logan phantom with simulated missing data in order to evaluate the methods in a controlled noise-free setting sufficiently simple that the effect of the different methods can be clearly seen. The four masks from Figure 9 are applied to a complete sinogram to assess the proposed methods across a range of possible experimental setups. The fullangle reconstruction will be used as the reference when assessing the methods quantitatively.
(iii) Finally, an equivalent real-data study is carried out using a separate chalk data set with a complete set of non-truncated projections acquired under comparable imaging conditions as the original truncated chalk data set. This study is included to evaluate the methods on a real, noisy, high-complexity problem, comparable to the original dataset, but with the advantage that a full-angle reconstruction can be determined and used as reference image for quantitative assessment.
Quantitative image quality assessment
The following image quality measures are chosen to evaluate the methods quantitatively:
(i) The root-mean-square error (RMSE):
where N and M are number of rows and columns in the images R and R 0 , representing the reconstruction and the reference image, respectively. This measure is a standard measure, used for pixel-wise comparison in images.
(ii) Spectral Magnitude Distortion (SMD) [30] :
where P R and P R 0 are the power spectra of the reconstruction and reference image, respectively. Since VT streaks occur with regular spacing, the power spectrum of a reconstruction with such artifacts will contain distinct pronounced peaks at particular frequencies. In addition, the streaks are discontinuous features relative to the underlying image and as such show up in the power spectrum as high-frequency components. In contrast, the power spectrum of the reference image contains only the frequencies of the underlying image, and the SMD precisely captures these differences. This measure, which is not as commonly used as the RMSE in the tomographic imaging literature, is chosen because it is particularly suited to detect changes in regular streak artifacts and hence well aligned with the purpose of the paper. Figure 12 shows the results of applying RLA, DDS and RBC to the original chalk data set with variable data truncation. The top row shows the full reconstructions for RLA, DDS, and RBC from left to right. The white squares indicate the position of a zoom to a region of interest shown in the middle row. The bottom row shows difference images between RLA, DDS and RBC and the IZV reconstruction in Figure 6b to emphasize improvements. The top and middle rows of Figure 12 illustrate that the VT streaks are reduced to such an extent that they are no longer visible to the naked eye. Streaks, consisting of a dark and a bright line side by side, are present in all three difference images in the bottom row of Figure 12 , corresponding to only being present in the IZV reconstruction. This means that they have effectively been removed by RLA, DDS and RBC. The RLA difference image has additional vague underlying streak structures with same directions of the streaks. Since these are only present here, they must correspond to the data lost when the truncated projections are set to zero. The discarded projections all correspond to angles near 45
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• , explaining the angles of the underlying structures. The background of the RBC difference image appears constant, whereas smooth variations appear in the gray squares for DDS. We can explain this, since RBC works only on the discontinuity itself and does not damp or enhance the projection values near the discontinuities as DDS does. In conclusion, all methods remove streaks satisfactorily, while we consider RBC to be superior to DDS, which is in turn superior to RLA, in terms of not modifying reconstruction background structure.
Given that some projections are completely missing, especially so for RLA, one could have expected LA artifacts similar to the ones in Figure 10 but none are seen. The intensity of LA streak artifacts scale with the contrast between the features from which they emerge [28] . Unlike the Shepp-Logan phantom, which contains large contrasts and thus clear LA artifacts, the chalk-data contrast is relatively low, which we believe can explain the absence of pronounced LA streak artifacts. Figure 13 shows zooms of the H(φ, p) sinogram, i.e., after filtering, for IZV and RBC applied to the original dataset. Figure 13a illustrates the projections of IZV after filtering, just before backprojection. The extreme overshoot/undershoot shown in Figure 11 is also seen in this image. In the missing-data region next to the discontinuities of the truncated projections, the pixels are very dark (undershoot), while just within the existing-data region the pixels are very bright (overshoot). Figure 13b shows the same part of the sinogram for RBC with reflexive padding and after filtering, while Figure 13c further shows when zeros have been reinserted in place of the padding prior to backprojection. We note that detector-directed discontinuities remain in the RBC sinogram and will thus be backprojected. However, they do not generate VT artifacts in the RBC reconstruction in Figure 12 . This emphasizes that it is the filtering step of FBP that leads to streaks from detector-directed discontinuities, whereas the backprojection step does not.
Simulated variable-truncation data using the Shepp-Logan phantom
The four different masks are applied to the Shepp-Logan sinogram. As was seen in Figure 10 , the IZV reconstructions suffer from both LA and VT artifacts. RLA, DDS and RBC are applied to the four cases and zooms of reconstructed images are shown in Figure 14 along with the same zoom for IZV repeated for ease of comparison.
RLA, DDS and RBC reconstructions all show substantial reductions of VT artifacts. Because of the phantom simplicity, the noise-free simulation study and the use of a narrow gray-scale window, differences between the methods are highlighted, and the LA artifacts stand out clearly.
The DDS method does not remove the streaks as successfully as the other methods do, which is most clear when comparing the reconstructions in the first and third columns. Figure 11c shows that the DDS signal still has an overshoot followed by and undershoot near the discontinuity. In other words, DDS smooths the discontinuities meaning that it also smoothies the streaks and dampens their effect, but does not remove them completely. There is a trade-off such that if is too small, streaks are not sufficiently reduced, and if too large, streaks are reduced but too much of the actual image is lost as well.
Comparison of the reconstructions in the fourth column illustrates that DDS and RBC have fewer LA artifacts than RLA has: The black blob in the reconstructions would have been an ellipse if data were not missing; the blob in the RLA reconstruction is larger, less closed and more smeared than for DDS and RBC, because more data has been erased in the RLA method. Similarly, the small bright ellipse in the bottom-right corner is more well-defined for DDS and RBC than for RLA. Comparable observations can be made for the three other cases but to a lesser extent since data truncation is most severe in the fourth case.
RLA removes all detector-directed discontinuities completely, meaning that VT artifacts are not present in RLA reconstructions. The RBC reconstructions are similar to the RLA reconstructions in that no streaks are visible, indicating that RBC removes -or at least substantially reduces -the VT artifacts. RBC thus has fewer LA artifacts than RLA and better streak reduction than DDS and from a qualitative perspective the results render it the superior method of the three.
For quantitative assessment, Table 1 reports RMSE and SMD values for IZV, RLA, DDS and RBC applied to the four cases. The computed values are global, i.e., computed over the full reconstruction images using the full-angle COM reconstruction as reference. In all cases, the global RMSE values are very similar for all methods and hence do not reflect the visual assessment that all methods improve over the IZV method: In terms of global RMSE, RLA appears to worsen the reconstruction, while DDS and RBC only offer marginal gains. The global SMD measures, on the other hand, are in better alignment with the visual assessment, confirming RBC as the best performing method. We believe the discrepancy for RMSE is due to quite large differences between the fullangle reconstruction and any of the other reconstructions caused by the missing data and LA artifacts. The improvements that RLA, DDS, and RBC offer in terms of RMSE are so small compared to the global quality drop from the full reconstruction to either of the missing-data reconstructions, that they may be completely dominated by other artifacts. Measuring the RMSE only over a smaller region, where LA artifacts are not Figure 14 .
dominating, may better capture the reduction of VT streaks. We therefore replace the global measures by computing RMSE and SMD locally over the zooms in Figure 14 and report values in Table 2 . These local RMSE results are in all cases much better aligned with the visual assessment, indicating an improvement by RLA over IZV, and further improvements by DDS and RBC. Similar conclusions are obtained for local SMD. In general, the measures do not indicate a noteworthy difference between DDS and RBC. However, as a consistent trend, RBC performs marginally better when Mask 1 and 3 are applied, whereas DDS performs a little better when Mask 2 and 4 are applied. The reconstructed images indicate that RBC is superior to DDS for Mask 1 and 3, while DDS and RBC reconstructions with Mask 2 and 4 appear of comparable quality. Overall, the quantitative results support the previous conclusion that RBC is the best performing method.
Simulated variable-truncation data using complete chalk data set
In addition to the original chalk data set with VT data we have access to a comparable but complete chalk data set without data truncation. We can use this data set to simulate data truncation as we did for the synthetic Shepp-Logan phantom in order to assess the proposed methods on a real data set with the same complexity as the original truncated chalk data. Crucially, by using the complete chalk data, we can determine a Applying the four different sinogram masks, e.g., applying IZV to the complete sinogram and reconstructing from this, gives images with VT artifacts, seen in Figure 15 and zoom-ins to a region of interest in the top row of Figure 16 . In particular, we note the similarity of the streaks occurring for mask 1 to the ones in the original truncated data set seen in Figure 6 , for which the experimental setup (metal bar radius and distance to sample) are comparable.
After applying methods RLA, DDS, and RBC, the streaks are reduced as seen in Figure 16 . Visually, all three methods improve on the IZV method. Due to noise it is difficult to see differences in the performance of the methods. However, for the second and especially the fourth column, DDS and RBC reproduce the dark round objects substantially better than RLA, for which objects are distinctively more square-like. The data cut-off in case 2 and 4 is flatter, meaning that more projections are truncated and thus discarded by RLA. It therefore makes sense that the largest advantage of DDS and RBC over RLA is seen in these cases.
Quantitative results in the form of local RMSE and SMD values are reported in Table 3 calculated only over the zooms shown in Figure 16 using the full-angle chalk reconstruction as reference. Both RMSE and SMD values are in alignment with the Shepp-Logan study in that RLA improves compared to IZV, while DDS and RBC provide further (and comparable) improvements.
We emphasize that the fourth case was deliberately chosen to be very challenging, which is reflected in the severe LA artifacts. Nevertheless, DDS and RBC manage to remove the VT artifacts and preserve the main features. Hence, DDS and RBC may in specific cases, where a coarse reconstruction is sufficient for the relevant imaging task, enable a successful imaging experiment in the face of severe beam occlusion. Table 3 : Quantitative image quality results for IZV, RLA, DDS and RBC reconstruction from simulated variable-truncation data using the complete chalk data set. RMSE and SMD values are computed locally over only the region of interest shown in the zooms in Figure 16 using the full-angle COM reconstruction as reference image.
Discussion
The results show that in all considered cases DDS and RBC outperform RLA. As the VT data cut-off becomes increasingly steep, i.e., for metal bars being further away from the sample, the number of VT artifacts is reduced as the data approaches the LA case without data truncation. In these cases, RLA discards only a small amount of data and the relative advantage of DDS and RBC over RLA diminishes, and at a certain point one may obtain equally good results by RLA.
In the other extreme, as the distance of the metal bars to the sample is decreased, the data cut-off becomes less steep and many, possibly all, projections will suffer from variable truncation. In this case RLA will have few, or even no, projections available, and therefore only allow a very poor reconstruction, if one at all. DDS and RBC, on the other hand, will be able to use the truncated projections and continue to produce a reconstruction. An indicative example of this was seen using Mask 4 in Figure 14d and Figure 15d , but for thinner metal bars closer to the sample, the cut-off will be even flatter and result in a larger advantage of DDS and RBC over RLA.
A typical answer to streaks in CT reconstructions is to increase the number of angular steps [10] . To illustrate the effect hereof on VT artifacts, we used 2, 4, 8, 16, and 32 times the number of projections originally used, namely 1800, and reconstructed from the Shepp-Logan sinogram with simulated VT by Mask 1 from Figure 9a . The top row in Figure 17 shows zooms of sinograms with different numbers of projections. The bottom row shows zooms of the corresponding reconstructions, to be compared with Figure 10a . The number of streaks doubles, when the number of projection doubles, however with weakened strength for each projection number increase. Approximately 16 times more projections are needed to smooth out the VT artifacts. The streaks may eventually cancel, but even with 32 times more projections (32 · 1800 = 57,600 projections) at the considered resolution of 2048, vague shadows from the VT artifacts are still present as seen in the zoom inset of Figure 17e . In practice, one cannot always increase the number of projections due to experimental constraints, e.g., one may wish to keep acquisition time down to enable doing more scans within an allocated beam time. For a fixed acquisition time, one could increase the number of projections while reducing exposure time of each projection accordingly. However, this would reduce the signal to noise ratio in each projection and thus reduce reconstruction quality. In practice a trade-off is chosen when setting up the scan (which was out of our control) and any VT artifacts have to be dealt with subsequently.
In the present work we deliberately restricted our focus to reconstruction using the FBP algorithm to avoid increasing reconstruction time and complexity. It is quite likely that algebraic or regularization-based reconstruction methods can be developed to achieve further improvements. However, this may entail longer development time, more difficult integration in beamline reconstruction software, as well as longer computing time. We leave this for future investigations.
We also did not investigate sinogram inpainting methods, but focused on enabling use of all the existing data through handling of the sinogram discontinuities, without introducing artificial data which might produce new and more subtle artifacts. Nevertheless, a comparison of the methods proposed here with sinogram inpainting methods is an interesting future direction. The proposed methods are completely automatic requiring no user input, with the sole exception of setting the threshold value below which to discard data values. This value is highly dependent on the data set and should be chosen to preserve as much of the data as possible, while discarding unreliable data. Through analysis of a histogram of the sinogram values it should be possible to determine a suitable threshold automatically, but developing a robust method for this was beyond the scope of the present work.
In the present work we focused on the detector-directed discontinuities to reduce VT artifacts, while leaving LA artifacts unreduced. We believe a straightforward extension would be to combine the methods proposed here with LA reduction techniques such as the angular smoothing proposed in [15] to achieve simultaneous LA and VT artifact reduction.
While the analysis and mathematical model for VT data developed are specific for a parallel-beam configuration, the same principles can be used to model other cases such as a cone-beam geometry which will also experience streaks from VT data. The proposed artifact reduction methods are not tied to the parallel-beam geometry and can be directly applied to other configurations. The methods are also not specific to the particular data cut-off but applicable to general data cut-offs, including asymmetric truncation, internal gaps and combinations hereof. As such, the methods may be capable of reducing VT artifacts across a range of in situ X-ray tomography setups.
Conclusion
In an in situ X-ray tomography experiment of fluid flow in porous chalk the reconstructed cross sections were found to suffer from drastic streak artifacts with certain preferred directions. The streaks were found to arise from detector-directed discontinuities in the sinogram introduced by variable truncation of projections caused by partial occlusion of the X-ray beam by four metal bars of the percolation cell used in the experiment. A mathematical model describing variable truncation as function of metal bar radius and distance to sample was derived and verified numerically and in comparison with the experimental data. Using the mathematical model, the origin and location of variabletruncation artifacts were established.
Three methods for variable-truncation artifact reduction were proposed addressing in different ways the detector-directed discontinuities; by discarding all truncated projections (Reduction to Limited Angle), by smoothing the discontinuities (DetectorDirected Smoothing) and by enforcing a zero derivative at the discontinuities (Reflexive Boundary Condition).
All methods successfully reduced the streak artifacts in the original variabletruncation chalk data set. In more extensive tests across a range of simulated variabletruncation data cases using both synthetic and real data, the Reflexive Boundary Condition method was found to outperform the other methods in terms of both qualitative and quantitative assessment of reconstruction image quality. The advantage of this method and the Detector-Directed Smoothing method was found to be larger in more challenging cases involving larger proportion of truncated projections.
The proposed artifact-reduction methods are conceptually simple, computationally efficient and intended to be easy to incorporate with existing FBP implementations and apply to large real synchrotron data sets. The methods can handle quite general data cut-offs and may enable successful reconstruction across a variety of conceivable in situ X-ray tomography experiments with partial beam occlusion leading to variabletruncation data.
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