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Introduction
Much has been written about the utility of preferences to beneficiaries, or rather the lack of it.
3 Major concerns relate to exclusion of sensitive products from the coverage of such schemes and to the low preference margins accorded to included products. WTO (2011) and Carpenter and Lendle (2010) show that only 16 per cent of world trade are eligible for preferential tariffs, with a global tradeweighted preference margin of no more than 1 per cent. Less than 2 per cent of imports are eligible to receive preferences with margins above 10 percentage points. 4 From a dynamic perspective, preferences have also been criticized for their structural and political economy implications. The provision of preferences can lead to an inefficient allocation of resources in sectors where a receiving country does not have a comparative advantage. This makes it harder to restructure the economy when preferences are removed or eroded over time (Hoekman & Özden, 2005) . It has also been noted that preferences create interests opposed to further non-discriminatory liberalization (Limão, 2006; Özden & Reinhardt, 2005) . Kleen & Page (2005) note that, overall, preferences have engendered rent transfers to interest groups rather than promoted broad-based industrial development. Nevertheless, cases like Mauritius have shown that in sectors where meaningful market access is provided, countries can benefit from preferences as long as they last, while using rents to diversify their economy in preparation of their eventual disappearance (Subramanian & Roy, 2001 ).
In order to determine the economic usefulness of preferences to beneficiary countries, preferences have to be utilized in the first place. "Preference utilization" here is narrowly defined as the degree to which imports that are eligible for preferences enter under these rates. Only a limited set of studies have looked into this issue. So far, the literature seems to concur that preference utilization is suboptimal owing to a combination of insufficient preferential margins and excessive costs attached to their utilization in certain sectors. This paper challenges this view by using highly disaggregated data on preference utilization in a larger set of countries than the previous literature. We find that preference utilization rates (u) are often high even where margins are low and duty savings (whether absolute or relative) are small. Our results suggest that either the costs of using preferences are much lower than previously estimated (and sometimes practically zero) and/or other benefits exist in connection with claiming preferential market access. 5 In the next section, we give an overview of the existing literature on preference utilization and identify some shortcomings in the data and methodology of existing studies, and we explain how these shortcomings are addressed in this paper. Section 3 discusses the definition of preference utilization. Section 4 explains data sources and provides descriptive statistics. In particular, we characterize the degree of preference utilization using a wide range of aggregates. Section 5 sets out our empirical approach to identify the determinants of u for both exporter/product-level and "pseudo-transactionlevel" data -explained in detail below -and to obtain a more realistic estimate of the costs of using preferences. Section 6 presents and interprets the results obtained from our estimations, including estimates of the range in which the fixed costs of using preferences are likely to fall. Section 7 concludes.
Literature review
The main benefit of using a preference is the reduction in duties, in most cases to zero. Therefore, the higher is the preferential margin, the higher should be the probability that a preference is used. But as costs are attached to using a preference, such as costs related to fulfilling rules of origin (ROO) requirements and other formalities that can be specific to each shipment (or a bundle of shipments of one firm), preferences may not be used unless volumes are important enough to result in substantial duty savings. A number of studies using various methodologies confirm that utilization rates vary with the size of preferential margins and export volumes for a range of regimes. All of these studies have been undertaken for either the EU or US market (sometimes in relation to specific sectors), the only markets for which, to our knowledge, such data is readily available. Candau et al. (2004) assess preference utilization in the EU for 2001. Utilization rates are generally rather high (82% on average) and higher for products with high preferential margins. Bureau et al. (2007) use a probit model using detailed 2002 data at exporter-product level for agricultural products in the EU and US. Their results show a positive relationship between the probability of using preferences and preferential margins as well as export values, with overall utilization rates well above 80%. Hakobyan (2010) uses panel data to assess utilization rates of the US GSP. She also finds a positive impact of the preference margin and export volumes. Brenton and Ikezuki (2004) focus on exports of AGOA beneficiaries to the US. They show that while utilization rates are relatively high overall, they remain low (below 50%) for a range of countries, in particular for garment products.
Although utilization is high overall, it is less than full, and sometimes low for individual countries and products. This is why most studies on the determinants of preference utilization examine more closely the costs involved in utilizing preferences and seek to provide an average cost estimate. Francois et al. (2006) and Manchin (2006) estimate a threshold margin that is required for exporters to use preferences in the case of ACP-(non-LDC) exporters to the EU. Their often-quoted result is 4-4.5%, which falls squarely in the range of cost estimates obtained by other researchers of between 2-6% (see Bureau et al. (2007) for an overview). It is common to these studies that costs are expressed as tariff margin equivalents, i.e. as variable costs. Yet, preferences also entail fixed costs, such as documentation requirements, which do not increase with the size of the shipment. 6 Hakobyan (2010) controls for variation in the production structure in beneficiary countries that leads to differing fixed costs of utilizing preferences. She uses data on value added, where a higher value makes it easier to fulfill costly ROO requirements, and indeed finds a positive impact of the share of value added (at country level) on preference utilization. Cadot and de Melo (2007) test directly the effect of valuecontent rules on the utilization of EU GSP and ACP preferences. They find that utilization is lower the higher the minimum value content is. Similarly, Carrere and de Melo (2004) , looking at preferential access for Mexican exports to the US under NAFTA, explain the variation in utilization rates for different categories of goods with the different cost impact that various types of ROO have on these goods. Building on the same data set, Anson et al. (2005) find that administrative costs of ROO constitute up to one third of utilization costs expressed as a tariff margin equivalent of 6% on average. Beyond that, not much is said in the literature on the size of these fixed costs or the relative importance between variable and fixed costs. Hakobyan (2010) , at least indirectly, acknowledges the importance of fixed costs by accounting for the non-linear relationship between the preference margin and the utilization rate. She estimates a breakpoint beyond which the positive relationship between the two variables vanishes. Similarly, Manchin (2006) finds that the preferential margin does not affect the amount of preferential trade, once the decision to request preferences has been taken. Building on this approach, Agostino et al. (2010) confirm this result using the residuals from the stage one utilization equation as a proxy for compliance costs in the stage two gravity equation. 7 Despite the quality of these studies and uniformity of results, the existing literature can be developed further, not least owing to recent advances in electronic data collection at a more disaggregated level. First, we increase the scope of study in terms of both preference-providing and receiving countries as well as in terms of the products covered. As mentioned above, almost all existing studies focus on either the US or the EU. Some address a particular policy concern and therefore concentrate on a subset of beneficiary countries. Manchin (2006) , for example, given the political discussions surrounding Economic Partnership Agreements (EPAs), has focused on preferential access of non-LDC ACP countries to the EU. Others are interested in specific sectors, such as Agostino et al. (2010) , Bureau et al. (2007) or OECD (2005) , who examine agricultural/food products. Conducting their analysis at the HS-6 level, several studies, such as Agostino et al. (2010) , also use a relatively high product aggregation. By increasing the country and product scope we aim at deriving more general conclusions about the utilization of preferences and the factors driving it. In this paper, we enlarge the range of preference-providing countries by two main importers, Australia and Canada, using highly disaggregated data not currently publicly available. To the best of our knowledge, preference utilization in these countries has never been analyzed before in any comprehensive and systematic fashion. 8 We also consider all beneficiaries -including developed countries -and products at the tariff line level. In this way, we hope to validate from bottom-up the results on the degree and the determinants of preference utilization for a comprehensive set of countries and products.
Second, the extended dataset at our disposal allows us to go beyond the focus on one specific preference regime, as most existing studies do. For example, Hakobyan (2010) examines GSP preferences provided by the US, while Brenton and Ikezuki (2004) look at US AGOA. The isolated examination of a specific programme overlooks the important fact that preference regimes overlap, i.e. that for many products individual exporting countries have the choice among several preferential regimes in a given importing country. It can therefore be misleading to calculate utilization rates for a specific regime alone. In the examples above, a range of African countries can use either the US GSP scheme or AGOA preferences. Taken in isolation, the utilization of GSP preferences may appear to be quite low, as countries eligible to both may mainly claim AGOA preferences. This then gives the wrong impression that GSP preferences may not provide sufficient benefits or entail utilization costs that are too high. However, taking both regimes together, overall preference utilization is high. The correct way of examining preferential schemes needs to take into account the choice among alternative preference regimes, i.e. in this case, the fact that GSP preferences would be claimed more often in the 7 More precisely, the authors show that while the effect of the preference margin is positive, the interaction term with the cost of compliance residual is negative, which indicates a vanishing effect of the margin, when compliance costs increase. A key difference to other papers, Agostino et al. (2010) define the margin as a relative margin: m = (MFN -PREF) / MFN. In our view, using the absolute difference is preferable. In practice, most preferential rates are zero. Therefore, the relative margin is mainly 100%, no matter whether the MFN rate is 2% or 50%. We believe that the absolute difference should matter more for traders, which is also in line with most of the literature. 8 One possible exception is Pomfret et al. (2010) , who provide an overview of Australia's utilization rates over the last decade. However, it is not quite clear whether the underlying data shows actual use of regimes or only eligibility. Also, Low et al. (2009) in their paper on preference erosion in relation to industrial goods seek to account for less than full utilization, but concede that "we were unable to obtain sufficient data to make this adjustment except in the case of the United States" (page 5). In an earlier version, the authors mention the attempt to obtain utilization data also for Canada, but abandoned this endeavour owing to inconsistencies with other data sources used in the analysis. ITC (2010) managed to obtain non-public data from the Australia Statistics Office and Canada Statistics on the utilization of non-reciprocal preferences by LDCs aggregated at the country level. See Figures 20 and 21 at page 51; no further empirical analysis is contained in this study. absence of AGOA. To our knowledge, our paper is the first study to fully address this problem by defining the most beneficial regime in each case. 9 Third, the decision to utilize available preferences can vary at the level of individual transactions.
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Due to the lack of publicly available information in this regard, the literature to date has not employed transaction-level data. OECD (2005) and Bureau et al. (2007) explain utilization decisions at the level of annual import flows (HS-8 level) using probit estimations. This data is likely to hide widely varying transaction sizes and leads to the conclusion that preferences are not used in small transactions, where the absolute amount of duties saved is low. Introducing a dummy to control for small-scale transactions does not solve the problem, as large annual import flows can also consist of a large number of smaller transactions. Nilsson (2012) looks at preference utilization of small import flows in the EU.
11 He finds a significant, but small positive effect of the margin on the utilization rate, as well as a positive effect of the value. Thus, his results are qualitatively in line with ours. As far as transaction-level data is concerned, we are obviously subject to the same data constraints. However, we propose a partial fix having assembled higher-frequency data by month at the customs district/member level for the US and EU. This allows us to construct "pseudo-transaction-level" data. Using simple combinatorics we can make assumptions about the likelihood of observing more than one transaction per month in individual districts/members and, on this basis, derive a subset of the data that is likely to be close to individual transactions.
Finally, the results in the literature to date are not easily comparable because of the differences in scope, data and methodologies. This paper is also an attempt to condense and extend the best practices identified so far and characterize more accurately the size and nature of the costs involved in utilizing preferences. In terms of methodology, we examine the determinants of preference utilization directly, controlling for both variable and fixed cost elements. This appears preferable to the gravity approach pursued by Manchin (2006) , Francois et al. (2006) and several other studies thereafter (see above), as noted in the review by Bureau et al. (2007) regarding its suitability to address the question at hand. Using our more comprehensive and highly disaggregated dataset and relevant alternative estimation approaches, such as fractional logit, we determine that previous estimates of the costs of utilizing preferences appear to be too high. Most importantly, as we are able to show that preferences are often used even when preference margins are very small (<1%) and/or transaction values are low, we demonstrate that fixed costs are essential for preference utilization and provide cost estimates in this regard. 9 An exception is Bureau et al. (2007) who, for the agri-food sector in the US and EU, also make adjustments similar to ours: The authors either divide imports under any preferential regime by the total value of imports eligible for a given preference regime or calculate the ratio of the imports from a given country under any regime and the imports eligible under all of these regimes. Others, like Hakobyan (2010) , control for the presence of alternative preferential regimes, but do not calculate overall utilization rates. 10 At most, exporters are likely to take a utilization decision for a range of similar transactions. 11 Nilsson (2012) chooses a threshold of, for example, € 10,000 for all HS8-partner combinations to separate small and large flows. The threshold is applied to the value of preferential imports, which includes items featuring zero preferential imports but comprising high-value non-preferential transactions, such as oil. These high-value imports are nevertheless used to calculate the aggregate utilization rates for all transactions below the threshold. That way, he obtains utilization rates that are much lower than rates calculated by applying the same threshold to eligible rather than preferential imports, i.e. truly small imports at the product level. In our summary statistics, we therefore show utilization rates for different value ranges using eligible imports to define these ranges. Nilsson (2012) also uses preferential imports in his regressions, while we use eligible imports, and our summary figures and regression results are therefore difficult to compare to his work, including in respect of Nilsson & Matsson (2009) who provide a range of summary statistics on overall preference utilization in the EU. Which method is preferable can be debated, but we believe that our method more accurately reflects preference utilization for different ranges of import flows and implies much higher utilization rates for "small" flows.
Definition of preference utilization
We define preference utilization as the degree of usage of existing preferences. A preference is a reduced tariff rate -as compared to the MFN 12 rate -granted by an importing country for a product originating from a specific exporter. Such a preference could be granted within a reciprocal PTA (such as NAFTA) or a non-reciprocal preference scheme (such as GSP). Dutiable imports (MFN > 0) could come from a country that does not receive preferences (e.g. EU imports from US). Even if imports come from a preference-receiving country, the particular product may not be eligible. In almost all cases, preferential regimes do not cover all products from a preference-receiving country. PTAs and non-reciprocal regimes have exclusion lists with sometimes only a few items (such as NAFTA) or a large share of products (such as the EU's or US' GSP). In addition, MFN rates for many products are at zero -which means that no preference can be granted. 13 Having this in mind, we can categorize all import flows (at the importer-exporter-product level) as one of the following mutually exclusive types A, B, C and D, as shown in Figure 1 .
The preference utilization rate u is defined as "imports under preferential regime / eligible imports", i.e. D/(C+D), while flows of type A and B are ignored.
14 An import is considered eligible for a particular preference if the product from the country is covered by the preference regime according to the tariff schedule. This requires that the MFN tariff t is not zero. Hence, all products with zero MFN tariffs are disregarded. The preferential tariff p, which in most cases is zero, needs to be smaller than t. Country/product-specific exemptions, e.g. in the EU and US GSP schemes, are taken into account. Obviously, whether a preference will actually be used depends on whether transaction-specific requirements (in particular fulfilment of rules) are met.
Using the above definition of preference utilization, for product k (at tariff-line level) from exporting country x, we have:
For an individual transaction, the u is either 0 or 1. We do not have transaction-level data, but we mimic such data, as we will describe below. Data at the exporter-product level is usually an aggregate across several transactions, thus u ranges between 0 and 1. For descriptive statistics, we aggregate data at the importer-product level across exporters, HS chapters, tariff regimes etc. This can be done in several ways. 15 The aggregation can be made using a trade-weighted average (with eligible trade used as weights), a duty-weighted average (using the amount of duties that can be saved as weights) or by using a simple average. 12 Importers typically apply MFN rates to all exporters, whether WTO members or not. The US uses a higher "general tariff" for exports from Korea (DPRK) and Cuba. However, there are no imports from these countries. 13 Technically, countries could use negative tariff rates, but this does not happen in practice. Note that products with a zero MFN tariff could still be covered by a preferential regime (and possibly their imports could even appear as preferential imports in the data), but that would only have an impact if the MFN rate would be increased. As our commentator Olga Solleder rightly pointed out, PTAs for such products could still be beneficial for exporters because they increase predictability, unless WTO bound rates are also at zero. 14 Note that other ratios, using the above categorization into A, B, C and D, can also be interesting. The share of imports eligible for a preference -either as a share of all imports (i.e. (C+D)/(A+B+C+D) or as a share of dutiable imports (i.e. (C+D)/(B+C+D) could be seen as a measurement of the coverage of preferences. Some authors, such as Candau et al. (2004) refer to this rate as the coverage ratio. The share of preferential imports over all imports (i.e. (D)/(A+B+C+D) or all dutiable imports (i.e. (D)/(B+C+D) has been referred to as the utility ratio (Inama, 2003) . It is important to clearly distinguish these different concepts from ours used in this paper. 15 Note that we do not aggregate data across importing countries. The empirical analysis is also done separately for each of the four importing countries.
Utilization rate by import value: This is defined as the aggregated import value of preferential imports divided by the aggregated import value of eligible imports, where we can aggregate across any subset of product-exporter combinations , ̅
Utilization rate by import duty: We define u duty as the share of duty reduction that is "utilized", i.e. the import duties to be paid for preferential imports 16 divided by aggregated import duties to be paid for all eligible imports. For a single observation at product-exporter level, this is identical to u value (note that the MFN tariff t does not vary across exporters):
For an aggregate of product-exporter combinations , ̅ we get:
, When we aggregate across products with different preferential margins, u duty and u value can be different and we usually find that u duty > u value because products with higher preferential margins tend to have higher utilization rates.
Simple average utilization rate: We define u avg as the simple average of all , across a subset of observations.
This measure has only limited value when we aggregate product-exporter data because the underlying number of transactions varies across , . It would be more meaningful for transaction-level data, where this is the share of import transactions that use the preference. For aggregates, we typically find that u value > u avg because product-exporter combinations with smaller trade values tend to have smaller utilization rates.
Note that all three utilization rates are the same for individual observations (at the product-exporter level), which we use in the empirical analysis. If, for example, 70% of imports of bananas from Belize enter the EU under preferences, then the utilization rate by value and by duties saved is also 70%. However, when aggregating the data by exporter, product group, type of regime etc., this ratio can be different because import values and tariff rates vary across observations. Table 21 in the appendix provides a simple aggregation example with two products.
Which measurement should be preferred? It depends. Certainly the best way to measure utilization of preferences for an exporting country as a whole (or a product group or country group) is u value or u duty . In contrast, the simple average is usually biased downwards because preferences are not used in many small transactions. We aggregate by exporting country, product category (HS Section), different ranges of preferential margins, import values and duty reductions.
We also aggregate by import regime. However, utilization rates cannot always be calculated for a specific regime because preferential regimes overlap. For example, some countries can use both the GSP scheme and preferential access under a PTA or another non-reciprocal regime. Sometimes three or four different regimes can overlap, e.g. the four beneficiaries (Bolivia, Colombia, Ecuador and Peru.) of the US Andean Trade Preference Act (ATPA) are also eligible for the GSP and some products are eligible for a preference under both regimes. Overall, 87% of US imports from those countries that are eligible under at least one of the schemes enter under ATPA, but only 3% under GSP. The remaining 10% enter under MFN. What would be the utilization rate of GSP alone? Taking into account only products that are covered by GSP, the utilization rate is 25%. But 72% of GSPeligible imports enter under ATPA, which brings the overall utilization rate to 97%. Therefore, defining utilization rates for specific regimes in isolation can give the wrong impression that overall utilization is low, even though GSP might be used a lot more if the ATPA did not exist. This is why we define utilization rates by identifying one regime as the most beneficial regime.
17 While we take into consideration all preferential imports under all regimes, in order to summarize overall utilization "by regime", we subsume all imports under the "best regime". PTA's are considered more beneficial than GSP, and special GSP-type schemes (e.g. APTA) are considered more beneficial than GSP.
18 Of course, this may not always be true for each single product. We address this by taking into account the additional utilization under alternative regimes. For example, the utilization rate of the Andean Trade Preference Act (ATPA) is the ratio of all preferential imports from ATPA beneficiaries under ATPA or GSP over all eligible imports under ATPA or GSP. This results in an overall utilization rate of 90% (87% + 3%). 19 The margin − , = , is defined as the difference between the MFN rate and the lowest preferential rate applicable to that country, which can sometimes be the rate for a regime other than the "best regime".
Data sources and descriptive statistics

Data sources
Our data covers 2008 import data by tariff regime for the EU, US, Australia and Canada. For the EU and US, we use public data available through Eurostat and USITC, respectively. We use monthly data by EU member state or US customs district to create a separate subset of the data that is close to transaction-level data, as we explain in detail in the appendix. The more aggregated version that we use in our first set of regressions is at exporter-HS8 level. For Australia and Canada, we use new data that the WTO Secretariat obtained directly from Australia and Canada. 20 To our knowledge, this data 17 In the case of the US, the import data shows us which regime was actually used and usually the more beneficial regime is used a lot more than other regimes. In the case of the EU, no information is available on the actual regime used. 18 The most beneficial regimes are defined as follows: Australia & Canada: FTAs and special GSP regimes (e.g. for Caribbean countries) are considered more beneficial than standard GSP regimes. EU: FTA's (incl. customs unions and EPA's with ACP countries) are considered more beneficial than any other regime. GSP+ and GSP for LDC's are more beneficial than the GSP. US: FTA's are considered more beneficial than any other regime. AGOA, ATPA and CBI are more beneficial than the GSP scheme. CBTPA is more beneficial than CBI. Within the GSP scheme, a distinction is made between LDC's and other countries. 19 Some papers try to assess preference utilization for specific preference schemes. One example is Hakobyan (2010) . The author investigates underutilization of the US GSP and controls for the existence of other preferential schemes. We believe that directly taking into consideration all available schemes is the preferable approach, especially if the data is as easily available as for the case of the US. 20 This data was provided to the WTO Secretariat by governments and will be used to provide summaries of preference usage under the WTO transparency mechanism for PTAs.
has not yet been used in any academic publication. The data is annual and thus does not allow us to create a dataset that resembles transaction-level imports.
Other authors (e.g. Hakobyan 2010) use panel data. Although we have several years of data for Canada and two years for Australia, we have so far only used one year of data. The main reason is that tariffs do not vary much between years, but adding years nevertheless requires significant manual coding of tariff schedules. We do however use the panel dimension of the monthly EU and US data.
Overall share of preference-eligible imports
We first provide summary statistics of imports by importing country and type of import flow. As explained above, all imports can be divided in four different groups: Imports under zero MFN tariffs, imports under a positive MFN rate and no preference eligibility, imports subject to a positive MFN rate where a preference exists and is not used and lastly imports that enter under a preference (A, B, C & D as defined above in Figure 1 ). Table 1 shows that 48-63% of import flows in the four countries that we consider enter under zero MFN rates. By definition, preferences cannot be used for such imports. A sizable share of imports -20-33%, except for Canada with only 8% -enters under positive MFN rates and is not eligible for any preference. These can either be imports from countries that are not eligible for preferences (such as all trade flows between the EU and US), or imports from countries that receive preferences, but for which these particular products are excluded. The import flows that we are interested in -those eligible for a preference (C & D) account for only between 14% (Australia) and 29% (Canada) of all imports. These numbers may appear surprisingly low; however they are in line with global shares of preferential trade flows. 21 From C & D, we can already calculate the overall utilization rate D/(C+D) = u value , which is 61% in the case of Australia, and very high (87-92%) for the other countries.
Aggregates at exporter-product level
The following tables summarize utilization rates, hence ignoring all imports that enter under MFN zero rates or that are not eligible for preferences. We show summary statistics based on u value for different subsets of the data.
22 Table 2 shows utilization rates for different ranges of preferential margins (overall utilization rates are also shown in this and subsequent tables). We find -as we expected -that u increases with the preferential margin m. However, u value is very high even for very low margins, at least in the EU and US. For example, in the US u value reaches 90% for imports with a margin of 1% or less.
23 Table 3 similarly shows utilization rates for different ranges of import values (defined by eligible imports). As expected, utilization rates increase with trade values. It should be kept in mind, however, that this is not transaction-level data. Observations with high trade values are likely to consist of several import transactions. One notable result is that even fairly small import flows into the US have high utilization rates. For other countries, utilization is markedly lower for small margins. However, one cannot observe any clear "threshold" above which utilization increases markedly, which should be the case if there is a "minimum margin" below which utilization is very 21 Carpenter & Lendle (2010) and WTO (2011) show that only roughly 16% of global trade in 2008 were eligible for preferences, whether such preferences were actually used or not. 22 As explained above, we can define u in three distinct ways when we aggregate individual observations: u value , u duty and u avg . Results using u duty and u avg can be found in the appendix. 23 US imports with such a low margin are mainly crude oil imports, with an MFN rate of 5-10 US ct. per barrel (estimated AVE of less than 0.1%) and duty-free access for some preference beneficiaries, e.g. in AGOA countries. These preferences, although providing only a very small margin, are highly utilized. low, as claimed previously in the literature. The only exception is Canada: For margins below 1%, u is only 17%, but it increases steeply to 75% for margins above 1%.
24 Table 4 can be interpreted as a combination of the previous two tables. It shows utilization rates by different ranges of duty reduction -which is the product of the preferential margin and the import value. Again, we find that utilization rates increase with the amount of duties that can be saved by using preferences. Strikingly, utilization rates in the US are very high, even if the amount of duty saved is very small (e.g. 70% utilization for duties below USD 10). This suggests that utilization costs for individual transactions might be very small. 25 In other countries, small duties result in fairly low utilization rates. In Canada and the EU, utilization rates only go above 50% when duties reach the range of USD 1,000-10,000. In Australia, even higher duty savings are required for utilization to increase noticeably. As for the margin, from mere visual inspection of these summary tables no specific threshold can be identified above which utilization starts to take off.
The descriptive statistics show that u increases with both the margin and the value of eligible imports -but what matters more? Before testing empirically for the key drivers of u in the next section, we show in Table 5 simple average utilization rates (u avg ) for different combinations of m and the import value.
26 A clear pattern can be seen: u increases mainly with the import value (as we move to the right), and less so with the margin (as we move down).
We also aggregated import flows by HS Section. Table 6 shows utilization rates for each section. One pattern common to all countries is that utilization rates are fairly high across agricultural products (Sections 1-4). Textiles feature average utilization rates. One may expect that rates are lower for textiles because of stricter ROO, but textiles often benefit from high preferential margins. Table 7 shows utilization rates for the largest exporters to each country (by eligible imports), while Table 8 aggregates by "best regime". This is basically an aggregation across country groups. Each country gets a "best regime" assigned. For example, the utilization rate of "GSP (plus)" in the case of the EU is based on all preference-eligible exports to the EU from countries for which "GSP (plus)" is -overall -the best regime, even if some exports may enter the EU under another regime (such as the standard GSP). This avoids the problem of overlapping regimes. As we explained before, calculating utilization rates by regime makes no sense in the presence of overlapping regimes. Utilization rates across countries or "best regimes" appear to be fairly uniform. However, some outliers appear, in particular in the case of Australia.
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"Transaction-level" data at exporter-product-month-district/member level (EU & US only) 24 There is no such clear pattern for u avg (see Table 24 in the appendix). 25 Note that although the data is not at transaction-level, observations with very small import flows or import duties likely consist of a small number of transactions. The fact that utilization rates (at least in the US) can be very high even for small values is even more striking when we take into consideration that these small observations could be an aggregate of even smaller transactions. 26 These numbers are similar when using u value instead of u avg . The table also looks fairly similar when showing combinations of margin and duties. 27 Australia's comparatively low overall utilization rate of 61% is mainly driven by low utilization rates from its largest trading partner (in terms of preference-eligible imports). Only 49% of imports from the US enter under a preference. The data shows large import flows that enter under MFN, even though the FTA schedule clearly shows that these products are eligible for a preference. This could simply happen for "normal" reasonsstringent ROO in particular. However, the lower utilization rate compared to other countries suggests that there could be an issue with the data. We could so far not verify what the reason might be. One possible explanation could be that some of these imports (e.g. mining equipment) are eligible for certain duty waivers that we do not observe in the data, while our data records them as normal MFN imports. Table 11 to Table 15 show summary statistics for our transaction-level type of data. In a nutshell, building on simple combinatorics and the assumption that individual transactions are equally likely to occur in any month of the year, we can estimate the expected number of months without trade for given numbers of transactions. Observations in which no trade occurs in several months are likely to be close to individual transactions (see data appendix for details). Table 11 shows that most trade (by value) falls under observations with trade flows during all 12 months. This is not surprising. Heavily imported products in large customs districts (US) or member countries (EU) tend to be imported frequently. However, for many observations we count 6 or less months of trade. In order to identify transaction-type data, we principally prefer to use a 6-months cut-off, although we conduct robustness checks with other cut-offs. 28 The following tables show aggregates for observations that we consider as being close to "transaction-level", i.e. those that fall into the category of 6 months of trade or less. As in previous tables, we aggregate by preference-margin ranges, import value ranges and dutyreduction ranges. The key difference is that u now represents a simple average across what we consider to be individual transactions, and import-value ranges are the actual transaction values, not an aggregate across many transactions. 29 Results are similar: u tends to be higher the higher the margin, the larger the transaction value and the larger the amount of duties that can be saved when utilizing the preference. However, for the US (less so for the EU) we observe fairly high utilization rates even when margins, values and duties are small. For example, preferences are used in 71% of transactions with a margin of below 1%, in 48% of cases where the import value is below USD 1,000 andpossibly most striking -in 55% of cases where the duty reduction is less than USD 10.
Empirical model
The descriptive statistics presented in the previous section show that preference utilization increases with the percentage margin, but also with the import value. Do these stylized facts support the view that small preferences do not matter because the costs of accessing these preferences (e.g. rules of origin or additional paperwork) exceed the benefits -as suggested by previous authors? It is true that on average smaller imports have lower utilization rates, and products with high preferential margins have higher utilization rates. However, on the basis of the highly disaggregated data presented above it appears more appropriate not to make the general assumption that accessing preferences always comes at a cost. Depending on the conditions of the preferential regime and the underlying product, these costs may often be practically zero. There are many items with tariffs well below 1% that show very high utilization rates. One example is EU imports of Swiss luxury watches: Despite an ad-valorem equivalent of 0.02% to 0.08% 30 , utilization rates are 94-98%. So either the cost of using the preference is negligible (e.g. filling in one form instead of another), or other benefits are linked to its use. These very high utilization rates for low-value / low-tariff items, in particular in the US, indicate that the assumption of high "utilization costs" needs further investigation. By the same token, we also frequently observe low utilization rates despite high trade volumes and high margins. Table 10 shows examples of exporter-product combinations with high trade volumes, a margin of at least 10% and low utilization rates (70% or lower), for both the EU and the US. We find -as one may expect -that textile products appear as the main "victims" of low utilization. Examples are garments from Bangladesh (in the case of the EU) and garments from CAFTA members, especially Nicaragua and 28 Other than the large number of observations that we can preserve by choosing this cut-off, we also note that the likelihood of observing two transactions per month on average instead of one is less than 10 per cent. 29 The key message of the results presented here remains the same even if our "pseudo" transactions might actually consist of a small number of individual transactions. This would mean that many observations would actually fall into even lower brackets of import-value or duty ranges and u would be even higher in these lowvalue ranges. 30 The tariff is 0.80€ for those watches, with average unit values of 1000-5000€. Guatemala (US). Obviously, rules of origins matter a lot in this sector. Bangladesh, which has dutyfree access to the EU market as an LDC and mainly exports garments to that market, has an overall utilization rate of 80% in the EU market. But on certain items, exporters prefer paying MFN duties rather than adapting their production patterns for the sake of fulfilling specific rules of origin.
Overall, these observations suggest that the use of preferences is associated with both variable and fixed costs, which are more likely to exceed the tariff benefit when the transaction value is small. Margins, import values and total duty reductions seem to have less of an effect on utilization rates in the US compared to the other preference-providers in our sample. In the US, 70% of all productcountry observations for which the duties saved are below 10 USD are still imported under a preferential regime. The respective figures for the other countries are merely 11-23%.
The main aim of the empirical part of this paper is to examine the factors that determine utilization rates, and, in particular, assess the relative importance of the preferential margin and the import value. This would give an indication of whether utilization costs are mainly variable costs (i.e. a percentage share of the export value), or a fixed cost. Variable costs could be related to higher input costs. For example, a garment producer may have to source certain inputs from a more expensive supplier (e.g. from the same country or a country that qualifies for cumulation) or has to produce the inputs himself at a higher cost. Such costs are likely to be proportional to the value of exports. Fixed costs could occur at different stages of the production process. A necessary change in the production process could raise costs one time (e.g. finding a new input supplier, changing production processes or becoming familiar with ROO requirements). Fixed costs therefore do not necessarily have to be associated with a single transaction, but could apply to a range of transactions of one type of product by one firm exporting to a range of buyers. Similarly, fixed costs could also occur periodically. For example, a certificate of origin (COO) may be issued -at some cost -once per year for all export transactions to a certain destination country. Fixed costs could also be transaction-specific, e.g. if issuance of a COO is required for each shipment.
While the costs of using a preference could thus vary with the export value or consist of fixed costsor a combination of the two -the benefit is always a variable one. This allows us to test whether the costs are rather variable -as portrayed at least implicitly by previous authors -or fixed. The descriptive statistics shown above suggest that fixed costs matter relatively more. If costs are purely variable costs, the utilization should vary with the preferential margin, but should be independent of the export value (when controlling for the margin). If costs are fixed -whether at the transaction-level, annually or one-off costs in the production process -then utilization should increase with both the value and the margin (or rather with the product of the two, i.e. the dollar amount of the duty that can be saved).
Aggregates at exporter-product level:
We use a simple empirical model to explain the preference utilization rate u at the exporter-product level, before using our more detailed dataset that resembles transaction-level data. Note that all regressions are done separately for each of the four importers. 31 The main explanatory variables are the preferential margin m and the import value (measured by eligible imports (in logs), i.e. the sum of 31 One could of course combine the four datasets, but our main interest lies in estimating importer-specific determinants of preference-utilization, which makes it more appropriate to use separate estimations. preferential imports and MFN imports that are eligible). We test several variations of the following model:
We expect that u increases both with the preferential margin m and with the import value: Using a preference is costly and traders would only incur these costs if the benefits outweigh the costs. If costs include a fixed element, then a higher trade value -for a given margin -would make it more likely that the duty savings outweigh the costs. 33 If the import value has no influence on u, this would be a clear indication that costs are purely of a variable nature. If the margin is significant, this does not necessarily imply that only variable costs are involved. As explained above, we would still expect a positive effect of m on u, even if costs are purely fixed costs.
Primary is a dummy for a product being a primary product as defined by the WTO. 34 We expect such products to have higher utilization rates because ROO should be easier to fulfil for such items. Similarly, agri is a dummy for products of HS chapters 1-24. We capture product-specific effects using product-group dummies γ k at HS Section, HS2 or HS4 level. These product-specific controls should capture product-specific ROO restrictiveness. 35 We also use a dummy δ x for preferential regimes, which is basically an exporter-group dummy. As explained above, we attach one "best" preference regime to each exporter. For countries that are eligible for several regimes, the "best" regime is attached to that country. Therefore, controlling for regimes basically means that we control for groups of countries that are eligible for the same "best" regime. Alternatively, we use exporter-dummies.
We also use combinations of these dummies, e.g. HS-Section -exporter-group dummies. That way we control for the fact that ROOs may vary across both products and regimes.
By definition, u ranges from 0 to 1. Therefore, a fractional logit is the appropriate empirical approach (Papke & Woolridge, 1996) . For comparison, we also provide OLS results. 36 We ignore all 32 An alternative specification is to directly measure the effect of the absolute amount of duties that can be saved when fully using preferences (m k,x * elig k,x ). We have done this as well, and duties have almost always a highly significant positive effect on utilization rates. However, our main specification is preferable to this alternative. Note that using ln(m k,x * elig k,x ) = ln(m k,x ) + ln(elig k,x ) in the regression instead of our main specification is in fact quite similar (we use m k,x + ln(elig k,x ) ), but the coefficients for the (logs of) margin and value are assumed to be identical when using ln(m k,x * elig k,x ). 33 As each observation in this dataset can be an aggregate of an unknown number of individual transactions, the effect of the import value elig does not directly show the effect of individual transaction sizes. For the standard dataset at exporter-product level, we do not know whether observations with a higher elig actually contains transactions with higher values or simply more transactions with similar values than for other products. 34 We took this idea from Hakobyan (2010) . The WTO classifies products into unprocessed, semi-processed and processed products. We consider the unprocessed products as primary. 35 One could instead use a direct measure of ROO restrictiveness, such as the index developed by Estevadeordal et al. (2009) . This index is constructed based on an analysis of the text of the ROO annex of individual agreements. We have not yet used this index because data is so far only available for a small subset of the preference regimes that we cover (we did some initial tests for some regimes, and results were ambiguous). In a way, one could also interpret the regime dummies of our regression as an indicator for ROO restrictiveness.
After we control for a range of variables that should have an impact on u (except for ROO), the main missing variable that should explain the residual is the restrictiveness of rules of origins. In that way, our approach could complement the text-based ROO restrictiveness estimations and be a way to verify the accuracy of such indices. 36 Like previous authors, we also use tobit, which leads to similar results (not reported). However, tobit is not the ideal approach because u is not censored at 0/1, but is by definition between 0 and 1.
observations for which the preferential margin is unknown, which is the case when either the MFN rate and/or the preferential rate is specific.
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Our dataset contains between about 13,000 observations (Canada) and 123,000 observations (EU). Table 9 shows how these observations are distributed across different ranges of u. Both u=0 and u=1 are very common, especially for low-value product-country combinations, for which the data might often represent just one single transaction -in which case the preference was either used or not. The share of observations for which u lies somewhere in between 0 and 1 is around 40% in all four importing countries.
"Transaction-level" data at exporter-product-month-district/member level:
In the (pseudo-)transaction-level dataset, u is either 0 or 1, therefore a logit model is used. 38 Otherwise the empirical approach remains the same. We run regressions using three different datasets: We use the full dataset, which is basically identical to the dataset used above, except that observations now are much further disaggregated. 39 We then use a subset of this data that is likely to represent transactionlevel data, as explained above.
A key advantage of this dataset compared to the aggregated data is that the interpretation of elig is easier. We can assume that elig represents the actual transaction value and, thus, we can directly estimate the effect of the transaction size on u.
We also construct a panel using the monthly information and aggregating the data in a way that is similar to what we have done for the annual data. We aggregate data at exporter-product-monthdistrict/member level, such that u can be between 0 and 1 (instead of being binary). We then estimate a fixed effects panel to test for the effect of elig on u within an exporter-product-district/member combination.
40 By definition, tariffs remain unchanged.
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Results
Aggregates at exporter-product level:
Results of the regressions using the standard dataset at exporter-product for each of the four importers are shown in Table 16 and Table 17 . GLM results are marginal effects at the mean. 42 In the tables, we show no product and exporter dummies (for comparison) and our preferred specification using dummies at HS Section and country group (or "best regime") level and provide results for both OLS and GLM (fractional logit). 43 Results are as expected. Both m and elig are positive and significant for 37 We use ad-valorem equivalents for the US only. Very little trade (1-4%) of other countries is affected by specific rates. 38 We also provide OLS results. Probit leads to very similar results. 39 An observation at exporter-product level could possibly still be split into many observations at exporterproduct-month-regime-district/member level. 40 Alternatively, we look at the effects within an exporter-product combination. 41 Tariffs may indeed change within a year, but we only use one tariff dataset for any year.
all four countries. When controlling for HS Sections and exporter groups, the effect of m becomes smaller (except for Australia). Overall, the impact of m is smallest in the US, and largest in Australia. This is in line with our summary results in Table 5 , which show that average utilization rates in the US tend to be very high for all ranges of preferential margins, while they tend to be lower for small margins in other countries, in particular Australia. While statistically significant, the effect of m is very small for Canada, the EU and the US: When using product-and regime fixed effects (column (4)), an increase in the margin by 1 percentage-point increases u by only 0.1-0.7 percentage-points (note that margins are fairly limited -in most cases between just over 0% and 20%). The effect of the import value appears to be economically more significant: A doubling of imports increases u by between 2 (US) and 6 (EU) percentage-points. 44 The range of import values is very large -from almost zero to above USD 1 billion, so imports at the mean can vary a lot more than m. These results are in line with our summary statistics in Table 5 -utilization increases with trade value for all countries, but the effect appears less strong in the US compared to other countries. Similarly, we can compare the effect of a one standard deviation increase of either m or log(elig). This is shown in Figure 2 . While the effect is almost identical in the case of Australia, the effect of an increase in m is very small compared to the effect of an increase in the import value for the other countries. Figure 3 shows marginal effects of m for different levels of elig, and vice versa. This confirms that u is determined mainly by elig, and not by m. It can clearly be seen that the marginal effect of m can be either positive or negative (except for Australia), while the marginal effect of elig is always positive for any level of m and does not change much with the level of m.
As a robustness check, we clustered standard errors at different levels of product categories (HS Section, HS2, HS4, HS6 or HS8) to account for possible correlations among similar products at various levels. The results for elig remain significant for all importers. However, for the EU and US, the margin becomes insignificant in some specifications, or remains significant only at the 10% level. This is further evidence that the margin alone does not have a large impact on utilization.
"Transaction-level" data at exporter-product-month-district/member level: Table 18 (EU) and Table 19 (US) show results for OLS and logit regression using the more detailed dataset by month and district/member. Upper tables show results using the complete dataset, while lower tables show results using a subset of the data that is even closer to transaction-level data. Logit results are marginal effects at the mean.
For the EU, results for the effect of import value are largely similar to our findings using aggregated data. A doubling of import value increases u by around 6 percentage-points. However, the effect of the preferential margin m is ambiguous: As long as we do not control for product-or regime-specific effects (columns (1) and (5)), a higher margin leads to a higher utilization rate -as one may expect. However, using controls for products and regimes (columns (2) and (4)), the coefficient for m becomes slightly negative (full sample) or insignificant (6-months sample). This result, although it disappears in some alternative specifications, suggests that utilization of EU preferences is not driven by the margin. Although our summary statistics (see Table 12 and Table 13) suggest that u increases with m, preference utilization seems to be more driven by the import value. This result suggests that fixed-cost elements are more important for the use of preferences than variable costs.
(except for the US). Taking out small trade flows below USD 100 (for CAN and EU), which may be subject to different RoO, changes results slightly. The coefficient for m is somewhat higher. 44 Using the results in column (4) and multiplying them by ln(2)=0.69.
Results for the US are qualitatively similar to what we found using the aggregated dataset. These results hold for a variety of subsets of the transaction level type of data 45 and when country rather than country group dummies or HS2 rather than HS4 product dummies are employed.
Similar to the results using the aggregated data, an increase in the preference margin by 1 percentagepoint increases u by only 0.1-0.2 percentage-points, while a doubling in the transaction value increases u by 4-6 percentage-points. Marginal effects (not shown) also confirm what we saw for aggregated data: The value always has a positive effect on u for any level of m. The effect of m is ambiguous.
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As a further robustness check, panel results confirm the importance of the trade value for utilization. Using a fixed-effects panel regression, we find that elig is positive and significant (results are not shown). This result holds for different subsets of the data with different numbers of months featuring no trade (i.e. moving "closer" to transaction level). A doubling of the import value increases utilization by around 3 (EU) and 1.5 (US) percentage-points.
These results confirm our presumption that using preferences entails fixed costs. We cannot make a similarly strong conclusion on the presence or absence of variable costs, because the margin should have a significant effect on utilization even in the presence of fixed costs only. However, the fact that the effect of m on u is less robust and less significant in terms of its economic importance is a strong indication that fixed costs matter more.
Is there a threshold cost value for the use of preferences?
Having found that utilization is mainly driven by the trade value (or the absolute amount of duties that can be saved), we must ask whether there is a threshold value above which utilization becomes much more likely. Any such threshold certainly is not a definite or "unique" value -for a range of observations we find preference utilization even for very small margins, trade values and amounts of duty; only the average utilization rates across such observations are lower. Already from the summary statistics it has been clear that no obvious "structural break" exists in the data, whether utilization for different ranges of the margin, value or duty is considered.
The picture becomes even clearer when we analyse average utilization rates for all percentiles of values or duties, as is shown in Figure 4 and Figure 6 (for the aggregate dataset) and Figure 5 and Figure 7 (for "pseudo-transaction" data). While there is a clear positive and almost linear relationship between duty and u (with different impact across importers), it is not possible to identify a breakpoint at which utilization suddenly increases. If one assumes that utilizing a preference for an individual transaction (or a range of transactions) entails a fixed cost f, then one should observe no utilization for observations with duty savings below f, and full utilization above. This is not the case. However, if fixed costs were in some way distributed across a range of possible fixed costs between f 1 and f 2 , then we would observe that u is low [high] and independent of the duty for values below f 1 [above f 2 ]. When the duty is within that range, then u should increase with the duty. 45 We also use a threshold of 11 months instead of 6 months, or a threshold at exporter-product-month-districtregime level rather than exporter-product-month-district level. Results (not shown) are very similar for both EU and US. As a further robustness check, we also used combinations of HS-Section and country group dummies. Similar to the aggregated data, this has almost no effect on elig, but the coefficient for the margin becomes significantly smaller in the EU and just slightly larger in the US. 46 We also clustered standard errors at different levels of product categories (HS Section, HS2, HS4, HS6 or HS8). We get similar results for EU and US: The coefficient for elig remains always significant at the 1% level. However, m becomes insignificant in some specifications, especially when we do not use product and exporter dummies.
A first simple test whether this is the case is to use the alternative specification of our main regression (1), in which we test directly for the effect of the absolute amount of duties that can be saved (m*elig) on utilization u, and to do that separately for small, medium and large duty values:
We first run regression (2) separately for tertiles of duties. 47 Results are summarized in Figure 8 . We can see that the impact of the duty is always positive and significant, but smaller in the first and third tertile (small and large duty values), and larger in the medium one. This result is robust across a range of specifications. In order to estimate f 1 and f 2 , we are using a spline regression for which we assume two knots -f 1 and f 2 -and which we estimate using OLS. Estimates for f 1 and f 2 and the slope parameters for β 3 are shown in Table 20 . 48 We can see that β 3 is indeed low for small and large values, and higher in between f 1 and f 2 . In the case of the US, β 3 is even not significantly different from zero below f 1 . The estimates for f 1 range from USD 14 to USD 62 and are thus fairly small. The exception is Australia, where utilization only starts to go up at USD 429. The higher threshold ranges from USD 33,000 to USD 146,000 USD when using aggregated data, but is much lower for the "pseudo transaction-level" data -only USD 1,400 to USD 1,500. These results point again to the importance of using transaction type data in order to address this question, as observations with large duty values are more likely to consist of several transactions and threshold estimates using the aggregate data are therefore probably not reliable. Using the complete detailed dataset (and not only observations with enough zero months to consider the remaining flows as "transactions"), we get very similar estimates for the lower thresholds, but the upper thresholds are around USD 2,600 (EU) to USD 3,100 (US); see columns (5) and (6).
All of these results depend on the exact specification and could vary when using other estimation methods or when making other assumptions regarding the number of knots in the spline regression. Hence, the results presented above should only be seen as a rough indication of the possible cost range. Utilization costs seem to be highest in Australia, which is in line with the fact that overall utilization rates are smaller in Australia than in the other countries. However, it is important to note that the reporting threshold for import values in the Australian data is USD 800 (there is a USD 250 threshold for the US, and none for Canada and EU). With the smallest margin being 1%, the smallest observed duties are USD 8 for Australia -which is higher than for the other countries. With few observations of small duties, the estimated threshold should be higher. This result does not necessarily prove that utilization costs are higher in Australia. Also, the estimates only represent a range in which utilization costs may lie in most cases, but we do not know how costs are distributed within and outside that range. This implies as well that utilization may not necessarily be very low for duties below f 1 . These caveats are borne out in Figure 9 , where the results of the spline regressions are plotted. Utilization in the US is already fairly high for low duty values (below f 1 ), thus the fact that the estimated threshold in the US is higher than, for example, in the EU does not mean that utilization is more costly in the US.
Conclusions
This paper has shed new light on the utilization of preferences looking at a larger set of products/countries at a higher level of disaggregation. We find that overall preference utilization rates are very high. By value, around 90% of preference-eligible imports in Canada, the EU and the US use available preferences. In Australia this number is lower at only 61%. 49 As far as the determinants of preference utilization are concerned, our analysis confirms that utilization increases with the size of the preferential margin and the export value. However, in contrast to previous findings, we find that even though preferential margins do matter, many imports with small preferential margins feature high utilization rates. By value, at least 80% of preference-eligible imports in both the EU and US with margins of less than 1% enter under preferential regimes. In the US, many low-value imports with low margins still enter under a preference, even when saved duties are less than USD 10. This strongly suggests that utilization costs are often negligible, or may even be negative, i.e. using a preference might entail other benefits in addition to a reduced duty.
Several authors have attempted to estimate a preference margin threshold, below which the cost of utilizing preferences exceeds its benefits. Estimates mostly are around 5%. By contrast, our estimations show that, while percentage tariff savings matter, import values have a more important impact on utilization rates. In Canada, the US and EU, the marginal effects at the mean of a one standard deviation increase in the import value are at least 8-28 times larger compared to a similar increase in the preference margin. This leads us to the conclusion that utilization costs are principally of a fixed cost nature. These fixed costs may arise either on a per transaction basis or periodically (e.g. annually) and are then spread across a number of transactions from a single exporter. In order to corroborate these results we construct pseudo transaction-level data applying simple combinatorics to highly disaggregated data at the exporter-product-month-district/member level for the US and EU. Using this data, we find that the predominance of the import value in explaining preference utilization stands out even more clearly. This result is remarkably stable. We use various samples, model set-ups and estimation techniques which all lead to the same outcome.
We also estimate the size of the fixed costs attached to using preferences. Using our transaction-level dataset, we find these fixed costs to be on the order of USD 14 to USD 1,500. In terms of policy implications, our findings highlight that given the importance of fixed costs small exporters may be at a disadvantage. At the same time, in many cases these costs appear to be negligible suggesting that improvements can be made across the board to further reduce bureaucratic requirements. The importance of fixed rather than variable costs also has the advantage that exporters can organize themselves in order to realize scale economies on their shipments. From a practical point of view, further research is required into the nature of fixed utilization costs as well as possible "side-benefits" of utilizing preferences, such as preferential clearance times, that may not be captured by the margin advantage. Note: Small import flows do not appear in AUS and USA data, which is likely because of reporting thresholds.
Figures and Tables
Table 4. Preference utilization by absolute duty reduction
Note: "Duty reduction" is the difference between MFN duties that would be applicable in the absence of a preference and the duties to be paid when preferences are fully used. Note: Blank fields indicate that no such combination exists in the data. Small import flows do not appear in AUS and USA data, which is likely because of reporting thresholds.
Australia
All imports 0 < elig ≤ 10 10 < elig ≤ 100 100 < elig ≤ 1,000 1,000 < elig ≤ 10,000 10,000 < elig ≤ 100,000 100,000 EU All imports 0 < elig ≤ 10 10 < elig ≤ 100 100 < elig ≤ 1,000 1,000 < elig ≤ 10,000 10,000 < elig ≤ 100,000 100,000 1,000 < elig ≤ 10,000 10,000 < elig ≤ 100,000 100,000 Note: Reciprocal regimes are shown first, followed by non-reciprocal regimes. Regimes are then sorted by eligible imports. EU: The GSP LDC regime is shown separately for different country groups (ACPs / non-ACPs). Those ACP countries that receive EPA preferences are shown separately under "ACP (EPA)". "GSP (general)" and "GSP (non-LDC / ACP)" are basically the same preferences since the expiration of Cotonou preferences at the end of 2007. Note: This table shows for each importer the ten largest imports (measured by preference-eligible imports) at product-country level with preferential margins of at least 10% and a utilization rate below 70%. The graphs show marginal effects based on OLS regressions with HS Section and country group dummies (as in column (3) in Table 16 and Table 17 The chart shows results for the duty coefficient for regressions as shown in column (4) of the result tables, but with "duty" as coefficient, instead of margin and value. "Monthly" results refer to the subset of data with at least 6 months of zero trade. All coefficients are significant at the 1% level. 
All imports
Appendix
Definitions of aggregated preference utilization: Note that this example is chosen such that u duty > u value > u avg , which is the order typically observed in the data.
Data sources:
EU: Import data for the EU is taken from Eurostat, which allows downloading import data by preference eligibility and by import regime. 51 Unfortunately, no information is given on the type of regime and whether the product entered under a preferential quota regime. The EU offers overlapping regimes to a range of countries (for example EPA and GSP preferences to many ACP countries), but the data does not show which regime was actually used. The import data is then matched with MFN and preferential tariffs taken from TARIC (as of mid-2008). Imports for which the regime used is "unknown" are ignored (this affects for example confidential imports). One particular problem with the EU data is that it is difficult to distinguish between preferential quota imports and "normal" preferential imports. However, imports under quota regimes can at least be partly identified. If products enter under a preference, but no preferential rate applies to that product from the particular country, then it can be assumed that the import occurred under a preferential quota. Such trade flows have been removed from the dataset.
52 Around 4% of preference-eligible imports are affected by specific tariff rates. These products are excluded from the regression analysis because we do not know the preferential margin, but they are accounted for in summary statistics. 51 The data actually shows imports by eligibility (MFN or PREF) and by requested import regime, but this is usually also the regime that is then used. See EC document TRADE/H3/SLG/D(2006) for more details (available from the authors). 52 The European Union has a fairly complex system of import regimes, ranging from normal MFN imports to preferential quotas subject to certain end uses (see Nilsson, 2010 , for a very detailed description of the EU import data). We have implemented most of these regimes into our dataset, in particular also suspended rates. The EU regularly suspends tariffs on an MFN basis for some heavily traded items, which we have taken into account. One major challenge with the EU data is that import data is only available at the 8-digit level, even though tariffs vary on the 10-digit level for around 5% of tariff lines. For example, products may enter duty-free if they fall under "pharmaceuticals". The import data at 8-digit level does not show whether such imports are pharmaceuticals. However, the EU import data by regime allows to indirectly distinguish such duty-free imports from dutiable imports. If imports are duty-free under some special regime, then they are categorized under "MFN zero imports". Other difficulties are seasonal tariffs, tariffs subject to an entry-price system or based on product specifications, such as sugar content.
US: Data for the US is taken from USITC. 8-digit import data for 2008 was matched with the tariff schedule for 2008 and complemented by using other sources (such as MacMap).
53 Special import regimes for pharmaceuticals, dies and civil aircraft as well as products with seasonal tariffs were ignored. The US uses specific tariffs for some items, including for some heavily traded products. We therefore use ad-valorem equivalents, for which we use the ratio of actually paid duties over MFN imports. The main affected product is crude oil, which has an MFN rate of 5-10 US ct. per barrel. The estimated ad-valorem rate is 0.06-0.08%. 54 EU and US transaction-level data: The raw data taken from Eurostat is disaggregated by EU member state (i.e. by importing country) and by month. Similarly, USITC provides import data by month and customs district. 55 This allows us to create a dataset that resembles (otherwise unavailable) transactionlevel data. This can best be explained using an example. Table 22 shows the 2008 US import data for one particular product (6101.20.00) imported from Guatemala by month and customs district. While the aggregated data would consist of only two elements (MFN imports of USD 20,000 and preferential imports of USD 836,000 under DR-CAFTA preferences), the more detailed data contains a total of 25 observations, of which 3 are related to MFN imports and 22 to preferential imports. The key feature of this data is that for each importer-exporter-product combination, imports do not always occur in every month. In the example, 35 out of 60 possible observations are zero. If imports only occur in a few months over the whole year 2008, we assume that these imports consist of only a single or a very small number of transactions. This is based on the assumption that individual transactions occur equally likely in each month, 56 which makes it unlikely that many transactions would cluster around a small number of months and would not occur at all in other months. We have calculated how transactions are distributed across months for a specific number of transactions and assuming that each individual transaction falls in any month with probability 1/12. The results are shown in Table 23 for 1-25 transactions. For example, we have that -with a single transaction only, we always observe just one month with trade. -with 5 transactions, one would usually see 4-5 months with trade, never more than 5 months with trade and in a few cases 3 or even less months with trade. -with 20 transactions, one would usually see 9-11 months with trade, with p≈0.51 one gets 12 months with trade and in a few cases trade clusters across 7-8 months. However, trade being clustered across 6 months or less is very unlikely (p≈0.001)
Higher numbers of transactions make it increasingly unlikely that trade is clustered across 6 months or less. We only observe the number of months with trade, but we do not know the distribution of "number of transactions" -otherwise we could calculate exactly the likelihood distribution of transactions given a certain number of months with trade. However, it appears plausible to follow that given a small number of months with trade (6 or less), the likelihood that these observations include a large number of transactions (20 or more) is very small -simply because if that was the case, it would be very unlikely that trade is clustered across so few months. We thus choose a cut-off of 6 or fewer months with trade, i.e. if trade occurs in only 6 or fewer months, we assume that these observations are close to transaction-level.
Dropping observations with more than 6 months of trade would result in more observations to be dropped for which we observe preference-usage. This can be seen from Table 11 : Observations with few months of trade tend to have lower utilization rates. The reason is that, overall, observations with u=1 are more frequent and hence more likely to cover more months within a year. This is also the case in our example in Table 22 : Observations with u=1 appear more frequently and would be dropped when using the 6-months cut-off (except for imports into Savannah, GA). We therefore use a slightly modified cut-off, where we only consider those observations with a maximum number of 6 months with trade within any exporter-product-district/member combination, i.e. whether MFN or preferential. Using our example in Table 22 , the second observation would be ignored, even though there are less than 6 months of trade, because the first observation, which has the same exporter-product-district combination, has 9 months of trade. Similarly, the third and fourth observation would be dropped, but the last one would remain. Overall results are similar whether we use this modified threshold or one that is purely based on the number of months with trade. This was calculated using Stirling number of second kind (k = number of months with trade, n = number of transactions). It can be shown that the probability of having exactly k months with trade is given by * ! * , .
Australia & Canada: Data for Australia and Canada were obtained from the WTO Secretariat. The dataset contains 2008 tariff-line imports by exporting country and tariff regime. We matched this data with MFN and preferential tariffs. 57 Both countries use some specific tariff rates (for MFN and preferential rates), however imports of such items account for only around 1% (AUS) and 2% (CAN) of preference-eligible imports and 32 (AUS) and 509 (CAN) observations. Unfortunately, we do not have more detailed data for these countries that would allow us to create a separate dataset that resembles transaction-level data. 57 Australia's tariffs were taken from the WTO's TAO database. Canada's tariffs were obtained directly from the WTO Secretariat. 8  2 11  2  175  12  Miami, FL  MFN  ----------1  1  2  2  Savannah, GA DR-CAFTA  -------1 ----1  1 Number of months with trade 1 2 3 4 5 6 7 8 9 1 0 1 1 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 2 0 2 1 2 2 2 3 2 4 2 5 1 1.000 0.083 0.007 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2 0.917 0.229 0.045 0.008 0.001 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 Note: Small import flows do not appear in AUS and USA data, which is likely because of reporting thresholds. Note: "Duty reduction" is the difference between MFN duties that would be applicable in the absence of a preference and the duties to be paid when preferences are fully used. 
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