Various computational and statistical approaches have been proposed to uncover the mutational 15 patterns of rapidly evolving influenza viral genes. Nonetheless, the approaches mainly rely on 16 sequence alignments which could potentially lead to spurious mutations obtained by comparing 17 sequences from different clades that coexist during particular periods of time. To address this issue, 18 we propose a phylogenetic tree-based pipeline that takes into account the evolutionary structure in 19 the sequence data. Assuming that the sequences evolve progressively under a strict molecular 20 clock, considering a competitive model that is based on a certain Markov model, and using a 21 resampling approach to obtain robust estimates, we could capture statistically significant single-22 mutations and co-mutations during the sequence evolution. Moreover, by considering the results 23 obtained from analyses that consider all paths and the longest path in the resampled trees, we can 24 categorize the mutational sites and suggest their relevance. Here we applied the pipeline to 25 investigate the 50 years of evolution of the HA sequences of influenza A/H3N2 viruses. In addition 26 to confirming previous knowledge on the A/H3N2 HA evolution, we also demonstrate the use of 27 the pipeline to classify mutational sites according to whether they are able to enhance antigenic 28 drift, compensate other mutations that enhance antigenic drift, or both. 29 3D structural information. In this study, we proposed a pipeline for uncovering not only single-87 mutations under positive selection pressure, but also co-mutations of influenza viral protein 88 sequences. Besides, we analyzed the co-mutations of hemagglutinin sequences of human influenza 89 A/H3N2 to evaluate the effectiveness and robustness of the proposed pipeline. The detected 90 mutation sites are highly overlapped with those reported to be under positive selection pressure, 91 especially interfaces exposed to the antigenic binding. The proposed pipeline is promising to be 92 applied to analyzing the molecular evolution of all influenza proteins. 93 94 Methods 95 96
Introduction 30 31
Seasonal influenza viruses, especially the influenza A viruses, have exhibited frequent mutations 32 with a rapid evolutionary rate. The hemagglutinin (HA) of influenza has the highest mutational 33 rate among all influenza viral proteins [1] . Besides, the HA is considered as a major culprit for the 30 June of the year) was available, were included in the datasets. The records were cleaned and 123 reformatted into one tab-delimited text file of metadata and eight tab-delimited text files of 124 sequence data that correspond to each of the eight segments of influenza virus genome. Sub-pipeline 2 -Outlier analysis. For outlier detection, we assumed that the sequence evolution 148 follows a strict molecular clock, i.e., all branches in the phylogenetic tree evolve at the same rate. 149 To evaluate this assumption, the genetic distances based on Jukes-Cantor (JC) substitution model 150 [28] were calculated from the aligned coding sequences and used to construct an NJ tree [29] . 151 Assuming the sequences evolve progressively, the phylogenetic tree was rooted using one of the 152 earliest coding sequence as an outgroup. The root-to-tip regression analysis was then used to 153 explore the association between genetic distances of the samples from the tree root and sampling 154 dates. Denoting these two variables as , and , respectively, where represents the tree root 155 and represents the samples or tree tips, the regression model can be written as: [ , ] = 156 ( − ). The gradient ( ) and -intercept ( ) provide estimates for the substitution rate and the 157 time of the tree root (the date of origin), respectively. Given the nature of the sequence data that is 158 heterochronous (collected at different time points), a strong linear correlation between , and 159 suggests a high level of strict clock-like signals. Due to the non-independency of the individual 160 data points, the root-to-tip linear regression is not appropriate for statistical hypothesis [30] . 161 Nonetheless, the regression approach is reasonably used for identifying outliers. Here we identified 162 a data point as an outlier if the absolute value of its residual from the regression line was larger 163 than five times interquartile range. : the frequency of base G, : the frequency of base C, and : the frequency of base T) and 172 six substitution rate parameters (: the substitution rate parameter for A  G and G  A, : the 173 substitution rate parameter for A  C and C  A,  : the substitution rate parameter for A  T 174 and T  A, : the substitution rate parameter for G  C and C  G, : the substitution rate 175 parameter for G  T and T  G, and : the substitution rate parameter for C  T and T  C).
176
These parameters form the equilibrium base frequency vector Π = ( , , , ) comparing its protein sequence to its parent's protein sequence. Each amino acid mutation was in 214 the form AA1-p-AA2, representing a mutation of a given amino acid AA1 in the parent node to 215 another amino acid AA2 in the child node at a given site p in the sequence. Finally, the distance 216 of each node to the root of the tree was also recorded.
218
The resampled phylogenetic trees were used to calculate support values that indicate the signal 219 strength of single-mutational and co-mutational events during sequence evolution. indicative of the portion of observations that support the observed mutation. In addition to 229 calculating supports for single-mutations found in any node in the resampled trees, we also 230 calculated supports for single-mutations that were only observed in the longest paths of the 231 resampled trees. The version of mutational analysis that considers any path in the resampled trees 232 is termed as all path analysis, while the one that considers the longest path is termed as the longest 233 path analysis.
235
The supports for co-mutations were calculated in similar way. Here, we considered co-mutations 236 as any possible pair of single-mutations (the order of the single-mutations does not matter) 237 observed at a single node or from two different nodes that had ancestor-predecessor relationship 238 and distance below a certain threshold (which ought to be influenced by the estimated substitution 239 rate). Each co-mutation was mapped to the distance of the ancestral node to the root of its 240 resampled tree. Note that if the co-mutation was observed at a single node, then the node was 241 considered as both ancestor and predecessor associated with the co-mutation. Algorithmically, the 242 co-mutation list and the map can be created while walking from an initial node (any node other 243 than the root), in the direction to the associated root, up to the node whose distance to the initial 244 node is below a certain threshold. The rest of the procedure is as described previously for 245 calculating the supports for single mutations. The complete procedure for calculating supports for 246 co-mutations is formalized in Algorithm 1.
248
Algorithm 1: Pseudocode for calculating supports for co-mutations from sampled phylogenetic trees.
249
------------------------------------------------------------------------------------------------------------------------------------------
250
Input: A positive real number * and a set of phylogenetic trees, i.e., { = ( , )| = 1, 2, … , }, where and 251 are the set of nodes and edges in the tree, respectively. The root of the -th tree is denoted as and each node in the 252 tree is labelled with the distance of the node to its respective root and the set of mutations observed in the sequence 253 associated with the node, denoted as ( , ) and , respectively.
255
Output: Function that maps co-mutations at inferred distances to their support values. 
275
Find the locations 1 , 2 , … , of the peaks for that are local maxima centered in any interval
276
for the distance and their respective height ℎ 1 , ℎ 2 , … , ℎ .
277 Foreach = 1, 2, … , do:
278
Calculate support for { 1 , 2 } at distance using the equations
Identification of significant single-mutations and co-mutations. The simulated sequence data 282 generated by Pyvolve were under the assumptions of continuous-time Markov model (Markov 283 process), which include the neutrality and site independence. Hence, we could evaluate whether 284 the real sequence data followed the two assumptions by comparing the distribution of relevant 285 statistics calculated from the real sequence data with that calculated from the simulated sequence 286 data. Here we compared the distributions of supports for single-mutations and co-mutations (as 287 described in the previous section) to evaluate the neutrality and site-independency, respectively.
288
Given the site neutrality assumption was rejected, then a certain quantile (e.g., 95% quantile) of 289 the distribution of supports for simulated single-mutations could be used as a threshold for 290 identifying significant single-mutations in the real data. In similar fashion, if the site independence 291 assumption was rejected, then a certain quantile of the distribution of supports for simulated co-292 mutations could be used as a threshold for identifying significant co-mutations in the real data. Other analyses. To optimize the pipeline and assess the robustness of the output, we calculated 295 the overlap coefficient and Kendall rank correlation between the list of top single-mutations/co-296 mutations output by two different runs of the pipeline. For this, the supports for each unique single-297 mutation/co-mutation from each run were first summed and then the single-mutations/co-298 mutations were sorted in descending order according to their aggregated support. Given the top N 299 single-mutations/co-mutations = ( 1 , 2 , … , ) from the first run and = ( 1 , 2 , … , ) 300 from the second run, the overlap coefficient was calculated using the following formula:
For calculating the Kendall rank correlation, we first determined the union of and , i.e., ∪
304
. Then, we assigned a ranking for each single-mutation/co-mutation in ∪ according to the 305 first run ordering as well as the second run ordering. For all single-mutations/co-mutations that 306 were in ∪ but not in , the first run assigned their ranking to + 1. In the same way, for 307 all single-mutations/co-mutations that were in ∪ but not in , the second run assigned their 308 ranking to + 1. The two ranking assignments for single-mutations/co-mutations in ∪ , 309 each of them was sorted in descending order, were then used to calculate the Kendall rank We explored the use of the pipeline to uncover significant single-mutations and co-mutations 325 during the evolution of the A/H3N2 HA. For this, the pipeline first subsetted 7,727 non-redundant 326 from 14,301 A/H3N2 HA sequences available in the local influenza genome datasets (the sequence 327 metadata are provided in Table S1 ; the acknowledgement table for sequences obtained from 328 GISAID is provided in Table S2 ). An NJ tree was then reconstructed from the aligned sequences 329 and used for checking the assumption of the constant rate of evolution of the HA sequences. As 330 shown in Fig. 2A , the assumption was strongly supported by multiple R-squared value of the root-331 to-tip regression that was >0.95. Then, using a multiplier for standard deviation of 5 for outlier 332 detection, we identified 58 outliers that were mainly dominated by the sequences collected in the 333 middle of 2012 from a number of regions in North America, including Indiana, Iowa, Michigan 334 Minnesota, Pennsylvania and Ohio. In the phylogenetic tree, the outliers appeared as the tips on 335 the long branch emerging from an internal node at a particular distance to root ( Fig. 2C ; the outliers 336 emerge at distance of 0.11). Despite the gap, we could still safely assume that the substitution rate of the HA of influenza 348 A/H3N2 was constant during the period of sequence data collection due to high R-squared value 349 and its improvement after removing outliers. Indeed, previous studies such as by [38] supported 350 this assumption. Additionally, the assumption that the HA sequences evolve progressively was 351 supported by the ladder-like structure of the phylogenetic tree of HA sequences that excluded the 352 outliers ( Fig. 2D) . Biologically, the ladder-like phylogeny of the HA sequences has been regarded 353 as the consequence of strong directional selection, driven by host immunity [39] . The estimated + + substitution model parameters, along with the structure of the ML tree 379 (that included the length of their branches) and the inferred sequence at the tree root, were used to 380 generated simulated HA sequence dataset under + + substitution model (see Methods).
382
In addition, we also estimated the substitution rate and the date of origin of the HA of influenza 383 A/H3N2 sequence. We initially estimated these parameters from the root-to-tip regression that 384 corresponds to the ML tree above, which gave the substitution rate of 0.004618 substitution per 385 year and the date of origin of 1967.34). However, in the downstream analyses, the estimated 386 parameters did not provide reasonable estimated years for the inferred mutations. Thus, we took a 387 different approach, i.e., a bootstrap approach, that averaged the estimated regression parameters values to be explored for the first parameter were 5, 10, 15 and 20, while for the second parameter 409 were 300, 700, 1000, 1500 and 2000. The optimal parameters were determined by investigating 410 the robustness of the output, i.e., comparing the top 500 single-mutations/co-mutations (after 411 summing the supports for each unique single-mutation/co-mutation and sorting the single-412 mutations/co-mutations in descending order according to their aggregated support) that were 413 output by the pipeline using different combination of these two parameters. In particular, we varied 414 one parameter while fixing another, and calculated the overlap coefficient and Kendall rank 415 correlation between two ranking groups output by the runs whose parameters being varied were 416 consecutive.
418
As shown in Fig. 3 , the overlap coefficients between two ranking groups were very high (>.95 and 419 close to 1) for single-mutations regardless we varied the size of the trees or the number of 420 resampled phylogenetic trees. On the other hand, the Kendall rank correlations between two 421 ranking groups stayed high when the moving parameter was the number of resampled trees.
422
However, the correlation got lower when the moving parameter was the sample size per year 423 group; it reached <0.80 when we compared the sample size of 5 and 10. For co-mutations ( Fig. 4) , 424 we once again observed that when the moving parameter was the number of resampled trees, the 425 values for both overlap coefficients and Kendall rank correlations were in general still high 426 (>0.90), except when comparing the number of resampled trees of 300 vs 700 (but still >0.85). But 427 when the moving parameter was the sample size per year group, apparently the overlap coefficients 428 and Kendall rank correlations were higher when we compared the sample size of 10 and 15.
429
Overall, we may conclude that changing the number of resampled trees when it is already >700 430 does not affect the output of the pipeline significantly, and that the sample size per year group 431 between 10 and 15 provides a more consistent result. The same conclusion could be drawn when 432 we lowered the number of top single-/co-mutations to 100 (data not shown). For further analyses throughout the paper, we fixed the number of resampled trees to 1,000 and 441 the sample size per year group to 15. To demonstrate that these parameters provided robust output, 442 the overall pipeline was run 10 times independently. In similar fashion to previous, the overlap 443 coefficients and Kendall rank correlations between top 500 single-mutations/co-mutations output 444 by two different runs (note that in total, there were 45 pairs of runs) were calculated to assess the 445 robustness of the pipeline. But here, the overlap coefficients and Kendall rank correlations were 446 also calculated for lists of single-mutations/co-mutations that were associated with the simulated 447 sequence datasets in addition to the real one. As it can be seen in Fig. 5A and 5B In addition to inspecting the overlap coefficient and Kendall rank correlation, we also evaluated 458 the robustness of the output by examining the QQ plots that compare distributions of supports for 459 single-mutations/co-mutations from two different runs. If two support distributions are similar, 460 then the points in the QQ-plots will be mainly scattered on the line = . As exemplified in Fig.   461   6A, 6B, 6E and 6F , the Q-Q plots indeed suggest that different pipeline runs on the same dataset 462 (real or simulated one) output distributions of supports for single-mutations/co-mutations that were 463 highly similar. Thus, the pipeline was robust in term of producing lists of single-mutations/co-464 mutations that have particular support distributions. Next, we compared the lists of single-mutations and co-mutations output by Sub-pipeline 4 and 471 Sub-pipeline 5 on different simulated sequence datasets. Expectedly, since different simulations 472 likely produce different mutations, we observed low overlap coefficients (which was even 0 for 473 co-mutation case) and negative Kendall rank correlations (that indicated disagreement) between 474 top 500 single-mutations/co-mutations from different datasets (Fig. 5C ). But mechanistically, 475 different simulations were expected to produce similar distributions of supports for single-476 mutations/co-mutations. Indeed, despite data points that deviates from the line = in the right 477 tail, this was confirmed by the corresponding QQ-plots ( Fig. 6C and 6G) . The deviation from the line = in the right tail was more obvious when we compared the 488 distributions of supports generated from real and simulated datasets (exemplified in Fig. 6D and 489 6H for single-mutations and co-mutations, respectively). Overall, this once again indicates that the 490 real dataset contained more extremes (i.e., single-mutations/co-mutations with a high support 491 value) than simulated datasets, which appeared not by chance. Thus, as described in the Methods, 492 we may use the support data given by simulated dataset for the identification of statistically 493 significant single-mutations and co-mutations during the real sequence evolution. For this purpose, 494 we set the 95% quantile of the support distributions for single-mutations from simulated dataset 495 as a threshold for the significance of single-mutations from real dataset for both all path and the 496 longest path analysis, and the 99% quantile for the co-mutation case. The 95% quantile for single-497 mutations gave a threshold of 999.85 and 1000 for all path and the longest path analyses, respectively, and the 99% quantile for co-mutations gave a threshold of 994. As it can be observed 499 in Fig. 6D and 6H , the threshold for all path's single-mutation and co-mutation analyses were 500 close to the beginning of the deviating points. The appropriateness of choosing higher quantile as 501 a threshold for significant co-mutations was due to higher coverage of co-mutations whose pairs 502 of single-mutations were both significant (94.5% coverage when using 99% quantile, compared to 503 62.9% coverage when using 95% quantile). In all path analysis, 346 significant single-mutations during the evolution of the HA of human 524 influenza A/H3N2 were identified. The majority of the mutations, i.e., 73.2% of the total 525 significant single-mutations observed in the trees occurred in the epitope regions of the HA protein.
526
In more details, the number of single-mutations observed in epitope A, B, C, D and E were 60, 60, 527 38, 63, and 32 respectively. Nonetheless, a significant number of single-mutations (93 mutations) 528 was also observed in the non-epitope regions. In the longest path analysis, we identified 117 529 significant single-mutations whose majority (77.8%) occurred in the epitope regions, i.e., 24, 24, Sites 144 and 145 in epitope A had the most frequent significant single-mutation occurrences in 536 all path analysis, which were 8 and 11 times, respectively (Table 1) . Interestingly, the mutations 537 at sites 144 and 145 occurred obvious co-occurrences despite their very close proximity in the HA 538 structure (Fig.7A ). Sites 45 in epitope C and 193 in epitope B followed the list with the number of 539 significant single-mutation occurrences of 7 times. Nonetheless, only 4 mutations at site 144, 3 540 mutations at site 145, 1 mutation at site 193 and none at site 45 were identified in the longest path 541 analysis (Fig.7B ). On the other hand, 5 significant single-mutations at site 189 in epitope B were 542 all observed in the longest path analysis, and this made site 189 as the top site that had the most 543 frequent significant single-mutation occurrences in the longest path ( Fig. 7A and 7B) . The five 544 significant amino acid substitutions occurring at this position were all different: Q to K (estimated 545 year of occurrence in 1975), K to R (in 1985), R to S (in 1991), S to N (in 2003) and N to K (in 546 2010) ( Fig. 8) , which may indicate the key role of site 189 as a major driver for the evolution of 547 the HA of influenza A/H3N2 viruses. The distribution of the significant single-mutation occurrences in all path analysis over the years 556 from 1968 to 2018 is shown in Fig. 7A , and the distribution of the occurrences in the longest path 557 analysis is shown in Fig. 7B. In Fig. 7A , we can observe the fluctuation of the number of 558 significant single-mutation occurrences and a trend in which more mutations tend to be higher in 559 some ranges of years (e.g., 1991-1995 and 1997-1999) and less in other ranges of years (e.g., 1987-560 1989, 2000-2002 and 2004-2008) . In Fig. 7B, a relatively To further validate our results, we investigated the overlap between the sites associated with 585 significant single-mutations in our list and the sites that have been reported to be under selection 586 pressure in other two studies. First we compared our results against the results by Bush et al. [43] 587 that were based on analysis of sequences collected between 1983 and 1997, only sites associated 588 with significant single-mutations that occurred in the period were considered. As a result, we found 589 that the majority of sites under positive selection pressure in the report were also in our list, i.e., 590 23 out of 30 sites. The sites that were captured included sites 121, 124, 133, 135, 137, 138, 142, 145, 156, 158, 159, 186, 193, 194, 196, 197, 201, 219, 226, 246, 262, 275 and 276; while the sites 592 that were not captured included sites 80, 128, 182, 190, 220, 310 and 312. In contrast, we recovered 593 only few sites under negative selection pressure in the report, i.e., 3 out of 18 sites. Indeed, these 594 observations were expected since the significant single-mutations we captured were the ones that 595 ought to be fixed in the following generation of HA sequences of the viruses. 48, 50. 53, 62, 92, 94, 137, 140, 142, 144, 145, 602 156-159, 172-175, 186, 188, 189, 192, 193, 196-199, 220, 229, 275 and 276 (sites 91 and 171 were 603 not covered).
605
Next, we also revealed that the majority of single-mutations in the relevant period were associated 606 with antigenic cluster transitions as reported in [11] . As shown in Fig. 8 , out of 67 single-mutations 607 (4 of them in non-epitope region) in the report, 51 of them were recovered in our analysis: 40 at 608 the longest path (in black and bolded; 15 of them are underlined to indicate that their occurrence 609 was in very close proximity to the year of the new antigenic cluster emergence) and 11 at non-610 longest paths (in blue and bolded; 1 of them is underlined to indicate that its occurrence was in 611 very close proximity to the year of the new antigenic cluster emergence). In the table, we also 612 showed additional 65 single-mutations that were not in the report.
614
Additionally, we also noted that our analysis recovered almost all mutations at the 7 sites near the 615 receptor binding site (i.e., 145, 155, 156, 158, 159, 189 and 193) 133, 135, 144, 145, 155, 156, 158, 189, 190, 193, 197, 262, 276 Lastly, we present the frequency patterns of amino acid residues during 50 years of evolution of 642 the HA of influenza A/H3N2 viruses at each site associated with significant single-mutations found 643 in our analyses. Given the set of significant single-mutations from all path analysis denoted by 644 and the set of significant single-mutations from the longest path analysis denoted by , we grouped 645 the sites into three categories: (1) sites appeared in but not in − , (2) sites appeared in − 646 but not in , and (3) Using a threshold distance between ancestor and predecessor in the resampled phylogenetic trees 680 (the * in Algorithm 1) of 0.004369 substitution per site for co-mutation detection and the 99%
Conclusion 750 751
In this study, we present a novel phylogenetic tree-based pipeline for analyzing mutational patterns 752 during the evolution of influenza virus sequences. We demonstrated the use of the pipeline to 753 investigate the single-mutational and co-mutational patterns of the HA sequences of influenza 754 A/H3N2 viruses. In addition to known biologically significant mutations in HA and related 755 patterns, our approach allowed the identification of three groups of sites based the outcomes of all 
