Abstract. In this paper, we prove that solutions to the equation (−∆) s u = 0 in R N , for s ∈ (0, 1) are affine. This will allow us to prove uniqueness of the Riesz potential |x| 2s−N in Lebesgue spaces.
Introduction
Let L 1 s denote the space of all functions u : R N → R such that R N |u(x)| 1+|x| N+2s dx < ∞. We recall that for functions ϕ ∈ C 2 (R N ) ∩ L 1 s , the fractional Laplacian (−∆) s is defined by Γ(2−s) . For u ∈ L 1 s , the expression (−∆) s u defines a distribution and if (−∆) s u = 0 in some open set then u is equivalent to a smooth function there, see for instance [3] and [5] (this can be also seen from the fact that (−∆) s is a pseudo-differential operator which is hypoelliptic). Consequently the equation (−∆) s u = 0 can be understood in a pointwise sense. Our main result classifies all entire s-harmonic functions that are in L 1 s . Theorem 1.1. Let s ∈ (0, 1) and u ∈ L 1 s be such that
Then u is affine. Moreover if s ∈ (0, 1/2], then u is constant.
The above theorem is stronger than the classical Liouville results proved by Bogdan et al. in [2] which requires an upper bound on u. Very recently Chen and Li in [4] proved a Liouville-type result asking a one-sided decay on u at infinity. Applications of the Liouville theorem in the study of nonlinear fractional elliptic system of equations are given in [7] . Next an iteration argument based on Theorem 1.1 allows to state the Theorem 1.2. Assume that s ∈ (0, 1) and let u ∈ L 1 s be such that
where P is a polynomial. Then u is affine and thus P = 0. An other consequence of the main theorem which is of independent interest is the following
Then u ≡ 0.
Of course the above result is easy to derive when u ∈ L p (R N ) with 1 < p ≤ 2 by using Fourier transform. In this case by the Hausdorf-Young theorem u has a Fourier transform.
As a consequence of the Hardy-Littlewood-Sobolev inequality, we have the
and u is given by
. Because u is s-harmonic, it is well known (see e.g. [5] Section 2) that for a ∈ R N and r > 0 we have
The dominated convergence theorem implies that
for all multi-indices γ ∈ N N . In the following we will consider |γ| = 3. Then tedious but direct computations yield
for all y ∈ R N \ B(0, r), where here and in the following c N,s is constant depending only on N and s. To see this, we can first observe that
where ρ i (x, y) = −2sx i r 2 −|x| 2 + N y i −x i |y−x| 2 . Next we observe that for all y ∈ R N \ B(0, r)
It is then straightforward to see that (2.2) holds which in turn implies that for all r > 0 and for all
recalling that |γ| = 3. Now let r 0 > 0 and consider ϕ ∈ C ∞ c (r 0 , 4r 0 ) such that 0 ϕ ≤ 1 and R ϕ(r) dr = 1. From (2.3) and Fubini's theorem we get
where we have set for all y ∈ R N and r 0 > 0
For all y ∈ R N and r 0 > 0, we have the estimate
Therefore for all x ∈ R N and r 0 > 0 we get Assuming that r 0 > 2|x|, we get |x−y| ≥ r 0 implies that |x−y| ≥ 2/3|y| and |y| ≥ r 0 −|x| and thus
Sending r 0 → ∞, we get D γ u(x) = 0 for all γ ∈ N N with |γ| = 3. It follows that u is a second order polynomial. However the assumption u ∈ L 1 s with s ∈ (0, 1) forces u to be affine and moreover if s ∈ (0, 1/2], it becomes a constant.
Proof of Theorem 1.2. The proof will be done by an induction argument. Suppose ℓ is the degree of P . Assume that ℓ = 0 so that P ≡ Const.. Then let h ∈ R N and set
In addition (−∆) s u h = 0. It follows from Theorem 1.1 that ∂ i,j u h (0) = 0 so that ∂ i,j u(h) = ∂ i,j u(0) for every h ∈ R N . This implies that u is a second order polynomial and since it belongs to L 1 s , it is affine. Now assume that the result holds true for ℓ ≥ 0 and suppose that (−∆) s u = P ℓ+1 , a plynomial of order ℓ + 1. Then using the binomial formula we can see that (−∆) s u h = P ℓ,h , where P ℓ,h is a polynomial of order ℓ. It follows from our assumption that u h is affine for any h ∈ R N . This again implies that u is a second order polynomial and thus affine since it belongs to L 1 s . Proof of Theorem 1.4. It is a consequence of the Hardy-Littlewood-Sobolev inequality (see [6] ) and Corollary 1.3.
