Introduction
The boundary-layer (BL) capping inversion is an important feature to forecast accurately. An inversion forms at the top of the BL when warmer air overlies the BL, such as at a warm front or in areas of high pressure. When an inversion is present, it inhibits the BL air mixing with the air above, preventing entrainment which can lead to the growth of the BL (e.g. Jacobson 2002 ). The inversion's height and structure are therefore important for predicting the dispersion of pollutants originating from within the BL (e.g. Milionis and Davies 1992) . The inversion can also influence the cloud top height (if it is located above the lifting condensation level), which has a large impact on the propagation of radiation and on surface temperatures.
The height of the inversion is forced by small-scale processes, such as turbulence which leads to entrainment, and by large-scale processes such as subsidence and the location of fronts (Stull 1988) . It can therefore be very difficult to predict accurately and so it is often necessary to make use of observations to correct the inversion in the forecast.
Information about an inversion from a previous forecast (referred to as the n-element background state, x b ), and available observations, y, can be assimilated together, using Variational (Var) techniques, in a way which is consistent with their known errors through the minimisation of the cost function, J: where x is our estimate of the true state of the atmosphere, B and R are the background and observation error covariance matrices respectively, and h is the observation operator which transforms a vector from model space to observation space. The value of x at the minimum of J(x) gives the most probable state of the atmosphere (the analysis, x a ) if the errors are truly Gaussian and non-biased. If the observation operator is also linear, the analysis is then equivalent to the evaluation of (e.g. Lorenc 1986 ): where H is the Jacobian of h. Crucial to a successful assimilation is the accurate description of B (e.g. Bannister 2008 ). The assumption of Gaussian and non-biased error
The one-dimensional variational assimilation of vertical temperature information in the presence of a boundary-layer capping inversion is studied. For an optimal analysis of the vertical temperature profile, an accurate representation of the background error covariances is essential. The background error covariances are highly flow-dependent due to the variability in the presence, structure and height of the boundary-layer capping inversion. Flow-dependent estimates of the background error covariances are shown by studying the spread in an ensemble of forecasts. A forecast of the temperature profile (used as a background state) may have a significant error in the position of the capping inversion with respect to observations. It is shown that the assimilation of observations may weaken the inversion structure in the analysis if only magnitude errors are accounted for as is the case for traditional data assimilation methods used for operational weather prediction. The positional error is treated explicitly here in a new data assimilation scheme to reduce positional error, in addition to the traditional framework to reduce magnitude error. The distribution of the positional error of the background inversion is estimated for use with the new scheme.
statistics means that the probability density function of the background error is completely described by the n×n matrix B. The error variances in B (diagonal elements) relate to how much weight should be given to the background term and the covariances in B (off-diagonal elements) give rise to spatial spreading of observational information. The spatial spreading can be seen in Eqn 2 as B is the last operation in the calculation of the analysis increment. Thus if the background is too warm (e.g.) at one height it is also likely that the adjacent region is also too warm. If quantities other than temperature are included in x then B should include multivariate correlations. Multivariate correlations are often modelled on known physics such as hydrostatic balance, which, in this case might relate errors in the temperature field to errors in the pressure field. Here the problem is univariate as only temperature is considered, although multivariate aspects will be considered in later work by the present authors.
In the next section ensemble-derived background error covariance matrices are shown for a range of BL scenarios; then the position error of the BL structure in the background state is discussed and its consequences in the results of the traditional data assimilation method are studied; a new scheme is then introduced which is designed to treat the BL positional error explicitly; and our conclusions are presented in the final section.
Measuring the background errors for the boundary layer
Errors associated with the background may be decomposed into magnitude and positional errors in a similar way to that suggested by Hoffman et al. (1995) . Magnitude errors describe the small-scale error in a field described on the model levels, whereas a positional error describes the large-scale error in the position of a coherent structure such as the capping inversion. In conventional Var schemes only magnitude errors are considered.
The background errors associated with the BL are highly flow-dependent due to the large variability in the presence, height and structure of the BL capping inversion. When a strong inversion is present, air within the BL is prevented from mixing with the air in the rest of the troposphere and so it is expected that errors between these two regions should be decoupled. Climatological estimates of B such as using the method developed by the National Meteorological Center (now called the National Centers of Environmental Prediction) (Parrish and Derber 1992) cannot capture the flowdependence of the errors due to extensive averaging over both space and time. Meaningful statistical estimates of B for magnitude errors, which are flow-dependent, can be obtained by looking at the spread in an ensemble of forecasts which are often assumed to have the same spread as that of the actual forecast error probability density function (PDF) (Houtekamer et al. 1996; Evensen 1994) ,
The angled brackets represent averaging over all ensemble members. For the purpose of Eqn 3 it is assumed that the average of the members, <x b >, represents the truth. The correlation matrix, C, can be found by normalising with the diagonal matrix of standard deviations, Σ, i.e., C = Σ -1 B Σ -1 . This method allows us to look at the structure of B (or C) for individual temperature profiles. Example background correlation matrices for temperature are shown in Fig. 1 for four cases. Case A is for a 'strong' inversion, Case B is for a 'weak' inversion, Case C is for no inversion and Case D is for another strong inversion whose vertical position, unlike in Case A, varies significantly between members. These have been calculated using the Met Office's Global and Regional Ensemble Prediction System (MOGREPS) which produces 24-member ensembles of Unified Model (UM) forecasts (Bowler et al. 2008) . The results shown use six-hour forecasts valid for midday (1200 UTC) at chosen points over the North Atlantic and Europe (NAE) domain. The differences between the structures of the four background error correlation matrices are evident. In Case A a strong inversion separates the BL from the free atmosphere (FA) at a height of just over 1 km, and the background errors for temperature are only weakly correlated between these regions. In Case B a weak inversion has formed at the top of a well-mixed BL at around 1.3 km (seen by the strong correlations within the BL) but the inversion is not strong enough to cause the errors to completely decorrelate between the BL and FA air as some mixing is still able to occur. In Case C there is no inversion and the atmosphere is mixed up to approximately 5 km and so the errors in the background temperature are strongly correlated. In Case D, even though the inversion is strong (at approximately 0.5 km), the correlations resemble Case B for a weak inversion because the position of the inversion changes between members. In each example we see an increase in the ensemble spread at the location of the inversion, representing the forecast uncertainty in this feature. It is clear then that there is no single correlation matrix that could give an adequate description of the background error correlations in all situations.
For model states with n larger than around 24 (the number of ensemble members), the ensemble method will give a rank deficient estimate of B. This is especially important to note for models with very large n. This can result in spurious correlations and a lack of spread in the ensembles (Hamill et al. 2000; Houtekamer and Mitchell 2001; Lorenc 2003) . In practice though, a description of the background error covariances given by the spread in a set of ensembles could be utilised in a Var scheme using localisation techniques (e.g. Houtekamer and Mitchell 2001) or using hybrid methods such as a socalled reduced rank Kalman filter (e.g. Beck and Ehrendorfer 2005) , which combines the static climatological estimate of B with the most important flow-dependent features of B.
As well as not representing the full distribution of magnitude errors it is also unlikely that the ensembles capture the full spread of possible positional errors of sharp features in the background. Errors in the position of sharp features, such as the inversion, are a particular problem that is discussed in the next section.
The positional error
A significant positional error in the forecast of the BL capping inversion is often present. The distribution of the error in the background inversion height can be approximated by comparing the background inversion height to the observed inversion height given by radiosondes (or equivalently, comparing the logarithm of the pressure value of the observed inversion with the logarithm of the background inversion pressure: log(observed inversion pressure [pa]) -log(background inversion pressure [pa]), which equals log([pa/pa]) and is hence dimensionless). It is assumed that the radiosondes give the inversion at the correct height and so this is regarded here as the inversion height 'truth'. This assumption obviously relies heavily on the radiosondes giving a high enough resolution to capture the change in gradient as the sonde enters the inversion. This comparison has been made using data from the UM global model and available radiosondes from across Europe for 50 days in 2006-2008. This gave a sample of approximately 1000 and the error statistics are given in Fig. 2 . The error ranges from -0.06 to 0.05 (about -400 m to 500 m); a positive number indicates the background inversion is higher than that observed. The standard deviation of the error is 0.0162 (~130 m). Note that the error is non-Gaussian and skewed towards the background inversion being too low; the implications of this will be discussed later. Due to the structure of the inversion, a small positional error can lead to a large difference between the observed and background temperatures at a given height. A positional error can therefore cause significant problems for the assimilation and in practice such trustworthy observations may be wrongly rejected by quality control.
The problem that a positional error in the background inversion can cause when not explicitly included in the variational scheme is illustrated in three examples, showing that the problem is sensitive to the choice of B. For illustration a background profile has been simulated from the control member of the ensemble in Case A (Fig. 1) plus forecast error drawn from the spread in the ensemble for this case. The control member has then had the inversion displaced by +/-200 m taking into account the effects of adiabatic cooling/ warming. This displaced inversion is taken to be the truth and simulated observations are made at every 5th model level by including an observational error with a standard deviation of 0.4 K. A positional error of this magnitude is well within the range seen in Fig. 2 .
Illustration I: when averaged background error covariance statistics are used A B-matrix has been calculated by averaging the spread given by 900 ensembles (not shown). This B-matrix no longer represents an individual atmospheric state and so cannot describe the decoupling of errors above and below an Examples of ensemble-derived background error correlation matrices, C (left-hand panels) for temperature in the lowest 5 km of the atmosphere and the corresponding temperature ensemble profiles (blue) and the control ensemble (red) (right-hand panels). The axes of the matrices are labelled with altitude (m). inversion as seen in Case A of Fig. 1 . This averaged B-matrix has been used to assimilate the background and observed temperature profiles described above; the resulting analyses are given in Fig. 3 . The left-hand panel shows the case when the background (blue) has the inversion too low with respect to the truth (black) and observations (green stars); the resulting analysis is given in red and bars represent the error standard deviation. The right-hand panel is the same but with the background too high. The small positional error in the background means that the error bars for the background and observations are inconsistent and no analysis can be found which is consistent with both the background and observations. With an averaged B the correlation length scales associated with the inversion are too long and so as the background is cooled/warmed, to agree with the observations, the inversion is smoothed out and so, in the analysis (red), the inversion is too weak and too low. Analysis error bars have been calculated from the inverse Hessian, and it is seen that few error bars overlap in the inversion region indicating that the specified errors are not adequate. The problem is broadly symmetric as to whether the background inversion is too high or too low.
Illustration II: when state-dependent background error covariance statistics are used which do not represent the positional error The B-matrix calculated for Case A (Fig. 1) is now used to assimilate the same background and observation profiles as described above, the resulting analyses being given in Fig. 4 . In Case A each ensemble forecast member agrees as to the position of the background inversion and so the B calculated from this ensemble only represents a magnitude error and not the positional error which is present within this experiment. This experiment differs from the previous one in that we are now using a B-matrix that recognises the background inversion and represents the decoupling in errors above and below the inversion in the background (as seen in Fig.  1 ). The presence of the sharp feature associated with the inversion means that the problem is no longer symmetric as to whether the background inversion is too high or too low. When the background inversion is too low (left-hand panel of Fig. 4 ) the region where the background profile needs to be cooled in order to match the observations is above the background inversion, and so the error is spread vertically by the error correlations in a similar way to that seen in Fig  3. When the background inversion is too high (right-hand panel of Fig. 4 ) the region where the background profile now needs to be warmed is both above and below the inversion in the background. This means that the warming that occurs above the background inversion is not spread below and vice versa due to the decoupling in errors. We see that the inversion is not smeared out in quite the same way as in previous examples but it has still not managed to give an accurate representation of the true inversion and there is still some loss of the structure of the inversion.
A state-dependent B-matrix which accurately represents the spreading of errors when an inversion is present does not appropriately apply this correlation structure when the true inversion is at a different height. As for illustration I, the analysis error bars are not representative of the true analysis error in the inversion region as very few error bars overlap. So far the B-matrix given has been inconsistent with the po- Analysis (red) resulting from a disagreement in the position of the inversion diagnosed by the background (blue) and observations (green) when an averaged B-matrix is used. Left: background inversion too low compared to the truth (black) which is observed at every 5th model level. Right: background inversion too high compared to the truth (black) which is observed at every 5th model level.
Fig. 4
As in Fig. 3 but using the state dependent B-matrix given by Case A in Fig. 1 .
sitional error in the background inversion. In the next illustration the assimilation is performed with background error statistics consistent with the true temperature profile.
Illustration III: when state-dependent background covariance error statistics are used which do represent the positional error An ensemble of forecasts which represents accurately both the magnitude and positional errors may not necessarily be seen in practice due to under-sampling, and height bias in the forecast members. It is expected then that the variability of the inversion height within an ensemble would not accurately represent the positional error calculated in Fig. 2 . However, for this illustration, it is possible to artificially generate an ensemble of forecasts to have a positional error consistent with that seen in Fig. 2 . From this ensemble we can then calculate a new B-matrix which has error statistics consistent with the background used in the previous two illustrations.
In the left-hand panel of Fig. 5 an ensemble has been created using the same magnitude error as given by Case A and a Gaussian positional error with a standard deviation of 150 m (this is consistent with the spread in error of the background inversion height seen in Fig. 2) . The correlation matrix calculated from this new ensemble is plotted in the middle panel of Fig. 5 . As already noted in the previous section, a positional error in the background inversion is interpreted in a similar way to a weak inversion when studying the magnitude error in this way. Shown in the right-hand panel are the background error standard deviations for the cases with (blue) and without (red) the shift. The shift then results in an inflation of the errors in the region of the inversion.
Using this B-matrix to assimilate the background and observation profiles gives the analyses seen in Fig. 6 . Due to the assumption of Gaussian statistics for the positional error centred on the background inversion height, the problem is again symmetric as to whether the background inversion is too high (right) or too low (left). The inflation of the background errors means that little trust is given to the background in the region of the background inversion. This means that the analysis now gives more weight to the observations than was seen in the previous illustrations. The analysis now has near complete agreement with the observations in this region. However the observations are unable to completely resolve the true inversion and so even though the analysis is now in good agreement with the observations it can only give a smoothed version of the true inversion. The smoothness of the profile is due to the error correlations in B. If it weren't for these correlations the analysis would appear to be far less realistic.
Although this method certainly gives an improved analysis it does not solve the problem. In practice it may be difficult to obtain an ensemble which describes the positional error accurately; especially as it is not always known a priori how much the background inversion height is in error. Furthermore its success relies on relatively dense observations giving an accurate description of both the height and structure of the inversion. Giving such little weight to the background in this region loses valuable information about the inversion structure in the background which may be subject to a comparatively small magnitude error.
If the errors in the background were only magnitude errors (and non-biased and Gaussian) then B would give a complete description of the background error covariances. However, when there is a positional error, it appears as a bias in the magnitude error and so the assumption that the error is non-biased is no longer valid. A bias in the background will then lead to a bias in the analysis (Dee and da Silva 1998) . Hence even if the positional error in the background inversion is fully represented by the ensemble then an optimal analysis may not necessarily be achieved (see Ravela et al. (2007) for examples of this for frontal assimilation).
Fig. 5
Left: an ensemble of forecasts which have been generated with magnitude error given by the B-matrix in Case A (Fig. 1 ) and a positional error assumed to be Gaussian with a standard deviation equal to 150 m, consistent with that calculated in Fig. 2 . Middle: background error correlation matrix calculated from the ensemble generated in the left-hand panel. The axes of the matrix are labelled with altitude (m). Right: comparison of error standard deviation when a positional error is (blue) and is not (red) present in the ensemble.
If the positional error was known to be a result of the misspecification of a few parameters then the use of parameter estimation within the variational framework could be used. However, in the next section the positional error of the BL capping inversion itself is represented explicitly within the 1D-Var assimilation scheme.
The floating boundary-layer scheme Separating the background inversion error into a positional and magnitude error allows the inversion structure in the background to contribute to the analysis of the inversion, but also means that it is possible to represent the lack of trust we have in the background inversion's height. This can be achieved by augmenting the state vector with an extra variable, a, which controls the degree to which the inversion height is shifted by the assimilation. The new control vector, ñ, is defined as:
where x is the same as x but interpreted in a slightly different way (see below). The background state is taken to have a = 0. The error covariance is similarly augmented with the variance of a, σ 2 a . Assuming the position and magnitude errors are uncorrelated, the background error covariances for ñ are modelled by B n :
where B is the same as B but interpreted in the same way as x (see below). The assumption that the magnitude and position errors are uncorrelated ensures that the covariance structure in B is preserved. The new variable, a, is allowed to change in the assimilation along with the magnitudes of x so that in the minimisation of the cost function both the background inversion height and the values of the temperature on the model levels can be varied.
To shift the background inversion towards the location of the observed inversion, a distorts the vertical levels (referred to as 'floating levels') in the vicinity of the inversion. The distortion is achieved by shifting the levels vertically and is modulated by a function of height, D(z), called the displacement function. The displacement function is chosen such that it is unity within the centre of the background inversion and symmetrically tends to zero away from the inversion (see below for an illustration of this). Within the assimilation, the distorted height, z, as assigned to each level is calculated as:
where z refers to the floating level heights and z refers to the original fixed model level heights. In this way the levels in the centre of the inversion, where D(z) = 1, are shifted a metres and the levels far from the inversion, where D(z) = 0, are not shifted at all. Information in x and B are now interpreted as lying on floating levels, which is the reason for the introduction of the tilde notation in Eqns 4 and 5.
The new cost function on floating levels is:
This scheme will from now on be referred to as the 'floating BL scheme' and the traditional assimilation framework given by Eqn 2 will be referred to as the 'standard scheme'.
The observation operator, h, now needs to interpolate from the floating model levels, whose heights are dependent upon a, to the fixed observation levels. This has the effect of making h non-linear (even for linear interpolation); however there is still a well-defined minimum in the cost function if the inversion is adequately observed and so the Gauss-Newton minimisation scheme (used to minimise Eqn 7) is found to be adequate. A second local minimum may form if the inversion is not adequately observed when there is ambiguity in which direction the background inversion should be shifted in order to match the observations (present authors, unpublished study).
This floating BL scheme would be expected to be beneficial in situations where a significant part of the error in the background inversion is positional error. It is now shown how this scheme works when applied to the background and observation profiles used to illustrate the problem with the standard scheme in the previous section. The resulting analyses are given in Fig. 7 . The standard deviation of a has been set to 150 m so that this experiment is consistent with illustration III. In this example D(z) = 1 between 1300 m and 1600 m and then tends linearly to zero 600 m either side of this. The presence of the vertical error bars in the background (calculated from σ a D(z)) is a consequence of the floating BL scheme. Unlike the standard scheme the floating BL scheme maintains the inversion structure and preserves the background error As in Fig. 3 but using the B-matrix generated in Fig. 5 .
correlations between floating levels so that information from the observations is not spread across the inversion. This gives rise to analyses which agree well with the observations and are consistent with the errors given. The preservation of the background error correlations means that the success of the floating BL scheme is independent of the direction in which the background needs to be shifted. The analysed value of a is -243 m when the background inversion is too high (right panel) and 246 m when the background inversion is too low (left panel). These values are very close to the 200 m which is the actual difference in the inversion height between the background and observations in both cases. This scheme could be improved further by performing the assimilation in terms of potential temperature which is conserved as the profile is shifted vertically. The success of the floating BL scheme over the standard scheme for real cases can be seen by assimilating, using each scheme, the same radiosonde profiles which gave rise to the background inversion height error distribution in Fig. 2 . The error in the analysis inversion position is then taken to be the difference between the logarithm of the inversion pressure level in the observations and analysis, in a similar way to the background inversion positional error in Fig. 2 . The error distributions in the logarithm of the analysis inversion pressure level for each scheme are shown in Fig. 8 . The analysed inversion as given by the floating BL scheme (grey bars) has a smaller standard deviation in the position error than that of the standard scheme (red stems), 0.007 compared to 0.009 (approximately 55 m compared to 70 m). So on average the floating BL scheme gives an analysis with a more accurate inversion height than the standard scheme. For simplicity the same (climatological) B-matrix has been used for both schemes.
A caveat with the floating BL scheme is also seen in Fig.  8 . The standard scheme has a higher probability of giving an analysis whose inversion level is near perfect than in the floating BL scheme (seen as the peak in the distribution at 0). This is due to the assumption of Gaussian statistics in the floating scheme when describing the error statistics of the background inversion height. A Gaussian distribution is not a good description of the distribution in Fig. 2 , and cannot, for instance, describe the high probability that the background inversion height is already in close agreement to that observed. A consequence of using the floating BL scheme, with a Gaussian PDF for a, to assimilate the 1000 or so radiosonde profiles used for Fig. 8 is that the floating BL scheme shifts the background inversion more often than is necessary. The floating BL scheme could thus be improved by giving a better description of the statistics of a. One example could be the sum of two Gaussian curves, one with a small standard deviation to describe the probability that the inversion height is accurate within the background and another with a large standard deviation to describe the probability that there is a gross error. This approach to modelling non-Gaussian PDFs has been suggested by Andersson and Järvinen (1999) . This extended analysis will be described in a later publication by the present authors.
Conclusions
The errors associated with the BL are highly variable and flow-dependent. This is largely due to variability in the presence, location and structure of the BL capping inversion. When an inversion is present it is important that the decoupling between the BL and FA air is fully represented in order to ensure the information from the observations is spread in the correct way. As in Fig. 3 but using the floating BL scheme instead of the standard scheme to include the positional error in the assimilation explicitly (seen as vertical error bars). Fig. 8 The distribution of the analysis error in the logarithm of the inversion pressure level for the floating scheme (grey bars) and the standard scheme (red stems). The standard deviation of the errors is 0.007 for the floating scheme and 0.009 for the standard scheme.
The flow-dependent structure of the BL background error statistics can be calculated from the spread in an ensemble of forecasts. This gives a description of the magnitude errors, but if positional errors are also present they need to be treated separately as otherwise they may result in a suboptimal analysis.
There is often a significant positional error associated with the background capping inversion due to its dependence on unresolved phenomena such as turbulence. If the positional error is not included in the assimilation scheme then the inversion in the analysis may be weakened, which can have a detrimental impact on subsequent forecasts.
We have demonstrated a simple 1D scheme for including the positional error explicitly in the variational assimilation. This scheme, referred to as the floating BL scheme, is seen to give an improved analysis of the inversion (compared to the standard scheme) when there is a gross error in background inversion height. However, due to the simplification of the Gaussian assumptions of the error in the background inversion height, the floating boundary-layer scheme does not perform so well for the small number of cases when the positional error is very small. Describing the background inversion error PDF as the sum of two Gaussians instead would be expected to improve the situation further, although further refinements would have to be made to capture the skewness shown in Fig. 2 .
The success of the floating BL scheme is dependent upon observations resolving the inversion, as otherwise, there is potential for the background to be shifted in the wrong direction. The scheme is also dependent upon the choice of the displacement function, D. D should be centred on the background inversion to allow the structure to be shifted coherently. The width of D must also be at least twice the distance of the expected displacement so that the model levels do not flip and cause the profile to be discontinuous and unrealistic. In the results given in Fig. 7 , D was chosen automatically from the background temperature profile so that it was equal to one in the region of the inversion. D then tended linearly to zero either side of the inversion.
