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の推定とその補正が本質的とたる．従って，一つの量丁（G；ル）の変動を可能な限り制御し，樟度良く
期待値を推定する方法が求められる．
 一般に，推定量の変動はその影響関数を通して大体の様相を把握することができる．いま，ある正則
条件のもとでT（G；伽）は，その影響関数〃（κ；G）を用いて
                     1n （！）            T（G；伽）＝一Σ”（X。；G）十〇ク（m’1’2）
                     m｛＝ユ
と表されたとする．ブートストラップ法を適用して期待値を推定するとき，影響関数の期待値は0であ
ることを利用すると上式は
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の期待値の推定にブートストラップ法を適用することと同じことにたる．（1）式と（2）式の違いは，（1）
式の漸近分散のオーダーが0（1／m）であるのに対して，（2）式の漸近分散のオーダーは0（1／m2）とな
るところにある．
 情報量規準EICの構成に於ける（2）式の利用は，北川（1991）によって指摘され数値的にその良さが
確かめられているが，理論的にもその有効性が示された．以上の考え方は，一般に予測誤差の推定問題
において，バイアス推定の変動をおさえる一つの方法として用いることができ，ここでは特に判別分析
に於ける誤判別率推定の問題に対して検討を行った．
                  参 考 文 献
Akaike，H．（1973）．Information theory and an extention of the maximum1ike1ihood princip1e，
  P70cee励m8s〆2ma〃広em〃。mαZ助刎φo∫5mm om∫物7mα肋m T加。ぴ（eds．B．N．Petrov and F．
  Csaki），267－281，Akademiai Kiado，Budapest．
北川源四郎（ユ991）．対数尤度のブートストラップについて，r時系列に関する推測の理論と応用」，共同研究
   レポート，No．31，175－179，統計数理研究所．
第60回日本統計学会（1992）．共通テーマ：ベイズ統計学の理論と応用（II），日本統計学会講演予稿集，
  255－271、
    Semimartinga1e Regression Mode1のノンパラメトリック推定
                                   吉 田 朋
次の分解を持つsemimartinga1e regression modelを考える．
        兄（才）＝Xゴ（O）十風（≠）十κ（≠）， 広∈［O，11， 5＝1，2，．．．，n，
広
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ここで，K（C）はindicator processで1とOの値をとる非増加Predictab1e process，Z（左）はPredict－
ab1eな。ovariate process，ろ（≠，2），o（τ，2）は［O，1］×児で定義された関数，m（∫，κ，2）は［0，1］x児＊
×児で定義された関数（児＊＝児一｛O｝），払は2乗可積分martinga1e，M戸は仏の連続martinga1e部
分，M戸はPure1ydiscontinuousな部分，μゴはX｛のj㎜pを表す［O，1］×児＊上のrandommeasure，”
は［O，1］x児＊上のrandom measureでμ｛の。ompensator，ソ。は児＊上の既知のmeasureである．
semimartinga1e regression model（1）はmu1tip1icative intensity mode1や，jumpのあるdiffusion
processを含んでいる．
 （Xゴ，K，Z｛），ク＝1，2，．．．は独立で同一の分布に従うとする．才∈［O，11，る∈児にたいして関数ろ，o，m
の汎関数
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舳，∫，・）一∬・（・，κ，・）肋）必， ∫⊂亙，
を時点
           ｛C夕；ノ＝0，1，．．．，凡｝， 0＝好＜κ＜…＜粥冗＝1，
で観測されたデータ
          ｛兄（刷，K（刷，Zゴ（C夕）；ゴ＝1，2，．．．，m，ブ＝O，1，．．．，M、｝
から推定したい．
 Rを幅〃。の区間の列に分割して，zが属する区間をムとする．
 データからつくられたrandom measureμ｛（・，z）を次のように定める．
       μ‘（［O，τ］×λ，z）＝Σ1｛Zゴ（C呉1）∈ム｝δ兄（げ〕＿xi（性、〕（λ），    λ∈丑（児）．
               〃チく’
 このrandom measureμ1（・，2）から々（玄，z），C（≠，z），M（広，∫，z）の推定量を構成し，その一致性，
漸近正規性等を示した．
               統計学の基礎方程式
                                    松 縄   規
 多変量観測量とそれに基づくノンパラメトリックた統計的モデルの間の統計的不確定性関係を与え
た．これから，パラメトリックの場合と同様にモデル分布が満たす統計基礎方程式，それを利用した最
小不確定性分布としての多変量指数分布モデルを誘導した：
 ランダム行列λから生成されるか次元利ベクトル1（∠）。〉が測度空間（”，”，μ）上で定義されて
いるものとする．またく（λ）尾1＝（1（五）尾〉）±とする．夕＝｛Pλ｝で多変量ノンパラメトリックモデルの分
布族を表す．Pλはλに従属しない隠れたパラメータλを含んでもよい．μはμに関し絶対連続で
力（λ；λ）をその密度関数，の（λ；λ）を観測対象の行列値関数，Ψ（λ；λ）でその行列値近似関数，∠
…」（λ；λ）＝0（λ；λ）一Ψ（λ；λ）で観測誤差を表す．モデルの持つデータの記述能力に関してλ
に関する性能比強度8＝∂1n力（λ；ノ1）／∂凶を考える．力（∠；λ）は観測値に基づいて構成可能であり，若
干の正則条件を満たすものとする．次の；（1）観測誤差，（2）観測機構（＝モデル），（3）それらの間の
相互作用；の諸量に関する平均誤差変動が存在すると仮定する：
