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パラメトリックな離散無記憶情報源に対するユニバーサル符号としては，事前分布
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は離散の場合の漸近的冗長度性能は Clarke&Barron によって精密な解析が与えられ
ている． 
しかしながら，パラメータ集合が特異なクラスの場合については我が国の研究者に
よるものを除くと研究がない。 
最初に問題提起をした Takahashi に続き，より具体的な自己相似測度に従う場合に
対して，橋本が上界を，久富が下界を与え結果として一次冗長度性能が（レニー情報
次元）×1/2 log n となることを示した。一方、松上は情報源データを生成するパラ
メータが動的なシステムの出力過程に従うと考えパラメータが未知の事前分布に従
ってランダムに生成されるような無記憶情報源モデルを提案した。 
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構成法を簡素化した。さらに粗く設定されていたエルゴート性に関する仮定を緩和し 
その下でその符号が過去のサンプル過程の観測数に応じて 1 次冗長度性能を改善す
ることを，特に特異事前分布の場合に示した． 
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第 1章
はじめに
パラメトリックな離散無記憶情報源に対するユニバーサル符号としては，事前分布を
用いて構成するベイズ符号を用いる方法が有名であり，パラメータ集合が絶対連続ある
いは離散の場合の漸近的冗長度性能は Clarke&Barron[1]によって精密な解析が与えられ
ている．しかしながら，文献ではパラメータ集合が特異なクラスの場合については考察
されていない．
　最初に特異事前分布を用いた場合の無歪ユニバーサル符号化問題を考察したのはTakahashi[2]
であり，橋本 [4]はパラメータが特異の中でも自己相似測度に従う場合を考察し，その場
合には（Re´nyi情報次元）× 1=2 log nという形で上界できることを示唆し，久冨 [5]が橋
本の上界をより明確化した．さらに下界も同時に与え，両者がタイトであることを示し
た．
　松上 [8]は情報源データを生成するパラメータは動的なシステムの出力過程に従って変
動するモデルを考えた．非線形システム論によるとシステムの出力値の集合は離散でも
絶対連続でもない場合がある．この場合出力分布は仮定できるとしても未知とする場合
が有用であろうと考え，未知の事前分布をそれに基づいて生成されたデータ列から推定
し，それに基づいて符号化する方法を考察した．その結果，いくつかの仮定の下でその
符号が過去のサンプル過程の観測数に応じて 1次冗長度性能を改善することを，特に特
異事前分布の場合に示した．
　本稿では，松上と同様に，未知の事前分布に基づいて生成されたデータから推定した
事前分布を用いた符号化を考察するが，符号構成法を改善し，その上でいくつかの仮定
を整理し，冗長度解析をより簡潔かつ精緻なものにする．
　本稿の構成は以下の通りである．第 2章では，特異事前分布のモデルとしてのマルコ
フフラクタル測度について述べ，特にその上の Re´nyi情報次元を定義する．第 3章では，
既知のマルコフフラクタル事前分布に基づくベイズ符号の漸近的冗長度の既存研究につ
いて述べる．第 4章では，推定した事前分布に基づくベイズ符号を提案し，マルコフフ
ラクタル事前分布である場合の冗長度解析を行う．
2
第 2章
マルコフフラクタル集合
この章では，特異集合の１つとしてマルコフフラクタル集合を定義する．そして，その
測度としてマルコフフラクタル測度を定義するとともにフラクタル次元として Re´nyi情
報次元を定義する．
2.1 マルコフフラクタル集合
任意の有界集合を S  Rd (S , )，いくつかの状態をとり得る状態集合をMとする．
初期状態 i 2 Mに付随する相似変換をWi，その縮小率を  1i とする．それ以降はマルコ
フ過程を持ち，1つ前の状態 i 2 Mから状態 j 2 Mへの遷移に付随する相似変換をWi j，
その縮小率を  1i j とする．
次に，集合列 fSkgを以下のように定義する．
S1 =
]
b1
Wb1(S) (2.1)
S2 =
]
b1;b2
Wb1Wb1b2(S) (2.2)
:::
Sk =
]
b1;b2;:::;bk
Wb1Wb1b2   Wbk 2bk 1Wbk 1bk(S) (2.3)
k ! 1とした極限集合Skをマルコフフラクタル集合と呼ぶ．この集合S1は，状態集合
M = f1; : : : ;mg上の有限ならびに無限系列の集合Mに写像できる．また，8 2 S1に対
して系列 b() = b1b2    b1 2 Mが対応する．したがって，集合 S1での確率測度を と
すれば，写像  ! b()によって状態集合M上の確率測度 が誘導される．
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上記の定義のもとで以下に状態数がm = 2個である場合のマルコフフラクタル集合を
示す．
図 2.1: マルコフフラクタル集合 (m = 2の場合)
2.2 マルコフフラクタル測度
任意の集合 A  Rdに対して，初期状態での確率測度を (A)，それ以降の状態 b1での
確率測度を (b1)(A)とするとき，これらは以下のような再帰関係式を満たす．
(A) =
X
b1
pb1
(b1)(W 1b1 A) (2.4)
(b1)(A) =
X
b2
pb1b2
(b2)(W 1b1b2A) (2.5)
上記の確率測度 をマルコフフラクタル測度と呼ぶ．
2.3 典型集合
マルコフフラクタル測度 に対応する集合M上の確率測度 がエントロピーH1()
をもつ定常エルゴード過程であるとする．の典型集合 Ak を以下で定義する．
Ak =
(
bk1 :
 1k log (bk1)   H1()
 < ) (2.6)
また，bk1 = b1b2  bk 2 Ak を典型系列と呼ぶ．
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2.4 Re´nyi情報次元
以降では，マルコフフラクタル集合 S1を単に集合 Sと記述する．パラメータ を中
心とする半径 のユークリッド球 B(; )を考え，B(; ) =
n
y 2 Rd : ky   k
o
と定義す
る．次にS上の確率分布に対して確率 ほどを除いた確率被覆に関する次元 dim()Sを定
義する．これは被覆できない部分の確率が 以下となる最小数 Nmin個のユークリッド球
B(; )に対する情報レートとして以下のように定義される．
　 8 > 0に対して，
dim()S = lim
#0
logNmin
log  1
(2.7)
Nmin = fN :9 i 2 S  Rd; ([Ni=1B(i; ))  1   g (2.8)
ここで，典型集合 Ak() に対して，Nmin  ]Ak() と書ける．また，確率測度 に関する期
待値を Eと書き，
k() =
 log  1
(1   )E log 1b1b2

(2.9)
と定義すると，以下の上界の式が成り立つ．
lim
#0
dim()S  lim
#0
lim
#0
log ]Ak()
log  1
(2.10)
 lim
#0
lim
#0
k()fH1() + g
log  1
(2.11)
< lim
#0
H1() + 
(1   )E log 1b1b2
(2.12)
=
H1()
E log 1b1b2
(2.13)
式（2.13）がマルコフフラクタル測度での Re´nyi情報次元 ()となる．下界の評価も上
界と同様にできる．
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図 2.2: マルコフフラクタル測度の (1   ")被覆
第 3章
既知の事前分布に基づくベイズ符号とそ
の冗長度解析
この章では，既知の事前分布に基づくベイズ符号とその冗長度解析の既存研究につい
て述べる．その中でも，文献 [1]における議論が基本となっているため，それに沿って必
要な仮定や条件を述べた上で，本研究でも用いる補題や既存研究の結果について述べる．
3.1 冗長度
アルファベット集合を ，パラメータ集合を  Rdとし，パラメータ  2 における
長さ nのデータ xn 2 nの確率分布を p(xnj)とする．パラメータの事前分布を w()とす
ると，ベイズ混合分布m(xn)はm(xn) =
R

p(xnj)w()dと表される．この負対数をとった
  logm(xn)がベイズ符号の符号長であり，この符号長から真のパラメータ 0における符
号長   log p(xnj0)を差し引いたものを冗長度 Rと定義する．
R =   logm(xn)   f  log p(xnj0)g (3.1)
3.2 Clarke&Barron理論からの準備
文献 [1]を参考にして，以下に正則条件を定義していく．
条件 1.
確率分布 p(xj)がほとんど全てのデータ xに対して真のパラメータ 0で２階微分可能で
ある．また 1から dまで取りうる変数 j; kにおいて  > 0が存在し，次式が成り立つ．
E sup
k 0k<
 @2
@ j@k
log p(Xj)2 < 1 (3.2)
E
 @
@ j
log p(Xj0)
2 < 1 (3.3)
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条件 2.
0におけるダイバージェンス D(p(xj)jjp(xj0))について に関する 2次導関数
J0 = J(0) =
"
@2
@ j@k
D(p(xj)kp(xj0))
#
j;k=1d
(3.4)
が存在する．
条件 3.
w(・jXn)を Xnが与えられたもとでの の事後確率とするとき，次式が成り立つ．
Pnfw(Nc jXn) > g = o(1= log n) (3.5)
その他，経験情報行列を
J = J
() =  
"
1
n
@2
@ j@k
(log p(Xnj))
#
j;k=1d
(3.6)
平均スコア関数，規格化スコア関数を
l0n(0) =
1
n
r log p(Xnj0); S n(0) =
p
nl0n (3.7)
と定義する．すると，最尤推定量 ˆはぼぼ以下の式で表現できる．
ˆ = 0 + J 10 l
0
n(0) (3.8)
真のパラメータ 0を中心とし，半径 のフィッシャー情報球 Nを次式のような の集ま
りと定義する．
N(n) = N(0; (n)) = f : j   0j  (n)g (3.9)
ただし，j   0j2 = j   0j2J0 = j   0j
T J0 j   0j
(n) = n 
1
2+oP(1)
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さらに，任意の 0 < " < 1;  > 0において，次の典型的な事象 An; Bn;Cnを定義する．
An(; ") =
(Z
Nc
p(Xnj)w()d  "
Z
N
p(Xnj)w()d
)
(3.10)
Bn(; ") =
n
(1   ")(   0)T J0 (   0)
 (   0)T J˜ (   0)
 (1 + ")(   0)T J0 (   0);
for all ; ˜ 2 N
o
(3.11)
Cn() =

l0n(0)
T J 10 l
0
n(0)  2
	
(3.12)
Anは近傍 Nの事後確率が少なくとも 1=(1 + ")であるようなデータ xnの集合である．
Bnは経験情報行列がダイバージェンスの 2次導関数行列を用いて上下界される事象であ
る．
Cnは平均スコアのノルムがほぼ 0である事象である．
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仮定 1. （S の分離条件）
を中心とする半径 uの球の内部を B(; u)とする．各 0 2 に対して M = f1; :::;mgに属
する数列 fbkg1k=1を (8k)
 
0 2 Wb1 :::WbkS
となるように定め，相似変換により常に 0の方
向へ遷移する場合，以下の kが有限であると仮定する．
k = sup
u
(
sup
02S

inf

k : B(; u) \ S  Wb1 :::WbkS
	
  sup k : B(; u) \ S  Wb1 :::WbkS 	) (3.13)
右辺の第一項は S の縮小領域が 0の近傍を含む最大の縮小回数を表し，第二項は S の縮
小領域が 0の近傍に含まれる最小の縮小回数を表す．kはその両者の差の最大値を表し
ている．
補題 1.
正則条件の下で，任意の 0 < " < 1;  > 0に対して，
m(xn)
p(xnj0)  (1 + ")  e
f 12(1 ")S Tn J 10 S ng 
Z
N(n)
w(d) (3.14)
また，
m(xn)
p(xnj0)  e
f 12(1+")S Tn J 10 S ng  e  n"22(1+") (n)2 
Z
N(n)
w()d (3.15)
が成り立つ．
補題 2.
正則条件の下で，任意の連続事前分布 w()に対して次式が成り立つ．
  log
Z
N
w(d)  d
2
log n + oP(log n) (3.16)
補題 3.
正則条件と仮定 1の下で，特異事前分布 ws()に対して次式が成り立つ．
  log
Z
N
ws(d)  ()2 log n + oP(log n) (3.17)
ここでは，以下の stochasticオーダーを用いた．
Yn = oP( f (n)); as n! 1, (8)

lim
n!1 P(jYnj <  j f (n)j) = 1

(3.18)
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3.3 既存の結果
定理 1. [1]
正則条件の下で次式が成り立つ．
lim
n!1
 
  log m(x
n)
p(xnj0)  
d
2
log
n
2
+
1
2
S Tn J
 1
0
S n
!
= log
1
w()
+
1
2
log det J0 (3.19)
定理 2. [6]
正則条件と仮定 1の下で，事前分布 w()がマルコフフラクタル事前分布であるとすると
次式が成り立つ．
lim
n!1
(
1
log n
 
  log m(x
n)
p(xnj0)  
()
2
!)
= 0 (3.20)
第 4章
事前分布の推定に基づくベイズ符号とそ
の冗長度解析
この章では，既存研究とは異なり，パラメータが事前分布に従い非定常に変化する場
合を考えていく．はじめに問題設定を述べ，その後にいくつかの仮定をおいた上での冗
長度解析を行う．
4.1 問題設定
確率モデルを指定するパラメータ集合  Rd上にある力学系 i+1 = f (i)に従って，未
知のパラメータ列 i 2  (i = 1; 2;    ; k)が生成され，この力学系は可測な集合A  に
対してパラメータの観測数 kが十分大きいとき以下のエルゴード性が満たされると仮定
する．
lim
k!1
1
k
kX
i=1
1fi 2 Ag ! w(A) (4.1)
未知のパラメータ iそれぞれに対して長さ lのデータXl(i)  p(xlji) =
Ql
j=1 p(x jji)を観測
したとき，観測したデータから最尤推定量 ˆi(Xl(i))が得られるもととする．，無情報事前分布
として Jereys事前分布wJ()を用いた場合のベイズ混合分布をms(xn) =
R

p(xnj)ws()d
と表記し，特異事前分布 ws()を用いた場合も同様に表記することにする．
　そして，データ列 xl(1); xl(2);    ; xl(k)に基づく，新たなデータ列 xnの確率推定量 mˆ(xn)を
以下のように定義する．
mˆ(xn) = (1   (k))1
k
kX
i=1
mJ(xnjxl(i)) + (k)mJ(xn) (4.2)
このとき，0  (k)  1はデータ列数 kの単調減少関数であり，詳しくは後に定義する．
12
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　この確率推定量を用いると，評価したい冗長度 Rは以下のような関数となる．
R =   log
8>><>>:(1   (k))1k
kX
i=1
mJ(xnjxl(i))
p(xnj0) + (k)
mJ(xn)
p(xnj0)
9>>=>>; (4.3)
4.2 主定理
冗長度の第 1項の極限は以下のように上下界できる．
定理 3.
正則条件とエルゴード性のもとで，データ長 l; nに関して漸近的に以下の不等式が成立
する．
lim
k!1
1
k
kX
i=1
mJ(xnjxl(i))
p(xnj0)
(1 + )2e 22(1+)
 
l + n
l
! d
2+oP(1)
(
2(1   2   2)(l + n)   (1 + ) l
4(1   2)(l + n)
)  d2
 exp
(
(1   2   2) n
2(1   )f(1   2   2)(l + n)   (1 + ) lgS
T
n J
 1
0
S n
)

Z
N(l)(0)
ws(d) (4.4)
同様に，以下の不等式も成立する．
lim
k!1
1
k
kX
i=1
mJ(xnjxl(i))
p(xnj0)
 e
2
(1+)
(1 + )
 
l + n
l
! d
2+oP(1)
(
(1 + 2   2)(l + n)   (1   ) l
(1   2)(l + n)
)  d2
 exp
(
(1 + 2   2) n
2(1 + )f(1 + 2   2)(l + n)   (1   ) lgS
T
n J
 1
0
S n
)

Z
N(l)(0)
ws(d) (4.5)
証明.
lim
k!1
1
k
kX
i=1
mJ(xnjxl(i))
p(xnj0) = limk!1
1
k
kX
i=1
X
xl
mJ(xnjXl)p(Xlji)
p(xnj0) (4.6)
!
X
xl
Z

mJ(xnjxl)
p(xnj0) p(x
lj) ws()d (4.7)
=
X
xl
mJ(xnjxl) ms(xl)
p(xnj0) (4.8)
=
X
xl
p(xlj0; xn) 
ms(xl)
p(xl j0)
mJ(xl)
p(xl j0)
 mJ(x
lxn)
p(xlxnj0) (4.9)
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これを補題１，２を用いて上界すると，X
xl
p(xlj0; xn) 
ms(xl)
p(xl j0)
mJ(xl)
p(xl j0)
 mJ(x
lxn)
p(xlxnj0)

X
xl
p(xlj0; xn) 
(1 + )e
1
2(1 )S
T
l J
 1
0
S l
R
N(l)(0)
ws(d)
e 
l2
2(1+) (l)
2
e
1
2(1+)S
T
l J
 1
0
S l
R
N(l)(0)
wJ(d)
 (1 + )e 12(1 )S Tl+nJ 10 S l+n
Z
N(l+n)(0)
wJ(d)
(4.10)
=
X
xl
p(xlj0)  e

1 2 S
T
l J
 1
0
S l  e 12(1 )S Tl+nJ 10 S l+n  (1 + )2e 22(1+)
 
l + n
l
! d
2+oP(1) Z
N(l)(0)
ws(d) (4.11)
となる．ここで，
S Tl+nJ
 1
0
S l+n 
 
1p
l + n
r log p(xlxnj0)
!T
J 10
 
1p
l + n
r log p(xlxnj0)
!
=
(
1p
l + n
r

log p(xlj0) + log p(xnj0)
)T
J 10
(
1p
l + n
r

log p(xlj0) + log p(xnj0)
)
=
0BBBBB@r ll + nS l +
r
n
l + n
S n
1CCCCCAT J 10
0BBBBB@r ll + nS l +
r
n
l + n
S n
1CCCCCA
であることより，簡単のために，
Z B J 
1
2
0
S l
W B J 
1
2
0
S n
と置くと，式 (4.11)は，X
xl
p(xlj0)  e

1 2 S
T
l J
 1
0
S l  e 12(1 )S Tl+nJ 10 S l+n  (1 + )2e 22(1+)
 
l + n
l
! d
2+oP(1) Z
N(l)(0)
ws(d)
=
Z
1p
2d
e 
1
2Z
TZ  e 1 2 ZTZ  e 12(1 ) ( ll+nZ+ nl+nW)T( ll+nZ+ nl+nW)dZ  (1 + )2
 
l + n
l
! d
2+o(1) Z
N(l)(0)
ws(d)
(4.12)
と書ける．ここで更に以下のように置くとすると，
 =

1   2
 =
1
2(1   )
 =
r
l
l + n
¯ =
r
n
l + n
(4.13)
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式 (4.12)の積分部は，ガウス積分を用いることにより，Z
exp
8>>><>>>: 12ZTZ + 1   2ZTZ + 12(1   )
0BBBBB@r ll + nZ +
r
n
l + n
W
1CCCCCAT 0BBBBB@r ll + nZ +
r
n
l + n
W
1CCCCCA
9>>>=>>>;dZ
=
Z
exp
(
 1
2
(1   2( + 2))ZTZ + (2ˆ)WTZ + ˆ2WTW
)
dZ (4.14)
=
p
2d  det (1   2( + 2))I  12  exp( (2ˆ)2
2
 1
1   2( + 2) + ¯
2
!
WTW
)
(4.15)
となる．この指数部を計算すると，
(2ˆ)2
2
 1
1   2( + 2) + ¯
2 =
(1   2)¯2
1   2   22 (4.16)
=

1   21 2

n
2(1 )(l+n)
1   21 2

  l22(1 )(l+n)
(4.17)
=
(1   2   2) n
2(1   )f(1   2   2)(l + n)   (1 + ) lg (4.18)
となることより，式 (4.15)は，
p
2d  det (1   2( + 2))I  12  exp( (2ˆ)2
2
 1
1   2( + 2) + ¯
2
!
WTW
)
=
(
2(1   2   2)(l + n)   (1 + ) l
4(1   2)(l + n)
)  d2
 exp
(
(1   2   2) n
2(1   )f(1   2   2)(l + n)   (1 + ) lgW
TW
)
(4.19)
となる．したがって式 (4.11)は，Z
1p
2d
e 
1
2Z
TZ  e 1 2 ZTZ  e 12(1 ) ( ll+nZ+ nl+nW)T( ll+nZ+ nl+nW)dZ  (1 + )2
 
l + n
l
! d
2+o(1) Z
N(0)
ws(d)
=(1 + )2e
2
2(1+)
 
l + n
l
! d
2+oP(1)
(
2(1   2   2)(l + n)   (1 + ) l
4(1   2)(l + n)
)  d2
 exp
(
(1   2   2) n
2(1   )f(1   2   2)(l + n)   (1 + ) lgS
T
n J
 1
0
S n
)

Z
N(l)(0)
ws(d) (4.20)
となる．
下界の証明も同様の計算によって得られる． 
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4.3 冗長度解析
以降は l = nとして議論を行っていく．初めに (k)の定義を行う．
定義 1. （(k)の定義）
(k)を以下のように定義する．
(k) = e 
k
k0 (4.21)
ただし，k0 2 Nは以下の条件を満たすように定める．
Pr
0BBBBBBBBB@9k0  k0;

1
k0
Pk0
i=1
mJ(xn jxl(i))
p(xn j0)
Ep(xl j)
mJ(xn jXl)
p(xn j0)
  1
 >
1
2
1CCCCCCCCCA = oP(1) (4.22)
および，ある  > 0に対して，
k0  e
 d 
2 +

log n (4.23)
を満たす．
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データ列数 kの値によって場合分けをして冗長度解析を行うと以下のような漸近的表
現が得られる．
k  k0の場合
R =   log
8>><>>:(1   (k))1k
kX
i=1
mJ(xnjxl(i))
p(xnj0) + (k)
mJ(xn)
p(xnj0)
9>>=>>; (4.24)
=   log (1   (k))1
k
kX
i=1
mJ(xnjxl(i))
p(xnj0)   log
0BBBBBBBBB@1 + (k)
mJ(xn)
p(xn j0)
(1   (k)) 1k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
1CCCCCCCCCA (4.25)
ここで，
 =
(k) mJ(x
n)
p(xn j0)
(1   (k)) 1k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
(4.26)
と置くと，テーラーの定理より
log(1 + ) =    1
2
()2; (0 <  < 1) (4.27)
であるので，式 (4.22)と定理 3を用いて以下のように計算できる．
Ep(xl j)
log(1 + )     1
2
Ep(xl j)2
=
1
2
 
(k)
1   (k)
!2
 Ep(xl j)
0BBBBBBBBB@
mJ(xn)
p(xn j0)
1
k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
1CCCCCCCCCA
2
 1
2
 
(k)
1   (k)
!2
 4
0BBBBBBBBB@
mJ(xn)
p(xn j0)
Ep(xl j)
mJ(xn jxl(i))
p(xn j0)
1CCCCCCCCCA
2
 1
2
 
(k)
1   (k)
!2
 4e( d) log n
! 0 (4.28)
従って，
R =   log (1   (k))1
k
kX
i=1
mJ(xnjxl(i))
p(xnj0)   log
0BBBBBBBBB@1 + (k)
mJ(xn)
p(xn j0)
(1   (k)) 1k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
1CCCCCCCCCA
   log 1
k
kX
i=1
mJ(xnjxl(i))
p(xnj0) (4.29)
 
2
log n + oP(log n) (4.30)
となる．
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k  e log nの場合
R =   log
8>><>>:(1   (k))1k
kX
i=1
mJ(xnjxl(i))
p(xnj0) + (k)
mJ(xn)
p(xnj0)
9>>=>>; (4.31)
=   log (k) mJ(x
n)
p(xnj0)   log
0BBBBBBBBB@1 + (1   (k))
1
k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
(k) mJ(x
n)
p(xn j0)
1CCCCCCCCCA (4.32)
同様に，
 =
(1   (k)) 1k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
(k) mJ(x
n)
p(xn j0)
(4.33)
と置くと，式 (4.23)と定理 3を用いて，
log(1 + 0)   0  1
2
 
1   

!2
 1
4
e(d ) log n (4.34)
! 0 (4.35)
と計算できる．ここでは以下の関係を用いた 
1   

!
e
d 
2 log n  (1   )e d 2 log n (4.36)
 k
k0
e
d 
2 log n (4.37)
 ke  log n (4.38)
従って，
R =   log (k) mJ(x
n)
p(xnj0)   log
0BBBBBBBBB@1 + (1   (k))
1
k
Pk
i=1
mJ(xn jxl(i))
p(xn j0)
(k) mJ(x
n)
p(xn j0)
1CCCCCCCCCA
   log mJ(x
n)
p(xnj0) (4.39)
 d
2
log n + oP(log n) (4.40)
となる．
第 5章
まとめ
本稿では，パラメータが事前分布に従い非定常に変化するという問題設定上で，新た
なベイズ符号を提案し，その符号が過去のデータ列数に応じて１次冗長度性能を改善す
ることを，特にマルコフフラクタル事前分布に対して示した．
　今後の課題としては，冗長度解析を行う際に事前分布のクラスが分からないといけな
いことや，データ長に関する条件がない場合についての議論などが挙げられる．
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