Recently, deep-networks-based hashing (deep hashing) has become a leading approach for large-scale image retrieval. It aims to learn a compact bitwise representation for images via deep networks, so that similar images are mapped to nearby hash codes. Since a deep network model usually has a large number of parameters, it may probably be too complicated for the training data we have, leading to model over-fitting. To address this issue, in this paper, we propose a simple two-stage pipeline to learn deep hashing models, by regularizing the deep hashing networks using fake images. The first stage is to generate fake images from the original training set without extra data, via a generative adversarial network (GAN). In the second stage, we propose a deep architecture to learn hash functions, in which we use a maximum-entropy based loss to incorporate the newly created fake images by the GAN. We show that this loss acts as a strong regularizer of the deep architecture, by penalizing low-entropy output hash codes. This loss can also be interpreted as a model ensemble by simultaneously training many network models with massive weight sharing but over different training sets. Empirical evaluation results on several benchmark datasets show that the proposed method has superior performance gains over state-of-the-art hashing methods.
Introduction
Hashing methods are widely-used in large-scale image retrieval due to their excellent efficiency in both storage and computation. Recently, much effort has been devoted to deepnetworks-based hashing (deep hashing for short) methods for image retrieval (e.g., [Xia et al., 2014; Lai et al., 2015; Zhao et al., 2015; Li et al., 2015; Liu et al., 2016] ), which use deep networks to learn similarity-preserving hash functions that encode similar images to nearby binary hash codes.
Since a deep hashing model usually has millions (or even billions) of parameters, to train such a model, we may probably face the so-called "high variance" issue, i.e., the model is too complicate for the amount of training data we have, making the model be prone to over-fitting. To address this issue, in this paper, we propose a simple yet effective two-stage pipeline to improve the performance of deep hashing in favor of a generative adversarial network (GAN). The key idea is to regularize deep hashing networks using fake images produced by the GAN. Specifically, as shown in Figure 1 (a), in Stage 1, we use the GAN to generate extra fake images from the original training set. In Stage 2, we develop a deep architecture that leverages the original training images and the newly generated fake images to learn similarity-preserving hash functions. As shown in Figure 1 (b), the proposed architecture for hashing consists of two "parallel" networks. These networks have a shared convolutional sub-network that maps an input image to an approximate hash code, where this subnetwork consists of stacked convolution layers, followed by a fully connected layer with sigmoid activations that generate approximate hash codes. Through the top network in Figure  1 (b), a fake image is encoded to an approximate hash code. We define a maximum-entropy based loss that regularizes the deep architecture by penalizing low entropy distributions defined on the output hash codes of the fake images. In the bottom network in Figure 1 (b), with triplets of the original training images as input, we use a triplet loss [Lai et al., 2015] to preserve relative similarities among the original training images.
We conduct comprehensive evaluations on three benchmark datasets for image retrieval. The evaluation results show that the proposed hashing method, in favor of the regularizer defined on the fake images created by GAN, outperforms the state-of-the-art baselines for hashing.
Related Work

Hashing Methods based on Deep Networks
This paper focuses on learning-based hashing for image retrieval, which aims to learn a compact binary representation for images from the training data. Depending on whether using side information in the learning process, learning-based hashing methods can be roughly divided into unsupervised, supervised and semi-supervised methods.
Unsupervised methods (e.g., SH [Weiss et al., 2009] The proposed deep architecture for hashing in Stage 2. It consists of two "parallel" networks, which share the same convolution sub-network to capture image representations and generate approximate hash codes. Through the top network, a GAN-generated fake image is encoded to an approximate hash code. Then a maximum-entropy loss is defined to minimize the distance between this hash code and the "virtual" hash code (0.5, 0.5, ..., 0.5) T , which acts as a regularizer of the deep architecture. Through the bottom network, a triplet of the original training images are encoded to a triplet of approximate hash codes. Then a triplet loss is defined on these hash codes to preserve relative similarities among the images.
pairwise similarities, or relative similarities of images) to learn better bitwise representations. The early supervised or semi-supervised hashing methods (e.g.,MLH [Norouzi and Blei, 2011] , KSH [Liu et al., 2012] , FastH [Lin et al., 2014] , SSH [Wang et al., 2010] ) usually use hand-crafted visual features as the image representations, followed by projection and/or quantization to generate hash codes.
In the past few years, with the dramatic progress of deep neural networks in various computer vision tasks, deep hashing has become an emerging stream of supervised hashing methods. Some deep hashing methods have been proposed. For example, Xia et al. [Xia et al., 2014] proposed a twostage method that firstly learns approximate hash codes from pairwise similarities of images, and then uses deep convolutional networks to learn both hash functions and image representations based on the learned approximate hash codes. Lai et al. [Lai et al., 2015] proposed a one-stage method that simultaneously learns image representations and hash codes via a carefully designed deep convolutional network. Zhao et al. [Zhao et al., 2015] proposed a ranking-based hashing method that learns hash functions of preserving multilevel semantic similarities between images, via deep convolutional networks. Li et al. [Li et al., 2015] proposed a deep hashing method to perform simultaneous feature learning and hash coding for applications with pairwise labels. Liu et al. [Liu et al., 2016] proposed a deep supervised hashing method that takes image pairs as training inputs and encourages the output of each image to approximate discrete values (e.g. +1/-1).
Generative Adversarial Networks
Generative adversarial networks (GANs) [Goodfellow et al., 2014] simultaneously learn a generator and a discriminator contesting with each other in a zero-sum game framework, where the discriminator tries to distinguish between real samples and the samples generated by the generator, and the generator produces samples to cheat the discriminator. The GANs are first proposed in [Goodfellow et al., 2014] . In the past few years, many variants of GANs are proposed (e.g., [Radford et al., 2015; Chen et al., 2016; Salimans et al., 2016] ).
GANs are largely employed in unsupervised and semisupervised learning for visual classification tasks, in which the extra samples (e.g., images) generated by GANs are leveraged to improve the learning performance. For example, in [Salimans et al., 2016] , the samples produced by GANs are regarded as an extra class of samples, and then merged with the original training data for training. Zheng et al. [Zheng et al., 2017] leveraged the GAN-generated samples by the label smoothing regularizer. Some recent research has employed GANs to cross-modal retrieval. For example, Wang et al. proposed an adversarial framework for cross-modal retrieval, in which a feature projector tries to generate a modality-invariant representation to confuse the modality classifier, and the modality classifier tries to discriminate between different modalities based on the generated representation. While GANs are employed in various visual tasks, little effort has been made in GANs for hashing.
The Proposed Approach
We denote I as the image space. The task of learning-based hashing for images is to learn a mapping function F : I → {0, 1} n such that an input image I ∈ I can be mapped to an n-bit binary code F (I), where the similarities among images are preserved in the Hamming space.
The proposed approach has two stages. Stage 1 is to generate fake images from the original training set, by the deep convolutional generative adversarial networks (DC-GAN) [Radford et al., 2015] . Stage 2 is to train a deep architecture for hash coding, which leverages the original training images and the newly created fake images.
Stage 1: Generate fake Images Using DCGAN
A Generative adversarial network (GAN) [Goodfellow et al., 2014] consists of a generator and a discriminator contesting with each other in a zero-sum game framework. The goal of the discriminator is to tell whether a sample is drawn from true data distribution or generated by the generator, while the generator is optimized to generate samples that are not distinguishable by the discriminator.
In Stage 1 of the proposed approach, we use the deep convolutional generative adversarial network (DCGAN) [Radford et al., 2015] to generate fake images from the original training set. Specifically, we adopt the network architecture in [Radford et al., 2015] . In the generator G, a 100-dimensional input z (sampled from uniform distributions) is projected to a convolution representation with 1024 feature maps in the size 4 × 4. Then, by a series of four fractionallystrided convolution layers, this representation is converted to an output image G(z) with c × c pixels. Each of the four fractionally-strided convolution layers is followed by a rectified linear unit and batch normalization [Ioffe and Szegedy, 2015] . The input to the discriminator D is an image x from the original training set or an image x = G(z) generated by the generator. Then, through four convolution layers and a fully connected layer with sigmoid activations, the discriminator outputs a binary prediction (i.e., real or fake) of the input image. During training, the generator G and the discriminator D play the two-player min-max game with the value function V (G, D) in Eq. (1).
where x is sampled from the training set, z is sampled from the uniform distributions.
With the generator/discriminator being trained, we can use the generator to create fake images as input to Stage 2. Some generated samples are shown in Figure 2. (a) (b) NUS-WIDE (c) CUB-200-2011 Figure 2: Examples of fake images generated by DCGAN.
Stage 2: Train a Deep Architecture for Hashing
The proposed deep architecture in Stage 2 consists of three main building blocks: (1) convolutional sub-network that encodes images to approximate hash codes; (2) triplet loss that preserve relative similarities among the original training images; (3) maximum-entropy based loss defined on the fake images, which works as a regularizer in training the deep architecture. In the following, we will present the details of these parts, respectively.
Convolutional Sub-Network
As shown in Figure 1 (b), the proposed deep architecture consists of two "parallel" networks. These networks have a shared convolutional sub-network whose role is to capture discriminative image representations and convert an input image to an approximate hash code. This convolutional sub-network is based on the architecture of GoogLeNet [Szegedy et al., 2015] , which converts an input image to a 1024-dimensional feature vector. On top of this feature vector, we add a fully connected layer with sigmoid activations, to generate an n-dimensional approximate hash code, each of whose elements is in the range [0, 1]. In prediction, one can easily convert this approximate hash code to an n-bit binary code by quantization. Specifically, let v be the output vector of the sigmoid activations (i.e., the approximate hash code), one can obtain the binary code b by:
where b i (v i ) is the i-th element in b (v), respectively.
Triplet Loss for Original Training Images
For ranking-based image retrieval, users mainly focus on the top-k images returned by the retrieval systems. In such scenarios, it is a common practice to preserve relative similarities of the form "image I is more similar to image I + than to image I − ". To learn hash codes that preserve such relative similarities, the triplet ranking loss has been proposed in the existing hashing methods [Lai et al., 2015] . Specifically, for a triplet of images (I, I
+ , I − ) that I is more similar to I + than to I − , we denote the real-valued approximate hash code for I, I
+ and I − as v(I), v(I + ) and v(I − ), respectively. The triplet ranking loss function is defined as:
where m n is the margin parameter depending on the hash code length n, ||.|| 2 is the 2 norm. Note that the triplet loss in (3) is designed for singlelabel data. To support multi-label image retrieval, in this paper, we use the weighted triplet loss [Lai et al., 2016] for multi-label images. Concretely, for two multi-label images I a and I b , the similarity between I a and I b , denoted by sim(I a , I b ), is defined as the number of shared labels between I a and I b . Hence, for a triplet (I, I
+ , I − ) that sim(I, I + ) > sim(I, I − ), the weighted triplet loss is defined as:
where tri is defined in (3). It can be verified that this weighted triplet ranking loss is convex, which can be easily integrated in back propagation in neural networks.
Maximum-Entropy Based Loss for Fake Images
For each of the fake images created by the DCGAN in Stage 1, we assign a "virtual" hash code, a real-valued vector with all the elements being 0.5. Then, for a fake input image I, we define a loss function which minimizes the distance of the output approximate hash code v(I) and the "virtual" hash code c. Specifically, the loss function is defined as:
where c = (0.5, 0.5, ..., 0.5) T and ||.|| 2 is the 2 norm. Interpretation as a Maximum-Entropy Regularizer The loss in Eq. (5) can be regarded as a regularizer of the deep architecture, which penalizes low-entropy output (approximate) hash codes of the fake images. The deep architecture produces a conditional distribution P (b(I)|I; Θ) over the binary code b(I) given an input image I. For any i, j ∈ {1, 2, ..., n}(i = j), we assume the values of b(I) i and b(I) j are independent to each other. Then we have:
The entropy of the condition distribution P (b(I)|I; Θ) is defined as:
it can be verified that the entropy H(p(b(I)|I; Θ)) is maximized if and only if v i = 0.5 (i = 1, 2, ..., n).
Based on the above observations, the loss function in Eq. (5), which minimizes the distance between the output approximate hash code and the vector (0.5, 0.5, ..., 0.5) T , can be interpreted as a loss that enforces the output approximate hash code to achieve maximum entropy. Recent research [Pereyra et al., 2017] has shown that regularizing neural networks by penalizing low-entropy output distributions (which is equivalent to seeking maximum entropy of output distributions) can improve the performance of neural networks. Hence, the loss in Eq. (5) defined on the fake images can be regarded as a maximum-entropy based regularizer of the deep architecture. Interpretation as Model Ensemble We denote the set of the fake images for training as
, where each of
is a randomly generated binary code for the k-th image in X. We can use (X,B) to train the top network in Figure 1(b) . Previous research [Xie et al., 2016] shows that combining deep network models that are trained on the same data with noisy labels can usually improve generalization. In our case, sincê b (k) ∈ {0, 1} n (k = 1, 2, ..., N ), we can construct 2 nN different datasets (X,B 1 ), (X,B 2 ), ..., (X,B 2 nN ), whereB i is not identical toB j for i = j. If we could use each of these datasets to train the top network in Figure 1 (b) separately, and then ensemble these models, we would obtain a model ensemble that has better generalization performance than a single model. However, training exponentially many network models separately may be unaffordable due to the expensive computational cost. Even if these models had trained, combining these models' prediction results in testing would also be computationally expensive or even infeasible.
According to the loss in Eq. (5), we assign a "virtual" hash code c = (0.5, 0.5, ..., 0.5)
T to each of the fake images in X and train the network by using the training set (X, B c ) = {(I (k) , c} N k=1 . Interestingly, training the network using (X, B c ) can be regarded as training exponentially many networks with massive weight sharing but over different training sets (i.e., (X,B 1 ), (X,B 2 ), ..., (X,B 2 nN ) ). Figure 3 shows an illustrative example. Suppose we have N = 2 fake images for training, and the hash code length is n = 3. As shown in Figure 3 , we can simultaneously train 2 nN = 64 network models with weight sharing over 64 different training set (X,B i ) (i = 1, 2, ..., 64), whereB i and B j (i = j) are different from each other. For an image I in X, if we average the hash code of I inB 1 ,B 2 , ...,B 64 , we can obtain (0.5, 0.5, 0.5)
T . In other words, as shown in Figure 3 , it is equivalent to training a single network model using (X, B c ), where each of the hash code in B c is a constant vector (0.5, 0.5, 0.5)
T .
In summary, training the proposed deep architecture using the loss in Eq. (5) can be interpreted as a model ensemble by simultaneously training many network models with weight sharing but over different training sets, which can act as a regularizer in the proposed deep architecture.
Combination of Loss Functions
We train the proposed deep architecture by stochastic gradient descent on mini-batches. In training, we use a combination of the above loss functions defined by:
where ( 
Experiments
Datasets and Evaluation Metrics
We conduct extensive evaluations of the proposed method and compare with state-of-the-art baselines on three benchmark datasets: (1) CIFAR-10 1 consists of 60000 32 × 32 images in 10 classes, each class has 6000 images. (2) In CIFAR-10, we randomly select 1000 images (100 images per class) as the test query set, and 5000 images (500 images per class) as the training set, the rest images plus the training set is used as the retrieval database. In NUS-WIDE, we randomly select 2100 images (100 images from each of the 21 most frequent classes) as the test query set, and 10500 images (500 images per class) as the training set, the rest images plus the training set is used as the retrieval database. In CUB-200-2011, we use the official split, where 5794 test images as the test query set, 5994 training images as the training set and the retrieval database. For a fair comparison, all of the methods use identical training/test sets and retrieval database.
To evaluate the retrieval performance of the hashing methods, we use four evaluation metrics: Mean Average Precision (MAP) , Precision-Recall curves, Precision curves within Hamming distance 3, and Precision curves w.r.t. different numbers of top returned samples. For NUS-WIDE with multi-label images, two images are regarded as similar if and only if they have at least one shared label.
Implementation Details
The proposed method has two stages. In Stage 1, we train the DCGAN and use its generator to produce fake images. In Stage 2, we train a deep architecture for hashing, which leverages the original training images and the newly created fake images.
To train the DCGAN, we use Adam with the mini-batch size of 64, the learning rate of 0.0002 and the momentum of 0.5. All the weights were initialized by a Gaussian distribution with the standard deviation being 0.02. For CIFAR-10, the size of a generated image is 32 × 32. For NUS-WIDE and CUB-200-2011, the size of a generated image is 128 × 128. We train the DCGANs by 100/160/160 epochs on CIFAR-10/NUS-WIDE/CUB-200-2011, respectively. For each of the three datasets, with the generator of the learned DCGAN, we generate the same number of fake images as that of the original training set.
For the deep architecture for hashing, we initialize the weights of the convolutional sub-network (shared by two "parallel" networks) by the pre-trained GoogLeNet model [Szegedy et al., 2015] . All of the input images (real and fake) are resized to 256 × 256. We use stochastic gradient descent to train the deep architecture, with the initial learning rate being 0.001, the batch size for real images being 72, the batch size of fake images being 72, the momentum being 0.9 and the weight decay being 0.0005. During training, the triplets of images are exhaustively generated from the current batch of the real images. For the trade-off parameters λ in Eq.(6) and the margin parameter m n in Eq. (3), we first choose the best value of λ (m n ) in {1, 2, 5} × {10 −2 , 10 −1 , 10 0 } (n/16 × {1, 2, 3, 4} with n being code length) by 5-fold cross validation on the training set, and then use the chosen λ (m n ) to train the final model with the whole training set.
Results of Retrieval Accuracies
We compare the proposed method with seven baselines, including an unsupervised method ( ITQ [Gong et al., 2013] ), a semi-supervised method (SSH [Wang et al., 2010] ), and five supervised method (ITQ-CCA [Gong et al., 2013] , KSH [Liu et al., 2012] , FastH [Lin et al., 2014] , DTH [Lai et al., 2015] , DSH [Liu et al., 2016] ), where DTH is a representative triplet-based deep hashing method, and DSH is representative pair-based deep hashing method. Note that SSH is a semi-supervised hashing method, in which we use the original training images as labeled images and the generated fake images as unlabeled images. All of the baselines are implemented based on the source code provided by the authors, respectively. Note that the convolutional sub-network in the proposed method is based on GoogLeNet. For a fair comparison, we use the same convolutional sub-network as that in the proposed method to replace the corresponding CNN part in DTH and DSH. In particular, our implementation of DTH is a variant of [Lai et al., 2015] , in which we replace the divideand-encode module by a fully connected layer with sigmoid activations. Note that the architecture of this variant is exactly the same as that of the bottom network in Figure 1 (b) . This is convenient for us to investigate the improvement made by the maximum-entropy based loss using GAN-generated fake images in the proposed method.
For DTH, DSH and the proposed method, images in 256 × 256 are used as input. For the rest baselines that are not based on deep learning, we use the pre-trained GoogLeNet model to extract 1024-dimensional features from 256 × 256 images, Number of top returned images and then use these features as input.
The comparison results on three datasets are shown in Table 1 and Figure 4 , 5, 6, in which two observations can be made. (1) In most metrics on all of the three datasets, the proposed method show superior performance gains over the state-of-the-art baselines. For instance, on CUB-200-2011, with different length of hash bits, the MAP results of the proposed method indicate a relative improvement of 2.89% ∼8.07% against the second best baseline. (2) the proposed method outperforms consistently DTH. Since the architecture of the implemented DTH is exactly the same as that of the bottom network in Figure 1(b) , DTH is equivalent to the proposed method without the fake input image and the maximum-entropy based loss. The superior performance of the proposed method against DTH verifies that the maximumentropy based loss, in favor of the fake images produced by GAN, can act as a strong regularizer to improve the performance of deep hashing.
Effects of different numbers of incorporated fake images
With the trained DCGAN model in Stage 1, one can produce a large number of fake images by the model's generator. A natural question arising here is whether the performance of the proposed method is sensitive to the number of fake images incorporated by the maximum-entropy based loss. To answer this question, we conduct experiments to investigate the effects with different number of incorporated fake images. As can be seen from Figure 7 , the performance of the proposed method is relatively insensitive when the number of the incorporated fake images in sufficiently large (e.g., not less than 5000). 
Conclusions
In this paper, we developed a two-stage pipeline that improves the performance of deep hashing by GANs, in which we first train a GAN model to produce a large number of fake images, and then incorporate these fake images to a maximumentropy loss in the deep architecture for hashing. We show that this loss acts as a strong regularizer for the deep network of hashing, by penalizing low-entropy output hash codes of fake images. This loss can also be interpreted as a model ensemble by simultaneously training many network models with massive weight sharing but over different training sets. The regularizer of "maximum-entropy based loss + fake images" is generic, which can be easily employed to other supervised deep hashing methods.
