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EQUIVALENCE OF CONDITIONS ON INITIAL DATA BELOW THE
GROUND STATE TO NLS WITH A REPULSIVE INVERSE POWER
POTENTIAL
MASARU HAMANO AND MASAHIRO IKEDA
Abstract. In this paper, we consider the nonlinear Schro¨dinger equation with a repulsive
inverse power potential. First, we show that some global well-posedness results and “blow-up
or grow-up” results below the ground state without the potential. Then, we prove equivalence
of the conditions on the initial data below the ground state without potential. We note that
recently, we established existence of a radial ground state and characterized it by the virial
functional for NLS with a general potential in two or higher space dimensions in [8]. Then, we
also prove a global well-posedness result and a ”blow-up or grow-up” result below the radial
ground state with a repulsive inverse power potential obtained in [8].
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1. Introduction
1.1. Background. In this paper, we consider the following nonlinear Schro¨dinger equation with
a repulsive inverse power potential:{
i∂tu+∆γu = −|u|p−1u, (t, x) ∈ R×Rd,
u(0, · ) = u0 ∈ H1(Rd),
(NLSγ)
where d ≥ 1, 2∗ < p+ 1 < 2∗,
2∗ − 1 := 1 + 4
d
, 2∗ − 1 :=
∞, (d = 1, 2),1 + 4
d− 2 , (d ≥ 3),
∆γ = ∆ − γ|x|µ , γ > 0, 0 < µ < min{2, d}, u = u(t, x) is a complex-valued unknown function,
and u0(x) = u(0, x) is a complex-valued given function:
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It can be seen in [2, Theorem 4.3.1] that the Cauchy problem (NLSγ) is locally well-posed in
the energy space H1(Rd).
Theorem 1.1 (Local well-posedness, [2]). Let d ≥ 1, 2 < p + 1 < 2∗, γ > 0, and 0 < µ <
min{2, d}. For every u0 ∈ H1(Rd), there exist Tmax ∈ (0,∞], Tmin ∈ [−∞, 0), and a unique
solution to (NLSγ) such that
u ∈ C((Tmin, Tmax);H1(Rd)) ∩ C1((Tmin, Tmax);H−1(Rd)),
Here, the solution u does not exist beyond the interval (Tmin, Tmax) and the interval (Tmin, Tmax)
is called maximal lifespan of u. Moreover, the solution has the following blow-up alternative: If
Tmax <∞ (resp. Tmin > −∞), then
lim
tրTmax
‖u(t)‖H1 =∞,
(
resp. lim
tցTmin
‖u(t)‖H1 =∞
)
.
The H1-solution to (NLSγ) given in Theorem 1.1 preserves its mass and energy, defined respec-
tively by
(Mass) M [u(t)] := ‖u(t)‖2L2 ,
(Energy) Eγ [u(t)] :=
1
2
‖(−∆γ) 12u(t)‖2L2 −
1
p+ 1
‖u(t)‖p+1
Lp+1
. (1.1)
The H1-solution to (NLSγ) has various kinds of time behaviors by initial data. For example,
there are the following time behaviors.
Definition 1.2 (Scattering, Blow-up, Grow-up, and Standing wave). Let u be a solution to
(NLSγ) on (Tmin, Tmax).
• (Scattering)
We say that u scatters in positive time (resp. negative time) if Tmax =∞ (resp. Tmin =
−∞) and there exists ψ+ ∈ H1(Rd) (resp. ψ− ∈ H1(Rd)) such that
lim
t→+∞ ‖u(t)− e
it∆γψ+‖H1 = 0,
(
resp. lim
t→−∞ ‖u(t)− e
it∆γψ−‖H1 = 0
)
.
• (Blow-up)
We say that u blows up in positive time (resp. negative time) if Tmax < ∞ (resp.
Tmin > −∞).
• (Grow-up)
We say that u grows up in positive time (resp. negative time) if Tmax = ∞ (resp.
Tmin = −∞) and
lim sup
t→∞
‖u(t)‖H1 =∞,
(
resp. lim sup
t→−∞
‖u(t)‖H1 =∞
)
.
• (Standing wave)
We say that u is standing wave if u = eiωtQω,γ for ω ∈ R, where Qω,γ satisfies
−ωQω,γ +∆γQω,γ = −|Qω,γ |p−1Qω,γ . (SPω,γ)
After Kenig–Merle’s work [12], the time behavior of solutions to (NLSγ) has been studied by
using the ground state Qω,γ . We recall the definition of the ground state. A set of the ground
state to (SPω,γ) is defined as
Gω,γ := {φ ∈ Aω,γ : Sω,γ(φ) ≤ Sω,γ(ψ) for any ψ ∈ Aω,γ} ,
where
Sω,γ(f) :=
ω
2
M [f ] + Eγ [f ] and Aω,γ :=
{
ψ ∈ H1(Rd) \ {0} : S′ω,γ(ψ) = 0
}
.
It is well known that the ground state Qω,0 to (NLSγ) with γ = 0 attains
nα,βω,γ := inf
{
Sω,γ(f) : f ∈ H1(Rd) \ {0}, Kα,βω,γ (f) = 0
}
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with γ = 0, where (α, β) satisfies
α > 0, β ≥ 0, 2α− dβ ≥ 0 (1.2)
and Kα,βω,γ is defined as
Kα,βω,γ (f) := Lα, βSω,γ(f) :=
∂
∂λ
∣∣∣∣
λ=0
Sω,γ(e
αλf(eβλ · )).
We note that (1.2) deduces
λ := 2α− (d− 2)β ≥ 2α− (d− µ)β ≥ 2α− dβ =: λ,
2α− (d− µ)β > 0, (p+ 1)α − dβ > (p − 1)α− 2β > 0.
When γ = 0, Holmer–Roudenko [9] proved the following theorem for time behavior of solutions
to (NLSγ) by using the ground state Q1,0 to (SPω,γ) with ω = 1 and γ = 0.
Theorem 1.3 (Holmer–Roudenko, [9]). Let d = 3, p = 3, and γ = 0. Let Q1,0 be the ground
state to (SPω,γ) with ω = 1 and γ = 0. Suppose that u0 ∈ H1rad(R3) satisfies
M [u0]
1−scEγ [u0]sc < M [Q1,0]1−scE0[Q1,0]sc , (1.3)
where sc :=
d
2 − 2p−1 .
• (Scattering)
If u0 satisfies
‖u0‖1−scL2 ‖∇u0‖scL2 < ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2 , (1.4)
then a solution u to (NLSγ) scatters in both time directions.
• (Blow-up)
If u0 satisfies
‖u0‖1−scL2 ‖∇u0‖scL2 > ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2 , (1.5)
then a solution u to (NLSγ) blows up in both time directions.
Next, we introduce known results with γ > 0 for time behaviors given in Definition 1.2. For
blow-up, Dinh [3] proved the following result.
Theorem 1.4 (Dinh, [3]). Let d ≥ 1, 2∗ < p+ 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let Q1,0
be the ground state to (SPω,γ) with ω = 1 and γ = 0. We assume that u0 satisfies (1.3).
• (Global well-posedness) If u0 satisfies (1.4), then u exists globally in both time directions.
• (Blow-up) We assume |x|u0 ∈ L2(Rd) with d ≥ 1 or u0 ∈ H1rad(Rd) with d ≥ 2 and
p ≤ 5. If u0 satisfies Eγ(u0) < 0 or “ (1.5) and Eγ(u0) ≥ 0”, then u blows up in both
time directions.
To prove Theorem 1.4, Dinh [3] used the fact:
PW+,1 := {u0 ∈ H1(Rd) : (1.3) and (1.4)} and PW−,1 := {u0 ∈ H1(Rd) : (1.3) and (1.5)}
are invariant with respect to time, that is, a solution u(t) to (NLSγ) for any t ∈ (Tmin, Tmax)
belongs to the same sets as initial data by the following characterization of the ground state
Q1,0 without the potential.
Proposition 1.5 (Gagliardo-Nirenberg inequality without a potential, [15]). Let d ≥ 1 and
2 < p+ 1 < 2∗. Then, the following inequality holds:
‖f‖p+1
Lp+1
≤ CGN‖f‖p+1−
d(p−1)
2
L2
‖∇f‖
d(p−1)
2
L2
for any f ∈ H1(Rd), where CGN is the best constant and is attained by the ground state Q1,0 to
(SPω,γ) with ω = 1 and γ = 0.
In [8], the authors gave the following characterization of the ground state Qω,0 to (SPω,γ).
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Proposition 1.6 (Minimization problem, [8]). Let d ≥ 3, 2∗ < p+ 1 < 2∗, xα∂αV ∈ L d2 (Rd) +
Lσ(Rd) for some d2 < σ < ∞ and for any α ∈ (Z≥0)d with |α| ≤ 1, V ≥ 0, x · ∇V < 0,
and 2V + x · ∇V ≥ 0. Let (α, β) satisfy (1.2) and ω > 0. Then, nα,βω,V is not attained and
nα,βω,V = n
α,β
ω,0 (= Sω,0(Qω,0)), where EV is defined as (1.1) by replacing
γ
|x|µ with V .
Remark 1.7. If we replace xα∂αV ∈ L d2 (Rd) + Lσ(Rd) for some d2 < σ < ∞ with xα∂αV ∈
Lη(Rd) + Lσ(Rd) for some d2 < η ≤ σ < ∞, then Proposition 1.6 holds in d = 2. If we replace
xα∂αV ∈ L d2 (Rd) + Lσ(Rd) for some d2 < σ < ∞ with xα∂αV ∈ L1(Rd) + Lσ(Rd) for some
1 ≤ σ <∞, then Proposition 1.6 holds in d = 1.
Since nα,βω,γ is independent of (α, β), we express nω,γ := n
α,β
ω,γ for simplicity.
Proposition 1.6 deduces that
PW+,2 :=
⋃
ω>0
{u0 ∈ H1(Rd) : Sω,γ(u0) < Sω,0(Qω,0) and Kd,2ω,γ(u0) ≥ 0}
and
PW−,2 :=
⋃
ω>0
{u0 ∈ H1(Rd) : Sω,γ(u0) < Sω,0(Qω,0) and Kd,2ω,γ(u0) < 0}
are invariant with respect to time. We note that a functional Kd,2ω,γ is called virial functional and
is written as
Kd,2ω,γ(f) = 2‖∇f‖2L2 + µ
∫
Rd
γ
|x|µ |f(x)|
2dx− d(p− 1)
p+ 1
‖f‖p+1
Lp+1
=: Kγ(f).
If the initial data u0 ∈ H1(Rd) ∩ |x|−1L2(Rd), then a solution u to (NLSγ) satisfies
d2
dt2
‖xu(t)‖2L2 = 4Kγ(u(t)) (1.6)
on (Tmin, Tmax) (see [2, Proposition 6.5.1]).
Moreover, the Gagliardo–Nirenberg inequality with the potential:
‖f‖p+1
Lp+1
≤ CGN‖f‖p+1−
d(p−1)
2
L2
‖(−∆γ)
1
2 f‖
d(p−1)
2
L2
generates the invariant sets
PW+,3 :=
{
u0 ∈ H1(Rd) : (1.3) and ‖u0‖1−scL2 ‖(−∆γ)
1
2u0‖scL2 < ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2
}
and
PW−,3 :=
{
u0 ∈ H1(Rd) : (1.3) and ‖u0‖1−scL2 ‖(−∆γ)
1
2u0‖scL2 > ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2
}
.
The following proposition unifies the sense of “below the ground state without potential”. For
the equation with a more general potential, the proposition is shown by the authors in [8].
Proposition 1.8. Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. The following
two conditions are equivalent.
(1) M [u0]
1−scE1−scγ [u0] < M [Q1,0]
1−scE0[Q1,0]sc.
(2) There exists ω > 0 such that Sω,γ(u0) < Sω,0(Qω,0).
Namely, the identities
PW+,1 ∪ PW−,1 = PW+,2 ∪ PW−,2 = PW+,3 ∪ PW−,3
hold. We note that
‖u0‖1−scL2 ‖∇u0‖scL2 = ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2 ,
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and
‖u0‖1−scL2 ‖(−∆γ)
1
2u0‖scL2 = ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2
never hold by the assumption (1.3) (see Lemma 3.1). It is a natural question that the relation
of the conditions on the initial data below the ground state without a potential: (1.4), (1.5),
Kγ(u0) ≥ 0, Kγ(u0) < 0,
‖u0‖1−scL2 ‖(−∆γ)
1
2u0‖scL2 < ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2 , (1.7)
and
‖u0‖1−scL2 ‖(−∆γ)
1
2u0‖scL2 > ‖Q1,0‖1−scL2 ‖∇Q1,0‖scL2 . (1.8)
In this paper, we investigate relations between them by focusing on the behavior of the solution
to (NLSγ).
1.2. Main result. First, we state the following result for the time behavior of solutions to
(NLSγ).
Theorem 1.9 (Boundedness versus unboundedness I). Let d ≥ 1, 2∗ < p+ 1 < 2∗, γ > 0, and
0 < µ < min{2, d}. Let j = 2, 3.
• (Global well-posedness) If u0 ∈ PW+, j , then a solution u to (NLSγ) with the initial
data u0 satisfies u(t) ∈ PW+, j for each t ∈ (Tmin, Tmax) and exists globally in both time
directions. In particular, H1-norm of the solution u is uniformly bounded in maximal
lifespan.
• (Brow-up or grow-up) If u0 ∈ PW−, j , then a solution u to (NLSγ) with a initial data
u0 satisfies u(t) ∈ PW−, j for each t ∈ (Tmin, Tmax)and blows up or grows up in both
time directions. Moreover, if u0 satisfies u0 ∈ H1rad(Rd) with d ≥ 2 and p ≤ 5 or
u0 ∈ |x|−1L2(Rd) with d ≥ 1, then u blows up in both time directions.
Combining Theorem 1.4 and Theorem 1.9, we obtain the following our main result.
Theorem 1.10 (Equivalence of conditions on the initial data below the ground state). Let
d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. We assume that u0 satisfies (1.3).
The three conditions (1.4), (1.7), Kγ(u0) ≥ 0 are equivalent. On the other hand, the three
conditions (1.5), (1.8), Kγ(u0) < 0 are equivalent. In other words, PW+,1 = PW+,2 = PW+,3
and PW−,1 = PW−,2 = PW−,3 hold.
Remark 1.11. When γ = 0, it is well known that Theorem 1.10 holds.
Corollary 1.12. Let d ≥ 1, 2∗ < p+1 < 2∗, γ > 0, and 0 < µ < min{2, d}. If u0 ∈ H1(Rd)\{0}
satisfies Eγ [u0] ≤ 0, then u0 ∈ PW−, j (j = 1, 2, 3).
Moreover, we state the result for time behavior with the radial initial data below the radial
ground state Qω,γ . To state the result, we introduction existence of a radial ground state Qω,γ .
For the equation including (SPω,γ) in [7, 8]:
−ωQω,V +∆Qω,V − V Qω,V = −|Qω,V |p−1Qω,V , (1.9)
we gave the following theorem.
Proposition 1.13 (Existence of a radial ground state, [7, 8]). Let d ≥ 3, 2∗ < p + 1 < 2∗,
xα∂αV ∈ L d2 (Rd) + L∞(Rd) for any α ∈ (Z≥0)d with |α| ≤ 1, V ≥ 0, x · ∇V ≤ 0, and
−2ω0 := ess infx∈Rd(2V + x · ∇V ) > −∞. Let V be radially symmetric. Let (α, β) satisfy (1.2)
and ω ≥ ω0. Then, there exists a function Qω,V ∈ H1rad(R3) such that Qω,V attains rα,βω,V , where
rα,βω,V := inf
{
Sω,V (f) : f ∈ H1rad(Rd) \ {0}, Kα,βω,V (f) = 0
}
.
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Moreover, if xα∂αV ∈ L d2 (Rd) + L∞(Rd) for any α ∈ (Z≥0)d with |α| ≤ 2 and 3x · ∇V +
x∇2V xT ≤ 0, then Mα,βω,V,rad = Gω,V,rad, where ∇2V denotes Hessian matrix of V and
Mα,βω,V,rad :=
{
φ ∈ H1rad(Rd) \ {0} : Sω,V (φ) = rα,βω,V , Kα,βω,V (φ) = 0
}
,
Gω,V,rad := {φ ∈ Aω,V,rad : Sω,V (φ) ≤ Sω,V (ψ) for any ψ ∈ Aω,V,rad} ,
Aω,V,rad :=
{
ψ ∈ H1rad(Rd) \ {0} : S′ω,V (ψ) = 0
}
.
Remark 1.14. If we replace xα∂αV ∈ L d2 (Rd) + L∞(Rd) with xα∂αV ∈ Lη(Rd) + L∞(Rd) for
some d2 < η <∞, then Theorem 1.13 also holds in d = 2.
Remark 1.15. Let d ≥ 2, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ < 2. From Proposition 1.13 and
Remark 1.14, rα,βω,γ is independent of (α, β). When d = 1, 2∗ < p+1 < 2∗, γ > 0, and 0 < µ < 1,
rα,βω,γ is independent of (α, β) from Proposition 2.7. We express rω,γ := r
α,β
ω,γ for simplicity.
Remark 1.16. By the definitions of nω,γ and rω,γ , we have rω,γ ≥ nω,γ . In addition, if we assume
d ≥ 2, 2∗ < p+ 1 < 2∗, γ > 0, and 0 < µ < 2, then
rω,γ > nω,γ = nω,0
from Proposition 1.6, Remark 1.7, Proposition 1.13, and Remark 1.14.
Here, we state the result for time behavior with the radial initial data below the radial ground
state Qω,γ .
Theorem 1.17 (Boundedness versus unboundedness II). Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0,
and 0 < µ < min{2, d}.
• (Global well-posedness) If u0 ∈ PW+,4, then a solution u to (NLSγ) satisfies u(t) ∈
PW+,4 for each t ∈ (Tmin, Tmax) and exists globally in both time directions, where
PW+,4 :=
⋃
ω>0
{
u0 ∈ H1rad(Rd) : Sω,γ(u0) < rω,γ and Kγ(u0) ≥ 0
}
.
In particular, H1-norm of the solution u is uniformly bounded in maximal lifespan.
• (Blow-up or grow-up) If u0 ∈ PW−,4, then a solution u to (NLSγ) satisfies u(t) ∈ PW−,4
for each t ∈ (Tmin, Tmax) and blows up or grows up in both time directions, where
PW−,4 :=
⋃
ω>0
{
u0 ∈ H1rad(Rd) : Sω,γ(u0) < rω,γ and Kγ(u0) < 0
}
.
Moreover, if d ≥ 2 and p ≤ 5, then u blows up in both time directions.
1.3. Organization of the paper. The organization of the rest of this paper is as follows. In
section 2, we define some notations and collect some tools. In section 3, we prove coercivity
lemma and get global well-posedness in Theorem 1.9 and Theorem 1.17 by using the coercivity
lemmas. In section 4, we prove the blow-up or grow-up results in Theorem 1.9 and Theorem
1.17. In section 5, we prove the blow-up results in Theorem 1.9 and Theorem 1.17. In section
6, we show some properties of nω,γ in section 1. In section 7, we show some properties of rω,γ
in section 1.
2. Preliminaries
In this section, we define some notations and collect some tools.
2.1. Notations and definitions. For nonnegative X and Y , we write X . Y to denote X ≤
CY for some C > 0. If X . Y . X holds, we write X ∼ Y . For 1 ≤ p ≤ ∞, Lp = Lp(Rd)
denotes the usual Lebesgue space. H1(Rd) denotes the usual Sobolev space. We note that
H1(Rd) is a real Hilbert space with an inner product:
〈f, g〉H1 = 〈f, g〉L2 + 〈∇f,∇g〉L2 := Re
∫
Rd
(f(x)g(x) +∇f(x) · ∇g(x))dx.
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2.2. Some tools. In this section, we collect some tools used in this paper.
The following generalized Hardy’s inequality assures that the energy Eγ is well-defined on
H1(Rd).
Lemma 2.1 (Generalized Hardy’s inequality, [16]). Let 1 < q < ∞ and 0 < µ < d. Then, the
following inequality holds: ∫
Rd
1
|x|µ |f(x)|
qdx .q,µ ‖|∇|
µ
q f‖Lq .
Proposition 2.2 (Pohozaev identities without a potential, [2]). Let d ≥ 1 and 2 < p+ 1 < 2∗.
The ground state Q1,0 for the elliptic equation (SPω,γ) with ω = 1 and γ = 0 satisfies the
following Pohozaev identities:
‖Q1,0‖p+1Lp+1 =
2(p+ 1)
d+ 2− (d− 2)p‖Q1,0‖
2
L2 , ‖Q1,0‖p+1Lp+1 =
2(p + 1)
d(p − 1)‖∇Q1,0‖
2
L2 .
For the proof of this proposition, see [2, Lemma 8.1.2].
Using Proposition 2.2, we have
E0[Q1,0] =
dp− (d+ 4)
2d(p − 1) ‖∇Q1,0‖
2
L2 and CGN =
2(p + 1)
d(p − 1)
1
‖Q1,0‖
d+2−(d−2)p
2
L2
‖∇Q1,0‖
dp−(d+4)
2
L2
.
(2.1)
Proposition 2.3 (Gagliardo-Nirenberg inequality with the inverse potential). Let d ≥ 1, 2 <
p+ 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Then, the following inequality holds:
‖f‖p+1
Lp+1
< CGN‖f‖p+1−
d(p−1)
2
L2
‖(−∆γ) 12 f‖
d(p−1)
2
L2
for any f ∈ H1(Rd) \ {0}, where CGN is the best constant and is defined in Proposition 1.5.
Proof. The inequality holds by Proposition 1.5 and γ > 0. We set the best constant C†GN and
prove C†GN = CGN. We define a functional
Jγ(f) :=
‖f‖p+1
Lp+1
‖f‖p+1−
d(p−1)
2
L2
‖(−∆γ) 12 f‖
d(p−1)
2
L2
for f ∈ H1(Rd) \ {0}. Proposition 1.5 and γ > 0 imply CGN = J0(Q1,0) ≥ J0(f) ≥ Jγ(f) for
any f ∈ H1(Rd) \ {0}. This inequality deduces CGN ≥ C†GN. On the other hand, we consider a
sequence {Q1,0(n · )}. Then, we have Jγ(Q1,0(n · )) ≤ C†GN for each n ∈ N. Thus, it follows that
C†GN ≥ limn→∞Jγ(Q1,0(n · )) = J0(Q1,0) = CGN.
Therefore, we obtain C†GN = CGN. 
Lemma 2.4 (Radial Sobolev inequality, [13]). Let 1 ≤ p. For a radial function f ∈ H1(Rd), it
follows that
‖f‖p+1
Lp+1(R≤|x|) .
1
R
(d−1)(p−1)
2
‖f‖
p+3
2
L2(R≤|x|)‖∇f‖
p−1
2
L2(R≤|x|)
for any R > 0, where the implicit constant is independent of R and f .
Proposition 2.5 (Localized virial identity, [14], [3]). Given a suitable real-valued weight function
w ∈ C∞(Rd) and the solution u(t) to (NLSγ), we define
I(t) :=
∫
Rd
w(x)|u(t, x)|2dx.
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Then, it follows that
I ′(t) = 2Im
∫
Rd
u∇u · ∇wdx,
If w is radial, then we have
I ′(t) = 2Im
∫
Rd
x · ∇u
r
uw′dx,
I ′′(t) =
∫
Rd
F1|x · ∇u|2dx+ 4
∫
Rd
w′
r
|∇u|2dx−
∫
Rd
F2|u|p+1dx
−
∫
Rd
F3|u|2dx+ 2µ
∫
Rd
w′
γ
rµ+1
|u|2dx.
where
F1(w, r) := 4
(
w′′
r2
− w
′
r3
)
, F2(w, r) :=
2(p − 1)
p+ 1
(
w′′ +
d− 1
r
w′
)
F3(w, r) := w
(4) +
2(d− 1)
r
w(3) +
(d− 1)(d− 3)
r2
w′′ +
(d− 1)(3 − d)
r3
w′.
To prove that rα,βω,γ is independent of (α, β), we prepare the following lemma.
Lemma 2.6 (Positivity of Kα,βω,γ near the origin). Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and
0 < µ < min{2, d}. Let (α, β) satisfy (1.2). Suppose that {fn} is a bounded sequence in
H1(Rd) \ {0} and satisfies ‖∇fn‖L2 −→ 0 as n→∞. Then, there exists n0 ∈ N such that
Kα,βω,γ (fn) > 0
for any n ≥ n0.
Proof. We take a positive constant C with sup
n∈N
‖fn‖L2 ≤ C. Applying the Gagliardo–Nirenberg
inequality (Proposition 1.5), we have
Kα,βω,γ (fn) ≥
(
2α− (d− 2)β
2
− (p+ 1)α− dβ
p+ 1
CGNC
p+1− d(p−1)
2 ‖∇fn‖
d(p−1)
2
−2
L2
)
‖∇fn‖2L2 .
When ‖∇fn‖L2 6= 0 is sufficiently small, we obtain Kα,βω,γ (fn) > 0. 
We prove that rα,βω,γ is independent of (α, β).
Proposition 2.7. Let d = 1, 2∗ < p+ 1 < 2∗, γ > 0, and 0 < µ < 1. Let (α, β) satisfies (1.2).
Then, we have
rα,βω,γ = inf
c∈C
max
τ∈[0,1]
Sω,γ(c(τ)),
where
C := {c ∈ C([0, 1];H1rad(R)) : c(0) = 0, Sω,γ(c(1)) < 0} .
In particular, rα,βω,γ is independent of (α, β).
The proof is based on [11, Lemma 2.3].
Proof. We set
R := inf
c∈C
max
τ∈[0,1]
Sω,γ(c(τ)).
To prove R ≤ rα,βω,γ , we prove that there exists {cn} ⊂ C such that
max
τ∈[0,1]
Sω,γ(cn(τ)) −→ rα,βω,γ
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as n→∞. We take a minimizing sequence {ϕn} to rα,βω,γ , that is,
Sω,γ(ϕn) −→ rα,βω,γ as n→∞ and Kα,βω,γ (ϕn) = 0 for each n ∈ N.
We set c˜n(τ) := e
ατϕn(e
βτ · ) for τ ∈ R. Then,
Sω,γ(c˜n(τ)) =
ω
2
e(2α−β)τ ‖ϕn‖2L2 +
1
2
e(2α+β)τ ‖∇ϕn‖2L2
+
1
2
e{2α−(1−µ)β}τ
∫
R
γ
|x|µ |ϕn(x)|
2dx− 1
p+ 1
e{(p+1)α−β}τ ‖ϕn‖p+1Lp+1 ,
so Sω,γ(c˜n(τ)) < 0 for sufficiently large τ > 0. Moreover, we have maxτ∈R Sω,γ(c˜n(τ)) =
Sω,γ(c˜n(0)) = Sω,γ(ϕn) −→ rα,βω,γ as n → ∞ by Kα,βω,γ (ϕn) = 0. We define a function c′n for
τ ∈ [−L,L] as follows:
c′n(τ) :=
c˜n(τ),
(
−L
2
≤ τ ≤ L
)
,{
2
L
(τ + L)
}M
c˜n
(−L2 ) , (−L ≤ τ < −L2 ).
Then, c′n ∈ C([−L,L];H1rad(R)), Sω,γ(c′n(L)) < 0, and maxτ∈[−L,L] Sω,γ(c′n(τ)) = Sω,γ(ϕn) −→
rα,βω,γ when L > 0 and M = M(n) are sufficiently large. Changing variables, we consider a
sequence {c′n(2Lτ − L)}. Then, c′n(2Lτ − L) ∈ C satisfies maxτ∈[0,1] Sω,γ(c′n(2Lτ − L)) −→ rα,βω,γ
as n→∞, which implies R ≤ rα,βω,γ . To prove R ≥ rα,βω,γ , we prove
c([0, 1]) ∩
{
ϕ ∈ H1rad(R) \ {0} : Kα,βω,γ (ϕ) = 0
}
6= ∅
for any c ∈ C. We take any c ∈ C, that is, c(0) = 0 and Sω,γ(c(1)) < 0. Then, we have
Kα,βω,γ (c(1)) ≤ {(p + 1)α− β}Sω,γ(c(1)) < 0.
From Lemma 2.6, it follows that Kα,βω,γ (c(τ)) > 0 for some τ ∈ (0, 1). By the continuity, there
exists τ0 ∈ (0, 1) such that Kα,βω,γ (c(τ0)) = 0. Therefore, we obtain R = rα,βω,γ . 
3. Coercivity lemma and global well-posedness
In this section, we prove coercivity lemmas. Then, we prove global well-posedness in Theorem
1.9 and Theorem 1.17.
Lemma 3.1 (Coercivity I). Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let
u0 ∈ PW+,3 ∪ PW−,3. We take a positive constant δ > 0 satisfying
M [u0]
1−scEγ [u0]sc < (1− δ)M [Q1,0]1−scEγ [Q1,0]sc
• (PW+,3 case) If u0 ∈ PW+,3, then a solution u to (NLSγ) with a initial data u0 satisfies
the following: there exists δ′ > 0 such that
‖u(t)‖1−sc
L2x
‖(−∆γ) 12u(t)‖scL2x < (1− δ
′)‖Q1,0‖1−scL2x ‖∇Q1,0‖
sc
L2x
for any t ∈ (Tmin, Tmax).
• (PW−,3 case) If u0 ∈ PW−,3, then a solution u to (NLSγ) with a initial data u0 satisfies
the following: there exists δ′ > 0 such that
‖u(t)‖1−sc
L2x
‖(−∆γ)
1
2u(t)‖sc
L2x
> (1 + δ′)‖Q1,0‖1−scL2x ‖∇Q1,0‖
sc
L2x
for any t ∈ (Tmin, Tmax).
Proof. Using Proposition 2.3, we have
(1− δ) 1scM [Q1,0]
1−sc
sc E0[Q1,0] > M [u0]
1−sc
sc Eγ [u0]
≥ ‖u(t)‖
2(1−sc)
sc
L2x
(
1
2
‖(−∆γ)
1
2u(t)‖2L2x −
1
p+ 1
CGN‖u(t)‖p+1−
d(p−1)
2
L2x
‖(−∆γ)
1
2u(t)‖
d(p−1)
2
L2x
)
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=
1
2
‖u(t)‖
2(1−sc)
sc
L2x
‖(−∆γ)
1
2u(t)‖2L2x −
2
d(p− 1) ·
‖u(t)‖
d(p−1)(1−sc)
2sc
L2x
‖(−∆γ) 12u(t)‖
d(p−1)
2
L2x
‖Q1,0‖
d+2−(d−2)p
2
L2x
‖∇Q1,0‖
dp−(d+4)
2
L2x
.
This inequality implies
(1− δ) 1sc > g
‖u(t)‖ 1−scscL2 ‖(−∆γ) 12u(t)‖L2
‖Q1,0‖
1−sc
sc
L2
‖∇Q1,0‖L2
 ,
where a function g is defined as g(y) = d(p−1)
dp−(d+4)y
2 − 4
dp−(d+4)y
d(p−1)
2 for y ≥ 0. Then, g has
a local minimum at y0 = 0 and a local maximum at y1 = 1. Combining these facts and the
assumption of Lemma 3.1, we obtain the desired result. 
The PW+,3 case result in Lemma 3.1 deduced global well-posedness in Theorem 1.9 with j = 3.
Proof of global well-posedness in Theorem 1.9 with j = 3. The desired result follows from the
fact that H1-norm of the solutions is uniformly bounded with respect to time t. 
For simplicity, “(PW+,mω,γ) denotes (PW+,2, nω,γ) or (PW+,4, rω,γ)” and “(PW−,mω,γ) de-
notes (PW−,2, nω,γ) or (PW−,4, rω,γ)”.
Lemma 3.2 (Coercivity II). Let d ≥ 1, 2∗ < p+ 1 < 2∗, γ > 0, and 0 < µ < min{2, d}.
• (PW+ case) If u0 ∈ PW+, then a solution u to (NLSγ) with the initial data u0 satisfies
u(t) ∈ PW+ for each t ∈ (Tmin, Tmax).
• (PW− case) If u0 ∈ PW−, then a solution u to (NLSγ) with the initial data u0 satisfies
u(t) ∈ PW− for each t ∈ (Tmin, Tmax) and
Kγ(u(t)) < 4(Sω,γ(u0)−mω,γ) < 0.
Proof. When Kγ(u0) = 0, we have u0 ≡ 0 by the definition of mω,γ . Thus, Lemma 3.2 holds.
Suppose that Kγ(u0) 6= 0. If there exists t0 ∈ (Tmin, Tmax) such that Kγ(u(t0)) = 0, then
Sω,γ(u(t0)) = Sω,γ(u0) < mω,γ ≤ Sω,γ(u(t0)).
This is contradiction. Therefore, Kγ(u(t)) 6= 0 for each t ∈ (Tmin, Tmax). In particular, the sign
of Kγ(u(t)) corresponds with that of Kγ(u0) by the continuity of the solution. Let Kγ(u0) < 0.
We define a function
Jω,γ(λ) = Sω,γ(e
dλu(e2λ · )).
We note that
Jω,γ(0) = Sω,γ(u),
d
dλ
Jω,γ(0) = Kγ(u),
d2
dλ2
Jω,γ(λ) < 4
d
dλ
Jω,γ(λ).
The equation d
dλ
Jω,γ(λ) = 0 for λ has only one negative solution. We set that the solution
λ = λ0 < 0. Integrating
d2
dλ2
Jω,γ(λ) < 4
d
dλ
Jω,γ(λ) over [λ0, 0], we have
Kγ(u)− 0 < 4(Sω,γ(u)− Jω,γ(λ0)) ≤ 4(Sω,γ(u)−mω,γ) < 0.
Therefore, we obtain
Kγ(u(t)) < 4(Sω,γ(u0)−mω,γ) < 0
for any t ∈ (Tmin, Tmax). 
As a corollary, global well-posedness in Theorem 1.9 and Theorem 1.17 holds.
Corollary 3.3 (Global well-posedness). Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ <
min{2, d}. If u0 ∈ PW+, then a solution u to (NLSγ) with the initial data u0 exists globally in
time.
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Proof. From u0 ∈ PW+ and Lemma 3.2, we have u(t) ∈ PW+ for each t ∈ (Tmin, Tmax).
Kγ(u(t)) ≥ 0 deduces
2‖(−∆γ) 12u(t)‖2L2 ≥
d(p− 1)
p+ 1
‖u(t)‖p+1
Lp+1
.
Therefore, we obtain
mω,γ > Sω,γ(u0) ≥ ω
2
‖u(t)‖2L2 +
d(p − 1)− 4
2d(p − 1) ‖(−∆γ)
1
2u(t)‖2L2 & ‖u(t)‖2H1 ,
which implies the desired result. 
4. Blow-up or grow-up
In this section, we prove blow-up or grow-up results in Theorem 1.9 and Theorem 1.17. We con-
sider only positive time direction since we get the same conclusion for negative time direction
by taking the complex conjugate of the equation and replacing t with −t. The proof is based
on [4].
Before we prove the results, we define the following functions for each R > 0. A cut-off function
XR ∈ C∞0 (Rd) is radially symmetric and satisfies
XR(r) := R
2
X
( r
R
)
, where X (r) :=

r2 (0 ≤ r ≤ 1),
smooth (1 ≤ r ≤ 3),
0 (3 ≤ r),
(4.1)
X ′′(r) ≤ 2 (r ≥ 0), and r = |x|. A cut-off function YR ∈ C∞0 (Rd) is radially symmetric and
satisfies
YR(r) := Y
( r
R
)
, where Y (r) :=

0 (0 ≤ r ≤ 1/2),
smooth (1/2 ≤ r ≤ 1),
1 (1 ≤ r),
(4.2)
and 0 ≤ Y ′(r) ≤ 3 (r ≥ 0).
Lemma 4.1. Let d ≥ 1, 2 ≤ p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. We assume that
u ∈ C([0,∞);H1) be a solution to (NLSγ) satisfying
C0 := sup
t∈[0,∞)
‖∇u‖L2x <∞.
Then, it follows that ∫
|x|>R
|u(t, x)|2dx ≤ oR(1) + η
for any η > 0, R > 0, and t ∈
[
0, ηR6C0‖u‖L2x
]
, where oR(1) goes to zero as R → ∞ and is
independent of t.
Proof. We define a function
I(t) :=
∫
Rd
YR(x)|u(t, x)|2dx,
where YR is defined as (4.2). Using Proposition 2.5,
I(t) = I(0) +
∫ t
0
d
ds
I(s)ds ≤ I(0) +
∫ t
0
|I ′(s)|ds
≤ I(0) + 2t‖∇YR‖L∞x sup
t∈[0,∞)
‖∇u(t)‖L2x‖u‖L2x ≤ I(0) +
6C0‖u‖L2xt
R
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for any t ∈ [0,∞). Since u0 ∈ H1(Rd),
I(0) =
∫
Rd
YR(x)|u0(x)|2dx ≤
∫
|x|>R
2
|u0(x)|2dx = oR(1).
Therefore, we have ∫
|x|>R
|u(t, x)|2dx ≤ oR(1) + η.

Lemma 4.2. Let d ≥ 1, 2 < p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let u ∈
C([0,∞);H1(Rd)) be a solution to (NLSγ). We define a function
I(t) :=
∫
Rd
XR(x)|u(t, x)|2dx,
where XR is defined as (4.1). Then, for q ∈ (p+1, 2∗), there exist constants C = C(q, ‖u0‖L2x , C0) >
0 and θq > 0 such that the estimate
I ′′(t) ≤ 4Kγ(u(t)) + C ‖u(t)‖(p+1)θqL2x(R≤|x|) +
C
R2
holds for any R > 0 and t ∈ [0,∞), where θq := 2{q−(p+1)}(p+1)(q−2) ∈ (0, 2p+1) and C0 is given in Lemma
4.1.
Proof. Using Proposition 2.5, we have
I ′′(t) = 4Kγ(u(t)) +R1 +R2 +R3 +R4,
where Rk = Rk(t) (k = 1, 2, 3, 4) are defined as
R1 := 4
∫
Rd
{
1
r2
X
′′
( r
R
)
− R
r3
X
′
( r
R
)}
|x · ∇u|2dx+ 4
∫
Rd
{
R
r
X
′
( r
R
)
− 2
}
|∇u(t, x)|2dx,
(4.3)
R2 := −2(p − 1)
p+ 1
∫
Rd
{
X
′′
( r
R
)
+
(d− 1)R
r
X
′
( r
R
)
− 2d
}
|u(t, x)|p+1dx, (4.4)
R3 := −
∫
Rd
{
1
R2
X
(4)
( r
R
)
+
2(d− 1)
Rr
X
(3)
( r
R
)
+
(d− 1)(d− 3)
r2
X
′′
( r
R
)
+
(d− 1)(3 − d)R
r3
X
′
( r
R
)}
|u(t, x)|2dx, (4.5)
R4 := 2µ
∫
R≤|x|
{
R
r
X
′
( r
R
)
− 2
}
γ
|x|µ |u(t, x)|
2dx. (4.6)
We set
Ω :=
{
x ∈ Rd : 1
r2
X
′′
( r
R
)
− R
r3
X
′
( r
R
)
≤ 0
}
.
By X ′( r
R
) ≤ 2r
R
, we have
R1 ≤ 4
∫
Ωc
{
X
′′
( r
R
)
− R
r
X
′
( r
R
)}
|∇u(t, x)|2dx+ 4
∫
Ωc
{
R
r
X
′
( r
R
)
− 2
}
|∇u(t, x)|2dx
= 4
∫
Ωc
{
X
′′
( r
R
)
− 2
}
|∇u(t, x)|2dx ≤ 0,
where Ωc denotes a complement of Ω.
Next, we estimate R2. Applying Ho¨lder’s inequality and Sobolev’s embedding, we have
R2 = −2(p − 1)
p+ 1
∫
R≤|x|≤3R
{
X
′′
( r
R
)
+
(d− 1)R
r
X
′
( r
R
)}
|u(t, x)|p+1dx+ 4d(p − 1)
p+ 1
∫
R≤|x|
|u(t, x)|p+1dx
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≤ C‖u(t)‖p+1
L
p+1
x (R≤|x|)
≤ C‖u(t)‖(p+1)(1−θq)
L
q
x(R≤|x|) ‖u(t)‖
(p+1)θq
L2x(R≤|x|)
≤ C‖u(t)‖(p+1)(1−θq )
H1
‖u(t)‖(p+1)θq
L2x(R≤|x|) ≤ C‖u(t)‖
(p+1)θq
L2x(R≤|x|).
Next, we estimate R3.
R3 = −
∫
R≤|x|≤3R
{
1
R2
X
(4)
( r
R
)
+
2(d− 1)
Rr
X
(3)
( r
R
)
+
(d− 1)(d − 3)
r2
X
′′
( r
R
)
+
(d− 1)(3 − d)R
r3
X
′
( r
R
)}
|u(t, x)|2dx
≤ C
R2
‖u(t)‖2L2x(R≤|x|) ≤
C
R2
.
Finally, R4 is estimated as R4 ≤ 0, which completes the proof of the lemma. 
Lemma 4.3. Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. If u0 ∈ PW−,3, then
there exists δ > 0 such that Kγ(u(t)) < −δ for any t ∈ (Tmin, Tmax).
Proof. We note that u(t) satisfies (1.8) for any t ∈ (Tmin, Tmax) by Lemma 3.1. The virial
functional can be written as follows:
Kγ(u(t)) = d(p − 1)Eγ [u0]− dp− (d+ 4)
2
‖(−∆γ) 12u(t)‖2L2x + (µ − 2)
∫
Rd
γ
|x|µ |u(t, x)|
2dx. (4.7)
By the assumption (1.3),
ε1 :=
1
2
{(
M [Q1,0]
M [u0]
) 1−sc
sc
E0[Q1,0]−Eγ [u0]
}
> 0
and
Eγ [u0] <
1
2
Eγ [u0] +
1
2
(
M [Q1,0]
M [u0]
) 1−sc
sc
E0[Q1,0] =
(
M [Q1,0]
M [u0]
) 1−sc
sc
E0[Q1,0]− ε1. (4.8)
Moreover, we have
‖(−∆γ) 12u(t)‖2L2x >
(
M [Q1,0]
M [u0]
)1−sc
sc ‖∇Q1,0‖2L2x =
2d(p − 1)
dp − (d+ 4)
(
M [Q1,0]
M [u0]
) 1−sc
sc
E0[Q1,0] (4.9)
for any t ∈ (Tmin, Tmax) by the estimate (1.8) and (2.1). Therefore, (4.7), (4.8), and (4.9) give
Kγ(u(t)) < −d(p− 1)ε1 =: −δ.

Proof of blow-up or grow-up in Theorem 1.9 and Theorem 1.17. We assume that
Tmax =∞ and sup
t∈[0,∞)
‖∇u(t)‖L2x <∞
for contradiction. By Lemma 3.2 and Lemma 4.3, there exists δ > 0 such that Kγ(u(t)) < −δ
for any t ∈ [0,∞). We consider the function I(t) as Lemma 4.2. From Lemma 4.2 and Lemma
4.1, we have
I ′′(s) ≤ −4δ + C ‖u(s)‖(p+1)θq
L2x(R≤|x|) +
C
R2
≤ −4δ + Cη (p+1)θq2 + oR(1) (4.10)
for any η > 0, R > 0, and s ∈
[
0, ηR6C0‖u0‖L2x
]
. We take η = η0 > 0 sufficiently small such as
Cη
(p+1)θq
2
0 ≤ 2δ.
Then, (4.10) implies
I ′′(s) ≤ −2δ + oR(1) (4.11)
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for any R > 0 and s ∈
[
0, η0R6C0‖u0‖L2x
]
. We set
T = T (R) := α0R :=
η0R
6C0‖u0‖L2x
.
Integrating (4.11) over s ∈ [0, t] and integrating over t ∈ [0, T ], we have
I(T ) ≤ I(0) + I ′(0)T + 1
2
(−2δ + oR(1))T 2 = I(0) + I ′(0)α0R+ 1
2
(−2δ + oR(1))α20R2. (4.12)
Here, we can prove
I(0) = oR(1)R
2 and I ′(0) = oR(1)R. (4.13)
Indeed,
I(0) =
∫
|x|≤3R
XR(x)|u0(x)|2dx =
∫
|x|≤√R
|x|2|u0(x)|2dx+
∫
√
R≤|x|≤3R
R2X
( r
R
)
|u0(x)|2dx
≤ RM [u0] + cR2
∫
√
R≤|x|
|u0(x)|2dx = oR(1)R2,
and
I ′(0) = 2Im
∫
Rd
RX ′
( r
R
) x · ∇u0
r
u0dx
= 4Im
∫
|x|≤√R
x · ∇u0u0dx+ 2Im
∫
√
R≤|x|≤3R
RX ′
( r
R
) x · ∇u0
r
u0dx
≤ 4
√
R ‖∇u0‖L2x‖u0‖L2x + cR‖∇u0‖L2x‖u0‖L2x(√R≤|x|) = oR(1)R.
Combining (4.12) and (4.13), we get
I(T ) ≤ (oR(1)− δα20)R2.
We take R > 0 sufficiently large such as oR(1)− δα20 < 0. However, this is contradiction to
I(T ) =
∫
Rd
XR(x)|u(T, x)|2dx ≥ 0.

Using Theorem 1.4 and Theorem 1.9, we prove Theorem 1.10.
Proof of Theorem 1.10. We note that
PW+, j ∪ PW−, j = {u0 ∈ H1(Rd) : (1.3)}
for any j = 1, 2, 3. If u0 ∈ PW+, j (j = 1, 2, 3), then a solution u to (NLSγ) is uniformly
bounded in H1(Rd). On the other hand, if u0 ∈ PW−, j (j = 1, 2, 3), then a solution u to
(NLSγ) is unbounded in H
1(Rd). 
To complete this section, we prove Corollary 1.12 by Theorem 1.10.
Proof of Corollary 1.12. Let Eγ [u0] ≤ 0 and u0 6= 0. (1.3) holds clearly. Eγ [u0] ≤ 0 implies
1
2
‖(−∆γ)
1
2u0‖2L2 ≤
1
p+ 1
‖u0‖p+1Lp+1 ,
so we have
Kγ(u0) < 2‖(−∆γ)
1
2u0‖2L2 −
d(p− 1)
p+ 1
‖u0‖p+1Lp+1 ≤
d+ 4− dp
2
‖(−∆γ)
1
2u0‖2L2 < 0.

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5. Blow-up
In this section, we prove the blow-up results in Theorem 1.9 and Theorem 1.17. This proof is
based on [5] and [13] (see also [9]). As Section 4, we consider only positive time direction. First,
we prove the following lemma to get the blow-up results.
Lemma 5.1 (Another characterization of nω,γ and rω,γ). Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0,
and 0 < µ < min{2, d}. Let ω > 0. Then, we have
nω,γ = inf{Tω,γ(f) : f ∈ H1(Rd) \ {0}, Kγ(f) ≤ 0}
and
rω,γ = inf{Tω,γ(f) : f ∈ H1rad(Rd) \ {0}, Kγ(f) ≤ 0},
where Tω,γ is defined as
Tω,γ(f) := Sω,γ(f)− 1
d(p− 1)Kγ(f).
Proof. We consider only nω,γ since the case of rω,γ holds by the same manner. We take any
f ∈ H1(Rd) \ {0} satisfying Kγ(f) ≤ 0. There exists 0 < λ ≤ 1 such that Kγ(λf) = 0, so
nω,γ ≤ Sω,γ(λf) = Tω,γ(λf) ≤ Tω,γ(f).
Therefore, we obtain
nω,γ = inf{Sω,γ(f) : f ∈ H1(Rd), Kγ(f) = 0}
≥ inf{Sω,γ(f) : f ∈ H1(Rd), Kγ(f) ≤ 0} ≥ nω,γ ,
which complete proof of this lemma. 
Proof of blow-up in Theorem 1.9 and Theorem 1.17.
(u0 ∈ |x|−1L2(Rd) case)
When u0 ∈ |x|−1L2(Rd), there exists a positive constant δ > 0 such that
d2
dt2
‖xu(t)‖2L2x = 4Kγ(u(t)) < −δ
for any t ∈ (Tmin, Tmax) by (1.6), Lemma 3.2 and Lemma 4.3. This inequality implies the desired
result.
(u0 ∈ H1rad(Rd) case)
We consider a functional I in Lemma 4.2.
I ′′(t) = 4Kγ(u) +R1 +R2 +R3 +R4,
where R1, R2, R3, and R4 are defined as (4.3), (4.4), (4.5), and (4.6) respectively. We have
already gotten R1 ≤ 0, R3 ≤ CR2 , and R4 ≤ 0 in Lemma 4.2. We estimate R2.
R2 ≤ c‖u‖p+1
L
p+1
x (R≤|x|)
≤ c
R
(d−1)(p−1)
2 ε
M [u]
p+3
4 · ε‖∇f‖
p−1
2
L2x(R≤|x|)
≤

c
R2
‖∇f‖2L2x , (d = 2, p = 5),
c
R
2(d−1)(p−1)
5−p ε
4
5−p
M [u]
p+3
5−p + 2{d(p − 1)− 4}ε‖∇f‖2L2x , (otherwise)
by Lemma 2.4 and Young’s inequality. Let 0 < ε < 2d(p−1)−4µ2d(p−1)−8 . We take a positive constant
δ > 0 such as Sω,γ(u) < (1− δ)mω,γ . Since mω,γ ≤ Tω,γ(u) by Lemma 5.1, we have
I ′′(t) ≤ 4Kγ(u) + c
R
2(d−1)(p−1)
5−p ε
4
5−p
M [u]
p+3
5−p + 2{d(p − 1)− 4}ε‖∇f‖2L2 +
C
R2
< 4d(p − 1)Sω,γ(u)− 2ωd(p − 1)M [u] − 2(1− ε){d(p − 1)− 4}‖∇f‖2L2 +
C
R2
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− {2d(p − 1)(1 − ε) + 4(2ε − µ)}
∫
Rd
γ
|x|µ |u(x)|
2dx+
c
R
2(d−1)(p−1)
5−p ε
4
5−p
M [u]
p+3
5−p
< 4d(p − 1)Sω,γ(u)− 4d(p − 1)(1 − ε)Tω,γ(u) + C
R2
+
c
R
2(d−1)(p−1)
5−p ε
4
5−p
M [u]
p+3
5−p
< 4d(p − 1)(1− δ)mω,γ − 4d(p − 1)(1 − ε)mω,γ + C
R2
+
c
R
2(d−1)(p−1)
5−p ε
4
5−p
M [u]
p+3
5−p
= 4d(p − 1)(ε− δ)mω,γ + C
R2
+
c
R
2(d−1)(p−1)
5−p ε
4
5−p
M [u]
p+3
5−p
for d ≥ 2 and p < 5. Taking c
R2
≤ 2{d(p − 1)− 4}ε, we have
I ′′(t) < 4d(p − 1)(ε − δ)mω,γ + C
R2
for d = 2 and p = 5 by the same manner. Thus, if we take sufficiently small 0 < ε <
min{δ, 2d(p−1)−4µ2d(p−1)−8 } and sufficiently large R > 0, then we obtain I ′′(t) < 0. This implies u
blows up. 
6. Appendix A
In this section, we check some properties of nα,βω,γ . More precisely, we prove Proposition 1.6 with
V (x) = γ|x|γ and Proposition 1.8 with V (x) =
γ
|x|µ for convenience of the readers. For the proof,
see also [11]. We define the following functional:
Uα,βω,γ (f) := Sω,γ(f)−
1
2α− (d− 2)βK
α,β
ω,γ (f)
=
βω
2α− (d− 2)β ‖f‖
2
L2 +
(2− µ)β
2{2α − (d− 2)β}
∫
Rd
γ
|x|µ |f(x)|
2dx+
(p− 1)α − 2β
(p+ 1){2α − (d− 2)β}‖f‖
p+1
Lp+1
.
Lemma 6.1. Let d ≥ 1, 2∗ < p+1 < 2∗, γ ≥ 0, and 0 < µ < min{2, d}. Let (α, β) satisfy (1.2)
and ω > 0. Then,
nα,βω,γ = inf
{
Uα,βω,γ (f) : f ∈ H1(Rd) \ {0}, Kα,βω,γ (f) ≤ 0
}
holds.
Proof. This lemma follows from the same argument with Lemma 5.1. 
Proposition 6.2. Let d ≥ 1, 2∗ < p+ 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let (α, β) satisfy
(1.2) and ω > 0. Then, nα,βω,γ = nω,0 holds.
Proof. First, we prove nα,βω,γ ≥ nω,0. We take any f ∈ H1(Rd)\{0} with Kα,βω,γ (f) = 0. Kα,βω,0 (f) ≤
Kα,βω,γ (f) = 0, so
nω,0 ≤ Uα,βω,0 (f) ≤ Uα,βω,γ (f) = Sω,γ(f).
This inequality implies nα,βω,γ ≥ nω,0. Next, we prove nα,βω,γ ≤ nω,0. We note that Qω,0 attains
nω,0, that is, Sω,0(Qω,0) = nω,0 and K
α,β
ω,0 (Qω,0) = 0. We take any sequence {yn} ⊂ Rd satisfying
|yn| −→ ∞ as n→∞. Then, we have
Sω,γ(Qω,0( · − yn)) −→ Sω,0(Qω,0) as n→∞
and
Kα,βω,γ (Qω,0( · − yn)) > Kα,βω,0 (Qω,0( · − yn)) = Kα,βω,0 (Qω,0) = 0.
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Since Kα,βω,γ (Qω,0( · − yn)) > 0 and Kα,βω,γ (λQω,0( · − yn)) < 0 for sufficiently large λ > 1,
there exists {λn} such that Kα,βω,γ (λnQω,0( · − yn)) = 0. Then, Kα,βω,γ (λnQω,0( · − yn)) = 0
and Kα,βω,0 (Qω,0) = 0 imply
2α− (d− µ)β
2
∫
Rd
γ
|x|µ |Qω,0(x− yn)|
2dx =
(p+ 1)α − dβ
p+ 1
(λp−1n − 1)‖Qω,0‖p+1Lp+1 .
The left hand side goes to zero as n → ∞, so the right hand side goes to zero as n → ∞, that
is, lim
n→∞λn = 1. Therefore, Sω,γ(λnQω,0( · − yn)) −→ Sω,0(Qω,0) = nω,0 as n → ∞. Combining
this fact and Kα,βω,γ (λnQω,γ( · − yn)) = 0 for each n ∈ N, we obtain nα,βω,γ ≤ nω,0. 
Proposition 6.3. Let d ≥ 1, 2∗ < p+ 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let (α, β) satisfy
(1.2) and ω > 0. Then, nα,βω,γ is not attained.
Proof. We assume for contradiction that φ attains nα,βω,γ , that is, Sω,γ(φ) = n
α,β
ω,γ andK
α,β
ω,γ (φ) = 0.
There exists y ∈ Rd such that
Kα,βω,γ (φ( · − y)) < Kα,βω,γ (φ) = 0.
Since Kα,βω,γ (λφ( · − y)) > 0 for sufficient small λ ∈ (0, 1) and Kα,βω,γ (φ( · − y)) < 0, there exists
λ0 ∈ (0, 1) such that
Kα,βω,γ (λ0φ( · − y)) = 0.
Therefore, we obtain
nα,βω,γ ≤ Sω,γ(λ0φ( · − y)) = Uα,βω,γ (λ0φ( · − y)) < Uα,βω,γ (φ( · − y)) < Uα,βω,γ (φ) = Sω,γ(φ) = nα,βω,γ .
This is contradiction. 
Proof of Proposition 1.8. By the equation (SPω,γ), it follows that Qω,0 = ω
1
p−1Q1,0(ω
1
2 · ) holds.
Then,
Sω,0(Qω,0) = ω
d+2−(d−2)p
2(p−1) S1,0(Q1,0)
holds. Thus, the condition (2) is equivalent to Sω,γ(u0) < ω
d+2−(d−2)p
2(p−1) S1,0(Q1,0). Here, we define a
function f(ω) := ω
d+2−(d−2)p
2(p−1) S1,0(Q1,0)−Sω,γ(u0) on ω ∈ (0,∞). The function f has a maximum
value at ω = ω0 by p > 1 +
4
d
. Therefore, if there exists ω > 0 such that Sω,γ(u0) < Sω,0(Qω,0),
then f(ω0) > 0 holds. f(ω0) > 0 implies
d+ 2− (d− 2)p
p− 1
[
dp− (d+ 4)
2{d + 2− (d− 2)p}
] dp−(d+4)
2(p−1)
S1,0(Q1,0) > M [u0]
1−scEγ [u0]sc .
By using Proposition 2.2 and (2.1), we obtain
M [Q1,0]
1−scE0[Q1,0]sc > M [u0]1−scEγ [u0]sc .

7. Appendix B
In this section, we check some properties of rα,βω,γ . More precisely, we prove Proposition 1.13 with
V (x) = γ|x|µ for convenient of the readers. For the proof, see also [10] and [11].
Proposition 7.1 (Equivalence of H1-norm and Sω,γ). Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and
0 < µ < min{2, d}. Let (α, β) satisfy (1.2) and ω > 0. If f ∈ H1(Rd) satisfies Kα,βω,γ (f) ≥ 0,
then
{(p − 1)α− 2β}Sω,γ(f) ≤ (p − 1)α− 2β
2
Jω,γ(f) ≤ {(p+ 1)α − dβ}Sω,γ(f)
holds, where Jω,γ(f) := ω‖f‖2L2 + ‖(−∆γ)
1
2 f‖2
L2
.
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Proof. The first inequality holds clearly. We see the second inequality by the following relation:
(p− 1)α− 2β
2
Jω,γ(f) ≤ (p− 1)α− 2β
2
Jω,γ(f) +K
α,β
ω,γ (f) ≤ {(p+ 1)α − dβ}Sω,γ(f).

Lemma 7.2. Let d ≥ 1, 2∗ < p+1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let (α, β) satisfy (1.2)
and ω > 0. If f ∈ H1
rad
(Rd) \ {0} satisfies Kα,βω,γ (f) ≤ 0, then there exists 0 < λ ≤ 1 such that
Kα,βω,γ (λf) = 0 and r
α,β
ω,γ ≤ Sω,γ(λf) = Uα,βω,γ (λf) ≤ Uα,βω,γ (f).
In particular,
rα,βω,γ = inf
{
Uα,βω,γ (f) : f ∈ H1rad(Rd) \ {0}, Kα,βω,γ (f) ≤ 0
}
holds.
Proof. This lemma follows from the same argument with Lemma 5.1. 
Proposition 7.3. Let d ≥ 2, 2∗ < p < 2∗, γ > 0, and 0 < µ < 2. Let (α, β) satisfies (1.2) and
ω > 0. Then, rα,βω,γ is attained.
Proof. We take a minimizing sequence {fn} ⊂ H1rad(Rd) \ {0} satisfying
Kα,βω,γ (fn) = 0 for any n ∈ N (7.1)
and
Sω,γ(fn) = U
α,β
ω,γ (fn)ց rα,βω,γ as n→∞.
{fn} is a bounded sequence in H1(Rd) by Lemma 7.1. We can take a subsequence of {fn}
satisfying fn −−⇀ f∞ in H1(Rd), which is denoted still by {fn}. Since H1rad(Rd) ⊂ Lp+1(Rd)
is compactly embedding for 2∗ < p + 1 < 2∗, we can take a subsequence of {fn} satisfying
fn −→ f∞ in Lp+1(Rd), which is denoted still by {fn}. Therefore, we get
‖f∞‖L2 ≤ lim inf
n→∞ ‖fn‖L2 , ‖(−∆γ)
1
2 f∞‖L2 ≤ lim inf
n→∞ ‖(−∆γ)
1
2 fn‖L2 ,
‖f∞‖p+1Lp+1 = limn→∞ ‖fn‖
p+1
Lp+1
, (7.2)
where we use the following estimate to show the second inequality:∫
Rd
γ
|x|µ |f∞(x)|
2dx ≤ lim inf
n→∞
∫
Rd
γ
|x|µ |fn(x)|
2dx,
which is proved by the same argument with lower semi-continuity for weak convergence. These
inequalities deduce
Sω,γ(f∞) ≤ lim inf
n→∞ Sω,γ(fn) = r
α,β
ω,γ
and
Uα,βω,γ (f∞) ≤ lim inf
n→∞ U
α,β
ω,γ (fn) = r
α,β
ω,γ . (7.3)
First, we prove that f∞ is not trivial. We assume f∞ = 0 for contradiction. Then, we have
0 =
(p+ 1)α − dβ
p+ 1
lim
n→∞ ‖fn‖
p+1
Lp+1
≥ 2α − (d− 2)β
2
lim inf
n→∞ ‖∇fn‖
2
L2 ≥ 0
by (7.2) and (7.1), that is, lim inf
n→∞ ‖∇fn‖L2 = 0. From Lemma 2.6, we get K
α,β
ω,γ (fn) > 0 for
sufficiently large n. This is contradiction with (7.1). Next, we prove that there exists a function
Qω,γ ∈ H1rad \ {0} such that Sω,γ(Qω,γ) = rα,βω,γ and Kα,βω,γ (Qω,γ) = 0. Using the following Lemma
7.4:
Lemma 7.4 (Brezis–Lieb, [1]). The following holds.
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(1) Let 1 < q < ∞. We assume that {un} is bounded in Lq and satisfies un −→ u a.e. in
R
d. Then, we have u ∈ Lq and
lim
n→∞
(‖un‖qLq − ‖un − u‖qLq) = ‖u‖qLq .
(2) Let X be a Hilbert space. If un −−⇀ u in X, then we have
lim
n→∞
(‖un‖2X − ‖un − u‖2X) = ‖u‖2X .
, we have
Sω,γ(fn)− Sω,γ(fn − f∞) −→ Sω,γ(f∞) as n→∞,
Uα,βω,γ (fn)− Uα,βω,γ (fn − f∞) −→ Uα,βω,γ (f∞) as n→∞,
−Kα,βω,γ (fn − f∞) −→ Kα,βω,γ (f∞) as n→∞.
Since
lim
n→∞U
α,β
ω,γ (fn − f∞) = lim
n→∞U
α,β
ω,γ (fn)− Uα,βω,γ (f∞) = rω,γ − Uα,βω,γ (f∞) < rω,γ ,
there exists n0 ∈ N such that
Kα,βω,γ (fn − f∞) > 0
for any n ≥ n0 by Lemma 7.2. That is, we have
Kα,βω,γ (f∞) ≤ 0
and
rα,βω,γ ≤ Uα,βω,γ (f∞). (7.4)
Combining (7.3) and (7.4),
rα,βω,γ = U
α,β
ω,γ (f∞).
There exists 0 < λ ≤ 1 such that
Kα,βω,γ (λf∞) = 0 and r
α,β
ω,γ ≤ Sω,γ(λf∞) = Uα,βω,γ (λf∞) ≤ Uα,βω,γ (f∞) = rα,βω,γ .
If we set Qω,γ = λf∞, then
Kα,βω,γ (Qω,γ) = 0 and Sω,γ(Qω,γ) = r
α,β
ω,γ .

Lemma 7.5. Let d ≥ 1, 2∗ < p + 1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let (α, β) satisfies
(1.2) and ω > 0. For any f ∈ H1(Rd), we have
(Lα, β − λ)(Lα, β − λ)Sω,γ(f) ≤ −(p− 1)α{(p − 1)α − 2β}
p+ 1
‖f‖p+1
Lp+1
.
In particular, if f satisfies Lα, βSω,γ(f) = Kα,βω,γ (f) = 0, then it follows that
(Lα, β)2Sω, γ(f) = Lα, βKα,βω,γ (f) ≤ −λλUα,βω,γ (f)−
(p − 1)α{(p − 1)α − 2β}
p+ 1
‖f‖p+1
Lp+1
.
Proof. The simple calculation deduces the followings:
Lα,β‖f‖2L2 = (2α − dβ)‖f‖2L2 , Lα,β‖∇f‖2L2 = {2α− (d− 2)β}‖∇f‖2L2 ,
Lα,β
∫
Rd
γ
|x|µ |f(x)|
2dx = {2α− (d− µ)β}
∫
Rd
γ
|x|µ |f(x)|
2dx,
Lα,β‖f‖p+1
Lp+1
= {(p + 1)α− dβ}‖f‖p+1
Lp+1
.
The relations imply the desired conclusions. 
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Lemma 7.6. Let d ≥ 1, 2∗ < p+1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let (α, β) satisfy (1.2)
and ω > 0. Then,
Mα,βω,γ,rad ⊂ Gω,γ,rad.
holds.
Proof. We take any φ ∈ Mα,βω,γ,rad. Then, we have
〈(Kα,βω,γ )′(φ),Lα,βφ〉 = Lα,βKα,βω,γ (φ)
≤ −µµUα,βω,γ (φ)−
(p− 1)α{(p − 1)α − 2β}
p+ 1
‖φ‖p+1
Lp+1
< 0,
where Lα,βφ denotes ∂
∂λ
∣∣
λ=0
eαλφ(eβλ · ). There exists a Lagrange multiplier η ∈ R such that
S′ω,γ(φ) = η(K
α,β
ω,γ )
′(φ),
so we have
0 = Kα,βω,γ (φ) = Lα,βSω,γ(φ) = 〈S′ω,γ(φ),Lα,βφ〉 = η〈(Kα,βω,γ )′(φ),Lα,βφ〉.
This implies η = 0. Therefore, we obtain S′ω,γ(φ) = 0. We take any ψ ∈ Aω,γ,rad. Then, we have
Kα,βω,γ (ψ) = 〈S′ω,γ(ψ),Lα,β(ψ)〉 = 0. Thus, Sω,γ(φ) ≤ Sω,γ(ψ). 
Lemma 7.7. Let d ≥ 1, 2∗ < p+1 < 2∗, γ > 0, and 0 < µ < min{2, d}. Let (α, β) satisfy (1.2)
and ω > 0. If Mα,βω,γ,rad is not empty, then
Gω,γ,rad ⊂Mα,βω,γ,rad.
Proof. We take any φ ∈ Gω,γ,rad. We take ψ ∈ Mα,βω,γ,rad ⊂ Gω,γ,rad, where the last inclusion holds
by Lemma 7.6. Let v ∈ H1rad(Rd) \ {0} satisfy Kα,βω,γ (v) = 0. Then, it follows that
Sω,γ(φ) = Sω,γ(ψ) ≤ Sω,γ(v).
In addition, Kα,βω,γ (φ) = 〈S′ω,γ(φ),Lα,βφ〉 = 0. Therefore, we obtain φ ∈ Mα,βω,γ,rad. 
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