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Segmentation of Robot Movements using Position and Contact Forces
Martin Karlsson* Anders Robertsson Rolf Johansson
Abstract— In this paper, a method for autonomous segmen-
tation of demonstrated robot movements is proposed. Position
data is clustered into Gaussian mixture models (GMMs), and
an initial set of segments is identified from the Gaussian
basis functions. A Kalman filter is used to detect sudden
changes in the contact force/torque measurements, and this is
used to update and verify the initial segmentation points. The
segmentation method is verified experimentally on an industrial
robot.
I. INTRODUCTION
Robot programs typically consist of sequences of pre-
defined movements, operating in well-structured industrial
environments. This concept has proven successful for au-
tomating a wide range of manufacturing tasks in, for in-
stance, the automotive industry. However, traditional robot
programming is difficult and therefore accessible to ex-
perts only. Further, robot programs have low adaptability
to changes in the environment. Therefore, robots are rare
outside labs and factories, and even seemingly repetitive
tasks, such as assembly tasks, are commonly done manually.
To facilitate robot programming, a lot of research has
been devoted to develop and evaluate robot programming
by demonstration (PbD) [1], [2], [3]. One approach is based
on lead-through programming, where a human grasps the
robot and moves it along the desired trajectory [4], [5].
Another approach is reinforcement learning (RL) [6], [7],
[8], [9], where the main obstruction in robotics, as compared
to simulated environments such as computer games, is the
limited amount of attempts and failures that are feasible on
hardware. It would also be possible to combine PbD and RL,
by using demonstrated movements and interaction forces as
prior information to warm start the RL.
Both in the context of PbD and RL, it is useful to divide
an intended task into key phases. The process of dividing
a demonstration into such key phases is commonly referred
to as segmentation. It has been applied to a wide range of
tasks, such as assembly tasks [11], surgery [12], [13], and
household tasks [14]. In PbD, the segmentation is useful for
extracting sub-tasks that are semantically meaningful, and
allowing for debugging and re-arrangement of the sub-tasks
during the programming process. In RL, segmentation could
be used to initialize rewards not only at the final goal state,
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Fig. 1: The ABB YuMi [10] prototype robot used in the
experiments. Directions (x, y, z) are indicated in the upper
left.
but also at the sub-goals, i.e., upon completion of each key
phase, to guide the learning of the task.
In [14], demonstrations were represented as position time
series, and subsequently clustered into Gaussian Mixture
Models (GMMs). Each basis function of a GMM corre-
sponded to one segment, and one segmentation point was
assigned between each consecutive basis functions in the
time dimension. The main benefit with this approach was
that the segmentation was done autonomously, and without
requiring manual tuning of parameters. Table 1 in [14] shows
a qualitative comparison of [14] and related segmentation
methods. The method was evaluated using unstructured
demonstrations of everyday tasks, such as rice cooking
and table setting. The result was semantically meaningful
segments, which could be re-arranged to adjust and re-use
previous robot programs.
Successful segmentation is important in this context. Fail-
ure of obtaining meaningful segments with correct pre- and
post-conditions conditions would endanger the subsequent
learning, debugging, and execution. Significant position un-
certainties in the work space are common in robotic manip-
ulation, and contact forces can then be used to determine
whether contact has been established between the robot and
a work object. It would therefore be desirable to add force
measurements to the method in [14].
In this paper, we continue the research proposed in [14],
by extending the position-based approach to also take in-
teraction forces into account. In robot tasks, it is common
that the type of physical contact between the robot and
its work objects changes during the transition between key
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Fig. 2: Photographs of Setup 1. The demonstration started as
shown in (a), with the stop button grasped by the robot. The
robot arm was moved by means of lead-through program-
ming, first forward (b) from the robot’s perspective, and sub-
sequently downward until contact between the yellow case
and the corresponding gray case, thus assembling the parts
(c). Finally, the robot arm was moved sideways until contact
between the assembled stop button and the environment (d).
phases. Examples of such transitions, in the context of
robotic assembly, are shown in Figs. 2 and 3. In this paper,
we use such changes in the measured interaction forces to
detect these transitions. The approach in [14] was used to
determine preliminary segmentation points based on demon-
strated position data. A Kalman filter was used to detect
sudden changes in the contact force measurements, and the
time instances of these were used to verify and modify the
initial set of segmentation points. In terms of contribution,
the main component is described in Sec. II-B, and put into
context in Sec. II.
Previous methods for segmentation based on force mea-
surements were commonly based on hidden Markov models
(HMMs) [15], [16]. Our proposed method offers an alter-
native to HMM approaches, which is easy to implement
and analyze, while retaining the benefits of the GMM-
based segmentation in [14]. In addition to the segmentation
itself, the force segmentation provides conditions for when
to transit between segments during execution.
II. METHOD
In this section, it is shown how to segment a demonstrated
robot trajectory using both position and force data. This
method extends the position-based autonomous segmentation
framework in [14] by also including force data. The overall
strategy is to apply the GMM segmentation described in [14],
and then use force data to verify segmentation points of the
GMM, and possibly add new ones. Once a demonstrated tra-
jectory has been segmented, each segment can be encoded as,
for instance, a dynamical movement primitive (DMP), which
(a) (b)
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Fig. 3: Photographs of Setup 2. The initial configuration is
shown in (a). Previously assembled stop buttons are shown to
the right. The robot gripper was first rotated to align the stop-
button cases with each other (b), and then the grasped part
was moved down until contact, so that the two cases were
assembled (c). Thereafter, the robot arm was moved sideways
along the table. In (d), a new contact was established between
the grasped stop button and the ones that were previously
assembled. The movement continued sideways (e) until the
final configuration was reached (f).
in turn can be executed by robots. The novel segmentation
component is described in Sec. II-B, whereas the remaining
parts of this section describe how to combine it with existing
frameworks.
A. Position-Based Segmentation Using a GMM
For segmentation using position data, we apply the al-
gorithm proposed in [14], where a demonstrated trajectory
is clustered into a GMM. In the following, the approach
is briefly described for convenience, while a complete de-
scription can be found in [14]. A GMM consists of a
set of Gaussian distributions, denoted N(ξ|µi,Σi), and we
represent the mean vector µi and covariance matrix Σi of
each Gaussian as follows.
µi =
(
µi,t
µi,ξ
)
(1)
Σi =
(
Σi,t Σi,tξ
Σi,ξt Σi,ξ
)
(2)
Here, t denotes the time and ξ denotes the configuration of
the robot. Further, i is the index of the Gaussian, which we
assume is ordered chronologically, so that the Gaussian with
lowest temporal mean µi,t corresponds to the first index.
Each Gaussian of the GMM corresponds to a segment.
An example is given in Fig. 6, where a trajectory has been
clustered into five segments. Each ellipse corresponds to the
standard deviation of the corresponding Gaussian.
In [14], two alternative segmentation approaches are pre-
sented; one based on a geometrical interpretation of the
Gaussians, and one using the GMM weights along the time
component. For both approaches, segmentation time points
are identified along the time component, where the standard
deviations of any two adjacent Gaussians overlap, or where
there is a space between them. This corresponds to one
segmentation point between each of the ellipses in, e.g.,
Fig. 6. These approaches give remarkably similar results
[14], and in this paper, we use the version based on the
geometrical interpretation. Then, candidate time intervals for
the segmentation points are identified between each two
consecutive Gaussians, defined by the time boundaries
tb1 = µi,t +
√
Σi,t (3)
and
tb2 = µ(i+1),t −
√
Σ(i+1),t (4)
Subsequently, segmentation time points are established
within these short time intervals; see [14].
B. Force-Based Segmentation Using Kalman Filtering
In this section, we use force data to assign segmentation
points when there are significant changes in the contact
between the robot and its environment. For instance, a
transfer from free-space robot motion to contact with the
surroundings, or vice versa, results in a sudden change of the
contact forces. Further, it is typically beneficial to distinguish
between the different contact situations, by assigning them
into different segments. In this paper, we use a Kalman filter
(see Chapter 11 in [17]) to detect sudden changes in the
force measurements, and define segmentation points when
these changes occur.
Consider the following sampled state-space model for the
contact force F .
F (t+ 1) = F (t) + v(t) (5)
Fm(t) = F (t) + e(t) (6)
Here, t denotes a discrete time step, F is the true contact
force, Fm(t) is the measurement of F influenced by noise,
and v and e are process noise and measurement noise, respec-
tively. It is assumed that the noise components are discrete-
time zero-mean Gaussian white-noise processes, uncorrelated
with each other. Further, we introduce two noise covariance
matrices as follows.
R1 = E[v(t)v
T(t)] (7)
R2 = E[e(t)e
T(t)] (8)
Based on the state-space model, we define a Kalman filter
as specified in [17], where more information about general
Kalman filtering can be found. Because the system matrix
and the mapping from state to measurements (disregarding
the noise) in the state-space model are given by identity ma-
trices, we obtain a Kalman filter that is simple as compared
to the general case.
Fˆ (t | t) = Fˆ (t | t− 1) +Kf (t)(Fm(t)− Fˆ (t | t− 1)) (9)
Fˆ (t+ 1 | t) = Fˆ (t | t) (10)
Here, Fˆ represents estimated force, and the conditional
representation of, for example, Fˆ (t | t − 1)), specifies the
available measurements, in this example measurements up to
Fm(t− 1). The gain Kf is given by
Kf (t) = P (t | t− 1)(P (t | t− 1) +R2)−1 (11)
where P is the variance of the estimation error and given by
P (t+ 1 | t) = P (t | t− 1) +R1
−Kf (t)(P (t | t− 1) +R2)KTf (t)
P (t | t) = P (t | t− 1)
− P (t | t− 1)(P (t | t− 1) +R2)−1P (t | t− 1)
P (t = 0) = R2
(12)
The model given by (5) and (6) is accurate only as long as
the contact situation remains the same. However, significant
contact changes are not well captured by the model, and
these changes are therefore expected to yield a significant
force estimation error. In the following, we omit the time
variable to keep the notation uncluttered, knowing that each
entity is time dependent and assuming that measurements up
to time t (inclusive) are available. Let us define the error of
the force estimate as
F˜ = F − Fˆ (13)
We use the estimation error, normalized with respect to its
variance, as a measure of sudden changes in the contact
forces. This measure is given by F˜ TP−1F˜ ; see Fig. 7 for
an example where this measure has been plotted over time.
When F˜ TP−1F˜ has a peak, this indicates a sudden change in
the contact forces and therefore a transition between different
kinds of contacts. Hence, segmentation points are assigned
to times where F˜ TP−1F˜ peaks.
C. Combined Position and Force Segmentation
The position-based GMM segmentation in Sec. II-A and
[14] is enhanced by the force-based segmentation in Sec. II-B
as follows. An initial set of segmentation points is determined
from position data only; see Sec. II-A. Thereafter, each force-
based segmentation point (see Sec. II-B) is used to adjust the
initial set of segmentation points as follows:
• If an initial segmentation point is close to the force-
based segmentation point, it is updated to the force-
based segmentation point. This is motivated by the fact
that the force data can provide segmentation points with
high time resolution (see Fig. 7) as compared to position
data (see upper plot in Fig. 5 and Fig. 6).
• If the force-based segmentation point is not close to
any initial segmentation point, it is added as a new
segmentation point. Such a situation may occur when
the contact situation is changed, without affecting the
robot movement significantly.
These updates transform the initial set of segmentation
points, into a final set.
D. Representation and Autonomous Execution of Segmented
Demonstration
We use DMPs [18] with temporal coupling to represent
and execute the movements in operation space. DMPs are
motion control laws, developed to enhance robot’s replan-
ning capabilities, and commonly used in the context of
programming by demonstration [2], [19], [20], [21]. For
configurations in real coordinate systems Rn, DMPs are
commonly based on the following dynamical system.
τ2y¨r = α(β(yg − y)− τ y˙) + f(x) (14)
Here, y¨r is a reference acceleration sent to the internal robot
controller, y denotes robot configuration, yg is the goal
configuration, α and β are positive constants, τ is a positive
time parameter, and f(x) is a so-called forcing term where
x is a phase variable [18]. The DMP formulation in (14)
can be extended to also incorporate control of orientation
in operation space, as explained in [22]. Further, temporal
coupling [18], [23], [24] was included to support online
replanning.
Given a segmented demonstrated trajectory, we use the
position data in each segment to determine a corresponding
DMP. If the end point of a given segment corresponds to
a contact change, an offset is added to move the goal con-
figuration in the movement direction, and a force threshold
is used to detect movement completion during execution. If
the end point does not correspond to a contact change, the
movement is considered completed when y is close to yg . In
summary, a demonstration is first divided into segments, and
thereafter each segment is represented as a DMP. To replay
a demonstration autonomously, the corresponding sequence
of DMPs is executed.
III. EXPERIMENTS
To validate the proposed method, a prototype of the ABB
YuMi robot was used; see Fig. 1 and [10]. Each wrist of the
robot was equipped with an ATI [25] Mini40 force/torque
sensor. The sensorless lead-through programming imple-
mented in [5] was used for demonstrating trajectories. During
the lead-through programming, the robot was grasped so that
the contact with the operator was not directly measured by
the force/torque sensor. The method was implemented on an
ordinary PC, which communicated with the internal robot
controller through the research interface ExtCtrl [26], [27],
running at 250 Hz. Two different setups were considered to
investigate the segmentation.
Fig. 4: Data from Setup 1. This graph shows position and
force from the demonstration, along the vertical axis (z). The
downward movement began at t ≈ 3 s. As expected, there
were no contact forces during this free-space movement.
When contact was established, the downward movement
stopped, and it can be seen that the normal force increased
at that point.
Setup 1 The task of the robot was to assemble two parts of
an emergency stop button; see Fig. 2. This was done by first
moving the grasped part in the x-direction, and subsequently
moving downwards until contact was established, which
accomplished the assembly. Subsequently, the assembled
parts were moved sideways in a sliding motion, until a
second contact was established.
Setup 2 Again, the task was to assemble two parts of
an emergency stop button. This setup is visualized in Fig. 3.
First, the grasped part was rotated to align it with the part on
the table. Thereafter, it was moved downward until contact,
in the same way as for Setup 1. The assembled parts were
then moved sideways. During the movement, contact was
established with previously assembled stop buttons, so that
these were also moved to the side.
In Setup 1, we considered only position and force data,
which is sufficient to demonstrate the key features of the
segmentation process. Setup 2 also included orientation and
torque data, to show how these data can be incorporated
in the segmentation. After demonstration and segmentation,
each task was executed autonomously on the robot.
A video that shows the experiments is available as an
attachment to this paper, and online [28].
IV. RESULTS
Data from Setup 1 are shown in Figs. 4 to 7. The
demonstrated trajectory and contact forces are shown in
Fig. 5. These data were used as input for the segmentation
algorithm. The initial segmentation, obtained as described
in Sec. II-A, is shown in Fig. 6. The normalized force
estimation error, obtained according to Sec. II-B, is shown in
Fig. 7. Two peaks are clearly visible, and these correspond
to the establishment of new contacts; first between the parts
to be assembled and subsequently with another object in
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Fig. 5: Measurements from Setup 1. The upper plot shows
position, and one movement in each of the x, z, and y-
directions are clearly visible. The lower plot shows contact
forces. A sudden change can be distinguished at t ≈ 4 s, but
apart from that, it is not obvious how to assign segmentation
points only by inspecting the raw force data.
Fig. 6: Position data from Setup 1, also shown in the upper
plot in Fig. 5, clustered as a GMM with five Gaussians. Each
color corresponds to one segment. The movements in the x,
z, and y-directions have been divided into one cluster each.
In addition, the two parts of the trajectory with zero velocity
have been divided into one cluster each.
the work space. The instances of these peaks were used to
verify and adjust the segmentation points at t ≈ 4 s and t ≈
6.5 s, initially obtained according to Fig. 6. The segmentation
resulted in five segments, each of which has a clear semantic
interpretation:
1) Move end effector forward (from the perspective of the
robot);
2) Idle (zero velocity);
3) Move down until contact;
4) Idle;
5) Move sideways until contact.
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Fig. 7: Normalized force estimation error of the Kalman
filter, from Setup 1. Two peaks are clearly visible. These
peaks correspond to new contact between the robot and its
surroundings. This can be compared with the lower plot in
Fig. 5, where these changes are not as easy to distinguish.
Idle segments can emerge naturally from lead-through
demonstrations, for instance if the operator stops to change
grasp. For many tasks, these idle segments can be omitted
during execution; see Sec. V. This was also done for the
execution phases in these experiments.
Data from Setup 2 are shown in Figs. 8 to 10. Similarly
to Setup 1, the two peaks in Fig. 10 were used to verify and
adjust two of the initial segmentation points in Fig. 9; at t ≈
4 s and t ≈ 5 s. These two segmentation points correspond
to established contact between the assembly parts, followed
by contact between the grasped stop button and other pre-
viously assembled stop buttons. Again, the method provided
segments that can be interpreted semantically:
1) Rotate end effector;
2) Move down until contact;
3) Move sideways until contact, and continue movement;
4) Continue movement, retaining contact with table and
previously assembled stop buttons.
The autonomous execution of each demonstrated task was
successful, and is shown in the video [28].
V. DISCUSSION
In the experiments, the proposed method successfully
segmented the demonstrated tasks into intuitively meaningful
sub-tasks. It also provided pre- and post conditions for the
segments, i.e., transit at a demonstrated configuration, or
transit upon new contact. The segmented demonstrations
allowed for the robot to perform the tasks autonomously.
Omitting idle examples, which was discussed in Sec. IV,
is an example of rearrangement of segments for task modi-
fication. More such examples are available in [14], where a
humanoid was used for a rice-cooking task and a food-cutting
task. Segments were repeated and rearranged to perform
different sub-tasks variable amounts of times. The ability of
such updating and debugging, which would be very difficult
to achieve using raw data only, is one of the main benefits
of successful segmentation.
One obstruction when developing and evaluating segmen-
tation methods, is that it is partly subjective whether a given
segmentation result is successful or not. It is dependent on
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Fig. 8: Measurements from Setup 2. The rotation (see the
second plot from above) and the two translations (see the
first plot from above) are clearly visible. Here, the orientation
is represented by the imaginary part of the corresponding
quaternion. The directions of the position, force, and torque
are defined by the legend.
the user and the context. In this paper, a clear semantic
meaning of the segments is considered a benefit. This criteria
is subjective. Further, the segmentation should enable suc-
cessful autonomous execution of the demonstrated task. This
criteria can be tested objectively. An interesting direction
of future work would be to use the segments as prior
information in RL. It would then be interesting to investigate,
if more objective criteria could be specified given that the
RL should succeed within as few attempts as possible. Such
criteria could be used both in the design and evaluation of
future segmentation methods.
VI. CONCLUSION
A method for autonomous segmentation of demonstrated
robot tasks was proposed. The method in [14] was extended
to also incorporate contact forces, which is the main contri-
bution of this paper. Position trajectories were clustered into
segments using GMMs [14], and Kalman filtering was used
to detect sudden changes in the contact forces. The method
generated segments with clear semantic interpretations and
transition criteria. The method was verified experimentally
Fig. 9: Configuration data from Setup 2, also shown in the
two upper plots in Fig. 8, clustered as a GMM with four
Gaussians.
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Fig. 10: Normalized force estimation error of the Kalman
filter, from Setup 2.
using an industrial robot. After demonstration, the segmented
tasks could be performed autonomously by the robot. A
video that shows the functionality is available as an attach-
ment to this paper, and online [28].
REFERENCES
[1] A. Billard, S. Calinon, R. Dillmann, and S. Schaal, “Robot program-
ming by demonstration,” in Springer Handbook of Robotics. Springer,
Berlin Heidelberg, Germany, 2008, pp. 1371–1394.
[2] S. Niekum, S. Osentoski, G. Konidaris, S. Chitta, B. Marthi, and
A. G. Barto, “Learning grounded finite-state representations from
unstructured demonstrations,” The International Journal of Robotics
Research, vol. 34, no. 2, pp. 131–157, 2015.
[3] M. Karlsson, “Human–robot interaction based on motion and force
control,” Ph.D. dissertation, TFRT–1124–SE, Dept. Automatic Control,
Lund University, Lund, Sweden, 2019.
[4] Z. Pan, J. Polden, N. Larkin, S. Van Duin, and J. Norrish, “Recent
progress on programming methods for industrial robots,” in 41st
International Symposium on Robotics (ISR). June 7–9, Munich,
Germany: VDE, 2010, pp. 1–8.
[5] A. Stolt, F. B. Carlson, M. M. Ghazaei Ardakani, I. Lundberg,
A. Robertsson, and R. Johansson, “Sensorless friction-compensated
passive lead-through programming for industrial robots,” in IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS),
September 28–October 2, Hamburg, Germany, 2015, pp. 3530–3537.
[6] F. Stulp, J. Buchli, A. Ellmer, M. Mistry, E. A. Theodorou, and
S. Schaal, “Model-free reinforcement learning of impedance control in
stochastic environments,” IEEE Transactions on Autonomous Mental
Development, vol. 4, no. 4, pp. 330–341, 2012.
[7] S. Levine and V. Koltun, “Guided policy search,” in International
Conference on Machine Learning (ICML), June 16–21, Atlanta, GA,
2013, pp. 1–9.
[8] S. Levine, N. Wagener, and P. Abbeel, “Learning contact-rich ma-
nipulation skills with guided policy search,” in IEEE International
Conference on Robotics and Automation (ICRA), May 26–30, Seattle,
WA, 2015, pp. 156–163.
[9] Z. Li, T. Zhao, F. Chen, Y. Hu, C.-Y. Su, and T. Fukuda, “Reinforce-
ment learning of manipulation and grasping using dynamical move-
ment primitives for a humanoidlike mobile manipulator,” IEEE/ASME
Transactions on Mechatronics, vol. 23, no. 1, pp. 121–131, 2018.
[10] ABB Robotics. (2019) YuMi — IRB 14000. [Online]. Available:
http://new.abb.com/products/robotics/yumi
[11] R. Lioutikov, G. Neumann, G. Maeda, and J. Peters, “Probabilistic
segmentation applied to an assembly task,” in IEEE-RAS 15th Inter-
national Conference on Humanoid Robots (Humanoids), November
3–5, Seoul, South Korea, 2015, pp. 533–540.
[12] H. C. Lin, I. Shafran, D. Yuh, and G. D. Hager, “Towards automatic
skill evaluation: Detection and segmentation of robot-assisted surgical
motions,” Computer Aided Surgery, vol. 11, no. 5, pp. 220–230, 2006.
[13] S. Krishnan, A. Garg, S. Patil, C. Lea, G. Hager, P. Abbeel, and
K. Goldberg, “Transition state clustering: Unsupervised surgical trajec-
tory segmentation for robot learning,” in Robotics Research. Springer,
2018, pp. 91–110.
[14] S. H. Lee, I. H. Suh, S. Calinon, and R. Johansson, “Autonomous
framework for segmenting robot trajectories of manipulation task,”
Autonomous Robots, vol. 38, no. 2, pp. 107–141, 2015.
[15] B. Hannaford and P. Lee, “Hidden Markov model analysis of
force/torque information in telemanipulation,” The International Jour-
nal of Robotics Research, vol. 10, no. 5, pp. 528–539, 1991.
[16] C. S. Hundtofte, G. D. Hager, and A. M. Okamura, “Building a task
language for segmentation and recognition of user input to cooperative
manipulation systems,” in 10th Symposium on Haptic Interfaces for
Virtual Environment and Teleoperator Systems (HAPTICS). March
24–25, Orlando, Florida: IEEE, 2002, pp. 225–230.
[17] K. J. A˚stro¨m and B. Wittenmark, Computer-Controlled Systems:
Theory and Design. Mineola, NY: Courier Corporation, 2013.
[18] A. J. Ijspeert, J. Nakanishi, H. Hoffmann, P. Pastor, and S. Schaal,
“Dynamical movement primitives: learning attractor models for motor
behaviors,” Neural Computation, vol. 25, no. 2, pp. 328–373, 2013.
[19] M. Karlsson, A. Robertsson, and R. Johansson, “Autonomous inter-
pretation of demonstrations for modification of dynamical movement
primitives,” in IEEE International Conference on Robotics and Au-
tomation (ICRA), May 29–June 3, Singapore, 2017, pp. 316 – 321.
[20] M. Karlsson, “On motion control and machine learning for robotic
assembly,” 2017.
[21] C. Talignani Landi, F. Ferraguti, C. Fantuzzi, and C. Secchi, “A
passivity-based strategy for coaching in human–robot interaction,” in
IEEE International Conference on Robotics and Automation (ICRA),
May 21–25, Brisbane, Australia, 2018, pp. 3279–3284.
[22] A. Ude, B. Nemec, T. Petric´, and J. Morimoto, “Orientation in
Cartesian space dynamic movement primitives,” in IEEE International
Conference on Robotics and Automation (ICRA), May 31–June 7,
Hong Kong, China, 2014, pp. 2997–3004.
[23] M. Karlsson, F. Bagge Carlson, A. Robertsson, and R. Johansson,
“Two-degree-of-freedom control for trajectory tracking and perturba-
tion recovery during execution of dynamical movement primitives,” in
20th IFAC World Congress, July 9–14, Toulouse, France, 2017, pp.
1959 – 1966.
[24] M. Karlsson, A. Robertsson, and R. Johansson, “Convergence of
dynamical movement primitives with temporal coupling,” in European
Control Conference (ECC), June 12–15, Limassol, Cyprus, 2018, pp.
32–39.
[25] ATI. (2019) ATI: Industrial Automation. [Online]. Available:
https://www.ati-ia.com/
[26] A. Blomdell, G. Bolmsjo¨, T. Broga˚rdh, P. Cederberg, M. Isaks-
son, R. Johansson, M. Haage, K. Nilsson, M. Olsson, T. Olsson,
A. Robertsson, and J. Wang, “Extending an industrial robot controller:
Implementation and applications of a fast open sensor interface,” IEEE
Robotics & Automation Magazine, vol. 12, no. 3, pp. 85–94, 2005.
[27] A. Blomdell, I. Dressler, K. Nilsson, and A. Robertsson, “Flexible
application development and high-performance motion control based
on external sensing and reconfiguration of ABB industrial robot
controllers,” in IEEE International Conference on Robotics and Au-
tomation (ICRA), May 3–8, Anchorage, Alaska, 2010, pp. 62–66.
[28] M. Karlsson. (2019) Segmentation of robot movements. Deptartment
of Automatic Control, Lund University, Lund, Sweden. [Online].
Available: https://youtu.be/VvOE3yl6xlU
