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KURZFASSUNG
Die vorliegende Arbeit beschreibt die Parallelisierung eines ChartParsers zur Syntaxanalyse ge
sprochener Sprache auf einem Rechner mit SharedMemory	 Ein besonderes Anliegen ist dabei die
Integration in ein inkrementell arbeitendes Sprachverarbeitungssystem	 Eine zentrale Koordinati
onsstelle die Agenda des ChartParsers verwaltet Auftr

age die parallel ausgef

uhrt werden k

onnen	
Die Leistungsf

ahigkeit des Parsers wurde unter realen Bedingungen getestet	 Ein nenenswerter Ge
schwindigkeitsvorteil ist nicht zu verzeichnen	 Die Gr

unde sind zum groen Teil auf eine nicht opti
male Parallelisierung zur

uckzuf

uhren die sich aus der Erweiterung eines bestehenden sequentiellen
Systems ergibt	 Es werden aber auch prinizpielle Einschr

ankungen des parallelen ChartParsings
in einer inkrementellen Architektur herausgearbeitet	
 EINLEITUNG
Die Entwicklung paralleler Rechnerarchitekturen begann in den sechziger Jahren	 Standen am An
fang numerische Anwendungen im Vordergrund so erweiterte sich das Anwendunggebiet in den
achtziger Jahren vor allem aufgrund der Verbreitung von Multiprozessorrechner auf andere Berei
che in denen hohe Rechenleistungen gefordert werden	
Eines dieser Anwendungsbereiche ist die Verarbeitung gesprochener Sprache	 Das Ziel dabei ist ein
technisches System das ieend gesprochene Sprache in Echtzeit

versteht und entsprechend ihrem
Inhalt reagiert	 Der Kern eines solchen Systems wird klassisch in die drei linguistischen Abstrakti
onsebenen Ordnung Inhalt und Gebrauch eingeteilt	 Die Ordnung stellt Regeln zur Kombination
von Symbolen dar	 Diese Ordnung betrit Unterebenen Phonolgie Morphologie und Syntax	 Beim
Inhalt Semantik wird die Bedeutung der Symbole untersucht	 Der Gebrauch umfat die Un
terebenen der Pragmatik und des Diskurses	 Er untersucht die Bedeutung der Symbole im aktuell
gegebenen Kontext	 Zu diesen linguistischen Ebenen kommen noch die Schallanalyse und die Schall
erzeugung hinzu	 Aus technischer Sicht k

onnen diese Ebenen und Unterebenen als eigenst

andige
Softwaremodule gesehen werden die

uber bestimmte Kommunikationskan

ale verbunden sind	 Die
traditionelle Kopplung ist dabei eine sequentielle Hintereinanderschaltung aller Module	 Jedes Mo
dul reicht nur das endg

ultige Ergebnis seiner Analyse weiter	 Eine vor allem psycholinguistsisch
motivierte Parallelisierung ist eine inkrementelle Architektur	 Alle Module arbeiten gleichzeitig
und geben Zwischenergebnisse so fr

uh wie m

oglich weiter	
Einige Module selber sind jedoch von einer Komplexit

at die es sinnvoll erscheinen l

at auch inner
halb der Module parallele Abl

aufe zu denieren	 Ans

atze dazu sind vor allem in der Syntaxanalyse
getestet worden die eines der besterforschten Teilgebiete der Sprachverarbeitung ist	 Die bisheri
gen Implementierungen sich dabei aber meist auf kleine Beispiele mit Texteingabe beschr

ankt und
orientieren sich an der sequentiellen Kopplung der Module	 Das Ziel dieser Arbeit ist die Evalua
tion eines inkrementellen parallelen Parsers unter realen Bedingungen am Beispiel eines Zugaus
kunftssystems	 Ausgangspunkt der parallelen Syntaxanalyse ist ein ChartParser	 Eine sequentielle
Version des Parsers implementiert in LISP stand schon zu Beginn der Arbeit zur Verf

ugung	
Das verwendete LISP ist aber nicht zur Parallelverarbeitung geeignet	 F

ur die Parallelisierung des
Parsers mute daher zuerst die Programmiersprache um entsprechende Konstrukte erg

anzt werden	
Diese beiden unabh

angigen Aufaben bestimmen den Aufbau dieser Arbeit	 Im n

achsten Kapi
tel werden f

ur die weiteren Kapitel wichtige Grundlagen geschaen	 Kapitel drei besch

aftigt sich
mit einigen ausgew

ahlten Problemen der LISPParallelisierung	 Im Kapitel vier wird dann ein ab
	 Einleitung 
strakter Algorithmus f

ur einen ChartParser angegeben der die Grundlage der im f

unften Kapitel
beschriebenen Parallelisierung ist	
PARALLELE PROGRAMMIERUNG
Die Entwicklung von Computerprogrammen ist gepr

agt durch die vorherrschende sequentielle
Rechnerarchitektur	 Parallelrechner sind noch die Ausnahme	 Die Entwicklungen im Bereich der
Betriebssysteme
 
zeigen aber da sich parallele Ans

atze langsam durchsetzen	 Die Benutzung
fortschrittlicher objektorientierter Programmierstile erleichtert dabei den

Ubergang von einer
sequentiell zu einer parallelorientierten Denkweise	
 Prinzipielle

Uberlegungen zur parallelen
Programmierung
Momentan werden noch viele verschiedene Ans

atze zur Entwicklung und Programmierung paral
leler Rechnerarchitekturen verfolgt	 In welche Richtung diese Entwicklung geht ist zur Zeit noch
nicht absehbar	 Unabh

angig von den verschiedenen Ans

atzen lassen sich jedoch einige prinzipielle

Uberlegungen zur Entwicklung eines parallelen Systems anstellen	 Im folgenden wird dabei nur auf
die Programmierung eingegangen	 Die angesprochenen Punkte lassen sich aber zum groen Teil
auch auf die Rechnerentwicklung

ubertragen	
  Begriskl

arung
Die in der Literatur zu paralleler Programmierung auftretenden Begrie wie Programm Proze
Thread etc	 werden leider nicht einheitlich deniert	 Daher ist eine informelle Einf

uhrung der in
dieser Arbeit verwendeten Begri notwendig	 Die Denition der Begrie h

alt sich dabei eng an ihre
Verwendung innerhalb des SOLARIS Betriebssystems	
Teilt man die Beschreibung einer Probleml

osung in die drei von Marr in Mar vorgeschlagenen
Ebenen algorithmische Theorie Repr

asentation Implementation ein so lassen sich die verwendeten
Begrie durch die Ebene auf der sie eingef

uhrt werden denieren	 Zus

atzlich wird eine vierte
Ebene die Hardware eingef

uhrt	
 
ZB die Spezikation einer POSIXThreadschnittstelle oder das Threadkonzept von Windows NT
	 Parallele Programmierung 
Algorithmische Theorie
Sie beschreibt die grundlegenden Eigenschaft die jeder Ansatz zur L

osung des betrachte
ten Problems erf

ullen mu	 Es wird festgestellt was berechnet werden mu und welche Ein
schr

ankungen von dem Problem vorgegeben sind	 Auf dieser Ebene lassen sich z	B	 Aussagen

uber die Komplexit

at des Problems machen	 Aussagen

uber Parallelisierung sind hier noch
nicht m

oglich	
Repr

asentation
In dieser Ebene werden die notwendigen Datenstrukturen und der Algorithmus zu ihrer Ver
arbeitung deniert	 Die hierbei m

ogliche Parallelit

at wird als logische oder algorithmische
Parallelit

at bezeichnet	
Implementation
Die Implementation realisiert den Algorithmus in einer bestimmten Programmiersprache	 Auf
dieser Ebene m

ussen alle verwendeten Datenstrukturen also sowohl die f

ur den Algorithmus
notwendigen als auch weitere Hilfsstrukturen genau speziziert werden	 Die Parallelit

at der
Implementation wird durch Threads beschrieben	 Abh

angigkeiten verschiedener Datenstruk
turen untereinander k

onnen dazu f

uhren da die algorithmische Parallelit

at nicht vollst

andig
auf Threads abgebildet werden kann	 Das Ergebnis der Implementation ist ein Programm	
Hardware
Prozessoren stellen die real vorhandene Hardware dar	 Wird ein Programm auf einem Prozes
sorsystem ausgef

uhrt so stellt dieses einen Proze dar	 Die Anzahl gleichzeitig innerhalb des
Prozesses ausgef

uhrter Threads wird als echte Parallelit

at bezeichnet	
   Kenngr

oen
Der entscheidende Vorteil eines parallelen Algorithmus soll in der Regel die h

ohere Geschwindigkeit
gegen

uber der sequentiellen Version sein	 Dieser SpeedUp S wird bestimmt durch das Verh

altnis
der Laufzeit

des sequentiellen Algorithmus T zur Laufzeit des parallelen Algorithmus mit P
Prozessoren TP	
SP  
T 
T P 
T ist hierbei die Zeit f

ur den besten bekannten sequentiellen Algorithmus	 Der maximale theo
retische SpeedUp

bei der Verwendung von P Prozessoren liegt also bei P	 Setzt man den erzielten
SpeedUp ins Verh

altnis zu der Zahl der eingesetzten Prozessoren so erh

alt man die Ezienz E
des Algorithmus	
EP  
SP 
P
Die Ezienz zeigt also an welcher Anteil der Rechenzeit f

ur die Probleml

osung genutzt wird	 Sie
gibt damit den Wirkungsgrad des parallelen Systems an	

T gemessen in Zeitschritten dh in einer Zeiteinheit wird genau eine Operation ausgef

uhrt

Auf superlinearare SpeedUps und ihre Gr

unde soll hier nicht n

aher eingegangen werden Siehe dazu Bre	

	 Parallele Programmierung 	
  M

ogliche Ezienzverluste
In einer realen Anwendung wird der maximale SpeedUp kaum zu erzielen sein	 Damit verringert
sich auch die Ezienz	 Dieser Ezienzverlust hat nach Bre mehrere Gr

unde

unvollst

andige Parallelisierung
Normalerweise enth

alt ein Algorithmus Teilaufgaben z	B	 die Initialisierungsphase die nicht
parallelisierbar ist	 AmdahlAmd zerlegt daher die Gesamtlaufzeit T in eine Laufzeit f

ur
den inh

arent sequentiellen Teil T
s
und eine Laufzeit f

ur den parallelisierbaren Teil T
p
	
T   T
s
 T
p
Normiert man T auf  gilt


T
p
   T
s

Unter der Annahme da T
p
beliebig oft aufgeteilt werden kann ist
T P   T
s

  T
s
P

F

ur SP ergibt sich dann
SP  

T
s

  T
s
P


T
s
Amdahls Gesetz
Der inh

arent sequentielle Anteil eines Algorithmus bestimmt unabh

angig von der Anzahl der
verf

ugbaren Prozessoren eine obere Schranke f

ur den SpeedUp	 Selbst der Einsatz mehrerer
hundert Prozessoren bringt also bei einem zehnprozentigen Anteil von T
s
an der Gesamtlaufzeit
nur maximal eine Geschwindigkeitsteigerung um den Faktor zehn	
algorithmische Verluste
Durch die Ver

anderung des Algorithmus k

onnen sich zus

atzliche Berechnungen ergeben	 Zum
Beispiel ist es m

oglich da der Wert eines Ausdrucks von jedem Prozessor einzeln ermittelt
wird um Kommunikationszeit zu sparen	 Als Kenngr

oe deniert Hofeld in Ho die Ope
rationsredundanz RP 

RP  
ZP 
Z

Z ist hierbei die Zahl der Operationen des sequentiellen Algorithmus und ZP die Gesamt
zahl der von P Prozessoren ausgef

uhrten Operationen des parallelen Algorithmus	 Deniert
man die Auslastung U des Gesamtsystems als
UP  
ZP 
P  T P 

so l

at sich die Ezienz auch als
EP  
UP 
RP 
beschreiben	 Damit wird sofort der Einu der Operationsredundanz auf die Ezienz sichtbar	
Je h

oher die Redundanz eines Algorithmus bei einem voll ausgelastetem System UP ist
desto geringer ist seine Ezienz	

Dies ist ohne weiteres m

oglich da f

ur SP und EP nur das Verh

altnis von T zu TP interessant ist
	 Parallele Programmierung 

Kommunikations und Synchronisationsverluste
Kommunikation ist der Austausch von Daten zwischen Threads w

ahrend die Synchroni
sation den korrekten Ablauf des parallelen Programms sicherstellt	 Beide Begrie werden oft
als

aquivalent angesehen da sie sehr eng zusammenh

angen	 Kommunizieren z	B	 zwei Threads
in einem SharedMemory System

uber gemeinsam genutzte Variablen so stellt die Synchroni
sation einen geregelten Zugri auf diese Variablen sicher	

Der Idealfall v

ollig unabh

angiger Threads wird bei einer parallelen Probleml

osung selten er
reicht	 In der Regel m

ussen an bestimmten Programmstellen Zwischenergebnisse ausgetauscht
oder auf das Ende von Berechnungen gewartet werden	 Die Zeit die f

ur diese Aufgaben ben

otigt
wird wird unter dem Begri Kommunikationszeit zusammengefat	 Die Gesamtlaufzeit
TP setzt sich somit zusammen aus der sich durch die Parallelisierung ergebenen Rechen
zeit T
R
und der Kommunikationszeit T
K
	
T P   T
R
 T
K
F

ur Fall der barrier Synchronisation d	h	 alle Prozessoren warten an einer Komunikati
onsstelle lassen sich T
R
und T
K
einfach ermitteln	 Das Beispiel

einer parallelen Auswertung
des Ausdrucks  mit zwei Prozessoren wie es in Abb	 	
dargestellt ist soll dieses verdeutlichen	 Die Zeit f

ur den Austausch eines Datums ist dabei
konstant T
k
	
(3+4)*(100+120)*(20+23)*(10+5)
3+4
20+23
Wartezeit
7*220
1540*645
T
1
T
3
T
5
T
7
993300
T
2
T
4
T
6
100+120
10+5
Kommunikation
43*15
Wartezeit
Wartezeit
Kommunikation
Kommunikation
Abbildung  Beispiel f

ur Kommunikationsverluste
Es ergibt sich somit eine Kommunikationszeit von T
K
   T
k
und eine Rechenzeit von
T
R
 T

T

T

T

	 F

ur die Gesamtrechenzeit ist somit immer der l

angste Bearbeitungsstrang

Auf das Problem gemeinsam genutzter Variablen wird im weiteren Verlauf noch n

aher eingegangen

In dem Beispiel wird davon ausgegangen da das Addieren und Multiplizieren groer Zahlen mehr Zeit kostet
als das kleiner Zahlen Dies ist der Fall wenn man die Operationen

schulbuchm

aig durchf

uhrt wie es zB in
LISP passiert
	 Parallele Programmierung 
zwischen zwei Kommunikationsstellen magebend	 Der SpeedUp und die Ezienz betragen
damit
S 
P

i 
T
i
T

 T

 T

 T

   T
k
E 
P

i 
T
i
  T

 T

 T

 T

   T
k


ungleichm

aige Lastverteilung loadbalancing Problem
Das Beispiel in Abb	 	 zeigt da nicht immer alle Prozessoren gleichzeitig arbeiten	 Es k

onnen
durch Kommunikation Wartezeiten entstehen	 Haben die Teilaufgaben der einzelnen Prozesso
ren einen unterschiedlichen Zeitbedarf so verbringen die Prozessoren mit den kurzen Teilauf
gabe einen Teil ihrer Zeit mit Warten	 Dadurch sinkt die Ezienz	 Bei der Entwicklung eines
parallelen Algorithmus ist also besonders darauf zu achten da die parallellaufenden Teilauf
gaben ungef

ahr den gleichen Zeitbedarf haben oder da immer gen

ugend kurze Teilaufgaben
vorhanden sind die die Zeitdierenz ausgleichen	
Erzeugen der Threads und Aufsammeln der Ergebnisse
Das Erzeugen von Threads kostet Zeit	 Es m

ussen Verwaltungsstrukturen aufgebaut und die
Threads auf die Prozessoren verteilt werden	 Auerdem m

ussen evtl	 die Endergebnisse aufge
sammelt und dem Benutzer an einer denierten Schnittstelle

ubergeben werden	
Diese Einschr

ankungen zeigen da nicht jedes parallel zu l

osende Problem auch sinnvoll zu paralle
lisieren ist	 Der durch die Parallelit

at hervorgerufene Rechenaufwand mu sehr viel geringer sein als
der eigentliche Rechenanteil um einen Gewinn aus der Parallelisierung zu erzielen	 Hierbei spielt die
Granularit

at der Parallelisierung eine entscheidende Rolle	 Je gr

oer z	B	 der Aufwand f

ur Daten
austausch ist und je h

auger er stattndet desto gr

oer m

ussen auch die einzelnen Teilprogramme
sein	 Bei einer Realisierung der Rechenoperation des Beispiels in Abbildung 	 als Maschinenspra
chebefehle w

are der Aufwand f

ur die beschriebene Parallelisierung sicher zu hoch wenn diese nicht
auch auf der Maschinenebene stattndet	 Leider l

at sich dieses Verh

altnis nicht immer im voraus
absch

atzen so da h

aug erst eine Testimplementation zeigt ob der Ansatz lohnenswert ist	
 Hardware
Parallelrechner sind auf sehr unterschiedliche Weise realisierbar	 Eine

Ubersicht

uber derzeit ak
tuelle Architekturen w

urde daher den Rahmen dieser Arbeit sprengen	 Eine Klassizierung der
m

oglichen Architekturen hat Flynn in Fly vorgenommen	 Die Einteilung ist nicht optimal da
vor allem neuere Prozessorentwicklungen nicht eindeutig einer Klasse zugeordnet werden k

onnen	
Die auf der algorithmischen Ebene beschriebenen Parallelisierungen spiegeln jedoch h

aug die Klas
se der Zielarchitektur wider	 Flynn unterscheidet die Architekturen aufgrung ihrer unterschiedlichen
Eingabestr

ome	 Ein Strom ist dabei eine Sequenz aus Instruktionen oder Daten	
SISD single instruction single data stream
Hier wird zu einem Zeitpunkt nur ein Befehlsstrom und ein Datenstrom abgearbeitet	 Dieses
entspricht der herk

ommlichen vonNeumannArchitektur mit einem sequentiellen Programm
u	
SIMD single instruction multiple data stream
Bei dieser Klasse wird ebenfalls nur ein Befehlstrom abgearbeitet	 Jeder Befehl kann jedoch
parallel mit Daten aus unterschiedlchen Datenstr

omen ausgef

uhrt werden	 Die bekanntesten
	 Parallele Programmierung 
Rechner dieser Art sind Vektorrechner die sich besonders gut f

ur die L

osung numerischer
Probleme eignen z	B	 Matrixmultiplikation	 Mit ihnen k

onnen jedoch nur Probleme parallel
gel

ost werden deren einzelnen Teilaufgaben die gleiche Befehlsfolge haben	 Man spricht dann
von einer Vektorisierung des Problems	
MISD multiple instruction single data stream
Die Klasse wird im allgemeinen als leer angesehen	 Denkbar sind vielleicht Architekturen bei
denen sich die Prozessoren aus Sicherheitsgr

unden gegenseitig kontrollieren	 Eine Realisierung
dieses Konzepts ist aber nicht bekannt und wird von vielen Entwicklern als undurchf

uhrbar
angesehen	
MIMD multiple instruction multiple data stream
Diese Klasse ist die exibelste	 Mit ihr sind beliebige Parallelisierungsstrategien denkbar	 Es
existieren mehrere Befehls und Datenstr

ome	 Jeder Befehlsstrom wirkt auf seinen eigenen
Datenstrom	 Unter diesen Begri fallen sowohl die Multiprozessorrechner als auch der Zusam
menschlu mehrerer Workstations zu einem virtuellen Parallelrechner sog	 Workstationclu
ster	 Diese Cluster haben den Vorteil da sie ohne Mehrkosten zur Verf

ugung stehen sobald
die Workstations

uber ein Netz verbunden sind	 Ihr Nachteil ist da sie

uber keinerlei spezi
elle Hardware f

ur Parallelberechnungen verf

ugen und daher der Kommunikationsaufwand sehr
hoch ist	 Die einzelnen Teilprobleme m

ussen einen sehr hohen Rechenaufwand erfordern damit
sich diese Parallelisierungsart lohnt	
Eine n

aher an der Hardware ausgerichtete Klassikation ist von H

andler Wal vorgeschlagen
worden	 Sie beschreibt die Parallelrechner qualitativ durch die Ebene auf der die Parallelit

at erzeugt
wird und quantitative durch den Grad der Parallelit

at	
 Programmiermodelle
Ein wesentlicher Faktor der parallelen Programmierung ist der Datenaustausch zwischen den
Threads	 Die beiden grundlegenden Modelle sind dabeiMessagePassing und SharedMemory	
Obwohl sich die beiden Modelle theoretisch ineinander

uberf

uhren lassen bestimmt doch die jeweils
verwendete Hardware welches Modell als Grundlage einer Programmentwicklung dient	
  Message	Passing
Im MessagePassing Modell verf

ugt jeder Thread nur

uber lokalen Speicher	 Daten die von meh
reren Threads genutzt werden werden mit Hilfe von Nachrichten ausgetauscht	 Das Medium

uber
das die Nachrichten

ubertragen werden ist der Kanal	 Jeder Thread der an einem Kanal teil
hat kann

uber ihn mit den Befehlen sendmessagechannel und receivemessagechannel senden
und empfangen	 Die Art der Kommunikation l

at sich nach der Anzahl und Art der Teilnehmer
klassizieren


 Auf dem Kanal existiert genau ein Empf

anger und ein Sender	

n Ein Empf

anger bekommt Nachrichten von mehreren Sendern	
n
 Mehrere Threads empfangen von einem Sender	 Dabei sind zwei F

alle zu unterscheiden

	 Parallele Programmierung 
	 Eine einzelne Nachricht wird nur einem Thread zugestellt	 Welcher Empf

anger die Nach
richt erh

alt ist nicht vorher festgelegt	
	 Eine einzelne Nachricht wird allen Threads zugestellt	 Dieses bezeichnte man als broad
cast	
n
m Mehrere Sender und Empf

anger kommunizieren

uber einen Kanal	 Auch hierbei kann man
noch unterteilen in Nachrichten f

ur alle Nachrichten f

ur einen einzelnen und Nachrichten f

ur
eine ausgew

ahlte Gruppe von Threads	
Eine explizite Synchronisation zwischen den Threads ist beim MessagePassing nicht notwendig	
Diese Aufgabe wird implizit durch die Art des Kanals erledigt	 Zwei verschiedene Arten sind denk
bar	
Asynchrones MessagePassing bedeutet da ein Sender unabh

angig vom Empf

anger senden
kann d	h	 er braucht nicht zu warten bis der Empf

anger empfangsbereit ist	 Programmtechnisch
ausgedr

uckt blockiert der sendAufruf den Sender nicht	 Er kann sofort weiterarbeiten ohne
jedoch die Gewiheit zu haben da seine Nachricht auch beim Empf

anger ankommt	 Die abge
schickte Nachricht wird in einem theoretisch unendlich groen Puer zwischengespeichert bis der
Empf

anger bereit ist sie entgegenzunehmen	 F

uhrt ein Empf

anger ein receive aus ohne da eine
Nachricht im Puer steht wartet das receive solange bis der Puer gef

ullt wird	 Dieses Verfah
ren weist damit keine Wartezeiten auf solange der Puer schnell genug gef

ullt wird	 Der Puer
entkoppelt die Threads so da keine Synchronisation zwischen ihnen notwendig ist	 Damit ist die
gr

otm

ogliche Unabh

angigkeit der Threads voneinander gew

ahrleistet	 Nachteilig ist aber die For
derung nach einem unendlich groen Puer der nicht zu verwirklichen ist	 Daher kann es auch bei
einem sendAufruf zu einer Blockade kommen wenn im Puer kein Platz mehr ist	 Auerdem
m

ute ein aufwendiges AcknowledgeProtokoll benutzt werden falls der Sender sicher sein will da
der Empf

anger seine Nachricht erhalten hat	
Beim synchronen MessagePassing m

ussen beide Partner zur Kommunikation bereit sein	
Der Initiator mu also solange warten bis der entsprechende Partner bereit ist die Nachricht
auszutauschen	

	 Jede Kommunikation beinhaltet also gleichzeitig eine Synchronisation die Nach
richt braucht nicht zwischengespeichert zu werden	 Der Sender kann daher sicher sein da seine
Nachricht ankommt	 Ein Nachteil ist da es bei jedem Verschicken von Nachrichten zu Wartezeiten
kommt	
   Shared	Memory
In einem SharedMemory System ist es den Threads m

oglich neben ihrem lokalen Speicher auch
auf einen gemeinsamen Speicherbereich und damit gemeinsame Variablen
	
zuzugreifen	 Um In
terferenzen der Threads beim Zugri auf diese Variablen zu vermeiden mu eine Synchronisation
erfolgen	 Das folgende Beispiel zeigt welche Auswirkungen ein unsynchronisierter Zugri haben
kann	 Dabei wird angenommen da jede arithmetische Operation sowie die Zuweisung an eine
Variable atomar ist	

Man nennt dies auch Rendezvous

Zu den sich daraus ergebenden Konsequenzen f

ur die Hardware wie Busarbitrierung und CacheCoherency
Protokolle sei zB auf SUN	
 verwiesen
	 Parallele Programmierung 
void incint var
f
varvar
g
void main
f
int xy
x
y
par
f
inc x
inc x
inc y
g
printxy
g
M

ogliche Ausgaben

x y
x y
Das Verhalten des Algorithmus ist also nicht deterministisch	 Das Ergebnis h

angt von der unvor
hersehbaren Reihenfolge der Ausf

uhrung der einzelnen Befehle ab	


Eine sehr wichtige Rolle bei
diesem Modell spielt die Synchronisation die explizit vom Programmierer vorgenommen werden
mu	 Aufgrund der Bedeutung der Synchronisation sei hier kurz auf ihre Arten und Probleme
eingegangen	
Grunds

atzlich gibt es zwei Ans

atze um die Konsistenz von Daten zu gew

ahrleisten	 Im ersten Fall
wird der Programmcode der mit der Variable arbeitet mit Hilfe einer mutualexclusion kurz
mutex Sperre
 
gesch

utzt so da nicht zwei Threads gleichzeitig diesen Codeabschnitt ausf

uhren
k

onnen Codelocking	 Der entsprechende Abschnitt ! in obigem Beispiel der Zugri auf den
Parameter var ! wird dann als critical section bezeichnet	 Die Prozedur inc m

ute daher wie
folgt deniert werden

	
Man spricht bei einem solchen Fehler auch von einer race condition
 

Diese Sperre wird auch bin

arer Semaphor genannt und geht auf das Semaphorkonzept von Dijkstra Dij
 zur

uck
	 Parallele Programmierung 
mutex t lock for inc
void incint var
f
mutex locklock for inc
varvar
mutex unlocklock for inc
g
Die m

ogliche Parallelit

at der Anweisungen incx und incy w

urde damit aufgehoben	 Im Gegen
satz dazu steht das Datalocking	 Dabei wird die Variable gesperrt und nicht der Code der die
Variable benutzt	 F

ur das Beispiel bedeutet das da mehrere Threads die Prozedur inc gleich
zeitig ausf

uhren k

onnen sofern der Parameter var an verschiedene Variablen gebunden ist	 Das
Programm sieht dann folgendermaen aus

struct lock intf int value mutex t lock g
void inc int var
f
var
var
g
void main
f
struct lock int xy
x	value " keine Sperre notwendig da kein konkurriender Zugri
moglich "
y	value
par
f
" Die Befehle innerhalb eines Blockes gelten als nicht
parallelisierbar "
f
mutex lockx	lock
inc x " Diese Variable ist jetzt geschutzt "
mutex unlockx	lock
g
f
mutex lockx	lock
inc x
mutex unlockx	lock
g
f
mutex locky	lock " Dieser Block kann echt parallel zu einem
Fortsetzung auf der n

achsten Seite
	 Parallele Programmierung 
der obigen ausgefuhrt werden"
inc y
mutex unlocky	lock
g
g
printx
g
Bei dieser Art des Schutzes sind auch andere feink

ornigere Schutzmechanismen realisierbar	 Varia
blen die wesentlich h

auger gelesen als geschrieben werden k

onnen mit einer sog	 Leser"Schreiber
Sperre versehen werden d	h	 mehrere Leser k

onnen gleichzeitig die Variable lesen solange kein
Schreiber sie ver

andern m

ochte	 Synchronisationen f

uhren aufgrund der vielen m

oglichen Zust

ande
eines parallelen Systems sehr leicht zu Fehlern	
  
Ein h

aug vorkommendes Problem bei der Verwendung von Sperren ist der Deadlock bei dem ei
ne Menge von Threads vergeblich auf die Freigabe ben

otigter Ressourcen wartet und somit keinen
Fortschritt mehr erzielt	 Da die Reihenfolge in der Sperren akquiriert werden nicht determini
stisch ist kann ein Programm lange Zeit fehlerfrei laufen bevor eine DeadlockSituation auftritt	
Dieses erschwert die Fehleranalyse betr

achtlich	 In der Regel wird ein Deadlock durch ein zykli
sches Warten von Threads auf Sperren die andere Threads halten erzeugt	 Ein Beispiel soll diesen
Zusammenhang erl

autern
 Thread A und Thread B ben

otigen sowohl Sperre a als auch Sperre b	 A
besitze schon a und B Sperre b	 A blockiert bei dem Versuch Sperre b zu bekommen	 B blockiert
ebenfalls wenn er Sperre a anfordert	 Da keiner der beiden seine schon akquirierte Sperre wieder
freigibt warten beide unendlich lange	 Eine vielbenutzte Strategie zur Vermeidung dieser Dead
locks ist die Denition einer Hierarchie auf den verwendeten Sperren	 Ein Thread darf dann nur
eine Sperre belegen wenn er noch keine Sperre besitzt die in der Hierarchie tiefer als die geforderte
steht	 Ist in dem Beispiel Sperre a gr

oer als b so k

onnte die beschriebene Situation nicht auftreten	
Thread B h

atte die Sperren in der beschriebenen Reihenfolge n

amlich gar nicht anfordern d

urfen	
Die Verhinderung und Erkennung von Deadlocks ist ein groes Forschungsgebiet im Bereich der
Betriebssysteme	 F

ur eine ausf

uhrlichere Erkl

arung sei auf Hof und Dei verwiesen	
Der genau entgegengesetzte Fehler ist der Livelock	 In diesem Fall sind die Threads so sehr mit
dem Datenaustausch besch

aftigt da sie der Probleml

osung nicht n

aher kommen	 Der Livelock ist
eine Variante der Endlosschleife eines sequentiellen Programms bei der Parallelisierung	
 Einf

uhrung in die SOLARIS ThreadArchitektur
Das SOLARIS Betriebssystem von SUN ist ein multiprozessorf

ahiges UnixDerivat	 Wichtige Ziele
bei der Implementation des MultithreadingInterfaces waren dabei die Unabh

angigkeit von der zu
grundeliegenden Hardware eine kosteng

unstige Realisierung der Verwaltung und Synchronisation
von Threads und eine Universalit

at die es erlaubt parallele Algorithmen mit unterschiedlichsten
Anforderungen zu realisieren	 Um diese Ziele zu erreichen wurde von der urspr

unglichen Auassung
eines Prozesses als ein Programmu Abstand genommen	 Ein Proze kann mehrere parallellau
  
Die Probleme beim MessagePassing sind analog Nur werden sie dort durch die implizite Synchronisation des
Kommunikationssystems hervorgerufen
	 Parallele Programmierung 
fende Programm

usse Threads of Control oder kurz Threads haben	 Jeder Thread kann dabei
die gesamten Prozeressourcen wie Datensegmente Codesegmente Filehandles etc	 benutzen	 Nur
die Prozessorregister und der Stack sind f

ur jeden Thread separat vorhanden um eine unabh

angige
Ausf

uhrung zu gew

ahrleisten	 Die Threads stellen die Abstraktionsebene dar auf der Programm
entwickler parallelisieren	 Sie erlaubt es immer dann Nebenl

augkeit zu denieren wenn es die
Probleml

osung zul

at	 Unabh

angig arbeitende Teilprogramme m

ussen nicht in einen sequentiellen
Ablauf gepret werden	 Ein gutes Beispiel hierf

ur sind Applikationen mit einer graphischen Ober


ache bei denen die einzelnen Fenster als unabh

angige Teilprogramme gesehen werden k

onnen	 Die
Aufteilung des Problems in Threads spiegelt also die logische Parallelit

at wider	 Dem Programmie
rer bleibt dabei verborgen ob das Programm echt parallel auf einem Mehrprozessorsystem abl

auft
oder ob die Parallelit

at nur simuliert wird	 Bei manchen Problemen macht eine Parallelisierung
aber nur Sinn wenn die Teilprogramme echt parallel laufen da sonst der Overhead f

ur die Thread
wechsel zu gro wird	 Daher bietet SOLARIS eine weitere Abstraktionsstufe an
 die Lightweight
Processes LWPs
 
	 Diese lassen sich als virtuelle Prozessoren auassen	 Sie sind die Ausf

uhrungs
einheiten f

ur die Threads	 Die LWPs haben auerdem bestimmte Ressourcen wie virtuelle Zeit oder
proc 1
=Thread =LWP = CPU
proc 2 proc 3 proc 4
Abbildung  Abstraktionsebenen der SOLARIS Architekur Entnommen PKB
 

alternative SignalStacks die sie nicht an die Threads weitergeben	 Sind diese Ressourcen f

ur die
Anwendung wichtig gibt es die M

oglichkeit einen Thread fest an einen LWP zu binden	 In die
sem Fall f

uhrt der LWP nur diesen einen Thread aus	 LWPs sind dem Betriebssystem bekannt sie
werden auf die vorhandenen Prozessoren abgebildet	 Sind mehr LWPs als Prozessoren vorhanden
sind erfolgt durch eine Zuordnungsstrategie eine gleichm

aige Aufteilung der Prozessorleistung auf
alle LWPs	 Threads hingegen sind reine Benutzerstrukturen	 Das Erzeugen eines Threads und die
Synchronisation innerhalb eines Prozesses bedarf daher keinerlei Systemaufrufe	 Dieses reduziert
den Aufwand f

ur die Parallelverarbeitung deutlich	
 
Dar

uber hinaus lassen sich Ressourcen eines
Prozesses sehr einfach nutzen da alle Threads eines Prozesses im gleichen Adressraum liegen	

O
net z	B	 ein Thread eine Datei so k

onnen danach alle anderen Threads aus dieser Datei lesen
vorausgesetzt der Dateideskriptor liegt innerhalb ihres syntaktischen Zugrisbereiches	 Probleme
bereitet der gemeinsame Adressraum bei der Benutzung threadspezischer statischer Daten	 Da
ten sind in herk

ommlichen Programmiersprachen normalerweise global oder lokal	 Globale Daten
werden auf eine bestimmte Speicheradresse eines Datensegments abgebildet lokale Daten auf dem
Stack verwaltet	 Lokale Daten sind damit automatisch threadspezisch da jeder Thread seinen
eigenen Stack hat	 Eine threadspezische globale Variable ben

otigt dagegen eine Speicheradresse
 
Die Denition von LWPs in SOLARIS ist weder kompatibel mit der des SUNOS X noch anderer in der Literatur
verwendeter Denitionen
 
zu Performanzmessungen siehe SUN White Papers PKB


 und Anhang B
	 Parallele Programmierung 
pro Thread auf die aber m

oglichst transparent zugegrien werden sollte	 SOLARIS stellt dazu das
ThreadSpeci
cData TSDInterface zur Verf

ugung	 F

ur jede TSDVariable wird dazu ein
Zugrischl

ussel erzeugt der dann zum Speichern und Lesen der Variable benutzt wird	 Dadurch
wird keinerlei Unterst

utzung des Compilers f

ur TSDVariablen ben

otigt	 TSDVariablen spielen
vor allem bei der Parallelisierung von bestehenden sequentiellen Programmen eine groe Rolle	
Da dieses auch Gegenstand der vorliegenden Arbeit ist wird hier genauer auf ihre Verwendung
eingegangen	
 
 Threadspezische Daten in SOLARIS
Auf eine TSDVariable wird unter SOLARIS mit Hilfe der beiden Funktionen thr setspecic
und thr getspecic zugegrien	 Die Realisierung von TSDVariablen

uber Funktionen hat einen
entscheidenden Nachteil	 Ein urspr

unglich einfacher Speicherzugri wird in einen Funktionsaufruf
umgewandelt	 Dadurch verl

angert sich die Laufzeit eines Programms erheblich falls dieses TSD
Variablen h

aug benutzt	 Die Denition der Zugrisfunktionen erschwert die Verwendung von
TSDVariablen zus

atzlich	 Die Argumentstruktur ist wie folgt aufgebaut

int thr setspecickey t key void value
int thr getspecickey t key void valuep
Key ist dabei der zuvor erzeugte Zugrisschl

ussel	 Thr setspecic bindet value an key
thr getspecic speichert den aktuell gebundenen Wert von key an der Adresse auf die valuep
zeigt ab	 Dadurch da die Adresse nicht als Ergebnis der Funktion zur

uckgegeben wird sind
sogar zwei Funktionsaufrufe notwendig wenn man f

ur das gesamte Programm transparent eine
globale Variable in eine TSDVariable umwandeln will	 Zur Verdeutlichung sei der Vorschlag von
SUN zur transparenten Umsetzung angef

uhrt	SUN
 
" mywindow sei in dem sequentiellen Programm eine globale Variable
gewesen die den Handle fur einen Ausgabestream enthielt "
" ersetzte alle Referenzen auf mywindow durch Aufrufe der Funktion
mywindow "
#dene mywindow mywindow
thread key t mywindow key " Der Zugrischlussel fur mywindow "
mutex t lock " Mutal exclusion fur Schlusselerzeugung "
FILE  mywindowvoid f
FILE win
thr getspecicmywindow key win
returnwing
Fortsetzung auf der n

achsten Seite
 
Das Original enth

alt einige Fehler daher wird hier eine korrigierte Version abgedruckt Sie ist aber nicht getestet
und soll nur das Problem verdeutlichen
	 Parallele Programmierung 	
" Erzeugt je Thread einen Speicherbreich fur mywindow damit jeder
Thread in sein eigenes Fenster schreiben kann "
void make mywindowvoidf
FILE win
static int once
mutex lock lock
if $once " Der Schlussel darf nur einmal erzeugt werden "
f
once  
thr keycreate mywindow key free key
g
mutex unlock lock
winmallocsizeofFILE " Speicherplatz fur die TSDVariable "
create windowwin			 " Erzeugen des Fensters pro Thread "
thr setspecicmywindow keywing
" Freigabefunktion	 diese wird beim Beenden des Threads aufgerufen "
void free keyvoid win f
freewing
" Diese Funktion wird als erste nach Erzeugen eines Threads aufgerufen "
void start thread			 f
			
make mywindow
			g
Implementiert man z	B	 den Stack des parallelen LISP der bei fast jedem Funktionsaufruf benutzt
wird in dieser Art so ergibt sich eine Verf

unachung der Laufzeit bei dem vorliegenden Parser	
 
Um den Overhead durch die Parallelisierung nicht zu gro werden zu lassen muten die h

aug
benutzten TSDVariablen also auf eine andere Art realisiert werden	
 
  Realisierung threadspezischer Daten

uber Register
F

ur eine alternative Realisierung von TSDVariablen ist die SPARCArchitektur sehr hilfreich	
Der SPARCProzessor stellt n

amlich mehrere globale Register zur Verf

ugung die von keiner Bi
bliotheksroutine benutzt werden sollten und somit der Anwendung zur Verf

ugung stehen	 Diese
Register sind aber threadspezisch so da sie direkt als Zeiger auf eine TSDVariable genutzt
werden k

onnten	
 
Die Zahl der im Programm verwendeten TSDVariablen

ubersteigt im allgemei
nen jedoch die Zahl der freien Register	 Daher wird eine Indirektionsstufe eingef

uhrt	 Ein Register
enth

alt nicht mehr direkt den Zeiger auf eine TSDVariable sondern einen Zeiger auf ein Feld
dessen ntes Element den Zeiger zur TSDVariablen enth

alt siehe Abb	 		
 
Bei einem Testlauf des Parsers wurde die Funktion thr getspecic mehr als  Millionen mal angesprochen
 
Ist die Variable von einem Typ der nur ein Wort ben

otigt so k

onnte man diese Variable sogar direkt im Register
ablegen
	 Parallele Programmierung 

. . .
int
TSD-Variable 2 TSD-Variable 3TSD-Variable 1 TSD-Variable max-tsd
charFILE* float
PointerPointerPointerPointer
Register
array[0...max-tsd]
Abbildung  Adressierung von TSD	Variablen

uber Register
Dabei wird schon im Quellcode festgelegt in welchem Feldelement einen spezielle TSDVariable
steht	 Der doppelte Funktionsaufruf wird damit durch eine doppelte Zeigerdereferenzierung ersetzt	
Durch diese

Anderung vergr

oerte sich die Laufzeit des Parsers mit der multithreadingf

ahigen Bi
bliothek nur um  Prozent	 Dynamische TSDVariablen m

ussen weiterhin mit dem SOLARIS
TSDInterface erzeugt werden	 Der Vorteil der h

oheren Geschwindigkeit wird nat

urlich durch eine
massive Hardwareabh

angigkeit erkauft	 Ein weiteres Problem in der Praxis ist das Ansprechen eines
Registers aus einem CProgramm heraus	 Dieses ist zwar bei vielen CCompilern m

oglich jedoch
ist es kein Bestandteil der ANSINorm so da jeder Compiler seine eigene Erweiterung anbietet	
Ein weiterer Punkt erweist sich als besonders schwerwiegend selbst wenn ein SPARCProzessor mit
passendem CCompiler zur Verf

ugung steht	 Die Idee globale Register ausschlielich dem Anwen
der zur Verf

ugung zu stellen erfordert aber die Kooperation aller Komponenten eines Programms	
In der Praxis ist man darauf angewiesen da sich die Entwickler von Bibliotheksroutinen ebenso
an dieser Forderung halten wie die Compiler	 Dieses tut jedoch nicht einmal SUN selbst	 Im Laufe
der Arbeit stellte sich heraus da alle blockierenden Threadbibliotheksaufrufe die Inhalte der glo
balen Register ver

andern	
 
Vor jedem Aufruf einer Funktion die blockieren kann m

ussen also die
benutzten Register gesichert und nach Beendigung wieder hergestellt werden	 Dieser zeitraubende
Mechanismus lie sich bei der Implementation jedoch umgehen weil die SOLARISSourcen zur
Verf

ugung standen	 Damit konnte die Threadbibliothek entsprechend ge

andert werden	 Erst diese
Modikation lie es zu eine eziente Parallelversion des verwendeten LISP zu implementieren	
 
Dieses betrit nicht nur die eigentlichen Threadroutinen und Synchronisationsfunktionen sondern auch alle
Bibliotheksfunktionen die diese intern benutzen wie zB malloc oder printf
ASPEKTE EINES PARALLELEN LISP
Der vor Beginn der Arbeit vorhandene sequentielle Parser ist in LISP implementiert	 Die Grund
lage der parallelen Version des Parsers mu daher ein paralleles LISP sein	 Da das verwendete
LISP Allegro Common LISP kurz ACL nicht im Quellcode vorliegt kann dieses nicht zu ei
nem parallelen LISP f

ur ein Mehrprozessorsystem erweitert werden	 Der daher eingeschlagene Weg
scheint auf den ersten Blick vielleicht etwas ungew

ohlich bietet jedoch auch Vorteile gegen

uber
einer Weiterentwicklung eines im Quellcode vorhandenen LISP	 Der Parser wird zun

achst mit Hil
fe eine

Ubersetzers LISPtoC Translator von LISP in ein CProgramm umgewandelt und kann
dann mit einem beliebigen CCompiler kompiliert werden	 Der

Ubersetzer erzeugt dabei lesbare
CProgramme d	h	 Bezeichner und Programmkonstrukte werden soweit wie m

oglich

ubernommen	
Dieses erlaubt eine Bearbeitung des Parsers auf der CEbene	 Auerdem wird so die Paralleli
sierung durch entsprechende Hilfsprogramme des Betriebssystems wie Proler und Debugger er
leichtert	 Durch direktes Einf

ugen von CFunktionen ist es m

oglich die Threadschnittstelle direkt
aus LISPProgrammen anzusprechen	 Es ist nicht notwendig die gesamte Threadschnittstelle auf
die LISPEbene zu ziehen	 Erforderlich ist jedoch eine Anpassung der

UbersetzerBibliothek die
zu jedem CProgramm ben

otigt wird	 Diese bildet im Prinzip die Funktionalit

at von LISP in C
nach	 Einige besonders interessante Aspekte dieser Anpassung die im folgenden immer als LISP
Parallelisierung bezeichnet wird stellt dieses Kapitel vor	 Es handelt sich dabei um Probleme die
jede parallele LISPImplementation zu l

osen hat	
 Ziele der Implementation
Die Parallelisierung einer Programmiersprache kann mit zwei sehr unterschiedlichen Zielen verfolgt
werden	 Zum einen kann man versuchen unabh

angige Teilprogramme automatisch erkennen zu las
sen	 Dazu m

uten Compiler und Laufzeitsystem so erweitert werden da sie parallel ausf

uhrbare
Programmteile erkennen und diese automatisch umsetzen	 Bestehende Programme k

onnten dann
unver

andert

ubernommen werden	 Einen

Uberblick der Ans

atze dieser Art f

ur LISP gibt Hal S	
	 Inwieweit m

ogliche Parallelit

at automatisch erkannt werden kann ist aber fraglich	 Automa
tische Parallelisierer m

uten die Programme

verstehen die sie parallelisieren	 Eingesetzt werden
sie daher fast ausschlielich bei numerischen Programmen die sehr viele Schleifenkonstrukte und
Feldberechnungen beinhalten und damit leicht zu parallelisieren sind	 Die meisten Erweiterungen
von Programmiersprachen gehen einen anderen Weg	 Die Aufteilung des Programms wird dem
Entwickler

uberlassen die Programmiersprache stellt nur passende Konstrukte zur Verf

ugung	
	 Aspekte eines parallelen LISP 
Genau dieses Ziel besitzt auch die vorliegende Implementierung	 Dabei sind diese Konstrukte eine
Abstraktion der MultiprocessingF

ahigkeit von ACL
 
und der SOLARISThreadarchitektur	 Pro
gramme k

onnen unter ACL entwickelt und getestet werden	 Erst f

ur eine echt parallele Ausf

uhrung
der Threads mu das Programm nach C

ubersetzt und kompiliert werden Abb	 		
Test
Test
Entwicklung
ACL
C
Translator
Korrektur
Korrektur
Abbildung  Ablaufdiagramm der Entwicklung eines Multithreading	LISP	Pro	
gramms
Als minimale Anforderung mu es daher eine Funktion zur Erzeugung von Threads geben new
thread  sowie M

oglichkeiten auf die Terminierung von Threads zu warten waitforthreads
	 Des weiteren ist die Synchronisation bei Zugri auf globale Ressourcen zu unterst

utzen get
lock  und releaselock 	 Dazu wird der Datentyp lock eingef

uhrt	 Als Erweiterung sind Funk
tionen f

ur die ezente Implementierung von Zustands

anderungen Conditions realisiert wait
forcondition  und changecondition 	 Die komplette LISPBibliothek des

Ubersetzers mu
somit multithreadingf

ahig sein und um die genannten Funktionen erweitert werden	 Auf einige
problematische Aspekte der Parallelisierung wird in den weiteren Abschnitten genauer eingegan
gen	
 Speicherverwaltung
Eine der besonderen Eigenschaften von LISP ist die automatische Speicherverwaltung	 Der Pro
grammierer braucht sich nicht um die Allokation und Freigabe des Speichers f

ur seine Daten zu
k

ummern	 Jedesmal wenn ein LISPProgramm Speicher f

ur Daten braucht sorgt das LISPSystem
f

ur einen passenden Speicherbereich	 Die Freigabe des Speichers

ubernimmt der sog	 garbage col
lector GC	 Ein Speicherbereich kann immer dann freigegeben werden wenn das LISPProgramm
auf diesen Bereich keinen Zugri mehr hat	 Dieses sei an folgendem Beispiel verdeutlicht

setf a list   	


setf a list 	  


Nach dieser Befehlsfolge kann das Programm die Liste 	
   nicht mehr ansprechen	 Sie ist
unbrauchbar garbage geworden	 Sp

atestens wenn kein freier Speicher mehr f

ur neue Objekte
 
ACL stellt eine MultiprocessingPackage zur Verf

ugung Diese erlaubt eine logische Parallelisierung die jedoch
auch bei vorhandenem Mehrprozessorsystem nicht in echte Nebenl

augkeit umgesetzt wird
	 Aspekte eines parallelen LISP 
vorhanden ist wird der Speicherplatz f

ur diese garbageObjekte wiedergewonnen	 Diese Art der
Speicherverwaltung stellt nat

urlich hohe Anforderungen an die Entwicklung eines LISPSystems	
Wenn der GC aktiv wird mu auf jeden Fall sichergestellt werden da alle noch ben

otigten Ob
jekte die Speicherfreigabe


uberleben	 Diese sind z	B	 statisch allozierte globale Variablen lokale
Variablen und Parameter der gerade aufgerufenen Funktionen	 Andererseits mu der Speicherplatz
jedes garbageObjekts auch irgendwann einmal wieder freigegeben werden	 Ein GC erf

ullt also im
wesentlichen zwei Funktionen

unbenutzte Objekte erkennen garbage detection
Speicherplatz unbenutzter Objekte wiederverwenden garbage reclamation
Unbenutzte Objekte werden mit Hilfe eines Erreichbarkeitskriteriums erkannt	 Dieses wird norma
lerweise mittels eines fest denierten Aufh

angers dem rootset deniert	 Alle Objekte die von
diesem rootset aus

uber beliebige Verweisketten Pfade erreichbar sind gelten als benutzt alle
anderen als unbenutzt	 Wiedergewonnen wird der Speicherplatz den diese unbenutzten Objekte
belegen indem vermerkt wird da er f

ur k

unftige Speicheranforderungen zur Verf

ugung steht	 Drei
GCVerfahren markandsweep stopandcopy und inkrementelle GCs sollen hier kurz vorgestellt
und deren Parallelisierungsm

oglichkeit er

ortert werden	

MarkandSweep ist eine sehr geradlinige Implementierung der beiden GCFunktionen	 In ei
ner ersten Phase werden alle Objekte die das Erreichbarkeitskriterium erf

ullen markiert	 In der
zweiten Phase wird der gesamte Speicher nach unmarkierten Objekten durchsucht und diese dann
in Freispeicherlisten eingeh

angt	 Diese einfache Methode hat mehrere Nachteile	 Erstens ist der
Zeitbedarf des GCs proportional zur Gr

oe des Speichers	 Jedes erzeugte Objekt mu mindestens
einmal aufgesucht werden	 Des weiteren wird der Speicher durch Objekte variabler Gr

oe fragmen
tiert	 Benutzte Objekte bleiben immer an ihrer Speicheradresse	 Zwischen den benutzten Objekten
sind L

ucken die aus der Wiedergewinnung des Speichers unbenutzter Objekte entstanden sind	 Es
kann also geschehen da ein f

ur ein neues groes Objekt kein Speicher mehr zur Verf

ugung steht
weil keine passende L

ucke vorhanden ist	 F

uhrt man f

ur jede Objektgr

oe eine eigene Freispeicher
liste und kombiniert kleine aneinandergrenzende L

ucken wieder zu gr

oeren l

at sich das Problem
reduzieren	 Ein echte L

osung ist damit aber noch nicht gegeben	 Der MarkandSweep Collector
wird daher vielfach um einen Kompaktizierungsalgorithmus erweitert der die benutzten Objekte
zu einem kontinuierlichen Speicherbereich zusammenfat	
Der StopandCopy Collector vermeidet diese Nachteile des MarkandSweep Collectors	 Ein
StopandCopy GarbageCollector teilt den Speicher in zwei gleichgroe Teile semispaces auf	
Speicher wird aber nur aus einem Teil alloziert	 Dieses ist der aktive Teilbereich	 Der andere wird
w

ahrend des normalen Programmablaufs nicht benutzt	 Der StopandCopy Collector ben

otigt bei
gleichgroem nutzbarem Speicher doppelt soviel Hauptspeicher wie der MarkandSweep Collector	
Systeme mit virtueller Speicherverwaltung lagern den nicht ben

otigten semispace aber automa
tisch aus	 Der wesentlich gr

oere Speicherbedarf kostet somit keinen echten Hauptspeicher	 Ist der
aktive Speicherbereich fromspace voll so wird der GC aufgerufen	 Dieser sucht alle erreichbaren
Objekte und kopiert sie in den inaktiven Bereich tospace	 Sind alle Objekte kopiert wird der
inaktive Bereich der aktive	 Damit sind alle garbageObjekte automatisch wieder freigegeben	 Jedes
Objekt darf aber nur einmal kopiert werden auch wenn es

uber mehrere Pfade aus dem rootset
erreichbar ist	 Trit der GC auf ein Objekt im fromspace so mu er erkennen wenn dieses schon
kopiert ist	 Dann ist nur den Verweis der zu dem Objekt gef

uhrt hat zu aktualisieren	 Dazu wird

F

ur eine gute Einf

uhrung in sequentielle GCVerfahren sei auf Wil	
 verwiesen
	 Aspekte eines parallelen LISP 
ein sog	 ForwardingPointer eingesetzt	 Wenn ein Objekt kopiert wird hinterl

at der GC in dem
alten Objekt ein Verweis auf die neue Position des Objekts im tospace	 Um festzustellen welche
Objekte schon verschoben sind ist also ein Pr

adikat notwendig da zu jedem Objekt angibt ob
es verschoben wurde	

Durch das Kopieren der Objekte ergibt sich also automatisch eine Kompak
tizierung des Speichers	 Neue Objekte werden immer am Anfang des freien Speichers abgelegt	
Die Zeit f

ur eine GarbageCollectorzyklus ist nur noch proportional zu der Anzahl der erreichbaren
Objekte	 Im ung

unstigsten Fall wenn zwischen zwei GCZyklen kein Objekt garbage wird werden
wie beim MarkandSweep Collector alle Objekte aufgesucht	 Man kann aber in LISP davon aus
gehen da viele Objekte sehr kurzlebig sind	 Sie werden erzeugt und wieder verworfen bevor der
GC aufgerufen wird	 Damit haben diese Objekte keinen Einu auf die Laufzeit des GCs	
Inkrementelle GCs stellen einen ganz anderen Ansatz dar	 Hierbei wird nicht gewartet bis
der gesamte Speicher ersch

opft ist bevor der GC aktiv wird	 Das laufende Programm wird immer
wieder kurz unterbrochen um einen kleinen Teil des Speichers zu bearbeiten	 Ein GarbageCollector
Zyklus

uber den kompletten Speicherbereich teilt sich damit in viele kleine Abschnitte auf in
denen abwechselnd das Programm und der GC laufen	 Weil w

ahrend eines GCDurchlaufes mit den
Objekten gearbeitet wird ist f

ur dieses Verfahren ein besonders aufwendiges Protokoll notwendig
um das Erreichbarkeitskriterium sicher zu bestimmen	
Die Parallelisierungsm

oglichkeiten eines GC teilt Halstead in Hal in drei Klassen ein

inkrementelle GCs
dedizierte GCs

nichtinkrementelle GCs
Inkrementelle GCs scheinen f

ur eine Parallelisierung am besten geeignte zu sein da ein verzahntes
Ablaufen von GC und LISPProgramm schon im Algorithmus speziziert ist	 Auerdem kann man
durch den Wechsel vom Programm in den GCModus die Wartezeit bei einer Synchronisation
sinnvoll nutzen	 Sie sind jedoch sehr aufwendig zu implementieren und bed

urften einer Anpassung
der gesamten

UbersetzerBibliothek	 Aufgrund eines sehr hohen Synchronisationsaufwands beim
Zugri auf Speicherobjekte ist auerdem eine Unterst

utzung durch die Hardware w

uschenswert
um eine eziente Verarbeitung zu gew

ahrleisten	
Bei dediziertem GC wird ein Thread nur f

ur das GC abgestellt	 Auch dieser Ansatz stellt eine Art
inkrementeller GCs dar da hier ebenfalls Programm und GC ineinander verzahnt ablaufen	 Die
Argumente gegen eine Realisierung in dieser Art sind daher analog zu denen des inkrementellen
GCs	
Der einfachste parallele arbeitende GC ist der nichtinkrementelle GC	 Wenn kein Speicher mehr
frei ist werden alle Threads in ihrer aktuellen Programmausf

uhrung gestoppt und ein GCZyklus
eingeleitet	 Dabei k

onnen entweder alle Threads am GCVerfahren teilnehmen oder die Arbeit wird
von dem Initiator erledigt	 Ein bestehendes System mit einem nichtinkrementellen GC l

at sich
so am einfachsten erweitern	 Die Art des GC ob z	B	 MarkandSweep oder StopandCopy spielt

F

ur den Fall da die semispaces durch einen kontinuierlichen Hauptspeicherbereich dargestellt werden kann
dieses zB ein Adressvergleich der semispaceGrenzen mit dem ForwardingPointers sein Andernfalls ist evtl
ein zus

atzlicher Eintrag bei jedem Objekt notwendig

Halstead spricht von

GC on the y Hal S 

	 Aspekte eines parallelen LISP 
dabei eine untergeordnete Rolle	 Daher wird auch in der beschriebenen Implementation auf dieses
Verfahren zur

uckgegrien	 Diese Realisierung wird im folgenden genauer dargestellt	
F

ur LISPFunktionen gibt es normalerweise nur einen Eintrittspunkt in die Speicherverwaltung
n

amlich die Funktion die Speicher f

ur das zu erzeugende Objekt reserviert	 Im parallelen Fall mu
sichergestellt werden da ein und derselbe Speicherbereich nicht doppelt vergeben wird	 Weil die
vorliegende Implementierung mit einem globalen Speicherbereich f

ur alle Threads arbeitet ist die
Allozierungsfunktion damit eine critical section	 Nur ein Thread kann zu einem Zeitpunkt Speicher
besorgen	 Daher kann auch nur dieser Thread feststellen ob noch gen

ugend Platz vorhanden ist	
Stellt er fest da ein GC notwendig ist wird dieses den anderen Threads signalisiert	 Sie k

onnen
nicht einfach gestoppt werden weil sie eventuell noch nicht alle benutzten Objekte wie Parameter
oder lokale Variablen vor dem GC gesch

utzt haben	 Sobald ein Thread eine Stelle erreicht hat
an der aus seiner Sicht ein GC erfolgen kann meldet er dieses dem Initiator des GC zur

uck und
geht in einen Wartezustand

uber	 Haben alle Threads ihre Bereitschaft zum GC gemeldet kann
der Initiator einen GC Zyklus ausf

uhren	 Danach signalisiert er allen anderen Threads da sie ihre
Arbeit fortsetzen k

onnen	 Die Entscheidung an welchen Programmstellen eine Bereitschaft zum GC
signalisiert werden kann liegt im Ermessen der LISPImplementierung	 An einigen Stellen ist diese
Bereitschaft jedoch zwingend notwendig	 Nat

urlich rechnet eine LISPFunktion mit einem GC wenn
sie Speicher anfordert	 Aber auch an allen Stellen an denen eine LISPFunktion blockieren kann
wie I"OOperationen oder Synchronisation ist eine Bereitschaft zum GC zwingend notwendig weil
es sonst zu einem Deadlock kommen kann	 Um die Eingrie in die

UbersetzerBibliothek so gering
wie m

oglich zu halten wurden genau diese Programmstellen ausgew

ahlt um eine GCBereitschaft
zu signalisieren	
Aus der Art der Realisierung sind einige Nachteile ersichtlich	 Zum einen beinhaltet der exklusive
Zugri auf den Allozierer einen Engpa weil das Anfordern von Speicher ein sehr h

auger Vorgang
in LISP ist	 Zum anderen leidet die Ezienz des parallelen LISP durch die auftretenden Wartezeiten
bei einem GC	 Der erste Nachteil l

at sich durch eine Erweiterung die der

Ubersetzer bietet die sog	
LocalArea etwas abschw

achen	 Eine LocalArea ist ein weiterer Speicherbereich der analog zum
normalen LISPSpeicher verwaltet wird	 Im Unterschied zum normalen Speicher wird ihr Inhalt
jedoch nicht vom GC bearbeitet	 Eine Freigabe aller Objekte erfolgt automatisch nachdem die
Funktion die die Auswertung innerhalb der LocalArea angestoen hat beendet ist	 Erh

alt jeder
Thread eine LocalArea so l

at sich der Synchronisationsaufwand erheblich reduzieren	 Viele LISP
Programme erzeugen n

amlich wesentlich mehr lokale kurzlebige Objekte als globale langlebige	

Die
Verringerung der Wartezeiten bei einem GC l

at sich jedoch nicht so leicht erzielen	 Hier m

ute
auf die vorher er

orterten GCVerfahren zur

uckgegrien werden deren Realisierung den zeitlichen
Rahmen dieser Arbeit aber gesprengt h

atte	
 Behandlung von SpecialVariables
Durch SpecialVariables wird in LISP das Konzept des dynamischen G

ultigkeitsbereichs von Va
riablen realisiert	 Wird eine SpecialVariable innerhalb einer Umgebung an einen Wert gebunden
so ist diese Bindung so lange aktiv wie die Umgebung existiert	 Danach wird der alte Wert restau

Nat

urlich ist dieses eine Abschw

achung des Konzepts da sich der Programmierer nicht um die Speicherverwal
tung zu k

ummern braucht Die Entscheidung wann ein Objekt nicht mehr ben

otigt wird liegt hiermit wieder
beim Programmierer
	 Aspekte eines parallelen LISP 
riert	 Zwei M

oglichkeiten diese Art der Bindung zu implementieren sind das DeepBinding und
das ShallowBinding	 Beim DeepBinding werden alle Paare Variable Wert auf einen Stack
gelegt	 Wird der Wert f

ur eine bestimmte Variable gesucht so wird das oberste Paar das zu die
ser Variable geh

ort geholt	 Je nach Tiefe dieses Stacks kann die Suche recht lange dauern	 Das
ShallowBinding umgeht dieses Problem indem es f

ur jede SpecialVariable einen globalen Spei
cherplatz anlegt	 Dieser enth

alt immer den aktuellen Wert	 Wird der aktuelle Wert durch eine neue
Bindung verdeckt so wird er genauso wie beim DeepBinding auf einen Stack gelegt	 Die Bindung
wird r

uckg

angig gemacht indem der oberste zur Variable geh

orende Wert vom Stack genommen
und in den globalen Speicherplatz geschrieben wird	 Die dadurch erzielte konstante Zugriszeit
wird also durch zus

atzliche Operationen beim Erzeugen einer neuen Bindung sowie Verlassen einer
Umgebung erkauft	 Bild 	 verdeutlicht beide Verfahren	
Symbol1, Wert
alt
Symbol1, Wert
alt
Symbol1, Wert
aktuell
Symbol1, Wert
alt
alt
altSymbol2, Wert
Symbol3, Wert
altSymbol1, Wert
shallow-binding deep-binding
Speicherplatz Symbol1
Wert
aktuell
alt
altSymbol2, Wert
Symbol3, Wert
Abbildung  Realisierung von SpecialVariables
In einem parallelen LISP ist die Semantik von SpecialVariables zu kl

aren	 Sieht man die Special
Variables als prozeglobale Variablen so w

urde eine neue Bindung eines Thread von allen anderen
sichtbar sein	 Hierbei k

onnen die bekannten Zugriskonikte f

ur globale Variablen auftreten so
da dann eine Synchronisation durch den Programmierer erfolgen mu	 Dabei w

aren keine

Ande
rungen am LISPSystem gegen

uber einer sequentiellen Implementierung notwendig	 Die g

angige
re Auassung von SpecialVariables in parallelen LISPSystemen ist die einer threadspezischen
SpecialVariable	 Ein Thread erbt die Variablenbindungen seines Erzeugers	 Neue Bindungen be
einussen andere Threads aber nicht	 Bei der Verwendung von DeepBinding l

at sich diese Se
mantik sehr einfach implementieren	 Jeder neue Thread kopiert einfach den Stack seines Erzeugers	
Die Verwendung von ShallowBinding erschwert die Parallelisierung etwas	 Ein globaler Speicher
platz kann nat

urlich nicht mehrere Werte gleichzeitig annehmen	 F

ur jeden Thread mu also eine
eigene Eintragung vorhanden sein	 Dieses entspricht der Umwandlung einer globalen in eine TSD
Variable	 Der BindungsStack ist ebenso wie beim DeepBinding zu kopieren	

Allegro hat in seiner
MultiprocessingErweiterung beide Semantiken realisiert	 Generell sind SpecialVariables thread
spezisch	 Es gibt jedoch einen speziellen setq Befehl der den Wert einer SpecialVariable in allen
Threads setzt siehe Fra Kap	 			 An diesem Punkt unterscheiden sich die

Ubersetzer
Bibliothek und ACL	 Die

UbersetzerBibliothek kennt nur globale SpecialVariables	 Einzige Aus
nahme ist die Variable workernumber	 Diese ist dem

Ubersetzer bekannt und wird gesondert
als TSDSpecialVariable behandelt	 Sie ist dazu gedacht eine eindeutige fortlaufend numerier
te Kennung f

ur jeden Thread zu implementieren	 Damit lassen sich dann pseudoTSD Variablen
implementieren	 Dazu ein kleines Beispiel


Eine Diskussion

uber SpecialVariables in einer parallelen LISPUmgebung ndet sich in Jac

	 Aspekte eines parallelen LISP 
defvar workernumber

defvar myownstringarray makearray 

  Maximal  Threads
defmacro myownstring 

aref myownstringarray workernumber



defun startthread id

let workernumber id


setf myownstring
 format nil This is Thread A id


print myownstring






dotimes j 

newthread startthread j



 CatchThrow Problematik
Die beiden Funktionen catch und throw bieten in LISP die M

oglichkeit sog	 nichtlokale R

uck
spr

unge zu denieren	 Die Form catch tag expression erzeugt einen catcher mit dem durch tag
beschriebenen Marker

und wertet den Ausdruck expression aus	 Wird w

ahrend der Auswertung
auf die Form throw tag value getroen wobei tag der passende Marker zum vorangegangenen
catch ist liefert catch den Wert value zur

uck	 Andernfalls wird der Wert des Ausdrucks expression
zur

uckgegeben	 Solange catch und throw von ein und demselben Thread ausgef

uhrt werden ergeben
sich auch in der parallelen Version keine Probleme	 Wenn aber wie im folgende Programmbeispiel
w

ahrend der Auswertung von expression ein neuer Thread erzeugt wird der dann auf ein passendes
throw trit sind verschiedene Weiterf

uhrungen denkbar	
ErzeugerThread

	
	
	
catch underflow
newthread
calculatesomething nil


	
	
	
Erzeugter Thread innerhalb der calculate
something Funktion

	
	
	
setf x 

setf y 

	
	
	
if  x y

throw underflow 



Zun

achst k

onnte man sagen jeder Thread reagiert nur auf einen throw aus seinem eigenen Pro
grammu	 Andererseits ist auch eine Semantik denkbar in der der Thread der auf einen throw
trit dem Erzeugerthread dieses in irgendeiner Form z	B	

uber Signale mitteilt	 Die vorliegen
de Implementation verschliet sich dieser Problematik indem sie catchthrowKonstrukte

uber

Dieser Marker ist eine eindeutige Kennung
	 Aspekte eines parallelen LISP 
Threads hinweg nicht zul

at	 Dieses liegt haupts

achlich an der Art wie diese auf der CEbene
realisiert sind	 Jedes catchthrowPaar wird in eine setjumplongjumpKombination
	
umgewandelt	
Das SOLARISBetriebssystem verbietet es aber da ein longjump eines Threads auf einen setjump
eines anderen erfolgt	 Diese Einschr

ankung betrit aber nicht nur den Entwickler sondern auch die

UbersetzerBibliothek	 ExceptionHandler wie z	B	 der Errorhandler der Bibliothek sind n

amlich
ebenfalls mit catchthrowKombinationen implementiert	 Dieses hat zur Folge da das System bei
einem Fehler innerhalb eines Threads der nicht der mainThread ist in einem undenierten Zu
stand ist	 Da eine Entwicklung aber unter ACL geschieht k

onnen Fehler schon hier erkannt und
analysiert werden	 Sieht man den

Ubersetzer jedoch als eigentliches LISPSystem so ist eine kor
rekte Implementierung der catchthrowKonstrukte eine unbedingt notwendige Erweiterung	 Eine
m

ogliche Realisierung eines ExceptionHandlers in einem parallelen LISP beschreiben Halstead und
Loaizie in HLa	
	 Vergleich zu anderen LISPSystemen
Wie in den vorangegangenen Abschnitten beschrieben sollte es sich bei der parallelen

Ubersetzer
Bibliothek nie um ein vollst

andiges paralleles LISP handeln	 Trotzdem sei hier ein kurzer Vergleich
zu bestehenden parallelen LISPImplementationen gezogen	 Die grundlegenden Fragen bei diesem
Vergleich sind dabei

Wie wird Parallelit

at erzeugt%
Wie synchronisieren sich Threads%
Welche Granularit

at der Parallelit

at ist sinnvoll%
Welche sonstigen Erweiterungen z	B	 am Typsystem stellt das System zur Verf

ugung%
Das in dieser Arbeit realisierte Interface stellt die einfachste Art einer LISPErweiterung dar	 Ne
benl

augkeit wird nur durch einen entsprechenden Funktionsaufruf newthread Startfunktion Start
parameter erzeugt	 Zur Synchronisation stehen mutexVariablen und Conditions zur Verf

ugung
jedoch mit der Einschr

ankung da diese nur auf der

auersten Programmebene in Form von glo
balen Variablen deniert werden k

onnen	 Threads k

onnen f

ur beliebig kleine Befehlsfolgen erzeugt
werden die Zeit f

ur das Erzeugen und Beenden von Threads siehe dazu auch Anhang B lassen
eine zu feink

ornige Wahl jedoch nicht sinnvoll erscheinen	
Eine etwas abstraktere Art der Erzeugung von Nebenl

augkeit bietet das FutureKonzept erstmals
in Multilisp HLb implementiert	 Die Idee dabei ist Werteberechnungen schon wesentlich eher
einzuleiten als sie ben

otigt werden	 Damit mu nur dann auf das Ende einer Berechnung gewartet
werden wenn der Wert zum Zeitpunkt der Weiterverwendung noch nicht berechnet ist	
setf a future   


 Erzeugt einen Thread zur Auswertung von   

setf b future  	 


 Erzeugt einen Thread zur Auswertung von  	 

dosomehing
 setze Programm fort ohne a und b zu benutzten

Dieses ist ein spezielles CKonstrukt Die setjumpFunktion erzeugt eine Markierung an der Stelle im Programm
an der sie aufgerufen wurde Mit Hilfe der longjumpFunktion l

at sich von beliebiger Stelle des weiteren
Programmverlaufs aus zu dieser Markierung zur

uckspringen
	 Aspekte eines parallelen LISP 	
 a b
 Hier muss auf das Ergebnis gewartet werden falls
ein Thread noch nicht fertig ist
Das Warten auf das Ergebnis Ende des Threads kann f

ur den Programmierer transparent im
plementiert werden	 Ein FutureAufruf liefert einen sog	 Placeholder zur

uck	 Dieser hat anfangs
den Status

unaufgel

ost	 Ist der zugeh

orige Thread mit seiner Berechnung fertig so wird der
Placeholder in den entsprechenden Wert der Berechnung umgewandelt	 Bei der Verarbeitung von
Placeholdern teilen sich die LISPFunktionen in zwei Klassen auf	 Die nichtstrikten Funktionen
wie Listenoperationen ben

otigen den Wert des Placeholders nicht	 Sie k

onnen also damit arbeiten
ohne auf den dazugeh

origen Thread warten zu m

ussen	 Strikte Operationen wie arithmetische
Operationen oder Vergleiche ben

otigen den Wert des Placeholders	 Sie m

ussen daher warten bis die
Futures aufgel

ost sind	 Nur bei strikten Operationen m

ussen sich die Threads daher synchronisie
ren	 Der Programmierer sollte also wissen welche Operationen als nichtstrikt und welche als strikt
gelten	 Als weitere Synchronisationsmechanismen stehen mutualexclusionBefehle zur Verf

ugung	
Auch unter Multilisp lassen sich einzelne LISPBefehle als eigene Threads abarbeiten	 Die Kosten
f

ur die Erzeugung schr

anken die praktische Verwendung jedoch ebenfalls ein	
Einen ganz anderen Weg zur Erzeugung von Nebenl

augkeit geht die ConnectionMachineCM
LISPImplementation SH	 Grundlage aller Parallelkonstrukte ist der Datentyp xapping	 Ein
Objekt vom Typ xapping ist eine ungeordnete Menge geordneter Paare	 Ein Paar wird dabei in der
Form indexvalue notiert	 Sowohl index als auch value k

onnen dabei beliebige LISPObjekte sein	
Nebenl

augkeit wird dann durch die Anwendung von Funktionsxappings auf Argumentxappings
erzeugt	 Ein Beispiel zeigt die Anwendung	
Denition der xappings

worldinfo  fskyblue applered grassgreeng
worldinfo  fskycloudy applesweet grasswet weathergoodg
combineinfos  fskycons earthlist appleconsg
Anwendung

combineinfos worldinfo worldinfo  fskyblue	cloudy applered	sweetg
F

ur den h

aug auftretenden Fall da auf alle xappingElemente dieselbe Funktion angewendet
werden soll kann man dieses mit dem Operator abk

urzen	 cons expandiert z	B	 um einen
xapping indem f

ur jeden m

oglichen Index I ein Element Icons steht	 Auf die Argumentxappings
des Beispiels angewandt w

urde der Befehl cons folgendes bewirken

cons worldinfo worldinfo fskycons applecons grasscons weatherconsg
worldinfo worldinfo
 fskyblue	cloudy applered	sweet grassgreen	wetg
Die Nebenl

augkeit wird hier also datengesteuert erzeugt und nicht wie bei den anderen Systemen
programmgesteuert	 Dieses ist der typische Ansatz bei einer SIMDArchitektur	 Eine explizite Syn
chronisation durch den Programmierer ist hier nicht notwendig	 Bei einer SIMDArchitektur wie der
ConnectionMachine wird die Synchronisation auf der Hardwareebene durchgef

uhrt	 Wird dieser
datengesteuerte Ansatz auf einer MIMDArchitektur verwandt so ist eine implizite Synchronisation
beim Aufsammeln der einzelnen Werte f

ur das Ergebnisxapping notwendig	
Alle drei Ans

atze geben dem Programmierer die Kontrolle

uber die Verwendung von Threads	
	 Aspekte eines parallelen LISP 

Die datengesteuerte Version erfordert jedoch ein Umdenken bei der Entwicklung so da vor al
lem die Parallelisierung bestehender Programme in den meisten F

allen mit der programmablauf
orientierten Version einfacher ist	 Die Frage ob man dem Entwickler lowlevelKonstrukte wie in
dieser Implementierung oder abstrakte Konstrukte ! wie das futureKonzept ! zur Verf

ugung stellt
ist eher eine philosophische Frage	 F

ur eine abstrakte Version spricht die einfachere Handhabung	
Die Transparenz wird aber dadurch erkauft da es z	B	 durch unbedachte implizite Synchronisati
on zu

uberraschenden Performanceeinbuen kommen kann Kes	 Eine lowlevelImplementation
h

alt die Option oen abstrakte Konstrukte auf ihr aufzubauen und gibt dem Programmierer die
volle Kontrolle aber auch die volle Verantwortung	
STRUKTURANALYSE GESPROCHENER
SPRACHE MIT EINEM CHARTPARSER
Das Ziel der Sprachverarbeitung mit Computern ist das

Verstehen der eingegebenen

Auerung	
G

orz beschreibt dieses Verstehen in G

or S	  als

Uberf

uhrung einer Wortfolge oder Menge von
Worthypothesen

in einen formalen Ausdruck der ihre Bedeutungen auf dem Hintergrund seman
tischen und pragmatischen Wissens darstellt	 Ein Schritt in dieser

Uberf

uhrung ist die syntaktische
Analyse	 Sie untersucht ob eine zusammenh

angende Folge von Worten Satz als grammatikalisch
korrekt gilt	 Im Hinblick auf eine Weiterverarbeitung ist dabei besonders die w

ahrend des Analy
sevorgangs aufgebaute Struktur wichtig	 Sie soll den Aufbau des Satzes aus seinen Bestandteilen
Konstituenten repr

asentieren	 Die Grundannahme ist dabei da sich eine Grammatik nat

urli
cher Sprache !oder zumindest ein hinreichend groer Ausschnitt aus ihr! in derselben Klasse von
Grammatiken beschreiben l

at in der formale Sprachen wie z	B	 Programmiersprachen beschrieben
werden	 Obwohl es sich nach dieser Annahme bei der Strukturanalyse eines Programmtextes und
eines gesprochenen Satzes also prinzipiell um das gleiche Problem handelt sind doch die Randbe
dingungen sehr unterschiedlich	 Daher gibt es f

ur verschiedene Bereiche auch verschiedene Ans

atze
das Problem zu l

osen	 Wie dieses Kapitel zeigen wird erweist sich der von Kay Kay entwickelte
ChartParser als besonders geeignetes Mittel zur Analyse gesprochener und geschriebener Sprache	
 Idee des ChartParsing
Viele Algorithmen f

ur die Syntaxanalyse arbeiten nach dem BacktrackingVerfahren wenn alter
native Fortsetzungen der bisherigen Analyse m

oglich sind	 Trit ein Algorithmus auf einen solchen
Punkt so wird der momentante Zustand der Anaylse zwischengespeichert	 Scheitert eine m

ogliche
Fortsetzung wird der gespeicherte Zustand wiederhergestellt und eine der n

achstm

oglichen Fort
setzungen getest	 Die in der verworfenen Fortsetzung erkannten Teilanalysen m

ussen falls sie f

ur
weitere Fortsetzungen ebenfalls interessant sind wieder neu analysiert werden	 Ein M

oglichkeit
diese Wiederholung zu vermeiden ist die Benutzung einer Tabelle
 
 in der vollst

andige Teilanaly
sen abgelegt werden	 Falls an einer bestimmten Stelle der Analyse eine Teilanalyse ben

otigt wird
wird erst in der Tabelle nachgesehen ob diese Teilanalyse schon vorhanden ist	 Die Chart stellt
eine Verallgemeinerung dieser Tabelle dar	 Ausgehend von einer kontextfreien Grammatik soll an
einem Beispiel des einfachen Satzes

Das Kind sieht den Vogel das Verfahren der ChartAnalyse
beschrieben werden	
 
Man spricht von einer wellformed substring table
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
Die kontextfreie Grammatik G sei gegeben durch das Quadrupel NTTPs

NTfNPVPSVNDETg Menge der NichtTerminale
Tfdas Kind singt h

ort den Vogelg Menge der Terminale
PfS  NP VP
NP  DET N
VP  V j V NP
N  Kind j Vogel
DET  das j der
V  singt j siehtg Menge der Regeln aus NfNTTg
sS Startsymbol der Grammatik
Die Chart besteht aus Knoten und Kanten	 F

ur jeden Wortzwischenraum sowie Anfang und Ende
des Satzes wird ein Knoten eingef

uhrt	 Diese werden zur besseren Referenzierung von  bis n
durchnumeriert n sei die Zahl der W

orter im Satz	 F

ur jedes Wort wird eine Kante zwischen
seinem Anfangs und Endknoten gezogen	 Die initiale Chart f

ur die Analyse des Beispielsatzes
sieht damit wie in Abbildung 	 dargestellt aus	
Das Kind den Vogel
654321
sieht
Abbildung  Initiale Chart f

ur den Beispielsatz
Im ersten Analyseschritt werden die Terminale auf ihre entsprechenden Kategorien abgebildet d	h	
f

ur jede Kante werden weitere Kanten gezogen die den gleichen Anfangs und Endknoten haben
aber mit den entsprechenden Kategoriesymbolen gekennzeichnet sind Abbildung 		
den Vogel
6543
KindDas
21
sieht
DET N V DET N
Abbildung  Chart mit Kategoriekanten
Die so entstandenen Kanten k

onnen jetzt mit Hilfe der passenden Produktionen zu l

angeren d	h	
mehrere Knoten

uberspannenden Kanten erweitert werden bis keine Kombinationsm

oglichkeit
mehr vorhanden ist	 Ist der Satz syntaktisch korrekt so enth

alt die Chart mindestens eine alle
Knoten

uberspannende Kante die das Startsymbol der Grammatik als Kategorie hat	 Vermerkt
man zus

atzlich bei jeder neuen Kante aus welchen Kanten diese enstanden ist so l

at sich aus
der Chart die komplette syntaktische Zerlegung des Satzes in Form eines Ableitungsbaumes ermit
teln	 Wie die Abbildung 	 zeigt wird beim Weiterspannen einer Kante nicht die Originalkante
verl

angert sondern eine neue Kante eingef

uhrt	 Den Vorteil den das Aufheben der Originalkante
bietet wird im folgenden noch deutlich	
In der bisherigen Form ist die Chart eine andere Darstellung der beschriebenen Tabelle	 Ein aktiver
ChartParser stellt aber nicht nur die vollst

andigen  sondern auch alle unvollst

andigen Teilanalysen
in der Chart dar	 Um eine unvollst

andige Teilanalyse zu beschreiben wird eine weitere Kantenart
ben

otigt	 Die bisher verwendeten Kanten sind sog	 inaktive Kanten d	h	 die Regel die zur Bildung
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
den Vogel
6543
KindDas
21
DET N V DET N
NP
sieht
Abbildung  Chart mit einer weitergespannten Kante
einer Kante f

uhrt ist vollst

andig abgearbeitet	 Aktive Kanten sind dagegen Kanten deren Produk
tion noch nicht vollst

andig abgearbeitet wurde	 Als Markierung zwischen den analysierten und den
fehlenden Konstituenten der Regel wird ein Punkt verwendet	

Z	B	 bedeutet NP  DET	N da
die zugeh

orige aktive Kante die Kategorie NP besitzt und schon eine Determinante

uberspannt ihr
aber noch ein Nomen fehlt	 Steht der Punkt vor der ersten gesuchten Konstituente so spricht man
von einer leeren aktiven Kante	 F

ur jede gesuchte Kategorie wird also in den entsprechenden
Knoten als erstes eine Menge von leeren aktiven Kanten eingetragen deren Abarbeitung zu der
gew

unschten Kategorie f

uhrt	
3
.V NPVP VP .V
den Vogel
654
KindDas
21
DET N V DET N
NP
sieht
Abbildung  Chart mit aktiven Kanten
Trit nun eine aktive auf eine inaktive Kante die mit der n

achsten gesuchten Kategorie gekenn
zeichnet ist so kann man die aktive Kante um die Knoten die die inaktive

uberspannt erweitern
und den Punkt eine Konstituente weiter nach rechts schreiben	 Ist keine weitere Konstituente mehr
vorhanden so wird die Kante inaktiv sonst bleibt sie aktiv	 Lassen sich keine aktiven und inakti
ven Kanten mehr kombinieren so ist die Analyse abgeschlossen und alle m

oglichen syntaktischen
Zerlegungen des Satzes stehen in der Chart	
Die ChartAnalyse bietet folgende Vorteile f

ur die Sprachverarbeitung

	 In der Chart k

onnen sowohl lexikalische als auch syntaktische Ambiguit

aten ohne Probleme
dargestellt werden	 Erkannte Konstituenten die in verschiedene Analysen einieen werden
nur einmal repr

asentiert	 Ein Redundanzcheck vor dem Eintragen einer Kante garantiert da
keine zwei gleichen Kanten in der Chart existieren	
	 Das Schema gibt im Gegensatz zu anderen Verfahren weder eine spezielle Suchreihenfolge noch
eine bestimmte Analysestrategie vor	 Durch eine Parametrisierung sind verschiedene Analyse

Die Regeln werden daher auch als dotted rules bezeichnet
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
strategien realisierbar	 Insbesondere kann w

ahrend des Analysevorgangs die Strategie gewech
selt werden	 Auf Such und Analysestrategien wird im Abschnitt 	 n

aher eingegangen	
	 Auch wenn kein vollst

andiger Satz erkannt worden ist so stehen doch Teilanalysen zur
Verf

ugung die evtl	 durch weitere Wissensquellen Semantik Pragmatik zu einer korrekten
Erkennung der

Auerung f

uhren k

onnen	 Dieses gilt vor allem f

ur eine sp

ater noch n

aher
erl

auterte BottomUp Strategie	
	 Konkurrierende Worthypothesen wie sie in gesprochener Sprache vorkommen k

onnen verar
beitet werden	
	 Eine inkrementelle Analyse der Eingabe ist m

oglich	

Weil alle aktiven Kanten aufgehoben wer
den kann eine nachtr

aglich eingef

ugte Wortkante ohne weitere Ver

anderungen am Algorithmus
in die Analyse einieen	
Im n

achste Abschnitt wird ein Algorithmenschema f

ur einen abstrakten ChartParser nach Wino
grad Win deniert der als Grundlage einer Implementierung dienen kann	

 Ein abstrakter ChartParser
Formal gesehen ist eine Chart ein gerichteter Graph beschrieben durch das Paar VE	 V ist dabei
eine endliche nichtleere Menge von Knoten und E 
 V V R eine endliche Menge von Kanten	 R
ist eine endliche Menge kontextfreier Regeln	 Die Datenstruktur Chart l

at sich in folgender Weise
darstellen

Datentyp Aktive Chart
Beschreibung
 Aufzeichnung aller vollst

andigen und unvollst

andigen Konstituenten die
w

ahrend der Syntaxanalyse eines Satzes entstehen
Komponenten
 Menge von Knoten
Menge von Kanten
Subtypen
 Datentyp Knoten
Beschreibung
 Eine Stelle in der zu parsenden Eingabesequenz
Komponenten
 Menge von eingehenden Kanten
Menge von ausgehenden Kanten
Datentyp Kante
Beschreibung
 Darstellung einer vollst

andigen oder unvollst

andigen
Konstituente
Komponenten
 Anfangsknoten Knoten in der Chart
Endknoten Knoten in der Chart
Kategorie Nichtterminal der Grammatik
Fortsetzung eine evtl leere Folge von Symbolen aus
N T
Zustand
 faktiv inaktivg
Pr

adikate
 Gleichheit gleiche Anfangs	 und Endknoten sowie
gleiche Kategorie und gleiche Fortsetzung

Zur genauen Denition und Realisierung der Inkrementalit

at siehe Abschnitt 

Weitere Beschreibungen nden sich in G

or
 und TR

	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
F

ur die Anlyse wird zus

atzlich eine Datenstruktur ben

otigt die die zur Bearbeitung anstehenden
Kanten aufnimmt

Datentyp zur Bearbeitung anstehende Kanten
Beschreibung
 Aufzeichnung aller noch zu bearbeitenden Kanten
Komponenten
 Menge von Kanten
Folgende Operationen auf der Chart lassen sich festlegen

Funktion Beschreibung
INIT Initialisierung der Chart
 Erzeuge f

ur die Eingabe von n W

ortern
n Knoten	 Trage f

ur jede lexikalische Kategorie jedes Wortes ei
ne Kante in die Chart ein	 Trage eine leere aktive Kante mit dem
ausgezeichneten Startsymbol ein	

Wende PROPOSE auf alle er
zeugten Kanten an	 Diese f

uhrt zu neuen Kanten die zur Bearbei
tung anstehen	
COMBINEaktiv inaktiv Falls der Endknoten von aktiv gleich dem Anfangsknoten von inak
tiv ist und die Kategorie von inaktive die n

achste gesuchte Kate
gorie von aktiv ist so erzeuge eine neue Kante auf folgende Weise

Ihr Anfangsknoten ist der Anfangsknoten der aktiven Kante
Ihr Endknoten ist der Endknoten der inaktive Kante
Ihre Kategorie ist die Kategorie der aktiven Kante
Ihre Fortsetzung ist die Fortsetzung der aktiven Kante ohne
das erste Element
Ist die Fortsetzung leer so ist die neue Kante inaktiv sonst
aktiv
Die neue Kante wird in die Menge der zur Bearbeitung anstehen
den Kanten aufgenommen	 Die COMBINEFunktion wird auch
als fundamentale Regel bezeichnet	
PROPOSEKante Schl

agt neue Kanten vor
 Aufgrund des Inhalts der aktuelle Kan
te Kante werden neue leere aktive Kanten vorgeschlagen	 Alle
neuen Kanten werden in die Menge der zur Bearbeitung anste
henden Kanten aufgenommen	 PROPOSE erh

alt im Gegensatz
zur Darstellung bei Winograd die gesamte Kante als Parameter	
Dadurch ist es m

oglich die Parsingstrategie zentral in dieser Funk
tion festzulegen	 Deniert man PROPOSE nur in Abh

angigkeit
der Kategorie und des Knotens so mu sowohl die Kontrollschleife
als auch diese Funktion der entsprechenden Parsingstrategie an
gepat werden	
Tabelle  Operationen auf der Chart
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
Funktion Beschreibung
INSERTKante Falls eine gleichartige Kante existiert beende die Funktion Red
undanzcheck	 Andernfalls trage die Kante Kante in die Chart ein	
Ist die Kante inaktiv so wende COMBINE auf alle Paare aktiv
Kante an	 aktiv ist eine Kante aus der Menge der aktiven Kan
ten die im Anfangsknoten von Kante enden	 Ist die Kante aktiv
wende COMBINE auf alle Paare Kante inaktiv an	 Hier ist
inaktiv eine Kante aus der Menge der inaktiven Kanten die im
Endknoten von Kante beginnen	
Tabelle   Fortsetzung  Operationen auf der Chart
Das folgenden Struktogramm beschreibt die Kontrollschleife die den Parsingproze steuert

abstrakter ChartParser  Hauptprogramm
INIT
solange Kanten zur Bearbeitung anstehen
W

ahle eine Kante K aus der Menge der zur Bearbeitung anstehenden Kanten aus
INSERTK
PROPOSEK
 Spezialisierungen des Parsers
Der abstrakte ChartParser stellt ein Algorithmenschema dar da durch Spezialisierungen der
einzelnen Funktionen zu einem Parseralgorithmus f

uhrt	 Das Schema hat zwei Freiheitsgrade	 Zum
einen bleibt oen wann neue Kanten vorgeschlagen und dadurch Regeln angewendet werden	 Diese
Festlegung bestimmt die Parsingstrategie	 Zum anderen bleibt die Art der Auswahl bei Alternativen
oen	 Diese Auswahl legt die Suchstrategie des Algorithmus fest	

Diese Kante wird nur f

ur den TopDown Modus ben

otigt stellt f

ur den BottomUp Modus aber kein Problem
dar Zu den beiden Modi siehe Abschnitt 
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 

 Parsingstrategien
Die klassischen Parsingstrategie sind TopDown oder eine BottomUp Strategie	 Bei der Top
Down Strategie wird ausgehend von dem Startsymbol versucht eine syntaktische Zerlegung des
Eingabesatzes zu nden	 Die linke Seite einer Regel wird dabei als ein Ziel angesehen da zu erf

ullen
ist indem seine Unterziele Konstituenten auf der rechten Seite erf

ullt werden	 Man spricht daher
auch von einer zielgesteuerten Analyse G

or	 Der Ableitungsbaum wird also von oben nach unten
aufgebaut	 Erreicht wird diese Strategie indem durch die Prozedur PROPOSE nur dann neue
leere Kanten vorgeschlagen werden wenn der Parameter eine aktive Kante ist	 In diesem Fall wird
f

ur jede Grammatikregel deren linke Konstituente mit dem ersten Element der Fortsetzung der
aktiven Kante

ubereinstimmt eine neue Kante vorgeschlagen	 Dieses wird in Abbildung 	 am
Beispiel der Startkante verdeutlicht	
	 Schritt
den Vogel
1 2 3 4 5 6
DET N V DET N
Das Kind
. NP VPS
sieht
INSERTStartkante
	 Schritt
NP . DET N
den Vogel
1 2 3 4 5 6
DET N V DET N
Das Kind
. NP VPS
sieht
PROPOSEStartkante
Abbildung  Einf

ugen der Startkante bei der Topdown Strategie
Im Gegensatz dazu schl

agt im Fall der BottomUp Strategie PROPOSE nur neue Kanten vor
wenn eine inaktive Kante eingetragen wird	 Dabei wird die Grammatik nach Regeln durchsucht
deren erste Konstituente der rechten Seite der Kategorie der inaktiven Kante entspricht	 Der Ab
leitungsbaum wird von unten nach oben aufgebaut indem versucht wird Konstituenten zu neuen
gr

oeren Konstituenten zusammenzufassen	 Dieses bezeichnet man als datengesteuerte Analyse	
Abb	 	 zeigt die Chart nach der Initialisierung bei einer BottomUp Strategie	
. DET NNPVP .V NPVP .V.DET NNP
VogelDas den Kind
321 4 5 6
DET N V DET N
sieht
Abbildung  Chart nach dem ersten PROPOSE	Aufruf bei der Bottomup Strategie
Neben diesen beiden Strategien sind noch weitere denkbar die aber zum gr

oten Teil Modikationen
der beschriebenen sind Wir	
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 

  Suchstrategien
Die Kontrollschleife im Hauptprogramm bestimmt keine Reihenfolge in der die zur Bearbeitung
anstehenden Kanten zu verarbeiten sind	 Ebenso ist die Auswahl von Paaren aktiver und inaktiver
Kanten f

ur die fundamentale Regel unbestimmt	 Durch die Art wie diese Auswahl getroen wird
wird die Suchstrategie des ChartParsers bestimmt	 Beide Auswahlm

oglichkeiten stellen Auftr

age
an den ChartParser dar die noch abzuarbeiten sind	 Der Puer in dem diese Auftr

age zwischen
gespeichert werden heit Agenda	 Eine Suchstrategie wird durch die beiden Operationen Auftrag
einf

ugen und Auftrag entnehmen speziziert	 Die beiden Grenzf

alle realisierbarer Suchstrategien
sind die Breiten und die Tiefensuche	 Bei der Tiefensuche wird die Agenda als Stack organisiert	
Der Eintrag der zuletzt gespeichert wurde wird zuerst entnommen	 Dadurch wird eine Regel so
weit wie m

oglich abgearbeitet bevor eine Alternative angefangen wird	 Bei der Breitensuche wer
den Eintr

age in Form einer Warteschlange verwaltet	 Der Auftrag der zuerst eingetragen wurde
wird auch zuerst entnommen	 Es werden immer alle m

oglichen Regeln sozusagen synchron um
einen Schritt erweitert	 Aber auch beliebige andere Organisationsformen die eine Mischform aus
den beiden genannten darstellen sind denkbar	 Liegt eine Bewertung der Kanten vor so kann eine
BesteZuerst Suche realisiert werden	 Bei gesprochener Sprache kann z	B	 die Wahrscheinlichkeit
mit der die einzelnen Hypothesen erkannt worden sind diese Bewertung liefern	 Solange die Agenda
vollst

andig abgearbeitet wird sind alle Strategien gleichwertig	 Das Problem der Endlosschleife das
einige Verfahren bei der Verwendung von Tiefensuche mit linksrekursiven Grammatiken haben tritt
beim ChartParser nicht auf	 Durch den Redundanzcheck wird sichergestellt da nicht unendlich
viele leere Kanten eingetragen werden	 Das Weiterspannen einer Kante mit einer linksrekursiven
Regel kann h

ochstens bis zum Endknoten erfolgen so da auch hier keine Endlosschleife entstehen
kann	 F

ur leere aktive Kanten ist der Redundanzcheck also unerl

alich w

ahrend er bei allen ande
ren Kanten nur zur Vermeidung doppelter Arbeit notwendig ist	 Das Ergebnis wird dadurch nicht
beeinut	 Interessant wird die Agendaorganisation erst wenn die Analyse vorzeitig abgebrochen
wird oder Zwischenergebnisse m

oglichst schnell weitergegeben werden sollen	 In diesem Fall kann
das Analyseergebnis und die Zeit in der es gefunden wird unterschiedlich sein	
 Grammatik und Uni
kation
Die Grammatik aus Kapitel 	 l

at nicht nur korrekte deutsche S

atze zu sondern auch falsche wie
z	B	

Den Vogel singt	 Eine sinnvolle Grammatik mu daher weitere linguistische Einschr

ankun
gen enthalten wie z	B	 Kasus und Numeruskongruenz bei der Bildung einer Nominalphrase	 Aus
dem Symbol NP w

urden dadurch acht neue Nichtterminale entstehen	 Die Anzahl der Regeln
w

urde also unter Ber

ucksichtigung aller linguistischen Einschr

ankungen explosionsartig erh

ohen	

Eine rein kontextfreie Grammatik ist daher keine geeignete Repr

asentation f

ur linguistisches
Wissen	 Deshalb sind zur Zeit verwendete Formalismen zum gr

oten Teil uni
kationsbasier
te Grammatikformalismen	 Die Beschreibung der syntaktischen Struktur erfolgt durch sog	
Merkmalsstrukturen	

Eine Merkmalsstruktur ist eine Menge von Merkmalen	 Diese wiederum
bestehen aus einem Merkmalsnamen und einem Merkmalswert	 Werte sind dabei entweder
leer atomar oder wieder Merkmalsstrukturen	 Die Menge der Namen und der Atome ist endlich	
Die Merkmalsstruktur f

ur das Wort

Kind kann z	B	 wie in Abb	 	 dargestellt aussehen


Auerdem sind gewisse Konstruktionen in der deutschen Sprache nicht durch eine kontextfreie Grammatik
beschreibbar

Daher werden diese Formalismen auch merkmalsbasiert genannt
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 	
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Abbildung 	 Merkmalsstruktur f

ur das Wort Kind in Matrixschreibweise
Die Folge von Merkmalsnamen die einen Wert identizieren bezeichnet man als Pfad geschrie
ben Aname name 	 AHeadAgrNum im obigen Beispiel ist also das Merkmal sing	 Der
De
nitionsbereich einer Merkmalsstruktur ist die Menge aller Pfade die genau einen Namen
enthalten d	h	 domD
Kind
fCatHeadg	 Verweisen zwei Pfade auf einen identischen Merkmals
wert so spricht man von einer Koreferenz	 Diese wird in der Matrixschreibweise

uber Variablen
dargestellt Abb			
D
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Abbildung 
 Merkmalsstruktur mit Koreferenz
Eine alternative Darstellung der Merkmalsstrukturen ist die eines gerichteten azyklischen Gra
phen Directed Acyclic Graph DAG	
	
Die Merkmalswerte einer Struktur sind dann die
Knoten des Graphen die Namen Beschriftungen der Kanten	
Cat Head
NP
String
Det
Agr
Num
sing
nom
"Kind"
"das"
Agr
Case
Ddas-Kind
Abbildung  Graphendarstellung der Merkmalsstruktur des Wortes Kind
Die wichtigste Operation um aus gegebenen Merkmalsstrukturen neue zu erzeugen ist die Ver
einigung oder Uni
kation	 Dieses entspricht der Kombination der zugeh

origen Graphen	 Die zu

Zyklische Graphen sind zwar ebenso denkbar werden aber von den meisten Grammatikformalismen nicht ver
wendet Eine sinnvolle linguistische Bedeutung scheint es dar

uber hinaus auch nicht zu geben s G

or S


	 Strukturanalyse gesprochener Sprache mit einem ChartParser 

vereinigenden Strukturen m

ussen dabei kompatibel sein d	h	 unter Vereinigung und Durchschnitt
wieder wohlgeformte Merkmalsstrukturen ergeben	 Formal l

at sich die Unikation mit Hilfe der
Subsumtion denieren	 Diese ist rekursiv

uber den Merkmalsstrukturen deniert	 Sind A und B
Merkmalsstrukturen so gilt

A subsumiert B AvB 
A ist der leere Graph
A und B atomar AB
A und B komplex 
l  domA 
 Al v Bl p q 
 Ap  Aq Bp  Bq
Das Gleichheitszeichen stellt dabei die Identit

at dar	 Informell kann man sagen da A B subsumiert
wenn A weniger Information enth

alt als B	
A und B sind kompatibel wenn es Merkmalsstruktur D gibt die sowohl von A als auch von B
subsumiert wird

D 
 A v D B v D
Die allgemeinste Struktur D die diese Bedingung erf

ullt ist dann die Unikation von A und B	
Der Informationsgehalt der Ergebnisstruktur w

achst also monoton mit jedem Unikationsvorgang	
Es entsteht aber keine neue Information sondern vorhandene wird zusammengefat	 Neue Infor
mationen k

onnen nur das Lexikon oder die Produktionen der Grammatik liefern	 Das Lexikon
enth

alt f

ur jedes Wort einen Eintrag

ahnlich dem in Abb			 Produktionen lassen sich in Form
von annotierten kontextfreien Regeln darstellen	 Jeder Regel wird dabei eine Menge von Gleichun
gen angeheftet die beschreiben unter welchen Bedingungen die Regel anwendbar ist	 Als Beispiel
wird die bekannte Regel zur Bildung einer Nominalphrase erweitert	 Die Darstellung erfolgt in einer
PATRII



ahnlichen Weise	
NP  DET N
 
NPCat  NP
NCat  N
DETCat  DET
NCat  DETCat
NHeadAgr  DETHeadAgr
NPHead  NHead
NPHead Det  DETHead
Das Gleichheitszeichen ist dabei nicht als ein echter Vergleich oder Gleichsetztung zu verstehen
sondern als Unikation der jeweiligen Knoten unter den angegebenen Pfaden	 Abbildung 	 k

onnte
	
PATRII ist eine Grammatikformalismus der auf Shieber Shi
 zur

uckgeht und Vorbild f

ur den verwendeten
Formalismus ist
 

Dieser Anteil der Regel wird als kontextfreies Ger

ust bezeichnet
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
also das Ergebnis dieser Regelanwendung auf die Merkmalsstruktur D
Kind
und einem passenden
Lexikoneintrag f

ur das Wort

das sein	 Durch eine kleine

Anderung lassen sich auch die Regeln
selbst als Merkmalsstrukturen darstellen	 Man kann die Symbole auch als Pfade auf der obersten
Ebene einer Struktur auassen	 Die Gleichungen werden dann durch Koreferenzen beschrieben	 Als
Beispiel dient wieder die NPRegel
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Abbildung  NP	Regel als Merkmalsstruktur
Dadurch l

at sich die gesamte Grammatik in DAGs umsetzen und jede Regelanwendung mit einem
GraphUnikationsalgorithmus
  
realisieren	
Die Einbettung von Merkmalsstrukturen in die Chart ist sehr einfach	 Die Menge der Kanten E wird
um ein Element erweitert und ist nun durch E 
 V V RQ beschrieben	 V ist wie in Abschnitt
	 deniert R stellt das kontextfreie Ger

ust der Unikationsgrammatik und Q eine potentiell un
endlich groe Menge von Merkmalsstrukturen dar	 Um den abstrakten ChartParser zu erweitern
sind im wesentlichen zwei

Anderungen durchzuf

uhren	 Der Gleichheitstest beim Einf

ugen von Kan
ten ist in einen Subsumptionstest umzuwandeln	 Die Funktion COMBINE testet nun nicht mehr
ob die Kategorie der inaktiven Kante die passende Fortsetzung der aktiven bildet sondern ob ihre
Merkmalsstruktur mit der n

achsten von der aktiven Kante gesuchten Teilstruktur unizierbar ist	
Der Aufwand f

ur den Kombinationstest steigt daher betr

achtlich so da der gr

ote Teil der Rechen
zeit des sequentiellen Parsers durch die Unikation und durch die mit ihr verbundenen Operationen
verbraucht wird	 Genau diese Tatsache l

at die Parallelisierung des Parser erfolgversprechend er
scheinen da die fundamentale Regel auf ein Kantenpaar unabh

angig von der Anwendung auf andere
Paare ausgef

uhrt werden kann	
	 Latticeparsing mit einem ChartParser
Im Gegensatz zur geschriebenen Sprache bei der die eingegebenen W

orter genau bekannt sind
werden bei der gesprochenen Sprache nur Hypothesen

uber die im Sprachsignal enthaltenen W

orter
angegeben	 Ein Sprachdecoder zerlegt das Sprachsignal in gleich groe Zeiteinheiten Frames und
gibt zu jeder Zeiteinheit eine Menge von W

ortern aus die innerhalb dieser Zeiteinheit enden	 Jedes
Wort wird dabei mit einer bestimmten Wahrscheinlichkeit erkannt	 Eine Worthypothese besteht
aus einem Anfangsframe einem Endframe einem Wort und einer Wahrscheinlichkeit	 Zu einem
  
Der vorliegende Parser verwendet einen Algorithmus nach AtKaci wie er in Bac
 beschrieben ist
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
Wort kann es also mehrere Hypothesen geben die unterschiedlich viele Zeitfenster

uberspannen	
Daher m

ussen die Knoten der Chart nicht mehr als Wortgrenzen sondern als echte Anfangs und
Endfenster aufgefat werden	 Eine Menge vonWorthypothesen

uber einem bestimmten Zeitintervall
wird als Lattice bezeichnet	 Eine Lattice kann auch Zeitabschnitte enthalten

uber denen keine
Worthypothese existiert	 Diese L

ucken k

onnen ebenso wie

Uberlappungen von Hypothesen von
einem normalen ChartParser nicht bearbeitet werden	 Vorschl

age zur L

osung dieses Problems
geben Chien et al	 CCL und Weber Web	 Im weiteren Verlauf wird davon ausgegangen da
die Lattices immer verbundene Worthypothesen Wortgraphen enthalten	
 
Die F

ahigkeit eines Sprachdecoders nach jedem Frame eine Menge von Worthypothesen zu lie
fern ist konform mit der psycholinguistischen Sichtweise des menschlichen Sprachverstehens	 Ein
H

orer verarbeitet eine

Auerung zeitsynchron jedes Teilst

uck der

Auerung wird mit einer mini
malen Verz

ogerung verstanden und erzeugt Erwartungen

uber den weiteren Verlauf der

Auerung
MWT	 Eine

Ubertragung dieser F

ahigkeit auf ein Sprachverarbeitungssystem bedeutet eine in
krementelle Verarbeitung des Sprachsignals	 Sobald der Decoder eine Worthypothese liefert kann
ein inkrementeller Parser diese in die Chart einf

ugen	 Der Begri des inkrementellen Parsings wird
in der Literatur unterschiedlich aufgefat	 Wir'en Wir S	  gibt jedoch eine Denition die eine
gemeinsame Basis der Auassungen zeigt	 Er unterscheidet

LinksRechtsInkrementalit

at
Volle Inkrementalit

at
LinksRechtsInkrementalit

at ist dabei das Schritthalten des Parsers mit dem Eingabestrom	Wie im
nichtinkrementellen Fall bleibt die Monotonieeigenschaft der Chart erhalten	 Volle Inkrementalit

at
bedeutet da der Parser sofort auf alle Eingaben und Befehle wie Einf

ugen oder L

oschen des
Benutzers reagiert	 Bei dieser Auassung ist die LinksRechtsInkrementalit

at ein Spezialfall der
vollen Inkrementalit

at	 Wird im folgenden von Inkrementalit

at gesprochen so ist immer die Links
RechtsInkrementalit

at gemeint	 Bei der inkrementellen Sprachverarbeitung laufen alle Module wie
Decoder Syntax Semantik etc	 parallel	 Erwartungen einzelner Module

uber den weiteren Verlauf
der Analyse k

onnen an andere Module weitergereicht werden und so zu einer Einschr

ankung des
Suchraums f

uhren	 Der komplette Vorgang des

Verstehens k

onnte damit sofort nach dem Ende
einer

Auerung abgeschlossen sein	
 
Die Chart wird beim inkrementellen Parsing nicht mehr vollst

andig wie in Kapitel 	 beschrieben
initialisiert sondern besteht am Anfang nur aus dem ersten Knoten	 Sobald eine Worthypothese
mit dem Endzeitpunkt entgegengenommen wird der gr

oer als der aktuelle letzte Knoten ist wird
die Chart um die fehlenden Knoten erweitert	 Die Kontrollschleife des Parsers mu nur geringf

ugig
ver

andert werden

 
Der in den Experimenten verwendete Sprachdecoder stellt diesen Sachverhalt sicher
 
Beim momentanen Stand der Entwicklung ist der Zeitbedarf der einzelnen Module noch zu hoch als da von

sofort gesprochen werden kann
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
abstrakter ChartParser  inkrementelles Hauptprogramm
INIT
aktueller Knoten  
solange neue Hypothesen vorhanden sind
Hole n

achste Hypothese
Z
Z
Z
Z
J
Endknoten   aktueller Knoten




N
Erweitere die Chart
aktueller Knoten  Endknoten
solange Kanten zur Bearbeitung anstehen
W

ahle eine Kante K aus der Menge der zur Bearbeitung anstehenden Kanten aus
INSERTK
PROPOSEK
Die Ergebnischart entspricht hierbei der des Standardchartparsings bei gleicher Eingabe	 Der Parser
ist aber wesentlich langsamer als der Decoder	
 
Um dennoch mit dem Decoder ungef

ahr schritt
halten zu k

onnen darf der Parser nicht alle m

oglichen Pfade im Wortgraphen verfolgen	 Deshalb
erh

alt jeder Pfad eine Bewertung und alle Pfade die eine bestimmte Schwelle Beamschwelle un
terschreiten werden verworfen	 Die Schwelle kann dabei von auen fest vorgegeben oder dynamisch
von der jeweiligen aktuellen Situation abh

angig sein	 Diese Verfahren nennt man Pruning	 Pru
ning l

at sich sehr einfach

uber die Agenda realisieren	 Jeder Agendaeintrag erh

alt zus

atzlich eine
Bewertung und zwar genau die Bewertung die die Kante bekommen w

urde die aus dem Ein
trag entstehen w

urde	 Liegt diese Bewertung unter der Beamschwelle so wird der Eintrag nicht
weiter betrachtet	 Die Bewertung eines Pfades kann sich aus verschiedenen Wissensquellen zusam
mensetzen	 Die einfachste und oensichtlichste ist die Wahrscheinlichkeit die der Decoder f

ur den
Pfad liefert	 Weitere Quellen sind z	B	 Wahrscheinlichkeiten f

ur syntaktische Regeln NGramm
Statistiken etc	
 
Bestimmt sich der Beamwert dynamisch aus dem Wahrscheinlichkeitswert der
eingehenden Worthypothesen so w

urde ein Pruning jedoch nur lokal auf die Kantenkombinationen
wirken die aus der eingegangenen Hypothese entstanden sind	 Daher teilt man die Hauptprozedur
in drei Phasen auf	 In der ersten Phase werden alle Hypothesen die am aktuellen Knoten enden
entgegengenommen	 Erst dann wird der Beamwert in Abh

angigkeit von dem am besten bewerteten
Agendaeintrag bestimmt	 In der dritten Phase kann nun der eigentliche Parsingvorgang ausgef

uhrt
werden	 Die notwendigen Modikationen zeigt das folgende Struktogramm

 
Gute Decoder liegen schon im Bereich der QuasiEchtzeit zwei bis dreifache Echtzeit
 
Der Parser benutzt auer den DecoderWahrscheinlichkeiten noch ein Bigramm
	 Strukturanalyse gesprochener Sprache mit einem ChartParser 
abstrakter ChartParser  modiziertes inkrementelles Hauptprogramm
INIT
aktueller Knoten  
Solange neue Hypothesen vorhanden
Hole alle Hypothesen des n

achsten Zyklus
Erweitere die Chart bis zum Endknoten der Hypothesen
Bestimme neue Beamschwelle
solange Kanten zur Bearbeitung anstehen die

uber der Beamschwelle liegen
W

ahle eine Kante K aus der Menge der zur Bearbeitung anstehenden Kanten aus
INSERTK
PROPOSEK
F

ur eine genaue Beschreibung der Berechnung der Beamschwelle und Bewertungen sei auf Web
verwiesen	 Diese Aufteilung der Hauptprozedur in drei Phasen hat groe Auswirkungen auf die im
n

achsten Kapitel diskutierte Parallelisierung des Parsers	
PARALLELES CHARTPARSING
Syntaxanalyse in der Verarbeitung gesprochener Sprache wird immer mit dem Ziel einer Echtzeit
verarbeitung betrieben	 Die aktuellen Methoden und die modernen Rechnerarchitekturen erreichen
dieses Ziel unter realen Bedingungen jedoch nicht	 Daher liegt der Gedanke nahe durch Paralleli
sierung die Analyse zu beschleunigen	 Vorschl

age zum parallelen Parsing mit nichtchartbasierten
Methoden nden sich in Nij und Haa	 In diesem Kapitel wird die Parallelisierung eines
ChartParsers auf einem SharedMemory System unter besonderer Ber

ucksichtigung der Links
RechtsInkrementalit

at untersucht	
	 Ans

atze zur Parallelisierung
Die Chart ist die zentrale Datenstruktur des Parsers	 Doch schon die Tatsache da die Orga
nisation der Agenda keinen Einu auf das Ergebnis hat siehe Abschnitt 		 zeigt da ein
hoher Grad an logischer Parallelit

at m

oglich ist	 Nach Amtrup Amt lassen sich die m

oglichen
Parallelisierungsans

atze in vier Kategorien einteilen

Agendabasierte Parallelisierung
Die Agenda wurde eingef

uhrt um auftretende Alternativen im Analyseproze in eine bestimm
te Verarbeitungsreihenfolge zu bringen und so einen sequentiellen Ablauf zu erm

oglichen	 F

ur
jede Alternative k

onnte aber auch sofort bei ihrer Entstehung ein neuer Thread zu ihrer Bear
beitung gestartet werden	 Ein paralleler Parser ben

otigt somit eigentlich keine Agenda	 Dieses
entspricht der Auassung des parallelen Parsings als ein deterministischer Proze mit mehreren
sequentiellen Parsern siehe Nij	 Da die Anzahl der Auftr

age die Anzahl der Prozessoren
normalerweise um ein Vielfaches

ubersteigt ist der Einsatz einer Agenda als Auftragspuer
aber zu empfehlen	 Der sequentielle Parser ist aus dieser Sichtweise nur ein Spezialfall des
parallelen Parsers mit einem Prozessor	 Diese Art der Parallelisierung ist daher die nahelie
genste	 Thompson Tho und Grisham GC erzielten bei dieser Vorgehensweise auf einem
SharedMemory System gute Ergebnisse	 Thompson spricht gar von einem linearen SpeedUp	
Knotenbasierte Parallelisierung
Knoten k

onnen auch als Threads aufgefat werden	 Jeder Knoten verwaltet dabei die ihm zu
geordneten Kanten	 Dieses k

onnen z	B	 die eingehenden inaktiven und die ausgehenden aktiven
Kanten sein	
 
Jeder Knoten kann nun Anforderungen an andere Knoten stellen oder Analyseer
 
Thompson spricht bei dem Knoten der eine Kante verwaltet vom HotVertex der Kante
	 Paralleles ChartParsing 
gebnisse wie inaktive Kanten an interessierte Knoten mitteilen	 Die Realisierung kann intuitiv
durch ein MessagePassing System erfolgen	 Kanten m

ussen hauptspeicherunabh

angig darge
stellt werden	 Kritisch ist die hohe Anzahl von Nachrichten die versendet werden m

ussen	 Im
Fall gesprochener Sprache kann auch die Knotenanzahl ein Problem darstellen	 Daher werden
h

aug Mengen von Knoten gebildet die zu einem Thread zusammengefat werden	 Dabei tritt
dann das loadbalancing Problem auf	 Die Knoten m

ussen so zusammengefat werden da
m

oglichst viele Kanten lokal verarbeitet werden k

onnen	 Thompson erzielt bei dieser Auftei
lung auf einem Workstationcluster keinen SpeedUp	 Amtrup berichtet in Amt jedoch von
guten Ergebnissen f

uhrt diese aber zum Teil auf ein langsames Basissystem zur

uck	 Eine wei
tere Implementierung auf einem Transputernetz zeigte jedoch immer noch einen SpeedUp von
durchschnittlich  mit sieben Transputern	
Kantenbasierte Parallelisierung
Jede Kante stellt einen eigenen Thread dar	 Aktive Kanten sind in diesem Fall echt aktive
Threads die st

andig versuchen ihre fehlenden Konstituenten zu erg

anzen und dadurch neue
Threads erzeugen	 Inaktive Kanten haben den Charakter von Ereignissen die bewirken da
aktive Kanten ihren Suchvorgang fortsetzen k

onnen	 Die hohe Anzahl von Kanten bzw	 Threads
sprengt den Rahmen bisheriger Mehrprozessorrechner so da an eine echte Parallelit

at bei
diesem Ansatz nicht zu denken ist	

Versuche von Ruland

zeigten unter SOLARIS auerdem
da die Threaderzeugungszeiten eine wesentliche Rolle bei dieser Parallelisierungsart spielen	
Schon die Zeit f

ur das Erzeugen der Threads die f

ur das Parsen einer nat

urlichsprachlichen

Auerung notwendig w

aren

uberstieg die Gesamtlaufzeit des normalen sequentiellen Parsers	
Fat man Kanten nach bestimmten Kriterien zusammen so kann man diesen Ansatz in einen
knoten oder regelbasierten Ansatz

uberf

uhren	
Grammatikbasierte Parallelisierung
Grundlage der grammatikbasierten Parallelisierung ist das kontextfreie Ger

ust der verwende
ten Grammatik	 Die urspr

ungliche Idee stammt von Yonezawa und Ohsawa YO	 Sie fassen
jede Konstituente einer Regel als einen eigenen Thread auf	 Diese Threads schicken sich un
tereinander Teilanalysen zu	 Aufgrund der verschiedenen Positionen an der Konstituenten in
einer Regel stehen k

onnen lassen sich die Threads in drei Typen aufteilen

	 Typ 
 Thread der die linke Seite einer Regel repr

asentiert	
	 Typ 
 Thread der die erste Konstituente der rechten Seite einer Regel repr

asentiert	
	 Typ 
 Jede andere Konstituente	
Jede Regel zerf

allt also in einen TypThread einen TypThread und eine beliebige endliche
Anzahl von TypThreads	 Jeder Typ und TypThread ist dabei auf eine bestimmte
Konstituente abonniert	 Wird nun beim Parsen eine Teilanalyse erzeugt so erhalten diese alle
Threads die die entsprechende Konstituente der Teilanalyse abonniert haben	 Das Beispiel der
Regel VPV NP in Abb	 	 macht diese Aufteilung deutlich	
Thread V reicht eine empfangene Teilanalyse t nur an Thread NP weiter	 Dieser erwartet
zus

atzlich eine Teilanalyse t die eine NP darstellt und pr

uft ob beide aneinandergrenzen	 Im
Erfolgsfall sendet er beide Teilanalysen dem VPThread	 Dieser konstruiert dann eine beide
Wortketten

uberspannende Analyse und sendet diese an alle Threads die auf eine VP abon
niert sind	 Die Reihenfolge in der Thread NP t und t empf

angt ist irrelevant	 Er speichert

Dieses wird auch auf absehbare Zeit so bleiben Erhielte jede Kante einen Prozessor w

aren mehrere tausend
Prozessoren notwendig Die f

ur diesen Ansatz notwendigen MIMDSystem sind davon aber noch weit entfernt

pers Gespr

ach
	 Paralleles ChartParsing 
t1 (t1, t2)
t1 t2
t2t1
VP
V
(Typ 2)
NP
(Typ 3)
VP
(Typ 1)
Abbildung  Darstellung einer Regel als kommunizierende Threads
die zuerst eingegangene Teilanalyse solange bis eine passende zweite Teilanalyse eintrit	 Dies
bedeutet da ein Thread mehrere Teilanalysen

uber verschiedenen Zeitabschnitten gleichzei
tig gespeichert haben kann	 Eine Regel die an mehreren Stellen der Eingabe anwendbar ist
wird also nur durch einen Thread pro Konstituente dargestellt	 Die Anzahl der Threads in
diesem Ansatz ist f

ur realistische Grammatiken sehr hoch	 Yonezawa und Ohsawa sprechen
von  Threads bei einer Grammatik von ungef

ahr  Regeln	 Fat man alle Konstituenten
einer Regel in einem Thread zusammen so reduziert sich die Anzahl der Threads erheblich	
F

ur Parallelrechner mit sehr wenigen Prozessoren ist diese Aufteilung aber noch immer zu
feink

ornig	 Daher werden mehrere Regeln jeweils einem Thread zugeordnet	 Dabei werden die
Regeln so zusammengefat da die meisten Regelanwendungen innerhalb eines Threads statt
nden	 Dieses entspricht der Aufteilung einer Grammatik in mehrere Untergrammatiken f

ur
die Weng und Stolcke in WS ein formales Konzept entwickelt haben	 Sie schlagen vor f

ur je
de Untergrammatik einen eigenen Parser zu starten	 Dabei kann der Algorithmus der einzelnen
Parser sogar unterschiedlich sein	 Amtrup hat diesen Ansatz in seiner Arbeit Amt mit einem
ChartParser auf einem Transputernetz implementiert und konnte dabei gute SpeedUps erzie
len	 Eine Parallelisierung einer DCG Denite Clause Grammar

in Prolog zeigt Matsumoto
in Mat	
Grunds

atzlich k

onnen alle Ans

atze auch als inkrementelle Parallelparser implementiert werden	 Alle
genannten Implementationen haben jedoch die gesamte Eingabe zum Zeitpunkt der Initialisierung
vorliegen	 Auerdem sind sie zwar die f

ur Verarbeitung gesprochener Sprache vorbereitet die Tests
fanden aber immer mit geschriebenen S

atzen statt	 In den folgenden Abschnitten wird daher zuerst
die Tauglichkeit der Ans

atze f

ur eine inkrementelle Analyse gesprochener Sprache diskutiert bevor
auf die Realisierung einer agendabasierten Parallelisierung eingegangen wird	
	 Einschr

ankungen durch inkrementelles Parsen
Generell ist zu sagen da die m

ogliche Parallelit

at eines BottomUp Parsers durch einen inkremen
tellen Ansatz st

arker eingeschr

ankt wird als die eines TopDown Parsers	 Ein Topdown Parser
arbeitet inh

arent von links nach rechts und startet immer am ersten Chartknoten	 Ein BottomUp
Parser hat dagegen im nichtinkrementellen Fall mehrere Knoten an denen die Analyse parallel
starten kann	 Der nichtinkrementelle Parser verschenkt durch eine TopDown Strategie damit einen
Teil seiner logischen Parallelit

at	

siehe PW
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Durch den schrittweisen Aufbau der Chart ergibt sich ein besonderes Problem bei der knotenba
sierten Parallelisierung	 Setzt man eine Zusammenfassung der Knoten voraus so verteilen sich die
Auftr

age nicht gleichm

aig auf die einzelnen Threads	 Dieser Zusammenhang soll an einem Beispiel
demonstriert werden	
Es wird angenommen da vier Threads f

ur die Analyse existieren	 Jeder Thread besitzt eine Menge
von benachbarten Knoten zur Verwaltung also z	B	
Thread 
 Knoten 
Thread 
 Knoten 
Thread 
 Knoten 
Thread 
 alle restlichen Knoten
Knoten  w

urde also bis zum Eintreen der ersten Hypothese die den Knoten 

uberschreitet
alleine arbeiten	 Die anderen Threads werden erst sukzessiv ihre Arbeit aufnehmen	 Geht man
davon aus da die Threads haupts

achlich lokal arbeiten ! dieses ist schlielich der Sinn einer
solchen Aufteilung ! so wird der Eekt der Serialisierung noch gr

oer sein	 Thread  h

atte dann
den lokalen Teil seiner Analyse schon erledigt wenn Thread  seine Analyse startet	 Des weiteren
hat man beim inkrementellen Parsen das Problem da das Ende einer

Auerung nicht von Anfang
an bekannt ist	 Man kann daher keine gleichm

aige Verteilung der Knoten vornehmen	 Denn ist
die

Auerung k

urzer als  Zeitabschnitte so f

uhrt Thread  die gesamte Analyse alleine durch	 Ist
dagegen die

Auerung sehr viel l

anger als  Zeitabschnitte so wird der gr

ote Teil der Analyse von
Thread  erledigt	 Die Lastverteilung beim inkrementellen Parsen ist also sehr unausgewogen so
da aus dieser Art der Parallelisierung keine Geschwindigkeitsvorteile zu erwarten sind	 Alternativ
w

are es m

oglich die Knoten sukzessiv auf die Threads zu verteilen	 Dieses Vorgehen w

urde jedoch
zu einem erheblich h

oheren Kommunikationsaufwand f

uhren und w

are daher nicht zielkonform	
Die Knoten werden gerade deshalb zusammengefat um den Kommunikationsaufwand gering zu
halten	
F

ur die kantenbasierte Parallelisierung ergibt sich das gleiche Problem wenn Kanten nach zeitli
chen Kriterien zusammengefat werden	 Die Lastverteilung ist durch die Inkrementalit

at dann sehr
ungleichm

aig	
Die beiden anderen Ans

atze lassen sich ohne Einschr

ankungen in einem inkrementellen parallelen
Parser einsetzen	 Die agendabasierte Parallelisierung ist auf einem SharedMemory System vorzu
ziehen die regelbasierte Parallelisierung kommt der Implementierung auf einem MessagePassing
System entgegen	 Weil ein SharedMemory System zur Verf

ugung stand wurde der agendabasierte
Ansatz f

ur die Parallelisierung des vorhandenen ChartParsers gew

ahlt	
	 Agenda als zentrale Auftragsverwaltung
Als Grundlage der Arbeit stand der von Weber implementierte und in Web beschriebene Parser
in seiner Top Down Version zur Verf

ugung	 Dieser arbeitet im wesentlichen nach den in Abschnitt
	 beschriebenen Phasen


Hypothesen empfangen

Beamschwelle bestimmen sowie

Parsen	
Das Bestimmen der Beamschwelle erfordert eine zentrale Instanz	 Daher mu der parallele Parser
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einen ausgezeichneten Thread Master besitzen der erkennt da alle Hypothesen eines Zyklus
empfangen wurden und der dann die Beamschwelle bestimmt	 Danach kann der eigentliche par
allellaufende Parsingvorgang gestartet werden	 Hypothesen k

onnten ebenfalls parallel entgegenge
nommen werden	 Die durchgef

uhrten Versuche dazu haben jedoch ergeben da der Synchronisa
tionsaufwand im Verh

altnis zum Rechenaufwand zu hoch ist	 Die notwendigen Operationen wie
Suchen im Lexikon Erzeugen der entsprechenden Kanten und evtl	 Vorschlagen neuer Kanten sind
durch Hashtabellen Vorkompilation etc	 so ezient da in dieser Phase keine zeitaufwendigen
Operationen wie Unikation durchgef

uhrt werden	
Der sequentielle Parser verwaltet auf der Agenda nur Paare aktiver und inaktiver Kanten	 Erzeugte
Kanten werden sofort eingetragen	 Die Flexibilit

at des abstrakten Parsers bleibt aber erhalten da
man jedes Agendapaar als Repr

asentant der aus ihm resultierenden Kante sehen kann	 Die Paralle
lit

at des Parsers beschr

ankt sich also auf die nebenl

auge Ausf

uhrung der fundamentalen Regel	 Die
Paare auf die die fundamentale Regel angewendet wird werden auf der sortierten Agenda abgelegt	
Jedes Paar bedeutet einen Berechnungsauftrag und kann einem Thread Slave zugeordnet wer
den der die COMBINEFunktion auf das Paar anwendet	 Dabei sind zwei Zuordnungsstrategien
denkbar

	 F

ur jeden Auftrag wird ein eigener Thread gestartet	 Dabei wird aber darauf geachtet da
nur soviele Threads gleichzeitig gestartet werden wie freie Prozessoren vorhanden sind	 Sobald
also ein Thread terminiert und noch Auftr

age mit einer Bewertung

uber der Beamschwelle
existieren kann ein neuer Thread gestartet werden	
	 Am Anfang wird pro Prozessor ein Thread gestartet der darauf wartet Auftr

age von der
Agenda entnehmen zu k

onnen	 Sobald er einen Auftrag abgearbeitet habt holt er sich den
n

achstm

oglichen	 In diesem Fall kann man die Threads als D

amonen

auassen die aktiv
werden sobald ein Auftrag anliegt	
Aufgrund der hohen Threaderzeugungszeiten f

ur das LISPSystem scheidet die erste M

oglichkeit
der Realisierung aus	
Unabh

angig davon wie Auftr

age Threads zugeordnet werden ist die grundlegende Frage der agen
dabasierten Parallelisierung welche Synchronisationen f

ur Zugrie auf die Agenda und die Chart
notwendig sind und wie gro ihr Anteil an der Gesamtlaufzeit ist	
Jeder Zugri auf die Agenda ver

andert ihren Inhalt	 Einf

uge und Entnahmeoperationen m

ussen
daher exklusiv von jedem Thread ausgef

uhrt werden	 Bei der Chart kann man zwischen einem
lesenden Zugri z	B	 wenn alle ausgehenden Kanten eines Knotens gesucht werden und einem
schreibenden Zugri unterscheiden	 Der schreibende Zugri entspricht dem Eintragen einer Kante in
die Chart	 Kanten sind statische Objekte d	h	 einmal erzeugt wird ihr Inhalt nie ver

andert	 Knoten
hingegen sind dynamisch	 Die Menge der ein und ausgehenden Kanten kann st

andig wachsen	 Eine
Leser"SchreiberSperre pro Knoten gew

ahrleistet also die gr

ote Parallelit

at	 Folgende Argumente
sprechen jedoch gegen diese Art der Synchronisation

	 Der hohe Aufwand der Synchronisation	
Die Threads m

ussen f

ur jedes Agendapaar mehrere Sperren akquirieren und wieder freigegeben	
Dieses kostet viel Zeit da Leser"SchreiberSperren im Vergleich zu MutexSperren teuer sind
siehe SUN S	 	

In Analogie zu UNIXD

amonen
	 Paralleles ChartParsing 

	 Aufgrund der inkrementellen Analyse enden alle neu erzeugten Kanten im letzten Knoten der
Chart	 Schreiberanforderung treten hier also besonders h

aug auf	
	 Die rekursive Implementation des Parsers erschwert die Verwendung von Sperren da diese
nicht erkennen ob eine Sperranforderung von einem Thread kommt der diese Sperre schon
akquiriert hat	 Dieses ist ein rein technischer Aspekt da mit Hilfe der vorhandenen Sperren
rekursive Sperren implementierbar sind	 Auch eine nichtrekursive Implementation des Parsers
ist realisierbar	 Durch die beiden zuvor genannten Argumente scheint diese aber nicht besonders
erfolgversprechend	
Schw

acher abgestufte Sperren w

urden den Grad der Parallelit

at zugunsten geringerer Synchro
nisation zur

uckschrauben	 Das zweite Argument beh

alt aber seine G

ultigkeit	 Um das Problem
des hochfrequentierten letzten Chartknotens zu l

osen geht die Implementation einen anderen
Weg	 Man teilt die Chart in einen globalen und einen lokalen Teil ein	 Bezeichne t den aktuel
len letzten Knoten	 Dann besteht der globale Teil der Chart aus der gesamten bis zum Knoten
t    erstellten Chart	 Jeder Slave hat zus

atzlich einen lokalen Puer in den er alle neu erzeug
ten Kanten eintr

agt	 Diese Puer stellen den lokalen Teil der Chart dar den jeder Slave aktu
ell zur Chart bis zum Knoten t beitr

agt	 Erst am Ende eines Parsingzykluses sammelt der Ma
sterthread alle in den Puern stehenden Kanten auf und tr

agt sie in die globale Chart ein die
nun bis zum Knoten t geht	 Dadurch da alle Schreiboperationen in einen lokalen Puer gehen
braucht die globale Chart nicht gesperrt zu werden	 Nur der Masterthread kann in die globa
le Chart schreiben wenn er sicher sein kann da kein Slave arbeitet	 Der Master kann sich einen
Prozessor mit einem Slave teilen da er nur aktiv wird wenn alle Slaves in einer Warteposition sind	
paralleler Parser  Master
Hypothesen entgegennehmen
Beamschwelle bestimmen
Slaves signalisieren da Auftr

age anliegen
Warten bis Slaves fertig
Kanten aus den lokalen Puern in die Chart eintragen
Keine Auftr

age mehr

uber der Beamschwelle und keine neuen Hypothesen
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paralleler Parser  Slave
Endlosschleife
Warten auf Signal des Masters
Auftr

age

uber der Beamschwelle
Auftrag von der Agenda entnehmen
Auftrag ausf

uhren
Master Zyklusende signalisieren
Die Idee die hinter diesem Ansatz steht beruht auf der Tatsache da das Eintragen einer Kante
in die Chart eine sehr schnelle Operation ist	

Der sequentielle Anteil der Gesamtlaufzeit wird
also zugunsten einer einfacheren Synchronisation erh

oht	 Eine Voraussetzung mu jedoch gegeben
sein damit dieses Verfahren korrekt arbeitet
 Die Grammatik darf keine leeren inaktiven Kanten
erzeugen	 Diese werden h

aug f

ur einen Verbspurmechanismus eingesetzt	 Werden inaktive leere
Kanten erzeugt so kann es vorkommen da Paare nicht auf die Agenda gelegt werden	 Erzeugt ein
Slave eine inaktive leere Kante i im Knoten t so legt er sie in seinem lokalen Puer ab	 Erzeugt ein
anderer Slave gleichzeitig die leere aktive Kante a die mit i kombiniert werden k

onnte so ndet
er bei der Suche nach neuen Paaren aktiv inaktiv diese nicht da sie unzug

anglich im Puer
des anderen Slave gespeichert ist	 Die Kante a w

urde damit trotz m

oglicher Verl

angerung nicht
weitergespannt	 Ein falsches Ergebnis k

onnte die Folge sein	 Inaktive leere Kanten m

ussen daher
immer allen Slaves zug

anglich gemacht werden	 Die hier verwendete Grammatik erzeugt jedoch
keine leeren inaktiven Kanten so da der Parser keinen Mechanismus f

ur das Verteilen inaktiver
leerer Kanten vorsieht	 In allen anderen F

allen arbeitet der Parser korrekt was sich mit einem
informellen Beweis zeigen l

at	
Satz
 Der parallele Parser erzeugt alle Paare a i f

ur der Knoten t die der sequentiellen Parser
f

ur diesen erzeugt	
Voraussetzung
 Es gibt keine leeren inaktiven Kanten	 Die Agenda ist bis zum Zeitpunkt t   
vollst

andig abgearbeitet	
Beweis

	 Der parallele Parser erzeugt alle direkt aus den empfangenen Worthypothesen entstehenden
Paare weil hier keine

Anderung zum sequentiellen Parser vorliegt	
	 F

uhrt ein Paar a i zu einer neuen Kante k so erzeugt der parallele Parser alle daraus resul
tierenden Paare die der sequentielle Parser erzeugt	
a a ist eine leere aktive Kante  i ist eine leere inaktive Kante denn der Endknoten von a
ist der Anfangsknoten von i aber auch gleichzeitig der letzte Knoten der Chart  Paare
dieser Art k

onnen nicht auf der Agenda liegen	

Im g

unstigsten Fall sind es wenige Zeigeroperationen
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b a ist eine aktive Kante deren Anfangsknoten kleiner als t ist	 Dann ist auch der Anfangs
knoten von k kleiner als t	
i	 Ist k nun inaktiv so besagt die fundamentale Regel da alle aktiven Kanten deren
Endknoten identisch mit dem Anfangsknoten von k ist zusammen mit k als neue Paa
re auf die Agenda zu legen sind	 Da die Chart aber bis zum Knoten t    vollst

andig
abgearbeitet ist kann kein Slave eine aktive Kante im lokalen Puer haben die im An
fangsknoten von k endet	 Alle notwendigen aktiven Kanten stehen also in der globalen
Chart	
ii	 Ist k aktiv so m

ussen alle inaktiven Kanten die mit k neue Paare bilden k

onnten in t
anfangen aber auch enden  die inaktiven Kanten m

ussen leere inaktive Kanten sein
 Paare dieser Art kann es nicht geben	
Der parallele Parser kann jedoch eine gr

oere Anzahl Kanten als der sequentielle erzeugen	 Der Red
undanzcheck beim Eintragen einer neuen Kante wird nicht mehr auf der Chart ausgef

uhrt sondern
nur im lokalen Puer jedes Slaves	 Erzeugen nun mehrere Slaves lokal die gleiche leere aktive Kante
so ist sie nach dem

Ubertragen in die globale Chart mehrfach vorhanden	 Dieses f

uhrt zu keiner
falschen L

osung erh

oht aber den Parsingaufwand erheblich	 Die L

osung dieses Problems bringt
ein zweiter Redundanzcheck bei der

Ubertragung der lokalen Puer in die Chart	 Die Ezienz des
Redundanzchecks ist also von groer Bedeutung f

ur die Ezienz des parallelen Parsers	 Der sequen
tielle Parser realisiert nur den notwendigen Check f

ur leere aktive Kanten	 Grammatikregeln sind
im Parser numeriert und lassen sich

uber diese Nummern eindeutig identizieren	 Da leere Kanten
nie eine im Verlauf der Analyse entstandene Merkmalsstruktur besitzen l

at sich ihre Gleichheit
durch einfachen Vergleich der zugeh

origen Regelnummern bestimmen	 Leere aktive Kanten k

onnen
nur im aktuell letzten Knoten eingetragen werden	 Der Redundanzcheck bezieht sich damit nur
auf diese Knoten und l

at sich

uber ein globales Feld mit je einem Element f

ur jede m

ogliche
Grammatikregel realisieren	 Wird eine leere aktive Kante eingetragen so wird dieses im Feldele
ment mit der Nummer der assozierten Regel vermerkt	 Soll die Kante ein weiteres Mal eingetragen
werden zeigt der Vermerk da sie schon existiert	 Der Redundanzcheck beschr

ankt sich damit auf
einen einzigen Feldzugri	 Beim parallelen Parser kann dieses Feld global oder threadlokal sein	
Ein globales Feld erfordert einen synchronisierten Zugri verhindert aber das mehrfache Erzeugen
leerer aktiver Kanten weitgehend	 Da die Programmfolge Redundanztest Kante eintragen keine un
teilbare Abfolge ist kann es passieren da mehrere Slaves quasi gleichzeitig den Redundanzcheck
f

ur dieselbe leere aktive Kante durchf

uhren alle zu einem negativen Ergebnis kommen und daher
jeder die Kante in seinen Puer aufnimmt	 Der zweite Redundanzcheck des Masters kann daher
nicht entfallen	 Ist das Feld threadlokal so ist die Anzahl mehrfach erzeugter Kanten wesentlich
h

oher	 Die Auswirkungen auf die Laufzeit und Ezienz solcher unterschiedlichen Strategien lassen
sich nicht im voraus bestimmen	 Im n

achsten Abschnitt wird daher das Verhalten verschiedener
Kongurationen untersucht	
	 Ergebnisse
Die folgenden Tests wurden auf einem SPARCserver  mit sechs Prozessoren unter SOLARIS
	 ausgef

uhrt	 Als Eingabe dienten jeweils zehn Lattices die vorher von einem Sprachdecoder
erzeugt worden sind	 Die Laufzeit des Decoders hat also keinen Einu auf die Messungen	 Die
Grammatik enth

alt  Regeln das Lexikon  Eintr

age	
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Normalerweise sollte f

ur Zeitvergleiche verschiedener Prozesse nur die reine verbrauchte Rechenzeit
CPUZeit verwendet werden	 Bei Verwendung der reale Laufzeit Realzeit k

onnen die Ergebnisse
durch zuf

allige

auere Ein

usse variieren	 Bei einem sequentiellen Proze ist die Realzeit immer
h

oher als die CPUZeit	 Benutzt ein Proze mehrere Prozessoren so sagt die verbrauchte CPUZeit
nichts mehr

uber seine Realzeit aus da sie aus der Kumulation der CPUZeiten aller Prozessoren
besteht	 Eine Bestimmung der GesamtCPUZeit wie sie f

ur Vergleiche mit sequentiellen Prozessen
notwendig ist ist technisch aber nicht m

oglich	 Die angegebenen Zeiten des parallelen Parsers sind
daher Realzeiten die auf einem gering ausgelastetem System ermittelt wurden	 Genutzt wurden
maximal vier CPUs damit die Ausf

uhrung anderer Prozesse die Messungen nicht beeinute	 Der
reale SpeedUp ist daher vermutlich etwas besser als der in diesem Abschnitt angegebene	 Die
Ermittlung der Laufzeit des sequentiellen Parsers entspricht aber auch nicht der in der Theorie
angegebenen Zeit T	 Betriebssystem und Hardware sind f

ur eine Parallelverarbeitung ausgelegt
bilden also nicht die optimale Plattform f

ur den sequentiellen Parser	 Eine der Theorie entspre
chenden Berechnung der SpeedUps ist daher praktisch ausgeschlossen	
Der erhote Zeitgewinn der Parallelisierung blieb aus	 Die Abbildung 	 zeigt den Gewinn bzw	
Verlust f

ur die zehn Beispiels

atze	 Die Beamschwelle ist so gesetzt da kein Eintrag verworfen wird
damit ein Vergleich zu den sp

ateren Versuchen ohne Beamschwelle m

oglich ist	
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Abbildung  Zeitgewinn bzw 	verlust des parallelen Parsers in Prozent
Der durchschnittliche SpeedUp bei drei Prozessoren liegt bei 	 Zum Teil ist dieser Verlust
algorithmischer Art	 Eine Umwandlung von globalen in threadlokale Variablen wie sie in Abschnitt
	 beschrieben wurde ist in einigen hochfrequentierten Funktionen notwendig gewesen	 Betrachtet
man die Anzahl der ausgef

uhrten Unikationen in Tab	 	 so f

allt auf da der Gewinn und Verlust
beim SpeedUp von der Anzahl der Unifkationen beeinut wird	
Satz  Satz  Satz  Satz  Satz  Satz  Satz  Satz  Satz  Satz 
Unif	          
Paare          
Tabelle  Anzahl der ausgef

uhrten Unikationen und erzeugten Agendapaare pro Satz
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Nicht alle Agendaeintr

age f

uhren zu einer Unikation weil jede Merkmalsstruktur mit einem Typ
gekennzeichnet ist	 Bevor zwei Strukturen uniziert werden werden ihre Typen verglichen	 Sind die
Typen unvereinbar so wird die Unikation erst gar nicht ausgef

uhrt da sie scheitern w

urde	 Dieser
Typcheck ist

uber einen sehr schnellen Bitvektorvergleich realisiert	 Viele Agendaeintr

age lassen sich
also schon nach dem Typcheck verwerfen	 Der Verwaltungsaufwand f

ur diese Eintr

age

ubersteigt
damit die eigentliche Arbeit	 Je mehr Agendaauftr

age zu einer echten Unikation f

uhren desto
besser ist der SpeedUp	 Am schlechtesten ist er bei Lattices die nicht erkannt wurden Satz  
und 	 Scheitert dasWeiterspannen aller aktiven Kanten zu einem sehr fr

uhen Zeitpunkt so werden
im weiteren Verlauf der Analyse keine Unikationen mehr durchgef

uhrt	 Ein anderer Punkt der
die Anzahl der Unikationen beeinut ist die Menge der im Wortgraphen enthaltenen syntaktisch
korrekten Pfade	 Je mehr Pfade m

oglich sind desto mehr Unikationen werden durchgef

uhrt	 Die
Zahl der Pfade h

angt zum einen von der Anzahl der Worthypothesen in der Lattice ab zum anderen
von der Ambiguit

at der verwendeten Grammatik	
Betrachtet man die Verteilung der Laufzeit der Slaves auf Wartezeiten und Rechenzeit Abb	 	
bis 	 so l

at sich der Einbruch des SpeedUps bei vier gegen

uber drei Prozessoren erkl

aren	
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Abbildung  Durchschn Aufteilung
der Gesamtlaufzeit eines
Slaves  Prozessoren
	 Paralleles ChartParsing 
Mit zunehmender Prozessorenzahl steigt erstens die Wartezeit jedes Prozessors auf Auftr

age da f

ur
gleichviele Auftr

age mehr Prozessoren zur Verf

ugung stehen	 Schon zwei Prozessoren sind durch
ung

unstige Aufgabenverteilung nicht immer ausgelastet	 Die Parallelverarbeitung kann die algo
rithmischen Verluste in diesem Fall noch nicht ausgleichen	 Bei drei Prozessoren sind diese Verluste
zumindest bei den erkannten S

atzen aufgefangen	 Die Auslastung jedes einzelnen Slaves sinkt aber
schon	 Des weiteren steigt mit jedem zus

atzlichen Prozessor die Wahrscheinlichkeit f

ur einen Zu
griskonikt bei exklusiv genutzten Ressourcen	 Dieses dr

uckt sich in dem steigenden Anteil der
Wartezeiten auf Sperren und Speicherverwaltung aus	 Das Optimum zwischen Auftragsverteilung
und Zugrikonikten liegt also bei drei Prozessoren	
Inwieweit der Speedup durch den sequentiellen Anteil an der Gesamtrechenzeit den der Master
repr

asentiert beschr

ankt wird zeigt Abbildung 	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Abbildung  Wartezeit der Masterthreads in Prozent
Arbeitet der Parser nach den vorgestellten Schema Konguration  und  so liegt der sequentielle
Anteil des Masters zischen  und  Prozent	 Bei Konguration f

unf mit vier Prozessoren liegt er
sogar

uber  Prozent	 Mit dieser Konguration ist also bei optimaler Auslastung der Slaves nicht
einmal ein SpeedUp um den Faktor f

unf zu erzielen	 Bei den Kongurationenen  bis  wurden
daher die Hypothesen parallel entgegengenommen	 Auf eine globale Bestimmung der Beamschwelle
wurde aufgrund der schon erw

ahnten aufwendigen Synchronisation verzichtet	 Globales Pruning
ist somit nicht mehr m

oglich	 Der Anteil des Masters an der Gesamtlaufzeit liegt bei weniger als
zwei Prozent	 Er beschr

ankt den SpeedUp nach Amdahl damit auf das f

unfzigfache	 Das diese Ge
schwindigkeitssteigerungen noch nicht einmal ann

ahernd erreicht wurden liegt an den Wartezeiten
der Slaves	 Die Lastverteilung der Auftr

age ist nicht optimal	 Dieses Ungleichgewicht hat mehrere
Gr

unde	
Der erste ist der schon beschriebene unterschiedliche Zeitbedarf f

ur Agendapaare mit vereinbaren
Typen und unvereinbaren Typen	 W

ahrend ein Slave eine langsame Unikation durchf

uhrt k

onnen
die anderen die Agenda evtl	 ohne weitere Unikation leeren	
	 Paralleles ChartParsing 
Der zweite Grund ist die unzureichende Vorkompilierung der Grammatik	 PROPOSE mu zum
Vorschlagen neuer Kanten alle Regeln der Grammatik durchsuchen	 Bei einer unikationsbasierten
Grammatik ist dieses mit einem erheblichen Aufwand verbunden da im Verlauf der Suche ebenfalls
Unikationen ausgef

uhrt werden m

ussen	 Die Implementation von PROPOSE speichert zwar alle
einmal zu einer Kategorie gefundenen Regeln in einer Hashtabelle ab die Kategorien sind jedoch
nicht statische Symbole wie im kontextfreien Fall sondern Merkmalsstrukturen die im Verlauf
der Analyse aufgebaut werden	 Die linke Seite einer Regel kann daher in mehreren Auspr

agun
gen vorhanden sein	 Bevor also ein Agendapaar zu einem neuen Agendaeintrag f

uhrt sind h

aug
mindestens zwei Unikationen notwendig	 Das Zeitverh

altnis der Abarbeitung von Merkmalsstruk
turen mit vereinbaren und unvereinbaren Typen verschiebt sich dadurch weiter zu ungunsten der
Strukturen mit vereinbaren Typen	 Der im Verh

altnis zur Anzahl Unikationen geringe SpeedUp
bei Satz zwei l

at sich durch diesen Grund erkl

aren	
Als dritter Punkt ist die Agendaverwaltung selbest zu nennen	 Bei einer sortierten Agenda sind
Entnahme und Einf

ugeoperationen nicht mehr einfache Listenoperationen wie push und pop son
dern selbst komplexe Funktionen	 Die Wartezeit der Threads auf den exklusiven Zugri auf die
Agenda schr

ankt die Nebenl

augkeit weiter ein	 Den Einu der Agendaverwaltung zeigt der

Uber
gang von Konguration  zu Konguration  in Abbildung 		 Beide arbeiten ohne Beamschwel
lenberechnung	 Der Rechenanteil des Masters ist daher sehr gering	 Allein die l

angeren Wartezeiten
bei einem Agendazugri machen den geringen positiven SpeedUp der Konguration  wieder zu
nichte	 Das Vorgehen die Agenda ebenso wie die Chart in einen lokalen und einen globalen Teil
aufzuteilen Konguration  und  zeigte keine einheitliche Verbesserung	 Auftr

age wurden da
bei nur dann auf die globale Agenda gelegt wenn ein Slave auf neue Auftr

age wartete	 Bei dieser
Aufteilung sammeln Slaves Auftr

age auf ihren lokalen Agenden solange in der globalen Agenda
noch Auftr

age vorhanden sind	 Werden aber keine neuen Auftr

age mehr produziert und ist die
globale Agenda leer so geht ein Slave nach dem letzten lokalen Agendaeintrag in den Wartezu
stand

uber obwohl noch Auftr

age auszuf

uhren sind	 Diese liegen aber unzug

anglich in den lokalen
Agenden anderer Slaves	 Eine Versch

arfung des LoadBalancing Problems ist die Folge	 Abbildung
	 zeigt die prozentualen Zeitunterschiede bei den verschiedenen getesteten Kongurationen	
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Abbildung 	 Durchschnittlicher Zeitgewinn und 	verlust der getesteten Konguratio	
nen
	 Paralleles ChartParsing 
Die Beschreibung der Kongurationen erfolgt in Tabelle 		
Kong	  Kong	  Kong	  Kong	  Kong	  Kong 
Redundanzcheck lokal global global global global global
Agendaverwaltung Stack Stack sortiert sortiert sortiert sortiert
Pruning m

oglich nein nein nein nein ja ja
Agendaart global global global lokal global lokal
Tabelle 

Ubersicht

uber die getesteten Kongurationen
AUSBLICK
Die Ergebnisse best

atigen einen grunds

atzliche Zusammenhang bei der Parallelisierung von Pro
grammen	 Je ezienter das sequentielle Programm ist desto schwieriger ist ein Geschwindigkeits
gewinn in der Parallelversion zu erzielen	 Vor allem Optimierungen der sequentiellen Version die
sich nicht ohne weiteres parallelisieren lassen machen Parallelisierungsgewinne schnell zunichte	
Weber hat z	B	 f

ur die sequentielle Version einen inkrementellen TimeMap implementiert siehe
Web S	  der weitere Unikationen spart	 Bei diesem Verfahren werden Kanten die aus Wor
thypothesen entstehen die sich nur im Endknoten von schon bekannten Hypothesen unterscheiden
vererbt	 Im parallelen Fall mu diese Operation der Master durchf

uhren	 Der parallele Anteil des
Parsers wird also zugunsten des sequentiellen Anteils kleiner	 Der SpeedUp sinkt	
Andererseits gibt es Optimierungen von denen der parallele Parser mehr protiert als der sequen
tielle	 Eine komplette Vorkompilierung der Grammatik wie sie in Web S	  beschrieben ist
f

uhrt in beiden F

allen zu einer Zeitersparnis bei der PROPOSEFunktion	 Bei dem parallelen
Parser w

urde diese Vorkompilierung aber gleichzeitig die Wartezeit auf neue Auftr

age verk

urzen	
Der parallele Parser protiert also doppelt von dieser Optimierung	
Trotz dieser Optimierung w

achst die Laufzeit des Parsers exponentiell mit der Menge der Worthy
pothesen und der Gr

oe der Grammatik	 Bei neuen Tests mit dem sequentiellen Parser bei dem von
der kleinen Beispieldom

ane mit sauber gesprochenen S

atzen zu spontanter Sprache

ubergegangen
wurde steigt die Laufzeit vom Sekunden in den Stundenbereich	 Die Grammatik zur spontanen
Sprache hat vor allem eine hohes Ma an Ambiguit

at von der die parallele Version des Parsers
besonders protieren w

urde	 Bis zu  Lesarten einer

Auerung sind dabei beobachtet worden	
Die dabei aufgebauten Merkmalsstrukturen sind wesentlich gr

oer als bei den Beispiels

atzen da sie
schon semantische Informationen enthalten	 Eine einzelne Unikation dauert damit l

anger	 Auer
dem steigt die Menge der Worthypothesen bei Spontansprache erheblich an da die Worterkennung
durch ung

unstigere Randbedingungen schlechter ist	 Ein Einsatz des parallelen Parsers scheint
aufgrund der genannten Aspekte in diesem Bereich erfolgversprechend	
Unabh

angig vom Parser ist eine bessere Parallelisierung des LISPSystems notwendig	 Viele thread
spezische Daten die als LISPFelder implementiert sind lieen sich bei einer anderen special
variable Semantik auf threadspezische Daten auf der CEbene abbilden	 siehe dazu Abschnitt
		 Damit ist ein wesentlich schnellerer Zugri m

oglich	 Auerdem ist eine Alloziierungsfunktion
notwendig die die Speicheranforderungen mehrerer Threads gleichzeitig erf

ullen kann	 Je weniger
Wartezeit auf Auftr

age der Parser aufweist desto wichtiger ist eine koniktfreie Speicherverwaltung	
	 Ausblick 	
Als Konsequenz f

ur die Konstruktion eines parallelen Parsers sind zwei Erkenntnisse zu nennen	 In
krementelles Parsing bietet grunds

atzlich nicht soviel logische Parallelit

at wie nichtinkrementelles
da an jedem Knoten mindestens eine Synchronisation notwendig ist	 Damit ist festgelegt da alle
Threads auf den letzten arbeitenden Thread warten m

ussen	 Diese Wartezeit mu durch m

oglichst
gleichgroe Teilaufgaben minimiert werden	 Eine Alternative ist die Abschw

achung der Forderung
erst dann zum n

achsten Knoten

uberzugehen wenn die Agenda f

ur den aktuellen Knoten vollst

andig
abgearbeitet ist	 Damit w

urde jeder Thread f

ur sich inkrementell arbeiten	 Zum Dekoder w

urde
sich das System zwar weiterhin wie ein linksrechtsinkrementelles System verhalten ein Seman
tikmodul m

ute jedoch damit rechnen Ergebnisse zu bekommen die vor dem aktuellen letzten
Knoten liegen	 F

ur den Parser w

urde diese Abschw

achung auerdem bedeuten da ein globales
Pruning nicht mehr m

oglich ist	 Eine Konsequenz der ungleichen Lastverteilung ist die Aufspaltung
des Parsers in einen Unikator mit mehreren Threads und einen kontextfreien ChartParser	 Der
ChartParser

ubernimmt die Aufgabe des Masters der den kontextfreien Teil der Regeln auswertet	
Immer wenn eine kontextfreie Regel erfolgreich erweitert wird f

uhrt dieses zu einem Unikations
auftrag mit den annotierten Merkmalsstrukturen	 Dieser wird asynchron von einem der Threads des
Unikators ausgef

uhrt	 Damit wird eine Synchronisation nur f

ur zeitintensive Aktionen notwendig	
Diese Aspekte zeigen da der Einsatz eines Parallelrechners bei der Verarbeitung gesprochener
Sprache nicht grunds

atzlich falsch ist auch wenn die erzielten Ergebnisse keinen positiven Eindruck
vermitteln	 Dabei ist vor allem wichtig da schon bei der Konzeption auf die Parallelverarbeitung
eingegangen wird und nicht bestehende Programme als Ausgangspunkt einer Parallelisierung die
nen	 Dieses kann aber nur durch ein Umdenken bei der Programmentwicklung geschehen	 Es bleibt
zu hoen da sich mit der zunehmenden Verbreitung von Multiprozessoren auch Methoden der
Softwareentwicklung etablieren die dem Rechnung tragen	
AMULTITHREADINTERFACE IN LISP
Die folgenden LISPMakros sind in dem Package MULTITHREAD zu nden	

Uber den Eintrag
multithreading in der FeatureListe l

at sich das Interface aktivieren	 Dieses mu gesetzt sein
bevor die Programmdatei multithreadcl geladen wird	 Nach einer Deaktivierung ist das komplette
Programm neu zu

ubersetzen	 Die im folgenden mit name gekennzeichneten Namensbezeichner
m

ussen Symbole sein die keine mit der CSyntax unvertr

agliche Zeichen enthalten	
Funktion Parameter Beschreibung
declarelock name Deklariert eine Sperre mit dem Namen name	
Diese Funktion darf nur auf dem Toplevel be
nutzt werden	
initlock name comment Initialisiert eine Sperre mit dem Namen name	
comment ist ein String der als Kommentar be
nutzt wird	
getlock name Fordert die Sperre name an	 H

alt ein anderer
Thread diese Sperre so blockiert der Aufrufer
bis die Sperre freigegeben wird	
releaselock name Gibt die Sperre name frei	 Falls andere
Threads auf diese Sperre warten wird sie ei
nem der Wartenden zugeteilt	 Die Auswahl ist
aber nicht festgelegt	
newthread initfn parameter Erzeugt einen neuen Thread	 initfn ist die
Funktion die als erstes von dem Thread aus
gef

uhrt wird	 Der Thread terminiert mit dem
Ende der Funktion	 initfn mu eine Funkti
on sein die genau einen Parameter erwartet	
Dieser wird an parameter gebunden	
waitforthreads Der aufrufende Thread wartet auf das Ende
aller anderen Threads	
threadid Liefert eine eindeutige Kennung des Threads
zur

uck	 Diese sollte aber nur f

ur die Funktio
nen des MultithreadingInterface genutzt wer
den da sie implementationsabh

angig ist	
threadkill id Beendet den Thread mit der Kennung id	
Tabelle A Makros des MT	Interface
A	 MultithreadInterface in LISP 
Funktion Parameter Beschreibung
processrecursive
withlock
lockname body Wertet den Block body unter dem Schutz
der Sperre lockname aus	 Trit der Thread
w

ahrend der Auswertung auf einen weiteren
processwithrecursivelockmit derselben Sper
re so blockiert er nicht	 Vorsicht$ noch nicht
ausreichend getestet	
declarecondition name Deniert ein Objekt zur Verwaltung von Zu
stands

anderungen Conditions mit dem Na
men name	 Dieser Befehl darf nur auf dem
Toplevel benutzt werden	
initcondition name Initialisiert ein ConditionObjekt	
waitoncondition name function comment Wartet an der Condition bis das Pr

adikat
function das Eintreten des gew

unschten Zu
standes anzeigt	 comment wird als Kommentar
verwendet	
readcondition name form

Andert den Zustand der von dem Objekt na
me verwaltet wird durch die Auswertung von
form	 Auf Zustands

anderungen von name war
tende Threads werden evtl	 zur

Uberpr

ufung
ihres Pr

adikats aufgefordert	
changecondition name form

Andert den Zustand der von dem Objekt na
me verwaltet wird durch die Auswertung von
form	 Mindestens ein auf eine Zustands

ande
rung von name wartender Thread wird zur

Uberpr

ufung seines Pr

adikats aufgefordert	
broadcastchange
condition
name form

Andert den Zustand der von dem Objekt na
me verwaltet wird durch die Auswertung von
form	 Alle auf Zustands

anderungen von name
wartende Threads werden zur

Uberpr

ufung ih
res Pr

adikats aufgefordert	
Tabelle A  Fortsetzung  Makros des MT	Interface
Anmerkung
 Zwischen der Auorderung ein Pr

adikat zu

uberpr

ufen und dem Aufrufen des Pr

adi
kat kann ein unbestimmt langer Zeitraum liegen	 Eine zwischenzeitlich vorgenommene erneute

Anderung kann dazu f

uhren da das Pr

adikat den Wert nil liefert obwohl es zum Zeitpunkt der
Auorderung erf

ullt war	
BTESTBEISPIELE F

UR PARALLELES LISP
Die folgende zwei Beispielprogramme zeigen Grenzen und F

ahigkeiten des verwendeten parallelen
LISP	 Das erste Programm l

ost das Problem auf einem Schachbrett der Gr

oe n eine Stellung f

ur
n Damen zu nden in der keine Dame geschlagen werden kann	 Dieses ist eine Verallgemeinerung
des DamenProblems	 Implementiert ist es durch einen Algorithmus der weder Rekursionen noch
Speicheranforderungen w

ahrend der L

osungssuche aufweist	 Die Parallelit

at in den Tests beschr

ankt
sich auf eine mehrfache Ausf

uhrung der L

osungsfunktion	 Eine Parallelisierung des Algorithmus
wurde nicht vorgenommen	 Damit sind programmtechnisch ideale Bedingungen f

ur einen maximalen
SpeedUp gegeben	 Weder algorithmische noch Synchronisationsverluste k

onnen auftreten	 Auch
das Loadbalancing Problem wird vermieden	 Eine problembedingte Reduzierung des SpeedUps
kann nur durch Threaderzeugung und terminierung auftreten	 Weitere Verluste k

onnen durch das
LISPSystem das Betriebssystem oder die Hardware hervorgerufen werden	 Die Abbildung B	
zeigt den erzielten Speedup bei einem vierfachen Aufruf der L

osungsfunktion und dem Einsatz
von vier Prozessoren	
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Abbildung B SpeedUp bei dem Damenproblem
	 Testbeispiele f

ur paralleles LISP 	
Messungen mit einer Schachbrettgr

oe von drei oder kleiner waren nicht m

oglich da das zeitli
che Au

osungsverm

ogen der Mefunktion zu grob ist	 Der theoretische SpeedUp von vier wird
bei groen Spielbrettern erreicht	 Prinzipelle Einschr

ankungen des Systems bestehen also nicht	
Die ung

unstigeren SpeedUps kleinerer Bretter zeigen aber den Einu der Threaderzeugungs
und Terminierungszeiten	 Erst bei einem Schachbrett der Gr

oe acht wird dieser Verlust wieder
ausgeglichen	
Das zweite Beispiel demonstriert den Einu der Alloziierungsfunktion auf den SpeedUp	 Es be
rechnet mehrfach die Fakult

atsfunktion	 Die Parallelit

at beschr

ankt sich wieder auf die mehrfache
Berechnung desselben Parameters	 Die Implementierung ist ebenfalls rekursionsfrei fordert aber
st

andig neue Speicherbereiche an	 Der exklusive Zugri auf die Alloziierungsfunktion bildet damit
den Engpa des Programms	
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Abbildung B SpeedUp bei vierfacher Ausf

uhrung der Fakult

atsfunktion mit vier Pro	
zessoren
Wird aus dem normalen LISPSpeicher DynamicArea
 
alloziiert steigt der SpeedUp auch bei
groen Parametern bei denen die Threadverwaltungzeit keine Rolle mehr spielt nicht

uber drei	 Die
Wartezeiten auf angeforderte Speicherbereiche sind hierf

ur verantwortlich	 Alloziiert man Speicher
aus den LocalAreas so ergibt sich nicht ganz die erwartete Leistungssteigerung	 Das Beispiel weist
im Gegensatz zum ersten keine so hohe Lokalit

at bei den verwendeten Hauptspeicherseiten auf	 Die
Treerrate des CPUCache sinkt die Zugris und Synchronisationszeiten f

ur die benutzten Seiten
steigen	 Der positive

Ausrutscher bei der Berechnung der Fakult

at von  ist wohl eher auf
die problematische Zeitmessung

 als auf einen echten superlinearen SpeedUp zur

uckzuf

uhren	 Es
zeigt sich da selbst bei einer optimalen Parallelisierung eines LISPProgramms mit der aktuellen
LISPImplementation nur eine Leistungssteigerung um den Faktor drei zu erzielen ist wenn viele
Objekte erzeugt werden	
 
siehe Speicherverwaltung in Kap 	

siehe Kap 
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