We study coded modulation over multidimensional signal sets in Nakagami-m block-fading channels. We consider the optimal diversity reliability exponent of the error probability when the multidimensional constellation is obtained as the rotation of complex-plane signal constellations. We show that multidimensional rotations of full dimension achieve the optimal diversity reliability exponent, also achieved by Gaussian constellations. Rotations of full dimension induce a large decoding complexity, and in some cases it might be beneficial to use multiple rotations of smaller dimension. We also study the diversity reliability exponent in this case, which yields the optimal rate-diversity-complexity tradeoff in block-fading channels with discrete inputs.
I. INTRODUCTION
Rotated multidimensional constellations were proposed as a way of achieving high reliability with uncoded modulation in fading channels. Rotated constellations have been extensively studied, and have been shown to be an effective technique to achieve full-rate and full-diversity transmission in scalar and multiple-input multiple-output (MIMO) fading channels (see [1] and references therein).
In this work, we study the problem of constructing coded modulation schemes over multidimensional signal sets, obtained by rotating complex-plane signal constellations, for block-fading channels with B fading blocks per codeword [2] . The block-fading channel is a useful model for transmission over slowly varying fading channels, such as orthogonal frequency division multiplexing (OFDM) or slow time-frequency-hopped systems such as Global System for Mobile Communication (GSM) or Enhanced Data GSM Environment (EDGE).
Full-diversity rotations of dimension B induce large decoding complexity since the set of candidate points for detection at a given time instant is exponential with B. Uncoded rotations are typically decoded with the sphere decoder [3] to avoid exhaustive search. When coded modulation is used, the code itself can help to achieve full diversity. This means that sometimes rotations of smaller dimension N < B might be sufficient. Also, in the coded case, soft information should be provided to the decoder and this further complicates the decoder. Therefore, using rotations of dimension smaller than B, may yield a desirable tradeoff between diversity, rate, and complexity.
In this correspondence, we study the reliability exponent, namely, the optimal exponent of the error probability of such schemes with the signal-to-noise ratio (SNR) in a logarithmic scale, and illustrate the rate-diversity-complexity tradeoff for coded modulation schemes constructed over multidimensional signal sets.
II. SYSTEM MODEL
We consider a single-input single-output block-fading channel with B fading blocks, whose system model is given by the following: [jxj 2 ] = 1. Hence, is the average received SNR. We assume that the fading coefficients are i.i.d. from block to block and from codeword to codeword, and that they are perfectly known at the receiver, with Nakagami-m-distributed coefficients, i.e., p jhj () = 2m m 2m01 0(m) 01 e 0m for m > 0 where 0() +1 0 t 01 e 0t dt is the Gamma function.
Nakagami-m fading characterizes a large class of statistics, including
Rayleigh, by setting m = 1, and Rician with parameter K by setting m = (K + 1) 2 =(2K + 1). We define b jh b j 2 , b = 1; . . . ; B. We can express (1) Codewords X X X form a coded modulation scheme X B2L . We consider that X is obtained as the concatenation of a binary code C 2 n 2 of rate r, a modulation over the signal constellation S 2 with M = log 2 jSj, and K rotations M M M k 2 N2N with KN = B. In particular, we have that the other extreme, with B trivial rotations of dimension N = 1 (the nonrotated case). As we shall see in the following, while the rate is independent of N , the reliability exponent will depend on N .
Definition 1:
The block diversity of a coded modulation scheme X B2L is defined as = m i n X X X(i);X X X(j)2X ;j6 =i jfb 2 (1; . . . ; B)jx x
In words, the block diversity is the minimum number of nonzero rows of X X X(i) 0 X X X(j) for any pair of codewords X X X(j) 6 = X X X(i) 2 X. Proposition 1: Given a coded modulation scheme X B2L , the block diversity is upper-bounded by
Proof: The result follows from the straightforward application of the Singleton bound to the coded modulation X seen as a code of block length K, over an alphabet of size 2 MNL .
We will say that a code is blockwise maximum-distance separable (MDS) if it attains the Singleton bound of Proposition 1 with equality.
III. OUTAGE PROBABILITY
The channel defined in (1) is not information stable and has zero capacity for any finite B [5] , since there is a nonzero probability that the transmitted message is detected in error. For sufficiently large L, the word error probability P e (; X) of any coding scheme X B2L is lowe-bounded by the information outage probability [2] Pe(; X) Pout(; R) Pr(I(; H H H) R) (7) where I(; H H H) is the input-output mutual information of the channel for a given fading realization H H H (in bits per channel use). In this work, we will study the behavior of P out (; R) for large , for which the optimal power allocation when no channel state information (CSI) is available at the transmitter, corresponds to evenly distributing the available power across all B blocks. In the case of uniform allocation, and for a fixed H H H, the outage probability is minimized when the entries of X X X 2 X are i.i.d. Gaussian N (0; 1). In this case
When the scheme described in Section II is used (assuming uniform inputs), we can write that
where the mutual information of the N 2 N MIMO channel induced by the kth rotation is (see, e.g., [ out of the four components are in a deep fade. 1 Rotations of dimension N yield vanishing (for large ) error probability when there are up to N 0 1 deeply faded blocks [1] . The mutual information achieved by the rotated 16-QAM is very close to that attained by the Gaussian distribution in a wider range of than uncoded 16-QAM. At 25 dB , the Krüskemper rotation gains 1 bit of information with respect to unrotated 16-QAM. Combining two cyclotomic rotations of dimension N = 2 brings also significant information gains with respect to unrotated 16-QAM. As we shall see, this effect brings substantial exponent benefits with respect to the unrotated case. We also observe a difference between Krüskemper and mixed (2 2 2) rotations, especially at low rates, while unrotated 16-QAM performs almost as well with much less decoding complexity. Rotations provide only mutual information advantages at high rates.
IV. OPTIMAL RELIABILITY
We define the diversity reliability exponent of a given coded modulation scheme X as d X = lim !+1 0 log Pe(; X) log (9) and the optimal diversity reliability exponent is d ? sup X dX :
When no particular structure is imposed on the coded modulation scheme X , we have the following result. [7] , [8] . Furthermore, [7] , [8] also show that the random Gaussian ensemble achieves the optimal exponent. Appendix II, by letting N = B, shows the proof that the random coded modulation scheme over a single full-diversity rotation of dimension B achieves the same exponent.
We have included the achievability with the random coded modulation ensemble over the B-dimensional rotated constellation to illustrate that a coding scheme with discrete inputs can also achieve the optimal exponent. This result which is based on a divide and conquer approach, should be rather intuitive: the rotation of dimension B achieves full diversity while the coding gain is then left to the outer coded modulation scheme over S. With no rotations, the optimal diversity reliability exponent is given by the Singleton bound [8] d ? = m 1 + B 1 0 R M :
The advantage of rotations is clear: they can achieve the optimal diversity reliability exponent for the whole range of rates. With no rotations, the largest rate such that the optimal exponent is achieved is R = M B . The following result characterizes the optimal exponent when rotations of smaller size N < B are employed. 
Proof: See Appendix I. Proof: See Appendix II.
The proof of the last two propositions closely follows the reasoning of [7] , [8] . The preceding results lead to the following theorem. Noting that dxe = bxc + 1 whenever x is not an integer leads the desired result.
Theorem 1 gives a dual result to that of [8] and shows that the optimal exponent is given by m times the Singleton bound of (6), proving its optimality and separating the roles of the channel distribution and of the code construction. The optimal codes are blockwise MDS. For The figure confirms the intuition that rotations should increase the exponent. For example, for R M = 1 2 , we have that unrotated inputs yield d ? X = m5, while for rotations with N = 2, then d ? X = m6 and for N = 4 d ? X = m8, i.e., full diversity. The task of achieving diversity is hence split between the code C and the rotations. Fig. 3 shows the upper bound as well as the random coding lower bound given in Propositions 2 and 3, respectively. As we see, if is increased, both bounds coincide Gaussian inputs achieve the optimal exponent, namely, d ? = B = 4, while unrotated inputs have d ? X = 3 [7] . As we observe, using two rotations of dimension N = 2, not only allows to recover the largest possible exponent (in agreement with Theorem 1) but also brings a large gain.
Using a rotation of dimension N = 4 incurs much larger complexity and does not bring any exponent nor gain improvements.
To illustrate that the above theoretical results are approachable with practical schemes, Fig. 6 shows the error probability of rotated and unrotated quadrature phase-shift keying (QPSK) modulation using the (5; 7)8 convolutional code with 128 information bits per frame. In the case of two rotations of dimension N = 2, we separately use bit-interleaved coded modulation (BICM) [9] followed by a rotation on the outputs generated by generator polynoimial 5 8 and 7 8 . Since the (5; 7) 8 convolutional code has full diversity in a block-fading channel with K = 2 blocks, the overall scheme has full diversity. A similar construction can be obtained using blockwise concatenated codes [7] or multiplexed turbo codes [10] . These schemes will closely approach the outage probability of the channel for any (sufficiently large) block length. Rotated systems compute the metrics for all the candidate points [6] . Again, here the gain obtained by rotations is significant. All rotated systems show a steeper slope to that of the unrotated case. Moreover, we observe that using a rotation of full dimension N = 4 yields once more a small gain with respect to using two rotations of dimension N = 2, while significantly increasing the decoding complexity. We also see that, set-partitioning labeling yields some performance advantage over Gray. From results not shown here, both Gray and set partitioning show improved performance with the iterations. This is due to the fact that rotations induce an equivalent MIMO channel, and the iterative decoder assists in iteratively removing the self-interference introduced by the rotation.
V. CONCLUSION
We have studied coded modulation schemes over Nakagami-m block-fading channels with discrete constellations. We have derived the optimal exponent for multidimensional constellations obtained from the rotation of complex-plane constellations, and we have shown that there is a tradeoff between the transmission rate, optimal diversity, dimension of the rotations, and size of the complex-plane constellation, given by a modified form of the Singleton bound. Since rotations induce an increased decoding complexity, the Singleton bound establishes the optimal rate-diversiy-complexity tradeoff. Practical coding schemes are shown to achieve the optimal tradeoff. . . . ; B [11] . From [8] we have that the joint distribution of the vector = ( 1 ; . . . ; B ) in the limit for large behaves as p( ) : = 0m for 2 B + . The kth vector of normalized fading coefficients is defined as k ( N(k01)+1 ; . . . ; Nk ).
Since rotations induce an MIMO channel, we bound (8) where the first exponential inequality follows from 
It is not difficult to show that d out = mN, where is the unique integer such that < K 1 0 R M + 1: This yields the result.
APPENDIX II PROOF OF PROPOSITION 1
For any two codewords X X X(0);X X X(1) 2 X, we can write that the pairwise error probability P (X X X(0) ! X X In a similar way to the proof of Lemma 1 the probability of two randomly chosen codewords over S being the same is strictly greater than zero, and goes to zero only for L ! 1. We now study how large L has to be in order for this event not to dominate the overall error probability. If we let = lim !1 L Combining the previous results and noting that the supremum in (22) is achieved for ! 0, we find the desired result.
I. INTRODUCTION
The weight enumerator for a length-n linear code is the polynomial A(x) = A0 + A1x + A2x 2 + 111 + Anx n where Ai is the number of codewords of weight i in the code. We derive a new identity for the sum of the code weight enumerator coefficients A i scaled by the binomial coefficients n i . The resulting identity is in terms of the dual code weight enumerator coefficients A ? i .
The probability of an undetected error for a linear code when using a binary-symmetric channel (BSC) with a probability of an error being p is known to be Pue(C; p) = n i=1 Ai p i (1 0 p) n0i , see [1] , [2] . Manuscript 
