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ABSTRACT
In this paper, the group codes, i.e., left ideals, in the non–semisimple dihedral group algebra FqD2n,
gcd(q, n) = 1, are studied. In order to do this, we consider one generalization of Wedderburn de-
composition of FqD2n. In particular, for every dihedral code its dual code is algebraically described.
In addition, the bases, generating and check matrices of the dihedral codes are explicitly constructed.
Some connections with the theory of cyclic codes are established. Finally, for dihedral codes some
results about code parameters are obtained and several illustrative examples are considered.
Introduction
In connection with the development of quantum computing and the vulnerability of number–theoretic cryptosystems to
attacks implemented on quantum computers, there arises a need to develop resistant post–quantum cryptosystems. A
possible solution to this problem are cryptosystems that are based on the use of error–correcting codes. The first such
cryptosystem was developed by R. McEliece in [1] for Goppa codes. There were attempts to use other error-correcting
codes, e.g. Reed–Solomon and Reed–Muller codes, but most of them were proved to be less secure (see [2], [3], [4]).
Therefore, it is relevant to construct and study new classes of codes, which could be applicable to cryptography. In
particular, the group codes, which are one–sided ideals of group algebras (see [5], [6]), could be used (see e.g. [7], [8],
[9]). Note that, since group codes have good parameters (see [10], [11]), they could find other applications as well.
Earlier, in [12] the authors solved the problem of describing the codes in semisimple group algebra FqD2n in the
case when gcd(q, 2n) = 1; in order to do this the Wedderburn decomposition of FqD2n, which was obtained in [13],
was used. In [14] the connection between the codes in FqD2n and the idempotents of FqD2n was established in the
semisimple case; also the inverse Wedderburn decomposition isomorphism was explicitly described. Subsequently,
in [14] these results were used to study the induced dihedral codes. In [15] the non–semisimple group algebra over
D2n ×D2m was considered, under certain conditions the structure of this algebra was described and a generalization
of Wedderburn decomposition was obtained; these results were used to describe the codes in this algebra.
In this paper, we continue studying the structure of dihedral group algebras and dihedral codes. We obtain a generaliza-
tion of Wedderburn decomposition of non–semisimple dihedral group algebra FqD2n in the case when gcd(q, n) = 1,
and we extend the construction of the inverse isomorphism from [14] to this case. Using this decomposition, the di-
hedral codes in FqD2n, gcd(q, n) = 1, were described. In addition, the structure of the dual codes was also obtained.
Bases, generating and check matrices of dihedral codes were explicitly calculated and some useful induced codes
were considered. Finally, some estimates of code parameters were obtained and several illustrative examples were
considered. The obtained results could be useful for constructing the decoders and in cryptography as well (see e.g.
[16]).
The paper is organized as follows. In section 1 some preliminaries are given. Section 2 is devoted to dihedral group
algebra, a generalization of the Wedderburn decomposition of FqD2n from [13] is being studied in the case when
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gcd(q, n) = 1; both the isomorphism and the inverse isomorphism are explicitly given. In section 3, the codes in
FqD2n, gcd(q, n) = 1, and the dual codes are algebraically described. In section 4, bases, generating and check
matrices of dihedral code are explicitly calculated. In section 5, for a given dihedral code C the exterior and interior
induced codes Cint and Cext are defined and studied; the results of this section could be used to apply some results
about cyclic codes to dihedral codes. In section 6, several illustrative examples and some results about code parameters
are considered.
1 Group algebras and group codes
In this section we give some necessary preliminaries about group algebras and group codes.
Group rings and group algebras. Let G be a finite group, and let R be an associative ring with identity. The group
ring ofG overR, which we will denoteRG, is the set of all formal linear combinations of the form
∑
g∈G αgg ag ∈ R.
The sum of two elements in RG is defined component–wise
∑
g∈G
αgg

+

∑
g∈G
βgg

 = ∑
g∈G
(αg + βg)g,
and the product of two elements in RG is defined as convolution, i.e.
∑
g∈G
agg



∑
g∈G
bgg

 = ∑
g∈G
(∑
h∈G
ahbh−1g
)
g.
Let e ∈ G be the identity of G and 1 ∈ R be the identity of R. Note that for any g ∈ G there is a natural embedding
g 7→ 1g of G into RG. In addition, the map R ∋ r 7→ re defines the embedding of R into RG. it is convenient to
identify the elements r ∈ R and re ∈ RG, and the elements g ∈ G and 1g ∈ RG. When R is commutative, the ring
RG is called the group algebra of G overR (see [17], p. 131).
There is a natural involution in RG, induced by the inversion in G, given by(∑
h∈G
xhh
)∗
:=
∑
h∈G
xh−1h. (1)
It has the following properties
∀x, y ∈ FqG, ∀λ ∈ Fq : (x+ y)
∗ = (x∗ + y∗), (λx)∗ = λx∗, (xy)∗ = y∗x∗.
So clearly, the correspondence x 7→ x∗, x ∈ RG, is an antiautomorphism of RG.
Group codes. Let Fq be a finite field of order q. Every one-sided ideal I ⊂ FqG is called a group G–code over the
field Fq. Note that the involution x 7→ x
∗ defines one–to–one correspondence between the left and the right ideals of
FqG, thus it is convenient to consider the G–codes as the left ideals.
In the classical coding theory for every linear code C ⊂ Fnq the dual code is given by
C⊥ = {x ∈ Fnq | ∀c ∈ C dotFnq (x, c) = 0},
where
dotFnq : F
n
q × F
n
q → Fq, (x, c) 7→
n∑
i=1
xici
is the dot product in Fnq . In the case when C = C
⊥ the code C is called self–dual. Similarly, we can define the dot
product in FqG:
dotFqG : FqG× FqG→ Fq,

∑
g∈G
xgg,
∑
g∈G
ygg

 7→∑
g∈G
xgyg.
Let E|G| = {e1, . . . , en} be the standard basis of F
|G|
q and let φ : G→ E|G| be an arbitrary bijection. The map φ can
be extended to the linear isomorphism FqG→ F
|G|
q . We obviously have
dot
F
|G|
q
(φ(x), φ(y)) = dotFqG(x, y).
Note that there is a connection between the multiplication in FqG and the dot product dotFqG.
2
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Lemma 1. Let G be a finite group, and let x, y ∈ FqG; then
xy∗ =
∑
g∈G
(
dotFqG(g
−1x, y)
)
g;
and xy∗ = 0 iff dotFqG(g
−1x, y) = 0 for every g ∈ G.
Proof. Let x =
∑
h∈G xhh, y =
∑
h∈G yhh. For any g ∈ G we have
g−1x =
∑
h∈G
xhg
−1h =
∑
h∈G
xghh.
It follows that
xy∗ =
∑
g∈G
(∑
h∈H
xghyh
)
g =
∑
g∈G
(
dotFqG(g
−1x, y)
)
g.
Hence xy∗ = 0 iff dotFqG(g
−1x, y) = 0 for every g ∈ G.
Let C ⊂ FqG be a group code; consider its right annihilator
rAnnFqG(C) = {x ∈ FqG | ∀c ∈ C cx = 0} (2)
(see [18]). Using lemma 1 we obtain the following claim (see also [18]).
Theorem 1. Let C ⊂ FqG be a group code and let C
⊥ = {x ∈ FqG | ∀c ∈ C dotFqG(c, x) = 0} be its dual code;
then C⊥ =
(
rAnnFqG(C)
)∗
.
Recall that the Hamming weight w(u) of an element u =
∑
g∈G ugg ∈ FqG is defined as follows:
w(u) := |{g ∈ G | ug 6= 0}|.
For a group code C ⊂ FqG the minimal code distance is defined as
d(C) := min
c∈C, c 6=0
w(c).
As is well–known, if d ≥ 2t+ 1, then the code can correct up to t errors.
A group code C ⊂ FqG is said to be a [n, k, d]–code if n = |G|, k = dimFq(C), d = d(C).
In [7], a method for transferring a code from the group algebra over a subgroup to the group algebra over the entire
group was studied. Let G be a finite group, let H be a subgroup of G, and let T be a right transveral for H in G.
Recall, T is a right transversal forH in G iff every right coset of H contains exactly one element of T . The left ideal
J = (FqG)I (⊂ FqG) is called the G–code induced by theH–code I (⊂ FqH) over Fq .
Let i ∈ FqH be a principal element if I , i.e. I = (FqH)i. Note that since J = (FqG)I = (FqG)(FqH)i, it follows
that i is also a principal element of J . In [7] it was proved that if I is an [|H |, k, d]–code then J is an [|G|, |T |k, d]–code.
In addition, if a set S is a basis of I then T S is a basis of J .
2 Dihedral group algebra
By the dihedral groupD2n, n ≥ 2, we mean the group given by the presentation 〈a, b | a
n = 1, b2 = 1, bab = a−1〉.
It follows that aib = ba−i for any integer n, hence
D2n = {e, a, a
2, ..., an−1, b, ba, ba2, ..., ban−1} = {e, a, a2, ..., an−1, b, an−1b, an−2b, ..., ab}. (3)
Consider the algebra FqD2n. Eq. (3) implies that any element u ∈ FqD2n can be represented as follows:
u = P (a) + bQ(a) = P (a) +Q(a−1)b, (4)
where P and Q are polynomials over Fq of degree less than n.
In this section we consider the structure of FqD2n, i.e. we consider a modification of the Wedderburn decomposition
of FqD2n from [13] that may contain not only matrix summands but also group algebras of the form Fq〈h | h
2〉. Both
isomorphism and inverse isomorphism, which will be used to study dihedral codes, are provided.
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In [13] in the case when gcd(q, 2n) = 1 the theorem on the form of the Wedderburn decomposition of FqD2n was
proved. Below, we consider its generalization in the non–semisimple case when gcd(q, n) = 1. To do this we present
the necessary auxiliary information from [13] in a convenient form.
Hereinafter we assume that gcd(n, q) = 1, i.e. n and q are coprime.
For a polynomial g ∈ Fq[x] such that g(0) 6= 0, the reciprocal polynomial is defined as g
∗(x) = xdeg(g)g(x−1). A
polynomial g is said to be auto–reciprocal if g(x) and g∗(x) have the same roots in its splitting field.
As is well–known, the polynomial xn − 1 ∈ Fq[x] can be split into monic irreducible over Fq factors; following [13],
p. 205, we write this decomposition as follows:
xn − 1 = (f1f2 . . . fr)(fr+1f
∗
r+1fr+2f
∗
r+2 . . . fr+sf
∗
r+s), (5)
where f1 = x− 1, f
∗
j = fj for 1 < j ≤ r, and f2 = x+ 1 if n is even. Here r denotes the number of auto–reciprocal
factors and 2s denotes the number of non–auto–reciprocal factors.
Let h ∈ Fq[x] be an irreducible over Fq polynomial of degreem, let α be a root of this polynomial in some extension
of Fq. By Fq[α] we denote the adjunction of α to Fq. As is well–known, the fields Fq[α] and F[α
−1] coincide and are
isomorphic to the field Fqdeg h . The sets
{1, α1, α2, . . . , αm−1}, {1, α−1, α−2, . . . , α−m+1}
form Fq–bases of the field extension Fq[α]. Hence any element of Fq[α] can be represented in the form v(α) or
w(α−1), where v(x), w(x) ∈ Fq[x] and deg(v) < m, deg(w) < m. We refer v(x) and w(x) as the polynomial
representation of v(α) = w(α−1) with respect α and α−1 respectfully.
By αj we denote a root of fj from (5). Let
ζ(n) :=
{
1, n is odd,
2, n is even.
LetM2[F] be the algebra of (2× 2) matrices over a field F, and let 〈h | h
2〉 be the cyclic group of order 2.
Let us define Fq–algebras homomorphisms τj (see [13]) and γj as follows:
1. γ1 : FqD2n → Fq〈h | h
2 = e〉, where γ1 (P (a) + bQ(a)) = P (1) +Q(1)h;
2. γ2 : FqD2n → Fq〈h | h
2 = e〉, where γ2 (P (a) + bQ(a)) = P (−1) +Q(−1)h for even n;
3. τj : FqD2n → M2(Fq[αj ]), where
τj (P (a) + bQ(a)) =
(
P (αj) Q(α
−1
j )
Q(αj) P (α
−1
j )
)
, j ≥ ζ(n) + 1.
For ζ(n) + 1 ≤ j ≤ r consider the automorphisms σj of the algebrasM2(Fq[αj ]) given by
σj(X) := Z
−1
j XZj, Zj :=
(
1 −αj
1 −α−1j
)
. (6)
As proved in [13], σj(im(τj)) = M2(Fq[αj + α
−1
j ]) and for ζ(n) + 1 ≤ j ≤ r we have
dimFq (Fq[αj + α
−1
j ]) = deg(fj)/2. (7)
Theorem 2. Let gcd(q, n) = 1; then the following algebra isomorphism holds:
P =
r+s⊕
j=1
Pj : FqD2n →
r+s⊕
j=1
Aj , (8)
where
Pj :=


γj, 1 ≤ j ≤ ζ(n)
σjτj , ζ(n) + 1 ≤ j ≤ r
τj , r + 1 ≤ j ≤ r + s
, Aj :=


Fq〈h | h
2〉, 1 ≤ j ≤ ζ(n)
M2(Fq[αj + α
−1
j ]), ζ(n) + 1 ≤ j ≤ r
M2(Fq[αj ]), r + 1 ≤ j ≤ r + s
.
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Proof. First, we show that P is injective. Let u = P (a) + bQ(a) ∈ FqD2n be such that P(u) = 0; then
0 = γ1(u) = P (1) +Q(1)h; 0 = γ2(u) = P (−1) +Q(−1)h, if n is even;
0 = τj(u) =
(
P (αj) Q(α
−1
j )
Q(αj) P (α
−1
j )
)
, ζ(n) + 1 ≤ j ≤ r + s.
It follows that P (αj) = Q(αj) = P (α
−1
j ) = Q(α
−1
j ) = 0 for 1 ≤ j ≤ r + s. This implies (x
n − 1) | P (x) and
(xn − 1) | Q(x). Since deg(P ) < n, deg(Q) < n, we conclude that P (x) = Q(x) = 0, i.e. u = 0. Hence P is
injective.
It remains to prove that dimFq (
⊕r+s
j=1 Aj) = dimFq(FqD2n) = 2n. As in proof of theorem 2 from [13], using (5) and
(7), we obtain
dimFq(
r+s⊕
j=1
Aj) = 2ζ(n) + 4
r∑
j=ζ(n)+1
deg(fj)
2
+ 4
r+s∑
j=r+1
deg(fj) =
= 2

ζ(n) + r∑
j=ζ(n)+1
deg(fj) + 2
r+s∑
j=r+1
deg(fj)

 = 2n = dimFq (FqD2n).
Remark 1. In [13] in the case when gcd(q, 2n) = 1 the variant of (8), such that Aj = Fq ⊕ Fq for 1 ≤ j ≤ ζ(n),
was considered. Note that if 2 ∤ q then the correspondence p + qh 7→ (p + q, p − q) defines isomorphism between
Fq〈h | h
2〉 and Fq ⊕ Fq (see. [15], lemma 5).
To study dihedral codes we also need the explicit construction of P−1. In [14] it was obtained in the case when
gcd(q, 2n) = 1. Below, we describe P−1 in the more general case when gcd(q, n) = 1.
Remark 2. Recall that an element i in a ring R is called an idempotent if i2 = i. In [13] it was proved that for any
monic divisor g(x) of the polynomial xn − 1, the element
eg(x) := −
[(g(x)∗)′]∗
n
·
xn − 1
g(x)
(9)
is an idempotent of the ring Rn := Fq[x]/〈x
n − 1〉, and it generates the left ideal Rneg(x) = Rnf(x), where f(x)
stands for (xn − 1)/g(x). Note that in [13] for any P (x) ∈ Fq[x] the expression (P
′(x))∗ should be defined as
follows:
(P ′(x))∗ := xdeg(P )−1P ′
(
1
x
)
.
Lemma 2 from [14] yields that for any root α of xn − 1 we have
eg(α) =
{
1, g(α) = 0
0, f(α) = 0
. (10)
Let 〈h | hn〉 be the cyclic group of order n; obviously the map
Φ : Fq〈h | h
n〉 → Rn, Φ(h) = [x]
is an algebra isomorphism. Therefore, the elements eg(a) ∈ FqD2n are idempotents of the algebra FqD2n.
By idS we denote the identity map on a set S. For ζ(n) + 1 ≤ j ≤ r let
(x− 1)Fj,1(x) + fj(x)Fj,2(x) = 1, (x+ 1)Gj,1(x) + fj(x)Gj,2(x) = 1. (11)
be the Bezout relations for gcd(fj(x), x − 1) = 1 and gcd(fj(x), x+ 1) = 1, respectfully.
Theorem 3. Let gcd(q, n) = 1, and let the maps ǫj : Aj → FqD2n be defined as
1) for 1 ≤ j ≤ ζ(n)
ǫj : w1 + w2h 7→ (w1 + w2b)efj (a), w1, w2 ∈ Fq
5
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2) for ζ(n) + 1 ≤ j ≤ r andM,N,P,Q ∈ Fq[x]:
ǫj :
(
M(αj + α
−1
j ) P (αj + α
−1
j )
N(αj + α
−1
j ) Q(αj + α
−1
j )
)
7→ (T1(a) + bT2(a))efj (a),
where
T1(a) = Fj,1(a)G1,j(a)
[
−M(a+ a−1) + aN(a+ a−1)− aP (a+ a−1) + a2Q(a+ a−1)
]
,
T2(a) = Fj,1(a)G1,j(a)
[
−M(a+ a−1) + a−1N(a+ a−1)− aP (a+ a−1) +Q(a+ a−1)
]
,
3) for r + 1 ≤ j ≤ r + s andM,N,P,Q ∈ Fq[x]
ǫj :
(
M(αj) P (α
−1
j )
N(αj) Q(α
−1
j )
)
7→ [M(a) + bN(a)]efj (a) + [Q(a) + bP (a)]ef∗j (a).
where polynomial representations of elements of field extensions are used in 2), 3) . Then P−1 =
∑r+s
j=1 ǫj and the
maps ǫj are Fq–algebras monomorphisms such that
Pjǫj = idAj , ∀i ∈ {1 . . . r + s} (i 6= j)⇒ Piǫj = 0. (12)
Proof. Below, we use defenitions of P ,Pj, γj , τj , σj from (8). Note that (8) and (10) yield Pjǫi = 0 for i 6= j. We
will prove that Pjǫj is the identity map on Aj . In the proof we consider three cases.
In the case 1) we have
Pjǫj(w1 + w2h) = γj
(
(w1 + w2b)efj (a)
)
= w1efj (1) + w2efj (1)h = w1 + w2h.
In the case 2), eq. (11) implies that Fj,1(αj)G1,j(αj) = (αj − 1)
−1(αj + 1)
−1 = (α2j − 1)
−1. Hence
T1(αj) =
−M(αj + α
−1
j ) + αjN(αj + α
−1
j )− αjP (αj + α
−1
j ) + α
2
jQ(αj + α
−1
j )
α2j − 1
,
T1(α
−1
j ) =
αjP (αj + α
−1
j ) + αj
(
αjM(αj + α
−1
j )−N(αj + α
−1
j )
)
−Q(αj + α
−1
j )
α2j − 1
,
T2(αj) =
−M(αj + α
−1
j ) + α
−1
j N(αj + α
−1
j )− αjP (αj + α
−1
j ) +Q(αj + α
−1
j )
α2j − 1
,
T2(α
−1
j ) =
αj
(
−αjQ(αj + α
−1
j ) + αj
(
−αjN(αj + α
−1
j ) +M(αj + α
−1
j )
)
+ P (αj + α
−1
j )
)
α2j − 1
.
It follows that
Pjǫj
(
M(αj + α
−1
j ) P (αj + α
−1
j )
N(αj + α
−1
j ) Q(αj + α
−1
j )
)
= Pj
(
T1(a) + bT2(a))efj (a)
)
= σjτj
(
T1(a) + bT2(a))efj (a)
)
=
= Z−1j
(
T1(αj) T2(α
−1
j )
T2(αj) T1(α
−1
j )
)
Zj =
(
1 −αj
1 −α−1j
)−1(
T1(αj) T2(α
−1
j )
T2(αj) T1(α
−1
j )
)(
1 −αj
1 −α−1j
)
.
By direct calculations, we obtain
Pjǫj
(
M(αj + α
−1
j ) P (αj + α
−1
j )
N(αj + α
−1
j ) Q(αj + α
−1
j )
)
=
(
M(αj + α
−1
j ) P (αj + α
−1
j )
N(αj + α
−1
j ) Q(αj + α
−1
j )
)
.
In the case 3), similarly, using (8) and (10), we get
Pjǫj
(
M(αj) P (α
−1
j )
N(αj) Q(α
−1
j )
)
= τj
(
[M(a) + bN(a)]efj (a) + [Q(a) + bP (a)]ef∗j (a)
)
= (13)
=
(
M(αj)efj (αj) +Q(αj)ef∗j (αj) N(α
−1
j )efj (α
−1
j ) + P (α
−1
j )ef∗j (α
−1
j )
N(αj)efj (αj) + P (αj)ef∗j (αj) M(α
−1
j )efj (α
−1
j ) +Q(α
−1
j )ef∗j (α
−1
j )
)
=
(
M(αj) P (α
−1
j )
N(αj) Q(α
−1
j )
)
.
Therefore, Pjǫj = idAj for 1 ≤ j ≤ r + s. It follows that
Pj

r+s∑
j=1
ǫj

 = r+s⊕
j=1
Pjǫj =
r+s⊕
j=1
idAj .
Hence P−1 =
∑r+s
j=1 ǫj , and ǫj are Fq–algebras monomorphisms.
6
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3 Dihedral codes
Algebraic description of the codes in FqD2n, when gcd(q, 2n) = 1, was obtained in [12], [14]. In this section the
codes in FqD2n are explicitly described in the more general case when gcd(q, n) = 1. Also the description of the dual
codes is provided.
Lemma 2. Any proper non–zero ideal of Fq〈h | h
2〉 is generated by 1+h or 1−h. If 2 ∤ q, then (1+h)/2, (1−h)/2
are idempotents.
Proof. Any proper ideal of Fq〈h | h
2〉 is generated by non–invertible elements. Let us find such elements in Fq〈h | h
2〉.
Let u = p+ qh, v = x+ yh, and uv = 1. We have (px+ qy) + (qx+ py)h = 1, it follows that the linear system{
px+ qy = 1,
qx+ py = 0
has a solution in x and y, i.e. p2 − q2 6= 0. Clearly, u = p + qh is non–invertible iff p2 = q2. Therefore, the
non–invertible elements of Fq〈h | h
2〉 are of the form p+ ph or p− ph, p ∈ Fq. The first claim is proved.
If 2 ∤ q, then we have
(2−1 + 2−1h)2 = 2−1 + 2−1h, (2−1 − 2−1h)2 = 2−1 − 2−1h.
It follows that (1 + h)/2, (1 − h)/2 are idempotents.
Remark 3. If char(F ) = 2, then 1 + h = 1− h. Also note that Fq〈h | h
2〉(1 ± h) = {p± ph | p ∈ Fq}.
Below, we will use the following clain due to N. Jacobson.
Theorem 4. ([19], §IV.16, theorem 3) Let V be a finite–dimensional vector space ver a field F ; then any left ideal of
the algebra of the linear endomorphisms L(V ) of V is of the form
I(K) = {Θ ∈ L(V ) | K ⊂ ker(Θ)},
whereK is a subspace of V .
Note that if dim(V ) = 2, then any proper non–zero subspaceK of V is a span of some vector (x, y).
We consider (8) and introduce the notation
Fj :=


Fq, 1 ≤ j ≤ ζ(n),
Fq[αj + α
−1
j ], ζ(n) + 1 ≤ j ≤ r,
Fq[αj ], r + 1 ≤ j ≤ r + s.
(14)
For ζ(n) + 1 ≤ j ≤ r + s, we identify Aj with L(F
2
j ). For 1 ≤ j ≤ r + s and x, y ∈ Fj we introduce the notation
Ij(x, y) :=


Fq〈h | h
2〉 [(x+ y) + (x − y)h] , 1 ≤ j ≤ ζ(n),{(
ky −kx
ty −tx
)
| k, t ∈ Fj
}
, ζ(n) + 1 ≤ j ≤ r + s
(15)
(comp. (1.9) in [14]). Note that for ζ(n) + 1 ≤ j ≤ r + s the left ideals Ij(x, y) can be represented as
Ij(x, y) = Aj
(
y −x
0 0
)
= Aj
(
0 0
y −x
)
. (16)
Remark 4. Using lemma 2 and theorem 4, we see that any proper left ideal of Aj is of the form Ij(x, y). Obviously,
we also have Ij(x, y) = Ij(µx, µy) for any non–zero µ ∈ Fj . So, for 1 ≤ j ≤ ζ(n) all the proper non–zero left ideals
are Ij(1, 0), Ij(0, 1); for ζ(n) + 1 ≤ j ≤ r + s all the proper non–zero left ideals are Ij(0, 1), Ij(xj , 1), xj ∈ Fj . In
addition, if 2 | q, then Ij(0, 1) = Ij(1, 0) for 1 ≤ j ≤ ζ(n).
Theorem 5. Let gcd(q, n) = 1. Consider the decomposition (8) of FqD2n; then for any code I ⊂ FqD2n we have
P(I) =
r+s⊕
j=1
Bj , (17)
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Bj =


Aj , j ∈ J1
Ij(0, 1), j ∈ J2
Ij(1, 0), j ∈ J3
Ij(−xj , 1) j ∈ J4
0, j /∈ J1 ∪ J2 ∪ J3 ∪ J4
, (18)
here xj ∈ Fj , xj 6= 0, and J1, J2, J3, J4 are some pairwise disjoint sets such that
J1, J2, J3 ⊂ {1, . . . , r + s}, J4 ⊂ {ζ(n) + 1, . . . , r + s} (19)
and 1 /∈ J2 if q is even.
On the other hand, for any xj , yj ∈ Fj and for any Bj such that Bj = Aj or Bj = Ij(xj , yj) or Bj = 0, the set
P−1(
⊕r+s
j=1 Bj) is a code in FqD2n.
Proof. Theorem 2 implies that the algebra FqD2n is isomorphic to
⊕r+s
j=1 Aj . It follows that there is a one–to–one
correspondence between the codes in FqD2n and the left ideals of
⊕r+s
j=1 Aj . As is well known, any left ideal of a
direct sum of algebras with identity is a direct sum of ideals of the direct summands. Hence remark 4 immediately
yields theorem 5.
Corollary 1. Let gcd(q, n) = 1. Lemma 2, (16) and theorem 5 imply that any left ideal of FqD2n is also of the form
(FqD2n)i, i ∈ FqD2n.
Remark 5. In [12], in the case when gcd(q, 2n) = 1, the variant of theorem 5 was proved.
Below, for any dihedral code, the image of its dual code under (8) is described. Theorem 1 provides a general
framework to do this. So, to find the image of a dual code we have to describe the connection between P and invFqD2n
(see (1)). We also need to describe the right annihilators (see (2)) of dihedral codes.
For ζ(n) + 1 ≤ j ≤ r + s let us define the mapsHj :M2(Fq[αj ])→M2(Fq[αj ]) as follows
Hj :
(
M P
N Q
)
7→
(
Q P
N M
)
. (20)
Let us consider (6) and the decomposition (8) and let
ν :=
r+s⊕
j=1
νj , νj :=


idAj , 1 ≤ j ≤ ζ(n)
σjHjσ
−1
j , ζ(n) + 1 ≤ j ≤ r
Hj , r + 1 ≤ j ≤ r + s
. (21)
Lemma 3. Let gcd(q, n) = 1; then the following diagram is commutative.
FqD2n
invFqD2n
−−−−−−→ FqD2nyP
yP⊕r+s
j=1 Aj
ν
−−−−→
⊕r+s
j=1 Aj .
(22)
Proof. Let u = P (a) + bQ(a) be an arbitrary element of FqD2n. Let us consider γj , τj from (8) and invFqD2n from
(1). Using (3), we obtain (bai)−1 = (bai) and
u∗ = P (a−1) + bQ(a).
Let us consider several cases.
Case 1: 1 ≤ j ≤ ζ(n). Since αj = ±1, it follows that
γj(u) = P (αj) +Q(αj)h, γj(u
∗) = P (α−1j ) +Q(αj)h = P (αj) +Q(αj)h = γj(u).
Hence Pj invFqD2n = γj invFqD2n = γj = νjγj = νjPj (see (8), (21)).
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Case 2: ζ(n) + 1 ≤ j ≤ r + s. We have
τj(u) =
(
P (αj) Q(α
−1
j )
Q(αj) P (α
−1
j )
)
, τj(u
∗) =
(
P (α−1j ) Q(α
−1
j )
Q(αj) P (αj)
)
= Hj(τj(u)). (23)
Using (8), (21), (23), we obtain
Pj(u
∗) = σjτj(u
∗) = σjHjτj(u), νjPj(u) =
(
σjHjσ
−1
j
)
(σjτj) (u) = σjHjτj(u)
for ζ(n) + 1 ≤ j ≤ r, and
Pj(u
∗) = τj(u
∗) = Hjτj(u) = HjPj(u)
for r + 1 ≤ j ≤ r + s. Hence Pj invFqD2n = νjPj .
So, since P =
⊕r+s
j=1 Pj , ν =
⊕r+s
j=1 νj , and Pj invFqD2n = νjPj , 1 ≤ j ≤ r + s, it follows that diagram (22) is
commutative.
In the following lemmas, the right annihilators of the left ideals of Aj and
⊕r+s
j=1 Aj are described.
Lemma 4. Consider the algebra Fq〈h | h
2〉; then
(i) rAnnFq〈h|h2〉
(
Fq〈h | h
2〉(1 + h)
)
= (1− h)Fq〈h | h
2〉 = Fq〈h | h
2〉(1 − h);
(ii) rAnnFq〈h|h2〉
(
Fq〈h | h
2〉(1− h)
)
= (1 + h)Fq〈h | h
2〉 = Fq〈h | h
2〉(1 + h);
(iii) rAnnFq〈h|h2〉
(
Fq〈h | h
2〉
)
= 0;
(iv) rAnnFq〈h|h2〉 (0) = Fq〈h | h
2〉.
Proof. As is well–known, a right annihilator is a right ideal of a ring. Since Fq〈h | h
2〉 is commutative, it follows that
its one–sided ideals are two–sided. Lemma 2 implies that the ideals of Fq〈h | h
2〉 are of the form
0, Fq〈h | h
2〉, Fq〈h | h
2〉(1 + h), Fq〈h | h
2〉(1− h).
Therefore, the relation (1 + h)(1− h) = (1 − 1) + (h− h) = 0 completes the proof.
Remark 6. If char(Fq) = 2, then 1− h = 1 + h. Hence the ideal Fq〈h | h
2〉(1 + h) annihilates itself.
It is easy to see that following two lemmas are also true. We give them without proof.
Lemma 5. Let F be a field. Consider the algebraM2(F). Let x, y ∈ F , then
(i) rAnnM2(F)
({(
ky −kx
ty −tx
)
| k, t ∈ F
})
=
{(
kx tx
ky ty
)
| k, t ∈ F
}
;
(ii) rAnnM2(F)(M2(F)) = 0;
(iii) rAnnM2(F)(0) =M2(F).
Lemma 6. Let R1, . . . , Rt be associative rings with identity, and let
R = R1 ⊕R2 ⊕ · · · ⊕Rt.
Let S be a left ideal of R and S = S1⊕ . . . St be its decomposition into left ideals of the direct summandsR1, . . . , Rt.
Then
rAnnR(S) = rAnnR1(S1)⊕ rAnnR2(S2)⊕ · · · ⊕ rAnnRt(St),
where rAnnRi(Si) ⊂ Ri are the right annihilators of Si ⊂ Ri.
The following theorem describes the dual codes in terms of decomposition (8).
Theorem 6. Let gcd(q, n) = 1, let I ⊂ FqD2n be a dihedral code. Consider the decomposition (8) of FqD2n and the
image (17)– (19) of I under this decomposition:
P(I) =
r+s⊕
j=1
Bj , Bj =


Aj , j ∈ J1
Ij(0, 1), j ∈ J2
Ij(1, 0), j ∈ J3
Ij(−xj , 1) j ∈ J4
0, j /∈ J1 ∪ J2 ∪ J3 ∪ J4
.
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Let I⊥ ⊂ FqD2n be the dual code of I; then
P(I⊥) =
r+s⊕
j=1
Bˆj ,
where
1) for 1 ≤ j ≤ ζ(n):
Bˆj =


Aj , if Bj = 0
Ij(0, 1), if Bj = Ij(1, 0)
Ij(1, 0), if Bj = Ij(0, 1)
0, if Bj = Aj
2) for ζ(n) + 1 ≤ j ≤ r:
Bˆj =


Aj , if Bj = 0
Ij((αj + α
−1
j ), 2), if Bj = Ij(1, 0)
Ij
(
2, (αj + α
−1
j )
)
, if Bj = Ij(0, 1)
Ij
(
2 + (αj + α
−1
j )xj , (αj + α
−1
j ) + 2xj
)
, if Bj = Ij(−xj , 1)
0, if Bj = Aj
3) for r + 1 ≤ j ≤ r + s:
Bˆj =


Aj , if Bj = 0
Ij(0, 1), if Bj = Ij(0, 1)
Ij(1, 0), if Bj = Ij(1, 0)
Ij(xj , 1) if Bj = Ij(−xj , 1)
0, if Bj = Aj
Proof. Let us consider the algebra∆ :=
⊕r+s
j=1 Aj . Using theorem 1 and lemma 3, we obtain
P(I⊥) = P
((
rAnnFqD2n(I)
)∗)
= νP
(
rAnnFqD2n(I)
)
= ν (rAnn∆(P(I))) .
Using lemma 6, we get
rAnn∆(P(I)) = rAnn∆

r+s⊕
j=1
Bj

 = r+s⊕
j=1
rAnnAj (Bj),
So, using the definition of ν, we conclude that
P(I⊥) = ν

r+s⊕
j=1
rAnnAj (Bj)

 = r+s⊕
j=1
νj
(
rAnnAj (Bj)
)
.
Thus, to compute P(I⊥) we need to find νj
(
rAnnAj (Bj)
)
, 1 ≤ j ≤ r + s. Let us consider several cases.
Case 1): 1 ≤ j ≤ ζ(n). Lemma 4 and (15) imply
Bˆj = νj
(
rAnnAj (Bj)
)
= idAj
(
rAnnAj (Bj)
)
= rAnnAj (Bj) =


Aj , if Bj = 0
Ij(0, 1), if Bj = Ij(1, 0)
Ij(1, 0), if Bj = Ij(0, 1)
0, if Bj = Aj
.
Claim 1) of the theorem is proved.
Case 2): ζ(n) + 1 ≤ j ≤ r. Recall that Aj = M2(Fq[αj + α
−1
j ]) and νj = σjHjσ
−1
j in this case. Below, we use
lemma 5, which describes the right annihilator of the left ideals of Aj . If Bj = Aj we clearly have
Bˆj = νj
(
rAnnAj (Aj)
)
= νj(0) = 0.
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If Bj = 0, then
Bˆj = νj
(
rAnnAj (0)
)
= νj(Aj) = Aj .
Now let Bj = Ij(−xj , 1). Obviously, (16) implies
Ij(−xj , 1) = Aj
(
1 xj
0 0
)
, rAnnAj (Ij(−xj , 1)) =
(
0 −xj
0 1
)
Aj .
It follows that
Bˆj = νj
(
rAnnAj (Ij(−xj , 1))
)
= σjHjσ
−1
j
((
0 −xj
0 1
)
Aj
)
.
By direct calculation, we obtain
Bˆj = νj
(
rAnnAj (Ij(−xj , 1))
)
= Aj
(
−2xj − (αj + α
−1
j ) (αj + α
−1
j )xj + 2
0 0
)
.
So, using (16), we see that
Bˆj = νj
(
rAnnAj (Ij(−xj , 1))
)
= Ij
(
2 + (αj + α
−1
j )xj , (αj + α
−1
j ) + 2xj
)
.
In particular, if Bj = Ij(0, 1), then Bˆj = νj
(
rAnnAj (Ij(0, 1))
)
= Ij
(
2, (αj + α
−1
j )
)
. Similarly, if Bj = Ij(1, 0),
we have
Ij(1, 0) = Aj
(
0 0
0 1
)
, rAnnAj (Ij(1, 0)) =
(
1 0
0 0
)
Aj .
Hence
Bˆj = νj
(
rAnnAj (Ij(1, 0))
)
= σjHjσ
−1
j
((
1 0
0 0
)
Aj
)
= Aj
(
−2 (αj + α
−1
j )
0 0
)
= Ij((αj + α
−1
j ), 2).
Claim 2) of the theorem is proved.
Case 3): r + 1 ≤ j ≤ r + s. Using lemma 5, (21) and (15), for any x, y ∈ Fj we obtain
νj
(
rAnnAj (Ij(x, y))
)
= Hj
({(
kx tx
ky ty
)
| k, t ∈ Fj
})
=
{(
ty tx
ky kx
)
| k, t ∈ Fj
}
= Ij(−x, y).
Futher, lemma 5 implies
νj
(
rAnnAj (Aj)
)
= νj(0) = 0, νj
(
rAnnAj (0)
)
= νj(Aj) = Aj .
Claim 3) of the theorem is proved.
Corollary 2. Let 2 | q; then a code I ⊂ FqD2n is self–dual iff Bj 6= 0, Bj 6= Aj for all 1 ≤ j ≤ r + s.
Corollary 3. Let 2 ∤ q; then I 6= I⊥ for any code I ⊂ FqD2n.
4 Bases and generating matrices of dihedral codes
The codes in FqD2n were described in in theorem 5. In this section, Fq–bases, generating and check matrices of these
codes are constructed. Below, we keep using the definitions and the notation from the previous sections.
Let E2n = {e1, . . . , e2n} be a standard basis of F
2n
q . Let φ : D2n → E2n be a bijective map, given by
φ(ai) = ei+1, φ(ba
i) = en+i+1 (i = 0, . . . , n− 1). (24)
The map φ can naturally be extended to the linear isomorphism φ : FqD2n → F
2n
q . Let I ⊂ FqD2n be a dihedral
code, and let S = {s1, . . . , sk} be a basis of it. The matrix
GI =


φ(s1)
φ(s2)
...
φ(sk)


is called a generating matrix of I . It is also convinient to consider linear isomorphism ψ : Fq〈a〉D2n → F
n
q , given by
ψ(ai) = ei+1 (ei ∈ En, i = 0, . . . , n− 1). (25)
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Clearly, for an element u = P (a) + bQ(a) ∈ FqD2n we have
φ(u) = (ψ(P (a)), ψ(Q(a))) , φ(au) =
(
ψ(aP (a)), ψ(a−1Q(a))
)
, φ(bu) = (ψ(Q(a)), ψ(P (a))) . (26)
Let rshift be the operator of right cyclic shift on Fnq . Note that
φ(au) =
(
rshift (ψ(P (a))) , rshift−1 (ψ(Q(a)))
)
.
Consider the isomorphism P from theorem 2 and the maps ǫj from theorem 3. Let S be a subset of Aj ; by Sj we
denote Sj = ǫj(S). Recall that Pjǫj = idAj and Pjǫi = 0 for i 6= j (see (12)). Note that
Sj = P
−1(0⊕ · · · ⊕ 0⊕ S ⊕ 0⊕ · · · ⊕ 0).
Lemma 7. Let gcd(q, n) = 1 and let 1 ≤ j ≤ ζ(n); then
1) B(Aj) := {efj(a), befj (a)} is a Fq–basis of Aj;
2) B(Ij(1, 0)) := {efj (a) + befj (a)} is a Fq–basis of Ij(1, 0);
3) B(Ij(0, 1)) := {efj (a)− befj (a)} is a Fq–basis of Ij(0, 1).
Proof. If 1 ≤ j ≤ ζ(n), then Aj is of the form Fq〈h | h
2〉. Since the set {1, h} is a basis of Aj , using theorem 3, we
obtain
ǫj({1, h}) = {efj (a), befj (a)} = B(Aj).
Hence B(Aj) is a basis of Aj . Claim 1) is proved.
By definition of Ij(x, y) we have
Ij(1, 0) = (1 + h)Fq〈h | h
2〉 = {P + Ph | P ∈ Fq} = {P (1 + h) | P ∈ Fq},
Ij(0, 1) = (1− h)Fq〈h | h
2〉 = {P − Ph | P ∈ Fq} = {P (1− h) | P ∈ Fq}.
It follows that {1 + h} is a basis of Ij(1, 0), and {1− h} is a basis of Ij(0, 1). Using theorem 3, we obtain
ǫj({1 + h}) = {efj (a) + befj (a)} = B(Ij(1, 0)),
ǫj({1− h}) = {efj (a)− befj (a)} = B(Ij(0, 1)),
So, claims 2) and 3) are proved.
Note that the sets Aj , Ij(1, 0), Ij(0, 1) are dihedral codes as well. Using formulas (24), (25), (26)), we obtain the
following corollary.
Corollary 4. Let 1 ≤ j ≤ ζ(n); then
GAj
=
(
φ(efj (a))
φ(befj (a))
)
=
(
ψ(efj (a)) 0
0 ψ(efj (a))
)
;
G
Ij(1,0)
=
(
ψ(efj (a)), ψ(efj (a))
)
= (1, 1)GAj ;
G
Ij(0,1)
=
(
ψ(efj (a)), −ψ(efj (a))
)
= (1, −1)GAj .
Let ζ(n) + 1 ≤ j ≤ r. Let us recall the Bezout relations (11) for gcd(fj(x), x − 1) = 1 and gcd(fj(x), x+ 1) = 1:
(x− 1)Fj,1(x) + fj(x)Fj,2(x) = 1, (x+ 1)Gj,1(x) + fj(x)Gj,2(x) = 1.
Lemma 8. Let gcd(q, n) = 1 and ζ(n) + 1 ≤ j ≤ r; then
1) the set
B(Aj) :=
{
aibkefj (a) | i = 0 . . .deg(fj)− 1, k = 0, 1
}
is a Fq–basis of Aj;
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2) for any u(x), v(x) ∈ Fq[x] such that (v(αj + α
−1
j ), u(αj + α
−1
j )) 6= (0, 0), the set
B
(
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
))
:=
:=
{
ai(1 + b)Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
efj (a) | i = 0 . . .deg(fj)− 1
}
is a Fq–basis of Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
.
Proof. Recall that Aj = M2(Fq[αj + α
−1
j ]) and dimFq (Aj) = 2 deg(fj) for ζ(r) + 1 ≤ j ≤ r (see (7), (8)). Let us
prove claim 1). Formulas (8), (10) imply that
Pj (B(Aj)) = σjτj (B(Aj)) = σj
({(
αij 0
0 α−ij
)
,
(
0 α−ij
αij 0
)
| i = 1, . . . , deg(fj)− 1
})
,
and Pi (B(Aj)) = {0} if i 6= j. Since fj = f
∗
j is the minimal polynomial of αj and α
−1
j (see section 2) and
since σj is an automorphism of M2(Fq[αj ]), it follows that the set Pj (B(Aj)) is linear independent. So, since
dimFq (Aj) = 2 deg(fj) = |Pj (B(Aj)) |, it follows that B(Aj) is a Fq–basis of Aj . Claim 1) is proved.
Let us prove claim 2). Using (16), we get
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
= Aj
(
v(αj + α
−1
j ) −u(αj + α
−1
j )
0 0
)
.
Using theorem 3, we obtain
ǫj
(
v(αj + α
−1
j ) −u(αj + α
−1
j )
0 0
)
= (1 + b)Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
efj (a).
Let T = (1 + b)Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
efj (a); by definition we have
B
(
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
))
=
{
aiT | i = 0 . . .deg(fj)− 1
}
⊂ Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
.
We show that this set is linear independent. Assume the converse; then there exists a polynomial P (x) ∈ Fq[x],
deg(P ) < deg(fj), such that P (a)T = 0. It follows that
0 = σ−1Pj(P (a)T ) = τj(P (a)T ) =
(
P (αj)T (αj) P (αj)T (α
−1
j )
P (α−1j )T (αj) P (α
−1
j )T (α
−1
j )
)
(see (8)). Since fj = f
∗
j is the minimal polynomial of αj , α
−1
j ∈ Fq[αj ], and deg(P ) < deg(fj), it follows that
P (αj) 6= 0, P (α
−1
j ) 6= 0. So, we get T (αj) = T (α
−1
j ) = 0. Since (v(αj + α
−1
j ), u(αj + α
−1
j )) 6= (0, 0) and
T (αj) = −
αjv(αj + α
−1
j )− u(αj + α
−1
j )
(α2j − 1)
.
we have arrived at a contradiction. Hence the set B
(
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
))
is linear independent and its
cardinality is equal to deg(fj) = dimFq
(
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
))
. So, claim 2) is proved.
Remark 7. 1) Let P ∈ Fq[x] be a polynomial such that P (αj) 6= 0, P (α
−1
j ) 6= 0; then the matrix
Pj(P (a)) = Z
−1
j
(
P (αj) 0
0 P (α−1j )
)
Zj ∈ Aj
is invertible, and the set B(Aj)P (a) is also a Fq–basis of Aj .
2) Let u, v ∈ Fq[x] be polynomials such that (v(αj + α
−1
j ), u(αj + α
−1
j )) 6= (0, 0). Suppose that
P (a) = Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
;
then P (αj) 6= 0, P (α
−1
j ) 6= 0, and lemma 8 implies that any element of B
(
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
))
is a sum of some elements of B(Aj)P (a).
Lemma 8 allows us to describe generating matrices of Aj and Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
.
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Corollary 5. Let ζ(n) + 1 ≤ j ≤ r; then
GAj
=


φ(efj (a))
φ(befj (a))
φ(aefj (a))
φ(abefj (a))
...
φ(adeg(fj)−1efj (a))
φ(adeg(fj)−1befj (a))


=


ψ(efj (a)) 0
0 ψ(efj (a))
ψ(aefj (a)) 0
0 ψ(a−1efj (a))
...
...
ψ(adeg(fj)−1efj (a)) 0
0 ψ(a− deg(fj)+1efj (a))


;
G
Ij(u(αj+α−1j ),v(αj+α
−1
j
))
=


ψ(P (a)) ψ(P (a))
ψ(aP (a)) ψ(a−1P (a))
...
...
ψ(adeg(fj)−1P (a)) ψ(a− deg(fj)+1P (a))


(see (26)), where P (a) = Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
efj (a).
Finally, let us consider the case r + 1 ≤ j ≤ r + s.
Lemma 9. Let gcd(q, n) = 1, and let r + 1 ≤ j ≤ r + s; then
1) the set
B(Aj) :=
{
aibkefj (a), a
ibkef∗
j
(a), | i = 0 . . .deg(fj)− 1, k = 0, 1
}
is a Fq–basis of Aj;
2) for any polynomials u, v ∈ Fq[x] such that (v(α
−1
j ), u(αj)) 6= (0, 0), the set
B(Ij(−v(α
−1
j ), u(αj))) :=
{
aibk
(
u(a)efj (a) + bv(a)ef∗j (a)
)
| i = 0 . . .deg(fj)− 1, k = 0, 1
}
is a Fq–basis of Ij(−v(α
−1
j ), u(αj))).
Proof. Recall that Aj = M2(Fq[αj ]) for r + 1 ≤ j ≤ r + s. Let us prove claim 1). Since the sets
{αij | i = 0 . . .deg(fj)− 1}, {α
−i
j | i = 0 . . . deg(fj)− 1}
are Fq–bases of the Fq[αj ] (see section 2), it follows that the set
T =
{(
αij 0
0 0
)
,
(
0 0
0 α−ij
)(
0 0
α−ij 0
)
,
(
0 αij
0 0
)
,
∣∣∣ i = 1, . . . , deg(fj)− 1
}
.
is a Fq–basis of Aj . Using theorem 3, we see that ǫj(T ) = B(Aj). Hence B(Aj) is a basis of Aj . Claim 1) is proved.
Let us prove claim 2). The set
T ′ =
{
αij
(
u(αj) v(α
−1
j )
0 0
)
, α−ij
(
0 0
u(αj) v(α
−1
j )
) ∣∣∣ i = 0... . . .deg(fj)
}
is a Fq–basis of Ij(−v(α
−1
j ), u(αj)) (see (15)). Since
ǫj
(
u(αj) v(α
−1
j )
0 0
)
= u(a)efj (a) + bv(a)ef∗j (a), Pj(a
i) =
(
αij 0
0 α−ij
)
, Pj(b) =
(
0 1
1 0
)
(see theorem 3, (15)), it follows that B(Ij(−v(α
−1
j ), u(αj))) = ǫj(T
′). Hence B(Ij(−v(α
−1
j ), u(αj))) is a Fq–basis
of Ij(−v(α
−1
j ), u(αj))). Claim 2) is proved.
Remark 8. Let u, v ∈ Fq[x] be polynomials such that u(αj) 6= 0 and v(α
−1
j ) 6= 0; then
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1) the element
Pj
(
u(a)efj (a) + v(a)ef∗j (a)
)
=
(
u(αj) 0
0 v(α−1j )
)
,
(see (8), (10)) is invertible in Aj . In addition, since Pj is an isomorphism between Aj and Aj , it follows that
the set
B(Aj)
(
u(a)efj (a) + v(a)ef∗j (a)
)
=
{
aibku(a)efj (a), a
ibkv(a)ef∗
j
(a), | i = 0 . . .deg(fj)− 1, k = 0, 1
}
is a basis of Aj;
2) since aibk
(
u(a)efj (a) + bv(a)ef∗j (a)
)
= (aibku(a)efj (a)) + (a
ibk+1v(a)ef∗
j
(a)), it follows that any ele-
ment of B
(
Ij(−v(α
−1
j ), u(αj))
)
is a sum of elements of B(Aj)
(
u(a)efj (a) + v(a)ef∗j (a)
)
.
Lemma 9 also allows us to explicitly describe generating matrices ofAj and I(−v(α
−1
j ), u(αj)) for r+1 ≤ j ≤ r+s.
Corollary 6. Let r + 1 ≤ j ≤ r + s; then for any polynomials u, v ∈ Fq[x] such that u(αj) 6= 0, v(α
−1
j ) 6= 0 the
following formulas hold (see (26))
GAj
=


...
φ(aiefj (a))
φ(aibef∗
j
(a))
φ(aief∗
j
(a))
φ(aibefj (a))
...


=


...
...
ψ(aiefj (a)) 0
0 ψ(a−ief∗
j
(a))
ψ(aief∗
j
(a)) 0
0 ψ(a−iefj (a))
...
...


(i = 0, . . . , deg(fj)− 1);
G
Ij(−v(α
−1
j
),u(αj)))
=


...
...
ψ(aiu(a)efj (a)) ψ(a
−iv(a)ef∗
j
(a))
ψ(aiv(a)ef∗
j
(a)) ψ(a−iu(a)efj (a))
...
...

 (i = 0, . . . , deg(fj)− 1);
G
Ij(1,0)
=


...
...
ψ(aief∗
j
(a)) 0
0 ψ(a−ief∗
j
(a))
...
...

 (i = 0, . . . , deg(fj)− 1);
G
Ij(0,1)
=


...
...
ψ(aiefj (a)) 0
0 ψ(a−iefj (a))
...
...

 (i = 0, . . . , deg(fj)− 1).
Now we can describe a Fq–basis of an arbitary dihedral code I ⊂ FqD2n. In addition, we can obtain its generating
and check matrices.
Theorem 7. Let gcd(q, n) = 1, let I ⊂ FqD2n be a dihedral code, and let
P(I) =
r+s⊕
j=1
Bj , Bj =


Aj , j ∈ J1
Ij(0, 1), j ∈ J2
Ij(1, 0), j ∈ J3
Ij(−xj , 1), j ∈ J4
0, j /∈ J1 ∪ J2 ∪ J3 ∪ J4
(see (17) – (19)); then
1) the set T =
⋃r+s
j=1 B(Bj) is a basis of I;
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2) the block matrix GI , given by
GI =


...
GBj
...

 , j ∈ J1 ∪ J2 ∪ J3 ∪ J4,
is a generating matrix of I .
Proof. Decomposition (8) and theorem 5 imply that I is a direct sum of Bj , j ∈ J1 ∪ J2 ∪ J3 ∪ J4. It follows that
the union of bases of the left ideals Bj is a basis of I . In fact, bases of the left ideals Bj were decribed in lemmas 7–9.
This concludes the proof of claim 1).
Claim 2) is obtained from claim 1) and corollaries 4–6.
Remark 9. As is well–known, a check matrixH of a code I is a generating matrix of the dual code I⊥. HenceH can
be obtained by using theorem 6 and theorem 7 consistently.
Corollary 7. Let I be a dihedral code; then by rearranging the rows its generating matrix GI can be represented as(
GI,1 0
0 GI,2
GI,3 GI,4
)
,
where
1) the matrices GI,1, GI,2 are generating matrices of some cyclic code, i.e. GI,2 = S1GI,1, where S1 is
invertible;
2) the matrices GI,3, GI,4 are generating matrices of some cyclic code, i.e. GI,4 = S2GI,3, where S2 is
invertible.
Proof. Indeed, corollaries 4, 5, 6 imply that for any j the matrix GBj can be represented as(
Tj,1 0
0 Tj,2
)
, ( Tj,1 Tj,2 ) .
by rearranging the rows. In addition, since Tj,2 can be obtained from Tj,1 by rearranging the rows, by using cyclic
shifts of the rows (see corollaries 5, 6), and by multiplying the rows by the elements of Fq, it follows that Tj,2, Tj,2
are generating matrices of some cyclic code. This concludes the proof of the corollary.
5 Exterior and interior induced codes
By 〈a〉D2n we denote a cyclic subgroup of D2n generated by the element a ∈ D2n. In [12], theorem 5, the Fq–linear
map pra : FqD2n → Fq〈a〉D2n was defined as
pra : P (a) + bQ(a) 7→ P (a).
In addition, it was proved that for any code C ⊂ FqD2n the image pra(C) is an ideal of Fq〈a〉D2n , i.e. a cyclic code.
By Cext := FqD2npra(C) we define the code in FqD2n that is induced by the code pra(C) over the subgroup 〈a〉D2n .
Also in [12] it was proved that C ⊂ Cext.
Note that for an element t = P (a) + bQ(a) ∈ FqD2n the following formula holds
t = pra(t) + bpra(bt). (27)
Lemma 10. Let C ⊂ FqD2n be a code, let T be an ideal of Fq〈a〉D2n , and let C ⊂ (FqD2n)T ; then pra(C) ⊂ T
and Cext ⊂ (FqD2n)T .
Proof. Using
(FqD2n)T = {P (a)R(a) + bQ(a)R(a) | P (a) + bQ(a) ∈ FqD2n, R(a) ∈ T } ,
we see that pra((FqD2n)T ) = T . Hence C ⊂ (FqD2n)T implies that pra(C) ⊂ T . Further, since Cext :=
FqD2npra(C), it follows that Cext ⊂ (FqD2n)T .
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Hence Cext is the smallest dihedral code that is induced by a code over 〈a〉D2n and contains C. The code Cext is
called the exterior induced code of C.
In [12], p. 240, for a code C ⊂ FqD2n the code Cint := FqD2n(C ∩ Fq〈a〉D2n) was defined. It was also shown that
Cint ⊂ C. Clearly, Cint is the largest dihedral code that is induced by a code over 〈a〉D2n and that is contained in C.
The code Cint is called the interior induced code of C. So, we have
Cint ⊂ C ⊂ Cext. (28)
Note that a code C ⊂ FqD2n is induced by some cyclic code over 〈a〉D2n iff Cint = C = Cext.
In the following theorem we describe the image of an exterior code under (8). To do this, we need the following
lemma.
Lemma 11. Let C ⊂ FqD2n be a dihedral code generated by an element u = P (a) + bQ(a), i.e. C = (FqD2n)u.
Then
Cext = {t1P (a) + t2Q(a) | t1, t2 ∈ FqD2n}.
In particular, if Q(a) = 0, then Cext = C.
Proof. Using (4), we get
C = (FqD2n)u =
{(
P1(a)P (a) +Q1(a
−1)Q(a)
)
+ b
(
P1(a
−1)Q(a) +Q1(a)P (a)
)
| P1(a) + bQ1(a) ∈ FqD2n
}
.
It follows that
pra(C) =
{
P1(a)P (a) +Q1(a
−1)Q(a) | P1(a), Q1(a
−1) ∈ Fq〈a〉D2n
}
.
Hence P (a), Q(a) ∈ pra(C). This implies that Cext = (FqD2n)pra(C) = {t1P (a) + t2Q(a) | t1, t2 ∈ FqD2n}.
The lemma is proved.
Theorem 8. Let gcd(q, n) = 1, let C ⊂ FqD2n be a dihedral code, and let
P(C) =
r+s⊕
j=1
Bj , Bj =


Aj , j ∈ J1
Ij(0, 1), j ∈ J2
Ij(1, 0), j ∈ J3
Ij(−xj , 1) j ∈ J4
0, j /∈ J1 ∪ J2 ∪ J3 ∪ J4
,
(see (17) – (19)); then
P(Cext) =
r+s⊕
j=1
Bextj , B
ext
j =


Aj , j ∈ K1
Ij(0, 1) j ∈ K2
Ij(1, 0), j ∈ K3
0, j /∈ K1 ∪K2 ∪K3
,
where
K1 = J1 ∪ J4 ∪ {j ∈ J2 ∪ J3 | 1 ≤ j ≤ r},
K2 = {j ∈ J2 | r + 1 ≤ j ≤ r + s},
K3 = {j ∈ J3 | r + 1 ≤ j ≤ r + s}.
Proof. Let us consider several cases.
Case 1: 1 ≤ j ≤ ζ(n). Using lemma 7, we obtain
Aj = (FqD2n)efj (a), Ij(1, 0) = (FqD2n)
(
efj (a) + befj (a)
)
, Ij(0, 1) = (FqD2n)
(
efj (a)− befj (a)
)
.
Consequentially, using lemma 11, we find that(
Aj
)
ext
= (FqD2n)efj (a) = Aj ,
(
Ij(1, 0)
)
ext
= Aj ,
(
Ij(0, 1)
)
ext
= Aj .
Case 2: ζ(n) + 1 ≤ j ≤ r. Lemma 8 implies that
Aj = (FqD2n)efj (a), Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
= (FqD2n)(1 + b)P (a),
P (a) = Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
efj (a),
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for any polynomials u, v ∈ Fq[x] such that
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
6= (0, 0). Hence using lemma 11, we obtain
(
Aj
)
ext
= (FqD2n)efj (a) = Aj ,
(
Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
))
ext
= (FqD2n)P (a) = Aj ,
(see remark 7). In particular,
(
Ij (0, 1)
)
ext
=
(
Ij (1, 0)
)
ext
=
(
Ij (−xj , 1)
)
ext
= Aj .
Case 3: r + 1 ≤ j ≤ r + s. Lemma 9 implies that
Aj = (FqD2n)
(
efj (a) + ef∗j (a)
)
, Ij(−v(α
−1
j ), u(αj))) = (FqD2n)
(
u(a)efj (a) + bv(a)ef∗j (a)
)
for any polynomials u, v ∈ Fq[x] such that
(
u(αj), v(α
−1
j )
)
6= (0, 0). So, using lemma 11, we obtain
(
Aj
)
ext
= (FqD2n)
(
efj (a) + ef∗j (a)
)
= Aj ,(
Ij(−v(α
−1
j ), u(αj))
)
ext
= {t1u(a)efj (a) + t2v(a)ef∗j (a) | t1, t2 ∈ FqD2n},
Hence (
Ij(1, 0)
)
ext
= Ij(1, 0),
(
Ij(0, 1)
)
ext
= Ij(0, 1),
(
Ij(−xj , 1)
)
ext
= Aj ,
(see remark 8).
Therefore, since C is a direct sum of Bj , the theorem is proved.
Now we consider the interior induced codes and the images of them under (8).
Theorem 9. Let gcd(q, n) = 1, let C ⊂ FqD2n be a dihedral code, and let
P(C) =
r+s⊕
j=1
Bj , Bj =


Aj , j ∈ J1
Ij(0, 1), j ∈ J2
Ij(1, 0), j ∈ J3
Ij(−xj , 1) j ∈ J4
0, j /∈ J1 ∪ J2 ∪ J3 ∪ J4
(see (17) – (19)); then
P(Cint) =
r+s⊕
j=1
Bintj , B
int
j =


Aj , j ∈ K1
Ij(0, 1) j ∈ K2
Ij(1, 0), j ∈ K3
0, j /∈ K1 ∪K2 ∪K3
,
where
K1 = J1, K2 = {j ∈ J2 | r + 1 ≤ j ≤ r + s}, K3 = {j ∈ J3 | r + 1 ≤ j ≤ r + s}.
Proof. Using (8), we see that
P(Cint) = P ((FqD2n)(Fq〈a〉D2n ∩ C)) = P(FqD2n) (P(Fq〈a〉D2n) ∩ P(C)) =
r+s⊕
j=1
Aj (Pj(Fq〈a〉D2n) ∩Bj) .
To prove the theorem, it remains to find Pj(Fq〈a〉D2n) ∩Bj and Aj (Pj(Fq〈a〉D2n) ∩Bj).
If Bj = Aj or Bj = 0, then we obviously have
Pj(Fq〈a〉D2n) ∩Aj = Pj(Fq〈a〉D2n), Pj(Fq〈a〉D2n) ∩ 0 = 0.
Since 1Aj ∈ Pj(Fq〈a〉D2n), it follows that
Aj (Pj(Fq〈a〉D2n) ∩ Aj) = Aj , Aj (Pj(Fq〈a〉D2n) ∩ 0) = 0.
Not let Bj 6= Aj , Bj 6= 0. In the proof we consider three cases.
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Case 1: 1 ≤ j ≤ ζ(n). By definition (8), we have Pj(Fq〈a〉D2n) = τj(Fq〈a〉D2n) = {t + 0h | t ∈ Fq}. So, using
(15), we get
Pj(Fq〈a〉D2n) ∩ Ij(1, 0) = {t+ 0h | t ∈ Fq} ∩ {t+ th | t ∈ Fq} = 0.
Similarly, Pj(Fq〈a〉D2n) ∩ Ij(0, 1) = 0.
Case 2: ζ(n) + 1 ≤ j ≤ r. Lemma 8 implies that for any u(x), v(x) ∈ Fq[x] such that
(v(αj + α
−1
j ), u(αj + α
−1
j )) 6= (0, 0),
an arbitrary element w of Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
can be represented as
w = t(a)(1 + b)T (a) = t(a)T (a) + bt(a−1)T (a), T (a) = Fj,1(a)Gj,1(a)
(
au(a+ a−1)− v(a+ a−1)
)
efj (a),
where t(x) ∈ Fq[x], deg(t) < deg(fj). Assuming that w ∈ Fq〈a〉D2n , we obtain t(a
−1)T (a) = 0. So, since
T (αj) 6= 0 (see remark 7), it follows that t(α
−1
j ) = 0. Since fj(x) = f
∗
j (x) is the minimal polynomial of αj and
α−1j , we conclude that t(αj) = 0. Using the definition of τj (see (8)), we get
τj(w) =
(
t(αj)T (αj) t(αj)T (α
−1
j )
t(α−1j )T (αj) t(α
−1
j )T (α
−1
j )
)
= 0
So, since Pj = σjτj , it follows that Pj(Fq〈a〉D2n) ∩ Ij
(
u(αj + α
−1
j ), v(αj + α
−1
j )
)
= 0.
Case 3: r + 1 ≤ j ≤ r + s. Using the definition of Pj (= τj ) (see (8)), we obtain
τj(Fq〈a〉D2n) =
{(
P (αj) 0
0 P (α−1j )
)
|P (x) ∈ Fq[x]
}
⊂
{(
M(αj) 0
0 Q(α−1j )
)
|M(x), Q(x) ∈ Fq[x]
}
⊂
⊂ τj(Fq〈a〉D2n).
Note that the last inclusion is obtained by claim 3) of theorem 3 (see (13)). Indeed, τjǫj = idAj and
ǫj
(
M(αj) 0
0 Q(α−1j )
)
∈ Fq〈a〉D2n .
So, using definition (15), we see that
Pj(Fq〈a〉D2n) ∩ Ij(0, 1) =
{(
P (αj) 0
0 0
)
|P (x) ∈ Fq[x]
}
,
Pj(Fq〈a〉D2n) ∩ Ij(1, 0) =
{(
0 0
0 Q(α−1j )
)
|Q(x) ∈ Fq[x]
}
,
and Pj(Fq〈a〉D2n) ∩ Ij(x, y) = {0} for any x, y ∈ Fq[αj ] such that x 6= 0, y 6= 0. Hence using (16), we see that
Aj (Pj(Fq〈a〉D2n) ∩ Ij(0, 1)) = Ij(0, 1), Aj (Pj(Fq〈a〉D2n) ∩ Ij(1, 0)) = Ij(1, 0).
This concludes the proof of the theorem.
Corollary 8. Corollary 7 implies that a generating matrix of a code C can be represented as(
GI,1 0
0 GI,2
GI,3 GI,4
)
.
Note that theorems 8, 9 and corollary 7 imply that a generating matrix of Cext can be represented as

GI,1 0
0 GI,2
GI,3 0
0 GI,4

 ,
and a generating matrix of Cint can be represented as(
GI,1 0
0 GI,2
)
.
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Remark 10. Let Cn = 〈h | h
n〉 be the cyclic group of order n. As is well–known, FqCn ≃ Fq[x]/(x
n − 1). It follows
that, any ideal I ⊂ FqCn is of the form I = (FqCn)g(h), where g(x) ∈ Fq[x] and g(x) | x
n− 1. Note that I ⊂ FqCn
is also called a cyclic code of length n, and g(x) is called the generating polynomial of I (see [20], chapter 6).
Let C be a dihedral code. The following theorem provides generating polynomials of Cint and Cext.
Theorem 10. Let gcd(q, n) = 1. Consider (17)–(19). Let C ⊂ FqD2n be a dihedral code such that
P(C) =
r+s⊕
j=1
Bj, Bj =


Aj , j ∈ K1
Ij(0, 1) j ∈ K2
Ij(1, 0), j ∈ K3
0, j /∈ K1 ∪K2 ∪K3
,
whereK1 ⊂ {1, . . . , r + s} andK2,K3 ⊂ {r + 1, . . . , r + s} are some pairwise disjoint sets. Let
g(x) =

 ∏
j∈K1∪K2
fj(x)



 ∏
r+1≤j≤r+s
j∈K1∪K3
f∗j (x)


Then C = (FqD2n)f(a), where f(x) = (x
n − 1)/g(x).
Proof. Using theorem 7 and lemmas 7–9, we see that the code C can be represented as
C =


∑
1≤j≤r
j∈K1
tjefj (a) +
∑
r+1≤j≤r+s
j∈K1∪K2
tjefj (a) +
∑
r+1≤j≤r+s
j∈K1∪K3
tjef∗
j
(a) | tj ∈ FqD2n

 .
Since efi(a)efj (a) = ef∗i (a)efj (a) = ef∗i (a)ef∗j (a) = 0 for i 6= j (see (9)), it follows that
C = (FqD2n)t(a), t(a) =
∑
1≤j≤r
j∈K1
efj (a) +
∑
r+1≤j≤r+s
j∈K1∪K2
efj (a) +
∑
r+1≤j≤r+s
j∈K1∪K3
ef∗
j
(a).
Using lemma 1 from [14], we get
t(a) = eg(a), g(x) =

 ∏
1≤j≤r
j∈K1
fj(x)



 ∏
r+1≤j≤r+s
j∈K1∪K2
fj(x)



 ∏
r+1≤j≤r+s
j∈K1∪K3
f∗j (x)

 .
Definition (9) implies that (Fq〈a〉D2n)eg(a) = (Fq〈a〉D2n)f(a); this concludes the proof of the theorem.
Remark 11. Let p(x) be a monic divisor of xn − 1, and let
K1 =
{
j = 1, . . . , r + s | (fj(x) ∤ p(x)) ∧
(
f∗j (x) ∤ p(x)
)}
,
K2 =
{
j = r + 1, . . . , r + s | (fj(x) ∤ p(x)) ∧
(
f∗j (x) | p(x)
)}
,
K3 =
{
j = r + 1, . . . , r + s | (fj(x) | p(x)) ∧
(
f∗j (x) ∤ p(x)
)}
;
then we see that p(x) is equal to f(x) from theorem 9. Therefore, there is a one–to–one correspondence between
the cyclic codes of length n, which are generated by a monic devisor of xn − 1, and pairwise disjoint sets K1 (⊂
{1, . . . , r + s}) andK2,K3 (⊂ {r + 1, . . . , r + s}).
6 Code parameters and some examples
In this section some approximate estimates of code parameters are provided. In addition, some illustrative examples
of the dihedral codes are given. Recall that the main parameters of a group code C ⊂ FqG are the length |G|, the
dimension k = dimFq (C) and the minimum distance d(C) = minc∈C,c 6=0w(c) (see section 1). If G = D2n, then the
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length and the dimension are pretty easy to find. Indeed, |D2n| = 2n, and if C is given by (17)–(19), then using (8),
(7)) and (15), we obtain
dimFq(C) =
r+s∑
j=1
dimFq (Bj) = 2

 ∑
1≤j≤r
j∈J1
deg(fj)

+

 ∑
1≤j≤r
j∈J2∪J3∪J4
deg(fj)

+
+4

 ∑
r+1≤j≤r+s
j∈J1
deg(fj)

+ 2

 ∑
r+1≤j≤r+s
j∈J2∪J3∪J4
deg(fj)

 . (29)
In addition, formula (29) and corollary 2 imply that any self–dual code in FqD2n has dimension k = n.
Using (28), we also obtain the bound d(Cext) ≤ d(C) ≤ d(Cint) on the minimum distance. In addition, since
Cint = FqD2n(Fq〈a〉D2n ∩ C), Cext = FqD2npra(C),
it follows that d(Cext) = d(Fq〈a〉D2n ∩ C), d(Cext) = d(pra(C)) (see section 1). Note that for some dihedral codes
the lower bound can be specified.
Theorem 11. Let gcd(q, n) = 1, let C ⊂ FqD2n be a dihedral code such that
P(C) =
r+s⊕
j=1
Bj , Bj =


Aj , j ∈ J1
Ij(0, 1), j ∈ J2
Ij(1, 0), j ∈ J3
Ij(−xj , 1) j ∈ J4
0, j /∈ J1 ∪ J2 ∪ J3 ∪ J4
,
J1 = J2 ∩ {r + 1, . . . , r + s} = J3 ∩ {r + 1, . . . , r + s} = ∅;
then d(C) ≥ 2d(Cext).
Proof. Theorem 7 and corollary 7 imply that a generator matrix of C can be represented as
(GC,1 SGC,1) ,
whereGC,1 is a generating matrix of a cyclic code, and S is an invertible matrix. Corollary 8 implies that a generating
matrix of Cext is of the form (
GC,1 0
0 SGC,1
)
,
this concludes the proof of the lemma.
In fact, for some codes the equality d(C) = 2d(Cext) holds. Below, we give a sufficient condition.
Theorem 12. Let gcd(q, n) = 1, letK ⊂ {1, . . . , r + s} be a nonempty set, and let C ⊂ FqD2n be a code such that
P(C) =
r+s⊕
j=1
Bj , Bj =


Ij(1, 0), (j ∈ K) ∧ (1 ≤ j ≤ ζ(n))
Ij(αj + α
−1
j , 2), (j ∈ K) ∧ (ζ(n) + 1 ≤ j ≤ r)
Ij(−1, 1), (j ∈ K) ∧ (r + 1 ≤ j ≤ r + s)
0, j /∈ K
;
then d(C) = 2d(Cext).
Proof. Note that if 2 ∤ q, then Ij(αj + α
−1
j , 2) = Ij((αj + α
−1
j )/2, 1); and if 2 | q, then Ij(αj + α
−1
j , 2) = Ij(1, 0)
(see remark 4). Theorem 11 implies that d(C) ≤ 2d(Cext). It remains to prove that there exists an element of
weight 2d(Cext) in C. Theorem 7 implies that C has a basis of the form T =
⋃r+s
j=1 B(Bj). Using lemmas 7–9 and
befj (a) = efj (a
−1)b = ef∗
j
(a)b, we obtain
1) for 1 ≤ j ≤ ζ(n):
B(Bj) = B(Ij(1, 0)) = {efj (a) + befj (a)} = {efj(a) + efj (a)b};
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2) for ζ(n) + 1 ≤ j ≤ r:
B(Bj) = B(Ij(αj + α
−1
j , 2)) = {a
i(1 + b)efj (a) | i = 0, . . . , deg(fj)− 1} =
= {aiefj (a) + a
iefj (a)b | i = 0, . . . , deg(fj)− 1};
3) for r + 1 ≤ j ≤ r + s:
B(Bj) = B(−1, 1) = {a
ibk(efj (a) + bef∗j (a)) | i = 0, . . . , deg(fj)− 1, k = 0, 1} =
{aiefj (a) + a
iefj (a)b, a
ief∗
j
(a) + aief∗
j
(a)b | i = 0, . . . , deg(fj)− 1}.
Hence any element of C is of the form P (a) + P (a)b, where P (a) ∈ Cext. Let P (a) be an element of Cext such that
w(P (a)) = d(Cext), it follows that w(P (a) + P (a)b) = 2d(Cext). The theorem is proved.
Example 1. Let q = 5 and let n = 4. Consider semisimple group algebra FqD2n. We have
x5 − 1 = ((x− 1)(x+ 1)) ((x+ 2)(x− 2)) ,
here the polynomials x−1, x+1 are auto–reciprocal, and the polynomials x+2, x−2 are a pair of non-auto-reciprocal
polynomials, i.e. r = 2, s = 1 (see (5)). Consider the code C ⊂ FqD2n, given by
C = P−1(I1(1, 0)⊕ I2(1, 0)⊕ I3(−2, 1))
(see (15) and theorem 5). Clearly, its length is 2n = 8, its dimension is 4 (see (29)), and by direct calculations we see
that its minimum distance is 4. In addition, Cout = FqD2n and d(Cout) = 1. So, C is a [8, 4, 4]5–code, such that
d(C) > 2d(Cout).
Example 2. In [10] a [18, 2, 15]11–code in the semisimple algebra F11D18 was considered. It was proved that this
code is not combinatoriallly equivalent to any abelian code, and the weight of this code is the same as that of the
best–known code of same dimension.
Example 3. Let q = 2, n = 15. Consider the non–semisimple algebra FqD2n. We have
xn − 1 =
(
(x+ 1)(x2 + x+ 1)(x4 + x3 + x2 + x+ 1)
) (
(x4 + x+ 1)(x4 + x3 + 1)
)
(see (5)). Note that r = 3, s = 1 in this case. Consider the code C1, given by
C1 = P
−1 (I1(1, 0)⊕ I2(1, 0)⊕ I3(1, 0)⊕ I4(1, 1))
(see (15) and theorem 5). Clearly, Cout = FqD2n and d(Cout) = 1. Corollary 2 implies that C is a self–dual code,
and theorem 12 implies that its minimum distance is 2. Hence C1 is a binary self–dual dihedral [30, 15, 2]–code. Let
C2 = P
−1 (I1(1, 0)⊕ I2(1, 0)⊕ I3(1, 0)⊕ I4(1, 0)) .
This code is also self–dual and dimFq(C2) = 15. Using theorem 7, we can build its generating matrix. And by direct
calculation, we conclude that d(C2) = 6.
Note that, in the other non–semisimple case, i.e. when gcd(q, n) 6= 1, in [11] the self–dual binary dihedral codes in
F2D8m was described. In particular, self–dual binary dihedral [48, 24, 12]–, [56, 28, 12]–codes were built.
Example 4. In [12] an approach to obtain non–induced dihedral codes C, for which pra(C) is a Reed–Solomon code,
was considered. Note that if pra(C) can correct up to t errors, then the decoder of pra(C) can be used to decode
C (⊂ Cext = FqD2npra(C)) if no more than t errors occur in the channel. Below we give an example from [12] of
such a code. We have
x10 − 1 = ((x− 1)(x+ 1)) ([(x− 2)(x− 6)][(x− 3)(x− 4)][(x− 7)(x− 8)][(x− 9)(x− 5)])
(see (5)). Here first two factors are auto–reciprocal, and the rest of the factor are non–auto–reciprocal, i.e. r = 2,
s = 4. Let
C = P−1 (A1 ⊕ 0⊕ I3(1,−1)⊕A4 ⊕ 0⊕ 0)
(see (15) and theorem 5). Clearly, pra(C) is a [10, 5, 6]–code, and by direct calculations, we see that C is [20, 8, 8]–
code. Hence pra(C) can correct up to 2 errors, and C can correct up to 3 errors. In addition, if no more than 2 errors
occur in the channel, then the decoder of pra(C) can be used to decode C.
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7 Conclusion
In the present paper, a generalization of the Wedderburn decomposition of FqD2n to the non–semisimple case when
gcd(q, n) = 1 was studied; both the direct isomorphism and the inverse isomorphism were described. In addition,
the description of the codes and the dual codes in this algebra was obtained; the bases, generating and check matrices
were explicitly calculated. Also the interior and exterior induced codes were introduced and studied. Finally, some
estimates of code parameters were obtained and some illustrative examples were considered.
So, the problem of algebraic description of the codes in FqD2n, gcd(q, n) = 1, was solved in this paper. However,
the problem of finding among them the codes that have fast decoders, remains to be solved. If the decoders were built,
such codes could be applied to create new code cryptosystems. Note that the results of this paper about generating
and check matrices could also be useful to analyze the security of the cryptosystems based on dihedral codes (see e.g.
[16]). It is also relevant to study other classes of groups and group algebras in order to describe the structure of these
algebras and to describe the codes over them for cryptographic applications.
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