Abstract-Although great progress has been made in automatic speech recognition (ASR), significant performance degradation still exists in noisy environments. In this paper, a novel factoraware training framework, named neural network-based multifactor aware joint training, is proposed to improve the recognition accuracy for noise robust speech recognition. This approach is a structured model which integrates several different functional modules into one computational deep model. We explore and extract speaker, phone, and environment factor representations using deep neural networks (DNNs), which are integrated into the main ASR DNN to improve classification accuracy. In addition, the hidden activations in the main ASR DNN are used to improve factor extraction, which in turn helps the ASR DNN. All the model parameters, including those in the ASR DNN and factor extraction DNNs, are jointly optimized under the multitask learning framework. Unlike prior traditional techniques for the factor-aware training, our approach requires no explicit separate stages for factor extraction and adaptation. Moreover, the proposed neural network-based multifactor aware joint training can be easily combined with the conventional factor-aware training which uses the explicit factors, such as i-vector, noise energy, and T 60 value to obtain additional improvement. The proposed method is evaluated on two main noise robust tasks: the AMI single distant microphone task in which reverberation is the main concern, and the Aurora4 task in which multiple noise types exist. Experiments on both tasks show that the proposed model can significantly reduce word error rate (WER). The best configuration achieved more than 15% relative reduction in WER over the baselines on these two tasks.
the introduction of deep neural network (DNN) based acoustic models [2] [3] [4] . These advancements have reduced the word error rate (WER) to a level that has passed the threshold for adoption in many close-talk scenarios, such as voice search on a smart phone and dictation in an office room, where the signal-to-noise ratio (SNR) is relatively high. However, these systems still perform poorly in noisy environments (e.g., scenarios with additive noise [5] ) and noise robustness is still a critical issue for making ASR systems widely adopted in real scenarios. The performance degradation problem is magnified under the distant (far-field) talking condition [6] , where signal strength is low, leading to low SNR and making the system susceptible to additive noise and reverberation.
Many technologies ( [7] [8] [9] [10] ) have been proposed to handle the difficult problem of mismatch between training and testing in the noisy speech recognition scenario, most of which can be grouped into two categories: feature enhancement (denoising or dereverberation) and model adaptation. Feature enhancement attempts to remove corrupting noise from the observations prior to recognition ( [11] , [12] ). Model adaptation methods leave the observations unchanged and instead update the model parameters to be more representative of the observed noisy speech ( [5] , [13] , [14] ). Furthermore, the combination of feature denoising and model adaptation gives additional improvement. However, most of these algorithms have been designed for the traditional GMMhidden Markov model (HMM) framework, and there are few mature approaches specifically developed for DNN-HMM systems.
The recent breakthrough of DNN based acoustic modelling has shown promising results for ASR ([3] , [4] ) even under noisy scenarios, such as the work in [15] , [16] for additive noise conditions and the work in [10] , [17] , [18] for reverberant scenarios. Linear transformation based techniques, such as linear input network, linear output network and linear hidden network, are the earliest adaptation techniques in the DNN-HMM framework [19] , [20] .
More recently, factor-aware (e.g., noise-aware [15] , roomaware [18] , speaker-aware [21] ) training based adaptation has received great attention for the DNN-HMM systems. In this adaptation framework, a good factor representation, in addition to the speech feature vector, is fed into DNNs as auxiliary information [15] , [18] , [22] . In most such systems, the auxiliary information is used to provide factor-dependent bias to the DNN so that the DNN's output depends on the factor value. I-vector, originally proposed for speaker recognition [23] , can be directly used as speaker and channel representation for factoraware DNN adaptation [22] , [24] . In [25] a speaker code is used and jointly optimized along with the DNN. In noise-aware [15] and room-aware training [18] , the average noise vector and T 60 value are used as factor representations, respectively, to indicate the noise and room conditions. Multiple factors are extracted with joint factor analysis [26] or vector Taylor series expansion [27] and used in [28] .
In current factor-aware methods, a factor representation, that is constant with regard to the speaker or utterance, has to be explicitly estimated before adaptation happens for both training and testing. The factor extraction process can be completely independent of the recognition task such as in [15] , [22] , [24] , or highly coupled with the recognition task as in [25] . In either way, it introduces significant latency since the factor representation can only be reliably estimated after observing enough speech frames, which in most cases is the whole utterance.
In contrast to the conventional factor-aware training methods described above, In this work, we develop a DNN based approach to extract multiple factor representations. The extracted factors are integrated into and used to adapt the main DNN that conducts speech recognition. At the same time, the hidden layers in the main DNN are also fed into and used to adapt the factor extractors. The model parameters of all the factor extractors and the main DNN are jointly trained under a multi-task learning framework. Unlike aforementioned works, in our proposed adaptation framework factor representations are dynamically estimated (and thus different) after observing each speech frame in the same pace speech recognition happens. There is no separate factor extraction process to extract the per utterance or per speaker session constant factor.
Moreover, the new proposed neural network based multifactor aware joint training can easily be combined with the traditional factor-aware training that uses explicit factors, such as i-vector, noise energy and T 60 value etc, and complementary improvement can be obtained within this highly integrated factor-aware training, which can utilize all types of information factors. We evaluate our proposed approach on the two most interesting tasks for robust speech recognition: noisy speech recognition with additive noise and distant speech recognition in a reverberant scenario (where the speech signals are captured by microphones located farther away from the speaker). The results show that promising performance can be achieved on both tasks with the proposed new architecture.
The remainder of the paper is organized as follows. In Section II the conventional DNN-HMM hybrid system is revisited, and the basic structure, training criteria, and optimization procedure are discussed. In Section III we introduce the novel integrated adaptation framework with neural network based multi-factor aware joint training, and describe factor extraction, factor integration and joint multi-factor aware training in detail. Section IV presents the final highly integrated factor-aware training which combines the DNN based implicit factors with the traditional explicit factors in one architecture. We report experimental results in Section V for the reverberant scenario and Section VI for the additive noisy scenario, respectively. We conclude the paper in Section VII.
II. DNN-HMM HYBRID SYSTEM
In this section, the basic DNN-HMM hybrid system with the standard training scheme is briefly introduced. In HMMs, an important set of parameters are state output probabilities. In a GMM-HMM, these probabilities are modeled by multiple Gaussian mixture models. However, in DNN-HMM hybrid systems, they are modeled as
where a t is the observation vector of frame t and s is the index of the context-dependent state. The conditional probability p(s|a t ) is modeled by a DNN. A DNN is a feed-forward multi-layer perceptron with many hidden layers. For layers 1 ≤ l ≤ L in a DNN with L hidden layers, an element-wise nonlinear activation function σ (such as sigmoid, tanh or relu) is applied to map each unit's total input x l,i from the previous layer to this layer's output as
where o 0 (t) = a t is the input feature. For convenience we will omit (t) in the subscript. The output layer o L +1 , which is the conditional probability p(s|a t ), is calculated with a softmax function as
The equations used in the DNN forward computation are summarized below:
where W (l) and b (l) are the weight matrix and bias vector of layer l respectively.
A DNN is trained with the standard back propagation (BP) algorithm with stochastic gradient descent (SGD). The objective function is the cross entropy (CE)
over all frames for the acoustic model in speech recognition, where T is the number of frames, d i (t) = 1 when i is the index of the ground-truth context dependent state for frame t, and
is the output vector of the DNN given input o 0 (t) = a t .
In the BP algorithm we need to compute the gradient of the CE with respect to input activations and the weight matrix at each layer.
1) For the output layer, the gradient with respect to input activations is Fig. 1 . The structure of the factor extractors, each of which is a four-layer DNN with a bottleneck layer in the middle. The speaker and phone extractors are trained using the cross-entropy (CE) criterion and the environment-factor remover is trained using the mean square error (MSE) criterion to construct clean features from the original corrupted features.
2) For the layers
where · indicates the dot product between two vectors. The gradient of the CE with respect to the weight matrix can be easily obtained as
The gradient of the CE with respect to the bias can be similarly obtained.
III. MULTI-FACTOR AWARE JOINT TRAINING
In contrast to the basic DNNs described in Section II, which is one single module composed of multiple layers, the proposed model is a structured model which integrates several different functional modules into one computational deep model. In this section, we describe the factor extraction, factor integration and architecture optimization in the proposed neural network based multi-factor aware joint training for robust speech recognition.
A. Factor Extraction
Whereas some models encode the auxiliary information as a constant vector across the whole utterance or speaker session, the factor representations in our proposed framework are dynamically estimated using a DNN. Our work is inspired by the previous works which have used DNNs to extract speaker representation and have achieved good performance on both speaker [29] , [30] and speech recognition [31] [32] [33] [34] . Here, we extend this basic idea to extract not only speaker representation but also phone and environment representations, which are believed to be helpful for acoustic modelling.
The structures of the factor extractors are illustrated in Fig. 1 . Each factor extractor is a four-layer DNN with a bottleneck layer in the middle. The output of the bottleneck layer is used as the representation of one specific target factor the DNN is trained for. For different factors, different targets and objective functions are used for model optimization. More specifically, the speaker and phone labels are used in speaker and phone factor extractors, respectively. These two DNNs are discriminative models and are trained to differentiate among speakers and phones. They are optimized using the CE criterion, and the related objective functions are denoted as E spk (θ) for the speaker factor and E phn (θ) for the phone factor:
where θ represents the parameters in these factor DNNs, including all the weight matrices and bias vectors. D The synchronized parallel data (close-talk and far-field speech for the reverberant situation and clean and noisy speech for the additive noise scenario) are utilized to learn an environmentremover representation. This DNN takes the corrupted feature as the input and the clean feature as the reference target. In other words it is trained to learn the transformation from the noisy corrupted feature to the clean feature. We believe that this learned transformation encodes knowledge to remove room-dependent information related to reverberation or the noise-dependent information related to the additive noise. This environmentremover is a regressive model, and the minimized mean squared error between the DNN outputs and the reference clean features is used to optimize the parameters. The specific objective function is
where θ represents the parameters in the environment factor DNN, x t and x t are the t th frame vector of estimated and reference clean features, respectively, in E mse (θ).
B. Factor Integration
The way these DNN-based factors are integrated affects the effectiveness of the proposed model. The extracted factor representations can be fed into the input layer (similar to the way the augmented features are used in [15] , [18] , [22] ), the hidden layer, or the output layer to aid the main ASR DNN to conduct speech recognition. In addition, information from the main ASR DNN can help extract better factor representations. Fig. 2 shows an architecture example in which all the factors are fed into the output layer of the main ASR DNN while the hidden layer output of the main ASR DNN is fed as feedbackinformation into the factor extractors. This later information flow, named cross-connections in this paper, is shown as the red line in Fig. 2 and it is novel and effective. With this design of factor integration and cross-connection, the main ASR DNN and factor extractors can benefit from each other and improve the final speech recognition performance, similar to that of the prediction-adaptation-correction RNN [35] .
C. Joint Multi-Factor Aware Training
Different from the normal deep model presented in Section II, which only has one single module and one optimization target, the proposed new architecture is more complex and has multiple optimization targets from the main ASR DNN and the factor extraction DNNs. Accordingly a new training strategy is needed. The model parameters in both factor extractors and the main ASR DNN are jointly learned under the multi-task learning framework [36] , [37] from a randomly initialized model. More specifically, the objective function
for the proposed model is a weighted sum of four criteria: the CE criterion E asr (θ) used for the senone classification in the main ASR DNN, the CE criterion E phn (θ) for the phone factor extraction, the CE criterion E spk (θ) for the speaker factor extraction, and the MSE criterion E env (θ) for the environmentfactor remover. θ represents all the DNN parameters. λ 1 , λ 2 , and λ 3 , which are set to 0.1, 0.1, and 0.01 in our study, are the mixing weights for the three factor extractors. The mixing weights λ in Equation (16) are important for the multi-task learning. They serve two purposes: determine how much attention the secondary tasks should get and/or make the dynamic range of all criteria comparable. In our implements, it is observed that when setting λ 1 , λ 2 , and λ 3 to 0.1, 0.1, and 0.01 respectively, the value ranges of the error signals from all the four tasks (main ASR DNN & three factors) are comparable and fall into the same range. The gradients with respect to the parameters need to be calculated according to this new objective function, and then the SGD based BP algorithm is applied to train the model.
It is necessary to clarify the difference within the multi-task DNN learning and our proposed multi-factor aware DNN: the multi-task DNN learning and the proposed multi-factor aware DNN both optimize multi-objective training criteria. However, the motivation and the network structure are quite different in two models. In the multi-task learning DNN all the lower hidden layers are shared across all the tasks and there are typically multiple output layers, one for each task, on top of the shared hidden layers. The motivation is to improve the generalization ability of the main task with constraints from the secondary task or with additional data from the secondary task. The proposed multi-factor aware DNN, however, uses completely different architectures where additional factors are integrated into the main DNN and jointly learned with the rest of the network. The way factors are representation and integrated and information is exchanged with cross-connections are novel.
The multi-task joint learning proposed here is another key difference between our approach and prior work that use DNNs to extract information representation. For example, in [31] , [32] the authors first trained a DNN to extract a speaker code and then optimized the main ASR DNN with the speaker representation extractor fixed. In contrast, in our approach the factor extractors and the main ASR DNN are tightly coupled into one integrated framework and jointly optimized. There is no explicitly separated factor extraction and adaptation stage in both training and decoding. During decoding, only the senone softmax layer is needed which can be easily computed using a conventional feed-forward algorithm.
IV. INTEGRATING WITH TRADITIONAL FACTOR-AWARE TRAINING
As stated previously, traditional factor-aware training normally uses a constant factor representation with regard to the speaker or utterance, which needs to be explicitly estimated before adaptation for both training and testing, e.g. the i-vector in speaker-aware training, noise energy in noise-aware training and T 60 in room-aware training. In this kind of adaptation framework, the pre-computed factor, in addition to the speech feature vector, is normally fed into the DNNs as auxiliary information [15] , [18] , [22] , and the improvement can be observed in this traditional factor-aware training.
Within the new proposed neural network based multi-factor aware joint training, these traditional factors extracted using existing techniques are not ruled out. We can still easily combine the conventional factors into the new architecture. As shown in Fig. 3 , the normal factors, such as i-vector, T 60 value, noise energy and speaking-rate, can be used as auxiliary features, which are concatenated with the raw acoustic feature to form the new model inputs fed into both main ASR DNN and factor extractors. This is the final proposed model architecture, with highly integrated factor-aware training that combines the DNN-based multi-factor and traditional factors into one entire structure. This design can benefit from all types of factors for robust speech recognition.
V. EXPERIMENTS ON THE REVERBERANT SCENARIO
Distant speech recognition in a reverberant scenario is one main concerned condition for robust speech recognition. The proposed approach was evaluated on this scenario first.
A. Experimental Setup and Baseline Systems
A series of experiments were performed on AMI corpus, which contains around 100 hours of meetings recorded in specifically equipped instrumented meeting rooms at three sites in Europe (Edinburgh, IDIAP, TNO) [6] . Acoustic signal is captured and synchronized by multiple microphones including individual head microphones (IHM, close-talk), lapel microphones, and one or more microphone arrays. For the distant speech recognition in this work, the condition using the single distant microphone (SDM, the first microphone in the primary array) is evaluated. Our experiments adopted the suggested AMI corpus partition that contains about 80 hours and 8 hours in the training and evaluation sets, respectively [17] .
In this work, we exploited Kaldi [38] for building speech recognition systems and CNTK [39] for training our new DNN architectures. We first followed the officially released Kaldi recipe to build an LDA-MLLT-SAT GMM-HMM model. This model uses 39-dim MFCC features and has roughly 4K tiedstates and 80K Gaussians. We then use this acoustic model to generate the senone alignment for neural network training. In the DNN-HMM systems, 40-dimensional log mel-filter bank features with delta and delta-delta are used. The DNN input layer is formed from a contextual window of 11 frames or 1320 units. The DNN baseline has 6 hidden layers with 2048 Sigmoidal units in each layer. The networks are trained using the SGD based BP algorithm, with minibatch size of 256. For decoding, we used the 50K-word AMI dictionary and a trigram language model interpolated from the one created using the AMI training transcripts and that using the Fisher English corpus. During the decoding we followed the standard AMI recipe and did not rule out overlapping segments. About 10% absolute WER reduction can be achieved if we don't consider these segments.
Besides the standard full training set, a randomly selected 10K-utterance subset (about 10 hours) is used for fast model training and evaluation. The training procedures and test sets are identical in the sub-and full-set experiments. Since the IHM and SDM data are synchronized and the quality of the IHM data is much higher than that of the SDM data, we trained another SDM baseline using the IHM model generated senone alignment. The performance of these two baselines, which are comparable with other works [17] , [40] , are presented in Table I . The more accurate alignment is more helpful for distant speech recognition.
B. Evaluation of the Proposed Strategies
The proposed integrated adaptation with neural network based multi-factor aware joint training is evaluated in this subsection. In all the experiments reported below we used the IHM alignment since it is better than the SDM alignment as shown in Table I and since the IHM data are also used to train the environment-factor remover. The same 1320-dim contextually expanded FBANK features are used as the inputs for both the main ASR DNN and factor extractor DNNs. The main ASR DNN is configured to have 6 hidden layers with 2048 units per layer. All the factor extractors have 4 hidden layers with the 100 dimension bottleneck in the third layer. The output dimensions of all the modules are shown below: 1) Main ASR DNN: with 4K units, which is the number of senones in the HMM model. 2) Speaker factor: with 547 units, which corresponds to the number of speakers in the AMI training set. 3) Phone factor: with 176 units, which is the number of position-dependent phones in AMI dictionary. 4) Environment-factor remover: with 1320 units, the same size as the input feature vector since it tries to estimate the close-talk context-expansion FBANK features. With this model size configuration, the entire architecture is trained following the multi-task learning procedure described in Section III.
We first compared the performance of systems in which only one DNN-based factor is used and the factor representation is integrated at input, hidden, and output layers of the main ASR DNN. The results achieved using the 10k-utterance SDM subset The IHM generated alignment is used in all setups. Different factor-integration layers are investigated. The IHM alignment is used in all setups.
are illustrated in Table II . From the table we can observe that all factors are helpful when they are used alone no matter which layer they are integrated to. This demonstrates that the neural network based factor extraction is effective for the distant speech recognition task we evaluated. On the other hand, at which layer the integration happens does matter. In fact, integrating the factors at the output layer consistently and significantly outperforms the system where the integration happens at the input and hidden layers. This is likely because at the output layer the factors can have more direct effect to the estimated posteriors. Among the three factors, the environment-remover representation, which is believed to be especially important for the reverberant scenarios, seems to perform best, although the difference is not significant when integrated at the output layer.
We then investigated the efficacy of adding the crossconnection in the architecture. Since the best integration position is the output layer, we added the cross-connection only to that model configuration. The results on the 10k-utterance SDM subset are presented in Table III . These results clearly show that adding cross-connections can provide consistent improvements for every factor. This confirmed our conjecture that with this The IHM alignment is used in all setups. Pregen-Factor indicates the pre-generated traditional factor.
cross-connection the main ASR DNN and the factor DNNs can benefit from each other. We further integrated the multiple factors into one framework to build the final multi-factor aware joint learning architecture. As shown in the bottom rows of Table III, significant improvement can be obtained with multi-factor integration compared to the single-factor integration. Compared to the baseline trained using the IHM alignment, our proposed multi-factor assisted aware joint training method achieves 8% relative reduction on WER.
As we mentioned in Section IV, our proposed approach utilizes the neural network based factors for factor-aware training, and this can also be combined with the traditional non-NN based factors to form a more integrated multi-factor aware training architecture. In this work, the conventional speaker-aware training using i-vector and room-aware training using T 60 are integrated into the proposed framework.
For the speaker-aware training, we extract a 128 dimensional i-vector for each speaker using a 2048-component GMM and concatenate the i-vector with the raw acoustic feature as the inputs to both the ASR DNN and the factor extractor DNNs (shown in Fig. 3 ). For the room-aware training, T 60 is used as the characterization of reverberation, which is related to the room. It is one measurement of the room, although the acoustic environment still varies a lot on the same T 60. T 60 reflects the time it takes the energy of an impulse to decay 60 dB, and can be easily measured from a measured room impulse response by plotting its energy decay curve. Followed the method in [18] , which also uses T 60 as the room-related representation, we use this feature in our experiments and make it as another augmented auxiliary feature. The results using both DNN-based multi-factors and traditional factor are summarized in Table IV . These results show that both the new proposed neural network based multi-factor aware joint training and the conventional factor-aware training can achieve substantial gains, and every factor type is useful for the distant speech recognition. Moreover these two kinds of factors are also complementary, and an additional improvement can be obtained by integrating either i-vector or T 60 into the DNN-based multi-factor aware joint training architecture.
Finally, the proposed neural network based multi-factor aware joint training using the best structure and configuration is evaluated on the full AMI SDM corpus, and the results are listed in Table V. The conclusion on the full corpus is consistent with that on the subset in Table IV : significant gain can be observed when using basic DNN-based multi-factor aware joint training and an additional improvement can be obtained when further integrated the conventional knowledge, such as i-vector and T 60. Overall, on the SDM full set we reduced the WER from 58.8% to 55.9% by using the IHM generated alignment, and further reduced it to 50.0% with the proposed approach. This translates to 15% and 10% relative error reduction over the baselines using the SDM and IHM alignments, respectively.
VI. EXPERIMENTS ON THE ADDITIVE NOISE SCENARIO
In this section, the proposed approach is evaluated under the additive noise scenario, which is another interesting scenario for robust speech recognition.
A. Experimental Setup and Baseline Systems
The experiments were performed on Aurora 4 ( [41] ). Aurora 4 is a medium vocabulary task based on the Wall Street Journal (WSJ0) ( [42] ), and there are about 15 hours of data. It contains 16 kHz speech data in the presence of additive noises and linear convolutional distortions, which were introduced synthetically to clean speech derived from WSJ0 database. Two training sets were designed for this task: one is the clean-condition training set consisting of 7138 utterances from 83 speakers recorded by the primary Sennheiser microphone, and the other is the multicondition training set also comprising 7138 utterances, which is time-synchronized with the clean-condition training set. One half are recorded by the primary Sennheiser microphone and the other are recorded by one of a number of different secondary microphones. Both halves include a combination of clean speech and speech corrupted by one of six different noises (street traffic, train station, car, babble, restaurant, airport) at 10-20 dB SNR.
The evaluation set is derived from the WSJ0 5K-word closed vocabulary test set which consists of 330 utterances from 8 speakers. This test set was recorded by the primary microphone and a secondary microphone. These two sets are then each corrupted by the same six noises used in the training set at between 5-15 dB SNR, creating a total of 14 test sets. Notice that the types of noise are common across training and test set but SNRs of the data are not. These 14 test sets can then be grouped into 4 subsets: clean, noisy, clean with channel distortion, noisy with channel distortion, which are referred to as A, B, C, and D.
As with the experiments on AMI, the Kaldi [38] and CNTK [39] toolkits are used for the speech recognition building and neural network training on Aurora 4 respectively. A GMM-HMM system was firstly built to generate the alignments for the DNN-HMM training. This system consisted of contextdependent HMMs with 3K states and 16 Gaussians per state trained using maximum likelihood estimation. The input features were 39-dimensional MFCC features (static plus Δ and ΔΔ features) and cepstral mean normalization was performed.
After the GMM-HMM building, forced-alignment was performed to get the senone labels. Decoding was performed with the task-standard WSJ0 bigram language model. The DNN-HMM baseline was constructed using 40-dimensional log mel filterbank features with first and second-order derivative features, and utterance-level mean normalization was used. The input layer was formed from a context window of 11 frames creating an input layer of 1320 units for the final DNN. Two baseline scales were built: one had 6 hidden layers with 2048 Sigmoid units in each layer, and the other was slightly larger with 2560 nodes in each layer (this designed baseline is used for the more fair comparison to the proposed architecture with comparable parameters). The softmax output layer had 3K units, corresponding to the senones of the previous GMM-HMM system. The networks were trained using the SGD based BP algorithm, with minibatch size of 256.
Similar to those in AMI using IHM for better alignment generation, alignments were also generated using the synchronized original clean data. The performance of these baselines are presented in Table VI . It is observed that although the basic DNN system achieved a good WER on the clean set (A), the large degradations exist on all other noisy sets (B, C and D). Better alignment improves results, and larger improvements can be obtained especially on the noisy sets B, C and D. Comparing within the different model scales, simply increasing the hidden nodes in the model only gives very small improvements.
B. Evaluation of the Proposed Model
The proposed model was then evaluated. In all the experiments reported below we used the clean alignment since it is better than the multi-condition alignment as shown in Table VI and since the clean data were also used to train the environment-factor remover. The same 1320-dim contextually expanded FBANK features were used as the inputs for both the main ASR DNN and factor extractor DNNs. The main ASR DNN was configured to have 6 hidden layers with 2048 units per layer. All the factor extractors have 4 hidden layers with the 100 dimension bottleneck in the third layer. The output dimensions of all the modules are shown below: The clean data generated alignment is used in all setups. Different factor-integration layers are investigated.
1) Main ASR DNN: with 3K units, which is the number of senones in the HMM model. 2) Speaker factor: with 83 units, which corresponds to the number of speakers in the Aurora4 training set. 3) Phone factor: with 350 units, which is the number of position-dependent phones in the dictionary. 4) Environment-factor remover: with 1320 units, the same size as the input feature since it tries to estimate the clean context-expansion FBANK features. With this model size configuration, the entire architecture was trained following the multi-task learning procedure described in Section III.
The individual DNN-based factor integrated at the different positions of the main ASR DNN was first evaluated for the Aurora4 task. The results are shown in Table VII . It can be observed that all factors are effective especially when they are integrated into the hidden layer or output layer of the main ASR DNN. Close to 10% relative improvement can be obtained by each factor for this noisy scenario, with more improvement on the noisy set B, C and D. Moreover integrating these NN-based factors at the input layer gets nearly no gain or even degradation compared to the baseline. Although the results of the hidden layer integration are slightly better than the output layer on subset B, the output layer integration is particularly useful for the most difficult subset D. Accordingly it seems that output layer integration is still the best which is consistent with the observation from the reverberant AMI task.
The effectiveness of the cross-connection in the proposed architecture was also investigated. Cross-connection was added by connecting the DNN-based factors to the output layer of main ASR DNN, and the results are illustrated in Table VIII . A significant and consistent WER reduction can be obtained from cross-connection for each factor, similar to that in the AMI task. This once again demonstrates the rationality and superiority of our design on this information mutual exchange mechanism. The results of the multi-factor aware training model, presented as the bottom rows of Table VIII, show that the proposed architecture achieves close to 15% relative gain on the Aurora4 task, and all the subsets are improved significantly especially on the noisy conditions B, C and D. The clean data alignment is used in all setups. Finally the proposed novel architecture integrated with the traditional factor-aware training, described in Section IV, was applied on the Aurora4 task. In this scenario, the conventional speaker-aware training using i-vector and noise-aware training using noise energy were integrated into the proposed framework.
For the speaker-aware training, we extracted a 100 dimensional i-vector for each utterance using a 2048-component GMM and concatenated the i-vector with the raw acoustic feature as the inputs to both the ASR DNN and the factor extractor DNNs, as shown in Fig. 3 . For the noise-aware training, subband based noise energy, proposed in our previous work [43] , was used as the noise representation. Noise energy was estimated using the first and last 10 noise frames of each utterance. We used this noise-code as the second augmented auxiliary feature in this situation. The results using both DNN-based factors and traditional factors are summarized in Tables IX and X for these two kinds of factors individually. The results show that both conventional factors are effective for the robust speech recognition, and the improvement from this traditional model can also be transferred to the new proposed model structure. These two non-DNN based conventional factors are complementary to the DNN-based factors, and an additional improvement can be obtained by integrating either i-vector or noise code into the DNN-based multi-factor aware joint training architecture. It is noted in Table IX , the output layer integration is also tried for the speaker-aware training using i-vector, however it is observed that the other integration position for traditional factors get no more gains.
Overall, the best system using the neural network based multifactor aware joint training integrated with i-vector achieved 9.10% average WER, which translates to 18% relative improvement compared to the baseline. Another observation is that most of the gains are from the three noisy subsets B, C and D. This indicates the effectiveness of our proposed model on noise robust speech recognition.
VII. CONCLUSION
In this paper we have proposed a novel factor-aware training framework using neural network based multi-factor for robust speech recognition. Several useful factors, including speaker, phone and environment, are explored for the scenarios with additive noise and reverberation. In contrast to the normal DNN acoustic model with only one single module, the new proposed architecture is a structured model which integrates several functional modules into one computational deep model. Factor DNNs are used to extract factor representations, which can be integrated with the ASR DNN. In this unified framework, the factors are fed into the main ASR DNN and the hidden layer of the main ASR DNN is fed into the factor extractors so that they benefit from each other. Different from previous works in which all the modules are trained separately, in our proposed approach all the DNN parameters are jointly optimized under the multi-task learning framework. In addition, our approach requires no separation of the factor estimation and adaptation stages in both training and decoding, and both factor estimation and adaptation are embedded inside the framework. We observe that the best result is achieved when the DNN-based factors are integrated to the main ASR DNN at the output layer, and adding the cross-connection from the main ASR DNN to the factor extractors helps further.
This novel architecture can also be easily combined with the traditional factor-aware training which uses the explicit factors, such as i-vector, noise energy and T 60 etc, and can achieve additional gain. The final highly integrated multi-factor aware joint training architecture obtains more than 15% relative reduction on WER for both the reverberant AMI task and multiple noise corrupted Aurora4 task.
