Abstract-The estimation of rigid-body 3-D motion parameters using point correspondences from a pair of images under perspective projection is, typically, very sensitive to noise. In this paper, we present a novel robust method combining two approaches: 1) the SVD analysis of a linear operator resulting from the feature points and the displacement vectors and 2) a modified version of the well-known weighted least-squares method proposed by Huber in the context of robust statistics. We give a detailed rank analysis of the involved linear operator and study the effects of noise. We also propose a robust method guided by the structure of this operator, using weighted least squares and data partitioning. The method has been tested on artificial data and on real image sequences showing a remarkable robustness, even in the presence of up to 50% outliers in the data set.
I. INTRODUCTION
T HE ESTIMATION of rigid-body 3-D motion parameters from two (or more) images of an image sequence has been studied extensively in the past. The beginning of these efforts can be traced back to the 1970's, when Ullman [1] proved that three views are necessary to recover motion from an orthographic camera projection model. Later, Roach and Aggarwal [2] found that two views are enough to estimate motion from a full perspective projection. Since then, many other methods were developed with different degrees of success.
Although several methods approach the problem using linear equations, a better problem formulation is achieved using nonlinear systems [3] . Those nonlinear equations are solved recursively. In general, due to the complexity of the problem, the final estimation of these methods depends on the initialization of the system. So, a large error occurs when the a priori information yields a wrong initial guess.
have shown that the rigid-body motion parameters can be recovered from point correspondences by solving a linear system of equations. Unfortunately, such techniques are very sensitive to the noise introduced by various sources, such as matching errors, pixel quantization, etc.
The variety of the developed 3-D motion estimation methods is impressively rich. Some alternative approaches proposed include: 1) to use more frames [9] , [10] ; 2) to use quaternion representation [11] ; 3) to use genetic algorithms [12] ; 4) to assume orthographic projection [13] ; 5) to use region alignment [14] ; 6) to use neural networks [15] ; 7) to use polar decomposition [11] ; and 8) to use Hough transform [16] .
Generally, the pure motion information extracted from an image sequence is well described by a vector field. Each vector represents the displacement of a pixel from one image to the other. The vector field is the input of many 3-D motion-estimation methods. In reality, pixel displacement does not always correspond to real motion, but can be created by illumination changes. Therefore, the vector field is known as the optic flow field. The determination of such a field is an illposed problem, and the solution is rarely unique and stable. The problem can be treated as a global minimization problem in order to achieve a dense vector field [7] , [17] or as an image feature-matching problem seeking points correspondences [4] , [5] , [18] , [8] or lines correspondences [19] , [20] , generating a sparse vector field.
The goal of dense vector-field methods is to find correspondences for every image pixel. However, the estimation of such a vector field is not easy, due to the nature of the minimization function which contains many local minima. As a consequence, the minimization process may not yield the optimum solution. Sparse vector-field methods are based on the extraction of selected image features (points or lines) from the scene. Imperfect feature extraction results in wrong correspondences and corrupted datasets, which greatly affect the final 3-D motion estimation. Various adjustments of the problem are made using smoothness constraints [21] , [22] , but the proposed solutions are far from perfect.
Typically, motion-estimation methods suffer from instability due to quantization noise, measurement errors, and outliers in the input datasets. Outliers occur in the feature-matching process due mostly to occlusions. The introduction of additional a priori constraints is a common solution, but the price is the decrease of the application range.
The contribution of robust statistics as presented in the early 1980's by Huber [23] to the solution of the instability problem is of major importance. Scientists discovered in robust statistics a powerful tool to overcome the machine vision problems. The collaboration of robust statistics and computer vision has been applied in optic flow estimation [24] , motion segmentation [25] , 3-D motion estimation [12] , and 3-D object recognition [26] .
The basic idea in robust statistics is the use of the residual information in a weighted least-squares system. Each measurement contributes to the estimation process according to its weight that reflects the confidence of the system in this measurement. Recursively, inconsistent data (outliers) receive decreasing confidence, whereas data consistent with the underlying model retain or increase their confidence. Eventually, the data with the highest confidence contribute most at the estimation of the hidden parameters.
In this paper, a new robust scheme is introduced and tested in a method for the estimation of 3-D rigid-body motion parameters from noisy point correspondence data with outliers. The work is an extension of our previously published work exploring the total least squares (TLS) motion estimation [27] , [28] . The proposed motion approach is the two-frame point-correspondence perspective projection problem, which is simple and at the same time has practical application. The noise and outliers problem is attacked by splitting the data set in smaller subsets and combining the properties of the resulting submatrices with the properties of the desired solution vector in order to obtain our estimate.
The paper is organized as follows. The 3-D motion estimation is presented in Section II. An unknown vector from the motion parameters is generated and estimated from a linear system. The robust motion estimation process is presented in detail in Section III. Section IV presents results of the proposed method applied on artificial examples and real images. Concluding remarks can be found in Section V.
II. 3-D MOTION ESTIMATION

A. Statement of the Problem
Let us consider a 3-D scene with a 3-D rigid moving body and a camera tracking the scene. The camera optical axis and the -, -axes of the 2-D camera image plane forms a 3-D coordinate system. If , are the 3-D points of the object, then the perspective projection of these points on the image plane of the first camera position is given by the expressions (1) where is the focal length of the camera.
As the object undergoes a motion defined by the rotation angular vector and the translation vector , the 3-D point undergoes the transformation where is the rotation matrix created from . The new perspective projections are (3) So, the displacement of every pixel from the first image to the second denotes the motion of the object. We have (4) (5) for . Our goal is to estimate both the rotation vector and the translation vector based on a set of feature points and their displacements . Alternatively, the input data can be the image coordinates of the extracted pixels in both frames.
B. Problem Formulation
1) The Noise-Free Case: If we assume that: 1) the translation component along the direction is much smaller than the 's; 2) the rotation components , , , are small (say, less than 5 ); and 3) the field of view of the camera is small, then we can write (6) (7) Further details of the approximation can be found in [29] . The displacement ( ) defined in (4) and (5) is not exactly the same as the one calculated by the simultaneous solution of (6), (7) for . A source of noise in the input data is generated by this approximation. In this section, we shall assume that the error incorporated in the system from this noise source is negligible. The resulting estimation is a monoparametric family of solutions of the form (8) where is a factor indicating is an ambiguity with respect to the size of the translational component and depth.
Eliminating from (6) and (7) leads to the following linear equation [30] : (9) where we define the nine-parameter auxiliary vector (10) composed of the six free unknown parameters. We also define the matrix as follows: (11) which is composed of the measurement data ( , ) and the feature points ( , ). Zhuang et al. also found a similar linear system in [6] .
Note that vector has nine elements but only six free parameters: the translation and rotation parameters. It follows that there are three independent constraint equations involving the elements of : (12) (13) (14) The study of the matrix yields three distinct cases [30] . a) : If the object in the scene undergoes a pure translation then the system becomes very simple and the solution trivial. Equations (6) and (7) are simplified to (15) (16) Eliminating yields (17) Equation (17) is true for all ; so, the problem can be solved using as few as point correspondences. For , we have an over-determined system of linear equations from which can be estimated using a least-squares approach. It is worth noting that (17) implies that the first three columns of are linearly dependent and also . b) or is constant: If for all , then due to the depth ambiguity, can be set equal to any constant (let us say ) without loss of generality. In this case, (6) and (7) are linear with respect to the unknowns , , , , , and , and the solution is straightforward.
In addition to that, the first three columns of are linear combinations of columns . Indeed (18) and (19) ( 20) It follows that . By the same token, it is straightforward to show that if [use equations similar to (18)- (20) with ]. c)
, and not constant: This is the general case where the object undergoes both translation and rotation. It can be shown that . Consider one observation of the matrix system (9) The same equation is true for every observation in matrix . So columns are linearly dependent and . The SVD analysis of is the tool for estimating . The requested is associated with the null space of , i.e., it is proportional to the least significant left singular vector of [30] .
2) The Noise Model: The described solution in the previous chapter is valid in an error-free experimental environment. In real data, we have multiple sources of noise. In this section, the error sources of the system will be examined and formulated. In general, we can describe three different types of errors. a) Measurement noise: The input data are the image coordinates and the displacement vectors . The measurement noise applies only on the dispacement vectors and and it is due to the errors produced by the feature-matching process.
b) Approximation error: The true displacement vectors presented in (4) and (5) are only approximated by (6) and (7), based on the three assumptions made in Section II-B-1. It follows that the right-hand side of (9) is not exactly zero. Frequently, the approximation errors embedded in (6) and (7) are modeled by additive white-Gaussian noise [12] . However, such a model is not completely suitable for the problem at hand for reasons that will be explained shortly. A number of tests were performed to quantify the incorporated error due to the approximations using different motion models and virtual camera parameters. One hundred 3-D points were taken randomly in a box where and . The virtual object was moved according and (the rotation angles are counted in degrees). We gave, different values to and examined the validation of the assumptions. As shown in Table I , when the object is close to the camera the noise created by the assumptions is very large (85% in our example). As the virtual object is placed farther from the camera, the error becomes insignificant. The assumptions also depend on the values of and the . Similar experiments to the one presented in Table I can be made using different values for the above motion parameters to quantify the validation of the assumptions.
c) Quantization noise: The perfect displacement in (4) and (5) assumes infinite data precision. There is, however, a fundamental limit in the feature-matching process which is based on digitized images with finite resolution. The nonzero pixel size introduces quantization errors in the feature positions , , and consequently in the measurements . Assuming square pixels of size , the quantization model is round . Therefore, after digitization the real data become
In Fig. 1 , the relation between the quantized displacement and the pure dispacement is presented, where are the perfect displacements given by (4) and (5), and are the displacements after the assumptions as described in (6) and (7) .
The generated system (9) is an approximation of the true equations; hence, the displacement vectors , , used in this system, are theoretical values that cannot be calculated. Instead, the quantized displacement vectors , are inserted, and so an unknown sum of noise is injected in the system by the replacement of , by , .
3) The Influence of Noise: It has been observed that the motion estimation methods based on the linear approximations (6) and (7) are very sensitive to noise. In this section, we focus only on the errors introduced by the motion estimation process and not by the feature-matching pre-processing. Hence, the only sources of noise that we consider here are those introduced by the linear approximation of the displacement vector and the ones introduced by finite pixel resolution. Measurement error will be treated in Section III.
Diamantaras and Strintzis in [30] studied the behavior of matrix in the presence of different noise levels. As was described in the noise free case, the ninth singular vector of yields perfect estimates of the translation and rotation parameters. Small amounts of noise did not decrease the quality of the estimation. On the other hand, it was found that when the noise overpasses a certain threshold, the ninth singular vector is no longer a good estimate of . Instead, the eighth singular vector is closer to the vector , although the quality of the estimate is not as good. Increasing the noise level reveals a second threshold above which the seventh singular vector is the closest to , but the estimation given by the seventh singular vector is not of good quality.
This interesting phenomenon was not explained so far. An attempt to do so is presented next. First, observe that noise affects only the first three rows of , as it affects only the displacement vectors.
Another interesting property is that noise is proportional to data. The same amount of noise injected into different datasets will give different estimations. So if the quantization level is stable, the estimated solution depends on the noise-free data.
4) Signal-to-Noise Ratio (SNR):
Consider two objects with the same dimensions undergoing the same motion model. The object closer to the optical axis will have smaller than the other. As a consequence, the matrix of the first object will be more affected from the quantization noise than the other. The estimation of depends on the distance of the object's projection from the optical center.
Let , be projection points on the -axis and let be the quantization step. The quantized point round involves an error term which follows the uniform distribution with variance . Similarly, the variance of the quantization error on the -axis is and so the SNR is where . Assuming that all the points are in the same radius , we get At this point, we ignore the measurement error and focus only in the quantization error. In this case, it is clear that the SNR level is a function of the distance of the point projection from the optical center. Since it has been observed that the choice of singular vector (s.v.) depends on the noise level, we can establish a relationship between the radius and the singular vector to be used for the motion estimation. For example, larger radii favor the ninth singular vector since they correspond to larger SNR. Smaller radii corresponding to points closer to the optical center tend to favor the eighth or even the seventh singular vector (see Fig. 2 ). The radius threshold between the regions that correspond to the 9th s.v. and the region corresponding to the eighth should depend only on the focal length and the pixel size . Thus, it could be possible to experimentally compute a mapping between the camera parameters and the level . A similar mapping between , and could be also established. Between every image part, a small transition region exists. In that region, the characteristics of the two adjacent regions are mixed and an adequately good estimation cannot be made.
C. Estimation of the 3-D Motion Parameters
In the previous section, the method to choose the correct eigenvector from the SVD analysis of matrix was described. In this section, the proposed two-step scheme to estimate the motion parameters from , is presented. First, the TLS problem is presented briefly. Next, the proposed solution is developed.
1) The TLS Problem: The classical least-squares problem considers the presence of noise only in the observation vector and so it seeks to minimize the error where . The LS problem can be recast in the following form: (21) In many cases, it is more appropriate to assume that the error is not confined in the observation vector but it is also present in the data matrix . Then we consider the following problem: (22) This problem is known as the TLS problem [31, Ch. 12] . Its solution is based on the SVD of the combined data matrix as shown in the following algorithm. The detailed proof can be found in [31] .
2) The Two-Step Estimation: a) first, we find from the SVD analysis of matrix . The translation can be directly estimated from . Recall that , and . b) next, the rotation vector is estimated using the estimates of obtained in step (a). Equation (9) is transformed into for (23) The system contains noise both on the observation vector and the data matrix. The estimation of this system is given by the TLS solution of the system.
3) Testing the 3-D Motion-Estimation Algorithm:
For this experiment, an artificial box with dimensions 1300 1300 300 mm was created. The object center was put in the optical axis of a virtual camera, in the position (0, 0, 1200) counted in mm. The scene was virtually filmed by a hypothetic camera with focal length 40 mm. The image was quantized with pixel size mm. Different motion models were tested. Using the same procedure, a second image of the scene was taken. In the presented example, the motion parameters were and . The scene was cut into small parts using different radius with center the optical center. Fig. 3 shows the estimation of the motion vector using the three last eigenvectors for different image pieces. As it was assumed, it can be shown that as the pixels are close to the image center the estimation is good by higher eigenvectors (in our example, the estimation is better using the eighth eigenvector for radius 0-9 mm. Then there is a area that the motion can be estimated by any eigenvector. Finally, from 12 to 30 mm, the ninth eigenvector of the system matrix can give as a good estimation of the motion parameters. After the circle with radius 30 mm, our feature-matching procedure could not find enough features to realize the motion estimation procedure. More results of the 3-D motion estimation method can be found in [27] .
III. ROBUST ESTIMATION
In the previous section, the presence of noise in the input dataset was examined, with the assumption that the measurement data given by a feature-matching process are perfect. In real experiments, often the feature-matching techniques yield datasets that contains outliers. As with most 3-D motion-estimation methods, the solution depends heavily on quality of the measurements. If the input set of the presented 3-D motion estimation process has outliers, the results will be very poor. In this section, the measurement error problem is attacked and the recursive robust scheme is introduced to reject outliers from the dataset based on the residuals information.
The basic idea of robust statistics is the introduction of a weight for every measurement. The weight reflects the confidence of the system to this particular measurement, where zero means no confidence and one means perfect confidence. Recursively, using the residual information of the system, the weights are stabilized and only the good measurements are held to complete the estimation process.
First we introduce different weighting on the rows of : we call a diagonal weight matrix where reflects our confidence on the th measurement. Then the linear system to solve is (24) Our goal is to determine and . This is done recursively. First, we start with an estimate of which leads to an estimate of from (24) . Then the residual error of our estimate leads to a new weight matrix and a new estimate of , and so on. Since we have no prior knowledge on the quality of our measurements we set initially all the weights equal to one, so . An estimation of is made in every iteration using the above 3-D motion estimation method. The residuals of the estimation are used to calculate the weights for the next iteration using the equation if otherwise.
As presented in [32] , studentized residuals was found to improve the robust process. The studentized residuals are defined as (26) where is the diagonal element of matrix , where the superposed denotes pseudoinverse.
The motion-estimation algorithm needs at least a dataset of nine points to calculate a solution. The robust algorithm ends when a number (larger than nine) of weights remain larger than a threshold . The corresponding points are used to the motion estimation. In our experiments, we were searching for 12 to 15 points, while the threshold was 0.8-0.95.
The above improvement of the original algorithm is significantly more robust but it can be further improved. The idea is to generate a number of smaller submatrices by randomly selecting rows from . In our experiments, if matrix is , then the sub-matrices are . We randomly take rows from matrix and create .
For each submatrix, we use the same approach outlined above. Using more submatrices, we increase the probability that two of them contain sufficiently low percentage of outliers so that the algorithm will yield estimates close to the true .
In order to take advantage of this idea, the algorithm must be able to judge the quality of the estimate for each submatrix . We achieve this by making use of two properties inherent to the data model. First, let be the singular values of sorted in decreasing order. In the noiseless case, it can be shown [30] that . In the noisy case, this is not true but we may assume that the ratio between the smallest and the largest singular value should remain very small:
. Second, note that good estimates are those that cluster in a small region around the true , whereas bad estimates tend to disperse in . Therefore, if two estimates from two different submatrices lie close to eachother, it is more likely that they lie close to the true value than that they lie in some random neighborhood of .
In Table II , we show the improvement of the estimation of using the sub-matrices against the weighted estimation of . The results are over artificial generated datasets of 100 points with various outliers level. The true motion was and (the rotation angles are counted in degrees). The focal length of the virtual camera is 1000 times the pixel size of the hypothetical image. For datasets containing outliers up to 10%, the estimation quality of both methods are equal. When the outliers level is increased, the estimation quality using is very poor, while the sub-matrix method yields perfect estimation.
Based on the above discussion, our proposed algorithm aims at constructing two submatrices and such that: 1) for both submatrices and 2) the estimates , are close to each other. Then our estimate is the mean of and . The complete algorithm is presented below. . In the next section, the performance of the algorithm is presented for artificial data and real images. 
IV. RESULTS
A. Artificial Data
For the artificial tests, 100 3-D points were generated. Correspondences of these points were generated using different motion models. Then a percentage of outliers was injected in the dataset. The performance of the TLS method was tested by introducing quantization error to the data. The quantization is measured using the factor , where is the focal length of the camera and is the size of the square pixel. Typical values are mm and mm, so . Quality of the dataset is calculated using SNR, defined as (27) Our choice of parameters yields realistic, average quality data (measurement SNR between 19 and 20 dB).
In Fig. 4 , the tested motion model was for and (the angles are measured in degrees). The quality of the estimation is independent of the outliers percentage, while computational cost is proportional to the outliers level . An iteration of the algorithm in a Pentium II 266-MHz processor running Matlab-5 needs between 0.9-1.6 s.
B. Real Data
The real experiments were made using the train calendar sequence (see Fig. 5 ). Feature correspondences on the ball and the train between two consecutive frames were extracted using KLT method of Kanade et al. [33] .The 3-D motion parameters were estimated using the method presented in Section II. Different levels of outliers were injected in the dataset to test the robust scheme. In Table III , we show the mean and the standard deviation of the results for 100 noisy datasets. The rotation parameters are in degrees. Robust motion estimation is very close to the one of the pure motion estimation as shown by the means. The region of the estimated parameters as seen from the standard deviation is bigger in the robust estimation, due to the injected outliers, than in the simple one.
C. Discussion
The estimation of the proposed method is independent of the outliers percentage in the input dataset. The motion-estimation quality is stable for data containing up to 50% outliers. Moreover, the computational cost is low and proportional to the outlier percentage. In the case of a dataset heavily infected by outliers (say, more than 55%), the robust TLS motion estimation will end without solution. Bad estimates are unable to pass the security thresholds described in Section II. In addition, the robust scheme is applicable to other 3-D motion estimation methods.
V. CONCLUSION
A novel robust estimation method was presented in this paper and its application to 3-D motion estimation. The method seems to be efficient and fast against the presence of outliers, while the results are of good quality. Moreover, the security thresholds of the method end the method without solution in the case of a heavily infected dataset.
