Previous identification of early visual cortical areas in humans with phase-encoded retinotopic mapping techniques have relied on an accurate cortical surface reconstruction. Here a 3D phase-encoded retinotopic mapping technique that does not require a reconstruction of the cortical surface is demonstrated. The visual field sign identification is completely automatic and the method directly supplies volumes for a region-of-interest analysis, facilitating the application of cortical mapping to a wider population. A validation of the method is provided by simulations and comparison to cortical surface-based methodology.
Introduction
The cortex contains many separate regions that are involved in different processes and their localization aids functional studies of cortical neuronal mechanisms. For example, the localization of cortical areas allows the possibility of using a volume (or region) of interest (VOI/ROI) analysis, thereby improving signal-to-noise ratio (SNR) due to intra-and intersubject averaging. This offers an advantage over previous stereotaxic based averaging methods, by ensuring that voxels are averaged only within the same functional visual areas.
All early visual cortical areas contain a complete retinotopic map of the visual field (see Fig. 1 for a schematic diagram). These areas can be distinguished on the basis of a number of differences in their retinotopy. For example, the visual field representation can be mirror or nonmirror symmetric (Sereno et al., 1994 (Sereno et al., , 1995 , and the borders can occur at either the horizontal or the vertical meridia (DeYoe et al., 1996; Engel et al., 1997; Felleman and Van Essen, 1991; Fox et al., 1987; Hasnain et al., 1998; Holmes, 1945; Horton and Hoyt, 1991; Rosa et al., 1993; Shipp et al., 1995) .
A method that has been developed to take advantage of the retinotopic organization of early visual areas is phaseencoded retinotopic mapping. This method was made possible by the finding that time delays (or phase lags) of the cortical activity elicited by slowly expanding circular patterns depend on visual field location (Engel et al., 1994) . Sereno et al. (1995) were the first to map visual areas using this phase-encoded method and both expanding rings and rotating wedge stimuli. By combining these maps on a cortical surface, Sereno et al. (1995) were able provide an objective criterion of the visual borders by the identification of visual field signs of areas V1, V2, V3, VP, and V4v using a nomenclature previously established from research in nonhuman primates (Felleman and Van Essen, 1991; Rosa et al., 1993) . This procedure did not require a significance threshold, and could be implemented in an automatic way. These results were replicated by DeYoe et al. (1996) and Engel et al. (1997) , also utilizing a cortical surface-based analysis but manually distinguishing the borders based on polar-angle information. Further phase-encoded mapping studies with modifications of the stimulus revealed visual areas V3A (DeYoe et al., 1996; Tootell et al., 1997 Tootell et al., , 1998c , V3B (Press et al., 2001; Smith et al., 1998) , V7 (Mendola et al., 1999; Press et al., 2001; Tootell et al., 1998a,c; Tootell and Hadjikhani, 2001 ), V8 , a putative homologue of the lateral intraparietal area (LIP) (Sereno et al., 2001) , and retinotopic organization in human MT/V5 (Huk et al., 2002) .
Both versions of the above phase-encoded retinotopic mapping method rely upon a reconstructed cortical surface derived from anatomical MRI data. Potentially, this could cause problems not only because there could be errors in the surface reconstruction, but also because of the different spatial resolutions of anatomical and functional images. Furthermore, even if the cortical surface is accurately reconstructed, there is a problems of interpolating a 3D volume onto a 2D surface, especially if a given voxel intersects twice with the surface or not at all.
Here we present a volumetric method that extracts early retinotopically mapped visual areas in a completely automatic way. More importantly, it does not require an explicit reconstruction of the cortical surface, thereby bypassing any potential problems to do with surface reconstruction thus greatly simplifying the analysis. Assuming the primary goal of the visual area identification is to define a VOI, then this new algorithm achieves this without the intermediate cortical surface reconstruction/resampling step.
Methods

Magnetic resonance imaging
The magnetic resonance images were acquired with a Siemens Magnetom Vision 1.5T MRI. The experiments were conducted with a surface coil (circularly polarized, receive-only) centered over their occipital pole. Head position was fixed by means of a foam headrest and a bite-bar.
T1-weighted anatomical MR images (aMRI) were acquired prior to the functional scans. This aMRI utilized a 3D gradient echo (GE) sequence (TR ϭ 22 ms, TE ϭ 10 ms, flip angle ϭ 30 degrees) and yielded 80 256 ϫ 256 saggital slices images 1 ϫ 1 ϫ 2-mm voxels.
Multislice T2*-weighted GE echo-planar imaging (EPI) functional MR images (TR/TE ϭ 3/51 ms, flip angle ϭ 90 degrees, No. slices ϭ 25, slice thickness ϭ 4 mm) were acquired with a 64 ϫ 64 acquisition matrix and a 256 ϫ 256 rectangular field of view, providing a voxel resolution of 4 mm 3 . The slices were taken either parallel or perpendicular to the calcarine sulcus. For each dynamic scan, 128 measurements (time frames) were acquired, giving a total scanning time of approximately 6.5 min. Six to eight dynamic scans were performed in each session. In a separate session T1-weighted aMRI, images were acquired with a head-coil (circularly polarized, transmit and receive), also with a 3D GE sequence, yielding 170 256 ϫ 256 sagittal images comprising 1-mm 3 voxels. Seven subjects were used (1 female; mean age: 34, age range: 25-48). All observers had normal or corrected to normal visual acuity. All studies were performed with the informed consent of the subjects and were approved by the Montréal Neurological Institute Research Ethics Committee.
Visual stimuli
The visual stimuli were generated on a Silicon Graphics O2 computer with OpenGL-based software and displayed with an LCD projector (NEC Multisync MT820). The stimuli were presented on a rear-projection screen placed in the bore, which was viewed by means of a mirror mounted above the eyes of the subject. The total visual display subtended 34 degrees.
In the center of each stimulus was a fixation triangle, subtending 0.2 degree, randomly changing during the scan to point either left or right. After each functional timeframe, i.e., every 3 s, the subjects indicated the direction of the triangle by means of a mouse-press. This task ensured fixation of the subjects and controlled their attention.
Standard stimuli were used to create polar-angle and eccentricity maps of the visual cortex (Engel et al., 1994; Sereno et al., 1995; DeYoe et al., 1996; Engel et al., 1997) . Rotating wedge and expanding annulus sections of a radial dynamic checkerboard were used for the phase-encoded retinotopic mapping (Figs. 2a and 2b ). Both stimuli completed a full cycle in 12 time frames (0.03 Hz), giving a total of 10 cycles per scanning run. The checkerboard had a contrast of 100%, which was contrast-reversing at 4 Hz. The wedge subtended 90 degrees.
Data analysis
Anatomical images
The global T1-weighted aMRI scans were corrected for intensity nonuniformity (Sled et al., 1998; Arnold et al., 2001 ) and automatically registered (Collins et al., 1994) in a stereotaxic space (Talairach and Tournoux, 1988 ) using a stereotaxic model of 305 brains (Evans et al., 1992) . The surface-coil aMRI, acquired in the same session as the functional images, was aligned with the head-coil aMRI, thereby allowing an alignment of the functional data with a head-coil MRI and subsequently stereotaxic space. This alignment was performed with an automated script combining correction for the intensity gradient in the surface-coil aMRI (Sled et al., 1998) and intrasubject registration (Collins et al., 1994) . A validation of this method was described in a previous study (Dumoulin et al., 2000) . The aMRIs were classified into gray matter, white matter, and CSF (Kollokian, 1996; Zijdenbos et al., 1998) , after which two cortical surfaces were simultaneously reconstructed at the inner and outer edge of the cortex (MacDonald et al., 2000) . The surface-normals of the cortical models were smoothed to produce an "unfolded" model of the cortical sheet (MacDonald et al., 2000) . All processing steps were completely automatic and all the data are presented in a stereotaxic space (Talairach and Tournoux, 1988; Collins et al., 1994) .
Preprocessing of functional images
The first eight time frames of each functional run were discarded due to start-up magnetization transients in the data. All remaining scans in each functional run were normalized for spatial slice-intensity variations by multiplying each slice by a constant factor across all time frames. The functional data were blurred with an isotropic 3D Gaussian kernel (full-width half-maximum (fwhm) ϭ 6 mm) to attenuate high-frequency noise, and to get a more robust minimization of the motion correction algorithm (Woods et al., 1992 (Woods et al., , 1998 . Two of the subjects' (SD and CB) functional runs contained high-amplitude spurious spikes; these spikes interfere with the VFS computation and were removed by a median filter (width three time points) in the time domain. The functional scans were corrected for subject motion within and between scans using the AIR package (Woods et al., 1992 (Woods et al., , 1998 Jiang et al., 1995) .
Volumetric visual field sign identification
A flow chart illustrating the method of volumetric visual field sign identification is shown in Fig. 3 . The data were analyzed in a stereotaxic space (Collins et al., 1994; Talairach and Tournoux, 1988) , at a high resolution (1 mm 3 ) using an average of all preprocessed functional runs. A slice through the left hemisphere (y ϭ Ϫ10) in stereotaxic space is shown for the volumes created at different stages. At the top of the flow chart, the input images are shown: the T1-weighted anatomical MRI and two average preprocessed fMRIs of responses to each of the two stimuli used (see Fig. 2 ).
The power spectrum of each voxel's time series was computed using a discrete Fourier transform and used in the construction of four preliminary maps, i.e., two phase maps, a magnitude map, and a t-statistical map (see Fig. 3 , row 2). The phase maps were created by taking the phase of the fundamental frequency (i.e., 10 cycles/scan) of the fMRI response. The phases of the fundamental frequency varied as a function of polar angle when the stimulus was the rotating wedge and as a function of eccentricity when subjects viewed expanding annuli. For the creation of the magnitude map and the t-statistical map data of the two fMRI scans were combined. Magnitude maps were generated by dividing the amplitude of the fundamental component of the fMRI response by the average amplitude of frequencies assumed to contain noise (typically 40 -60 cycles/scan). t-statistical maps were created using a Spearman rank order test for each voxel, where the phase of the design matrix is taken from the corresponding phase map. Both the magnitude map and the t-statistical map provide types of signalto-noise maps which are used to weight the data. To define for each voxel a 3D-vector orthogonal to the rate of change in the phase maps, the ␦x, ␦y, and ␦z partial directional derivatives were computed. The ␦x, ␦y, and ␦z partial derivatives of the phase maps were created by convolving the volumes with the partial derivative of a Gaussian kernel (typically, fwhm ϭ 3 mm). Due to the circular nature of phase, the phase maps contain to Ϫ reversals, and the derivative vector for these voxels will point orthogonal to the /Ϫ change which is opposite to the actual phase change. To avoid these /Ϫ artifacts other sets of phase maps are created from the original set by shifting the phase (typically by 0.5). Thus in the resulting phase maps (typically 4) the /Ϫ shift occurs at a different location. The /Ϫ artifacts can be identified on a voxel by voxel basis due to their opposite polarities when comparing the derivatives of the phase maps. Selective averaging (or by taking the median) of the partial derivative sets for each voxel removes the /Ϫ artifacts, resulting in one partial derivative set for polar angle and eccentricity (see Fig. 3 , row 3).
To prevent aliasing due to the resolution differences of the aMRI and the fMRI datasets, the anatomical MRI was resampled to the resolution of the functional images (see Fig. 3 , column 1). Partial derivative volumes were also generated from the anatomical MRI; these derivative vectors identify the cortical surface normals (see Fig. 3 , row 3).
The relative directions of these three orthogonal derivative vectors (polar angle, eccentricity, and cortex) identify the visual field sign (VFS) of each voxel (Fig. 3, row 4 ; an example of the three vectors within a voxel) resulting in a VFS map (Fig. 3 , row 5; Ϫ1 for mirror image, 1 for non-mirror image, and 0 if the the field sign could not be determined). More specifically, for each voxel the derivative vectors for eccentricity and polar angle were projected onto the plane defined by the anatomic normal vector, which should be tangential to the cortex. Next, the vector cross product of the tangential gradient eccentricity and polar angle vectors is computed, and the sign of the cross product is the visual field sign (Sereno et al., 1994) .
To create a weighted map of the VFS computation, the VFS map is multiplied by either the magnitude map or the t-statistical map. The absolute values in the resulting maps (mVFS or tVFS, respectively) indicate the SNR or statistical certainty of the VFS computation (see Fig. 3 , last row) and both SNR maps are very similar. Before this multiplication all values below 0 are set to 0 in the t-statistical map to prevent VFS reversals.
Simulations
To validate the data analysis, simulated data sets were used to test the method in a controlled environment and assess the dependence on different variable values. To evaluate the results of the analysis objectively, besides a visual inspection, a correlation coefficient (r xy ) of the predefined and reconstructed VFS maps was computed:
where x is the predefined VFS map from which the data were simulated and y is the mVFS map reconstructed by the method. The magnitude of the signal in the reconstructed maps may vary due to resampling to a lower resolution and spatial smoothing. Only voxels with a predefined field sign and their corresponding voxels in the mVFS maps were included in the r xy computation. The relevant values of r xy range between 0 (no correlation between the two maps) and 1 (exact reconstruction of the predefined map). A simple spherical model was constructed at a 1-mm 3 resolution with a single sulcus (see Fig. 4a ). The dimensions of the model were chosen to be roughly similar to the occipital lobe with the calcarine sulcus in a stereotaxic space (Collins et al., 1994; Talairach and Tournoux, 1988) . In this model retinotopically mapped regions were defined with different field signs. Simulated fMRI data were generated from the predefined map, at a spatial (4 mm 3 ) and temporal (3 s) resolution of the actual fMRI scans (see Fig.  4e , after blurring). Each functional time series had a mean value, determined by the anatomical model; added to this voxel were Gaussian noise and, if present, an fMRI signal. The fMRI signal of a particular phase was computed by convolving the block design with a hemodynamic response model (Boynton et al., 1996) . The variance of the zero-mean Gaussian noise was 2/3 the maximum simulated fMRI sig- nal amplitude. The resulting signal-to-noise ratio in the simulated data as indicated by the magnitude maps was about 30% worse than the real data. Thus the simulated data represented a worst-case scenario. The simulated data sets were analyzed the same way as the real fMRI data.
Results
Simulations
Results of the simulation are shown in Fig. 4 . The slices are taken through the middle of the spherical model, orthogonal to the sulcus. Fig. 4a shows the anatomical model. The functional data were simulated according to the visual field layouts of Figs. 4b-4d (VFSs are either 1 or Ϫ1). The volume in Fig. 4b simulates the textbook layout of cortical areas V1 and V2, while Figs. 4c and 4d represent more complex versions of cortical area layouts. A slice through one time frame of a preprocessed (blurred) functional data set of lower spatial resolution is shown in Fig. 4e . Figs  4g-4h show the resulting visual field sign map multiplied by the computed magnitude map (image values range between Ϫ7.5 and 7.5).
Note that all areas and corresponding visual field signs were accurately reconstructed. The average correlation coefficient and standard deviation (see Eq. (1)) for reconstructed mVFS maps as shown in Figs. 4g-4h was 0.89 Ϯ 0.03, 0.82 Ϯ 0.03, and 0.70 Ϯ 0.00, respectively (n ϭ 4).
The decreasing values are due to an increasing amount of borders between predefined areas. Even though the relative topography of all areas are accurately reconstructed, the exact border locations may vary due to partial volume effects and spatial smoothing of the data, degrading the correlation coefficient.
The different spatial resolution for the anatomical and functional datasets could interfere with the identification of the visual field signs. Take, for instance, a functional voxel with a specific polar and eccentricity angle located in a narrow or small sulcus, which is accurately represented in an aMRI. When analyzed at the spatial resolution of the aMRI data, parts of this voxel will fall on opposite banks of the sulci and one location will be a mirror image of the other. Therefore they will be assigned different field signs and may be interpreted as different visual areas. This problem is illustrated in Fig. 5. Figs. 5a and 5b show the anatomical volume with a small sulcus and the predefined VFS map, respectively. Fig. 5c displays the resulting mVFS map showing the incorrectly labeled lower side of the sulcus. In Fig. 5d this problem is solved by matching the functional and anatomical spatial resolutions. This is a problem that could also occur with methods that depend on a cortical surface reconstruction even if the cortical surface is accurately reconstructed.
Volumetric visual field sign identification
Examples of slices through resulting VFS maps are shown in Figs. 6 and 7. In both cases the VFS maps are weighted by the corresponding t-statistical maps; i.e., the absolute value indicates the statistical accuracy of the VFS calculation (tVFS). In both figures, neighboring areas with different field signs can be distinguished, and are identified based on (1) their field sign, (2) what part of the visual field is represented, (3) their relative organization, and (4) their anatomical locations; e.g., V1 is known to be at least partially located within the calcarine sulcus (Gilissen et al., 1995; Gilissen and Zilles, 1996; Rademacher et al., 1993; Stensaas et al., 1974) . Thus the tVFS segmentation of the visual cortex is completely automatic, but not the identification of the visual areas, which has to be done manually. The locations of the calcarine sulcus (CS) and parietooccipital sulcus (POS) are indicated in the saggital slices of Fig. 6 .
Inspection of Fig. 6 provides a validation of the method described here. In the calcarine sulcus a large region of negative field sign (mirror image) is present, around which regions opposite field sign can be distinguished corresponding to the known layout of areas V1 and V2 (Amunts et al., 2000; Clarke and Miklossy, 1990; Gilissen et al., 1995; Gilissen and Zilles, 1996; Holmes, 1945; Horton and Hoyt, 1991; Rademacher et al., 1993; Stensaas et al., 1974; Wong Fig. 6 . Visual Field Sign (VFS) maps are shown overlaid on the corresponding anatomical images for four subjects in a stereotaxic space, weighted by the corresponding t-statistical maps (tVFS). For each subject two sagittal slices through each hemisphere and an oblique slice are shown. The location of the slices is indicated with the white lines; for the sagittal slices the Talairach coordinates are given. Blue and yellow correspond to opposite field signs, mirror and nonmirror image, respectively. Different visual areas can be identified and are labeled in the volumes. CS, POS, location of the calcarine sulcus and parieto-occipital sulcus, respectively. and Sharpe, 1999). In a similar fashion other areas can be distinguished.
For comparison with conventional methods, the tVFS maps are shown on reconstructed unfolded cortical surfaces (MacDonald et al., 2000) in the middle columns of Fig. 7 . The cortical surface was extracted halfway between the gray-matter CSF border and the white-matter-gray-matter border. Besides the tVFS maps the corresponding polarangle phase maps are also shown on the unfolded cortical surfaces (left and right columns). The colors of the phase maps correspond to the locations in the visual field as shown in the insets; the intensity of the colors in the phase-maps are also weighted by the t-statistical maps in a scale identical to that of the tVFS maps. The black-white dashed lines are the borders of visual areas as derived from the tVFS maps. Results in Fig. 7 are comparable to those from surfacebased methods (Sereno et al., 1995; DeYoe et al., 1996; Engel et al., 1997) . The alternation of visual field signs is in accordance with the known layout of the visual areas. Besides tVFS maps, the polar-angle phase maps are shown in identical views. The representations of the polar-angle maps provide results similar to those of DeYoe et al. (1996) and Engel et al. (1997) , where on these kinds of representations the borders were identified manually. The borders on the phase maps in Fig. 7 are derived from the corresponding tVFS maps and fall at the horizontal and vertical meridia, as they are known to occur. For a more quantitative comparison, the VFS were computed on the flattened surfaces (see Fig. 8 ). The correlation coefficients and standard deviations (see Eq. (1)) between surface and volumetric computed tVFS-maps on the surfaces were 0.50 Ϯ 0.07 (n ϭ 6, for the subjects in Fig. 7 ) and 0.64 Ϯ 0.07 after smoothing (fwhm ϭ 4 mm) of the surface-based tVFS map (Chung et al., 2001) . Even though the relative topography of all areas are accurately reconstructed, the surface-based tVFS-maps differ due to a dependence on the cortical surface reconstruction, resampling, and processing, and due to resolution differences between the cortical surface and functional data (see Fig. 5 ).
The visual field sign pattern is in accordance with previous studies identifying visual areas (Sereno et al., 1995; DeYoe et al., 1996; Engel et al., 1997; Tootell et al., 1997; Smith et al., 1998) . In all subjects visual areas V1, V2, V3/VP, V4v, and V3A could be identified. The part of the visual field represented in these areas matched with previous studies (see Fig. 7 ). Parts of visual areas V3B, V7, and V8 could be identified only in some of the subjects (14/14, 13/14, and 9/14 hemispheres, respectively). In the V3B only a representation of one (lower) quadrant of the visual field could be identified; for V7 both an upper and a lower field representation were found. In our results, V4v contains only a (upper visual field) quadrant representation, and V8 contains a hemifield representation, in agreement with Hadjikhani et al. (1998) . For a debate about a different naming scheme and the relationship to macaque V4 see Zeki et al. (1998) and Tootell and Hadjikhani (1998) .
A large variability in the location of areas and the borders between them was observed for the different subjects, and even between hemispheres of a given subject. In imaging data in stereotaxic space (Collins et al., 1994; Talairach and Tournoux, 1988 ) variability may be due to gross anatomical variations, differences in the topographic relationship of gross anatomy and functional areas, and methodological issues (Hunton et al., 1996; Rademacher et al., 1993; Steinmetz et al., 1989 Steinmetz et al., , 1990 Steinmetz and Seitz, 1991) . To quantify this variability a correlation coefficient, r xy (see Eq.
(1)), was computed for voxels of the mVFS maps falling within an average anatomical occipital lobe mask in stereotaxic space (Collins et al., 1994; Talairach and Tournoux, 1988) . The mVFS maps were used (1) to weight the data according to signal strength, because the occipital lobe mask will contain more than the identified visual areas, and (2) for consistency with the further interpretations where either the tVFS or the mVFS maps are used. The average correlation coefficient (r xy ) and standard deviation between pairs of individual subjects (n ϭ 7) is 0.11 Ϯ 0.06 (n ϭ 21).
To estimate how much of this variation is due to the method, r xy was also computed over different runs of the same subject (subjects TL and RA, Table 1 ). Taking one run reduces the amount of signal, and the average r xy and standard deviation comparing the grand average of that subject with each individual run is 0.70 Ϯ 0.09 (n ϭ 7, average occipital lobe mask). The next step compares single fMRI Table 1 Correlation coefficients comparing mVES maps of the same subject for three conditions using two masks runs of the same subject, using data acquired in identical and different slice positions. There were different slice positions because (1) the slices were moved within a scanning session or (2) the runs were acquired in a different scanning sessions altogether, as would occur with different subjects. Computing r xy by comparing single runs, the r xy values were 0.61 Ϯ 0.06 (n ϭ 3) and 0.35 Ϯ 0.03 (n ϭ 6) for the same and different slice positions, respectively. These values suggest that the position of the sampling grid (slice positions) is the primary origin of variability within a subject. In each of the individual runs all areas were accurately reconstructed, suggesting that the lowered r xy values result from variations in the exact border locations and size of the areas, as is also supported by the simulation results. This is verified quantitatively by blurring (fwhm 2, 4, and 6 mm) the mVFS maps, attenuating the border contribution to the r xy computation, thus resulting in stronger correlations (Table 1) . Please note that the r xy values depend on the VOI/ROI over which the r xy was computed. Here the VOI was an average anatomical map of the occipital cortex, so one VOI could be used for different subjects. If only identified areas V1 to V3A and V4v were used for the within-subjects comparison, an increase of the r xy values was observed (see Table 1 ).
This within-subject variability is less (larger r xy values) than the variability between subjects (r xy ϭ 0.11 Ϯ 0.06), notwithstanding that each subject's maps are of a higher quality (SNR) in the between-subjects comparison. Given these two arguments, the data suggest that the methodological variations, as indicated by the within subject comparison, are relatively small and cannot explain the betweensubject variation. Therefore we conclude that the betweensubject variation is primarily due to variations in gross anatomy and variations in the relation between gross anatomy and functional areas.
In the previous analysis T1-weighted aMRI were used, but white matter only images can be used as well, making the analysis independent of the anatomical scan parameters. In the latter case the white matter was automatically identified using the classifier INSECT (Kollokian, 1996; Zijdenbos et al., 1998) . Results for both input anatomical images were very similar (r xy ϭ 0.86 for subject RA).
Discussion
Volumetric retinotopic mapping can be used to identify retinotopically mapped visual areas. This method is automatic, does not require a cortical surface reconstruction, and directly supplies volumes for a region of interest analysis.
All early retinotopic areas up to and including V3A and V4v could be identified reliably in all subjects (n ϭ 7). The layout of the cortical areas is in agreement with previous fMRI (DeYoe et al., 1996; Engel et al., 1997; Sereno et al., 1995; Smith et al., 1998; Tootell et al., 1997) , positron emission tomography (Fox et al., 1987; Hasnain et al., 1998 Hasnain et al., , 2001 ), lesion studies (Holmes, 1945; Horton and Hoyt, 1991; Wong and Sharpe, 1999) , and cytoarchitectonic maps of Brodmann's area 17 and 18 (Amunts et al., 2000; Clarke and Miklossy, 1990) .
In most subjects, parts of V3B, V7, and V8 could also be identified. These areas are at the limit of the current methodology and therefore may be only partially identified, if at all, as evidenced by inconsistent descriptions of several studies (Press et al., 2001; Smith et al., 1998; Tootell et al., 1998a,b) . Press et al. (2001) found an upper and lower visual field representation for both V3B and V7. Smith et al. (1998) could determine only a lower field representation for area V3B, while Tootell et al. (1998a,b) could only measure a lower field representation for area V7. Here we can confirm both an upper and a lower field representation for V7; however, for V3B only a representation of the lower visual field was found.
A high variability in the location of the visual areas was found between subjects in a stereotaxic space. This is not surprising since various studies have described variations in functional and anatomical patterns in striate and extrastriate cortex (Aine et al., 1996; Amunts et al., 2000; Dumoulin et al., 2000; Gilissen et al., 1995; Gilissen and Zilles, 1996; Hasnain et al., 1998; Rademacher et al.,1993; Roland et al.,1997; Steinmetz et al., 1990; Steinmetz and Seitz, 1991; Stensaas et al., 1974; Watson et al., 1993) The variability found here can mainly be attributed to variations in gross anatomy and variations in the relationship between gross anatomy and functional areas, rather than methodological differences.
Surface-based analysis, display, and 2-D coordinate systems have been proposed (Drury et al., 1996; Fischl et al., 1999a,b; Van Essen et al., 1998 Van Essen and Drury, 1997) . Indeed cortical surfaces are now widely used for display purposes, including this study. Our method does not argue against surface-based methods. It provides a methodological simplification for retinotopic mapping applications, especially for volume-of-interest analysis, by avoiding potential problems with cortical surface reconstruction and resampling. The data can still be presented on a cortical surface but the analysis is not limited by it; i.e., the analysis does not depend on its accurate, resolutionmatched, reconstruction.
The method described here provides an automatic volumetric segmentation of early visual areas, which is comparable to conventional surface-based methods. This offers the advantage of not requiring any manual interference and directly supplying VOIs thereby facilitating the application of cortical mapping to a wider population. Furthermore, due to its completely automatic analysis and decreased processing time by bypassing cortical surface reconstruction, this method offers the possibility of near real-time retinotopic mapping (for example, see near real-time creations of phase maps in Voyvodic, 1999). Fig. 8 . A comparison of volumetric VFS computation with a surface-based VFS computation. Three unfolded tVFS maps are displayed on the corresponding cortical surface of one subject (TL) in a view similar to that in Fig. 7 . The whole folded cortical surface is shown to facilitate orientation on the other unfolded surfaces. The left unfolded surface shows the tVFS map resulting from the volumetric VFS computation. The right tVFS maps are resulting from a surface-based VFS computation, where the far right one has been smoothed (fwhm ϭ 4 mm).
