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An elliptic curve over a field K is a nonsingular plane projective curve E of degree 3 to-
gether with an exceptional point O ∈ E. It can be proved that such an object corresponds
to an equation of the form
Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X
2Z + a4XZ
2 + a6Z
3
known as the model of the elliptic curve, which will depend on char(K), the characteristic
of K. In this work we will consider an elliptic curve E whose model looks like
Y 2 = X3 + 16Z3 char(K) 6= 2, 3
Y 2Z + Y Z2 = X3 char(K) = 2
Y 2Z = X3 char(K) = 3.
If we take K = Fpr , with p a prime number and r ≥ 1 an integer, the corresponding model
for E can be seen as equation over a finite field; so, it makes sense to count its solutions.
In this way, as we vary the prime p we will obtain a list of data Nr which is the number
of solutions of E in the finite field Fpr . These pieces of information belonging to E are
organized in an object known as the congruence zeta function, denoted by Z(E, T ); and
due to the fact that it is a rational function it will be possible to merge the information
given by Nr for all the primes, and hence obtain another object known as the Hasse-Weil
L-function which we denote by L(E, s).
What justifies the name of L-function for L(E, s) is the fact that it will be possible to find
an Euler product for it. Moreover, there is also a Dirichlet series expression for L(E, s).
However, these results are not evident at first glance; for that reason Hecke characters are
introduced. We will prove that L(E, s) is actually an L-function associated to an especific
Hecke character.
Finally, since L-functions associated to Hecke characters are particular cases of a wider
class of general L-functions, we investigate analytical results related to them as for example
the distribution of its coefficients.
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Introduction
The idea of the present work is to show some analytical aspects appearing in the
study of the elliptic curves such as the Hasse-Weil L-functions. However, it might be
interesting, for instance, to apply the ideas from Mertens and de la Vallèe Poussin
coming from the proof of the Prime Number Theorem to the previous L-function,
and hence take a step beyond in our objective: to obtain the distribution of the
coefficients of the Hasse-Weil L-function.
Our strategy will be the following: since L-functions can be studied in a very
general framework and since this theory offers results with which it can be possible
to obtain similar versions of the Prime Number Theorem, we pretend that Hasse-
Weil L-functions match in the definition of a general L-functions in order to use
the existing results.
Let us talk about the Hasse-Weil L-functions which underlies the speech but remains
a mystery, up to now. These objects have as their starting point the elliptic curves.
Due to the fact that elliptic curves can be written as a cubic polynomial equations,
then it will make sense to count the number of its solutions if the field under
consideration is finite. In this way, suppose that p is a fixed prime integer and Ep
is the equation of the given elliptic curve over the field Fpr with r ≥ 1 an integer.
If we call Nr to the number of solutions of Ep in Fpr , then this data can be stored
in a power series Z(Ep, T ) which has the property to be a rational function in T .
Finally, extracting the numerator of Z(Ep, T ) and multiply them for all the primes
p we obtain L(E, s), the Hasse-Weil L-function.
Although we have talked about elliptic curves, we do not require previous knowledge
in this area. We mainly focus into algebraic and analytic aspects which we are going
to explain next. Since part of the work consists of counting solutions of equations
over finite fields, in Chapter I we develop all what is needed to do computable the
counting. By computable we mean counting with another method than brute force.
Hence, characters are introduced as well as Gauss and Jacobi sums. In addition,
some important aspects of Z[ω] are studied.
Chapter II is an application of all the machinery given in the previous chapter to
the case of an elliptic curve whose Weierstrass form is y2 = x3 +A, with A ∈ Z.
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2 INTRODUCTION
As we have said in the third paragraph, once we have an elliptic curve and the
numbers Nr associated to each prime p, then it will be possible to get its Hasse-
Weil L-function L(E, s). So, in Chapter III, we will see how it looks for the concrete
case when the elliptic curve is as in Chapter II. Additionally, we find a functional
equation for L(E, s).
Finally, in Chapter IV we realize that L(E, s) is not any function: it is actually an L-
function which comes from a Hecke character. Thus, we begin the chapter defining
what is a Hecke character and its associated L-function. Then, we will see the Euler
product and the Dirichlet series expression for L(E, s), which will be a consequence
of being a Hecke L-function. Next, general L-functions are introduced, and all the
verications are done in order to show that L(E, s) belongs to this category. At the
end, supported by many results in Iwaniec and Kowalski’s book “Analytic Number
Theory”, we do something similar to the proof of the Prime Number Theorem for
L(E, s).
I would like to thank my advisor Jorge Jimenez for encouraging me to undertake
this topic.
Chapter I
Basic Tools
One of the main challenges we have to face in this work is to be able answering
questions like these: how many solutions does the equation x3 − y2 = −16 has
over F7? Is it possible to determine the number of solutions over F73 based on the
information obtained for the number of solutions in F7? Here we will answer the
above questions.
Let us do some comments about how it will be done. For the first question, note
that, we basically deal with a counting problem. As we will see, counting the
number of solutions will be the same as calculate the sum of certain objects called
characters. This situation is advantageous because characters have properties which
made them tractable. However, if the equation is more involved, the sum also
becomes more complicated. That is why it will be necessary to introduce some new
tools. In this way, the Gauss and Jacobi sums appear on scene. After studying
some of its properties, the original counting problem can be reduced to determine
the exact value of a Jacobi sum. Even though the latter is not an easy task, at
the end of this chapter we will show, through an example, how it is done if we
have some arithmetical information linked to the given Jacobi sum. Finally, a brief
section is devoted to the Hasse-Davenport Relation because this device will be used
to answer the second question stated above.
1. Characters
As we know, finite fields have a rich algebraic structure because they are abelian
groups with each of the two operations defined on it. We begin using the multi-
plicative structure for our counting purposes. At the end of the section, we will see
how the additive structure can be exploited.
Definition 1. Let m be a positive integer and G a finite abelian group with |G| =
m. A multiplicative character of G is any homomorphism χ : G −→ C∗. The
character which is equal to 1 for all the elements of the group G is called the trivial
character and it will be denoted by ε.
Since a multiplicative character χ is an homomorphism, then it satisfies
χ(ab) = χ(a)χ(b) for all a, b ∈ G,
3
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χ(1) = 1 and χ(a)m = χ(am) = χ(1) = 1. Therefore, χ takes values on the m-th
roots of unity, and hence χ : G→ S1. Moreover, 1 = χ(1) = χ(aa−1) = χ(a)χ(a−1)
implies χ(a−1) = χ(a)−1. So, since χ(a) has absolute value 1, χ(a−1) = χ(a)−1 =
χ(a).
Also, note that if G is cyclic with generator g, then every character χ of G is
determined by its value on the generator g. Since χ(g) is an m-th root of unity,
χ(g) = e2piiγ/m with γ ∈ {0, . . . ,m − 1} fixed. Hence, any character of a cyclic
group generated by g has the form
χ(a) = (e2piiγ/m)l , a = gl, (I.1)
where γ ∈ {0, . . . ,m− 1} is fixed.
In what follows we will consider the case when G = F∗q and q = pn with p a
prime number. Since the multiplicative group of a finite field is cyclic, then every
multiplicative character χ of F∗q has the form described in the last paragraph. When
necessary, we extend χ to the whole Fq by writing χ(0) := 0, if χ 6= ε and ε(0) := 1.
Proposition 1. Let χ be a multiplicative character of the finite field F∗q .
(1) The characters form a cyclic group of order q − 1. Moreover, if a ∈ F∗q and
a 6= 1, then there is a character χ such that χ(a) 6= 1.
(2) The following Orthogonality Relations hold:∑
t∈Fq
χ(t) =
{
0 , χ 6= ε
q , χ = ε∑
χ
χ(a) =
{
0 , a ∈ F∗q and a 6= 1
q , a = 1
Proof. text
(1) It is easy to check that the operation group defined by χ1χ2(a) := χ1(a)χ2(a)
satisfy the group axioms. On the other hand, by (I.1) the group of characters
of F∗q is cyclic generated by e2piiγ/m. Finally, if a 6= 1 and g is a generator of
F∗q , then a = gl with 0 ≤ l < q − 1 and q − 1 - l. Thus, the character given by
χ(g) := e2pii/q−1 satisfies χ(a) = e2piil/q−1 6= 1.
(2) If χ = ε or a = 1 for the first and second sums respectively, the result is
immediate. Let us suppose that χ 6= ε. So, there exists an element a ∈ G
such that χ(a) 6= 1. If we put T = ∑t∈Fq χ(t), then
χ(a)T =
∑
t∈Fq
χ(at) = T ;
that is (χ(a)− 1)T = 0. The latter equality implies either χ(a) = 1 or T = 0.
The first one lead us to a contradiction, so T = 0.
Finally, for the other sum, since a 6= 1, there exist a character λ such that
λ(a) 6= 1 by (1). If we put S = ∑χ χ(a), then λ(a)S = S. Thus, working as
in (1), we conclude that S = 0. uunionsq
1. CHARACTERS 5
The next proposition gives necessary conditions in order to xn = a be solvable. This
result provide us evidence about the relationship between characters and solutions
of equations.
Proposition 2. Let a ∈ F∗q , n | q − 1. The equation xn = a is not solvable if and
only if there is a character χ such that
(1) χn = ε.
(2) χ(a) 6= 1.
Proof. (⇒) Let g be the generator of F∗q , and take χ(g) := e2pii/n. If a = gl, then
χ(a) = e2piil/n and since xn = a is not solvable, n - l. Thus χ(a) 6= 1.
(⇐) Suppose that xn = a is solvable, then there is a b ∈ F∗q such that bn = a. In
this way, for all χ such that χn = ε we have
χ(a) = χ(bn) = χ(b)n = 1.
uunionsq
With the help of the previous proposition, the following theorem establishes a
connection between multiplicative characters of F∗q and the number of solutions for
a simple kind of equation.
Theorem 1. Let q be a power of prime and n a positive integer such that n|q− 1.
If N(xn = a) denote the number of solutions of the equation xn = a in Fq, then
N(xn = a) =
∑
χn=ε
χ(a),
where the sum is over all characters of Fq whose order divides n.
Proof. Let g be a generator of F∗q . Take χ(g) := e2pii/n. Observe that χ has order
n, and ε, χ, . . . , χn−1 are the n distinct characters of order dividing n. Indeed,
if χs = χt for 0 ≤ s, t < n, then χs−t = ε which implies n | s − t. But, since
0 ≤ s, t < n, then s = t. To prove the result we will examine the following three
cases:
i) Note that the equation xn = 0 has only one solution, namely x = 0. On the
other hand,
∑
χn= χ(0) = 1 because the only character which contributes to
the sum in the value 0 is ε.
ii) Suppose now that a 6= 0 and that xn = a is solvable. So, there exists a b such
that bn = a. If χ satisfies χn = ε, then χ(a) = χ(bn) = χ(b)n = ε(b) = 1. So,
χj(a) = 1 for 0 ≤ j < n and thus∑
χn=
χ(a) =
n−1∑
j=0
χj(a) =
n−1∑
j=0
1 = n.
On the other hand, xn = bn can be written as (xb−1)n = 1. The equation
Xn = 1 in Fq has n solutions, namely gk(q−1)/n with 0 ≤ k < n. Therefore,
the solutions of xn = a are bgk(q−1)/n with 0 ≤ k < n. In consequence∑
χn= χ(a) = N(x
n = a).
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iii) Let a 6= 0 and xn = a not solvable. By Proposition 2, there exists a character
θ such that θn = ε and θ(a) 6= 1. If we put S = ∑χn=ε χ(a), then θ(a)S = S,
and hence S = 0 as in the proof of Proposition 1.
uunionsq
So far, we have used only the multiplicative structure of Fq. Now we will devote
some lines talking about characters which use the additive structure. First of all,
let us recall the trace of an element in a finite field and some of its properties.
Definition 2. Let r ≥ 1 an integer and α ∈ Fqr . The trace of α from Fqr to Fq
is defined by
trFqr/Fq (α) := α+ α
q + . . .+ αq
r−1
.
Proposition 3. If α, β ∈ Fqr and a ∈ Fq, then
(1) trFqr /Fq (α) ∈ Fq.
(2) trFqr /Fq (α+ β) = trFqr /Fq (α) + trFqr /Fq (β).
(3) trFqr /Fq (aα) = a · trFqr /Fq (α).
(4) trFqr /Fq : Fqr −→ Fq is surjective.
Proof. Recall that an element α ∈ Fq belongs to Fq if and only if αq = α.
(1) Since α ∈ Fqr , then αqr = α. So,
(trFqr /Fq (α))
q = (α+ αq + . . .+ αq
r−1
)q = αq + αq
2
+ . . .+ αq
r
= α+ αq + . . .+ αq
r−1
= trFqr /Fq (α)
Therefore, trFqr /Fq (α) ∈ F .
(2) Trivial.
(3) Trivial.
(4) Let α ∈ Fqr such that trFqr /Fq (α) = a 6= 0. For b ∈ Fq, take the element
ba−1α ∈ Fqr . Then
trFqr /Fq (ba
−1α) = ba−1trFqr /Fq (α) = b.
uunionsq
Now, we are ready to introduce the notion of an additive character.
Definition 3. Let p be a prime, n ≥ 1 an integer and q = pn. An additive
character of Fq is any homomorphism ψ : (Fq,+)→ (C∗, ·).
Example. Let us keep the same notation as in the previous definition.
(1) If we put ψ(α) = 1 for all α ∈ Fq, then ψ is an additive character called the
trivial character.
(2) Let ψ(α) := ζtr(α), where tr(α) is the trace from Fq to Fp and ζ = e2pii/p. We
claim that ψ is an additive character of Fq. Indeed,
ψ(α+ β) = ζtr(α+β) = ζtr(α)ζtr(β) = ψ(α)ψ(β).
Moreover,
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i) Due to the surjectivity of the trace, there is an element α ∈ Fq such that
trFq/Fp (α) 6= 0. Therefore, there is an α ∈ Fq such that ψ(α) 6= 1.
ii) Again, by the surjectivity of the trace,∑
α∈Fq
ψ(α) =
p−1∑
j=0
ζj = 0.
iii) Let a, b ∈ Fq. Then,
1
q
∑
α∈Fq
ψ(α(a− b)) = δ(a, b),
where δ(a, b) =
{
1 , a = b
0 , a 6= b
2. Gauss and Jacobi Sums over Fq
To motivate the Gauss and Jacobi sums, we want to start this section with the
following example. As before, q = pn with p a prime integer.
Example. Suppose that we are looking for the number of solutions N in Fq of the
equation x3 + y3 = 1. We can write N as
N =
∑
a+b=1
N(x3 = a) ·N(y3 = b).
Applying Theorem 1 and changing the order of summation, we obtain
N =
∑
χ1,χ2
( ∑
a+b=1
χ1(a)χ2(b)
)
,
where χ1, χ2 runs over the characters whose order divides 3.
The example above shows that it is possible to take advantage of Theorem 1 to
determine the number of solutions for a more involved class of equations than
xn = a. The price we have to pay is to calculate sums which contain products
of multiplicative characters. This kind of sums are known in the mathematical
literature as Jacobi sums. Before studying them, let us introduce a simpler but
very useful object called Gauss sum.
Definition 4. Let χ be a character of Fq and α ∈ F∗q . The Gauss sum on Fq
belonging to the character χ is
gα(χ) =
∑
t∈Fq
χ(t)ψ(αt),
where ψ is as (2) in the example of the previous section. If α = 1 we will write
g(χ) instead of g1(χ).
Remarks. text
i) First of all, if χ = ε, then gα(ε) =
∑
t∈Fq ψ(αt) = 0, by ii) of the example in
the previous section.
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ii) Second, if χ 6= ε we have
χ(α)gα(χ) =
∑
t∈Fq
χ(αt)ψ(αt) =
∑
u∈Fq
χ(u)ψ(u) = g(χ),
gα(χ) = χ(α
−1)g(χ). (I.2)
iii) Finally, the following identities 1 = χ(1) = χ((−1)(−1)) = χ(−1)2 imply
χ(−1) = χ(−1), and since −t runs over Fq as t does, then
gα(χ) =
∑
t∈Fq
χ(t)ψ(−αt) = χ(−1)
∑
t∈Fq
χ(−t)ψ(−αt) = χ(−1)gα(χ);
that is,
gα(χ) = χ(−1)gα(χ). (I.3)
Proposition 4. Let q = pn where p is a prime and n ≥ 1 an integer. If χ is a
nontrivial character of Fq, then |g(χ)| = √q.
Proof. Let us calculate the sum
∑
α∈Fq gα(χ)gα(χ) in two ways:
• By (I.2) we have gα(χ)gα(χ) = |gα(χ)|2 = |χ(α−1)g(χ)|2 = |g(χ)|2. So,∑
α∈Fq
gα(χ)gα(χ) = (q − 1)|g(χ)|2.
• On the other hand, using the definition we have
gα(χ)gα(χ) =
∑
a∈Fq
∑
b∈Fq
χ(a)χ(b)ψ(aα− bα),
and thus ∑
α
gα(χ)gα(χ) =
∑
a
∑
b
χ(a)χ(b)
∑
α
ψ(aα− bα)
=
∑
a
∑
b
χ(a)χ(b)δ(a, b)q
= (q − 1)q,
where δ(a, b) is as iii) of the example in the previous section.
Then, the result follows. uunionsq
Now we start studying the Jacobi sums, its main properties and its consequences
for our purposes.
Definition 5. Let ρ and χ be characters of Fq. A sum of the form
J(ρ, χ) =
∑
a+b=1
ρ(a)χ(b)
is called a Jacobi sum.
Theorem 2. Let ρ and χ be two nontrivial characters. Then
(1) J(ε, ε) = q.
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(2) J(ε, χ) = 0.
(3) J(ρ, ρ−1) = −ρ(−1).
(4) If ρχ 6= ε, then
J(ρ, χ) =
g(ρ)g(χ)
g(ρχ)
.
(5) If ρχ 6= ε, then |J(ρ, χ)| = √q.
Proof. (1) and (2) are immediate by Definition 5 and the orthogonality relations
of Proposition 1. Let us prove (3). Note that
J(ρ, ρ−1) =
∑
a+b=1
ρ(a)ρ(b)−1 =
∑
a 6=1
ρ
(
a
1− a
)
=
∑
b 6=−1
ρ(b) = −ρ(−1).
For item (4), note that
g(ρ)g(χ) =
(∑
a
ρ(a)ψ(a)
)(∑
b
χ(b)ψ(b)
)
=
∑
a,b
ρ(a)χ(b)ψ(a+ b)
=
∑
t
( ∑
a+b=t
ρ(a)χ(b)
)
ψ(t).
So,
• If t = 0, then ∑a ρ(a)χ(−a) = χ(−1)∑a ρχ(a) = 0.
• If t 6= 0, then after a change of variables∑
a+b=t
ρ(a)χ(b) = ρχ(t)J(ρ, χ).
Finally, for (5), just take absolute values in both sides of (4) and then apply Propo-
sition 4. uunionsq
Let us see how to apply the recent results on Jacobi sums in the example given at
the beginning of this section.
Example. (continuation)
Note that if χ is a nontrivial multiplicative character of Fq satisfying χ3 = ε,
then {ε, χ, χ2} is a complete list of all the multiplicative characters of order 3
of Fq. Indeed, if g is a generator of F∗q and ω = e2pii/3, then χ3 = ε implies
χ(g) ∈ {1, ω, ω2}. Changing the names if necessary, we have χ(g) = ω and the
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result follows. Therefore,
N =
2∑
i=0
2∑
j=0
( ∑
a+b=1
χi(a)χj(b)
)
=
2∑
i=0
2∑
j=0
J(χi, χj)
=
2∑
i=0
J(χi, ε) +
2∑
i=0
J(χi, χ) +
2∑
i=0
J(χi, χ2).
Since χ is a character of order 3, then χ(−1) = χ((−1)3) = (χ(−1))3 = 1 and
χ2 = χ−1 = χ. Thus, by many applications of Theorem 2,
N = q − 2 + 2Re(J(χ, χ)).
The usefulness of the technique showed in the example to calculate the number of
solutions of an equation using Theorem 1 will depend on the capability to determine
the exact value of the involved Jacobi sum. This will be discussed in Section 5.
Finally, we end this section with another corollary of Theorem 2.
Corollary 1. Let n > 2 be an integer. If q ≡ 1 mod n and χ is a multiplicative
character of Fq whose order is n, then
g(χ)n = χ(−1)qJ(χ, χ)J(χ, χ2) · · · J(χ, χn−2).
Proof. By (4) of Theorem 2, we have J(χ, χ)g(χ2) = g(χ)2. Multiplying both
sides by g(χ) in the previous equality, we have
J(χ, χ)g(χ2)g(χ) = g(χ)3.
But, g(χ2)g(χ) = J(χ, χ2)g(χ3), again by (4) of Theorem 2. Therefore,
J(χ, χ)J(χ, χ2)g(χ3) = g(χ)3.
If we continue in this fashion, we will obtain
J(χ, χ)J(χ, χ2) · · · J(χ, χn−2)g(χn−1) = g(χ)n−1.
Multiplying both sides by g(χ) and since χn = ε implies χn−1 = χ, then
g(χ)n = J(χ, χ)J(χ, χ2) · · · J(χ, χn−2)g(χ)g(χ).
As a consequence of (I.3), we obtain
g(χ)n = J(χ, χ)J(χ, χ2) · · · J(χ, χn−2)(χ(−1) g(χ))g(χ),
and the result follows by Proposition 4 and the fact that χ(−1) = χ(−1). uunionsq
3. Extension of Multiplicative Characters to an Ex-
tension Field
The task of counting solutions of certain equations has been finished, at least par-
tially, with the results of the last section. Now, we will attend the second main
objective of this chapter, namely, to obtain information about the number of solu-
tions but in an extension field. The idea will be to define a device which allow us
to preserve the information obtained for Fq when we extend to Fqr , and then ask
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ourself if this mechanism is sufficiently useful to infer something about the solutions
in the extension. The latter will be made clear in the next section.
In all what follows p will be a prime, and q = pn with n ≥ 1 and integer.
Definition 6. Let α, β ∈ Fqr and a ∈ Fq. The norm of α from Fqr to Fq is given
by
NFqr /Fq (α) := α · α
q · · ·αqr−1 .
Proposition 5. If α, β ∈ Fqr and a ∈ Fq. Then,
(1) NFqr /Fq (α) ∈ Fq.
(2) NFqr /Fq (αβ) = NFqr /Fq (α)NFqr /Fq (β).
(3) NFqr /Fq (aα) = a
rNFqr /Fq (α).
(4) NFqr /Fq : F
∗
qr −→ F∗q is surjective.
Proof. text
(1) Since,
(NFqr /Fq (α))
q = (α · αq · · ·αqr−1)q = αq · αq+1 · · ·αqr
= α · αq · · ·αqr−1 = NFqr /Fq (α).
(2) Trivial.
(3) Trivial.
(4) Let g be a generator of Fq and let us write for a moment N instead of NFqr /Fq .
So, N(g) = g(q
r−1)/(q−1) 6= 1. Thus N(g)l 6= 1 for l = 0, . . . , q−1, and they are
all different. Indeed, if N(g)a = N(g)b with 0 ≤ a, b < q, then N(g)a−b = 1.
This implies n | a − b, but 0 ≤ a, b < q, so a − b = 0. The result follows by
noticing that {1, N(g), . . . , N(g)q−1} constitutes a complete list of elements of
Fq. uunionsq
The experience of all the previous work remind us that the information about
solutions is encoded in characters. So, we start defining the extension of a character.
Definition 7. Let χ be a multiplicative character of Fq. The map χ(r) :Fqr∗ −→ C∗
given by
χ(r) := χ ◦NFqr/Fq
is the extension of χ.
As a consequence of the surjectivity of the norm, we have the following
Proposition 6. text
(1) Different characters of Fq give different extensions.
(2) If a character of Fq has order n, then its extension has the same order.
We must be careful with the first statement in the previous proposition. It does
not means that if χ1, . . . , χk is a complete list of characters defined on Fq, then
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their extensions form a complete list of characters in Fqr . It just ensures that the
extensions of the χi will be characters of Fqr .
Remark. Since χ(r) is a character on Fqr and hence it will be coherent to talk
about Gauss or Jacobi sums for χ(r).
4. The Hasse-Davenport Relation
The moral of Section 2 can be summarized by saying that counting number of
solutions is equivalent to determine Jacobi sums. However, Theorem 2 indicates
that under certain conditions, Jacobi sums can be put in terms of Gauss sums.
In this way, the information in which we are interested lives inside these objects.
Hence, if there is a flow of information between the number of solutions in Fq and
Fqr , we must expect an expression which relates the Gauss sums of a character and
that for its extension. This is the content of the following result.
Theorem 3 (Hasse-Davenport Relation). If χ is a multiplicative character of Fq
and χ(r) is its extension to Fqr , then
−g(χ(r)) = (−g(χ))r.
Proof. Ireland and Rosen, “ A Classical Introduction to Modern Number Theory”,
page 163. uunionsq
Example. Consider χ a nontrivial multiplicative character of order 3 over Fq and
χ(r) its extension to Fqr . Then
J(χ(r), χ(r)) = (−1)r+1J(χ, χ)r.
Indeed, by Theorem 2, J(χ(r), χ(r)) = (g(χ(r)))2/g(χ2(r)) = (g(χ(r)))
2/g(χ(r)). Ap-
plying the Hasse-Davenport relation we obtain
J(χ(r), χ(r)) =
(
(−(−g(χ))r)2
−(−g(χ))r
)
= (−1)r+1
(
g(χ)2
g(χ)
)r
= (−1)r+1J(χ, χ)r.
Example. Let χ(k) be a nontrivial character of order 3 over F4k . Then
J(χ(k), χ(k)) = (−1)k+12k.
Note that if J(χ, χ) = 2, with χ a nontrivial character of order 3 in F4, then the
result follows by applying the previous example. Since the finite field F4 can be
represented by {0, 1, α, α2}, with α2 + α+ 1 = 0, we have
J(χ, χ) =
∑
a+b=1
χ(a)χ(b)
= χ(0)χ(1) + χ(1)χ(0) + χ(α)χ(1− α) + χ(α2)χ(1− α2).
Recall that F4 has characteristic 2, then using α2 + α+ 1 = 0,
χ(α)χ(1− α) = χ(α− α2) = χ(1 + 2α) = χ(1) = 1,
χ(α2)χ(1− α2) = χ(α2 − α) = χ(−1− 2α) = χ(−1) = 1.
Therefore J(χ, χ) = 2.
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5. Important facts about Z[ω]
In this section we briefly discuss many aspects that will be used in the future
related to arithmetic, algebraic number theory and reciprocity laws applied to the
ring Z[ω].
5.1. Arithmetic of Z[ω]. We begin mentioning that this ring is an integral do-
main, which in turn is a PID and a UFD; that is,
i) every ideal I ⊂ Z[ω] is generated by just one element: I = (α) for some
α ∈ Z[ω]; and
ii) every element α ∈ Z[ω] has a unique factorization in primes: α = pia11 . . . piann ,
where ai ∈ Z and pii are prime elements in Z[ω].
Definition 8. Let a+ bω ∈ Z[ω]. We define its norm by
N(a+ bω) := αα = a2 − ab+ b2.
Among other things, the norm is useful because it easily identifies the units in the
ring Z[ω].
Proposition 7. α ∈ Z[ω] is a unit if and only if Nα = 1
Proof. (⇐) If α ∈ Z[ω] satisfies Nα = 1, then we have αα = 1. So, it will
be enough to prove that its conjugate belongs to Z[ω]. Indeed, α = a + bω =
a+ b(−1− ω) = (a− b) + (−b)ω, where a− b,−b ∈ Z because a, b ∈ Z.
(⇒) Let α be a unit. Then there exist a β ∈ Z[ω] such that αβ = 1. Taking norms
in the last equality, we obtain NαNβ = 1. By definition the norm is an integer, so
Nα = 1. uunionsq
Consequently, the units of Z[ω] are ±1,±ω,±ω2. Certainly, let α = a+bω be a unit
in Z[ω]. By previous result, 1 = a2−ab+b2 which is equivalent to 4 = (2a−b)2+3b2.
Since a, b are integers, we have the following possibilities:
• 2a− b = ±1 and b = ±1,
• 2a− b = ±2 and b = 0.
Thus, the result follows. Now, we will take a look to some results concerning the
prime elements of Z[ω].
Proposition 8. If pi is a prime in Z[ω], then there is a rational prime p such that
Npi = p or p2. In the former case, pi is not associated to a rational prime, whereas
in the second case pi is associated to p.
Proof. Put Npi = n. By definition of the norm, we have pipi = n. Since this
equality occurs in Z[ω] and pi is prime, then it divides one of the rational primes in
the integer factorization of n. Thus, pi | p, for some p rational prime. Then, there
exist γ ∈ Z[ω] such that p = γpi. Taking norms we obtain NγNpi = Np = p2. Since
the norm take integer values, we have either Npi = p2 and Nγ = 1, or Npi = p. In
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the first case, γ is a unit by Proposition 7 and so pi is associated to the rational
prime p; meanwhile for the second case, suppose that pi is associated to a rational
prime q. That is, pi = uq, where q is a unit of Z[ω]. Then, p = Npi = NuNq = q2,
which is clearly a contradiction. uunionsq
Proposition 9. If pi ∈ Z[ω] is such that Npi = p, a rational prime, then pi is a
prime in Z[ω].
Proof. Suppose that pi is not a prime element in Z[ω]. By the prime factorization
of pi, we can write it as pi = αβ, where neither α nor β are units. So, by Proposition
7, Nα > 1 and Nβ > 1. Therefore, taking norms in the equality pi = αβ we obtain
a nontrivial factorization of p. Contradiction. uunionsq
Proposition 10. Suppose that p is a rational prime. If p ≡ 2 mod 3, then p is a
prime in Z[ω]. On the other hand, if p ≡ 1 mod 3, then p = pipi, where pi is prime
in Z[ω]. Finally, 3 = −ω2(1− ω)2 and 1− ω is prime in Z[ω].
Proof. Suppose that p is not a prime in Z[ω]. Then we can write p = γpi for some
pi, γ ∈ Z[ω] with Nγ > 1 and Npi > 1. Taking norms, NpiNγ = Np = p2. Since
neither γ nor pi can be a unit by the Proposition 7, then Npi = p. If pi = a + bω,
then p = a2 − ab+ b2 which is equivalent to 4p = (2a− b)2 + 3b2. Therefore
p ≡ (2a− b)2 mod 3.
Inasmuch as the squares modulo 3 are 0 and 1, then if 3 - p implies p ≡ 1 mod 3.
Summarizing, if p 6= 3 is a rational prime which is not a prime in Z[ω], then p ≡ 1
mod 3.
Suppose now, that p ≡ 1 mod 3. By quadratic reciprocity law 1, it can be deduced
that (−3/p) = 1. This means that there exist an integer a such that a2 ≡ −3 mod
p, which is equivalent to say p|a2 + 3 = (a+√−3)(a−√−3). Since ω = − 12 +
√
3i
2 ,
then
√−3 = 1 + 2ω. Therefore, if p is prime in Z[ω], we would have
p|(a+ 1 + 2ω) or p|(a− 1− 2ω).
It is not possible because, by hypothesis, p 6= 2 and 2/p does not belong to Z. In
consequence, p = piγ, where neither pi nor γ are units, so Npi > 1 and Nγ > 1.
Taking norms in the identity p = piγ, we obtain p = Npi = pipi.
Finally, from the identity x3 − 1 = (x − 1)(x − ω)(x − ω2) we have x2 + x + 1 =
(x−ω)(x−ω2). Replacing x = 1 in the latter equality we obtain 3 = −ω2(1−ω)2.
On the other hand, since N(1−ω) = 3 which is a rational prime, we conclude that
1− ω is prime in Z[ω] because of Proposition 9. uunionsq
Although we have detected the prime elements in our ring, each of them has 5 asso-
ciates due to the presence of five units distinct of 1. In order to avoid ambiguities,
we need the notion of a primary prime.
Definition 9. If pi is a prime in Z[ω] we say that pi is primary if pi ≡ 2 mod 3.
1(−1/p) = (−1) p−12 and (p/q) = (−1) p−12 q−12 (q/p), where p, q are rational primes with p, q 6= 2.
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Proposition 11. Let p be an integer prime and pi ∈ Z[ω]. Suppose that Npi = p ≡ 1
mod 3. Among the associates of pi exactly one is primary.
Proof. Let pi = a+ bω. First of all, we can make a couple of assumptions. Since,
p = a2 − ab+ b2, then 3 - a or 3 - b. So, without loss of generality, we assume that
3 - a, because we can choose between pi = a+bω and ωpi = −b+(a−b)ω. Similarly,
we assume a ≡ 2 mod 3 because, if not, we take −pi.
With the assumptions above, we obtain from the identity p = a2 − ab + b2, that
1 ≡ 4 − 2b + b2 mod 3, which is equivalent to b(b − 2) ≡ 0 mod 3. If 3 | b, we are
done; otherwise, if b ≡ 2 mod 3, we take −ωpi = b+ (b− a)ω.
The uniqueness follows from observing that if pi = a+ bω is such that a ≡ 2 mod 3
and 3 | b, then none of the following list satisfies the same conditions:
• −pi = −a− bω,
• ωpi = −b+ (a− b)ω,
• −ωpi = b+ (b− a)ω,
• ω2pi = (b− a)− aω,
• −ω2pi = (a− b) + aω. uunionsq
5.2. Algebraic Number Theory. Let us consider a number field K and OK its
ring of integers. It is known that,
i) OK is a Dedekind domain, that is, a noetherian integral domain which is
integrally closed and where every prime ideal is maximal.
ii) If I ⊂ OK is a nontrivial ideal then OK/I is finite.
iii) The norm of the ideal I is defined by NI := |OK/I| and it is multiplicative.
iv) Let pi ∈ Z[ω] be a prime. Then, Z[ω]/piZ[ω] is a finite field with Npi elements.
Thus, in our case
K = Q[ω] and OK = Z[ω].
As a consequence of iv) we have the following
Lemma 1. If pi - α, then
αNpi−1 ≡ 1 mod pi.
Proof. If α ∈ Z[ω], then by iv) above, α can be seen as an element in Fq, with
q = Npi. There, it is known that αq−1 ≡ 1 mod q holds. Traslating this fact into
Z[ω]/piZ[ω], the result follows. uunionsq
5.3. Cubic Reciprocity Law. Let pi be a prime in Z[ω] such that Npi 6= 3.
Following the notation of Lemma 1 observe that pi divides αNpi−1 − 1. Also, the
latter expression can be factorized as follows
αNpi−1 − 1 = (α(Npi−1)/3 − 1)(α(Npi−1)/3 − ω)(α(Npi−1)/3 − ω2).
So, since pi is prime, it must divide one of these factors. Moreover, it must di-
vide at most one of them. Indeed, if, for instance, pi divides (α(Npi−1)/3 − 1) and
(α(Npi−1)/3 − ω), then it divides 1 − ω. Since 1 − ω is prime in Z[ω], then pi and
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1− ω are associated which implies Npi = N(1− ω) = 3, a contradiction. Thus, the
residue classes of 1, ω and ω2 are distinct in Z[ω]/piZ[ω].
In consequence, if pi ∈ Z[ω] is a prime such that Npi 6= 3 and pi - α, then exist
a unique m ∈ {0, 1, 2} such that α(Npi−1)/3 ≡ ωm mod pi. This motivates the
following definition.
Definition 10. Let α, pi ∈ Z[ω] such that pi is a prime and Npi 6= 3. The cubic
residue character of α modulo pi, denoted by
(
α
pi
)
3
, is 0 if pi | α; otherwise it is
that between {1, ω, ω2} for which
α(Npi−1)/3 ≡
(α
pi
)
3
mod pi
holds.
Proposition 12. text
(1) (α/pi)3 = 1 if and only if x3 ≡ α mod pi is solvable.
(2) (αβ/pi)3 = (α/pi)3(β/pi)3.
(3) If α ≡ β mod pi, then (α/pi)3 = (β/pi)3.
Proof. text
(1) (⇐) If the equation is solvable, then there exists a β ∈ Z[ω] such that β3 ≡ α
mod pi. Therefore, (α
pi
)
3
=
(
β
pi
)3
3
= 1.
(⇒) Let g be a generator of (Z[ω]/piZ[ω])∗. Take x = ga and α = gb. Then,
the equation x3 ≡ α mod pi is the same as g3a ≡ gb mod pi, which is turn
is equivalent to 3a ≡ b mod Npi − 1. Recall that this equation is solvable
if and only if d = (3, Npi − 1) divides b. Since pi is a prime in Z[ω] with
Npi 6= 3, Propositions 8 and 10 guarantee Npi ≡ 1 mod 3. In consequence,
d = 3. Finally, the hypothesis (α/pi)3 = 1 implies gb(Npi−1)/3 ≡ 1 mod pi,
which means Npi − 1|b, and thus 3|b.
(2) (αβ/pi)3 ≡ (αβ)(Npi−1)/3 ≡ α(Npi−1)/3β(Npi−1)/3 ≡ (α/pi)3(β/pi)3 mod pi. The
equality follows because {1, ω, ω2} is a cyclic group and the classes modulo pi
determined by them are all different.
(3) The result follows by an argument similar to the previous part and the fact
that (α/pi)3 ≡ α(Npi−1)/3 ≡ β(Npi−1)/3 ≡ (β/pi)3 mod pi. uunionsq
Proposition 13. text
(1) Cubic Reciprocity Law: Let pi1, pi2 be primary whose norms are not 3 and
Npi1 6= Npi2. Then (
pi1
pi2
)
3
=
(
pi2
pi1
)
3
.
(2) Supplement to the Cubic Reciprocity Law: Let pi ∈ Z[ω] be primary with Npi 6=
3. If pi = a+ bω, write a = 3m− 1 and b = 3n. Then,(
ω
pi2
)
3
= ωm+n and
(
1− ω
pi2
)
3
= ω2m.
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6. Gauss and Jacobi Sums of Cubic Characters
In this part we will finish the example of Section 2, and so the answer for the
questions stated at the beginning of the chapter. Again, q = pn is a power of an
integer prime p. Let us begin by noting that Jacobi sums of cubic characters has an
arithmetical information linked to it. Indeed, since χ is a nontrivial cubic character
of Fq, then it takes values in {1, ω, ω2}. Therefore, by Definition 5, it is clear that
J(χ, χ) ∈ Z[ω]. In what follows, we will see how this relationship makes possible
the determination of the exact value for the Jacobi sum above.
Lemma 2. If χ is a nontrivial cubic character of Fq with q ≡ 1 mod 3, then
J(χ, χ) ≡ −1 mod 3.
Proof. By Corollary 1, g(χ)3 = qJ(χ, χ). Because q ≡ 1 mod 3, then
g(χ)3 ≡ J(χ, χ) mod 3.
On the other hand,
g(χ)3 =
∑
t∈Fq
χ(t)ψ(t)
3 =
∑
t6=0
χ(t)ψ(t)
3 .
Taking modulo 3, we obtain
g(χ)3 ≡
∑
t 6=0
χ(t)3ψ(3t) =
∑
t 6=0
ψ(3t) = −1 mod 3.
uunionsq
Theorem 4. If p ≡ 2 mod 3 and χ a nontrivial cubic character of Fp2 , then
J(χ, χ) = p.
Proof. Since p ≡ 2 mod 3, then it is prime in Z[ω]. On the other hand, by (5)
of Theorem 2, p2 = |J(χ, χ)|2 = J(χ, χ)J(χ, χ), which implies J(χ, χ) | p in Z[ω].
Hence, J(χ, χ) and p are associated. But, by the previous lemma, J(χ, χ) ≡ 2 mod
3, that is, it is primary. By uniqueness J(χ, χ) = p. uunionsq
To finish the problem, it remains to determine J(χ, χ) for p ≡ 1 mod 3.
Proposition 14. Let p be a prime integer such that p ≡ 1 mod 3 and χ is a
nontrivial cubic character of Fp. There exists a prime pi|p such that
χ(x) ≡ x p−13 mod pi,
for all x ∈ Fp.
Proof. Since p ≡ 1 mod 3, then p = pipi by Proposition 10. Let us take pi for the
next calculations. By multiplicativity, it is enough to prove the proposition in the
generator g of F∗p. Being χ is a nontrivial cubic character, then χ(g) = ωa, with
a ∈ {1, 2} and ω = e2pii/3. Due to the identification Fp ∼= Z[ω]/piZ[ω], g can be seen
also as the generator of (Z[ω]/piZ[ω])∗; hence pi - g. In this way, g(p−1)/3 ≡ ωb mod
pi, with b ∈ {0, 1, 2}.
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Since χ(g) ∈ Z[ω] then χ(g) ≡ gl mod pi, for some integer l. Then,
ωa ≡ ωbk mod pi,
where k ∈ {0, 1, 2}. Finally, note that k cannot be zero because, otherwise, the
character would be the trivial one. If k = 1, then we are done, because
χ(g) = ωa ≡ ωb ≡ g(p−1)/3 mod pi.
If k = 2, then it will be enough to redo all the previous work using pi instead of pi.
uunionsq
Before to state the desired result, let us prove the following technical lemma.
Lemma 3. The sum 1k+2k+ . . .+(p−1)k is, modulo p, congruent to 0, if p−1 - k
and congruent to −1, if p− 1 | k.
Proof. Suppose that F∗p is generated by g. Then
{1k, 2k, . . . , (p− 1)k} = {g0k, gk, . . . , g(p−2)k}.
Therefore,
• p− 1 | k:
1k + 2k + . . .+ (p− 1)k ≡ 1 + gk + . . .+ gk(p−2) ≡ 1 + p− 2 ≡ −1 mod p.
• p− 1 - k:
1k + 2k + . . .+ (p− 1)k = (g
k)p−1 − 1
gk − 1 ,
thus (gk−1)(1k+2k+ . . .+(p−1)k) ≡ (gk)p−1−1 = 0 mod p. Since p−1 - k,
hence gk 6= 1, we will have 1k + 2k + . . .+ (p− 1)k ≡ 0 mod p. uunionsq
Theorem 5. Let p ≡ 1 mod 3. If p = pipi, where pi ≡ 2 mod 3 and χ is a cubic
character of Fp, then
J(χ, χ) = pi.
Proof. Let us write pi′ := J(χ, χ). Since |J(χ, χ)|2 = p = pipi, then pi′pi′ = pipi. By
Lemma 1, pi′ ≡ 2 mod 3, then pi | pi′ or pi | pi′. On the other hand,
J(χ, χ) =
∑
x∈Fp
χ(x)χ(1− x) ≡
∑
xFp
x
p−1
3 (1− x) p−13 mod pi.
Because of Z[ω]/piZ[ω] ∼= Fp we have
J(χ, χ) ≡
∑
x
x
p−1
3 (1− x) p−13 mod p.
But
∑
x x
p−1
3 (1− x) p−13 = ∑x x p−13 −∑x(1− x)2 p−13 mod p which is congruent to
0 modulo p by Lemma 3. Therefore, pi | pi′ and hence pi = pi′, because of vii) at the
beginning of the section. uunionsq
Chapter II
Solutions over Finite Fields
An elliptic curve over the field K is a nonsingular plane projective curve of degree
3 together with an exceptional point denoted by O. However, if the characteristic
of the underlying field is different of 2 and 3, then it can be proved that there
exist an (affine) equation y2 = x3 + ax+ b which determines it. Such an equation
is known as the Weierstrass form. In the general case, the elliptic curve has an
(affine) equation of the form
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6.
Based on the tools given in Chapter I, the objective of this part is to attain explicit
expressions for the number of solutions corresponding to E, the elliptic curve over
Fq whose Weierstrass form is given by y2 = x3 + A, where A ∈ Z and q = pr is a
power of a prime p.
In what follows, we will use Nr, with r ≥ 1 an integer, to indicate the number of
solutions of E in Fpr . More especifically,
Nr := 1 +N( Eq. of E |Fpr ),
where N( Eq. of E |K) indicates the number of solutions of the equation deter-
mined by the model of E when it is defined over K, and x, y ∈ K. It is worth to
mention that Nr is the number of solutions in the projective plane of the elliptic
curve: the number 1 represents the point at infinity and N( Eq. of E |Fpr ) counts
the number of solutions in the affine plane.
Let ρ and χ be characters of Fp of order 2 and 3 respectively, and ρ(r) and χ(r) its
extensions to Fpr , that is, ρ(r) = ρ ◦NFpr/Fp and χ(r) = χ ◦NFpr/Fp .
1. p - 6A
Rewriting N(y2 = x3 +A |Fpr ) in a more convenient way:
N(y2 = x3 +A |Fpr ) =
∑
a−b=A
N(y2 = a |Fpr ) ·N(x3 = b |Fpr ),
where the sum goes over all a, b ∈ Fpr satisfying a− b = A, we have
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Case 1: p ≡ 2 mod 3.
• r odd: In this case the only character of order 3 is ε. Indeed, under these
conditions pr ≡ 2 mod 3 which implies 3 - pr−1. Thereby, if χ is a nontrivial
character of order 3 and g is a generator of Fpr , then χ(g)p
r−1 = 1 and also
χ(g)3 = 1. In consequence, 3|pr − 1, which is a contradiction.
Applying Theorem 1, we obtain
N(y2 = x3 +A |Fpr ) =
∑
a−b=A
(
1 + ρ(r)(a)
) ·( 2∑
i=0
ε(b)
)
=
∑
a∈Fpr
1 +
∑
a∈Fpr
ρ(r)(a) = p
r
Therefore
Nr = p
r + 1 . (II.1)
• r even: Suppose that r = 2k. Then,
N(y2 = x3 +A |Fpr ) =
∑
a−b=A
2∑
i=0
χi(r)(b) +
∑
a−b=A
2∑
i=0
ρ(k)(a)χ
i
(k)(b),
where ρ(k) and χ(k) are characters of orders 2 and 3 of Fp2k , respectively; and
for the first summand we have∑
a−b=A
2∑
i=0
χi(r)(b) =
2∑
i=0
∑
a−b=A
χi(r)(b) =
2∑
i=0
∑
b∈Fpr
χi(r)(b) =
∑
b∈Fpr
ε(b) = pr.
We have used the orthogonality relations of Proposition 1 in the third identity.
Note that, if we restrict χ(k) to F∗p we will have the trivial character; otherwise,
we would have a nontrivial character of order 3 in Fp with p ≡ 2 mod 3 which
is an absurd by the same argument given in the part r odd. By the second
example Section 4 of Chapter I, we obtain
J(χ(r), χ(r)) = (−1)k+1pk = −(i√p)r.
Hence
Nr = p
r + 1− (i√p)r − (i√p)r . (II.2)
Case 2: p ≡ 1 mod 3.
N(y2 = x3 +A |Fpr ) =
∑
a−b=A
(
1 + ρ(r)(a)
) ·( 2∑
i=0
χi(r)(b)
)
=
∑
a−b=A
2∑
i=0
χi(r)(b) +
∑
a−b=A
2∑
i=0
ρ(r)(a)χ
i
(r)(b)
Note that the first summand is the same as the summand in the previous case.
Before to determine the next summand, we will give an auxiliary lemma.
Lemma 4.
J(ρ(r), χ(r)) = χ(r)(4)J(χ(r), χ(r))
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Proof.
J(ρ(r), χ(r)) =
∑
b∈Fpr
ρ(r)(1− b)χ(r)(b).
By the orthogonality relations,
∑
b∈Fpr χ(r)(b) = 0. Using this in the previous
identity, we obtain
J(ρ(r), χ(r)) =
∑
b∈Fpr
(1 + ρ(r)(1− b))χ(r)(b)
=
∑
b∈Fpr
N(x2 = 1− b)χ(r)(b)
because (1 + ρ(r)(1− b)) = N(x2 = 1− b) by Theorem 1. Note that∑
c∈Fpr
χ(r)(1− c2) =
∑
b∈Fpr
N(x2 = 1− b)χ(r)(b).
Therefore,
J(ρ(r), χ(r)) =
∑
b ∈ Fprχ(r)(1− b2)
=
∑
b
χ(r)(1− b2)
= χ(r)(4)
∑
b
χ(r)
(
1− b
2
)
χ(r)
(
1 + b
2
)
= χ(r)(4)J(χ(r), χ(r)).
Again, the orthogonality relations of Proposition 1 was used in the second equality.
uunionsq
Lemma 5. ∑
a−b=A
2∑
i=0
ρ(r)(a)χ
i
(r)(b) = θr + θr,
where θr = ρ(r)χ(r)(4A)J(χ(r), χ(r)).
Proof.
∑
a−b=A
2∑
i=0
ρ(r)(a)χ
i
(r)(b) =
2∑
i=0
∑
a−b=A
ρ(r)(a)χ
i
(r)(b)
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Making a = At1 and b = −At2, we obtain
=
2∑
i=0
∑
t1+t2=1
ρ(r)(At1)χ
i
(r)(−At2)
=
2∑
i=0
ρ(r)(A)χ
i
(r)(−A)
∑
t1+t2=1
ρ(r)(t1)χ
i
(r)(t2)
=
2∑
i=0
ρ(r)(A)χ
i
(r)(−A)J(ρ(r), χ(r))
= ρ(r)(A)ε(−A)J(ρ(r), ε) + ρ(r)(A)χ(r)(−A)J(ρ(r), χ(r)) + ρ(r)(A)χ(r)(−A)J(ρ(r), χ(r)).
By Theorem 2 J(ρ(r), ε) = 0. On the other hand, χ(r)(−A) = χ(r)(−1)χ(r)(A) =
χ(r)(A), because χ(r)(−1) = 1 due to the fact χ(r) is a cubic character. Thus,
= ρ(r)χ(r)(A)J(ρ(r), χ(r)) + ρ(r)χ(r)(A)J(ρ(r), χ(r)).
Now, by Lemma 4 and due to the fact that ρ(r)(4) = 1 and ρ(r) = ρ(r) because ρ(r)
is of order 2, then
= ρ(r)χ(r)(A)J(ρ(r), χ(r)) + ρ(r)χ(r)(A)J(ρ(r), χ(r))
= ρ(r)χ(r)(4A)J(χ(r), χ(r)) + ρ(r)χ(r)(4A)J(χ(r), χ(r))
uunionsq
Since 4A ∈ Fp, the properties of norm imply
ρ(r)χ(r)(4A) = (ρχ(4A))
r
.
Consequently, ρ(r)χ(r)(4A)J(χ(r), χ(r)) = −(−ρχ(4A)J(χ, χ))r. Finally, we obtain
the desired explicit expression for Nr
Nr = p
r + 1− θr − θr (II.3)
where θ = θ1.
2. p | 6A
Case 1: p | A and p - 6.
Nr = 1 +N(y
2 = x3|Fpr ) = 2 +N(y2 = x3|F∗pr ).
Since F∗pr is cyclic with pr − 1 elements and generator g, we can write x = gα and
y = gβ . So, the equation y2 = x3 becomes g2β = g3α; that is g2β−3α = 1 which
implies 2β ≡ 3α mod pr − 1. This equation has pr − 1 solutions. Indeed, α must
be even: α = 2α′. So, for each 0 ≤ α′ < pr−12 we have β ≡ 3α′ mod p
r−1
2 which
has p
r−1
2 solutions.
Therefore,
Nr = p
r + 1 (II.4)
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Case 2: p = 2.
In this case, we will consider a particular case which will not affect the future work.
Consider the elliptic curve E whose Weierstrass form is given by the equation
y2 = x3 + 16. The model for it will be V : y2 + y = x3 in F2r .
• r odd: Since the map x 7→ x3 is injective, for each value of y there is only one
x such that x3 = y2 + y. So, N(y2 + y = x3|F2r ) = 2r and hence
Nr = 2
r + 1 (II.5)
.
• r even: N(y2 + y = x3|F2r ) = N(y2 + y = x3|F4k), where s = 2k.
N(y2 + y = x3|F4k) =
∑
y
∑
χ3
(k)
=ε
χ(k)(y
2 + y)
=
∑
y
(
1 + χ(k)(y
2 + y) + χ(k)(y
2 + y)
)
=
∑
y
1 +
∑
y
χ(k)(y
2 + y) +
∑
y
χ(k)(y
2 + y)
= 4k +
∑
y
χ(k)(y)χ(k)(y + 1) +
∑
y
χ(k)(y)χ(k)(y + 1)
= 4k +
∑
y
χ(k)(y)χ(k)(1− y) +
∑
y
χ(k)(y)χ(k)(1− y)
= 4k + J(χ(k), χ(k)) + J(χ(k), χ(k))
It is worth to mention that in the previous equalities, χ is a character of order
3 over F4, χ(r)(−1) = 1, and we have changed variables: −y instead of y.
Finally, by the example in Section 4 of Chapter I,
Nr = 4
k + 1 + (−1)k−12k + (−1)k−12k (II.6)
where r = 2k.
Case 3: p = 3.
Here, the equation y2 = x3 + A becomes y2 = (x+ A)3. By change of variables it
is y2 = x3 and this is the same as the Case 1.
The formulas (II.1) to (II.6) will play an important role in the next chapter.
3. Additional Remarks
To finish this part, we introduce the sixth reciprocity symbol, with which we will
be able to specify the quadratic and cubic characters used for (II.3).
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We begin pointing out that, either p ≡ 1 mod 3 or p ≡ 2 mod 3, then 6 | Npi − 1.
Indeed, in the first case Npi = p and Npi = p2 in the second one. In addition, note
that
αNpi−1 − 1 =
2∏
i=0
(α(Npi−1)/6 − wi)(α(Npi−1)/6 + wi).
By Lemma 1 of Chapter I, pi must divide only one of this factors. Therefore, there
exist a unique m ∈ {0, 1, 2, 3, 4, 5} such that
α(Npi−1)/6 ≡ (−ω)m mod pi, if pi - α. (II.7)
This motivates the following
Definition 11 (The sixth reciprocity symbol). text
(1) Let α, pi ∈ Z[ω] where pi is prime. If pi | α, then (αpi )6 := 0, otherwise,(α
pi
)
6
:= (−ω)m,
where m satisfies (II.7).
(2) Let γ ∈ Z[ω] and consider its factorization in irreducibles γ = pi1 · · ·pik. If
(α, pii) 6= 1 for some i, then
(
α
γ
)
6
:= 0; otherwise(
α
γ
)
6
:=
k∏
i=1
(
α
pii
)
6
.
Let p ≡ 1 mod 3. The identification Z[ω]/piZ[ω] ∼= Fp allow us to think
( ·
pi
)
6
as a
character of Fp of order 6. Then,
( ·
pi
)3
6
is a character of order 2 and
( ·
pi
)2
6
has order
3. Therefore, if we take ρ =
( ·
pi
)3
6
and χ =
( ·
pi
)2
6
with Theorem 5 in (II.3) we obtain
Nr = p
r + 1−
[
−
(
4A
pi
)
6
· pi
]r
−
[
−
(
4A
pi
)
6
· pi
]r
. (II.8)
Chapter III
The L-function of the Elliptic Curve
E : y2 = x3 + A
A Dirichlet chactacters is the extension to Z of a multiplicative character defined
over F∗p, where p is a prime. If χ is such a character, we can construct a Dirichlet
L-function:
L(χ, s) =
∑
n≥1
χ(n)
ns
,
where s ∈ C. It can be prove that, when χ is completely multiplicative, i.e.
χ(mn) = χ(m)χ(n) without restrictions over m,n ∈ Z, then L(χ, s) has an Eu-
ler product
L(χ, s) =
∏
p
(
1− χ(n)
ns
)−1
.
Moreover, it can be seen as an analytic function if Re(s) > σ, for some σ ∈ R.
Dirichlet L-functions are well known not only by their ability to capture arithmetical
information of Z, but also they make possible the use of powerful analytical tools
in arithmetic. Since the elliptic curves possess their own arithmetic, it would be
advantageous to have such an object in this context.
In order to obtain L-functions to a given elliptic curve, we will use the Hasse’s
local-global principle. That is, for each prime p, we will store the local data Nr,
varying r, in a formal power series Z(Ep, T ) and next, we will paste the information
provided by all the Z(Ep, T ) which finally will give L(E, s). The latter will be our
global object associated to the elliptic curve. As we will see later, L(E, s) behaves
as an L-function.
In what follows, E will be the elliptic curve whose Weierstrass forms is given by
y2 = x3 + A, where A ∈ Z; and Ep refers to the reduction modulo p of E, that
is, we must think in the model for the curve E defined over Fp. In addition, we
associate to E the number ∆ = −2433A2.
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1. The Congruence Zeta Function for E
Let us start studying the local objects Z(Ep, T ) mentioned above, and its main
properties.
Definition 12. Let p be a prime integer. The congruence zeta function asso-
ciated to E is given by the formal power series
Z(Ep, T ) = exp
( ∞∑
r=1
Nr
r
T r
)
,
where Nr is as in Chapter II.
Example. By (II.5) and (II.6) of Chapter II we have seen that Nr = 2r + 1 if r
is odd and Nr = 4k + 1 + (−1)k−12k + (−1)k−12k if r is even of the form r = 2k.
Therefore,
Z(E2, T ) = exp
(∑
r odd
Nr
r
T r +
∑
r even
Nr
r
T r
)
= exp
( ∞∑
r=1
2r + 1
r
T r +
1
2
∞∑
r=1
(−1)r−12r+1
r
T 2r
)
= exp
( ∞∑
r=1
(2T )r
r
+
∞∑
r=1
T r
r
−
∞∑
r=1
(−2T 2)r
r
)
= exp
(− ln(1− 2T )− ln(1− T ) + ln(1 + 2T 2))
=
1 + 2T 2
(1− T )(1− 2T )
Similarly, it is easy to check that if p 6= 2, 3, p - A and p ≡ 2 mod 3, then
Z(Ep, T ) =
1 + pT 2
(1− T )(1− pT ) .
As we will see below, it is not a coincidence that the congruence zeta function
associated to E is a rational function.
Lemma 6. If Z(Ep, T ) =
P (T )
Q(T ) , where P and Q are polynomials, then P (0) = Q(0).
Consequently
Z(Ep, T ) =
∏
i(1− αiT )∏
j(1− βjT )
.
Proof. From the definition
Z(Ep, T ) = exp
( ∞∑
r=1
Nr
r
T r
)
=
∞∑
n=0
(∑∞
r=1
Nr
r T
r
)n
n!
= 1 + T (. . .)
So, if Z(Ep, T ) =
P (T )
Q(T ) with P,Q polynomials, then Z(Ep, 0) =
P (0)
Q(0) = 1, which
implies P (0) = Q(0). uunionsq
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Proposition 15. The congruence zeta function is rational if and only if there exist
complex numbers αi and βj such that
Nr =
∑
j
βrj −
∑
i
αri .
Proof. Taking the logarithm derivative
Z(Ep, T )
′
Z(Ep, T )
=
∑
i
−αi
1− αiT −
∑
j
−βj
1− βjT ,
multiplying by T
Z(Ep, T )
′
Z(Ep, T )
T =
∑
j
βjT
1− βjT −
∑
i
αiT
1− αiT ,
and expanding the geometric series, we have
Z(Ep, T )
′
Z(Ep, T )
T =
∞∑
n=1
∑
j
βnj −
∑
i
αni
Tn.
On the other hand, from the definition Z(Ep, T )′ =
(∑∞
r=1NrT
r−1)Z(Ep, T ), so
Z(Ep, T )
′
Z(Ep, T )
T =
∞∑
r=1
NrT
r.
Hence, Nr =
∑
j β
r
j −
∑
i α
r
i . Conversely,
Z(Ep, T ) = exp
( ∞∑
r=1
∑
j β
r
j −
∑
i α
r
i
r
T r
)
= exp
−∑
j
log(1− βjT ) +
∑
i
log(1− αiT )

=
∏
i(1− αiT )∏
j(1− βjT )
.
uunionsq
In conclusion, Proposition 15 plus the results (II.1)-(II.6) from Chapter 2 and the
example at the beginning of this section imply
(1) p - ∆ = −2433A2
p ≡ 2 mod 3 : Z(Ep, T ) = 1+pT
2
(1−T )(1−pT )
p ≡ 1 mod 3 : Z(Ep, T ) = (1−θT )(1−θT )(1−T )(1−pT )
(2) p | ∆ = −2433A2
p | A, p = 3 : Z(Ep, T ) = 1(1−T )(1−pT )
p = 2 : Z(Ep, T ) = 1+2T
2
(1−T )(1−pT ) ,
where θr = ρ(r)χ(r)(4A)J(χ(r), χ(r)) with θ = θ1.
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2. The L-function of E
Now, it is time to talk about the object L(E, s) mentioned at the beginning of the
chapter. The idea of its construction is very simple: collect the relevant information
provided by all the Z(Ep, T ), and multiply them. That is why it is thought as a
global object. Which is not simple is to realize why L(E, s) becomes very useful.
This is in fact the main topic of this section: we will see that L(E, s) is something
quite similar to a Dirichlet L-function.
Let us start by noticing that the denominators in the expressions for Z(Ep, T ) at
the end of the last section are all the same. Since redundancies could complicate
calculations in the future, we make the following
Definition 13. The Euler factor, denoted by Lp(s) is given by
Lp(s) =
(
(1− p−s)(1− p1−s)Z(Ep, p−s)
)−1
.
Example. Since Z(E3, 3−s) = 1(1−3−s)(1−31−s) , then Lp(s) = 1. Similarly, since
Z(E2, 2
−s) = 1+2p
1−2s
(1−2−s)(1−21−s) , then Lp(s) =
1
1+21−2s .
Now we are ready to specify the the object L(E, s) mentioned above.
Definition 14. The L-function of the elliptic curve E is
L(E, s) :=
∏
p-∆
Lp(s).
At first glance, L(E, s) has no similarities with Dirichlet L-functions; however,
which justifies the term L-function is the possibility to find an Euler product as
well as a Dirichlet series form for L(E, s) via a special type of function which we
will determine below.
Let Ψ : {prime ideals in Z[ω]} −→ C be a function defined in the following way: if
p ⊂ Z[ω] is a prime ideal such that p = (pi) with pi primary, then
Ψ(p) =
{
0 , p | 6A
−( 4Api )6 · pi , p - 6A .
This is well-defined because of the following
Lemma 7. Let p an odd prime such that p ≡ 2 mod 3. Then
(
4A
p
)
6
= 1.
Proof. Clearly (p + 1)/6 ∈ Z, then in (4A)p−1 ≡ 1 mod p we raise both sides to
(p+ 1)/6 and thus we obtain (4A)(p
2−1)/6 ≡ 1 mod p, which means
(
4A
p
)
6
= 1. uunionsq
Proposition 16. The L-function L(E, s) has an Euler product:
L(E, s) =
∏
p-(∆)
(
1− Ψ(p)
(Np)s
)−1
.
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Proof. By (1) and (2) prior to this section and the fact that
θr = ρ(r)χ(r)(4A)J(χ(r), χ(r)) =
[
−
(
4A
pi
)
6
pi
]r
with θ = θ1
which was done at the end of Chapter II, we have∏
p-∆
Lp(s) =
∏
p≡2 mod 3
1
1 + p · p−2s
∏
p≡1 mod 3
1
(1− θp−s)(1− θp−s)
=
∏
p-(∆)
1
1−Ψ(p)Np−s =
∏
p-(∆)
(
1− Ψ(p)
(Np)s
)−1
.
uunionsq
Recall that for the Dirichlet L-functions, if the character involved is completely
multiplicative, then it is easy to express it as a Dirichlet series from its Euler
product. So, next we will do the same for L(E, s).
Definition 15. Let I ⊂ Z[ω] be an ideal and I = pa11 . . . parr its factorization in
prime ideals. Then
Ψ(I) :=
r∏
i=1
Ψ(pi)
ai .
With this definition, the map Ψ behaves as a completely multiplicative arithmetic
function. In consequence,
L(E, s) =
∏
p-(∆)
(
1− Ψ(p)
(Np)s
)−1
=
∑
I⊂Z[ω]
(I,(∆))=1
Ψ(I)
(NI)s
.
Since Z[ω] is a PID, every ideal is generated by one element but also by its associates.
Then we can turn the sum over the ideals to a sum over the element of Z[ω] but we
must substract the contribution made by the associates in order to keep the whole
sum without changes. In this way we obtain,
L(E, s) =
1
6
∑
x∈Z[ω]
Ψ(x)
(Nx)s
,
where Ψ(x) and Nx means Ψ and N evaluated in the ideal generated by x.
3. The Functional Equation
Due to the fact that L(E, s) has the main attributes of an L-function, it is natural
to expect there are many others. Here, we are devoted to find out a functional
equation for L(E, s). Since it involves lots of calculations, we have divided this
section in four parts. In this way, the preliminaries are covered in parts I and II. In
Part III, we define the analogous to the theta functions and its Mellin Transform
are also calculated. Finally, in Part IV, by means of the Mellin transform of an
auxiliary function, we will deduce an equation relating L(E, s) and L(E, 2− s).
30 III. THE L-FUNCTION OF THE ELLIPTIC CURVE E : y2 = x3 + A
3.1. Part I: Fourier Transform and its Properties. Let L be the C-vector
space of all functions f : Rn → C bounded and smooth, such that |x|Nf(x)→ 0 as
|x| → ∞ for all N .
Definition 16. Let f ∈ L. Its Fourier Transform is given by
fˆ(y) =
∫
Rn
e−2piix·yf(x)dx.
Remarks. (Properties of Fourier Transforms) text
If f ∈ L, then
(1) a ∈ Rn, g(x) = f(x+ a), then gˆ(y) = e2piia·y fˆ(y).
(2) a ∈ Rn, g(x) = e2piia·xf(x), then gˆ(y) = fˆ(y − a).
(3) b ∈ R, b > 0 and g(x) = f(bx), then gˆ(y) = b−nfˆ(y/b).
(4) f(x) = e−pix·x, then fˆ = f .
(5) Let w = (w1, . . . , wn) ∈ Cn and ∂∂xf = ( ∂∂x1 f, . . . , ∂∂xn f), then g = w · ∂∂xf
implies gˆ(y) = 2piiw · yfˆ(y).
(6) Poisson Summation Formula:∑
m∈Zn
f(m) =
∑
m∈Zn
fˆ(m).
Next, we present the following technical lemma which relates Z[ω] with Z2.
Lemma 8. Z[ω] = MZ2, where M =
[
1 −1/2
0
√
3/2
]
.
Proof. Take a + bω ∈ Z[ω]. Showing its real and imaginary parts, we have (a −
b
2 ) +
b
√
3
2 i, which in turn, can be identified with
[
a− b2
b
√
3
2
]
= M
[
a
b
]
. Conversely,[
a− b2
b
√
3
2
]
= M
[
a
b
]
.
uunionsq
The lemma allow us to associate the vector X = (a, b) ∈ Z2 for the element x =
a+ bω ∈ Z[ω] such that the identity x = MX · (1, i) holds. We will use the previous
notation in what follows.
Proposition 17. ∑
x∈Z[ω]
e−pit(Nx)
2
=
2
t
√
3
∑
x∈Z[ω]
e−
4pi
3t (Nx)
2
.
Proof. Using the previous lemma, a simple calculation shows that −pit(Nx)2 =
−pi||(√tM)X||2, where || · || is the norm of a vector. Therefore,∑
x∈Z[ω]
e−pit(Nx)
2
=
∑
X∈Z2
e−pi||(
√
tM)X||2 .
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Taking g(X) = e−pi||(
√
tM)X||2 and f(X) = e−pi||X||
2
, note that
g(X) = f((
√
tM)X).
In what follows we will write Mt for
√
tM . Now, consider
gˆ(y) =
∫
Rn
e−2piiX·yf(MtX)dX.
Applying the change of variable X ′ = MtX, we will obtain
gˆ(y) =
∫
Rn
e−2pii(M
−1
t X
′)·yf(X ′)
1
|detMt|dX
′.
On the other hand, it is easy to check that (M−1t X ′) · y = X ′ · (M∗t y), where
M∗t = (M
−1
t )
T and the central dot means the scalar product in R2.
Therefore,
gˆ(y) =
1
|detMt|
∫
Rn
e−2piiX
′·(M∗t y)f(X ′)dX ′ =
1
|detMt| fˆ(M
∗
t y).
Applying the Poisson Summation Formula we obtain∑
X∈Z2
g(X) =
∑
X∈Z2
gˆ(X) =
1
|detMt|
∑
X∈Z2
fˆ(M∗t X).
Note that detMt =
√
3t/2. Also, to every element M∗t X we associate the vector
(a, a√
3t
+ 2b√
3t
), where a, b ∈ Z, for which, at the same time, we have the complex
number z = a+ ( a√
3t
+ 2b√
3t
)i. Note that z = 2i√
3t
(b− aω), thus
f(M∗t X) = e
−pi||M∗t X||2 = e−pi||
2i√
3t
(b−aω)||2
= e−
4pi
3t ||M [b,−a]T ||2 = e−
4pi
3t (N(b−aω))2 .
Finally, applying property 4 of the Fourier Transform, we obtain the result.
uunionsq
3.2. Part II: An Important Fourier Transform. Let w˜ = (1, ω) and w = (1, i)
be complex vectors. If X ∈ R2, then note that X · w˜ = MX · w. Consider the
function
g(X) = (X + u) · w˜e−pit||M(X+u)||2 .
We want to calculate its Fourier transform. In order to do so, take f(X) =
e−pi||X||
2
, g1(X) = f((
√
tM)X) and g2(X) = w ·
[(
1 0
1√
3
2√
3
)
∂
∂xg1
]
. Hence,
g(X) = − 1
2pit
g2(X + u).
Remarks. text
(1) M [y2,−y1]T is associated with the complex number
z = y2 +
y1
2
−
√
3y1
2
i = −y1
(
−1
2
+
√
3
2
i
)
+ y2 = (−ω, 1) · y.
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As a consequence, we obtain
||M [y2,−y1]T || = ||(−ω, 1) · y||.
(2) It is easy to check that(
1 +
i√
3
,
2i√
3
)
· (y1, y2) = 2i√
3
(−ω, 1) · y.
Using the linearity of the integral as well as the remarks above and the properties
of the Fourier transform, we obtain
gˆ2(y) = 2pii
(
1 +
i√
3
,
2i√
3
)
· ygˆ1(y) = −4pi√
3
(−ω, 1) · ygˆ1(y).
By what we have done in Proposition 17 and the previous remark, we have
gˆ1(y) =
2
t
√
3
e−
4pi
3t ||M [y2,−y1]T ||2 =
2
t
√
3
e−
4pi
3t ||(−ω,1)·y||2 .
Finally,
gˆ(y) =
4
3t2
y · (−ω, 1)e2piiu·ye− 4pi3t ||y·(−ω,1)||2 .
3.3. Part III: Mellin Transform. Recall that the Mellin Transform of f(t) is
Mf (s) :=
∫ ∞
0
tsf(t)
dt
t
.
In many calculations below, we will use the following important identity which
involve the Gamma Function:∫ ∞
0
e−ctts
dt
t
= c−sΓ(s). (III.1)
Definition 17. We introduce the following functions which depend on the vector
u ∈ R2
θu(t) :=
∑
X∈Z2
(X + u) · w˜e−pit||M(X+u)||2
θu(t) :=
∑
X∈Z2
X · (−ω, 1)e2piiu·Xe−pit||X·(−ω,1)||2 .
Note that, by what has been done in the previous subsection, we can deduce the
following equality
θu(t) =
4
3t2
θu
(
4
3t
)
. (III.2)
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Now, using the definition and (III.1), we wil determine the Mellin transforms of
θu(t).
Mθu(s) =
∫ ∞
0
tsθu(t)
dt
t
=
∑
X∈Z2
(X + u) · w˜
∫ ∞
0
e−pit||M(X+u)||
2
ts
dt
t
=
∑
X∈Z2
(X + u) · w˜[pi||M(X + u)||2]−sΓ(s)
= pi−sΓ(s)
∑
X∈Z2
(X + u) · w˜
|(X + u) · w˜|2s .
Thus,
Mθu(s) = pi−sΓ(s)
∑
X∈Z2
(X + u) · w˜
|(X + u) · w˜|2s . (III.3)
Doing something similar, we obtain
Mθu(s) = pi−sΓ(s)
∑
X∈Z2
X · (−ω, 1)
||X · (−w, 1)||2s e
2piiu·X . (III.4)
Furthermore, these two Mellin transforms can be related via (III.2) and the change
of variable t←→ 43t , as is shown
Mθu(s) =
∫ ∞
0
tsθu(t)
dt
t
=
(
4
3
)s ∫ ∞
0
t−sθu
(
4
3t
)
dt
t
.
Mθu(s) =
(
4
3
)s−1 ∫ ∞
0
t2−sθu(t)
dt
t
,
Mθu(s) =
(
4
3
)s−1
Mθu(2− s). (III.5)
Finally, let us rewrite L(E, s) in a very convenient form for our purposes. Writing
χ(x) for −( 4Ax )6, if x is prime to 3, and zero otherwise, we have
L(E, s) =
1
6
∑
0≤a,b<3
χ(a+ bω)
∑
X∈Z2
a+ bω + (3X · w˜)
|(a, b) + 3X|2s
=
1
6
∑
0≤a,b<3
χ(a+ bω)
3
32s
∑
X∈Z2
[
X +
(
a
3 ,
b
3
)] · w˜
|X + (a3 , b3) |2s.
That is,
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L(E, s) =
31−2s
6
∑
0≤a,b<3
χ(a+ bω)
∑
X∈Z2
u=( a3 ,
b
3 )
(X + u) · w˜
|(X + u) · w˜|2s (III.6)
Remark. Note that, equivalently, χ(x) is the value (−ω)j , j = 0, . . . , 5 for which
xχ(x) ≡ 1 mod 3 and x ∈ Z[ω]. On the other hand, it is periodic with period 3.
Indeed, χ(x+ 3) satisfies
xχ(x+ 3) = (x+ 3)χ(x+ 3) ≡ 1 mod 3,
which implies χ(x+ 3) = χ(x).
3.4. Part IV: An auxiliary Function and the Functional Equation. Now,
we will proceed to determine the Mellin transform of the following auxiliary function
f(t) =
∑
0≤a,b<3
χ(a+ bω)θu(t).
So,
Mf (s) =
∫ ∞
0
ts
∑
0≤a,b<3
u=( a3 ,
b
3 )
χ(a+ bω)θu(t)
dt
t
=
∑
0≤a,b<3
u=( a3 ,
b
3 )
χ(a+ bω)Mθu(s).
By (III.3) and (III.6) we obtain
Mf (s) = 6 · 32s−1 · pi−sΓ(s)L(E, s). (III.7)
However, we can use (III.4) and (III.5) in the equalities prior to (III.7). Doing so,
we will have
Mf (s) =
∑
0≤a,b<3
u=( a3 ,
b
3 )
χ(a+ bω)Mθu(s)
=
(
4
3
)s−1
pis−2Γ(2− s)
∑
0≤a,b<3
u=( a3 ,
b
3 )
χ(a+ bω)
∑
X∈Z2
X · (−ω, 1)
|X · (−ω, 1)|2(2−s) e
2piiu·X
Remarks. text
(1) Note that u ·X = 13Tr
(
(a+bω)(−ωx1+x2)
i
√
3
)
. Indeed, being u = (a/3, b/3) and
X = (x1, x2), we take Z =
(a+bω)(−ωx1+x2)
i
√
3
. Then, it can be written as
Z =
1
2
(ax1 + bx2) +
1√
3
(
bx1 +
bx2
2
− ax1 − ax2
)
i.
Since Tr(z) = z + z, then
1
3
Tr(Z) =
1
3
(ax1 + bx2) = u ·X.
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(2) χ(a+ bω) = χ(a+ bω).
(3)
∑
0≤a,b<3 χ(a+ bω)e
2pii
3 Tr
(
a+bω
i
√
3
)
= 3. Indeed, since Tr
(
a+bω
i
√
3
)
= b, the result
follows by means of the following table.
(a, b) (0, 1) (0, 2) (1, 0) (1, 1) (1, 2) (2, 0) (2, 1) (2, 2)
χ(a+ bω) ω2 −ω2 1 −ω 0 −1 0 ω
With the remarks above, we will simplify the last double sum. First, let us rearrange
the order of summation and multiple it by 1 = χ(x2 − ωx1) · χ(x2 − ωx1):∑
X∈Z2
X=(x1,x2)
χ(x2 − ωx1) X · (−ω, 1)|X · (−ω, 1)|2(2−s)
∑
0≤a,b<3
u=( a3 ,
b
3 )
χ((a+ bω)(x2 − ωx1))e2piiu·X
∑
X∈Z2
X=(x1,x2)
χ(x2 − ωx1) X · (−ω, 1)|X · (−ω, 1)|2(2−s)
 ∑
0≤A,B<3
χ(A+Bω)e
2pii
3 tr(
A+Bω
i
√
3
)
 ,
where A = a(x1 + x2) − bx1 and B = ax1 + bx2. The expression in parentheses
is equal to 3 by the peridicity of the character and the remarks above. So, if we
rewrite x1 and x2 as x1 = −b+ 3(−X2) and x2 = a+ 3X1, then we have
= 3
∑
X∈Z2
X=(x1,x2)
χ(x2 − ωx1) X · (−ω, 1)|X · (−ω, 1)|2(2−s)
= 3
∑
X∈Z2
X=(X1,X2)
χ(a+ 3X1 − ω(−b− 3X2)) (−b− 3X2, a+ 3X1) · (−ω, 1)|(−b− 3X2, a+ 3X1) · (−ω, 1)|2(2−s)
= 3
∑
0≤a,b<3
χ(a+ bω)
∑
X∈Z2
X=(X1,X2)
(a+ 3X1, b+ 3X2) · (1, ω)
|(a+ 3X1, b+ 3X2) · (1, ω)|2(2−s)
= 3
∑
0≤a,b<3
χ(a+ bω)
∑
X∈Z2
[(a, b) + 3X] · ω˜
|[(a, b) + 3X] · ω˜|2(2−s)
= 3
∑
0≤a,b<3
χ(a+ bω)
3
34−2s
∑
X∈Z2
u=( a3 ,
b
3 )
(X + u) · ω˜
|(X + u) · ω˜|2(2−s)
= 3−(2−2s)
∑
0≤a,b<3
χ(a+ bω)
∑
X∈Z2
u=( a3 ,
b
3 )
(X + u) · ω˜
|(X + u) · ω˜|2(2−s) .
Thus,
Mf (s) =
(
4
3
)s−1
· 3 · pis−2Γ(2− s) · 6 · L(E, 2− s) (III.8)
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If we define
Λ(s) :=
(√
27
2pi
)s
Γ(s)L(E, s)
and we equal (III.7) and (III.8) we obtain the functional equation
Λ(s) = Λ(2− s). (III.9)
Chapter IV
The Prime Number Theorem
As we will see, it will be necessary to study the Hecke characters to achieve a deep
understanding of L(E, s). In this chapter, we will present a general context of
L-functions where Hecke L-functions appears as a particular case. The advantage
of doing this lies in that we have at our disposal many results concerning general
L-functions with which we will be able to show the existence of a zero-free region
and, as a consequence, the distribution of the coefficients of the L-function.
1. Hecke Characters
Let K be a number field. A fractional ideal a is a OK-module for which there
exist an element α ∈ OK , such that αa ⊂ OK . The collection of all the fractional
ideals will be denoted by I. It can be proved that any fractional ideal a can be
written as a = pa11 . . . p
ak
k , where pi are prime ideals of OK and ai are nonzero
integers. In this way, we can talk about coprime fractional ideals: a and b are
coprime, which is denoted by (a, b) = 1, if they do not share any prime ideal in its
factorizations as fractional ideals.
For our purposes, we will be interested in the set
Im := {a ∈ I : (a,m) = 1},
where m  OK is a nonzero ideal. Any homomorphism χ : (OK/m)∗ → S1 is called
a Dirichlet character, while a homomorphism χ∞ : C∗ → S1 of the form
χ∞(α) =
(
α
|α|
)l
,
with l ∈ Z is a unitary character. Note that unitary characters are, by definition,
continuous functions.
Definition 18. A Hecke character modulo m is an homomorphism f : Im → S1
for which there exist a Dirichlet character χ and a unitary character χ∞, such that
f((α)) = χ(α)
(
α
|α|
)l
for every α ∈ OK , (α,m) = 1 with l ∈ Z. The number l is called the weight of the
character.
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To any Hecke character f , we define its Hecke L-function as
L(f, s) :=
∏
p
(
1− f(p) · (Np)−s)−1 .
Now, we will devote some lines to rewrite L(E, s) explicitly as a Hecke L-function
of certain Hecke character. To do so, we point out that the map Ψ of Chapter 3
induces such character. Indeed, let p a prime ideal in Z[ω] such that p = (pi), where
we can assume pi ≡ 2 mod 3 by Proposition 11 in Chapter I. Consider the map
f(p) := −
(
4A
pi
)
6
· pi
(Npi)1/2
= −
(
4A
pi
)
6
· pi|pi| , (IV.1)
where the last equality is due to the fact (Npi)1/2 = |pi|. Extending this function
to any ideal in Z[ω] as follows:
f(I) :=
∏
p|I
f(p),
f behaves as a completely multiplicative arithmetic function over the ideals of Z[ω].
Proposition 18. The map f defined above is a Hecke character modulo 12A with
weight 1.
Before the proof of the proposition, let us state the following
Lemma 9. Let α ∈ Z[ω] and (α, 2A) = 1. Define (Aα )2 := (Aα )36. Then(
A
α
)
2
=
(
A
Nα
)
,
where the last is the Jacobi symbol 1.
Proof. By multiplicativity it is enough to prove this result for prime elements.
• Let pi be a rational prime p 6= 2 such that p ≡ 2 mod 3. Then, Npi = p2 by
ii) of Section 5, Chapter I. Then,(
A
p
)
2
=
(
A
pi
)3
6
≡ (A(p2−1)/6)3 = A(p2−1)/2 mod p.
But
A(p
2−1)/2 = (Ap−1)(p+1)/2 ≡ 1 mod p.
In consequence, (
A
p
)
2
= 1 =
(
A
Np
)
.
• Let pi be a prime in Z[ω] such that Npi = p ≡ 1 mod 3. Then(
A
pi
)
2
≡ A(p−1)/2 ≡
(
A
p
)
=
(
A
Npi
)
mod pi.
1If n = pa11 . . . p
ar
r is an odd integer, then the Jacobi symbol
(
A
n
)
is
∏r
i=1
(
A
pi
)ai
, where
(
A
pi
)
is the quadratic reciprocity symbol which takes values 0,1 and −1 depending on pi | A and the
equation x2 = A has or not solutions modulo pi
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uunionsq
Proof of the Proposition 18. text
First of all, note that
f(p) = −
(
4A
pi
)
6
· pi|pi| =
(
4A
pi
)
6
· −pi| − pi| .
Thus f(p) can be also be defined as
f(p) =
(
4A
−pi′
)
6
· pi
′
|pi′| ,
where now pi′ ≡ 1 mod 3. Using this alternative version, and taking χ∞(α) = α|α| ,
then l = 1. Hence, it remains to prove that χ(α) =
(
4A
α
)
is a Dirichlet character
modulo 12A. Indeed, it is multiplicative because this property is inherited from the
sixth reciprocity symbol. Moreover, it is well defined. It is a consequence of the
following statement:
If α ≡ 1 mod 12A, then χ(α) = 1. (IV.2)
Indeed, this is the same as χ(1 + 12A) = χ(1), which in turn implies that for any
(α, 12A) = 1,
χ(α+ 12A) = χ(α)χ(1 + (12A)α−1) = χ(α)χ(1) = χ(α).
Therefore, χ : (Z[ω]/(12A))∗ → S1.
Let us prove the statement. We can simplify it by noting that
1 =
(
4A
α
)
6
(
4A
α
)2
6
(
4A
α
)3
6
.
So if we put
(
4A
α
)
3
:=
(
4A
α
)2
6
, it will be enough to prove
If α ≡ 1 mod 12A, then
(
4A
α
)
3
= 1 and
(
4A
α
)
2
= 1. (IV.3)
To prove
(
4A
α
)
3
= 1, we will examine two cases.
• Suppose that 3 - A. Thus(
4A
α
)
3
=
( α
4A
)
3
=
(
1
4A
)
3
= 1.
The first equality is due to the Cubic Reciprocity Law. The second one is true
because α ≡ 1 mod 12A and 3 - A imply α ≡ 1 mod 4A.
• If 3 | A, then we write A = 3tA0 with 3 - A0. Thus(
4A
α
)
3
=
(
3
α
)t
3
(
4A0
α
)
3
.
40 IV. THE PRIME NUMBER THEOREM
Since
(
4A0
α
)
3
= 1 by previous part, it remains to prove
(
3
α
)
3
= 1. For this, note
that α ≡ 1 mod 12A and 3 | A imply α ≡ 1 mod 9. So −α = −1 + 9(c+ dω),
for some c, d ∈ Z; i.e.
−α = (3(3c)− 1) + 3(3d)ω.
Using the Suplement of the Cubic Reciprocity Law, we get(
ω
−α
)
3
= ω3c+3d = 1 and
(
1− ω
−α
)
2
= ω2(3m) = 1.
Therefore, since 3 = −ω2(1− ω)2, then ( 3α)3 = 1.
Finally, to prove
(
4A
α
)
2
= 1, note that α ≡ 1 mod 12A implies Nα ≡ 1 mod 4 and
Nα ≡ 1 mod A. Now, we consider two cases
• A odd: (
4A
Nα
)
=
(
A
Nα
)
=
(
Nα
A
)
= 1.
The first equality is due to the fact
(
4A
Nα
)
= (−1)(Nα−1)/2 which is equal to
1 by Nα ≡ 1 mod 4. The second equality is an application of the Quadratic
Reciprocity Law; and the last equality is a consequence of Nα ≡ 1 mod A.
• A even: We write A = 2tA0 such that 2 - A0. So,(
4 · 2tA0
Nα
)
=
(
2
Nα
)2(
2
Nα
)t(
A0
Nα
)
.
It remains to prove
(
2
Nα
)
= 1. For this, it is easy to check that α ≡ 1 mod
12A implies α ≡ 1 mod 8, which in turn implies Nα ≡ 1 mod 8. So(
2
Nα
)
= (−1)((Nα)2−1)/8 = 1.
uunionsq
Since f given in (IV.1) is a Hecke character, then it has an L-function L(f, s)
associated to it. Observe that
L(f, s) =
∏
p
(
1− f(p) · (Np)−s)−1 = ∏
p
(
1−Ψ(p) · (Np)−(s+ 12 )
)−1
That is
L(f, s) = L(E, s+ 1/2). (IV.4)
2. General L-functions
In this section we will provide a general treatment for L-functions. As we will see,
the Hecke L-fucntion L(f, s) of the previous section will satisfy all the demands of
the definition, and thus any result which is valid for general L-functions will also
be true for L(f, s). Actually, this will be done in Section 3.
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Definition 19. Let f : Z → C be an arithmetic function such that f(1) = 1. A
Dirichlet series L(f, s) is a series of the form
L(f, s) =
∑
n≥1
λf (n)
ns
,
where s ∈ C. Here ns = es logn.
Definition 20. A Dirichlet series L(f, s) which is absolutely convergent for Re(s) >
1 is an L-function if we have the following data and conditions:
(1) An Euler product of degree d ≥ 1
L(f, s) =
∏
p
(1− α1(p)p−s)−1 . . . (1− αd(p)p−s)−1,
where αi(p) ∈ C, are called the local parameters of L(f, s) at p; and they
satisfy |αi(p)| < p for all p. The Euler product must be absolutely convergent
for Re(s) > 1.
(2) A gamma factor
γ(f, s) = pi−ds/2
d∏
j=1
Γ
(
s+ κj
2
)
,
where the numbers κj ∈ C, are called the local parameters of L(f, s) at infinity.
Moreover, Re(κj) > −1. This last condiction tells us that γ(f, s) has no zero
in C and no pole for Re(s) ≥ 1.
(3) An integer q(f) ≥ 1 called the conductor of L(f, s) such that αi(p) 6= 0 for
p - q(f) and 1 ≤ i ≤ d.
From these, the so called complete L-function
Λ(f, s) := q(f)s/2γ(f, s)L(f, s)
is defined. Clearly, it is holomorphic in Re(s) > 1. It must admit analytic
continuation to a meromorphic function for s ∈ C of order 1 with at most
poles at s = 0 and s = 1.
(4) The functional equation
Λ(f, s) = ε(f)Λ(f, 1− s),
where f is an object associated with f for which λf (n) = λf (n), γ(f, s) =
γ(f, s), q(f) = q(f) and ε(f) is a complex number of absolute value 1 called
the root number of L-function,
(5) r(f), the order of the pole or zero of L(f, s) at s = 1.
Proposition 19. The Hecke L-function of Section 1 is an L-function in the sense
above.
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Proof. First of all, let start with the Euler product and the determination of the
local parameters at p. By (IV.4) we have
L(f, s) =
∏
p≡2(3)
1
1 + p−2s
∏
p≡1(3)
1
(1− f(pi)p−1/2p−s)(1− f(pi)p−1/2p−s)
=
∏
p≡2(3)
1
(1− ip−s)(1− ip−s)
∏
p≡1(3)
1
(1− f(pi)p−1/2p−s)(1− f(pi)p−1/2p−s)
If we put
α1(p) :=
{
i , p ≡ 2 (3)
f(pi) , p ≡ 1 (3) , and α2(p) := α1(p),
then
L(f, s) =
∏
p
(1− α1(p)p−s)−1(1− α2(p)p−s)−1.
Therefore, d = 2 and |αi(p)| = 1 for all p.
Secondly, since d = 2, the gamma factor is
γ(f, s) := pi−sΓ
(
s+ κ1
2
)
Γ
(
s+ κ2
2
)
.
Taking κ1 = 12 and κ2 =
3
2 , we have
γ(f, s) = pi−sΓ
(
s
2
+
1
4
)
Γ
(
s
2
+
1
4
+
1
2
)
.
By the Legendre’s duplication formula
pi1/2 · 21−2( s2+ 14 )Γ
(
s+
1
2
)
= Γ
(
s
2
+
1
4
)
Γ
(
s
2
+
1
4
+
1
2
)
,
we obtain
γ(f, s) =
2pi
(2pi)s+
1
2
Γ
(
s+
1
2
)
. (IV.5)
Thirdly, for the conductor of L(f, s), denoted by q(f), we take the integer q(f) = 27.
Thus, the complete L-function, defined by
Λ(f, s) := q(f)s/2γ(f, s)L(f, s),
takes the form
Λ(f, s) =
2pi
(
√
27)1/2
·
(√
27
2pi
)s+ 12
Γ
(
s+
1
2
)
L(f, s) (IV.6)
Using (III.9), (IV.1) and (IV.3) we see that Λ satisfy a functional equation of the
form
Λ(f, s) = Λ(f, 1− s). (IV.7)
The last expression implies that the root number ε(f) is one, and f = f .
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Finally, since L(f, 1) is convergent because of the orthogonality of the characters,
then it is nonzero because of the Euler product. So, r(f) = 0. uunionsq
We end this section giving an additional information respect to an L-function which
is another kind of conductor. Its importance lies in that it appears in many bounds
estimates. Let L(f, s) be an L-function. The analytic conductor of L(f, s) is
given by
q(f, s) := q(f)
d∏
j=1
(|s+ κj |+ 3).
When s = 0 we will write q(f) instead of q(f, 0).
Lemma 10. If L(f, s) is an L-function, then
q(f, s) ≤ q(f)(|s|+ 3)d.
Proof. The result follows from the inequality |s+κj |+ 3 ≤ (|s|+ 3)(|kj |+ 3). uunionsq
3. The Prime Number Theorem
In all what follows s = σ + it and ρ = β + iγ with β, γ, σ, t ∈ R.
3.1. Motivation. In this section we sketch the proof of the Prime Number Theo-
rem because the ideas used in the proof have analogies for more general version of
this result.
One of the most important achievements for the proof of the Prime Number The-
orem is the fact that ζ(s) 6= 0 on σ = 1, where s = σ + it. To prove it, Mertens
made use of the inequality
3 + 4 cos(θ) + cos(2θ) = 2(1 + cos(θ))2 ≥ 0.
However, de la Vallée Poussin realized that the same inequality can be used to prove
a bit more: no only ζ(s) 6= 0 on σ = 1 but in a thin region to the left of σ = 1.
This is the so called zero-free region for ζ(s). The proof of the last statement made
use of the following identity
−ζ
′(s)
ζ(s)
=
1
s− 1 −B −
1
2
(log pi)
1
2
Γ′( 12s+ 1)
Γ( 12s+ 1)
−
∑
ρ
(
1
s− ρ +
1
ρ
)
, (IV.8)
where ρ runs over the roots of ζ(s). Since
−ζ
′(σ)
ζ(σ)
<
1
σ − 1 +A , σ → 1
by the simple pole of ζ(s) at s = 1, and the fact that the term involving Γ is less
than A log t for t ≥ 2 and 1 ≤ σ ≤ 2, the following bounds hold:
− Reζ
′(σ + it)
ζ(σ + it)
< A log t− 1
σ − β ,
− Reζ
′(σ + 2it)
ζ(σ + 2it)
< A log t;
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where ρ = β + γi is one zero of ζ(s). If we apply them in the inequality
3
[
−ζ
′(σ)
ζ(σ)
]
+ 4
[
−Reζ
′(σ + it)
ζ(σ + it)
]
+
[
−Reζ
′(σ + 2it)
ζ(σ + 2it)
]
≥ 0,
then
4
σ − β <
3
σ − 1 +A log t.
Taking σ = 1 + δlog t , with δ a positive constant, we obtain
4δ
log t
<
(
3 +A log t
(
δ
log t
))
(σ − β)
4δ
log t
< (3 +Aδ)
(
1 +
δ
log t
− β
)
.
Thus
β < 1− c
log t
,
where c is a positive constant by a suitable choice of δ. In other words, we have
proved that there exist a positive numerical constant c such that ζ(s) has no zero
in the region
σ ≥ 1− c
log t
, t ≥ 2. (IV.9)
Important consequences will be deduced from this result very soon.
Now, we deviate the attention to some analytical facts. Let ψ(x) :=
∑
n≤x Λ(n),
where Λ(n) is the arithmetical function which is equal to log p if n = pk and 0
otherwise. By the Euler product of ζ(s), the following identity can be deduced
ζ ′(s)
ζ(s)
=
∑
n≥1
Λ(n)n−s , σ > 1. (IV.10)
If we define the function ψ0(x) as
ψ0(x) :=
1
2pii
∫ c+i∞
c−i∞
[
−ζ
′(s)
ζ(s)
]
xs
s
ds,
c > 1, then, using (IV.9) and the Perron’s formula
1
2pii
∫ c+i∞
c−i∞
ys
ds
s
=
 0 , 0 < y < 11/2 , y = 1
1 , y > 1
we obtain
ψ0(x) =
∑
n<x
Λ(n)
1
2pii
∫ c+i∞
c−i∞
(x
n
)s ds
s
+ Λ(x)
1
2pii
∫ c+i∞
c−i∞
ds
s
+
∑
n>x
Λ(n)
1
2pii
∫ c+i∞
c−i∞
(x
n
)s ds
s
=
∑
n<x
Λ(n) +
1
2
Λ(x) = ψ(x)− 1
2
Λ(x).
3. THE PRIME NUMBER THEOREM 45
We have established a bridge between ψ(x) and the analytic function ψ0(x). Taking
advantage of this relation, we look for an asymptotic formula for ψ(x) from that
for ψ0(x) because of the analytical properties of the latter.
So, estimating ψ0(x) via J(x, T ) which is given by
J(x, T ) =
1
2pii
∫ c+iT
c−iT
[
−ζ
′(s)
ζ(s)
]
xs
s
ds.
we have
|ψ0(x)− J(x, T )| = O
(
x(log x)2
T
+ (log x) min
{
1;
x
T 〈x〉
})
,
where 〈x〉 means the distance from x to the nearest prime power other than x itself
in case x is a prime. Therefore, moving the line of integration sufficiently enough
to the left, J(x, T ) will be the sum of the residues of the function
[
− ζ′(s)ζ(s)
]
xs
s at its
poles 2; and thus
ψ0(x) = x−
∑
ρ=β+iγ
|γ|<T
xρ
ρ
− ζ
′(0)
ζ(0)
− 1
2
log(1− x−2) +R(x, T )
where |R(x, T )| = O
(
x log2(xT )
T + (log x) min
{
1; x〈x〉T
})
.
Finally, let us estimate
∑
ρ=β+iγ
|γ|<T
xρ
ρ . Since ρ = β + iγ is a zero of ζ(s), by (IV.8)
β < 1− c
log T
,
with c a positive constant. So,
|xρ| = xβ < x exp(c log x/ log T ).
If N(T ) denotes the number of zeros in the critical strip with imaginary part less
than T , then it can be proved N(T ) = O(T log T ). Since,
∑
0<γ<T
1
γ =
1
TN(T ) +∫ T
0
t−2N(t)dt, we will have∑
|γ|<T
∣∣∣∣xρρ
∣∣∣∣ = O (x(log T )2 exp(c log x/ log T )) .
Moreover, taking x ∈ Z, it can be proved that |R(x, T )| = O(x(log(xT ))2)T−1. If
we determine T such that (log T )2 = log x, then
|ψ0(x)− x| = O(x exp(−C(log x)1/2)).
2By complex analysis, we have that if f has a simple pole at z0 and g is holomorphic at z0,
then Resz0 (fg) = g(z0)Resz0 (f). In this way if h(s) =
[
− ζ′(s)
ζ(s)
]
xs
s
, then Ress=1(h) = x,
Ress=0(h) = −ζ′(0)/ζ(0) and Ress=ρ(h) = −xρ/ρ.
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3.2. Zero-free Region. In this section we will give all what is needed to mimic the
proof of the zero-free region given in the motivation but for L(f, s) = L(E, s+1/2).
We begin with the following
Remark. All zeros ρ of Λ(f, s) are in the critical strip 0 ≤ σ ≤ 1. Indeed, by the
Euler product, L(f, s) is nonzero in Re(s) > 1; and also γ(f, s) 6= 0 in the same
region. Thus, there are no zeros of Λ(f, s) there. By the functional equation, the
same holds for Re(s) < 0.
Let L(f, s) be an L-function. Because of (3) of Definition 19, (s(s− 1))r(f)Λ(f, s)
is entire of order 1 3. By the Hadamard Factorization Theorem, we have
(s(s− 1))r(f)Λ(f, s) = ea+bs
∏
ρ6=0,1
(
1− s
ρ
)
es/ρ,
for some constants a = a(f) and b = b(f). This in conjunction with the Euler
product of L(f, s) and by logarithmic derivation gives
−L
′
L
(f, s) =
1
2
log q(f) +
γ′
γ
(f, s)− b+ r(f)
s
+
r(f)
s− 1 −
∑
ρ 6=0,1
(
1
s− ρ +
1
ρ
)
,
where ρ ranges over all zeros of Λ(f, s) different from 0, 1. Since the case under
consideration is the Hecke L-function of Section 2 for which r(f) = 0, then
−L
′
L
(f, s) =
1
2
log q(f) +
γ′
γ
(f, s)− b−
∑
ρ6=0,1
(
1
s− ρ +
1
ρ
)
. (IV.11)
As a consequence of the Stirling formula, it can be proved that
1
2
log q(f) +
γ′
γ
(f, s) = O(log q(f, s)).
On the other hand, it is true that
Re(b) =
∑
ρ6=0,1
Re(ρ−1)
(Theorem 5.7, Iwaniec). If we take real parts in (IV.11), by the previous results
and Lemma 11, we obtain
−Re
(
L′
L
(f, s)
)
= O(log(q(f))(|s|+ 3)2)−
∑
ρ 6=0,1
Re
(
1
s− ρ
)
. (IV.12)
Being ρ = β + iγ a zero of L(f, s), the remark at the beginning of this section
implies 0 < β < 1. Thus Re
(
1
s−ρ
)
≥ 0. In this way, if we fix some zero ρ = β + iγ,
then
− Re
(
L′
L
(f2, σ + 2it)
)
= O(log(q(f2)(|σ + 2it|+ 3)2)) (IV.13)
− Re
(
L′
L
(f, σ + it)
)
= O(log(q(f)(|σ + it|+ 3)2)− 1
σ − β ). (IV.14)
3An entire function f is said to be of order 1 if f(z) = O(e|z|) as |z| → ∞.
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Finally, note that
3
[
−ζ
′
K
ζ ′K
(σ)
]
+ 4
[
−ReL
′
L
(f, s+ it)
]
+
[
−ReL
′
L
(f2, s+ 2it)
]
≥ 0,
where ζK(s) is the Hecke L-function corresponding to the trivial Hecke character
f(p) := 1, and L(f2, s) =
∏
p(1 − (f(p))2/(Np)s)−1. Indeed, since for any Hecke
character f we have
L(f, s) =
∏
p
(
1− f(p)
(Np)s
)−1
,
where p runs over all the prime ideals in OK ; we can take the logarithmic derivative
−L
′
L
(f, s) =
∑
p
f(p) logNp
1− f(p)(Np)s
(Np)−s =
∑
p
logNp
(Np)s
∞∑
m=0
f(p)m+1
(Np)ms
=
∑
p
( ∞∑
m=0
f(p)k logNp
(Np)ks
)
to obtain
−L
′
L
(f, s) =
∑
I 6=0
Λf (I)
(NI)s
,
where
Λf (I) =
{
f(p)k logNp , I = pk
0 , otherwise
.
Applying this results in the inequality above, we will obtain a sum over p, where
each summand has the form
logNp
(
3 + 4Re(f(p)k) + Re(f(p)2k)
)
.
Since |f(p)| = 1, then Re(f(p)k) = cos(θ) and Re(f(p)2k) = cos(2θ); and the result
follows.
Working similarly as for (IV.8), we can use the bounds above to determine the
zero-free region for the Hecke L-function L(f, s) = L(E, s+ 1/2). In our example,
we have had the advantage that r(f) = 0, which ease the estimates for the bounds.
For the general case, we have the following result whose proof is omitted.
Theorem 6. Let K/Q a number field, f a Hecke character modulo m. There exist
an absolute effective constant c > 0 such that L(f, s) has at most a simple real zero
in the region
σ > 1− c
d log(q(f)(|t|+ 3)) .
The exceptional zero can occur only for a real character and it is < 1.
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3.3. Prime Number Theorem. As we have seen at the beginning of the section,
the Prime Number Theorem concerns in the asymptotic behaviour of the function
ψ(x). In the general case, if L(f, s) is an L-function, which takes the place of ψ(x)
is
ψ(f, x) :=
∑
n≤x
Λf (n),
where Λ(n) is defined as the arithmetical function which satisfies
L′
L
(f, s) =
∑
n≥1
Λf (n)n
−s.
Recall from Section 3.1 that to describe the asymptotic formula of ψ(x), we did
not work directly with it but ψ0(x). The advantage of working with the latter is
its analytical nature. The analogy of this fact for general L-functions comes from
the following expression:
ψ(f, s) =
∑
n≥1
Λf (n)φ(n) +O(d
√
xy log(xq(f))),
where
φ(z) :=
{
min{ zy ; 1; 1 + x−zy } , 0 ≤ z ≤ x+ y
0 , z > x+ y
It can be proved that the Mellin transform of φ is
φˆ(s) =
∫ x+y
0
φ(z)zs−1dz = O
(
xσ
|s| min{1;
x
|s|y }
)
,
for s = σ + it with 12 ≤ σ ≤ 2. So, we write
ψ0(f, s) =
1
2pii
∫
R
−L
′
L
(f, s)φˆ(s)ds,
where R is the zero free region of L(f, s). Let Z denote the boundary of this region.
Moving the integration from the line Re(s) = 2 to Z we get
ψ0(f, s) = rφˆ(1)− φˆ(βf ) + 1
2pii
∫
Z
−L
′
L
(f, s)φˆ(s)ds,
where βf is the exceptional zero. Since for s = 1 or s = βf
φˆ(s) =
xs
s
+O(y),
then
ψ(f, s) = rx− x
βf
βf
+O
(
d4(xT−1/2 + xσ(T )) log3(xq(f))
)
,
where σ(T ) = 1−c1/d4 log(q(f)T ) and c1 = 2c/3 or c1 = c/3 depending on whether
βf is in the right half of the segment
1− c
d4 log(3q(f))
≤ βf < 1 (IV.15)
or elsewhere. Obviously, this does not constitute a proof but it an sketch of the
following
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Theorem 7. Let L(f, s) be an L-function with zero-free region
σ ≥ 1− c
d4 log(q(f)(|t|+ 3))
with at most one exceptional real zero βf in the segment (IV.15) where c is a positive
absolute constant. Suppose that∑
n≤x
|Λf (n)|2 = O(xd2 log2(xq(f))),
for x ≥ 1 with the implied constant being absolute. Then
ψ(f, s) = r(f)x− x
βf
βf
+O
(
x exp
(
−cd−4√
log(x) + 3 log(q(f))
))
(d log(xq(f)))4,
for x ≥ 1, the implied constant being absolute. By convention the term −xβfβf is not
there if the exceptional zero does not exist.
Example. Let us again consider the Hecke L-function L(f, s) = L(E, s+1/2). We
will see that Theorem 7 can be applied for it. First of all, note that since f is a
complex character, then Theorem 6 guarantee that there is no exceptional zero βf
in the zero-free region for L(f, s). On the other hand, since
(f, s) =
∏
p
(1− α1(p)p−s)−1(1− α2(p)p−s)−1,
we can take the logarithmic derivative, and thus
−L
′
L
(f, s) =
∑
p
[
α1 log p
1− α1(p)p−s p
−s +
α2 log p
1− α2(p)p−s p
−s
]
=
∑
p
[
(α1(p) log p+ α2(p) log p)p
−s + (α21(p) log p+ α
2
2(p) log p)p
−2s + . . .
]
.
Therefore, we obtain
Λf (n) =
{
(α1(p)
k + α2(p)
k) log p , n = pk
0 , otherwise
.
Since |αi(p)| = 1, we can see that
|Λ(pk)| ≤ 2 log(p),
which implies |Λ(n)| ≤ 2 log(n). Then |Λ(n)|2 ≤ 4 log2(n), and
∑
n≤x
|Λf (n)|2 ≤ 4
∑
n≤x
log2(n) ≤ 4x log2(x).
Observe that the hypothesis of Theorem 7 are satisfied, and since r(f) = 0 and
d = 2 in this case, finally we obtain
ψ(f, s) =
∑
Λf (n) = O
(
x exp
(
−2c−4√
log(x) + 3 log(q(f))
))
(2 log(xq(f)))4.
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