Abstract-In this paper, we consider a joint source-channel coding problem and minimize the end-to-end mean square error (MSE) distortion of a communication system through power allocation to the transmitted bits. This communication system consists of a quantizer with natural binary mapping and Binary Phase Shift Keying (BPSK) modulator at the transmitter and we consider the cases with and without coding. We show that there is an optimal transmit power allocation to the transmitted bits of the quantized word that minimizes MSE. In the first part of the paper, the case with no channel coding is considered with hard decision decoding at the receiver. The optimum power profile is determined analytically by using the Chernoff bound and through computer-based optimization methods. The optimum power allocation gives a constant MSE gain over the uniform power allocation for high SNRs. In the second part of the paper, (7,4) Hamming code with soft-decision decoding is considered. An upper bound on the MSE expression is derived and nearoptimum power allocation is obtained. It is observed that for lower SNRs, power is allocated only to the information bits showing that coding is not required while for higher SNRs, power is allocated to all the bits in a codeword and it gives a constant gain in MSE over the uniform power allocation.
I. INTRODUCTION
Conventional communication systems transmit all the bits obtained from the quantizer with the same power. However, this scheme does not yield the minimum distortion. Bedrosian [1] proposed "weighted PCM" for an uncoded system. The transmission power of the bits are "weighed" differently in order to minimize the mean-squared error between the signal at the output of the quantizer and the input to the dequantizer. "Weighted PCM" has been studied further by [2] - [5] and they have suggested near optimum methods for transmitting groups of bits at a particular energy level. The derivation for power allocation in [1] is an approximation and is not a straightforward optimization. In this work, we derive a closed form expression to find the near optimum transmit power allocation 1 for the uncoded case in a systematic way through Chernoff bound and we also find the exact power allocation through numerical optimization (differential evolution). We also extend this work to the coded case. We assume in both uncoded and coded case that source coding has been done perfectly to simplify the analysis. From our results, it is seen that for low signal-to-noise ratio (SNR), the less significant bits 1 We assume without loss of generality that the symbol period, Ts = 1. Hence we use the terms "power" and "energy" synonymously throughout this paper. Power allocation refers to the power allocated to bits that are transmitted over the channel.
of the quantized word are allocated negligible power compared to the more significant bits. For higher SNRs, optimum power allocation approaches uniform power allocation, but it is not exactly equal and this gives a substantial constant MSE gain over the uniform power allocation.
For the coded case, providing different protection to streams with different reliabilities have been considered by many authors. This falls under the broad topic of unequal error protection (UEP) [6] . Most of the previous work has approached the problem by allocating different number of parity bits to each of these streams or in other words allocating a lower effective code rate to the stream which requires higher reliability [7] . In this work, we approach the problem differently by allocating different transmit power to different bits of a block code to minimize mean-squared error of the system. We derive an upper bound on the MSE expression and find the near-optimum power allocation. From our results, it is observed that for lower SNRs, power is allocated only to the information bits showing that coding is not required while for higher SNRs power allocation tends to uniform power allocation yet giving a gain in MSE over the uniform power allocation.
[8] has considered a similar problem for the uncoded and coded cases where they used different transmit time allocation rather than power allocation. Varying transmit times is not a practical scheme as the receiver will have problems with time synchronization. Their results show that MSE gain over uniform power profile reduces to zero at higher SNRs. In this paper, we show that gain in MSE over the uniform power profile actually reaches a constant at higher SNRs.
II. SYSTEM DESCRIPTION
The analog signal is first sampled at a rate of f s Hz, where f s is greater than or equal to the Nyquist rate. Each sample of the signal is quantized to a set of discrete levels. It is assumed that the discrete levels of the quantizer are naturally mapped to K-bits, BPSK modulated, possibly channel encoded and transmitted over the channel. The channel is assumed to be an additive white Gaussian noise (AWGN) channel with two sided power spectral density of N 0 /2. The system for the uncoded case is given in Figure 1 . In the case of coding, (7, 4) Hamming code is introduced between the quantizer and the modulator and the resulting system is studied. The system diagram of the communication system with coding is given in Figure 2 .
At the receiver, the received signal is demodulated and then if there is channel coding at the transmitter, it is decoded and the signal is reconstructed.
III. PROBLEM STATEMENT
The analog signal from the source is quantized into 2 K = M levels. These M levels are naturally mapped to binary digits and either encoded with a channel code and modulated or directly modulated. Let i denote the level of the quantizer that is transmitted and let j denote the level that is reconstructed after the demodulator and/or channel decoder. Then, the distortion between received and transmitted amplitudes, D, can be expressed as derived in [8] :
where π i is the a priori probability of the transmitted level i, C i,j is the cost function, and P(j|i) is the probability that j is received given that i is transmitted. The cost function C i,j is defined as:
and the distortion with this cost function is defined as the mean-squared error (MSE) distortion. Substituting (2) into (1) gives the MSE expression
Since π i P(j|i) = P(i, j), (3) can be written as
This MSE distortion should be minimized.
IV. UNCODED CASE

A. Analysis
For this system since natural binary mapping is assumed at the quantizer
where b
k show the kth bit in the binary representation of i and j respectively. Substituting (5) for i and j in (4)
(6) can be simplified as
Defining
as the probability of error in the kth bit. From (7) and (8), it can be seen that if the error probabilities were all equal, the most significant bit contributes 2 2(K−1) more to the mean squared error than the least significant bit. In other words, errors that occur due to characteristics of the channel in the more significant bits make a bigger contribution to the distortion than the less significant bits. A smaller meansquared error can result if the error probability of the most significant bit is decreased. If the modulation used is BPSK and the channel is additive white Gaussian noise (AWGN), probability of bit error is given by:
where Q(.) is related to the Gaussian pdf and E b /N 0 is the signal to noise ratio (SNR) of the received BPSK symbol. Going back to Eqn. (9), the amplitudes of the more significant bits should be increased to reduce their probability of error and hence the overall MSE. Therefore the optimization problem for the uncoded case can be stated as
subject to :
where the total energy of transmission for each quantized word is fixed as E s and E s a k is the fraction of the energy allocated to each bit. a k s are nonnegative weights that add up to 1. Finding a closed form exact solution through Lagrange multipliers [9] is not possible for (10) . Therefore, it is easier to look for a numerical solution to the problem or to find an approximation to the distortion expression given in (10).
B. Power Allocation from Chernoff Bound
A way of finding a good analytical approximation is to use Chernoff bound to bound the probability of error and thus the mean squared error. Q(x) can be upper bounded through Chernoff bound as in [10] 
Using the Chernoff bound given in (11) on the probability of error, the problem in (10) becomes
subject to:
which admits an analytical solution: where K is the total number of bits andâ k ≥0. The positiveness condition ofâ k for all k is satisfied for
In this case the resulting MSE is
If the condition in (14) is not satisfied, then someâ k will be calculated to be negative. Then as in computing the capacity through "waterfilling" theseâ k will be set to 0. Now the constraint is for the remainingâ k s to add up to 1. This procedure can be summarized as
• Calculateâ k by using (13).
• Ifâ k ≥ 0, the value ofâ k is set to the calculated value.
• Ifâ k < 0, then the value ofâ k is set to 0. Then the sum of the remainingâ k s must equal 1.
The above procedure is repeated for all k where k=0, 1, . . . , K-1. The power profile graph generated by using the Chernoff bound is given in Figure 3 for K=4. The power profile graphs show the values of a k where the lowest is the power allocation for the most significant bit.
C. Power Allocation from Exact MSE Expression
In order to find an exact solution to the problem stated in (10), computer-based optimization techniques have to be used. Differential Evolution (DE) [11] method can be used on (10) and the optimum power profiles can be found. The power profile for K=4 found by using DE on the exact MSE expression is given in Figure 4 . For very low SNRs, only the more significant bits get power allocation. As can be seen from Figure 4 , for SNRs lower than 8 dB, the power on the less significant bit is negligible compared to the power allocation on the more significant bit.
From the comparison of Figure 3 and Figure 4 , it can be said that Chernoff bound gives a close approximation on the power profiles for higher SNRs, especially for SNR greater than 10 dB. We also look into the MSE gain which is defined as:
where MSE is from the optimized power profile and MSEuniform is the MSE for the case with equal power for each bit position. The MSE gain over the uniform power profile for K=4, 6, 8 is given in Figure 5 . This gives a good insight into how much MSE gain can be achieved over the uniform power profile with the optimum power profile from the exact MSE expression and also the power profile found from Chernoff bound. As can be seen from this plot, the MSE gain for each of the cases (K=4, 6, 8 bits) increases and it reaches a constant for high SNRs. Looking at the power profiles, it is seen that as SNR increases the power profile approaches a uniform power profile, but it does not equal the uniform power profile exactly. There is still some small deviation from the uniform power profile and even a small deviation causes a MSE gain in dB over the MSEuniform.
V. CODED CASE
The system for the coded case is similar to the one for the uncoded case except for the presence of a channel code. Before BPSK modulation, all the resulting bits from the quantizer are passed through a channel encoder which maps K information bits to N bits. In this work, the code used is a (7,4) Hamming code and we assume that the quantizer has 2 4 levels and each of the quantized codewords (4 information bits) is mapped to a Hamming codeword. However, this can easily be extended to the case where number of information bits in the channel code is a multiple of the number of bits in the quantized word as might be in practice. The coded bits are then BPSK modulated and transmitted. At the receiver, they are demodulated and a soft-decision decoder is used for obtaining the information bits. As stated in Section II, the system description for coded case is given in Figure 2 . Finding an exact MSE expression for the coded case is not possible. Hence, we derive an approximate MSE expression which is an upper bound on the exact MSE expression. We then use differential evolution to obtain a near-optimum power allocation. As it will become clear, the derivation of this MSE expression requires the knowledge of all the codewords.
A. Optimum Receiver
Assume that the N bits of the codeword are modulated by BPSK and transmitted over the AWGN channel to obtain:
where n k is the AWGN noise with two-sided power spectral density N 0 /2, c k is the BPSK modulated bits of the transmitted codeword which can take values from {-1,1}, E s is the total energy allocated for transmitting a single Hamming codeword and E s a k is the fraction of the energy allocated to each bit. The decision rule for the optimum soft-decision receiver (ML receiver) is
where m shows the mth codeword and m = 0, 1, 2, . . . , 2 K − 1. This is also equivalent to
where (19) is a weighted correlation metric. Let's define this weighted correlation metric for c j as
B. Analysis of the MSE Expression and Power Allocation for Coded Case
The probability of error Pr(j|i) in (1) can be derived from the soft-decision decoding. Let us assume that the codeword, c i , corresponding to the quantizer level i is transmitted. The
This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE ICC 2006 proceedings.
receiver will decide on the codeword, c j representing the quantizer level j if correlation metric given in (19) for the codeword, c j , is maximum. Instead of trying to derive the exact probability of error for P (j|i) we resort to an upper bound for the soft decision decoding.
The terms in (21) can be upper bounded by
(22) can be calculated easily as in [10] 
Since SN R = Es N0 , (23) can be written as
(24) is an upper bound on P(j|i). As can be seen from (23) and (24), the probability of codeword error depends on the weights of the bit positions that are different. From now on, we are going to refer to the difference in bit positions between the transmitted and the received codeword an "error codeword". Since we are looking at linear block codes, each error codeword corresponds to a codeword in the code. Therefore to calculate MSE, each codeword can be treated as an error codeword and the terms of the MSE distortion expression can be grouped in terms of these l = 1, 2, . . . , 2 K − 1 error codewords. When the error codeword is fixed as the l-th one and all the terms are grouped according to this fixed codeword,
2 can be calculated as follows: sum up all (i − j) 2 corresponding to adding this error codeword to the i-th codeword, c i which results in the j-th codeword, c j . This method of grouping the terms with the same error pattern leads to
where P l is the probability of error due to error codeword, l, and can be calculated from (24). There are 2 K −1 terms in the MSE expression. As the number of codewords increases the MSE expression will become very hard to track. Therefore, (25) can be well approximated by taking only the error codewords with minimum Hamming distance, d min , into account instead of all 2 K − 1 error codewords. The power profile obtained from the optimization of the MSE expression derived from (25) by using DE is plotted in Figure 6 . As can be seen from Figure 6 , for low SNRs (0-4 dB) power is allocated only to the information bits. This shows that for low SNRs coding is not necessary.
The system is simulated with the power profile given in Figure 6 . The actual MSE found from the simulation of the system with this power profile is plotted along with the MSE obtained from the optimization of (25) in Figure 7 . As can be seen from Figure 7 , as SNR increases the upper bound determined from the expression given in (25) becomes a tight bound on the actual MSE of the system. MSE gain of the system obtained from simulating the system with optimum and uniform power profile is also plotted in Figure 8 against the MSE gain determined from upper bound MSE expression. The MSE gain from the upper bound MSE expression is plotted only for higher SNRs since this upper bound MSE expression is a tight bound on exact MSE only for high SNRs. The system with this near-optimum power profile gives a gain up to 3 dB over the uniform power profile. As SNR increases, this MSE gain seems to approach a constant gain that is found from the upper bound MSE expression. The power profile obtained from the optimization of the simpler MSE expression with d min error codewords is plotted in Figure 9 . It can be seen that this power profile is a close approximation to the power profile given in Figure 6 especially for SNRs higher than 10 dB. This is due to the fact that as SNR increases the terms with the d min error codewords contribute more to the total MSE than the other terms. The MSE obtained from the MSE expression with d min error codewords and the MSE obtained from the simulation of the actual system with this power profile is given in Figure 10 . As can be seen from Figure 10 , this expression is also an upper bound on the actual MSE obtained from the simulation for low SNRs. As SNR increases, this bound also becomes tight and it is very close to the actual value at 12 dB.
MSE gain obtained from using d min error codewords over the uniform power profile is given in Figure 11 . It can be seen that the MSE gain is also around 3 dB for SNRs around 10 dB and approaches a constant MSE gain. The MSE gain from the upper bound MSE expression with d min weight codewords is plotted only for higher SNRs since it is a tight bound on the actual MSE for higher SNRs. Figure 11 shows that using only the error codewords with weight d min for MSE expression also gives reasonable MSE gain over the uniform power profile and it is a simpler expression to evaluate.
VI. CONCLUSION
In this work, we showed that MSE can be minimized through optimum power allocation to the bits of the transmitted codeword rather than uniform power allocation. For the uncoded case, for very noisy channels only the more important bits need to be transmitted with more power instead of transmitting all the bits. The MSE gain results obtained from the closed form expression and the computer-based optimization showed that as SNR increases, a constant gain in dB is achieved over the uniform power profile. For the coded case, it is not possible to obtain an exact expression for MSE. Instead an upper bound on the exact MSE expression was derived from the soft-decision decoding rule and computer-based optimization is used to see how power was allocated between the information bits and the parity bits. The optimization of the approximate MSE expressions gave power profiles where the parity bits had negligible power for low SNRs (less than 8 dB). This shows that for low SNRs, coding is not necessary. The simulations of the actual system with these power profiles also seem to approach a constant MSE gain in dB over the uniform power profile for higher SNRs. MSE gain from MSE expression for (7, 4) Hamming code and simulation of the system over the uniform power profile 
