Spectrogram denoising for the automated extraction of dolphin whistle contours by ASITHA MALLAWAARACHCHI
SPECTROGRAM DENOISING FOR THE AUTOMATED
EXTRACTION OF DOLPHIN WHISTLE CONTOURS
By
Asitha Mallawaarachchi
SUBMITTED IN PARTIAL FULFILLMENT OF THE
REQUIREMENTS FOR THE DEGREE OF
MASTER OF ENGINEERING
AT
NATIONAL UNIVERSITY OF SINGAPORE
9 ENGINEERING, DRIVE 1, SINGAPORE 117576
SEPTEMBER 2007
Table of Contents
Table of Contents iii
List of Tables v




1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Thesis Goals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Thesis Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Background and Related Work 8
2.1 Spectrogram Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.1 Spectrogram Definition . . . . . . . . . . . . . . . . . . . . . 8
2.1.2 Common Spectral Patterns in Underwater Recordings . . . . 11
2.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Buck and Tyack’s Method . . . . . . . . . . . . . . . . . . . 13
2.2.2 Sturtivant and Datta’s Method . . . . . . . . . . . . . . . . 14
2.2.3 Spectrogram Segmentation Methods . . . . . . . . . . . . . 17
3 Dolphin Whistle Detection and De-noising 20
3.1 Dolphin Whistle Detection . . . . . . . . . . . . . . . . . . . . . . . 20
3.1.1 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.1.2 Verification of Whistle Detection . . . . . . . . . . . . . . . 23
3.2 Spectrogram De-noising . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1 De-noising in non-impulsive noise environments . . . . . . . 28
3.2.2 Short-duration transient suppression . . . . . . . . . . . . . 30
iii
3.2.3 Harmonic Suppression . . . . . . . . . . . . . . . . . . . . . 33
3.3 Experimental Results on Denoising . . . . . . . . . . . . . . . . . . 35
4 Spectrogram Segmentation and Tracing 38
4.1 Spectrogram Segmentation . . . . . . . . . . . . . . . . . . . . . . . 38
4.1.1 Adaptive Thresholding . . . . . . . . . . . . . . . . . . . . . 40
4.1.2 Morphological Cleanup Operations . . . . . . . . . . . . . . 41
4.1.3 Region Growing . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Whistle Tracing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Recording Candidate Points . . . . . . . . . . . . . . . . . . 43
4.2.2 Mathematical Foundation of the Kalman Filter . . . . . . . 45
4.2.3 Kalman Filtering for Contour Smoothing . . . . . . . . . . . 47
4.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5 Quantitative Results on Whistle Tracing 50
5.1 Experimental Results with Synthesized Whistle Contours . . . . . . 50
5.1.1 Experiment Design . . . . . . . . . . . . . . . . . . . . . . . 50
5.1.2 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . 52
5.1.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . 53
5.2 Experimental Results with Recorded Whistles . . . . . . . . . . . . 62
5.2.1 Experiment Design . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.2 Performance Metrics . . . . . . . . . . . . . . . . . . . . . . 64
5.2.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . 65
5.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6 Dolphin Whistle Classification 69
6.1 Classification Objectives and Techniques . . . . . . . . . . . . . . . 70
6.2 Extraction of Feature Vectors . . . . . . . . . . . . . . . . . . . . . 72
6.3 Example of Applying Linear Discriminant Analysis (LDA) . . . . . 73
6.4 K-Means Cluster Analysis . . . . . . . . . . . . . . . . . . . . . . . 76
6.4.1 Clustering using the shape descriptors . . . . . . . . . . . . 77
6.4.2 Clustering using the shape descriptors - logarithmic auditory
perception . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4.3 Reduction of Dimensionality of Feature Vectors . . . . . . . 79
6.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80





3.1 Whistles detected by manual search . . . . . . . . . . . . . . . . . . 24
3.2 Whistles detected by automated search . . . . . . . . . . . . . . . . 26
3.3 Asymmetric Gaussian kernels . . . . . . . . . . . . . . . . . . . . . 31
3.4 Parameter settings for denoising methods . . . . . . . . . . . . . . . 36
3.5 Evaluation of denoising methods . . . . . . . . . . . . . . . . . . . . 37
4.1 Morphological filtering and enhancement . . . . . . . . . . . . . . . 42
4.2 Second order Kalman filter model used for whistle smoothing . . . . 48
5.1 Parameter settings for denoising artificial whistles . . . . . . . . . . 54
5.2 Performance metrics of tracing 10 synthesized whistles corrupted
with real acoustic noise at SNR = −10 . . . . . . . . . . . . . . . . 58
5.3 Performance metrics of tracing 10 recorded whistles . . . . . . . . . 66
6.1 Quality of clustering using invariant shape descriptors . . . . . . . . 77
6.2 Comparing Quality of Clustering Using Frequency Log Transformed
Shape Descriptors . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
v
List of Figures
1.1 Block diagram of proposed algorithm. . . . . . . . . . . . . . . . . . 7
2.1 Effect of windowing function and overlapping on spectrograms . . . 10
2.2 Spectrogram windowing functions . . . . . . . . . . . . . . . . . . . 11
2.3 Common spectral patterns . . . . . . . . . . . . . . . . . . . . . . . 12
3.1 Chapter context diagram . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Example of whistle detection algorithm . . . . . . . . . . . . . . . . 25
3.3 Effect of bilateral filtering . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Asymmetric Gaussian kernels designed to detect directional energy
distribution of local neighborhoods . . . . . . . . . . . . . . . . . . 30
3.5 De-noising in the presence of snapping shrimp noise . . . . . . . . . 33
3.6 Example of applying TSF to a dolphin whistle . . . . . . . . . . . . 34
3.7 Iterative harmonic suppression . . . . . . . . . . . . . . . . . . . . . 35
4.1 Chapter context diagram . . . . . . . . . . . . . . . . . . . . . . . . 39
4.2 Intensity profile of dolphin whistles . . . . . . . . . . . . . . . . . . 43
4.3 Example of multi-stage segmentation . . . . . . . . . . . . . . . . . 44
4.4 Kalman filter for whistle smoothing. . . . . . . . . . . . . . . . . . . 49
5.1 Synthesized whistle contours . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Intermediate steps in adding real acoustic noise to a synthetic whis-
tle contour . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 The output of adding real acoustic noise to a synthetic whistle . . . 56
5.4 Denoising performance of each method tested . . . . . . . . . . . . 57
vi
5.5 Tracing performance measured by the average of the three metrics
ΦA, ΦB and ΦC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.6 Performance metrics of tracing 10 synthesized whistles . . . . . . . 61
5.7 Spectrogram images of the selected whistle recordings . . . . . . . . 63
6.1 Polynomial fits of whistle contours . . . . . . . . . . . . . . . . . . 73
6.2 The whistle library with 9 whistles. . . . . . . . . . . . . . . . . . . 75
6.3 The silhouette values for the 30 whistle contours with varying num-
ber of clusters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.4 Visualization of clustering using PCA reduced data to 3D. . . . . . 80
7.1 Spectrogram Image Denosing . . . . . . . . . . . . . . . . . . . . . 85
7.2 Spectrogram Image Denosing . . . . . . . . . . . . . . . . . . . . . 86
7.3 The prototype GUI . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
vii
Summary
Marine mammal vocalizations are often analyzed using time-frequency representa-
tions (TFRs) which highlight their non-stationarities. One commonly used TFR
is the spectrogram. The characteristic spectrogram time-frequency (TF) contours
of marine mammal vocalizations play a significant role in whistle classification and
individual or group identification. A major hurdle in the robust automated extrac-
tion of TF contours from spectrograms is underwater noise. Furthermore, Marine
mammal calls are usually sparsely distributed in a recording and this creates the
sub-problem of detecting a vocalization in a potentially long underwater recording.
To overcome these limitations, we present a modular, image-based algorithm for
the detection, denoising and extraction of TF contours from these noisy underwater
recordings.
The proposed algorithm consists of a several modules. The first module is
an optional image-based signal detection algorithm, which can be used to locate
sections of a long underwater recording, with a high probability of containing
dolphin whistles. The second and the most important module contains the spec-
trogram de-noising algorithm, which contains vertical suppression and horizontal
smoothing elements to attenuate snapping shrimp noise present in warm shallow
waters, while preserving dolphin whistles. The adaptive segmentation module is a
three stage process consisting of thresholding, morphological clean-up and region
growing, which extracts the relatively high-intensity whistle from the background.
Whistle tracing then extracts the coordinates of the TF representation of the vo-
calization from the segmented image, along with a measurement of ‘confidence’
based on the magnitude of frequency fluctuations. Finally another optional mod-
ule, which contains an implementation of the Kalman filter can be used to enforce
viii
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smoothness constraints on the whistle using the measurement confidence values
captured in whistle tracing.
An objective procedure for measuring the accuracy of the extracted contours
is also proposed. To quantify the overall quality of an automatically extracted
whistle contour, it is compare to a ‘reference trace’ obtained by manually tracing
the same contour. Three criteria, namely, the percentage of missed and extra
points (with respect to the reference trace) and the percentage error (deviation
from the reference trace) are calculated to determine the quality of the automated
trace. Experimental results on both synthetic and real whistle recordings indicate
that the proposed method outperforms the only other automated method that
works on noisy recordings in the impulsive-noise environments of warm shallow
waters [1, 2]
The extracted whistle contours can be used for a wide variety of vocalization
studies. We present a feasibility study on extracting feature vectors and classify-
ing the extracted whistle contours using supervised and supervised classification
techniques. In our study, a 10th order polynomial fit of the extracted whistle con-
tours were used as the feature vector. A supervised Liner Discriminant Analysis
(LDA) and an unsupervised K-Means Cluster Analysis were both performed on
a test data set. Initial results indicate that both approaches provide satisfactory
differentiation between visually different whistle contours.
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1.1 Background and Motivation
Every year a large amount of marine mammal vocalizations are recorded and stud-
ied for a variety of purposes such as research on behavioral and contextual associa-
tions, animal detection and localization and census surveys. Most of these natural
signals of interest are non-stationary waves that are well suited for analysis using
time-frequency representations (TFRs). This thesis focuses on the analysis of dol-
phin vocalizations using spectrograms, which are TFRs based on the short-time
Fourier transform (STFT).
Dolphins are a highly intelligent and social species and use an extensive vocal
repertoire to communicate with each other. Dolphins vocalization can be divided
into 3 categories [3]:
• Broadband short-duration clicks, called sonar clicks
• Broadband pulsed sounds, called burst pulses
• Narrowband frequency-modulated whistles
The sonar click are used by dolphins for underwater echolocation, a feat in
which they easily outperform man-made sonars with regards to the level of detail
1
2and accuracy. The second and third kinds of vocalizations are considered to be
communication signals, and among these two types, whistles are the most common
and are the focus of this work.
This remarkable echolocation ability of dolphins coupled with their intelligent
behavior and superior underwater maneuverability makes them a very attractive
source of information about the underwater environment. The potential of using
dolphins in tasks which can benefit from a superior sonar with a high degree
of agility and maneuverability, such as routine surveillance, special missions and
assisting submerged sea-faring vessels, are among the numerous reasons for the
research involving dolphins receiving ever increasing attention.
One of the key barriers to working with dolphins is our inability to communicate
naturally with animals. Current human-dolphin interaction and training relies on
hand gestures and rewarding desired behavior (reinforcement learning). This is
very crude, works with only captive animals who have been trained, and is limited
to a very simple set of instructions. It is also mostly a one-way communication
channel where the feedback from the animal is limited to the options provided
(usually some physical routine like touching an object with their snout). Therefore
the untapped acoustic communication channel is an exciting area of research that
can potentially herald a new era of human-animal interaction.
Numerous studies on dolphin behavior have centered around or directly ben-
efitted from their acoustic communication capability. Buck and Tyack [4] have
proposed an algorithm to quantitatively measure the similarity of dolphin whis-
tles, for the purposes of classification. The similarity is based on the the ‘whistle
shape’ on a spectrogram, which is a joint time-frequency representation of the whis-
tle audio recording. In [5], techniques to synthesize artificial whistles (optionally
with acoustic modifications) based on real whistle contours have been proposed.
3The main aim of the work was to assist researchers to find out which acoustic
features were the most salient to dolphins in terms of whistle identification. Datta
and Sturtivant have used whistles to identify individuals and groups of animals
[6]. They highlight the fact that most field work on dolphin behavior rely on vi-
sual identification and therefore limit the effective range of the study. Therefore
they propose their whistle based identification method as a better and less invasive
technique. The signature whistle theory proposed by Caldwell & Caldwell in 1965,
also known as the Caldwell hypothesis [7], strengthens this argument. These stud-
ies are just a few examples of the vast body of research linked to dolphin whistles
that provide valuable insights into dolphins’ vocal repertoire and its behavioral
associations.
As evident in the studies presented thus far, dolphin whistles are commonly
characterized by their time-frequency contour in a spectrogram. The non-stationarities
of whistles are highlighted by spectrograms and provide an effective visual means
of differentiating whistles from other acoustic signals. Section 2.1 contains more
details on spectrogram analysis and the common spectrogram patterns produced
by various underwater acoustic sources.
1.2 Thesis Goals
The features extracted from spectrogram contours of dolphin whistles have been
used in many classification studies [8]. The most time consuming step in such ef-
forts is the location and extraction of whistle contours from an underwater acoustic
recording. The location of whistles is difficult because dolphin whistles are emitted
only intermittently and for the purposes of this discussion, continue to be emit-
ted at random with respect to time. A typical recording contains long periods of
‘silence’ (more specifically background noise) and the location of the embedded
4whistles are usually found by a manual linear search of a tapes, which can take
up hours for long recordings. The second problem of extracting whistle contours
is difficult due to fact that, contrary to popular belief, the underwater environ-
ment is inherently noisy. This is especially so in warm shallow waters where the
characteristics of the background noise makes the separation of dolphin whistles
from background noise is an important practical problem. This makes an auto-
mated method highly desirable. The two main problems to be addressed by such
a method are
• the automatic temporal localization of whistles in an underwater acoustic
recording
• the automatic extraction of whistle contours from spectrograms in the pres-
ence of background noise
This thesis is primarily concerned with addressing the above requirements.
1.3 Contributions
To address the issues highlighted in Section 1.2, we propose an alternative, modular
algorithm consisting of;
• a method of scanning a long underwater acoustic recording to approximately
locate whistles,
• an image-based transient suppression filter to remove acoustic noise,
• an adaptive image segmentation and tracing method to extract whistle con-
tours from spectrograms.
The resulting segmented spectrogram can be converted back into a clean acous-
tic signal for playback, provided that the phase information is retained. Although
5the algorithm was developed for extracting dolphin vocalizations, it has the po-
tential to be used to extract other narrowband non-stationary signals. A block
diagram of the full algorithms is given in Figure 1.1.
A prototype GUI application which implements the proposed algorithms is also
developed as part of this work. This enables the user to interactively manipulate
the whistle spectrograms using various image processing techniques and efficiently
extract the whistle contours. It can also be used to quickly scan through a long
whistle recording and select the segments that contain the whistles.
In addition to the proposed algorithm, we introduce an objective method for
measuring the accuracy of tracing a vocalization contour. This not only allows
a comparison of tracing methods but also helps in tuning the algorithm parame-
ters such that optimal results can be obtained in a particular noise environment.
Experiments conducted using underwater acoustic noise recorded in warm shallow
waters around Singapore confirm that our proposed method performs better than
existing methods over a wide range of noise levels.
Finally a feasibility study of using the whistle contours for classification is
conducted. Specifically, curve fitting parameters are used for supervised linear
discriminant analysis (LDA) and unsupervised cluster analysis.
1.4 Thesis Organization
The structure of this thesis is as follows:
Chapter 1 gives the general overview and introduction to the thesis, defines the
scope and introduces the major achievements.
Chapter 2 presents the required background material and the literature review.
6Chapter 3 contains the algorithms developed for detecting and denoising spec-
trograms generated from underwater recordings containing dolphin whistles.
Chapter 4 presents the spectrogram segmentation and tracing strategies used in
this work.
Chapter 5 presents a comparative analysis of the experimental results of auto-
mated whistle tracing using several methods.
Chapter 6 provides a feasibility study on using the extracted whistle contours
for classification using supervised and unsupervised methods.
Chapter 7 contains the conclusion and a discussion on future work.
1.5 List of Publications
As a note of interest, this work has produced the following research publications.
Conference: Asitha Mallawaarachchi., S.H Ong., Mandar Chitre and Elizabeth
Taylor, “A Method for Tracing Dolphin Whistles”. OCEANS’06 Asia Pacific
IEEE.
Journal: Asitha Mallawaarachchi., S.H Ong., Mandar Chitre and Elizabeth Tay-
lor “Spectrogram de-noising and automated extraction of the fundamental
frequency variation of dolphin whistles”. Journal of the Acoustic Society of
America (JASA) - Conditionally Accepted.
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Figure 1.1: Block diagram of proposed algorithm.
Chapter 2
Background and Related Work
This chapter lays the groundwork for the rest of the thesis by discussing the relevant
background material. The main topics discussed are spectrogram analysis and
published work in the field of spectrogram analysis.
2.1 Spectrogram Analysis
As mentioned in Section 1.1, dolphin whistles are commonly analyzed using spec-
trograms. The frequency modulated tonal structure of dolphin whistles are re-
vealed by joint time-frequency analysis. These time-frequency representations
(TFR) can be displayed as spectrogram (intensity) images for visual analysis.
We will first formally define a spectrogram and present how an audio signal is
converted to an intensity image, and then give some examples of common acoustic
signals and the resultant spectrograms. This information is vital in designing of
the specialized image denoising techniques presented in Chapter 3.
2.1.1 Spectrogram Definition
A spectrogram is produced by converting a time domain signal to the joint time-
frequency domain by the short-time Fourier transform (STFT). Formally, the
8
9STFT of a discrete-time function x[n] with respect to the window function w[n]





The columns of the matrix X[ω,m] contain the time-localized frequency content of
the discrete signal x[n]. The values of X are generally complex, and it is customary
to log-compress the absolute value of this transform for visual inspection due to
the large dynamic range. This log-compressed gray-level intensity 2-D image is
called the spectrogram of x[n]. In this work, Xˆ[ω,m] denotes this log-compressed,
real-valued version of the spectrogram.
This mathematical definition can be visualized as cutting the time series into
smaller time segments with the windowing function, taking the (discrete) Fourier
transform on the individual segments (hence the name short-time) and stacking
the magnitude transforms (vertically) on the time (x) axis such that frequency
increases along the y axis. Note that the phase information of these fourier trans-
forms are not used in the construction of the spectrogram.
Usually the windowing function is smooth and there is some overlap between
successive time bins to ensure the spectrogram does not suffer from artifacts arti-
ficially introduced by the transform. Figure 2.1 illustrates the effect the window
smoothness and overlapping (The spectrograms were generated for this project).
The signal is a synthesized ‘chirp’ signal generated using a quadratic swept-frequency
cosine generator in Matlab and the Rectangular and the Hann windows are also
available as in-built functions. When a rectangular window (Figure 2.2 (a)) with-
out overlap is used, the spectrogram exhibits spectral leakage in the form of vertical
high energy sections (Figure 2.1 (a)). These artifacts reduce and the time frequency
contour becomes clearer when the same window is used with overlap of half the
FFT size (Figure 2.1 (b)). There is significant improvement in terms of the energy
10
concentration on the contour (reduced leakage) when a Hann window (Figure 2.2
(b)) is used (Figure 2.1 (c)), due to its smoother shape and reduced amplitude at
the ends. As with the rectangular window, the use of overlapping sliding Hann













































































Figure 2.1: Effect of windowing function and overlapping on spectrograms.(a)
rectangular window with no overlap, (b) rectangular window with overlap of FFT
Size/2, (c) Hann window with no overlap, and (d) Hann window with overlap of
FFT Size/2.
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Figure 2.2: Spectrogram windowing functions.(a) Rectangular window (boxcar
window), (b) Hann window
2.1.2 Common Spectral Patterns in Underwater Record-
ings
The underwater environments where dolphin vocalizations are recorded using hy-
drophones are inherently noisy. There are various types of acoustic sources, for
example mechanical sources such as ships and boats, natural sources such as waves,
and different aquatic species to name a few. It is imperative that their spectral
characteristics are taken into consideration when attempting to isolate dolphin
whistles. The spectrograms in Figure 2.3 created from some recorded and some
freely available audio clips, illustrates their distinct spectral patterns.
The two most commonly encountered dolphin vocalizations are the narrow-
band frequency-modulated whistles and the short-duration broadband echoloca-
tion clicks. Whistles give rise to smooth frequency-localized contours (Figure
2.3(a)) in a spectrogram, while clicks create vertical line patterns (Figure 2.3(b)).
The signals generated by mechanical processes usually have low and constant fre-
quencies, resulting in spectral patterns consisting of horizontal lines near the bot-
tom of a spectrogram (Figure 2.3(c)).
12
The inherent background noise in warm shallow waters is dominated by the
short-duration broadband crackling sounds made by snapping shrimp, which has
been shown to have a non-Gaussian energy distribution [9]. These sounds also
create spectral patterns resembling narrow vertical lines. However, since there are
thousands of shrimp producing these sounds simultaneously, the individual ‘snaps’






























































Figure 2.3: Spectral patterns arising from (a) a dolphin whistle, (b) a series of
dolphin clicks, (c) a diesel engine, and (d) snapping shrimp.
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2.2 Related Work
2.2.1 Buck and Tyack’s Method
There are very few methods proposed in the literature for the automated extrac-
tions of marine mammal vocalizations. In an early work by Buck and Tyack [4],
which proposes a quantitative method to compare bottlenose dolphin whistles, the
authors required a way of extracting the fundamental frequency contours from
spectrograms. To reduce the manual processing required, they introduced a semi-
automated method which requires a user to enter the start and end points of the
whistle, and the rest of the points would be automatically picked by the proposed
algorithm.
To obtain the contour f [m] from spectrogram X[ω,m] where f [m] is the value
of the fundamental frequency during (time) block m, a simple heuristic is used.
The fundamental frequency of the whistle is often the strongest component of the
signal during a block. Therefore, a simple strategy for estimating f [m0] is to set
f [m0] to be the frequency of the strongest peak in X[ω,m0]:
f [m0] = argmaxX[ω,m0] (2.2.1)
However some whistles might contain segments where the second harmonic of
the whistle is stronger than the fundamental frequency. A modification of the
algorithm is required to prevent “frequency hops” using the following heuristic.
The initial estimate of the contour value at timem0 is the index of the strongest
peak, denoted by ω0. However, before accepting this peak as the fundamental, the
algorithm checks for a peak at X[ω0/2,mo]. If a peak exists at this frequency, the
algorithm assumes the stronger peak is the second harmonic, and this lower peak
is the fundamental, and chooses f [m0] = X[ω0/2,mo].
To determine if X[ω0/2,mo] is a peak, the value at that point must meet two
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criteria. It must both exceed the average of the noise floor in the current block by
a certain factor, and also be within a given amount of the height of the strongest





To qualify as a peak, X[ω0/2,mo] must exceed the noise floor nf by 9 dB and be
within 14 dB of the height of the strongest peak. The thresholds are determined
through experimentation and observation.
However, this method only works well for recordings with a high signal to noise
ratio (SNR), where the strong peaks are guaranteed to belong to the whistles. This
is a difficult requirement to satisfy in natural waters where various noise sources
can corrupt the spectrogram image. Therefore an algorithm that takes into account
the effects of acoustic noise would be more desirable.
2.2.2 Sturtivant and Datta’s Method
Sturtivant and Datta [1, 2] have proposed a two stage algorithm for the detection
and extraction of whistle contours from spectrograms. Unlike the method proposed
by Buck and Tyack, this method assumes some level of noise is present in the
recordings. Therefore a noise filtering step to reduce the contribution to the signal
by impulsive noises such as echolocation clicks is performed first. This technique
enhances signals with narrow frequency bandwidths by normalizing the average







Here E¯(m) represents the average energy in time partition m and |X[ω,m]|2 the
energy in the frequency bin ω for time partition m. The normalized energy value
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According to the authors, remnant echolocation clicks are often present in the
filtered transform as the click spectrum is rarely uniform, especially in recordings
where the dolphin was not directly pointing at the hydrophone. Therefore a mod-
ification of the algorithm is proposed, where the average energy is calculated from







This new average now dependant on the frequency bin, is used in the calculation






This filtering creates a noise ‘trough’ around the whistle, as high energies con-
tained in the whistle frequencies would have a large effect on the average energy
calculation for the surrounding frequencies.
Further processing is performed on the filtered transform to get rid of any
background or remaining transient components of the signal using an exponential
delay. First, ’the background noise is assessed with a large value for α giving
a ‘half-life’ of several seconds, then the averaged current signal is assessed using
smaller values for α giving ‘half-life’ of a few miliseconds.
x′ave = α× xave + (1− α)x, where 0 ≤ α ≤ 1 (2.2.7)
The instantaneous (filtered) signal spectrum finst is calculated as
finst = x
′
ave × (αsignal)− x′ave × (αbackground) (2.2.8)
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The peaks are defined as frequencies whose values exceed some threshold multiple
mthresh of standard deviations σinst from the mean of finst denoted f¯inst:
peak(k) =
{
0, if finst(k) < f¯inst +mthreshσinst
1, otherwise
(2.2.9)
As Equation 2.2.9 has the limitation of inducing too many false positives, the
algorithm is further modified such that only candidate segments larger than a
certain threshold L were flagged as whistles.
To isolate the whistle contour, an inertial whistle following algorithm is used.
First, a point on the whistle is identified (seed point), then the whistle is traced
forwards and backwards in time. No details of how the seed point is identified
is given in [1, 2], and a manual input point might be required to initiate the
algorithm. The inertial algorithms makes a decision on whether to follow the
existing slope of the whistle being traced or make a change in the direction based
on neighboring pixel intensities.
A point Pf (initially set to Pinit) is used to keep track of the current place in the
spectrogram, and a ‘velocity’ vector Vxy (initially set to zero) is used in conjunction
with an inertial component αinertia (set between 0.0 and 1.0) to mediate sudden
changes in the contour’s direction.
The contour is then traced out form < minit (backwards in time). New velocity
values V ′xy(ω,m − 1) were calculated for all points in the previous time partition
within a set number of frequency bins, as well as for points immediately above and
below Pf according to




where ∆ is the direction vector from Pf to (ω,m− 1).
Thus, the point’s ‘velocity’ Vxy is determined by the energy of the whistle
contour in the spectrogram, with the inertial factor αinertia determining how much
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the velocity changes in response to off-vector energy. The next value for Pf is set
to the point (ω,m − 1) for which |X ′[ω,m]| is a maximum. When the signal to
noise ratio (SNR) for the energy at Pf to that in the frequency bins surrounding it
falls below a pre-selected threshold value, the start of the whistle is deemed to be
found, and the procedure is repeated for m > minit until the end of the whistle is
encountered. After this a further initial point could be searched for, as there might
be a break in the whistle contour produced by the dolphin. A strategy for selecting
the SNR threshold is not specified in the original work and it can be assumed that
the choice is based on experimental results.
The authors point out that a further stipulation is required as it is possible
with low values of αinertia for consecutive values of Pf to oscillate between to high
energy points. This is rectified by specifying that no point could be included twice
in the same contour. They also claim that by erasing a contour after it had been
traced, it is possible to follow a concurrent contour, and thus separate the whistles
from two simultaneously vocalizing dolphins.
2.2.3 Spectrogram Segmentation Methods
In other related work, Leprettre and Martin [10] have proposed two methods of
extracting subsets from TFRs for classification or recognition purposes. The first
method, developed for matrix type TFRs similar to spectrograms, is relevant to
our work and is discussed briefly here.
In this method, the extraction of compact subsets is viewed as a segmentation
of the TFR, which is performed by morphological filtering and watershed segmen-
tation. The authors claim that this method is well suited to process narrow and
broad band signals.
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Leprettre and Martin [10] propose to use methods based on mathematical mor-
phology to take the a priori knowledge into account and extract the pertinent
subsets.
Step 1: Modeling the a priori knowledge by transforming the TFR. Let X =
X[ω,m] be the considered TFR matrix obtained using minimum variance estima-
tion. The procedure is as follows:
(a) Define criteria that allow distinguishing between the noise and the interesting
patterns, e.g., the peak power of a pattern and/or the contrast between a
peak of the TFR and the surrounding background noise.
(b) According to the selected criteria, define and calculate a transform of the
TFR that highlights the frontiers between the patterns of interest and the
background noise. This transform changes the original TFR into X ′[ω,m]
that will eventually be segmented. If the criterion is the contrast, the cor-
responding transform can for example be the modulus of the morphological
gradient.
(c) Use this function to mark in X ′[ω,m] the areas of interest (patterns to extract)
and these corresponding to the noise. The markers can be obtained by simply
thresholding X ′[ω,m] or using more elaborate morphological transforms (e.g.
a combination of Top-Hat Transforms, erosions, dilations, etc.), depending
on the characteristics of the TFR and on the complexity of the recognition
problem. This part of the procedure, sometimes called the ‘intelligent’ part,
involves all the user’s knowledge in order to try understanding the TFR.
Step 2: Extracting subsets automatically using the watershed method. The second
step of the procedure is automatic and is aiming to really extract the relevant
subsets. First, a modified function X ′′[ω,m] is reconstructed by eroding the noise
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markers. Then, the watershed method [11] is used on X ′′[ω,m] in order to obtain
closed contours following the local maxima of X ′′[ω,m]; i.e. the ridgelines of the
TFR. The interesting point is that this method is non-parametric and the obtained
subsets are not necessarily iso-energetic. The watershed method thus allows to
extract contours with non-homogenous power, or to extract interesting patterns of
different power levels from a TFR.
A different approach proposed by Hory et al. [12] also uses a segmentation algo-
rithm for extracting deterministic components from a spectrogram in the presence
of white Gaussian acoustic noise using local statistical features.
Both these methods reply on the accurate estimation of the noise and signal
characteristics, and therefore perform well with known types of noise like Gaus-
sian noise. However the dominant background noise in warm shallow waters is
shown to exhibit a non-Gaussian energy distribution, and instead resembles an α-
stable distribution [9]. This makes analytical incorporation of noise characteristics
infeasible.
The algorithms discussed in this section, on their own are of limited use in ex-
tracting vocalizations in the presence of strong impulsive noise commonly encoun-
tered in warm shallow waters. They do not address the whistle tracing problem or
the whistle detection problem, and should therefore be considered only as partial
solutions. In Chapter 7 we revisit these algorithms briefly as potential areas future
of work in terms of integration into the proposed whistle tracing methodology.
Chapter 3
Dolphin Whistle Detection and
De-noising
This chapter describes the first two modules of the algorithm, as highlighted in the
chapter organization chart (Figure 3.1). The detection module helps to automat-
ically locate potential dolphin whistles within a long underwater recording, while
the image de-noising module removes unwanted spectral patterns, which presents
the subsequent modules with a clean spectrogram containing whistles to work with.
This section discusses the algorithms used for detection and de-noising phases in
detail.
3.1 Dolphin Whistle Detection
Underwater acoustic recordings can have long durations in which the dolphin whis-
tles are sparsely distributed. It would be desirable to be able to automatically
detect the presence of a whistle and its temporal location within the recording.
As described in Section 2.1.2, dolphin whistles give rise to narrowband contours of
high energy in spectrograms. Due to this frequency-localized nature, the presence
of a whistle in a given segment of the recording is indicated by a sequence of STFTs




























Figure 3.1: Chapter context diagram.(a) Overall algorithm structure. (b) Content
discussed in current chapter
duration of the whistle. This observation provides the basis for an algorithm to
detect the presence of a whistle.
3.1.1 Methodology
In this section we present a procedure based on the observations stated above
to scan a lengthy underwater acoustic recording x[n]. A sliding window (larger
than the longest expected whistle) is used for scanning the recording. For each
time window, a spectrogram Xˆ[ω,m] is computed. The column-wise standard
deviation distribution σX [m] of Xˆ[ω,m] is analyzed for detecting the whistles. For






(Xˆ[ω,m]− µX [m])2 (3.1.1)
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where µX [m] is the mean gray value of columnm in Xˆ[ω,m] andW is the number of
frequency bins. The standard deviation σX [m] is used as it is somewhat invariant
to the amount of energy contained within the current window, which can vary
significantly over the length of the recording.
If a whistle is present in some interval of the current window, σX [m] will have
high values over that interval, thus increasing the standard deviation of the series
σX [m]. The ratio RD = µs/σs, where µs and σs denote, respectively, the mean and
the standard deviation of σX [m], can be used to decide if a whistle is present in the
current window. The lower the value of RD, the more likely the current window
contains a whistle. A threshold for detection TR is determined from empirical data.
If no whistle is detected, the sliding window moves forward. If a whistle is
detected, its location is found by thresholding σX [m] with a threshold Tσ computed
using the inter-means [13, 14] algorithm. The start (m1) and end (m2) points of
the whistle are the indices of the first and the last time bins for which the value
of σX [m] is above the threshold:
σX [m1] > Tσ and m1 < mj ∀ mj such that σX [mj] > Tσ
σX [m2] > Tσ and m2 > mj ∀ mj such that σX [mj] > Tσ.
If m2 − m1 corresponds to a time duration that is sufficiently long, the actual
temporal locations corresponding to indices m1 and m2 are logged. Otherwise, the
sliding window is advanced and the search continues. It is also possible to pass
the current time window to the contour extraction algorithm to automatically
obtain a trace representing the fundamental frequency variation of the whistle. If
the sliding window is advanced by a fixed number of samples, there is a risk of
breaking a single whistle into two consecutive frames. We use the current location
of the whistle to help in deciding the appropriate number of samples to advance
the window.
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It should be noted that this technique is not proposed for the accurate detection
of the start and end points of a whistle, but rather to approximate the whistle
locations within a long recording, thus obviating the need for a time-consuming
manual search.
3.1.2 Verification of Whistle Detection
An experiment was designed to evaluate the effectiveness of the algorithm in Sec-
tion 3.1.1. A randomly chosen underwater audio recording of about 100 seconds
in duration was used in the experiment. The clip was recorded in the warm shal-
low waters around Singapore and a significant amount of snapping shrimp noise is
therefore present.
Whistle detection algorithm requires 2 mandatory parameters and 1 optional
parameter to be manually set; the detection threshold TR for this particular ex-
periment TR was set to 1.5, based on observation. The threshold Tσ to estimate
the location of the detected whistle is automatically calculated using the the inter-
means algorithm. A segment was flagged as a possible whistle if it was continuously
above Tσ for 20 consecutive time bins (this corresponds to 0.1161 seconds for a FFT
window size of 256 and sampling frequency of 44.1 kHz). Note that this duration
is longer than the shortest whistles which last for about 0.05 seconds. However
this setting is required to reduce the false detection caused by snapping shrimp
noise. The optional parameter is the ‘tolerance’ in detection, which is the maxi-
mum length of a ‘break’ inside a whistle at least 20 time bins long, set to 5 for this
experiment.
The audio clip was first manually scanned with a sliding window, and whistle
positions were identified using an “eyeball test” followed by verification via play-
back. The recorded whistle locations and durations are give in Table 3.1. In the
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manual search, whistles were first searched with a 5 second sliding window, and
once a whistle was detected within a 5 second window, the window size was reduced
according to the whistle length (2s or 1s) to zoom in to the segment containing
the whistle and accurately record the temporal positions.
Table 3.1: Whistles detected by manual search
ID Start (s) End (s) Duration (s)
1 33.1 33.15 0.05
2 34.6 35 0.4
3 35.1 35.2 0.1
4 51.2 51.6 0.4
5 51.7 51.8 0.1
6 57 57.7 0.7
7 57.8 57.9 0.1
8 58.1 58.15 0.05
9 58.9 58.95 0.05
10 59.1 59.15 0.05
11 59.25 59.3 0.05
12 59.55 59.6 0.05
13 59.75 59.8 0.05
14 59.95 60 0.05
15 60.2 60.25 0.05
16 63.2 63.4 0.2
17 64.75 64.8 0.05
18 64.95 65 0.05
19 65.25 65.3 0.05
20 84.5 85 0.5
21 88 88.5 0.5
22 89.4 89.45 0.05
Continued on next page
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Table 3.1 – continued from previous page
ID Start (s) End (s) Duration (s)
23 89.6 89.65 0.05
24 89.8 89.85 0.05
25 90.1 90.15 0.05
26 93 93.1 0.1
27 93.2 93.25 0.05
28 93.4 93.45 0.05
29 95.8 96.7 0.9
30 97.8 97.85 0.05
31 98 98.05 0.05
32 98.8 98.85 0.05






























Figure 3.2: Example of whistle detection algorithm. (a) A successful whistle de-
tection. (b) A false detection due to snapping shrimp noise.
To find out how the automated search would fare against the manual search, the
automated method was invoked on the same audio clip, but with a fixed 2 second
window size as the algorithm is not able to vary window sizes as in the manual
search. The output using the automated method is summarized in Table 3.2. The
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automated method identified 22 out of the 33 whistles detected by the manual
search, which is approximately a 70% accuracy rate. However the automated
method has detected all the whistles more than 0.05 seconds in duration, and
the missing whistles are extremely short in duration and low in intensity. An
example of a successful and unsuccessful whistle detection during the experiment
are given in Figure 3.1.2. The difficulty in detecting the shorter whistles is due to
the fact that they are obscured by the short-duration transient snapping shrimp
noise. However given the substantial amounts of time that can be saved by such an
automated detection algorithm, it should be considered a valuable pre-processing
step in whistle extraction.
Table 3.2: Whistles detected by automated search











49.9 51.9 2 4,5
53.6 55.6 0
56.9 58.9 3 6,7,8
59.9 61.9 2 14,15
63 65 3 16,17,18
Continued on next page
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Table 3.2 – continued from previous page






82.8 84.8 1 20
86.4 88.4 1 21
89.3 91.3 4 22,23,24,25
93 95 3 26,27,28
95.8 97.8 1 29
99.5 101.5 0
3.2 Spectrogram De-noising
Spectrogram images are a special class of images that are not the product of con-
ventional optical imaging. Therefore, noise in spectrogram images need to be de-
fined according to the higher-level detection task one is attempting. Unlike optical
images, where the image noise usually arises from imperfections in acquisition or
transmission, the spectrogram noise is due mainly to the presence of ‘undesirable’
acoustic sources. Some of these noise sources are introduced by human activi-
ties, while others are inherent in the recording environment and are described in
Section 2.1.2.
For the detection of dolphin whistles, all other acoustic sources are treated as
noise sources, and hence the spectral patterns they give rise to in the resulting
spectrograms are defined as noise. The aim of de-noising a spectrogram is to
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facilitate the extraction of the desired type of spectral patterns by attenuating all
other patterns. This thesis introduces image processing methods to achieve this
task.
As a pre-processing step, the low-frequency tonal sounds created by mechanical
devices such as motors and engines can be removed easily by high-pass filtering
with a cut-off frequency set slightly lower than the lowest frequency at which
whistles are expected (∼ 1.5 kHz).
3.2.1 De-noising in non-impulsive noise environments
The quality of the spectrogram images of recordings made in pool environments
that are not excessively corrupted by transient noise can be improved significantly
by an edge-preserving local-smoothing filter such as the bilateral filter [15]. This
is essentially a neighborhood averaging filter with the kernel coefficients computed
from the geometric closeness and the gray level similarity between the neighbor-
hood center and the other neighborhood pixels.
Denoting the neighborhood center by x and a nearby pixel in the same local








f(ξ)c(ξ, x)s(f(ξ), f(x))dξ. (3.2.1)
where c(ξ, x) measures the geometric closeness between x and ξ, and s(f(ξ), f(x))
measures the photometric similarity between the gray values f(ξ) and f(x). The






c(ξ, x)s(f(ξ), f(x))dξ (3.2.2)
In the shift-invariant Gaussian implementation of the bilateral filter, both the close-
ness function and the similarity function are Gaussian functions of their respective
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arguments. Thus, we have








where the Euclidian distance d(ξ, x) between ξ and x is
d(ξ, x) = d(ξ − x) = ‖ ξ − x ‖ .
The similarity function s(f(ξ), f(x)) is given by









δ(f(x), f(ξ)) = ‖ f(ξ)− f(x) ‖
The parameters of the bilateral filter depends on the size of the features one
desires to preserve and the amount of smoothing preferred. The window size should
be larger than the whistle-contour thickness, which depends on the time-frequency
resolution set by the FFT window size. The Gaussian kernel width σd should be
a fraction of the window size, while σr should be a fraction of the range of gray

































Figure 3.3: Effect of bilateral filtering. (a) Original image. (b) Filter output.
30
3.2.2 Short-duration transient suppression
Recordings made in open waters are typically more challenging to de-noise. The
vertical line patterns created by dolphin clicks and snapping shrimp can overlap the
whistles and complicate the tracing process. Pixels that are part of these spectral
patterns should be detected and attenuated before whistle tracing.





































































Figure 3.4: Asymmetric Gaussian kernels designed to detect directional energy
distribution of local neighborhoods
The dominant direction of energy distribution in the local neighborhood of each
pixel is detected using a set of four asymmetric Gaussian kernels, generated based
on the 2-D Gaussian functions:





























The four Gaussian kernels, νi, i ∈ {1..4}, given in Table 3.3 are oriented in the
horizontal, vertical and two diagonal directions (Figure 3.4). The constant value a
is to be chosen according to the kernel size. Generally, for a kernel of size M ×M ,
a ≈M/10 is recommended. In this work, a 15× 15 window is used.
Table 3.3: Asymmetric Gaussian kernels
Kernel Generating Function Value of σp Value of σq
ν1(p, q) G1(p, q) a 6a
ν2(p, q) G1(p, q) 6a a
ν3(p, q) G2(p, q) a 6a
ν4(p, q) G2(p, q) 6a a
Algorithm 1 Transient Suppression
1: for all pixels ξ = (p, q) of Xˆ(ξ) do
2: r(ξ) = argmax Xˆ1(ξ), Xˆ3(ξ), Xˆ4(ξ)
3: v(ξ) = Xˆ2(ξ)
4: XˆTS(ξ) = [α× Xˆ(ξ) + β × (r(ξ)− v(ξ))]/[α + β]
5: end for
The spectrogram image Xˆ is filtered by the four Gaussian kernels νi to produce
four intermediate images Xˆi. Denoting the neighborhood center by (p, q) and a








Xˆ(p′, q′)νi(‖p′ − p‖, ‖q′ − q‖)dp′dq′ (3.2.7)






νi(‖p′ − p‖, ‖q′ − q‖)dp′dq′ (3.2.8)
Since the output of the functions νi can be pre-computed for a given size of the
local neighborhood, the above operations can be efficiently implemented.
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To remove the vertical spectral patterns, pixels belonging to local neighbor-
hoods with vertical energy distributions are attenuated. The method for this
transient suppression is given in Algorithm 1. Let r(ξ) be the highest non-vertical
energy average, and v(ξ) the vertical energy average. Therefore the expression
r(ξ) − v(ξ) evaluates to a positive value when the primary direction of energy
distribution in non-vertical and negative when it is vertical. Adding the expres-
sion r(ξ) − v(ξ) to the original pixel value therefore has the effect of attenuating
the pixels with a vertical energy distribution. The constants α and β are used to
control the degree of attenuation.
Only the relative values of α and β are important. Higher relative α preserves
more of the original detail while higher relative β increases the amount of attenu-
ation of vertical spectral patterns. Although the procedure is described here in its
non-iterative mode of operation, there is no restriction on using the filter iteratively.
An example of applying this filter to a whistle corrupted by snapping shrimp noise
is shown in Figure 3.5, juxtaposed with the output of bilateral filtering and an im-
plementation of the method of Sturtivant and Datta (S&D) [2] discussed in Section
2.2.2. Bilateral filtering (Figure 3.5(d)) enhances connected high-energy regions
irrespective of orientation and therefore produces poor de-noising performance.
S&D (Figs. 3.5(e), (f)) reduces most of the transients and creates a noise ‘trough’
around the whistle, but leaves a significant amount of remnant noise pixels. In
comparison, the proposed transient suppression filter (TSF) (Figure 3.5(b),(c)) re-
moves most of the undesired vertically oriented spectral patterns while preserving
the whistle contour.
An example of applying TSF to a dolphin whistle recording dominated by
snapping shrimp noise is shown in Figure 3.6. The vertical spectral patterns caused
by the transients (Figure 3.6 ((a))) have been successfully attenuated (Figure 3.6
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Figure 3.5: De-noising in the presence of snapping shrimp noise. (a) Original
spectrogram image high-pass filtered to remove low frequency tonal noise. (b)
Result of performing transient suppression filtering once and (c) for two iterations;
compared with (d) bilateral filtering and (e) S&D method of edge detection de-
noising followed by (f) taking the difference of two exponential decay averages.
((b))), while the whistle has been well preserved.
3.2.3 Harmonic Suppression
Whistles contain harmonics that are similar in shape to the fundamental frequency
variation with only a shift in frequency, and can potentially hinder the accurate
tracing of the fundamental. The instantaneous frequency of a harmonic is an
integer multiple of the fundamental, a property that can be exploited to remove it
from the spectrogram image.
A row of pixels in a spectrogram represents the time variation of a discrete
frequency bin fi, and from bottom to top, the rows represent a linear increase in
frequency. Let us define a pixel intensity vector Ii that contains the pixels in the
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Figure 3.6: Example of applying TSF to a dolphin whistle recording dominated
by snapping shrimp noise. (a) The original image corrupted with transient noise
produced by snapping shrimp. (b) The denoised image generated by filtering with
TSF method.
ith row of the spectrogram. The harmonic suppression update Equation for the ith
row is expressed as
Ii = Ii − kh Ij (3.2.9)
where kh is a user defined scalar constant and the vector Ij contains the pixel
values of the jth row for which fj = fi/N . N represents the set of the largest
common divisors of the integer multiples of the fundamental that has produced
the harmonic pattern. In practice, N ∈ {2, 3, 5} is used, and Equation (3.2.9) is
applied to every row from top to bottom, and iterated for each value of N . Figure
3.7 shows how the harmonics are ‘erased’ from the spectrogram by this iterative
procedure; the harmonics now have lowest energy, while the fundamental retains
intensity values similar to the original.
A modification of the same operator can optionally be applied to extrapolate



































Figure 3.7: Iterative harmonic suppression. (a) original image with harmonics and
(b) resulting image with harmonics suppressed.
3.3 Experimental Results on Denoising
To compare and evaluate the effectiveness of the donoising methods discussed in
this section, 10 randomly chosen whistle recording were used. They were recorded
off in the warm shallow waters around Singapore with 44.1 kHz sampling rate and
is perturbed primarily with snapping shrimp noise. The spectrogram images were
created with FFT window size of 256 samples.
The whistle recordings were manually traced so that the pixels belonging to the
signal (the whistle contour) could be separated from noise pixels. Since these are
noisy images (as opposed to clean images with artificially added noise, the signal
to noise ratio (SNR) is estimated using the following procedure.
The SNR estimation algorithm take a spectrogram image and a manual trace
of the whistle contained in it as input parameters. First, a region of interest (ROI)
is defined for the calculation of SNR. The frequencies are limited to the detection
band of 1.5 kHz to 15 kHz, while, temporally, the ROI extends the entire length of
the spectrogram image. This choice of ROI make the SNR calculation independent
of the sampling rate of recording. Each pixel on the trace and those above and
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below are taken as ‘signal pixels’ while the rest of the pixels inside the ROI are
taken as ‘noise pixels’.
The parameter values for the three methods tested in this experiment are given
in Table 3.4. Refer to Section 2.2.2 for the parameter names for S&D method.
Table 3.4: Parameter settings for denoising methods. BF: Bilateral filtering, S&D:
Sturtivant and Datta method [6, 1], TSF: Transient suppression filtering.
TSF S&D BF
α = 1 αsignal = 0.9 win size = 5 x 5
β = 4 αbackground = 0.1 σd = 0.3;
win size = 9 n = 100 rows σr = 0.5;
Number of Iterations = 2
The estimated SNR values before and after denoising with the thress methods
are given in Table 3.5. From the estimated SNR values it can be seen that TSF
outperforms the other two algorithms reducing transient snapping shrimp noise.
The shortcoming of the S&D method is that even though the transients are
attenuated, the remnant noise, resembling speckle noise, is still present after the
denoising step. This contributes to the overall energy of the background pixels,
bring the SNR value down. On the other hand, the Gaussian kernels are able
to attenuate the transient patterns and at the same time smooth out the speckle
noise reducing the overall background pixel intensity. This results in a higher SNR
value. BF is not adequate in removing the strong transient noise and hence this
results in relatively lower SNR values as well.
The original and the denoised images are given in Appendix Figure 7.1.
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Table 3.5: Evaluation of denoising methods. BF: Bilateral filtering, S&D:
Sturtivant and Datta method [6, 1], TSF: Transient suppression filtering.
Whistle Original SNR SNR SNR
Number SNR After TSF After BF After S&D
1 36.68 40.68 36.54 32.63
2 40.11 42.30 39.86 36.00
3 30.37 34.74 30.19 26.66
4 29.79 33.09 29.32 18.51
5 45.91 44.63 45.70 36.85
6 39.05 39.98 38.85 32.31
7 41.48 40.33 41.27 35.58
8 37.88 40.50 37.71 34.83
9 28.74 30.20 28.42 25.98




This chapter describes the image segmentation and tracing algorithms in detail.
The context diagram (Figure 4.1 ) illustrates how the segmentation and tracing
modules fit into the overall algorithm. It also presents a Kalman filter implemen-
tation which can be used to enforce smoothness constraints on the whistle contour
to enhance the overall quality of the trace.
4.1 Spectrogram Segmentation
After the spectrogram has been de-noised to remove unwanted spectral patterns,
the whistles can be extracted using image segmentation techniques. Although
there are many segmentation techniques proposed in the literature, the objective
is to choose a method which works well for spectrogram images, and yet simple
enough to be efficiently implemented. The latter objective is important due to the
fact that an online tool for whistle extraction would be immensely helpful to field
scientists working with dolphins and other marine mammals.
Therefore we propose a two-stage image segmentation technique; threshold-
























Figure 4.1: Chapter context diagram.(a) Overall algorithm structure. (b) Content
discussed in current chapter
Thresholding is chosen as the first step as it is the simplest and most efficient
method of choosing seed points. It only requires one parameter (the threshold)
to be determined and there are several methods to compute an adaptive thresh-
old. Having the ability to adaptively select a threshold is crucial in spectrogram
images because the ambient intensity values can greatly vary from one image to
the other, even in spectrograms taken from different sections of the same record-
ing. Contributing factors to these variations are the dynamic nature of underwater
acoustic sources and the settings of the recording equipment used. Further details
on thresholding are given in Section 4.1.1.
As an intermediate step, a morphological cleanup operation is performed on
the output of the thresholding operation (Section 4.1.2).
Dolphin whistles are generally continuous contours with fading starts and ends.
Therefore the starting and ending segments are likely to be misclassified as back-
ground by thresholding. However these segments are connected to other high
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intensity parts of the whistle that are readily identified by thresholding. Therefore
we propose the use of an intensity based region growing algorithm as the second
stage of whistle extraction (Section 4.1.3).
4.1.1 Adaptive Thresholding
A thresholding function f operates on an intensity image I and produces a binary
image J , using a global threshold T .
J(x, y) =
{
1 if I(x, y) ≥ T
0 else
(4.1.1)
In the first segmentation stage, we use a higher global threshold T value to en-
sure that noisy pixels are unlikely to be segmented as foreground. This creates
the possibility of classifying some segments of the whistle to be also classified as
background noise, but the subsequent region growing step compensates for this.
Since spectrograms vary significantly in average energy level, depending on
the recording environment and the type of dolphin vocalizations, the threshold T
has to be calculated adaptively. The Niblack method is a well known and simple
method for computing an adaptive threshold (Eq. 4.1.2),
T = µ+ kσ (4.1.2)
where µ is the mean gray value, σ the standard deviation and k a user-defined
constant. We determine k from∫ µ+kσ
−∞
Nµ,σ(x)dx = ρ (4.1.3)
where ρ is the percentage of background pixels. A normal distribution of gray
values may be assumed even though the actual distribution can differ [16]. Using
the a priori knowledge that over 90% of a spectrogram is background, we compute
a high threshold by setting ρ = 0.96. The calculation of k using Eq. 4.1.3 is
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implemented by using pre-calculated values for a Gaussian cumulative distribution
function (CDF), stored in a table format. This is also referred to as a Z-table.
Note here that a simple and fast algorithm is preferred because, in the first
stage of segmentation, we are mostly interested in obtaining a set of seed points
that we can feed into the region growing algorithm.
4.1.2 Morphological Cleanup Operations
As an intermediate step, mathematical morphology is used to improve the segmen-
tation and to remove any noisy outliers from J . In morphology, the structure of a
group of pixels is considered rather the the pixel intensity values. All morphological
operators are therefore defined with respect to a ‘structuring element’. It is possi-
ble to use morphology to remove noisy outliers based on structural characteristics
such as size by using an appropriate structuring element.
Two of the most basic morphological operators are opening and closing. Open-
ing with a structuring element S will erase image structures (groups of connected
pixels) smaller than S while closing will fill gaps (holes) smaller than S. We first
perform morphological closing on J with a 2× 2 square Table 4.1.structuring ele-
ment (SE) s1 followed by opening with a 2×3 SE s2. This dual operation preserves
the original detail and removed any remnant noisy outliers, and is illustrated with
the morphological notations in Table 4.1.
4.1.3 Region Growing
Whistles generally commence at low intensities and gradually increase with time
before decreasing and fading, as shown in Figure 4.2. With the use of a high
threshold, the start and end points of the whistle are likely to be misclassified as
background.
42
Table 4.1: Morphological filtering and enhancement




 J • s1 (closing)
2 s2 =
 1 1 1
1 1 1
 J ◦ s2 (opening)
The second stage of segmentation addresses this issue. After removing outliers
with the morphological operators, the pixels of the segmented image are input
as seed points into a 2D region growing algorithm. Region growing algorithms
takes one or more seed points together with a threshold value T ′ as inputs, and
initially the output image contains only the seed(s). As the algorithm progresses,
the neighborhood pixels of the seed(s) above the threshold T ′ are searched and
added to the output image, and then the neighbors of the newly added pixels
are searched. This recursive algorithm continues until all the pixels meeting the
criteria are added to the output image.
An illustrative example of this multi-stage segmentation strategy is given in
Figure 4.3. The morphological opening and closing removes noisy outliers while
region growing fills up the connected lower intensity areas of the whistle.
4.2 Whistle Tracing
The final goal of the algorithm is to extract the time-frequency contour of the
fundamental frequency variation of a whistle. A trace of this extracted contour















































































































Figure 4.2: Intensity profile of dolphin whistles. The top row contains three dolphin
whistles with the intensity profile of each whistle plotted below
4.2.1 Recording Candidate Points
The strongest peaks in each time bin of the segmented spectrogram are taken as
the candidate points for the trace as in the method of Buck and Tyack [4]. Dolphin
whistles are generally smooth contours (continuously differentiable) and this can
be used as a heuristic to further improve the algorithm.
The Kalman filer [17, 18, 19] is a model-based estimator that can be used to
enforce such a heuristic constraint on the whistle trace. The Kalman filter works
on the time domain, and only considers the current input point in coming up with
the filter output for the next point. In others words past inputs are not considered
in the calculation of the filter output.
Let us consider a scenario in which we take measurements of some physical


































































Figure 4.3: Example of multi-stage segmentation. (a) The denoised spectrogram.
(b) After adaptive thresholding (c) After morphological cleanup (c) After region
growing
by noise and therefore imprecise. However, we are also able to capture the object’s
motion in the form of a mathematical model, for example using the Newton’s
Equation for motion. The equations should be formulated such that the values
of all state variables in the next step can be calculated given the values for the
current step. Section 4.2.3 describes how such a model can be equally effective in
tracking a dolphin whistle.
Once a model is constructed, the Kalman filter is able to predict the next value
of the filtered quantity, given the current value. This predicted next value is then
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compared to the measured next value. The output of the filter is based on the
confidence on the measurement compared to the value predicted by the model.
Therefore the confidence values for each measurement are calculated and saved
during whistle tracing. Low confidence values are assigned to whistle points that
exhibit sudden jumps in frequency. The confidence assignment function has a
memory of 1 in the sense that if the previous measurement had low confidence, the
current measurement’s confidence will be partially based on that previous value.
4.2.2 Mathematical Foundation of the Kalman Filter
The Kalman filter estimates the state xk of a discrete-time controlled process that
is governed by the linear stochastic difference equation [19]
xk = Axk1 +Buk + wk−1 (4.2.1)
with a measurement z that is
zk = Hxk + vk. (4.2.2)
In Equation (4.2.1), matrix A relates the state at the previous time step to
the state at the current step, in the absence of either a control input or process
noise. The matrix B relates the optional control input u to the state x. Similarly
in Equation 4.2.2 matrix H relates the state to the measurement zk. Even though
matrices A, B and H may in fact vary with each time step they are assumed to
be constant.
The random variables wk and vk represent the process and measurement noise
(respectively). They are assumed to be independent, white, and with normal
probability distributions, i.e.,
p(w) ∼ N(0,Q) (4.2.3)
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p(v) ∼ N(0,R) (4.2.4)
The process noise covariance Q and the measurement noise covariance R reflect
the confidence in the model and the measurements respectively. Even though the
matrices Q and R might change with each time step or measurement, here they
are assumed to be constant.
We define xˆ−k to be our a priori state estimate at step k given knowledge of the
process prior to step k, and xˆk to be our a posteriori state estimate at step k given
measurement zk. We can then define a priori and a posteriori estimate errors as
e−k ≡ xk − xˆ−k (4.2.5)
ek ≡ xk − xˆk (4.2.6)










The Kalman filter algorithm aims to find an Equation that computes an a
posteriori state estimate xˆk as a linear combination of an a priori estimate xˆ
−
k
and a weighted difference between an actual measurement zk and a measurement
prediction H xˆ−k as given in Equation (4.2.12). The set of Kalman filter discrete
update equations which computes final estimate xˆk can be grouped into time up-
date equations and measurement update equations.















k +Kk(zk −Hxˆ−k ) (4.2.12)
Pk = (1−KkH)P−k (4.2.13)
The parameter K is the Kalman gain, calculated in Equation (4.2.11).
4.2.3 Kalman Filtering for Contour Smoothing
The Kalman filter for smoothing whistle contours is designed using the same pro-
cess model that is used for the trajectory tracking of a particle moving in a straight
line under constant acceleration. Frequency f which is the filtered variable with
respect to time, is analogous to the position of the particle. In this context, veloc-
ity and acceleration correspond to the first and the second derivatives of frequency
with respect to time. The Kalman model is set out in Table 4.2.
As one spectrogram image may contain multiple whistles, the Kalman filter
variables need to be reset at the start of a new whistle. This is done by taking
note of their time discontinuities. The same detection technique is used in drawing
the chosen whistle points as piece-wise continuous curves on the spectrogram.
Figure 4.4 (a) shows a selected set of candidate points, the Kalman filter cor-
rections, and the measurement noise covariance R for each measurement. High
R values indicate low confidence in the measurement. Note that we have used
a variable measurement noise covariance R here so that in cases where there are
sudden jumps, the filter will trust the model more than the measurement. Figure
4.4 (b) illustrates the Kalman filter corrections made to the outliers marked with
ellipses. The objective of the Kalman filter is to enforce smoothness constraints
on the whistle contour using the process model, by making such corrections. The
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Table 4.2: Second order Kalman filter model used for whistle smoothing
State vector x = [f v a]
f - frequency (position)
v - rate of change of frequency (velocity)
a - second derivative of frequency (acceleration)
State f(k) = ut(k) + 1
2
at2(k)
equations v(k) = u+ at(k)
where u is the initial velocity




update v(k + 1) = v(k) + aδT


















drawback of using this step in whistle extraction is that it has the tendency to
shift the whistle slightly to the right, which increases the tracing error as the cal-
culation function is not shift invariant with respect to time. The reason for this
shift is because the filter has an ‘inertia’ introduced by the process model and is
slower to react to changes in ‘direction’ of the whistle. With increasing measure-
ment noise covariance R, this lag increases as the filter becomes more reluctant
to trust the measurement and ‘change course’. Therefore a compromise has to be
made between smoothness and the responsiveness (or reaction time) of the filter
in choosing the parameters.
The appropriate initial conditions for the state vector x = [f v a] needs to be
selected. We propose to use x0 = [f0 0 0], where f0 is the first frequency measure-
ment. This means that the first measured value is equal to the initial value in the
model. However the first point can be an outlier itself, which means the initial
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Adjustments Made by Kalman Filter
R  ∝ 1/measurement confidence
(a)



















Original Points of Trace
Kalman Filter Output
(b)
Figure 4.4: Kalman filter for whistle smoothing. (a) The measurement error co-
variance is recorded such that it is higher for discontinuities. (b) The Kalman filter
correction for the outliers (marked with ellipses).
conditions are not known with perfect accuracy. Therefore, the covariance matrix
P should be initialized with a suitably large number on its diagonal. We have used
P = 20I, where I is the 3x3 identity matrix. The process noise covariance Q is
initialized to 0.4I, while R starts with 0.8 by default and is dynamically adjusted
according to discontinuities of a particular whistle. This indicates that a higher
trust is placed in the process model, which in turn enforces smoothness.
4.3 Summary
In this chapter we presented an algorithm which can be used for the segmentation
of a de-noised spectrogram image and a technique to extract the whistle contour
from a segmented image. We also presented a Kalman filter model which can be
used to enforce smoothness criteria on the extracted whistle contour and enhance
the quality of the overall trace. In the next chapter we compare the whistle traces
obtained from a variety of automated methods in order to compare their relative
strengths and weaknesses.
Chapter 5
Quantitative Results on Whistle
Tracing
The effectiveness of the overall algorithm is determined by the final output; the
whistle trace. We propose new metrics for quantifying the accuracy and complete-
ness of an automatically obtained whistle trace. Comparative results of tracing
synthesized and real underwater recordings by a number of methods is presented
in Sections 5.1 and 5.2 respectively.
5.1 Experimental Results with SynthesizedWhis-
tle Contours
5.1.1 Experiment Design
The proposed algorithm is tested by using known fundamental frequency variations
corrupted with known amounts of noise.We use as test data (the ground truth) 10
whistle contours selected from Janik[8]. The synthesized whistles vary in duration




Assuming an additive noise model, the received signal is
y(t) = x(t) + λ n(t), (5.1.1)
where x(t) is the desired signal, n(t) is the additive noise, and the scalar λ controls
the additive noise power. The noise n(t) is acoustic noise recorded in warm shallow
waters around Singapore (where snapping shrimp clicks are the dominant noise
source).
The required relative noise power corresponding to a given SNR can be com-
puted from its definition


















From this relationship, we express the scalar quantity λ in Eq. 5.1.1 in terms of






Figure 5.2 illustrates the intermediate steps in adding real acoustic noise n(t)
to a synthetic whistle contour x(t) at SNR = -5. Figure 5.2 (c) shows the output
of adding real acoustic noise (Figure 5.2 (b)) to a synthetic whistle (Figure 5.2
(a)). The output of adding real acoustic noise n(t) to a synthetic whistle x(t) at
several different SNR values is illustrated in Figure 5.3.
52
5.1.2 Performance Metrics
A quantitative method to evaluate the accuracy of an extracted whistle whistle
contour trace has not been proposed in the literature. We define three metrics
that can be used to gauge the completeness and the accuracy of tracing a known
whistle contour. They are defined with respect to a reference trace θ, which is
known a priori for the synthesized whistles.
Let the trace of a whistle contour be denoted by the set ζ, the elements of
which (ζi) contain the time, frequency pairs {mi, ωi} specifying the location of the
of the whistle in the time-frequency plane, i.e.,
ζi ∈ ζ, ζi = {mi, ωi} (5.1.6)
Metric 1 : Percentage of extra points ΦA(ζ, θ)
The given trace ζ (of a noisy spectrogram) may contain points that are not part
of the reference trace θ, and can be identified by examining the subsets containing
only the discrete time values of both sets, denoted by ζt (m
ζ
i ∈ ζt) and θt (mθi ∈ θt),
respectively. Therefore, the number of extra points is given by
ηex(ζ, θ) = |ζt \ (ζt ∩ θt)| = |ζt| − |ζt ∩ θt|. (5.1.7)
The symbols |A|, \, and ∩ denote the cardinality of set A, set subtraction and set




|θ| × 100% (5.1.8)
Metric 2 : Percentage of missing points ΦB(ζ, θ)
The number of missing points in ζt compared to θ is defined as
ηm(ζ, θ) = |θt \ ζt ∩ θt| = |θt| − |ζt ∩ θt|. (5.1.9)
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The percentage of missing points follows from Eq. 5.1.9
ΦB(ζ, θ) =
|ηm|
|θ| × 100%. (5.1.10)
Metric 3 : The mean percentage error (MPE) of tracing ΦC(ζ, θ).
This is the relative displacement of the contour ζ (with respect to θ) in frequency,
averaged over all the whistle points. The subset of the discrete-time values that
are common to both θt and ζt is
c = ζt ∩ θt. (5.1.11)
If ζ ′f and θ
′
f denote the subsets of discrete frequency values that correspond to c







‖ζ ′f [w]− θ′f [w]‖
θ′f [w]
(5.1.12)
5.1.3 Results and Discussion
The 10 synthesized whistles are corrupted with an acoustic recording containing
mainly snapping shrimp noise at an SNR of −10, a typical value for open-water
recordings. The tracing performances with bilateral filtering (BF), transient sup-
pression filtering (TSF), and S&D method were compared against tracing with no
filtering (NF).
The parameters for all filtering methods are adjusted using a combination of
visual comparisons and the monitoring of tracing results. Once set, the parameters
are kept constant for the tracing of all 10 whistles.
A qualitative comparison of the three denoising methods tested is given in Fig-
ure 5.4, and reveals the strengths and weaknesses of each algorithm. BF is able
to retain much of the whistle structure but fails to effectively attenuate the strong
transient patters created by snapping shrimp noise. The S&D method performs
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better at attenuating the transients and creates a ‘noise trough’ around the whistle
as reported in [1, 2], but leaves behind remnant noisy outliers, especially in the
temporal regions of the spectrogram where the whistle does not extend. In the
section of the whistle exhibiting steep inclines or declines in frequency, the whistle
pixels are also attenuated to some extent, as the algorithm mistakes those regions
for transients. TSF also attenuates the transient patterns but the remnant back-
ground noise is lesser than with S&D. It also attenuates whistle pixels in ‘steep’
regions similar to S&D, but the inherent Gaussian kernels have a ‘smoothing’ effect
as well and reduce the severity of this problem. The parameter values used are
given in Table 5.1.
Table 5.1: Parameter settings for denoising artificial whistles. BF: Bilateral filter-
ing, S&D: Sturtivant and Datta method [6, 1], TSF: Transient suppression filtering.
TSF S&D BF
α = 1 αbackground = 0.9 win size = 5 x 5
β = 1.1 αforeground = 0.1 σd = 0.3;
win size = 9 n = 100 rows σr = 0.5;
Iterations = 2 detection threshold = 3
Since the S&D method does not include a segmentation step and instead uses
an inertial whistle following technique, a qualitative comparison of segmentation is
infeasible. Therefore, quantitative results on tracing performance are presented in
Table 5.2. The whistle identifer corresponds to the sub-figure numbering in Figure
5.1.
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Figure 5.2: Intermediate steps in adding real acoustic noise to a synthetic whistle
contour. (a) The synthetic whistle contour, (b) Real acoustic noise, (c) Output of

















































































Figure 5.3: The output of adding real acoustic noise to a synthetic whistle.(a) SNR


































































































Figure 5.4: Sub-panels (a) & (d) illustrate the bilateral filtered output, (b) & (e)












































































































































































































































































































































































































When no de-noising method is used, the number of outliers (ΦA), the num-
ber of missed points (ΦB), and the tracing error (ΦC) are 8.7%, 1.5% and 5.8%,
respectively. Bilateral filtering reduces both ΦB and ΦC but introduces more out-
liers (ΦA). This is because BF does not distinguish between the directionality of
the edges that are enhanced by its kernel and thus fails to attenuate the strong
directional spectral patterns created by snapping shrimp.
S&D, which enhances narrowband signals, reduces outliers (ΦA) to 2% from
8.7%, and the tracing error (ΦC) to 1.9% from 5.8%. However, it increases missing
points to 2.2% from 1.5%. The main reasons for this shortcoming are twofold: (a)
the ‘erasing’ effect imposed on the sections of whistles with high rates of change
of frequency, and (b) the detection of the start and end points of a whistle using
the current SNR, which causes the tracing to stop if there is a sudden drop in
SNR. Even though other starting points are used to re-start the tracing, some
points are invariably missed. Furthermore, if there are many breaks, some of the
resulting segments will not be detected as a whistle because the detection is based
on the segment length. Trials indicate that using a segment length of 4 bins as the
threshold provides the best results.
TSF reduces all three metrics, the number of outliers (ΦA) to 1.2% from 8.7%,
the missing points (ΦB) to 0.9% from 1.5%, and the tracing error (ΦC) to 1.4%
from 5.8%. Similar to S&D, the attenuation of vertical spectral patterns causes
the parts of the whistle that exhibit steep changes of frequency to be attenuated.
The combination of adaptive segmentation and region growing keeps the number
of missing points (ΦB) low while improving the accuracy of the trace (both (ΦA)
and (ΦC)). Kalman filtering helps to further reduce the tracing error (ΦC).
The characteristics of individual whistles affect the tracing performance of all
de-noising methods, as evident from the variations depicted in Figure 5.5. In
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particular, whistles (d) and (f) are difficult to trace for the two methods (S&D and
TSF) that attenuate vertical spectral patterns due to their rapid rising and falling
segments.













Figure 5.5: Tracing performance measured by the average of the three metrics ΦA,
ΦB and ΦC for the 10 synthetic whistles corrupted with snapping shrimp noise.
To further investigate how S&D compares with TSF over varying noise levels,
the above experiment is carried out over SNR levels ranging from 5 to −15. The
value of each metric at a particular SNR level is taken as the average of the
values of that metric obtained by tracing the 10 synthesized whistles at the same
SNR. Figure 5.6(a) shows the variation of the average of the three metrics ΦA, ΦB
and ΦC , and Figure 5.6(b) the percentage improvement of TSF over S&D at the
measured noise levels. The results confirm that TSF is able to maintain better
overall performance over a large range of SNR values.
In addition to measuring tracing performance, metrics ΦA and ΦB shed light on
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Figure 5.6: Performance metrics of tracing 10 synthesized whistles corrupted with
recorded snapping shrimp noise at varying SNRs. (a) Average of metrics ΦA, ΦB
and ΦC . (b) Percentage improvement of TSF over S&D.
the values of operational parameters used in the tracing algorithm. For example,
a high percentage of missed points ΦB coupled with a low percentage of extra
points ΦA indicate that the segmentation (or detection) thresholds are probably
set too high, and vice versa. Appropriate action can then be taken to determine
the optimal point at which both metrics are sufficiently low. This method was
followed in order to get the best performance of the algorithms, particularly for
S&D.
Once set, the parameters for spectrogram segmentation were kept constant for
NF, BF and TSF. It should be noted that changing the segmentation parameters
will change the values of the three metrics, although the trends will be similar.
As an example, reducing the percentage of extra points ΦA can be achieved by
adjusting the segmentation parameters such that the computed thresholds will
be higher. However, this will lead to an increase in the percentage of missing
points ΦB. Advanced spectrogram segmentation techniques [10], [12] could be able
improve on these results, presumably at the expense of additional computational
cost. Similarly, the parameters for S&D were kept constant for the tracing of all
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ten whistle contours.
5.2 Experimental Results with Recorded Whis-
tles
5.2.1 Experiment Design
Ten recorded whistles were chosen to evaluate the effectiveness of automated trac-
ing methods. The selected whistles varied in shape and number of inflection points.
The spectrograms of the chosen whistle contours are given in Figure 5.7. The test
data comprised 10 audio clips, where each audio clip was was about 1 second in
duration and contained exactly one dolphin whistle.
The audio clips were extracted from a number of underwater recordings of Indo-
Pacific Bottlenose Dolphin (Tursiops aduncus) in the warm shallow waters around
Singapore. Taking spectrograms with FFT window size of 256, these whistle con-
tours were traced manually to obtain reference traces for evaluating the automated
methods.
The manual tracing was performed using a software program which was devel-
oped to allow the user to click on the positions of the spectrogram image to select
the appropriate whistle points. Then the selected whistle points were quantized
using a nearest neighbor algorithm to place the whistle points in the spectrogram
time-frequency bins. This was done at the Marine Mammal Research Lab at NUS


































































































































































Figure 5.7: Spectrogram images of the selected whistle recordings
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5.2.2 Performance Metrics
We propose the following procedure to evaluate the the completeness and the
accuracy of the whistle traces obtained from the automatic methods as compared
to the reference traces obtained by manual tracing.
Let us define the reference frequency contour ω(m) with associated times t(m),
and the trace obtained from automated methods as ω(mˆ) and t(mˆ) respectively.
The first measure of accuracy of the trace can be measured by comparing the
displacement of ω(m) with respect to ω(mˆ). The displacement is measured only
over the matching points of the two traces. If the matching indices on the two
traces are denoted by m′ such that t(m′) = t(mˆ′) the mean absolute error (MAE)









where |L| is the length of the matching whistle segments in number of points.
Another important aspect of the accuracy of the automated traces is how many
points from the reference trace were missed from the original trace and how many
extra points (outliers) were added. To capture these aspects we utilize sensitivity
and specificity, two metrics that are commonly used to evaluate binary classifica-
tion schemes. Both sensitivity and specificity are defined in terms of four metrics
which must be defined for a particular application. For evaluating whistle tracing
we propose the following definitions:
• True positives (TP): The number of points in the reference trace (t(m), ω(m))
• True negatives (TN): The number of time bins in the spectrogram that do
not belong to t(m)
• False positives (FP): The points on the estimated trace (t(mˆ), ω(mˆ)) that do
not match the reference trace (t(m), ω(m))
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• False negatives (FN): The points on the reference trace t(m), ω(m) that are
missing from (t(mˆ), ω(mˆ))
Calculating the above four metrics allows us to calculate the sensitivity and speci-
ficity of the automated whistle tracing using the standard definitions given in









Sensitivity and specificity taken together reveal another aspect of how well the
estimated trace (t(mˆ), ω(mˆ)) has tracked the reference trace (t(m), ω(m)). The
lower the number of missing points in (t(mˆ), ω(mˆ)), the higher the sensitivity,
while the lower the number of extra points (outliers), the higher the specificity.
5.2.3 Results and Discussion
The results obtained by tracing the recorded whistles given in Figure 5.7 and
calculating the metrics defined in Section 5.2.2 is given in Table 5.3.
The same set of whistles were traced using four different methods, three of which
use the general method proposed in this work with differing de-noising methods.
The other approach uses an implementation of the method proposed by Sturtivant


















































































































































































































































































































































































































































































































































• NF: No spectrogram de-noising is performed in this method. The rest of the
algorithm takes the original spectrogram images and performs segmentation
and tracing.
• BF: Spectrogram de-noising is performed using bilateral filtering [15]
• S&D: Whistle tracing is performed using an implementation of the method
proposed by Sturtivant and Datta [6, 1]
• TSF: Spectrogram de-noising is performed using transient suppression fil-
tering proposed in this work.
The tracing results are dependant on the parameter settings of the various
algorithms, and therefore need to be calibrated to give the best results for each
algorithm. This is done by a combination of visual verification of tracing results
and computing the performance metrics. After the different methods were cali-
brated accordingly, they were used to trace the selected whistle contours and the
performance metrics were calculated.
The results obtained here is very similar to the results obtained in Section
5.1. TSF algorithm clearly outperforms the rest of the approaches in all three
performance metrics. This is due to the fact that TSF was specifically designed
to remove the strong transient snapping shrimp noise found in the warm shallow
waters around Singapore.
When no noise filtering is used, the most notable degradation is in the speci-
ficity, which means that a lot of outliers are detected. This is the result of the
transient patterns of the snapping shrimp noise misleading the segmentation step.
One way to reduce the extra points is to increase the thresholds used for region
growing but on the other hand that would cause the sensitivity to drop as some
whistle points are then also likely to be missed out.
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When noise filtering is used (BF and TSF) it is apparent that the specificity
increases because the number of outliers can be reduced. It can occasional cause
the specificity to drop because de-noising can ‘erase’ some whistle segments as well.
However TSF scores fairly high on this criteria as it has increased the specificity
considerably without compromising the sensitivity.
The results of the Sturtivant and Datta method [6, 1] is not as good as it was
for tracing the artificial contours. The inconsistent whistle amplitude over time of
the natural signals and the non-linear effects of noise addition mechanism might
have contributed to this.
5.3 Summary
In this chapter we proposed metrics for evaluating the whistle tracing performance
of a given algorithm. Based on these metrics, two experiments were carried out.
In the first experiment synthetic whistle contours were generated and recorded
acoustic noise was added. The resulting noisy spectrograms were denoised and
traced with different algorithms and their performances were evaluated.
In the second experiment, acoustic recordings of dolphin whistles made in the
warm shallow waters around Singapore were directly used as the test set. As the
correct whistle contours were not known a priori in this case, manual tracing of
the whistle was performed prior to the experiment and used as the reference trace
to calculate the performance metrics.
In both experiments the TSF algorithms outperformed the S&D method and
the method of using BF for denoising. This better performance is attributed
to the combination of the transient suppression and horizontal smoothing of the
constituent Gaussian kernels of the TSF.
Chapter 6
Dolphin Whistle Classification
One of the basic principles in animal behaviour research is the procedure of dividing
the behaviour into separate categories. The categorization can be done either by
a human observer using his or her own pattern recognition skills, or by using a
computer assisted method. However the biological significance of the category
has to be externally validated. For example, if a category is used only in one
particular context or by only one individual, it confirms the biological significance
of that category [8].
When humans are performing classification, they unconsciously make decisions
on what parameters should be considered and how they should be weighted. The
main problems with this approach are the issue of observer bias, and the repro-
ducibility of the categorization method. Furthermore, it could be possible that
humans are not able to detect subtle variations that are in fact salient to the
animal [8]. Therefore automated classification methods, which are objective and
reproducible, play an important role in modern behavioural studies.
When designing an automated method for classification, one must first decide
on the features or parameters should be considered. Once that decision is made,
a procedure to extract the features from available data has to be defined. It is
customary to store the set of features in an n-dimensional vector V where n is the
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number of features selected. V is commonly referred to as the ‘feature vector’ and
forms the basis of the classification scheme.
The next step of creating the classifier, which takes a feature vector Vi as input
and produces a scalar Di as output (the group label), calls for machine learning
algorithms. This is because the classifier has to ‘learn’ the appropriate input output
mappings, instead of solving a set of deterministic equations to produce the output.
There are a number of standard algorithms that can be used to create and ‘train’
a classifier and the choice of a particular algorithm depends on the application and
the classification objectives.
This chapter aims to discuss the feasibility of classifying dolphin whistle con-
tours into biologically relevant categories. For example if a particular whistle
category is used exclusively by one animal, it may be a ‘signature whistle’. Simi-
larly if certain whistle categories are used exclusively in a particular context, like
feeding, one can argue that particular whistle category is biologically relevant to
the animal.
As a starting point, we aim to select a suitable feature vector, create a classifier,
and evaluate the performance of the classifier (manually) based on the selected
features. There is no external validation performed at this stage, but we will show
that it is a valuable first step which can be built upon with field work involving
contextual whistle recordings. The following sections discuss the classification
techniques in more detail and present some preliminary results.
6.1 Classification Objectives and Techniques
Pattern classification techniques can be divided into two broad categories based on
whether the learning phase is supervised or unsupervised. In supervised learning,
an initial set of input feature vectors Vi and output scalars Di (the group labels)
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are available. Such a set is termed a ‘labeled training set’ and as the name suggests,
the classifier is first trained with these known mappings. In unsupervised learning,
such a training set is not available. However it is expected that a similarity criteria
between the inputsVi can be defined. If an assumption is first made on the number
of categoriesm, the aim of an unsupervised learning technique would be to create a
mapping that groups the inputs into m categories based on the similarity criterion
defined at the start of the algorithm.
Therefore the situations where the objective of whistle classification is assigning
a given sound patterns into one of the pattern classes defined a-priori, call for
supervised learning techniques. The patterns that are known to be associated with
a particular class are called the labeled samples, and are used to train the classifier.
Numerous computational models have been proposed for the design of classifiers,
including neural networks, discriminant functions and clustering techniques.
Linear classifiers are the most basic form of pattern classifiers. They attempt
to partition the n-dimensional space of the FVs using a projection vector, from
n-D to 1-D. This projection vector should map patterns belonging to the same
class to values that sit close together in the range of values of the output scalar
Di, and patterns belonging to different classes farther away.
For a linear classifier to be optimal, the input patterns must be linearly sepa-
rable. However a certain amount of misclassification can be tolerated in view of
the simplicity of implementation of linear classifiers.
In other instances, it is desirable to find out if there are natural groupings in a
collection of whistle acoustic patterns. This is a more realistic approach to whistle
classification as the opinion of human experts on the choice of whistle classes tend
to vary widely. This process is termed as categorization instead of classification in
the work by Deecke and Janik [20], where in addition to finding natural groupings,
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the biological significance of the group associations are also investigated. This kind
of study requires the use of unsupervised learning methods, the most popular being
cluster analysis techniques.
6.2 Extraction of Feature Vectors
As discussed in the previous section, whistle acoustic patterns should be repre-
sented by a feature vector (FV) for automatic classification. This FV should
contain the essential features of the sound pattern that can be used to identify it
as a member of a known class and differentiate it from other patterns. We aim
to extract feature vectors for whistles from their spectrogram images, since the
shape of the whistle contour in the time frequency plane is widely regarded to be
an important characteristic of a dolphin whistle [8].
Greco et.al. [3] have presented methods for modeling dolphin whistles. In their
work, dolphin whistle have been classified into two groups; co-sinusoidal signals
and polynomial signals. We have also observed that the whistle recording that we
have obtained (mainly from Indo-Pacific Bottlenose dolphins tursiops aduncus)
can be fitted well using polynomial fitting techniques.
Therefore a FV can be constructed using a shape descriptor, for example a
polynomial fit of the whistle contour. A FV obtained by polynomial fitting is a
vector of length n+ 1, containing the polynomial coefficients where n is the order
of the polynomial used for the fit. An example of using 10th order polynomial
fits on extracted whistle contours are given in Figure 6.1. The ‘0’ markers denote
the extracted whistle contour while ‘-’ denote the polynomial fit. With increasing
polynomial order, more complex whistle shapes can be fitted. The down side of
increasing polynomial order is the increased computational complexity due the
dimensionality increase of the FV. It was found experimentally that a 10th order
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polynomial fit offers a good compromise between computational complexity and
best-fit of various whistle shapes.






































































Figure 6.1: Polynomial fits of whistle contours. ‘0’ - extracted whistle contour, ‘-’
polynomial fit
The later sections describe the application of a supervised learning technique
and an unsupervised clustering technique for the classification of dolphin whistles
using the extracted FVs.
6.3 Example of Applying Linear Discriminant Anal-
ysis (LDA)
A sample whistle library was created from selected whistle recordings (by visual
inspection) made in the warm shallow waters around Singapore. LDA aims to
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find a linear mapping w from the n dimensional space of the ith feature vector




When the optimality of the mapping is defined according to the Fisher crite-
rion, this method is called the Fisher’s LDA. The Fisher criterion is achieved by
maximizing the ratio R, defined as
R =
(Difference of the projected means)2
variance of within-class projected data
(6.3.2)
The Fisher criterion stipulates that the projections of the vectors belonging to
different classes should be well separated and the projections of vectors belonging
to same class should cluster close together.
The whistle library with 9 whistles is shown in Figure 6.2. The FVs are 4th
order polynomial fits of the whistle contours extracted from spectrograms. These
whistles comprise the training set M. The optimal weight vector w is computed
such that it achieves the best separation of the training set M. The criterion for
optimality is the Fisher’s criterion given in Equation 6.3.2.
The whistle library with 9 groups represents the visually discernable whistle
shapes found in a collection of underwater recordings provided by the Acoustic Re-
search Lab (ARL), NUS. The recordings were made in a pool environment using
captive Bottlenose dolphins. This whistle library does not represent a complete
vocal repertoire of the species and biological significance of the groups are not ver-
ified. However this prototype whistle library serves the function of demonstrating
the techniques that can be employed on a whistle library created by a researcher
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Figure 6.2: The whistle library with 9 whistles.
The whistle classification is invoked through the graphical user interface (GUI)
which is used to denoise and trace the whistle contours. After tracing and ex-
tracting the whistle contour, it is then passed onto the classification module. A
FV for the new (unclassified) whistle contour is created and transformed using the
weight vector w calculated for the training set M. Depending on the output of
this mapping operation (yi), a group label is assigned to the new whistle.
When presented with an unknown whistle contour, this method seems to clas-
sify it into a matching group (based on whistle shape) more than 70% of the time.
The evaluation of the matches are also based on visual verification of the general
whistle contour, as a pre-labeled test data set was not available at the time of
writing. Furthermore, accurate classification depends significantly on the quality
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of the trace, which reinforces the need for a robust denoising and whistle extraction
algorithm.
To perform a quantitative test of the classification via LDA, a sufficient amount
of labeled whistle contours (extracted from spectrograms) is required. One portion
of the labeled data (about 10%) should be used as a training set. The rest of the
whistles should be automatically categorized by the algorithm and the results
should be compared to the original group labels. This can determine the detection
rate of the LDA classifier.
6.4 K-Means Cluster Analysis
Cluster analysis treats the input data as points in n-dimensional space and forms
clusters that provide maximal separation according to some criterion. Usually this
criterion is a function of the distance from the cluster center.
The goal of clustering is to have the points as close as possible to their respective
cluster centers, and as far away as possible from points belonging to other clusters.
A quantitative value that reflects this objective (found in MATLABr statistics
toolbox) is the silhouette value of clustering which ranges from -1 (worst) to +1
(best). This value can be used to determine the optimum number of clusters in
terms of the distance criterion, in the absence of a-priori knowledge about the true
number of clusters.
As the k-means algorithm is an iterative descent algorithm it can get stuck in
a local minimum. One way to avoid this is experimenting with different random
starting points (initial cluster centers), and choosing the one which gives the best
result. This procedure was followed in the experiments documented below.
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6.4.1 Clustering using the shape descriptors
The feature vectors contain the coefficients of the nth order polynomial fit. Visual
observation shows that N = 10 provides a polynomial that closely fits the whistle
contours. At first, the experiment was carried out with duration and frequency
invariant contours ( i.e., all contours were scaled [0 1] in time and frequency). The
feature vectors were also scaled [0 1] along each dimension, using the maximum
and minimum value for each dimension over the 30 data points (whistle contours).
For this experiment 30 whistle contours are chosen randomly from the collection
of whistle recordings used in Section 6.3. The mean silhouette value over all 30
data points was compared for different numbers of clusters. It can be seen from the
silhouette graphs (Figure 6.3) that most contours get high silhouette values when
k = 4. More quantitatively, Table 1 shows that the mean silhouette value is highest
with k = 4. Furthermore, examining the contours with the smallest silhouette
value in each of the iterations reveals that those contours (due to imperfections
in the extraction process) exhibit sudden jumps in frequency making them not
continuously differentiable, compromising the polynomial fitting procedure.
Table 6.1: Quality of clustering using invariant shape descriptors














with 2 clusters, mean silhouette value = 0.537914
(a)









with 3 clusters, mean silhouette value = 0.687286
(b)










with 4 clusters, mean silhouette value = 0.764073
(c)











with 5 clusters, mean silhouette value = 0.674215
(d)
Figure 6.3: The silhouette values for the 30 whistle contours with varying number
of clusters. (a) K = 2, (b) K = 3, (c) K = 4, (d) K =5.
6.4.2 Clustering using the shape descriptors - logarithmic
auditory perception
Deecke and Janik [20] have pointed out that auditory perception operates on a
log scale rather than a linear scale. For example the differences between two tones
that differ by a factor of 2 are perceived as the same regardless of whether the two
tones have frequencies of 110 and 220Hz or 880 and 1760Hz. This implies that
higher frequencies can exhibit greater variation in frequency value before being
perceived as different. Therefore a log scale or percentage difference could improve
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over absolute variations.
The simulation results also confirm this hypothesis giving higher mean silhou-
ette values for the clustering of log2 (logarithm of base 2) transformed frequency
contours (Table 6.2).
After the contours with outliers were identified in Table 6.1, a simulation was
run after removing the outliers from the affected contours and an improvement in
clustering quality was immediately evident (column 4 of Table 6.2).
Table 6.2: Comparing Quality of Clustering Using Frequency Log Transformed
Shape Descriptors
Number of Mean Silhouette Value Mean Silhouette Value Mean Silhouette Value
Clusters (K) (scaled frequency values) (log transform scaled (after correcting the
frequency values) misbehaving contours)
2 0.5031 0.5379 0.5531
3 0.6425 0.6873 0.7050
4 0.7260 0.7641 0.7819
5 0.5975 0.6742 0.6725
6.4.3 Reduction of Dimensionality of Feature Vectors
A 10th order polynomial fit requires an 11-dimensional feature vector. This dimen-
sionality will affect the processing time for large amounts of data. Hence principal
component analysis (PCA) was employed to reduce the dimensionality of the fea-
ture vector.
Even with the dimensionality reduced to 2 from 11, the quality of clustering
remains almost identical with respect to the silhouette value. However the qual-
ity drops significantly when reduced to only 1 dimension. A visualization of the














































Figure 6.4: (a) Visualization of clustering using PCA reduced data to 3D. (b)
Visualization of clustering using PCA reduced data to 2D.
6.5 Discussion
Two methods of dolphin whistle classification were examined. Supervised methods
like LDA are to be used when a reference library of whistles and labeled data
belonging to those classes are available. On the other hand unsupervised methods
are better suited to situations where natural groups are searched for, within a
group of whistle recordings.
In Section 6.2 we explored a method of extracting feature vectors from whis-
tle contours extracted from spectrogram images. Using these feature vectors, we
can attempt to classify them using either a supervised or unsupervised learning
technique. Section 6.3 discusses classification of whistle contours using LDA when
a labeled set of training samples are available. On the other hand Section 6.4.1
discusses how an unsupervised technique, specifically K-means clustering, can be
used to find natural groupings in the data set, given a similarity criterion. Further
refinement of curve fitting can be achieved by taking into account the logarithmic
auditory perception of animals. Section 6.4.2 presents experimental results to re-
inforce this hypothesis. An application of the feature extraction method presented
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in Section 6.2 and the clustering technique described in Section 6.4.1, to a data
set collected from field experiments with Indo-Pacific Humpback dolphins (Sousa
chinensis), is presented in [21].
However the saliency of these automated groupings to the animals must be
independently verified by field experiments. Whistles recorded must be tagged with
contextual information of the recordings. For example, if available, information
about the individual animal (species, identity, sex, age), recording environment
(location, time), animal behavior (feeding, playing, mating) could shed much light
into natural categorizations of whistles.
Chapter 7
Conclusion And Future Work
We introduced an algorithm based on image processing techniques to locate, de-
noise and extract contours of dolphin whistles from spectrogram. The algorithm
presented in Section 3.2 is well suited to the de-noising of recordings made in warm
shallow waters, where the ambient noise is dominated by snapping shrimp noise.
It exceeds the performance of existing algorithms [1, 2] by incorporating the pixel
values of adjacent time bins for greater preservation of the signal while effectively
attenuating transient spectral patterns. The use of static directional smoothing
kernels yield more efficient implementations and reduces the processing time of
de-noising. The objective method introduced for testing the tracing performance
using known time-frequency contours not only enables the selection of a particular
algorithm but can also be used to tune their parameters. Results obtained using
the real whistle recordings further reinforced the applicability of the algorithm in
actual field experiments.
The modularity of the algorithm allows the easy integration of other techniques
at any stage of the process, and further studies can be carried out to examine what
combinations will produce the best results. Although an effort has been made to
make the algorithm self-adaptive as far as possible, some parameters still have to
manually set depending on the particular acoustic recording. However suggestions
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are made in choosing the values of those parameters. The feature extracted from
whistle contours are available for classification tasks, paving the way for faster
analysis of dolphin vocalizations. Although this implementation has not yet been
optimized for speed and currently works on oﬄine data, an online system coupled
with a whistle recognition module would be an invaluable tool for field biologists.
The techniques presented here can be presumably applied for extracting other
animal vocalizations like whale calls, bird songs etc. Further studies should be
conducted to determine the feasibility of such extensions.
The final chapter describes how the whistle counters can be used to classify
them based on shape. The feature vectors for classification can be shape descrip-
tors, and one approach of using polynomial curve fitting parameters is presented.
Results from the prototype implementations indicate that this approach is feasi-
ble. Further research work conducted at the Marine Mammal Research Lab, NUS,
has validated the feasibility of the techniques described in Chapter 6 using a data
set collected from field experiments with Indo-Pacific Humpback dolphins (Sousa
chinensis). The next step in this avenue of research is investigating the salience of






































































































































































































Figure 7.1: Spectrogram Image Denosing. Row 1 - Original Image, Row 2 - Result


































































































































































































Figure 7.2: Spectrogram Image Denosing. Row 1 - Original Image, Row 2 - Result
of Bilateral Filtering, Row 3 - Result of S&D Filtering, Row 4 - Result of TSF
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Figure 7.3: The prototype GUI developed during the project which allows the
users manipulate the spectrogram images using the techniques discussed in this
Thesis
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