Abstract. We aim to study the solutions of a fractional mesoscopic model of phase transitions in a periodic medium. After investigating the geometric properties of the interface of the associated minimal solutions, we construct minimal interfaces lying to a strip of prescribed direction and universal width.
Introduction
For N ≥ 2 we consider the energy functional for η sufficiently small, depending on N and on the structural constants of the problem. We also assume that H has zero-average and it is Z N -periodic, i.e.
(H2) where γ : [0, 1) → R + is a non-increasing function. We assume that W is differentiable in the second component, with partial derivative locally bounded in r ∈ R and uniformly in x ∈ R N , that is (W3) W (x, r)|W u (x, r)| ≤ W * for a.e. x ∈ R N and any r ∈ [−1, 1]
for some W * > 0. Moreover, since we want to model a periodic environment, we require both K and W to be periodic under integer translations: • a "kinetic interaction term" |u(x) − u(y)| 2 K(x, y), which penalizes the phase changes of the system; • a double-well potential term W , which penalizes considerable deviations from the "pure phase" ±1; • a "mesoscopic term" Hu, which is "neutral" in the average and at each point it prefers one of the two phases. Hence we have a model of phase coexistence (the "pure phases" respresented by +1 and −1) where u : R N → [−1, +1] is a state parameter.
The fractional exponent s ∈ (0, 1) represents the fact that this model considers longrange particle interactions (and it can produce, depending on the value of s, local or non-local effect, see [13, 14] ).
The problem of plane-like minimizers, i.e. minimizers that stay at a finite distance from a plane, along every direction, is widely studied in recent years.
First of all we recall [4] where the authors considered an elliptic integrand I in R N (but also functionals involving volume terms and suitable manifolds), periodic under integer translations, and they proved that for all plane in R N there exists at least one minimizer of I with a bounded distance from this plane.
Some years later, in [5] , Cozzi and Valdinoci considered for N ≥ 2 the nonlocal energy
with K and W satisfying (K1)-(K3) and (W1)-(W6) respectively. They constructed minimizers of this functional with interfaces in a slab of prescribed direction and bounded size (independently on the direction).
The analogous result for s = 1 was proved in [15] , where the first addendum of E is replaced by
A(x)∇u(x), ∇u(x) dx
with A bounded and uniformly elliptic matrix; some other generalizations were analyzed in [2, 6, 11] .
In particular, in [10] , Novaga and Valdinoci studied the energy
where Ω ⊆ R N is a bounded domain, u ∈ W 1,2 (Ω), H and W satisfy (H1)-(H2) and (W1)-(W6) respectively. They investigated geometric properties of the interfaces of the associated minimal solutions and they gave density estimates for the level sets. This allowed them to construct, in the periodic setting, minimal interfaces lying to a prescribed strip. These results are related with a PDE version of the Mather theory for dynamical systems, see [1, 4, 8, 9, 12, 15] .
In the same spirit of [10] and [5] we want to study functional (1.1), that is "the fractional counterpart" of E Ω and is given by the functional E with the addition of the "mesoscopic term".
Our main goal is to construct minimal interfaces lying to a strip of universal size. Roughly speaking, given any vector ω ∈ R N \ {0} we look for minimizers having most of the transition between the pure states in a strip orthogonal to ω and of universal width: Theorem 1.1. Let s ∈ (0, 1) and N ≥ 2. Suppose that the kernel K and the potential W satisfy (K1)-(K3) and (W1)-(W6) respectively.
Given θ ∈ (0, 1), there exists a positive constant M 0 depending only on θ and on universal quantities, such that, for any ω ∈ R N \ {0}, there is a class A minimizer u ω of the functional E for which we have
Moreover, We prove Theorem 1.1 using geometric and variational tools introduced in [4] and [15] and then adapted in [5] to deal with nonlocal interactions. Fixed ω ∈ Q N \ {0} we will consider the strip S
where M > 0, and the quotient spaceR N which allows us to gain compactness. This will be necessary to obtain a minimizer u M ω w.r.t. periodic perturbations with support in S M ω . Thanks to geometrical arguments, if M/|ω| is larger than some universal parameter M 0 , u M ω becomes a class A-minimizer for E (defined in Section 2). Since M 0 does not depend on the fixed direction ω, we can pass to the limit on rational directions and deduce the result for an irrational vector ω ∈ R N \ Q N .
We stress that the energy and density estimates is the standard technique to show that u M ω is a class A-minimizer. These estimates have been obtained in [3, 14] (in different settings), but their framework is different from ours. Thus we use the Hölderianity of local minimizers of E and an energy estimate.
Finally we point out that the addition of the term Hu to (1.2) changes the "pure phases" from ±1 into periodic functions, introducing a considerable difference with respect to [5] . Indeed, this fact produces a volume term in the energy that requires a renormalization as in [10] .
The paper is organized as follows. In Section 2 we explain the notation and we enounce our main theorem; in Secton 3 we remind an important result about the regularity of minimizers and we prove an energy estimate. Section 4 is devoted to investigate some geometric properties of minimizers (doubling property, Birkhoff property, etc.) and to prove our Theorem 1.1 under the additional assumption that K has a fast decay at infinity. We will show our result both for rational vectors and, thanks to an approximation argument, for irrational vectors. Finally in Section 5 we prove Theorem 1.1 for general kernels.
Notation
In this section we introduce the framework that we will use throughout this paper. Definition 2.1. Let Ω ⊆ R N be a bounded domain and s ∈ (0, 1). We define
i.e. an intermediary Banach space between L 2 (Ω) and H 1 (Ω), endowed with the natural norm
It is easy to see that ∼ ω is an equivalence relation and we denote with
the associated quotient space.
A function u : R N → R is said to be periodic with respect to ∼ ω if
When the context is clear, we will write ∼ andR N to refer to ∼ ω andR N ω . If we consider a set Ω ⊆ R N , we define the total energy E of u : R N → R in Ω as (2.1)
Observe that if Ω = R N the energy (2.1) coincides with (1.1).
thanks to (K1), we can see E(u, Ω) as the sum of the kinetic part
and the potential part
Assuming from now on that every set and every function is measurable, we give the following Since our aim is to construct functions with minimizing properties in R N , we have to precise how we extend Definition 2.3 to the full space. Definition 2.5. A function u is called a class A-minimizer of the functional E if it is a minimizer of E in Ω for any bounded set Ω ⊆ R N .
Regularity of the minimizers and energy estimate
In this section we want to prove that local minimizers of E are Hölder continuous functions with a growing energy inside large balls.
Let Ω ⊆ R N be an open and bounded set, s ∈ (0, 1) and K a measurable kernel that satisfies (K1) and (K2). If u : R N → R is a measurable function, we say that u ∈ X(Ω) if
Then we denote with X 0 (Ω) the subspace of X(Ω) given by functions vanishing a.e. outside Ω. It is easy to see that by (K2) it results
observing that it is well-defined for example when u ∈ X(Ω) and ϕ ∈ X 0 (Ω). Let f ∈ L 2 (Ω). We call u ∈ X(Ω) a supersolution of
Similarly, we say that u ∈ X(Ω) is a subsolution of (3.1) if
and we tell that u ∈ X(Ω) is a solution of (3.1) if
Obviously u is a solution of (3.1) if it is a subsolution and a supersolution. Thanks to these definitions we can show the regularity of the minimizers of E.
Proof. If we compute the first variation of (2.1) we have that u is a solution of the Euler-Lagrange equation (3.1) 
and W r locally bounded imply that f is bounded in Ω. So we can apply Theorem 2.1 of [5] to obtain C 0,α regularity of u.
and using a well-known result of [14] we want to show the energy estimate for minimizers:
for some constant C > 0 which depends on N , s, Λ and W * . 
where C denotes a positive constant depending at most on N , s, Λ and W * .
We conclude this section giving an auxiliary result that will be very useful in the next Section 4.
and
Proof. The first identity is proved in [5, Lemma 3.2] . The other identity is obvious if u = v. So we assume that min{u, v} = u and max{u, v} = v (but in the other case it is analogous). Then
from which (3.9) follows.
Proof of Theorem 1.1 for rapidly decaying kernels
In this section we want to prove Theorem 1.1 assuming the following hypothesis on K:
for some constant Γ,R > 0. This assumption is only technical and we will remove it in the next section. However a fast decay of the kernel K at infinity due to β > 1 ensures us that there exists a competitor with finite energy in the large then, since geometric estimates will not depend on the quantities in (K4), we can use a limit procedure. We start showing that the functional E has a minimizer among all periodic functions. 
for any x ∈ Q, as long as η is small enough.
Proof. Consider {u n } n∈N be a minimizing sequence. By (H2) we may suppose that
Then, from (W5) we have
as long as |r| ≥ C 0 with C 0 sufficiently large if η is small enough. Accordingly, by (4.3),
Hence we define
and thanks to (4.4) we get that E(u * k , Q) ≤ E(u k , Q). So, less than replacing u k with u * k we may assume that
By (4.5), (4.7) and the compact embedding of
i.e. u is the desired minimizer. From Theorem 3.1 we have that u is continuous, so it remains to prove (4.2). To do this, we take u ∈ H s per (Q) minimizer for E(·, Q) and define
By (4.4) and since u is a minimizer, we have
that is |u| ≤ 1 + δ 0 . Then, if by contradiction
the uniform continuity of u gives
that is a contradiction and proves (4.2).
This theorem and (W6) imply that the functional E(·, Q) admits two minimizers
and from now on we assume that (4.10)
Remark 4.3. Note that (W6) (required for example by [10] ) implies (4.10).
Minimization with respect to periodic perturbations. Given
and u is periodic with respect to ∼.
Hence, taken A, B two real numbers such that A < B and denoting withR N any fundamental domain of the relation ∼, we define
the set of admissible functions and we consider (4.12)
We want to show that there exists an absolute minimizer of
ω . First of all we prove that F ω is not identically infinity on A A,B ω :
Then F ω (ū) < +∞.
Proof. Since the potential term of F ω vanishes at u + and u − (thanks to (4.10)) for a.e. x ∈ R N , it is obviously finite if we evaluate it inū. So we only have to estimate the kinetic term and thanks to (K2) and (K4) it is sufficient to prove that (4.14)
Less than an affine transformation we may assume ω = e N and for simplicity we may also suppose that A = 0 and B = 1 so thatR
Recalling the definition ofū it follows that
and beingū Lipschitz, we get (4.18)
which implies (4.15). Now to prove (4.16) we write J = J 1 + J 2 + J 3 with
By the definition ofū we have that (4.19)
Therefore
Analogously it is easy to see that J 2 is finite too. Thus we pass to estimate
Sinceū is a bounded function we have
and (4.16) follows.
Note that condition (K4) allows us to have the integrability of the first addendum of F ω .
With this result in hand we can prove that Proof. We use the standard Direct Method of the Calculus of variations. By Theorem 4.4 and since u + is minimizer for E, we have that F ω ≥ 0 and hence
is a minimizing sequence, we may suppose that
Then we consider an integer k > max{−A, B} and the Lipschitz domains
Thanks to (4.22) and (K2) we obtain (4.23)
where we denote with (4.24)
Now we take k ∈ N such that kω ∈ Z N , so that Ω k is a periodicity domain for u + . From this and the fact that u + is minimizer for E on all the domains Ω k , we get [7, Theorem 7 .1]), less than extract a subsequence, u j → u in L 2 (Ω k ) and a.e. in Ω k . Now we use a diagonal argument (on j and k) to find a subsequence {u * j } j∈N of {u j } j∈N such that u j * → u a.e. inR N . We may identify the u * j 's and u with their ∼-periodic extension to R N so that the convergence will be in the full space R N .
As a consequence u ∈ A A,B ω and using Fatou's Lemma we get F ω (u) = m that concludes the proof. 
The minimal minimizer. Define
we have
and hence
that is min{u, v} ∈ M A,B ω . As a consequence, if we choose A = A and B = B we obtain this ≤ u n k in R N for all k ∈ N. Therefore, passing to the limit as k → +∞, we obtain (4.26).
In order to prove ω , but also the minimal minimizer over the functions with periodicity multiple of ∼. To do this we introduce a few more notation.
We denote with
Then we take m ∈ N N −1 and we define the equivalence relation ∼ m as 
and the set of absolute minimizers Finally we indicate the translation of a function u :
At this point we can show that the minimal minimizer in a class of larger period coincides to that in a class of smaller period: 
Observe that, being ϕ compactly supported inS A,B ω,m and bounded, the right hand sides of (4.32) and (4.33) are finite (see [5, Lemma A.2 
])
Proof. We prove the lemma in the case m = (1, · · · , 1) but the general case is analogous, moreover we show only (4.32) because then (4.33) follows noticing thatṽ ∈ A A,B ω,m . Recalling the expression of E (see (1.1)), we start by computing
Proceeding as in [5, Lemma 4.4.1], we get (4.34)
Then we note that
and recalling the definitions of E and F ω we conclude the proof. 
Proof. Without loss of generality we may suppose that E(v, Ω) < +∞ and |v| ≤ 1 + δ 0 a.e. in R N . Let ϕ := v − u and note that spt ϕ ⊂ Ω. We claim that (4.35) holds with Ω replaced byR N m , i.e. To show (4.36) we observe that if ϕ is either non-negative or non-positive, then (4.36) is a direct consequence of (4.33). Moreover, if ϕ is sign-changing, we consider min{u, u + ϕ} and max{u, u + ϕ}. From Lemma 3.3 we get
Moreover, noticing that min{u, u + ϕ} = u − ϕ − and max{u, u + ϕ} = u + ϕ + and using (4.33), we obtain
As a consequence of this proposition and Subsection 4.3, we have the following We start giving some useful notation. We define
the translation of a set E ⊆ R N with respect to z ∈ R N and observe that for a sublevel set (and analogously for a superlevel set)
Definition 4.15. We say that E ⊆ R N has the Birkhoff property with respect to a vectorω ∈ R N if • τ k E ⊆ E for any k ∈ Z N such thatω · k ≤ 0, and
We call Birkhoff set a set satisfying the Birkhoff property and we recall an useful result on Birkhoff sets (see [ 
We denote the space of admissible functions A 0,M ω with A M ω , the absolute minimizers with M M ω and the minimal minimizer with u M ω . Since we want to avoid narrow strips, we assume M > 10|ω|.
The goal of this subsection is to show that, for large universal values of M/|ω|, the minimal minimizer u M ω becomes unconstrained, i.e. it no longer feels boundary data prescribed outside S M ω , gaining additional minimizing properties in the whole R N . First of all we adapt the results of Section 2 and Section 3 to the minimal minimizer u M ω and in view of Corollary 4.14, we have the existence of universal quantities α ∈ (0, 1) and
where C 2 > 0 is a universal constant and Ψ R (R) is defined in (3.5). These two inequalities have a crucial role to show the main result of this section: By our initial assumption, for every j = 1,
for some δ 1 < δ 0 and some universal radius r 0 ∈ (0, 1). Indeed, defining r 0 :=
for any x ∈ B r 0 (x j ) and the claim is proved.
On the other hand, sincex j ∈ B j ⊂ Q j , we get
Therefore, from (4.44), (4.45) and (W2) we obtain (4.46)
where C 3 > 0 is a universal constant. Moreover from (4.39) (that we can apply to B thanks to (4.42))
for some universal C 4 > 0. By (4.41), the same holds for M/|ω|, so (4.40) follows.
Proof. Let Ω ⊆ R N be a bounded subset. Take 
and Proposition 4.13 yields that u M ω is a local minimizer of E in Ω.
4.7. The case of irrational directions. In this subsection we want to prove Theorem 1.1 with the assumption (K4), also for irrational vectors ω. We will use an approximation argument as in [5, Subsection 4.7] .
Taken ω ∈ R N \ Q N , we consider a sequence {ω j } j∈N ⊂ Q N \ {0} such that ω j → ω. Denoting with u j the class A minimizer given by our construction which corresponds to ω j we know that
for any j ∈ N. Moreover Theorem 3.1 implies that the u j 's are uniformly bounded in C 0,α (R N ) for some unversal α ∈ (0, 1). So, thanks to Ascoli-Arzelà Theorem we can find a subsequence of {u j } j∈N (not relabeled) converging to some continuous function u, uniformly on compact subsets of R N and |u| ≤ 1 + δ 0 in R N . Since condition (4.48) passes to the limit, the same inclusion holds if we replace u j and w j with u and w. Hence, to prove Theorem 1.1 we only need to check that u is a class A minimizer of E. With this aim in mind we fix R ≥ 1 and we claim that u is a local minimizer of E in B R , i.e. E(u, B R ) < +∞ and
Thanks to Remark 2.4, this will implies that u is a class A minimizer. To show (4.49) we apply Theorem 3.2 to u j so
for some constant C R > 0 independent of j. Moreover by an application of Fatou's Lemma
is monotone non-decreasing with respect to set inclusion. As it concerns the right hand side of (4.50) we let {ε j } j∈N such that
It is easy to see that ε j → 0 and we may suppose that ε j ≤ 1/2 for any j ∈ N. Then we consider η j ∈ C ∞ c (R N ) a cut-off function such that 0 ≤ η j ≤ 1 in R N , η j = 1 in B R , spt (η j ) ⊆ B R+ε j and |∇η j | ≤ 2/ε j in R N . Take ϕ as in (4.49) and assume w.l.o.g. that ϕ ∈ L ∞ (R N ). We also suppose that E(u + ϕ, B R ) < +∞, otherwise (4.49) is obviously satisfied. Consequently, using (4.51), (K2) and the boundedness of H, u and ϕ we get that ϕ ∈ H s (B R+1 ). At this point we define v := u + ϕ and
Observe that v j = v in B R and v j = u in R N \B R+ε j , hence v j is an admissible competitor for u j in B R+ε j . Then, being u j minimizer, E(u j , B R+ε j ) ≤ E(v j , B R+ε j ).
Moreover v j → v uniformly on compact subsets of R N and Combining this inequality with (4.50) we have
E(u, B R ) ≤ E(v, B R ) + r(δ)
and since δ is arbitrary, from (4.52), we obtain (4.49) and hence that u is a class A minimizer of E.
Proof of Theorem 1.1 for general kernels
In this section we want to prove Theorem 1.1 also for kernel not satisfying condition (K4). Indeed none of the estimates that we showed there involve any of the parameters appearing in (K4). So we can use a limit argument similar to this of Section 4.7.
Let K be a kernel satisfying (K1), (K2), (K3) and consider a monotone increasing sequence {R j } j∈N ⊂ [2, +∞) diverging to +∞. We define K j (x, y) := K(x, y)χ [0,R j ] (|x − y|) for any x, y ∈ R N and we observe that it fulfills (K1), (K2), (K3). Moreover K j satisfies (K4) withR = R j . Call E j the energy functional (2.1) corresponding to K j and, fixed a direction ω ∈ R N \{0}, we denote with u j the plane-like class A-minimizer for E j with direction ω. Since K j verifies (K4) these minimizers exist thanks to Section 4. We have
for a universal value M 0 > 0. We also know that |u j | ≤ 1 + δ 0 in R N and, thanks to Theorem 3.1, u j C 0,α (R N ) ≤ C for some α ∈ (0, 1]. We underline that, since K j satisfies (K2) with the same structural constants, we can choose M 0 , α and C independent of j. As a consequence, Ascoli-Arzelà Theorem implies that, up to a subsequence, {u j } converges to a continuous function u, uniformly on compact subsets of R N . The limit function u satisfies (5.1) and, if ω is rational, each u j is ∼-periodic, hence u is ∼-periodic.
To show that u is a class A minimizer, we fix R ≥ 1 and we take a perturbation ϕ with spt ϕ ⊂⊂ B R . We know that E j (u j , B R ) ≤ E j (u j + ϕ, B R ) for any j ∈ N.
On the other hand from an application of Fatou's Lemma we get
and following the reasoning of the Subsection 4.7 we have that lim sup j→+∞ E j (u j , B R ) ≤ E(u + ϕ, B R ).
These two inequalities tell us that u is a class A minimizer of E so Theorem 1.1 is completely proved.
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