We expose some basic concepts of combinatorial topology (simplicial complex, polyhedron, simplicial map, simplicial approximation of a continuous map) together with a brief description of the popular examples of Voronoi cells and of Delaunay triangulation.
Introduction
In the study of many real problems we use mathematical tools as systems of partial differential equations whose variables belong to a continuous domain of an Euclidean space. The pervasive use of computers makes it necessary to convert each mathematical scheme in a numerical model with a discrete behaviour, described by an algorithm. In order to do this it is useful to break the continuous space in a finite collection of uniform pieces with a rule for "combining" these to reconstruct the original space.
Roughly speaking, we need to switch from continuous to discrete, we need to see the continuous as a finite "complex" of elementary bricks.
There are many types of complexes: cubical (or cell), CW, simplicial complexes. These latter are preferable to the others in many cases, because, in spite of the often required large number of elements, their local simplicity lends itself to efficient computational applications.
The study of simplicial complexes in low dimensions dates back at least to Euler. The earliest treatment in higher dimensions seems to be that of Listing [6] in 1862.
These old references (but the list would be much longer) point out that this discrete view of continuous spaces has been very fruitful in remote and recent years in solving many problems of pure mathematics (classification of surfaces, embedding of manifolds in an Euclidean space, construction of algebraic invariants, just to name a few) and of applied mathematics.
In these pages we outline some basic definitions and results in combinatorial topology. Here the discussion is very concise. There should be some examples and some more words of comment, but we refer for this to the textbooks [4, 5, 7] for which this paper wants to be a start to reading.
Often young students today are pushed directly to practical applications of a theory. Why? To save time? We suspect that a little bit of time spent before would save a lot of time and effort later.
The paper is organized as follows. In the section 2 we introduce the notions of geometric simplicial complex and simplicial map, the vital result being the Simplicial approximation theorem 2.11. In the section 3 we expose the notion of abstract simplicial complex and that of its geometric realization. We end with a special example on the use of these notions in defining the nerve of the collection of Voronoi cells and the Delaunay triangulation.
Simplicial complexes
All the geometric objects described in the following are supposed to be embedded in some euclidean space E n , with its affine, metric and topological structures.
Let V 0 , V 1 , . . . , V h be (h+1) independent points of E n (h ≤ n). This implies that the smallest subspace of E n containing them all has dimension h, say E h , and each point P ∈ E h admits a unique expression
In other words s h is the subset of E h consisting of all points whose barycentric coordinates with respect to the points V i are not negative. s h will be written as V 0 V 1 . . . V h and we will say that s h has dimension h.
We define also the open simplex
h is smallest convex subset of E n which contains its vertices (convex hull of {V i }). By geometric properties, the diameter δ of an
A subset of (p + 1) vertices of a simplex s h determines a simplex s p called face of s h , and we write
is either empty or a face of both s and t.
We denote by V (K) the set of the vertices of all simplexes of K. The dimension of K is the maximum dimension of the simplexes of K. The mesh µ(K) is the maximum diameter of the simplexes of K. A geometric s.c. K is not a topological space, because its elements are simplexes, but one can consider the set of points of E n contained in at least one of the simplexes of K. This set is said polyhedron of K, and written |K|. |K| is a compact subset of E n . From Definition 2.2 it follows that for each point P ∈ |K| there exists just one open simplex which contains P . It is called the carrier of P in |K|.
More in general, a polyhedron is a compact subset X of E n such that there exists a geometric s.c. K such that X |K| ( stands for homeomorphic). K in not unique: each geometric s.c. L such that |L| X is called a triangulation of X.
Starting from a triangulation K, one can consider a subdivision of K, that is a g.s.c. L such that each simplex of L is contained in some simplex of K. A particularly useful subdivision is the barycentric subdivision described in following definitions. Definition 2.3. The barycentric subdivision of a simplex s h is a geometric simplicial complex (s h ) defined by induction on h as follows: figure. (
δ s h (we can prove it with simple steps).
Definition 2.4. Let K be a geometric simplicial complex, the barycentric subdivision K of K is obtained by replacing each simplex s h of K with its barycentric subdivision (s h ) .
It is easy to see that K satisfies both conditions of Definition 2.2. From the above it follows that
The barycentric subdivision can be iterated as often as we want, and we denote by K (r) the barycentric subdivision of K (r−1) . Of course we get complexes with mesh as small as we please. is said open star covering of |K|. Clearly for each vertex V of K we have that
The main property of the stars is exposed in the following proposition:
Proposition 2.6. Let {V 1 , V 2 , . . . , V p } be a subset of vertices of a geometric s.c. K. Then there exists a simplex s of K having {V 1 , V 2 , . . . , V p } as vertices if, and only if,
In general ϕ is not injective and hence the simplex t has dimension r ≤ h. By abuse of language we will write ϕ : K → L.
If ϕ : K → L is a simplicial map, for each simplex s h = V 0 . . . V h of K we can consider the unique affine extension of ϕ to all points of s h , that is we set
and we obtain a continuous (linear) mapφ s : s h → t.
Observation 2.8. If s ≺ s,φ s coincides with the restriction ofφ s to s (this depends on the uniqueness of the affine extension).
The fundamental role of simplicial maps is to determine continuous maps of polyhedra strictly related to their triangulations. More precisely we have the following Proposition 2.9. A simplicial map ϕ : K → L induces a continuous map ϕ : |K| → |L|.
Proof. The collection of simplexes of K is a finite closed covering of |K|. We consider for each simplex s ∈ K the linear mapφ s described above. For each point P ∈ |K| there exists a simplex s ∈ K such that P ∈ s. We set ϕ(P ) =φ s (P ). By using the gluing theorem and Observation 2.8 we obtain a continuous mapφ : |K| → |L|.
Note thatφ is not a linear map on |K|, but it is piecewise linear (PL map). The PL maps between polyhedra are continuous maps which preserve the polyhedral structure. For this reason it is important to approximate every continuous map between polyhedra with a PL map. The meaning of the term "approximation" is explained in the following Definition 2.10. A simplicial map ϕ : K → L is a simplicial approximation of a continuous map f :
The above definition implies that ifφ : |K| → |L| is the PL map induced by ϕ, for each point P of |K|,φ(P ) is contained in the closure s of the carrier 
in V (L). By Proposition 2.6 it follows that ϕ is a simplicial map and, from Definition 2.10, it is a simplicial approximation of f .
Abstract simplicial complexes
From what has been said in the previous section it results that two simplexes of the same dimension are affine-equivalent (by a bijective simplicial map). Hence a simplex is determined, up to affinity, by the number of its vertices. Then we are led to get free of the geometric restrictions of Definition 2.2 and to give the following Definition 3.1. An abstract simplicial complex (a.s.c.) is a pair (X, S ) where X = {w 1 , . . . , w r } is a finite set, and S is a family of subsets of X that satisfies
The elements of X are called vertices, the elements of S are called simplexes. If s ∈ S has p + 1 elements, we say that s has dimension p. If s ⊆ s ∈ S we say that s is a face of s. The dimension of (X, S ) is the maximal dimension of its simplexes.
It is easy to see that a geometric s.c. K is an abstract s.c. (X, S ) with X = V (K) and S = K. We point out that (V (K), K) saves only the combinatorial structure of K and forgets all geometric meanings of its vertices (points of E n ) and of its simplexes (convex hulls). This allows us a large freedom in using such notion in order to apply it to computational problems.
Abstract and geometric complexes are two sides of a same idea and it is useful to employ both. This is confirmed by the following definition. 
We can prove, by using standard geometric techniques, that each abstract s.c. of dimension n has a realization (K, f ) such that |K| is a subset of an euclidean space of dimension α, where n ≤ α ≤ 2n + 1. The above result is the best possible, because for each n > 0 there exists an n-dimensional a.s.c. that cannot be realized in E 2n (for n = 1 consider the six edges and three diagonals of a hexagon). On the other hand there exist particular abstract s.c. where α is less than 2n + 1 (even equal to the minimum n, as in the example that we shall see soon). The determination of α in special cases is one of most interesting problems of algebraic topology.
An important role in applying combinatorial methods to general spaces is played by the nerve of a finite collection C = {C 1 , C 2 , . . . , C r } of convex sets of E n , where we assume as vertices all C i ∈ C , and as simplexes all subcollections C i 1 . . . C i h with non-empty intersection. Obviously if all members of C are pairwise disjoint, the nerve of C has dimension 0.
A popular example of nerve is the following. Let P 1 , P 2 , . . . , P r be a finite set of points in E n . If we define for each i = 1 . . . r
we obtain a finite collection V of convex sets called Voronoi cells of the points {P i } (see [8] ). If the maximum number of Voronoi cells with non-empty intersection is n + 1, the nerve N V of V has dimension n. This occurs if we assume general position (g.p.) for the r points P i , that is each n + 1 of them are independent and, for each 2 ≤ k ≤ n, there is no k-sphere S k containing k + 2 points P i . In this case the nerve N V has a natural geometric realization in E n , called Delaunay triangulation (DT) of the points {P i } (see [2] , [3] ). This is one of special cases where α = n above mentioned. We like to give more details in the case n = 2. If n = 2 the condition g.p. for the points P i means that each three of them are independent and each four of them are not contained in a 1-sphere S 1 . In this case DT is realized in E 2 and we can assume just the points P i as vertices of DT (as sketched in figure) and for each i = 1 . . . r the Voronoi cell of P i coincides with the closure of |st DT P i | (see Def. 2.5 and Prop. 2.6). n = 2 r = 3 α = 2
In practical or computational applications (in the feature-extraction in digital image data, in the construction of a topological model of a wireless commu-nication networks, in the construction of systems of geographic information, . . . ) the position of points P i is suggested by the treated problem, and hence it may happen that they are not in g.p.. For example the points P i can indicate significant areas of a city map. In these difficult cases we can use arrangements by standard methods and algorithms to resolve the problem (flip, randomized incremental, divide and conquer), but this is beyond the purpose of the present paper. In the references we mention about these only the book [1] , and we leave to personal initiative the task to look for more.
