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Network satisfaction for symmetric relation
algebras with a flexible atom
Manuel Bodirsky⋆ and Simon Kna¨uer ⋆⋆
Institut fu¨r Algebra, TU Dresden, 01062 Dresden, Germany
Abstract. Robin Hirsch posed in 1996 the Really Big Complexity Prob-
lem: classify the computational complexity of the network satisfaction
problem for all finite relation algebras A. We provide a complete clas-
sification for the case that A is symmetric and has a flexible atom; the
problem is in this case NP-complete or in P. If a finite integral relation
algebra has a flexible atom, then it has a normal representation B. We
can then study the computational complexity of the network satisfaction
problem of A using the universal-algebraic approach, via an analysis of
the polymorphisms of B. We also use a Ramsey-type result of Nesˇetrˇil
and Rdl and a complexity dichotomy result of Bulatov for conservative
finite-domain constraint satisfaction problems.
1 Introduction
One of the earliest approaches to formalise constraint satisfaction problems over
infinite domains is based on relation algebras [27, 32]. We think about the ele-
ments of a relation algebra as binary relations; the algebra has operations for
intersection, union, complement, converse, and composition of relations, and
constants for the empty relation, the full relation, and equality, and is required
to satisfy certain axioms. Important examples of relation algebras are the Point
Algebra, the Left Linear Point Algebra, Allen’s Interval Algebra, RCC5, and
RCC8, just to name a few.
The so-called network satisfaction problem for a finite relation algebra can be
used to model many computational problems in temporal and spatial reasoning
[8, 24, 40]. In 1996, Robin Hirsch [26] asked the Really Big Complexity Problem
(RBCP): can we classify the computational complexity of the network satisfac-
tion problem for every finite relation algebra? For example, the complexity of the
network satisfaction problem for the Point Algebra and the Left Linear Point
Algebra is in P [11, 42], while it is NP-complete for all of the other examples
mentioned above [1,39]. There also exist relation algebras where the complexity
of the network satisfaction problem is not in NP: Hirsch gave an example of
a finite relation algebra with an undecidable network satisfaction problem [28].
⋆ The author has received funding from the European Research Council under the Eu-
ropean Community’s Seventh Framework Programme (FP7/2007-2013 Grant Agree-
ment no. 257039, CSP-Infinity)
⋆⋆ The author is supported by DFG Graduiertenkolleg 1763 (QuantLA).
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This result might be surprising at first sight; it is related to the fact that the
representation of a finite relation algebra by concrete binary relations over some
set can be quite complicated. We also mention that not every finite relation alge-
bra has a representation [33]. There are even non-representable relation algebras
that are symmetric [36]; a relation algebra is symmetric if every element is its
own converse.
A simple condition that implies that a finite relation algebra has a represen-
tation is the existence of a so-called flexible atom [22, 34], combined with the
assumption that A is integral ; formal definitions can be found in Section 2. Such
relation algebras have been studied intensively, for example in the context of
the so-called flexible atoms conjecture [2, 35]. We will see that integral relation
algebras with a flexible atom even have a normal representation, i.e., a repre-
sentation which is fully universal, square, and homogeneous [26]. The network
satisfaction problem for a relation algebra with a normal representation can be
seen as a constraint satisfaction problem for an infinite structure B that is well-
behaved from a model-theoretic point of view; in particular, we may choose B
to be homogeneous and finitely bounded.
Constraint satisfaction problems over finite domains have been studied in-
tensively in the past two decades, and tremendous progress has been made con-
cerning systematic results about their computational complexity. In 2017, Bula-
tov [21] and Zhuk [43] announced proofs of the famous Feder-Vardi dichotomy
conjecture which states that every finite-domain CSP is in P or NP-complete.
Both proofs build on an important connection between the computational com-
plexity of constraint satisfaction problems and central parts of universal algebra.
The universal-algebraic approach can also be applied to study the compu-
tational complexity of countably infinite homogeneous structures B with finite
relational signature [14]. If B is finitely bounded, then CSP(B) is contained in
NP. If B is homogeneous and finitely bounded then a complexity dichotomy
has been conjectured, along with a conjecture about the boundary between NP-
completeness and containment in P [18]. We verify these conjectures for all nor-
mal representations of finite integral symmetric relation algebras with a flexible
atom, and thereby also solve Hirschs RBCP for symmetric relation algebras with
a flexible atom.
The exact formulation of the conjecture from [18] in full generality requires
concepts that we do not need to prove our results. Phrased in the terminology
of relation algebras, our result is the following.
Theorem 1. Let A be a finite integral symmetric relation algebra with a flexible
atom, and let A0 be the set of atoms of A. Then either
– there exists an operation f : A60 → A0 that preserves the allowed triples of A
and satisfies the Siggers identity
∀x, y, z ∈ A0 : f(x, x, y, y, z, z) = f(y, z, x, z, x, y);
in this case the network satisfaction problem for A is in P, or
– the network satisfaction problem for A is NP-complete.
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This also implies a P versus NP-complete dichotomy theorem for network satis-
faction problems of symmetric (not necessarily integral) relation algebras with
a flexible atom, because for every finite relation algebra with a flexible atom
there exists an integral relation algebra with a flexible atom and polynomial-
time equivalent network satisfaction problem (Proposition 25).
1.1 Proof Strategy
Every finite integral relation algebra A with a flexible atom has a normal repre-
sentation B; for completeness, and since we are not aware of a reference for this
fact, we include a proof in Section 3. It follows that the classification question
about the complexity of the network satisfaction problem of A can be translated
into a question about the complexity of the constraint satisfaction problem for
the relational structure B.
We then associate a finite relational structure O to B and show that CSP(B)
can be reduced to CSP(O) in polynomial-time (Section 4). If the structure O
satisfies the condition of the first case in Theorem 1, then known results about
finite-domain CSPs imply that CSP(O) can be solved in polynomial-time [4,
19, 20], and hence CSP(B) is in P, too. If the first case in Theorem 1 does not
apply, then known results about finite-domain algebras imply that there are
a, b ∈ A0 such that the canonical polymorphisms of B act as a projection on
{a, b} [4, 19, 20]. We first show NP-hardness of CSP(B) if B does not have a
binary injective polymorphism. If B has a binary injective polymorphism, we
use results from structural Ramsey theory to show that B must even have a
binary injective polymorphism which is canonical. This implies that none of a, b
equals Id ∈ A. We then prove that B does not have a binary {a, b}-symmetric
polymorphism; also in this step, we apply Ramsey theory. This in turn implies
that all polymorphisms ofBmust be canonical on {a, b}. Finally, we show thatB
cannot have a polymorphism which acts as a majority or as a minority on {a, b},
and thus by Schaefer’s theorem all polymorphisms of B act as a projection on
{a, b}. It follows that CSP(B) is NP-hard. This concludes the proof of Theorem 1.
2 Preliminaries
We recall some basic definitions and results about relation algebras, constraint
satisfaction, model theory, universal algebra, and structural Ramsey theory.
2.1 Relation Algebras and Network Satisfaction Problems
For relation algebras that are not representable the set of yes-instances of the
network satisfaction problem is empty (see Def. 6). We thus omit the definition
of relation algebras and start immediately with the simpler definition of repre-
sentable relation algebras ; here we basically follow the textbook of Maddux [36].
Definition 2. Let D be a set and E ⊆ D2 an equivalence relation.
Let (P(E);∪,¯ , 0, 1, Id,⌣ , ◦) be an algebra with the following operations:
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1. a ∪ b := {(x, y) | (x, y) ∈ a ∨ (x, y) ∈ b},
2. a¯ := E \ a,
3. 0 := ∅,
4. 1 := E,
5. Id := {(x, x) | x ∈ D},
6. a⌣ := {(x, y) | (y, x) ∈ a},
7. a ◦ b := {(x, z) | ∃y ∈ D : (x, y) ∈ a and (y, z) ∈ b}.
A subalgebra of (P(E);∪,¯ , 0, 1, Id,⌣ , ◦) is called a proper relation algebra.
The class of representable relation algebras, denoted by RRA, consists of all
algebras of type (2, 1, 0, 0, 0, 1, 2) that are isomorphic to some proper relation
algebra. We use bold letters (such as A) to denote algebras from RRA and the
corresponding roman letter (such as A) to denote the domain of the algebra. An
algebra is called finite if its domain is finite. We call A ∈ RRA symmetric if all
its elements are symmetric, i.e., a⌣ = a for every a ∈ A.
To link the theory of relation algebras with model theory, it will be convenient
to view representations of algebras in RRA as relational structures.
Definition 3. Let A ∈ RRA. Then a representation of A is a relational struc-
ture B such that
– B is an A-structure, i.e., the elements of A are the relation symbols of B;
– The map a 7→ aB is an isomorphism between A and the proper relation
algebra induced by the relations of B in (P(1B);∪,¯ , 0, 1, Id,⌣ , ◦).
We write ≤ for the partial order on A defined by x ≤ y :⇔ x ∪ y = y. Note
that for proper relation algebras, this ordering coincides with the set-inclusion
order. The minimal elements of this order in A \ {0} are called atoms. The set
of atoms of A is denoted by A0. A tuple (x, y, z) ∈ (A0)3 is called an allowed
triple if z ≤ x ◦ y. Otherwise, (x, y, z) is called a forbidden triple.
Definition 4. Let A ∈ RRA. An A-network (V ; f) is a finite set V together
with a function f : V 2 → A. An A-network (V ; f) is satisfiable in a representa-
tion B of A if there exists an assignment s : V → B such that for all x, y ∈ V 2
the following holds:
(s(x), s(y)) ∈ f(x, y)B.
An A-network (V ; f) is satisfiable if there exists a representation B of A such
that (V ; f) is satisfiable in B.
We give an example of how an instance of a NSP for a relation algebra could
look like. The numbering of the relation algebra is from [3].
Example 5 (An instance of NSP of elation algebra #17). Let A be the relation
algebra with the set of atoms {Id, a, b, } and the product rules given by the Table
1. Note that the domain of A is the following set:
A = {∅, Id, a, b, Id∪a, Id∪b, a ∪ b, Id∪a ∪ b}.
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◦ Id a b
Id Id a b
a a Id∪b a ∪ b
b b a ∪ b Id∪a ∪ b
Fig. 1. Multiplication table of the relation algebra #17.
Let V := {x1, x2, x3} be a set. Consider the map f : V 2 → A given by
f(xi, xi) = Id for all i ∈ {1, 2, 3}
f(x1, x2) = f(x2, x1) = a
f(x1, x3) = f(x3, x1) = Id∪a
f(x2, x3) = f(x3, x2) = b ∪ a.
The tuple (V ; f) is an example of an instance of NSP of the relation algebra A.
We will in the following assume that for an A-network (V ; f) it holds that
f(V 2) ⊆ A\{0}. Otherwise, (V ; f) is not satisfiable. Note that every A-network
(V ; f) can be viewed as an A-structure C on the domain V : for all x, y ∈ V and
a ∈ A the relation aC(x, y) holds if and only if f(x, y) = a.
Definition 6. The (general) network satisfaction problem for a finite relation
algebra A, denoted by NSP(A), is the problem of deciding whether a given A-
network is satisfiable.
2.2 Normal Representations and CSPs
In this section we consider a subclass of RRA introduced by Hirsch in 1996. For
relation algebrasA from this class, NSP(A) corresponds naturally to a constraint
satisfaction problem (CSP). In the last two decades a rich and fruitful theory
emerged to analyse the computational complexity of CSPs. We use this theory
to obtain results about the computational complexity of NSPs.
In the following let A be in RRA. An A-network (V ; f) is called closed (tran-
sitively closed in [27]) if for all x, y, z ∈ V it holds that f(x, x) ≤ Id, f(x, y) =
f(y, x)⌣, and f(x, z) ≤ f(x, y)◦f(y, z). It is called atomic if the image of f only
contains atoms from A.
Definition 7 (from [26]). Let B be a representation of A. Then B is called
– fully universal, if every atomic closed A-network is satisfiable in B;
– square, if 1B = B2;
– homogeneous, if for every isomorphism between finite substructures of B
there exists an automorphism of B that extends this isomorphism;
– normal, if it is fully universal, square and homogeneous.
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Definition 8. Let τ be a relational signature. A first-order formula ϕ(x1, . . . , xn)
is called primitive positive (pp) if it has the form
∃xn+1, . . . , xm(ϕ1 ∧ · · · ∧ ϕs)
where ϕ1, . . . , ϕs are atomic formulas, i.e., formulas of the form R(y1, . . . , yl)
for R ∈ τ and yi ∈ {x1, . . . , xm}, of the form y = y′ for y, y′ ∈ {x1, . . . xm}, or
of the form false.
As usual, formulas without free variables are called sentences.
Definition 9. Let τ be a finite relational signature and let B be a τ-structure.
Then the constraint satisfaction problem of B (CSP(B)) is the computational
problem of deciding whether a given primitive positive τ-sentence holds in B.
If B is a fully universal representation of A ∈ RRA, then NSP(A) and
CSP(B) are the same problem (up to a straightforward translation between
A-networks and A-sentences; see [8]).
2.3 Model Theory
Let τ be a finite relational signature. The class of finite τ -structures that embed
into a τ -structure B is called the age of B, denoted by Age(B). If F is a class
of finite τ -structures, then Forb(F) is the class of all finite τ -structures A such
that no structure from F embeds into A. A class C of finite τ structures is called
finitely bounded if there exists a finite set of finite τ -structures F such that
C = Forb(F). It is easy to see that a class C of τ -structures is finitely bounded if
and only if it is axiomatisable by a universal τ -sentence. A structure B is called
finitely bounded if Age(B) is finitely bounded.
Definition 10. A class of finite τ-structures has the amalgamation property if
for all structures A,B1,B2 ∈ C with embeddings e1 : A → B1 and e2 : A → B2
there exist a structure C ∈ C and embeddings f1 : B1 → C and f2 : B2 → C such
that f1 ◦ e1 = f2 ◦ e2. If additionally f1(B1) ∩ f2(B2) = f1(e1(A)) = f2(e2(A)),
then we say that C has the strong amalgamation property.
Let B1,B2 be τ -structures. Then B1 ∪B2 is the τ -structure on the domain
B1 ∪B2 such that RB1∪B2 := RB1 ∪R
B
2 for every R ∈ τ . If Definition 10 holds
with C := B1 ∪B2 then we say that C has the free amalgamation property; note
that the free amalgamation property implies the strong amalgamation property.
Theorem 11 (Fra¨ısse´; see, e.g., [30]). Let τ be a finite relational signature
and let C be a class of finite τ-structures that is closed under taking induced
substructures and isomorphisms and has the amalgamation property. Then there
exists an up to isomorphism unique countable homogeneous structure B such
that C = Age(B).
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2.4 The Universal-Algebraic Approach
In this section we present basic notions for the so-called universal-algebraic ap-
proach to the study of CSPs.
Definition 12. Let B be some set. We denote by O
(n)
B the set of all n-ary
operations on B and by OB :=
⋃
n∈NO
(n)
B the set of all operations on B. A
set C ⊂ OB is called an operation clone on B if it contains all projections of all
arities and if it is closed under composition, i.e., for all f ∈ C (n) := C ∩ O
(n)
B
and g1, . . . , gn ∈ C ∩O
(s)
B it holds that f(g1, . . . , gn) ∈ C , where f(g1, . . . , gn) is
the s-ary function defined as follows
f(g1, . . . , gn)(x1, . . . , xs) := f(g1(x1, . . . , xs), . . . , gn(x1, . . . , xs)).
An operation f : Bn → B is called conservative if for all x1, . . . , xn ∈ B
it holds that f(x1, . . . , xn) ∈ {x1, . . . , xn}. A clone is called conservative if all
operations are conservative. We later need the following classical result for clones
over a two-element set.
Theorem 13 ([38]). Let C be a conservative operation clone on {0, 1}. Then
either C contains only projections, or at least one of the following operations:
1. the binary function min,
2. the binary function max,
3. the minority function,
4. the majority function.
Operation clones occur naturally as polymorphism clones of relational struc-
tures. If a1, . . . , an ∈ Bk and f : Bn → B, then we write f(a1, . . . , an) for the
k-tuple obtained by applying f component-wise to the tuples a1, . . . , an.
Definition 14. Let B a structure with a finite relational signature τ and let
R ∈ τ . An n-ary operation preserves a relation RB if for all a1, . . . , an ∈ R
B it
holds that
f(a1, . . . , an) ∈ R
B.
If f preserves all relations from B then f is called a polymorphism of B.
The set of all polymorphisms (of all arities) of a relational structure B is an
operation clone on B, which is denoted by Pol(B). A Siggers operation is an
operation that satisfies the Siggers identity (see Theorem 1).The following result
can be obtained by combining known results from the literature.
Theorem 15 ([19, 41]; also see [4, 20]). Let B be a finite structure with a
finite relational signature such that Pol(B) is conservative. Then either
1. there exist distinct a, b ∈ B such that for every f ∈ Pol(B)(n) the restriction
of f to {a, b}n is a projection. In this case, CSP(B) is NP-complete.
2. Pol(B) contains a Siggers operation; in this case, CSP(B) is in P.
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We now discuss fundamental results about the universal-algebraic approach
for constraint satisfaction problems of structures with an infinite domain.
Theorem 16 ([14]). Let B be a homogeneous structure with finite relational
signature. Then a relation is preserved by Pol(B) if and only if it is primitively
positively definable in B.
The following definition is a preparation to formulate the next theorem which
is a well-known condition that implies NP-hardness of CSP(B) for homogeneous
structures with a finite relational signature.
Definition 17. Let K be a class of algebras. Then we have
– H(K) is the class of homomorphic images of algebras from K and
– S(K) is the class of subalgebras of algebras from K.
– Pfin(K) is the class of finite products of algebras from K.
An operation clone C on a set B can also be seen as an algebra B with
domain B whose signature consists of the operations of C such that fB := f for
all f ∈ C .
The following is a classical condition for NP-Hardness, see for example The-
orem 10 in the survey [5].
Theorem 18. Let B be a homogeneous structure with finite relational signa-
ture. If HSPfin({Pol(B)}) contains a 2-element algebra where all operations are
projections, then CSP(B) is NP-hard.
In the following let A ∈ RRA be finite and with a normal representation B.
Definition 19. Let a1, . . . , an ∈ A0 be atoms of A. Then the 2n-ary relation
(a1, . . . , an)
B is defined as follows:
(a1, . . . , an)
B :=
{
(x1, . . . , xn, y1, . . . , yn) ∈ B
2n |
∧
i∈{1,...,n}
aBi (xi, yi)
}
.
An operation f : Bn → B is called edge-conservative if it satisfies for all
x, y ∈ Bn and all a1, . . . , an ∈ A0
(a1, . . . , an)
B(x, y)⇒ (f(x), f(y)) ∈
⋃
i∈{1,...,n}
aBi .
Note that for every D ⊆ A0 the structure B contains the relation
⋃
ai∈D
aBi .
Therefore the next proposition follows immediately since polymorphisms of B
preserve all relations of B.
Proposition 20. All polymorphisms of B are edge-conservative.
Definition 21. Let X ⊆ A0. An operation f : Bn → B is called X-canonical if
there exists a function f¯ : Xn → A0 such that for all a, b ∈ Bn and O1, . . . , On ∈
X, if (ai, bi) ∈ Oi for all i ∈ {1, . . . , n} then (f(a), f(b)) ∈ f¯(O1, . . . , On)B. An
operation is called canonical if it is A0-canonical. The function f¯ is called the
behaviour of f on X. If X = A0 then f¯ is just called the behaviour of f .
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It will always be clear from the context what the domain of a behaviour f¯
is. An operation f : S2 → S is called symmetric if for all x, y ∈ S it holds
that f(x, y) = f(y, x). An X-canonical function f is called X-symmetric if the
behaviour of f on X is symmetric.
2.5 Ramsey Theory and Canonisation
We avoid giving an introduction to Ramsey theory, since the only usage of the
Ramsey property is via Theorem 23, and rather refer to [6] for an introduction.
Let A be a homogeneous τ -structure such that Age(A) has the strong amal-
gamation property. Then the class of all (τ ∪ {<})-structures A such that <A is
a linear order and whose τ -reduct (i.e. the structure on the same domain, but
only with the relations that are denoted by symbols from τ , see e.g. [30]) is from
Age(A) is a strong amalgamation class, too (see for example [6]). By Theorem 11
there exists an up to isomorphism unique countable homogeneous structure of
that age, which we denote by A<. It can be shown by a straightforward back-
and-forth argument that A< is isomorphic to an expansion of A, so we identify
the domain of A and of A< along this isomorphism, and call A< the expansion
of A by a generic linear order.
Theorem 22 ([31,37]). Let A be a relational τ-structure such that Age(A) has
the free amalgamation property. Then the expansion of A by a generic linear
order has the Ramsey property.
The following theorem gives a connection of the Ramsey property with the
existence of canonical functions and plays a key role in our analysis.
Theorem 23 ([17]). Let B be a countable homogeneous structure with finite
relational signature and the Ramsey property. Let h : Bk → B be an operation
and let L :=
{
(x1, . . . , xk) 7→ α(h(β1(x1), . . . , βk(xk)) | α, β1 . . . , βk ∈ Aut(B)
}
.
Then there exists a canonical operation g : Bk → B such that for every finite
F ⊂ B there exists g′ ∈ L such that g′|Fk = g|Fk .
Remark 24. Let A and B be homogeneous structures with finite relational sig-
natures. If A and B have the same domain and the same automorphism group,
then A has the Ramsey property if and only if B has it (see, e.g., [6]).
3 Relation Algebras with a Flexible Atom
In this section we define relation algebras with a flexible atom and show how
to reduce the classification problem for their network satisfaction problem to
the situation where they are additionally integral. Then we show that integral
relation algebras with a flexible atom have a normal representation. Therefore,
the universal-algebraic approach is applicable; in particular, we make heavy use
of Theorem 16 in later sections. Finally, we prove that every normal represen-
tation of a finite relation algebra with a flexible atom has a Ramsey expansion.
Therefore, the tools from Section 2.5 can be applied, too.
10 Manuel Bodirsky and Simon Kna¨uer
Let A ∈ RRA and let I := {a ∈ A | a ≤ Id}. An atom s ∈ A0 \ I is called
flexible if for all a, b ∈ A\ I it holds that s ≤ a◦ b. A finite representable relation
algebra A is called integral if the element Id is an atom of A.
Proposition 25. Let A ∈ RRA be finite and with a flexible atom s. Then there
exists a finite integral A′ ∈ RRA with a flexible atom such that NSP(A) and
NSP(A′) are polynomial-time equivalent.
Proof. Assume that A is not integral and let s be the flexible atom. We first
show there exists a unique e1 ∈ A0 with 0 < e1 < Id such that s = e1 ◦ s. Note
that Id ◦s = s holds by definition and therefore it holds for all e ∈ A0 with
0 < e < Id that e ◦ s ⊆ s. Since s is an atom either e ◦ s = 0 of e ◦ s = s holds.
Then there exists at least one 0 < e < Id with e ◦ s = s, otherwise we obtain a
contradiction to the assumption that Id ◦s = s. Assume for contradiction there
exist distinct e1, e2 ∈ A0 with 0 < e1 < Id and 0 < e2 < Id such that e1 ◦ s = s
and e2 ◦ s = s hold. Let B be a representation of A. Since e1 and e2 are atoms,
the relations eB1 ⊂ {(x, x) | x ∈ B} and e
B
2 ⊂ {(x, x) | x ∈ B} are disjoint. Let
(x, y) ∈ sB. By our assumption that e1 ◦ s = s and e2 ◦ s = s hold we get that
(x, x) ∈ eB1 and (x, x) ∈ e
B
2 hold, which contradicts the disjointness of e
B
1 and
eB2 . This proves the claim that there exists a unique e1 ∈ A0 with 0 < e1 < Id
such that s = e1 ◦ s.
Assume for contradiction that there exists e2 ∈ A0 such that 0 < e2 < Id,
e1 6= e2 and e2 ◦ Id 6= 0. Let a be an atom with a ≤ e2 ◦ Id
′. Then s ≤ a ◦ a⌣
can not hold and therefore s is not a flexible atom. This means for all e2 ∈ A0
such that 0 < e2 < Id and e2 6= e1 we have that e2 ◦ Id = 0.
Let B be an arbitrary representation of A and let (x, y) ∈ Id
B
. By the
observations above we have that (x, x) ∈ eB1 and (y, y) ∈ e
B
1 hold. Let B
′ be the
substructure ofB on the domain {x ∈ B | (x, x) ∈ eB1 }. The set of relations ofB
′
clearly induces a proper relation algebra which is integral. We denote this relation
algebra by A′. Note that we can also consider A′ as a subalgebra of A namely
the algebra on all elements that are not above (in the lattice order) an identity
atom different from e1. We claim that NSP(A) and NSP(A
′) are polynomial-
time equivalent. For the first reduction consider an A-network (V ; f). Without
loss of generality we assume that |V | ≥ 2. We reduce (V ; f) to the A′-network
(V ; f ′) given by
f ′(x, y) := f(x, y) \ {e ∈ A0 | e ≤ Id and e 6= e1}.
This is an A′-network by what we have seen before. Assume that (V ; f) is
satisfiable in a representation C. Consider the structure C′. This is a represen-
tation of A′ that satisfies (V ; f ′), since every element x ∈ V is mapped to
{x ∈ C | (x, x) ∈ eC1 } under an satisfying assignment. Assume for the other di-
rection that (V ; f ′) is satisfiable in a representation C′. Let yi be fresh elements
for every ei ≤ Id with ei 6= e1. The disjoint union of C′ with one-element {ei}-
structures ({yi}; {(yi, yi)}) is a representation of A that satisfies (V ; f ′). This
proves the first reduction. Consider now an A′-network (V ; f ′). We reduce this
to the A-network (V ; f ′). If (V, f ′) is satisfiable as an A′-network we can do the
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same domain expansion as before and get a representation of A that satisfies
(V ; f ′). Also the other direction follows by an analogous argument. ⊓⊔
Let A ∈ RRA be for the rest of the section finite, integral, and with a flexible
atom s. We consider the following subset of A:
A− s := {a ∈ A | s 6≤ a}.
Let (V, g) be an A-network and let C be the corresponding A-structure. Let C−s
be the (A − s)-structure on the same domain V as C such that for all x, y ∈ V
and a ∈ (A− s) \ {0} we have
aC−s(x, y) if and only if (aC(x, y) ∨ (a ∪ s)C(x, y)).
We call C− s the s-free companion of an A-network (V, f).
The next lemma follows directly from the definitions of flexible atoms and
s-free companions.
Lemma 26. Let C be the class of s-free companions of atomic closed A-networks.
Then C has the free amalgamation property.
As a consequence of this lemma we obtain the following.
Proposition 27. A has a normal representation B.
Proof. Let C be the class from Lemma 26. This class is closed under taking
substructures and isomorphisms. By Lemma 26 it also has the amalgamation
property and therefore we get by Theorem 11 a homogeneous structure B′ with
Age(B′) = C. Let B′′ be the expansion of B′ by the following relation
s(x, y) :⇔
∧
a∈A0\{s}
¬aB
′
(x, y).
Let B be the (homogeneous) expansion of B′′ by all boolean combinations of
relations from B′′. Then B is a representation of the relation algebra A. Since
Age(B′) is the class of all atomic closed A-networks, B is fully universal. The
definition of s witnesses that B is a square representation of A: for all elements
x, y ∈ B there exists an atom a ∈ A0 such that aB(x, y) holds. ⊓⊔
The next theorem is another consequence of Lemma 26.
Theorem 28. Let B be a normal representation of A. Let B< be the expansion
of B by a generic linear order. Then B< has the Ramsey property.
Proof. LetB′ be the (A0\{s})-reduct ofB. The age of this structure has the free
amalgamation property by Lemma 26. Therefore, Theorem 22 implies that the
expansion of B′ by a generic linear order has the Ramsey property. By Remark
24 the structure B< also has the Ramsey property since B< and B
′
< have the
same automorphism group. ⊓⊔
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◦ Id a b
Id Id a b
a a {Id, a, b, } {a, b}
b b {a, b} {Id, a, b}
◦ Id a b
Id Id a b
a a {Id, b} {a, b}
b b {a, b} {Id, a, b}
Fig. 2. Multiplication tables of relation algebras #18 (left) and #17 (right).
Remark 29. The binary first-order definable relations of B< build a proper re-
lation algebra since B< has quantifier-elimination (see [30]). By the definition
of the generic order the atoms of this proper relation algebra are the relations
{aB<∩ <B< | a ∈ A0 \ {Id}} ∪ {a
B<∩ >B< | a ∈ A0 \ {Id}} ∪ {Id}.
We give two concrete examples of finite, integral, symmetric relation algebras
with a flexible atom (Examples 30 and 31), and a systematic way of building such
relation algebras from arbitrary relation algebras (Example 32). The numbering
of the relation algebras in the examples is from [3].
Example 30 (Relation algebra #18). The relation algebra #18 has three atoms,
namely the identity atom Id and two symmetric atoms a and b. The multi-
plication table for the atoms is given in Fig. 2. In this relation algebra the
atoms a and b are flexible. Consider the countable, homogeneous, undirected
graph R = (V ;ER), whose age is the class of all finite undirected graphs (see,
e.g., [30]), also called the Random graph. The expansion of R by all binary first-
order definable relations is a normal representation of the relation algebra #18.
In this representation the atoms a and b are interpreted as the relation ER and
the relation NR, where NR is defined as ¬E(x, y) ∧ x 6= y.
Example 31 (Relation algebra #17). The relation algebra #17 also consists of
three symmetric atoms. The multiplication table in Fig. 2 shows that in this
relation algebra b is a flexible atom. To see that a is not a flexible atom, note
that a 6≤ a ◦ a = {Id, b}. Let N = (V ;EN) be the countable, homogeneous,
undirected graph, whose age is the class of all finite undirected graphs that do
not embed the complete graph on three vertices (see, e.g., [30]). This structure is
called a Henson graph. If we expandN by all binary first-order definable relations
we get a normal representation of the relation algebra #17. To see this note that
we interpret a as the relation EN. That N is triangle free, i.e. triangles of EN
are forbidden, matches with the fact that a 6≤ a ◦ a holds in the relation algebra.
Example 32. Consider an arbitrary finite, integral A = (A;∪,¯ , 0, 1, Id,⌣ , ◦) ∈
RRA. Clearly A does not have a flexible atom s in general. Nevertheless we can
expand the domain of A to implement an “artificial” flexible atom.
Let s be some symbol not contained in A. Let us mention that every element
in A can uniquely be written as a union of atoms from A0. Let A
′ be the set of
all subsets of A0 ∪ {s}. The set A′ is the domain of our new relation algebra A′.
Note that on A′ there exists the subset-ordering and A′ is closed under set-union
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and complement (in A0 ∪ {s}) We define s to be symmetric and therefore get
the following unary function ∗ in A′ as follows. For an element x ∈ A′ we define
x∗ :=
{
y⌣ ∪ {s} if x = y ∪ {s} for y ∈ A,
x⌣ otherwise.
The new function symbol ◦′A in A
′ is defined on the atoms A0 ∪ {s} as follows:
x ◦A′ y :=


A0 ∪ {s} if {s} = {x, y},
(A0 \ {Id}) ∪ {s} if {s, a} = {x, y} for a ∈ A0 \ {s, Id},
{a} if {Id, a} = {x, y} for a ∈ A0 ∪ {s},
(x ◦ y) ∪ {s} otherwise.
One can check that A′ = (A′;∪,¯ , ∅, A0 ∪ {s}, Id,∗ , ◦A′) is a finite integral repre-
sentable relation algebra with a flexible atom s. Note that the forbidden triples
of A′ are exactly those of A together with triples which are permutations of
(s, a, Id) for some a ∈ A0.
4 Polynomial-time Tractability
In this section we introduce for every finite A ∈ RRA an associated finite struc-
ture, called the atom structure of A. Note that it is closely related, but not the
same, as the type structure introduced in [13]. In the context of relation algebras
the atom structure has the advantage that its domain is the set of atoms of A,
rather than the set of 3-types, which would be the domain of the type structure
in [13]; hence, our domain is smaller and has some advantages that we discuss
at the end of the section. Up to a minor difference of the signature, our atom
structure is the same as the atom structure introduced in [33] (which was used
there for different purposes; also see [25, 29, 34]).
We will reduce CSP(B) to the CSP of the atom structure. This means that
if the CSP of the atom structure is in P, then so are CSP(B) and NSP(A). For
our main result we will show later that every network satisfaction problem for
a finite integral symmetric relation algebra with a flexible atom that cannot be
solved in polynomial time by this method is NP-complete. Let B be throughout
this section a normal representation of a finite A ∈ RRA.
Definition 33. The atom structure of A is the finite relational structure O
with domain A0 and the following relations:
– for every x ∈ A the unary relation xO := {a ∈ A0 | a ≤ x},
– the binary relation EO := {(a1, a2) ∈ A
2
0 | a
⌣
1 = a2},
– the ternary relation HO := {(a1, a2, a3) ∈ A30 | a3 ≤ a1 ◦ a2}.
Proposition 34. There is a polynomial-time reduction from CSP(B) to CSP(O).
Proof. Let Ψ be an instance of CSP(B) with variable set X = {x1, . . . , xn}. We
construct an instance Φ of CSP(O) as follows. The variable set Y of Φ is given
by Y := {(xi, xj) ∈ X2 | i ≤ j}. The constraints of Φ are of the two kinds:
14 Manuel Bodirsky and Simon Kna¨uer
1. Let a ∈ A be an element of the relation algebra and let a(xi, yj) be an
atomic formula of Ψ . If i < j holds, then we add the atomic (unary) formula
a((xi, xj)) to Φ; otherwise we add the atomic formula a
⌣((xi, xj)).
2. Let xi, xj , xl ∈ X be such that i ≤ j ≤ l. Then we add the atomic formula
H((xi, xj), (xj , xl), (xi, xl)) to Φ.
It remains to show that this reduction is correct. Let s : X → B be a satisfying
assignment for Ψ . This assignment maps every pair of variables xi and xj to a
unique atom in A0 and therefore induces a map s
′ : Y → A0. The map s′ clearly
satisfies all atomic formulas introduced by (1). To see that it also satisfies all
formulas introduced by (2) note that s maps the elements xi, xj , xl ∈ X to a
substructure of B, which contains only allowed triples.
For the other direction assume that s′ : Y → A0 is a satisfying assignment
for Φ. This induces an A-structure on X (maybe with some identification of
variables) such that no forbidden triple from A is embeddable. Also note that
this structure is compatible with the atomic formulas given in Ψ by the choice of
the unary relations in (1). Since B is fully-universal for structures that do not
embed a forbidden triple of A the instance Ψ is satisfiable ⊓⊔
We obtain another property of the atom structure which is fundamental for
our result. Recall that every canonical polymorphism f induces a behaviour
f¯ : An0 → A0.
In the next proposition we show that then f¯ is a polymorphism of O. More-
over the other direction also holds. Every g ∈ Pol(O) is the behaviour of a
canonical polymorphism of B.
Proposition 35. Let B be a normal representation of a finite A ∈ RRA. Then:
1. Let g ∈ Pol(B)(n) be canonical and let g : An0 → A0 be its behaviour. Then
g ∈ Pol(O)(n).
2. Let f ∈ Pol(O)(n). Then there exists a canonical g ∈ Pol(B)(n) whose be-
haviour equals f .
Proof. For (1): Let g ∈ Pol(B)(n) be canonical and let c1, . . . , cn ∈ HO. Then
by the definition of HO there exist tuples x1, . . . , xn ∈ B3 such that for all
i ∈ {1, . . . , n} we have
ci1
B
(xi1, x
i
2), c
i
2
B
(xi2, x
i
3), and c
i
3
B
(xi1, x
i
3).
We apply the canonical polymorphism g and get y := g(x1, . . . , xn) ∈ B3.
Then there exists an allowed triple (d1, d2, d3) ∈ A30 such that
dB1 (y1, y2), d
B
2 (y2, y3), and d
B
3 (y1, y3).
We have that d = (d1, d2, d3) ∈ HO and by the definition of the behaviour
of a canonical function we get g(c1, . . . , cn) = d. The other relations in O are
preserved trivially and therefore g ∈ Pol(O)(n) .
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For (2): Since B is fully-universal and homogeneous it follows by a stan-
dard compactness argument (see e.g. Lemma 2 in [7]) that every countable A0-
structure which does not embed a forbidden triple and is square has an homo-
morphism to B. It is therefore enough to show that every operation h : Bn → B
with behaviour f does not induce a forbidden triple in the image. Assume for
contradiction that there exist tuples x1, . . . , xn ∈ B3 such that the application
of a canonical function with behaviour f on x1, . . . , xn would give a tuple y ∈ B3
with d = (d1, d2, d3) ∈ A30 such that
dB1 (y1, y2), d
B
2 (y2, y3), and d
B
3 (y1, y3)
where d is a forbidden triple. This contradicts the assumption that f preserves
HO. ⊓⊔
Recall from Proposition 20 that polymorphisms of B are edge-conservative.
Note that this implies that polymorphisms of O are conservative. In fact, The-
orem 15 and the previous proposition imply the following.
Proposition 36. If Pol(B) contains a canonical polymorphism s such that its
behaviour s is a Siggers operation in Pol(O) then CSP(B) is polynomial-time
solvable.
We demonstrate how this result can be used to prove polynomial-time tractabil-
ity of NSP(A) for a symmetric, integral A ∈ RRA with a flexible atom.
Example 37 (Polynomial-time tractability of relation algebra #18, see [23], see
also Section 8.4 in [16]). We consider the following function s¯ : {Id, a, b}6 →
{Id, a, b}.
s¯(x1, . . . , x6) :=


a if a ∈ {x1, . . . , x6},
b if b ∈ {x1, . . . , x6} and a 6∈ {x1, . . . , x6},
Id otherwise.
LetR′ be the normal representation of the relation algebra #18 given in Example
30. Note that s¯ is the behaviour of an injective, canonical polymorphism of R.
The injectivity follows from the last line of the definition; if s¯(x1, . . . , x6) = Id
then {x1, . . . , x6} = {Id}. Therefore s¯ preserves all allowed triples, since in the
relation algebra #18 the only forbidden triples involve Id. One can check that s¯
is a Siggers operation and therefore we get by Proposition 36 that NSP(#18) is
polynomial-time solvable.
Example 38. Consider the construction of relation algebras with flexible atom
from Example 32. It is easy to see that NSP(A) for a finite integral A ∈ RRA
has a polynomial-time reduction to NSP(A′) where A′ is the relation algebra
with a flexible atom, that is constructed in Example 32. We get as a consequence
that if the normal representation of A′ satisfies the condition of Proposition 36
then NSP(A) is polynomial time solvable.
Theorem 15 has another important consequence.
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Theorem 39. If Pol(O) does not have a Siggers operation then there exist ele-
ments a1, a2 ∈ A0 such that the restriction of every operation from Pol(O)(n) to
{a1, a2}
n is a projection.
5 The Independence Lemma
This section introduces a key method of our analysis. The “independence lemma”
transfers the absence of a special partially canonical polymorphism into the
existence of certain relations of arity 4 that are primitively positively definable
in B. These relations will later help us to prove the NP-hardness of CSP(B). A
lemma of a similar type appeared for example as Lemma 42 in [15].
Definition 40. Let B be a relational structure. A set O ⊂ Bn is called an n-
orbit of Aut(B) if O is preserved by all α ∈ Aut(B) and for all x, y ∈ O there
exists α ∈ Aut(B) such that α(x) = y.
Lemma 41. Let B be a homogeneous structure with finite relational signature.
Let a and b be 2-orbits of Aut(B) such that a, b, and (a ∪ b) are primitively
positively definable in B. Then the following are equivalent:
1. B has an {a, b}-canonical polymorphism g that is {a, b}-symmetric with
g(a, b) = g(b, a) = a.
2. For every primitive positive formula ϕ such that ϕ∧a(x1, x2)∧ b(y1, y2) and
ϕ ∧ b(x1, x2) ∧ a(y1, y2) are satisfiable over B, the formula ϕ ∧ a(x1, x2) ∧
a(y1, y2) is also satisfiable over B.
3. For every finite F ⊂ B2 there exists a homomorphism hF from the sub-
structure of B2 induced by F to B that is {a, b}-canonical with hF (a, b) =
hF (b, a) = a.
Proof. The implication from (1) to (2) follows directly by applying the symmetric
polymorphisms on tuples from the relation defined by ϕ.
For the implication from (2) to (3) let F be a finite set in B2. Without
loss of generality we may assume that F is of the form {e1, . . . , en} for a large
enough n ∈ N. To construct hF consider the formula ϕ0 with variables xi,j for
1 ≤ i, j ≤ n that is the conjunction of all atomic formulas R(xi1,j1 , . . . , xik,jk)
such that R(ei1 , . . . , eik) and R(ej1 , . . . , ejk) hold in B. Note that this formula
states exactly which relations hold on F as a substructure of B2. Let P be the
set of pairs ((i1, i2), (j1, j2)) such that
(a ∪ b)(ei1 , ei2)
and (a ∪ b(ej1 , ej2)
and (a(ei1 , ei2) ∨ a(ej1 , ej2)).
and (b(ei1 , ei2) ∨ b(ej1 , ej2)).
If we show that the formula
ψ := ϕ0 ∧
∧
((i1,i2),(j1,j2))∈P
a(xi1,j1 , xi2,j2)
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is satisfiable by an assignment s, we get the claimed homomorphisms by set-
ting h(ei, ej) := s(xi,j). We prove the satisfiability of ψ by induction over
the size of subsets I of P . For the inductive beginning consider an element
((i1, i2), (j1, j2)) ∈ P . Without loss of generality we have that a(i1, i2) holds.
Therefore the assignment s(xi,j) := ei witnesses satisfiability of the formula
ϕ0 ∧ a(xi1,j1 , xi2,j2). For the inductive step let I ⊂ P be of size m and assume
that the statement is true for subsets of size m− 1. Let p1 = ((u1, u2), (v1, v2))
and p2 = ((u
′
1, u
′
2), (v
′
1, v
′
2)) be two elements from I. We define the following
formula
ψ0 := ϕ0 ∧
∧
((i1,i2),(j1,j2))∈I\{p1,p2}
a(xi1,j1 , xi2,j2).
Then by the inductive assumption the formulas ψ0 ∧ a(xu1,v1 , xu2,v2) and ψ0 ∧
a(xu′
1
,v′
1
, xu′
2
,v′
2
) are satisfiable. The assumptions on the elements in P give us
that also ψ0 ∧ a(xu1,v1 , xu2,v2) ∧ b(xu′1,v′1 , xu′2,v′2) and ψ0 ∧ b(xu1,v1 , xu2,v2) ∧
a(xu′
1
,v′
1
, xu′
2
,v′
2
) are satisfiable; since a ∪ b is a primitive positive definable re-
lation we are done otherwise. But then we can apply the assumption of (2) and
get that also ψ0 ∧ a(xu1,v1 , xu2,v2) ∧ a(xu′1,v′1 , xu′2,v′2) is satisfiable, which proves
the inductive step.
The direction from (3) to (1) is a standard application of Ko¨nig’s tree lemma.
For a reference see for example Lemma 42 in [15]. ⊓⊔
6 Binary Injections
We give in this section a proof of the following proposition.
Proposition 42. Let B be a normal representation of a finite, symmetric, in-
tegral A ∈ RRA with a flexible atom s. If B does not have a binary injective
polymorphism, then HSPfin({Pol(B)}) contains a 2-element algebra where all
operations are projections. Therefore, CSP(B) is NP-complete.
Note that an injective polymorphism of B is {a, Id}-canonical, and even
{a, Id}-symmetric for all atoms a ∈ A0 since polymorphisms of a normal repre-
sentation are edge-conservative.
We first apply the independence lemma on the pair {s, Id} of atoms where s
is the flexible atom and analyze the situation when no {s, Id}-symmetric poly-
morphism exists. The outcome is that this is sufficient for the NP-hardness.
We will see in Lemma 47 that in order to prove Proposition 42 this is enough,
since the absence of a binary injective polymorphism implies the absence of an
{s, Id}-symmetric polymorphism.
Lemma 43. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA with a flexible atom s. Let ψ be the formula
ψ(x1, x2, y1, y2) := Id(x1, y1) ∧ Id(x1, y2) ∧ Id(x2, y1) ∧ Id(x2, y2).
Let ϕ be a primitive positive formula such that ϕ ∧ s(x1, x2) ∧ Id(y1, y2) and
ϕ ∧ Id(x1, x2) ∧ s(y1, y2) are satisfiable over B, but the formula ϕ ∧ s(x1, x2) ∧
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s(y1, y2) is not satisfiable over B. Then there exists a primitive positive formula
ϕ′ such that
ϕ′ ∧ ψ(x1, x2, x3, x4) ∧ s(x1, x2) ∧ Id(y1, y2)
and ϕ′ ∧ ψ(x1, x2, x3, x4) ∧ Id(x1, x2) ∧ s(y1, y2)
are satisfiable over B and the formula ϕ ∧ s(x1, x2) ∧ s(y1, y2) is not satisfiable
over B (we denote this property with ⋆).
Proof. Let RId be the ternary relation defined by the formula
σ(x1, x2, x3) := (s ∪ Id)(x1, x2) ∧ (s ∪ Id)(x2, x3) ∧ s(x1, x2).
For this formula it holds that σ ∧ s(x1, x2) ∧ Id(x2, x3) and σ ∧ Id(x1, x2) ∧
s(x2, x3) are satisfiable, but the formula σ ∧ Id(x1, x2)∧ Id(x2, x3) is not satisfi-
able.
Assuming the statement of the lemma does not hold for ϕ we consider the
following cases. Without loss of generality we may assume that ϕ ∧ s(x1, x2) ∧
Id(y1, y2)∧Id(x2, y1) holds. Otherwise, we may change the roles of some variables.
1. ϕ ∧ Id(x1, x2) ∧ s(y1, y2) ∧ Id(x2, y1) is satisfiable.
2. ϕ ∧ Id(x1, x2) ∧ s(y1, y2) ∧ c(x2, y1) ∧ b(x1, y4) is satisfiable for atoms c, b ∈
A0 \ {s}.
3. ϕ ∧ Id(x1, x2) ∧ s(y1, y2) ∧ Id(x1, y2) is satisfiable.
We prove the statement for these cases.
Case 1: LetRs be the ternary relation defined by σ
′(x1, x2, y2) := ϕ(x1, x2, x2, y2).
Then σ′∧s(x1, x2)∧Id(x2, y2) and σ′∧Id(x1, x2)∧s(x2, y2) are satisfiable, but the
formula ψ ∧ s(x1, x2) ∧ s(x2, y2) is not satisfiable (we denote this with property
♠). Consider the following formula:
ϕ′(x1, x2, y1, y2) := ∃z : (Rs(x1, x2, yz ∧RId(x2, z, y1) ∧Rs(z, y1, y2)).
We show that ϕ has property ⋆. Consider the following substructure of B on
elements a1, a2 and a2 such that the atomic relations that hold on this structure
are
s(a1, a2), s(a2, a3), and s(a1, a3).
Then ϕ′(a1, a2, a3, a3) holds in B if we choose a2 for the variable z. Therefore
we get:
ϕ′(a1, a2, a3, a3) ∧ ψ(a1, a2, a3, a3) ∧ s(a1, a2) ∧ Id(a3, a3).
This shows the first satisfiability part of property ⋆. The other satisfiability
part holds also since we can choose the tuple (a1, a1, a2, a3) by an analogous
argument. The non-satisfiability part of ⋆ follows by the definition of ϕ′. As-
suming s(x1, x2) and s(y1, y2) hold we get by the properties of Rs that Id(x2, z)
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and Id(z, y1) hold. This contradicts the properties of RId. Therefore we finished
Case 1.
Case 2: Consider the formula
ϕ′(x1, x2, y1, y2) := ∃z1, z2, z3 : ϕ(x1, x2, z1, z2)∧RId(z1, z2, z3)∧ϕ(z2, z3, y1, y2).
We show that ϕ′ has property ⋆. Let a1, . . . , a4 ∈ B such that the following
relations hold:
s(a1, a2), s(a2, a3), c(a3, a4), s(a1, a4), s(a1, a3) and b(a2, a4).
Such a substructure clearly exists since s is a flexible atom. We claim that the
tuple (a1, a2, a4, a4) is a witness that ϕ′ satisfies the first satisfiability part of
property ⋆. To see this, choose for the existentially quantified variables z1, z2
and z3 the elements a
2, a2 and a3. It is easy to check that (a
1, a2, a2, a2) and
(a2, a3, a4, a4) satisfy ϕ and that (a2, a2, a3) ∈ RId holds. The second satisfi-
ability statement in property ⋆ follows by an analogous argument. The non-
satisfiability part is clear by the definition and the same argument as for Case 1.
Case 3: Consider the ternary relation Rs defined by
σ(x1, x2, x3) := ∃z : (ϕ(x1, x2, x3, z) ∧ Id(x2, y2) ∧ (Id∪s)(y1, y2)).
This relation and its defining formula have property ♠. Therefore the proof is
the same as in Case 1. ⊓⊔
Lemma 44. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA with a flexible atom s. If there exists no {s, Id}-symmetric polymor-
phism, then all polymorphisms are canonical on {s, Id}.
Proof. Let ψ be the following formula:
ψ(x1, x2, y1, y2) := Id(x1, y1) ∧ Id(x1, y2) ∧ Id(x2, y1) ∧ Id(x2, y2).
Let furthermore be RId the ternary relation defined by the formula
σ(x1, x2, x3) := (s ∪ Id)(x1, x2) ∧ (s ∪ Id)(x2, x3) ∧ s(x1, x2).
σ has the property that σ ∧ s(x1, x2) ∧ Id(x2, x3) and σ ∧ Id(x1, x2) ∧ s(x2, x3)
are satisfiable, but the formula σ ∧ Id(x1, x2) ∧ Id(x2, x3) is not satisfiable.
If there exist no {s, Id}-symmetric polymorphism then item (2) in Lemma
41 is not satisfied. Therefore, by Lemma 43 we can assume that there exists a
formula ϕ′ such that
ϕ′ ∧ ψ(x1, x2, x3, x4) ∧ s(x1, x2) ∧ Id(y1, y2)
and ϕ′ ∧ ψ(x1, x2, x3, x4) ∧ Id(x1, x2) ∧ s(y1, y2)
are satisfiable and the formula ϕ∧s(x1, x2)∧s(y1, y2) is not satisfiable (we denote
this property with ⋆).
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We define
ϕs(x1, x2, x3, x4) :=ϕ
′(x1, x2, x3, x4) ∧ ψ(x1, x2, x3, x4)
∧ (s ∪ Id)(x1, x2) ∧ (s ∪ Id)(x3, x4).
Now we define the 4-ary relation R as follows:
δ(x1, x2, x3, x4) :=s(x1, x3) ∧ s(x1, x4) ∧ s(x2, x3) ∧ s(x2, x4)
∧ ∃y1, y2, y3 : (ϕs(x1, x2, y1, y2) ∧RId(y1, y2, y3)
∧ ϕs(y2, y3, x3, x4))
∧ ∃z1, z2 : (RId(x1, x2, z1) ∧ ϕs(x2, z1, z2, x3)
∧RId(z2, x3, x4))
The formulas δ ∧ s(x1, x2) ∧ Id(x3, x4) and δ ∧ Id(x1, x2) ∧ s(x3, x4) are sat-
isfiable. To see this note that we have free amalgamation (with respect to the
flexible atom) in the structure B; we can clue tuples that satisfy ϕs with tuples
from relation RId and fill all missing edges with the flexible atom s. This is pos-
sible since we ensured with ψ that the relevant entries of these tuples are not
equal.
A second observation is the following:
u ∈ R⇒ (s(u1, u2) ∧ Id(u3, u4)) ∨ (Id(u1, u2) ∧ s(u3, u4))
This is because of the second and third line in the defining formula. Assume that
for u ∈ R the formula s(u1, u2)∧ s(u3, u4) holds. Then there exist y1, y2, y3 such
that ϕs(x1, x2y1, y2) ∧ ϕs(y2, y3, x3, x4) holds. But this is by ⋆ only possible if
Id(y1, y2) ∧ Id(y2, y3) holds. This is a contradiction since RId(y1, y2, y3) holds.
The same argument works for proving that ¬(Id(u1, u2) ∧ Id(u3, u4)) holds.
Let Es,Id be the 4-ary relation defined as
(a1, . . . , a4) ∈ Es,Id :⇔ (s ∪ Id)(a1, a2) ∧ (s ∪ Id)(a3, a4) ∧ (s(a1, a2)⇔ s(a3, a4))
We finally use R to get a primitive positive definition of Es,Id.
(a1, . . . , a4) ∈ Es,Id ⇔ ∃y1, y2 : (R(a1, a2, y1, y2) ∧R(y1, y2, a3, a4))
This definition works since for elements in R the free predicate s holds between all
its entries whenever the predicate Id does not hold. The same free amalgamation
argument as before proves the claim.
Since we found a primitive positive definition for the relation EId,s, we know
that all polymorphisms of B have to preserve this relation. But this is by the
definition of EId,s nothing else than saying that all polymorphisms are {Id, s}-
canonical. ⊓⊔
Lemma 45. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA with a flexible atom s. Let a 6≤ Id be an atom such that all polymor-
phisms of B are {a, Id}-canonical. Then either there exists an {a, Id}-symmetric
polymorphism or all polymorphisms are a projection on {a, Id}.
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Proof. The polymorphisms of B induce an idempotent operation clone on the
set {a, Id}. Assume this clone does not contain projections only. Since we know
then that one of the cases in Theorem 13 applies we make a case distinction.
Case 1: Assume there exists a polymorphism f of B that induces a majority
operation on {a, Id}. Then consider tuples x, y, z ∈ B3 such that
(Id, Id, a)(x, y), (Id, a, Id)(y, z), and (Id, a, a)(x, z).
If we apply f on these tuples we get on f(x), f(y) and f(z) a substructure
that contains a forbidden triple. Therefore, f cannot be a majority operation on
{a, Id}.
Case 2: Assume there exists a polymorphism f of B that induces a minority
operation on {a, Id}. Then consider tuples x, y, z ∈ B3 such that
(Id, a, a)(x, y), (a, a, Id)(y, z), and (a, s, a)(x, z).
Note that such tuples exist since s is a flexible atom. If we apply f on these tuples
we get on f(x), f(y) and f(z) a substructure that contains a forbidden triple.
By the minority operation we get Id(f(x), f(y)) and Id(f(y), f(z)), but since
f is an edge-conservative polymorphism, we also have [a ∪ s](f(x), f(z)). This
is a contradiction and therefore f can not be a minority operation on {a, Id}.
Therefore, item (1) or (2) in Theorem 13 hold. A polymorphism that induces
one of these two operations from (1) or (2) in Theorem 13 on the set {a, Id} is
by definition an {a, Id}-symmetric polymorphism. This proves the lemma. ⊓⊔
Lemma 46. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA with a flexible atom s. Let a 6≤ Id be an atom and f an {a, Id}-
canonical polymorphism of B such that f is {a, Id}-symmetric. Then f¯(a, Id) =
a = f¯(Id, a) holds.
Proof. The other possibility is f¯(a, Id) = Id = f¯(Id, a), which is not possible
since tuples x, y, z ∈ B2 with
(a, Id)(x, y), (Id, a)(y, z), and (a, a)(x, z)
would give a forbidden triple on the induced substructure of f(x), f(y) and f(z).
⊓⊔
Lemma 47. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA with a flexible atom s. If B does not have a binary injective polymor-
phism then B does not have a {s, Id}-symmetric polymorphism.
Proof. Assume for contradiction that B has an {s, Id}-symmetric polymorphism
f . By Lemma 46 the only possibility is that f¯(s, Id) = s = f¯(Id, s) holds. Let
a ∈ A0 be an arbitrary atom and let x, y ∈ B
2 such that Id(x1, y1) and a(x2, y2)
hold. We can choose z ∈ B2 such that (Id, s)(z, x) and (Id, a)(z, y) hold. By
the assumption on f we get s(f(z), f(x)). This implies also that a(f(x), f(y))
holds, since otherwise we would induce a forbidden substructure. Since we chose
a and x and y arbitrary and by an analogous argument for the change of the
coordinates we get that f is {a, Id}-symmetric with f¯(a, Id) = a = f¯(Id, a) for
all a ∈ A0. This means that f is injective, which contradicts the assumption. ⊓⊔
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Now we are able to prove the main result of this section.
Proof (of Proposition 42). Since B is finitely bounded CSP(B) is in NP. As-
sume that B has no injective binary polymorphism. Then Lemma 47 implies
that there exists no {s, Id}-symmetric polymorphism and therefore by Lemma
44 all polymorphisms are {s, Id}-canonical. Lemma 45 implies then that all poly-
morphisms are Boolean projections on {s, Id}. It is easy to see that therefore
HSPfin({Pol(B)}) contains a 2-element algebra where all operations are projec-
tions. This proves by Theorem 18 the NP-hardness of CSP(B). ⊓⊔
7 From Partial to Total Canonical Behaviour
We show that in some cases the existence of an {a, b}-canonical polymorphisms
implies the existence of a canonical polymorphism with the same behaviour on
{a, b}. We do this separately for binary and ternary operations and use a binary
injective polymorphism that exists by the results Section 6.
Let us remark that this part of our proof fails if the relation algebra A is
not symmetric. For every relation algebra that contains a non-symmetric atom
a normal representation would not satisfy Proposition 49 below, since the stated
behaviour is not well-defined.
Proposition 48. Let f be an injective polymorphism of B. Then there exists a
polymorphism f< of B< and an injective endomorphism e of B such that
f = e ◦ f<
as mappings from B2 to B.
Proof. Let U := f(Bn) and consider substructure U induced by B on U . There
exists a linear ordering on Bn, namely the lexicographic order given by the linear
order of B< on each coordinate.
Let U< be the expansion of U by the linear order that is induced by the lex-
icographic linear order on the preimage. This is well defined since f is injective.
By the definition of B< and a compactness argument the structure U
′ embeds
into B<. In this way we obtain a homomorphism f< from B
2
< to B<. Again
by a compactness argument also an endomorphism e with the desired properties
exists. ⊓⊔
The Binary Case For the next proposition recall Definition 40, where n-orbits
are defined. For normal representations 2-orbits are the same as the interpreta-
tions of the atoms of the relation algebra. Note that since orbits are relations,
we can consider formulas that hold for all tuples in this relation. Let B< be the
expansion of B by the generic linear order. We say that a polymorphism f ofB<
is canonical with respect to B< if f satisfies Definition 21, where the underlaying
relation algebra is the proper relation algebra induced by the binary first-order
definable relations of B<.
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Proposition 49. Let f be a binary polymorphism of B< that is canonical with
respect to B<. Then the restriction of the behaviour of f to the 2-orbits of B<
that satisfy x ≤ y induces a canonical binary polymorphism of B.
Proof. The restriction of the behaviour of f to the 2-orbits that satisfy x ≤ y
induces a function h : A20 → A0. This function is well defined since all atoms
are symmetric. We show that there exists a canonical polymorphism of B that
has this behaviour. Consider the following structure A on the domain B2. Let
x, y ∈ B2 and let a, a1, a2 ∈ A0 be atoms of A with aB1 (x1, y1) and a
B
2 (x2, y2).
Then we define that aA(x, y) holds if and only if h(a1, a2) = a.
We show in the following that this structure A has a homomorphism to B.
This is enough to prove the statement, because the composition of this homo-
morphism with the identity mapping from B2 to A is a canonical polymorphism
of B. In order to do this we show that every finite substructure of A homo-
morphically maps to B. By an standard compactness argument and since B is
homogeneous this implies the existence of a homomorphism from A to B.
Let F be a finite substructure of A and assume for contradiction that F does
not homomorphically map to B. We can view F as an atomic A-network and
sinceB is fully universal F is not closed. There must exist elements b1, b2, b3 ∈ B2
of F and atoms a1, a2, a3 ∈ A0 such that a1 6≤ a2 ◦ a3 holds in A and
aF1 (b
1, b3), aF2 (b
1, b2), and aF3 (b
2, b3).
This means that the substructure induced on the elements b1, b2, b3 by F contains
a forbidden triple.
Now we consider the substructures that are induced on b11, b
2
1, b
3
1 and b
1
2, b
2
2, b
3
2
by B. Our goal is to order these elements such that for all i, j ∈ {1, 2, 3} it holds
that
¬(bi1 < b
j
1 ∧ b
i
2 > b
j
2). (1)
If we achieve this we know that there exist elements in B< that induce isomor-
phic copies of the induced structures of the elements b11, b
2
1, b
3
1 and b
1
2, b
2
2, b
3
2 with
the additional ordering. Now the application of the polymorphism f on these el-
ements results in a structure whose A0-reduct is isomorphic to the substructure
induced by b1, b2 and b3 on F by the definition of the canonical behaviour h. This
contradicts our assumption because a polymorphism can not have a forbidden
substructure in its image.
It remains to show that we can choose orderings on the elements b11, b
2
1, b
3
1
and b12, b
2
2, b
3
2 such that 1 holds. Without loss of generality we can assume that
{b11, b
2
1, b
3
1} ∩ {b
1
2, b
2
2, b
3
2} = ∅ holds.
Now consider the following cases:
1. |{b11, b
2
1, b
3
1}| = 3 and |{b
1
2, b
2
2, b
3
2}| = 3.
We can obviously choose linear orders on both sets such that 1 holds.
2. |{b11, b
2
1, b
3
1}| = 2 and |{b
1
2, b
2
2, b
3
2}| = 3.
Assume that IdB(b11, b
2
1) holds then the possible orders are
b11 = b
2
1 < b
3
1 and b
1
2 < b
2
2 < b
3
2.
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3. |{b11, b
2
1, b
3
1}| = 2 and |{b
1
2, b
2
2, b
3
2}| = 2.
Here we have to distinguish two subcases, depending on whether or not this
case means bi = bj as tuples for different i, j ∈ {1, 2, 3}.
Assume first that IdB(b11, b
2
1) and Id
B(b12, b
2
2) hold. Then we choose as orders
b11 = b
2
1 < b
3
1 and b
1
2 = b
2
2 < b
3
2.
For the second case we can assume without loss of generality that IdB(b11, b
2
1)
and IdB(b22, b
3
2) hold. Note that otherwise we could change the role of two of
the tuples b1, b2 and b3 and get this case. The compatible order is then
b11 = b
2
1 < b
3
1 and b
1
2 < b
2
2 = b
3
2.
4. |{b11, b
2
1, b
3
1}| = 1 and |{b
1
2, b
2
2, b
3
2}| = 3.
In this case we choose the order
b11 = b
2
1 = b
3
1 and b
1
2 < b
2
2 < b
3
2.
5. |{b11, b
2
1, b
3
1}| = 1 and |{b
1
2, b
2
2, b
3
2}| = 2.
Assume that IdB(b12, b
2
2) holds and we have as an order
b11 = b
2
1 = b
3
1 and b
1
2 = b
2
2 < b
3
2.
6. |{b11, b
2
1, b
3
1}| = 1 and |{b
1
2, b
2
2, b
3
2}| = 1 For this case we trivially get
b11 = b
2
1 = b
3
1 and b
1
2 = b
2
2 = b
3
2.
Note that these are all possible cases up to the symmetry of the arguments for
both coordinates. This completes the proof of the proposition. ⊓⊔
Corollary 50. If there exists an injective polymorphism of B, then there exists
also a canonical injective polymorphism.
Proof. Without loss of generality we can assume that the injective polymorphism
is binary. By Proposition 48 we can assume that there exists also an injective
polymorphism of B<. With Theorem 23 there exists also an injective canonical
polymorphism of B<. According to Proposition 49 the restriction to the orbitals
that satisfy x ≤ y induces the behaviour of a canonical operation of B that is
also injective. ⊓⊔
Lemma 51. Let a1, a2 ∈ A0 \ {Id} be atoms. Every {a1, a2}-symmetric poly-
morphism of B is injective.
Proof. Let f be an {a1, a2}-symmetric polymorphism, with f(a1, a2) = a1 =
f(a2, a1). Assume that there exist a ∈ A0 and x, y ∈ B2 with (a, Id)(x, y) such
that Id(f(x), f(y)) holds.
Case 1: s 6∈ {a1, a2}. Since s is a flexible atom we may choose z ∈ B2 such
that (a1, a2)(z, x) and (s, a2)(z, y) hold. By choice of the polymorphism f we get
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a1(f(z), f(x)) and (s ∪ a2)(f(z), f(y)) which induces either the forbidden triple
(Id, s, a1) or the forbidden triple (Id, a2, a1) on f(x), f(y), and f(z).
Case 2: s = a1. We choose z ∈ B2 such that (a1, a2)(z, x) and (a2, a2)(z, y).
This is possible since a1 is the flexible atom. We get a1(f(z), f(x)) and
a2(f(z), f(y)) which induces again a forbidden triple on f(x), f(y), and f(z).
Case 2: s = a2. We choose z ∈ B2 such that (a1, a2)(z, x) and (a2, a2)(z, y).
This is possible sine a1 is the flexible atom. We get a1(f(z), f(x)) and
a2(f(z), f(y)) which induces again a forbidden triple on f(x), f(y), and f(z).
Since we choose the a, x, and y arbitrary this means f is {a, Id}-canonical
with f¯(a, Id) = a = f¯(Id, a) for every a ∈ A0. Therefore f is injective. ⊓⊔
Proposition 52. Let a1, a2 ∈ A0 \ {Id} be atoms. If there exists a binary
{a1, a2}-symmetric polymorphism of B, then B has also a binary canonical
{a1, a2}-symmetric polymorphism.
Proof. Let f be the binary {a1, a2}-symmetric polymorphism. By Lemma 51 we
know that f is injective and therefore by Proposition 48 it induces a polymor-
phism f< on B<. Let g be the canonization of f< that exists by Theorem 23.
The operation g can be viewed as a polymorphism of B and this polymorphism
is clearly {a1, a2}-symmetric.
Therefore the behaviour induced by the orbitals that satisfy x ≤ y is {a1, a2}-
symmetric. By Proposition 49 this behaviour is the behaviour of a canonical
polymorphism of B. ⊓⊔
The Ternary Case We denote by Polcan(B) the set of all polymorphisms of
B that are canonical.
Definition 53. Let B be a normal representation of a finite, integral, symmet-
ric A ∈ RRA with a flexible atom s. Let Polcan(B) be the clone of canonical
polymorphisms of B. We call a subset {a1, a2} ⊆ A0 an edges of Polcan(B) and
we call the elements in
Q :=
{
{a1, a2} ⊆ A0 | ∃g ∈ Pol
can(B) such that g¯ is symmetric on {a1, a2}
}
,
the red edges of Polcan(B).
The terminology of the colored edges as well as the following lemma are
from [20].
Lemma 54. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA. Let Polcan(B) be the clone of canonical polymorphisms of B. There
exists a binary canonical polymorphism s ∈ Polcan(B) that is symmetric on all
red edges and behaves on each edge that is not red like a projection. We call this
function maximal-symmetric.
Proof. For {ai, aj} ∈ Q let fai,aj be the canonical polymorphism such that its
behaviour is symmetric on {ai, aj}. We prove the lemma by a finite inductive
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argument on the size of subsets of Q. For all subsets of Q of size one, there exists
a canonical polymorphism with a behaviour that is symmetric on all elements
of this subset. Let F ⊂ Q and suppose there exist a canonical polymorphism
g with symmetric behaviour on elements from F and let {a1, a2} ∈ Q \ F . We
want to show that there exists a canonical polymorphism with a behaviour that
is symmetric on all elements from F ∪ {a1, a2}. We can assume that this does
not hold for g, otherwise we are done. Therefore and since g is edge-conservative
we have
g¯(a1, a2) 6= g¯(a2, a1) and g¯(a1, a2), g¯(a2, a1) ∈ {a1, a2}.
With this it is easy to see that the following canonical polymorphism has a
behaviour that is symmetric on all elements from F ∪ {a1, a2}
fa1,a2(g(x, y), g(y, x)).
This proves the first part of the statement. For the second part note that for
a binary canonical edge-conservative polymorphism there are only 4 possibilities
for the behaviour on a subalgebra {a1, a2}. If {a1, a2} is not a red edge every
binary canonical edge-conservative polymorphism behaves like a projection on
{a1, a2} . ⊓⊔
Definition 55. Let τ be a relational signature and let B be a τ-structure. For
n ∈ N+ the structure Bn is a τ-structure on the domain Bn. The interpretation
of the symbols from τ is as follows. Let R ∈ τ with arity l. Then the following
holds
(x1, . . . , xl) ∈ RB
n
:⇔ ∀i ∈ {1, . . . , n} : (x1i , . . . , x
l
i) ∈ R
B.
Lemma 56. Let B be a normal representation of a finite, integral, symmetric
A ∈ RRA. Let s ∈ Polcan(B) be an injective, maximal-symmetric polymorphism.
Then the function s∗ : B3 → B3 where s∗(x1, x2, x3) is defined by
(s(s(x1, x2), s(x2, x3)), s(s(x2, x3), s(x3, x1)), s(s(x3, x1), s(x1, x2)))
is a homomorphism. Moreover, for all distinct elements x, y ∈ B3 it holds that
Id
B3
(s∗(x), s∗(y)).
Note that this means that two distinct tuples in the image of s∗ have distinct
entries in each coordinate.
Proof. Let x, y ∈ B3 and suppose that aB
3
(x, y) holds for a ∈ A. By definition
of the product structure also aB(xi, yi) holds for all i ∈ {1, 2, 3}. Since s is a
polymorphism clearly aB(s∗(x)i, s
∗(y)i) holds by the definition of s
∗. Now we
use again the definition of a product structure and get aB
3
(s∗(x), s∗(y)) which
shows that s∗ is a homomorphism.
For the second part of the statement let x, y ∈ B3 distinct. Suppose that
aB1 (x1, y1), a
B
2 (x2, y2) and a
B
3 (x3, y3) hold for some a1, a2, a3 ∈ A0, where at
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least one atom is different from Id. Since s is injective we have that at least one
of the following holds:
Id
B
(s(x1, x2), s(y1, y2)) or Id
B
(s(x2, x3), s(y2, y3)).
If we apply the injectivity of s a second time we get
Id
B
(s(s(x1, x2), s(x2, x3)), s(s(y1, y2), s(y2, y3))).
By the definition of s∗ this shows that Id
B
(s∗(x)1, s
∗(y)1) holds. It is easy
to see by analogous arguments that the same is true for the other coordinates.
Therefore, the statement follows. ⊓⊔
Proposition 57. Let a1 6≤ Id and a2 6≤ Id be atoms of A such that {a1, a2} 6∈ Q.
Let m be a ternary {a1, a2}-canonical polymorphism of B. If B has an injective,
maximal-symmetric polymorphism, then there exists a canonical polymorphism
m′ with the same behaviour on {a1, a2} as m.
Proof. Let s be the injective maximal-symmetric polymorphism.With Lemma 54
we can assume that s behaves on {a1, a2} like the projection to the first coordi-
nate since {a1, a2} 6∈ Q. Let s∗ be the function defined in Lemma 56.
Claim 1:m(s∗) is injective. Let x, y ∈ B3 be two distinct elements. By Lemma
56 we know that Id
B3
(s∗(x), s∗(y)) holds. Since m is a polymorphism of B we
directly get that Id
B
(m(s∗(x)),m(s∗(y))) holds, which proves the injectivity of
m(s∗).
Claim 2: m(s∗) is {a1, a2}-canonical and behaves on {a1, a2} like m. Since s
behaves on {a1, a2} like the first projection it is easy to see that for x, y ∈ B3 with
(q1, q2, q3)(x, y) where q1, q2, q3 ∈ {a1, a2} it follows that (q1, q2, q3)(s∗(x), s∗(y))
holds. This proves the claim.
Sincem(s∗) is injective there exists by Proposition 48 a polymorphismm(s∗)<
of B<. Since B< is a Ramsey structure we can apply Theorem 23 to m(s
∗)<.
Let g be resulting polymorphism that is canonical with respect to B<. Note that
if we consider g as a polymorphism of B it behaves on {a1, a2} like m(s∗) and
therefore like m. Now we consider the induced behaviour of g on all 2-orbitals
that satisfy x < y. Since all atoms of A are symmetric and g¯ is conservative this
induces a function h : (A0 \ {Id})3 → A0 \ {Id}.
Claim 3: The partial behaviour h does not induce a forbidden substructure.
Assume there exist x, y, z ∈ B3 such that the application of a polymorphism
with behaviour h would induce a forbidden substructure. We can easily order the
elements of each coordinate of x, y, z strictly with xi < yi < zi for i ∈ {1, 2, 3}.
Note that if on some coordinate there would be the relation Id then we are out
of the domain of the behaviour h.
If we choose this such an order we can find isomorphic copies A of this
structure (with the order) in B<. If we apply the polymorphism g to this copy
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and forget the order of the structure g(A) we get an structure that is by definition
isomorphic to the forbidden substructure with which we started. This proves
Claim 3.
To finish the proof of the lemma note that s∗ induces a function f : A30 →
(A0 \{Id})3. This is because on each coordinate of its image the operation s∗ is a
composition of canonical, injective polymorphisms. The composition h◦f : A30 →
A0 is a behaviour of a canonical function of B. If h◦ f would induce a forbidden
substructure also h would induce a forbidden substructure which contradicts
Claim 3. ⊓⊔
Corollary 58. Let B be a normal representation of a finite, integral, symmet-
ric A ∈ RRA with a flexible atom such that B has an injective polymorphism.
Let a1, a2 ∈ A0 such that no {a1, a2}-symmetric polymorphism exists. Let m be
a ternary {a1, a2}-canonical polymorphism. Then there exists a canonical poly-
morphism m′ with the same behaviour on {a1, a2} as m.
Proof. By Proposition 52 there exists also no canonical {a1, a2}-symmetric poly-
morphism and therefore {a1, a2} 6∈ Q holds.
By Corollary 50 there exists an injective canonical polymorphism of B. This
polymorphism is a witness that for all a ∈ A0 \ {Id} it holds that {a, Id} ∈
Q. With Lemma 54 and Lemma 46 we get an injective, maximal symmetric
polymorphism. Now we can apply Proposition 57 and get the statement. ⊓⊔
8 The Power of the Independence Lemma
We prove in this section the following proposition. The ingredients of our proof
are the Independence Lemma 41 and the fact that A ∈ RRA has a flexible atom.
Proposition 59. Let B be a normal representation of a finite, integral, sym-
metric relation algebra with a flexible atom s. Let f be a binary injective poly-
morphism of B. Let a 6≤ Id and b 6≤ Id be two atoms such that B has no {a, b}-
symmetric polymorphism. Then all polymorphisms are canonical on {a, b}.
Proof. Let ψ be the following formula:
ψ(x1, x2, y1, y2) := Id(x1, y1) ∧ Id(x1, y2) ∧ Id(x2, y1) ∧ Id(x2, y2).
Let t be the injective, maximal symmetric polymorphism that exists by Corol-
lary 58. Note that t behaves like a projection on {a, b} since there exists no
{a, b}-symmetric polymorphism.
Claim 1: There exists a formula ϕa(x1, x2, y1, y2) such that
ϕa ∧ψ(x1, x2, y1, y2)∧a(x1, x2)∧ b(y1, y2) and ϕa ∧ψ(x1, x2, y1, y2)∧ b(x1, x2)∧
a(y1, y2) are satisfiable in B and the formula ϕa ∧ a(x1, x2) ∧ a(y1, y2) is not
satisfiable in B (we denote this property with ⋆).
And there exists a formula and ϕb(x1, x2, y1, y2) such that
ϕb ∧ψ(x1, x2, y1, y2)∧ b(x1, x2)∧ a(y1, y2) and ϕb ∧ψ(x1, x2, y1, y2)∧ a(x1, x2)∧
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b(y1, y2) are satisfiable in B and the formula ϕb ∧ b(x1, x2) ∧ b(y1, y2) is not
satisfiable in B (this is also property ⋆).
Let ϕa and ϕb be the formulas that exist by the Independence Lemma 41.
Assume property ⋆ does not hold.
Note that if we have for c ∈ {a, b}, d ∈ {a, b} \ {c} that
ϕc(x1, x2, y1, y2) ∧ c(x1, x2) ∧ d(y1, y2) ∧ Id(x2, y1) (2)
and
ϕc(x1, x2, y1, y2) ∧ d(x1, x2) ∧ c(y1, y2) ∧ Id(x2, y1) (3)
are satisfiable in B, then property ⋆ holds. To see this note that we can apply
the injective, maximal symmetric polymorphism t that behaves like a projection
on {a, b} to the tuples that witness (2) and (3) (Note that the first tuple satisfies
Id(x1, y2) and the second Id(x2, y1)). We conclude with this that for ϕc either
property ⋆ holds or
ϕc(x1, x2, y1, y2) ∧ c(x1, x2) ∧ d(y1, y2) ∧ Id(x2, y1)
and
ϕc(x1, x2, y1, y2) ∧ d(x1, x2) ∧ c(y1, y2) ∧ Id(x2, y1)
are satisfiable inB. We refer to this property with♠ and distinguish the following
different cases.
1. ϕa has property ⋆ and ϕb has property ♠.
2. ϕa has property ♠ and ϕb has property ⋆.
3. ϕa has property ♠ and ϕb has property ♠.
Case 1: Consider the following formula ϕ′b with
ϕ′b(x1, x2, y1, y2) := ∃z1, z2 : ϕb(x1, x2, x2, z1)∧ϕa(x2, z1, z2, y1)∧ϕb(z2, y1, y1, y2).
It is easy to see that the satisfiability part of property⋆ holds for ϕ′b since it
holds for ϕa and we can clue an satisfying tuple from ϕa together with satisfying
tuples from ϕb. All missing edges are filled with the flexible atom s. The non-
satisfiability part follows from the definition.
Case 2: This case is analogous to Case 1.
Case 3: Let p1, . . . , p4 ∈ A0 \ {Id} be the atoms such that
ϕa(x1, x2, y1, y2) ∧ a(x1, x2) ∧ b(y1, y2) ∧ Id(x2, y1) ∧ p1(x1, x2),
ϕa(x1, x2, y1, y2) ∧ b(x1, x2) ∧ a(y1, y2) ∧ Id(x2, y1) ∧ p2(x1, x2),
ϕb(x1, x2, y1, y2) ∧ a(x1, x2) ∧ b(y1, y2) ∧ Id(x2, y1) ∧ p3(x1, x2),
and ϕb(x1, x2, y1, y2) ∧ b(x1, x2) ∧ a(y1, y2) ∧ Id(x2, y1) ∧ p4(x1, x2)
are satisfiable in B. Consider the formula ϕ′a with
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ϕ′a(x1, x2, y1, y2) := ∃z1 :ϕa(x1, x2, x2, z1) ∧ ϕb(x2, z1, z1, y1) ∧ ϕa(z1, y1, y1, y2).
We show that ϕ′a ∧ ψ(x1, x2, y1, y2)∧ a(x1, x2)∧ b(y1, y2) is satisfiable in B. Let
u1, . . . , u5 ∈ B be such that the following atomic formulas hold:
a(u1, u2), p1(u1, u3), s(u1, u4), s(u1, u5),
b(u2, u3), p4(u2, u4), s(u2, u5),
a(u3, u4), p1(u3, u5),
b(u4, u5).
One can check that such a structure exists. If we choose for the existentially quan-
tified variable z1 in the definition the element u3 then the tuple (u1, u2, u4, u5)
satisfies the formula ϕ′a ∧ ψ(x1, x2, y1, y2) ∧ a(x1, x2) ∧ b(y1, y2). By an analo-
gous argument also ϕ′a ∧ψ(x1, x2, y1, y2)∧ b(x1, x2)∧ a(y1, y2) is satisfiable. The
non-satisfiability part of property ⋆ follows from the definition of ϕ′a. We can
do the same to prove that there exists also a formula ϕ′b that has property ⋆.
Therefore we are done with Case 3. Altogether this proves Claim 1.
Let ϕa and ϕb be the two formulas that exist by Claim 1. We define the
following formulas
ϕ′a := ϕa ∧ (a ∪ b)(x1, x2) ∧ (a ∪ b)(y1, y2)
ϕ′b := ϕb ∧ (a ∪ a)(x1, x2) ∧ (a ∪ b)(y1, y2).
Now we define the 4-ary relation R as follows:
δ(x1, x2, x3, x4) :=s(x1, x3) ∧ s(x1, x4) ∧ s(x2, x3) ∧ s(x2, x4)
∧ ∃y1, y2, y3, y4 : ϕ
′
a(x1, x2, y1, y2) ∧ ϕ
′
b(y1, y2, y3, y4)
∧ ϕ′a(y3, y4, x3, x4)
∧ ∃z1, z2, z3, z4 : ϕ
′
b(x1, x2, z1, z2) ∧ ϕ
′
a(z1, z2, z3, z4)
∧ ϕ′b(z3, z4, x3, x4).
The formulas δ∧a(x1, x2)∧b(x3 , x4) and δ∧b(x1, x2)∧a(x3 , x4) are satisfiable
in B, since we again can glue tuples that satisfy ϕ′a and ϕ
′
b in a suitable way
together. Note that this is possible since we ensured in Claim 1 that there exist
tuples that additionally satisfy ψ.
It also holds that
u ∈ R⇒ (a(u1, u2) ∧ b(u3, u4)) ∨ (b(u1, u2) ∧ a(u3, u4)).
Assume that for u ∈ R it holds that a(u1, u2) ∧ a(u3, u4). Then there ex-
ist y1, y2, y3, y4 such that ϕ
′
a(u1, u2, y1, y2) ∧ ϕ
′
a(y3, y4, x3, x4) holds. But this is
by the definition of ϕ′a only possible if b(y1, y2) and b(y3, y4) hold. This is a
contradiction to ϕ′b(y1, y2, y3, y4). The same argument works for proving that
¬(b(u1, u2) ∧ b(u3, u4)) holds.
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If the following 4-ary relation Ea,b is primitively positively definable in B
then clearly all polymorphisms are {a, b}-canonical.
(x1 . . . , x4) ∈ Ea,b :⇔ ((a ∪ b)(x1, x2) ∧ (a ∪ b)(x3, x4) ∧ a(x1, x2)⇔ a(x3, x4))
We complete this proof with the following primitive positive definition of Ea,b.
(x1 . . . , x4) ∈ Ea,b :⇔ ∃y1, y2 : (δ(x1, x2, y1, y2) ∧ δ(y1, y2, x3, x4)).
This works since a tuple u that satisfies δ also satisfies s(u1, u3) ∧ s(u1, u4) ∧
s(u2, u3)∧s(u2, u4). Therefore, we can find always witnesses for the existentially
quantified variables y1 and y2. ⊓⊔
9 Proof of the Result
We prove the main result of this paper.
Theorem 60. Let A be a finite, integral, symmetric relation algebra with a
flexible atom, and let A0 be the set of atoms of A. Then either
– there exists an operation f : A60 → A0 that preserves the allowed triples of A
and satisfies the Siggers identity
∀x, y, z ∈ A0 : f(x, x, y, y, z, z) = f(y, z, x, z, x, y);
in this case the network satisfaction problem for A is in P, or
– HSPfin({Pol(B)}) contains a 2-element algebra where all operations are pro-
jections; in this case, the network satisfaction problem for A is NP-complete.
Proof. Let B be the normal representation of A. The finitely boundedness of B
implies that CSP(B) is in NP. Let O be the atom structure of A. If Polcan(B)
contains a polymorphism that has a behaviour which satisfies the Siggers identity
the statement follows by Proposition 36.
Assume therefore that the first item in the theorem does not hold. We may as-
sume that B has a binary injective polymorphism. Otherwise, B has by Lemma
47 no {s, Id}-symmetric polymorphism and therefore all polymorphisms of B
are {s, Id}-canonical according to Lemma 44. Lemma 45 implies that all poly-
morphisms are projections on {s, Id}. This means also that the atoms s, Id ∈ A0
satisfy the second item. The NP-hardness follows by Proposition 42.
The existence of a binary injective polymorphism implies by Corollary 50 the
existence of a canonical binary injective polymorphism g.
By Theorem 39 there exist elements a1, a2 ∈ A0 such that the subalgebra
of Pol(O) on {a1, a2} contains only projections. It holds that Id 6∈ {a1, a2},
since g is a witness that Id can not be in the domain of a subalgebra that con-
tains only projections. Therefore, there exists no canonical polymorphism that
is {a1, a2}-symmetric. By Proposition 52 there exists also no {a1, a2}-symmetric
polymorphism. Since there exists a binary injective polymorphism we can ap-
ply Proposition 59 and get that all polymorphisms of B are {a1, a2}-canonical.
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The last step is to show that all polymorphisms of B behave like projections on
{a1, a2}.
Assume for contradiction that there exists a ternary, {a1, a2}-canonical poly-
morphism m that behaves on {a1, a2} like a majority or like a minority. By
Corollary 58 there exists a canonical polymorphism that is also a majority or
minority on {a1, a2} (Here we use again the existence of an injective polymor-
phism). This contradicts our assumption that Pol(O) is trivial on {a1, a2}. We
get that every polymorphism of B does not behave on {a1, a2} as an operation
from Theorem 13 and therefore must behave as a projection on {a1, a2} by The-
orem 13. Thus, HSPfin({Pol(B)}) contains a 2-element algebra whose operations
are projections and CSP(B) is NP-hard, according to Theorem 18 . ⊓⊔
The following shows how to apply our hardness result to a concreteA ∈ RRA.
Example 61 (Hardness of relation algebra #17, see [10, 12]). To prove the NP-
hardness of the NSP for the relation algebra from Example 31 we do not need
the full power of our classification result. It is enough and easier to see that
the hardness condition given in Proposition 42 applies. Let N′ be the normal
representation of the relation algebra #17 mentioned in Example 31. The struc-
ture N′ does not have a binary injective polymorphism. To see this, consider a
substructure of N′2 on elements x, y, z ∈ V 2 such that (E,=)(x, y), (=, E)(y, x),
and (E,E)(x, z) hold in N′. Assume there exists an injective binary polymor-
phism f . This means that f(E, Id) = E = f(Id, E) holds. Then we get that
E(f(x), f(y)), E(f(y), f(z)) and E(f(x), f(z) hold in N′, which is a contradic-
tion, since in N′ triangles of this form are forbidden. Therefore, Proposition 42
implies NP-hardness of NSP(#17).
10 Conclusion
We classified the computational complexity of the network satisfaction problem
for a finite symmetric A ∈ RRA with a flexible atom and obtained a P versus
NP-complete dichotomy. We gave decidable criteria for A that characterize both
the containment in P and NP-hardness. We want to mention that if we drop the
assumptions on A to be symmetric and to have a flexible atom the statement of
Theorem 1 is false. An example for this is the Point Algebra; although the NSP
of this relation algebra is in P, the first condition of Theorem 1 does not apply.
On the other hand, if we only drop the symmetry assumption we conjecture that
Theorem 1 still holds. Similarly, if we only drop the flexible atom assumption
we conjecture that the statement also remains true.
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