Sharpening and edge-enhancement filters are often applied to geophysical data that were collected with an uneven sample spacing and varying sample density. In this paper we propose an alternative methodology to the usual gridding/digital filtering processing pathway. We first fit a continuous global surface (CGS) to the data and then implicitly apply Fourier domain filtering to the entire surface. The CGS is constructed to optimize some property of the surface such as smoothness. In this paper we propose to optimize the properties of the filtered surface rather than the surface that fits the data. We demonstrate the viability of the methodology by deconvolving an airborne radiometric survey.
Introduction
In geophysics the data that are measured are often a blurred or smoothed version of the field under study. For example, airborne magnetic surveys measure the magnitude of the Earth's field 20 to 200 m above the ground surface. One often wants to analyze small scale features which can be enhanced by downward continuing the data. Another example is airborne radiometric data, where the detector cannot be focussed like a camera so that the airborne image is a blurred representation of features on the ground.
Deconvolving the above effects, along with many enhancement operations like derivative filters, can be accomplished in the Fourier domain (Blakely, 1996) . As geophysical observations tend to be unevenly spaced the data are usually first interpolated onto a regular grid, before being subjected to standard Fourier domain digital filtering. In this paper we propose a different approach, whereby a continuous global surface is first fit to the data (Billings et al., 2002a; Billings et al., 2002b) . The processing is then carried out on the whole surface, rather than just on a discretized representation.
Continuous global surfaces are an arbitrary framework for interpolation and smoothing and include methods such as thin-plate splines, tension splines, equivalent source, certain forms of kriging and sinc function interpolation. Each of these methods optimize some penalty functional J(f ) of the surface f , such as smoothness. The surfaces are parameterized by an equation of the form
where φ(x) is a fixed (typically radially symmetric) basis function, λn are a set of weights and p(x) is a sometimes optional polynomial. For interpolation the weights and polynomial coefficients are obtained by enforcing
where we are assuming there are N observations fn located at the positions xn. There are also a set of side conditions that the weights must satisfy,
where the q k are a basis for the polynomial space of appropriate degree. The weights can also be chosen so that the surface provides a smooth approximation to noisy data. Fast methods for solving large interpolation and smoothing problems and methods for evaluating them on arbitrary grids have recently been developed (Beatson and Newsam, 1992; Beatson and Newsam, 1998; Beatson et al., 2002) .
In this paper we are particularly interested in the case where the penalty functional is
This results in φ(x) being the thin-plate spline basis function x 2 log x , and the resulting f being the smoothest surface (measured in terms of its second derivatives) that fits the data.
Filtering
In geophysics most filters of interest are associated with some sort of analytic continuation or sharpening of data to either enhance certain features in the data or to remove blurring effects due to remote sensing of a field far from its sources or to the measuring instrument (Blakely, 1996) . Let f (x) be the true unknown data field which is directly sampled at points x n to give data values fn, and let fa(x) denote an approximation to f (e.g. an interpolant) constructed from these samples. Likewise let g(x) be the true unknown field that indirectly induces f , and let g a be an approximation to g. By assumption the true fields are related by the equation
where F, G are the Fourier transforms of f, g.
The usual approach to filtering involves a gridding, FFT, filtering and inverse FFT processing sequence. Our proposed methodlogy for filtering is to construct a CGS interpolant via equation (1) and then Fourier transform to this surface, giving
where Φ and P are the Fourier transforms of the basis function and polynomial. We can then apply the filter to produce a representation of Ga(u),
An inverse Fourier transformation then reveals that the fitted surface is a CGS approximation to g of the form
where the new basis function, ψ, is obtained by applying the inverse filter to the original basis function,
The function q(x) is the polynomial obtained after filtering p(x), as convolution of polynomials always produces other polynomials.
A potential problem with this approach is that little control can be exercised over the properties of the fitted surface. In particular, certain filters can cause the transformed surface, g a to be undefined. For instance, the second-vertical derivative of a potential field is equivalent to the negative curvature of a surface (−∇ 2 ). However, the curvature of a thin-plate spline is undefined at each of the nodes, xn.
One way to overcome this problem is to derive ψ from φ by the Weiner inverse filter,
where H is some appropriate approximation to H −1 such as the Weiner inverse filter
(here z denotes the complex conjugate of z) which will ensure Ψ has a well-defined transform ψ that will give a smooth approximation ga. However, we believe that a better approach is to reformulate the problem so that ga and not fa optimizes the penalty function J. Remember that we are assuming that the fn are just indirect measurements of the quantity we are really interested in, which is g.
The approach begins with selection of an appropriate optimality criterion by which to evaluate the behavior of any approximation to g, and then constructs the interpolant ga by optimizing this criterion subject to satisfying the indirect measurements. In particular we can construct a second order smoothing spline interpolant to g by solving
We can solve (12) 
(13) We have shown in Billings and Newsam (2002) that the solution to this equation is a CGS expansion
( 1 4 ) where p is a first order polynomial, the basis function ψ is defined via its Fourier transform
and the coefficients λ and c are determined by solving the linear system
K S S
The matrix K has entries Kmn = ψ(xm − xn), the m-th row of the matrix S is the vector [1, xm, ym] and f is the vector with entries fn. This is the standard form of CGS approximation (with a modified basis function) subject to the condition that the surface interpolates the data.
where the new basis functionψ = H −1 ψ now has the Fourier transformΨ
The approach can readily be extended to handle noise in the data: we simply replace (13) by
(19) where ν is a parameter that controls the trade off between data fidelity and smoothness. A little analysis (Billings and Newsam, 2002) shows the solution still has the form in Equation (14), but the coefficients are now the solution of the linear system
The trade-off parameter ν can be chosen by Generalized Cross Validation (Wahba, 1996) .
Results
We illustrate the techniques developed in this paper by attempting to deconvolve a radiometric survey collected in the Jemalong region of New South Wales, by AGSOGeoscience Australia. The data were collected approximately every 70 m along flight lines spaced 100 m apart in an aircraft flying at about 60 m elevation. Standard radiometric processing including full spectrum noise removal with NASVD were used to estimate the ground concentrations of the radioelements. We zoom in on a 2 km by 2 km section of the survey and analyze the thorium concentration. As the elevation is relatively high, the movement of the detector during the integration time has little impact on the amount of spatial blurring. Therefore, it can be ignored and the convolution filter, H(u), will be radially symmetric (Billings and Hovgaard, 1999) ; we note that H(0) = 1 as we have converted the data to ground concentrations.
The main complication in implementing the method is that the Fourier transforms of both new basis functions (Equations 15 and 18) are unbounded at the origin. To evaluate the new basis functions we therefore subtract a near origin approximation of the form,
and calculate the inverse Fourier transform, and then use analytical expressions to add back in the components that were subtracted. The first term in the above equation will return a thin-plate spline, while the second will return a tension spline with tension δ. An analogous near origin approximation is required for H(u) 2 .
We calculated a GCV fit to the data using a thin-plate spline ( Figure 1a ) and then deconvolved the surface (Figure 1b) using the Wiener filter of Equation (11). This is similar to a standard approach although we transformed the whole surface by calculating a new basis function via Equation (10). The fitted surface obtained using the new approach is shown in Figure 1c and the deconvolved surface in Figure 1d . We note that both deconvolution methods have sharpened the data although we believe that the new approach is slightly superior. The reason is that the original deconvolution method, while producing a slightly sharper image, appears to have resulted in extra amplification of noise. This can most readily be seen in the low concentration features radiating out from the central region of low concentration (the blue body in the middle of the image). Several of the features marked with an "A" on the image are basins with peaks that lie between adjacent lines. They must therefore be artifacts in the fitting/deconvolution process. Notice that they are absent in the deconvolved image obtained using the new method.
Conclusion
A new method for Fourier filtering of geophysical data was presented and found to be feasible, at least for the deconvolution of radiometric data. The next phase of work is to determine whether the methods are computationally feasible for large geophysical datasets.
