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THE NONCOMMUTATIVE CHOQUET BOUNDARY OF
PERIODIC WEIGHTED SHIFTS
MARTI´N ARGERAMI AND DOUGLAS FARENICK
Abstract. The noncommutative Choquet boundary and the C∗-envelope of
operator systems of the form Span {1, T, T ∗}, where T is a Hilbert space opera-
tor with normal-like features, are studied. Such operators include normal oper-
ators, k-normal operators, subnormal operators, and Toeplitz operators. Our
main result is the determination of the noncommutative Choquet boundary for
an operator system generated by an irreducible periodic weighted unilateral
shift operator.
1. Introduction
If Y is a compact Hausdorff space and C(Y ) is the Banach space of all continuous
complex-valued functions on Y , then the Choquet boundary of a linear subspace
F ⊂ C(Y ) that contains the constants and separates the points of Y is the subset
∂CF ⊂ Y of all y ∈ Y for which the point-mass measure δy on the Borel sets of Y
is the only Borel probability measure µ on Y for which f(y) =
∫
X f dµ for every
f ∈ F . Motivated by the use of the Choquet boundary in the analysis of spaces of
continuous complex-valued functions (as in [20], for example), W. Arveson initiated
the study of analogous objects in the setting of matricially ordered vector spaces
X of bounded linear operators acting on complex Hilbert spaces H [1, 2].
A notion that is central in Arvesons’s work and its subsequent application is
that of a boundary representation. A boundary representation for a unital operator
space X ⊂ B(H)—that is, a subspace X ⊂ B(H) with 1B(H) ∈ X—is a unital
C∗-algebra representation ρ : C∗(X )→ B(Hρ) such that
(1) ρ is irreducible and
(2) for any unital completely positive (ucp) linear map ψ : C∗(X ) → B(Hρ)
with ψ|X = ρ|X we have ψ = ρ (i.e. ρ|X has a unique completely contractive
extension to C∗(X ), namely, ρ).
If ∂CX denotes the subset of the spectrum of C
∗(X ) consisting of the unitary-
equivalence classes ρ˙ of boundary representations ρ for X , then the ideal SX ⊂
C∗(X ) defined by
SX =
⋂
ρ˙∈∂CX
kerρ ,
is called the Sˇilov ideal for X . A unital operator space X ⊂ B(H) is said to
have a noncommutative Choquet boundary if the canonical quotient homomorphism
C∗(X ) → C∗(X )/SX is a complete isometry on X , in which case the subset ∂CX
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of the spectrum of C∗(X ) is called the noncommutative Choquet boundary of X .
If X has a noncommutative Choquet boundary, then the C∗-algebra C∗(X )/SX is
called the C∗-envelope of X , which we denote by C∗e(X ). An important theorem
of Arveson [4] asserts that every separable unital operator space X ⊂ B(H) has a
noncommutative Choquet boundary.
The C∗-envelope C∗e(X ) of a unital operator space X can be viewed as the
smallest C∗-algebra that is generated by (a copy of) X ; concretely, (C∗e(X ), ι) is
a C∗-envelope for X if C∗e(X ) is a C
∗-algebra and ι : X → C∗e(X ) is a complete
isometry such that whenever φ : X → A is a complete isometry into a C∗-algebra
A, there exists an epimorphism of C∗-algebras π : C∗(φ(X )) → C∗e(X ) such that
π ◦ φ = ι. It follows easily from this definition that the C∗-envelope of X is unique
up to isomorphism of C∗-algebras.
It is not easy, in general, to determine the C∗-envelope of a given unital operator
space. There is, however, a substantial literature for the case in which X is an
operator algebra (for example, [3, 5, 10, 17]). But our focus in this paper is in the
realm of single operator theory, as we consider the smallest possible unital operator
spaces (namely, those of the form XT := Span {1, T } for some operator T ∈ B(H)).
Because completely contractive linear maps φ0 : X → B(K) of a unital operator
space X ⊂ B(H) extend to completely positive linear maps φ of the operator system
X+X ∗ via φ0(X+Y
∗) = φ0(X)+φ0(Y )
∗ [19, Proposition 2.12], X and X+X ∗ have
the same boundary representations. Therefore, we shall mainly consider operator
systems. In particular, if T ∈ B(H), then
ST = Span {1, T, T
∗}
is the operator system generated by T . Such an operator system generates a unital
C∗-algebra, namely C∗(ST ), which we sometimes denote by C∗(T ).
A linear map φ : S → T of operator systems S and T is a complete order isomor-
phism if φ is a linear isomorphism and both φ and φ−1 are completely positive. If φ
is a unital linear isomorphism, then φ is a complete order isomorphism if and only if
φ is a complete isometry [19, Proposition 13.3]. A straightforward application of the
definition of the C∗-envelope shows that every unital complete order isomorphism
φ : S → T extends to a unital C∗-algebra homomorphism π : C∗e(S)→ C
∗
e(T ).
Our primary objective is to determine ∂CST and C∗e(ST ) for irreducible periodic
weighted unilateral shift operators T . But to do so, it is useful to first consider the
case of normal operators, followed by the case of operators that display normal-like
properties. While the results on normal operators are surely known to experts,
we have not seen an explicit discussion of this case in the literature, and so we
present a self-contained treatment here, giving particular emphasis to the role of
the numerical range and spectrum in obtaining such results.
2. Preliminaries
Notation 2.1. For an operator system S ⊂ B(H), the canonical quotient homo-
morphism C∗(S)→ C∗(S)/SS is denoted by qe, and ιe = qe|S denotes the ucp map
S → C∗(S)/SS .
Note that, by definition, S has a noncommutative Choquet boundary if and only
if ιe is a completely isometric embedding.
Lemma 2.2. C∗(ST⊗Mm(C)) = C∗(ST )⊗Mm(C) for every T ∈ B(H) and m ∈ N.
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Proof. We can identify ST ⊗ Mm(C) canonically with Mm(ST ), and C∗(ST ) ⊗
Mm(C) with Mm(C
∗(ST )). And so our assertion reduces to the also canonical
identification of Mm(C
∗(ST )) with C∗(Mm(ST )). 
The ideal SS is not an invariant of the operator system S, as it depends on the
concrete representation of S; still it plays a crucial role in Arveson’s theory. An
easy but key fact that motivates this significance is as follows:
Lemma 2.3. For any m ∈ N, there is a canonical isometric embedding (as C∗-
algebras)
Mm (C
∗(S)/SS)
fm
//
∏
ρ˙∈∂CS
Mm(ρ(C
∗(S)))
X +Mm(SS)
✤
//
(
ρ(m)(X)
)
ρ
Proof. We define
fm(X +Mm(SS)) =
∏
ρ˙∈∂CS
ρ(m)(X), X ∈Mm(C
∗(S)).
Note that fm is clearly linear, multiplicative, and ∗-preserving. Also,
ρ(m)(X) = 0 ∀ρ ⇐⇒ ρ(Xhk) = 0, ∀ρ, ∀h, k
⇐⇒ Xhk ∈ SS , ∀h, k
⇐⇒ X ∈Mm(SS),
which shows that fm is both well defined and one-to-one. 
We shall also compare our analysis of XT := Span {1, T } with that of the norm-
closed algebra generated by T .
Definition 2.4. For any operator T ∈ B(H), the operator algebra generated by T
is the subalgebra PT ⊂ B(H) given by the norm closure of all operators of the form
p(T ), for polynomials p ∈ C [t].
As mentioned in the Introduction, most of the focus on C∗-envelopes in the lit-
erature is on operator algebras, while here we focus on operator systems. Although
XT and PT generate the same C∗-subalgebra of B(H), they do not necessarily
have the same C∗-envelopes. Explicit examples of this occur in Example 3.4 when
|λ| ≤ 1/2, and for operators T = T ∗ with |σ(T )| ≥ 3 (see Proposition 4.3).
3. Numerical Range and Spectrum
We will see below how the numerical range W (T ) and spectrum σ(T ) of T
capture information about the boundary representations of ST . By numerical range
we mean the compact convex set
W (T ) = {φ(T ) : φ is a state on ST } ,
It is well known that the set
Ws(T ) = {〈Tξ, ξ〉 : ξ ∈ H, ‖ξ‖ = 1}
is convex and dense in W (T ).
Proposition 3.1. Let T ∈ B(H), λ ∈ C.
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(1) If λ = ρ(T ) for some ρ ∈ ∂CST , then λ ∈ σ(T ) ∩ ∂W (T ), and λ is an
extreme point of W (T ).
(2) Assume that λ ∈ σ(T ) ∩ ∂W (T ). If λ is an extreme point of W (T ) and if
the commutator [T ∗, T ] = T ∗T − TT ∗ is positive, then λ = ρ(T ) for some
ρ ∈ ∂CST .
Proof. To prove (1), note first that we have ρ(T − λ1) = 0. As ρ is unital and
multiplicative, this shows that λ ∈ σ(T ). Also, since ρ(T ) is scalar, we have that ρ
is a state on ST , and thus λ ∈W (T ). After we prove that λ is an extreme point of
W (T ), we will know that λ ∈ ∂W (T ).
Let φ = ρ|ST . Suppose that λ1, λ2 ∈ W (T ) and that λ =
1
2λ1 +
1
2λ2. As
every state on ST extends to a state on C∗(ST ) (by the Hahn–Banach Theorem
and some positivity considerations), there are states φ1 and φ2 on C
∗(ST ) such that
λj = φj(T ), j = 1, 2. Thus, the state ψ =
1
2φ1+
1
2φ2 is an extension of φ to C
∗(ST ).
Because ρ is a boundary representation for ST , ψ = ρ. That is, ρ =
1
2φ1+
1
2φ2. But
since ρ is a pure state (because it is multiplicative), we deduce that φ1 = φ2 = ρ;
hence, λ1 = λ2 = λ, which implies that λ is an extreme point of W (T ).
For the proof of (2), the hypothesis λ ∈ σ(T ) ∩ ∂W (T ) implies that there is a
homomorphism ρ : C∗(ST ) → C such that λ = ρ(T ) [1, Theorem 3.1.2]. Assume
that λ is an extreme point of W (T ) and that [T ∗, T ] = T ∗T − TT ∗ is positive. Let
φ = ρ|ST and suppose that Φ is any state on C
∗(T ) that extends φ. Via the GNS
construction, there are a Hilbert space Hπ, a representation π : C∗(ST )→ B(Hπ),
and a unit vector ξ ∈ Hπ such that Φ(A) = 〈π(A)ξ, ξ〉 for every A ∈ C∗(ST ).
In particular, λ = 〈π(T )ξ, ξ〉. Now since the numerical range of π(T ) is a subset
of the numerical range of T , λ is an extreme point of W (π(T )). Moreover, as
[π(T )∗, π(T )] = π ([T ∗, T ]) is positive, W (π(T )) coincides with the convex hull of
the spectrum of π(T ). Hence, the equation λ = 〈π(T )ξ, ξ〉 together with λ ∈
σ (π(T )) ∩ ∂W (π(T )) imply that π(T )ξ = λξ and π(T )∗ξ = λξ [16, Satz2]. Thus,
Φ is a homomorphism and agrees with ρ on the generating set ST ; hence, Φ = ρ
and so ρ is a boundary representation. 
It is interesting to contrast (1) of Proposition 3.1 with Theorem 3.1.2 of [1], which
states that if λ ∈ σ(T ) ∩ ∂W (T ), then λ = ρ(T ) for some boundary representation
ρ for PT . In this latter assertion, there is no requirement that λ be an extreme
point of W (T ), and this is one way in which we see that the operator spaces PT
and ST differ fundamentally.
In general a spectral point λ ∈ σ(T ) that also happens to be an extreme point
of W (T ) does not give rise to a boundary representation (which explains the extra
hypothesis in assertion (2) of Proposition 3.1). For example, with T =
[
0 1
0 0
]
⊕
[
1
2
]
,
the vectors ξ = e3 and η =
√
1
2 (e1 + e2) give rise to states ρ(X) = 〈Xξ, ξ〉 and
ψ(X) = 〈Xη, η〉 on C∗(T ) such that ρ(T ) = ψ(T ) = 12 ∈ extW (T )∩σ(T ); however,
ρ is a representation of C∗(T ) whereas ψ is not.
In Theorem 3.2 below, numerical range considerations allow us to completely
characterise one-dimensional boundary representations for direct sums of operators.
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Theorem 3.2. Let T =
m⊕
j=1
Tj ⊂
m⊕
j=1
B(Hj), where m ∈ N and kℓ = 1 for a fixed
ℓ. Let πℓ : C
∗(T ) → C be the irreducible representation induced by
⊕
Tj 7→ Tℓ.
Then πℓ is a boundary representation if and only if Tℓ 6∈ Conv
⋃
j 6=ℓW (Tj).
Proof. Let us denote λ = Tℓ, and πj : C
∗(T )→ B(Hj) the representation
⊕
Tj 7→
Tj.
Assume first that λ ∈ Conv
⋃
j 6=ℓW (Tj). Therefore, for each j = 1, . . . ,m
with j 6= ℓ there exists a state ψj on C∗(Tj) such that λ =
∑
j 6=ℓ αjψj(Tj) for
some convex coefficients α1, . . . , αℓ−1, αℓ+1 . . . , αm. Define a state ψ on C
∗(T ) by
ψ =
∑
j 6=ℓ αjψj ◦πj . Because ψ(T ) = λ, we obtain ψ|ST = πℓ|ST . Now choose some
j with αj 6= 0. Then ψ(1j) ≥ αjψj(1j) = αj > 0. But, as j 6= ℓ, πℓ(1j) = 0; thus,
πℓ|ST admits a ucp extension from ST to C
∗(ST ) other than πℓ, and so πℓ is not a
boundary representation for ST .
Conversely, assume that λ 6∈ Conv
⋃
j 6=ℓW (Tj). Choose any state φ on C
∗(ST )
for which φ|ST = πℓ|ST ; that is, φ is a state such that φ(T ) = λ. The numerical
range W (T ) of T is the convex hull of the numerical ranges W (T1), . . . ,W (Tm).
As W (Tℓ) = {λ} and λ is not in the convex hull of the other numerical ranges we
have that W (T ) is the convex set generated by the convex set Conv
⋃
j 6=ℓW (Tj)
and the external point λ; so λ is a point of nondifferentiability on the boundary of
W (T ). By the GNS decomposition, there are a Hilbert space Hϑ, a representation
ϑ : C∗(ST ) → B(Hϑ), and a unit vector ξ ∈ Hϑ such that φ(A) = 〈ϑ(A)ξ, ξ〉 for
every A ∈ C∗(ST ). In particular, λ = 〈ϑ(T )ξ, ξ〉. Because the numerical range of
ϑ(T ) is a subset of the numerical range of T , λ is also a point of nondifferentiability
on the boundary of W (ϑ(T )); therefore, λ is necessarily an eigenvalue of ϑ(T )
([11, Theorem 1]). Moreover, because this eigenvalue λ lies on the boundary of
the numerical range of ϑ(T ), the equation λ = 〈ϑ(T )ξ, ξ〉 implies that ϑ(T )ξ = λξ
and ϑ(T )∗ξ = λξ [16, Satz 1,2]. That is, φ is a homomorphism and it agrees
with πℓ on ST ; hence, φ = πℓ on C
∗(ST ), which proves that πℓ is a boundary
representation. 
Remark 3.3. A characterisation of boundary representations of higher order ap-
pears in Theorem 5.4. The implications of Theorems 3.2 and 5.4 to direct sums of
operators and to Jordan operators in particular will be explored in a further article.
Example 3.4. For each λ ∈ C, let Tλ ∈M3(C) be given by
Tλ =

 0 1 00 0 0
0 0 λ

 .
Then
C∗e(STλ) =
{
M2(C) if |λ| ≤ 1/2
M2(C)⊕ C if |λ| > 1/2
}
.
Proof. The C∗-algebra generated by STλ is M2(C) ⊕ C. Let π : C
∗(STλ) → C
be the map that sends each X ∈ C∗(STλ) to its (3,3)-entry. Thus, π is an irre-
ducible representation of C∗(STλ) on the 1-dimensional Hilbert space C. Another
irreducible representation of C∗(STλ) is the map ρ : C
∗(STλ) → M2(C) given by
ρ(X) = V ∗XV , where V =

 1 00 1
0 0

. Up to unitary equivalence, π and ρ are
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the only irreducible representations of C∗(STλ), and so at least one of these two
must be a boundary representation. In fact, regardless of the choice of λ, ρ is al-
ways a boundary representation, for it were not, then π would necessarily be the
only boundary representation for STλ , which implies that the Sˇilov ideal would be
given by SSTλ = kerπ = M2(C) ⊕ {0}; but if this were true, then the quotient
C∗(STλ)/SSTλ would be the 1-dimensional algebra C, which would not contain a
copy of the 3-dimensional operator system STλ . Hence, ρ is a boundary representa-
tion and the only question to resolve is: for which λ is π a boundary representation?
To answer this, it is enough to use Theorem 3.2 and to note that the numerical
range of
[
0 1
0 0
]
is the closed disc of radius 1/2 centred at the origin. 
4. Normal Operators and Operators with Normal W -Dilations
If T is a normal operator, then C∗(T ) is abelian; hence, so is C∗e(ST ), as it is
the image through an epimorphism of C∗(T ). We will analyse more carefully which
abelian C∗-algebras arise in such cases, and we will show that certain non-normal
T have abelian C∗-envelopes (even though in these cases C∗(T ) is non-abelian).
It is well known that positive maps need not be completely positive, but there
is a useful “automatic complete positivity” result that we will make use of.
Proposition 4.1. ([19, Theorem 3.9]) If φ : S → T is a positive linear map of
operator systems, and if T is an operator subsystem T ⊂ A of an abelian C∗-algebra
A, then φ is completely positive.
A function system on a compact Hausdorff space Ω is a subset F ⊆ C(Ω) such
that: (i) F is a vector space over C, closed in the topology of C(Ω); (ii) f∗ ∈ F ,
for all f ∈ F ; (iii) 1 ∈ F (the constant function x 7→ 1); and (iv) F separates
the points of K. By the Stone–Weierstrass Theorem, the C∗-subalgebra of C(Ω)
generated by F is precisely C(Ω) itself.
A boundary for F is a closed subset Ω0 ⊆ Ω such that for every f ∈ F there is a
t0 ∈ Ω0 such that ‖f‖ = |f(t0)|. By a theorem of Sˇilov, there is a smallest compact
subset ∂SF of Ω that is contained in every boundary of F and is itself a boundary
of F . The set ∂SF is known classically as the Sˇilov boundary of F . In the language
of C∗-envelopes, Sˇilov’s theorem takes the following form:
Theorem 4.2. (Sˇilov) If F is a function system on Ω, then C∗e(F) = C(∂SF).
While for general normal operators there is a great variety of possible operator
systems and C∗-envelopes, the case of selfadjoint operators is totally rigid:
Proposition 4.3. If T = T ∗, then C∗e(ST ) = C⊕ C.
Proof. One can deduce the conclusion from Proposition 3.1 and the fact that the
numerical range of T is a line segment (and thus has exactly two extreme points),
but we feel the following direct proof is more instructive.
As C∗(T ) ≃ C(σ(T )) as C∗-algebras, this isomorphism restricts to a complete
isometry on ST . So C∗e(ST ) = C
∗
e(Sz), where z is the function z : t 7→ t in C(σ(T )).
So we want to identify the boundary representations of Sz in C(σ(T )). Since
C(σ(T )) is an abelian C∗-algebra, each of its irreducible representation is one-
dimensional, i.e. a character, and it is given by point evaluation.
THE NONCOMMUTATIVE CHOQUET BOUNDARY OF PERIODIC WEIGHTED SHIFTS 7
As σ(T ) is a compact subset of R, it has a minimum and a maximum, say t0
and t1, and every point in σ(T ) is a convex combination of t0 and t1. Given any
t ∈ σ(t) with t0 < t < t1, there exists α ∈ (0, 1) with t = αt0 + (1 − α)t1. The
irreducible representation associated with t is the map πt : f 7→ f(t) in C(σ(T )).
Now consider the state ψ : f 7→ αf(t0) + (1− α)f(t1) on C(σ(T )). By considering
some f ∈ C(σ(T )) with f(t0) = 1, f(t) = 0, we see that πt 6= ψ. But πt and ψ
agree on Sz; indeed,: if f = β + γz,
ψ(f) = α(β + γt0) + (1− α)(β + γt1) = β + γ(αt0 + (1− α)t1) = β + γt = πt(f).
So πt|Sz admits an extension other than πt (provided that t 6= t0, t1), which shows
that πt is not a boundary representation for Sz.
The only remaining candidates for boundary representations are πt0 and πt1 .
Both must be boundary representations because the C∗-envelope necessarily con-
tains a copy of ST and so it has dimension at least 2. By Lemma 2.3, we conclude
that C∗e(Sz) = C⊕ C. 
Corollary 4.4. All two-dimensional operator systems are isomorphic.
Proof. It is easy to see that a two-dimensional operator system has a selfadjoint
generator T . By Proposition 4.3, C∗e(ST ) = C
2. This implies that there exists a
unital complete isometry ψ : ST → C2. The image of ψ is two-dimensional, so ψ is
onto, and then ST ≃ C2 as operator systems. 
Definition 4.5. Assume that N ∈ B(H) is a normal operator. The function system
associated with N is the operator subsystem FN ⊂ C(σ(N)) defined by
FN = Span {1,Γ(N),Γ(N)} ,
where Γ : C∗(N)→ C(σ(N)) is the Gelfand transform.
Proposition 4.6. If N ∈ B(H) is normal, then C∗e(SN ) = C(∂SFN ).
Proof. Note that C∗(SN ) = C∗(N). The Gelfand transform Γ : C∗(N)→ C(σ(N))
is an isomorphism of C∗-algebras and so the restriction of Γ to SN is a unital
completely isometric linear map of SN onto the operator subsystem FN ⊂ C(σ(N)).
Thus, Γ|SN is a complete order isomorphism and, hence, C
∗
e(SN ) = C
∗
e(FN) =
C(∂SFN ). 
Corollary 4.7. If U is a unitary operator, then C∗e(SU ) = C(σ(U)).
Proof. By definition, the Sˇilov boundary of the function system FU is a compact
subset of σ(U). Therefore, Proposition 4.6 shows that we need only prove the
inclusion σ(U) ⊂ ∂SFU . To this end, select λ ∈ σ(U) and consider the function
fλ ∈ FU defined by
fλ(µ) = µ+ λ , µ ∈ σ(U) .
For any z ∈ T, |fλ(z)| is the Euclidean distance between z and −λ, and so the
maximum modulus of fλ on T is attained at λ and |fλ(λ)| > |fλ(µ)| for every
µ ∈ σ(U) \ {λ}. Hence, λ ∈ ∂SFU . 
Corollary 4.8. If U is a unitary operator with σ(U) = T, then C∗e(SU ) = C(T).
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There are many operators that behave like normals when one is considering only
their numerical range and spectrum. The following definition is meant to capture
such a situation.
Definition 4.9. An operator T ∈ B(H) has a normal W -dilation if there is a
Hilbert space K containing H as a subspace and a normal operator N ∈ B(K) such
that:
(1) N is a dilation of T (that is, T = PHN |H, where PH ∈ B(K) is the projec-
tion of K onto H), and
(2) W (T ) =W (N).
The class of operators with normal W -dilations includes all Toeplitz operators
on the Hardy space H2(T) and all subnormal operators [15].
Proposition 4.10. If N is a normal W -dilation of T , then SN and ST are com-
pletely order isomorphic.
Proof. Assume thatK ⊃ H and thatN ∈ B(K) is a normalW -dilation of T ∈ B(H).
Define ψ : SN → ST by ψ(R) = PHR|H, which is a ucp map that sends N to T .
Now define a linear map φ : ST → SN by
φ (α1 + βT + γT ∗) = α1 + βN + γN∗ , for all α, β, γ ∈ C .
As a linear transformation, φ = ψ−1. Thus, it remains to prove that φ is completely
positive. First note that the hypothesis W (T ) = W (N) implies that, for R ∈ ST ,
φ(R) is positive if and only if R is positive. Hence, φ is a positive linear map.
The range of φ is SN , which is an operator subsystem of the C∗-algebra C∗(N).
Because the C∗-algebra C∗(N) is abelian, all positive linear maps into C∗(N) are
completely positive (Proposition 4.1). In particular, φ = ψ−1 must be completely
positive, which is to say that ψ is a complete order isomorphism. 
Corollary 4.11. If T ∈ B(H) is a contraction such that T ⊂ σ(T ), then C∗e(ST ) =
C(T).
Proof. Every contraction has a unitary dilation [15]; explicitly, one such unitary
dilation U is given by
U =
[
T (1− TT ∗)1/2
−(1− T ∗T )1/2 T ∗
]
.
The condition T ⊂ σ(T ) implies, therefore, that W (T ) andW (U) coincide with the
closed unit disc and that σ(U) = T. Hence, Proposition 4.10 asserts that SU and
ST are completely order isomorphic, and so C∗e(ST ) = C
∗
e(SU ). Corollary 4.7 yields
C∗e(SU ) = C(T). 
Recall that an isometry V is proper if V is not unitary.
Corollary 4.12. If V is a proper isometry, then C∗e(SV ) = C(T).
Proof. By the Wold Decomposition, the spectrum of a proper isometry V necessar-
ily contains T. 
As was mentioned above, for any operator T one has an epimorphism π :
C∗(T ) → C∗e(ST ). Whenever this π is not an isomorphism the Sˇilov ideal, be-
ing the kernel of π, is nontrivial; in particular, C∗(T ) cannot be simple. Using this
straightforward idea, we deduce the following fact from the results of this section:
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Corollary 4.13. Let T be an operator that is not a scalar multiple of the identity,
and such that any of the following holds:
(1) T has a normal W -dilation;
(2) T is a Toeplitz operator on H2(T);
(3) T is subnormal;
(4) T is a contraction with T ⊂ σ(T );
(5) T is a proper isometry.
Then C∗(T ) is not simple.
5. Finite-Dimensional Boundary Representations
Finite-dimensional irreducible representations of C∗(ST ) play a role similar to
that of an eigenvalue for an operator. We show in this section that such a repre-
sentation ρ is a boundary representation for ST only if ρ(T ) is an extremal element
in a certain convex set.
Definition 5.1. Let V be a complex vector space and assume that Kk ⊂Mk(V ) is
a nonempty set, for every k ∈ N. Let K = (Kk)k∈N.
(1) The sequence K is matrix convex in V if, for every k,
m∑
j=1
A∗jXjAj ∈ Kk,
whenever m ∈ N, Xj ∈ Knj , Aj ∈Mnj ,k(C), and
m∑
j=1
A∗jAj = 1 ∈Mk(C).
(2) An element X ∈ Kk is a matrix extreme point of a matrix convex set K
in V if the equation X =
m∑
j=1
A∗jXjAj , where Xj ∈ Knj , Aj ∈ Mnj,k(C)
of rank nj, and
m∑
j=1
A∗jAj = 1 ∈ Mk(C), holds only if each nj = k and
there are unitaries U1, . . . , Um ∈ Mk(C) such that Xj = U∗jXUj for all
j = 1, . . . ,m.
We shall be interested in the matricial range of an operator, which was introduced
by Arveson in [2] and which received subsequent study in, for example, [2, 6, 21].
Definition 5.2. The matricial range of an operator T ∈ B(H) is the sequence
W(T ) = (Wk(T ))k∈N of subsets Wk(T ) ⊂Mk(C) defined by
Wk(T ) = {φ(T ) : φ : ST →Mk(C) is a ucp map } .
It is well known that each Wk(T ) is compact and that W (T ) is matrix convex
in V = C. The set W1(T ) coincides with the numerical range of T .
Definition 5.3. If S and T are operator systems and φ, ψ : S → T are completely
positive linear maps such that φ − ψ is completely positive, then ψ is said to be
subordinate to φ, which is denoted by ψ ≤cp φ. If, for given φ, the only completely
positive maps ψ that are subordinate to φ are those ψ of the form ψ = t φ for some
t ∈ [0, 1] ⊂ R, then φ is said to be pure.
A completely positive linear map φ : A → B(K), where is A is a unital C∗-
algebra, is pure if and only if the representation π that arises in the minimal Stine-
spring decomposition of φ is irreducible [1, Corollary 1.4.3]. In contrast, very little
10 MARTI´N ARGERAMI AND DOUGLAS FARENICK
can be said in general about pure maps of operator systems that are not C∗-algebras,
and it is in general very difficult to identify which completely positive linear maps
of an operator system are pure. However, for operator systems of the form ST , a
ucp map φ : ST →Mk(C) is pure if and only if φ(T ) ∈ Wk(T ) is a matrix extreme
point of W(T ) [14, Theorem 5.1].
Theorem 5.4. Suppose that T ∈ B(H) and that ρ : C∗(T ) → Mk(C) is an irre-
ducible representation.
(1) If ρ is a boundary representation for ST , then ρ(T ) is a matrix extreme
point of W(T ) and ρ|ST is a pure ucp map ST →Mk(C).
(2) If C∗(T ) is k-subhomogeneous and if ρ|ST is a pure ucp map of ST →
Mk(C), then ρ is a boundary representation for ST .
Proof. Assume that ρ is a boundary representation for ST . Let Λ = ρ(T ) and
suppose that Λ =
m∑
j=1
A∗jΩjAj for Ωj ∈ Wnj (T ) and nj × k matrices Aj of rank
nj satisfying
m∑
j=1
A∗jAj = 1. As Ωj ∈ Wnj (T ), there are ucp maps φj : C
∗(T ) →
Mnj(C) such that φj(T ) = Ωj , and so the matricial state φ =
∑
j A
∗
jφjAj , whereby
X 7→
∑
j A
∗
jφj(X)Aj , is a ucp extension of ρ|ST . By hypothesis, φ must equal ρ;
hence, for each j,
A∗jφjAj ≤cp ρ .
Since ρ is an irreducible representation, it is pure as a completely positive linear
map of C∗(T ) into Mk(C) [1, Corollary 1.4.3]. Thus, there are tj ∈ [0, 1] such that
A∗jφjAj = tjρ .
Let Uj = t
−1/2
j Aj . Then evaluation at 1 ∈ C
∗(T ) gives us U∗j Uj = 1 ∈ Mk(C). So
Uj is isometric and has rank k; we knew that Aj (and so Uj) has rank nj , and we
conclude that nj = k. Then Uj ∈Mk(C) is a unitary. But U∗j φjUj = ρ implies that
Ωj = UjΛU
∗
j for each j, which shows that Λ is a matrix extreme point of W(T ).
Therefore, by [14, Theorem 5.1], ρ|ST is a pure ucp map ST →Mk(C).
Conversely, suppose that C∗(T ) is k-subhomogeneous and that ρ|ST is a pure
ucp map of ST → Mk(C). Let Cρ be the BW-compact, convex set of of all ucp
maps ψ : C∗(T ) → Mk(C) that extend ρ|ST . By the proof of [13, Theorem B],
every extreme point φ of Cρ is a pure matrix state of C
∗(T ), and so we need only
show that the only pure extension φ of ρ|ST to C
∗(T ) is φ = ρ. To this end, let
φ = v∗πv be a minimal Stinespring decomposition of φ, where π : C∗(T )→ B(Hπ)
is a representation and v : Ck → Hπ is an isometry. Because φ is pure, π is
necessarily irreducible [1, Corollary 1.4.3]. Hence, dimHπ ≤ k, as C
∗(T ) is k-
subhomogeneous. But because v is an isometry, necessarily dimHπ = k. Thus, v
is a unitary; it follows that φ = v∗πv is multiplicative; as it agrees with ρ in the
generating set ST , we get that φ = ρ. 
An operator T ∈ B(H) is k-normal if any elements X1, . . . , X2k in the von
Neumann algebra NT generated by T , satisfies∑
τ∈S2k
ǫ(τ)Xτ(1) · · ·Xτ(2k) = 0,
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where S2k denotes the group of permutations on {1, . . . , 2k} and ǫ(τ) denotes the
parity (even or odd) of a permutation τ . Because the C∗-algebra generated by a
k-normal operator is k-subhomogeneous [7], we obtain the following result:
Corollary 5.5. If T is a k-normal operator, then the following statements are
equivalent for a representation ρ : C∗(T )→Mk(C):
(1) ρ is a boundary representation for ST ;
(2) ρ(T ) is a matrix extreme point of W(T );
(3) ρ|ST is a pure ucp map.
6. Irreducible Periodic Weighted Shift Operators
In this section we present the main result (Theorem 6.5) of the paper. The
operators we consider are irreducible periodic weighted unilateral shifts on ℓ2(N);
however, it is instructive to consider first the case of unilateral weighted shifts on
finite-dimensional Hilbert spaces.
Definition 6.1. If C∗ := C \ {0} and ξ =
d∑
i=1
ξiei ∈ (C
∗)d, then the irreducible
weighted unilateral shift with weights ξ1, . . . , ξd is the operator W (ξ) on C
d+1 given
by the matrix
W (ξ) =


0 0
ξ1 0
ξ2
. . .
. . . 0
ξd 0


.
Proposition 6.2. The C∗-envelope of an irreducible weighted unilateral shift acting
on Cd+1 is Md+1(C). Furthermore, if ξ, η ∈ (C∗)d, then the operator systems SW (ξ)
and SW (η) are unitally completely order isomorphic if and only if |ξ| = |η|, where,
for ν ∈ Cd, |ν| ∈ Rd+ denotes the vector of moduli of the coordinates of ν.
Proof. If ξ ∈ (C∗)d, then the operator system SW (ξ) is irreducible and, hence,
C∗(SW (ξ)) = Md+1(C), which is simple. Therefore, the Sˇilov boundary ideal for
SW (ξ) is necessarily trivial and so C
∗
e(SW (ξ)) = C
∗(SW (ξ)) =Md+1(C).
Assume now that there is a unital complete order isomorphism φ : SW (ξ) →
SW (η). As both W (ξ) and W (η) are irreducible, φ is necessarily implemented by
an automorphism of Md+1(C) [2, Theorem 0.3]; that is, there is a unitary U such
that W (ξ) = U∗W (η)U . But W (ξ) and W (η) are unitarily similar if and only if
|ξ| = |η| (by direct computation or by applying [12, Theorem 3.2]). 
Returning to the case of irreducible p-periodic weighted unilateral shifts on ℓ2(N),
the image of any such operator in the Calkin algebra generates a p-homogeneous
C∗-algebra, and in this case Theorem 5.4 (or Corollary 5.5) could be invoked. How-
ever, Theorem 5.4 is an abstract characterisation which yields limited information
in specific cases. Therefore, this section aims to give full information about the non-
commutative Choquet boundary and the C∗-envelope of SW for irreducible periodic
weighted unilateral shifts W .
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Definition 6.3. A weighted unilateral shift operator is an operator W on ℓ2(N)
defined on the standard orthonormal basis {en : n ∈ N} of ℓ2(N) by
Wen = wnen+1 , n ∈ N,
where the weight sequence {wn}n∈N for W consists of nonnegative real numbers
with supn wn < ∞. If there is a p ∈ N such that wn+p = wn for every n ∈ N,
then W is called a periodic unilateral weighted shift of period p. If at least one of
w1, . . . , wp is not repeated in the list, we say that W is distinct.
Proposition 4.12 demonstrates that the C∗-envelope of the operator system SW
generated by a periodic unilateral weighted shift operator W of period p = 1 is the
abelian C∗-algebra C(T). To determine the C∗-envelope of an irreducible periodic
unilateral weighted shift operator of period p > 1, a notion related to matrix
convexity comes into play.
Definition 6.4. Assume that C ⊂Mk(C) is a nonempty set.
(1) C is C∗-convex if
m∑
j=1
A∗jXjAj ∈ C for every m ∈ N, X1, . . . , Xm ∈ C, and
A1, . . . , Am ∈Mk(C) satisfying
m∑
j=1
A∗jAj = 1.
(2) An element X ∈ C is a C∗-extreme point of a C∗-convex set C if the equa-
tion X =
m∑
j=1
A∗jXjAj, for X1, . . . , Xm ∈ C and invertible A1, . . . , Am ∈
Mk(C) with
m∑
j=1
A∗jAj = 1, implies that there exist unitaries U1, . . . , Um ∈
Mk(C) such that Xj = U
∗
jXUj for all j = 1, . . . ,m.
Theorem 6.5. Assume that f W ∈ B(ℓ2(N)) is an irreducible periodic distinct
unilateral weighted shift with smallest period p. Then C∗e(SW ) = C(T) ⊗Mp(C)
and SSW = K
(
ℓ2(N)
)
.
Proof. We will assume that wp 6∈ {w1, . . . , wp−1}; one such weight exists by W
being distinct; we will assume that it is wp because it simplifies the writing a little,
but the same idea can be used with any other weight. By periodicity and the fact
that ℓ2(N) ∼=
p⊕
1
ℓ2(N), we may express W as p× p matrix of operators acting on
ℓ2(N) [8, first paragraph in the proof of Theorem 2.2]:
W =


0 wpS
w11 0
w21
. . .
. . . 0
wp−11 0


,
where unspecified entries of the matrix above are zero and S ∈ B
(
ℓ2(N)
)
denotes
the unilateral shift operator. The operator system SW is an operator subsystem of
SS ⊗Mp(C).
THE NONCOMMUTATIVE CHOQUET BOUNDARY OF PERIODIC WEIGHTED SHIFTS 13
We aim to show first that C∗(W ) = C∗(SS ⊗ Mp(C)). Of course we already
have the inclusion C∗(W ) ⊂ C∗(SS ⊗ Mp(C)), and so we consider the converse
by a method suggested by the proof of [9, Proposition V.3.1]. Note that C∗(SS ⊗
Mp(C)) = C
∗(SS)⊗Mp(C). Let {Eij}
p
i,j=1 ⊂Mp(C) be the standard matrix units
for Mp(C), and let Fij = 1 ⊗ Eij ∈ C∗(S) ⊗Mp(C). Because W is irreducible,
wk > 0 for all k. Note that |W | = (W ∗W )1/2 ∈ C∗(W ) is the diagonal operator
matrix |W | =
∑p
k=1 wkFkk. Now let f ∈ C [t] be any polynomial for which f(w1) =
· · · = f(wp−1) = 0 and f(wp) = 1 (here is where we use that W is distinct); then
Fpp = f(|W |) ∈ C∗(W ).
Now for any i, j ∈ {1, . . . , p},
(W ∗)p−iFppW
p−j = αijFij ,
where αij > 0 is a product of weights wℓ. Thus, C
∗(W ) contains each of the matrix
units Fij . Moreover, S ⊗E11 =
1
wp
F1pWFp1 ∈ C∗(W ). By multiplying S ⊗E11 on
the left and right with appropriate matrix units Fij we obtain S ⊗ Eij ∈ C
∗(W )
for every i and j. Hence, SS ⊗Mp(C) ⊂ C∗(W ) and so C∗(SS ⊗Mp(C)) = C∗(W ).
Because S is a proper isometry, Proposition 4.12 states that C∗e(SS) = C(T).
Hence, there is an epimorphism π : C∗(SS)→ C(T) such that π|SS is a completely
isometric linear map that maps S to the function z ∈ C(T) given by z(eiθ) =
eiθ. Due to the fact that C(T) is abelian, it is easy to see that π = 0 when
restricted to the compact operators. Let ρ = π⊗ idMp , which is an epimorphism of
C∗(SS) ⊗Mp(C) onto C(T) ⊗Mp(C) such that ρ|SS⊗Mp(C) is a unital completely
isometric map. Therefore, ι := ρ|SW is a completely isometric embedding of SW
into C(T) ⊗Mp(C):
SW −→ C
∗(SW ) −→ C(T)⊗Mp(C) .
Under this embedding ι, W is mapped to the matrix
ι(W ) =


0 wpz
w1 0
w2
. . .
. . . 0
wp−1 0


.
Because ρ is onto, the C∗-algebra C(T) ⊗Mp(C) is generated by Sι(W ), the com-
pletely isomorphic copy of SW .
Hence, we need no longer work withW and C∗(W ), but may instead study Sι(W )
and C∗(ι(W )). In this regard, we show that the Sˇilov boundary ideal of Sι(W ) is
{0}, which implies that
C∗e(SW ) = C
∗
e(Sι(W )) = C
∗(Sι(W )) = C(T)⊗Mp(C) .
This is achieved by showing that every irreducible representation of C(T)⊗Mp(C)
is a boundary representation for Sι(W ).
To this end, observe first that the irreducible representations of C(T) ⊗Mp(C)
are determined by points λ ∈ T and are of the form
πλ : C(T) ⊗Mp(C) // Mp(C)
[fkj ]
p
k,j=1
✤
// [fkj(λ)]
p
k,j=1
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where fkj ∈ C(T). For each λ ∈ T let Ωλ ∈ Mp(C) denote the (irreducible)
matrix Ωλ = πλ(ι(W )). By [6, Theorems 3.9, 3.10], the C
∗-convex hull of the set
{Ωλ : λ ∈ T} is precisely the set Wp of all matrices of the form Φ(ι(W )), where
Φ : C(T)⊗Mp(C)→Mp(C) is an arbitrary ucp map, i.e.
Wp = {Φ(ι(W )) : Φ : C(T) ⊗Mp(C)→Mp(C) ucp }.
Because every Ωλ is irreducible, every structural element of Wp is unitarily equiv-
alent to some Ωλ, by Morenz’s Krein–Milman Theorem [18, Theorem 4.5]. Hence,
for at least one λ0 ∈ T the matrix Ωλ0 is a C
∗-extreme point of Wp. We now
show that for this particular λ0 the irreducible representation πλ0 is a boundary
representation for Sι(W ).
The BW-compact set Cλ0 of all ucp maps ψ : C(T) ⊗ Mp(C) → Mp(C) that
extend πλ0 |Sι(W ) is convex; thus, it is sufficient to show that if φ is an extreme point
of Cλ0 , then φ = πλ0 . Because C
∗-extreme points of matrix sets are also extreme
points, Ωλ0 is an extreme point of Wp. Hence, by a standard convexity argument,
the extreme point φ of Cλ0 is also an extreme point of the set of all ucp maps
ϑ : C(T)⊗Mp(C)→Mp(C). Now we write φ = V ∗πV using a minimal Stinespring
decomposition, where V is an isometry Cp → Hπ and π : C(T)⊗Mp(C)→ B(Hπ)
for some Hilbert space Hπ. By [1, Theorem 1.4.6], the subspace V Cp ⊂ Hπ is
faithful for the commutant of π(C(T) ⊗ Mp(C)). Hence, π(C(T) ⊗ Mp(C))V Cp
is dense in Hπ, and so Hπ is finite-dimensional. Thus, we can write π =
m⊕
j=1
πj
as a decomposition into a finite direct sum of irreducible (sub)representations πj ,
where Hπj ⊂ Hπ is a subspace. Then each Pj = πj(1) is a central projection in
π(C(T) ⊗Mp(C))′, and
m∑
j=1
Pj = 1 in B(Hπ).
Because the spectrum of the C∗-algebra C(T)⊗Mp(C) is T, for each j = 1, . . . ,m
there is a λj ∈ T such that πj = πλj . Therefore, we can write, for f ∈ C(T)⊗Mp(C),
φ(f) = V ∗π(f)V = V ∗

 m∑
j=1
πλj (f)Pj

V =
m∑
j=1
(PjV )
∗πλj (f)(PjV )
Note that
(1)
m∑
j=1
(PjV )
∗(PjV ) =
m∑
j=1
V ∗PjV = V
∗V = 1.
If ξ ∈ Cp is a unit vector we define, for nonzero PjV ξ, ξˆj = ‖PjV ξ‖−1PjV ξ;
otherwise we let ξˆj = 0. Then
〈Ωλ0ξ, ξ〉 = 〈φ(ι(W ))ξ, ξ〉 =
m∑
j=1
〈πλj (ι(W ))PjV ξ, PjV ξ〉
=
m∑
j=1
‖PjV ξ‖
2〈Ωλj ξˆj , ξˆj〉 .
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The equality in (1) implies that
∑m
j=1 ‖PjV ξ‖
2 = 1 (i.e. they are convex coeffi-
cients), and so we obtain
(2) W (Ωλ0) ⊂ Conv

 m⋃
j=1
W (Ωλj )

 .
If ζ, ν ∈ T are arbitrary, then the moduli of the weights in the shift matrices Ωζ and
Ων coincide; thus, Ωζ and Ων have the same numerical radius [22, Lemma 2(2)].
Hence, there is a constant r > 0 such that the numerical radius of Ωζ is r for every
ζ ∈ T. Furthermore, for any ζ ∈ T,
W (Ωζ) ∩ rT = {ω
kζ : k = 1, . . . , p} ,
where ω ∈ C is a primitive p-th root of unity [22, Proposition 3]. Thus, there
are exactly p extreme points of the numerical range of any Ωζ on the circle rT.
Hence, the only way in which the inclusion (2) can hold is if λj = λ0 for every j.
Consequently,
Ωλ0 = φ(ι(W )) =
m∑
j=1
(PjV )
∗πλ0(ι(W ))PjV =
m∑
j=1
(PjV )
∗Ωλ0PjV .
Now because Ωλ0 is an irreducible C
∗-extreme point of Wp, the expression above
for Ωλ0 holds only if there are unitaries U1, . . . , Um ∈Mp(C) and convex coefficients
tj ∈ (0, 1) such that PjV = t
1/2
j Uj [18, Corollary 1.8]. Thus,
Ωλ0 =
m∑
j=1
tjU
∗
j Ωλ0Uj .
However, every matrix is an extreme point of the convex hull of its unitary orbit
and so U∗j Ωλ0Uj = Ωλ0 for each j. As Ωλ0 is irreducible, each Uj is the identity
and so
φ =
m∑
j=1
(PjV )
∗πλPjV =
m∑
j=1
tjU
∗
j πλ0Uj =
m∑
j=1
tjπλ0 = πλ0 .
This completes the proof that πλ0 is a boundary representation for at least one
λ0 ∈ T.
Note that we have
Wp = {Φ˜(W ) : Φ˜ : C
∗(W )→Mp(C), ucp, Φ˜(K) = 0 ∀K ∈ C
∗(W ) ∩ K(H)}.
Indeed, for Φ˜ as above, using that ι is a complete isometry we can define the ucp map
Φ = Φ˜ ◦ ι−1 : Sι(W ) → Mp(C) and then extend by Arveson’s Extension Theorem
to C∗(ι(W )) = C(T) ⊗Mp(C). By construction, Φ(ι(W )) = Φ˜(W ). Conversely, if
Φ : C(T) ⊗Mp(C) → Mp(C) is ucp, we can define Φ˜ = Φ ◦ ι. As both Φ and ι
are ucp, so is Φ˜ and we can extend it using Arveson’s Extension Theorem to all of
C∗(W ). For any K ∈ C∗(W ) ∩ K(H) we have ι(K) = 0, and so by construction,
Φ˜(K) = 0.
If θ ∈ R, then eiθW is unitarily equivalent to W ; indeed, if we note that eipθS
is an isometry, then by the Wold decomposition there is a unitary V such that
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eipθS = V SV ∗ (one can write this unitary explicitly: it is the diagonal unitary in
B(ℓ2(N)) with diagonal (1, eipθ, e2ipθ, . . .)). Let U be the block-diagonal unitary
U =


V
eiθV
e2iθV
. . .
e(p−1)iθV


A straightforward computation then shows that UW = eiθWU , and so UWU∗ =
eiθW . We conclude that Wp is closed under multiplication by scalars of modulus
1.
Now select an arbitrary λ′ ∈ T. We aim to show that πλ′ is a boundary repre-
sentation. To do so, by the method of proof above applied to πλ0 it is sufficient to
show that Ωλ′ is an irreducible C
∗-extreme point of Wp. Because the weighted shift
matrix Ωλ′ differs from Ωλ0 in the (1, p)-entry only, and because |λ
′| = |λ0|, there
are a unitary U ′ ∈Mp(C) and a θ ∈ R such that eiθΩλ′ = (U ′)∗Ωλ0U
′ [22, Lemma
2(2)]. As C∗-extreme points are closed under unitary similarity and because Ωλ0 is
C∗-extremal in Wp, we deduce that e
iθΩλ′ is a C
∗-extreme point of Wp. That is,
Ωλ′ is a C
∗-extreme point of e−iθWp = Wp.
Hence, the boundary representations for SW are precisely the irreducible rep-
resentations of C∗(W ) of the form πλ ◦ π, for all λ ∈ T, which is to say that
C∗e(SW ) = C(T)⊗Mp(C) and SSW = K
(
ℓ2(N)
)
. 
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