ABSTRACT Flexible modulation schemes and smart multiple-input multiple-output techniques, as well as low-complexity detectors and preprocessors may become essential for efficiently balancing the bit error ratio performance, throughput, and complexity tradeoff for various application scenarios. Millimeter-Wave systems have a high available bandwidth and the potential to accommodate numerous antennas in a small area, which makes them an attractive candidate for future networks employing spatial modulation and spacetime shift keying (STSK). Non-Orthogonal Multiple Access (NOMA) systems are capable of achieving an increased throughput, by allowing multiple users to share the same resources at the cost of a higher transmission power, or an increased detection (preprocessing) complexity at the receiver (transmitter) of an uplink (downlink) scenario. In this paper, we propose the new concept of joint-alphabet space time shift keying. As an application scenario, we employ it in the context of the uplink of NOMA mm-Wave systems. We demonstrate with the aid of extrinsic information transfer charts that a higher capacity is achievable when compared with STSK, while retaining the attractive flexibility of STSK in terms of its diversity gain and coding rate. Finally, we conceive quantum-assisted detectors for reducing the detection complexity, while attaining a near-optimal performance, when compared with the optimal iterative maximum A posteriori probability detector.
The evident proliferation of wireless devices and the amount of data that is exchanged is expected to be further increased with the wide-spread introduction of the Internet of Things (IoT) and the availability of 4K resolution videos on laptops, tablets and mobile phones. Advanced MIMO and modulation techniques [1] , [2] , such as Spatial Modulation (SM) [3] , Space Time Shift Keying (STSK) [4] [5] [6] , or Multi-Set STSK (MS-STSK) [7] , [8] will be even more essential in the future wireless systems, where a substantially increased throughput will be required, compared to the current wireless generation. The advanced MIMO techniques will be essential in mm-Wave systems [9] [10] [11] [12] [13] , for mitigating their high path loss and shadowing losses due to their high carrier frequencies [11] . At the same time, the mm-Wave systems favor the employment of such advanced MIMO and modulation techniques, which allow us to use Multi-Functional Antenna Arrays (MFAA) [14] in a compact space. Different subgroups of antennas forming the MFAA may be used for spatial multiplexing, transmit diversity or beamforming, for supporting flexibility in the design of the transceiver at mm-Wave frequencies. Therefore, the availability of MFAAs at both the transmitter and the receiver facilitates the employment of STSK, MS-STSK, as well as of the proposed Joint Alphabet STSK (JA-STSK) and Joint Alphabet MS-STSK (JA-MS-STSK). As it will be detailed in Section III, the JA-aided MIMO schemes subsume the existing STSK techniques, equipping them with an extra design parameter, which is the varying number of antennas that may be activated at any channel use. This may facilitate the reduction of the required number of Radio Frequency (RF) chains at the transmitter, which would impose a high cost reduction in the design of a wireless communication transceiver.
B. APPLICATION SCENARIO
The currently used multiple access schemes orthogonally separate the users supported. For example, the Code Division Multiple Access (CDMA) scheme in the third generation (3G) networks separates the users by allocating a unique orthogonal spreading code to each of them, while the Orthogonal Frequency Division Multiple Access (OFDMA) scheme in the fourth generation (4G) networks achieves orthogonality between the users by allowing only a single user to transmit on a specific subcarrier. By employing NonOrthogonal Multiple Access (NOMA) systems [15] [16] [17] [18] [19] we may be able to increase the systems' achievable throughput, since more users will be supported by the system, albeit at the cost of increasing the Base Station's (BS) detection complexity. A mm-Wave system may rely on a NOMA scheme in order to support more users at the same time in dense networks, as discussed in [20] in the context of random beamforming aided mm-Wave NOMA systems.
By allowing U number of users to share the same time, frequency, space or code resources in the uplink of a NOMA system, the system's throughput may be increased by a factor of U , compared to the existing orthogonal multiple access systems. However, this is achieved at the cost of introducing multi-user interference, which requires the employment of powerful but complex multi-user detectors for attaining the required Quality of Service (QoS). Smart multiple access techniques may be introduced for minimizing the correlation amongst the different users' signals, which reduces the multi-user interference. In our contribution, as an application scenario we opt for Multi-Carrier Interleave Division Multiple Access (MC-IDMA) systems [21] [22] [23] [24] [25] [26] , where the users communicate with the BS over the same subcarriers during the same time slots, while each user is allocated a unique, user-specific interleaving sequence. MC-IDMA is quite similar to the state-of-the-art OFDMA, only distinguished by its different subcarrier allocation methodology and by invoking unique, user-specific interleaving sequences. It should be noted that the proposed JA-aided MIMO scheme is also applicable to other multiple access systems.
C. SPATIAL MODULATION
In SM [3] , [27] , [28] , the information symbols are conveyed both by the classic modulation constellations as well as by a second subchannel, where for example one out of M antennas is activated for implicitly conveying log 2 (M ) bits. Then the receiver has to determine both the specific activated transmit antenna as well as the transmitted classic symbol. VOLUME 6, 2018 The SM philosophy has two substantial benefits, namely the reduced number of RF chains, which reduces both the cost and the complexity of the MIMO system, and the reduced single-stream detection complexity [29] , [30] . However, it is widely agreed that in its original form, SM does not achieve any transmit diversity gain, hence this has to be achieved at the receiver side. Nevertheless, it was demonstrated in [3] , [31] , and [32] that the SM scheme is capable of outperforming many other MIMO arrangements. The SM structure was combined with Orthogonal Frequency Division Multiplexing (OFDM) in [33] , where the authors activated all antennas over all sub-carriers to transmit both the classic Phase Shift Keying (PSK) / Quadrature Amplitude Modulation (QAM) symbol over the selected Antenna Element (AE), as well as zeros representing the inactive AEs. Inspired by the philosophy of SM, Abu-Alhiga and Haas proposed the sub-carrier Index Modulation (IM) scheme [34] , where the OFDM sub-carriers are activated and deactivated relying on on-off keying for implicitly conveying extra information. In [35] it was shown that if a single RF chains is desired at the transmitter, then only single carrier systems may be combined with SM, since multi-carrier systems require each transmit antenna to be connected to its own RF chain.
In [36] , a Joint Alphabet (JA) design was proposed for the SM scheme, where the classic constellation and the antenna constellations were designed jointly. By choosing multiple antennas from the full set of legitimate antenna combinations, the number of legitimate combinations is increased compared to conventional SM and hence the throughput of the system is improved. This JA-SM scheme was shown to outperform the SM scheme [36] in terms of the achievable Bit Error Ratio (BER) performance.
D. SPACE-TIME SHIFT KEYING
The STSK scheme [4] [5] [6] constitutes a different version of SM, which transmits a codeword over M transmit antennas and T time slots. More specifically, the STSK codeword is constructed by a PSK / QAM symbol spread across both the spatial and temporal domains by a linear dispersion matrix [37] . The bit stream is transformed into two parallel streams, where one selects the specific PSK / QAM symbol from a classic symbol constellation and the other bit stream determines the specific dispersion matrix from the legitimate set of matrices. Therefore, the STSK scheme may be considered as a combination of linear dispersion coding [37] and SM [38] . The STSK scheme exhibits numerous benefits, such as having a tunable transmit diversity gain, which is determined both by the specific number of transmit antennas and by the number of time slots used by the dispersion matrix [42] . Its throughput is also tunable, which is based on the number of dispersion matrices and on the symbol constellation size employed. The Generalised STSK (GSTSK) scheme of [40] additionally introduces a multiplexing gain, which is achieved by allowing multiple parallel streams of STSK codewords to be transmitted simultaneously by each transmitter. In order to overcome the frequency selective fading imposed by the time dispersion associated with the multipath components' delay in wideband channels, the STSK scheme was amalgamated with OFDM [39] , [41] .
E. MULTI-SET SPACE-TIME SHIFT KEYING
The MS-STSK scheme of [7] and [8] combines STSK and SM by introducing an additional degree of freedom into the system's throughput. More specifically, the MS-STSK scheme employs M transmit RF chains and N T > M transmit Antenna Arrays (AA), essentially allowing a third parallel bit stream to determine the specific antenna combination, which will transmit the STSK codeword. However, in multi-carrier systems every transmit AA has to be connected to an RF chain (N T = M ), due to the employment of the Inverse Fast Fourier Transform (IFFT), which maps the frequency domain symbols to the time domain [35] . The main contributions to the development of the STSK scheme are gathered in Table 1 .
The concept of multiple AAs and the multiple antenna elements of each AA may be physically implemented as a single MFAA, as discussed in [14] . More specifically, in an MFAA different groups of antenna elements may form different virtual AAs, which may be used for MIMO schemes. At the same time, the multiple antenna elements of each AA may also be exploited for beamforming. Therefore, the MFAAs may be designed for achieving the required trade-offs between spatial multiplexing, spatial diversity and beamforming. (IrCC) , in order to operate close to the achievable capacity. The paper is structured as follows. In Section IV, we analyse the mm-Wave MC-IDMA system model, including the proposed JA-STSK encoding process at the users' terminals, as well as the MUD and iterative decoding process at the BS. In Section V, we quantify the achievable capacity and the attainable gains, while in Section VI we conceive a novel antenna selection methodology for the joint alphabet. The simulation results of the JA-STSK assisted mm-Wave MC-IDMA systems relying on our QMUD and IrCC are discussed in Section VII. Finally, our conclusions are offered in Section VIII.
III. JOINT ALPHABET SPACE-TIME SHIFT KEYING
Let us commence by investigating a single-user single-carrier system employing STSK, MS-STSK, JA-STSK and JA-MS-STSK before analyzing the joint alphabet schemes in a multiuser mm-Wave system. Let us also consider an example scenario to accompany the general description of the system. All parameters of the scenario are stated in Table 2 , where we may observe that the specific parameter values of the scenario may change depending on which system is investigated. In all systems, T = 2 time slots and N t = 5 transmit antennas Table 2 will be gradually introduced in our analysis. Furthermore, in the context of single-carrier systems we will refer to antennas, while in multi-carrier mm-Wave systems we will refer to AAs, where each AA may have multiple AEs for performing analog beamforming.
A. STSK IN SINGLE-USER SINGLE-CARRIER SYSTEMS 1) TRANSMITTER
In a single-user single-carrier scenario, the STSK scheme spreads a selected information symbol over space, in terms of the available transmit antennas, as well as time, in terms of time slots, by using a dispersion matrix selected from a pool of appropriately designed dispersion matrices, as shown in Fig. 1 . In STSK it is obligatory to form two parallel bit streams, where the first parallel bit stream selects a (M × T )-element dispersion matrix A q with q = 1, . . . , Q, based on a set of log 2 (Q) bits, while the second one selects the classic L-ary PSK / QAM information symbol s l with l = 1, . . . , L, based on a set of log 2 (L) bits, as exemplified in Fig. 1 . The resultant (M × T )-element STSK codeword X q,l , which is constructed by the qth dispersion matrix A q and the lth information symbol s l is
Since there are Q dispersion matrices and L scalar information symbols, there may be (Q × L) legitimate STSK codewords. In the STSK scenario of Table 2 , where M = N t = 5 and T = 2, the (N t × T ) = (5 × 2)-element STSK codeword of the qth dispersion matrix and the lth information symbol is
where a
q is the element of the qth dispersion matrix A q on the ith row and the jth column.
The dispersion matrices in this paper were designed based on the rank-and determinant-criterion of [14] , but an improved performance is expected if they are designed based on the maximization of the Discrete-input Continuousoutput Memoryless Channel (DCMC) capacity [14] , or on the minimization of the BLock Error Ratio (BLER) [47] . The power constraint of
is satisfied for each of the generated dispersion matrices for achieving a unity average transmission power over T time slots.
2) RECEIVER
When the codeword is transmitted by the N t = M transmit antennas over fading channels, the (N r × T )-element signal Y received at the N r receive antennas over T time slots is
where the (N r × N t )-element matrix includes the channel states and N is the (N r ×T )-element Additive White Gaussian Noise (AWGN) matrix, where each element has zero mean and a variance of N 0 . Additionally, in this contribution we assume quasi-static channels, which exhibit the same channel states over T time slots, enabling the representation of (4).
3) STSK CODEWORD DETECTION
The Maximum Likelihood (ML) detector may be employed at this point at the receiver in order to determine, which specific STSK codeword was transmitted, given that Y of (4) contains the signals received over T time slots. The estimated codewordX is found according tō
which is equivalent to
FIGURE 2. Block diagram of the MS-STSK scheme at the transmitter of a single-carrier system, where the first parallel bit stream determines the antenna combination that will be activated in order to transmit the STSK codeword. The second and third parallel bit streams determine the specific dispersion matrix A q and classic constellation symbol s l , which eventually create the STSK codeword. Only M out of N t antennas are activated for the transmission of each STSK codeword.
B. MULTI-SET STSK IN SINGLE-USER SINGLE-CARRIER SYSTEMS 1) TRANSMITTER
In a single-carrier system, MS-STSK [7] may be used when there are fewer RF chains than transmit antennas (M < N t ). As shown in Fig. 2 , in the MS-STSK scheme [7] , there are three parallel bit streams that determine the transmitted signal. More specifically, the last B STSK = log 2 (L) + log 2 (Q) = log 2 (L · Q) bits select the STSK codeword by spreading an L-ary PSK / QAM symbol over T time slots using one of the Q available dispersion matrices, in exactly the same way as in Section III-A. At the same time, the first B ASU = log 2 (K ) bits enter the Antenna Selection Unit (ASU) and choose the antennas from which the selected STSK codeword will be transmitted. Since there are M RF chains, the STSK codeword will be transmitted by M out of the N t available antennas and the number of antenna combinations is
Since the number of antenna combinations K should be a power of 2, in order to have a one-to-one mapping of log 2 (K ) to a unique antenna combination, the maximum number of legitimate antenna combinations, when there are N t transmit antennas and M RF chains is
In our MS-STSK scenario of Table 2 , where N t = 5 and M = 3, there are K = 8 legitimate antenna combinations and B ASU = log 2 (K ) = 3 bits will determine the specific antenna combination. When the qth dispersion matrix A l is selected to spread the lth information symbol s l over M RF chains and T time slots, while the resultant STSK codeword is transmitted by the kth antenna combination, the (N t × T )-element output of the transmitter X k,q,l is
where the (N t × M )-element matrix Z k encapsulates the choice of the antenna combination. More specifically, the (n t , m)th element of the matrix Z k is equal to 1 if the mth spatial dimension of the STSK codeword will be transmitted by the n t th transmit antenna, otherwise it is equal to 0 as stated in
, n t th antenna transmits the mth row 0, otherwise.
This is a mapping that is determined by the ASU of Fig. 2 , hence there are K legitimate Z k matrices. In our MS-STSK scenario of Table 2 , where M = 5, N t = 10, T = 2 and K = 128, let us assume that the k = 2nd antenna combination is κ k = κ 2 = [2, 4, 5, 8, 10] , where the order the antenna indices appear in the antenna combinations κ k determines the STSK codeword's spatial dimension that will be mapped to them. In this example the m = 1st row of the STSK codeword will be mapped to antenna #2, while the m = 2nd, 3rd, 4th and 5th rows of the STSK codeword will be mapped to antennas #4, #5, #8 and #10, respectively. The resultant antenna combination matrix Z 2 is: 
Hence, assuming that the qth dispersion matrix A q , spreads the lth information symbol s l , and that the k = 2nd antenna combination is selected, represented by Z 2 in (10), the output VOLUME 6, 2018 of the transmitter X k,q,l = X 2,q,l in our scenario is
where again a
is the element of the qth dispersion matrix A q on the ith row and the jth column. It should be noted that the selection of K legitimate antenna combinations out of
> K antenna combinations affects the system's performance, since there exists a correlation between the use of the same antenna in different antenna combinations.
2) RECEIVER
The received signal at the N r receive antennas is represented by the (N r × T )-element complex matrix Y, which is described as
where, similarly to (4), the (N r × N t )-element matrix H includes the quasi-static channel gains and N represents the AWGN with zero mean and a variance of N 0 .
Comparing (4) and (12), the main difference is that only a subset of the transmit antennas are actually transmitting a signal in the latter case.
3) MS-STSK CODEWORD DETECTION
Since the receiver is aware of the legitimate antenna combinations that the transmitter has used, it may proceed to perform a hard ML detection of the transmitted MS-STSK codeword, in a similar way as in the STSK case of (5). More specifically, the estimated MS-STSK codeword may be found based on
C. JOINT ALPHABET STSK
The proposed JA-STSK and JA-MS-STSK schemes build on the STSK and MS-STSK schemes, respectively. More specifically, the joint-alphabet based schemes may allow only a subset of the available M RF chains to be activated in order to transmit an STSK codeword. In the context of both JA-STSK and JA-MS-STSK, this means that there are multiple alphabets of dispersion matrices, which may spread the scalar information symbol over a different number of spatial dimensions. Furthermore, it also means that not only a different antenna combination will be used during the transmission of each codeword, but also a different number of antennas may be activated for the transmission. It should be noted that both the JA-STSK and JA-MS-STSK schemes are capable of creating a single joint alphabet of STSK codewords, which are not necessarily constructed by independent parallel bit streams in contrast to STSK of Fig. 1 , as presented in Fig. 3a . Similarly, the proposed JA-MS-STSK scheme may also create a single joint alphabet in the same way as the JA-STSK scheme. It should be noted that if needed, the joint alphabets in both the JA-STSK and the JA-MS-STSK can be assigned to parallel bit streams, making the JA-aided STSK a superset of the STSK family. More specifically, for V = 1, D V = M and K = 1, JA-STSK is equivalent to STSK, as illustrated in Fig. 3b . This leads us to the concept of V alphabet levels and the creation of a single bit stream in both JA-STSK and JA-MS-STSK for mapping the bits to the selected codewords of the joint alphabet constructed as in Fig. 3a . Table 3 portrays the discussed schemes with respect to their suitability in singlecarrier and multi-carrier scenarios, as well as the number of parallel bit streams they may accept as inputs.
1) TRANSMITTER
Let us now focus our attention on the transmitter of the JA-STSK scheme, depicted in Fig. 3 . Let us also define as the vth level an alphabet that includes the specific STSK codewords, which are constructed by Q v dispersion matrices and a classic symbol constellation size of L v . The parameters used in our analysis are illustrated in Fig. 3a and gathered in Table 4 . The values of the parameters used in our single-user single-carrier scenario are given in Table 2 .
The 
The dispersion matrix A v,q spreads the information symbol s v,l over T time slots and D v antennas, where the number of antennas D v is unique to each level. For example, in our single-user single-carrier scenario of Table 2 , let us assume that for the v = 3rd level, Q v = Q 3 = 2 dispersion matrices are used, as well as BPSK symbols, associated with L v = L 3 = 2. Therefore, in our scenario, only the v = 3rd level can activate D 3 = 3 antennas. The STSK codeword X v,q,l is then mapped to a JA-STSK codeword by exploiting the kth antenna combination of the vth level, where
where j is used because we do not necessarily have an oneto-one mapping between the level, dispersion matrix, information symbol as well as the antenna combination indices and the index of the corresponding symbol in the joint alphabet, which would imply having parallel streams, as depicted in Fig. 3 . Furthermore, the (N t × D v )-element matrix Z v,k is the antenna combination mapping matrix that allocates the input STSK codeword X v,q,l to the corresponding antennas that compose the kth antenna combination of the vth level, leaving the rest of the antennas inactive. By comparing (15) to (8), we may observe that a set of MS-STSK codewords are generated for each alphabet level. The maximum number of antenna combinations for the vth level is equal to
However, please note that we allow K v ≤ K v,max in order to reduce the correlation represented by the antennas that are common in the different antenna combinations, which transmit the same STSK codeword, as it will be exemplified in Section VI. In our example, where D 3 = 3 antennas are activated, we expect a high correlation between two antenna combinations, where one utilizes the first, second and third antennas, and the other activates the first, second and fourth antennas, since the first and second antennas are common in both antenna combinations. Therefore, the number of legitimate JA-STSK codewords that may be created by the vth level is
In our scenario, according to (16) , let us opt for choosing 
and these are created according to (14) and (15), resulting in the following set for v = 3:
By combining the sets of MS-STSK codewords of each level we may create the joint alphabet of the JA-STSK. Hence, the number of legitimate codewords J would be equal to
It should be noted that the number of codewords in the joint alphabet J should be equal to a power of 2, since a distinct number of bits should be mapped to a codeword. However, the value J v in (19), does not necessarilly correspond to a power of 2, as discussed in Fig. 3a . Therefore, the number of bits that the JA-STSK scheme maps to a single codeword is
Hence, the (N t × T )-element JA-STSK codeword X transmitted by the uth user belongs to its associated joint alphabet, as encapsulated in
2) RECEIVER
The transmitted JA-STSK codeword may be described similarly to the reception of the MS-STSK codeword of (12) as in
where the (N r × T )-element matrix Y contains the received signals at the N r receive antennas over T time slots, the (N r × N t )-element matrix H includes the quasi-static channel states, the (N t × T )-element X j is one of the J number of STSK codewords given in (21) and N is the (N r × T )-element AWGN matrix.
3) JA-STSK CODEWORD DETECTION
The transmitted JA-STSK codeword may be estimated using the ML detector as in
where the subscript j uniquely corresponds to a single JA-STSK codeword of (21). The ML detector of (23) corresponds to the general case of Fig. 3a , where there are no parallel input bit streams to the JA-STSK encoder. In the special case of Fig. 3b , where parallel bit streams determine the alphabet level v, the antenna combination Z v,k , the dispersion matrix A v,q and the L v -ary PSK / QAM symbol s v,l , the ML detector may be described as
Please note that (24) implies that in each level v = 1, . . . , V , we employ same number of antenna combinations
which is a special case of the proposed JA-STSK scheme. In the following application scenario, we employ the general case, where each level may employ a different number of antenna combinations, dispersion matrices and constellation.
IV. mm-WAVE MC-IDMA APPLICATION SCENARIO
The proposed JA-STSK and JA-MS-STSK schemes are not restricted to specific multiple-access systems. They may be employed in single-user, multi-user, single-carrier and multi-carrier systems at any carrier frequency. Nevertheless, NOMA schemes are expected to be employed in the next generations of mobile communications systems, hence we believe that they provide a compelling application scenario for testing the performance of the proposed MIMO schemes. More specifically, by supporting multiple users in a multicarrier scenario using channel coding and by allowing them to interfere with each other, the SNR gains achieved by the suggested scheme are expected to be lower, especially when low-complexity suboptimal detectors are employed. As a benefit, an increased system throughput is achieved and the system investigated becomes more realistic than a single-user single-carrier scenario. The MC-IDMA system depicted in Fig. 4 supports U users. The uth user encodes his / her information bit stream {b (u) } by using a channel encoder, which in our contribution is assumed to be either a Recursive Systematic Convolutional (RSC) code or an IrCC. The encoded bit stream {c (u) } is then spread by using a Direct Sequence (DS) spreader. Since in IDMA each user employs a unique interleaving sequence in order to interleave the spread bits {d (u) }, it is not detrimental to allocate the same spreading code to each user. Therefore, the repetition code may be used for DS spreading in Fig. 4 with a spreading factor of SF. The interleaved bit stream {i (u) } is then encoded by the JA-STSK encoder.
Regardless of the MIMO scheme employed, if only single-element antennas were used as in our single-user single-carrier scenarios, the performance of any system would remain modest, due to the high path loss of mm-Wave signals [11] . Hence, we have opted for employing transmit and receive AAs instead, in order to use Analog BeamForming (ABF), as depicted in Fig. 4 . More specifically, N t AA and N r AA antenna elements participate in each transmit and receive AA, respectively, in order to achieve a maximum beamforming gain of 10 log 10 (N t AA ·N r AA ) dB. Furthermore, each antenna element is attached to a pair of phase-shifters and power amplifiers, while each RF chain is connected to a single AA. Therefore, from this point onwards, we assume that the RF chains of the MIMO schemes in Fig. 1, Fig. 2 and Fig. 3 drive AAs instead of single antennas.
Let us assume that each user has the same number of transmit AAs N t and M ≤ N t RF chains, while the BS is equipped with N r receive AAs. Similarly to OFDMA, in MC-IDMA we have M = N t , since all transmit AAs have to transmit a signal after the IFFT operation of Fig. 4 . On the other hand, as analysed in [7] in the context of MS-STSK, in single carrier systems it is allowed to have more AAs N t than RF chains M at the transmitter, providing an increased throughput, when these extra antenna combinations are used for conveying more information. This is the reason that JA-MS-STSK may only be used in single-carrier NOMA systems, while JA-STSK may be used in both single-carrier and multi-carrier NOMA systems. 2 2 In more detail, in multi-carrier systems it is required for every AA to be connected to an RF chain. This is true because the duration of every information symbol -or STSK codeword -is increased in multi-carrier systems, due to the IFFT operation, resulting in the fact that even though a specific AA would only be active for a short symbol duration in a singlecarrier system, that same AA has to be active throughout the transmission of all parallel information symbols that consist an OFDM symbol in multicarrier systems. Therefore, if an RF chain should be connected at the same time to each of the AAs that would be activated even for a single information symbol in multi-carrier systems. MS-STSK uses fewer RF chains than AAs, therefore this is the reason why it is not suitable for multi-carrier systems. Hence, the same conclusion applies for JA-MS-STSK. On the other hand, the number of RF chains is the same as the number of AAs in JA-STSK, which enables it to be integrated in both single-carrier and multi-carrier systems. VOLUME 6, 2018
A. TRANSMISSION AND RECEPTION OVER mm-WAVE CHANNELS
The JA-STSK codeword is then appropriately mapped to the corresponding AAs and then the IFFT operation is performed in order to transform the codewords from the frequency to the time domain. Let us note that each OFDM symbol, which consists of the signals transmitted by all transmit antennas over all subcarriers, includes a different JA-STSK codeword element on each subcarrier, but all these elements correspond to the same time slot. Based on our previous scenario, during the first OFDM symbol, the N t = M transmit AAs would transmit on each subcarrier elements from the first column of the modulated MS-STSK codeword from the set of (18) . In other words, different subcarriers in the same OFDM symbol will transmit the signals corresponding to the same time slot of different JA-STSK codewords, as described in [48] . The following time slot of the same JA-STSK codewords will be transmitted by the same subcarriers in the subsequent OFDM symbol. A cyclic prefix is attached and the signals are transmitted over mm-Wave channels. The JA-STSK codewords are mapped to the N sc number of subcarriers as described in Fig. 5 . More specifically, each subcarrier consists of all M rows of the tth column of a JA-STSK codeword, where t = 1, . . . , T . The (t + 1)th column of the same JA-STSK codeword will be transmitted on the same subcarrier at the following OFDM symbol. Therefore, during each OFDM symbol, the tth column of N sc number of different JA-STSK codewords is transmitted. The channel is assumed to be constant over T time slots, which can be achieved at mm-Wave frequencies, where the typical channel coherence time is on the order of a few milliseconds, while a single OFDM symbol's duration is a few microseconds.
A mm-Wave channel may be modelled as a time dispersive wideband channel [49] [50] [51] . Furthermore, the tap delay line model may be used to describe the Channel Impulse Response (CIR) of a mm-Wave channel [52] . Channel models may be classified into physical and analytical models [53] . While an analytical channel model is based on the mathematical formulation of the channel, a physical channel model exploits the electromagnetic characteristics of the transmitted signal. In our contribution, we have used a stochastic physical channel model, which relies on a probabilistic model for creating a Channel's Impulse Response (CIR). Existing probabilistic models for MIMO systems may be adopted for mm-Wave channels by appropriately modifying their main parameters, such as the carrier frequency and the transmission environment, based on practical measurement campaings [49] , [50] , [54] , [55] . The probabilistic model we used for simulating mm-Wave channels in this paper is created based on outdoor urban measurement campaigns conducted at a carrier frequency of 28 GHz [50] .
Each transmit AA consists of N t AA antenna elements, while each receive AA includes N r AA antenna elements, which are used in order to perform ABF, by appropriately steering the antenna elements of each AA at the users and the base station. The analog beamforming aids in overcoming the high path loss of a mm-Wave system with the assistance of power amplifiers and phase shifters at each transmit and receive AA [8] , [13] . More specifically, based on (26), the symbol x (u) n t , t is allocated to the n t th AA of the uth user during the tth time slot, for u ∈ {1, 2, . . . , U }, n t ∈ {1, 2, . . . , N t } and t ∈ {1, 2, . . . , T }. Before it is transmitted, ABF is applied to it by a pair of phase-shifters and power amplifiers by multiplying it with a unique ABF coefficient for each antenna element of that AA. In other words, the symbol x 
Hence, the (N t × T )-element JA-STSK codeword X (u) transmitted by the uth user belongs to its associated joint alphabet, as encapsulated in
where the joint alphabet of the uth user is described in (21) . In our treatise each user utilizes the same joint alphabet, but this is not obligatory, since each user can adjust its JA-STSK design to fit their own throughput requirements. Therefore, in our simulations we have X (u) = X, for u ∈ {1, 2, . . . , U }. At the receiver, after the CP removal, an FFT operation takes place in order to map the received signals back to the frequency domain. Equivalently, we may model the whole transmission and reception process in the frequency domain, by exploiting the (N r AA ·N r × U ·N t ·N t AA )-element Frequency Domain CHannel Transfer Function (FD-CHTF) H q on the qth subcarrier of the mm-Wave channels [14] . As mentioned before, we assume quasi-static channels, which exhibit the same channel states over T time slots. Furthermore, we have assumed that different antenna elements on the same AA experience the same channel, due to the small spacing. Hence, the received signal on the qth subcarrier, with q = 1, 2, . . . , Q is formulated as
where Y q is the (N r × T )-element matrix that includes the received signals, while P and W are the (N r × N r AA ·N r )-element and (U ·N t ·N t AA × U ·N t )-element diagonal matrices, respectively, that describe the ABF at the BS and the users, respectively, for T time slots. The diagonal ABF matrix P employs the aforementioned ABF vector p n r on its n r th row, while the transmit ABF matrix W used the ABF vector w (u) n t on its (n t ·U + u)th column. The (N r AA ·N r × U ·N t ·N t AA )-element FD-CHTF H q consists of the frequency-domain channel states of all users' channels on the qth subcarrier and N q is the (N r × T )-element Additive White Gaussian Noise (AWGN) matrix, where each element has zero mean and a variance of N 0 . Finally,X q = [X (1) , . . . , X (U ) ] T is the (N t ·U ×T )-element symbol matrix that includes the JA-STSK codeword of each user. The transmission power of each user is normalized to unity and we assume a synchronous system, where all signals are added at each AA at the BS.
B. ITERATIVE DETECTION AND DECODING
Assuming perfect knowledge of the FD-CHTF and the analog beamforming matrices at the BS, the MUD exploits the N r received signals on a subcarrier basis and provides the U parallel decoder chains of Fig. 4 with their respective bitbased Log Likelihood Ratios (LLR). On the qth subcarrier, the extrinsic LLR of the uth user's lth bit output from the MUD is formulated as
where χ (u, l, v) is the set of legitimate multi-user JA-STSK codewords, which have the uth user's lth bit equal to v, with u ∈ {1, 2, . . . , U }, l ∈ {1, 2, . . . , log 2 B (u) } and v ∈ {0, 1}. Furthermore, L MUD,apr (i (u) l ) is the a priori LLR of the uth user's lth bit, which is initially set to 0, since all bit values are assumed to be equiprobable, while P(X) is the a priori symbol probability of the multi-user JA-STSK codeword X = [X (1) , . . . , X (U ) ] T , which is equal to the product of the bit-based a priori probabilities. Additionally, P(Y q |X) is the channel probability and it participates in the MUD's Cost Function (CF), as formulated by [6] 
The bit-based extrinsic LLRs of each user are then deinterleaved based on their user-specific interleaving sequence and then they are despread, before being fed to the U channel decoders as a priori LLRs. The channel decoders of Fig. 4 then generate the bit-based a posteriori LLRs for their datawords, as well as their codewords, with the latter being fed back to the DS spreading operation, to the user-based interleavers and eventually to the MUD for further iterations. After a predetermined number of MUD-Despreading/Spreading-DEC iterations I , a hard decision is made on the dataword's bit-based LLRs at the output of the channel decoders and each user's information bit estimates are obtained.
V. GAINS, THROUGHPUT AND COMPLEXITY OF JA-STSK A. DIVERSITY GAIN
The diversity gain achieved by JA-STSK is the same as that of STSK and it is equal to
where N r is the receive diversity gain and min(M , T ) is the transmit diversity gain. In our paper, we have opted for 
B. THROUGHPUT
The system's throughput may be formulated as
where B = U u=1 B (u) is the number of bits per multi-user JA-STSK codeword, R is the coding rate of the channel code selected and it is assumed that all users employ the same coding rate R, spreading factor SF and number of time slots T per JA-STSK codeword. The system's DCMC capacity may calculated based on [6] , [56] 
where the MUD, the deinterleavers and the DS despreading processes are assumed to be part of the inner decoder. The expectation operator of (32) is applied over all subcarriers of all OFDM symbols, where we have: q being the FD-CHTF and noise matrices, respectively, of the oth OFDM symbol's qth subcarrier, similarly to the respective matrices used in (27) .
C. ONLINE COMPUTATIONAL COMPLEXITY
The multi-user detection complexity imposed during a single iteration of the MAP detector in terms of the number of CF Evaluations (CFE) of (29) per bit is equal to
where B (u) is the number of bits per JA-STSK codeword employed by the uth user. Furthermore, due to their employment in the size of all matrices in (29) , the number of users U as well as both the number of transmit and receive AAs N t and N r , respectively, affect the computational complexity, since they determine the number of associated Add-CompareSelect (ACS) operations required for each CFE. The number of RF chains M determines the sparsity of those matrices therefore, it also influences the computational complexity.
The HIHO and SISO QMUDs employed impose a complexity on the order of O N (MAP)
CFEs/bit , as investigated in [26] , and [43] [44] [45] . Please note that in the HIHO QMUD we only search for the single most likely multi-user JA-STSK codeword, while in the SISO QMUD a subset of the most probable multi-user JA-STSK codewords is required for creating the LLRs, therefore we always have N . It should be noted that the computational complexity of the hard-output ML detectors of (5), (13) and (23), quantified in terms of the number of CFEs / bit depends on the size of the legitimate codeword alphabet. For a fair comparison between STSK, JA-STSK, MS-STSK and JA-MS-STSK, the throughput of the system should be the same, regardless of the MIMO scheme employed. Based on (31) , this means that the number of bits per codeword B should be the same in all MIMO schemes. Therefore, the number of STSK, JA-STSK, MS-STSK and JA-MS-STSK codewords should also be the same in both schemes and equal to 2 B . Hence, when two systems employ different MIMO schemes, but have the same throughput and employ the same detector at the receiver, the computational complexity of the detector should require the same number of CFEs.
However, the complexity of each CFE may differ between the systems. Let us focus on the single-user single-carrier scenarios of (5), (13) and (23), where an ML detector is used. Similar conclusions may be readily drawn for multiuser multi-carrier systems employing iterative detectors. The number of ACS operations per CFE in each system depends on the number of receive antennas N r , the number of time slots T , the number of RF chains at the transmitter M , the number of transmit antennas and, in the case of JA-STSK and JA-MS-STSK, the number of alphabet levels V . In other words, the computational complexity of a single CFE at the receiver's detector depends on the size and the sparsity of the legitimate codewords. Given that the expensive resource of M RF chains is kept the same between an STSK and MS-STSK system, the MS-STSK system will employ more transmit antennas N
, while reducing the number of dispersion matrices Q (MS−STSK ) < Q (STSK ) and the constellation size L (MS−STSK ) < L (STSK ) . Since among these three values only the number of transmit antennas affects the number of ACS operations at the detector, an MS-STSK system is expected to require a higher number of ACS operations per CFE than an STSK system. In the JA-STSK scheme both the number of RF chains and that of the transmit antennas remains the same as that of its counterpart, formulated as
, respectively. The gain is achieved by using a subset of the available RF chains in conjunction with different dispersion matrices and constellation sizes per level. Hence, the number of ACS operations per CFE at the detector of the JA-STSK scheme is the same as that at the detector of the STSK scheme. On the other hand, the JA-MS-STSK scheme requires the same number of ACS operations as the MS-STSK scheme, again, given that the number of RF chains and transmit antennas are the same for the two schemes.
D. HARDWARE COMPLEXITY
However, the hardware complexity required by the MS-STSK, JA-STSK and JA-MS-STSK in single-carrier systems is higher than that required at the STSK, even if the number of RF chains and number of transmit antennas is kept the same, since a switch is required for connecting the RF chains to the specific transmit antennas that should be activated for each codeword. In multi-carrier systems, where every antenna should be activated regardless of the selected antenna combination, no additional hardware complexity is imposed on the proposed JA-STSK scheme.
E. OFFLINE COMPUTATIONAL COMPLEXITY
The creation of the joint alphabet in JA-STSK and JA-MS-STSK may be performed off-line, but naturally, both the transmitter and the receiver should be aware of the resultant codebook. The optimization of the joint alphabet is a separate problem that may also be performed off-line. The off-line complexity of creating optimal alphabets for the JA-STSK is determined by the selection of the optimal combination of dispersion matrices, constellations and antenna combinations. That off-line complexity is expected to be higher than that required for the creation of the STSK codewords, which mainly focuses on the generation of the optimal dispersion matrices for each symbol constellation.
VI. FAIR ANTENNA ARRAY SELECTION
The methodology followed by the proposed JA-STSK for AA selection is important in terms of the achievable capacity and performance of the system. Since each alphabet uses a unique number of RF chains, the specific RF chain indices that participate in each AAC directly affect the correlation between the JA-STSK codewords when the same AAs are activated in two or more AACs, similarly to the MS-STSK scheme [7] . In MS-STSK, a fixed number M of RF chains participates in each AAC, when the number of available AAs N t is higher than the number of RF chains M . For example, given a system having N t = M = 4 antennas, the indices of {1, 2, 3, 4} are available. Then, assuming that a pair of AACs is required, where two out of the N t = 4 AAs will be used in each AAC, then the specific pair of AACs { [1, 2] , [3, 4] } will result in a lower JA-STSK codeword correlation than the pair of AACs { [1, 2] , [1, 3] }, since the latter uses the first AA in both AACs, essentially increasing the correlation of the potentially received signals by the two different AA pairs.
In other words, in order to achieve the lowest possible correlation between the AACs, the number of AACs that each AA participates in should approximate a uniform distribution. That way each AA will offer a similar average performance, when transmitting over the quasi-static channel. Therefore, the correlation between the JA-STSK codewords will be minimized, when generating the joint alphabet. Since a joint alphabet is formed in JA-STSK, we have opted for computing the antenna combinations based on an algorithm that only depends on the number K v of AACs per level, for v = 1, 2, . . . , V , instead of separately generating the AACs for each level. By using this multi-level AA selection method, we may treat the AAs in a fair manner. Examples of the AA selection methodology are portrayed in Fig. 6 . The fair AA selection algorithm creates and updates the pools of AAs in a pseudo-random fashion, based on the number of AACs they are already participating in. Initially, all the AAs belong to the first pool, which corresponds to 0 AACs, since none of them has been used yet. Starting from the specific level that activates the lowest number D 1 of AAs, without any loss of generality, we scramble the order of appearance of the AAs in that pool using a random interleaver, as in Fig. 6a . Then we select the first AAC as in Fig. 6a . The newly formed AAC is first checked against the existing AACs of that specific level, which are stored in an array in memory. If the newly formed AAC is unique, it is stored in the same array and at the same time, the selected AAs move to the next pool, which corresponds to an additional AAC, as depicted in Fig. 6a and Fig. 6b . Otherwise, if the newly formed AAC is a duplicate, the next AAC is chosen, as if counting backwards in the binary domain, as shown in Fig. 6b . We always proceed by picking an AAC from the non-empty pool that corresponds to the fewest AACs. If that pool includes fewer AAs than the ones required by the AAC of that level, then all of them are selected and the remaining AAs are picked from the next non-empty pool, as in Fig. 6c . Furthermore, in the case where all combinations in a pool have already been generated, an auxiliary pool is created by combining that pool and the next pool, in that order, and the same selection procedure is repeated, as illustrated in Fig. 6d . After an AAC is found, the auxiliary pool returns the AAs to their respective updated pools. When the AACs of a level have been generated, the pools remain the same, but the AACs required for the subsequent level are now generated, as seen in Fig. 6e . This procedure continues, until all AACs have been stored in the array. The proposed pseudo-random algorithm was designed so that for the predetermined interleaving sequences per level, both the transmitters and the receiver are able to generate the same legitimate AACs, eliminating the requirements of opting for a random selection of AACs.
VII. SIMULATION RESULTS
Let us now investigate both MC-IDMA and SC-IDMA systems, supporting multiple users with the aid of the newly defined JA-STSK(N t , N r , T , Q, L, K) and the JA-MS-STSK(N t , M , N r , T , Q, L, K) schemes, respectively, 3 comparing their performance to that of the STSK(N t , N r , T , Q, L) scheme. Table 5 summarizes the system parameters that are used in the simulations. In single-carrier scenarios we employ a single antenna element per transmit and receive AA, while a pair of antenna elements is used in each AA of mmWave multi-carrier systems in order to benefit from the ABF applied by each of the AA selected in the mm-Wave IDMA system. In our contribution we have made the simiplifying assumption that each user has the same distance from the BS and experiences similar channel conditions. Therefore, the same transmission power has been allocated to each of the users. Figure 7 presents the throughput gain attained when JA-MS-STSK replaces STSK in a U = 2-user SC-IDMA system, as a function of the hardware complexity, defined in terms of the number of additional antenna arrays at each user, as well as versus the computational complexity, represented by the number of CFEs in (29) at the BS. The proposed fair AAC selection algorithm was used in all JA-MS-STSK scenarios. We may observe that even without requiring additional transmit antenna arrays, the proposed JA-MS-STSK results in a throughput gain, which is determined both by the system's dimensionality and by the SNR. As we increase the number of transmit antenna elements, the gain of all systems is increased. To elaborate, the gain gradient decreases, but still remains positive for a specific multi-user system, because we opted for keeping the same [Q, L, K] configuration, regardless of the number of transmit antenna arrays. By carefully optimizing each system for different N t , we expect to exhibit higher gains. Moreover, the gain demonstrated by the system, where B = 14 bits per multi-user codeword are used, is lower than that of B = 12, due to the operation at SNR = 2 dB per receive antenna array, which is the SNR value at which the B = 12-system associated with JA-MS-STSK approaches its maximum gain. At the current state of the art there are no mathematical tools that can analyse the performance of iterative receiver schemes. Hence the powerful semi-analytical tool of EXIT charts was invented by ten Brink [46] , [57] for representing the exchange of mutual information between the component detectors and decoders. The output of the receiver has to be Gaussian distributed, which can be approximated with the aid of long interleavers [46] . In the absence of this condition we can use a histogram based EXIT chart analysis [6] . In the extreme case of short interleaver schemes we have to use EXIT-band charts. These techniques are well established and widely accepted in the communications community. To elaborate a little further, the beneficial insights provided by the EXIT chart are as follows:
1) The area under the inner decoder's EXIT curve quantifies the achievable throughput. 2) The area between the inner and outer decoders' EXIT curves is proportional to the distance from the achievable throughput.
3) The area under the outer decoder's EXIT curve quantifies the code-rate. For further details, please refer to [6] and [46] . It remains an open challenge for the research community to find true analytical insights concerning the performance of iterative detection aided systems in general and for STSK in particular. capacity gain is modest, it should be noted that it comes without any cost for the JA-STSK in MC-IDMA systems, since no additional hardware or decoding complexity is required. The only additional process compared to an STSK system is in the generation of the joint alphabet, which may be carried out offline both at the users and at the BS's receiver by using the fair AA selection algorithm in conjunction with predetermined interleavers, as mentioned in Section VI.
For a joint spreading and coding rate target of R/SF = 0.25 associated with SF = 2 and R = 1/2, the minimum required SNR per receive AA is −11.9 dB for JA-STSK and −12.1 dB for STSK. By using an RSC code having R = 1/2 and 8 Trellis states, along with a repetition code used as spreading associated with SF = 2, the minimum SNR per receive AA, where we may achieve near-error-free reception, given that sufficient MUD-DES / DEC iterations are affordable, is −9 dB for JA-STSK and −9.6 dB for STSK, as illustrated in Fig. 8 . The loss exhibited by JA-STSK is related to the fact that its initial output MI for I MUD,apr = 0 is lower than that of the STSK, hence a higher SNR is required for having an open tunnel. Thus, when combined with an outer code that reaches the I DES/DEC,ex = 1 line at relatively low I DES/DEC,apr values, as in the case of the RSC employed in Fig. 8 , the STSK provides a lower distance from its achievable capacity. This fact, in conjunction with the higher achievable rate of the JA-STSK, suggests that the potential employment of an IRCC design would benefit JA-STSK more substantially than STSK, yielding a higher rate. In Fig. 9 we have plotted the normalized throughput of a single-carrier system supporting U = 1 or 2 users transmitting over non-dispersive Rayleigh channels, as well as the throughput of a multi-carrier system, where U = 1 or 2 users transmit over mm-Wave channels. When transmitting over the mm-Wave channels, each transmit and receive AA includes N t AA = N r AA = 2 antenna elements, which are used for analog beamforming, leading to the ∼6 dB gain exhibited in Fig. 9 . Furthermore, the users of the single-carrier system are equipped with N t = 10 AAs, while all systems include M = 5 RF chains per user and N r = 5 receive AAs at the BS. The JA-(MS)-STSK schemes using our fair AAC selection always outperform the same schemes relying on random AACs. At the same time, both the JA-STSK and JA-MS-STSK schemes achieve a higher throughput than STSK, even when random AACs are used in both multicarrier and single-carrier scenarios. As expected, the throughput gain is higher in the single-carrier scenario, since more transmit AAs are used, hence allowing our fair AAC selection algorithm to uniformly distribute the load across more antennas, hence decreasing the number of AACs that each AA participates in and therefore reducing the correlation between the different JA-MS-STSK codewords.
In order to characterize the capabilities of the SISO QMUDs of [26] in the context of irregular designs, in Fig. 10 we investigate a U = 3-user MC-IDMA system having a spreading factor of SF = 2, where a suitable IRCC associated with R = 0.8 and 32 Trellis states has been found in order to create a narrow but open EXIT tunnel between the Dürr-Høyer Algorithm-aided MUlti-input Approximation with Forward and Backward Knowledge Transfer (DHA-MUA-FBKT) QMUD's inner EXIT curve [26] and the joint outer EXIT curve. The = 32 768 legitimate multiuser JA-STSK codewords, which results in a computational complexity of 2184.53 CFEs per bit. At the same time, the QMUD employed requires only 750.12 CFEs per bit, while achieving near-optimal performance.
According to [26] , the inner decoder EXIT curve of the DHA-MUA-FBKT QMUD may overshoot that of the optimal MAP MUD for 0 < I MUD,apr < 1 due to assuming Gaussian distributed input a priori LLRs, which in practice follow a different distribution. Since the decoding trajectory has to freely traverse through an open tunnel, regardless of the accuracy of the inner decoder's EXIT curve, our proposed design is now focused on finding an IRCC, which matches the straight line that connects the [0, I QMUD,ex ] and [1, I QMUD,ex ] points, as seen in Fig. 10 . The outer decoder's EXIT curve generated by an IRCC found with the aid of this methodology is expected to also match the MAP MUD's inner decoder EXIT curve.
Both outer decoder EXIT curves of Fig. 10 are associated with a rate of R/SF = 0.4 and they use different independently generated IRCCs. The outer decoder's EXIT curve that relies on spreading using SF = 2 corresponds to the MC-IDMA system investigated, while the one that has no spreading may be deemed to represent OFDMA, where all users transmit on all available subcarriers. We may conclude from Fig. 10 that MC-IDMA is beneficial in systems where the inner decoder's EXIT curve has a higher gradient, as is the case when user-based Unity Rate Codes (URC) are employed between the MUD and the despreaders / channel decoders, since the outer decoder's EXIT curve associated with low MI is dominated by the despreading operation. Furthermore, the computational complexity of the despreading / channel decoding in MC-IDMA is lower than that of the channel decoding operation in an OFDMA system employing the same joint spreading and coding rate. The decoding trajectory relying on iterating between the SISO QMUD and the despreader / IRCC decoder of the MC-IDMA system in Fig. 10 passes through the open EXIT tunnel and converges at I DES/DEC,ex = 0.98 after 40 QMUD-DES/DEC iterations at SNR = −7.5 dB, resulting in a a vanishingly low BER. The BER is expected to be infinitesimally low at SNR = −6.46 dB, where the inner and outer decoder EXIT curves meet at I MUD,ex = 0.82, when I DES/DEC,ex = 1.
The BER performance of the U = 3-user MC-IDMA system presented in Fig. 10 is depicted in Fig. 11 . The DHA QMUD achieves a near-optimal BER performance, approaching that of the ML MUD, while requiring only 3.95% of the ML MUD's complexity, when quantified in terms of the number of CFEs per bit. In terms of absolute numbers this is translated in 86.25 CFEs per bit for the DHA QMUD and 2184.53 CFEs per bit for the ML MUD. By employing the SISO DHA-MUA-FBKT QMUD in the same system we achieve a near-optimal performance, regardless of the number of MUD -DES/DEC iterations for 34.34% of the MAP MUD's complexity. As we increase the number of decoding iterations, we approach the achievable capacity, albeit naturally at the cost of investing more decoding complexity. After 16 decoding iterations, we are 3.08 dB away from capacity at a BER of 10 −5 , partly due to the limited interleaver length of 2048 bits per user and partly because the outer code does not reach the I DES/DEC,ex = 1 line in Fig. 10 before an SNR of −6.46 dB per receive AA.
VIII. CONCLUSIONS
In this treatise we showed that the proposed JA-STSK and JA-MS-STSK schemes may replace STSK in MC-IDMA and SC-IDMA, respectively, since they offer a throughput gain, even when no additional complexity is required, as seen in Fig. 7 and Fig. 8 . Furthermore, we argued that when our fair AA selection algorithm is used for JA-STSK and JA-MS-STSK, a higher throughput gain is achieved than that offered by a random AA selection algorithm, as evidenced by Fig. 9. In Fig. 10 , we demonstrated that MC-IDMA may be beneficially combined with IRCC, since both schemes offer a coding rate flexibility at a moderate decoding complexity, as well as an increased throughput, when compared to orthogonal multiple access schemes. We also presented a design methodology for amalgamating SISO QMUDs with IRCCs. The potential use of QMUDs will reduce the computational complexity quantified in terms of CFEs even further, while achieving a near-optimal performance, as evidenced by their BER performance seen in Fig. 11 .
There are numerous of open research topics on JA-STSK and MC-IDMA, which would pave the way for the future systems. A joint dispersion matrix optimization, which would replace the individual level-based optimization that was adopted in this paper, inspired by the procedure followed in STSK [4] [5] [6] , would further increase the system's achievable capacity. Furthermore, designing an algorithm that would optimally allocate the number of dispersion matrices, the constellation size and the number of antenna combinations per level, depending on the maximum or current number of users supported by the system would also be beneficial.
