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ABSTRACT

ESSAYS ON THE EFFECTS OF AIR QUALITY AND INTRA-INDUSTRY TRADE ON
LABOR MARKET OUTCOMES
by
Protika Bhattacharjee
University of New Hampshire, May, 2022

This dissertation examines the impacts of poor air quality and the rise of intra-industry
trade on different labor market outcomes like migration, workings hours, and wages. This
thesis contributes two distinct strands of literature, literature on air pollution focusing on
the economic consequences of poor air quality, and international trade literature. The first
two essays examine how a moderate level of air pollution can drive migration decisions and
impact working hours in the United States. The third essay investigates the role of the rise in
within industry trade on occupational wages in the United States. This dissertation aims to
contribute to the above-mentioned two strands of literature by providing pieces of evidence
that Americans’ decisions to migrate or to reduce working hours are guided by air quality,
and occupational wage movements can be explained by the rise in intra-industry trade.
The first essay examines the impact of air quality on internal migration in the US from
2006 to 2019. A pseudo-gravity model of migration with PM2.5 concentration as an environmental factor of migration is used in the study. Endogeneity and zero values in the dependent
variable are the two potential estimation issues in the model. The study uses average thermal
inversion strength as an exogenous variation for the PM2.5 concentration. A Poisson model
with the thermal inversion strength as an instrument (also known as IV-PPML) is used to
study the effect of air pollution on domestic bilateral migration. The baseline results suggest
xiii

that the “pull” factors of migration at destinations play a crucial role over the “push” factors
of migration in the origin. In other words, individuals will choose a cleaner destination when
they migrate. The estimated effects of air pollution on migration echo that a 1% reduction
in PM2.5 concentration at the destination county leads to an increase in bilateral migration
from origin county to destination county by 1.7%.
The second essay attempts to explain the effects of air pollution on male and female
working hours in the US from 2006 to 2019. The empirical model in the study suffers from
two potential biases, endogeneity, and sample selection bias. A joint IV-Heckman method is
used to simultaneously address the potential problems of endogeneity and sample selection
introduced by OLS. As in the first chapter, thermal inversion strength is implemented as an
instrumental variable. The study finds that the working hours of women, rather than men,
are significantly affected by increased exposure to PM2.5 . The baseline result suggests that a
10% increase in average annual PM2.5 concentration leads to a 3.5% significant reduction in
female working hours and no significant reduction in male working hours. Furthermore, this
study finds strong evidence of racial disparity in the impact of air pollution on working hours.
The effect of air pollution on working hours is more pronounced for the Black population
in general and women in particular. The study also confirms that the working hours of
women with children below five years are adversely affected due to heightening air pollution
irrespective of their marital status. These findings suggest that air pollution may contribute
to gender difference in working hours in the US.
The third essay examines the effects of within industry trade on relative wage movements
in the US from 2002 through 2017. Recent decades have seen a significant increase in
the proportion of trade that is within industries relative to trade that is across industries.
Classical trade theory and theories of the outsourcing of intermediate goods emphasize the
Stolper Samuelson-type effects of relative wages. No such systematic movements in relative
wages are expected from the rise in intra-industry trade. We extend a two-stage wage
decomposition to the case of imperfect competition and intra-industry trade to investigate
xiv

the role of rising within industry trade on relative occupational wages over the period from
2002 through 2017. We find that the rise in within industry trade is more significant than
other structural variables considered in the study in explaining movements in relative wages
over this period.
This research provides considerable evidence that low and moderate air pollution can
drive migration decisions in the United States. It is also evident from this work that there
exists a gender difference in the impact of air pollution on labor supply. Finally, findings
from this research also suggest that a rise in intra-industry trade can drive relative wage
movements in the United States.

xv

INTRODUCTION

One of the biggest challenges of the modern era is air pollution. The poor air quality not only
contributes to climate change but also impacts public and individual health by increasing
morbidity and mortality. According to the World Health Organization (WHO), ambient air
pollution is responsible for millions of deaths worldwide every year.1 Long-term exposure
to polluted air can have permanent health effects like decreased lung function, development
of diseases such as asthma, bronchitis, possibly cancer, shortened life span, etc. Apart from
mild to severe direct health impacts of air pollution, it is responsible for indirect economic
costs like decreased labor productivity, labor supply, crop yields, etc. Studying these indirect
impacts of air pollution has received much importance in economic literature in recent times.
Air pollution tends to be worse in developing nations than in developed countries. However,
air pollution remains one of the key environmental issues in many developed nations including
the United States.
The US has observed a declining trend in air pollution concentrations over time. This
is due to the series of Clean Air Acts that were enacted in the 1950s, 1970s, and 1990s to
improve air quality in the US. Under the Clean Air Act, the US Environmental Protection
Agency (EPA) is required to set National Ambient Air Quality Standards (NAAQS) for
harmful pollutants that are detrimental to public health and the environment within an
“adequate margin of safety” (Miranda et al., 2011). In response to this mandate, the EPA
has established NAAQS for six major pollutants namely, particulate matter (PM2.5 and
PM210 ), ground-level ozone, lead, carbon monoxide, nitrogen dioxide and sulfur dioxide.2
These six pollutants are commonly known as the “criteria air pollutants”. These policies are
generally considered to be successful. Despite these improvements in air quality, air pollution
1

See https://www.who.int/health-topics/air-pollution for more information.
See https://www.epa.gov/criteria-air-pollutants/naaqs-table for recommended standards for
the six criteria pollutants.
2

1

continues to be a potential factor for environmental and health hazards in some parts of the
country.
The first two essays in this dissertation analyze the impacts of ambient air pollution
on migration and working hours in the US. The third essay is a study of the impact of
intra-industry trade on wage movements in the US, another important research question
in international economics literature. A high proportion of trade is intra-industry-that is,
trade of goods within the same industry from one country to another. For example, the US
produces and exports and imports automobiles. These patterns in intra-industry trade are
helpful to explain the movements in relative wages in the US. This thesis aims to contribute
to the existing research by providing evidence on the effects of air pollution and within
industry trade on different labor market outcomes.
Chapter 1 explores the impact of air pollution on migration decisions in the United States.
This research investigates the extent to which air pollution in terms of PM2.5 concentration
across the US counties leads to bilateral internal movements of people in the US over the
period from 2006 through 2019. There is substantial evidence about the adverse health
impacts of air pollution from the past medical and health economics literature (for example
see, Navrud, 2001; Giles et al., 2011; Rao et al., 2012; Walton et al., 2015; Manisalidis et al.,
2020). The impacts of poor air quality on economic outcomes have received importance in
recent times. Economists are connecting the severity of air pollution to several economic
outcomes like infant or adult mortality, labor productivity, different labor market outcomes,
migration decisions, health expenditure, cognitive behavior, overall growth of an economy,
etc (Graff Zivin and Neidell, 2012; Arceo et al., 2016; Chen et al., 2017a; Chen et al., 2018;
He et al., 2019; Fan and Grainger, 2019; Kahn and Li, 2019; Li et al., 2020).
Following the Beine and Parsons (2015) utility maximization model of bilateral migration flows, the present study finds that Americans are less likely to migrate to a destination
county that observes a high level of air pollution. PM2.5 concentration is used as a proxy
of ambient air pollution. However, a higher air pollution level in the origin county doesn’t
2

trigger migration decisions in the US. Estimating the relationship between air quality and
migration decisions is complicated by two econometric challenges. The challenges are the
presence of a high number of zero values in the dependent variable (that is, bilateral migration rate) and endogeneity of the key independent variable (that is, PM2.5 concentration).
To overcome these challenges, a joint estimation technique by combining the instrumental
variable approach with Poisson Pseudo Maximum Likelihood is used. Thermal inversion
strength is used as an instrumental variable. This study also finds a racial disparity in the
impact of air pollution on migration decisions. For example, migration decisions for the
Black population are not guided by air quality. Another interesting finding of this study
suggests that old age and educated people are more responsive to poor air quality than
young and less educated individuals.
Chapter 2 examines the effects of air pollution on male and female labor supply across
the US counties from 2006 to 2019. The labor supply is measured in the form of annual
hours worked. PM2.5 concentration is used as a proxy of the ambient air quality. There
are two possible channels through which poor air quality can reduce labor supply. First, a
worker’s health because of pollution-related illness due to exposure to air pollution. Second,
through the pollution-related illness of dependents in the household like young kids or the
frail elderly. The empirical analysis of the relationship between air pollution and working
hours is complicated by two empirical challenges. First, there could be a possible problem of
endogeneity of the key independent variable (PM2.5 concentration). Second, sample selection
bias can be an issue if the empirical analysis includes only working individuals. These
challenges are addressed by using a joint IV-Heckman estimation technique. The thermal
inversion strength is used as an instrumental variable in this study. An interesting finding
of this study suggests that the working hours of women are significantly affected by poor
air quality than men in the US. The study also finds strong evidence of racial disparities
in the impact of air pollution on labor supply. It is also evident from the study that the
working hours of the Black population in general and women, in particular, are hurt by poor
3

air quality than the Whites. The study also confirms that the working hours of women with
dependents younger than five years reduces significantly due to an increase in air pollution.
These results suggest that air pollution may contribute to gender inequality in working hours
in the US.
The last chapter explores the importance of intra-industry trade in explaining the relative
wage movements. In recent decades, there has been a significant increase in the proportion of
trade within industry relative to trade across different industries. This phenomenon is known
as intra-industry trade as opposed to inter-industry trade. The basic causes of inter-industry
trade focus on the difference between countries. In reality, a great deal of international trade
can take place between similar countries, or trade of goods within the same industry from
one country to another (Krugman, 1981; Ruffin et al., 1999; Bernatonytė and Normantienė,
2007; Brülhart, 2008). For example, the United States is both a substantial exporter and a
substantial importer of goods from the same industry like automobiles.
This study extends the two-stage wage decomposition (pioneered by Feenstra and Hanson,
1999) to the case of imperfect competition and intra- industry trade to investigate the role
of rising within industry trade on relative occupational wages over the period from 2002
through 2017. The literature to date takes into account perfect competition and comparativeadvantage-driven international trade to study the impact of trade and technology on wages.
The present study highlights the importance of imperfect competition, scale economies, love
for variety, and intra-industry trade in determining the occupational wage movements in the
US. These features are incorporated in Feenstra and Hanson (1999) framework of two-stage
wage decomposition.
It is evident from this study that within industry trade is more significant than other
structural variables in explaining movements in relative wages over this period. We have
conducted the analysis for three different time frames, 2002-2007, 2002-2012, and 20022017. The results from all the three time periods suggest that intra-industry trade measured
by a change in Grubel-Lloyd Index plays a major role in relative factor price movements
4

compared to other structural variables considered in the study. We also find the effect on
factor price movements is increasing over the time frame, a longer time frame allows better
adjustment of factor prices due to changes in industry features. There are two important
contributions of the present study. First, it extends Feenstra’s two-stage wage decomposition
technique to scale economies and intra-industry trade. Second, the study deviates from
the traditional definition of skilled as all non-production workers and unskilled workers as
production workers. The contribution of this paper is to find out which structural variable is
driving the changes in wages for different occupational categories. This study dis-aggregates
skilled worker category into white collar and science and RD workers. Unskilled workers
are represented by production workers and an "other" category that includes largely sales
workers, maintenance workers, administrative workers, and transportation workers.
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CHAPTER 1

Air Quality and Internal Migration in the US

by
Protika Bhattacharjee
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1.1

Introduction

Air pollution is one of the world’s largest health and environmental problems. According
to World Health Organization (WHO), ambient air pollution claims millions of lives each
year worldwide. Air pollution poses serious threats to human beings and other living organisms as it introduces harmful chemicals, particulate matter, or biological materials into
the atmosphere. There are multiple health effects of air pollution like infections, asthma
attacks, eye irritation, lung irritation, coughing, behavioral changes, cancer, organ failure,
and even premature deaths. The adverse health impacts of air pollution are well documented
in the medical and health economics literature (Navrud, 2001; Giles et al., 2011; Rao et al.,
2012; Walton et al., 2015; Manisalidis et al., 2020). Apart from health risks associated with
air pollution, there are far-reaching economic consequences of air pollution. Air pollution
negatively affects labor productivity, agricultural crop yields, increases health expenditure,
etc. According to the US Environmental Protection Agency (EPA), emissions of different
air pollutants play an important role in different air quality-related issues in the US.3 In the
year 2020, more than 68 million tons of pollution were emitted into the atmosphere in the
US.4 These emissions mostly contributed to the formation of ozone and particle pollutants.
There is a recent boom in the literature of air pollution that focuses on the economic
consequences of air pollution like infant or adult mortality, labor productivity, different labor
market outcomes, migration decisions, health expenditure, cognitive behavior, overall growth
of an economy, etc (Graff Zivin and Neidell, 2012; Arceo et al., 2016; Chen et al., 2017a;
Chen et al., 2018; He et al., 2019; Fan and Grainger, 2019; Kahn and Li, 2019; Li et al., 2020;
La Nauze and Severnini, 2021; Aguilar-Gomez et al., 2022). These studies have reached the
consensus that poor air quality poses several economic costs. The present study analyzes how
air pollution can effects the migration decisions of Americans. To be specific, this research
3

EPA has established national ambient air quality standards (NAAQS) for six of the most common air
pollutants— carbon monoxide, lead, ground-level ozone, particulate matter, nitrogen dioxide, and sulfur
dioxide; these are commonly known as “criteria” pollutants
4
See https://www.epa.gov/air-trends/air-quality-national-summary for more information.
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investigates the extent to which air pollution, in terms of PM2.5 concentration, across the
US counties leads to bilateral internal movements of people in the US over the period from
2006 through 2019.
There are a few econometric challenges to estimating the effects of air pollution on bilateral migration flows. First, estimating the pseudo-gravity model of bilateral migration flows
with the OLS estimation technique leads to highly inconsistent and biased results.5 The
OLS estimation in log-linear form drops the zero values of the dependent variable (i.e. the
bilateral migration flows). To overcome this estimation issue, the present study uses Poisson Pseudo Maximum Likelihood (PPML) estimation technique. Second, the model suffers
from the endogeneity problem. The core explanatory variable (i.e. PM2.5 concentration)
is likely to be endogenous due to omitted variable bias or simultaneity issues in the model
(explained in section 1.4.2). To mitigate this concern, thermal inversion strength is used
as an instrumental variable for the endogenous PM2.5 concentration. A Poisson model with
instrumental variable (IV-PPML method) is used to estimate the effects of PM2.5 concentration on bilateral migration flows in presence of endogeneity and zero values in the dependent
variable.
The baseline result of the current study suggests that people are discouraged to migrate
to a destination county that observes a high level of pollution. In particular, a 1% increase in
PM2.5 concentration at the destination county leads to a decrease in bilateral migration flow
from origin to destination by 1.7%. In other words, a 1% decrease in PM2.5 concentration
in the destination county leads to a 1.7% increase in migration. This implies individual’s
choice of destination(s) is dependent on the air quality at the destinations. The study
further looks into different sub-samples by age, race, gender, and education to account for
heterogeneous effects. It is evident from the results that the response of the black population
to poor air quality at the destination is different from the full sample estimates. For the
Black population, the coefficients on PM2.5 concentration at the destination are positive but
5

The pseudo-gravity model of migration is derived from a utility maximization problem following Beine
and Parsons (2015). This is explained in detail in the theoretical framework
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insignificant. This implies that poor quality has no impact on migration decisions of the
Black population. This may be due to the racial differences in the effects of air pollution
that have been widely studied in the literature. Several robustness checks are conducted
to check whether the core regression coefficient estimates behave properly under different
modifications.
A wide array of legislative measures both at federal and state levels have been implemented to account for the adverse health impacts of air pollution over the past thirty years in
the US. The series of Clean Air Acts were enacted in the 1950s, 1970s, and 1990s to improve
air quality. These policies are generally considered to be successful. Despite these attempts,
air pollution continues to be a potential factor for environmental and health hazards in the
country. Statistics suggest that thousands of deaths per year in the US attribute to bad
air quality. According to the Centers for Disease Control and Prevention (CDC) report,
ozone and particle pollution may harm the health of hundreds of thousands of Americans
each year.6 A recent report by the American Lung Association shows that more than 40%
of Americans, approximately 135 million people, live in counties with unhealthy levels of
ozone and particle pollutants (American Lung Association, 2021).7 In recent years, EPA
took several measures to improve America’s air quality by designing several national programs that show better results in the areas that fully implemented the programs. Even
so, approximately 82 million American people live in counties with pollution levels above
National Ambient Air Quality Standards (NAAQS) in 2019.
According to the National Weather Service, poor air quality is responsible for 60000
premature deaths in the US each year, and the estimated medical costs of air pollution-related
illnesses are 150 billion dollars per year.8 Apart from the health risks of air pollution, there
are different economic impacts of air pollution. The major market impacts of air pollution are
6

See https://www.cdc.gov/air/default.htm for more information on health adversities caused by
different pollutants.
7
The report can be accessed from https://www.eurekalert.org/pub_releases/2004-04/ala-ala0
41504.php
8
See https://www.weather.gov/bmx/outreach_summersafetycampaign for more information.
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reduced labor productivity, increased health expenditures, and loss in agricultural yield. A
report by Stanford University suggests that air pollution negatively impacts the US economy.
According to the report, the economic cost of air pollution in the US in 2014 accounted for
5% of its GDP (American Lung Association, 2021).9 In the past fifty years, outdoor air
quality in the United States has improved to a greater extent, but it is still an alarming issue
for many US cities with a dense population. Ground-level ozone, the main part of smog, and
particle pollutants are attributing to many threats to Americans. The most polluted cities
in terms of ozone concentration are in California. Los Angeles tops the list. According to a
CNN news report (April 21, 2020), “60 percent of Americans live in areas where air pollution
has reached unhealthy levels that can make people sick.” 10 According to the American Lung
Association 2021 "State of the Air" there is a sharp increase in the number of people leaving
in the areas with unsafe air quality (Ellis Robinson, 2019). The eight cities that reported
the highest number of days with dangerous ozone and particular pollutants are in Alaska,
California, Montana, North Dakota, Oregon, Idaho, and Washington.11
Throughout the history, migration is a common phenomenon. Mobility is an inherent
human characteristic unless controlled or restricted by some policies. Factors like socioeconomic inequalities, political instability, natural calamities, and globalization can cause
voluntary or involuntary displacements of people across the globe. In the past couple of
decades, there has been a boom in the literature on environmental migration. The US
admits legal immigrants in the country each year. There are also millions of Americans who
have moved out of the country of living abroad for work. Apart from the international inflow
and outflow of people in the US, internal or domestic migration is a common phenomenon
in the US. A massive internal migration took place from the eastern states towards the west
coast during the mid-19th century.12 The US Census Bureau’s recent statistics show that
9

See https://earth.stanford.edu/news/how-much-does-air-pollution-cost-us to access the full
report.
10
See https://www.cnn.com/2020/04/21/health/air-quality-2020-report-wellness/index.html
11
The full report can be downloaded from https://www.stateoftheair.org/assets/sota-2021-ful
l.pdf
12
See http://depts.washington.edu/moving1/
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about 14 percent of the people residing in the US move within the country each year.13
Environmental migrants are groups of people who migrate to different locations due to
environmental adversity. Environmental migration may take complex forms like forced and
voluntary, temporary and permanent, internal, and international. Predictions for the 21st
century indicate that environmental degradation (climate change, natural disaster, destruction of the ecosystem, and pollution) imposes a potential threat to human security. Many
factors play important roles in the mobility decisions of individuals. The growing environmental migration literature suggests that environmental factors also play a vital role in
determining migration patterns both domestically and internationally.
Air pollution in developing countries is worse than in the developed nations. According
to the World Health Organization (WHO) almost all the inhabitants of big cities in middle
and low-income countries deal with exceptionally high levels of air pollution. In contrast, developed nations are more likely to invest in clearer technologies that limit emissions, because
they have the resources to do so. However, according to a recent analysis by Yale University,
the US is lagging behind other developed nations in terms of environmental performance
(Yale Center for Environmental Law and Policy, 2020).14 Despite huge measures to combat
air pollution in the US, the problem of poor air quality persists in many regions in the US.
There are many studies that have looked into the effect of air pollution on migration
decisions in the developing, and under-developed nations in the world (Olade, 1987; Song
and Wang, 2013; Chen et al., 2017a; Gholipour et al., 2020). In contrast, only few studies
that show the relationship between air pollution and internal migration in the developed
nations (Mikula and Pytliková, 2020; Germani et al., 2021). In this paper, I analyze how air
quality results in internal migration decisions among Americans.
Apart from the traditional socio-economic drivers of migrations, environmental factors
(like temperature, rainfall, pollution, etc.) can also trigger migration decisions. Environmen13

See https://www.jchs.harvard.edu/blog/who-is-moving-and-why-seven-questions-about-re
sidential-mobility
14
See https://epi.yale.edu/ for the full repot.
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tal drivers of migration are becoming increasingly important areas of study due to alarming
concerns about environmental degradation throughout the world. Since the 1990s, there has
been progressive research on the relationship between environmental factors and migration.
According to Warner et al. (2010), people choose any one of the following three options when
there is severe environmental deterioration: a) stay and adapt to the current scenario; b) stay
and adapt to the lower quality life; c) migrate to a place with a better environment. Hunter
(1998) mentions that environmental risk factors (like air pollution, water pollution, and hazardous waste) are playing a huge role in inter-county migration decision among American
people.
The contribution of this study to the existing literature can be summarized as follows.
First, the major contribution in understanding the role of air pollution in driving migration
decisions in a developed country (i.e. the US). The previous studies have provided strong
evidences of impact of air pollution on migration in the highly polluted and rapidly developing
industrialized countries or underdeveloped countries (Chen et al., 2017a; Gholipour et al.,
2020; Liu and Yu, 2020; Germani et al., 2021). The association between air pollution and
bilateral migration flows has been overlooked in recent times because of the improvement
of air quality in the developed nations. Compared to underdeveloped countries, developed
nations invest more in cleaner technology to control the levels of air pollution. This study
attempts to study the impact of low and moderate levels of pollution on bilateral migration
decisions in the US. Second, this is the first paper to analyze the effect of air pollution
on domestic bilateral migration in the US under a pseudo-gravity model framework. The
theoretical specification yields a pseudo-gravity model of bilateral migration flows. The air
quality is measured in terms of PM2.5 concentrations. The pseudo-gravity model is estimated
first by PPML to account for the presence of zero values in the dependent variable. The
econometric model suffers from the problem of endogeneity as mentioned above. The solution
to the endogeneity problem is using thermal inversions as an instrumental variable for the
pollution concentration. Thermal inversion strengths act as an exogenous variation for the
12

pollutant concentrations across different US counties.
The article is organized as follows. Section 1.2 reviews the related literature; section
1.3 explains the theoretical model; section 1.4 discusses the empirical specification and the
estimation techniques; section 1.5 discusses different data sources; section 1.6 reports the
estimation result and robustness checks; section 1.7 concludes the article.
1.2

Past Research

The neoclassical gravity model is often used to determine bilateral internal and international
migration flows. The gravity or pseudo-gravity model of migration is broadly used in migration literature to identify the push and pull factors of migration decisions (Vanderkamp,
1977; Foot and Milne, 1984; Karemera et al., 2000; Backhaus et al., 2015 and Poot et al.,
2016). Ravenstein (1889) hypothesized the idea of the ‘push’ and ‘pull’ factors that influence
migration decisions. These factors are economic, social, political, and environmental factors
triggering migration decisions. The pull factors include high income or higher economic level
in the destination. The push factors indicate those factors that negatively impact migration
decisions such as the unemployment rate in the destination. There is a sizeable literature
that has been devoted to the traditional economic factors of migration like wage differentials,
unemployment, better job opportunities, and education (e.g. Borjas, 1989; Olejárová, 2007;
Black et al., 2011; Simpson, 2017; Castelli, 2018; Carling and Collins, 2018). Apart from
these common economic drivers of migration, deteriorating environmental conditions can also
trigger both international and domestic migration (Olade, 1987; Warner et al., 2010; Song
and Wang, 2013; Neumann et al., 2015; Beine and Parsons, 2015; Borderon et al., 2019).
Good air quality or low environmental risks act as pull factor in the migration literature.
On the other hand, poor air quality or high environmental risks act as a push factor forcing
people to leave their home economy.
“Environmental migration” has become an area of research interest over the past few
decades. Beine and Parsons (2015), use a utility maximization model to examine the effect
13

of climate change on international migration using panel data. This paper closely applies the
same model. The present study aims to find an association between air quality and intercounty bilateral migration patterns in the US under a pseudo-gravity framework. Specifically,
the current study analyzes whether poor air quality, measured in terms of yearly average
PM2.5 concentrations, drives internal migration decisions in the US. High PM2.5 concentration
at the origin act as a “push” factor, and low level of air pollution at the destination act as a
“pull” factor triggering migration decision.
Air pollution in developing countries tends to be worse than in developed countries because poor countries often lack the technology and resources to fight pollution. There are
many studies on the effects of air pollution on different economic and health outcomes in the
developing or under-developed nations. Piguet et al. (2011) study the direct and indirect
impact of climate change on migration patterns across the world using descriptive analysis.
Chen et al. (2017a) show that air pollution has a significant impact on net migration decisions in China by using changes in the average strength of thermal inversions over a five-year
time frame. Thermal inversion acts as an exogenous variation for air pollution levels. Qin
and Zhu (2018) links people’s interest in emigration to an air quality index. Their results
show that the Chinese residents tend to search the word “emigration” online when the air
quality deteriorates significantly. Mikula and Pytliková (2020) use the natural experiment
of de-sulfurization of power plants to examine the causal effects of air pollution and migration in the North Bohemia region of the Czech Republic. The econometric results show
a negative and significant impact of sulfur dioxide concentration reduction on emigration.
Gholipour et al. (2020) find a positive and significant relationship between air pollution and
net out-migration in Iran.
There are a few studies in the US context that link environmental quality with interregional migration. Wolpert (1966) was the first study that analyzes the connection between
non-economic and non-social factors (like factors related to the environment) and migration
decisions within the US. According to Wolpert (1966), environmental dis-amenities like pol14

lution, climate change, congestion, and crime play a significant role in kindling migration
decisions. Hsieh and Liu (1983) develop a model that explains the relationship between quality of life and inter-regional migration in the US. Their findings suggest that in the short
run better environmental quality drives inter-regional migration, and in the long run better
quality of social life triggers migration decisions. Kahn (2000) finds that a drastic reduction in pollution in Los Angeles has attracted migrants from other parts of the country and
abroad. Bayer et al. (2009) studies the importance of incorporating mobility costs (like poor
air quality along with other costs of moving) in a hedonic framework. The author estimates
the marginal willingness to pay for a reduction in air pollution. The result suggests that
including migration costs (air pollution) in the hedonic model yields three times greater estimates than traditional hedonic models without migration costs. Levine et al. (2018) analyze
the direct impact of harmful emissions on the migration of highly-valued executives from
firms that are geographically close to polluting firms. This out-migration of highly valued
executives in turn adversely affects the corporate stock prices.
Hunter (1998) is the first paper that studies the link between environmental risks and
inter-county in- and out-migration streams in the United States. She finds that the outmigration from the US counties with a high level of environmental hazard (like air and
water pollution, hazardous waste, and superfund sites) is less than the counties without
such hazards. Hunter (1998) also finds that the US counties with a high risk of environmental hazards attract fewer migrants compared to the counties with less environmental risks.
Another study by Hunter (2005) examines the close link between environmental hazard-led
migration patterns in the US. Individuals who are vulnerable to poor environmental quality
are most likely to relocate.
This paper deviates from the existing studies on air pollution and migration and contributes to the literature in three different ways. First, the present study looks at the internal
bilateral migration using a gravity model instead of the net in/out migration. Second, this
paper studies the impact of air pollution on migration in a developed country (i.e. US), unlike
15

other studies that focus on under-developed or developing countries. Third, this study addresses the potential problems of endogeneity and the zero migration flow in the econometric
model by using a combined instrumental variable and Poisson Pseudo Maximum Likelihood
estimation method.
1.3

Theoretical Framework

The theoretical model follows the utility maximization approach of bilateral migration flow
developed by Beine and Parsons (2015). There are homogeneous individuals in the model
who decide whether to migrate or not based on their utility maximization. An individual
can maximize his/her utility across the full set of destinations. The individual can choose
not to migrate or migrate from the origin county(i) to destination county(j). The choice of
the optimal county by each individual depends on the comparison of the utility associated
with each destination county. According to Beine and Parsons (2015), an individual’s utility
is log-linear in income and will depend on the characteristics of the county they currently
live in and the costs of migration. The number of individuals who choose to migrate from
origin county(i) to destination county(j) at time period t is denoted by Mij,t . The utility of
an individual who chooses not to migrate (stay in county i) is given by

Uii,t = ln(Wi,t ) + Xi,t + εi,t

(1.1)

where Wi,t is the wage in county i at time t, Xi,t represents all the economic and environmental
characteristics of the origin county i at period t (i.e push factors), and εi,t is the random
error term which is normally distributed (i.i.d.). Push factors are those characteristics of
origin county that will encourage out-migration and discourage in-migration.
The utility of an individual who chooses to migrate from county i to county j at time t
will depend on the economic and environmental characteristics (like wage rate, real GDP, air
quality etc.) of the destination county j, and the cost of moving (like distance, contiguity,
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etc.) from origin i to destination j at time t. The utility function is given by

Uij,t = ln(Wj,t ) + Xj,t − Cij,t + εj,t

(1.2)

where Wi,t is the wage in the destination county j at time t, Xj,t represents all economic and
environmental characteristics of destination county j at time t (i.e. pull factors), and Cij,t
is the migration cost of moving from county i to county j at time t. Pull factors are those
characteristics of the destination county that will encourage in-migration and discourage
out-migration.
The probability that an individual will move from origin county i to destination county j,
given that the error term follows i.i.d. extreme-value distribution15 , and applying McFadden
(1984) results16 , the probability that an individual will migrate from county i to county j is,
h
i M
exp[ln(Wj,t ) + Xj,t − Cij,t ]
ij,t
=P
P r Uij,t = max Uik,t =
k
Mi,t
k exp[ln(Wk,t ) + Xk,t − Cik,t ]

(1.3)

where, Mi,t is the size of population in county i at time t, and k is the set of all possible
destination counties.17 A utility maximizing individual will choose the destination j among all
the k alternatives where the cost of migration is lowest, and the economic and environmental
characteristics are favorable. Using this, the aggregate bilateral migration rate between origin
county i and destination county j can be written as
Mij,t
exp[ln(Wj,t ) + Xj,t − Cij,t ]
=
Mii,t
exp[ln(Wi,t ) + Xi,t ]
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(1.4)

Extreme-value distributions are the limiting distributions for the minimum or the maximum of a very
large collection of random observations from the same arbitrary distribution.
16
According to McFadden (1984), if the error term s assumed to be i.i.d. according to Type I extreme-value
distribution, the the conditional choice probabilities
can take multinomial logit form.
P
17
Mi,t is the stock and Mij,t is the flow, j Mi,t = Mi,t
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Taking natural log on both sides of (4), we have

ln

Mij,t
Mii,t




= ln

Wj,t
Wi,t


+ Xj,t − Xi,t − Cij,t

(1.5)

The left-hand side ratio in Equation 1.5 represents aggregate inter-county bilateral migration
rate and the right-hand side variables are the main components of bilateral migration. The
wage ratio is the wage differential in the destination (j) and origin (i). Xj,t and Xi,t are the
economic, and environmental factors in destination county j and origin county i respectively.
Cij,t (.) denotes all the costs associated with migration and contains both time-variant
and time-invariant factors like stock of migrants from origin i living in destination j before
migration takes place at time t , distance, contiguity, linguistic proximity, and other origin
and destination specific costs like migration policies of destination, etc. The migration cost
function used in this study is

Cij,t = c(dij , bij )

(1.6)

where, dij is the time-invariant distance between origin and destination, bij measures the
time-invariant contiguity (if the origin-destination pair share the same border). Linguistic
proximity and migration policies are excluded in this study because all the origin and destination pairs are primarily English-speaking regions and migration policies do not differ
within a country, given that this study analyzes domestic migration in the US.
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1.4

Empirical Methodology

1.4.1 Econometric Model
Assuming the costs of migration are separable, combining equations Equation 1.5 and Equation 1.6, the econometric model can be written as

ln

Mij,t
Mii,t




= ln

Wj,t
Wi,t


+ X(GDPj,t ) + X(Ej,t )

(1.7)

− X(GDPi,t ) − X(Ei,t ) − c(dij ) − c(bij ) + µij,t
Equation 1.7 specifies the bilateral migration flows from county i to county j depend positively on the county wage differentials (Harris and Todaro, 1970; Dustmann, 2003) on air
quality in the destination county (Hunter, 1998; Chen et al., 2017a) the GDP in destination
county. It is assumed that people tend to migrate to areas with relatively better economic
opportunities which acts as a pull factor in driving migration decisions. Better air quality in
the destination also acts as a pull factor, and adverse air quality at the origin will act as a
push factor. Chen et al. (2017a) use data on Chinese counties and finds poor air quality (high
pollution concentrations) increases net out-migration by 5 percent in each region. Thus, the
bilateral migration flow between origin i and destination j should be negatively affected by
the poor air quality in the origin county. On the other hand, if air quality is good (lower
pollution concentrations), the migration flow should not be affected negatively. Distance and
contiguity are used for approximation of costs in the migration model. The gravity model of
migration suggests that bilateral migration flow is negatively related to the distance between
origin-destination pairs. Another important factor affecting bilateral migration flow in the
migration literature is contiguity. If two regions share a common border, mobility is higher
between those two regions. Thus, regions that do not share a common border are likely to
have fewer migrants between them compared to regions sharing a common border.
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The econometric specification used for estimation in this study is

ln

Mij,t
Mii,t




= β1 ln

Wj,t
Wi,t


+ β2 ln(GDPj,t ) + β3 ln(GDPi,t )

+ β4 lnEj,t + β5 lnEi,t + β6 lnClimatej,t + β7 lnClimatei,t

(1.8)

+ β8 dij + β9 bij + αi + αj + γt + µij,t
Equation 1.8 is a pseudo-gravity equation of bilateral migration flows. Ei,t and Ej,t indicate the air qualities in terms of pollution concentrations at the origin and the destination
respectively. The primary pollutant used in this study is annual average PM2.5 concentrations. The climate controls (temperature and precipitation) have also been added to the
econometric model. The studies that look into the impact of air pollution on migration uses
different forms of climate controls. Gholipour et al. (2020) use precipitation as a control in
an econometric model that studies the effect of air pollution on household migration in Iran.
Typically studies find that high temperature and/or low precipitation triggers migration decisions (Bohra-Mishra et al., 2014; Dallmann and Millock, 2017). The former investigates
the effect of change in temperature and precipitation on migration in Indonesia while the
latter studies the effect of climatic variation in terms of drought frequency, and its effect on
household migration in India. Even though most studies using climatic variations as a factor
determining migration indulges in the low- income to middle-income group of countries, the
possibility of the existence of the same in high-income group of countries cannot be eliminated. This stems from the recent rise in global warming and the importance of climatic
variations in the present world.
There may be several unobserved factors at the origin and destination that can affect
the bilateral migration rate. A gravity model of migration includes different push and pull
factors triggering migration decisions, and this model may suffer from the problem of omitted variable bias if one or more relevant variables are excluded from the specification. To
minimize the bias from omitted variables researchers use location fixed effects to control for
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the average differences across locations in any observed or unobserved predictors. Thus, the
above equation includes αi and αj which represent the origin county fixed effects and destination county fixed effects respectively which accounts for time in-varying factors. Along
with the county fixed effects, time fixed effects is also added to account for common shocks
to all counties considered in the analysis. γt represents the time fixed effect for the origindestination pairs.
Bilateral migration is an outcome which responds slowly to air pollution as it is associated with investment decisions that are very costly and hard to reverse. As a result, people
respond slowly to changes in air quality. To account for this issue, the econometric model
(Equation 1.8) can be estimated by taking first lags of the environmental and climatic variables. One period lag is also considered to match the air pollution data with the migration
data as mentioned in the data section below.

ln

Mij,t
Mii,t




= β1 ln

Wj,t
Wi,t


+ β2 ln(GDPj,t ) + β3 ln(GDPi,t )

+ β4 lnEj,t−1 + β5 lnEi,t−1 + β6 lnClimatej,t−1 + β7 lnClimatei,t−1

(1.9)

+ β8 dij + β9 bij + αi + αj + γt + µij,t
where, Ei,t−1 , and Ej,t−1 represent the lagged air quality (measured in terms of pollutant
concentrations) in the origin and destination respectively. The climatic variables are also
included in the in the equation in lag forms.
1.4.2 Estimation Issues and Solutions
1.4.2.1 Zero Migration Flows
The first econometric issue stems from the gravity literature. In the gravity literature of
trade, the presence of zero values for the dependent variable (bilateral migration flows)
yields inconsistent OLS estimates (Silva and Tenreyro, 2006). If the traditional gravity
model in log-linear form is estimated using OLS, the estimation drops the zero values and
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generates a bias in the estimated results. The common approach followed by researchers is
to dropping the zero values or to adding a small positive number to ensure the logarithm is
well defined. Truncating zero flows between county pairs does not solve the problem as the
relevant information on the county pairs with no migration flows is ignored. This leads to
a selection bias problem. A zero flow between a county pair can be due to factors like both
the counties have a similar pattern of pollutant concentrations and as a result, migrants are
reluctant to relocate between those two counties. Dropping the zero values might ignore
this possibility and discard important information from the estimation. Truncating the zero
values can lead to inconsistent slope parameters problems of the OLS estimator, even in the
absence of heteroscedasticity. Adding a positive scalar will also lead to estimation bias since
small variations in the dependent variable might lead to large variations in the estimated
results and yield inconsistent results (Ramos, 2016).
Silva and Tenreyro (2006) suggest the Poisson pseudo-maximum likelihood (PPML) estimation technique to account for the zero values in the dependent variable. There are
several advantages of the PPML method. It provides unbiased estimates in presence of heteroscedasticity, the mean is always positive, and all the observations are weighted equally.
PPML eliminates the need to use the natural log of the dependent variable and thus eliminates the problem of selection bias in a gravity-type model. According to Silva and Tenreyro
(2006), PPML is appropriate for estimation an econometric model with some zero values of
the dependent variable because of a few important reasons. First, the Poisson model accounts for the observed heterogeneity. Second, the fixed effects PPML estimation technique
gives a natural way to deal with the zero values of the dependent variable because of its multiplicative form. Third, the PPLM estimator is consistent and gives the lowest bias among
other linear and non-linear estimators. In the present study, Equation 2.8 is estimated using
PPML estimator. Even though the model in the present study is not strictly Poisson, PPML
estimator generates consistent estimates (i.e. in cases of overdispersion).
Anderson (2011) identifies this multilateral resistance as a potential source of the bias in
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the gravity model of trade flows.18 The same issue translates to a gravity model of migration
flows. This implies that bilateral migration between two county pairs will depend not only
on the amenities in the county pairs but also on the amenities in the alternative destination
counties. This issue can be addressed by including time-varying fixed effects for either the
origin or the destination county Feenstra (2002). Another solution to this problem has been
proposed by Bertoli and Moraga (2013) where they use origin-nest fixed effects to account
for multilateral resistance. The primary idea is that individuals from a particular region
have preferences for their destinations across the entire set of destinations available. In the
context of the US domestic migration, one can think of, individuals living in the New England
area are less likely to migrate to the far-west in California and are probably more likely to
migrate to the nearby states. Following this intuition, the present study uses origin-nest
fixed effects with the nesting at the division level of the US Census tracts to mitigate the
issue of multilateral resistance in the econometric model (see Table 1.11 for different regions
and divisions in the US).
1.4.2.2 Endogeneity of Pollutants
The second issue comes from the endogeneity of the pollutant concentrations in the empirical
specification. The first source of endogeneity stems from the fact that some of the unobserved factors in the empirical specification may be correlated with pollutant concentrations.
Counties that have high levels of employment and better economic opportunities are likely
to have more pollutant concentrations than counties with low levels of economic activity. In
other words, the empirical specification suffers from measurement error, Cov(xij,t , µij,t ) ̸= 0.
The other source of endogeneity is the possibility of simultaneity in the econometric model.
The problem of simultaneity arises because pollution (the independent variable) can itself
be a function of migration flows (the dependent variable). The primary idea in this paper
18

The “multilateral resistance” or “border puzzel” is a common problem in gravity model of trade. The
“multilateral resistance terms” capture the fact that bilateral trade depends on both bilateral trade barriers
and average trade barriers across all trade partners (Jie and Xuezhi (2017)).
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is to identify the causal effect of air pollution on migration i.e., high pollution levels in the
origin county will trigger out-migration and high pollution levels in the destination county
will attract fewer migrants. However, the causal effect can be reversed since areas with high
volumes of in-migration flows can observe an increase in economic activity, and thus lead to
high pollution emissions.
The common solution to the endogeneity problem is to use an instrumental variable for
the endogenous variable. The challenging task is to find a proper instrumental variable for
air pollutants. Recent studies use thermal inversion as a potential exogenous instrument to
air pollutants. Arceo et al. (2016) is the first study to use thermal inversion as an instrumental variable for air pollution to analyze the impact of air pollution on infant mortality
in Mexico City. Chen et al. (2017a) use the same instrument to observe the impact of high
air pollution on net out-migration from Chinese provinces. Thermal inversions are a common meteorological phenomenon observed in different parts of the world. Thermal inversion
occurs when the normal decrease in air temperature with an increase in altitude is reversed.
Normally, air temperature decreases with altitude at about 6.5 degrees Celsius per kilometer.
Thermal inversion periods refer to episodes where a mass of hot air sits on top of a mass
of cold air impeding the natural vertical flow of atmospheric air. This results in pollutants
getting trapped near the ground. Areas with strong thermal inversions witness high levels
of air pollution as pollutants are not dispersed into the upper atmosphere. The relationship
between thermal inversion and air pollution has been well documented in the atmospheric
science literature (Iacobellis et al., 2009; Bailey et al., 2011).
The two-stage approach to estimate the effect of air pollution on bilateral migration
flows, thermal inversion is used as a potential instrument that a) affect pollution concentrations (i.e. a relevant instrument); b) thermal inversions are not caused by pollution or
bilateral migration flows (i.e. randomly assigned and exogenous); c) thermal inversions affect bilateral migration flows through their effect on air pollution (i.e exclusion restriction
is satisfied). How thermal inversion as an instrument satisfies the three major instrumental
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variable assumptions are discussed as follows:
Relevance Assumption: Under normal atmospheric conditions, air temperature decreases with the rise in altitude. The air temperature reaches less than -50 degrees Celsius
approximately 11 KM above the sea level and remains constant throughout the stratosphere
(Dechezleprêtre et al., 2019). Thermal inversions occur when this normal phenomenon gets
altered. When a mass of cooler air gets trapped below a mass of warm air, thermal inversions take place. This phenomenon takes place in the lower troposphere that is, an approx
altitude of 4 KM. At normal atmospheric conditions, atmospheric ventilation helps to reduce
pollution at the ground level. However, when there is a thermal inversion, the polluted air is
trapped at the surface level. Thermal inversions lead to temporary accumulation of pollution
near the ground as the industrial and vehicular emissions get trapped due to the reversed
atmospheric temperature conditions.
Several atmospheric studies have well documented the positive correlation between thermal inversions and air pollution (Wallace and Kanaroglou, 2009; Gramsch et al., 2014;
Czarnecka and Nidzgorska-Lencewicz, 2017; Trinh et al., 2019; Nidzgorska-Lencewicz and
Czarnecka, 2020). Figure 1.5 shows a strong relationship between PM2.5 concentrations and
thermal inversion.
Exogeneity Assumption: Thermal inversion is an instrument that is exogenously
determined and is well documented in the climatic economic literature (Dechezleprêtre et al.,
2019). Thermal inversions are unrelated to unobserved determinants of bilateral migration
flows because they are atmospheric dynamics that are unlikely to be determined by human
activity at the ground level. Thermal inversions tend to be associated with the movement
of air masses and hence are unlikely to be affected by bilateral migration flows that are
examined in this study.
Exclusion Restriction Assumption: Temperature inversions are atmospheric phenomena that occur above the ground level. It is very hard to find a direct channel through
which temperature inversions above the ground level can impact human behavior (migra25

tion decisions). Thermal inversions may be determined by weather conditions. The weather
conditions may have a direct impact on human health and human behavior. This may lead
to a potential concern because the instrument can affect bilateral migration flows through
the weather/climate conditions. To mitigate these issues, climatic controls like daily temperature and precipitation are added to the model. This will ensure that air pollution is the
only channel through which thermal inversions affect bilateral migration flows. The baseline
model includes the climatic controls to ensure exclusion restriction (Table 1.4). However, a
robustness check has been done by eliminating the climatic controls (Table 1.10). The robustness test without climatic controls suggests that estimated coefficients are barely affected
by excluding the weather controls. Hence it is evident that thermal inversion affects bilateral
migration flows through its impact on air pollution, and therefore it is a valid instrument.
To account for any time-invariant geographic differences in thermal inversions across the US
counties, county fixed effects are also included in the first stage regression.
The traditional method of estimating an econometric model with instrumental variables
(IV), is two-stage least squares (2SLS). In the first stage, the endogenous pollutant concentrations are regressed on the exogenous thermal inversion, and in the second stage, the
migration flows are regressed on the estimated pollutant concentrations. There are several
factors about thermal inversions that need to be addressed that are relevant for the identification. First, as mentioned above, thermal inversions may be correlated with weather
conditions. To mitigate this issue, weather controls are added to the IV-2SLS model. Second, thermal inversions may coincide with macroeconomic trends like national policies or
global economic trends. To solve this issue, year-fixed effects are included in the model to
control for unobserved shocks specific to years. Third, some counties may experience more
thermal inversions than others. This may have an impact on air pollution concentrations
across different counties. The differences in air pollution concentrations may result in selfselection patterns across different counties that in turn may lead to differences in bilateral
migration flows (Chen et al. (2017a)). For example, if people are more prone to migrate
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to counties with more job opportunities or more economic activities (these counties are expected to have high pollution levels), then areas with high thermal inversions will have high
migration flows. To mitigate this issue, time in-varying county fixed effects are added in the
model.
However, 2SLS estimates on the log specification of the gravity model of migration flow
lead to highly unstable estimates as it eliminates the zero bilateral migration flows. To address this issue IV-PPML (i.e. a Poisson model with instrumental variable) is used; this is
a superior method in the presence of endogeneity and zero values in the dependent variable
(Tenreyro, 2007). IV-PPML is a two-stage instrumental variable version of PPML (Windmeijer and Santos Silva, 1997). IV-PPML estimates are obtained using an instrumental variable
approach through IV-GMM Poisson estimations in STATA, where the endogenous variable is
the PM2.5 concentrations and has been instrumented by thermal inversion strengths. However, there are certain issues associated with the IV-PPML estimation technique. First,
the IV-PPML estimator has trouble converging. The convergence issue can be solved for
the PPML estimator without an instrumental variable by using “ppmlhdfe” command in
STATA. However, no such command is available for IV-PPML. IV-PPML failed to converge
for certain pollutants (like PM10 , CO, and NO2 ), and hence they are not considered in this
study. Second, a non-linear model like IV-PPML generally suffers from incidental parameter
problems if multiple sets of fixed effects are included in the model. This issue is explained
in detail in the result section (section 6.2).19 To mitigate the issue of incidental parameter
problem, the baseline model includes only year fixed effects because including three sets of
fixed effects (i.e. year, origin county, and destination county fixed effects) may lead to an
incidental parameter problem.

19

See https://personal.lse.ac.uk/tenreyro/lgw.html to get more information on the incorporating
multiple fixed effects in an IV-PPML estimation can lead to incidental parameter problem and the STATA
code.
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1.5

Data

1.5.1 Migration
The data on bilateral migration patterns comes from the American Community Survey (ACS)
from 2006 to 2019. The ACS reports both 5-year and 1-year estimates of population census
tracts. This study considers the 1-year estimates to avoid any measurement error that might
arise from subsequent moves in the 5-year time frame. The variable "MIGRATE1" in the
ACS dataset has been used for the study. The ACS asks the respondents "did the person live
in the same house or apartment 1 year ago?" One caveat of using 1-year estimates is that the
sample is restricted to the data for counties with a population above 65,000. However, this
might not be a severe issue given the nature of the study, since densely populated counties are
likely to experience higher levels of economic activity and subsequent higher pollution levels
(Chen et al. 2017a). Those individuals who have chosen to relocate across different counties
in the US are considered migrants. The ACS identifies migration flows according to the
current place of residence (destination county) and the place of residence 1 year ago (origin
county). This study focuses on domestic migration, hence the individuals who emigrated
abroad or immigrated from abroad are excluded. This study also excludes the individuals
who did not move since the reference year. The sample is further constrained to individuals of
age 15 years and above to account for the effect of air pollution on migration. Restricting the
age considers the economic opportunities that are considered by the working-age population
at the origin and the destination counties while making the migration decisions.
The dependent variable, that is, the aggregate bilateral inter-county migration rate is


M
. Mij,t is the aggregate bilateral flow of individuals between origin i and
specified as Mij,t
ii,t
destination j in time period t. Mii,t represents the number of individuals at the origin i who
have chosen not to move. Mii,t is calculated by subtracting the total number of in-migrants
P
in county i from its population, which is calculated from the migration data as Jj=1 Mji,t .
The bilateral migration between county pairs is scaled by a factor of 100,000. Table 1.1
28

shows that the average bilateral migration rate is around 0.5 per 100,000 individuals. This
value might seem small. However, we need to consider that the migration flow is between two
specific county pairs in a particular year. The maximum number migration flows between
i − j county pair is around 55 per 100,000 individuals.
1.5.2 Air Pollution
The data on air pollution is derived from Environmental Protection Agency’s (EPA) Air
Quality System (AQS) database for the years 2005-2019. The AQS database reports both
the county-level pollutant concentrations and Air Quality Index (AQI). The EPA’s AQI
yardstick ranges between 0 to 500. The higher the number, the higher is the level of air
pollution in a particular county. AQI values are divided into six categories namely, 0 to 50
meaning good air quality; 51 to 100 or moderate air quality; 101 to 150 or unhealthy for
sensitive groups air quality; 151-200 or unhealthy air quality; 201 to 300 or very unhealthy
air quality; and 301 to 500 or hazardous air quality. The daily AQI is calculated for each
monitor across different counties in the US for criteria pollutants. EPA reports daily and
annual summaries of a large number of pollutants which includes the criteria pollutants
namely particulate matter less than 10 microns (PM10 ), particulate matter less than 2.5
microns (PM2.5 ), carbon monoxide (CO), ground-level ozone (O3 ), sulfur dioxide (SO2 ),
nitrogen dioxide (NO2 ), and lead (Pb). These pollutants are found all over the US and can
cause serious damage to human health. EPA has set a standard for these six air pollutants
as required by the Clean Air Act.20
The key explanatory variable in this study is air pollution. This study considers fine
particulate matter less than 2.5 microns (PM2.5 ) due to the following reasons.21 First, PM2.5
stands out as the pollutant because it has largest estimated impacts on health, mortality,
and various economic outcomes (Bell et al., 2012; Buonocore et al., 2014; Takahashi et al.,
2014; Organization et al., 2016). The PM2.5 concentration is used as a proxy indicator of
20
21

See https://www.epa.gov/criteria-air-pollutantsfor more information on six criteria pollutants.
The sources of PM2.5 are the combustion of gasoline, oil, diesel fuel or wood.

29

population exposure to air pollution by the World Health Organization (Dechezleprêtre et al.,
2019). Second, the availability of data on pollutant concentrations from monitors across the
US is disproportionately distributed among both pollutants and counties. For example, for
ozone concentration a total of 21,395 monitor readings were available across the US counties
between 2005 and 2019; 18,377 monitor readings were reporting PM10 concentration, and
22,871 monitor readings reporting PM2.5 concentration between 2005 and 2019. For SO2 ,
7603 monitor readings were available. On the other hand, NO2 , and CO concentrations 6632,
and 5294 monitor readings were available for the same period respectively. Additionally, if
we look at the counties in Alabama in 2005 that have pollutant concentrations monitors, only
Jefferson county out of the 23 counties reports any values for CO concentrations, and only
Jackson county reports any value for NO2 concentration. Third, including all the pollution
in a single econometric specification is challenging due to the high correlation among the
pollutants. The correlation exists because the pollutants have common source-in particular
they are all released as a by-product of combustion and industrial activity. Table 1.2 reports
the correlation between different pollutants based on the EPA data.
The annual average concentrations of PM2.5 are calculated using the daily mean values of
PM2.5 concentration and then averaged for each year. One period lag of PM2.5 concentration
is used to match the migration data. As the respondents in the ACS dataset respond
whether they lived in a different county in the preceding year. For example, ACS 2006 data
is matched with the PM2.5 concentration of the year 2005 (the pollution level of the county
where a respondent lived before migration). Table 1.1 reports the mean, minimum, and
maximum average PM2.5 concentration. The maximum PM2.5 concentration for the period
of the study is 19.8 and the mean is 2.3.22
As mentioned above, the shortcoming of the EPA dataset is the scarcity of monitors in
several counties in the US. The majority of the monitors are located in cities or densely
22

On December 14, 2012 EPA strengthened the nation’s air quality standards for fine particle pollution
to improve public health protection by revising the primary annual PM2.5 standard to 12 micrograms per
cubic meter (µg/m3 ) from 15 µg/m3 , and retaining the 24-hour fine particle standard of 35 µg/m3

30

populated counties. To have PM2.5 data for most of the counties, inverse distance weighting
(IDW) interpolation technique is used. This method is effective to convert pollution data
from the monitor station to the county level. IDW is an interpolation method with a know
scattered set of points. The weighted average of the values available at the known points
(monitor stations) is used to calculate the assigned values of the unknown points (counties
without monitors). The distance between the county centroid (or the mean center) and
each monitor station is used as the inverse distance weighted average. This study chooses a
radius of 50 KM between a county centroid and monitor station to maximize the usage of
the available data. It is important to note that if there is no monitor station with a 50 KM
radius of a county centroid then there will be missing pollution data for that county.
1.5.3 Thermal Inversion
A thermal inversion is defined as a phenomenon that captures the deviation from the normal
monotonic declining relationship between air temperature and altitude. In other words, this
occurs when a mass of hot air is trapped above a mass of cold air. The thermal inversion
strength has used an instrument of air pollution. The data on thermal inversions comes
from NASA’s Modern-Era Retrospective analysis for Research and Applications version 2
(MERRA-2) database for the years 2005-2019. One period lag is used to match the migration
data. The MERRA project analyses a broad range of weather and climate time scales using
NASA’s Earth Observing System suite of observations. This paper utilizes the M216NPANA
version 5.12.4 which has a spatial grid of 0.5 degrees x 0.625 degrees, recording 6-hour air
temperature at 42 layers that range from the surface to 36,000 meters.23
The inverse distance weighting method has been used for the county-level analysis of
thermal inversion strength. The average daily air temperature readings that fall within a 50
KM radius between a county centroid and the spatial grid points are used. Instead of using
the 6-hour lapse, this study uses the daily average temperatures. The temperature difference
23

The data can be downloaded from https://disc.gsfc.nasa.gov/datasets/M2I6NPANA_5.12.4/su
mmary
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is calculated by subtracting the temperature in the first layer (110meters ≈ 1000hP a) from
the temperature in the second layer (320meters ≈ 975hP a).24 This study chooses the
first two layers to calculate differences in air temperature to focus on inversions that are
most relevant to ground-level pollution. The pressure at the lowest atmospheric level is
considered because ground-level pressure varies both by geography and by time. If the
difference is positive, there exist thermal inversions and the difference is the measure of the
strength of thermal inversion. The negative differences are truncated to zero. Following
Chen et al. (2017a), a negative difference is truncated to zero as it is assumed to be the
normal atmospheric condition. The daily strengths are then aggregated at the year level to
compute the average strength of thermal inversion in a year. Table 1.1 reports the summary
statistics of thermal inversion strengths. The maximum inversion strength is 8.1 and the
mean is 0.2.
1.5.4 Climatic Conditions
This study uses the weather data from Schlenker and Roberts (2009) accessed from their
website. The authors provide daily weather grid data for precipitation, maximum and minimum temperatures using data from PRISM and weather stations.25 The daily temperature
and precipitation measures are averaged for each grid to obtain the yearly averages for the
grids. The grid number provided in the dataset links the temperature and precipitation
averages to the counties. The yearly grid averages are then aggregated to county-level and
are weighted by the county population to obtain the yearly county-level measure of average
temperature and average precipitation for the years 2005-2019. One period lag of both the
climatic variables are used to match the migration data.

24

hPa is hectopascal pressure unit which measures how pressure decreases with altitude, hPa to meters
conversion has been done using an air pressure at altitude calculator. See https://keisan.casio.com/exe
c/system/1224579725
25
See https://prism.oregonstate.edu/ for the original PRISM dataset and http://www.columbia.e
du/~ws2162/links.html for a complete description of daily weather data
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1.5.5 Economic Factors
County-level wages are obtained from the American Community Survey (ACS). The ACS
reports the annual wages for the individuals in its survey. This study uses hourly wages
which are calculated from the annual wages. The hourly wages are calculated by obtaining
the weeks worked (WKSWORK2) and hours worked (UHRSWORK) for a sample reported
in the survey.26 The origin and destination-specific wages are calculated as the weighted
hourly average of individual wages in the origin and destination counties, respectively. To
obtain the wage differential, the destination specific wages are divided by the origin specific
wages for every year spanning 2005-2019. The wages are adjusted for inflation and all wages
are reported in 1999 dollars. Real GDP data comes from the Bureau of Economic Analysis
(BEA) regional data table CAGDP1 which provides annual real GDP in 2012 dollars at the
county level.
1.5.6 Gravity Factors: Distance and Contiguity
Both the distance and border data are obtained from the National Bureau of Economic
Research (NBER).27 NBER uses Census counties from both 2000 and 2010 to create a
comprehensive bilateral distance data between county pairs. This paper uses the distance
data corresponding to the 2010 Census and it considers all the possible combinations of
counties in the US Similarly, the border data is also corresponding to the 2010 Census. The
border variable used in this study is a dummy variable where 1 implies two counties share a
common border, and 0 otherwise.

26

WKSWORK2 reports the number of weeks that a respondent worked in the past 12 months, UHRSWORK reports the number of hours per week that the respondent usually worked in the past 12 months
27
See https://www.nber.org/research/data/county-distance-database for distance, and https:
//www.nber.org/research/data/county-adjacency for county adjacency
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1.5.7 Key Data Patterns
Figure 1.1 represents the average PM2.5 concentration in 2005 across the US counties. The
figure depicts different levels of PM2.5 concentration. The lowest concentration ranges between 0 to 3 µg/m3 . The highest PM2.5 concentration are the darker red shaded regions on
the map that have recorded an average annual PM2.5 equal to or above 15.01 µg/m3 . By
contrast, Figure 1.2 shows the average PM2.5 concentration across the US counties in the
year 2019. The 2019 map shows a decline in average yearly PM2.5 concentration in different
counties (especially in the counties located in the eastern and southern counties. Figure 1.3
plots the yearly average PM2.5 concentration across the US counties for the entire period of
the study. Overall a downward trend in the PM2.5 concentrations is observed.
Figure 1.4 plots the trends in the instrumental variable (the average thermal inversion
strength) and the average PM2.5 concentrations over the entire period covered by the data.
A downward trend in the PM2.5 concentrations is observed but there is no such trend in
the thermal inversion strengths. This indicates that thermal inversions are not caused by
pollution. However, pollution may get trapped if there is thermal inversion in a region. Some
correlation between thermal inversions and PM2.5 concentrations is visually apparent from
the graph. For example, year 2007 shows peak for for the thermal inversions and the PM2.5
concentrations, and years 2013 and 2016 show a decline in both variables.
The scatter plot with the fitted value in Figure 1.5 is helpful to understand the correlation
between the average thermal inversion strengths and the average PM2.5 concentrations. The
figure shows a positive correlation between the thermal inversion strength and the PM2.5
concentration. This is because pollutants get trapped during thermal inversion resulting in
high pollution concentration. Thermal inversion in conjunction with industrial and vehicular
emissions leads to temporary accumulation of pollution near the ground as the emissions
get trapped due to temperature inversion. Thermal inversion has a significant impact on
concentrations of certain types of pollutants (PM2.5 , PM10 , CO, NOX, VOC, and SOX).

34

1.6

Results

1.6.1 The Effect of Air Pollution on Bilateral Migration Rates using OLS and
PPML
Table 1.3 reports the results of the estimating equation (9) using OLS and Poisson Pseudomaximum Likelihood (PPML) estimation techniques. In all the regressions, county fixed
effects (both origin and destination), origin-nest effects, year fixed effects, and climate controls are included. The pollution concentration (i.e. PM2.5 concentration) is in a one-year lag
form. Columns (1) reports OLS estimates using the logarithm of bilateral migration rates,
and columns (2) reports PPLM estimates using the multiplicative form. As noted above,
log-linear OLS regressions leave out the pair of counties with zero bilateral migration flows.
It can be observed from the number of observations in Table 1.3 that PPML estimation has
a higher number of observations as it includes the zero migration flows. Each coefficient is
in elasticity form such that a 1% change in an independent variable will result in an equivalent percentage change of the dependent variable, equal to the size of the coefficient. For
example, a 1% rise in the wage differential (that is, the wage in the destination county over
wage in the origin) is associated with a positive increase in the bilateral migration rates by
0.6% (in column (1)). For dummy variables, that is, the border can be interpreted in the
same manner by switching the dummy from zero to one.
The coefficients on economic variables (wage ratio and GDP), and the gravity variables
(distance and border) are significant and in the expected direction for both OLS and PPML
for most of the pollutant concentration specifications. Higher wage ratios are associated with
higher bilateral migration rates. A larger distance between two counties lowers the bilateral
migration. Higher GDP at the origin results in lower migration, and higher GDP at the
destination attracts more migrants. The bilateral migration is high if two counties share
the same border. The standard errors are clustered at the county-pair level and reported in
parentheses in the table.
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For the main explanatory variable (PM2.5 concentrations at the origin and the destination), it is expected that higher concentrations in the origin will result in higher bilateral
migration rates, and higher concentrations at the destinations will lower migration inflows.
For both OLS and PPML, it is observed that the sign on origin PM2.5 concentrations is
negative and highly significant. On the other hand, the sign on destination PM2.5 is also
negative and statistically significant for both OLS and PPML estimates. It may be because
for PM2.5 concentrations at the origin, other economic factors are playing an important role
in driving migration decisions than the poor air quality due to higher PM2.5 concentration.
However, these results are inconsistent and unreliable because of the potential endogeneity
problem in the model. The instrumental variable method is useful in dealing with the issue
of endogeneity (reported in the next section).
1.6.2 The Effect of Air Pollution on Bilateral Migration using Thermal Inversion
as an IV
Table 1.4 presents the results of the IV estimation, using both logarithmic (IV-2SLS) and
the multiplicative (IV-PPML) specifications of the pseudo-gravity equation. Thermal inversions at origin and destination have been used as instrumental variables (IVs) for the
PM2.5 concentrations at origin and destination respectively to account for the problem of
endogeneity. Columns (1) reports the IV estimates (second stage results) of the impact of
air pollution on bilateral migration rates in the log specification. Column (2) reports the
corresponding effects in the multiplicative specification (PPML is used for the estimation).
IV-2SLS estimation includes county fixed effects, year fixed effects, origin-nest effects, and
climatic controls. It is expected that 2SLS estimates will be biased and inconsistent due to
the presence of zero values in the bilateral migration rates and particularly sensitive due to
the inclusion of fixed effects. The correct alternative is using PPLM estimation to account
for the zero values in the dependent variable. The thermal inversion strength passes the
Kleibergen Paap F-statistic (KP F-stat) of the weak instrument reported in the table. The
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value of the KP F-stat is significantly above the cut-offs of Stock and Yogo’s specified thresholds. This confirms that thermal inversion strength is not a weak instrument. The standard
errors are clustered at the county-pair level to account for the autocorrelation within each
county over periods.
The economic variables (wage ratio and GDP)are statistically significant and have the
expected signs for both IV-2SLS and IV-PPML. The gravity factors (distance and border)
are also significant at a 0.1% level. It can be observed from Table 1.4 that the log specification
tends to generate unstable and biased estimates for PM2.5 . The sign on origin PM2.5 variable
is negative and it is statistically significant. This result is inconsistent. On the other hand,
IV-PPML estimation yields consistent results. In particular, the origin PM2.5 has a positive
sign even though it is insignificant. The destination PM2.5 is negative and significant at a
0.1% level. This indicates that if PM2.5 concentration at the destination county increases
by 1%, the bilateral migration from origin to destination will drop by 1.7%. In other words,
a decrease in PM2.5 concentration by 1% at the destination will result in a 1.7% decline in
migration to the destination county. This indicates that the “pull” factor is dominant than
the “push” factor. However, it is important to note that the IV-PPML estimation includes
only the year-fixed effects to control for unobserved shocks specific to years. The origin
county fixed effect, destination county fixed effect, and origin-nest fixed effect are excluded
to avoid the incidental parameter problem.
Charbonneau (2012) argues that a Poisson model may suffer from incidental parameter
problems if more than one fixed effects are included. Incidental parameter problem is a common problem in non-linear models with fixed effects. If the time frame is small and fixed and
the number of observations tends to infinity in a non-linear model then incidental parameter
problem is a common issue. However a Poisson model with two fixed effects does not suffer
from incidental parameter problems if the sizes of the two sets of fixed effects grow at the
same rate and the model has strictly exogenous or predetermined regressors (Fernández-Val
and Weidner, 2016). In the present study, including year, origin county, and destination
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county fixed effects in presence of endogenous regressor to estimate the impact of air pollution on bilateral migration rate using IV-PPML will lead to incidental parameter problems.
Poisson regression with IV suffers from incidental parameter problem if several fixed effects
are included.28 Therefore, only year fixed effect is included. However, a sensitivity check
has been done (reported in section 6.4) by including the origin and destination county fixed
effects and omitting year fixed effects.
1.6.3 Heterogeneous Effects
From the above section, it is observed that the air quality at the destination plays an important role in driving bilateral migration flows. In particular, individuals choose not to
migrate to a county with poor air quality. Thus poor air quality at the destination county
discourages in-migration. The heterogeneity of this impact is further analyzed below.
1.6.3.1 By Age Group
Heterogeneous effects are studied by age cohort. Age groups are classified as, young population (15-34 years), middle-aged population (35-54 years), and old-age population (55 years
or above). Table 1.5 presents the IV-PPML estimates of air pollution on bilateral migration
flows for the young age population (column 1), middle-aged population (column 2), and old
age population (column 3). All the models include year fixed effects and climate controls
(county fixed effect are not included due to incidental parameter problem which is discussed
in the above section). The thermal inversion strength is used as an instrument for PM2.5
concentration. The young and middle-aged populations are usually more mobile because
these age cohorts relocate due to better job opportunities or education. They might choose
a destination with high economic activity even though air pollution in that destination is
higher. As mentioned earlier, regions with high economic activity are more likely to observe
moderate and high pollution levels. On contrary, the old age population is more susceptible
28

See https://www.researchgate.net/post/STATA_program_for_running_Fixed_effects_and_IVs
_in_the_Poisson-Pseudo-Masimum_Likelihood_PPML_in_the_Silva_and_Tenreyro_setting
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to air pollution as the older age cohort is less able to compensate for the effects of air pollution. Air pollution can aggravate heart disease, stroke, and several lung diseases for older
people.
It can be seen from Table 1.5 that the air quality at the origin has a positive sign for all
the age cohorts and it is only significant for the old-aged population. This implies that with
the increase in PM2.5 concentration at the origin, the bilateral migration rates between an
i-j county pair increase for the old-aged population. In particular, a 1% increase in PM2.5
concentration at the origin county leads to a 1.5% increase in the bilateral migration for the
older population. In other words, the “push” factor is dominant than the “pull” factor for
older people. The destination PM2.5 concentration has a negative sign for all the age cohorts
and it is statistically significant for the middle-aged population. This suggests that middleaged people are less like to choose a destination with poor air quality (maybe because they
have young children or other susceptible dependents in the household). To sum up, for the
young population, other economic factors at the origin or the destination are playing major
roles than air pollution for migration compared to the middle-aged and older population.
1.6.3.2 By Race
Table 1.6 reports the effect of air pollution on bilateral migration by race (white and Black
populations). All the regressions are estimated using IV-PPML and include year-fixed effects
and climate controls. It is important to study the impact of air pollution on bilateral migration for different races because the burden of air pollution is not evenly shared. Some racial
and ethnic groups are more exposed to air pollutants and experience greater responses to pollution. Several studies that try to identify the importance of race in analyzing the migration
decisions due to environmental factors (Ringquist, 1997; Crowder and Downey, 2010). The
previous studies find that there is an unequal distribution of environmental hazards (like
pollution) for different races in the US (Gwynn and Thurston, 2001; Chakraborty et al.,
2017; Erqou et al., 2018). In particular, people of color are more likely to live in US counties
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with a high level of pollution (Bullard, 2000; Bullard, 2001; Ash and Fetter, 2004; Di et al.,
2017; Nardone et al., 2020). This is evident in this study as well. However, Hunter et al.
(2003) find no direct relationship between environmental hazards and differential migration
responses by race in the US.
In Table 1.6, the coefficients on PM2.5 concentrations at the origin and destination counties have the expected signs for the White population. The result suggests that the white
population tends to migrate less to a destination that has poor air quality. To be specific,
a 1% increase in PM2.5 concentration at the destination county leads to a 1.2% decline in
bilateral migration flow for the white population. In other word, a 1% decrease in air pollution can increase migration to a destination county by 1.2% for white population. On the
other hand, air pollution does not play a significant role in determining migration decisions
for the Black population in the US. The sign on destination PM2.5 concentration is positive
for the Black population. This result is in line with the other studies that have investigated
the racial disparities in the impact of air pollution. People of color are more likely to live
in areas with a high level of pollution. Researchers have found that the majority of the
Black population tends to reside in the counties that have worse problems with particle
pollution.29 This may be due to the fact that pollution sources are usually located near
disadvantaged communities. This increases the exposure of the Black population to harmful
pollutants. Since they have adapted to this poor air quality, they are less likely to move if
the air pollution worsens.
1.6.3.3 By Gender
Table 1.7 reports the results of IV-PPML for the male and female populations. All the
regressions include year-fixed effects and climate controls. The coefficients on most of the
economic and the gravity variables have the expected signs and are statistically significant for
the male and female populations. For both male and female populations, it is evident that a
29

See https://www.lung.org/clean-air/outdoors/who-is-at-risk/disparities for more information on racial differences in the impacts of air pollution in the US.
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higher level of PM2.5 concentration at the origin leads to higher bilateral migration decisions.
If there is a 1% increase in PM2.5 concentration at the origin, the bilateral migration increases
by 1.3% for the male population and 0.9% for the female population. Both the results are
statistically significant at a 0.1% level. On the other hand, the effect of destination PM2.5
concentration on bilateral migration decisions has the expected sign for the male population
only. The positive sign on destination PM2.5 concentration for the female population indicate
that females may choose to relocate to a destination with poor air quality if the head of the
household is migrating to that destination for better job opportunities.
1.6.3.4 By Education
It is important to study the impact of air pollution on bilateral migration flows for the
population with different levels of education because education is a crucial determinant of
income. Highly educated people may be more sensitive to air pollution because they have
a better understanding of the harmful effects of air pollution (Yildiz et al., 2011; Qian
et al., 2016; Chen et al., 2017a; Chen and Chen, 2020). Then it is expected that there will
be a larger effect of air pollution on bilateral migration decisions for the educated people.
The education level is categorized as below high school degree (column 1), high school
degree (column 2), and college degree or above (column 3). Table 1.8 reports IV-PPML
estimation results for the above-mentioned sub-samples for years 2010-2019 only, due to lack
of population by education data prior to 2010. All the regression models include year fixed
effects, climate controls. The thermal inversion strength is used as an instrumental variable
for the endogenous PM2.5 concentration.
The coefficient for origin PM2.5 concentration is positive for all the models but only highly
significant for a highly educated population. A 1% increase in PM2.5 concentration at the
origin county leads to a 1.1% increase in bilateral migration decisions for the population with
a college degree or above. The effect of origin PM2.5 concentration on bilateral migration
decisions is increasing in the level of education. This confirms the hypothesis that more
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educated people are more likely to migrate out of a county with a high level of pollution.
This also confirms that air pollution has an important impact on the labor force and causes
the so-called "brain drain effect". The sign on the co-efficient of destination PM2.5 concentration is positive and significant for the population below high school degree and for the
population with a high school degree. This result indicates that the population with a low
level of education will migrate to a destination with high economic activity even though that
destination has poor quality. Individuals with a low level of education are mostly engaged in
low-skilled jobs in the polluting industries like mining, construction, transportation, or production. A destination county with high economic activities and more polluting industries
is more likely to attract low-skilled workers despite poor air quality. However, for the highly
educated population, the sign on destination PM2.5 concentration is negative supporting
the hypothesis that the educated people are less likely to migrate to a destination that has
poor air quality. Hence, the “pull” factor is significant than the “push” factor for educated
population.
1.6.4 Robustness Checks
1.6.4.1 Changing the Core Explanatory Variable
To further test the impact of air pollution on bilateral migration, this study uses ozone
and sulfur dioxide (SO2 ) as indicators of air pollution. Table 1.9 presents the IV-PPML
estimation results for both ozone (column 1) and SO2 (column 2). Thermal inversion strength
has been used as an instrumental variable for the endogenous air pollution variables (i.e.
ozone and SO2 ). The regressions are run separately for the two pollutants using the IVPPML estimation technique. Both the regressions include year-fixed effects and climate
controls. It is evident from columns (1) and (2) that individuals are discouraged to migrate
to a destination where there is higher ozone or SO2 concentrations (i.e. poor air quality).
This result is similar to what was observed for PM2.5 concentration. The sign on origin ozone
or origin SO2 is positive but insignificant that is again in line with the baseline result with
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PM2.5 concentration.
1.6.4.2 Additional Robustness Tests
The results of several robustness checks to the main results (column 2 in Table 1.4) are
reported in Table 1.10. Column (1) in Table 1.10 is the baseline results and column (2)
checks the robustness of the baseline results to alternative fixed effects (i.e. origin county
and destination county fixed effects). The year fixed effect is omitted due to the incidental
parameter problem that arises by incorporating multiple fixed effects in the Poisson model
with IV as discussed in the previous sections. The origin county and the destination county
fixed effect will control for the average differences across counties in any observed or unobserved predictors that may be driving bilateral migration decisions. By adding origin county
and destination county fixed effects, it is observed that individuals are less likely to migrate
to a destination with poor air quality and it is significant at 1% level. This ensures the
robustness of the baseline result.
The next robustness test is done by clustering standard errors at a different level. In
the baseline study, standard errors are clustered at the county-pair level (origin county and
destination county), which accounts for autocorrelation of the error term overtime periods
in each county. In column (3), the standard errors are clustered by state-pair level (origin
state and destination state). It is observed that the standard errors are very large for this
alternative clustering compared to the baseline result. However, the effect is still statistically
significant 5% level. In other words, with alternative clustering, it is also evident that as the
pollution level at the destination increases, the bilateral migration flows decrease.
Column (4) checks the robustness of the baseline results to two-period lags of the PM2.5
concentration, climate controls, and thermal inversion strengths. Again, the result is robust
for the destination PM2.5 concentration. It is interesting to note here that with a two-period
lag, the sign on origin PM2.5 concentration is positive and highly significant. This indicates
individuals are sensitive to the long-term exposure to air pollution leading to higher out43

migration from the origin.
The baseline model includes controls for climatic variables like temperature and precipitation. Including these variables satisfies the exclusion restriction and ensures that air
pollution is the only channel through which thermal inversion affects the bilateral migration
flows. In column (5), climatic controls are excluded. Excluding climatic controls yields a
result similar to the baseline model. The signs on the estimated origin and destination PM2.5
concentrations and significance are unchanged without controlling for climate conditions.
Another robustness test is done by adding more variables to the model. In column (6),
population and unemployment variables are added to the model. Adding these variables
yields robust results for the destination PM2.5 concentration. The destination PM2.5 concentration is negative and statistically significant at a 0.1% level. This result indicates that less
bilateral migration flows to a destination that has poor air quality.
Finally, an alternative thermal inversion measure is used for the robustness check (column
7). Instead of using average thermal inversion strengths, the number of days with thermal
inversion is used as an alternative instrument. The results with this alternative definition
of thermal inversion also yield robust results for the destination PM2.5 concentration. The
bilateral migration flows decrease as the pollution level at the destination increases.
1.7

Conclusions

This paper analyzes the association between air quality and domestic inter-county bilateral
migration rate in the US for the years 2006-2019. A pseudo-gravity model of migration
derived from a simple utility maximization model (adopted from Beine and Parsons 2015) is
used to include the air quality as an environmental factor driving migration decisions within
the US counties. Air quality is measured in terms of PM2.5 concentration. The pseudogravity model is estimated first by PPML to account for the presence of zero values in the
dependent variable. The econometric model suffers from the problem of endogeneity. The
problem of endogeneity arises because there are some unobserved factors in the empirical
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specification that may be correlated with pollutants concentrations. The solution to the
endogeneity problem is using thermal inversion as an instrumental variable for the pollution
concentration. Thermal inversion strengths act as an exogenous variation for the PM2.5
concentrations across different US counties.
Thermal inversion is a common meteorological phenomenon that occurs when the normal
decrease in air temperature with an increase in altitude is reversed. Using thermal inversion strength as an instrumental variable the pseudo-gravity model of bilateral migration is
estimated using IV-Poisson Pseudo-maximum likelihood estimation to account for the zero
values in the dependent variable. The IV-PPML results suggest that the air quality at the
destination measured in terms of PM2.5 concentration plays a significant role in determining
the bilateral migration flows. In particular, a decrease in pollutant concentration at the
destination leads to an increase in the bilateral migration flows between an i-j county pair.
In other words, individuals will choose a cleaner destination when they migrate, but may
not choose to move out even when air quality is poor at their current place of residence.
The study further looks into different sub-samples by age, race, gender, and education
to account for heterogeneous effects. The result suggests that the response of the black
population to poor air quality at the destination is different from the full sample estimates.
For the Black population, the coefficients on pollutant concentrations at the destination are
positive and insignificant. This result supports the racial disparities in air pollution impacts.
In other words, the migration decisions of the Black population are not affected by air quality.
The old-age population is more susceptible to air pollution. This fact is supported by the
analysis. The result of heterogeneous effects of air quality on bilateral migration by age
group suggests that the old-aged population will migrate out if the origin county has poor
air quality. It is also observed that educated people are more responsive to poor air quality.
However, there are a few caveats of this study. First, the lack of pollutant monitors to
record pollutant concentrations for every county across the US may lead to results that can
be biased towards a certain group of counties. To overcome this issue, an inverse distance
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weighting method with a 50 KM radius is used. However, this may not completely solve
the problem as there are still a few counties without any record of PM2.5 concentration.
For future work, a bigger radius for inverse distance weighting will be used (i.e. 100 KM
or 200 KM) to have pollution data for all the counties. Second, the IV-PPML technique
doesn’t allow to include multiple sets of fixed effects. Including several fixed effects in a nonlinear model like IV-PPML leads to incidental parameter problems. A different technique of
estimation can be used in the future to account for zero migration flows and endogeneity at
the same time (like the Heckman selection model with instrumental variable).
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Figure 1.1: Average 2005 PM2.5 Concentration across US counties

Figure 1.2: Average 2019 PM2.5 Concentration across US counties
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Figure 1.3: Yearly Averages of PM2.5 Concentration across US Counties (2005-2019)

Figure 1.4: Trends in Thermal Inversion Strengths & PM2.5 Concentration across US
counties (2005-2019)
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Figure 1.5: Correlation between Thermal Inversion & PM2.5 Concentration (20052019)

Table 1.1: Descriptive Statistics

Variable

Obs

Mean

Std. Dev.

Min

Max

Migration Rate

240,782

0.534

1.330

0

55.624

Wage Ratio

240,782

1.036

0.286

0.223

4.486

Distance

240,782

665.802

662.571

4.265

2784.588

GDP

240,782

5076.16

2277.907

27

9414

Border

240,782

0.048

0.214

0

1

Inversion Strength

239,196

0.212

0.618

0

8.102

Temperature

240,782

14.731

4.513

2.496

25.449

Precipitation

240,782

3.112

0.956

0.070

7.852

PM2.5

239,424

10.044

2.348

3.501

19.775
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Table 1.2: Correlation Coefficients between Pollutants

Ozone

PM10

PM2.5

Ozone

1

PM10

0.0488***

1

PM2.5

0.1254***

0.4946***

1

SO2

0.0935***

0.3481***

0.6580***

NO2

-0.1239***

0.2014*** 0.3398***

CO

0.0037

0.2448***

***

SO2

50

CO

1
0.3232***

0.4573*** 0.3959***

p < 0.01

NO2

1
0.4221***

1

Table 1.3: Effects of PM2.5 Concentration on Bilateral Migration in the US (without
Instrument)

Origin PM2.5
Destination PM2.5
Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Climate Controls
Origin FE
Destination FE
Origin-nest FE
Year FE
Observations
R-square
Pseudo R-square

OLS

PPML

(1)

(2)

-0.2571*** -0.2371***
(0.0285)
(0.0543)
-0.1814*** -0.1068*
(0.0246)
(0.0524)
0.5986*** 0.3445***
(0.0190)
(0.0353)
-0.3340*** -0.5271***
(0.0049)
(0.0086)
-0.0844***
0.0155
(0.0057)
(0.0116)
0.0193*** 0.0580***
(0.0058)
(0.0543)
1.1451*** 1.1494***
(0.0311)
(0.0326)
Yes
Yes
Yes
Yes
Yes
150,065
0.53

Yes
Yes
Yes
Yes
Yes
237,889
0.31

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the
county level. In OLS regression the gravity equation is estimated in its logarithmic form. In PPML the gravity equation
is estimated in its multiplicative form. Robust standard errors clustered at county-pair level are reported in parentheses.
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Table 1.4: Effects of PM2.5 Concentration on Bilateral Migration in the US (with Instrument)

Origin PM2.5
Destination PM2.5
Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Climate Controls
Origin FE
Destination FE
Origin-nest FE
Year FE
Observations
KP F-stat
R-square

IV-2SLS

IV-PPML

(1)

(2)

-2.2723**
(0.9846)
-0.7738
(0.4485)
0.5856***
(0.0247)
-0.3569***
(0.0094)
-0.0784***
(0.0064)
0.0250***
(0.0066)
1.1079***
(0.0352)

0.4986
(0.4863)
-1.6980***
(0.4204)
0.5080***
(0.0250)
-0.4577***
(0.0145)
-0.0708***
(0.0093)
0.0231**
(0.0086)
1.2649***
(0.0429)

Yes
Yes
Yes
Yes
Yes
150,044
20.93
0.47

Yes
No
No
No
Yes
237,892

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent
variable is yearly domestic bilateral migration rate at the county
level. In IV-2SLS regression the gravity equation is estimated in
its logarithmic form. In IV-PPML the gravity equation is estimated in its multiplicative form. The STATA command "ivpoisson" has been used to run GMM IV-PPML. Robust standard
errors clustered at county-pair level are reported in parentheses.
The KP F-stat is the Kleibergen-Paap rk Wald F statistic from
a weak identification test.
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Table 1.5: Effects of PM2.5 Concentration on Bilateral Migration in the US by Age

Origin PM2.5
Destination PM2.5
Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Climate Controls
Year FE
Origin FE
Destination FE
Origin-nest FE
Observations

Young Age (15-34)
(1)
0.4243
(0.5993)
-0.9866
(0.5223)
0.3866***
(0.0297)
-0.4251***
(0.0136)
-0.0573***
(0.0103)
0.0029
(0.0110)
1.0307***
(0.0423)
Yes
Yes
No
No
No
176,060

Middle Age (35-54)
(2)
0.9607
(0.5620)
-2.6091***
(0.8303)
0.6419***
(0.0426)
-0.2935***
(0.0185)
-0.1042***
(0.0124)
0.0408***
(0.0135)
0.9011***
(0.0529)
Yes
Yes
No
No
No
94,724

Old Age (55 & above)
(3)
1.5963*
(0.6477)
-0.9194
(0.9719)
0.3089***
(0.0330)
-0.2219***
(0.0179)
-0.0795***
(0.0120)
-0.0330**
(0.0121)
0.8689**
(0.0562)
Yes
Yes
No
No
No
72,842

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the county level. All
columns report IV-PPML estimation of the gravity equation in its multiplicative form. The STATA command "ivpoisson" has been
used to run GMM IV-PPML. Robust standard errors clustered at county-pair level are reported in parentheses.
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Table 1.6: Effects of PM2.5 on Bilateral Migration Rate in the US by Race

Origin PM2.5
Destination PM2.5
Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Climate Controls
Year FE
Origin FE
Destination FE
Origin-nest FE
Observations

White Population
(1)
0.8248
(0.4769)
-1.2796**
(0.4694)
0.4394***
(0.0239)
-0.3899***
(0.0128)
-0.0863***
(0.0093)
0.0111
(0.0095)
1.2555***
(0.0416)
Yes
Yes
No
No
No
196,996

Black Population
(2)
1.3343
(1.1012)
1.7636
(1.1116)
0.5866***
(0.0804)
-0.2785***
(0.0175)
-0.0954***
(0.0263)
0.0198
(0.0263)
0.6922***
(0.0723)
Yes
Yes
No
No
No
59,094

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the county level. All columns report IV-PPML estimation of the
gravity equation in its multiplicative form. The STATA command "ivpoisson" has been
used to run GMM IV-PPML. Robust standard errors clustered at county-pair level are reported in parentheses.
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Table 1.7: Effects of PM2.5 on Bilateral Migration Rate in the US by Gender

Origin PM2.5
Destination PM2.5
Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Climate Controls
Year FE
Origin FE
Destination FE
Origin-nest FE
Observations

Male Population
(1)
1.3494***
(0.3412)
-0.2862
(0.2549)
0.4894***
(0.0235)
-0.3898***
(0.0082)
-0.0849***
(0.0093)
0.0008
(0.0086)
1.1191***
(0.0377)
Yes
Yes
No
No
No
176,100

Female Population
(2)
0.9698***
(0.2983)
0.2402
(0.2453)
0.4768***
(0.0234)
-0.3654***
(0.0072)
-0.0821***
(0.0087)
-0.0047
(0.0084)
1.2398***
(0.0376)
Yes
Yes
No
No
No
173,883

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the county level. All columns report IV-PPML estimation of the
gravity equation in its multiplicative form. The STATA command "ivpoisson" has been
used to run GMM IV-PPML. Robust standard errors clustered at county-pair level are reported in parentheses.

55

Table 1.8: Effects of PM2.5 on Bilateral Migration Rate in the US by Education

Origin PM2.5
Destination PM2.5
Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Climate Controls
Year FE
Origin FE
Destination FE
Origin-nest FE
Observations

Below High School
(1)
0.2925
(0.6203)
1.4189**
(0.5082)
0.2814***
(0.0582)
-0.2290***
(0.0144)
-0.1130***
(0.0194)
0.0273
(0.0207)
0.5337***
(0.0500)
Yes
Yes
No
No
No
31,597

High School Degree
(2)
0.6545
(0.3619)
0.6711*
(0.3248)
-0.3174***
(0.0328)
-0.3169***
(0.0086)
-0.0776***
(0.0112)
-0.0499***
(0.0116)
0.9937***
(0.0374)
Yes
Yes
No
No
No
88,547

College and Above
(3)
1.1319***
(0.2959)
-0.1894
(0.2624)
0.7694***
(0.0277)
-0.3562***
(0.0076)
-0.1064***
(0.0102)
0.0147
(0.0096)
1.2517***
(0.0392)
Yes
Yes
No
No
No
132,607

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the county level.
All columns report IV-PPML estimation of the gravity equation in its multiplicative form. The STATA command "ivpoisson"
has been used to run GMM IV-PPML. Robust standard errors clustered at county-pair level are reported in parentheses. Due to
unavailability of education data by population prior to 2010, this analysis is for 2010-2019.
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Table 1.9: Robustness Check: Changing the Core Explanatory Variable

IV-PPML for Ozone and SO2
(1)

(2)

0.3612*** 0.5071***
(0.8934)
(0.0348)
-4.5335*** -0.3862***
(0.0130)
(0.0216)
-0.6047*** -0.0631***
(0.0162)
(0.0119)
0.0075
-0.7453
(0.0073)
(0.0138)
1.2743*** 1.4177***
(0.0385)
(0.6246)

Wage Ratio
Distance
Origin GDP
Destination GDP
Border
Pollutants

0.4952
(0.7254)
-2.7794**
(0.8934)

Origin Ozone
Destination Ozone
Origin SO2
Destination SO2
Climate Controls
Year FE
Origin County FE
Destination County FE
Observations

Yes
Yes
No
No
245,331

0.1001
(0.1470)
-0.6002***
(0.1550)
Yes
Yes
No
No
223,753

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the county level.
All columns report IV-PPML estimation of the gravity equation in
its multiplicative form. The STATA command "ivpoisson" has been
used to run GMM IV-PPML. Robust standard errors clustered at
county-pair level are reported in parentheses.
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Table 1.10: Other Robustness Checks

Baseline
Alternative FE Alternative Clustering 2-Period Lag No Climate Controls Adding More Regressors Alternative Inversion Measure
(1)
(2)
(3)
(4)
(5)
(6)
(7)
0.4986
0.0633
0.4966
0.9782***
2.1852***
-0.6129
-1.3391
Origin PM2.5
(0.4863)
(0.4067)
(0.6508)
(0.3029)
(0.3486)
(0.4217)
(0.5665)
-1.6980***
-1.0809**
-1.7089*
-0.2111*
-1.3928***
-1.1478***
-1.3014***
Destination PM2.5
(0.4204)
(0.4311)
(0.8391)
(0.2247)
(0.2338)
(0.3404)
(0.3345)
Climate Controls
Yes
Yes
Yes
Yes
No
Yes
Yes
Year FE
Yes
No
Yes
Yes
Yes
Yes
Yes
Origin FE
No
Yes
No
No
No
No
No
Destination FE
No
Yes
No
No
No
No
No
Clustering
County-pair
County-pair
State-pair
County-pair
County-pair
County-pair
County-pair
Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is yearly domestic bilateral migration rate at the county level. All columns report IV-PPML estimation of
the gravity equation in its multiplicative form. The STATA command "ivpoisson" has been used to run GMM IV-PPML. Robust standard errors clustered at county-pair level
are reported in parentheses (columns 2, 4, 5, 6, 7).
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Census Regions
Northeast Region
Midwest Region
South Region
West Region
New England Division Middle Atlantic Division East North Central Division West North Central Division South Atlantic Division East South Central Division West South Central Division Mountain Division Pacific Division
Connecticut
New York
Illinois
Iowa
Delaware
Alabama
Arkansas
Arizona
Alaska
Maine
New Jersey
Indiana
Kansas
District of Columbia
Kentucky
Louisiana
Colorado
California
Massachusetts
Pennsylvania
Michigan
Minnesota
Florida
Mississippi
Oklahoma
Idaho
Hawaii
New Hampshire
Ohio
Missouri
Georgia
Tennessee
Texas
Montana
Oregon
Rhode Island
Wisconsin
North Dakota
Maryland
Nevada
Washington
Vermont
South Dakota
North Carolina
New Mexico
South Carolina
Utah
Virgina
Wyoming
West Virginia

Table 1.11: Classification of Origin-nests

CHAPTER 2

Gender Difference in the Effects of Air Pollution on Labor Supply:
Evidence from the US

by
Protika Bhattacharjee

60

2.1

Introduction

Air pollution is a global environmental threat and a major public issue. There is a considerable body of literature that has provided evidence of the adverse health impacts of air
pollution (Navrud, 2001; Chay and Greenstone, 2003; Jayachandran, 2009; Narain and Sall,
2016; Manisalidis et al., 2020). Long-term exposure to air pollution can result in serious
health threats like cardiovascular diseases, respiratory diseases like emphysema, lung cancer,
or even mortality. On the other hand, short-term exposure to air pollution can also lead to
health issues like asthma attacks, eye irritation, lung irritation, coughing, high blood pressure, or irregular heartbeat. Apart from the adverse health impacts of air pollution, there
can be several indirect social costs of air pollution, like lowering labor productivity or labor
supply. Poor air quality can reduce labor supply through a worker’s illness or, through the
illness of dependents like young kids or the elderly.
This paper examines the effects of air pollution on male and female labor supply across
the US counties from 2006 to 2019. Labor supply is measured in the form of annual hours
worked. PM2.5 concentration is used as a proxy of the ambient air quality.30 This study
considers fine particulate matter less than 2.5 microns (PM2.5 ) due to the following reasons.31
First, PM2.5 stands out as the pollutant because it has the largest estimated impacts on
health, mortality, and various economic outcomes that have been widely used in medical
and economic literature (Bell et al., 2012; Ebenstein et al., 2016; Feng et al., 2016; Xie
et al., 2016; Wu et al., 2017; Zhang et al., 2019; Yang et al., 2019; Hadei et al., 2020; Kim
et al., 2020). The PM2.5 concentration is most commonly used proxy indicator of population
exposure to air pollution by the World Health Organization.32 Second, including all the
pollution in a single econometric specification is challenging due to the high correlation
30

Based on PM2.5 concentrations, the most polluted regional city in the United States was Yosemite Lake
in California, with an average of 37.9 micrograms per cubic meter of air (µg/m3 ). The WHO’s PM2.5 annual
mean exposure standard is 10 µg/m3 .
31
The sources of PM2.5 are the combustion of gasoline, oil, diesel fuel, or wood.
32
See https://www.who.int/news-room/fact-sheets/detail/ambient-(outdoor)-air-quality-an
d-health
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among the pollutants. The correlation exists because the pollutants have common sourcein particular they are all released as a by-product of combustion and industrial activity.
Table 1.2 in the first chapter reports the correlation between different pollutants based on
the EPA data.
The empirical analysis of the relationship between air pollution and working hours is
complicated by two empirical challenges. First, the key independent variable (PM2.5 concentration) may be endogenous. Second, sample selection bias can be an issue if the empirical
analysis includes only working individuals. These challenges are addressed by using a joint
IV-Heckman estimation technique. Sample selection bias is an issue in the estimation because
including only those individuals for whom working hours are observed can lead to biased and
inconsistent results. As discussed further in section 2.2, the model suffers from the problem of endogeneity due to omitted variables, measurement errors, and reverse causality. To
solve the problem of endogeneity, the thermal inversion strength is used as an instrumental
variable. Thermal inversion is a phenomenon that captures the deviation from the normal
monotonic declining relationship between air temperature and altitude. It occurs when cold
air is trapped beneath the warm air which creates a pocket of stagnated air close to the
surface of the Earth. Thermal inversion traps the pollution close to the ground level. Hence,
there is a positive relationship between the instrument (thermal inversion strength) and the
endogenous variable (PM2.5 concentration). Thermal inversion is used as an instrument of
air pollution in some recent studies (Arceo et al., 2016; Chen et al., 2017a; Khanna et al.,
2021).
Theoretically, the effects of air pollution on hours worked can be ambiguous, and the
relationship between the two is a purely empirical question. As explained by Hanna and
Oliva (2015), poor air quality can impact the health of an individual or the health of his/her
dependents resulting in working hours reduction. Improved air quality or pollution reduction
can improve the health of the individuals and reduce the disutility from work. On the
contrary, there may be some reasons why improved air quality may not necessarily increase
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working hours of individuals. For example, it is possible that poor air quality may not
necessarily have a large health impacts to affect working hours. Also, an individual may
practice avoidance behavior to mitigate the harmful effects of air pollution (like staying
indoors during days with bad air quality). The working hours may also reduce with better
air quality because individuals may enjoy leisure more due to improved health, or they
may substitute away from consumption of health-related goods. If these effects are strong
enough, poor air quality may have a negative impact on labor supply. Another possibility is
that the wages of individuals may increase due to health-related improvements in a worker’s
productivity due to improved air quality. However, this effect may be ambiguous because
theoretically, the sign on work hours due to pollution reduction can go either way due
to opposing income and substitution effects. As a result of these conflicting theoretical
predictions, Hanna and Oliva (2015) suggest that the relationship between poor air quality
and labor supply measured in terms of working hours is purely an empirical question.
The current study empirically analyzes the effects of poor air quality on male and female
working hours in the US. The present study finds that the working hours of women are
significantly affected by poor air quality than men. The baseline joint IV-Heckman result
suggests that a 10% increase in the average annual PM2.5 concentration leads to a 3.5%
reduction in female working hours. Air pollution does not have any significant impact on
male working hours in the US. This result suggests that air pollution may contribute to
gender difference in working hours in the US.
This study also investigates the presence of potential heterogeneous effects of air pollution
across different subgroups including race, household income, marital status and number of
children below five years, age groups, education level, and occupation. The existence of
racial and socioeconomic disparities in impact of air pollution in the US and other countries
is widely studied (Szasz and Meuser, 2000; Brulle and Pellow, 2006; Downey, 2007; Pearce
and Kingham, 2008; Zwickl et al., 2014; Boyce et al., 2016; Salazar et al., 2019). The
present study finds strong evidence of racial disparities in the impact of air pollution on labor
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supply. The working hours of the Black population in general and women, in particular, are
affected by poor air quality more than the working hours of white population. The study
also finds that the working hours of women with dependents less than five years old reduce
significantly due to an increase in air pollution compared to males. The working hours of
married males with young dependents are marginally significant but the magnitude is much
less than that of females. Women belonging to high-income households significantly reduce
working hours when air pollution increases as compared to low-income women. This study
performs several robustness checks. The baseline results are robust to different specifications,
like including two-period lag of PM2.5 variable, clustering standard errors, different layer of
thermal inversion, and excluding weather controls from the model.
The study of harmful impacts of fine particulate matter (PM2.5 ) has received particular
attention in bio-medical, epidemiology, and economic literature for decades. PM2.5 is a
mixture of solid and liquid particles that are suspended in the air. It is made up of various
small airborne particles like pollen, dust, soot, ash, and smoke. Its light weight also allows
it to remain suspended in the air for prolonged periods. PM2.5 is fine inhalable particle
with diameter that are generally 2.5 micrometer or smaller. This pollutant is more common
in urban areas and is formed directly from the burning of fossil fuels by power plants,
industrial facilities, automobiles, etc. This pollutant has multiple short term and long term
health impacts. Due to its size, PM2.5 can easily penetrate the lungs and can cause a series
of health risks like heart attacks, bronchitis, asthma, strokes, or even premature deaths from
a heart ailment, or lung cancer.
Apart from adverse health effects, air pollution (PM2.5 in particular) can also lead to
several indirect forms of social costs. There are a few channels that can link the association
between air pollution with labor supply. First, health is an integral part of human capital.
Exposure to air pollution leads to mild to severe health adversities which in turn has an
impact on human capital. Many studies suggest that acute health shock of air pollution can
lead to reduction in working hours, productivity, or even earning of an individual (Graff Zivin
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and Neidell, 2012; Fu et al., 2017; Borgschulte et al., 2018; Zhang et al., 2018b; Fan and
Grainger, 2019; Huang et al., 2021). Second, workers may take paid or unpaid sick leaves to
avail of medical care or stay at home to treat the ailment due to exposure to air pollution.
Alternatively, individuals can also use mitigation behaviors (like staying indoors) during
bad air quality days to reduce exposure. Previous studies have shown empirical evidence of
the relationship between exposure to high air pollution, increased sick leaves, and reduced
labor supply Hansen and Selte, 1997;Hansen and Selte, 2000; Sepúlveda, 2014; Hanna and
Oliva, 2015; Aragon et al., 2016; Han et al., 2020; Holub et al., 2020). Third, the health
of the dependents (children or frail elderly who are more vulnerable to air pollution) of a
working individual can also impact the labor supply decisions. This is an indirect channel. A
few studies show that the effect of air pollution on labor supply is more pronounced among
households with susceptible dependents (Hanna and Oliva, 2015; Aragon et al., 2016; Aragón
et al., 2017; Kim et al., 2017).
The US has observed a declining trend in air pollution concentrations over time. This
is due to the series of Clean Air Acts that were enacted in the 1950s, 1970s, and 1990s to
improve air quality in the US. Under the Clean Air Act, the US Environmental Protection
Agency (EPA) is required to set National Ambient Air Quality Standards (NAAQS) for
harmful pollutants that are detrimental to public health and the environment within an
“adequate margin of safety” (Miranda et al., 2011). In response to this mandate, the EPA has
established NAAQS for six major pollutants namely, particulate matter (PM2.5 and PM210 ),
ground-level ozone, lead, carbon monoxide, nitrogen dioxide and sulfur dioxide. These six
pollutants are commonly known as the “criteria air pollutants”. These policies are generally
considered to be successful. Despite these improvements in air quality, air pollution continues
to be a potential factor for environmental and health hazards in some parts of the country.
According to Centers for Disease Control and Prevention (CDC), ozone and particle pollution
harm the health of hundreds of thousands of Americans each year.33 The American Lungs
33

See https://www.cdc.gov/air/default.htm
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Association 2021 "State of the Air" report suggests that over 135 million Americans live
in places with harmful levels of ozone and particle pollutants (American Lung Association,
2021).34 According to EPA, in 2019, about 70 million tons of pollution were emitted into
the atmosphere of the US.35 These emissions mostly contributed to the formation of ozone
and particle pollutants. Approximately 82 million American people live in counties with
pollution levels above National Ambient Air Quality Standards (NAAQS) in 2019.
The present study attempts to find out whether air pollution may contribute to gender
differences in labor supply. Although a gender difference in labor supply is well observed in
the US (Raaum et al., 2008; Bargain et al., 2011; Blau and Kahn, 2013), this gap has reduced
over time. Females are usually more engaged in household-related work and taking care of
their dependents than their male counterparts. As a result, the impact of air pollution on
female labor supply may be expected to be more pronounced. In recent times, researchers
have also shown that women are more susceptible to the negative effects of air pollution
than men are. There are evidence that show the existences of sex-difference in air-pollution
related diseases and mortality (Butter, 2006; Carré et al., 2017; Chen et al., 2017b; Shin
et al., 2022). The current study focuses on the estimation of the causal relationship between
air pollution and labor supply from a gender perspective by separately estimating the effects
of air pollution on male and female labor supply. There are a few studies that have focused
on the impact of poor air quality on labor supply from a gender perspective (Montt, 2018;
Gu et al., 2020; Han et al., 2020). The present study shows the evidence that air pollution
can also impact working hours apart from many other factors affecting the labor supply in
the US. The stronger effect of air pollution on female working hours also indicates that air
pollution may contribute to gender difference in labor supply.
The major contributions of this study to the existing literature can be summarized as
follows. First, the major contribution in understanding the role of air pollution on labor
34

See https://www.lung.org/research/sota/city-rankings/most-polluted-cities for more
information on polluted counties and cities in the US.
35
See https://www.epa.gov/clean-air-act-overview/air-pollution-current-and-future-chal
lenges for more information on six criteria pollutants and their trends over years.
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supply in a developed country (the United States) from a gender perspective. Previous
studies have provided strong evidence of adverse effect of air pollution on labor supply in
the highly polluted and rapidly developing industrialized countries (Hanna and Oliva, 2015;
Aragon et al., 2016;Montt, 2018; Zhang et al., 2018b; He et al., 2019; Fan and Grainger,
2019; Gu et al., 2020). The association between air pollution and labor supply in developed
nations has been overlooked in recent years because of the substantial decline in air pollution
in developed countries. Developed nations invest in cleaner technology to limit emissions
compared to the developing nations. There are a few studies that find the labor market
responses to air pollution in the developed nations (Graff Zivin and Neidell, 2012; Holub
et al., 2016; Borgschulte et al., 2018; Yamada and Narita, 2020; Han et al., 2020). This
study is the first attempt to investigate the impact of low or moderate air pollution on male
and female working hours in the US from a gender perspective. Second, most of the studies
on air pollution and labor market outcomes have addressed the issue of either endogeneity of
pollution or the sample selection bias arising from selecting only those whose labor market
outcome is observed (Gu et al., 2020; Yamada and Narita, 2020; Huang et al., 2021). The
present study addresses both issues and conducts a joint IV-Heckman method to tackle
endogeneity and sample selection bias simultaneously. The method has been explained in
detail in the empirical methodology section. Third, this study also confirms that air pollution
contributes to gender inequality in working hours in the United States.
The rest of the paper is organized as follows. Section 2.2 explains the empirical strategy;
section 2.3 discusses the data sources; section 2.4 reports the results and also includes the
results of heterogeneous effects and robustness checks; section 2.5 is the conclusion focusing
on policy implications and future work.
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2.2

Empirical Methodology

2.2.1 Basic Model
The goal is to estimate the effect of air pollution on labor supply using PM2.5 concentration
as a proxy for air pollution. The following equation is estimated using OLS:
lnhoursijt = α + βlnP M 2.5jt + γXit + σj + σt + ϵijt

(2.1)

In the above equation, the dependent variable is the natural logarithm of total hours worked
by an individual male or female i, in county j, and period t. The primary dependent variable
is the natural logarithm of PM2.5 concentration in county j in year t. β is the parameter
of interest that represents the effect of exposure to PM2.5 on male or female total working
hours. It is hypothesized that if β is significantly negative then air pollution will reduce labor
supply. The double-log model is used to reduce the volatility and make the model more in
line with the normal distribution. The covariate γXit includes a set of observed exogenous
explanatory variables. In particular, Xit contains individual and household characteristics
like age, age-square, years of education, marital status, race, number of children in the
household, other family income, whether the respondent is the head of the family. ϵijt is the
error term that represents all other unobserved determinants for labor supply.
County fixed effects (σj ) and year fixed effects (σt ) are also included in the model. County
fixed effects control for any time-invariant geographic differences in the county labor market
outcomes. Year fixed effects are used to account for the unobserved macro-economic factors
that can impact both air pollution and labor supply, like recession or structural changes in
the economy. Year fixed effects can also control for political conditions or regulations related
to the labor market, which can result in a positive relationship between air pollution and
labor supply.
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2.2.2 Considering Endogeneity and Potential Sample Selection Bias
The direct estimation of the relationship between air pollution and total working hours using
OLS may lead to a risk of endogeneity problem in Equation 2.1. Endogeneity can lead to bias
in the OLS estimation. There can be several sources of endogeneity like omitted variables,
measurement errors, and reverse causality/simultaneity. The problem of endogeneity in the
empirical analysis can arise because of the following reasons.
First, any measures to reduce air pollution (like Clean Air Act to regulate air emissions
from industries and other sources) can affect air quality and labor supply at the same time.
The econometric model does not include several unobserved factors that may affect both the
pollution level and working hours. This may result in omitted variable bias. Second, there
may be some factors that may affect the air quality in a small geographic area. For example,
air quality in the counties with heavy traffic may improve due to traffic regulations or a
reduction in industrial emissions may impact the surrounding area. Both these measures
can have an impact on the labor supply as well. As a result, the OLS estimates may suffer
from attenuation bias. The regression attenuation biases the linear regression slope towards
zero by underestimating its absolute value. Third, another source of endogeneity can be
the self-selection problem. The individual may choose to relocate to a county with better
air quality and this is not captured by the econometric model (Gu et al., 2020). This may
also result in biased OLS estimates. Fourth, the model does not distinguish between indoor
and outdoor workers. Indoor workers can minimize their exposure to air pollution. This
avoidance behavior is not specified in the model and hence it can also lead to endogenous
bias in the traditional estimation method. Fifth, PM2.5 concentration data can suffer from
measurement errors. There can be possibilities that pollution data is measured with errors
either due to reporting errors or coding errors. When the measurement error is in the
dependent variable, the zero conditional mean assumption still holds and thus there is no
endogeneity. In contrast, when the measurement error is in the independent variable (PM2.5
data), the problem of endogeneity arises leading to biased OLS estimation results. Sixth,
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a few studies have shown reverse causality between economic outcome and air quality (Fu
et al., 2017; Zhang et al., 2018a). An increase in working hours may lead to poor air
quality if the large proportion of the male or female workers in the sample work in heavily
polluting industries like construction, mining, transportation, manufacturing, etc. In the
data, approximately 20% of the male and female workers are working in highly polluting
industries. So, if the increased working hours of these workers increase the pollution levels,
it may cause an upward bias in the OLS estimates. The problem of simultaneity can arise if
there is an economic boom or recession during the sample period. A favorable or unfavorable
economic condition can increase or decrease labor supply while simultaneously affecting the
air pollution level.
2.2.2.1 Solving the Problem of Endogeneity
The above-mentioned causes of endogeneity have been addressed by previous literature using
the instrumental variable approach. The present study attempts to find an instrumental
variable (IV) to air pollution to minimize the bias from endogeneity. The thermal inversion
(TI) strength is used as an IV in a two-stage least square (2SLS) method. The TI strength
will affect air pollution but not the total hours worked, resulting in exogenous variation in
pollutant concentrations. The estimation method is as follows,

StageII : lnhoursijt = α + β lnP\
M 2.5jt + γXit + f (Wjt ) + σc + σt + ϵijt
StageI : lnP M 2.5jt = ρT Ijt + f (Wjt ) + σc + σt + µjt

(2.2)
(2.3)

PM2.5 is instrumented with the thermal inversion strength (T Ijt ), conditional on weather
controls (Wjt ), county fixed effects (σc ), and year fixed effects (σt ). Wjt represents weather
controls like temperature and precipitation in county j in year t. lnP\
M 2.5jt is the estimated
result of PM2.5 considering the endogenous variable in the first stage. Thermal inversions are
atmospheric phenomena that result in higher concentrations of pollutants near the earth’s
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surface. Without thermal inversions, air pollutants can vertically circulate up and disburse
in the atmosphere, decreasing the concentrations near the ground. During thermal inversion,
a layer of cool air at the ground is overlain by a layer of warmer air (inversion layer). As a
result, air pollutants get trapped beneath the inversion layer near the ground level leading
to high pollution concentrations.
Several reasons trigger thermal inversions in a particular area. First, a layer of cold air
may develop below the mass of hot hair when layers of air at different temperatures move
horizontally in the atmosphere. Second, a subsidence inversion occurs when a widespread
layer of air descends. As a result, a layer of cold air may descend through a layer of hot
air due to vertical air movement. Third, radiation inversion may occur because ground
cools rapidly by radiating heat upward into the atmosphere (a common phenomenon on
clear nights). The ground-level air is cooled faster than the layers of hot air above causing
temperature inversion (Arceo et al., 2016).
Pollution concentration usually high when there is a temperature inversion. Therefore,
a positive correlation between the two is expected, see Figure 2.6. On the other hand, TI
strength should have lower or no influence on working hours as a natural meteorological
phenomenon and meets the exogenous requirement. Thermal inversion in conjunction with
industrial and vehicular emissions leads to temporary accumulation of pollution near the
ground as the emissions get trapped due to temperature inversion. Thermal inversion has a
significant impact on concentrations of certain types of pollutants (PM2.5 , PM10 , CO, N OX ,
VOC, and SOX ). These are primary air pollutants. Thermal inversion may have little or no
effects on concentrations of secondary pollutants like ozone, N O2 , and sulfuric acid (Arceo
et al., 2016).
There are several facts about thermal inversion that one needs to account for relevant
identification (Chen et al., 2017a). First, thermal inversion may be affected by ground-level
weather conditions. For example, thermal inversions are high during the winter months.
Radiation inversion is significantly high during cold days because winter nights are longer
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than summer nights. Therefore, the model includes weather controls (weather measures at
ground level) to address the issue of the relationship between weather and thermal inversion.
Hence, the identification strategy in the current study depends on the variation in the annual
average thermal inversion strength net of ground-level weather variation. Second, the year
fixed effects is included to guard against long-run trends in thermal inversion to coincides
with the macroeconomic trends. It is important to include year fixed effects to control for
the overall trends that could absorb some of the large changes in the economic variables
during the period 2006-2019 (Chen et al., 2017a). Third, to account for any time-invariant
geographic differences in thermal inversions across the US counties, county fixed effects are
also included in the first stage regression. Figure 2.7 plots annual PM2.5 concentrations and
annual thermal inversion strengths. The PM2.5 concentration shows a declining trend but
TI strength shows random movement (no particular trend is observed).
2.2.2.2 Solving the Problem of Sample Selection Bias along with Endogeneity
OLS estimates of pollutant concentration on total hours worked may also be biased due to
sample selectivity. Sample selection bias is an important issue in this analysis because while
estimating the model, the working hours of those individuals who are in the labor force and
employed are only observed. In contrast, the total working hours of the individuals who are
out of work are not observed. Dropping out the individuals who did not work in a particular
year in the present study may create a potential source selection bias in the model.
To correct this sample selection bias, the whole sample with working and non-working
individuals must be considered. The Heckman selection model is an effective approach to deal
with sample selection bias (Heckman, 1979). The Heckman selection analysis is conducted
in two steps. The first is the regression by using the binary probit model to compute the
Inverse Mills Ratio for both males and females who are employed under the impact of air
pollution. In the second step, the OLS regression of total working hours on the pollution
concentrations along with the Inverse Mills Ratio and the thermal inversion instrument is
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conducted.
The selection equation (the first stage) can be written as follows,
(2.4)

Dhoursijt = 1[θSit + ηijt > 0]

where the dummy variable (Dhoursijt ) indicates selection equals 1 if the total working
hours is observed, or zero otherwise. Sit is a vector of other exogenous explanatory variables
apart from the explanatory variables included in Xit in Equation 2.1. The selection equation
must contain atleast one exogenous explanatory variable with exclusive characteristics that
will not be included in the second stage OLS regression. This means that there must be at
least one explanatory variable that will impact the labor force decisions but will not directly
affect the working hours. To meet this requirement, three variables are included in the first
step probit regression, namely, higher education, nativity, and whether the respondent is
the head of the family. Higher education can impact the labor force participation of both
males and females but may not impact working hours. Similarly, nativity and whether the
individual is the head of the family may impact the labor force participation decision but
may not have much impact on total working hours.
The purpose of the first step probit regression is to estimate the correction term that will
be included in the second step. Using the parameter θb estimates obtained from first step
probit, P [Dhoursijt = 1|Sit ] = Φ(θSit ) over the entire working age sample, the inverse Mills
b it ) =
ratio is obtained. The inverse Mills ratio is λit (θS

d
ϕ(θS
it )
.
d
Φ(θS
it )

This inverse Mills ratio will

be included in the second step,

b it ) + νijt
lnhoursijt = α + βlnP M 2.5jt + γXit + f (Wjt ) + σc + σt + τ λit (θS

(2.5)

The coefficient of inverse Mills ratio (τ ) is important to detect sample selection bias. If
the coefficient of the inverse Mills ratio is not zero, then there is sample selection bias in the
model. The sign of the coefficient will determine the direction of the bias.
A combination of IV and Heckman methods is required to adjust for both endogeneity
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and sample selection bias in the model. Wooldridge (2002) suggested joint Heckman IV
estimation. In the joint Heckman IV, the first step probit P [Dhoursijt = 1|Sit′ ] = Φ(θ′ Sit′ ) is
estimated over the entire working age sample. Sit′ contains all the explanatory variables that
is, the instrument (thermal inversion strength) and those already in Sit expect PM2.5. The
following equations are estimated for joint Heckman IV estimation.
Dhoursijt = 1[θ′ Sit′ + ηijt > 0]

(2.6)

′
lnP M 2.5jt = ρT Ijt
+ f (Wjt ) + σc + σt + µjt

(2.7)

lnhoursijt = α + β lnP\
M 2.5jt + γXit + f (Wjt ) + σc + σt + τ λ′it (θb′ Sit′ ) + νijt

(2.8)

Equation 2.6 is the first step probit for Heckman selection. Equation 2.7 is the second
′
is the instrument. Equation 8 is the first stage of 2SLS which
stage IV equation where T Ijt

includes the inverse Mills ratio estimated in the first step probit regression. There are
a few conditions for an instrumental variable to be valid. First, there should be enough
correlation with the endogenous variable, that is, PM2.5 concentration (see Figure 2.6).
Second, the instrument, the thermal inversion strengths should not be directly correlated
with the outcome of interest or any other unobserved factors. Third, the relationship between
the instrument and the endogenous variable should not be systematically reversed. The
thermal inversion instrument passes the weak identification test and hence, it is a good
instrument to use in the current study. The Kleibergen-Paap rk Wald F statistic from a
weak identification test is well above the Stock Yogo’s 10% critical value of 16.38 (reported
in Table 2.4).
2.3

Data

The analysis is based on a nationwide linkage of data on air pollution, labor market outcomes
(total working hours), weather conditions, and thermal inversion. These data are obtained
from a wide variety of sources that are listed below. This section includes the information on
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data sources, the construction of the database, and the definitions of the primary variables
used in the analysis.
2.3.1 Labor Supply Data
The dependent variable that is used in this analysis is from the American Community Survey (ACS), a survey program conducted by the US Census Bureau.36 The ACS provides
information on jobs, occupations, working hours, education attainment, and other topics
related to the US and its people on yearly basis. The present analysis is conducted for the
years 2006 to 2019.
The main variable of interest is the total hours worked by males and females in a given
year. The total hours worked variable is calculated using two variables in the ACS data,
“usual hours worked per week” and “how many weeks worked last year.” The sample is
restricted to the working-age population (from 16 to 65 age individuals). The armed force
workers and self-employed individuals are dropped from the sample.
Individual and family characteristics like marital status, age, race, years of education,
number of children in the family, other family income, head of the family is used as the
exogenous explanatory variables from the ACS data. The variable other family income is
calculated by subtracting personal income from the total family income. All the regressions
in the study are weighted using person weights provided by ACS. ACS data doesn’t report
the variables for all states, for example, Alaska. In some cases, county codes are unidentified.
The present study focuses on those observations that have county identifiers.
2.3.2 Air Pollution Data
Air pollution data is obtained from the US Environmental Protection Agency’s (EPA) Air
Quality System database.37 The EPA reports hourly and daily ground monitor readings for
36

See https://usa.ipums.org/usa/cite.shtml. The ACS data is accessed on July 5, 2021 (Ruggles
et al., 2018).
37
See https://www.epa.gov/outdoor-air-quality-data/download-daily-data. Accessed on July 5,
2021.

75

the “criteria” pollutants. The “criteria" pollutants include PM2.5 , PM10 , ground-level ozone
O3 , carbon monoxide (CO), nitrogen oxide (NO), and sulfur dioxide (SO2 ).38 The annual
average of PM2.5 concentration is calculated from the daily means. The current analysis is
based on the impacts of annual PM2.5 concentration on total hours worked by males and
females. PM2.5 is one of the most harmful pollutants that has several adverse health impacts
(Franklin et al., 2008; Meng et al., 2016; Dong et al., 2019) To further test the negative impact
of air pollution on working hours, other pollutants (PM10 and O3 ) are used as indicators of
air pollution for robustness checks.
EPA also reports daily and annual constructed Air Quality Index (AQI). AQI is an overall
measure of outdoor air quality that is used to convey how clean or polluted the air is in a
particular region. The AQI is calculated using the monitor recordings of all the “criteria"
pollutants. It is divided into six categories with values ranging from 0 to 500 (e.g., good;
moderate; unhealthy for sensitive groups; unhealthy; very unhealthy; hazardous).
A shortcoming of the EPA data for county-level analysis is the scarcity of monitors in
several counties. The majority of EPA pollutant monitors are located in densely populated
urban areas. To overcome this issue, the inverse distance weighting (IDW) interpolation
technique is used. The distance between the county centroid (or the mean center) and each
monitor station is used as the inverse distance weighted average. The weighted average of
all the monitor readings for an individual pollutant from monitors that are located within a
50 KM radius of a county centroid is used to measure the air pollution of a county. The 50
KM distance between county centroid and monitor stations is used to interpolate pollution
readings within a reasonable range within a county and maximize the usage of the available
data. It is important to note that if there are no nearest pollution reading monitors within
a 50 KM radius of the counties’ centroids there will be missing pollution measures for the
counties, and there will be no data for those counties.
38

These pollutants are referred to as “criteria” pollutants air pollutant for which acceptable levels of
exposure can be determined and for which an ambient air quality standard has been set These pollutants
have significant negative health impacts and hence EPA sets a standard to reduce the health risks of the
Americans.
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2.3.3 Weather Data
Daily gridded maximum and minimum temperature and precipitation data are obtained from
Schlenker and Roberts (2009).39 The authors provide daily weather grid data for precipitation, maximum and minimum temperatures using data from PRISM and weather stations.
The data are available for each point of all 2.5-by-2.5 mile grid cells for the contiguous
United States. The daily temperature and precipitation measures are averaged for each grid
to obtain the yearly averages for the grids. The grid number provided in the data links
the temperature and precipitation averages to the counties. The yearly grid averages are
then aggregated to county-level and are weighted by the county population to obtain the
yearly county-level measure of average temperature and average precipitation for the years
considered in the present study.
2.3.4 Thermal Inversion Data
Thermal inversion or temperature inversion occurs when the normal behavior of temperature
in the troposphere is reversed. It is a phenomenon that captures the deviation from the
normal monotonic declining relationship between air temperature and altitude. It occurs
when cold air is trapped beneath the warm air which creates a pocket of stagnated air close
to the surface of the Earth. Under normal atmospheric conditions, air temperature decreases
at a rate of 3.5 degrees Fahrenheit for every 1,000 feet. When this normal cycle is present air
is better able to mix and spread around pollutants. Reversion of this normal atmospheric
phenomenon results in thermal inversion. The polluted air is trapped at surface level leading
to temporary accumulation of pollutants during thermal inversion.
The thermal inversion strength is calculated from the data obtained from NASA’s ModernEra Retrospective analysis for Research and Applications version 2 (MERRA-2) database.
MERRA-2 database has a wide range of weather and climate time scales. This paper uses
39

See https://prism.oregonstate.edu/ for the original PRISM dataset and http://www.columbia.e
du/~ws2162/links.html for a complete description of daily weather data
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the M216NPANA version 5.12.4. This version has a spatial grid of 0.5 degrees x 0.625 degrees, recording 6-hour air temperature at 42 layers that range from the surface to 36,000
meters.40
The inverse distance weighting method is used for the county-level analysis of thermal inversion strength. The average daily air temperature readings that fall within a 50 KM radius
between a county centroid and the spatial grid points are used. The temperature difference
is calculated by subtracting the temperature in the first layer (110meters ≈ 1000hP a) from
the temperature in the second layer (320meters ≈ 975hP a).41 A positive difference confirms
the existence of thermal inversion. This difference is the measure of the thermal inversion
strength. The negative difference is truncated to zero as it is assumed to be the normal
atmospheric condition. The daily strengths are then aggregated at the year level to compute
the average strength of thermal inversion in a year. How thermal inversion strength can impact air pollution and why it is a good instrument for pollution concentrations is explained
in detail in the methodology section below.
2.3.5 Matching Labor Supply, Pollution, and Thermal Inversion Data
The American Community Survey is conducted every year. The respondents report hours/weeks
worked in the preceding year. County geoid is used to match the ACS data with the pollution and thermal inversion data. Further, to match hours worked data with pollution data
one-period lag of the annual pollutant concentration is considered. For example, 2015 ACS
data will have the information on hours/weeks worked in the previous year (2014). To match
this, a one-period lag of annual pollutant concentrations is calculated. Similarly, one-period
lag of annual thermal inversion strength and other weather controls are used to match the
ACS data.
40

The data can be downloaded from https://disc.gsfc.nasa.gov/datasets/M2I6NPANA_5.12.4/su
mmary
41
hPa is hectopascal pressure unit which measures how pressure decreases with altitude, hPa to meters
conversion has been done using an air pressure at altitude calculator. See https://keisan.casio.com/exe
c/system/1224579725
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2.3.6 Summary Statistics
Table 2.1 presents the descriptive statistics of all the variables separately for males and
females. The summary statistics are available for the sample for which PM2.5 , temperature,
precipitation, and thermal inversion variables are available. The average working hours
in a year is 1191.11 hours for females and 1526.88 hours for males. The average PM2.5
concentration is 10.20 µg/m3 and the maximum is 19.77 µg/m3 . The maximum thermal
inversion strength is 8.10 degrees Celsius. The means, standard deviations, maximum and
minimum values of the control variables namely age, number of children, marital status, other
family income (total family income minus individual income), and the years of education are
also reported in Table 2.1. The means and standard deviations of the selected variables
for the Heckman first step probit analysis (e.g., higher education, nativity, and head of the
family) are also reported.
Figure 2.1 visually explores the average PM2.5 concentration across different US counties
for the period 2006-2019. The darker shade represents the higher concentration of PM2.5 .
According to the National Ambient Air Quality Standards (NAAQS) set by the EPA, the
annual PM2.5 concentration should not exceed 12 µg/m3 and the guideline set by the World
Health Organization (WHO) is at 10 µg/m3 .42 Figure 2.2, Figure 2.3, and Figure 2.4 show
the annual shares of days with good, moderate, and bad AQI days across the US counties
for the entire time frame of the study. The share of good AQI days is calculated as the
total number of good days recorded divided by total AQI days. In the same manner, the
shares of moderate and bad days are also calculated. Unhealthy, very unhealthy, unhealthy
for sensitive groups, and hazardous levels are grouped into one category referred to as “bad”
AQI days. Finally, Figure 2.5 depicts the trend in the share of good, moderate, and bad
AQI days from 2006 to 2019.

42

See https://www.epa.gov/pm-pollution/national-ambient-air-quality-standards-naaqs
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2.4

Results

2.4.1 Main Results
The baseline results are reported in two parts. First, average PM2.5 concentration is used
as a proxy for ambient air pollution. Second, the impact of the Air Quality Index (AQI)
on working hours is studied. The average PM2.5 concentration is a better choice for the
main specification because from 2006 to 2019, very few days are recorded as “unhealthy” or
“hazardous” days. As a result, there will be less variation in the data. Due to the overall
improvement of air quality in the US, most counties have low to moderate levels of air
pollution with a few exceptions. It can be seen from Figure 2.4 that there are very few “bad”
AQI data points for the sample period. Table 2.4 reports the effects of PM2.5 concentration
and Table 2.5 reports the impact of AQI on male and female working hours in the US for
2006-2019. These results are explained below.
2.4.1.1 PM2.5 Concentration on Hours Worked
Table 2.2 shows the first stage regression results for the full sample. There is a positive
and significant relationship between thermal inversion strengths and PM2.5 concentration.
Table 2.3 reports the OLS, IV-2SLS, and joint IV-Heckman estimation results for the pooled
sample in columns (1), (2), and (3), respectively. Both IV-2SLS and IV-Heckman estimates
show a negative impact of air quality on working hours in the US. The coefficient on PM2.5
concentration in the outcome equation in column (3) indicates that with a 10% increase in
the PM2.5 concentration, the overall working hours in the US significantly falls by 1.3%. The
key idea of this study to analyze the impact of air quality on working hours from the gender
perspective. This study further divides the sample into male and female workers to study
the gender difference in the effects of air pollution on working hours.
Table 2.4 reports the effect of PM2.5 concentration on male and female working hours for
three different estimation strategies, namely, OLS, IV-2SLS, and joint IV Heckman. OLS
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estimation results for both males and females seem to be biased and inconsistent. The
coefficient of PM2.5 concentration is positive and statistically significant for OLS estimation
indicating that an increase in the PM2.5 concentrations will increase working hours (column
(1). This result is inconsistent with the conceptual hypothesis, probably due to the presence
of endogeneity and sample selection bias in the model.
Column (2) shows the two-stage least square estimates. After controlling for endogeneity,
the sign for PM2.5 is negative and statistically significant for both males and females. This
supports the conceptual framework that PM2.5 exerts a significant negative impact on labor
supply in the US. To be specific, a 10% increase in the mean PM2.5 concentration leads to
a 1.7% and 1.8% decline in male and female working hours at a significance level of 1%.
Table 2.4 also reports the values of robust score test (Wooldridge 1995) F-statistic from
the test of endogeneity, and the Kleibergen-Paap (KP) rk Wald F-statistic from a weak
identification test. The robust score test F-statistic is large and significant confirming that
PM2.5 must be treated as endogenous. The KP F statistic is also significant and is well above
Stock and Yogo’s 10% maximal bias threshold of 16.38 confirming that thermal inversion is
not a weak instrument.
Column 3 reports the results of a joint IV-Heckman estimation. Along with the endogeneity of PM2.5 concentration, the model also suffers from sample selection bias. The
sample selection bias is caused by the unobserved working hours of the male and female
who decided not to work in a given year. The working hours are observed only for those
individuals if they decide to enter the labor force and hence there is a sample selection bias.
A joint IV-Heckman estimation is conducted to account for both the issues at the same
time. The selection equation column reports the first stage probit with the whole sample
and the outcome equation conducts second step IV-2SLS estimation. The coefficient of the
Inverse Mills Ratio (obtained from first-step probit) for both male and female are negative
and statistically significant at 1% confirming that sample selection bias is a serious issue
in the model. After accounting for both the issues of sample selection and endogeneity of
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PM2.5 concentration, it is evident that poor air quality only impacts female working hours.
The magnitude of the coefficient for the PM2.5 concentration for the females is larger than
IV-2SLS. In particular, a 10% increase in the PM2.5 concentrations results in a 2.1% decrease
in female working hours and is significant at 0.1% (from outcome equation in column 3).
On the other hand, male working hours are not impacted by poor air quality. This result
indicates that there is a gender difference in the impact of air pollution on working hours in
the US.
The possible explanation of this result is that air pollution has a significant negative
impact on workers’ health and also on the health of their dependents which in turn may
reduce the working hours of the females (Aragon et al., 2016; Huang et al., 2021). Exposure
to PM2.5 can cause short and medium-term impacts on the health of an individual cough,
chest congestion, irritation in eyes, nose, or lungs, shortness of breath, headache, or weakness
of limbs. These are not severe health shocks but can impair the health condition of workers
in the short term and reduce productivity and working hours of the females who are more
exposed to air pollution (especially outdoor workers). Beyond immediate health concerns,
there may be indirect impacts of air pollution which may result in gender bias effects of
air pollution (as evident in this study). For example, females (or mothers) are responsible
to take care of their children or other elderly in the household. As a result, the mothers
usually take time off work and suffer a loss in hours worked/income. This reinforces gender
inequalities in care giving. This is evident from further analysis of the impact of air pollution
on working hours by marital status and children below five years (Table 2.8).
The other control variables that may have a considerable impact on working hours are
also included in the analysis. Older individuals work fewer hours; this can be observed from
the negative sign on the age square variable in Table 2.4. Interestingly, years of education
negatively impact the hours worked. However, years of education are positive and significant
in the selection equation. This is because whether an individual is employed or unemployed
depends on the individual’s education. The other family income (total family income minus
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personal income) has a negative and significant impact on both male and female working
hours for all the model specifications. The number of children present in a household has
a negative and significant impact on both male and female working hours. However, in the
literature, the sign of the ’number of children’ variable can go both ways. The previous
studies suggest that there is a negative association between having young children at home
and women working hours (Andringa et al., 2015; Florean and Engelhardt, 2020). On the
other hand, single or divorced women with young children at home may work more. Higher
education, nativity, and head of the family are some of the other variables included in the
selection equation but excluded from the outcome equation in the joint IV-Heckman model.
2.4.1.2 AQI on Hours Worked
Air Quality Index (AQI) is a color-coded and standardized measure of air quality. AQI helps
people to determine whether the air quality is good or unhealthy. AQI is useful to understand
the health risks associated with poor air quality. Table 2.5 presents the result of AQI on
male and female working hours. A 10% increase in the share of good AQI days increases the
hours worked by 1.5 and 4.2 percentage points for males and females respectively. On the
other hand, if the shares of moderate and bad AQI days increases, the hours worked decrease
for both male and female. However, the magnitude of the impact of moderate and bad AQI
days on hours worked for males is much smaller compared to that of females. In particular,
if the share of bad AQI days increases by 1%, the working hours go down by 1.04 and 2.82
percentage points for males and females respectively. This result indicates that females are
impacted more by poor air quality than males.
2.4.2 Heterogeneous Effects
This section examines the effects of air pollution on working hours across different subgroups
of the population. The extent to which poor air quality affects the working hours may vary
by demographics. Patterns in heterogeneity may provide suggestive evidence of underlying
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mechanisms behind gender bias in the loss of working hours due to poor air quality. The rich
set of socio-demographic variables available in ACS data allows exploring heterogeneity in the
impact of air pollution on working hours across gender in the US. The present study classifies
the sample by race, marital status and number of children below five years, household income,
and age to test the heterogeneous impact of PM2.5 concentration on working hours.
2.4.2.1 Effects on Working Hours by Race
The existence of environmental inequality is well documented in the literature. The term
environmental inequalities refer to the environmental burden that is primarily borne by
disadvantaged and minority groups. Several studies have confirmed an unequal distribution
of exposure to pollution by race and income (Szasz and Meuser, 1997; Pellow, 2000; Brulle
and Pellow, 2006; Mohai et al., 2009; Organization et al., 2010; Miranda et al., 2011; Kruize
et al., 2014). O’Neill et al. (2003) finds that individuals belonging to certain racial and
ethnic groups who are in a low socioeconomic position, have no or less education, live in
highly polluted areas, are often more exposed to air pollution. Some studies confirm that
the harmful impacts of air pollution are significantly concentrated among low-income and
racial minorities (Sexton et al., 1993; Gwynn and Thurston, 2001; Woodruff et al., 2003).
Despite a significant reduction in air pollution in the US, disparities in exposure to
poor air quality is still persistent (Downey, 2007; Zwickl et al., 2014; Boyce et al., 2016;
Salazar et al., 2019). Several epidemiological studies (Kioumourtzoglou et al., 2016; Di
et al., 2017; Nardone et al., 2020) documents that air pollution related premature deaths
are more concentrated among those who live in Black or African American communities
than those who live in communities that are predominantly White. A very recent study by
Tessum et al. (2021) racial and ethnic minorities in the US are disproportionately exposed
to higher levels of PM2.5 .
A recent study by the Harvard Chan School of Public Health finds that the Black, Asian,
Hispanic, or Latino and low-income population are exposed to higher levels of PM2.5 con-
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centration than other groups in the US (Jbaily et al., 2022).43 This disparity may be due
to differences in socioeconomic and health care access difference across race and ethnicity.
The disadvantaged population may encounter a myriad of diseases, and the increased burden
of exposure to air pollution can exacerbate health disparities across the nation. Table 2.6
reports the differential effects of PM2.5 concentration on the working hours across race and
gender.
The results reported in Table 2.6 suggest that there is a racial disparity in the effect
of exposure to air pollution on working hours by gender. In columns (1) and (2), PM2.5
concentration has no effect on working hours for white males but has a significant negative
impact on working hours for Black males. Comparing columns (4) and (5), the negative
effect of PM2.5 concentration is higher for Black females. The estimates also suggest the
presence of gender differences in the impact of air quality on working hours (as discussed in
the baseline regression results). The negative effect of air pollution is significantly higher for
both White and Black women than their male counterparts. These results suggest that the
Black population in general and women, in particular, are more susceptible to air pollution.
2.4.2.2 Effects on Working Hours across Household Income
Air pollution impacts individuals differently based on their income and socioeconomic status.
It is evident from the literature that individuals with low income and poor socioeconomic
status live in an area with higher pollution concentrations. Multiple large studies show
evidence of the link between socioeconomic status and greater harm from air pollution (Zeger
et al., 2008; Babin et al., 2008; Wang et al., 2016). These studies also confirm that the number
of air pollution-related illnesses and deaths are significantly high in the areas with higher
poverty levels. Bell and Ebisu (2012) finds that unemployed individuals, those with low or
no income or have no education, and are racial minorities live in the areas with higher levels
of air pollution.
43

To access the report, see: https://www.hsph.harvard.edu/news/press-releases/racial-ethnic
-minorities-low-income-groups-u-s-air-pollution
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Previous studies have also shown that individuals’ economic status plays a key role in
determining their labor supply decisions (Szasz and Meuser, 2000; Brulle and Pellow, 2006;
Pearce and Kingham, 2008; Kruize et al., 2014; Jbaily et al., 2022). If an individual has a
higher income or belongs to a higher-income household, then he/she may enjoy more leisure
at the expense of his/her working hours. The substitution effect may dominate for highincome household individuals. This section explains how the impact of PM2.5 concentration
on male and female labor supply vary across the economic status.
Table 2.7 reports the impact of PM2.5 concentration on working hours by level of household incomes. Inflation-adjusted household income has been categorized into three groups:
low-income household (household income is less than $40,000); middle-income (household
income greater than $40,000 but less than $120,000); and high-income household (household
income greater than $120,000). Overall, cumulative exposure to PM2.5 on working hours is
significantly higher in females compared to their male counterparts across all income groups.
However, the magnitude of impact differs by household income level. The effect is greater
for females belonging to high-income households. Increases in PM2.5 concentration by 10%
at the county level significantly reduces the working hours among high-income females by
4.3%, which is almost 300% and 90% larger than low-income and middle-income females
respectively. These differences are probably because high-income group females can afford
to reduce working hours due to air pollution compared to low and middle-income households.
The possible reasons why there are racial and socioeconomic disparities in the impacts of
air pollution can be due to three main reasons: First, factors like racism, class bias, discrimination, house market dynamics, and land costs. Pollution sources are near disadvantaged
communities in the US. Second, racial minorities with low social positions make them more
susceptible to harmful health threats of air pollution. Lack of access to proper health care,
poorer job opportunities, dirty workplaces, higher exposure to traffic heightens the risk of
harm of ambient air pollution. Third, people of color may have some preexisting health
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conditions and behaviors or traits that put them at a greater risk.44
2.4.2.3 Effects on Working Hours by Marital Status & Number of Children
Below 5 Years
Having children at home changes an individual’s working time. The distribution of the child
care work is usually gender-biased (Miller and Cafasso, 1992; Neal et al., 1997; Bingham
and Nix, 2010; Carrasco and Domínguez, 2015; Halper et al., 2019; Lomáscolo et al., 2022).
Females are more engaged in uncompensated work like housework, taking care of the elderly,
and child care than males (Thompson and Walker, 1989; Dempsey, 2002; Schneider, 2011).
According to the Organization of Economic Co-operation and Development, there is a gap
in men’s and women’s unpaid labor in the US.45 On average, men in the US spend 17.5
hours a week doing unpaid work, and women spend 28.4 hours a week. As a result, women
working hours are affected due to the gap created by unpaid labor.46 Previous studies show
that the impact of air pollution on female working hours is more pronounced for women who
have young kids at home (Hanna and Oliva, 2015; Aragon et al., 2016; Montt, 2018; Han
et al., 2020). Women are more likely to reduce working hours or stay at home if a young
child is sick. Higher pollution concentrations that affect the health of a female worker and
the health of her dependent may result in a significant reduction in working hours.
Table 2.8 reports the impact of PM2.5 concentration on male and female working hours
by marital status and by the number of young children in the household.47 Marital status is
categorized as married and not married. The not married category includes the individuals
who are either divorced, or separated, single, or never married in the ACS data. In general,
44

See https://www.lung.org/clean-air/outdoors/who-is-at-risk/disparities for more details.
See https://www.cnbc.com/2018/04/10/heres-what-women-could-earn-if-household-choreswere-compensated
46
According to Bureau of Labor Statistics, if men and women were compensated for their unpaid labor,
men would earn an extra $469.35 a week, and women would earn an extra $761.69 a week — which comes
out to nearly $40,000 a year. See https://www.bls.gov/opub/reports/womens-databook/2020/home.htm
47
The variable “NCHLT5” from ACS data is used for this analysis. “NCHLT5” counts the number of own
children age 4 and under residing with each individual and also includes step-children and adopted children
as well as biological children. Persons with no children under 5 present are coded "0."
45
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the estimates suggest that the negative effect of PM2.5 concentration is more pronounced on
working hours for women than men. Women with kids below five years are adversely affected
irrespective of their marital status. To be specific, a 10% increase in PM2.5 concentration
leads to a 3% fall in the working hours for both married and not married women who have
young children. The coefficient is highly significant. But the magnitude of the coefficient
is smaller for females if there are no children below five years of age. It is also interesting
to note that the heightening air pollution marginally affects the working hours of married
men with young children. However, the magnitude is much smaller compared to their female
counterparts.
Children are vulnerable to air pollution at the earliest stages of their lives. If kids are
affected by poor air quality, the mothers are more likely to reduce their working hours to
take care of their sick children. This disparity in the impact of air pollution on male and
female working hours with young children can be also linked to the child care system in
the US. Child care challenges can become barriers to working for individuals with young
children. Schochet (2019) finds that mothers who are unable to find a child care program
for their young kids have significantly dropped out of the labor force compared to those who
could find a child care program. Lack of more affordable and more reliable child care forces
women with young kids to reduce their working hours. Finding a child care problem is more
difficult for low- and middle-income, and racial minority families (Schochet, 2019).
2.4.2.4 Effects on Working Hours by Age Group
The present study further classifies the sample by different age groups to capture how the
effect of PM2.5 concentration varies across various age categories. The sample is divided into
three age groups: a) young age group consists of individuals from age 16 to 35; b)middle age
group consists of individuals from age 36 to 50; c) old age group consists of people of age
above 50 years. Previous research has shown that the children and people above 60 years are
more vulnerable to air pollution (Kan et al., 2008; Demoulin-Alexikova et al., 2016; Yolton
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et al., 2019).
Table 2.9 reports the effects of PM2.5 on male and female working hours by age group.
The results suggest that the working hours of women of various age groups are affected
significantly by poor air quality compared to their male counterparts. Young women are
most affected. This result again confirms the gender bias of air pollution on working hours.
However, it is interesting to note that heightening PM2.5 concentration negatively and significantly affects the working hours of young males as compared to middle-aged and older
men. There can be two plausible explanations for this result. First, young individuals are
more aware of the negative impacts of air pollution on health. Second, young individuals are
highly mobile for jobs and relocate to cities with high pollution levels and better job opportunities. As a result, young individuals are exposed to a higher level of pollution, impacting
the health of the young workers and reducing the working hours.
2.4.2.5 Effects on Working Hours across Occupations and Education Levels
Poor air quality is likely to have negative impacts on a worker’s productivity, hence affecting
the job performance of a worker. Exposure to unhealthy air quality can significantly reduce
labor productivity of both outdoor and indoor workers (Graff Zivin and Neidell, 2012; Chang
et al., 2016; Neidell, 2017; Chang et al., 2019; Kahn and Li, 2020). The health of outdoor
workers who are engaged in occupations like construction, mining, agriculture, transportation
may be more affected by air pollution than workers in other occupations. Similarly, workers
who are highly educated are expected to work in white-collar jobs and to be less affected by
poor air quality.
The current study does not find the expected results. Figure 2.8a and Figure 2.8b respectively show the coefficient plots of effects of air pollution on male and female working hours
by occupation. Both males and females who are engaged in management, business, and
finance occupations are the most impacted groups. The working hours of these individuals
drop significantly with heightening PM2.5 concentration. On the other hand, the working
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hours of male and female transportation and production workers are positively affected by
poor air quality. The effect of PM2.5 concentration on working hours of both males and
females who have a college degree and above are negative and significant compared to those
who have no schooling or less than a high school degree (Figure 2.9a and Figure 2.9b). There
can be two possible explanations for these results. First, the “outdoor” workers (mostly the
construction, mining, farming, and transportation workers) are more adapted to air pollution than “indoor” white-collar workers. Therefore, if the “indoor” workers are exposed to
unhealthy air quality, health adversities of air pollution can be severe for these workers.
Second, there can be a possible but untested explanation in line with the“class-bias”. The
individuals with less than high-school degrees are mostly engaged in construction, mining,
farming, fishing, or transportation occupations.
2.4.3 Robustness Checks
To further test the negative and significant impact of air pollution on female working hours,
PM10 and ground-level ozone are used as indicators of air pollution for the robustness check.
Apart from PM2.5 , ozone and PM10 are also leading pollutants in the US that are responsible
for several health issues and mortality. Table 2.10 reports the effects of PM10 and ozone
concentrations on male and female working hours. Changing the key independent variable
yields robust results. In particular, a 10% increase in average PM10 concentration leads to
a 4.9% significant reduction in female working hours. Again, a 1 % increase in ground-level
ozone results in a 4.3% significant drop in female working hours. In contrast, an increase in
PM10 or ground-level ozone concentrations has no significant effect on male working hours.
These results are in line with the baseline regression results for PM2.5 . This provides evidence
of the robustness of the analysis and supports the primary result of this study.
A few other additional checks are performed to validate the baseline results. Table 2.11
reports the other robustness checks results. First, a different atmospheric layer is used to
calculate thermal inversion strength. The temperature difference is calculated by subtracting
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the temperature in the first layer (110meters ≈ 1000hP a) from the temperature in the third
layer (540meters ≈ 950hP a).48 Using a different atmospheric layer to calculate thermal
inversion strength yields robust results. Gender bias of air pollution on working hours still
exists. The working hours of women are more affected than male working hours due to an
increase in PM2.5 concentration. Second, standard errors are clustered by county. This check
also yields results that are consistent with the baseline regression results. Third, excluding
the weather controls from the model also yields robust estimates. Fourth, taking two-period
lag of the key independent variable, PM2.5 concentration. Both male and female working
hours are negatively and significantly affected by air pollution. However, the magnitude of
the coefficient is larger for females compared to males, confirming gender difference.
2.5

Conclusions

This study examines the relationship between exposure to air pollution and its impact on
male and female working hours across the US counties from the year 2006 to 2019. The air
quality has improved in the US over the past few years. However, there are still several cities
and counties that experience a high rise in air pollution which claims several lives each year.
Poor air quality can impact the health of the workers as well as the health of their dependents.
Loss in productivity due to adverse short-term health impacts of air pollution can reduce
the working hours. The impact may be more noticeable for those working individuals who
have dependents at home.
This study estimates the impact of the average PM2.5 concentration on male and female working hours separately by conducting a joint IV Heckman estimation. The joint
IV-Heckman analysis helps to simultaneously account for sample selection bias and the endogeneity problem in the model. The baseline result suggests that a 10% increase in the
annual average PM2.5 concentration results in a 3.5% significant reduction in female working
48

hPa is hectopascal pressure unit which measures how pressure decreases with altitude, hPa to meters
conversion has been done using an air pressure at altitude calculator. See https://keisan.casio.com/exe
c/system/1224579725
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hours and no significant reduction in male working hours. It is also shown in this study
that the adverse impacts of air pollution are more concentrated on racial minorities and
particularly more pronounced for women of color. The working hours of women with children under the age of five drop significantly with an increase in air pollution. For other
tests of heterogeneity, female working hours are in general more affected due to poor air
quality compared to their male counterparts. The findings suggest that air pollution may
contribute to gender difference, and confirms the existence of environmental difference in the
US. The gender inequality can stem from the gender-biased distribution of care responsibilities (Montt, 2018; Schochet, 2019; Han et al., 2020). Child care challenges act as a barrier
to work, especially for mothers. Air pollution can enhance both gender and geographic labor
market inequalities.
There can be some important policy implications of this study. First, more stringent
air pollution standards in highly populated and polluted counties may eliminate the sources
of air pollution leading to a gendered difference in impact of poor air quality. Second,
policymakers should pay extra attention to the socioeconomic and health status of people
of color (particularly women) to eradicate the racial disparity in the impact of exposure to
air pollution on working hours. For example, access to proper health care services, more job
opportunities for racial minorities, improvement in workplace conditions. If Black women or
men have more access to health care services and their socioeconomic status is uplifted, then
the noticeable impact of air pollution on working hours of people of color can be reduced.
Third, an improved national child care system can reduce the burden of working mothers
and can result in less reduction in working hours of the females who have dependents below
five years. Enacting the policies that increase the numbers of licensed child care facilities
all across the US can help individuals (especially women) with young dependents to go to
work. Finally, promoting more equal distribution of child care across gender can also reduce
the gender difference in reactions to air pollution.
This study provides a new direction for future work. Air pollution directly impacts the
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health of an individual or can affect the health of young kids or other elderly dependents in
a family, which in turn reduces the working hours. The ACS data does not have information
on the health condition of an individual or whether an individual has any preexisting health
conditions like cardiovascular disease or respiratory disease. ACS data also doesn’t report
the health conditions of the dependents or whether they are any elderly in the household.
Preexisting health conditions can accelerate the negative health impacts of air pollution. The
health conditions of the dependents are also important. Working individuals who are responsible for taking care of the dependents may have to reduce labor supply if the dependents are
sick. The National Longitudinal Survey of Youth (NLSY79) data includes this information.
However, the county FIPS codes and state FIPS codes are not available (restricted-use data
only to keep the confidentiality of the respondents). This makes it difficult to merge NLSY79
data with the EPA data. The state FIPS and county FIPS codes will be available only upon
request and submission of an application (that needs to be approved). If the NLSY79 data
along with the county and state identifiers are obtained in the future, this study will be able
to incorporate the health status of an individual and that will give a new direction to the
analysis.
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Figure 2.1: Average PM2.5 Concentration across US Counties (2006-2019)

Figure 2.2: Average Annual Good AQI days across US counties (2006-2019)
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Figure 2.3: Average Annual Moderate AQI days across US counties (2006-2019)

Figure 2.4: Average Annual Bad AQI days across US counties (2006-2019)
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Figure 2.5: Trends in AQI across US Counties (2006-2019)

Figure 2.6: Positive Correlation between Thermal Inversions & PM2.5 (2006-2019)
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Figure 2.7: Patterns in Thermal Inversion and PM2.5 across US Counties (2006-2019)
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Figure 2.8: Heterogeneous Effect of PM2.5 on Working Hours across Occupations

(b) Female Working Hours by Occupation

(a) Male Working Hours by Occupation

Note: These are coefficient plots. The dots represents estimates of β coefficients of second stage joint IVHeckman estimations. The dependent variable is the log PM2.5 concentration. Weather controls, county
fixed effects, and year fixed effects are included. Vertical lines are 95% confidence intervals.

Figure 2.9: Heterogeneous Effect of PM2.5 on Working Hours across Education Level

(a) Male Working Hours by Education Level

(b) Female Working Hours by Education Level

Note: These are coefficient plots. The dots represents estimates of β coefficients of second stage joint IVHeckman estimations. The dependent variable is the log PM2.5 concentration. Weather controls, county
fixed effects, and year fixed effects are included. Vertical lines are 95% confidence intervals.
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Table 2.1: Summary Statistics
Variables

Male
N

Mean

Hours Worked
5554092 1526.88
PM2.5 Concentration
5554092
10.18
Temperature
5554092
14.72
Precipitation
5554092
2.86
Thermal Inversion Strength 5554092
0.18
Other Family Income
5554092 259390.6
Age
5554092
41.08
Number of Children
5554092
0.69
Education Years
5554092
13.20
Married
5554092
0.53
Head of the Family
5554092
0.48
Native
5554092
0.18
Higher Education
5554092
0.30

Female

SD

Min

Max

1039.23
2.44
4.34
1.12
0.61
1251531
14.49
1.07
3.10
0.49
0.49
0.39
0.46

0
3.50
2.49
0.07
0
0
16
0
0
0
0
0
0

5049
19.77
25.44
7.85
8.10
8265781
65
9
18
1
1
1
1

N

Mean

6187022 1191.11
6187022
10.20
6187022
14.77
6187022
2.88
6187022
0.18
6187022 169161.5
6187022
42.15
6187022
0.83
6187022
13.44
6187022
0.55
6187022
0.41
6187022
0.18
6187022
0.33

SD

Min

Max

989.93
2.44
4.34
1.11
0.61
929143.1
14.25
1.12
3.03
0.49
0.49
0.39
0.47

0
3.50
2.49
0.07
0
0
16
0
0
0
0
0
0

5049
19.77
25.44
7.85
8.10
8259999
65
9
18
1
1
1
1

Table 2.2: First Stage Regression with Thermal Inversions as Instrument

PM2.5 Concentration
0.0448***
(0.0009)
-0.0217***
(0.0002)
-0.0550***
(0.0001)

Thermal Inversions
Temperature
Precipitation
Observations
Year FE
County FE
KP F-Stat

8,112,659
Yes
Yes
9546.58

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The first stage regression is conducted for the full sample. The dependent variable is log of PM2.5 Concentration . Weather controls include
annual average temperature and precipitation. Robust standard errors are reported in parentheses. All regressions are
weighted using person weights provided by ACS. The KP Fstat is the Kleibergen-Paap rk Wald F statistic from a weak
identification test.
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Table 2.3: Effects of PM2.5 Concentration on Working Hours: Pooled Sample

OLS
(1)

IV-2SLS
(2)

Joint IV-Heckman
(3)
Selection Eq.

log PM2.5
Age
Age Square
Education Years
Other Family Income
Married
Number of Children

0.0173***
(0.0018)
0.1270***
(0.0002)
-0.0014***
(0.0001)
0.0244***
(0.0001)
-0.0213***
(0.0001)
0.1447***
(0.0007)
-0.0272***
(0.0003)

-0.1829***
(0.0103)
0.1280***
(0.0001)
-0.0014***
(0.0001)
0.0249***
(0.0001)
-0.0211***
(0.0001)
0.1433***
(0.0007)
-0.0267***
(0.0003)

Higher Education
Nativity
Head of the Family

0.1426***
(0.0002)
-0.0018***
(0.00002)
0.0740***
(0.0002)
-0.0310***
(0.0001)
0.2654***
(0.0011)
-0.0475***
(0.0005)
0.0609***
(0.0014)
0.0871***
(0.0013)
0.2414***
(0.0010)

Observations
R-Square
Pseudo R-Square
Wooldridge’s Robust Score F-Stat
KP F-Stat

-0.1382***
(0.0126)
0.0484***
(0.0004)
-0.0004***
(0.00004)
-0.0149***
(0.0002)
-0.0024***
(0.0001)
0.0098***
(0.0009)
-0.0086***
(0.0003)

-1.0165***
(0.0046)

Inverse Mills Ratio
Race Control
Metro Status
Weather Controls
County FE
Year FE

Outcome Eq.

Yes
No
No
Yes
Yes

Yes
No
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes

Yes
No
Yes
Yes
Yes

9,119,987
0.21

8,112,660
0.21

10,939,014

8,112,652
0.22

0.14
406.75
13000

240
14000

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Weather controls
include annual average temperature and precipitation. Robust standard errors are reported in parentheses. All regressions
are weighted using person weights provided by ACS. The KP F-stat is the Kleibergen-Paap rk Wald F statistic from a weak
identification test. Wooldridge’s robust test score is the F statistics from the test of endogeneity in the model.
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Table 2.4: Gender Difference in the Effects of PM2.5 Concentration on Working Hours
OLS
(1)
Male

IV-2SLS
(2)

Female

Male

Joint IV-Heckman
(3)

Female

Male
Selection Eq.

log PM2.5
Age
Age Square
Education Years
Other Family Income
Married
Number of Children

0.0227*** 0.0091*** -0.1715*** -0.1825***
(0.0023)
(0.0027)
(0.0167)
(0.0189)
0.1257*** 0.1320*** 0.1270*** 0.1325***
(0.0002)
(0.0002)
(0.0002)
(0.0003)
-0.0014*** -0.0014*** -0.0014*** -0.0014***
(0.0000)
(0.0000)
(0.0000)
(0.0000)
0.0211*** 0.0277*** 0.0215*** 0.0283***
(0.0001)
(0.0001)
(0.0001)
(0.0001)
-0.0194*** -0.0207*** -0.0192*** -0.0205***
(0.0001)
(0.0001)
(0.0001)
(0.0001)
0.2121*** 0.0694*** 0.2091*** 0.0706***
(0.0009)
(0.0011)
(0.0010)
(0.0011)
-0.0072*** -0.0579*** -0.0068*** -0.0565***
(0.0003)
(0.0004)
(0.0003)
(0.0004)

Higher Education
Nativity
Head of the Family

0.1531***
(0.0003)
-0.0020***
(0.0000)
0.0667***
(0.0003)
-0.0379***
(0.0003)
0.5882***
(0.0018)
0.0796***
(0.0008)
0.1341***
(0.0023)
0.2442***
(0.0021)
0.1795***
(0.0016)

Observations
R-Square
Pseudo R-Square
Wooldridge’s Robust Score F-Stat
KP F-Stat

Outcome Eq.
-0.0251
(0.0166)
0.0346***
(0.0005)
-0.0002***
(0.0000)
-0.0133***
(0.0002)
0.0016***
(0.0001)
-0.0825***
(0.0016)
-0.0292***
(0.0003)

Selection Eq.

0.1487***
(0.0003)
-0.0018***
(0.0000)
0.0828***
(0.0003)
-0.0174***
(0.0001)
-0.0149***
(0.0015)
-0.1231***
(0.0006)
0.0028
(0.0019)
-0.0238***
(0.0017)
0.2143***
(0.0014)

-1.1591***
(0.0054)

Inverse Mills Ratio
Race Control
Metro Status
Weather Controls
County FE
Year FE

Female
Outcome Eq.
-0.2118***
(0.189)
0.0753***
(0.0007)
-0.0008***
(0.0000)
-0.0036***
(0.0004)
-0.0115***
(0.0002)
0.0751***
(0.0012)
-0.0177***
(0.0006)

-0.6964***
(0.0077)

Yes
No
No
Yes
Yes

Yes
No
No
Yes
Yes

Yes
No
Yes
Yes
Yes

Yes
No
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes

Yes
No
Yes
Yes
Yes

Yes
Yes
Yes
Yes
Yes

Yes
No
Yes
Yes
Yes

4,580,544
0.25

4,539,443
0.17

4,060,236
0.26

4,052,424
0.18

5,179,629

4,060,236
0.27

5,759,369

4,052,424
0.18

224.42
16223.77

157.86
17428.84

0.22

0.11
220.15
16703.59

206.81
17550.82

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Weather controls
include annual average temperature and precipitation. Robust standard errors are reported in parentheses. All regressions
are weighted using person weights provided by ACS. The KP F-stat is the Kleibergen-Paap rk Wald F statistic from a weak
identification test. Wooldridge’s robust test score is the F statistics from the test of endogeneity in the model.
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Table 2.5: Effects of Air Quality Index (AQI) on Male and Female Working Hours

Joint IV-Heckman
Good AQI
Male

Female

Moderate AQI
Male

Female

Bad AQI
Male

Female

AQI

0.1562*** 0.4276*** -0.1839*** -0.5036*** -1.0404*** -2.8216***
(0.0308)
(0.0334)
(0.0363)
(0.0394)
(0.2054)
(0.2217)

Individual Controls
Weather Controls
County FE
Year FE
Observations
R-Square

Yes
Yes
Yes
Yes
3,811,091
0.26

Yes
Yes
Yes
Yes
3,801,537
0.17

Yes
Yes
Yes
Yes
3,810,979
0.26

Yes
Yes
Yes
Yes
3,801,447
0.17

Yes
Yes
Yes
Yes
3,810,979
0.26

Yes
Yes
Yes
Yes
3,801,447
0.17

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Good AQI is the
share days reported as good air quality days among the total recorded days. Moderate AQI represents the aggregate share of
days reported as moderate and unhealthy air quality. Bad AQI represents aggregate share of days reported as very unhealthy,
unhealthy for sensitive groups, and hazardous air quality days. Individual controls include individual demographics (age,
marital status, race, other family income, education years, and number of children. Weather controls include temperature and
precipitation. Robust standard errors are reported in parentheses. All regressions are weighted using person weights provided
by ACS. All the columns report the outcome equation of joint IV-Heckman estimation.
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Table 2.6: Effects of PM2.5 Concentration on Working Hours by Race

Joint IV-Heckman
Male
White
(1)
log PM2.5
Inverse Mills Ratio
Individual Controls
Weather Controls
County FE
Year FE
Observations
R-Square

Female
Black
(2)

White
(3)

Black
(4)

0.0076
-0.2202* -0.1700*** -0.4267***
(0.0176)
(0.0857)
(0.0208)
(0.0814)
-1.3329*** -0.8616*** -0.5402*** -0.6639***
(0.0070)
(0.0154)
(0.0088)
(0.0165)
Yes
Yes
Yes
Yes
3,005,618
0.28

Yes
Yes
Yes
Yes
427,021
0.22

Yes
Yes
Yes
Yes
2,900,432
0.18

Yes
Yes
Yes
Yes
561,748
0.18

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in
a year. Individual controls include individual demographics (age, marital status, education years,
other family income, and number of children). Weather controls include temperature and precipitation. Robust standard errors are reported in parentheses. All regressions are weighted using person weights provided by ACS. All the columns report the outcome equation of joint IV-Heckman
estimation.

103

Table 2.7: Effects of PM2.5 Concentration on Working Hours by Household Income
Joint IV-Heckman
Male

Female

Low Income Middle Income High Income Low Income Middle Income High Income
(1)
(2)
(3)
(5)
(6)
(7)
log PM2.5
Inverse Mills Ratio
Individual Controls
Weather Controls
County FE
Year FE
Observations
R-Square

-0.0571
(0.0400)
-.9704***
(0.0071)

-0.0928***
(0.0183)
-1.6649***
(0.0070)

-0.0806
(0.0420)
-0.8568***
(0.0081)

-0.1177**
(0.0400)
-0.9628***
(0.0084)

-0.2327***
(0.0220)
-0.9552***
(0.0064)

-0.4374***
(0.0552)
-0.7409***
(0.0175)

Yes
Yes
Yes
Yes
974,333
0.16

Yes
Yes
Yes
Yes
2,331,999
0.29

Yes
Yes
Yes
Yes
753,846
0.44

Yes
Yes
Yes
Yes
1,118,324
0.12

Yes
Yes
Yes
Yes
2,257,796
0.18

Yes
Yes
Yes
Yes
676,242
0.31

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Individual
controls include individual demographics (race, marital status, eduaction years, and number of children). Weather controls
include temperature and precipitation. Households with income level less than or equal to $40,000 are classified as low
income households; households with income between $40,000 and $120,000 are middle income households; household income
level greater than or equal to $120,000 are high income households. Robust standard errors are reported in parentheses.
All regressions are weighted using person weights provided by ACS. All the columns report the outcome equation of joint
IV-Heckman estimation.
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105

Yes
Yes
Yes
Yes
1,911,442
0.04

-0.0253
(0.0177)
-0.3506***
(0.0089)
Yes
Yes
Yes
Yes
440,021
0.04

-0.0734*
(0.0325)
-0.5592***
(0.0286)
Yes
Yes
Yes
Yes
1,651,793
0.28

-0.1590***
(0.0317)
-1.2200***
(0.0092)
Yes
Yes
Yes
Yes
56,941
0.10

-0.1359
(0.1205)
-0.5853***
(0.0440)
Yes
Yes
Yes
Yes
1,815,436
0.02

-0.1771***
(0.0247)
-0.1939***
(0.0119)

Yes
Yes
Yes
Yes
329,478
0.04

-0.3062***
(0.0723)
-0.2820***
(0.0176)

Yes
Yes
Yes
Yes
1,784,548
0.28

-0.1817***
(0.0302)
-0.8550***
(0.0098)

Yes
Yes
Yes
Yes
122,936
0.08

-0.3056**
(0.1111)
-0.4998***
(0.0592)

Kids Below 5
(8)

Not Married

Kids Below 5 No Kids Below 5
(6)
(7)

Married

Kids Below 5 No Kids Below 5
(4)
(5)

Not Married

Female

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Individual controls include individual demographics (age, education
years, and other family income). Weather controls include temperature and precipitation. Robust standard errors are reported in parentheses. All regressions are weighted
using person weights provided by ACS. All the columns report the outcome equation of joint IV-Heckman estimation.

Individual Controls
Weather Controls
County FE
Year FE
Observations
R-Square

Inverse Mills Ratio

log PM2.5

Married

No Kids below 5 Kids Below 5 No Kids Below 5
(1)
(2)
(3)

Male

Joint IV-Heckman

Table 2.8: Effects of PM2.5 Concentration on Working Hours by Marital Status and Children Below 5 Years

Table 2.9: Effects of PM2.5 Concentration on Working Hours by Age
Joint IV-Heckman
Male

log PM2.5
Inverse Mills Ratio
Individual Controls
Weather Controls
County FE
Year FE
Observations
R-Square

Female

Young Age
(1)

Middle Age
(2)

Old Age
(3)

Young Age
(4)

Middle Age
(5)

Old Age
(6)

-0.4121***
(0.0360)
-1.4901**
(0.0082)

0.0134
(0.0212)
-0.5508***
(0.0071)

-0.0283
(0.0264)
-0.3486***
(0.0127)

-0.4246***
(0.0385)
-0.2398***
(0.1250)

-0.1658***
(0.0282)
-0.3758***
(0.0113)

-0.1095***
(0.0305)
-0.3627***
(0.0138)

Yes
Yes
Yes
Yes
1,425,302
0.21

Yes
Yes
Yes
Yes
1,413,268
0.06

Yes
Yes
Yes
Yes
1,221,600
0.03

Yes
Yes
Yes
Yes
1,384,069
0.17

Yes
Yes
Yes
Yes
1,392,720
0.03

Yes
Yes
Yes
Yes
1,275,570
0.08

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Individual controls
include individual demographics (education years, race, marital status, and other family income). Weather controls include
temperature and precipitation. Individuals between 16 to 35 years of age are young age individuals; middle-age individuals
are those of age between 36 to 50 years; the old age is those who are above 50 years. Robust standard errors are reported in
parentheses. All regressions are weighted using person weights provided by ACS.

Table 2.10: Robustness Check with Different Pollutants: Effects of PM10 & Ozone

Joint IV-Heckman
PM10

log PM10
log Ozone
Inverse Mills Ratio
Individual Controls
Weather Controls
County FE
Year FE
Wooldridge’s Robust Score F-Stat
KP F-Stat
Observations
R-Square

Male

Female

-0.0777
(0.0391)

-0.4904***
(0.0431)

Yes
Yes
Yes
Yes
11.51
6648.13
3,972,630
0.23

Yes
Yes
Yes
Yes
222.33
7715.55
3,968,268
0.16

Ozone
Male

Female

-0.0505
-0.4396***
(0.03415)
(0.0393)
-1.1540*** -0.6701*** -1.1568*** 0.7101***
(0.0056)
(0.0082)
(0.0054)
(0.0078)
Yes
Yes
Yes
Yes
77.57
6844.61
4,108,180
0.27

Yes
Yes
Yes
Yes
172.87
30878.99
4,102,201
0.18

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Individual controls
include individual demographics (age, race, marital status, education years, and other family income). Robust standard errors
are reported in parentheses. All regressions are weighted using person weights provided by ACS. All the columns report the
outcome equation of joint IV-Heckman estimation.
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Table 2.11: Other Robustness Checks

Joint IV-Heckman
Male

Female

Different Layer for TI
log PM2.5
Inverse Mills Ratio
KP F-Stat
Observations
R-Square

-0.3279*** -0.4252***
(0.0288)
(0.0319)
-1.1543*** -0.6992***
(0.0054)
(0.0077)
17219.07
19243.27
4,060,236
4,052,422
0.26
0.17

Clustered SE
log PM2.5
Inverse Mills Ratio
Observations
R-Square

-0.0251
-0.2118**
(0.0753)
(0.0967)
-1.1591*** -0.6963***
(0.2154)
(0.0409)
4,060,242
4,052,420
0.27
0.18

No Weather Controls
log PM2.5
Inverse Mills Ratio
Observations
R-Square

-0.1239*** -0.3530***
(0.0146)
(0.0167)
-1.174*** -0.6922***
(0.0054)
(0.0077)
4,066,107
4,058,712
0.26
0.17

2-period Lags
log PM2.5
Inverse Mills Ratio
Observations
R-Square

-0.0592*** -0.2069***
(0.0176)
(0.0198)
-1.1451*** -0.7021***
(0.0055)
(0.0079)
3,846,368
3,836,185
0.26
0.17

Note: ***p < 0.001, **p < 0.01, *p < 0.05. The dependent variable is log of total hours worked in a year. Individual controls
include individual demographics. Robust standard errors are reported in parentheses. All regressions are weighted using person
weights provided by ACS. All the columns report the outcome
equation of joint IV-Heckman estimation.
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CHAPTER 3

Intra-Industry Trade and Relative Wage Movements in the US

by
Norman Sedgley, Bruce Elmslie & Protika Bhattacharjee
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3.1

Introduction

In standard trade theory, each country exports the goods that are most suited to its factor
endowments, technology, geography, and climate while imports the goods that are least
suited to its national characteristics. This is known as inter-industry trade; countries import
and export goods from different industries. In the real world, however, a high proportion of
trade is within broad industrial classifications. In recent decades, there has been a significant
increase in the proportion of trade within industry relative to trade across different industries.
This phenomenon is known as intra-industry trade as opposed to inter-industry trade. The
basic causes of inter-industry trade focus on the difference between countries. In reality, a
great deal of international trade can take place between similar countries, or trade of goods
within the same industry from one country to another (Krugman, 1981; Ruffin et al., 1999;
Bernatonytė and Normantienė, 2007; Brülhart, 2008). For example, the United States is
both a substantial exporter and a substantial importer of goods from the same industry. In
2014, according to the Bureau of Economic Analysis, the United States exported $146 billion
worth of autos and imported $327 billion worth of autos. About 60% of U.S. trade and 60%
of European trade are intra-industry trade.49
The classical trade theory is concerned with inter-industry trade between dissimilar countries. However, in the modern world, trade has become more regionalized; similar types of
countries are engaged in trade; and more trade in within industry. It is also important to
note that the manufacturing goods have become more differentiated than before, and manufacturing goods require more specialized inputs. The classical trade theories cannot take
these aspects into account. There are a few special characteristics of intra-industry trade
compared to the classical inter-industry trade theory. First, intra-industry trade arises due
to product differentiation and fixed costs associated with the production of a good. Second,
intra-industry trade better exploits the economies of scale and that in turn enhances the
gains from trade. Third, intra-industry trade does not result in dislocations associated with
49

See https://www.bea.gov/news/2022/us-international-trade-goods-and-services
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inter-industry trade.
Classical trade theory and theories of the outsourcing of intermediate goods emphasize
Stolper Samuelson’s type effects of relative wages. Although a great deal of trade in recent
times is within the industry, much of the international trade literature continues to emphasize
comparative-advantage-driven international trade and wage inequality (Faruq et al., 2019).
There is a growing body of literature that emphasizes the relationship between the rise in
intra-industry trade and wage premium (Peeters and De Vaal, 2003; Dinopoulos et al., 2011;
Cho and Díaz, 2013; Sampson, 2014; Feng, 2018; Faruq et al., 2019). The present study
extends the two-stage wage decomposition (pioneered by Feenstra and Hanson, 1999) to the
case of imperfect competition and intra- industry trade to investigate the role of rising within
industry trade on relative occupational wages over the period from 2002 through 2017. The
literature to date takes into account perfect competition and comparative-advantage-driven
international trade to study the impact of trade and technology on wages. The present
study highlights the importance of imperfect competition, scale economies, love for variety,
and intra-industry trade in determining the wage movements in the US. These features are
incorporated in Feenstra and Hanson (1999) framework of two-stage wage decomposition.
We find that the within industry trade is more significant than other structural variables
in explaining movements in relative wages over this period. We have conducted the analysis
for three different time frame, 2002-2007, 2002-2012, and 2002-2017. The results from all the
three time periods suggest that intra-industry trade measured by a change in Grubel-Lloyd
Index plays a major role in relative factor price movements compared to other structural
variables considered in the study. We also find the effect on factor price movements is
increasing over the time frame, a longer time frame allows better adjustment of factor prices
due to changes in industry features.
There are two important contributions of the present study. First, it extends Feenstra’s two-stage wage decomposition technique to scale economies and intra-industry trade.
Second, the study deviates from the traditional definition of skilled as all non-production
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workers and unskilled workers as production workers. The contribution of this paper is to
find out which structural variable is driving the changes in wages for different occupational
categories. This study dis-aggregates skilled worker category into white collar and science
and R&D workers. Unskilled workers are represented by production workers and an "other"
category that includes largely sales workers, maintenance workers, administrative workers,
and transportation workers. The occupational re-classifications of the “other” category is important because the lower level of aggregation allows the analysis of how different structural
variables like outsourcing, market power, intra-industry trade, effective rate of production is
influencing the relative wage movements within labor categories of "skilled” and “unskilled”
labor.
The rest of the paper is organized as follows. Section 3.2 explains the methodology;
section 3.3 discusses the data sources of the different structural variables and occupational
wages; section 3.4 reports the two-stage estimation results; section 3.5 is the conclusion and
future work.
3.2

Methodology

The goal of this study is to estimate the role of structural changes in industry production
functions in determining factor rewards. Structural changes are closely related to Total
Factor Productivity (TFP), while factors include capital and various types or categories of
labor. The structural variables of interest include outsourcing, the degree of intra-industry
trade, effective rates of protection, and market structure (trade adjusted 4 firm concentration
ratios), and trade through exports and imports. This approach is pioneered by Feenstra
and Hanson (1999), Slaughter (2001), and Haskel and Slaughter (2001). The literature to
date assumes perfect competition and trade based on the classical models of comparative
advantage. A focus of this paper is to highlight the role of imperfect competition, demand for
product variety, scale economies, and intra-industry trade. The following discussion modifies
the Feenstra’s framework to account for these complexities. For an industry define a revenue
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function. The revenue function is a value function associated with the following optimization
problem:
′

Gn (Fn , Zn , Pn ) = maxPn fn (y − x, Zn ) + px, s.t. yi = fi (Fi , Zn ) for all intermediate goods 1
Fi ,x
P
to K and Fn = Fi .
The Fi are vectors of the M factors used in producing each of the K intermediate goods.
Fn , therefore, is the aggregate use of factors used in industry n production. x is a vector
of length K of intermediate exports (xi < 0 for imported intermediates (outsourcing) and
xi > 0 for exported intermediates). p is a vector of intermediate goods’ prices. The vector
p is included in the vector of structural variables, Zn . Zn is a J length vector of structural
variables. Finally, Pn is the price of the industry output. The industry revenue function is
homogeneous of degree 1 in prices. Therefore Pn Yn = Pn Gn (Fn , Zn ) and Yn = Gn (Fn , Zn ) is
the industry value added function. The production functions fi are linearly homogeneous in
factor inputs. fn need not be linearly homogeneous in y − x.
Given the definition of the value added function, turn to the cost function:

(3.1)

Cn (Wn , Yn , Zn ) = minWn′ Fn s.t. Yn = Gn (Fn , Zn ).
F

This cost function is homogeneous of degree λ in Yn , industry output per firm. Cn (Wn , Yn , Zn ) =
Ynλ cn (Wn , Zn ), λ ≤ 1.The average cost function is Ynλ−1 c(Wn , Zn ). The zero profit conditions
require average cost pricing, regardless of market structure. ln Pn (Yn ) = (λ − 1) ln Yn +
ln cn (Wn , Zn ) for all n. Here, price is a function of industry output. This implies monopolistically competitive pricing.50 Considering monopolistically competitive pricing and λ ≤ 1,
we incorporate imperfect competition in Feenstra’s two-stage wage decomposition. Differentiating the zero profit equation leads to

dPn /dYn (dYn /dt)
Pn

= (λ − 1)dYn /dt +

1 ′
i ∇W
cn

+

1 ′
i ∇Z .
cn

Using Sheppard’s lemma the gradient with respect to factor prices ∇W is re-expressed in

50

The underlying assumption is that income elasticity of demand is equal to 1, and homogeneous technology in factors leads to a representative firm equilibrium with ’k’ equal sized firms.
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terms of cost shares:
dPn /dYn (dYn /dt)
dW1 /dt
dWi /dt
dWM /dt 1 ′
= (λ−1)dYn /dt+θn1
+...+θni
+...+θnM
+ i ∇Z
Pn
W1
Wi
WM
cn
(3.2)

1 ′
i ∇Z
cn

is a dual definition of TFP and

dPn /dYn (dYn /dt)
Pn

= (λ − 1)dYn /dt + θn1 dWW11/dt + ... +

θni dWWi /dt
+ ... + θnM dWWMM/dt − T F P . We can re-write this equation in terms of average factor
i
price changes and inter-industry factor price deviations from averages:
dW1 /dt
dWM /dt
dPn /dYn (dYn /dt)
=(λ − 1)dYn /dt + θn1
+ ... + θnM
Pn
W1
WM
dW1 /dt dW1 /dt
dWM /dt dWM /dt
+ θn1 (
−
) + ... + θnM (
−
) + (−T F P )
W1
W1
WM
WM
(3.3)
Rearranging:
dW1 /dt dW1 /dt
dWM /dt dWM /dt
−
) + ... + θnM (
−
))
W1
W1
WM
WM
dPn /dYn (dYn /dt)
dW1 /dt
dWM /dt
+
− (λ − 1)dYn /dt = θn1
+ ... + θnM
Pn
W1
WM

T F P − (θn1 (

(3.4)

Estimation of this equation, interpreting the average factor price changes as coefficients,
leads to a perfect fit. Feenstra recommends the following two stage decomposition to identify
the role of changes in Z/TFP on factor price changes.
Since T F P = θn1 dWW11/dt +...+θni dWWi /dt
+...+θnM dWWMM/dt +θn1 ( dWW11/dt − dWW11/dt )+...+θni ( dWWi /dt
−
i
i
dWi /dt
)
Wi

+ ... + θnM ( dWWMM/dt −

dWM /dt
)
WM

−

dPn /dYn (dYn /dt)
+
Pn

(λ − 1)dYn /dt this equation is T F P .

Rearranging gives effective TFP or ETFP. ETFP is TFP adjusted for inter-industry wage
differentials. ETFP is:
"

#
dW1 /dt dW1 /dt
dWM /dt dWM /dt
T F P − θn1 (
−
) + ... + θnM (
−
) =
W1
W1
WM
WM
θn1

(3.5)

dW1 /dt
dWM /dt dPn /dYn (dYn /dt)
+ ... + θnM
−
+ (λ − 1)dYn /dt
W1
WM
Pn

n
Stage 1: Construct ET F Pn + ( dPnP/dY
+ (1 − λ))dYn /dt = θn1 dWW11/dt + ... + θni dWWi /dt
+
n
i
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... + θnM dWWMM/dt . Run the regression:
ET F Pn + (

dPn /dYn
− (λ − 1))dYn /dt = α0 + α1 ∆z1n + ... + αj ∆zjn + ... + αJ ∆zJn + εn (3.6)
Pn

n
This decomposes ET F P plus ( dPnP/dY
− (λ − 1))dYn /dt into the contributions from the
n
n
− (λ − 1))dYn /dt replaces
elements of the vector of structural variables Z. The term ( dPnP/dY
n

the simple term dPn /dt in the existing literature. This modification to the decomposition is
worth additional discussion. It is easily re-expressed as [(1 − λ)Yn − εpY ] dYYnn/dt , where εpY =
dPn
Pn
dYn
Yn

. The first term in brackets is positive and represents the impact of scale economies and

enhanced efficiency on weighted average factor payments. This is offset by the elasticity of
prices with respect to per firm industry output since some efficiency gains are passed along
to consumers as lower prices. Note that (1 − λ) is equal to |d ln AC/d ln Yn | = εACY , The
elasticity of AC with respect to firm output under scale economies. Since εpY ≤ εACY the
term [(1 − λ)Yn − εpY ] dYYnn/dt is positive in an expansion of output.
Stage 2: For each structural variable j estimate the following equation. Run one regression for each zj for a total of J regressions
α
bj ∆zjn = βj1 θn1 + ... + βji θni + ... + βjM θnM + εjn .

(3.7)

The estimated coefficients are the mandated changes in factor prices attributable to the
change in the structural variable and they show the structural variable’s contribution to the
change in the factor’s price. The usual standard errors in step two are biased upward due
to the fact that they are conditional on stage 1 estimates. The standard errors are adjusted

b = (Z ′ Z)−1 Z ′ u′ u Z + Z ′ X ′ ΩXZ (Z ′ Z)−1 , J is the column dimension of Z.
with V ar(β)
n−J
Ω is the variance/co-variance matrix from the stage 1 regression. (Dumont et al., 2005)
Consider two factors, high skilled (H) and low skilled labor (L). What is the expected
impact of international trade? Consider the first stage regression. The dependent variable
in stage one is θnL dWWLL/dt + θnH dWWHH/dt . Under classical trade theory and an expansion in
trade, the wage gains to the abundant factor outweigh the losses to the scarce factor in an
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economy wide sense. Models of intra-industry trade also suggest that trade increases average
real wages in the aggregate economy. Thus, θL dWWLL/dt + θH dWWHH/dt > 0 for the aggregate economy, where θL and θH represent economy wide factor shares. This equation, however, need
not hold on a industry by industry or sector basis. The sign of the trade variables’ coefficient, outsourcing, is ambiguous in our first stage regression based on 4 digit manufacturing
industries.
In the second stage regression the Stolper Samuelson theorem is expected if trade expansion is based on the classical model. Consider the 2nd stage regression for the dependent
variable α
bj ∆zjn , j = outsourcing. Assume outsourcing is significant in stage 1. In this case
it is expected that the coefficient on low skilled labor’s share is negative and high skilled
labor’s share is positive, the difference between the two coefficients reflecting the impact of
classical trade/outsourcing on the skilled vs. unskilled labor wage differential. Now assume
Grubel Lloyd is significant in stage 1, reflecting the role of increased intra-industry trade.
Since Stolper Samuelson does not play a role in models of intra-industry trade, the sign of
the coefficients on skilled and unskilled labor shares when j = Grubel Lloyd

51

is purely an

empirical question.
3.3

Data

The primary elements of analysis are 4-digit naics manufacturing industries. The variables
are constructed using data collected from a number of publicly available sources. Many of
the variables measuring structural changes depend, at least in part, on data from the US
Census of Manufacturing. The manufacturing census is conducted every 5 years and dictates
our decision to build a balanced panel using the years 2002, 2007, 2012, and 2017. 2017 is
the most recent census data available at the time of our analysis.
Over the decade represented by the data the 4-digit naics industry classifications changed
slightly. All industries are brought up to 2017 naics using published industry concordances.
Industries that are split and/or aggregated due to naics changes in 2007 and 2012 are ag51

Grubel Lloyd is a an index of intra-industry trade, explained in detail in section 3.3.2
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gregated into five time consistent industries incorporating all of the affected 4 digit industries.52 For these five aggregations all constructed variables are based on industry employment weighted averages. The five aggregations are assigned 4-digit codes from 9991 to 9995.
The necessary aggregations are presented in Table 3.1.
3.3.1 Manufacturing Employment
In applying the two stage decomposition described in the methodology section, it is typical to look at a disaggregate workers into unskilled/production and skilled/non-production
(Feenstra and Hanson, 1999; Slaughter, 2001; Parro, 2013; Lee and Sim, 2016). Such gross
aggregations can, potentially, cause interesting patterns in the data to go unidentified. Hsu
(2011), for example, allows for a separate category of scientists and finds that outsourcing
benefits scientists but can lower the relative wage of other skilled workers in unskilled labor
intensive industries. The present paper uses data from the US Bureau of Labor Statistics
Occupational Employment Statistics (OES) Survey for the years 2002, 2007, 2012, and 2017.
The survey provides detailed information on occupational wages and employment for 4-digit
industries.
This paper uses the survey’s 22 major occupational groups to define various dis-aggregations
of labor. The results from three empirical specifications are reported. First, aggregate labor is used to look at the role of changes in structural variables in explaining changes in
aggregated labor’s and capital’s share. A growing literature is focusing on explaining what
appears to be a declining income share for labor relative to capital (Acemoglu, 2003; Kehrig
and Vincent, 2021; Autor et al., 2020; Barkai, 2020; De Loecker et al., 2020). The second
specification takes a more traditional approach from the trade literature and separates production workers from non-production workers. This specification allows for a more direct
comparison of the present results to many results from the existing literature on outsourcing
and the relative wages of skilled and unskilled labor. Both specifications, one and two, are
52

There are no changes at the 4-digit level between 2012 and 2017. Our recoding, therefore, can be
regarded as 2017 naics.
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provided for the purpose of comparative analysis. The specification focused on for a larger
measure of current discussion to is one where labor is dis-aggregated into four categories.
These categories capture white collar workers, science and R&D workers, production workers, and "other" workers. The occupations in this specification are assigned as described in
Table 3.2 and Table 3.3.
For each of the three specifications the dependent variable for the first stage regression
n
+ (1 − λ))dYn /dt = θn1 dWW11/dt +
must be calculated as per the equation ET F Pn + ( dPnP/dY
n

... + θni dWWi /dt
+ ... + θnM dWWMM/dt . The left hand side of this equation is not observable due
i
n
+ (1 − λ))dYn /dt. Given the data from the OES in years 2002, 2007,
to the term ( dPnP/dY
n

2012, and 2017, it is possible to construct the industry specific occupational shares as well
as capital’s share for three periods and the average economy wide percent change in wages
paid to each occupational category and capital over the 2002-2007, 2002-2012, and 20022017 periods. The average percentage change in capital’s payment is calculated using the
Corporate High Quality 10 Year Bond Yield.53 Thus, despite the fact that ETFP plus the
non competitive scale economies cost and price elasticities are unobserved, it is possible
to construct a variable suitable for a first stage regression under the assumptions of scale
economies and/or monopolistic competition. The issues of structural variables’ influence on
this regressand is discussed in more detail after first stage regression results are presented.
3.3.2 Structural Variables
∆Outsourcing is the change in the import share of intermediates for industry j. The import
P
share of intermediates is calculated as Outsourcingj = i intij si Where intij is the share of
output from industry i in total intermediates used in a unit of output in industry j. These
coefficients are constructed from from Bureau of Economic Analysis input output tables for
US Industries at Producer Cost after Re-definitions.54 Let si =

53

importsi
,
V alueShippedi −exp ortsi +importsi

This data is readily available at FRED, St. Louis Federal Reserve Bank. See https://fred.stlouis
fed.org/series/HQMCB10YR.
54
See https://www.bea.gov/industry/input-output-accounts-data
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where import and export data are from the US Census Bureau USATRADE Database55 and
Value of Shipments data are from the County Business Patterns database.56 Over the 15 year
period outsourcing increased by an average of 4.12%. In Iron and Steel Mills and Ferroalloy
Manufacturing the change in outsourcing is most pronounced at a 58.10% increase.
∆GrubellLoyd is the change in the Grubel Lloyd index of intra-industry trade. It is
calculated as GrubelLloyd = 1 −

|exp orts−imports|
.
exp orts+imports

The Grubel–Lloyd index measures intra-

industry trade of a particular product.57 If the value of the Grubel-Llyod index is equal to
one that indicates there is good level of intra-industry trade.58 Conversely, if the value of
the Grubel-Lloyd index is equal to zero then there is no intra-industry trade.59 The average
change in the Grubel Lloyd index over the 2002-2017 period is 1.14%, but the variation across
industries is significant with a maximum of a 38.37% increase in intra-industry trade in Steel
Wire-drawing and Steel Nails and Spikes and a minimum of a decrease in intra-industry
trade of 54.03% in Motor Vehicle and Trailer Body Manufacturing.
∆ERP measures the change in the effective rate of protection (ERP). The ERP for
industry j is calculated as ERPj =

P
tj − i aij ti
P
,
1− i aij

the denominator is value added and ti =

(calculatedDutiesi /CustomsV aluei ). The aij input output coefficients, again from the Bureau of Economic Analysis input output tables. Tariff data is from the USITC Dataweb.60
Protection increased most significantly in Foundries over the decade. Effective protection
fell the most in Dairy Product Manufacturing.
∆ ln Imports and ∆ ln Exports measure the overall increase in expose to trade over the
sample period. Data are extracted from the the US Census Bureau USATRADE Database.
While it is not true that every industry sees an increase in exports and imports, the increase
in both trade measures is substantial in the average industry. Generally, the expansion in
55

See https://usatrade.census.gov/
See https://www.census.gov/programs-surveys/cbp.html
57
This index was introduced by Herb Grubel and Peter Lloyd in 1971
58
This means for example the country in consideration exports the same quantity of a good as much as
it imports
59
This would mean that the country in consideration only either exports or only imports a particular
good
60
See https://dataweb.usitc.gov/
56
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imports is larger than the expansion in exports.
∆CR4 are differences/changes in concentration ratios (CRs). Concentration Ratios are
reported by the US Census Bureau’s Census of Manufacturing.61 These concentration ratios
are consistent with data reported in Barkai (2020) who reports average CRs of 36% for 4-firm
concentration to 58% for 50-firm concentration in 2012. Our data is for manufacturing only
where the average 4-firm concentration decreases by 4.03% over the period 2002-2017. Our
regression model incorporates change in the 4-firm concentration ratios as a regressor in the
second stage. We use trade adjusted 4-firm CR in the analysis.
Another alternative measure to 4-firm concentration ratio is industry competition. The
price cost margin or the Lerner Index is a measure of the degree of competition facing each
firm. The price cost margin is calculated using Compustat data as,
Lit =

Operating Income bef ore Depreciation − Depreciation
Sales

The value of Lit must be between 0 and 1. Lit is weighted by sales of each firm. A value
of 0 indicates perfect competition and a value of 1 indicates monopoly. A negative value of
the Lerner Index implies super competition or predatory pricing.62 Neither predatory pricing
nor super competition is sustainable in the long run (Allen and Lerner, 1934). Therefore,
these are temporary phenomena. On the other hand, Lerner Index can never be greater than
one. As a result, if the firm is maximizing profit, the elasticity of demand facing it can never
be less than one in magnitude (|E| < 1).
The competition in the manufacturing industry j can be measured as one minus the average Lerner Index in of the individual public companies in the industry (Hashmi, 2013). It is
important to note that, Compustat database excludes private firms. Therefore, competition

61

The web pages for the 3 years of data are https://www.census.gov/econ/concentration.html for

2002
62

Predatory pricing is a pricing strategy by large firms where they set prices low enough to eliminate
competition from smaller firms in the market.
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in industry j is defined as,
Cjt = 1 −

1 X
Lit
N it i ϵ j

The variable Cjt must be between 0 and 1. If Cjt = 1 indicates a perfectly competitive
industry and if Cjt is close to zero indicates a less competitive market structure. The calculation of the Lerner Index from the Compustat data yields many negative values and values
that are greater than one. Lerner index for any firm with negative values is set to zero, while
those with a Lerner index greater than 1 are assigned an index of 1 (Liebman and Reynolds,
2019). Table 3.17 and Table 3.18 report the first stage and the second stage regressions with
industry competition as one of the structural variables respectively.
Figure 3.1 and Figure 3.2 show the positive correlation between the Lerner Index and
4-Firm concentration ratio and the negative correlation between industry competition and
4-Firm concentration ratio respectively. The correlation coefficients between industry competition and 4-firm CR are reported in Table 3.5, Table 3.6, Table 3.7, and Table 3.8 separately
for years 2002, 2007, 2012, and 2017 respectively.
3.3.3 Descriptive Statistics
Table 3.9 and Table 3.10 provide descriptive statistics for the regressands and regressors for
stage one and stage two estimations for each of the three specifications. Manufacturing wide
average wages and employment shares are provided in Table 3.4. We define occupational
P
np
wnp , where
wages as economy wide, industry employment weighted averages, wp = n emp
empp
p indexes the occupation and n continues to index the industry. The table reports economy
P empp
wide average wages for occupational aggregations, indexed by Z, wZ = p emp
wp . Shares
Z
are economy wide shares of total private sector employment. The table is broken down by
specification, from the most to least aggregated definitions of labor occupations.
Over the period from 2002 through 2012 real wages in the US economy fell by 10.7%.63
Between 2012 and 2017, real wages increase by 12.6% (specification 1 in Table 3.4). This
63

All dollar figures are deflated to 2002 dollars using CPI-U data from https://inflationdata.com/In
flation/Consumer_Price_Index/HistoricalCPI
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can be attributed to the fact that the wage growth was sluggish for a few years after the
Great Recession and began to rise in 2016 (Shambaugh et al., 2017; Pinheiro and Yang,
2020). If the data in the OES are split between production and non production workers
then production worker’s share of employment increases from 8% to 15% between 2002 and
2012, and again decreases to 8% in 2017. The aggregate non-production workers share falls
7% from 2002 through 2012 and goes back to 2002 level in 2017. Production workers wages
are consistently lower than non production workers wages for all the years in the sample.
However, the growth in wages for production workers is approximately 2%, which is larger
than the 0.4% growth in wages of non production workers between 2002 and 2017. Thus,
the advantage production workers enjoyed relative to an aggregation of all other workers in
the economy increases substantially.
The aggregation of workers in specification 2 masks important features of the data. The
main results of this paper concern specification 3. White collar workers wages decreases
between 2002 and 2017. Science workers increase in employment share over the period of
study and are the only category of worker seeing a consistent increase in the real wage from
2002 through 2017. The wage gap between scientists and engineers and any other category
of worker grows steadily over the entire sample period. The "other" category represents a
sizable share of total US employment and has seen a wage relative to white collar rising from
49% to 53%.
The calculation of the dependent variable for each specification requires the addition of
the capital cost share. The first stage regressand is calculated for each manufacturing 4 digit

P
W ageBillnZ
∆
ln
w
∗LaborSharen +(∆ ln R) CapitalSharen .
naics using the formula yn =
Z
Z W ageBilln
W ageBillnZ
W ageBilln

is aggregation Z’s share of the wage bill and R is the Corporate High Quality 10

Year Bond Yield. Each occupational share is multiplied by the industry labor cost share,
P
nZ
LaborSharen and Z WWageBill
= 1, guaranteeing that total shares sum to the BLS reported
ageBilln
labor cost share. The industry capital and labor shares are taken from the US Department
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of Labor productivity database.64 Table 3.9 summarizes the dependent variable for each of
three specifications over two time periods, 2002-2007. 2002-2012, and 2002 through 2017 as
well as the structural regressors. Maximum and minimum values are reported with naics
codes.65
The second stage of the regression analysis uses industry factor cost shares, based on
capital and various aggregations of labor by occupation, as independent variables. These
factor cost shares are calculated as averages over the estimation period and summary statistics are reported in Table 3.10. The naics industry codes are supplied for maximum and
minimum summary statistics. Note that the Intermediate Goods Cost Share (not reported
in the table) is equal to one minus the sum of the Capital Cost Share and Labor Cost share.
3.4

Empirical Results

This section reports the first and second-stage regression results. In the first stage, the
dependent variable is the change in factor payment shares. We estimate the impact of all
structural variables on the factor payments in stage one. We then use the estimated coefficients from the first stage to compute the dependent variable for the second stage. For both
stages, empirical results are reported for three different labor specifications. Specification 1
aggregates labor as a whole, specification 2 divides labor into production and non production
workers, and specification 3 divides labor into white collar, science, production, and other
workers. In the second stage, unconditional estimates of the standard errors are computed
to test the significance of the stage-two coefficient. The unconditional estimates of the standard errors account for the additional variance that is generated by using estimated rather
than true dependent variables in the second stage. The sample is divided into three-time
frames; 5-year change, 10-year change, and 15-year change. The time frames are constructed
to account for the long-run zero profit conditions in the model.

64
65

See https://www.bls.gov/mfp/mprdload.htm
naics descriptions can be found at https://www.naics.com/search
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3.4.1 5-year Change (2002-2007)
Table 3.11 reports the first stage regression results. Changes in the 4-firm concentration ratio
(henceforth CR-4), outsourcing, and Grubel-Lloyd index are statistically significant for all
the labor specifications. Now, in the second stage (reported in Table 3.12), the coefficients
on aggregate labor in specification 1 and production workers in specifications 2 and 3 are
positive and statistically significant for change in outsourcing. This result suggests that the
change in outsourcing over the period contributes to higher aggregate labor payments and
higher payments to production workers. More specifically, foreign outsourcing significantly
increased production labor wages by 0.03%. We find changes in intra-industry trade also
have a small but positive and significant effect on aggregate labor payment share by the
magnitude of 0.01%.
3.4.2 10-year Change (2002-2012)
The first stage regression results for the 10 years time frame are reported in Table 3.13. In
this longer time frame, we find protection rate, imports, and intra-industry trade index are
significant in stage 1. The signs on the rate of protection and imports are as expected. Higher
protection for domestic industries in the US increases total factor productivity and higher
imports decrease the same. The second stage results reported in Table 3.14 are interpreted
as predicted factor price changes due to changes in each structural variable. Coefficients
reported in column (4) correspond to changes in factor prices that can be attributed to
changes in effective protection rate over the time frame. We find that factor payments for
all labor specifications are not statistically significant. This result implies that changes in
protection rate do not play a role in factor price changes over the time frame albeit the result
that higher protection rate increases total factor productivity. From column (5), it is evident
that increases in imports significantly contribute to lowering rental rates against capital by
an average decline of 0.10%. We also find evidence that changes in imports positively affect
wage payments to workers classified as not production, science, or white collar workers. The
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labor wage payment share to this type of worker increased by 0.31%. From column (3), we
find changes in intra-industry trade measured by the ∆Grubel-Lloyd Index increases labor
wage payment share to production workers by 0.18% for specification type 3 of labor cost
divisions.
3.4.3 15-year Change (2002-2017)
This time frame considers the rebound of the US economy after the recession and provides
estimates of a long-run gradual adjustment of factor payments. The first stage regression
results for the 15-year time period are reported in Table 3.15. We find that the changes
in protection rate and intra-industry trade index are statistically significant in the first
stage. For the second stage reported in Table 3.16, estimated coefficients of changes in
factor payments that can be attributed to changes in protection rate (column 4) between
2002 and 2017 lose their statistical significance. This implies changes in protection rate
do not contribute to changes in factor payments between 2002 and 2017 which is similar
to the result obtained for the period 2002-2012. Column (3) reports the effect of intraindustry trade measured by ∆Grubel-Lloyd index on factor price movements between 2002
and 2017. The results are statistically significant for almost all labor specifications. We find
changes in intra-industry trade increase aggregate wage payments to labor by 0.08%. Factor
payment share for capital decreased by 0.18% on average due to intra-industry trade. For
specification 2, wage payment share to production workers significantly increases by 0.18%
and for specification 3, wage payment share to production workers significantly increases
by 0.20% due to intra-industry trade. These differences in production wage increase arise
because the changes in production wages are expressed as a share of the total factor payments
and in specification 3 wage payments to all types of labor changes. We find that white collar
worker wages significantly decrease by 0.43%, science worker wages increase by 0.43% and
all "other" worker wage shares except production significantly decrease by 0.09%.
Results from the three-time frames (2002-2007, 2002-2012, and 2002-2017) suggest that
intra-industry trade measured by ∆Grubel-Lloyd index plays a major role in factor price
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movements compared to other structural variables that might reflect changes in total factor
productivity like industry concentration ratio, outsourcing, rate of protection or trade exposure. These results are line line with some studies that find intra-industry trade contributes
to wage inequality (Dinopoulos et al., 2011; Bastos and Straume, 2012; Sampson, 2014; Feng,
2018; Faruq et al., 2019). We also find the effect on factor price movements is increasing
over the time frame, a longer time frame allows better adjustment of factor prices due to
changes in industry features.
3.4.4 15-year Change (2002-2017) with Industry Competition
An alternative proxy for market structure other than CR-4 is industry competition measured
in terms of the Lerner Index. Table 3.17 reports the first stage regression results when
industry competition is used as a market structure variable. We find that the changes
Grubel Lloyd index and effective rate of protection are statistically significant in stage one.
This result is similar to a 15-year change analysis with concentration ratio as a proxy for
market structure (see Table 3.15). Table 3.18 shows the stage two regression results. Again,
we observe the same pattern that is observed when CR4 is one of the structural variables.
Column (3) reports the effect of intra-industry trade measured by ∆Grubel-Lloyd index
on factor price movements between 2002 and 2017. We find statistically significant results for
almost all labor specifications. We find changes in the Grubel Lloyd index increase aggregate
wage payments to labor by 1%. For specification 2, wage payment share to production workers significantly increases by 0.21%. In specification 3, wage payment share to production
workers significantly increases by 0.22% due to intra-industry trade. However, in this case,
we fail to find any significant impact of change in intra-industry trade on white collar and
"other" workers’ wage shares. It is interesting to note that, the changes in protection rate
(column 4) between 2002 and 2017 retain their statistical significance for some of the labor
specifications. Changes in protection rate positively and significantly impact the aggregate
labor payment share in specification 1, non-production worker wage share in specification 2,
and white collar worker wage share in specification 3.
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3.5

Conclusion

This study is an attempt to find out how intra-industry trade and other structural variables
like market power, outsourcing, and effective rate of protection can result in systematic movements in relative wages for different occupational categories in the US from 2002 through
2017. We extend Feenstra’s two-stage wage decomposition to the case of imperfect competition and intra-industry trade to investigate the role of rising within industry trade on
relative occupational wages over the period from 2002 through 2012. We find that the withinindustry trade is more significant than other structural variables in explaining movements
in relative wages. This study dis-aggregates skilled workers into white collar and science
and R&D workers. Unskilled workers are represented by production workers and an "other"
category that includes largely sales workers, maintenance workers, administrative workers,
and transportation workers. The occupational re-classifications of the “other” category is important because the lower level of aggregation allows the analysis of how different structural
variables like outsourcing, market power, intra-industry trade, effective rate of production is
influencing the relative wage movements within labor categories of “skilled” and “unskilled”
labor.
The biggest caveat of this study is the inflated standard errors in the second stage for
all the time frames. This is due to the small sample size and hence the sample is not
closely representing the population. The only way to deal with this problem is to increase
the sample size. The sample size can be increased by updating the data to six-digit naics
manufacturing industries. The six-digit coding system helps to identify particular industries
and their placement in this hierarchical structure of the classification system. This will help
in increasing the sample size and get rid of the higher standard error problem in the present
analysis.
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Figure 3.1: Correlation between Lerner Index and 4-Firm CR

Figure 3.2: Correlation between Industry Competition and 4-Firm CR
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Table 3.1: Five Time Consistent Industry Aggregation

1. 9991
3152
3149

2. 9992
3219
3332
3334
3339
3371
3391

3. 9993
3342
3345

4. 9994
3341
3333

5. 9995
3261
3262
3366

Table 3.2: Definitions of Four Labor Aggregations

White Collar
Science&RD
Production
Other

11, 13, 23, 41
15, 17, 19, 29
51
21, 25, 27, 31, 33, 35, 37, 39, 43, 45, 47, 49, 53

Table 3.3: Occupational Categories: Codes and Definitions

11
13
15
17
19
21
23
25
27
29
31
33
35
37
39
41
43
45
47
49
51
53

Table 3 Occupational Categories: Codes and Definitions
Management Occupations
Business and Financial Operations Occupations
Computer and Mathematical Occupations
Architecture and Engineering Occupations
Life, Physical, and Social Science Occupations
Community and Social Service Occupations
Legal Occupations
Education, Training, and Library Occupations
Arts, Design, Entertainment, Sports, and Media Occupations
Healthcare Practitioners and Technical Occupations
Healthcare Support Occupations
Protective Service Occupations
Food Preparation and Serving Related Occupations
Building and Grounds Cleaning and Maintenance Occupations
Personal Care and Service Occupations
Sales and Related Occupations
Office and Administrative Support Occupations
Farming, Fishing, and Forestry Occupations
Construction and Extraction Occupations
Installation, Maintenance, and Repair Occupations
Production Occupations
Transportation and Material Moving Occupations
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Table 3.4: US Economy Employment Shares and Wages

2002

2007

2012

2017

Specification 1
Employment Share Labor
1
Wage Labor
$18.27

1
$17.35

1
$16.32

1
$18.38

Specification 2
Non Production Share
Non Production Wage
Production Share
Production Wage

0.92
0.92
0.85
0.92
$18.63 $17.66 $16.83 $18.70
0.08
0.08
0.15
0.08
$14.34 $13.64 $13.47 $14.62

Specification 3
White Collar Share
White Collar Wage
Science Share
Science Wage
Production Share
Production Wage
Other Share
Other Wage

0.21
0.20
0.30
0.23
$28.24 $24.51 $18.71 $25.93
0.10
0.10
0.06
0.11
$28.04 $28.44 $28.88 $29.97
0.08
0.08
0.15
0.08
$14.34 $13.64 $13.47 $14.62
0.61
0.62
0.49
0.58
$13.93 $13.61 $14.33 $13.85

Note:All dollar figures deflated to 2002 dollars using the CPI-U
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Table 3.5: Correlation between Competition and Concentration Ratio (2002)

Competition
4-Firm CR

Competition
1
-0.4101*

4-Firm CR
1

Note: *p<0.01

Table 3.6: Correlation between Competition and Concentration Ratio (2007)

Competition
4-Firm CR

Competition
1
-0.2432*

4-Firm CR
1

Note: *p<0.01

Table 3.7: Correlation between Competition and Concentration Ratio (2012)

Competition
4-Firm CR

Competition
1
-0.2885*

4-Firm CR
1

Note: *p<0.01

Table 3.8: Correlation between Competition and Concentration Ratio (2017)

Competition
4-Firm CR

Competition
1
-0.2894*

Note: *p<0.01
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4-Firm CR
1

Table 3.9: Descriptive Statistics: First Stage Regressions
2002-2007
Mean

Max

Min

2002-2012
SD

Mean

Max

Min

2002-2017
SD

Mean

Max

Min

SD

First Stage Regressands
Specification 1
y
naics

0.0130

0.0652
3335

-0.0567
3122

0.0263

-0.2091

-0.0320
3335

-0.4977
3122

0.1069

-0.1206

0.1007
3335

-0.5341
3122

0.1476

0.0128

0.0653
3335

-0.0567
3122

0.0263

-0.1956

-0.0071
3335

-0.4963
3122

0.1115

-0.1184

0.1057
3335

-0.5338
3122

0.1485

0.0108

0.0588
3335

-0.0569
3122

0.0251

-0.2068

-0.0360
3335

-0.4984
3122

0.1064

-0.1264

0.0947
3335

-0.5347
3122

0.1455

12.2908
3379
0.5810
3311
0.3837
3112
0.0320
3315
1.5823
3112
2.4375
3241
0.2100
3343

-26.5725
3346
-0.1633
3343
-0.5403
3362
-0.1539
3115
-0.1754
3221
-0.6076
3122
-0.1600
3379

7.7826

Specification 2
y
naics
Specification 3
y
naics

First Stage Structural Variables Regressors
∆CR-4
naics
∆Outsourcing
naics
∆Grubel-Llyod
naics
∆ERP
naics
∆ln Imports
naics
∆ln Exports
naics
∆Competition
naics

-1.4261 9.4484 -15.4853 4.5025
3251
3336
0.0132 0.0515 -0.0087 0.0108
3361
3252
-0.0094 0.2310 -0.3144 0.0925
3122
3365
-0.0005 0.0254 -0.0989 0.0170
3131
3115
0.4818 1.2625 -0.0706 0.2530
3241
3346
0.4843 1.3577 -0.5280 0.3122
3241
3122
-0.0301 0.1861 -0.4798 0.0914
3212
3111

-2.8404
0.0257
0.0136
-0.0049
0.6486
0.7946
-0.0440

8.8954
3379
0.1633
3314
0.4047
3273
0.0278
3315
1.5540
3253
2.6256
3241
0.1744
3343
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-26.5725
3346
-0.1200
3343
-0.6200
3362
-0.1603
3115
-0.5141
3211
-1.3150
3122
-0.4875
3131

6.9087

-4.0314

0.0326

0.0412

0.1794

-0.0114

0.0248

-0.0047

0.4089

0.8106

0.5291

0.7825

0.1056

-0.0190

0.1482
0.1758
0.0253
0.3782
0.4849
0.0744

Table 3.10: Descriptive Statistics: Second Stage Regressions
2002-2007
Mean

Max

Min

2002-2012
SD

Mean

Max

Min

2002-2017
SD

Mean

Max

Min

SD

0.9614
3122
0.9418
3346

0.0582
3346
0.0386
3122

0.1877

0.7792
9991
0.4588
3362

0.0222
3122
0.0164
3122

0.1526

0.4145
9991
0.3603
9994
0.4588
3362
0.3902
9993

0.0089
3122
0.0019
3122
0.0164
3122
0.01120
3122

0.0729

Second Stage Factor Shares
Specification 1
Capital
naics
Labor
naics

0.5441
0.4558

0.9489
3122
0.7874
3335

0.2126 0.1695
3335
0.0511 0.1695
3122

0.5294

0.5981
9991
0.4745
3362

0.0271 0.1120
3122
0.0220 0.1074
9993

0.2774

0.3007
9991
0.2128
3343
0.4745
3362
0.3479
9993

0.0041
3112
0.0029
3361
0.0220
9993
0.0151
3122

0.0491

0.1091

0.0485

0.0558

0.1074

0.1931

0.0608

0.2774

0.4705

0.9513
3122
0.9344
3343

0.0656
3343
0.0487
3122

0.1862

0.4899

0.1862

0.5101

0.8165
3346
0.4003
3362

0.0343
3122
0.0144
3122

0.1459

0.3038

0.0903

0.2062

0.3180
3343
0.3608
3344
0.4003
3362
0.8165
3273

0.0175
3122
0.0034
3122
0.0144
3122
0.0343
3122

0.634

0.1215

0.0741

0.0654

0.0903

0.2062

0.1459

0.1169

0.1877

Specification 2
Non Production
naics
Production
naics

0.2577
0.1981

0.1931

0.1058

Specification 3
White Collar
naics
Science
naics
Production
naics
Other
naics

0.0930
0.0450
0.1981
0.1197
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0.0709
0.1058
0.0609

Table 3.11: First Stage Regressions for 2002-2007

∆CR-4
∆Outsourcing
∆Grubel-Lloyd
∆ERP
∆ln Imports
∆ln Exports
Observations
R-square

Specification 1
(1)

Specification 2
(2)

Specification 3
(3)

0.0013**
(0.0005)
0.9701***
(0.3430)
-0.1069***
(0.0359)
0.1388
(0.1417)
-0.0156
(0.0125)
-0.0062
(0.0125)

0.0014***
(0.0005)
0.9711***
(0.3432)
-0.1066***
(0.0358)
0.1397
(0.1415)
-0.0156
(0.0148)
-0.0059
(0.0125)

0.0012**
(0.0005)
0.8801**
(0.3349)
-0.1046***
(0.0341)
0.1284
(0.1412)
-0.0189
(0.0142)
-0.0025
(0.0118)

70
0.28

70
0.28

70
0.28

Note: ***p < 0.01, **p < 0.05, *p < 0.1. Robust standard errors are reported in parenthesis. The
dependent variable in stage one regression is factor cost shares. Columns (1) through (3) represent
three different labor specifications for the dependent variable calculation. Specification 1 is aggregate labor and capital shares. In Specification 2, labor is separated into production workers and
non-production workers. In specification 3, labor is dis-aggregated into four categories, white collar,
science, production, and "other" workers.
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Table 3.12: Second Stage Regressions for 2002-2007
∆CR-4
(1)

∆Outsourcing
(2)

∆Grubel-Lloyd
(3)

∆ERP
(4)

∆Imports
(5)

∆Exports
(6)

-0.0048
(0.0055)
0.0005
(0.0059)

0.0215***
(0.0064)
0.0055
(0.0065)

0.0138**
(0.0061)
-0.0097
(0.0063)

0.0018
(0.0050)
-0.0017
(0.0055)

-0.0045
(0.0052)
-0.0100*
(0.0056)

-0.0021
(0.0049)
-0.0038
(0.0055)

70
0.11

70
0.63

70
0.17

70
0.06

70
0.80

70
0.72

-0.0011
(0.0114)
-0.0081
(0.0096)
0.0006
(0.0059)

0.0272*
(0.0142)
0.0165
(0.0121)
0.0058
(0.0065)

0.0157
(0.0134)
0.0121
(0.0114)
0.0096
(0.0063)

0.0031
(0.0099)
0.0007
(0.0082)
-0.0016
(0.0055)

-0.0094
(0.0104)
-0.0004
(0.0087)
-0.0102*
(0.0056)

-0.0064
(0.0098)
0.0017
(0.0081)
-0.0038
(0.0055)

70
0.19

70
0.63

70
0.17

70
0.07

70
0.80

70
0.74

-0.0015
(0.0351)
-0.0270
(0.0313)
-0.0059
(0.0135)
0.0042
(0.0187)
0.0005
(0.0056)

0.0375
(0.0450)
0.0349
(0.0410)
0.0326**
(0.0160)
-0.0271
(0.0243)
0.0061
(0.0061)

-0.0172
(0.0453)
0.0348
(0.0413)
0.0186
(0.0161)
0.0228
(0.0245)
-0.0099
(0.0194)

0.0014
(0.0289)
0.0032
(0.0251)
0.0036
(0.0120)
-0.0024
(0.0152)
-0.0014
(0.0053)

-0.0221
(0.0333)
0.0186
(0.0295)
-0.0085
(0.0130)
0.0059
(0.0177)
-0.0127**
(0.0055)

0.0031
(0.0278)
-0.0002
(0.0239)
-0.0027
(0.0118)
-0.0010
(0.0145)
-0.0015
(0.0052)

70
0.15

70
0.67

70
0.18

70
0.10

70
0.81

70
0.75

Specification 1
Labor
Capital
Observations
R-square
Specification 2
Production
Non-production
Capital
Observations
R-square
Specification 3
White-collar
Science
Production
Other
Capital
Observations
R-square

Note: ***p < 0.01, **p < 0.05, *p < 0.1. The dependent variables are reported in columns (1) through (6). The dependent
variables are constructed by using the coefficient estimates from first-stage regression, i.e. equation (3.6). The standard errors
are reported in parenthesis. These are corrected standard errors that account for the additional variance that is induced by
using estimated rather than true dependent variables in the second stage.
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Table 3.13: First Stage Regressions for 2002-2012

∆CR-4
∆Outsourcing
∆Grubel-Lloyd
∆ERP
∆ln Imports
∆ln Exports
Observations
R-square

Specification 1
(1)

Specification 2
(2)

Specification 3
(3)

-0.0011
(0.0018)
-0.1379
(0.3898)
-0.1561**
(0.0708)
1.1875***
(0.3489)
-0.0911***
(0.0320)
0.0229
(0.0334)

-0.0011
(0.0018)
-0.1039
(0.4030)
-0.1656**
(0.0736)
1.2327***
(0.3631)
-0.0951***
(0.0333)
0.0235
(0.0347)

-0.0010
(0.0018)
-0.0561
(0.3731)
-0.1557**
(0.0692)
1.0772***
(0.3452)
-0.1029***
(0.0318)
0.0287
(0.0327)

70
0.23

70
0.23

70
0.24

Note: ***p < 0.01, **p < 0.05, *p < 0.1. Robust standard errors are reported in parenthesis. The
dependent variable in stage one regression is factor cost shares. Columns (1) through (3) represent
three different labor specifications for the dependent variable calculation. Specification 1 is aggregate labor and capital shares. In Specification 2, labor is separated into production workers and
non-production workers. In specification 3, labor is dis-aggregated into four categories, white collar,
science, production, and "other" workers.
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Table 3.14: Second Stage Regressions for 2002-2012
∆CR-4
(1)

∆Outsourcing
(2)

∆Grubel-Lloyd
(3)

∆ERP
(4)

∆Imports
(5)

∆Exports
(6)

0.0091
(0.0241)
-0.0017
(0.0231)

-0.0001
(0.0239)
-0.0066
(0.0229)

0.0118
(0.0259)
-0.0145
(0.0247)

0.0119
(0.0261)
-0.0216
(0.0248)

-0.0186
(0.0269)
-0.0950***
(0.0256)

0.0132
(0.0243)
0.0226
(0.0233)

70
0.20

70
0.43

70
0.04

70
0.08

70
0.76

70
0.70

-0.0162
(0.0558)
0.0223
(0.0486)
0.0002
(0.0234)

-0.0123
(0.0553)
0.0067
(0.0483)
-0.0040
(0.0233)

0.0954
(0.0644)
-0.0335
(0.0524)
-0.0214
(0.0252)

0.0250
(0.0657)
0.0054
(0.0529)
-0.0233
(0.0254)

-0.0425
(0.0698)
-0.0067
(0.0549)
-0.0975***
(0.0263)

0.0199
(0.0571)
0.0100
(0.0491)
0.0228
(0.0237)

70
0.30

70
0.52

70
0.13

70
0.08

70
0.76

70
0.70

-0.0033
(0.1677)
0.0438
(0.1493)
-0.0078
(0.0823)
0.0208
(0.1393)
0.0002
(0.0239)

0.0071
(0.1653)
-0.0004
(0.1476)
-0.0083
(0.0816)
0.0054
(0.1385)
-0.0023
(0.0237)

-0.2268
(0.1941)
0.1298
(0.1684)
0.1817**
(0.0899)
-0.1272
(0.1497)
-0.0165
(0.0251)

0.1114
(0.1992)
-0.0495
(0.1721)
0.0210
(0.0914)
-0.0867
(0.1518)
-0.0169
(0.0254)

-0.2609
(0.2234)
0.0733
(0.1901)
-0.0798
(0.0988)
0.3142*
(0.1619)
-0.1177***
(0.0268)

-0.0325
(0.1774)
0.0364
(0.1563)
0.0257
(0.0851)
0.0474
(0.1431)
0.0265
(0.0243)

70
0.31

70
0.53

70
0.30

70
0.12

70
0.81

70
0.71

Specification 1
Labor
Capital
Observations
R-square
Specification 2
Production
Non-production
Capital
Observations
R-square
Specification 3
White-collar
Science
Production
Other
Capital
Observations
R-square

Note: ***p < 0.01, **p < 0.05, *p < 0.1. The dependent variables are reported in columns (1) through (6). The dependent
variables are constructed by using the coefficient estimates from first-stage regression, i.e. equation (3.6). The standard errors
are reported in parenthesis. These are corrected standard errors that account for the additional variance that is induced by
using estimated rather than true dependent variables in the second stage..
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Table 3.15: First Stage Regressions for 2002-2017

∆CR-4
∆Outsourcing
∆Grubel-Lloyd
∆ERP
∆ln Imports
∆ln Exports
Observations
R-square

Specification 1
(1)

Specification 2
(2)

Specification 3
(3)

0.0016
(0.0021)
0.0321
(0.0948)
-0.3922***
(0.0913)
1.5236***
(0.5054)
-0.0557
(0.0496)
-0.0298
(0.0408)

0.0016
(0.0020)
0.0322
(0.0954)
-0.3948***
(0.0916)
1.5284***
(0.5064)
-0.0559
(0.0497)
-0.0297
(0.0410)

0.0015
(0.0020)
0.0374
(0.0935)
-0.3908***
(0.0893)
1.5009***
(0.4918)
-0.0573
(0.0486)
-0.0285
(0.0399)

64
0.32

64
0.32

64
0.33

Note: ***p < 0.01, **p < 0.05, *p < 0.1. Robust standard errors are reported in parenthesis. The
dependent variable in stage one regression is factor cost shares. Columns (1) through (3) represent
three different labor specifications for the dependent variable calculation. Specification 1 is aggregate labor and capital shares. In Specification 2, labor is separated into production workers and
non-production workers. In specification 3, labor is dis-aggregated into four categories, white collar,
science, production, and "other" workers.
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Table 3.16: Second Stage Regressions for 2002-2017
∆CR-4
(1)

∆Outsourcing
(2)

∆Grubel-Lloyd
(3)

∆ERP
(4)

∆Imports
(5)

∆Exports
(6)

-0.0092
(0.0207)
-0.0034
(0.0335)

-0.0001
(0.0203)
0.0028
(0.0333)

0.0841***
(0.0297)
-0.0784*
(0.0403)

0.0158
(0.0242)
-0.0311
(0.0359)

-0.0351
(0.0215)
-0.0556
(0.0341)

-0.0172
(0.0208)
-0.0297
(0.0337)

64
0.22

64
0.09

64
0.20

64
0.08

64
0.83

64
0.73

0.0242
(0.0469)
-0.0293
(0.0318)
-0.0056
(0.0338)

0.0021
(0.0457)
-0.0014
(0.0309)
0.0027
(0.0336)

0.1821**
(0.0763)
0.0281
(0.0393)
-0.0849**
(0.0406)

0.0156
(0.0592)
0.0159
(0.0394)
-0.0312
(0.0364)

-0.0401
(0.0500)
-0.0324
(0.0337)
-0.0555
(0.0344)

-0.0358
(0.0476)
-0.0063
(0.0321)
-0.0284
(0.0339)

64
0.32

64
0.09

64
0.24

64
0.08

64
0.83

64
0.74

0.0076
(0.1772)
-0.0638
(0.1871)
0.0182
(0.0509)
-0.0380
(0.0958)
-0.0045
(0.0357)

-0.0332
(0.1744)
0.0288
(0.1847)
0.0050
(0.0497)
0.0122
(0.0924)
0.0024
(0.0355)

-0.4353*
(0.2525)
0.4335*
(0.2538)
0.1997**
(0.0824)
0.2970*
(0.1734)
-0.0958**
(0.0419)

0.1398
(0.2094)
-0.0599
(0.2153)
0.0254
(0.0649)
-0.1077
(0.1312)
-0.0261
(0.0382)

-0.1249
(0.1860)
0.0742
(0.1947)
-0.0245
(0.0549)
-0.0227
(0.1060)
-0.0580
(0.0364)

-0.0147
(0.1789)
0.0103
(0.1886)
-0.0299
(0.0517)
-0.0145
(0.0977)
-0.0271
(0.0359)

64
0.34

64
0.14

64
0.31

64
0.11

64
0.84

64
0.74

Specification 1
Labor
Capital
Observations
R-square
Specification 2
Production
Non-production
Capital
Observations
R-square
Specification 3
White-collar
Science
Production
Other
Capital
Observations
R-square

Note: ***p < 0.01, **p < 0.05, *p < 0.1. The dependent variables are reported in columns (1) through (6). The dependent
variables are constructed by using the coefficient estimates from first-stage regression, i.e. equation (3.6). The standard errors
are reported in parenthesis. These are corrected standard errors that account for the additional variance that is induced by
using estimated rather than true dependent variables in the second stage.

138

Table 3.17: First Stage Regression for 2002-2017 with Industry Competition

∆Competition
∆Outsourcing
∆Grubel-Llyod
∆ERP
∆ln Imports
∆ln Exports
Observations
R-Square

Specification 1
(1)

Specification 2
(2)

Specification 3
(3)

0.0168
(0.2093)
0.0379
(0.0963)
-0.4007***
(0.0919)
1.5017***
(0.4718)
-0.0736
(0.0521)
-0.0234
(0.0387)

0.0156
(0.2099)
0.0382
(0.0970)
-0.4034***
(0.0922)
1.5079***
(0.4729)
-0.0741
(0.0523)
-0.0230
(0.0389)

0.0204
(0.2048)
0.0425
(0.0947)
-0.3988***
(0.0900)
1.4737***
(0.4592)
-0.0748
(0.0510)
-0.0223
(0.0380)

61
0.34

61
0.34

61
0.35

Note: ***p < 0.01, **p < 0.05, *p < 0.1. Robust standard errors are reported in parenthesis. The
dependent variable in stage one regression is factor cost shares. Columns (1) through (3) represent
three different labor specifications for the dependent variable calculation. Specification 1 is aggregate labor and capital shares. In Specification 2, labor is separated into production workers and
non-production workers. In specification 3, labor is dis-aggregated into four categories, white collar,
science, production, and "other" workers. In this table, industry competition is used as a structural
variable in place of the concentration ratio to capture the market power.
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Table 3.18: Second Stage Regressions for 2002-2017 with Industry Competition
∆Competition
(1)

∆Outsourcing
(2)

∆Grubel-Lloyd
(3)

∆ERP
(4)

∆Imports
(5)

∆Exports
(6)

-0.0002
(0.0005)
-0.0004
(0.0004)
61
0.06

-0.0005
(0.0021)
0.0036
(0.0023)
61
0.08

0.1050***
(0.0272)
-0.0957***
(0.0217)
61
0.25

0.0153*
(0.0073)
-0.0317*
(0.0141)
61
0.09

-0.0365***
(0.0100)
-0.0799***
(0.0096)
61
0.83

-0.0122
(0.0065)
-0.0242**
(0.0070)
61
0.73

-0.0009
(0.0012)
0.0002
(0.0011)
-0.0004
(0.0004)
61
0.07

0.0014
(0.0053)
-0.0017
(0.0038)
0.0035
(0.0024)
61
0.09

0.2143*
(0.0829)
0.0417
(0.0443)
-0.1021***
(0.0218)
61
0.29

0.0065
(0.0191)
0.0206**
(0.0073)
-0.0314*
(0.0144)
61
0.09

-0.0461
(0.0296)
-0.0313
(0.0211)
-0.0800***
(0.0095)
61
0.83

-0.0297
(0.0152)
-0.0016
(0.0058)
-0.0229**
(0.0070)
61
0.74

-0.0046
(0.0054)
0.0062
(0.0043)
0.00001
(0.0015)
-0.0003
(0.0027)
-0.0004
(0.0005)
61
0.10

-0.0416*
(0.0199)
0.0358
(0.0219)
0.0055
(0.0067)
0.0123
(0.0111)
0.0035
(0.0025)
61
0.15

-0.4170
(0.2143)
0.4089**
(0.1400)
0.2236**
(0.0833)
0.3272
(0.1670)
-0.1105***
(0.0217)
61
0.37

0.1604*
(0.0796)
-0.0755
(0.0538)
0.0114
(0.0276)
-0.0977
(0.0858)
-0.0264*
(0.0127)
61
0.12

-0.1307
(0.1079)
0.0760
(0.0731)
-0.0295
(0.0389)
-0.0213
(0.1025)
-0.0807***
(0.0099)
61
0.84

-0.0007
(0.0244)
0.0015
(0.0236)
-0.0269
(0.0154)
-0.0090
(0.0154)
-0.0218**
(0.0071)
61
0.74

Specification 1
Labor
Capital
Observations
R-square
Specification 2
Production
Non-production
Capital
Observations
R-square
Specification 3
White-collar
Science
Production
Other
Capital
Observations
R-square

Note: ***p < 0.01, **p < 0.05, *p < 0.1. The dependent variables are reported in columns (1) through (6). The dependent
variables are constructed by using the coefficient estimates from first-stage regression, i.e. equation (3.6). The standard errors
are reported in parenthesis. These are corrected standard errors that account for the additional variance that is induced by
using estimated rather than true dependent variables in the second stage.
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CONCLUSION

This thesis attempts to understand the role of air quality on migration decisions and labor
supply in the US and how intra-industry trade drives wage movements in the US. The
contribution of this dissertation is three-fold: (1) analyzes how low and moderate ambient
air pollution can drive migration decisions in a developed county, that is, the United States,
(2) provides substantial evidence that there exists gender difference in the impacts of air
pollution on working hours in the United States, (3) finds that intra-industry trade can
explain the movements in occupational wages in the United States.
Air pollution is a global environmental issue and has far-reaching impacts on human
health and the environment in general. In the past few years, the air quality has substantially
improved in the United Stated because the Clean Air Act requires maintaining a pollution
standard. However, many cities and counties in the US still observe annual pollution levels
above World Health Organization (WHO) recommended standards. The first two chapters of
this dissertation analyze how low and moderate levels of air pollution can impact migration
decisions and working hours in the US.
The first chapter examines the association between air quality and domestic inter-county
bilateral migration rate in the US from 2006 to2019. There are no studies in recent time
that have studied the impact of air quality on migration decisions in the US. In this chapter, a pseudo-gravity model of migration derived from a simple utility maximization model
(adopted from Beine and Parsons (2015)) is used to include the air quality as an environmental factor driving migration decisions within the US counties. Annual PM2.5 concentration
is a proxy for ambient air quality in the study. A combined estimation method of instrumental variable and Poisson pseudo maximum likelihood is used in the study account for
the presence of zero values in the dependent variable and the problem of endogeneity. The
problem of endogeneity arises because there are some unobserved factors in the empirical
specification that may be correlated with pollutants concentrations. The study uses thermal
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inversion strength as an instrument for the pollution concentration. Thermal inversion is a
meteorological phenomenon in which a layer of cool air at the surface is overlain by a a layer
of warmer air. As a result, pollutants get trapped close to the ground level. Thermal inversion strengths act as an exogenous variation for the PM2.5 concentrations across different
US counties.
The baseline IV-PPML results suggest that the air quality at the destination measured in
terms of PM2.5 concentration plays a significant role in determining the bilateral migration
flows. In particular, a decrease in pollutant concentration at the destination leads to an increase in the bilateral migration flows between an i-j county pair. In other words, individuals
will choose a cleaner destination when they migrate, but may not choose to move out even
when air quality is poor at their current place of residence. This indicates that the “pull”
factor is significant than the “push” factor.
The study further looks into different sub-samples by age, race, gender, and education
to account for heterogeneous effects. The result suggests that the response of the black
population to poor air quality at the destination is different from the full sample estimates.
The coefficient on pollutant concentration at the destination are positive and insignificant
for Black population. This result supports the racial disparities in air pollution impacts. In
other words, the migration decisions of the Black population are not affected by air quality.
The old-age population is more susceptible to air pollution. This fact is supported by the
analysis. The result of heterogeneous effects of air quality on bilateral migration by age
group suggests that the old-aged population will migrate out if the origin county has poor
air quality. It is also observed that educated people are more responsive to poor air quality.
However, there are a few caveats of this study that needs to be addressed for future
work. First, a common problem with using EPA pollution data is the lack of pollutant
monitors to record pollutant concentrations for every county across the US may lead to
results that can be biased towards a certain group of counties. To overcome this issue, an
inverse distance weighting method with a 50 KM radius is used in the study. However, this
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may not completely solve the problem as there are still a few counties without any record of
PM2.5 concentration. For future work, a bigger radius for inverse distance weighting will be
used (i.e. 100 KM or 200 KM) to have pollution data for all the counties. Second, the IVPPML technique doesn’t allow to include of multiple sets of fixed effects. Including several
fixed effects in a non-linear model like IV-PPML leads to incidental parameter problems.
A different technique of estimation can be used in the future to account for zero migration
flows and endogeneity at the same time (like the Heckman selection model with instrumental
variable).
The second chapter examines the relationship between exposure to air pollution and its
impact on male and female working hours across the US counties from 2006 to 2019. Health
adversities of air pollution are highly studies in the literature. Apart from health adversities,
air pollution can also contribute to economic losses, one of them is loss in working hours.
To be specific, poor air quality can impact the health of the workers as well as the health
of their dependents. Loss in productivity due to adverse short-term health impacts of air
pollution can reduce the working hours. The impact may be more noticeable for those
working individuals who have dependents at home. This study contributes to the existing
literature by finding an evidence that air low and moderate levels of air pollution can also
lead to gender difference in the impact of air pollution on working hours in a developed
country.
This study estimates the impact of the average PM2.5 concentration on male and female working hours separately by conducting a joint IV Heckman estimation. The joint
IV-Heckman analysis helps to simultaneously account for sample selection bias and the endogeneity problem in the model. The baseline result suggests that a 10% increase in the
annual average PM2.5 concentration results in a 3.5% significant reduction in female working
and no significant reduction in male working hours. It is also shown in this study that the
adverse impacts of air pollution are more concentrated on racial minorities and particularly
more pronounced for women of color. The working hours of women with children under the
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age of five drop significantly with an increase in air pollution. For other tests of heterogeneity, female working hours are in general more affected due to poor air quality compared to
their male counterparts. The findings suggest that air pollution may contribute to gender
difference, and confirms the existence of environmental inequality in the US. The gender
difference can stem from the gender-biased distribution of care responsibilities. Child care
challenges act as a barrier to work, especially for mothers. Air pollution can enhance both
gender and geographic labor market inequalities.
The results in chapter 2 is useful for some policy prescriptions. First, more stringent air
pollution standards in highly populated and polluted counties may eliminate the sources of air
pollution leading to gender inequality environmental inequality. Second, policymakers should
pay extra attention to the socioeconomic and health status of people of color (particularly
women) to eradicate the racial disparity in the impact of exposure to air pollution on working
hours. For example, access to proper health care services, more job opportunities for racial
minorities, improvement in workplace conditions. If Black women or men have more access
to health care services and their socioeconomic status is uplifted, then the noticeable impact
of air pollution on working hours of people of color can be reduced. Third, an improved
national child care system can reduce the burden of the working mother and can result
in less reduction in working hours of the females who have dependents below five years.
Enacting the policies that increase the numbers of licensed child care facilities all across the
US can help individuals (especially women) with young dependents to go to work. Finally,
promoting more equal distribution of child care across gender can also reduce the gender
difference in reactions to air pollution.
This study provides a new direction for future work. Air pollution directly impacts the
health of an individual or can affect the health of young kids or other elderly dependents in
a family, which in turn reduces the working hours. The ACS data does not have information
on the health condition of an individual or whether an individual has any preexisting health
conditions like cardiovascular disease or respiratory disease. ACS data also doesn’t report
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the health conditions of the dependents or whether they are any elderly in the household.
Preexisting health conditions can accelerate the negative health impacts of air pollution. The
health conditions of the dependents are also important. Working individuals who are responsible for taking care of the dependents may have to reduce labor supply if the dependents are
sick. The National Longitudinal Survey of Youth (NLSY79) data includes this information.
However, the county FIPS codes and state FIPS codes are not available (restricted-use data
only to keep the confidentiality of the respondents). This makes it difficult to merge NLSY79
data with the EPA data. The state FIPS and county FIPS codes will be available only upon
request and submission of an application (that needs to be approved). If the NLSY79 data
along with the county and state identifiers are obtained in the future, this study will be able
to incorporate the health status of an individual and that will give a new direction to the
analysis.
The third chapter examines how intra-industry trade and other structural variables like
market power, outsourcing, and effective rate of protection can result in systematic movements in relative wages for different occupational categories in the US from 2002 through
2017. Intra-industry trade can be broadly defined as the situation when a high proportion of
trade is within the same industry. In other words, intra-industry trade involves the export
and import of similar goods. Intra-industry share of manufacturing goods trade started to
increase significantly the across many OECD countries in late 1980, the US is among those
countries. Classical trade theory and theories of the outsourcing of intermediate goods emphasize the Stolper Samuelson-type effects of relative wages. No such systematic movements
in relative wages are expected from the rise in intra-industry trade.
We extend Feenstra’s two-stage wage decomposition to the case of imperfect competition and intra-industry trade in order to investigate the role of rising within industry trade
on relative occupational wages over the period from 2002 through 2012. We find that the
rise in within industry trade is more significant than other structural variables in explaining
movements in relative wages. Results from the three-time frames considered in this study
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(2002-2007, 2002-2012, and 2002-2017) suggest that intra-industry trade measured by change
in in Grubel-Lloyd index plays a major role in factor price movements compared to other
structural variables that might reflect changes in total factor productivity like industry concentration ratio, outsourcing, rate of protection or trade exposure. These results are line line
with some studies that find intra-industry trade contributes to wage inequality. This study
dis-aggregates skilled workers into white collar and science and R&D workers. Unskilled
workers are represented by production workers and an "other" category that includes largely
sales workers, maintenance workers, administrative workers, and transportation workers.
The occupational re-classifications of the “other” category is important because the lower
level of aggregation allows the analysis of how different structural variables like outsourcing,
market power, intra-industry trade, effective rate of production is influencing the relative
wage movements within labor categories of “skilled” and “unskilled” labor.
The biggest caveat of the third essay is the inflated standard errors in the second stage
for all the time frames. This is due to the small sample size and hence the sample is not
closely representing the population. The only way to deal with this problem is to increase
the sample size. The sample size can be increased by updating the data to six-digit naics
manufacturing industries. The six-digit coding system helps to identify particular industries
and their placement in this hierarchical structure of the classification system. This will help
in increasing the sample size and get rid of the higher standard error problem in the present
analysis.
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