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Abstract
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Guidance, Navigation and Control for UAV Close
Formation Flight and Airborne Docking
Unmanned aerial vehicle (UAV) capability is currently limited by the amount of energy that
can be stored onboard or the small amount that can be gathered from the environment. This
has historically lead to large, expensive vehicles with considerable fuel capacity. However,
the problem is compounding — more energy must be consumed to carry additional stored
energy. Airborne docking, for aerial refueling, is a viable solution that has been proven
through decades of implementation with manned aircraft. But despite the clear value,
prior to our experiments in November 2014, autonomous airborne docking had not been
successfully tested or demonstrated with UAVs.
The prohibitive challenge is the highly accurate and reliable relative positioning performance
that is required to dock with a small target, in the air, amidst external disturbances. GNSS-
based navigation systems are well suited for reliable absolute positioning, but fall short for
accurate relative positioning. Direct, relative sensor measurements are precise, but can be
unreliable in dynamic environments.
This work proposes an experimentally verified guidance, navigation and control solution
that enables a UAV to autonomously rendezvous and dock with a drogue, that is being
towed by another autonomous UAV. A nonlinear estimation framework uses precise air-to-
air visual observations to correct onboard sensor measurements and produce an accurate
relative state estimate. The result is resilient to intermittent relative observation outages
and degrades gracefully when visual measurements become unavailable. The state of the
drogue is estimated using known geometric and inertial characteristics and air-to-air ob-
servations. A general vector guidance strategy acts explicitly on the estimated relative
state is applied to all phases of the mission. Setpoint augmentation algorithms compensate
for leader turn dynamics during formation flight, and drogue physical constraints during
docking.
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Static ground experiments have shown a relative position accuracy that is 2 % of the sepa-
ration distance, with successful detection and correspondence at up to 36 m. Vision-aided
close formation flight has been demonstrated over extended periods; as close as 4 m; in wind
speeds in excess of 25 km/h; and at altitudes as low as 15 m. Docking flight tests achieved
numerous airborne connections over multiple flights, including five successful docking ma-
noeuvres in seven minutes of a single flight. To the best of our knowledge, these are the
closest formation flights performed outdoors and the first UAV airborne docking.
This work contributes a verified solution to autonomous docking that can serve as a starting
point for future efforts with functional refueling or recharging hardware. Our demonstration
of repeatable docking with small UAVs, and in moderate external disturbances, suggests
that routine implementation with moderately sized UAVs and even manned aircraft is well
within the realm of possibility.
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Chapter 1
Introduction
Unmanned aerial vehicles (UAV) are rapidly becoming part of everyday life. Aerial photog-
raphy, inspection and survey are already common applications; search and rescue, disaster
relief and package delivery are on the horizon. As reliability and autonomy continue to
mature, the technology will be adopted by applications that demand greater range and
endurance.
Currently, a UAV’s range and endurance is limited by the amount of energy it can store
onboard and the solar and wind energy it can gather from the environment. This has
historically led to large, expensive platforms with considerable fuel capacity. Solar panel
and energy storage technology must improve significantly before solar powered platforms can
be used for anything other than high altitude, pseudo-satellite applications [3]. Autonomous
soaring is also possible, but static soaring in thermals creates dependence on environmental
conditions and requires relatively low altitude operation. Dynamic soaring requires accurate
knowledge of the wind field and limits a large part of the mission to energy generating
trajectories [46].
Autonomous close formation flight and docking are two alternative means to greater range
and endurance that do not sacrifice payload capacity in favour of supplementary energy
storage. When the aircraft are positioned in a close V-formation, the rearward vehicle
experiences a reduction in drag and utilises the lifting component of the leader’s wake
vortices, which results in a reduction of energy use. Experiments with two F/A 18 aircraft
in NASA’s Autonomous Formation Flight project showed drag reductions of over 20 %
and fuel flow reductions of over 18 % [84]. Analytical work by Hummel indicated power
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Figure 1.1 – Leader-follower formation with the leader towing a drogue.
reductions of 15 % are obtainable for the rearward vehicle [38], but experiments with two
Do-28 aircraft could only achieve 10 % reductions. Hummel cites the pilot’s difficulty
in maintaining position within the leader’s wake as a possible contributor to the lower
experimental result, which motivates development of a precise relative positioning system.
Although efficiency improvements of up to 20 % are significant, UAV airborne docking is
the ultimate solution, because it enables in-flight refueling and recharging, thus removing
the upper limit to range and endurance. The advantages of this capability with manned air-
craft are well documented because aerial refueling has occurred within the military domain
for decades. However, the benefits of UAV autonomous aerial refueling (AAR) promise
to exceed those of manned refueling, because biological constraints from a pilot, such as
fatigue, do not exist. Fuel usage reductions of 20–40 % have been forecast for international
and haulage flights [63, 104], through the elimination of the inefficient takeoff manoeuvres
during refueling stopovers. Five-fold increases in endurance and week-long flights are also
well within the realm of possibility. Accordingly, AAR has been identified as a critically
important capability for future unmanned combat aerial vehicle (UCAV) [4] or any UAV
application where persistent intelligence, surveillance and reconnaissance is essential.
Despite the clear value, UAV airborne docking had not been successfully demonstrated prior
to our experiments in November 2014. However, at the time of writing, a collaboration
between the U.S. Navy and Northrop Grumman demonstrated the first autonomous aerial
refueling [13]. With the deployment of UCAVs on the horizon, defence expenditure in this
area is likely to increase.
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1.1 Problem Statement
The prohibitive challenge to close formation flight and docking, is the highly accurate and
reliable relative positioning that is required, amidst external disturbances [2, 4]. The global
navigation satellite system (GNSS) based navigation systems that normally reside onboard
UAVs are well suited for reliable absolute positioning but fall short for accurate relative po-
sitioning, especially when two absolute measurements must be differenced. Further, these
sensors are not well suited to observing a drogue. The use of visual feedback provides suf-
ficient accuracy, but introduces its own shortcomings such as a constrained field of view
(FOV), limited range, and susceptibility to dynamic lighting and clutter. It is therefore
necessary to combine the advantageous and complimentary characteristics of all available
information to obtain a navigation solution that is both reliable and accurate at close prox-
imity. Further, appropriate guidance must be devised that acts explicitly on the estimated
state and satisfies the physical constraints of the docking apparatus.
1.2 Aim and Scope
The aim of this work is to develop a guidance, navigation and control (GNC) system that has
sufficient accuracy and precision to enable sustained close formation flight and repeatable
docking, with a passive, towed drogue. The work shall consider small, fixed-wing UAVs
with a wingspan of around 2 m and a takeoff weight of 2–3 kg. Operation shall occur in
the lower atmosphere where turbulence from wind interacting with the terrain and thermal
activity is common. A passive drogue is specified for its similarity to existing refueling
apparatus and to keep the focus on the relative positioning algorithms.
Even though the operational environment differs between large and small UAVs, the algo-
rithms that are necessary to complete the autonomous docking mission, are fundamentally
the same. However, small UAVs introduce unique challenges. Their low mass creates sus-
ceptibility to disturbances and the wind speed is often a considerable fraction of their low
airspeed. Further, their small scale limits payload capacity and decreases the size of the tar-
get during docking. The situation is considerably different for large UAVs operating in the
benign upper atmosphere, where the primary disturbance is due to wingman wake effects.
Despite the additional technical difficulties, implementation with small UAVs accelerates
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development by avoiding logistical and operational complication that is inherent to larger
platforms. We therefore adopt the rationale that scaling up a solution to larger vehicles is
more feasible than the reverse.
As a highly dynamic problem, in an uncertain environment, with complex sensing modali-
ties, numerical simulation alone is unable to provide a definitive evaluation of the system.
Instead, we aim to provide irrefutable evidence through actual docking and formation flight
experiments, in the intended environment, and without simplifying assumptions. Through
implementation, we will discover unstudied problems, to which principled solutions shall be
conceived.
1.3 Contributions
The primary contributions of this thesis lie in the vision-aided relative positioning algorithms
that were shown to enable close formation flight and repeatable docking. Specifically, this
includes:
• A relative navigation framework that combines precise air-to-air line of sight (LOS)
observations with onboard sensor measurements to estimate the relative state between
two dynamic air vehicles. The estimate is sufficiently accurate and reliable for close
proximity operation in an uncertain outdoor environment with dynamic lighting and
clutter. A correspondence determination algorithm is able to reject comparatively
high false positive visual observations while tolerating partial occlusion. Incorrectly
corresponded measurements are detected and rejected to avoid filter divergence. The
estimate accuracy is unaffected by momentary visual dropout and degrades in a grace-
ful, predictable manner when extended dropouts occur.
• A nonlinear filter that estimates the state of a drogue, relative to the aircraft it is con-
nected to, by propagating a dynamic model which uses known inertial and geometric
characteristics. The state and dynamic model parameters are corrected with air-to-air
observations of the drogue’s ellipse, that is extracted from the LOS measurements to
the drogue-mounted infrared (IR) markers. In-situ aerodynamic parameter estima-
tion improves the estimate accuracy when observations are unavailable. The use of a
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higher-order geometric primitive avoids marker-model correspondence determination,
is robust to partial occlusion, and tolerant to symmetry.
• A deterministic guidance strategy that is applicable to all phases of the docking pro-
cess, including path following, rendezvous, formation flight, docking, and station keep-
ing. Each of the major phases uses an objective specific setpoint state that is formu-
lated in terms of the relevant navigation estimate. The setpoint state compensates
for leader turn dynamics during formation flight and complies with the physical con-
straints of the drogue during docking. Wind is explicitly accounted for to extend the
applicability to small UAVs.
• Experimental results that verify the complete GNC solution in the intended environ-
ment and without simplifying assumptions. This contributes a proven starting point
for further research and useful recommendations for future experiments. The iterative
process of implementation has meant that principled solutions to real problems have
been integrated into the algorithms. The flight tests are new results in the field, and
include what are thought to be the closest formation flights performed outdoors and
the first UAV airborne docking. Testing in a diverse range of lighting conditions has
shown that IR vision is a feasible sensor modality when exposed to solar interference.
1.4 Outline
Chapter 2 begins with a historical background to manned aerial refueling, then describes
the processes and apparatus that serve as a template for an autonomous implementation.
Relevant background to UAV GNC is introduced in the context of the objective, to identify
the key barriers that subsequent chapters seek to overcome. The chapter concludes by
defining the coordinate frames that are used in this work.
Each of the core chapters culminates with results from flight testing the proposed algorithms.
The details of the complete dual-unmanned aerial vehicle (UAV) system that is used in
these tests are presented in Chapter 3. In addition to the physical hardware, the rapid
development process and algorithm architecture are described.
Chapters 4-6 explain the contributions of the work and are organised to follow the pro-
gression of an autonomous UAV docking mission. These chapters are not mutually exclusive
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and are instead a superset of the previous, where each chapter addresses an increasingly
nonlinear system, as shown in Fig. 1.2. GNC for a single UAV following a path is addressed
in Chapter 4. An unscented Kalman filter (UKF) fuses onboard sensors to estimate the
vehicle’s state and forms the foundation for the navigation algorithms in subsequent chap-
ters. A desired path is defined and used to formulate a desired state to track the path. A
vector-based guidance strategy uses the desired and estimated state to generate appropriate
low-level commands, which the platform specific controllers address. The vector guidance
is applicable to all phases of the mission and is used throughout the subsequent chapters.
The navigation, low-level control and vector guidance are simultaneously verified in 3D path
following experiments.
A second UAV is introduced in Chapter 5 and appropriate relative guidance and navigation
is developed for close formation flight. Air-to-air LOS observations from an IR vision system
are fused with the navigation solution. The setpoint state is augmented to compensate for
leader turn dynamics, then vector guidance is again used to track the augmented setpoint
state. Rendezvous and vision-aided close formation flight tests show good performance and
verify the proposed algorithms up to this point.
Chapter 6 adds a tethered drogue to the leader, which the follower aims to track, then
dock with. Rather than estimate the follower-to-drogue state directly, the drogue’s state
is estimated relative to the leader so that a dynamic model can maintain a reasonable
estimate of the drogue’s state when LOS measurements are unavailable. An ellipse is fit to
the observations of the drogue mounted IR markers and the coefficients of the quadratic
curve are used to correct the estimate. A terminal approach algorithm provides a setpoint
state for the vector guidance to track to docking, which satisfies the physical constraints
of the drogue. Multiple successful autonomous docking manoeuvres demonstrate all the
proposed algorithms operating in synergy.
Final conclusions are drawn in Chapter 7 and directions for further research are suggested.
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Figure 1.2 – The progression of the core chapters with respect to the system that is being
estimated and controlled.

Chapter 2
Background
The advantages of high aircraft endurance were recognised early, with the first aerial refuel-
ing taking place in 1923, a mere 20 years after the Wright brother’s famous flight [75]. From
humble beginnings with a 50 foot rubber hose, the practice quickly evolved to a cumbersome
looped-hose system, then early incarnations of the rigid boom and towed drogue systems.
Attempts to extend an aircraft’s range without refueling were also made, by connecting
fighter aircraft to the wingtips, and below a bomber, for in-flight detachment and reattach-
ment as required [75]. Both projects were eventually discontinued due to their hazardous
nature and advances in aerial refueling.
Today, aerial refueling is routine within the military domain with all types of aircraft partic-
ipating, including fighter jets, rotary wings, the USAF’s E-4 as shown in Fig. 2.1, and even
Air Force One. These aircraft currently employ two types of refueling docking apparatus.
The first is a flying boom, which requires the receiving aircraft to station-keep relative to
the tanker. A human operator then guides the boom to connection, via actuated control
surfaces on the boom. The second is a passive probe and drogue method, where a tanker
tows a drogue on a flexible hose and defers responsibility to the follower to physically con-
nect. Although substantial pilot effort is required to dock with the drogue, this method is
favoured because it supports simultaneous refueling of multiple aircraft by a single tanker,
and is more flexible with respect to aircraft type and refueling speed.
Whilst the exact process can depend on local conditions, vehicle types, and operational
constraints; the general template for probe and drogue refueling begins with rendezvous,
whereby the receiver transitions from its initial state to a formation position to the rear of
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(a) Refueling USAF’s E-4 Advanced Airborne
Command Post with a rigid boom (USAF).
(b) Simultaneous refueling of rotary wing vehicles
with the probe and drogue (USAF).
Figure 2.1 – Modern refueling of different vehicle types.
the tanker. Once given clearance, the receiver transitions to a pre-contact position, then
attempts to dock with the drogue. Once connection has been made, the receiver station-
keeps while the fuel is transferred, then disconnects and resumes its mission.
However, the next step for aerial refueling is unmanned and autonomous. From a robotics
perspective, the task of autonomous formation flight and AAR can be reduced to a relative
positioning problem, albeit one that demands high performance. Relative positioning re-
quires knowledge of the UAV’s state, with respect to a frame of reference, where the state is
normally the vehicle’s position, velocity and orientation. Using this estimate, the guidance
shall generate a plan that achieves a high-level objective, subject to local constraints, such
as obstacles or platform kinematics. A control strategy will then generate appropriate forces
by actuating the vehicle to execute the plan, given the current estimate of the state.
This chapter will introduce key concepts and approaches in each of these facets of autonomy,
in the context of close formation flight and docking, then review the current state-of-the-art
in AAR. The chapter will conclude by defining the relevant coordinate frames that are used
throughout the work.
2.1 Air-to-Air Sensing
Autonomous vehicles employ a diverse array of sensor modalities to perceive their envi-
ronment, from binary proximity switches found on robotic vacuums, to multi-beam light
detection and ranging (LIDAR) used on autonomous cars. This section describes the typical
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sensor selections and methods in the context of UAV close proximity relative positioning.
UAVs, and particularly small UAVs, impose difficult sensing requirements due to their fast
dynamics, which require real-time feedback, and their small size which limits payload mass
and volume. The core sensor suite normally consists of gyroscopes to measure angular
rate; accelerometers to measure the local gravity plus body acceleration; and a GNSS
receiver for absolute position and velocity measurement. Other common modalities include
magnetometers to calculate heading; barometric pressure for altitude; differential pressure
for airspeed; and laser or sonar to measure the height above ground level (AGL).
Estimating a vehicle’s state, relative to another vehicle can be achieved by direct measure-
ment, or by differencing absolute measurements that are taken onboard each vehicle. The
downside to the latter is that communication is required, uncorrelated measurement error
at each location is combined, and precise time synchronisation is necessary, especially when
the absolute measurements are dynamic. For these reasons, differencing GNSS measure-
ments alone is insufficiently accurate for close proximity positioning [2, 4]. Although the
error is partially correlated, our experiments showed relative position errors that were often
in excess of 5 m. Real-time kinematic (RTK) techniques can significantly improve GNSS
relative position and velocity accuracy, however, these systems cannot be easily extended
to sense docking apparatus. Furthermore, single frequency RTK can often lose lock in dy-
namic scenarios, with reinitialization taking many minutes. Dual-frequency RTK systems
are more reliable but are still susceptible to interference and rely on a communications link.
It is generally accepted that GNSS-based approaches must be aided with more accurate
relative observations [2, 4]. Scanning laser or LIDAR was shown in [15] to be sufficiently
accurate for this application, with a mean spherical relative position error of 0.4 m when
tested with full scale aircraft. Multiple high-speed azimuth, elevation and range measure-
ments to the tanker generated a point-cloud which was associated with a known 3D model
of the tanker, using the relative attitude. Work in [47] used air-data measurements within
the leader’s wake and a wake model to determine the relative position. However, visual
sensors are the most widely used sensor for precise relative positioning, due to their small
size and ease of integration and will therefore be discussed next.
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2.1.1 Vision
The use of vision in robotics is a well researched area with diverse applications in navigation,
3D reconstruction, recognition, and visual servoing [78], to name but a few. Visual naviga-
tion in itself has a lengthy history [20], particularly in GNSS-denied environments [24, 43, 72]
and was used successfully by rovers on Mars [53].
Recently, the advent of small, low-cost vision sensors and small, embedded processors ca-
pable of real-time image processing has accelerated adoption of visual techniques in aerial
robotics. In addition to airborne navigation [11, 60, 91], vision has found application in
attitude estimation [73], precision landing [45, 61], and search [50]. In these instances, ob-
servations of static features are used to infer vehicle motion in a global frame. However in
our problem, the features are dynamic and we are only interested in the relative, rather
than absolute state.
Approaches to air-to-air visual sensing are diverse, with featureless methods using template
matching with neural networks [44], predictive rendering [37], and deformable contours
with painted markings [22]. Pioneering work at Georgia Institute of Technology [40, 66,
90] is particularly notable due to their airborne implementation. They approached the
problem from a target tracking perspective and assumed no air-to-air communications nor a
priori knowledge of the target vehicle state. Their monocular vision system used an active
contour method to extract the centre of the target and the wingtips. The Centre Only
Relative State Estimation (CORSE) algorithm [39] used centre-only vision measurements
and follower inertial measurements to estimate the relative state but requires a sinusoidal
follower flight path for range observability. Subtended Angle Relative State Estimation
(SARSE) solves this by incorporating the wingtips and subtended angle. Simulated results
and post-processed flight data validate the approach. Subsequent publications [40, 89]
report closing the loop with SARSE and demonstrating the first vision-only formation flight
between a helicopter and fixed-wing at a separation of 20 m or 6.4 rotor diametres, and
later, between two fixed-wings at a separation of 24 m or 9 wingspans.
A more popular visual approach is feature based, with passive techniques utilising fea-
tures such as corners in the image [54–56, 64, 87] and active methods using optical mark-
ers [9, 16, 30, 51, 52, 59, 85, 92, 93]. Although originally designed for spacecraft, the
Vision Based Navigation (VisNav) system [42] has found application in UAV relative nav-
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igation [30] and AAR research [80, 85]. Photo-detectors in the focal plane of a wide-angle
lens detect frequency modulated light from LED beacons at up to 100 m and 100 Hz [85]. A
modulation and narrow bandpass filter, centred at the LED wavelength, rejects interference
from unwanted light sources. Once LOS vectors to the features have been obtained, they
are associated with a known model and the relative pose recovered through a vision-only
algorithm or sensor fusion framework.
Indoor multirotor experiments have demonstrated vision-only feature based relative pose
estimation for leader-follower formation [51, 92] and results in [52] showed that an air-to-air
optical marker based localisation system could work in an outdoor, airborne environment.
Darling took this a step further by implementing in-flight relative pose estimation, using vi-
sual LED markers and the Efficient Perspective-n-Point (EPnP) pose estimation algorithm.
The system was demonstrated in formation flights at a 20 m separation [16]. To the best
of our knowledge, only Darling and Johnson et al. [16, 40] had previously closed the loop
with air-to-air sensor measurements in outdoor flight tests and no previous outdoor results
with air-to-air IR vision systems have been reported.
2.1.2 Correspondence Determination
Feature based methods must know the correspondence between the observed features and
the known feature model. Solutions could exploit unique characteristics of each feature such
as colour, shape or reflectivity, or orchestrate the activation of each beacons, similarly to
the VisNav sensor [42].
Our work assumes homogeneous features, without orchestration, but with knowledge of the
relative state and marker model. A multitude of solutions exist to variations of this problem,
for example, Iterative Closest Point (ICP) is designed to align large point sets by finding
closest point pairs then estimating the pose required to align them. Variations exist with
improved handling of outliers, but high outlier ratios contribute large pose errors and can
lead to incorrect convergence. The Munkres algorithm [62] finds the optimal assignment
between the point sets but our experiments showed it does not handle large initial offsets
well, outliers are included within the assignment, and it does not scale well computationally.
Pose estimation algorithms can also find correspondence by iteratively calculating the pose
with different assignment. A common example is softPOSIT [18], of which variations are
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regarded as the state-of-the-art [83]. The downside, however, is sensitivity to the initial
guess and the computational expense as more correspondence hypotheses are explored.
An exhaustive correspondence search using re-projection error showed good performance
in [27]. Although each calculation was efficient, the algorithm is suited to situations where
false detections are rare. In our work, we allow up to 20 detections total to accommodate the
drogue’s markers, which would result in 273,600 pose candidates when using this algorithm.
2.2 Multi-Sensor Data Fusion
Relative observations from the aforementioned sensors can provide sufficient accuracy, but
they contain shortcomings such as a constrained FOV, limited range, susceptibility to dy-
namic lighting, and susceptibility to clutter. Information from sensors with complimentary
characteristics are often combined, to obtain a more complete description of the quantity
of interest while negating individual shortcomings. This process is known as multi-sensor
data fusion.
A popular data fusion algorithm is the recursive Bayesian estimator, known as the Kalman
filter. It provides the optimal state estimate for a linear system that is corrupted by Gaus-
sian noise with known covariance. Application of the Kalman filter has been extended to
nonlinear systems by the aptly name extended Kalman filter (EKF), which linearises about
an estimate of the current mean and covariance. A more recent variation on the Kalman
filter, known as the UKF [41], deterministically samples a set of points about the mean,
then propagates these sigma points through the nonlinear function, from which the mean
and covariance are recovered. The UKF addresses some of the limitations of the EKF by
capturing higher-order nonlinearity and avoiding the derivation or numerical computation
of Jacobians. Another data fusion algorithm, known as the particle filter, takes the idea of
the UKF further by propagating a large number of randomly selected points through the
nonlinear function. This means that the particle filter can represent any distribution, even
multi-modal, at the expense of computational effort.
2.2.1 Airborne Relative Navigation
Due to the high nonlinearity of the relative navigation problem and constraints due to
limited onboard processing, estimation techniques have generally used the EKF or UKF.
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Despite the UKF being touted as having better convergence properties and improved han-
dling of nonlinearity over the EKF, the differences are usually small so the decision is often
personal preference. The more important aspect is the structure of the filter, the pro-
cess models, the observation models and the handling of sensor measurements to ensure
reliability. The specific estimation algorithm simply provides the framework.
The structure of a visual-GNSS/INS filter can be categorised as loosely coupled or tightly
coupled. Loosely coupled methods extend vision-only algorithms by fusing a vision-only rel-
ative pose estimate with GNSS and inertial data from one or more vehicles [9, 52, 54]. These
methods add reliability through extra information, but are constrained by the requirements
of the vision-only algorithm, such as a minimum number of feature points. Further, the
measurement covariance depends on the dynamic relative state, as well as sensor noise.
A tightly coupled visual-GNSS/INS architecture fuses the raw observations directly, rather
than preprocessing them in a separate algorithm [30, 59, 66, 93]. This approach allows vi-
sual information to be used, even when the complete 6DOF relative pose cannot be uniquely
resolved from the visual measurements. An example is the CORSE algorithm in [39] where
azimuth and elevation measurements to a single point can provide relative positioning infor-
mation but no notion of relative attitude. Work in [66] used these centre-only measurement
as well as the line segment joining the wingtips of the target to provide information about
target size. These observations were fused with onboard inertial and GNSS measurements
within a UKF and successfully verified by post-processing flight data and comparing to the
differenced GNSS/INS estimate. Avoiding communications and a priori knowledge of the
target is desirable in a military context but foregoes reliability and necessitates assump-
tions about target dynamics. Communications were allowed in [93], where an indirect EKF
fused both leader and follower GNSS/INS sensor data with a marker based vision system.
High-fidelity hardware-in-the-loop simulation yields estimator accuracies that are sufficient
for large-scale boom-based aerial docking.
2.2.2 Drogue Motion Estimation
Accurate knowledge of the state of the drogue, relative to the follower, is essential for
docking. This is a challenging problem because the drogue adds an extra layer of dynamics
to an already highly dynamic problem. The propagation of the follower-drogue relative
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state is particularly nonlinear, because it is the superposition of three bodies that are each
susceptible to disturbances. Although there are many other ways to dock two aircraft, this
work considers the existing probe and drogue technique because reuse of hardware and
processes is the natural way to introduce the technology.
Approaches to drogue relative navigation follow that of aircraft relative navigation. Chen
and Stettner [10] used flash LIDAR 2D intensity to segment the drogue, then calculated the
relative pose using the 3D point cloud. Monocular template matching, image segmentation,
and image registration were used to detect and track a drogue in [57]. Known geometric
characteristics of the drogue and the contrast of the hub were used in [71] to resolve the
range. Marker based methods using VisNav have also been used [59, 85].
As with all vision-only relative navigation, the entire system is at the mercy of the inherently
inconsistent relative observations which often dropout [80]. This can normally be partially
alleviated by instrumenting the target, however, drogues are not often instrumented (with
the exception of [64]). Instead, our approach is to use known geometric and inertial charac-
teristics of the system, knowledge of the leader’s state, and a dynamic model for the drogue
that propagates the system. When air-to-air observations are available, the state of the
drogue is corrected, and parameters within the model are refined.
The dynamic model assumes the tether is a rigid member because the tether used in this
work has negligible mass and aerodynamic drag, but this assumption does not always hold.
Numerous methods of varying fidelity and complexity have been proposed to model the hose.
A common approach is to approximate the bending structure with n connected linkages,
each subject to gravitational and aerodynamic forces due to tanker wake, steady wind and
atmospheric turbulence [68, 86]. Regardless of the number of linkages used, experiments
with an instrumented drogue in [76] showed that the steady state of a drogue is most
sensitive to the tether length, drag coefficient, and drogue mass. We therefore estimate the
tether length and drag coefficient online using the air-to-air vision and measure the drogue’s
mass oﬄine.
As a difficult problem practically, experiments with drogue estimation in-flight have been
limited. An exception is the first automated docking with manned aircraft [21]. During the
final approach, feedback was switched from the precision GNSS/INS system to azimuth,
elevation and range measurements to the drogue, from a camera and off-the-shelf video
tracking processor. Work in [64] used LOS visual feedback to the drogue centroid to attempt
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to rendezvous in actual flight tests. Some visual dropouts were noted, in which case GNSS
measurements onboard the drogue were used instead. Other notable experimentation was
high-fidelity hardware-in-the-loop simulation using actual refueling hardware [57] and post-
processing of manned aerial refueling video [32, 71]. Each of these examples uses the visual
measurements as the primary source of information, whereas our work uses it as an aid,
when available. Further, we aim to estimate the state of the drogue in real-time, in the air,
then use the estimate for airborne docking.
2.3 Relative Guidance
The division between guidance and control is sometimes blurred with some approaches
combining the two [26, 88]. In this work, control is concerned with actuating the vehicle
to create forces and torques that modify the vehicle’s state to achieve low-level controller
setpoints. The guidance module formulates these controller setpoints to achieve a high-level
objective and is sometimes referred to as an outer-loop controller. Provided the control
can track the low-level reference commands, it can be decoupled from the guidance that
schedules the commands, so the guidance literature will be the focus of this section.
The volume of work on formation guidance is immense so we only consider non-reconfigurable,
dual-UAV formation, with an emphasis on deterministic behaviour and practical imple-
mentation. The approaches can be broadly categorised as synchronised, pursuit based or
state based. Synchronised formation is the simplest approach, whereby the vehicles follow
identical or very similar trajectories. This approach was demonstrated in [52, 67], with
experiments in [67] yielding vehicle-to-vehicle separations down to 12 m, which was the
closest known prior to this work.
Inspired by the missile guidance literature, pursuit based strategies such as proportional
navigation [6, 65] and LOS guidance [16, 64, 79] use the LOS angle to the target, the range
to the target and their derivatives to track and intercept the target. These quantities can
be estimated by sensors such as vision and radar which avoid inter-vehicle communica-
tion. The pioneering formation flights at Georgia Institute of Technology utilised a LOS
formation following strategy that was coupled with their vision estimation and optimised
to minimise estimation error [90]. Our experiments with pursuit based guidance showed
useful performance during rendezvous when vehicle separation is high, but had a tendency
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to become unstable at closer proximity [94]. This behaviour was also reported in [64], where
the authors proposed a discrete gain scheduling technique to minimise the effect.
A more stable and accurate approach aims to minimise the error between the current state
and a setpoint formation state. The setpoint is generally a position, joined rigidly to the
leader [7, 33, 35]. This induces large setpoint velocities when the leader turns, due to
the rotating frame. Our work alleviates this problem by augmenting the setpoint state to
account for leader turn dynamics. The terminal setpoint algorithm for docking, generates
a desired position as a function of the alignment error. The result is a funnel effect which
aims to pull the follower, into the drogue.
Once the error state is resolved, techniques to minimise the error include linear quadratic
regulation [33] and synthesised PID controllers, using a derived dual-aircraft model [35]. Gu
et al. designed inner-loop and outer-loop controllers using nonlinear dynamic inversion, to
maintain a position relative to a leader [34]. This work is particularly notable because the
algorithm was demonstrated in a series of formation flight tests. Here, two followers were
flown manually to rendezvous with a manually flown leader. At this point, the followers
engaged the autonomous formation control to follow the leader and maintain formation.
Flights were performed at separations down to 28 m, where the best formation flight had
an average position error in excess of 10 m. In each of these examples, guidance and control
was tightly coupled. Our approach separates the guidance and control, and proposes a
vector based guidance technique to generate bank, airspeed and vertical velocity commands
that minimise the state error. This technique is applicable to all phases of the mission, from
rendezvous to docking.
Work on the terminal approach to docking with a drogue has been limited. Nichols et al.
used LOS guidance to attempt to intercept a towed drogue [64], but there was no explicit
strategy to account for the drogue’s physical constraints. A simulated reference trajectory
to docking was designed and tracked in [58, 80], using a fifth-order spline for continuity and
minimal controller effort. The trajectory was designed to dock with the drogue’s average
position, to account for small perturbations. Our approach is similar in that it attempts to
track a path through the drogue, however the position on the path is continuously updated
using the alignment error, rather than pre-planned progression. This allows the system to
pause or backtrack as necessary to account for intermittent disturbances.
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Figure 2.2 – The world’s first aerial refueling of an autonomous UAV on 22nd April, 2015. An
Omega K-707 tanker refueled the X-47B UCAV (U.S. Navy, 2015).
2.4 The State-of-the-Art
As expected, AAR has received significant attention in industry and defence so this is where
the state-of-the-art resides. However, prior to our experiments in November 2014, there had
been no instances of UAV autonomous refueling or any demonstrations of UAV airborne
docking.
However, the world’s first aerial refueling of an autonomous UAV was reported on 22nd
April, 2015, when the X-47B UCAV was refueled by an Omega K-707 tanker as shown in
Fig. 2.2. The approach used a hybrid GPS and IR imaging approach to enhance precision
and hedge against GPS disruption [13]. The work followed tests in 2012, where a manned
Learjet acted as a surrogate platform for the X-47B, with the X-47B prototype flight control
hardware, software and vision system integrated. During the tests, the Learjet rendezvoused
with a K-707 tanker, flew in formation, and made an approach, manoeuvring to within
five feet of the drogue. The Learjet was hand-flown by a human pilot who responded to
commands from the tanker [81].
The most successful industry program prior to the X-47B demonstration was NASA and
DARPA’s Autonomous Airborne Refueling Demonstration (AARD) project [21, 36], shown
in Fig. 2.3a. Although the aircraft were manned, they performed an automated hands off
final approach to docking, using a relative GNSS/INS system and drogue relative visual
corrections. No fuel was transferred but the autonomous engagement was successful in two
out of six attempts.
In 2011, Northrop Grumman demonstrated autonomous close formation flight with an un-
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(a) An automated hands-off approach to docking
(NASA/DARPA, 2006).
(b) Two Global Hawk UAVs in formation
(Northrop Grumman, 2012).
Figure 2.3 – The state-of-the-art in autonomous aerial refueling, prior to our experiments in
November, 2014.
manned Global Hawk tanker and a manned Proteus receiver, achieving 14 m separation [12].
The goal was to investigate wake turbulence, engine performance, and flight control respon-
siveness in the stratosphere. The following year, the experiment was repeated with two
Global Hawks UAVs [17], as shown in Fig. 2.3b. No docking was attempted, but the results
indicated that 60 % of docking attempts would have been successful.
2.5 Coordinate Frames
This section defines the coordinate frames that are used in this work and shown in Fig. 2.4.
For simplicity, only the bare minimum are presented, but a more extensive review can be
found in [5]. Details of the rotation representations can be found in Appendix A.
2.5.1 Navigation Frame
The navigation coordinate frame is an Earth-fixed, tangent plane, with its origin at a
geodetic reference position Porigin. The right-handed X,Y,Z axes point north, east and down
respectively. Although the relative position of the leader, with respect to the follower, is
in a frame with the origin at the follower’s centre of gravity (COG), we refer to it as
the navigation frame because its defined as the difference between two positions in the
navigation frame.
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(a) Body frame and sensor frame. (b) Vehicle-1 frame and camera frame.
Figure 2.4 – The coordinate frames used in this work, relative to the navigation frame.
2.5.1.1 Geodetic to Navigation Frame
To transform from geodetic latitude, longitude and altitude above mean sea level (MSL),
λ, ϕ and h respectively, to the navigation frame, we first transform to the Earth centred,
Earth fixed (ECEF) frame P e, using the WGS84 ellipsoid constants rE = 6378137 and
eE = 0.081819190842622.
N =
rE√
1− e2E sin2 λ
(2.1)
P e =

(h+N) cosλ cosϕ
(h+N) cosλ sinϕ
(h+ (1− e2E)N) sinλ
 (2.2)
The ECEF reference position P eorigin is then subtracted and the result is transformed to the
navigation frame using Cne .
Cne =

− sinλ cosϕ − sinλ sinϕ cosλ
− sinϕ cosϕ 0
− cosλ cosϕ − cosλ sinϕ − sinλ
 (2.3)
P = Cne (P
e − P eorigin) (2.4)
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2.5.2 Vehicle-1 Frame
The vehicle-1 frame [5] has its origin at the COG but is rotated by C(0,0,ψ) so that the
positive x-axis points in the direction of the vehicle’s heading, in the horizontal plane. This
is the frame of reference for the tethered drogue.
2.5.3 Body Frame
The body frame has its origin at the COG, its x-axis pointing out the nose, its y-axis out the
right wing and the z-axis out the bottom of the aircraft. The rotation matrix C(φ,θ,ψ) = Cq
rotates from the navigation frame to the body frame.
2.5.4 Camera Frame
The rotation and translation from the body frame to the camera frame are known as the
camera extrinsic parameters. The origin of the camera frame is at the camera’s focal point,
the z-axis protrudes out through the camera’s lens, the y-axis through the top of the camera
and the x-axis points out the left of the camera.
2.5.5 Sensor Frame
The sensor frame has its origin at the inertial measurement unit (IMU) and is aligned
depending on the configuration of the autopilot. This frame is used to account for, and
correct, misalignment between the IMU and marker model or IMU and camera frame to
account for incorrect extrinsic calibration.
2.6 The Wind Triangle
Since the scope of this work extends to small UAVs, we must consider the effects of wind.
The relationship between the inertial velocity vector V , the aircraft’s air-relative velocity
Va, and the wind velocity Vw, is shown in Fig. 2.5, where V = Va + Vw. The net result is
a crab angle in windy conditions when following a path and can be seen when passenger
aircraft make the final approach to landing in the presence of a strong cross wind. This
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Figure 2.5 – The relationship between the inertial velocity vector V which follows the path;
the aircraft’s air-relative velocity Va; and the wind velocity Vw. Each is in the navigation
frame. The drogue remains directly behind the leader, regardless of the wind.
effect is much more significant with small aircraft because the wind speed is a much larger
fraction of their cruise airspeed. In this work, we make the simplifying assumption that
wind acts in the horizontal plane only.
2.7 Summary
This chapter has provided a background to the multi-faceted problem of accurate relative
positioning for autonomous airborne docking. This included a review of key work on each
of the relevant topics and a more complete, detailed review of work that specifically relates
to close proximity aerial autonomy. For more depth, a recent and exhaustive survey of
autonomous aerial refueling can be found in [82]. Finally, the coordinate frames that are
used in this work, were introduced.

Chapter 3
System Architecture
While simulation can indicate algorithm performance and provide a truth baseline for sta-
tistical analysis, many of the models contain approximations and assumptions, or neglect
phenomena altogether. Rather, this thesis shall evaluate the proposed algorithms in the
intended environment and without simplifying assumptions.
The chapter begins by formally defining the specific problem that we aim to solve and then
describes the complete multi-UAV system that is used to evaluate how well the proposed
algorithms address the problem. Specifications of the fixed-wing platforms, tethered drogue,
IR vision system, and the onboard systems are provided. An overview of the algorithm
architecture shows the information flow between the content of each chapter. Finally, the
simulation and rapid development process that was originally published in [95], is described.
3.1 Overall Architecture
Our problem considers two small, autonomous UAVs flying in leader-follower formation as
shown in Fig. 3.1. The leader is towing a cone shaped drogue and the follower is tasked with
docking its nose, defined as PN , inside the drogue. To do this, the follower must rendezvous
with the leader, maintain close formation, then attempt docking. The body frames of the
leader and follower are denoted by a subscript l and f respectively. Each body frame is
defined as a position in the navigation frame and a rotation, relative to the navigation frame
which is the vehicle’s attitude.
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Follower
IR markers
IR camera
Drogue
IR markers
Figure 3.1 – Coordinate frames, IR vision system, and drogue geometry.
The drogue is defined in the leader’s vehicle-1 frame and all easily measurable geometry and
mass characteristics are assumed known. The tether has negligible mass and aerodynamic
drag. A reasonable guess of its length is known, but not assumed to be constant. Only
approximate estimates of the aerodynamic drag are known.
Accurate relative state feedback is provided by LOS vector measurements from a known
position, to features on the leader, whose model is known. These measurements are obtained
by an IR vision system which consists of active IR markers and an IR camera. Five markers
are positioned in the leader’s body frame, at the wing tips, tail tips and below the rudder.
At least five markers are positioned on the circumference of the drogue and an IR camera is
positioned at the front of the follower. The camera frame is defined relative to the follower’s
body frame and is positioned at the focal point of the camera with the z-axis at a normal
to the image plane.
Onboard each UAV is a typical sensor suite that consists of accelerometers, gyroscopes,
magnetometers, a GNSS receiver, a barometric pressure sensor, and a differential pressure
sensor. These sensors reside in the sensor frame which is positioned and orientated relative to
the body frame. The position is normally assumed to coincide with the body frame and the
orientation accounts for irregular autopilot mounting, which is determined oﬄine. However,
small misalignment between the leader’s sensor and body frame and follower’s sensor and
camera frame (via the body frame) can create a steady state relative position error, as
we see in Section 5.3.1. A wireless communications link allows bidirectional information
exchange between the vehicles but is predominantly from the leader to the follower.
The leader is uncooperative in the sense that it does not explicitly manoeuvre to aid ren-
dezvous, formation flight or docking. However, the leader is not evasive so it is assumed
that its dynamics are slow. Further, the leader’s intention is unknown. Knowledge of the
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leader’s planned trajectory would optimise the time to rendezvous, as shown by the authors
in [96], but there is no guarantee that a small UAV would achieve its intended trajectory in
wind. Therefore the potential advantage was deemed insufficient to justify the added com-
plexity and communication. Knowledge of short horizon intention would be useful when the
following distance or speed of the leader’s dynamics demand a reaction time that is faster
than the follower is capable of, however this is outside the scope of this work.
The intended environment is outdoors, at low altitude, and at all times of day. Wind is a
problem for small UAVs, due to their comparatively low airspeed and susceptibility to tur-
bulence, owing to low inertia. The wind speed is often up to 50 % of a small UAVs airspeed
(50 – 70 km/h) which severely effects a small UAVs ability to make progress, relative to the
ground. However, given that our problem is concerned with relative positioning, this is not
such a problem. A larger problem is the low altitude turbulence that is caused by the wind
interacting with terrain and structures, as well as thermal columns of air that are caused
by atmospheric convection. These effects have both spatial and temporal dependencies and
are difficult to quantify.
Large UAVs avoid many of the problems associated with wind by operating in the compar-
atively benign upper atmosphere, but their higher airspeed creates more significant wake
effects at close proximity. Additionally, risk and operational logistics tend to stifle rapid
development by extending the cycle time of each iteration.
3.2 Hardware Architecture
An overview of the system is shown in Fig. 3.2. Each UAV contains an in-house built
autopilot for low-level autonomy and a formation flight computer (FFC) that implements
all the relative positioning and docking autonomy. The vision system consists of IR LED
markers on the leader and drogue, and an IR camera on the follower. A vision computer
extracts the marker centroids from each image and transmits them to the FFC. Information
is exchanged between the FFCs via a wireless data link and a ground control station (GCS)
monitors both aircraft with individual data links.
28 Chapter 3. System Architecture
Figure 3.2 – The system architecture of the dual-UAV experimental test-bed.
3.2.1 Autopilot and Formation Flight Computer
Each autopilot utilises an ARM Cortex-M4 microcontroller, running the ChibiOS/RT [74]
real-time operating system, and receives data from accelerometers, gyroscopes, magnetome-
ters, a GNSS receiver, a barometer and a differential pressure sensor, as shown in Fig. 3.3.
This data is utilised within the autopilot GNC algorithms to follow a prescribed path as
the leader, or track formation guidance commands as the follower. The autopilot is a self
sufficient system with the option to track external commands, in this case, from the FFC.
An onboard failsafe allows a ground based safety pilot to take control if necessary.
The FFC uses an ARM Cortex-A8 processor running Linux. The role of the follower’s FFC
is to receive sensor and state data from the leader’s FFC via 900 MHz wireless link; receive
sensor and state data from the local autopilot via serial communications; receive IR centroid
coordinates from the vision computer; implement the relative positioning algorithms that
are proposed in Chapter 5 and then transmit low-level bank angle, airspeed and vertical
velocity commands to the local autopilot. The leader’s FFC acts as a bridge between the
leader’s autopilot and the follower’s FFC. All the GNC algorithms onboard the autopilot
and FFC were developed using the rapid development process in Section 3.4.
Two 900 MHz bidirectional data links between each UAV and the GCS facilitate transmis-
sion of telemetry and upload of configuration in real-time, if required, for both the autopilot
and FFC. A custom GCS user interface displays all flight data, handles data logging and
allows onboard parameters to be configured in-flight. All communication, both onboard
and wireless, uses the open source MAVLink protocol [60].
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(b) Bottom view.
Figure 3.3 – The in-house developed autopilot.
3.2.2 Vision System
The proposed algorithms require precise LOS vector measurements to a set of features,
whose model is known. This could be achieved using LIDAR reflectivity measurement
with retro reflectors as markers, a similar system with radar, or even vision with coloured
markers, amongst others. Our system uses IR vision because it can achieve a relatively high
image processing frame rate with modest hardware.
The IR camera was a modified high definition camera that was configured to provide
1280×720 pixel JPEG frames at 20 frames per second (FPS), with a FOV of 78◦ diag-
onally. IR interference rejection was improved by adding a 10 nm wide bandpass filter that
was centred at 940 nm. 940 nm corresponds to a significant drop in solar irradiance, which is
caused by water vapour absorption. Outdoor testing with the 940 nm filter showed superior
solar interference rejection compared to 850 nm, despite the camera being approximately
a magnitude more sensitive to 850 nm light. Camera settings such as exposure, gain and
brightness were configured empirically to obtain a balance between interference rejection
and detection distance, in all lighting conditions. Results pertaining to the vision system
were published previously in [101].
Each homogeneous vehicle mounted marker consisted of three 5 W IR LEDs and a lens,
whereas the drogue mounted markers were single LEDs with a lens. The LED wavelength
was selected as 940 nm to match the bandpass filter passband. A DC-DC converter powered
the markers.
The marker centroid coordinates were extracted from each frame using a computer vision
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Figure 3.4 – A side and back view of the drogue with the battery, IR markers, magnets, and
DC-DC converter visible.
algorithm that made use of OpenCV [8]. The centroids were extracted by converting the
image to grayscale; then thresholding; obtaining the image contours; approximating the
contours with a polynomial; then finding the centre of the minimum enclosing rectangles.
The upper bound of computational time was 32 ms for each frame when implemented on
a quad-core ARM Cortex-A9 processor with NEON optimisations. A conservative frame
rate of 20 FPS was selected to retain capacity for other processes. The algorithm was
designed to maximise computational efficiency by naively extracting and transmitting all
IR detections, which often included false positives from the sun, from solar interference
being diffused by cloud or from reflections on the ground. One of the challenges this work
overcomes is determining which measurements, if any, are valid; which of the valid markers
are on the leader; which are on the drogue; and which specific markers they are.
3.2.3 Docking Apparatus
In keeping with manned refueling methods, the docking hardware uses the towed drogue
and probe approach, where the nose of the follower is used as the probe. A series of IR LED
markers are positioned on the circumference and a set of magnets are mounted inside the
drogue to connect to the follower’s metal nose cone, as shown in Fig. 3.4. When docking
or undocking occurs, a magnetometer and microcontroller inside the follower’s nose cone
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Table 3.1 – The cable and drogue geometric parameters.
Parameter Description Value
L Cable length 3.0-5.0 m
rd Drogue radius 0.17 m
d Drogue depth 0.28 m
md Drogue mass 0.185 kg
Pcable Cable position [-0.34, 0, 0.095] m
detects the change in magnetism and signals the follower’s FFC.
Designing a drogue with a high mass and drag, compared to the vehicle towing it, requires
a delicate tradeoff between the gravitational and aerodynamic forces. As mass is added to
the drogue, more drag is required to maintain a small elevation angle behind the leader.
However, there is an upper limit to the drag force that a small UAV can support and hence
a maximum mass that the drogue can be for a given platform configuration. Specifications
of the drogue that was used in this work are provided in Table 3.1.
The docking hardware was not designed to simplify the docking process, instead it was
designed to be plain, to test the relative guidance and navigation system which is the
main focus of this work. Active stabilisation of the drogue would likely improve docking
repeatability, particularly in turbulence, but this would take the focus away from the main
contribution.
3.2.4 Fixed-wing Aircraft
The fixed-wing platforms were based upon commercially available, electric fixed-wing air-
craft, as shown in Fig. 3.5. These are easy to modify and easy to transport, with a wingspan
of 2 m and typical takeoff weight of 2.5–3.0 kg. Typical cruise airspeed is around 50–65 km/h
during straight, level flight but has been recorded as high as 130 km/h vertically. Flight
times vary significantly with battery/motor configurations and extra hardware such as LED
markers, cameras, and a tethered drogue. A summary of the specifications can be found in
Table 3.2.
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Figure 3.5 – The fixed-wing UAVs that are used as the leader and follower during airborne
experimentation.
Table 3.2 – The fixed-wing platform specifications.
Parameter Description Value
bW Wingspan 2.0 m
SW Planform area 0.45 m
2
m Take-off weight 2.5–3.0 kg
‖Va‖ Cruise airspeed 50–65 km/h
3.3 Algorithm Architecture
The diagram in Fig. 3.6 provides an overview of the algorithm architecture and information
flow between the high-level modules, within GNC. Each layer, indicated by the dashed line,
builds upon the layer below. The level of the layer is analogous to the level of abstraction and
the nonlinearity of the dynamics, where higher layers have faster, more nonlinear dynamics.
The bottom layer addresses GNC for a single UAV following a path. The middle layer
adds a second UAV, air-to-air relative sensing, and appropriate guidance and navigation
for accurate relative positioning. The top layer adds a tethered drogue to the leader UAV
which has its own dynamics, relative to the leader. The GNC of the top layer uses all the
available information to guide the vehicle to dock with the drogue. The proposed vector
guidance is general to each of the layers. The control module is only relevant within the
bottom layer so it is only addressed there. Each module is colour coded by the chapter
where the theoretical and experimental details appear.
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Figure 3.6 – The algorithm architecture and information flow between the high-level modules,
within guidance, navigation and control. The layers are analogous to the level of abstraction
and the nonlinearity of the dynamics, where the higher layers have faster, more nonlinear
dynamics. Each module is colour coded by the chapter where the details appear.
3.3.1 Mission State Machine
The entire mission, from rendezvous, to docking, and release, is controlled by the state
machine in Fig. 3.7. Formation, pre-contact and docked are static states where a constant
relative position is being maintained. The other states are used to transition between the
static states.
The mission begins with rendezvous, where the follower transitions from its initial position to
a leader-relative formation position. The formation position is within range of the IR vision
system, but sufficiently far to avoid collision when using unaided GNSS-based navigation.
During development, this was the extent of the state machine prior to the use of vision.
When the relative position covariance is below a threshold, due to visual corrections, the
follower approaches the pre-contact state which is defined as a position, relative to the
estimated position of the drogue. The aim of the pre-contact state is to obtain visual
measurements of the drogue and estimate its motion. Prior to the drogue being introduced
during iterative testing, the pre-contact position was relative to the leader and was the final
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Figure 3.7 – The state machine that governs the autonomous mission. Each square box rep-
resents a static state, whereas rounded boxes are transitions states, between static states.
Each arrow has a condition that must be fulfilled before that instantaneous transition can
take place. The states are colour coded by the setpoint that is being commanded.
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state in the process.
Once the drogue estimate covariance is below a threshold, docking is attempted. The fol-
lower retreats back to pre-contact if the drogue estimate covariance increases past a thresh-
old, which happens a duration after the last visual measurement of the drogue. If docking
is detected, the follower station-keeps in a docked state. The station-keeping configuration
is a fixed position, relative to the leader and is designed to maintain slack on the tether. If
undocking is detected before the dock duration timer has expired, the follower retreats back
to pre-contact. If the timer expires without undocking prematurely, the mission is complete
and the follower transitions back to a formation state to begin the mission again. Each of
the states are colour coded by the setpoint that is being commanded.
3.4 Rapid Development Process
Successful multi-vehicle experiments are difficult by nature because they require complex
algorithms to function in harmony upon layers of hardware, software, and other algorithms.
The complexity and necessary reliability is significantly amplified when we consider multiple
aerial vehicles, in turbulence, and in close proximity. To overcome these challenges, a well
defined development process is required. A single cycle of the iterative process generally
includes:
1. Algorithm implementation in simulation
2. Simulated performance analysis and debug
3. Conversion from simulation to embedded autopilot code
4. Validation of autopilot code and debug
5. Flight test
6. Post-flight data analysis
7. Algorithm refinement
Because many iterations are required, any efficiency increase in the process multiplies to
considerable acceleration of the overall system development. In pursuit of this, each step
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(a) The dual-UAV visualisation.
(b) The simulated IR marker positions in the
image frame. The top-left red circle and
smaller blue circle show the alignment of
the nose and drogue.
Figure 3.8 – Screen-shots from the dual-UAV simulation.
aside from flight testing was implemented in a MATLAB Simulink high-level graphical
environment. In addition to high fidelity simulation, embedded code is automatically gen-
erated from the simulation, which ensures that the algorithms running onboard the UAVs
are functionally equivalent to the algorithms that were simulated. This also means that
the embedded code verification is automatic. In addition to reducing the time consuming
embedded code conversion to a few mouse clicks, it avoids troublesome bugs that would
otherwise be inevitably introduced, when converting the code manually.
Central to this process is simulation, which is an invaluable tool because it allows algorithm
development, performance comparison, debugging and statistical analysis to occur oﬄine
in a repeatable environment where the ground truth is known. Our simulation was created
using MATLAB Simulink because it provides a level of abstraction higher than traditional
programming languages such as C/C++ or Java. The hierarchical and modular nature of
the graphical environment, coupled with standard interfaces, enables seamless integration at
a central location. This is particularly useful in a research environment where collaboration
is key and participation is dynamic. A screen-shot of the simulation is shown in Fig. 3.8,
which includes a visualisation of the aircraft and the simulated IR marker positions in the
image frame.
The two UAVs are each modelled with 6DOF nonlinear fixed wing equations of motion,
which are propagated at 100 Hz. The sensors are modelled using environmental and at-
mospheric models with white Gaussian noise, bias, and cross coupling. The GNSS model
also incorporates Gauss-Markov noise correlation and transport delay. The actuators are
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modelled with first-order time lag, saturation limits, and rate saturation limits. The vision
system was modelled with extrinsic and intrinsic parameter bias, white noise, latency, and a
random marker detection order. The air-to-air communications were modelled with packet
loss and latency.
An autopilot block implements the individual GNC algorithms that are detailed in Chap-
ter 4. An FFC block implements the vision-aided relative positioning and docking algo-
rithms in Chapters 5 and 6. Each of these blocks are configured to automatically generate
embedded code which is then compiled with the autopilot and FFC code. Videos detailing
the rapid development process can be found here and here.
3.5 Summary
One of the major contributions of this work is the experimental validation of the proposed
algorithms, in the field. This chapter first defined the problem, then introduced the large,
complex system that is used in the remainder of the thesis to flight test the algorithms.
Specific details pertaining to the major components of the hardware were provided and the
high-level algorithm architecture helped to visualise how the material in the subsequent
chapters fits into the overall system. Finally, the simulation and automatic code generation
pipeline for rapid algorithm deployment was introduced.

Chapter 4
UAV Autonomy
Before multi-UAV operations are possible, a single UAV must be able to operate au-
tonomously. To do this, the UAV must perceive its environment through its sensor measure-
ments, generate a plan to achieve a high-level objective then actuate the vehicle to execute
the plan. This chapter explains the algorithms that achieve autonomy, then verifies the
performance in 3D path following flight tests. Specifically, this includes a 17-state UKF to
estimate the vehicle’s state; a vector-based guidance strategy to follow a sequence of arcs
and straight line segments; and physics based controllers for low-level actuation.
4.1 Navigation
An estimate of a vehicle’s state, with respect to its environment, is obtained by fusing
sensor data with complementary characteristics in what is typically a recursive, two-step
process composed of prediction and update. The prediction stage propagates the system
using measured inputs and a dynamic model. Vehicle specific models can be used, but
instead, UAVs often implement standard inertial mechanisation equations which are driven
by the body frame three-axis acceleration and angular rates, measured by an IMU. State
update occurs using measurements from a GNSS receiver, magnetometers, and atmospheric
sensors, when new measurements are available. In this work, the augmented form of the
UKF provides the framework and each UAV implements its own instance. A UKF has
several advantages over the traditional EKF. It provides at least second-order nonlinear
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approximation as opposed to the first-order EKF, derivation of Jacobians are not necessary,
the filter is more robust to initial errors, and computation can occur in parallel.
The state x, comprises the position P = [X Y Z]T , velocity V = [VX VY VZ ]
T , and
wind Vw = [VwX VwY ]
T in the north-east-down navigation frame with the origin at the
geodetic position of the GCS, Porigin. The quaternion q = [q0 %]
T , describes the orientation
of the vehicle with respect to the navigation frame and forms the rotation matrix Cq, which
transforms from the body to navigation frame. aB and ωB are the accelerometer and gyro
measurement time varying biases.
x =
[
P V aB ωB Vw q
]T
(4.1)
The initial position is calculated relative to Porigin, using GNSS geodetic measurements
and the transformation in Section 2.5.1.1; the initial velocity is an average of the GNSS
velocity; and aB, ωB and Vw are assumed to initially be zero. The initial Euler orientation
is calculated using the accelerometer measurements a˜b = [a˜x a˜y a˜z]
T and magnetometer
measurements H˜b =
[
H˜x H˜y H˜z
]T
as shown in Eq. (4.2). First, the initial roll φˆ0 and
initial pitch θˆ0 are calculated, assuming the measured acceleration is purely gravitational.
The initial heading ψˆ0 is then calculated by de-rotating H˜b by φˆ0 and θˆ0, calculating the
heading with respect to magnetic north and correcting for the local magnetic declination
ψdeclination, which is determined using the World Magnetic Model (WMM).
φˆ0 = tan
−1
(
a˜y
a˜z
)
(4.2a)
θˆ0 = sin
−1
(
a˜x
‖gE‖
)
(4.2b)
ψˆ0 = tan
−1
(
−H˜y cos φˆ0 + H˜z sin φˆ0
H˜x cos θˆ0 + H˜y sin φˆ0 sin θˆ0 + H˜z cos φˆ0 sin θˆ0
)
+ ψdeclination (4.2c)
The remainder of this section introduces the prediction and update models that form the
basis of the multi-UAV relative state estimation in Section 5.1.
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4.1.1 Inertial Navigation
The vehicle state is propagated by the inputs u which are the accelerometer measurements
a˜b, gyro measurements ω˜b, and mean of the Gaussian white-noise processes that govern aB,
ωB and Vw. The process noise covariance Q is provided in Eq. (4.4).
u =
[
a˜b ω˜b waB wωB wVw
]T
(4.3)
Q = diag
[
σ2a˜b σ
2
ω˜b
σ2aB σ
2
ωB
σ2Vw
]
(4.4)
The downside to a quaternion attitude parametrisation in a UKF is that a unit-norm
cannot be guaranteed during propagation. To overcome this, a method described in [14] was
implemented. Here, qˆ is replaced with a three-dimensional generalised Rodrigues parameter
(GRP) vector δpˆ, to form xˆ. δpˆ represents attitude error and is initialised to zero. This
formulation has the added benefit of reducing the state dimensionality.
xˆ =
[
Pˆ Vˆ aˆB ωˆB Vˆw δpˆ
]T
(4.5)
The augmented form of the unscented transform can now occur by first concatenating xˆ
and u and their respective covariance, P and Q as shown in Eq. (4.6). The augmented form
with concatenated process noise has been shown to yield improved performance compared
to the non-augmented form [102], at the expense of additional computation. The matrix of
sigma points χk−1, is then formed by perturbing concatenated copies of xˆak−1 by the root
of Pak−1, scaled by κ. κ is chosen such that κ = λ−Dxa where Dxa is the dimension of xˆa.
We set λ to 3 as per [41].
xˆa =
xˆ
u
 Pa =
 P 017×14
014×17 Q
 (4.6)
χk−1 =
[
xˆak−1 xˆ
a
k−1 +
√
κPak−1 xˆ
a
k−1 −
√
κPak−1
]
(4.7)
Each sigma point in χk−1 is split into its components
42 Chapter 4. UAV Autonomy
χk−1(i) =

χxˆk−1(i)
χδpˆk−1(i)
χuˆk−1(i)
 , i = 0, 1, ..., 2Dxa (4.8)
Before χk−1 can be propagated, each χ
δp
k−1 must be converted back to a quaternion parametri-
sation and then used to perturb the current quaternion estimate qˆk−1. First, the error
quaternions δqk−1(i) =
[
δq0k−1(i) δ%k−1(i)
]T
are found using Eq. (A.6).
δq0k−1(i) =
−a
∥∥∥χδpˆk−1(i)∥∥∥2 + f
√
f2 + (1− a2)
∥∥∥χδpˆk−1(i)∥∥∥2
f2 +
∥∥∥χδpˆk−1(i)∥∥∥2 , i = 0, 1, ..., 2Dxa (4.9a)
δ%k−1(i) = f−1(a+ δq0k−1(i))χ
δpˆ
k−1(i), i = 0, 1, ..., 2Dxa (4.9b)
The sigma point quaternions χqˆk−1, are then calculated by perturbing the current estimate
by the error quaternions.
χqˆk−1(i) = δqk−1(i)⊗ qˆk−1 i = 0, 1, ..., 2Dxa (4.10)
χqˆk−1 then replaces χ
δpˆ
k−1 to form χ
q
k−1. Note the subtle difference between χ
q
k−1 and χ
qˆ
k−1,
where χqˆk−1 is a component of χ
q
k−1.
χqk−1(i) =

χxˆk−1(i)
χqˆk−1(i)
χuˆk−1(i)
 , i = 0, 1, ..., 2Dxa (4.11)
Each of the sigma points are then propagated by
χk(i) = f
[
χqk−1(i), k
]
, i = 0, 1, ..., 2Dxa (4.12)
where f [xk, k] are the discrete inertial navigation mechanisation equations in Eq. 4.13.
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f [xˆk, k] =

Pˆk
Vˆk
ωˆBk
aˆBk
Vˆwk
qˆk

=

Pˆk−1 + Vˆk∆t
Vˆk−1 +
[
CTqˆk a˜− (2ωnie + ωnen)× Vˆk−1 + gE
]
∆t
ωˆBk−1 +wωB
aˆBk−1 +waB
Vˆwk−1 +wVw
qˆk−1 ⊗∆qk

(4.13)
Pˆ and Vˆ are propagated with a first-order Euler integration over the timestep ∆t, where gE
is the Earth gravity vector in the navigation frame and a˜ are the bias corrected accelerometer
measurements
a˜ = a˜b − aˆBk (4.14)
ωnie is the rotation of Earth in the navigation frame which we assume is fixed, so ω
n
en is a
zeros vector. The quaternion propagation is discretised to a quaternion rotation ∆qk
∆qk =
 cos (12 ‖ω˜‖∆t)
sin
(
1
2 ‖ω˜‖∆t
)
ω˜
‖ω˜‖
 (4.15)
where ω˜ are the bias corrected gyro measurements
ω˜ = ω˜b − Cqˆk(ωnie + ωnen)− ωˆBk (4.16)
aB, ωB and Vw are modelled as zero-mean Gaussian processes, represented by waB , wωB
and wVw respectively. wa and wω are the accelerometer and gyro measurement noise terms.
A full derivation of the INS mechanisation equations can be found in [70].
Before the predicted mean and covariance can be calculated, the quaternion component of
the propagated sigma points χqˆk , must be converted back to the GRP representation. First,
the propagated error quaternions δqk are calculated.
δqk(i) = χ
qˆ
k(i) ⊗
[
χqˆk(0)
]−1
, i = 0, 1, ..., 2Dx (4.17)
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Then the GRP component of the propagated sigma points is calculated in Eq. (4.18), where
δqk(i) = [δq0k(i) δ%k(i)]
T . The matrix of propagated sigma points is then reconstructed
as per Eq. (4.19).
χδpˆk (i) = f
δ%k(i)
a+ δq0k(i)
, i = 0, 1, ..., 2Dx (4.18)
χk(i) =

χxˆk(i)
χδpˆk (i)
χuˆk (i)
 , i = 0, 1, ..., 2Dxa (4.19)
The UKF predicted mean and covariance can now be calculated using Eqs. (4.20) and (4.21)
as per [14]. If desired, the current quaternion prediction, qˆ−k , can be calculated using
Eqs. (4.9) and (4.10).
xˆ−k =
1
κ
{
λχk(0) +
1
2
2Dxa∑
i=1
χk(i)
}
(4.20)
P−k =
1
κ
{
λ[χk(0)− xˆ−k ][χk(0)− xˆ−k ]T +
1
2
2Dxa∑
i=1
[χk(i)− xˆ−k ][χk(i)− xˆ−k ]T
}
(4.21)
4.1.2 State Correction
GNSS, atmospheric, and magnetic measurements update the state estimate, but require
preprocessing. First, GNSS geodetic measurements are converted to the navigation frame
using the transformation in Section 2.5.1.1. A heading measurement ψ˜, is calculated from
the observed magnetic vector using the same method that was used to calculate ψˆ0 in
Eq. (4.2), albeit with φˆk and θˆk. A magnetic update only occurs when Vˆ
gnss is low, to avoid
magnetic distortions introducing errors when ψ is observable.
The measured MSL altitude h˜, is calculated using the barometric pressure p˜sta. First, the
MSL pressure pmsl, is estimated in Eq. (4.22) where p˜sta0 is the initial pressure at the initial
MSL height h˜0, as observed by the GNSS. Finally, h˜ is determined in Eq. (4.23), where
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Table 4.1 – The ISA constants.
Parameter Description Value
L temperature lapse rate 0.0065 K/m
T0 MSL standard temperature 288.15 K
M molar mass of dry air 0.0289644 kg/mol
R universal gas constant 8.31447 J/(mol · K)
L, T0,M and R are the International Standard Atmosphere (ISA) constants provided in
Table 4.1.
pmsl = p˜sta0
(
1− Lh˜0
T0
)−‖gE‖M
RL
(4.22)
h˜ =
T0
L
(
1−
(
p˜sta
pmsl
) RL
‖gE‖M
)
(4.23)
For each measurement update, each sigma point is transformed through the observation
model to obtain the expected measurement. For this step, we may use the existing propa-
gated sigma point matrix γk or resample the sigma points using xˆ
−
k . The predicted mean
and covariance may also be augmented with the measurement noise. Recommendations
from a study in [103] state that the non-augmented form is favourable for additive mea-
surement noise and that resampling improves performance, particularly in applications with
large state modelling biases or huge manoeuvres, at the expense of computation. Although
our experiments did not show a significant performance difference, we shall resample using
the non-augmented form to demonstrate the method. First, we construct the resampled
matrix of sigma points, χ−k , using the predicted mean, predict covariance and κ = 3−Dx.
χ−k =
[
xˆ−k xˆ
−
k +
√
κP−k xˆ
−
k −
√
κP−k
]
(4.24)
χ−k (i) =
 χxˆ−k (i)
χδpˆ
−
k (i)
 , i = 0, 1, ..., 2Dx (4.25)
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The GRP component of χ−k must now be converted to the quaternion form, χ
qˆ−
k using
Eqs. (4.26) and (4.27).
δq−0k(i) =
−a
∥∥∥χδpˆ−k (i)∥∥∥2 + f
√
f2 + (1− a2)
∥∥∥χδpˆ−k (i)∥∥∥2
f2 +
∥∥∥χδpˆ−k (i)∥∥∥2 , i = 0, 1, ..., 2Dx (4.26a)
δ%−k (i) = f
−1(a+ δq0(i))χ
δpˆ−
k (i), i = 0, 1, ..., 2Dx (4.26b)
χq−k (i) = δq
−
k (i)⊗ qˆ−k i = 0, 1, ..., 2Dx (4.27)
Where δq−k (i) =
[
δq−0k(i) δ%
−
k (i)
]T
. The result replaces χδpˆ−k to form χ
qˆ−
k as per.
χq−k (i) =
χxˆ−k (i)
χqˆ
−
k (i)
 , i = 0, 1, ..., 2Dx (4.28)
The matrix of resampled sigma points is then transformed through each of the measurement
observation models sequentially to obtain the expected measurements, γk.
γk(i) = h
[
χq−k (i), k
]
, i = 0, 1, ..., Dx (4.29)
The observation model in Eq. (4.30) is used when GNSS measurements are available,
Eq. (4.31) is used when atmospheric measurements are available, and Eq. (4.32) is used
when magnetometer measures are available, but Vˆ gnss is low. Pant is the position of the
GNSS antenna in the body frame and ρ is the local air density, as determined by the ISA
equation.
hgnss [xˆk, k] =
Pˆ gnssk
Vˆ gnssk
 =
 Pˆk + CqˆkPant
Vˆk + Cqˆk (ω˜ × Pant)
 (4.30)
hpressure [xˆk, k] =
 hˆk
pˆdynk
 =
 horigin − Zˆk
1
2 ρ
∥∥∥Vˆk − Vˆwk∥∥∥2
 (4.31)
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hmag [xˆk, k] = ψˆk = arctan 2
(
2(qˆ0qˆ3 + qˆ1qˆ2)
1− 2(qˆ22 + qˆ23)
)
(4.32)
The mean observation yˆ−k , the output covariance P
yy
k , and cross-correlation P
xy
k , are calcu-
lated using Eqs. (4.33) to (4.35) respectively, as per [14], where R is the sensor covariance.
yˆ−k =
1
κ
{
λγk(0) +
1
2
2Dx∑
i=1
γk(i)
}
(4.33)
Pyyk =
1
κ
{
λ[γk(0)− yˆ−k ][γk(0)− yˆ−k ]T +
1
2
2Dx∑
i=1
[γk(i)− yˆ−k ][γk(i)− yˆ−k ]T
}
(4.34)
Pxyk =
1
κ
{
λ[χ−k (0)− xˆ−k ][γk(0)− yˆ−k ]T +
1
2
2Dx∑
i=1
[χ−k (i)− xˆ−k ][γk(i)− yˆ−k ]T
}
(4.35)
Pvvk = P
yy
k +R (4.36)
Then, the Kalman gain is calculated in Eq. (4.37) and a Kalman update of the estimated
mean and covariance is performed in Eq. (4.38) and Eq. (4.39) respectively. Finally, qˆk is
calculated using Eqs. (4.9) and (4.10) before δpk is reset to zero.
Kk = P
xy (Pvv)−1 (4.37)
xˆ+k = xˆ
−
k +Kk
(
y˜k − yˆ−k
)
(4.38)
P+k = P
−
k −KkPvvk KTk (4.39)
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4.2 Guidance
The guidance module translates high-level mission objectives and an estimate of the vehicle’s
state to low-level controller commands. In a single UAV mission, this may include planning
and following a path, whereas a multi-UAV formation mission may include rendezvous and
formation flight.
The proposed guidance is composed of two parts: calculation of a desired or setpoint state,
and the formulation of low-level commands to minimise the error between the current state
and the setpoint state. The first part is specific to the mission objective, which in this
section is a path following task, but in subsequent sections will be rendezvous, formation
flight and docking. The guidance strategy to minimise the state error is general to all phases
of the mission.
This section begins by defining the path that the leader UAV shall follow, then the setpoint
state is determined and low-level commands are formulated. Flight test results in Section 4.5
demonstrate the algorithm being used to follow a 3D path in significant wind.
4.2.1 Path Definition
The UAV’s desired path is defined as a sequence of arc and straight line pairs with a mini-
mum arc radius, to satisfy the nonholonomic constraints of a fixed-wing aircraft. Although
Dubins paths [23] consist of the same geometric primitives, they are designed to be the
minimum length path between two position and heading configurations for a nonholonomic
Dubins vehicle, given a minimum turn radius. This path definition differs by allowing any
turn radius, so the path length is not necessarily the shortest.
The path is parametrised by a set of alternating tangents and arcs that connect a sequence
of circles. The length of each arc could be zero to define a purely linear path, or each straight
line could have zero length for an exclusively curved path. The parametrisation is illustrated
in Fig. 4.1a, where each circle has a centre point Pn, a radius rPn and turn direction which
is either a clockwise or counter-clockwise. The beginning and end of each arc, labelled as
segment dividers in Fig. 4.1a, also has an altitude, with linear interpolation between these
points. Figure 4.1a in 3D is shown in Fig. 4.1b where the path colour indicates the altitude
AGL.
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(a) A 2D view of the path.
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(b) A 3D view of the path, colour coded by altitude AGL.
Figure 4.1 – Parametrisation of a closed path. The path is defined as the set of alternating
tangents and arcs that connect a sequence of circles. Each circle has a centre point Pn,
a radius rPn and turn direction. A 3D parametrisation adds an altitude at the beginning
and end of each arc, with linear interpolation between.
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Figure 4.2 – A more complex 3D path, colour coded by altitude AGL. The circles and segment
dividers are also shown.
Table 4.2 – The more complex 3D path parameters.
X (m) Y (m) Direction r (m) Altitude AGL (m)
P1 -203.3 -252.1 CW 160 210.8→80.0
P2 -89.3 5.4 CCW 80 104.9→131.4
P3 150.0 259.8 CW 120 179.8→280.0
P4 33.7 38.3 CCW 80 280.0→256.7
More complex paths can be constructed by adding and varying the parameters. An example
is shown in Fig. 4.2 and the corresponding path parameters are in Table 4.2. The paths
that the leader is commanded to follow in subsequent sections are fairly benign racetrack
shapes with long straight segments and semi circle turns. This is to limit the range to the
GCS and to avoid being evasive, rather than uncooperative.
4.2.2 Path Following Setpoint
The desired state to follow the path is composed of a position Ps = [Xs Ys Zs]
T , a
velocity Vs = [VsX VsY VsZ ]
T and an acceleration. Ps is defined as the closest point on
the path to the current position P ; Vs is a desired airspeed in the direction of the tangent
to the path at Ps; and the acceleration is related to the curvature, or the reciprocal of the
radius of the path at Ps, as shown in Fig. 4.3.
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Figure 4.3 – The setpoint position Ps, is the closest point on the path to the current position
P . The horizontal component of the setpoint velocity Vs, is the desired path following
inertial velocity in the direction of the tangent at Ps. The vertical component of Vs is
calculated using a lookahead position PLA, which is a distance tLA ‖V ‖ ahead, where tLA
is a lookahead time. The heading rate command is the derivative of the change in heading
between Vs and VLA. The colour of the path indicates the altitude.
Given the nature of our parametrisation, the curvature is discontinuous. To smooth the
transition between line segments and arcs, a lookahead point PLA is defined as a point
on the path, a time tLA ahead, assuming the current inertial velocity is maintained. The
vertical component of Vs is then
VZs =
ZLA − Zs
tLA
(4.40)
The tangent at PLA is used to smooth the setpoint heading rate command ψ˙s. This is
simply the derivative of the angle between Vs and VLA, about the z-axis, defined as ψLA→s.
Subscript XY refers to the X − Y component of the vector. The symbol · denotes a dot
product.
ψLA→s = arctan 2
(
VsXY × VLAXY
VsXY · VLAXY
)
(4.41)
ψ˙s =
ψLA→s
tLA
(4.42)
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Figure 4.4 – A 2D depiction of the vector guidance used to transition to, and maintain, a
setpoint state. To simplify the diagram, wind is assumed zero, the current and setpoint
velocities are equivalent and KPXY = 1.
4.2.3 Vector Guidance
A deterministic, vector-based guidance strategy was developed to minimise the error be-
tween the setpoint state Ps and Vs and the current state P and V by commanding platform
specific, low-level controller commands. In the context of fixed-wing UAVs, these commands
are bank angle φcmd for lateral control, airspeed vacmd for longitudinal control and vertical
velocity VZcmd for vertical control.
Vector guidance is decoupled from the objective specific setpoint formulation so that it
can be used throughout all phases of the mission, including path following, rendezvous,
formation flight and docking. The path following setpoint formulation was presented in the
preceding section, rendezvous and formation flight setpoint formulation will be described
in Section 5.4, and setpoint formulation for terminal docking guidance can be found in
Section 6.3.
The fundamental strategy that is depicted in Fig. 4.4, is to define a commanded velocity
vector Vcmd, that incorporates a closing velocity to minimise the position error, and the
setpoint velocity Vs, that is to be maintained at Ps. The commanded rotation rate of Vcmd
is defined as ψ˙Vcmd , to maintain the setpoint state during turns. The low-level commands
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are formulated to align the magnitude and direction of the vehicle’s current velocity vector
with the commanded velocity vector.
Two forms of the lateral guidance are proposed. The first is formulated in terms of inertial
velocity and the second in terms of air-relative velocity. The advantage of the inertial
formulation is that it is immune to vehicle sensor misalignment. The disadvantage is that
the response to control inputs is more latent. The air-relative velocity formulation has a
faster response, but there tends to be steady-state position bias when even minor sensor
misalignment is present in either vehicle as shown in Section 5.3.1. When these errors are
insignificant or compensated for, as in Section 5.1, the air-relative formulation is preferred.
Figure 4.4 depicts this strategy. For clarity, it is a simplified scenario with zero wind so
V = Va, Vcmd = Vacmd and Ψ = ψ. Further, KPXY = 1 so Vs|ccmd = Ps − P and Vs = V so
Vcmd = Vs|ccmd + Vs. It should be noted that vacmd is a scalar.
First, the position of the setpoint, with respect to the current position Ps|c, is calculated in
Eq. (4.43). In subsequent sections, these terms will be formulated in terms of the more ac-
curate vision-aided relative position estimate. Ps|c is used to define a closing velocity Vs|ccmd ,
to minimise Ps|c, using separate horizontal and vertical gains KPXY and KPZ respectively.
The operator ◦ denotes element-wise multiplication.
Ps|c = Ps − P (4.43)
Vs|ccmd = P˙s|ccmd = Ps|c ◦

KPXY
KPXY
KPZ
 (4.44)
The commanded velocity vector Vcmd is calculated in Eq. (4.45) by combining the differ-
ence between the commanded closing velocity Vs|ccmd and the current closing velocity Vs|c,
with the setpoint velocity that is to be maintained at Ps. Again, subsequent sections will
reformulate these quantities to be in terms of the more accurate vision-aided relative ve-
locity estimate from Section 5.1. The low-level commanded vertical velocity VZcmd , is the z
component of Vcmd.
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Vcmd = Vs|ccmd + Vs|c + Vs
= Vs|ccmd + Vs − V + Vs
= Vs|ccmd + 2Vs − V
(4.45)
Since the formation guidance is formulated in the inertial frame, but the UAV operates
in the wind frame, Vcmd must be corrected for wind to form the commanded airspeed
vector Vacmd .
Vacmd = Vcmd − Vw (4.46a)
= Vcmd − V + Va (4.46b)
Where wind is the airspeed vector subtracted from the inertial velocity vector, as per the
wind triangle in Section 2.6. The commanded airspeed vacmd is then the scalar projection
of Vacmd in the direction of the current airspeed Va
vacmd = Vacmd ·
Va
‖Va‖ (4.47)
The scalar projection is used instead of ‖Vacmd‖ to account for the difference in direction of
Vacmd and Va. Consider a situation where the aircraft is positioned directly in front of Ps,
Vs and Va are parallel, and ‖Vacmd‖ = ‖Vs‖. The ideal action would be to fly backward, in
the direction of Vacmd while maintaining the current heading. For a fixed-wing aircraft this
would mean targeting a minimum airspeed. If vacmd = ‖Vacmd‖ = ‖Vs‖, the aircraft would
maintain its position ahead of Ps. Instead, projecting Vacmd in the direction of Va would
yield va < 0 and the aircraft’s minimum airspeed would be set.
4.2.3.1 Inertial Velocity Formulation
The aim of the lateral component of the guidance is to align the current velocity vector
with the commanded velocity vector and then to maintain the alignment. This is done by
minimising the signed angle δΨ, which is between Vcmd and V , then maintaining a setpoint
rotation rate. δΨ is calculated using the X − Y components of Vcmd and V .
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δΨ = arctan 2
(
VcmdXY × VXY
VcmdXY · VXY
)
(4.48)
Then the setpoint, or feedforward rotation rate Ψ˙Vcmd , is computed to maintain alignment.
This is the rotation rate of Vcmd and is calculated by projecting the rotation rate Ψ˙s of Vs,
onto Vcmd.
Ψ˙Vcmd = Ψ˙s
(
Vs · Vcmd
Vcmd · Vcmd
)
(4.49)
An inertial heading rate command Ψ˙cmd is then calculated as the aggregate of Ψ˙Vcmd , and
the product of δΨ and a lateral gain KPΨ .
Ψ˙cmd = δΨKPΨ + Ψ˙Vcmd (4.50)
A bank angle command φcmd is then calculated using a setpoint heading rate, airspeed and
gravity as shown in Eq. (4.51). However Ψ˙cmd is in the inertial frame, so Eq. (4.51) must
be combined with Eq. (5.23) to convert back to the wind frame and form Eq. (4.52).
φ = tan−1
(
‖Va‖ ψ˙
‖gE‖
)
(4.51)
φcmd = tan
−1
(
‖V ‖ Ψ˙cmd
‖gE‖ cos (ψ −Ψ)
)
(4.52)
4.2.3.2 Air-relative Velocity Formulation
The air-relative velocity formulation begins by calculating the signed angle δψ, which is
between the X−Y components of the commanded air-relative velocity vector VacmdXY , and
the current airspeed VaXY .
δψ = arctan 2
(
VacmdXY × VaXY
VacmdXY · VaXY
)
(4.53)
The setpoint inertial velocity Vs is then transformed to the wind frame.
56 Chapter 4. UAV Autonomy
Vas = Vs − Vw (4.54a)
= Vs − V + Va (4.54b)
Then a setpoint, or feedforward rotation rate ψ˙Vacmd is computed to maintain alignment.
This is the rotation rate of Vacmd and is calculated by projecting the rotation rate ψ˙s of Vas ,
onto Vacmd .
ψ˙Vacmd = ψ˙s
(
Vas · Vacmd
Vacmd · Vacmd
)
(4.55)
A heading rate command ψ˙cmd is then calculated as the aggregate of ψ˙Vacmd and the product
of δψ and a lateral gain KPψ .
ψ˙cmd = δψKPψ + ψ˙Vacmd (4.56)
The bank angle command φcmd is calculated using the commanded rotation rate, the current
airspeed, and gravity.
φcmd = tan
−1
(
‖Va‖ ψ˙cmd
‖gE‖
)
(4.57)
4.3 Control
At this point, an estimate of the UAV’s state has been calculated in Section 4.1, and low-
level roll, airspeed and vertical velocity commands have been calculated in Section 4.2,
to achieve a path following objective. This section introduces the fixed-wing controllers
that calculate appropriate control surface deflections and throttle settings about the trim
condition, to converge to the commands, given the current estimate of the state. Although
control is an essential component, it is not the focus of this work so the description will be
brief. Flight test results that evaluate the response of each controller are provided in the
Section 4.4.
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4.3.1 Lateral Control
The aircraft’s roll angle φ, is controlled by aileron and rudder deflection, δa and δr respec-
tively. First, the commanded roll rate φ˙cmd, is calculated using a proportional controller on
the roll error.
φ˙cmd = KPφ (φcmd − φ) (4.58)
The aileron deflection is composed of a feedforward component and integrator on the roll
rate error, with gain KIφ . The feedforward component models the required deflection for
φ˙cmd, given the wingspan bW , and the airspeed. The current roll rate φ˙ is the transformation
of the body rate ω˜, through the attitude as per Eq. (4.60). The aileron effectiveness τa, is
defined as the partial derivative in Eq. (4.61).
δa =
φ˙cmd bW
2 ‖Va‖ τa +KIφ
∫
(φ˙cmd − φ˙).dt (4.59)
φ˙ = ω˜p + ω˜q sinφ tan θ + ω˜r cosφ tan θ (4.60)
τa =
∂φ˙
∂δa
bW
2 ‖Va‖ (4.61)
Rudder control is often used to correct sideslip and maintain a coordinated turn, however
in this work, the rudder was deflected as a ratio of the aileron deflection.
δr = KPr δa (4.62)
4.3.2 Longitudinal Control
Elevator deflection angle δe, and throttle percentage δt, control the altitude and airspeed of
the vehicle. Proportional controllers generate an airspeed rate command v˙acmd , a vertical
velocity command VZcmd , and vertical acceleration command AZcmd , as a function of the
altitude error, vertical velocity error and airspeed error, respectively, in Eqs. (4.63) to (4.65).
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If desired, each of these commands can be set individually. The proportional gain KPZ , for
the altitude controller is shared with Eq. (4.44).
v˙acmd = KPVa (vacmd − ‖Va‖) (4.63)
VZcmd = KPZ (Zcmd − Z) (4.64)
AZcmd = KPVZ (VZcmd − VZ) (4.65)
The elevator controls AZcmd , and hence the altitude and vertical velocity. Elevator is often
used to control airspeed too, particularly for stall protection and during unpowered flight.
In this work, precise altitude control is the primary concern so the elevator is used for
this exclusively. First, AZcmd is corrected for gravity and the vehicle’s attitude to form the
body-z acceleration command azcmd .
azcmd =
Azcmd +
∥∥gE∥∥
cosφ cos θ
(4.66)
The elevator deflection is calculated as the aggregate of a feedforward component and an
integrator on the z acceleration error in the body frame, with gain KIaz . The feedforward
component calculates the difference between the lift coefficient CL, to maintain azcmd and
the lift coefficient when δe = 0. The elevator effect τe in Eq. (4.68) maps this difference to
δe. m is the mass of the aircraft.
δe =
m
(
azcmd −
∥∥gE∥∥)
pdyn SW
1
τe
+KIaz
∫
(azcmd − az) .dt (4.67)
τe =
∂CL
∂δe
(4.68)
Throttle control uses a total power strategy to balance the power leaving the system ki-
netically and gravitationally, with the power entering the system through the motor. The
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Table 4.3 – Default fixed-wing controller gains.
Parameter Description Default value
KPφ Roll error to roll rate command 1.0
KIφ Roll rate error integrator gain 0.015
KPr Aileron deflection to rudder deflection 0.0
KPZ Altitude error to vertical velocity command 0.4
KPVZ Vertical velocity error to vertical acceleration command 1.0
KPVa Airspeed error to airspeed rate command 0.2
KIE˙ Power error integrator gain 0.1
KIaz Body-z acceleration error integrator gain -0.03
commanded power or energy rate E˙cmd, is calculated as the sum of the derivatives of the
kinetic energy and gravitational energy equations.
E˙cmd = m
(
vacmd v˙acmd + VZcmd
∥∥gE∥∥) (4.69)
The current power E˙, is calculated in a similar way.
E˙ = m
(
‖Va‖ ˙‖Va‖+ VZ
∥∥gE∥∥) (4.70)
The total power requirement is then the sum of the commanded power and an integrator
on the power error, with gain KIE˙ . Finally, the required power is normalised by the motor’s
maximum power supply E˙max, to form the throttle percentage setting δt.
δt =
E˙cmd +KIE˙
∫ (
E˙cmd − E˙
)
.dt
E˙max
(4.71)
4.3.3 Controller Tuning
Minimal controller tuning was required, with most controller gains remaining at the defaults
in Table 4.3. The exception is τa and τe which were determined by post-flight data analysis.
The other gains were tolerant to a wide range of values and simulation showed that they
were also applicable to other fixed-wing platforms.
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Figure 4.5 – Lateral control flight test data. The black dashed trace is the commanded roll
and the blue trace is the estimated roll.
4.4 Flight Test: Low Level Control
The performance of each of the low-level controllers was validated empirically in single UAV
flight tests. In each case, the command was adjusted and the feedback recorded.
The lateral control response is shown in Fig. 4.5, where the black dashed trace is φcmd and
the blue trace is φˆ. Data from over 17 minutes of flight are displayed in Fig. 4.5a, which
has an root mean square (RMS) error of 0.96◦. Data from 30 seconds of a more aggressive
turn is shown in Fig 4.5b. The faster, more aggressive command has increased the RMS
error to 2◦, which is due to a non-instantaneous response.
The response of the altitude controller is shown in Fig. 4.6 where the black dashed trace is
the commanded altitude AGL, and the blue trace is the estimated altitude AGL. Figure 4.6a
shows the response during the same 17 minute period of flight as Fig. 4.5a, where a constant
altitude of 80 m was commanded while flying a racetrack pattern. The altitude controller
had an RMS error of 0.27 m which includes sudden changes in altitude which are due to
docking manoeuvres removing a large portion of the drag force, instantaneously. These are
most notable at ≈170 s, ≈395 s and ≈700 s. This particular log is shown to demonstrate the
controller responding to step changes in drag which are approximately 40 % of the vehicle’s
total drag.
The response to step changes in the altitude command is shown in Fig. 4.6b. In decent the
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Figure 4.6 – Altitude control flight test data. The black dashed trace is the commanded
altitude AGL and the blue trace is the estimated altitude AGL
response is well damped and in the ascent there is an overshoot of 10 %. The rise time is
governed by the vertical velocity saturation limit which is ±3 m/s.
The airspeed controller response during the same 17 minute segment of flight is shown in
Fig. 4.7a. The command is set at a constant 14 m/s and yields an RMS error of 0.16 m/s.
Again, sudden changes in airspeed are due to docking manoeuvres removing a large portion
of the drag force, instantaneously. Figure 4.7b shows the airspeed control response to a
dynamic command. The RMS error is slightly higher, at 1.6 m/s, due to expected latency
in the response. The airspeed is limited to a minimum of 11 m/s.
4.5 Flight Test: 3D Path Following
A series of path following flight tests were undertaken to test the entire single UAV GNC
algorithm, in wind and in both 2D and 3D. Although this is a single UAV path following
task, the performance must be evaluated because the vector guidance and low-level control
is used in all phases of the mission.
The first path was a 610×160 m racetrack shape at a fixed altitude of 80 m, as shown in
Figs. 4.8a and 4.8b. During the flight, there was a cross wind with an average speed of 17.8
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Figure 4.7 – Airspeed control flight test data. The black dashed trace is the commanded
airspeed and the blue trace is the estimated airspeed.
km/h, which is approximately 30–40 % of the vehicle’s cruise airspeed. Both vector guid-
ance and a popular nonlinear path following algorithm, proposed by Park et al. [67], were
implemented for comparison. The accuracy of each algorithm was measured by calculating
the X-Y RMS position error between each point on the flight path and the closest point
on the flight plan, which is the lateral error. This yielded an RMS error of 7.63 m for the
nonlinear guidance and 1.54 m for the vector guidance. Both algorithms yielded repeatable
and stable performance with a wide range of parameter values. Gains of KPXY = 1.0,
KPZ = 0.4 and KPψ = 0.5 were selected for the vector guidance and a lookahead distance
of 60 m was selected for the nonlinear algorithm.
The second path, shown in Figs. 4.9a and 4.9b, was a 620×120 m racetrack shape with
variable altitude between 80 m AGL and 110 m AGL. The path consists of a 30 m ascent
through the first turn; a straight segment at constant altitude; then a linear descent through
the second turn; and second straight segment, back to the beginning. During the flight there
was a cross wind with an average speed of 18.1 km/h and maximum speed of 25.0 km/h.
The wind direction is indicated by the arrow in each figure.
The path’s vertical profile and vector guidance response is shown in the top axes of Fig. 4.10.
The altitude profile is tracked well, except for a consistent overshoot of approximately 3–4 m
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 Avg wind speed: 17.8 kmh-1 (33.0 %)
Max wind speed: 22.3 kmh-1 (41.4 %)
(a) Google Earth view of the data with the racetrack shaped intended path in white. The wind
speed as a percentage of the aircraft’s cruise airspeed is shown in brackets.
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Figure 4.8 – Path following flight test data comparing Park’s nonlinear method in cyan with
the vector guidance in yellow. During the flight, the average wind speed was 17.8 km/h,
maximum wind speed was 22.3 km/h and the wind’s direction is indicated by the arrow.
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 Avg wind speed: 18.1 kmh-1 (33.5 %)
Max wind speed: 25.0 kmh-1 (46.3 %)
(a) Google Earth view of the flight with the intended path in white. The wind speed as a percentage
of the aircraft’s cruise airspeed is shown in brackets.
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(b) A 2D view with the intended path in dashed black. The RMS position error was
1.55 m in the X-Y plane and 1.31 m in the Z direction.
Figure 4.9 – 3D path following flight test data with the vector guidance path in cyan. The 3D
racetrack shaped path consists of a steep ascent during one of the turns, a level straight,
then gradual ascent back to the beginning. The average wind speed was 18.1 km/h,
maximum wind speed was 25.0 km/h and the wind’s direction is indicated by the arrow.
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Figure 4.10 – The altitude command and response during 3D path following, and the error
in the X-Y plane and Z direction. The RMS error in the X-Y plane and Z direction was
1.55 m and 1.31 m respectively. The consistent overshoot in altitude of approximately 3 m
is due to the steep 30 m climb then quick change in gradient. It should be noted that the
increase in X-Y error at ≈280 seconds and ≈390 seconds were due to a sudden increase in
wind speed.
immediately after the 30 m ascent. The overshoot is due to the instantaneous change in
gradient and could be reduced by increasing the lookahead time. The middle and bottom
axes show the position error in the X-Y plane and in the Z direction, which have an RMS
error of 1.55 m and 1.31 m, respectively. It is clear that the major component of the vertical
RMS error is the overshoot and it is worth noting that the increase in X-Y error at ≈280 s
and ≈390 s is due to a sudden increase in wind speed.
The 3D vector guidance performed well when implemented for path following, achieving a
lateral error of less than one drogue diameter (0.34 m) 25 % of the time. This is partic-
ularly notable given that the wind was 30–40 % of the vehicle’s airspeed and the ascents
were aggressive. The vertical position error was degraded primarily by the overshoot but
performed well when following linear altitude profiles. The large improvement in accuracy
over the nonlinear guidance method is likely because it only considers a lookahead point
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on the path, whereas the vector guidance considers the closest point and hence the lateral
position error. The nonlinear guidance also does not consider the curvature of the path,
only the position of the lookahead point with respect to the current state.
4.6 Summary and Discussion
This chapter has described the complete GNC algorithms that allow a fixed-wing UAV to
autonomously follow a sequence of arcs and straight line segments, in 3D, from sensor input
to actuator output. To ensure applicability to small UAVs, wind has been estimated then
accounted for within the vector guidance. Flight tests in significant wind have shown the
controllers maintaining setpoint bank angle, airspeed and altitude commands with sufficient
performance to proceed to multi-UAV autonomy.
The vector guidance displayed good path following performance in wind, yielding a 1.54 m
RMS lateral position error which is similar to the 1.6 m accuracy reported in [67] for
Park’s nonlinear guidance when following a circular path. However, our own experiments
with the racetrack pattern yielded a 7.63 m RMS error for the nonlinear guidance. The
substantial difference is likely due to the vector guidance considering the path curvature
explicitly, whereas the nonlinear guidance does not. This would allow the vector guidance to
compensate for a change in curvature between straight and curved segments faster than the
nonlinear guidance. Further, the nonlinear guidance uses a single lookahead point so it has
no notion of the cross track error, whereas the vector guidance does. The discontinuous turn
rate during arc to line transitions could be solved using clothoids, which linearly increase
curvature [29], at the expense of additional complexity.
Chapter 5
Relative Positioning
In the previous chapter, the GNC algorithms that enable autonomy for a single UAV were
presented. This chapter builds upon these algorithms by introducing a second UAV, where
the aim is to develop a relative guidance and navigation system that can rendezvous the
vehicles from an arbitrary starting configuration, then provide sufficient accuracy for sus-
tained close formation flight. The system shall be able to operate reliably in an uncertain
outdoor environment at all times of the day. By the end of the chapter, the relative po-
sitioning performance will enable the drogue to be observed in preparation for a docking
attempt.
To do this, precise air-to-air LOS measurements from an IR vision system aid the onboard
sensors to accurately estimate the leader-follower relative state, within a UKF. Problems
due to sensor misalignment are identified and dealt with, through in-situ calibration. A
correspondence determination algorithm is able to correctly identify the IR observations,
while rejecting spurious measurements. The desired formation relative position is then
augmented to account for leader turn dynamics and wind. Finally, each of the algorithms
that are proposed in this chapter, and the last, are validated through vision-aided rendezvous
and close formation flight tests at separation distances as close as 4 m.
5.1 Relative Navigation
A vision-aided, relative navigation UKF estimates the relative state between two dynamic
vehicles, operating in a dynamic outdoor environment with IR interference. Our approach
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JPEG
Figure 5.1 – An algorithmic overview of the vision system work flow and how it integrates with
the relative and individual vehicle UKFs. The colours indicate the physical separation in
hardware.
uses vision as an aid for the onboard sensors, rather than as the primary sensor. This
architecture allows accuracy to be maintained during momentary visual outages and to
degrade gracefully during extended outages.
An overview of the algorithm is provided in Fig. 5.1. At the centre is the UKF that is
described in this section. The estimator inputs are the attitude quaternion, as estimated in
Section 4.1, and the bias corrected accelerometer measurements from each vehicle. Other
onboard measurements from barometric pressure sensors and GNSS position and velocity
correct the state. When visual LOS measurements are unavailable, this is the extent of the
unaided filter and has an accuracy that is approximately equal to the relative state if the
estimated onboard states were differenced.
When visual feedback is available, the centroid coordinates are extracted from the image
using the algorithm in Section 3.2.2. Provided there are more than three measurements, the
vision observation model in Section 5.1.2 calculates the expected coordinates of the marker
centroids, given the current relative state estimate. Correspondence must then be deter-
mined between the measured and expected centroid coordinate sets, while simultaneously
resolving the validity of each. The integrity of the measurement is then analysed using a
vision-only relative pose estimate to avoid spurious measurements potentially causing the
filter to diverge. In this section, it is assumed that correspondence has been determined and
the integrity check has passed. The correspondence determination and integrity checking
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algorithms will be explained in Section 5.2.
The relative state xl|f , in Eq. (5.1), is comprised of the relative position Pl|f =
[
Xl|f Yl|f Zl|f
]T
,
the relative velocity Vl|f =
[
VXl|f VYl|f VZl|f
]T
, a pressure altitude bias hB, and misalign-
ment error quaternions qlB and qfB . Pl|f and Vl|f are expressed as the leader with respect
to the follower, in the navigation frame. hB accounts for a bias in the relative barometric
pressure altitude measurement. qlB is the misalignment between the leader’s sensor frame
containing the IMU and the body frame that contains the IR markers. qfB is the misalign-
ment between the follower’s sensor frame and the camera frame. Analysis in Section 5.3.1
shows that misalignment of even a few degrees in qlB or qfB , creates a steady state position
error that is sufficiently large to prevent docking.
xl|f =
[
Pl|f Vl|f hB qlB qfB
]T
(5.1)
The author’s previous work investigated a different filter structure, which estimated the
complete state of both aircraft in a single filter [97]. This architecture had undesirable
observability properties due to the high degrees of freedom when simultaneously estimating
the attitude of each vehicle. An example scenario is shown in Fig. 5.2, where two different
relative states produce an equivalent vision observation. At the top of Fig. 5.2, the vehicles
have an altitude difference with negligible pitch. In the bottom scenario, the vehicles have
zero relative altitude and positive pitch. Estimating ql and qf in separate filters excludes
these degrees of freedom and avoids convergence to incorrect, ambiguous states. Although
misalignment onboard each aircraft is estimated, the process noise is very low.
5.1.1 State Propagation
The inputs to the system uql|f , are the separately estimated leader and follower attitude
quaternion ql and qf ; bias corrected leader and follower acceleration measurements a˜l and
a˜f ; and the Gaussian noise process mean of the pressure altitude bias whB , leader alignment
error wqlB and follower alignment error wqfB . The matrix Q
q
l|f , contains the corresponding
process noise.
uql|f =
[
a˜l a˜f whB ql qf wqlB wqfB
]T
(5.2)
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Figure 5.2 – An example of two scenarios with different relative altitudes and different in-
dividual attitudes but equivalent visual observations. This illustrates a scenario where a
high dimensional xl|f could allow convergence to an ambiguous state.
Again, the unscented formation is problematic when calculating the quaternion mean. Sim-
ilarly to Section 4.1.1, we overcome this by replacing each quaternion in xql|f with a GRP
representing the local attitude error and initialised to a zero vector, to form xˆl|f .
xˆl|f =
[
Pˆl|f Vˆl|f hˆB δpˆlB δpˆfB
]T
(5.3)
Each quaternion in uql|f is also converted to a GRP parametrisation of the local rotation
error and initialised to zero to form ul|f . The quaternion process noise in Q
q
l|f is converted
to a GRP form using Eq. (4.18).
ul|f =
[
a˜l a˜f whB δpl δpf wδplB wδpfB
]T
(5.4)
Ql|f = diag
[
σ2a˜l σ
2
a˜f
σ2hB σ
2
δpl
σ2δpf σ
2
δplB
σ2δpfB
]
(5.5)
The augmented state vector xˆal|f , is created by concatenating the mean of the state vector
with the mean of the input vector. The same occurs for the process noise, to form Pal|f .
xˆal|f =
xˆl|f
ul|f
 Pal|f =
 Pl|f 017×14
014×17 Ql|f
 (5.6)
The matrix of sigma points χl|fk−1 is then created by concatenated copies of xˆ
a
l|f and
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perturbing by the root of Pal|f , scaled by κ.
χl|fk−1 =
[
xˆal|fk−1 xˆ
a
l|fk−1 +
√
κPal|fk−1 xˆ
a
l|fk−1 −
√
κPal|fk−1
]
(5.7)
The sigma points can be split into the individual components as per Eq. (5.8). Each GRP
is converted to a rotation error quaternion using Eq. (4.9), and to used perturb the original
quaternion using Eq. (4.10), to obtain χql|fk−1 , ready for propagation.
χl|fk−1(i) =

χxˆk−1(i)
χ
δpˆlB
k−1 (i)
χ
δpˆfB
k−1 (i)
χuˆk−1(i)
χδpˆlk−1(i)
χ
δpˆf
k−1(i)
χ
wpl
k−1(i)
χ
wpf
k−1 (i)

, i = 0, 1, ..., 2Dxˆa
l|f (5.8)
Each of the sigma points are then propagated by
χl|fk(i) = f
[
χql|fk−1(i), k
]
, i = 0, 1, ..., 2Dxˆa
l|f (5.9)
f [xˆk, k] =

Pˆl|fk
Vˆl|fk
hˆBk
qˆlBk
qˆfBk

=

Pˆl|fk−1 + Vl|fk∆t
Vˆl|fk−1 +
(
Cqˆlk a˜l − Cqˆfk a˜f
)
∆t
hˆBk−1 +whB
qˆlBk−1 ⊗wqlB
qˆfBk−1 ⊗wqfB

(5.10)
where qˆlk = ql ⊗ qˆlBk and qˆfk = qf ⊗ qˆfBk . The relative position and velocity are propa-
gated by a first-order Euler integration while the pressure altitude bias and attitude error
quaternions are modelled as random walks. Each propagated quaternion is converted back
to a quaternion error and then a GRP using Eqs. (4.17) and (4.18). The predicted mean
xˆ−l|fk and predicted covariance P
−
l|fk are computed using Eqs. (4.20) and (4.21). If desired,
the predicted IMU misalignments can be calculated using Eqs. (4.9) and (4.10).
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5.1.2 Update
GNSS, barometric, and vision data are used, when available, to sequentially update the
relative state. Preprocessing is necessary to convert the absolute GNSS and barometric
measurements to a relative update. Time synchronisation is also required to account for
latency introduced by the wireless communications. This is particularly important when
the absolute position is highly dynamic as measurement synchronisation errors on the order
of milliseconds translate to position errors on the order of metres. This section provides
the general UKF equations, the measurement preprocessing steps, and the corresponding
observation models. The vision observation model is also provided, however the necessary
preprocessing is extensive so it is addressed in Section 5.2.
As per recommendations in [103], we again resample the sigma points using the non-
augmented form to construct χ−l|fk
χ−l|fk =
[
xˆ−l|fk xˆ
−
l|fk +
√
κP−l|fk xˆ
−
l|fk −
√
κP−l|fk
]
(5.11)
Each GRP component of χ−l|fk must now be converted to the quaternion form, χ
qˆ−
l|fk using
Eqs. (4.26) and (4.27). Similarly to Section 4.1.2, each resampled sigma point is transformed
through each of the observation models sequentially to obtain the expected measurements
γl|fk .
γl|fk(i) = h
[
χql|fk(i), k
]
, i = 0, 1, ..., 2Dxˆl|f (5.12)
There are two possible ways to synchronise the GNSS measurements (we assume that the
leader’s measurement will always be late, for clarity):
1. Take the follower’s measurement, then propagate the most recent leader measurement
by an estimate of the latency. Error emanates from the uncertainty in latency and
uncertainty in forward propagation.
2. Store the follower’s measurement, note the GNSS time of week (TOW), then wait
until leader data with a matching TOW arrives. The entire measurement is delayed
by the latency of the leader data so the error is a function of that latency and the
dynamics of xl|f , which are normally low.
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Option 2 was selected because the error from the uncertainty in latency and forward propa-
gation was deemed greater than any error from a latent update. The algorithm used a stack
structure, that searches for the most recent TOW match and allows communication latency
estimation by measuring the time between data with equivalent TOW. When a match was
detected, the relative position of the leader with respect to the follower was calculated in the
navigation frame, using the geodetic to navigation frame transformation in Section 2.5.1.1.
The GNSS-based relative velocity measurement was simply the differenced synchronised
GNSS measurements since they are already in the navigation frame. The corresponding
observation model is then
hgnss
[
xˆl|fk , k
]
=
Pˆl|fk
Vˆl|fk
 (5.13)
Barometric based relative altitude measurements were calculated by differencing the pres-
sure altitude above MSL measurements from each vehicle, as calculated in Eq. (4.23). The
corresponding observation model in Eq. (5.14) includes the pressure altitude bias hˆB to
account for sensor characteristics.
hpressure
[
xˆl|fk , k
]
= −Zˆl|fk − hˆBk (5.14)
A vision-based update can be loosely or tightly coupled. A loosely-coupled arrangement
uses a vision-only pose estimation algorithm to calculate the camera relative pose, which is
then fused within the UKF. Various algorithms exist to solve this perspective-n-point (PnP)
problem, including Pose from Orthography and Scaling with Iterations (POSIT) [19], the
Lu-Hager-Mjolsness algorithm [49] and an efficient approach called EPnP [48].
Rather than pre-calculating a vision-only relative pose, a tightly-coupled approach fuses a
subset of the n raw LOS vector measurements δ˜j = [uj vj ]
T , j = 1, ..., n that have been cor-
rectly corresponded with the m markers in the known marker model ζ l. The corresponding
expected marker positions in the image frame δˆi = [ui vi]
T , i = 1, ...,m, form yˆvisl|f , which is
calculated in Eqs. (5.15) to (5.18). First, ζ li is transformed from the leader’s body frame to
the follower’s body frame, ζfi .
ζfi = Cqˆfk (C
T
qˆlk
ζ li + Pˆl|fk) (5.15)
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Next, the vision sensor extrinsic parameters transform ζfi to the camera frame using Eq. (5.16).
Pf |c and Ccf are the translation and rotation from the follower’s body frame to the camera
frame. Ccf includes both the camera mounting orientation and the axes transformation.
ζci =
[
Ccf Pf |c
]ζfi
1
 (5.16)
Finally, δˆi is calculated using the camera intrinsic matrix K, which encapsulates the camera
focal length, aspect ratio, principal point and distortion.
δˆi
1
 = K

ζcxi/ζ
c
zi
ζcyi/ζ
c
zi
1
 (5.17)
yˆvisl|f = h
vis
[
xˆql|fk , k
]
=
[
δˆ1 δˆ2 . . . δˆm
]T
(5.18)
The UKF update can now occur using Eqs. (4.33) to (4.39).
5.2 Air-to-Air Sensing
The air-to-air sensing system provides precise LOS measurements from a known position
and orientation on the follower, to a discrete set of known feature positions on the leader.
Although an IR vision system with active LED markers is used for this purpose in this
work, the methods in this chapter are indiscriminate. The method only requires knowledge
of the leader feature model and sensor extrinsics, with reasonable certainty.
The IR vision system begins by extracting n centroids of detected IR targets δ˜, which
are some combination of the IR markers and false positives, in a random order. Details
pertaining to implementation and performance testing of the centroid extraction algorithm
can be found in Section 5.6.3. Before the marker centroids are useful, correspondence with
the known model ζ li of m IR markers in the leader’s body frame are determined and false
positives simultaneously rejected. This process utilises the set of expected marker centroid
coordinates yˆvisl|f , that were calculated in Section 5.1.2.
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The vector of correctly corresponded observations y˜visl|f is then either used as an update or
discarded, depending if the integrity metric δσ, as calculated in Section 5.2.2, is below the
threshold δσmax. The n > 3 assertion is required for integrity analysis since it utilises a
vision-only PnP algorithm. It is important to note that while we aim to maximise visual
information, we recognise that updates with erroneous data carry a high cost in terms of
accuracy and filter stability.
5.2.1 Correspondence Determination
Before the n relative observations δ˜ can be used to correct the relative state, they must be
correctly associated with the marker model, ζ l i.e. the correspondences between δ˜ and ζ l
must be determined. In doing so, partial occlusion and false positive measurements must
be handled. Due to the nature of our problem, an estimate of the relative state is known
so we can project ζ l through xl|f , using Eqs. (5.15) to (5.18) to obtain a set of m estimated
marker positions δˆ, in the image plane.
Our deterministic approach has similarities to Random Sample Consensus (RANSAC),
because it looks for consensus between models and a point set, but it does so for all hy-
potheses rather than a random sample, since the number of points is low. Mutual Nearest
Point (MNP) [55] is implemented on a set of model-point hypotheses, with consensus as the
metric, rather than distance. Lower level consensus is determined by finding the number
of unique points within a distance threshold for each model hypothesis. This dual layer
approach preserves the structure within the model, rather than optimising for each model
point. The rationale is that there will be strong, unique consensus for a correct hypothesis.
First, each combination of δ˜ and δˆ, is hypothesised to be the correct correspondence. Then,
the Euclidean error distance matrix Θi−j is calculated in Eq. (5.19) which is the distance
from every model point to every observed point, assuming the current hypothesis is correct.
Distances over a threshold are rejected as outliers, then MNP is performed on Θi−j which
finds the minimum of each row and column and returns a correct correspondence if that
element is the minimum of both its row and column. The number of correctly corresponded
points and their mean distance error is recorded, then the next iteration begins. The first
and second hypotheses assume the first model point corresponds to the first observed point
in Fig. 5.3a and second observed point in Fig. 5.3b. Similarly, Figs. 5.3c and 5.3d shows
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(a) H1 (correct): 1st model point and 1st observed
point. 5 consensus points with an average
error of 75.6.
v
0 200 400 600 800 1000 1200
u
700
600
500
400
300
200
100
0 Projected markers
Observed markers
False positives
Consensus threshold
Mutual nearest point
(b) H2 (incorrect): 1st model point and 2nd ob-
served point. 3 consensus points with an av-
erage error of 70.4.
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(c) H(n+ 1) (incorrect): 2nd model point and 1st
observed point. 4 consensus points with an
average error of 78.5.
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(d) H(n+ 2) (correct): 2nd model point and 2nd
observed point. 5 consensus points with an
average error of 46.3.
Figure 5.3 – Different observation to model hypotheses, where n is the number of observations.
the hypotheses that assume the second model point corresponds to the first and second
observed points respectively.
Θi−j =

∥∥∥δˆ1 − δˆi + δ˜1 − δ˜j∥∥∥ · · · ∥∥∥δˆ1 − δˆi + δ˜n − δ˜j∥∥∥
...
. . .
...∥∥∥δˆm − δˆi + δ˜1 − δ˜j∥∥∥ · · · ∥∥∥δˆm − δˆi + δ˜n − δ˜j∥∥∥
 (5.19)
Once each combination has been tested, two m × n matrices remain. The first contains
the number of consensus points for each hypothesis and the second contains the associated
mean distance. The elements with less than a minimum number of consensus points are
rejected, then mutual furthest point is performed on the total consensus points matrix to
find the maximum of each row and column. Mutual furthest point is the same as MNP
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but seeks the maximum, rather than the minimum, since high consensus is desirable. Here,
the mean distance matrix is used to resolve ambiguity in the discrete entries. Finally, the
observed points at each index are returned. A summary of the algorithm is provided in
Alg. 1.
Algorithm 1 Algorithm to determine the correspondences between the observations and
the marker model.
1: function Correspondence(δ˜, δˆ,maxDistance,minConsensus)
2: m ← length(δˆ)
3: n ← length(δ˜)
4: for i← 1 to m do
5: for j ← 1 to n do
6: Θi−j ← distance(δ˜, δˆ, i, j) . Compute distance matrix as per Eq. (5.19)
7: Θi−j(Θi−j >maxDistance) ← −1 . Remove points outside the consensus
threhold
8: mutualNearestI ← mutualNearestPoint(Θi−j)
9: nConsensus ← length(mutualNearestI)
10: end for
11: end for
12: nConsensus(nConsensus<minConsensus) ← −1 . Remove points below minimum
consensus
13: correspondenceI ← mutualFurthestPoint(nConsensus) . Same as MNP but
looking for the maximum rather than minimum
14: return δ˜correspondenceI
15: end function
5.2.1.1 Performance Analysis
The performance of the correspondence determination algorithm was analysed by artificially
degrading an airborne dataset and comparing to a combined correspondence and pose es-
timation algorithm known as softPOSIT [18]. The dataset was taken from five minutes of
formation flight at following distances between 6–8 m. There were two periods of 20 and
22 seconds duration where the leader was outside the FOV and 12 dropouts of less than
2 seconds. Of the 5019 valid frames with > 3 detections, 20 (0.4 %) were unable to be
matched and 1 (0.02 %) was rejected by the integrity check. The remaining successfully
matched frames were manually checked and are used as a truth baseline in this section.
In each test, every frame was corrupted with up to 20 random false positive measurements,
which is five times more than the minimum number of measurements required for a suc-
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cessful update. The inputs into each algorithm were:
• Set of artificially corrupted IR measurements
• Known marker model
• Estimated leader and follower attitude quaternions and relative position
• Calibrated camera parameters
The softPOSIT algorithm uses a parameter β0, that specifies the confidence in the initial
relative pose estimate. This value was empirically tuned to yield the best performance.
Integrity testing was also implemented for softPOSIT but also occurs implicitly within the
algorithm.
In the first test, the estimated relative position had been corrected by the IR measurements.
Figure 5.4a shows both the percentage of matched frames, and of those, the percentage that
were correct, for our algorithm and softPOSIT. The unmatched frames were either rejected
during correspondence or during integrity analysis. As the number of false positives increase,
the number of successfully matched frames decreases, but even with 20 false positives, 98 %
and 95 % are able to be matched, using our algorithm and softPOSIT respectively. Perhaps
more important, however, is the percentage of correct matches. In Fig. 5.4a we see that
softPOSIT gradually degrades to ≈94 % correct, compared to 99.8–100 % correct for our
algorithm.
In the second test, the estimated relative position had not been corrected by the IR mea-
surements so this was testing the performance of the initial correspondence determination.
In our testing, softPOSIT was unable to obtain a match consistently, with only 0.5 % suc-
cess on average, even with a tuned β0. The results for our algorithm are shown in Fig. 5.4b,
where we see slow degradation to ≈48 %. The percentage correct degrades to 96 % which
is due to the less accurate relative position increasing the likelihood that random noise is
as likely as the correct matching. In this test, softPOSIT did not perform well due to its
sensitivity to initial pose [83], whereas our algorithm primarily utilises the shape of the
projected markers, rather than the position in the frame.
The computation time was comparable for all numbers of false positives with β0=0.01.
However with β0=0.001, the softPOSIT computation time was 300 % longer, because the
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(a) Aided relative position. Our proposed algo-
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(b) Unaided relative position. softPOSIT is not
shown because it was only able to match
≈0.5 % of the frames.
Figure 5.4 – The percentage matched and percentage correctly matched frames with an in-
creasing number of random false positive measurements.
relative pose was calculated for each combination. By contrast, our algorithm exhaustively
tests every combination with a more efficient, but approximate metric. The exhaustive
nature may also contribute to the superior performance in these tests. Consequently, this
correspondence determination algorithm may be useful in situations where:
• The number of model points is low
• The clutter is comparatively high
• The relative attitude is known with reasonable accuracy (< 10◦) a priori but the
relative position is not
5.2.2 Integrity Testing
At this point, we have a set of IR observations that may contain the markers, or false pos-
itives, and each has been corresponded to the known marker model, possibly incorrectly.
Updating the filter with false positive or incorrectly corresponded measurements may di-
verge the filter, so integrity analysis is used to evaluate the validity of the data and reject
measurements that are potentially spurious.
To this end, an integrity metric was calculated that quantifies the difference between the
current estimate of the relative pose, and the relative pose estimate from a vision-only
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algorithm. First, the vision-only relative pose xˆvisl|f = [P
vis
l|f qˆ
vis
l|f ]
T is calculated using the ob-
servations y˜visl|f , the marker model ζ
l and solving the PnP problem, for which both algebraic
and iterative solutions exist. The rotation error δqvis = [δqvis0 δ%
vis]T is calculated between
the current estimate of the relative attitude qˆl|f , and the vision-only estimate in Eq. (5.20).
Similarly, the position error is calculated in Eq. (5.21).
qˆl|f = qˆ−1f ⊗ qˆl (5.20a)
δqˆvis = qˆ−1l|f ⊗ qˆvisl|f (5.20b)
δPˆ visl|f = Pˆ
vis
l|f − Pˆl|f (5.21)
Equation (5.22) calculates the integrity metric δσ, as the sum of the magnitudes of δqˆvis and
δPˆ visl|f , normalised by the variance of each, δq
var
0 and P
var
l|f . The magnitude of a quaternion
rotation is 2 cos−1 q0 and  denotes an element-wise vector division.
δσ =
cos−1 δqˆvis0
cos−1 qˆvar0
+
∥∥∥δP visl|f  Pˆ varl|f ∥∥∥ (5.22)
If δσ is less than a threshold δσmax, the observation y˜
vis
l|f is valid and is used to update
the UKF, otherwise the observation is discarded. δσmax =
√
3 + 1 is a reasonable choice
because it corresponds to a 1σ relative pose error. This approach takes advantage of the
fact that qˆl|f has reasonable accuracy and the vision-only relative attitude estimate qvisl|f is
sensitive to incorrect marker correspondence. For instance, if the marker on the left-wing is
incorrectly corresponded to the right wing, and vice versa, the vision-only estimate of the
bank angle, and hence the magnitude of δqˆvis, will be high. The relative position error δPˆ visl|f
is included in the metric to handle cases where δqˆvis is small but Pˆ visl|f is directly behind the
camera.
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Figure 5.5 – The configuration of the aircraft during the static ground tests. In each test, the
leader was positioned at difference longitudinal distances from the follower. In Test 1, the
leader was directly in front of the follower and in Test 2, the leader was at the edge of the
follower’s FOV.
5.3 Ground-based Analysis
Ground-based experiments evaluated the accuracy and precision of the relative navigation
algorithm using a truth baseline. The two test scenarios are shown in Fig. 5.5. In the
first, the leader was placed at different longitudinal offsets with zero lateral offset and
approximately equivalent heading. In Test 2, the leader was placed at different distances
near the edge of the follower’s FOV. The longitudinal distances in Test 2 were the same as
Test 1. The tests were conducted on a bright, sunny day, in the early afternoon.
The results from Test 1 are shown in Fig. 5.6a for the estimated and vision-only relative
position in the follower’s vehicle-1 frame, as defined in [5]. The accuracy and precision
are indicated by the centre of the error bar and the height of the error bar, respectively.
The precision and accuracy of the estimated and vision-only estimates perform well and
are similar in the Y and Z axes since it is determined by the leader’s position in the image
frame. The accuracy in the longitudinal x-axis degrades gradually to ≈0.5 m, as the distance
increases since depth uses the wingspan of the leader. The precision degrades much faster
in the vision-only estimate because each pixel represents a larger spatial measurement at
greater range. The aided estimate is able to maintain precision by fusing other onboard
sensor data. It is likely that human error was responsible for the minor outliers at around
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3–4 m in the Y-axis, given their small scale.
The results are similar in Test 2, except the error is distributed over the Y-axis as well as
X. In each axis, the inaccuracy increases with distance, which is likely the result of a small
misalignment in the camera orientation or inaccuracy in the attitude estimates, which is
amplified as the distance increases.
A quantitative summary of the relative range RMS error and standard deviation, at dif-
ference distances, is provided in Table 5.1. The table compares the aided estimate with
the vision-only and unaided estimate. The typical operating range of 5–10 m is shown in
bold and shows centimetre level accuracy and precision, compared to up to a few meters
for the unaided estimate. In both tests, the accuracy was approximately 2 % of the dis-
tance to the leader. However, the data does not reflect the inconsistency of the vision-only
estimate. The system was able to detect and correctly correspond the leader’s markers at
up to 36 m. Although detection was possible beyond 36 m, the scale of the leader, and the
pixel resolution makes correspondence determination difficult.
5.3.1 The Case for Alignment Estimation
Early airborne docking attempts showed a relative position error that was consistent over
many flights. At only ≈0.5 m, it was minor and had gone unnoticed in formation flight
tests, however, it was now preventing docking and even dock attempts taking place. Post-
flight analysis suggested minor sensor frame misalignment, in one or both aircraft, was the
cause. The sensitivity to this misalignment was therefore investigated using the ground-
based results from the previous section.
First, the logged sensor measurements were rerun through the relative navigation filter
oﬄine, with a varying artificial misalignment error. The error rotated each axis of the
follower’s sensor frame equally and ranged from -30◦ to 30◦. The aided, unaided and vision-
only relative position results from a test at 7 m distance are shown in Fig. 5.7a. The results
are in the follower’s vehicle-1 frame, with the leader directly in front, as per Test 1 in
Fig. 5.5. As expected, the unaided estimate is unaffected by the misalignment. The aided
and vision-only estimates are comparable and degrade quickly in the lateral and vertical
directions since the camera extrinsic calibration is effectively being perturbed. At around
-20◦ and 27◦, all of the vision measurements are rejected so the vision-only estimate becomes
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(b) Test 2 with the leader at the edge of the FOV.
Figure 5.6 – The accuracy and precision of the vision-only and estimated relative position in
the follower’s vehicle-1 frame. The error bars have been slightly offset for clarity.
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Figure 5.7 – The accuracy of the relative position in the follower’s vehicle-1 frame when the
follower is subject to a varying artificial attitude error. The leader is in the centre of the
FOV.
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Table 5.1 – The range RMS error and (1σ standard deviation), for each ground test. Within
each test, the unaided, aided and vision-only estimate are compared, with the typical
operating range in bold. The accuracy of the aided and vision-only estimate is similar, but
the precision of the vision-only degrades as range increases.
Dist. Test 1 – Centre of FOV (m) Test 2 – Edge of FOV (m)
Estimate Vision Unaided Estimate Vision Unaided
2.4 0.06 (0.00) 0.07 (0.00) 1.63 (0.11) - - -
3.0 0.01 (0.00) 0.02 (0.00) 0.70 (0.12) - - -
4.0 0.02 (0.01) 0.02 (0.01) 0.59 (0.11) - - -
5.0 0.07 (0.02) 0.04 (0.02) 0.96 (0.33) 0.17 (0.00) 0.16 (0.02) 1.59 (0.16)
7.0 0.10 (0.03) 0.09 (0.04) 0.63 (0.27) 0.02 (0.01) 0.04 (0.03) 0.43 (0.23)
10.0 0.07 (0.01) 0.10 (0.07) 1.26 (0.21) 0.04 (0.02) 0.10 (0.07) 0.91 (0.21)
12.5 0.06 (0.03) 0.07 (0.07) 2.74 (0.31) 0.11 (0.02) 0.15 (0.10) 0.92 (0.20)
15.0 0.11 (0.05) 0.47 (0.23) 2.80 (0.35) 0.09 (0.05) 0.22 (0.19) 0.33 (0.30)
17.5 0.10 (0.09) 0.26 (0.22) 4.25 (1.03) 0.10 (0.07) 0.27 (0.27) 0.72 (0.10)
20.0 0.38 (0.19) 0.30 (0.30) 1.65 (0.62) 0.14 (0.08) 0.37 (0.26) 0.84 (0.27)
23.3 0.42 (0.13) 0.29 (0.29) 2.41 (0.43) - - -
28.6 0.34 (0.10) 0.49 (0.49) 2.66 (0.14) - - -
Per m 1.67 % 1.90 % - 2.08 % 2.33 % -
unavailable and the aided estimate converges toward the unaided estimate.
The accuracy of the estimated range as a function of the misalignment, at different distances,
is shown in Fig. 5.7b. The trend is consistent with Fig. 5.7a but the error is amplified as
the distance increases. Vision becomes inconsistent with less misalignment at closer range
and the estimate converges to the unaided estimate at high misalignment, in all cases.
Results were also obtained in scenarios where the leader’s sensor frame was misaligned
while the follower’s was not; when both vehicle’s sensor frames were misaligned in the same
direction; and when both vehicle’s sensor frames were misaligned in opposite directions.
Each of these scenarios were also evaluated in the Test 2 configuration with the leader
at the edge of the FOV. In each test, the accuracy was normalised by the distance to
obtain a percentage error. In each case there was a consistent, linear correlation between
the percentage error and the magnitude of misalignment. These results are summarised
in Table 5.2 and quantify the percentage degradation in accuracy, per degree of 3-axis
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Table 5.2 – The accuracy of the estimated and vision-only relative position, per meter distance,
per degree of 3-axis artificial attitude error. Within each test, four configurations were
evaluated: perturbing the leader only; follower only; leader and follower the same direction;
and leader and follower opposite directions.
Perturbed attitude Test 1 – Centre of FOV (%/◦) Test 2 – Edge of FOV (%/◦)
Estimate Vision only Estimate Vision only
Leader 0.0019 0.0 0.0 0.0
Follower 0.0238 0.024 0.0242 0.0239
Leader/follower 0.0243 0.024 0.0249 0.0239
Leader/–follower 0.023 0.0239 0.0233 0.0239
misalignment. This gradient was calculated between -10◦ and 10◦ for each configuration,
except Leader/-follower which was -6◦ to 6◦ because the higher relative attitude meant
the error degraded at a lower misalignment. The sensitivity to misalignment is similar in
all tests except when only the leader’s sensor frame is perturbed. This is to be expected
since the leader’s misalignment does not change the expected position in the image frame.
However, leader misalignment cannot be neglected, since the guidance is formulated in the
leader’s vehicle-1 frame so errors in ψl will directly contribute to a relative position error.
These results show that minor misalignment of only 2–3◦ can create inaccuracies of ≈0.5 m
in the relative navigation alone. Therefore, the sensor frame alignment must be rigorously
calibrated oﬄine, or estimated online using the air-to-air observations, as we have imple-
mented in Section 5.1.
5.4 Relative Guidance
Formation guidance is required to transition the vehicles from their initial state to a desired
formation configuration in a process known as rendezvous, then to maintain the formation
configuration. Our proposed strategy is deterministic in nature and explicitly formulated
in terms of the estimated relative state from Section 5.1. The follower’s desired, or setpoint
state is derived from the commanded formation configuration and the leader’s state to com-
pensate for the leader’s dynamics. An error state is then resolved and minimised using the
vector guidance in Section 4.2.3. The objective of the setpoint state is primarily to main-
tain formation, rather than explicitly keep the leader within the FOV. This advantageous
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Figure 5.8 – Commanded relative position augmentation to compensate for the leader’s crab
angle.
characteristic is possible because vision is an aid, so the estimation framework is tolerant
to intermittent visual dropouts and degrades gracefully during extended outages.
The commanded formation configuration Pcmd = [Xcmd Ycmd Zcmd]
T , is a position in the
leader’s vehicle-1 frame, as shown in Fig. 5.8. This section augments Pcmd to compensate for
leader turn dynamics and avoid a rigid rotating frame creating translational velocity. The
output is a desired or setpoint position Ps in the navigation frame, a setpoint velocity Vs in
the navigation frame and ψ˙s which is the setpoint rotation rate of Vs. Further, the vehicle’s
current position P and velocity V are formulated in terms of the vision-aided relative state
estimate.
First, Pcmd is rotated to be in the direction of Vl, i.e. P¯cmd = C
T
(0,0,ψl−Ψl)Pcmd, where
ψl − Ψl is the crab angle due to wind. During straight and level flight, the rotation rate
of the leader’s inertial velocity Ψ˙l, is zero so P¯cmd = Pcmd and Vs = Vl. However, when
Ψ˙l 6= 0, P¯cmd lies on an arc as shown in Fig. 5.9. The direction of Vs is the tangent to the
arc at P¯cmd and the magnitude of Vs changes when Y¯cmd 6= 0. Rather than differentiating
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Figure 5.9 – Setpoint state during banked turn with lateral position offset command.
Ψl to obtain Ψ˙l, an analytical solution is provided in Eq. (5.23). Here, ψ˙l is calculated
using the leader’s attitude, the leader’s bias corrected angular rate measurement ω˜l, and
the transformation in Eq. (A.1).
Ψ˙l = ψ˙l cos (ψl −Ψl)‖Val‖‖Vl‖ (5.23)
Then, the turn radius r, the central angle ϑ and the chord length R are calculated in
Eqs. (5.24a) to (5.24c). It should be noted that when Ψ˙l = 0, R = X¯cmd.
r =
‖Vl‖
Ψ˙l
(5.24a) ϑ =
X¯cmd
r
(5.24b) R = 2r sin
ϑ
2
(5.24c)
The augmented setpoint position Ps can then be calculated by rotating the chord R by ϑ/2,
adding the lateral component of P¯cmd rotated by ϑ, then rotating the result by Ψl.
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Ps = C(0,0,Ψl)
C(0,0,ϑ/2)

R
0
Z¯cmd

T
+ C(0,0,ϑ)

0
Y¯cmd
0

T+ Pl (5.25)
Exploiting the fact that the rotation rate of Vs and Vl are equal, and combining with
Eq. (5.24a) we obtain an expression for the magnitude of Vs.
Ψ˙l =
‖Vs‖
r − Y¯cmd
=
‖Vl‖
r
(5.26)
‖Vs‖ = ‖Vl‖ − Y¯cmdΨ˙l (5.27)
The setpoint velocity is then calculated by rotating the unit vector of Vl by ϑ and scaling
by the magnitude of Vs. When Ψ˙l = 0, the setpoint velocity Vs = Vl. However, when
Ψ˙l 6= 0, Vs experiences a rotation and further, when Y¯cmd 6= 0, a change in magnitude. This
becomes clear upon inspection of Eqs. (5.27) and (5.28).
Vs = ‖Vs‖C(0,0,ϑ)
Vl
‖Vl‖ (5.28)
Before the vector guidance can be implemented, the vehicle’s current state must be formu-
lated in terms of the vision-aided relative state estimate as per Eqs. (5.29) and (5.30).
P = Pf = Pf + Pl − Pl
= − (−Pf − Pl + Pl)
= Pl − Pl|f
(5.29)
V = Vf = Vf + Vl − Vl
= − (−Vf − Vl + Vl)
= Vl − Vl|f
(5.30)
Vector guidance in Section 4.2.3 can now be implemented using Ps, Vs, ψ˙s, P and V . The
vector guidance method in the context of formation flight is illustrated in Fig. 5.10.
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Figure 5.10 – A 2D depiction of vector guidance being used to transition to and maintain a
commanded formation configuration.
5.5 Flight Test: Rendezvous
The first objective of the mission is to transition the aircraft from their initial state to
a formation configuration, in a process known as rendezvous. This is accomplished using
the proposed relative navigation, vector guidance, formation setpoint algorithm in exactly
the same way that it is used for the formation phase of the mission. Using a continuous,
generalised framework for the entire mission, with an extension for docking, eliminates the
need for discrete switching between ad hoc algorithms. The flight data in this section
validates the application of this framework to rendezvous.
Rendezvous manoeuvres from two different initial configurations are displayed in Fig. 5.11,
using Google Earth. The leader flight path is yellow and the follower flight path is cyan.
The aircraft models are not to scale but are spaced at even time increments to show the
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 Avg wind speed: 6.6 kmh-1 (12.2 %)
Max wind speed: 7.2 kmh-1 (13.4 %)
(a) An initial lateral displacement in low wind.
 Avg wind speed: 16.6 kmh-1 (30.8 %)
Max wind speed: 20.2 kmh-1 (37.4 %)
(b) An initial perpendicular displacement in moderate wind.
Figure 5.11 – Flight test data from rendezvous using vector guidance. The leader flight path
is yellow and the follower flight path is cyan. The aircraft models are not to scale but are
spaced at even time increments to show the progression toward rendezvous.
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(a) The rendezvous manoeuvre in Fig. 5.11a.
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(b) The rendezvous manoeuvre in Fig. 5.11b.
Figure 5.12 – The progression of the displacement between the vehicles in the horizontal plane,
during rendezvous.
progression toward rendezvous. The example, shown in Fig. 5.11a, displays rendezvous from
an initial 125 m lateral displacement, in a 7 km/h wind. Rendezvous takes ≈22 seconds as
shown in Fig. 5.12a. The second example in Fig. 5.11b is in winds up to 20 km/h with an
initial perpendicular displacement of 118 m. The position error during the manoeuvre is
shown in Fig. 5.12b and rendezvous takes ≈20 seconds.
As noted earlier, the leader does not explicitly manoeuvre to aid rendezvous, nor is the
leader’s planned trajectory known. Pre-planned rendezvous algorithms with knowledge of
the leader’s intent would reduce the time to rendezvous, as shown in the author’s previous
work [96], and aid predictability which is useful in some applications. In our problem, the
advantage is negligible, and would be at the expense of extra complexity.
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Figure 5.13 – Leader-follower vision-aided close formation flight directly overhead.
Figure 5.14 – Leader-follower vision-aided close formation flight.
5.6 Flight Test: Close Formation Flight
The proposed vision-aided relative positioning algorithms were verified through a series of
close formation flights, in the intended environment, as shown in Figs. 5.13 and 5.14. The
flight data in this section demonstrates sustained close formation through multiple circuits
of a racetrack shaped path, then shorter segments more aggressive flight at closer separation.
The transition performance between close formation and pre-contact was then evaluated by
inducing vision dropouts. This was done by intentionally flying close to the ground where
turbulence is amplified, while following an aggressive path. The rate of accuracy degradation
during these dropouts is investigated and a model proposed, then the performance of the
vision system is characterised in a variety of environmental conditions.
The scenario consisted of the leader following a 610×160 m racetrack path with rounded
corners of radius 80 m. The leader was commanded to maintain an altitude of 80 m AGL
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Figure 5.15 – A Google Earth visualisation of the leader’s flight path in yellow and follower’s
flight path in blue, during rendezvous and formation flight. The ACFR test facility is
located in Marulan, NSW, Australia.
at an airspeed of 15 m/s while transmitting onboard sensor and state data to the follower.
Communication latency was measured using the GNSS TOW and found to be approximately
60 ms on average and occasionally as high as 300 ms. Leader autonomy was not necessary
but ensured a consistent and predictable path. When initiated, the follower was commanded
to rendezvous with the leader and maintain Pcmd = [−7 m 0 1 m]T . A Google Earth
visualisation of a typical rendezvous and formation flight manoeuvre, is shown in Fig. 5.15,
where a deviation in the follower’s estimated position just before formation is reached is
due to a visual correction.
Figure 5.16 shows the estimated relative position and velocity, in the leader’s vehicle-1
frame, from five minutes of one such flight, where four circuits of the racetrack pattern
were completed. The aided estimate, which is represented by the blue trace, combines the
accuracy of the vision with the consistency of the onboard sensors. This is important when
vision is lost at 55 seconds and accuracy degrades to the accuracy of the unaided estimate.
The importance of visual corrections is clear in Fig. 5.16a, when we compare the aided
estimate with the unaided estimate and uncover a difference in excess of 5 m in the X–Y
plane. The unaided relative altitude estimate is much more precise due to the onboard
barometric measurements but lacks accuracy due to biases in each barometric pressure
sensor. The relative navigation filter estimates this bias so that accuracy is maintained
when visual measurements are unavailable. The estimated relative velocity in Fig. 5.16b
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Figure 5.16 – The estimated relative position and velocity in the leader’s vehicle-1 frame from
five minutes of vision-aided close formation flight. The black dashed trace is the setpoint,
blue is the vision-aided estimate, the red dashed trace is the unaided estimate and the gray
shaded areas are vision dropouts. The wind speed during the flight was 5–10 km/h.
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(a) The leader, from the follower. (b) The follower, from the leader.
Figure 5.17 – Close formation flight at an altitude of 15 m AGL.
shows good agreement with the unaided estimate, albeit for slightly more noise due to the
velocity not being directly observable by the vision system.
The black dashed trace in Fig. 5.16 is the commanded or setpoint relative position and
velocity. The flight had a 3D position RMS error of 1.93 m and the follower was able to
remain within 2 m of the setpoint position for 70 % of the five minute flight, which included
eight turns through the racetrack path. During straight segments, the RMS position error
was 1.16 m, and the follower was within 2 m, 95.8 % of the time. The agreement of
the estimated states with the commanded states further verifies the vector guidance and
low-level control. The formation position augmentation in Section 5.4 is most evident in
Fig. 5.16b where setpoint relative velocities that are not equal to zero are used to compensate
for leader turn dynamics.
5.6.1 Transition to Pre-contact
The next phase is to move the commanded formation position for a transition to the pre-
contact position. The purpose of the pre-contact position is to observe the drogue in
preparation for docking, so its position relative to the leader depends on the geometry
of the drogue and tether. For the purpose of testing the transition, the pre-contact position
was set at Pcmd = [−6 m 0 1 m]T and the formation position to transition from was
Pcmd = [−10 m 0 1.5 m]T .
To evaluate the transition performance, transitions to and from pre-contact were initiated
by inducing vision dropouts in pre-contact at low altitude as shown in Fig. 5.17. This had
the added benefit of also demonstrating the resilience of the relative navigation system and
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Figure 5.18 – The aided and unaided relative position estimate during multiple transitions
between the formation and pre-contact position, during a low altitude flight at 15 m AGL.
During this flight, the wind had an average speed of 17 km/h and a maximum of 21 km/
which is 30–4 % of the platforms cruise airspeed.
how it handles these situations. The dropouts were induced by creating a more challenging
test scenario. The turn radius of the leader’s path was reduced to 60 m and the commanded
airspeed was increased to 16 m/s for a cumulative increase in lateral acceleration of 52 %
during turns, compared with Fig. 5.16. Additionally, the leader’s altitude was reduced to
15 m AGL to amplify turbulence created by the 17–21 km/h wind interacting with the
terrain and structures.
A segment of the flight is shown in Fig. 5.18, where multiple transitions to and from close
formation took place. These transitions were induced by strong perturbations in attitude
from low altitude turbulence, which meant vision was lost frequently. The black dashed trace
is the rate limited relative position setpoint that commands a transition from formation to
pre-contact, when the relative position covariance is below a threshold. The blue trace is
the aided relative position, red is unaided and shaded areas are vision dropouts. When the
covariance increases back past the threshold, the setpoint instantaneously changes to the
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formation position, however as Fig. 5.18 shows, there is delay between losing vision and
retreating. The duration of the delay is dependent on the covariance threshold, and adds
resilience to short term dropouts. A more detailed analysis of the degradation can be found
in the next section. Inspection of the onboard video revealed that each vision dropout was
due to the leader being outside the follower’s FOV. The unaided relative position estimate,
indicated by the red dashed trace, again has differences in excess of 5 m when compared to
the aided estimate.
Figure 5.19 shows the aided relative position estimate during close formation flight where
the commanded following distance was reduced to only 4 m, or two wingspans from CG
to CG. This resulted in physical separations of less than 3 m, which demonstrates our
confidence in the system. The leader’s path was a racetrack shape with 60 m radius turns
and an altitude of 80 m AGL. The second half of the first pre-contact segment is during
a turn, as is the entire second pre-contact segment. The instances where vision is lost
are indicated by the gray shaded regions and were caused by the leader being outside the
follower’s FOV. This is unsurprising upon inspection of the IR frames in Fig. 5.20, where
the leader’s wingspan is almost half the FOV. The relative position RMS error while in the
pre-contact state was 0.84 m, 0.89 m and 0.44 m for the X, Y and Z axes respectively and
the wind had an average speed of 16 km/h and maximum of 18 km/h.
5.6.2 Accuracy Degradation
When vision is available, the difference between the aided relative position estimate and the
unaided estimate (obtained by differencing the onboard state estimates), can be regarded
as the GNSS error. When vision is lost, the estimate and hence the accuracy is pulled
toward that of the GNSS. When this occurs, it is advantageous for the aircraft to retreat
to a greater separation distance to reduce the risk of a mid-air collision.
Currently, this occurs using a threshold on the relative position covariance. As we see in the
covariance plot in the bottom axes of Fig. 5.21, this threshold is reached after approximately
the same duration, each time vision is lost. This agrees with the results in the previous
section, but it is not necessarily what we would like to occur. For instance, if the difference
between the vision-aided estimate and the GNSS is low when vision is lost, it will not
degrade immediately so there is no need to retreat immediately.
5.6. Flight Test: Close Formation Flight 99
0 10 20 30 40 50 60 70 80
X 
(m
)
-10
-5
0
Setpoint
Estimated
Unaided
Vision dropout
0 10 20 30 40 50 60 70 80
Y 
(m
)
-5
0
5
Time (s)
0 10 20 30 40 50 60 70 80
Z 
(m
)
-4
-2
0
2
4
Figure 5.19 – The aided, unaided estimate and setpoint relative position in the leader’s vehicle-
1 frame, 4 m behind the leader. Instances where vision was lost are represented by shaded
regions. Approximately 20 seconds of data has been removed at 43 seconds while the
follower was reacquiring vision. The RMS error while in the pre-contact state was 0.84 m,
0.89 m and 0.44 m for the X, Y and Z axes respectively. The wind had an average speed
of 16 km/h and maximum of 18 km/h.
The difference between the aided and unaided relative position estimate in the X-Y plane,
during a close formation flight, is shown in the top axes of Fig. 5.21. This segment has been
selected due to the frequent and extended vision dropouts that are indicated by the shaded
regions. It is clear that the rate of degradation is related to the difference when vision is lost
and the derivative of the difference when vision is lost, where a higher starting difference
will have a faster rate of degradation. In fact, these measurements, and the variance of
the GNSS update, can be used to model the curve with a Gaussian function. This effect
is illustrated by the black crosses that indicate the point where the accuracy has degraded
by 1.4 m. The time taken to do this is less at around 20 seconds, than it is at around
90 seconds. The general form of the Gaussian is provided in Eq. (5.31).
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(a) Straight, level flight.
(b) During a turn.
Figure 5.20 – Close formation flight at two wingspans, or 4 m separation.
y = a exp
(
−(t− b)
2
2c2
)
(5.31)
Here, a is the height of the curve’s peak, b is the position of the centre of the peak and
c is the standard deviation. In our case, c is the known standard deviation of the GNSS
update. a and b can be calculated from the initial difference y0, and the derivative of the
initial difference y′0, using the derivative of the Gaussian.
y′ =
a (b− t) exp
(
− (t−b)2
2c2
)
c2
(5.32)
Then using both equations and the initial conditions, we can calculate a and b
a = y0 exp
(
c2 y′0
2
2 y20
)
(5.33a) b =
c2 y′0
y0
(5.33b)
then fit the curve as shown in Fig. 5.21. This fit can then be used to predict te, which is
the amount of time the current estimate will take to degrade by ye.
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Figure 5.21 – The difference between the aided and unaided relative position estimate in
the X-Y plane. When vision is lost, in the shaded regions, the difference approaches
zero. This decay is modelled by a Gaussian function and represented by a yellow trace.
Crosses indicate the points at which the estimate has degraded by 1.4 m after vision loss.
The X-Y relative position covariance is shown on the axes below. The crosses indicate the
intersection of a threshold and the covariance which is used to transition between formation
and pre-contact states.
te = b+
√
2 c
√
log
(
a
y0 − ye
)
{(a, y0, ye) : a ≥ (y0 − ye) , a > 0 and y0 > ye}
(5.34)
Each Gaussian curve is shown in yellow, in Fig. 5.21. The accuracy of each model is sensitive
to the initial conditions when vision is lost and can be inaccurate due to the noisy signal.
To reduce this effect, the difference was low-pass filtered and the first second was discarded.
In future tests, it would be better to make the decision to retreat by either monitoring the
aided and unaided difference or by predicting the time to degrade using the Gaussian fit.
The predicted time is less accurate but could be used to plan ahead. This would delay
retreat in situations where the unaided estimate is close to the aided estimate.
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5.6.3 Vision Analysis
The IR vision system was characterised using an RGB camera that was mounted with
equivalent extrinsic parameters to the IR camera. A selection of air-to-air IR and RGB
image pairs from flights at different times of day, with different cloud cover and at different
ranges are displayed in Fig. 5.22. In each IR image, the yellow squares represent the
detected markers, yellow crosses are false positives and a cyan box has been added around
the leader aircraft. Camera sensitivity to the IR markers, at constant power, was found
to be dependent on the marker range, marker relative attitude and the position within the
image frame. The camera was found to decrease in sensitivity as the markers approached
the edge of the image frame. Ground based tests with markers of different wavelengths
showed that the IR filter passband expanded toward the edge of the image frame. This
effect is visible in Fig. 5.22d where the middle of the image has a darker circle.
Figure 5.22a is in the morning, flying directly toward the sun which is diffused by cloud,
approximately 6 m behind the leader. The markers are easily detected, as the false positives
are concentrated at the top of the image. Figure 5.22b shows typical sunny conditions
around midday, where the markers are easily detected without any false positives. Figure
5.22c was selected to show a direct view of the sun without cloud diffusion. The filter
attenuates the sun, but as expected, that area of the frame is unusable. The sun is normally
above the FOV at this time of day. At approximately 40 m separation, three markers are
detected, which is the upper-bound of the detection range and is far beyond what is required.
Close to worst case conditions are shown in Fig. 5.22d, where the follower is flying directly
into the sun, which is low in the sky, and at a range of approximately 40 m. Although
many false positives are detected, three markers on the leader are also correctly extracted,
which in this flight, were the total number of markers. It is also worth noting the dam at
the bottom of the frame which reflects some of the IR in a similar way to tin roofs and cars.
As expected, the detected markers are severely corrupted by a large number of false positives
when flying directly into the sun, however, analysis of the correspondence determination
algorithm in Section 5.2.1.1 showed good false positive rejection. In situations with se-
vere interference, when the correspondence fails, the estimate is simply unaided. However,
a number of solutions exist for this infrequency situation, which includes avoiding flying
directly toward the sun for extended periods when the sun is rising or setting; using the
silhouette from the RGB camera to validate the measured marker positions; or modelling
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(a) Morning, flying towards the sun, ≈6 m behind the leader.
(b) Midday, typical sunny conditions, ≈6 m behind the leader.
(c) Late morning, during an ascent, ≈40 m behind the leader with three markers detectable.
(d) Late afternoon, flying directly into the sun, ≈40 m behind the leader. Close to worst-case
conditions with LED markers detectable.
Figure 5.22 – IR camera images on the left and corresponding RGB images on the right.
The RGB camera was mounted beside the IR camera to characterise the IR performance.
Detected markers are represented by yellow squares and false positives by yellow crosses.
These image pairs were selected to demonstrate typical conditions as well as the perfor-
mance bounds of the IR vision system which far exceeds the required performance.
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the sun’s position in the image frame using the date, time, position and orientation of the
camera frame, then disregarding pixels within a radius of that position.
The sun modelling approach was implemented and as an interesting note, when the expected
position was overlaid onto the images, it tracked the sun well albeit for a small consistent
offset. This was due to an attitude or camera calibration error. If we could reliably detect
the centre of the sun in the images, this information could be used as another source of
information within the filter.
5.7 Summary and Discussion
This chapter detailed a vision-aided relative positioning system then verified its performance
in rendezvous and close formation flight experiments. These algorithms built upon the single
UAV autonomy by using each estimated attitude as inputs to the relative filter, utilising
the same low-level control and the same vector guidance.
5.7.1 Relative Navigation
The relative state estimator is able to be accurate, while maintaining reliability, through
the use of vision as an aid for onboard sensors. This is in contrast to much of the previ-
ous work which obtains the relative pose from vision-only measurements, then implements
discrete switching between the vision-only and GNSS based estimate. The structure of the
filter also differs to previous work by estimating the relative position and velocity directly,
rather than via concatenated state vectors for each vehicle. Further, the attitude of each
vehicle is estimated in a separate filter and formulated as an input with process noise. This
reduces the dimensionality of the state vector, which improves the observability proper-
ties and avoids convergence to incorrect, ambiguous states, when updating with the LOS
measurements. Ground based testing yielded an accuracy of 2 % over the full range, with
successful detection and correspondence at 36 m. Further analysis with artificial sensor
misalignment showed that errors of only 2–3◦ can create estimate errors of 0.5 m. This
agrees with observations during flight testing and motivates the estimation of these errors
in flight.
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5.7.2 Formation Guidance
The proposed formation setpoint algorithm augments the commanded formation configu-
ration to compensate for wind and leader turn dynamics, while also being applicable to
rendezvous. Vector guidance then translates this augmented command to low-level con-
troller commands. The advantages of a more optimal pre-planned rendezvous strategy were
deemed insufficient to justify added complexity. Future work could investigate mutual pure
pursuit for more optimal cooperative rendezvous, where each aircraft implements the same
rendezvous algorithm.
5.7.3 Flight Testing
Close formation flight tests verified the system in a range of challenging conditions, includ-
ing at separations as close as 4 m, at altitudes as low as 15 m AGL, and in winds of up
to 30–40 % of the vehicle’s airspeed. During vision-aided close formation flight at a 4 m
separation, the horizontal RMS position error was 1.2 m and 0.4 m vertically. For com-
parison, Park et al. [67] reported a 1.4 m RMS relative position error during synchronised
formation flight at 12 m separation where both aircraft followed the same trajectory, using
GNSS-based navigation. Darling demonstrated optical marker-based formation flight at
a 20 m separation ±4.5 m for durations of up to 90 seconds [16]. In their best reported
formation flight result with two aircraft at a 28 m separation, Gu et al. achieved an average
error of 11.8 m horizontally and 2.2 m vertically, with standard deviations of 4.3 m and
1.2 m respectively [34]. The wingspans of the aircraft used in each example were within
approximately 20 % of the aircraft used in this work. In more dynamic and turbulent sce-
narios, the primary reason for loss of vision was the leader being outside the FOV. A future
implementation could use a wide angle lens or multiple cameras, including one or more on
the leader, observing the follower.
As expected, solar interference is a significant problem for IR vision systems. This is
predominantly while flying directly toward the sun during sunrise or sunset, where a large
number of false positives are detected, in addition to the actual markers. The problem
is partially mitigated by the correspondence determination algorithm which was shown to
perform better than a common algorithm known as softPOSIT, when evaluated using an
airborne dataset with artificial clutter.

Chapter 6
Airborne Docking
The previous chapters introduced, and experimentally verified, GNC algorithms for accurate
autonomous relative positioning. Flight tests in the preceding chapter demonstrated close
formation flight and a transition to a pre-contact position, which is the staging area for
docking. This chapter builds on these algorithms to complete the mission by docking the
follower within the drogue.
To do this, the relative positioning system must know where to place the setpoint and how
to move the setpoint to satisfy the physical constraints of the drogue. A UKF is used to
estimate the position of the drogue, which is free to move with respect to the leader, by
propagating a dynamic model of the system, using the leader’s measured motion as inputs.
When available, LOS measurements to markers on the drogue are used to correct the state
and parameters in the dynamic model. To avoid drogue marker correspondence, an ellipse
is fit to the marker centroids and a general quadratic curve is used as the observation model
within the filter.
The terminal guidance must ensure the nose of the follower approaches the drogue from
directly behind for docking to occur. To do this, a fourth-order polynomial commands a
longitudinal position using the lateral and vertical error as an input, thus creating a funnel
effect. Flight tests verify all the proposed algorithms in what is thought to be the first UAV
airborne docking. This includes five recorded docking events in seven minutes of flight,
amongst many others. Drogue motion estimation results have been previously published
in [98, 99] and results from airborne docking experiments, in [100].
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Figure 6.1 – Coordinate frames, IR vision system, and the drogue geometry.
6.1 Drogue Motion Estimation
The aim of this section is to estimate the state of the drogue with respect to the follower.
This is done indirectly by estimating the state of the drogue, relative to the leader, then
using the accurate leader-follower relative state from Section 5.1 to calculate the follower-
drogue relative state. Estimating the state of the drogue, relative to the leader, allows
a dynamic model to maintain a reasonable estimate of the drogue’s state, using only the
leader’s state and known characteristics of the drogue. In keeping with the principles of
this work, the estimate shall be accurate while maintaining reliability, by utilising precision
LOS measurements as an aid, rather than as the primary source of information.
A diagram of the problem is shown in Fig. 6.1. The drogue has a known radius rd, a known
depth d and > 4 IR markers mounted at the circumference of the circular entrance to the
drogue. The drogue is modelled as a point mass, with known mass md, and is attached to
the leader by an assumed rigid tether. A ball and socket joint connects the tether to the
leader and drogue, at Pcable and Pd. A reasonable guess for the tether’s length L is known,
but varies in-flight, and between flights. The tether has negligible aerodynamic drag and
negligible mass. An aerodynamic drag force FD, and gravitational force FG, act on the
drogue at Pd. The tether makes an elevation angle α and an azimuth angle β with the
negative x-axis of the leader’s vehicle-1 frame.
The state vector xd describes the state of the drogue with respect to the leader. It comprises
the orientation of the tether, α and β; their time derivatives α˙ and β˙; the product of
the drogue cross-sectional area and the aerodynamic drag coefficient in the longitudinal
direction, ηx; the same quantity in the lateral-vertical plane ηyz; an air-relative velocity
heading bias ψdB ; and the length of the cable, L. Estimating the drogue aerodynamic
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characteristics and length when vision is available improves the open-loop accuracy when
vision becomes unavailable.
xd =
[
α α˙ β β˙ ηx ηyz ψdB L
]T
(6.1)
ηx = AxCDx (6.2a)
ηyz = Ayz CDyz (6.2b)
The system inputs ud are defined in Eq. (6.3) and comprise the magnitude of the leader’s
airspeed val , where val = ‖Val‖, leader vertical velocity VZl , leader vertical acceleration
a˜l and the mean of the Gaussian noise processes than govern ηx, ηyz, ψdB , and L. The
corresponding process noise covariance matrix Qd is defined in Eq. (6.4).
ud =
[
val VZl a˜l wηx wηyz wψdB wL
]T
(6.3)
Qd = diag
[
σ2val
σ2VZl
σ2a˜l σ
2
ηx σ
2
ηyz σ
2
ψdB
σ2L
]T
(6.4)
Al = Cql a˜l − gE (6.5)
The initial estimate of α is determined in Eq. (6.6) by calculating the angle between FD
and FG. The initial β, the initial orientation time derivatives and the initial air-relative
heading bias are assumed to be zero. ηx0 and ηyz0 are calculated using the reported drogue
drag coefficient of 0.6 in [69], and the known geometry which is specified in Table 3.1.
α0 = tan
−1 2md
∥∥gE∥∥
ρ ηx0v
2
al
(6.6)
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6.1.1 Dynamic Model
The system propagation begins by rotating the current estimate of the cable length through
the current estimate of the cable orientation to obtain the position of the drogue Pd, in the
leader’s vehicle-1 frame.
Pd =

Xd
Yd
Zd
 = CT(0,αˆk−1,βˆk−1)

−Lˆk−1
0
0
 (6.7)
The air-relative velocity Vad , is found by adding the motion due to a change in cable
orientation, and the air-relative velocity of the frame due to the leader’s motion.
Vad =

0
ˆ˙αk−1
ˆ˙
βk−1

T
× Pd +

val
0
VZl

T
(6.8)
The aerodynamic drag force FD, is calculated using the air density ρ, the current estimate
of the aerodynamic parameters and the air-relative velocity vector Vad . The notation x
◦3
represents the element-wise cube of x. Equation (6.9) is negated because the drag force
acts in the opposite direction to the air-relative velocity. ρ represents air density.
FD = −1
2
ρ

ηˆxk−1
ηˆyzk−1
ηˆyzk−1

T
V ◦3ad
‖Vad‖
(6.9)
The gravitational force FG is
FG = md g
E (6.10)
and the force due to leader acceleration FA is
FA = mdAl (6.11)
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The moment M about Pcable is the cross product of Pd, and the sum of the forces due to
drag, gravity, and leader vertical acceleration, assuming the cable is rigid.
M = Pd × (FD + FG − FA) (6.12)
The inertia tensor I is calculated in Eq. (6.13) before being inverted to calculate the an-
gular acceleration ω˙d and hence the second derivative of the cable orientation, α¨ and β¨ in
Eq. (6.14).
I = md

Y 2d + Z
2
d 0 0
0 X2d + Z
2
d 0
0 0 X2d + Y
2
d
 (6.13)
ω˙d =

0
α¨
β¨
 = I−1M (6.14)
The final dynamic model for state propagation is provided in Eq. (6.15), where ηˆx, ηˆyz, ψˆdB
and Lˆ are modelled as random walks so their time derivatives are zero. The predicted mean
xˆ−dk and predicted covariance are computed using Eqs. (4.20) and (4.21).
f [xˆdk , k] =

αˆk
βˆk
ˆ˙αk
ˆ˙
βk
ηˆxk
ηˆyzk
ψˆdBk
Lˆk

= xˆdk−1 + ∆t

ˆ˙αk
ˆ˙
βk
α¨
β¨
wηx
wηyz
wψdB
wL

(6.15)
6.1.2 State Correction
Air-to-air LOS measurements of the drogue-mounted IR markers are used to update the
state. Rather than using the raw marker centroid coordinates as per Section 5.1.2, an ellipse
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is first fit to the detected marker centroids with the coefficients of the quadratic curve that
describe the ellipse, forming a pseudo sensor measurement. Details on this algorithm will
be provided in Section 6.2.1 and the general form of a quadratic curve is
Ax2 + 2Bxy + Cy2 + 2Dx+ 2Fy +G = 0 (6.16)
Given the nature of the sensor measurement, the observation model must calculate the
expected coefficients of the quadratic curve, given the estimated state. To do this, artificial
markers could be placed at the circumference of the drogue, which is at the estimated
relative position; then projected onto the image plane using Eqs. (5.15) to (5.17); then have
an ellipse fit to the projected points. This method essentially discretises the 3D drogue.
Instead, we use a direct analytical method that is a general perspective projection of any
3D ellipse onto a 2D image plane. Although the entrance to the drogue is circular, it
is represented by a 3D ellipse. This allows the method to be applied to other geometric
primitives in 3D, such as circles, line segments and points. A line would simply have a very
small semi-minor axis and a point would have a small semi-minor and semi-major axis.
The intuitive parametric equation of the 3D ellipse is provided in Eq. (6.17) where ζccirc is
the 3D position of the centre of the ellipse, a and b are the magnitudes of the semi-major
and semi-minor axes and Ue and Ve are the unit vectors in the direction of the semi-major
and semi-minor axes. Ue and Ve must be orthogonal.
pe = ζ
c
circ + aUe cos t + b Ve sin t t ∈ (0, 2pi] (6.17)
To centre of the 3D ellipse, which corresponds to the centre of the circular entrance to
the drogue entrance, is calculated in the camera frame by first transforming to the leader’s
vehicle-1 frame.
ζ lcirc = C
T(
0,αˆk,βˆk−ψˆdBk
)

−Lˆk − d
0
0
+ Pcable (6.18)
Then transforming to the follower’s body frame, which contrasts Eq. (5.15) by de-rotating
by ψl only.
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ζfcirc = Cqˆf
(
C(0,0,ψˆl)ζ
l
circ + Pˆl|f
)
(6.19)
Similarly to Eq. (5.16), camera extrinsic parameters are corrected to obtain the position of
the centre of the drogue entrance ζccirc. Pf |c and C
c
f are the translation and rotation from
the follower’s body frame to the camera frame. Ccf includes both the camera mounting
orientation and the axes transformation.
ζccirc =
[
Ccf Pf |c
]ζfcirc
1
 (6.20)
The direction of the semi-major and semi-minor axes, Ue and Ve, are calculated using a
concatenation of Eqs. (6.18) to (6.20), without the translations, to form Eq. (6.21). The
magnitude of each axis is equal to rd, however they will remain as a and b to maintain
generality.
Ue = C
c
f Cqˆf C(0,0,ψˆl)C
T
(0,αˆk,βˆk−ψˆdBk )

0
1
0
 (6.21a)
Ve = C
c
f Cqˆf C(0,0,ψˆl)C
T
(0,αˆk,βˆk−ψˆdBk )

0
0
1
 (6.21b)
The analytical perspective projection of the 3D ellipse onto the image plane adapts a method
for the calculation of conic sections in [25]. This method finds the intersection of a skewed
elliptical cone, with the vertex at the focal point E, and the image plane. In our case,
E = [0 0 0]T . A skewed cone, as opposed to a right cone, allows the cone axis and ellipse
normal to be noncollinear. The rotation matrix Re comprises the orthogonal axes of the
ellipse, and is used to calculate E¯.
Re =
[
Ue Ve Ue × Ve
]
(6.22)
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E¯ =
[
e¯x e¯y e¯z
]T
= RTe (E − ζccirc) (6.23)
The quadratic coefficients of the general elliptical cone are calculated.
A¯ =

1
a2
0 −e¯x
e¯z a2
0 1
b2
−e¯y
e¯z b2
−e¯x
e¯z a2
−e¯y
e¯z b2
1
e¯2z
(
e¯2x
a2
+
e¯2y
b2
− 1
)
 B¯ =

0
0
2
e¯z
 c¯ = −1 (6.24)
This form is then transformed to a skewed elliptical cone.
A′ = Re A¯RTe (6.25a)
B′ = Re
(
B¯ − 2 A¯ ζ¯circ
)
(6.25b)
c′ = ζ¯Tcirc A¯ ζ¯circ − B¯T ζ¯circ + c¯ (6.25c)
Where ζ¯circ = R
T
e ζ
c
circ. The ellipse projection can then be determined by finding the inter-
section of the skewed elliptical cone with the image plane that is defined by the centre point
ζcimage and the right-handed orthonormal basis [Up, Vp, Up × Vp], with Jp = [Up Vp].
Aˆ = JTp A
′ Jp (6.26a)
Bˆ = JTp
(
B′ + 2A′ ζcimage
)
(6.26b)
cˆ = ζc TimageA
′ ζcimage +B
′T ζcimage + c
′ (6.26c)
The quadratic equation
Y Tp Aˆ Yp + Bˆ Yp + cˆ = 0 (6.27)
defines the perspective projection of the 3D ellipse onto the image plane, where Yp =
[x y]T . The coefficients to the general quadratic form in Eq. (6.16) are then calculated.
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A = Aˆ00 B =
Aˆ01 + Aˆ10
2
C = Aˆ11
D =
Bˆ0
2
F =
Bˆ1
2
G = cˆ
(6.28)
In our implementation, ζcimage = [0 0 1]
T , Up = [1 0 0]
T and Vp = [0 1 0]
T which
simplifies the coefficient calculation to
A = A00 B =
A01 +A10
2
C = A11
D = A02 +
B0
2
F = A12 +
B1
2
G = A22 +B2 + c
(6.29)
The final observation model air-to-air LOS measurement update is
hellipse [xˆdk , k] =
[
A B C D F G
]T
(6.30)
The UKF update can now occur using Eqs. (4.33) to (4.39).
6.2 Air-to-Air Sensing
The drogue is observed from the follower using LOS measurements from the IR vision
system. This section introduces an algorithm to fit an ellipse to the raw IR measurements
and an algorithm to evaluate the integrity of the elliptical sensor measurement. Using an
ellipse for visual feedback, rather than a set of coordinates, avoids requiring an accurate
marker model, is robust to partial occlusion, and tolerant to symmetry. This is particularly
important during the approach to docking, as shown in Fig. 6.2.
The relative navigation algorithm in Section 5.1 attempts to find the vehicle markers in
the frame before the ellipse extract algorithm attempts to locate the drogue. If the vehicle
markers are not extracted, the ellipse extraction algorithm must contend with additional
clutter.
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Figure 6.2 – An approach to docking in RGB on the left and IR on the right. IR marker
detections are indicated by yellow squares and the extracted ellipse by the cyan circle.
6.2.1 Ellipse Extraction
Before the state of the drogue can be updated, we must determine which LOS measurements
δ˜, if any, belong to the entrance to the drogue, then fit an ellipse to these points. The
complete process is outlined in Fig. 6.3, using flight data in near worst case solar interference
as an example.
An RGB image of the snapshot in time is provided in Fig. 6.3a and the equivalent IR
image in Fig. 6.3b. All of the extracted IR markers are represented by red squares, which
includes false positives from the sun. First, all the three-point circles from every three-
point combination of δ˜ are calculated and displayed in blue, in Fig. 6.3c. Each of these
circle centres and radii form a hypothesis for the drogue. Three-point circles were selected
because they afford a unique solution, reduce the combinatorial burden and are efficient to
calculate. In this particular example, δ˜ is comprised of seven drogue markers, four leader
aircraft mounted markers and nine false positives; however the number of drogue markers
must only be > 4.
The next step is to eliminate the hypotheses with radii that do not fall within the expected
range. This range is calculated in Eqs. (6.31) and (6.32), using the estimated position of
the drogue, relative to the follower Pd|f , the covariance of this estimate σ2Pd|f , the camera’s
focal length f , and the drogue’s known radius rd. As both drogue estimate and vehicle
relative estimate confidence improves, this bound will tighten. The remaining hypotheses
are shown in Fig. 6.3d.
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(a) RGB frame of the leader and drogue, with the
sun directly behind.
(b) The equivalent IR image with IR markers and
false positives extracted.
(c) All the combinations of three-point circles,
where each is a hypothesis of the ellipse.
(d) Eliminating hypotheses by radius, using the
current state estimate and uncertainty. The
radius range in this example is conservative.
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(e) The centre coordinate and radius for each remaining hypothesis. Each is colour-coded based
on the number of consensus points that support the hypothesis. The accepted hypothesis is
indicated by strong correlation between centre coordinate, radius and high consensus.
Figure 6.3 – The ellipse extraction process with near worst case solar interference.
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Pd|l = Pd + Pcable (6.31a)
Pd|f = Pd|l + Pl|f (6.31b)
f rd∥∥∥Pd|f + σ2Pd|f∥∥∥ ≥ circle radius ≥
f rd∥∥∥Pd|f − σ2Pd|f∥∥∥ (6.32)
Next, the Euclidean distance from every δ˜ to every circle hypothesis is calculated. For each
hypothesis, any δ˜ within a threshold is designated a consensus point since they provide
evidence in support of the hypothesis. The total number of consensus points and the
average distance error is stored for each hypothesis.
If a circular object that is consistent with a drogue is present, multiple hypotheses that share
δ˜, will have strong correlation between the centre of the hypothesis, the radius, and a high
number of consensus points. This is shown in Fig. 6.3e, where the position is determined
by the centre and radius and the colour indicates the number of consensus points. The
set of hypotheses with the highest consensus, over a minimum threshold, are extracted
and the hypothesis with the lowest average distance error of that set is designated most
likely. If no hypotheses remain once the heuristics have been applied, no update occurs.
Finally, the general quadratic curve in Eq. (6.16) is fit to the consensus points using the
direct least squares method proposed in [28], with the coefficients forming the higher-order
pseudo measurement y˜ellipse.
y˜ellipse =
[
A B C D F G
]T
(6.33)
6.2.2 Integrity Testing
The integrity of the measurement is evaluated to reject spurious data that may diverge
the filter. The approach is similar to Section 5.2.2, where the vision-only relative pose is
compared to the estimated relative pose. First, an artificial model ζd, with m evenly spaced
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markers around the entrance to the drogue, is created.
tj =
2pi
m
(j − 1), j = 1, 2, ...,m (6.34a)
ζdj =

−d
rd sin tj
rd cos tj
 (6.34b)
Then, the extracted ellipse y˜ellipse is converted to a geometric parametrisation comprising
a centre coordinate µ, semi-major axis a, semi-minor b, and rotation ϕ. This is used to
generate the approximate set of m artificial marker observations δ˜ellipsej that correspond to
each point in ζd.
δ˜ellipsej =
cosϕ − sinϕ
sinϕ cosϕ
a sin tj
b cos tj
+ µ (6.35)
We can now estimate the vision-only relative pose of the drogue with respect to the follower
xvisd|f =
[
P visd|f q
vis
d|f
]T
in the navigation frame. This uses the model ζd, the corresponding
artificial observations δ˜ellipsej and EPnP [48]. The relative attitude q
vis
d|f is unused due to the
ambiguity caused by the ellipse measurement. The current estimate of the position of the
drogue, relative to the follower is determined by first calculating Pd.
Pd = C(0,αˆk,βˆk−ψˆdBk)

−Lˆk
0
0
+ Pcable (6.36)
Then rotating to the navigation frame and correcting for the relative position.
Pd|f = C(0,0,ψˆlk )
Pd + Pˆl|fk (6.37)
The integrity metric δσd, is the difference between the vision-only relative position and the
estimated relative position, normalised by the expected variance P vard .
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δσd =
∥∥∥(P visd|f − Pd|f) P vard ∥∥∥ (6.38)
If δσd is below a threshold δσdmax , y˜
ellipse is considered valid. A reasonable choice for δσdmax
is
√
3 because it corresponds to a 1σ error.
6.3 Terminal Guidance
Now that an estimate of the drogue’s state, relative to the follower, is known, terminal
guidance must guide the follower to dock with the drogue. To do this, a setpoint relative
state must be formulated that satisfies the drogue’s physical constraints. In our case, the
nose of the follower must enter the drogue through the circular entrance and make contact
with the magnets so that docking is sensed. Again, the vector guidance in Section 4.2.3
translates the setpoints to low-level controller commands.
Terminal guidance methods can be broadly categorised either as discrete or continuous. A
discrete method would remain in the pre-contact position until the follower-drogue align-
ment error is low, then set the desired relative position at the back of the drogue and
initiate an attempt. If the attempt is unsuccessful, return to pre-contact and try again.
With this architecture, the required alignment accuracy determines the tradeoff between
the frequency of attempts and the likelihood that each attempt is successful.
A continuous method would begin the attempt when the drogue estimate covariance is
below a threshold, then update the setpoint relative position as a function of the alignment
error. This method will only withdraw to the pre-contact position if observations of the
drogue are lost for sufficiently long and are not regained during withdrawal. The function
that calculates the setpoint would determine how aggressively the follower approaches the
drogue. A more aggressive strategy would have to withdraw more often, but with shorter
periods between each withdrawal.
This work implements a continuous method because it allows the follower to pause during
an approach, if necessary, to account for intermittent misalignment due to momentary
disturbances. The fundamental strategy is to command a longitudinal position as a function
of how well aligned the nose and drogue are. Closer alignment commands a position closer
to, or even through, the drogue. This creates a funnel effect, as depicted in Fig. 6.4.
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Pf
Figure 6.4 – The fourth-order terminal setpoint algorithm.
Specifically, the leader-relative setpoint position Ps|l, is situated along the longitudinal axis
of the drogue, passing through Pd. The position along the longitudinal axis is a function of
the scalar lateral-vertical position error δPdyz , between the nose of the follower PN , and Pd
as per Eq. (6.40). δPdyz is a metric for the accuracy of alignment.
Pd =

Xd
Yd
Zd
 = C(0,α,β−ψdB )

−L
0
0
+ Pcable (6.39)
The error is saturated to the range [δPdmin δPdmax ] which corresponds to the radii of the
smaller and large funnel entries.
δPd = C(0,0,ψl)
(
Pl|f − CTqˆfPN
)
+ Pd + Pcable (6.40a)
δPdyz =
√
δY 2d + δZ
2
d ,
{
δPdmin < δPdyz < δPdmax
}
(6.40b)
When δPdyz is small, the nose is lined up with the entrance to the drogue so Ps|l is situated
further through the drogue entrance. The fourth-order function to calculate the longitudinal
position Xs|d, relative to Pd is provided in Eq. (6.41). The final setpoint position, relative
to the leader, is calculated in Eq. (6.42).
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Xs|d = Xdock −
[(
δPdyz − δPdmin
)
(Xpre + d+Xdock)
4
δPdmax
] 1
4
(6.41)
Ps|l = Pd + Pcable +

0
0
Xs|d
 (6.42)
Pictorially, Ps|l lies on the drogue’s longitudinal axis, in the same lateral-vertical plane as
the intersection of the funnel surface with a line that passes through Pf , parallel to the
longitudinal axis. The position along the axis is saturated by Xpre and Xdock, which are
the pre-contact standoff distance that defines the pre-contact position, and a docked offset,
that assures connection is made and there is slack while station-keeping.
To compensate for high dynamics, δPd can be predicted. The prediction time is the es-
timated time to contact, which is computed using δPd and δP˙d. δP˙d is the aggregate of
the leader-follower relative velocity, the instantaneous velocity of the drogue relative to
the leader, and the velocity created by the vehicle-1 frame rotating with respect to the
navigation frame.
δP˙d = C(0,0,ψl)Vl|f +

0
α˙
β˙
× Pd +

0
0
ψ˙l
× (Pd + Pcable) (6.43)
It is important to saturate the prediction time at zero and some maximum, to avoid neg-
ative time or predicting too far into the future. The predicted δPd is then calculated by
propagating Pd by the time to contact using Eqs. (6.7) to (6.15); adding δPd; and adding a
first-order integration of the relative velocity.
To be compatible with the vector guidance in Section 4.2.3, we set Ps = Ps|l + Pl and
Vs = C(0,0,ψdB )
Vl, where the latter compensates for differences in heading between the
drogue and leader during turns. Finally, P = Pl −Pl|f and V = Vl − Vl|f as per Eqs. (5.29)
and (5.30).
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(a) RGB camera frames. (b) IR camera frames.
Figure 6.5 – Air-to-air IR and RGB frames from a formation flight comparing favourable IR
conditions at the top and close to worst case conditions below. Both the leader and drogue
IR markers are visible in each frame.
6.4 Flight Test: Drogue Motion Estimation
In preparation for docking, the drogue estimation algorithm was evaluated in-flight. The
leader was commanded to follow a 610×160 m racetrack path at 80 m altitude AGL and
15 m/s airspeed, while towing a tethered drogue. Once the relative position covariance was
suitably low, the follower was commanded to rendezvous with the leader, then transition to
and maintain a pre-contact position, 3 m behind the drogue.
Figure 6.5 shows RGB and IR frames from one of the flights. Each of the extracted IR
markers are labelled with a yellow square, false positives are labelled with yellow crosses,
and the extracted ellipse is represented by a blue ellipse. The top image set shows typical
flying conditions with the sun high in the sky, when false positives are infrequent. By
contrast, the bottom image set shows close to worst-case conditions with the aircraft flying
directly toward the sun, which is low in the sky with clouds diffusing the IR interference.
The leader and drogue markers are still able to be correctly identified, however numerous
false positives are present.
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(a) The unaided estimate is the dashed yellow trace, the aided estimate with artificial dropout is
blue and the aided estimate without the artificial dropout is dashed red.
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(b) The error between the aided estimate with the artificial dropout and the baseline estimate
without the artificial dropout, during the six second dropout.
Figure 6.6 – The estimated drogue position during close formation flight with vision feedback.
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(a) The unaided estimate is the dashed yellow trace, the aided estimate with artificial dropout is
blue and the aided estimate without the artificial dropout is dashed red.
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(b) The error between the aided estimate with the artificial dropout and the baseline estimate
without the artificial dropout, during the six second dropout.
Figure 6.7 – The estimated drogue velocity during close formation flight with vision feedback.
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Figure 6.8 – The drogue’s estimated longitudinal drag coefficient from different initial values.
In the bottom axes is the estimated heading bias and the leader’s turn rate. The correlation
is expected because the drogue lags the leader in turns. This verifies the heading bias
estimate.
The estimated position and velocity of the drogue, with respect to the leader, from 30
seconds of a flight is shown in Figs. 6.6a and 6.7a. As with all field testing, obtaining a
ground truth can be difficult. Instead, we assume that the vision-aided estimate is close
to ground truth when measurements are available. This is represented by the blue trace.
To demonstrate the graceful accuracy degradation, an artificial measurement outage was
implemented between 15 and 21 seconds. The aided, but artificially degraded result is
represented by the red dashed trace. The error between the artificially degraded estimate
and the baseline during the outage is shown in Fig. 6.6b. When the outage begins, the
estimate only gradually departs from the baseline, which is a desirable characteristic since
intermittent and extended outages are common, particularly during docking. The yellow
dashed trace is the unaided estimate and shows reasonable accuracy, considering it is open-
loop. The bias in the unaided estimate is due to the estimate of the aerodynamic drag
coefficient not being updated.
A five minute snapshot of ηx and ψdB is shown in Fig. 6.8. Here, we see successful con-
vergence of ηx from large initial error. The axes below show a comparison of ψdB and
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leader turn rate, dψl where strong correlation is evident, particularly during turns at 40
and 165 seconds. This is expected as the drogue lags the aircraft during turns which verifies
the ψdB estimate.
6.5 Flight Test: Airborne Docking
The final flight tests are a culmination of the entire thesis. The aim of these flights was to
demonstrate the entire autonomous docking mission, from rendezvous, to close formation,
to docking, station-keeping, and release. Repeatable docking is irrefutable evidence of the
system’s relative positioning accuracy.
The flights were a continuation of the mission in Section 5.6.1, but in this instance, the
drogue state estimate was used to define the pre-contact position 3 m behind the drogue,
and the terminal docking guidance was enabled. An example of one complete docking
process is shown in Fig. 6.9, where Fig. 6.9a shows the progression of the aided, unaided,
and setpoint relative position and Fig. 6.9b shows the position of the drogue, with respect
to the follower’s nose δPd. Airborne images from this manoeuvre are shown in Fig. 6.10.
The average wind speed during the manoeuvre was approximately 15 km/h.
The follower begins in the formation position then initiates an approach to the pre-contact
position once the relative position covariance is below a threshold. The pre-contact position
is reached once the follower is sufficiently close, then the follower immediately transitions to
a dock attempt because the the drogue state estimate covariance was below a threshold. At
this point, the terminal guidance takes over to pull the follower through the drogue, when
the two are aligned. Docking is detected by the magnetometer at ≈42 seconds, at which
point the setpoint relative position becomes static and is 0.5 m forward and 0.5 m above
the position when docking was detected. This provides slack on the tether so that docking
can be maintained while station-keeping. Once the commanded 20 seconds of simulated
refueling or recharging had expired, the setpoint was moved to the formation position for
release. The formation position was once again reached at 68 seconds.
Docking was demonstrated repeatedly in multiple flights, including five successful docking
manoeuvres in less than seven minutes of a single flight. The estimated relative position of
the drogue, with respect to the follower’s nose, δPd for each of the five manoeuvres is shown
in Fig. 6.12. Each docking instance is labelled D1-5 and occurs when δXd < 0, |δYd| < rd
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(a) The aided, unaided and setpoint relative position in the leader’s vehicle-1 frame.
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(b) The estimated relative position of the drogue, with respect to the follower’s nose, in the leader’s
vehicle-1 frame.
Figure 6.9 – Flight data from one complete docking process where the average wind speed was
15 km/h. The time spent in the pre-contact position is imperceptibly small because the
conditions for a dock attempt were satisfied during the approach.
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Figure 6.10 – The terminal approach to docking, then station keeping. The images on the left
are taken from the left wing of the follower and the images on the right are looking back
from the left wing of the leader.
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Figure 6.11 – Station-keeping after successfully docking. The silhouette of the IR markers are
visible on the leader.
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Figure 6.12 – The estimated relative position of the drogue, with respect to the follower’s
nose, in the leader’s vehicle-1 frame, during five approaches to docking in seven minutes
of flight. Flight data between D1-5 has been removed for clarity with the x-axis shown for
scale. The wind had an average speed of 4 km/h and a maximum of 9 km/h during the
flight.
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Table 6.1 – Statistics for D1-5. Attempts is the number of times the follower transitioned from
the pre-contact position to a dock attempt. The approach time is the time to transition
from pre-contact to docked and the total time measures the period from the first attempt
until successful docking.
Dock no. Attempts Approach time Total time
D1 1 (100 %) 29 s 29 s
D2 1 (100 %) 48 s 48 s
D3 5 (20 %) 9 s 115 s
D4 8 (12.5 %) 8.8 s 129 s
D5 4 (25 %) 8.1 s 46 s
and |δZd| < rd. The first two seconds of connection are indicated by the shaded area. Once
docked, δZd has a characteristic decrease due to the instantaneous reduction of leader drag.
Flight data between the approaches has been removed for clarity, so the x-axis is simply
shown for scale. A sequence of air-to-air IR and RGB image pairs during an approach to
docking, is shown in Fig. 6.13. Figure 6.14 shows similar view from the ground. Airborne
docking video can be found here.
Statistics for D1-5 are provided in Table 6.1. Attempts is the number of times the follower
transitioned from the pre-contact position to a dock attempt. The approach time is the
time to transition from pre-contact to docked and the total time measures the period from
the first attempt until successful docking. In D1-2, the approach was gentle, so the rate of
success was high, but it took a while to succeed. The aggressiveness of the approach was
increased for D4-5. This reduced the likelihood of success, but also reduced the time for
each attempt. It seems the aggressiveness was increased part way through D3 because the
average attempt time is 23 seconds, whereas the final approach is only 9 seconds. From a
performance standpoint, the total time for each docking is the important metric and should
be optimised by adjusting the aggressiveness.
Small UAVs introduce an interesting problem during docking with a drogue whose drag is a
significant portion of the leader’s total drag. In our case, this force represents approximately
40 % of the leader’s total drag. This is not a problem during normal flight, but when
docking occurs, this force is instantaneously removed. Consequently, the leader experiences
a longitudinal and vertical acceleration, away from the follower, until the controllers can
compensate. Similarly, the follower experiences an instantaneous increase in drag and an
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Figure 6.13 – RGB and IR image pairs from a terminal approach to docking.
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Figure 6.14 – A ground to air image sequence during docking with a towed drogue.
increase in mass on the nose which shifts the CG forward. The follower then accelerates
backward and down, away from the leader. This repulsive force is the opposite of the
desired behaviour during docking, but the leader’s controllers were able to compensate with
sufficient speed.
The upside of this phenomenon is that accelerations of this magnitude are unable to be
generated any other way, so they can be used to detect docking and undocking, in addition
to the magnetometer solution. This effect is clear in Fig. 6.15 which shows the leader’s
altitude, leader’s airspeed and a docking indicator, during the seven minute segment of
flight where D1-5 occurred. The docking indicator was derived by high-pass filtering the
leader’s 3D airspeed, then squaring the result. Each of the peaks correspond to an instance
where a large portion of the leader’s drag has been removed, instantaneously. Airborne
footage revealed that C1 and C2 were instances where the drogue made brief contact with
the follower but docking did not occur.
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Figure 6.15 – The leader’s altitude, airspeed and the square of the high-pass filtered airspeed,
which is used to detect docking. C1 and C2 were instances where the drogue made brief
contact with the follower but docking did not occur.
6.6 Summary and Discussion
The terminal guidance and navigation algorithms within this chapter have built upon the
previous chapters to describe a verified method for the final terminal approach to docking.
Given the nature of the problem, the margin of error is low, so doing so repeatably provides
performance validation for the relative positioning system as a whole.
The probe and drogue method is not necessarily the easiest method to dock small UAVs.
Active stabilisation of the drogue could increase the likelihood of successful docking, however
this method maintains compatibility with existing methods and keeps the focus on relative
positioning, rather than docking apparatus design.
6.6.1 Drogue Motion Estimation
In contrast to the existing literature, the follower-drogue relative state was estimated indi-
rectly, using a dynamic model and air-to-air observations as an aid, when available. This
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approach adds resilience to short term dropouts and allows graceful degradation during
extended outages. This behaviour is particularly useful during docking because the drogue
is often outside the FOV during the final approach. This could be remedied with a wide
angle lens, or multiple cameras, including one on the back of the leader, which constantly
observes the drogue. The downside to these alternative solutions is that they require extra
hardware, are more complex, and rely on wireless communications when using a camera on
the leader.
The use of higher-order geometric features, rather than point-based markers in the air-to-air
update adds resilience to partial occlusion and avoids requiring an accurate marker model.
The latter is useful with the IR vision system, during docking, because the lens on the
markers can be perceived as two markers at close range. However, care must be taken to
ensure visual updates do not occur when the drogue marker plane and image plane are close
to collinear, since the expected radius of the drogue in the image frame, would approach
infinity. This occurred during the first successful docking, due to the position of the camera,
and instantly diverged the filter.
The rigid tether assumption in the dynamic model is valid in our implementation but would
begin to break down if the length of the tether was increased. Higher fidelity models, such
as those proposed in the literature [68, 86], could be implemented in such cases.
6.6.2 Terminal Guidance
In the future, it may be better to calculate the alignment error using the average of the
drogue position, to dampen out small oscillations. This would avoid a highly dynamic
setpoint injecting instability into the system in turbulent conditions.
In the manned AARD project [21], docking success is measured as a ratio of successful
attempts versus total attempts. Though this is a good indicator, a better metric may be
the number of successful docking attempts over a period of time since it can be applied to
a continuous method too. This is analogous to profit being a better measure of the value of
a product, compared to the profit margin per unit. That is, waiting for perfect alignment
may guarantee a high rate of success per attempt, but this is not useful if these conditions
are hours apart. Likewise, a product with a high profit margin is not valuable if there are
no sales.
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6.6.3 Flight Testing
Flight tests demonstrated successful docking in multiple flights, including five within seven
minutes. As expected, the wind and hence turbulence was observed to decrease the likeli-
hood of successful docking. This was likely due to a combination of a noisy relative position
setpoint from a dynamic drogue, and turbulence directly affecting the follower.
As a highly iterative process, a large number of flights were required to complete the mission.
Through this experience, it became apparent that unintentional docking is highly unlikely.
While verifying the drogue estimation and evaluating terminal guidance strategies, the
follower was consistently moving in the vicinity of the drogue for extended periods. Some
infrequent contact was made between the drogue and the follower, but docking did not
occur.
In early pre-contact and docking flight tests, it was observed that the follower had a consis-
tent relative position error. Although it was small, on the order of 0.5–1 m, it was significant
enough to prevent docking. This error would have been unnoticed during close formation
flight testing, but was clear when attempting docking. Flight data analysis uncovered the
cause as a few degrees of misalignment of the IMU onboard one or both vehicles, relative to
the marker model and the camera frame. This was solved by estimating the misalignment
using the relative LOS measurements, within the relative navigation algorithm. Solving
this problem was the difference between repeatable docking and occasional drogue-follower
contact. This phenomenon was investigated further in Section 5.3.1.
The comparatively high drag force of the drogue created an interesting problem during
docking. At approximately 40 % of the leader’s total drag, docking created a repulsive
force because the leader would instantaneously lose 40 % of its drag, while the follower
would instantaneously gain drag and mass on the nose. In practice, the low-level controllers
reacted sufficiently quickly to nullify this effect. Further, the terminal guidance commanded
a relative position that was through the drogue, so that the follower’s forward momentum
would partially offset the repulsive effect.
6.6.4 Docking Apparatus Design Considerations
Although not the focus of the work, it is worth sharing some insight that was gained through
the seven iterations of drogue design, in the context of small UAVs. The design of the drogue
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Figure 6.16 – The drogue being caught behind the follower’s wing while attempting dock-
ing. This does not affect the follower, provided the outside of the drogue has a smooth,
continuous design.
is a trade-off between marker battery life, structural rigidity, and drag. To maintain a small
elevation angle behind the leader, the drag force must to be able to lift the drogue’s mass,
while allowing ample thrust margin and flight time. The mass must support the structure,
battery, and markers.
A rigid structure, with minimal spacing between the spars, is desirable to guide the nose of
the follower into contact with the magnets. An early design had a tendency to get stuck on
the nose and not make contact with the magnets, which meant docking was not detected
so the attempt was deemed unsuccessful. It was also important to ensure the outside of
the drogue had a smooth, continuous shape, because the drogue was susceptible to getting
caught behind the follower’s wing after a failed dock attempt, as per Fig. 6.16.
When detecting docking with magnets and a magnetometer inside a metal cone, it is im-
portant for the magnetometer to auto-calibrate upon initialisation, to account for possibly
changing hard iron effects in the nose cone. When docking and undocking occurs, the
magnetic field changes most significantly in the follower’s longitudinal axis. However, some
residual magnetism often remains after disconnect so it is desirable to recalibrate at this
point.

Chapter 7
Conclusion
The objective of this work was to develop a GNC system that would allow two UAVs to
fly in close formation and autonomously dock in-flight, for refueling or recharging. The
purpose of this technology is to significantly extend a UAV’s range and endurance, without
storing additional energy onboard. The implications are significant, in both the military
and civilian domain, because it could allow a UAV to stay aloft indefinitely. But despite the
clear value, and despite being a proven solution for manned aircraft, UAV airborne docking
had not been achieved prior to our experiments.
This thesis has addressed the aim by proposing, and experimentally verifying, a complete
GNC solution to UAV airborne docking. The work culminated in a series of flights where
repeatable docking was demonstrated, including five instances in a single flight. As the
closest known outdoor formation flights to date, and the first known demonstration of
autonomous UAV docking, these results are significant.
Each chapter built upon the last, beginning with the autonomy for a single UAV, following
a path. The vector guidance was applied to every phase of the mission, from the leader
following a path, to the terminal approach to docking. This meant that the tunable param-
eters that govern the dynamic response could be optimised for path following then applied
to close formation flight. 3D path following flight tests showed accuracy that out performed
a popular nonlinear guidance algorithm.
Work on relative positioning introduced a second aircraft and an IR vision system for precise
estimation. Ground tests yielded an accuracy that was 2 % of the estimated range, with
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successful detection and correspondence up to 36 m, which is far beyond the required range.
Further post-processing of this data showed sensitivity to IMU misalignment, which moti-
vated the online estimation of misalignment error. A proposed correspondence algorithm
was shown to perform well when exposed to high numbers of false positive detections, which
is common in an outdoor environment where solar interference is present. Vision-aided close
formation flights occurred over extended periods, in significant wind, at low altitude, and
as close as two wingspans.
Finally, a drogue estimation framework and terminal guidance strategy allowed docking to
occur. The drogue’s motion was estimated in open-loop, using a dynamic model, known
system characteristics, and the leader’s measured dynamics. When available, air-to-air
measurements corrected the estimate of the drogue’s state and allowed the terminal guidance
to proceed. The use of a higher-order geometric primitive, rather than point-based markers,
allowed the state to be updated when part of the drogue was occluded, which is common
during docking.
The final overarching contribution to the field are the practical results using the novel dual-
UAV system. As well as providing a proven starting point for future research, the highly
iterative development process has meant that principled solutions to real problems have
been integrated into the algorithms. These are problems that only become apparent during
actual implementation.
One of the primary reasons for the successful demonstration was the well defined, rapid, and
automatic development process that transitioned the algorithms from simulation to deploy-
ment. Coupled with a reliable autopilot, this allowed algorithms to be quickly developed,
evaluated in the field, then iteratively built upon. It is difficult to isolate the subsystem and
algorithms that were most important for success since all the systems had to be working
correctly to obtain the relative positioning performance necessary for docking. However,
utilising the vision system explicitly as an aid, rather than the primary sensor, contributed
greatly to the overall reliability of the system. In terms of algorithms, estimating the vehicle
sensor misalignment within the relative state UKF was the final innovation that enabled
repeatable docking.
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7.1 Future Work
The proposed algorithms are certainly not the only solution and have plenty of room for
improvement.
7.1.1 Relative Navigation
One of the shortcomings of the relative navigation system is the limited FOV of the IR vision
sensor. This increased the likelihood of visual dropout at very close proximity, because the
leader occupies a larger part of the image. Similarly, visual feedback of the drogue was
often lost during docking attempts, due to the close range, which reduced the likelihood
of docking. In future, additional cameras could be used, which could be positioned on the
wingtips for stereo vision, and on the leader in a similar arrangement, so that the drogue is
always visible. Other relative sensing strategies could also be investigated, such as LIDAR,
RF, or the use of modulated light for improved interference rejection in vision applications.
GNSS measurements could also be better utilised. The first step would be synchronising
the set of satellites that the receivers use, which would eliminate much of the correlated
error. Tightly coupling raw GNSS pseudo-range measurements with the inertial sensors
could also be investigated, as well as more complex RTK techniques. This could not replace
the relative sensing system but is instead an enhancement.
Work to minimise the electro-magnetic signature of the system would also be interesting.
This would begin by eliminating wireless communications so tracking must utilise the rela-
tive observations exclusively, then progress to the use of passive, rather than active markers.
Ultra wideband radio ranging could also provide an additional source of information.
7.1.2 Relative Guidance
Pre-planned approaches to rendezvous would be worth investigating, particularly for larger
vehicles, since they have more predictable trajectories and must satisfy operational and
logistical constraints.
The likelihood of a successful docking could be increased by making improvements to the
terminal guidance. During flight tests, some instances were observed where docking was not
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attempted, when it perhaps should have been. Improvements to the docking apparatus itself
could also increase the rate of docking success, through instrumentation, active control [69]
or a completely new approach.
7.1.3 Practical Application
Future use of an accurate relative positioning system could include airborne transfer of
any payload, including munitions, cargo, or even people. This would allow aircraft to be
optimised for either highly efficient long endurance flight, or for quick take off and landing.
The latter would act as a ferry to the long endurance aircraft. This may seem far fetched,
but a three year feasibility study was recently carried out by the European Union [104].
Further, this technology could allow aircraft to combine and separate in the air, for different
modes of flight, as proposed by BAE Systems [77]. A UAV mothership could even launch
and recover multiple UAVs from a larger aircraft as per DARPA’s recent suggestion [1].
In the immediate future, the next step would be to implement the system on platforms that
fly higher, faster, and for longer. The net result would be less turbulence, less susceptibility
to turbulence, and more thrust to support a heavier drogue. This system would then
be poised to implement actual airborne refueling or recharging, which could enable an
aircraft to remain aloft for weeks, or even months. AAR technology could even aid civilian
freighters and passenger aircraft, where feasibility studies have documented remarkable
potential reductions in fuel usage [31, 63]. In any case, autonomous close formation flight
and docking are sure to unlock new capabilities in aviation.
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Appendix A
Rotation Representations
A rotation and translation is required to transform between the frames of reference used
in this work. Before these coordinate frames are defined, the four different rotation rep-
resentations will be introduced. These are: Euler angles, quaternions, GRP and rotation
matrices.
A.1 Euler Angles
Euler angles are the most intuitive of the representations. They are denoted φ, θ, ψ and
represent roll, pitch and yaw respectively. This work uses a z−y−x convention which is first
a rotation ψ about z, then θ about y, and finally φ about x. The derivatives of the Euler
angles are calculated using the current Euler angles and the body rates ω = [ωp ωq ωr]
T ,
as measured by the gyroscopes.

φ˙
θ˙
ψ˙
 =

1 sinφ tan θ cosφ tan θ
0 cosφ − sinφ
0 sinφ sec θ cosφ sec θ
ω (A.1)
A.2 Quaternions
The downsides to Euler angles are that a rotation becomes ambiguous when θ = pi2 and
the heavy use of trigonometry during transformations is computationally inefficient. The
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unit quaternion, q = [q0 %]
T = [q0 q1 q2 q3]
T , solves this by introducing an additional
parameter and be visualised as a rotation θ about an axis e = [ex ey ez]
T , where
q0 = cos
(
θ
2
)
q1 = ex sin
(
θ
2
)
q2 = ey sin
(
θ
2
)
q3 = ez sin
(
θ
2
)
(A.2)
The conversion from Euler to quaternion is
q0 = cos (φ/2) cos (θ/2) cos (ψ/2) + sin (φ/2) sin (θ/2) sin (ψ/2)
q1 = sin (φ/2) cos (θ/2) cos (ψ/2)− cos (φ/2) sin (θ/2) sin (ψ/2)
q3 = cos (φ/2) sin (θ/2) cos (ψ/2) + sin (φ/2) cos (θ/2) sin (ψ/2)
q4 = cos (φ/2) cos (θ/2) sin (ψ/2)− sin (φ/2) sin (θ/2) cos (ψ/2)
(A.3)
and the conversion back to Euler is
φ = arctan 2
(
2 (q0 q1 + q2 q3) , 1− 2
(
q21 + q
2
2
))
θ = arcsin (2 (q0 q2 − q1 q3))
ψ = arctan 2
(
2 (q0 q3 + q1 q2) , 1− 2
(
q22 + q
2
3
)) (A.4)
The single quaternion that represents multiple successive quaternion rotations can be cal-
culated using the non-commutative quaternion multiplication, denoted ⊗.
A.3 Generalised Rodrigues Parameter
The downside to a quaternion parametrisation within a UKF is that the unit-norm cannot
be guaranteed while calculating the mean. To overcome this, a method described in [14]
was implemented which uses three-dimensional GRP representation, p. The conversion
from quaternion to GRP is
p ≡ f %
a+ q0
(A.5)
then back to quaternion
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q0 =
−a ‖p‖2 + f
√
f2 + (1− a2) ‖p‖2
f2 + ‖p‖2 (A.6a)
% =
(a+ q0)p
f
(A.6b)
Where 0 ≤ a ≤ 1 and f are scale factors. We choose f = 2(a+ 1) as per [14].
A.4 Rotation Matrix
Rotation matrices are used to rotate a three-dimensional vector. The rotation matrix for a
z − y − x Euler rotation is denoted C(φ,θ,ψ) and defined as
C(φ,θ,ψ) =

cos θ cosψ sinφ sin θ cosψ − cosφ sinψ cosφ sin θ cosψ + sinφ sinψ
cos θ sinψ sinφ sin θ sinψ + cosφ cosψ cosφ sin θ sinψ − sinφ cosψ
− sin θ sinφ cos θ cosφ cos θ
 (A.7)
The matrix for the unit quaternion is denoted Cq and defined as
Cq =

q20 + q
2
1 − q22 − q23 2 (q1 q2 + q0 q3) 2 (q1 q3 − q0 q2)
2 (q1 q2 − q0 q3) q20 − q21 + q22 − q23 2 (q2 q3 + q0 q1)
2 (q1 q3 + q0 q2) 2 (q2 q3 − q0 q1) q20 − q21 − q22 + q23
 (A.8)

Appendix B
Flight Test Media
This appendix contains selected images and links to video from flight testing.
(a) Pre-contact between trees. (b) Pre-contact at low altitude.
(c) The cable snapping in an early flight test. (d) Pre-contact position from the follower.
Figure B.1 – Miscellaneous flight test images.
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(a) The drogue being caught behind the follower’s
tail.
(b) The view from the follower before an au-
tonomous recovery.
(c) Shadow of the leader’s propeller on the fol-
lower.
(d) Drogue-less docking and simultaneous au-
tonomous landing.
(e) The first docking attempt and a near miss. (f) Docking with the camera.
(g) Close formation. (h) Local spectators
Figure B.2 – Miscellaneous flight test images continued.
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Figure B.3 – Docking images over multiple flight trials.
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Figure B.4 – A mid-air collision in 50+ km/h winds and an autonomous recovery to formation.
159
Figure B.5 – Flying at sunset.
The following videos can be viewed online at https://www.youtube.com/user/DemoDan001:
• UAV Docking for Autonomous Aerial Refueling
• Guidance, Navigation and Control for Autonomous Airborne Docking
• UAV close formation flight with Simulink
• Accelerated design, development and flight testing of a UAV autopilot with Simulink
