Abstract. Any infinite uniformly recurrent word u can be written as concatenation of a finite number of return words to a chosen prefix w of u. Ordering of the return words to w in this concatenation is coded by derivated word du(w). In 1998, Durand proved that a fixed point u of a primitive morphism has only finitely many derivated words du(w) and each derivated word du(w) is fixed by a primitive morphism as well. In our article we focus on Sturmian words fixed by a primitive morphism. We provide an algorithm which to a given Sturmian morphism ψ lists the morphisms fixing the derivated words of the Sturmian word u = ψ(u). We provide a sharp upper bound on length of the list.
Introduction
Sturmian words are probably the most studied object in combinatorics on words. They are aperiodic words over binary alphabet having the least factor complexity possible. Many properties, characterizations and generalizations are known, see for instance [5, 4, 2] .
One of their characterisations is in terms of return words to their factors. Let u = u 0 u 1 u 2 · · · be a binary infinite word with u i ∈ {0, 1}. Let w = u i u i+1 · · · u i+n−1 be its factor. The integer i is called an occurrence of the factor w. A return word to a factor w is a word u i u i+1 · · · u j−1 with i and j being two consecutive occurrences of w such that i < j. In [19] , Vuillon showed that an infinite word u is Sturmian if and only if each nonempty factor w has exactly two distinct return words. A straightforward consequence of this characterization is that if w is a prefix of u, we may write u = r s0 r s1 r s2 r s3 · · · with s i ∈ {0, 1} and r 0 and r 1 being the two return words to w. The coding of these return words, the word d u (w) = s 0 s 1 s 2 · · · is called the derivated word of u with respect to w, introduced in [9] . A simple corollary of the characterization by return words and a result of [9] is that the derivated word d u (w) is also a Sturmian word (see Theorem 1) . This simple corollary follows also from other results. For instance, it follows from [1] , where the authors investigate the derivated word of a standard Sturmian word and give its precise description. It also follows from the investigation of a more general setting in [6] , which may in fact be used to describe derivated words of any episturmian word -generalized Sturmian words [10] .
By the main result of [9] , if u is a fixed point of a primitive morphism, the set of all derivated words of u is finite (the result also follows from [11] ). In this case, again by [9] , a derivated word itself is a fixed point of a primitive morphism.
In this article we study derivated words of fixed points of primitive Sturmian morphisms. By the results of [16] , any primitive Sturmian morphism may be decomposed using elementary Sturmian morphismsgenerators of the Sturmian monoid. In Theorems 13 and 17, we describe the relation between the set of derivated words of a Sturmian sequence u and the set of derivated words of ϕ(u), where ϕ is a generator of the Sturmian monoid.
The main result of our article is an exact description of the morphisms fixing the derivated words d u (w) of u, where u is fixed by a Sturmian morphism ψ and w is its prefix. For this purpose, we introduce an operation ∆ acting on the set of Sturmian morphisms with unique fixed point, see Definition 21. Iterating this operation we create the desired list of the morphisms as stated in Theorem 24.
We continue our study by counting the number of derivated words, in particular by counting the distinct elements in the sequence ∆ k (ψ) k≥1 . This number depends on the decomposition of ψ into the generators of the special Sturmian monoid, see below in Section 2.3.
Using this decomposition, Propositions 35 and 36 provides the exact number of the derivated words for two specific classes of Sturmian morphisms.
For a general Sturmian morphism ψ, Corollary 34 gives a sharp upper bound on their number. The upper bound depends on the number of the elementary morphisms in the decomposition of ψ. In the last section, we give some comments and state open questions.
Preliminaries
An alphabet A is a finite set of symbols called letters. A finite word of length n over A is a string u = u 0 u 1 · · · u n−1 , where u i ∈ A for all i = 0, 1, . . . , n − 1. The length of u is denoted by |u| = n. By |u| a we denote the number of copies of the letter a used in u, i.e. |u| a = #{i ∈ N : i < n, u i = a}. The set of all finite words over A together with the operation of concatenation forms a monoid A * . Its neutral element is the empty word ε and A + = A * \ {ε}. On this monoid we work with two operations which preserve the length of words. A mirror image or reversal of a word u = u 0 u 1 · · · u n−1 ∈ A * is the word u = u n−1 u n−2 · · · u 1 u 0 . A cyclic shift of u is the word cyc(u) = u 1 u 2 · · · u n−1 u 0 .
An infinite word over A is a sequence u = u 0 u 1 u 2 · · · = (u i ) i∈N ∈ A N with u i ∈ A for all i ∈ N = {0, 1, 2, . . .}. Bold letters are systematically used to denote infinite words throughout this article.
A finite word p ∈ A * is a prefix of u = u 0 u 1 · · · u n−1 if p = u 0 u 1 u 2 · · · u k−1 for some k ≤ n, the word
A finite word w is a factor of u = u 0 u 1 u 2 · · · if there exists an index i such that w is a prefix of the infinite word u i u i+1 u i+2 · · · . The index i is called an occurrence of w in u. If each factor of u has infinitely many occurrences in u, the word u is recurrent.
The language L(u) of an infinite word u is the set of all its factors. The mapping C u : N → N defined by C u (n) = #{w ∈ L(u) : |w| = n} is called the factor complexity of the word u.
An infinite word u is eventually periodic if u = wvvvvv · · · for some v, w ∈ A * . If w is the shortest such word possible, we say that |w| is the preperiod of u; if v is the shortest possible, we say that |v| is the period of u. If u is not eventually periodic, it is aperiodic. A factor w of u is a right special factor if there exist at least two letters a, b ∈ A such that wa, wb belong to the language L(u). A left special factor is defined analogously.
An infinite word u is eventually periodic if and only if L(u) contains only finitely many right special factors. Equivalently, u is eventually periodic if and only if its factor complexity C u is bounded. On the other hand, the factor complexity of any aperiodic word satisfies C u (n) ≥ n + 1 for every n ∈ N.
An infinite word u with C u (n) = n + 1 for each n ∈ N is called Sturmian. A Sturmian word is standard (or characteristic) if each its prefix is a left special factor. 2.1. Derivated words. Consider a prefix w of an infinite recurrent word u. Let i < j be two consecutive occurrences of w in u. The string u i u i+1 · · · u j−1 is a return word to w in u. The set of all return words to w in u is denoted by R u (w). Let us suppose that the set of return words to w is finite, i.e. R u (w) = {r 0 , r 1 , . . . , r k−1 }. The word u can be written as unique concatenation of the return words u = r s0 r s1 r s2 · · · . The derivated word of u with respect to the prefix w is the infinite word
over the alphabet of cardinality #R u (w) = k. In his original definition, Durand [9] fixed the alphabet of the derivated word to the set {0, 1, . . . , k − 1}. Moreover, Durand's definition requires that for i < j the first occurrence of r i in u is less than the first occurrence of r j in u. In particular, a derivated word always starts with the letter 0. In the article [1] , where derivated words of standard Sturmian words are studied, the authors required that the starting letters of the original word and its derivated word coincide. For our purposes, we do not need to fix the alphabet of derivated words: two derivated words which differ only by a permutation of letters are identified one with another.
In the sequel, we work only with infinite words which are uniformly recurrent, i.e. each prefix w of u occurs in u infinitely many times and the set R u (w) is finite. Our aim is to describe the set Der(u) = {d u (w) : w is a prefix of u}. Clearly, if a prefix w is not right special, then there exists a unique letter x such that wx ∈ L(u). Thus the occurrences of w and wx coincide, R u (w) = R u (wx) and d u (w) = d u (wx). If u is not eventually periodic, then w is a prefix of a right special prefix of u. Therefore for an aperiodic uniformly recurrent word u we have Der(u) = {d u (w) : w is a right special prefix of u}.
Sturmian words.
Any Sturmian word u can be identified with an upper or lower mechanical word. A mechanical word is described by two parameters: slope and intercept. The slope is an irrational number γ ∈ (0, 1) and the intercept is a real number ρ ∈ [0, 1). To define the lower mechanical word
The n th letter of s(γ, ρ) is as follows:
The definition of the upper mechanical word s ′ (γ, ρ) = (s ′ n (γ, ρ)) n∈N is analogous, it just uses the interval I 0 = (0, 1 − γ]. Let us stress that s n (γ, ρ) = s ′ n (γ, ρ) for at most two neighbouring indices n and n + 1. All upper and lower mechanical words with irrational slope are Sturmian and any Sturmian word equals to a lower or to an upper mechanical word. The language of a Sturmian word depends only on γ. The number γ is in fact the density of the letter 1, i.e., γ = lim
For any irrational γ ∈ (0, 1) there exists a unique mechanical word c(γ) with the slope γ such that both 0c(γ) and 1c(γ) are Sturmian. The word c(γ) is a standard Sturmian word and c(γ) = s(γ, γ) = s ′ (γ, γ). Many further properties of Sturmian words can be found in [14, 5] .
For our study of derivated words, the following Vuillon's result from [19] is important: a word u is Sturmian if and only if any prefix of u has exactly two return words. By combining this result with [9] , we obtain an essential observation about derivated words of Sturmian words, which also follows from [1] . Theorem 1. If u is a Sturmian word and w is a prefix of u, then its derivated word d u (w) is Sturmian as well.
Proof. Set v = d u (w). Let p be a prefix of v. Due to Proposition 2.6 in [9] , there exists a prefix q of u such that d v (p) = d u (q). By Vuillon's characterization of Sturmian words, the word d u (q) is binary. It means that any prefix p of v has two return words in v and so v is Sturmian.
Sturmian morphisms.
. The domain of the morphism ψ can be naturally extended to A
A morphism ψ is primitive if there exists a positive integer k such that the letter a occurs in the word ψ k (b) for each pair of letters a, b ∈ A. A fixed point of a morphism ψ is an infinite word u such that ψ(u) = u.
A morphism ψ is a Sturmian morphism if ψ(u) is Sturmian word for any Sturmian word u. The set of Sturmian morphisms together with composition forms the so-called Sturmian monoid usually denoted St. We work with these four elementary Sturmian morphisms:
and with the monoid M generated by them, i.e. M = ϕ a , ϕ b , ϕ α , ϕ β . The monoid M is also called special Sturmian monoid. For a nonempty word u = u 0 · · · u n−1 over the alphabet {a, b, α, β} we put
The monoid M is not free. It is easy to show that for any k ∈ N we have
We can equivalently say that the following rewriting rules hold on the set of words from {a, b, α, β} * :
(1)
In [18] , the author reveals a presentation of Sturmian monoid which includes the special Sturmian monoid M = ϕ a , ϕ b , ϕ α , ϕ β . A presentation of the special Sturmian monoid follows from this result. It is also given explicitly in [13] : Theorem 2. Let w, v ∈ {a, b, α, β} * . If ϕ w = ϕ v , then the word v can be obtained from w by applying the rewriting rules (1).
Note that the presentation of a generalization of the Sturmian monoid, so-called episturmian monoid, is also known, see [17] . The next lemma summarizes several simple and well-known properties of Sturmian morphisms we exploit in the sequel. For w ∈ {a, b, α, β} * the rules (1) preserve positions in w occupied by Latin letters {a, b} and positions occupied by Greek letters {α, β}. We define that a < b and α < β which allows the following definition.
Definition 4. Let w ∈ {a, b, α, β} * . The lexicographically greatest word in {a, b, α, β} * which can be obtained from w by application of rewriting rules (1) is denoted N (w). If ψ = ϕ w , then the word N (w) is the normalized name of the morphism ψ and it is also denoted by N (ψ) = N (w).
The next lemma is a direct consequence of Theorem 2.
Lemma 5. Let w ∈ {a, b, α, β} * . We have w = N (w) if and only if w does not contain αa k β or aα k b as a factor for any k ∈ N. In particular, if w ∈ {a, b, α, β} * \ {a, α} * , the normalized name N (w) has prefix either a i β or α i b for some i ∈ N.
The morphism E : 0 → 1, 1 → 0 which exchanges letters in words over {0, 1} cannot change the factor complexity of an infinite word. Thus, E is clearly a Sturmian morphism. But E does not belong to the monoid M = ϕ a , ϕ b , ϕ α , ϕ β . In fact, E is the only missing morphism. More precisely, any Sturmian morphism ψ either belongs to M or ψ = η • E, where η ∈ M. To generate the whole monoid of Sturmian morphisms St, one needs only three morphisms, say E, ϕ a and ϕ b . We have (2) ϕ α = Eϕ a E and ϕ β = Eϕ b E.
Our aim is to study derivated words of fixed points of Sturmian morphisms. If u is a fixed point of ψ, it is also a fixed point of ψ Remark 8. Two infinite words u and E(u) over the alphabet {0, 1} coincide up to a permutation of the letters 0 and 1. If a word u is a fixed point of a morphism ϕ w , then E(u) is a fixed point of the morphism E • ϕ w • E = ϕ v for some v. By (2), the word v is obtained from w by exchange of letters a ↔ α and b ↔ β. Therefore we introduce the following morphism F : {a, b, α, β}
This notation enables us to formulate two useful facts on composition E with morphisms from M. Namely,
Later on we will need the following statement on the morphism F . First we recall two classical results on word equations:
* and x, z ∈ A + . Then xy = yz if and only if there are u, v ∈ A * and ℓ ∈ N such that x = uv, z = vu and y = (uv) ℓ u.
Lemma 10 ([15])
. Let x, y ∈ A + . The following three conditions are equivalent:
(ii) There exist integers i, j > 0 such that x i = y j ; (iii) There exist z ∈ A + and integers p, q > 0 such that x = z p and y = z q .
With these two lemmas we prove the following result on word equations involving the morphism F . Note that this result is within the general setting considered in [8] , however we give an explicit solution of cases that we need later.
Lemma 11. Let z and p be a nonempty words from {a, b, α, β} + .
Proof. We prove Item (i) by induction on |zp| ≥ 2. If |z| = |p|, then z = F (p) and the statement is true for x = z and i = j = 0. Assume |z| > |p| (the case of |z| < |p| is analogous). There must be a nonempty word q such that z = F (p)q and this yields qp = F (z) = pF (q). By Lemma 9 there are words u and v and ℓ ∈ N such that q = uv, p = (uv) ℓ u and F (q) = vu. This implies that vu = F (u)F (v) and we can apply the induction hypothesis as |uv| < |pz|. Therefore, there are x and s, r ∈ N such that v = x F (x)x s and
. Putting this altogether we obtain
To prove Item (ii), we apply Lemma 9 on zp = pF (z). We have z = uv, F (z) = vu and p = (uv) ℓ u for some words u and v and ℓ ∈ N. It follows that vu = F (u)F (v) and so, by Item (i), there is x such that
Using all these equations we finish the proof by stating that
Derivated words of Sturmian preimages
In this section we study relations between derivated words of a Sturmian word and derivated words of its preimage under one of the morphisms ϕ a , ϕ b , ϕ α and ϕ β . Because of (2), the roles of ϕ a and ϕ α and, analogously, the roles of ϕ b and ϕ β are symmetric. Therefore we can restrict the statements and proofs in this section to the morphisms ϕ a and ϕ b with no loss of generality. Again we use results from [14] , in particular this slightly modified Proposition 2.3.2:
is Sturmian and x starts with the letter 1, then x is Sturmian.
Theorem 13. Let u and u ′ be Sturmian words such that u = ϕ b (u ′ ). Then the sets of their derivated words satisfy
The proof of the previous theorem is split into two parts: In Proposition 15, Item (i) says {u ′ } ∈ Der(u) and Item (ii) says
Proofs of these propositions use the following simple property of the injective morphism ϕ b .
Proposition 15. Let u and u ′ be Sturmian words such that u = ϕ b (u ′ ) and let w be a prefix of u.
up to a permutation of letters). Moreover, if w is right special, w
′ is right special as well.
Proof. Since ϕ b (0) = 0 and ϕ b (1) = 01, the word u = ϕ b (u ′ ) has a prefix 0 and the letter 1 is in u separated by blocks 0 k with k ≥ 1. Therefore, the two return words in u to the word w = 0 are r 0 = 0 and r 1 = 01. We may write u = r s0 r s1 r s2 · · · , where r sj ∈ {r 0 , r 1 } and thus
The statement in (i) now follows from injectivity of ϕ b . Now suppose that the prefix w of u is of length > 1. As explained earlier, it suffices to consider right special prefixes. Since the letter 1 is always followed by 0, each right special factor must end in 0. So the first and the last letter of w is 0, hence by Lemma 14 there is a unique prefix w
Let r 0 and r 1 be the two return words to w and let u = r s0 r s1 r s2 · · · . Since the first letter of both r 0 and r 1 is 0, there are uniquely given r ′ 0 and r
We have proved that the numbers 0 and |r 
Since w = ϕ b (w ′ )0 is a right special factor, we must have that both ϕ b (w ′ )00 and ϕ b (w ′ )01 are factors of u. It follows that both w ′ 0 and w ′ 1 are factors of u ′ and w ′ is right special.
Proposition 16. Let u and u ′ be Sturmian words such that u = ϕ b (u ′ ) and let w ′ be a nonempty right special prefix of
Proof. Let r ′ 0 and r ′ 1 be the two return words to w
Clearly, w is prefix of r s k r s k+1 r s k+2 · · · for all k ∈ N and |r s0 r s1 · · · r sj | is an occurrence of w in u for all j ∈ N. Assume now i > 0 is an occurrence of w in u. This means that u [0,i) w is a prefix of u and hence, by Lemma 14 (note that w begins with 0), there must be p
So, again as in the previous proof, we have shown that the numbers 0 and |r s0 r s1 · · · r sj |, j = 0, 1, . . ., are all occurrences of w in u. It follows that r 0 and r 1 are the two return words to w in u and
Theorem 17. Let u and u ′ be Sturmian words such that u starts with the letter 1 and u = ϕ a (u ′ ). Then u ′ starts with 1 and the sets of their derivated words coincide, i.e.,
In particular, for any prefix w of u there exists a prefix w ′ of u ′ such that |w ′ | ≤ |w| and d u (w) = d u ′ (w ′ ) (up to a permutation of letters). Moreover, if w is right special, w ′ is right special as well.
Proof. The morphisms ϕ a and ϕ b are conjugate, that is, 0ϕ a (x) = ϕ b (x)0 for each word x. This means that for any prefix u
As this holds true for each k, we obtain 0u = 0ϕ a (u
Let w be a nonempty prefix of u and (i n ) be the increasing sequence of its occurrences in u. Note that w starts with the letter 1. This letter is in u surrounded by 0's. Thus the sequence (i n ) is also the sequence of occurrences of 0w in
v is a prefix of v and |v| > 1} . We finish the proof by applying Theorem 13 and Proposition 15 to the word v = ϕ b (u ′ ).
The only case which is not treated by Theorems 13 and 17, namely the case when u = ϕ a (u ′ ) and u begins with 0, can be translated into one of the previous cases.
Lemma 18. Let u be a Sturmian word such that u starts with the letter 0 and u = ϕ a (u ′ ) for some word u ′ . Then there exists a Sturmian word v such that u ′ = 0v and u = ϕ b (v).
Proof. Since u starts with 0, the form of ϕ a implies that u ′ = 0v for some Sturmian word v. As 0ϕ a (x) = ϕ b (x)0 for each word x, we have
To sum up the results of this section, let us assume we have a sequence of Sturmian words u 0 , u 1 , u 2 , . . . such that u = u 0 and for every i ∈ N one of the following is true:
(ii) u i begins with 1 and u i = ϕ a (u i+1 ), (iii) u i begins with 0 and u i = ϕ α (u i+1 ). If (i) is the case for u i , then by Theorem 13
Der(u i ) = Der(u i+1 ) ∪ {u i+1 }, moreover, u i+1 is the derivated word of the first letter of u i . This first letter is also the shortest right special prefix. If (ii) or (iii) is the case for u i , then by Theorem 17
Der(u i ) = Der(u i+1 ). The crucial assumption, namely the existence of the above described sequence (u k ) k≥0 , is guaranteed by a result of Justin and Pirillo [12] and by Lemma 18. Here we formulate the result of Justin and Pirillo only for binary alphabet and in the notation of this article.
Theorem 19 ([12]
). An infinite binary word u is Sturmian if and only if there exists an infinite word w = w 0 w 1 w 2 · · · over the alphabet {a, b, α, β} and an infinite sequence (u i ) i≥0 , such that u = u 0 and u i = ϕ wi (u i+1 ) for all i ∈ N.
In the following section we work only with the sequence (u i
Proof. For any Sturmian morphism ξ, the equation ξ(x) = ξ(y) implies that x = y. We deduce that
and so
Derivated words of fixed points of Sturmian morphisms
Let u be an aperiodic fixed point of a Sturmian morphism. It is known due to Durand [9] that the set Der(u) is finite (as the morphism is primitive). Put
Our main result is an algorithm that returns a list of Sturmian morphisms ψ 1 , ψ 2 , . . . , ψ ℓ such that x i is a fixed point of ψ i (up to a permutation of letters).
As we have noticed before, we can restrict ourselves to the morphisms belonging to the monoid M = ϕ a , ϕ b , ϕ α , ϕ β . Let us recall (see Lemma 3) that a morphism from ϕ a , ϕ b or from ϕ α , ϕ β is not primitive and has no aperiodic fixed point. Thus we consider only morphisms ϕ w whose normalized name w contains at least one Latin and one Greek letter.
We will treat two cases separately. The first one is the case when the morphism ϕ w has only one fixed point. Lemma 3 says that in such a case w / ∈ {a, α} * . In the second case, when w ∈ {a, α} * , the morphism ϕ w has two fixed points.
4.1.
Morphisms with unique fixed point. Let ψ ∈ ϕ a , ϕ b , ϕ α , ϕ β and N (ψ) = w ∈ {a, b, α, β} * \ {a, α} * be the normalized name of the morphism ψ. By Lemma 5 the word w has a prefix a k β or α k b for some k ∈ N. This property enables us to define a transformation on the set of morphisms from M \ ϕ a , ϕ α . As we will demonstrate later, this transformation is in fact the desired algorithm returning the morphisms ψ 1 , ψ 2 , . . . , ψ ℓ mentioned above.
Definition 21. Let w ∈ {a, b, α, β} * \ {a, α} * be the normalized name of a morphism ψ. Put
We also define for ψ = ϕ w ∆(ψ) = ϕ ∆(w) .
Example 22. Consider the morphism ψ = ϕ w , where w = βαaaα, and apply repeatedly the transformation ∆ on ψ. ψ = ϕ βαaaα and N (ψ) = w = βαaaα ∆(ψ) = ϕ αaaαβ and N ∆(ψ) = βbbαα
In what follows we prove that the five fixed points of morphisms ∆(ψ), ∆ 2 (ψ), ∆ 3 (ψ), ∆ 4 (ψ), ∆ 5 (ψ) are exactly the five derivated words of the fixed point of ψ.
Lemma 23. Let u be a fixed point of a morphism ψ and N (ψ) = w ∈ {a, b, α, β} * be the normalized name of the morphism ψ. If one of the following condition is satisfied (i) u starts with 0 and w starts with a, (ii) u starts with 1 and w starts with α, then w ∈ {a, α} * .
Proof. We consider only the case (i), the case (ii) is analogous. Let us assume w / ∈ {a, α} * . According to Lemma 5, the word w has a prefix a k β, for some k ≥ 1. Consequently, the morphism ψ equals ϕ k a • ϕ β • η for some morphism η. Any morphism of this form maps 0 to 1w 1 and 1 to 1w 2 for some words w 1 and w 2 . Therefore, the fixed point starts with the letter 1, which is a contradiction.
Theorem 24. Let ψ ∈ ϕ a , ϕ b , ϕ α , ϕ β be a primitive morphism and N (ψ) = w ∈ {a, b, α, β} * \ {a, α} * be its normalized name. Denote u the fixed point of ψ. Then x is (up to a permutation of letters) a derivated word of u with respect to some its prefix if and only if x is the fixed point of the morphism ∆ j (ψ) for some j = 1, 2, 3, . . .
Proof. Denote x j the fixed point of ∆ j (ψ), j = 1, 2, . . . and assume that v is a right special prefix of u. We will prove that if |v| = 1, then d u (v) = x 1 , and if |v| > 1, then there is a right special prefix v
. We can repeat this proof for the prefix v ′ of x 1 and eventually prove that d u (v) = x j for some j and that for any j there is a right special prefix v of u so
Without loss of generality we assume that the normalized name of ψ is w = a k βz. This means that
First we assume |v| = 1. If k > 0, then the first letter of u is 1 which is not a right special factor. This implies that k = 0. is a right special prefix of u
and by Item (ii) of Proposition 15 there is a right special prefix v
. According to Lemma 20, the word u ′ is fixed by the morphism ϕ z • ϕ a k β = ∆(ψ). Thus, we have again proved that there is a prefix v
Remark 25. In Example 22 we considered the morphism ψ = ϕ w , where w = βαaaα. We have found only five different morphisms ∆ i (ψ) for i = 1, . . . , 5. The sixth morphism ∆ 6 (ψ) already coincides with ∆ 3 (ψ). As it follows from the proofs of Theorems 13 and 24, the fixed points of ∆ 3 (ψ), ∆ 4 (ψ) and ∆ 5 (ψ) represent the derivated words of u to infinitely many prefixes of u. Whereas the fixed point of ∆(ψ) or ∆ 2 (ψ) is a derivated word of u to only one prefix of u.
Example 26. As explained in Example 7, to find the derivated words of the Fibonacci word we consider the morphism ψ = τ 2 = ϕ b ϕ β . We have ∆(ψ) = ϕ β ϕ b and ∆ 2 (ψ) = ψ. But these two morphisms are equal up to a permutation of letters, as EψE = ∆(ψ). This means that all derivated words of the Fibonacci word are the same and coincide with the Fibonacci word itself.
Morphisms with two fixed points.
Let us now consider a Sturmian morphism ψ which has two fixed points. Let us denote u (0) and u (1) the fixed point of ψ starting with 0 and 1, respectively. Clearly, ψ(0) starts with 0 and ψ(1) with 1. Since the morphism ψ has to belong to the monoid ϕ a , ϕ α , the transformation ∆ cannot be applied on it. However, we will show that there is a morphism from ϕ a , ϕ β (or ϕ b , ϕ α ) with a unique fixed point v such that the set of derivated words of u (0) (or u (1) ) equals to {v} ∪ Der(v). And since v is a fixed point of some morphism from ϕ a , ϕ b , ϕ β , ϕ α \ ϕ a , ϕ α , the set Der(v) can be described using Theorem 24.
Here we give results only for the case when the normalized name w ∈ {a, α} * of the morphism begins with a. The case when the first letter is α is completely analogous. It suffices to exchange a ↔ b and α ↔ β in the statements and proofs.
Lemma 27. Let w ∈ {a, α} * be the normalized name of a morphism starting with the letter a. Then the normalized name N (wb) has a prefix b and a suffix a, the word v = b −1 N (wb) belongs to {a, β} * , and |v| β = |w| α .
Proof. First, we consider the special case when w = a k α ℓ , with k ≥ 1 and ℓ ≥ 0. By the relation (1), N (wb) = ba k−1 β ℓ a and the statement is true. Let w ∈ {a, α} * be arbitrary. It can be decomposed to several blocks of the form a k α ℓ with k ≥ 1, ℓ ≥ 0. Now the proof can be easily finished by induction on the number of these blocks.
Proposition 28. Let w ∈ {a, α} * be the normalized name of a primitive morphism ψ and let a be its first letter. Proof. Let us start with proving (i). Let v be the infinite word given by Lemma 18. Then
By definition of v we have N (wb) = bv and thus
This implies that v = ϕ v (v) . Since v / ∈ {a, α} * , the morphism ϕ v has a unique fixed point, namely the word v. By Theorem 13, Der(u) = {v} ∪ Der(v) as stated in (i).
Statement (ii) is a direct consequence of Theorem 17 and Lemma 20.
Bounds on the number of derivated words
In this section we study relation between the normalized name w of a primitive morphism ψ = ϕ w and the number of distinct return words to its fixed point. We restrict ourselves to the case when w / ∈ {a, α} * , as the case w ∈ {a, α} * is treated in the next section. Theorem 24 says that the number of derivated words of u cannot exceed the upper bound: number of distinct words in the sequence ∆ k (w) k≥1 .
Since the words ∆ k (w) ∈ {a, b, α, β} * are all of the same length and ∆ k+1 (w) is completely determined by ∆ k (w), the sequence ∆ k (w) k≥1 is eventually periodic. The number of distinct elements in ∆ k (w) k≥1 is only an upper bound on the number of derivated words of u. As we have already mentioned in Remark 8, fixed points of morphisms corresponding to the names v and Example 29. Consider a word w of length n in the form w = b n−2 βa. The sequence of ∆ k (w) k≥1 is eventually periodic. Its preperiod equals n − 2 and is given by the words b n−k βb k−2 a, for k = 3, 4, . . . , n. The period equals n − 1 and is given by the words b n−k aβb k−2 , for k = 2, 3, . . . , n. Let us stress that for any v ∈ {a, b, α, β}
Since all words ∆ k (w) we listed above contain one letter a and no letter α, we can conclude that the morphism ϕ w has 2n − 3 distinct derivated words.
Example 30. Consider a normalized name w in which the letter b is missing and w contains all the three remaining letters. Necessarily w has the form
where s ≥ 1, ℓ i ≥ 1 for all i = 2, . . . , s and k i ≥ 1 for all i = 1, 2, . . . , s − 1 and j ≥ 1. It is easy to see that the normalized names of words obtained by repeated application of the mapping ∆ are
We see that (ℓ 1 + 1) st iteration already contains all four letters.
The two examples illustrate some special cases of the following general claim on the period and preperiod of the sequence ∆ k (w) k≥1 .
Proposition 31. Let w ∈ {a, b, α, β} * \{a, α} * be the normalized name of a primitive Sturmian morphism ψ = ϕ w . Then the sequence ∆ k (w) k≥1 is eventually periodic and:
(i) If it is purely periodic, then its period is at most |w|, otherwise, its period is at most |w| − 1.
(ii) If both b and β occur in w, then the preperiod is at most |w| − 2, otherwise the preperiod is at most 2|w| − 3.
Proof. By Lemma 5, the word w (and all the elements of the sequence ∆ k (w) k≥1 ) has the form w =
for some i ≥ 0. In this proof we distinguish three cases such that exactly one of them is valid for all ∆ k (w), k = 1, 2, . . . The first two cases correspond to the "periodic" part of the sequence ∆ k (w) k≥1 .
Case 1:
If w has a suffix β or b, then the word ∆(w) equals to w ′ a i β or w ′ α i b and thus has again a suffix β or b. Indeed, since N (w) = w, the words αa j β and aα j b are not factors of w and so they are not even factors of w ′ . As the last letter of w ′ is b or β, neither αa j β nor aα j b is a factor of w ′ a i β and hence ∆(w) = N (w ′ a i β) = w ′ a i β. This means that for any k the word ∆ k (w) is just a cyclic shift of w. Therefore, ∆ k (w) k≥1 is purely periodic and its period is given by the number of letters β and b in w which is clearly at most |w|. Moreover, the word w belongs to the sequence ∆ k (w) k≥1 and the fixed point u of ψ itself is a derivated word of u.
Without loss of generality we assume that w = a i βw ′ ; the case of w = α i bw ′ can be treated in the same way, it suffices to exchange letters a ↔ b and α ↔ β. Denote p the longest suffix of w such that p ∈ {a, α} * . It remains to consider only the case of nonempty p. No rewriting rule from (1) can be applied to w ′ a i β, hence, ∆(w) = w ′ a i β has a suffix β. So, we can apply the reasoning from Case 1 on the word ∆(w) and hence the sequence ∆ k (w) k≥1 is purely periodic. As w contains at least one letter a as a suffix, the period is shorter than |w| and w itself does not occur in ∆ k (w) k≥1 .
Case 3: Now assume that the letter α occurs in p. We split this case into three subcases and show that if one of these subcases is valid for a word ∆ k (w), then this word belongs to the "preperiodic" part of ∆ k (w) k≥1 . These three subcases (for word w) read: (i) w begins with the letter a, i.e., i ≥ 1; (ii) w has a prefix β and p has a factor αa; (iii) w has a prefix β and p = a j α s for j ≥ 0 and s ≥ 1.
(i) Since we assume that α occurs in p, a suffix of p has a form αa t for some t ≥ 0. It follows that w ′ a i β, has a suffix αa t+i β. After applying the rewriting rules (1) to w ′ a i β we obtain the normalized name ∆(w) which has a suffix bα.
(ii) A suffix of w can be expressed in the form αa r α s a t , where r ≥ 1 and s, t ≥ 0. Therefore w ′ β has a suffix αa r α s a t β. After normalization we get that ∆(w) has a suffix in the form of bα ℓ for some ℓ ≥ 1. By Lemma 5, the word v has a prefix a n β or α n b, n ≥ 0. If the prefix of v is of the form α n b, then the word ∆(v) = ∆ 2 (w) belongs to Case 2. This means that v is the last member of the preperiodic part.
If the prefix of v is of the form a n β, then we must apply either Case 3 (i) or 3 (iii) which means that α is again a suffix of the word obtained in the next iteration of ∆.
Let us give a bound on the number of times that we have to use Case 3 (i) or 3 (iii) before we reach Case 2.
If w contains both β and b, then the number of times of using Case 3 (i) or 3 (iii) is at most the number of letters β occurring in w before the first occurrence of b. Thus there are at most |w| − 2 such letters since w contains β, b and α.
If w does not contain b, then w must contain besides the letters β and α also the letter a; otherwise the morphism ϕ w would be not primitive (see Lemma 3) . The word w has a form described in Example 30 and thus ∆ ℓ1+1 (w) contains both letter b and β (for the meaning of ℓ 1 see Example 30). For this word we can apply the reasoning from the previous paragraph, meaning that after ℓ 1 + 1 iterations we need at most |w| − 2 further iterations before reaching the periodic part of ∆ k (w) k≥1 . Since ℓ 1 ≤ |w| − 2, we get that the preperiod is at most 2|w| − 3.
Example 29 illustrates that in the case that w contains the letters b and β the upper bounds on preperiod and period provided by the previous proposition are attained. The following example proves that the bound from Proposition 31 for w which does not contain both letters b and β is attained as well.
Example 32. Let us consider the normalized name w = β n−2 aα. It is easy to evaluate iterations of the operator ∆:
-the last member of the periodic part of
In Example 26 we showed that for Fibonacci word the derivated words to all prefixes coincide. There are infinitely many words with this property:
Example 33. Consider w = a n−1 β and the morphism ψ = ϕ w . Then ∆(ψ) = ψ and thus the fixed point u of ψ is the derivated word to any prefix of u.
Combining Proposition 31 and the last two examples we can give an upper and lower bound on the number of distinct derivated words.
Corollary 34. Let w ∈ {a, b, α, β} * \ {a, α} * be normalized name of a primitive Sturmian morphism ψ = ϕ w and u be a fixed point of ψ. Then
Moreover, for any length n ≥ 2 there exist normalized names w ′ , w ′′ ∈ {a, b, α, β} * \ {a, α} * of length n such that (i) ϕ w ′ and ϕ w ′′ are not powers of other Sturmian morphisms, (ii) for the fixed points u ′ and u ′′ of the morphism ϕ w ′ and ϕ w ′′ , the lower resp. the upper bound in (5) is attained.
Standard Sturmian morphisms and their reversals
In this section we provide precise numbers of distinct derivated words for three type of morphisms:
(1) ψ is a standard morphism from M, i.e.
ψ is a morphism from ϕ a , ϕ α . First we explain the title of this section and the fact that the fourth type of Sturmian morphism, namely a Sturmian morphism from ϕ a , ϕ α • E, is not considered at all.
Standard Sturmian morphism is a morphism fixing some standard Sturmian word. A reversal morphism ψ to a morphism ψ is defined by ψ(0) = ψ(0) and ψ(1) = ψ(1). Since ϕ a = ϕ b and ϕ α = ϕ β , any morphism in ϕ a , ϕ α is just a reversal of a morphism in ϕ b , ϕ β .
Due to the form of the morphisms ϕ a and ϕ α , any morphism η ∈ ϕ a , ϕ α satisfies that the letter 0 is a prefix of η(0) and the letter 1 is a prefix of η(1). As any morphism ξ ∈ ϕ a , ϕ α • E can be written in the form ξ(0) = η(1) and ξ(1) = η(0) for some η ∈ ϕ a , ϕ α , the morphism ξ cannot have any fixed point.
The normalized name w of a standard morphism from M is composed of the letters b and β only. Thus ∆(w) = cyc(w).
To describe all standard morphisms we have to take into account also the morphisms of the form ψ = ϕ w • E. In this case ψ 2 ∈ ϕ b , ϕ β , in particular ψ 2 = ϕ wF (w) . To describe the derivated words of fixed points of these standard morphisms, we need the notation cyc F (w 1 w 2 w 3 · · · w n ) = w 2 w 3 · · · w n F (w 1 ) .
Proposition 35. Let u be a fixed point of a standard Sturmian morphism ψ which is not a power of any other Sturmian morphism.
(i) If ψ = ϕ w , then u has |w| distinct derivated words, each of them (up to a permutation of letters) is fixed by one of the morphisms
(ii) If ψ = ϕ w • E, then u has |w| distinct derivated words, each of them (up to a permutation of letters) is fixed by one of the morphisms
Since ψ = ϕ w is a standard morphism, its normalized name w belongs to {b, β} * and ∆(w) = cyc(w). By Theorem 24, all derivated words of u are fixed by a morphisms listed in (i). We only need to show that fixed points of the listed morphisms differ. More precisely, we need to show that v s = v t and v s = F (v t ) for all 0 ≤ t < s ≤ |w| − 1. Here the assumption that ψ is not a power of any other Sturmian morphism is crucial.
Let us recall simple facts about powers of morphisms: For any ℓ = 1, 2, . . . and u ∈ {b, β} + we have
If ψ = ϕ w is not a power of any Sturmian morphism, we have Let z and p be the words such that cyc s (w) = zp, where |z| = s − t. We have zp = F (p)F (z) and by Lemma 11 there is x such that cyc
for some non-negative integers i, j. This implies that there is a factor y of xF (x) such that |y| = |x| and w = (yF (y)) i+j+1 which is a contradiction with (6).
(ii) If we apply Theorem 24 to the morphism ϕ w • E 2 = ϕ wF (w) , we obtain the list of 2|w| normalized names cyc s (wF (w)), with s = 0, 1, . . . , 2|w| − 1. As cyc |w|+i (wF (w)) = cyc i (F (w)w), all the derivated words are given by the fixed points of morphisms
that are just squares of morphisms listed in Item (ii) of the proposition. To finish the proof, we need to show that the fixed points of the listed morphisms do not coincide nor coincide after exchange of the letters 0 ↔ 1. In other words we need to show
Since the morphism ψ = ϕ w • E is not a power of other morphism we know that (7) w = uF (u) ℓ u for any u ∈ {b, β} + and any ℓ ∈ N, ℓ ≥ 1.
Two cases v s = v t and v s = F (v t ) will be discussed separately.
• If v s = v t , then zp = pF (z) and Lemma 11 says there is x so that v t = zp = (F (x)x) i+j F (x), which contradicts (7).
• If v s = F (v t ), then zp = F (p)z and by Lemma 11 there is x so that v t = zp = (F (x)x) i+j F (x) which is again a contradiction with (7).
Proposition 36. Let w ∈ {α, a} * be the normalized name of a primitive morphism ψ such that the letter a is a prefix of w. Moreover, we assume that ψ is not a power of any other Sturmian morphism.
(i) Let u be the fixed point of ψ starting with 0. Then u has exactly 1 + |w| α distinct derivated words.
(ii) Let u be the fixed point of ψ starting with 1. Then u has exactly 1 + |w| a distinct derivated words.
Proof. We prove only Item (i), the proof of (ii) is analogous.
Proposition 28 says that we have to count elements in the set {v} ∪ Der(v), where v is a fixed point of ϕ v with the normalized name v = b −1 N (wb). By Lemma 27, the word v ∈ {a, β} * . This property of v implies that ∆ k (v) is equal to some cyclic shift cyc j (v) having a suffix β. There are |v| β cyclic shifts of v with this property and hence this number is an upper bound for the period of the sequence ∆ k (v) k≥1 . By Lemma 27, the normalized name v has a suffix a and thus the word v itself does not appear in ∆ k (v) k≥1 . We can conclude that u has at most 1 + |w| α derivated words. For each k the iteration ∆ k (v) belongs to {a, β} * and consequently F ∆ i (v) belongs to {a, b} * . Therefore, ∆ j (v) = F ∆ i (v) for any pair of positive integers i, j. As ψ is not a power of any other morphism, we can use the same technique as in the proof of Proposition 35 to show that cyc i (v) = cyc j (v) for i, j = 1, . . . , |v|, i = j. This means that the period of the sequence ∆ k (v) k≥1 is indeed equal to |w| α and its preperiod is zero.
7. Comments and conclusions 1. In [1] , the authors studied derivated words only for standard Sturmian words c(γ). However, they did not restrict their study to words fixed by a primitive morphism. Let us show an alternative proof of their result. The proof is a direct corollary of our Theorem 13 and the following result of [5] : By repeated applications of Theorem 13 we insert into the set Der(c(γ)) all standard Sturmian words c(δ) whose slope δ is of the form described in the theorem. 2. In case that u is a fixed point of a standard Sturmian morphisms, we have determined the exact number of distinct derivated words of u, see Proposition 35. Let us mention that this result can be inferred from [1] . We also have provided the exact number of derivated words when u is a fixed point of a Sturmian morphisms which has two fixed points, see Proposition 36. For fixed points of other Sturmian morphisms we only gave an upper bound on the number of their distinct derivated words, see Corollary 34. To give an exact number, one needs to describe when the normalized name w ∈ {a, b, α, β} * corresponds to some power of a Sturmian morphism. Clearly, w may be a normalized name of a power of a Sturmian morphism without w being a power of some other word from {a, b, α, β} * . For example, if v = αbaαα = N (v), then the normalized name of v 3 is the primitive word N (v 3 ) = αbbβββbaβββaaαα. 3. The key tool we used to determine the set Der(u) is provided by Theorems 13 and 17. We believe that an analogue of these theorems can be found also for Arnoux-Rauzy words over multiliteral alphabet. For definition and properties of these words see [4, 10] . In [7] , the authors described a new class of ternary sequences with complexity 2n + 1. These sequences are constructed from infinite product of two morphisms. The structure of their bispecial factors suggests that due to result of [3] , any derivated word of such word is over a ternary alphabet. Probably, even for these word an analogue of Theorems 13 and 17 can be proved.
