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ABSTRACT   
The 3D video quality is of highest importance for the adoption of a new technology from a user’s point of view.  In this 
paper we evaluated the impact of coding artefacts on stereoscopic 3D video quality by making use of several existing full 
reference 2D objective metrics. We analyzed the performance of objective metrics by comparing to the results of 
subjective experiment. The results show that pixel based Visual Information Fidelity metrics fits subjective data the best. 
The 2D stereoscopic video quality seems to have dominant impact on the coding artefacts impaired stereoscopic videos.   
Keywords: 3D, stereoscopic, video quality, objective metrics 
 
1. INTRODUCTION  
With the increasing interest in stereoscopic technology, driven by the entertainment, scientific, and industrial 
applications, 3D videos have become more and more popular nowadays. It is necessary to define standardized protocols 
to assess the perceived quality of 3D videos. 
The perceived video quality is of highest importance for the adoption of a new technology from a user’s point of view 
and thus, consequently, from an industry perspective. Subjective assessment is commonly used to measure users’ quality 
experience. Subjective tests are performed in order to obtain accurate and reliable quality evaluations, however the use of 
subjective tests is time consuming and expensive. Therefore objective quality metrics, a fast and automatic way of 
measure or predict video or image quality according to image physical characteristics, is highly desired. For 2D videos a 
great effort has been done on developing objective models see e.g.[1]. There are some studies on the evaluation of 
Stereoscopic 3D (S3D) images with existing 2D quality metrics [2][3], however for S3D videos the objective quality 
metrics are still not widely studied.  
The objective of this paper is to evaluate S3D quality by making use of several existing 2D objective metrics, and 
compare whether they are suitable for stereoscopic images. Coding artefacts and spatial down-sampling are main quality 
degradation artefacts considered. The results from objective metrics are compared with subjective experiment results of 
the same video database that had been prepared in previous work [4][5][6].  
The paper is organized as follows: Section 2 gives a brief introduction of the video sets used for the quality assessment, 
and the method for objective quality assessment. The performance of different quality metrics is compared and evaluated 
in Section3. Section 4 discusses the general 3D video quality based on the objective metrics results. Conclusions are 
drawn in section 5. 
2. METHOD 
2.1 Video database and Subjective test 
 Stereoscopic 3D videos used in this paper are based on the same video set prepared in previous work [4][5][6]. In total, 
11 source stereoscopic video sequences (SRC) were extracted out of 7 different longer video clips as TABLE I shows. 
Each SRC is about 10 seconds long, covered from low motion and low detail through high motion and high detail 
content. The left and right views of the stereoscopic 3D videos are in their original resolution. Several different video 
processing scenarios, called Hypothetical Reference Circuits (HRC) according to the terminology of the VQEG [7][8] 
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were used in creating the Processed Video Sequences (PVS). In this paper we focus on the coding and spatial down-
sampling effects on the S3D video quality, therefore the selected SRC and HRCs are listed in TABLE II. The 3D quality 
of experience of this video set had been evaluated by human subjects in several subjective experiments [4][5]. Users’ 3D 
experience were recorded with mean opinion score (MOS), and additional subjective visual comfort of every watched 
S3D videos as a second scale.  
        
2.2 Objective measurement 
In this paper we have investigated the performance of three 2D quality metrics for S3D quality assessment: Peak Signal-
to-Noise Ratio (PSNR) [9][10], Single-scale Structural SIMilarity (SSIM) [11], Visual Information Fidelity (VIFP) [12] 
pixel based version. The PSNR and SSIM are widely used for objective image and video quality assessment in many 
publications, we selected them for references. 
 
Figure 1 Follow chart of objective quality assessment for stereoscopic 3D video, 
TABLE II 
LIST OF PROCESSING CONDITIONS (HRC) 
HRC Nr. Encode QP Process Type  
1 - Ref. 3D 
2 26 (H.264) - 
3 32 (H.264) - 
4 38 (H.264) -  
5 44 (H.264) -  
107 26 (H.264) Res./4  
108 26 (H.264) Res./16  
 
TABLE I  
SOURCE VIDEO SEQUENCES IN CODING EXPERIMENT 
SR
C 
Nr. 
Resolution Frame 
rate 
Description 
1 1920x1080p 25 Hz Macro-Recording, time-lapse, 
surprising motion 
2 1920x1080p 25 Hz Car racing preparation, high 
detail, colorful 
3 1920x1080p 25 Hz Car race, high motion, large 
depth range 
4 1920x1080p 25 Hz Animation, human characters, 
rare colors  
5 1920x1080p 24 Hz Mesh grid rendering, high 
detail, small depth range 
6 1920x1080p 24 Hz Rendered transparent glass 
ball, circular motion 
7 1280x720p 25 Hz Group of parachutists, 
unsteady camera, flapping 
clothes 
8 1440x1080p 25 Hz Market place with groups of 
people, skin colors 
9 1024x576p 25 Hz Night scene, fireworks, large 
depth effects, sudden motion 
10 1024x576p 25 Hz Uphill hiking group, natural 
colors, highly detailed trees 
11* 1920x1080p 25 Hz Macro-Recording, time-lapse, 
large depth perception 
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Figure 1 shows a flow chart of objective quality assessment for stereoscopic 3D videos based on the model described in 
[3]. The full reference model has been applied on each view of stereoscopic videos separately, and calculated frame by 
frame. The software implementation of above mentioned three objective metrics are from MeTriX MuX Visual Quality 
Assessment Package [13]. A depth map was generated from a pair of left and right views using a disparity estimation 
algorithm [14]. Depth map generation was done at IRCCyN lab, University of Nantes. Examples of depth map are show 
in Figure 2. The (a) figure shows the left view from undistorted reference video frame. The depth map extracted from the 
reference frame pair is shown in (b). The (c) figure shows the depth map extracted from a heavily compressed 
(Quantification parameter 44) stereopair.  
  
      (a)                                                                                              (b) 
 
                                                                                (c) 
Figure 2 An example of video frame and depth map. (a) left view frame of a reference video, (b) depth map extracted from the 
reference stereopair. (c) depth map extracted from QP44 coded stereopair. The positive values (brighter part) in the depth map refer to 
uncrossed disparities, and the negative values are crossed disparities. 
 
Since the individual left and right views in fact are 2D videos, the full reference 2D quality models are directly applied 
on each view of the stereoscopic video pair. Then the general 2D video quality of two views can be combined together 
by the first pooling function in the Figure 1. The S3D videos included in this paper were symmetric encoded for both left 
and right channel with H.264 simulcast coding. The quality metrics results of two individual views also show a high 
correlation coefficient (0.99). Therefore we averaged the left and right view scores and take the mean value as the overall 
stereoscopic video pair quality. However if other coding schemes had been applied, e.g. Multi-view coding (MVC) or 
asymmetric coding, we would have explored other pooling functions as well.  
In order to obtain final general 3D quality estimation from the metrics, the second pooling function handles the 
combination of depth map quality and the stereoscopic pair video quality produced by the first pooling process. In this 
paper we reused the pooling function (formula 1 and 2) suggested in [3] as a reference. 
ܩ݁݊݁ݎ݈ܽ	3ܦ_1 ൌ ܵݐ݁ݎ݁݋݌ܽ݅ݎ	ݍݑ݈ܽ݅ݐݕ ∗ 	 ඥܦ݁݌ݐ݄݉ܽ݌	ݍݑ݈ܽ݅ݐݕ	మ    (1) 
   
ܩ݁݊݁ݎ݈ܽ	3ܦଶ ൌ ܵݐ݁ݎ݁݋݌ܽ݅ݎ	ݍݑ݈ܽ݅ݐݕ ∗ ሺ1 ൅ ܦ݁݌ݐ݄݉ܽ݌	ݍݑ݈ܽ݅ݐݕሻ       (2)	
 
 
 
 
 
Updated 1 March 2012 
 
      
3. OBJECTIVE METRICS PERFORMANCE ANALYSIS 
We evaluated the performance of the objective metrics according to evaluation criteria from VQEG [8].  
Firstly, based on the Mean Opinion Score (MOS) obtained from the subjective experiments, Differential Mean Opinion 
Score (DMOS) is computed according to (3). 
ܦܯܱܵ ൌ ܯܱܵ௣௩௦ െ 	ܯܱܵ௥௘௙ ൅ 	5      (3) 
Secondly, objective scores were mapped to the same scale as the subjective DMOS by a non-linear mapping function. 
We used a monotonic cubic polynomial function (4) as suggested in [8], where the “x” is the original scores computed 
by objective metrics, and “DMOSp” is the objective score mapped to the subjective DMOS scale. “a,b,c,d” are the 
coefficients of the mapping function. 
ܦܯܱܵ௣ ൌ ܽݔଷ ൅ ܾݔଶ ൅ ܿݔ ൅ 	݀     (4) 
Figure 3 shows the nonlinear fitting function (red line) maps the results from VIFP objective metrics to subjective 
DMOS scale. The blue circles present the score of the PVS in both subjective DMOS scale (X axis) and VIFP scale (Y 
axis). 
 
Figure 3 a nonlinear mapping function (red line) for VIFP objective metrics, the coefficients of the function are: a=-14; 
b=13.8; c=2.2; d=1.6.  * some of the subjective DMOS data are larger than 5, that is due to the process of cross-lab and 
cross-experiemnt integration of several subjective tests results, the detailed information can be found in [6]. 
 
TABLE III shows the objective metrics results of SRC02 video. The left table shows the original score estimated by the 
objective metrics, and right table shows the mapped results after applying the monotonic polynomial function. 
 
TABLE III objective scores, original (left), and mapped to subjective DMOS scale (right) 
  
 
We evaluated the objective metrics performance with root mean square error (RMSE) and Pearson correlation coefficient 
as shown in TABLE IV. When comparing the predicted stereoscopic pair quality from objective metrics to subjective 
DMOS value, we see the VIFP metrics gives highest Pearson correlation and lowest RMSE.  
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Fit
SRC02 original score HRC02 HRC03 HRC04 HRC05 HRC107 HRC108
PSNR 43.38 39.39 35.11 31.29 37.58 31.70
SSIM 0.98 0.97 0.94 0.91 0.96 0.91
VIFP 0.71 0.58 0.44 0.31 0.58 0.39
SRC02 maped to DMOS HRC02 HRC03 HRC04 HRC05 HRC107 HRC108
PSNR 5.15 4.22 3.67 3.46 3.93 3.48
SSIM 4.10 4.08 4.08 4.07 4.08 4.07
VIFP 5.12 4.84 4.12 3.26 4.83 3.77
 subjective DMOS 4.94 4.79 3.77 2.71 4.89 4.02
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TABLE IV Pearson correlation and RMSE of objective models 
             
 
The statistical significance of the difference among three objective metrics was further tested according to formula (5) 
described in [8]. 
ܼ௡ ൌ ܼ1 െ ܼ2 െ ߤߪ௭ଵି௭ଶ  
            (5) 
where Pearson correlation was transformed to normally distributed Fisher’s Z distribution. Z1 and Z2 are the Z 
distribution of the compared two correlation coefficients. σ is standard deviation of the Fisher’s Z statistic. 
 
 
Figure 4 Fish Z transform of correlation coefficient 
  
Figure 4 shows the Fisher’s Z transform of the correlation coefficient in TABLE IV. The results show that VIFP’s 
Pearson correlation with the subjective scores was significantly different or higher than PSNR and SSIM for both 
stereoscopic pair quality and depth map quality. The 95% Student-t value is t(0.05)=1.96, the Zn value was 5.2 for the 
stereoscopic pair difference between VIFP and PSNR, and for the difference between VIFP and SSIM the Zn was 7. 
Comparing SSIM to PSNR, no statistical significant differences were found. 
 
4. ASSESMENT OF GENERAL S3D VIDEO QUALITY 
According to the results from the objective metrics analysis we select VIFP for both stereoscopic pair quality and the 
depth map quality estimation. The general 3D quality is calculated by combining stereoscopic pair video quality and 
depth quality as the 2nd pooling process described in Figure 1. The results are shown in TABLE V. 
TABLE V Correlation between subjective 3D quality and objective metrics estimated 3D quality  
Correlation to DMOS  Stereopair quality  Depth quality  General 3D_1  General 3D_2 
VIFP  0.94  0.84  0.93  0.92 
By pooling the depth map quality and the stereopair quality together, the general 3D quality prediction from objective 
metrics did not really improve. The correlation coefficient after pooling were 0.93 and 0.92 for two pooling function 
(formula 1 and 2) respectively. They are close to the 0.94 that the pure stereoscopic video pair gives. Therefore in this 
study the 2D video quality of the stereoscopic pair seems dominant in the overall 3D quality estimation. There could be 
many reasons for that: 
1. Mapping function (formula 4): The stereoscopic pair quality estimation from 2D objective metrics are based on 
the 2D videos (individual left and right view videos), however the non-linear mapping from objective scores to 
the subjective data were optimized for 3D DMOS scale where depth quality were considered by subjects in 
some extend. 
Pearson Correlation PSNR SSIM VIFP
DMOS vs Stereopair quality 0.65 0.42 0.94
DMOS vs Depth quality 0.43 0.53 0.84
RMSE PSNR SSIM VIFP
DMOS vs Stereopair quality 0.74 0.88 0.34
DMOS vs Depth quality 0.87 0.82 0.53
0.00
0.50
1.00
1.50
2.00
2.50
PSNR SSIM VIFP
DMOS_L/R
DMOS_depth
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2. Subjective data: we used the “general 3D quality experience” scale to collect the scores from subjects for the 
overall 3D user experience. The depth quality and 2D video quality are considered by the subjects as a part of 
their evaluation criteria. However, it is not clear to us how much weight the 2D video quality and how much 
weight the depth quality or other perceptual attributes are given by the subjects when evaluating their “3D 
experience”  
3. Pooling function: the function for combining 2D stereoscopic quality and depth quality is experimental, future 
research are required in developing reliable pooling functions. 
4. Video degradation type: Only coding and spatial down-sampling artefacts are included in this work, the coding 
artefacts might have more impact on degrading 2D image quality than on depth information. 
5. Depth map: firstly estimating the 3D quality may require more accurate depth maps, secondly applying 2D 
metrics to the depth maps may not be suitable (e.g. they do not take into account the stereo-acuity, binocular 
rivalry effects, etc). 
 
5. CONCLUSION 
In this paper, the impact of coding artefacts on stereoscopic 3D video quality has been evaluated with three 2D 
objective metrics. The objective evaluation of the S3D video quality has been divided into two parts: stereoscopic 2D 
video quality and depth map quality. The results show that only the VIFP results were highly correlated with subjective 
data among selected objective metrics. The 2D stereoscopic video quality seems to be a dominant factor in the overall 
3D quality estimation. The depth map quality has less impact on the general S3D quality with coding impairment. 
However this finding might only applies with respect to the proposed metrics. The future work will focus on the 
improvement of pooling functions and mapping function from objective metrics to subjective data. 
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