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Abstract
In this paper, we will study generic oscillation and generic nonoscillation of second order impul-
sive delay differential equations. Some necessary and sufficient conditions and sufficient conditions
are obtained for both phenomena based on the root of characteristic equation.
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1. Introduction
The first paper on oscillation of impulsive delay differential equations was published
in 1989. In recent years, impulsive delay differential equations attract attention of many
mathematicians and numerous papers have been published on this class of equations
[1,5–8]. It is well known that under some conditions, a delay differential equation has
both oscillatory and nonoscillatory solutions. In such cases, it is important to understand
whether solutions are overwhelmingly of one or the other type. In [2] and [3], Cahlon and
Schmidt had studied oscillations of first order delay differential equation in topological
meaning. Because of the importance of the study of differential equation from this light
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(see [4]), and that of impulsive differential equation, we will study generic oscillations of
second order impulsive delay differential equations.
We consider second order impulsive delay differential equation{
x ′′(t)+∑mj=1 qjx ′(t − σj )+∑ni=1 pix(t − τi)= 0, t  t0, t = tk,
x(t+k )− x(tk)= bkx(tk), x ′(t+k )− x ′(tk)= bkx ′(tk), k = 1,2, . . . ,
(1)
where
x ′(t+k )= lim
h→0+
x(tk + h)− x(t+k )
h
, x ′(tk)= lim
h→0−
x(tk + h)− x(tk)
h
,
and delay differential equation
y ′′(t)+
m∑
j=1
qjβjy
′(t − σj )+
n∑
i=1
piαiy(t − τi)= 0, (2)
where pi,αi , i = 1, . . . , n, qj , βj , j = 1,2, . . . ,m and bk, tk , k = 1,2, . . . satisfy:
(A1) 0 t0 < t1 < t2 < · · ·< tk < · · · are fixed points and limk→∞ tk =∞;
(A2) bk ∈ (−1,∞) are constants for k = 1,2, . . . , pi , qj ∈ R, αi = ∏t−τitk<t (1 +
bk)
−1
, βj =∏t−σjtk<t (1+ bk)−1 for i = 1,2, . . . , n, j = 1,2, . . . ,m, t  t0;
(A3) Let r1 = max1in{τi}, r2 = max1jm{σj }, r = max{r1, r2}, φ,ψ : [t0 − r, t0] →
R are piecewise continuous functions.
Here and in the sequel we assume that a product equals unity if the number of factors is
zero.
Further, if condition
(A4) bk ≡ b, tk+1 − tk = ω, k = 1,2, . . . , and σj = cjω, τi = diω, cj , di are integers for
i = 1,2, . . . , n, j = 1,2, . . . ,m
holds, then the characteristic equation of (2) is
λ2 +
m∑
j=1
qjβjλe
−λσj +
n∑
i=1
piαie
−λτi = 0. (3)
We denote PC([t0− r, t0],R) piecewise continuous function on [t0− r, t0], PC = PC([t0−
r, t0],R)× PC([t0 − r, t0],R).
Remark 1. If (A4) hold, αi and βj are constants for i = 1,2, . . . , n, j = 1,2, . . . ,m.
Definition 1. For any real-valued continuous function φ, x(t) is said to be a solution of (1)
on [t0,∞) and satisfies the initial condition
x(t)= φ(t), x ′(t)=ψ(t), t ∈ [t0 − r, t0], and x ′(t0)= ξ, (4)
if the following conditions are satisfied:
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(B1) x(t), x ′(t) are absolutely continuous on each interval (tk, tk+1);
(B2) for any tk ∈ [t0,∞), k = 1,2, . . . , x(t+k ), x ′(t+k ) and x(t−k ), x ′(t−k ) exist and x(t−k )=
x(tk), x
′(t−k )= x ′(tk);
(B3) x(t) satisfies (1) for almost everywhere in [t0,∞) and at impulsive points tk situated
in [t0,∞) may have discontinuity of the first kind.
Definition 2. A solution of (1) or (2) is said to be nonoscillatory, if it is either eventually
positive or eventually negative; otherwise, it is called oscillatory.
Definition 3. We say that the solutions of (1) and (4) ((2) and (4)) are generically oscil-
latory, if the set of all (φ,ψ) ∈ PC, for which the corresponding solution x(φ,ψ) (y(φ,ψ))
of (1) and (4) ((2) and (4)) is nonoscillatory, is nowhere dense in PC.
Definition 4. We say that the solutions of (1) and (4) ((2) and (4)) are generically nonos-
cillatory, if the set of all (φ,ψ) ∈ PC, for which the corresponding solution x(φ,ψ) (y(φ,ψ))
of (1) and (4) ((2) and (4)) is oscillatory, is nowhere dense in PC.
Definition 5. We say that the characteristic equation (3) has a real leading root x0, if x0 is
a root of (3) and all other roots of (3) lie in the half plane {Re z < x0}. We say that (3) has
complex leading roots x0 ± iy0 (y0 = 0), if x0 ± iy0 are roots of (3) and all other roots of
(3) lie in the half plane {Re z < x0}.
2. The main results
In this section, we obtain that (generic) oscillation and (generic) nonoscillation of
solutions of (1) can be reduced to (generic) oscillation and (generic) nonoscillation of
solutions of the corresponding delay differential equation (2); we also establish theorems
for (1) to be generically oscillatory and generically nonoscillatory.
Lemma 1. Assume (A1)–(A4) hold. Then we have
(a) if (3) has a real leading root, then (2) is generically nonoscillatory;
(b) if (3) has complex leading roots, then (2) is generically oscillatory.
The proof of this lemma is similar to Theorem 1 in [2], so we omit it.
Theorem 1. Assume (A1)–(A3) hold.
(a) If y(t, t0, φ) is a solution of (2), then x(t, t0, φ) =∏t0tk<t (1 + bk)y(t, t0, φ) is a
solution of (1).
(b) If x(t, t0, φ) is a solution of (1), then y(t, t0, φ)=∏t0tk<t (1 + bk)−1x(t, t0, φ) is a
solution of (2).
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Proof. Let x(t) = x(t, t0, φ) and y(t) = y(t, t0, φ). First, we prove (a). It is easy to see
that x(t)=∏t0tk<t (1+ bk)y(t), x ′(t)=∏t0tk<t (1+ bk)y ′(t) is absolutely continuous
on each (tk, tk+1] and for any t = tk , k = 1,2, . . . ,
x ′′(t)+
m∑
j=1
qjx
′(t − σj )+
n∑
i=1
pix(t − τi)
=
( ∏
t0tk<t
(1+ bk)y(t)
)′′
+
m∑
j=1
qj
∏
t0tk<t−σj
(1+ bk)y ′(t − σj )
+
n∑
i=1
pi
∏
t0tk<t−τi
(1+ bk)y(t − τi)
=
∏
t0tk<t
(1+ bk)
(
y ′′(t)+
m∑
j=1
qjβjy
′(t − σj )+
n∑
i=1
piαiy(t − τi)
)
= 0. (5)
On the other hand, for every tk ∈ {tk},
x(t+k )= lim
t→t+k
∏
t0tj<t
(1+ bj )y(t)=
∏
t0tjtk
(1+ bj )y(tk)
and x(tk)=∏t0tj<tk (1+ bj )y(tk).
So
x(t+k )= (1+ bk)x(tk), k = 1,2, . . . . (6)
Similarly
x ′(t+k )= lim
∆tk→0+
x(tk +∆tk )− x(t+k )
∆tk
= lim
∆tk→0+
∏
t0tj<tk+∆tk (1+ bj )y(tk +∆tk )−
∏
t0tjtk (1+ bj )y(tk)
∆tk
=
∏
t0tjtk
(1+ bj )
(
lim
∆tk→0+
y(tk +∆tk )− y(tk)
∆tk
)
=
∏
t0tjtk
(1+ bj )y ′(tk),
x ′(tk)= lim
∆tk→0−
x(tk +∆tk )− x(tk)
∆tk
= lim
∆tk→0−
∏
t0tj<tk+∆tk (1+ bj )y(tk +∆tk)−
∏
t0tj<tk (1+ bj )y(tk)
∆tk
=
∏
t0tj<tk
(1+ bj )
(
lim
∆tk→0−
y(tk +∆tk )− y(tk)
∆tk
)
=
∏
t0tj<tk
(1+ bj )y ′(tk).
So we have
x ′(t+k )= (1+ bk)x ′(tk). (7)
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Hence, from (5), (6), and (7) we can see that x(t) is a solution of (1) corresponding to
initial condition (4).
Next we prove (b). Because x(t), x ′(t) are absolutely continuous on each interval
(tk, tk+1], in view of (6) and (7), it follows that for any k = 1,2, . . .
y(t+k )=
∏
t0tjtk
(1+ bj )−1x(t+k )=
∏
t0tj<tk
(1+ bj )−1x(tk)= y(tk),
y(t−k )=
∏
t0tjtk−1
(1+ bj )−1x(t−k )=
∏
t0tj<tk
(1+ bj )−1x(tk)= y(tk),
y ′(t+k )= lim
∆tk→0+
y(tk +∆tk )− y(t+k )
∆tk
= lim
∆tk→0+
∏
t0tj<tk+∆tk (1+ bj )
−1x(tk +∆tk )−
∏
t0tjtk (1+ bj )−1x(t+k )
∆tk
=
∏
t0tjtk
(1+ bj )−1
(
lim
∆tk→0+
x(tk +∆tk )− x(t+k )
∆tk
)
=
∏
t0tjtk
(1+ bj )−1x ′(t+k )=
∏
t0tj<tk
(1+ bj )−1x ′(tk)= y ′(tk),
y ′(t−k )= lim
∆tk→0−
y(tk +∆tk )− y(tk)
∆tk
= lim
∆tk→0−
∏
t0tj<tk+∆tk (1+ bj )
−1x(tk +∆tk )−
∏
t0tj<tk (1+ bj )−1x(tk)
∆tk
=
∏
t0tj<tk
(1+ bj )−1
(
lim
∆tk→0−
x(tk +∆tk)− x(tk)
∆tk
)
=
∏
t0tj<tk
(1+ bj )−1x ′(tk)= y ′(tk),
which implies that y(t) and y ′(t) are continuous on [t0,∞). It is easy to see that y(t)
and y ′(t) are absolutely continuous on [t0,∞), and we can easily to prove that y(t)
is the solution of (2) corresponding to initial condition (4). The proof of Theorem 1 is
complete. ✷
Remark 2. In Theorem 1, if pi, τi and qj , σj are replaced by pi(t), τi (t) and qj (t), σj (t),
i = 1,2, . . . , n, j = 1,2, . . . ,m, respectively, where pi, qj ∈ ([t0,∞),R) are locally
summable functions, τi(t), σj (t) ∈ ([t0,∞), [0,∞)) are Lebesgue measurable functions,
t − τi(t) → ∞, t − σj (t) →∞, as t → ∞, and if bk ∈ (−∞,−1) ∪ (−1,∞), then
Theorem 1 is also valid.
As a sequence of Theorem 1 we have the following results.
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Corollary 1. Assume that (A1)–(A3) hold. Then all solutions of (1) are oscillatory if and
only if all solutions of (2) are oscillatory.
Corollary 2. Assume (A1)–(A3) hold. Then (1) is generically oscillatory if and only if (2)
is generically oscillatory.
Proof. Sufficiency. If (1) is generically oscillatory, then the set of (φ,ψ), for which
the corresponding solution x(φ,ψ) of (1) and (4) are nonoscillatory, is nowhere dense
in PC. According to Theorem 1, if x(t) is a nonoscillatory solution of (1), then y(t) =∏
t0tk<t (1 + bk)−1x(t) is a nonoscillatory solution of (2) corresponding to the initial
condition (φ,ψ). Hence the set of (φ,ψ), for which the corresponding solution y(φ,ψ) of
(2) and (4) are nonoscillatory, is nowhere dense in PC. So (2) is generically oscillatory. ✷
Necessity is similar to that of sufficiency, so we omit it.
Corollary 3. Assume (A1)–(A4) hold.
(a) If (3) has a real leading root, then Eq. (1) is generically nonoscillatory.
(b) If (3) has complex leading roots, then Eq. (1) is generically oscillatory.
In (1) if m= 1, σ1 = 0, β1 = 1, (1) and (2) are{
x ′′(t)+ qx ′(t)+∑ni=1 pix(t − τi)= 0, t  t0, t = tk,
x(t+k )− x(tk)= bkx(tk), x ′(t+k )− x ′(tk)= bkx ′(tk), k = 1,2, . . . ,
(8)
and
y ′′(t)+ qy ′(t)+
n∑
i=1
piαiy(t − τi)= 0. (9)
If (A4) is satisfied, the characteristic equation of (9) is
λ2 + qλ+
n∑
i=1
piαie
−λτi = 0. (10)
According to Lemma 1 and Theorem 1 we have:
Theorem 2. Assume (A1)–(A4) hold, q > 0, pi ∈ R, i = 1,2, . . . , n, and there exists
β0 < 0 such that β20 + qβ0 +
∑n
i=1 |piαi |e−β0τi < 0. Then Eq. (8) is generically nonoscil-
latory.
Proof. From the condition of the theorem, we have β0 + q > 0, i.e., −q < β0 < 0. It is
easy to see that there exists R > 0 such that z2 + qz +∑ni=1 piαie−zτi = 0 has no root
in M1, and we have |z2 + qz| > |∑ni=1 piαie−zτi |, on {z | |z| = R, Re z  β0}, where
M1 = {z | Re z β0 and |z|>R}.
Assume that Re z= β0. Then
|z2 + qz| ∣∣β20 + qβ0∣∣>
∣∣∣∣∣
n∑
i=1
|piαi |e−β0τi
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
piαie
−β0τi
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
piαie
−zτi
∣∣∣∣∣.
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According to Rouch’s theorem, z2 + qz= 0 and (10) have the same number of roots in M ,
where M = {z | Re z > β0 and |z|<R}. It is easy to see that z2 + qz= 0 has only one root
in M , so (10) has one root in M , i.e., (10) has real leading root. From Corollary 3, Eq. (8)
is generically nonoscillatory. ✷
Theorem 3. Assume (A1)–(A4) hold, and q > 0, piαi  0, i = 1,2, . . . , n. Then Eq. (8)
is generically nonoscillatory if and only if there exists β0 < 0 such that β20 + qβ0 +∑n
i=1 piαie−β0τi  0.
Proof. Sufficiency. If there exists β0 < 0 such that β20 + qβ0+
∑n
i=1 piαie−β0τi < 0, from
Lemma 2, Eq. (8) is generically nonoscillatory. Otherwise, if for every β < 0, we have
β20 + qβ0 +
∑n
i=1 piαie−β0τi  0, there exists β0 < 0 such that
β20 + qβ0 +
n∑
i=1
piαie
−β0τi = 0.
Let W(z) = z2 + qz+∑ni=1 piαie−zτi ; we can easily prove that W(z) = 0 has the only
one real root β0 and W ′(−q) < 0, then −q < β0.
Next we will prove W(z) = 0 has no complex roots in {z | Re z > β0}. Otherwise,
because W(z) is analytic, there exists R such that W(z) = 0 on the boundary of domain
D1 = {z | Rez > β0, Im z > 0, |z| < R}. Take 0 < & < p1 sufficiently small such
that |W(z)| > &|e−zτ1 | on the boundary of D1. From Rouch’s theorem, W(z) = 0 and
W(z)−&e−zτ1 = 0 have the same number of root in D1, so W(z)−&e−zτ1 = 0 has complex
roots in D1.
On the other hand, in view of β20 + qβ0 +
∑n
i=1 piαie−β0τi − &e−β0τ1 < 0, similar to
the proof of Theorem 2, we have that W(z)− &e−zτ1 = 0 has only one root in the domain
Re z > β0. Obviously it is a real root, which is a contradiction. So W(z) = 0 has real
leading root. By Corollary 3, Eq. (8) is generically nonoscillatory.
Necessity. If Eq. (8) is generically nonoscillartory, and for every β0 < 0 we have
β20 + qβ0 +
∑n
i=1 piαie−β0τi > 0, then Eq. (10) has no real root, Eq. (9) is oscillatory,
i.e., Eq. (8) is oscillatory, so it is generically oscillatory, which is a contradiction. ✷
Similarly, we have the following results.
Theorem 4. Assume (A1)–(A4) hold, q < 0, pi ∈ R, i = 1,2, . . . , n, and there exists
β0 > 0 such that β20 + qβ0 +
∑n
i=1 |piαi |e−β0τi < 0. Then Eq. (8) is generically nonoscil-
latory.
Theorem 5. Assume (A1)–(A4) hold, and q < 0, piαi  0, i = 1,2, . . . , n. Then Eq. (8)
is generically nonosciallory if and only if and there exists β0 > 0 such that β20 + qβ0 +∑n
i=1 piαie−β0τi  0.
The proof is similar to that of Theorems 2 and 3, so we omit it.
If q = 0, we consider the case n= 1; in this time p1α1 is denoted by pα. We have the
following result.
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Theorem 6. If q = 0, n= 1, then
(a) if pα > 0, Eq. (8) is oscillatory,
(b) if pα < 0, Eq. (8) is generically nonoscillatory.
Proof. (a) In this case, z2 + pαe−zτ = 0 has no real root, so it is oscillatory.
(b) Assume F(λ)= λ2 + pαe−λτ . Then F(0) < 0, limλ→∞F(λ)=+∞. It is easy to
see that there exists λ0 > 0 such that F(λ0)= 0. Further, for λ > 0 we have F ′(λ) > 0. So
for β > λ0, we have F(β) > 0. Furthermore, we can claim that for every z which satisfies
Re z > λ0, we have F(z) = 0. Otherwise, there exists x0 ± iy0 such that F(x0 ± iy0)= 0.
Take β0 such that λ0 < β0 < x0; it is easy to see F(β0) > 0, and for Re z= β0 we have
|z2| ∣∣β20 ∣∣> |pαe−β0τ | = |pαe−zτ |.
Similar to the method used above we can prove there exists R such that z2 = 0, and
z2+pαe−zτ = 0 has the same number of root in D, whereD = {z | Re z > β0 and |z|<R}.
But z2 = 0 has no root in D, it is a contradiction. So F(z)= 0 has real leading root; from
Corollary 3, Eq. (8) is generically nonoscillatory. ✷
Finally, to illustrate our results, we consider some examples.
Example 1. We consider the equation

x ′′(t)+ 4x ′(t)+ 8x(t − 1)− &x(t − 2)= 0, t = tk,
x(t+k )= (1/2)x(tk), x ′(t+k )= (1/2)x ′(tk),
tk+1 − tk = 1, k = 1,2, . . . .
(11)
The characteristic equation of corresponding nonimpulsive equation
y ′′(t)+ 4y ′(t)+ 4y(t − 1)− 1
4
&y(t − 2)= 0 (12)
is
z2 + 4z+ 4e−z − 1
4
&e−2z = 0. (13)
We can prove Eq. (11) is generically oscillatory for sufficiently small &.
Set F(z)= z2 + 4z+ 4e−z. It is easy to prove for every real number λ, F(λ) > 0. So
F(λ) has complex leading roots. We can select v such that F(z)= 0 has only leading root
in M = {z | Re z > v}, and we have F(z) = 0 when Re z = v. Because |4e−z| + |e−2z| is
bounded if Re z > v, so there exists R > 0 such that, if |z|  R and Re z  v, we have
|z2 + 4z|> |4e−z| + |e−2z|; so for sufficiently small δ1,
4|z2 + 4z+ 4e−z| 4|z2 + 4z| − 4|4e−z|> |δ1e−2z|. (14)
If Re z= v, |z2 + 4z+ 4e−z|> 0, so for sufficiently small δ2 > 0,
4|z2 + 4z+ 4e−z|> |δ2e−2z|. (15)
Because for x > v (x is a real number), x2 + 4x + 4e−x = 0, so for sufficiently small
δ3 > 0,
4|x2 + 4x + 4e−x|> |δ3e−2x|. (16)
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Select & such that 0 < & < min{δ1, δ2, δ3,4}. Then & satisfies (14)–(16). According to
Rouche’s theorem, F(z)= 0 and (13) has the same number of roots in M1 and M2, where
M1 = {z | Rez > v, Im z > 0, and |z| < R}, M2 = {z | Re z > v, Im z < 0, and |z| < R}.
Then (13) has complex leading roots and, according to Corollary 3, Eq. (11) is generically
oscillatory.
Set W(z)= z2 + 4z+ 4e−z− (1/4)&e−2z. We have limx→+∞W(x)=+∞, limx→−∞
W(x)=−∞. So (13) has real root, i.e., (11) has nonoscillatory solution.
Example 2. Consider equation

y ′′(t)+ 5y ′(t)+ y(t −m ln 2)= 0, t = tk,
y(t+k )= (1/2)y(tk), y ′(t+k )= (1/2)y ′(tk),
tk+1 − tk = ln 2, k = 1,2, . . . .
(17)
The characteristic equation of the nonimpulsive equation corresponding to (17) is
z2 + 5z+ 1
2m
e−m ln 2z = 0. (18)
If z=−1, z2 + 5z+ (1/2m)e−m ln 2z < 0, and limz→+∞ z2 + 5z+ (1/2m)e−m ln 2z =+∞,
then (17) has nonoscillatory solution, but by Theorem 2, (17) is generically nonoscillatory.
Remark 2. From these two examples, we can see that there really exist some kinds of
equations, if they are nonoscillatory, they are generically nonoscillary. Also there are some
kinds of equations which have nonoscillatory solutions, but they are generically oscillatory.
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