Abstract-In this work we address the problem of automatically detecting changes either induced by faults or concept drifts in data streams coming from multi-sensor units. The proposed methodology is based on the fact that the relationships among different sensor measurements follow a probabilistic pattern sequence when normal data, i.e. data which do not present a change, are observed. Differently, when a change in the process generating the data occurs the probabilistic pattern sequence is modified. The relationship between two generic data streams is modelled through a sequence of linear dynamic time-invariant models whose trained coefficients are used as features feeding a Hidden Markov Model (HMM) which, in turn, extracts the pattern structure. Change detection is achieved by thresholding the log-likelihood value associated with incoming new patterns, hence comparing the affinity between the structure of new acquisitions with that learned through the HMM. Experiments on both artificial and real data demonstrate the appreciable performance of the method both in terms of detection delay, false positive and false negative rates.
I. INTRODUCTION
In recent years the trend of sensor/actuator networks is towards intelligent sensors, i.e., sensors able to execute an algorithm directly at the sensor level. It comes out that a microprocessor is here embedded within the sensor while additional internal sensors complement the device by providing data which can be used to improve the quality of the measurements as well as provide advanced status information (e.g., the probe is not connected to the readout electronics). As an example, an internal temperature sensor can be available and its information used to compensate parasitic thermal effects, hence providing a validated datastream. Of course, the processing code is executed by the embedded CPU. Figure 1 shows an example of an intelligent sensor, aiming at measuring a generic physical variable S E , in which the Analog-to-Digital Chain (ATDC), i.e., the transducer + signal conditioning + Analog to Digital converter stages, is parasitically influenced by the internal temperature T (the sensor and the microprocessor µP are embedded in the same case). An internal temperature sensor acquires an estimate of the inner temperatureT. The readout as well as the temperature information is provided to the embedded processing unit µP which, by exploiting suitable algorithms, can compensate the measurement and store it in the data register RegData. The compensated value S is then provided as output of the intelligent sensor upon request. 1. An intelligent sensor endowed with an inner temperature one. SE is the physical variable to be measured. The acquired data is influenced by the temperature T estimated by the internal temperature sensor. The estimateT is used by the embedded processor µP to compensate the sampled measurement and store the compensated value to the data register RegData. The output of the intelligent sensor is the compensated (possibly also filtered) value S.
If we assume that the effect of temperature on the ATDC is additive, the output (not compensated) value S is a function of S E and T, i.e.,
S(t) = S E (t) + λ(T(t))
where S E (t) and T(t) are the real values of the physical variable and the internal temperature at time t, η is a zero mean random noise accounting for the different measurement uncertainties. λ models the effect of the temperature on the ATDC output, which we assume here to be additive and independent from S E . A more general formulation is
Compensation requires to generate a function g(T) which represents an approximation of λ(T(t)))to be used to remove the additive perturbation on S.
If the physical variable S E can be considered constant for some time, Eq. 1 simplifies to
An example of sensors whose physical variable can be considered constant for some time are clinometer and extensometer sensors aiming at measuring the inclination of a slope and enlargement of the distance between two points, respectively. The physical variables under monitoring can be considered constant over time until a change occurs. Figure 2 presents an intelligent sensor, a clinometer. The clinometer has an internal thermal sensor EXT (INT refers to an additional external thermal sensor which could be inserted in the material). Fig. 2 . An example of a clinometer sensors working in a real deployment. Here, the clinometer sensor relies on an additional temperature sensor EXT embedded in the sensor case. The acquired information can be used to compensate the thermal effects on the acquired measurements. At the same time it can be used to detect changes in the environment.
Secondary sensors internal to the intelligent sensor and the embedded microprocessor can be used to compensate or correct the acquired measurements and, at the same time, detect the insurgence of faults affecting the sensor itself or changes in the environment. When changes are detected the sensor can adapt the internal parameters to track the change or mitigate the fault effect. Of course, more articulated actions can be taken into account. It should be stressed out that fault detection is a challenging and valuable activity since sensors working in real-world deployments suffer from aging. Moreover, permanent or transient faults can affect the transducer so as to corrupt the acquired measurements. Faults or aging effects must hence be detected as soon as possible to guarantee the validity of acquired measurements, identify and accommodate the fault and, subsequently, schedule a maintenance action. A review of the literature with respect to fault detection and identification in sensor/actuator networks in presented in Section II.
Within the intelligent sensor framework presented above a possible fault detection method should inspect the relationship between S(t) andT(t) looking for variations. However, variations in the relationship between S(t) andT(t) can be induced either by variations in S E (a change in the environment occurred) or changes in λ(T(t)) (a sensor fault arose). As such, to discern between an environmental change or a faulty sensor additional information needs to be considered, e.g. that provided by other units observing the same phenomenon. It is evident that a change in the environment will be detected also by other units while a fault will be proper of the specific device (special cases could happen and be treated accordingly).
Within the framework of intelligent sensors measuring a physical quantity S E that can be assumed constant over some initial time, this paper suggests a novel change detection mechanism based on Hidden Markov Models (HMM). HMMs provide a powerful tool for modelling and subsequently identify patterns within data sequences as long as an adequate amount of data is available and the appropriate hypotheses satisfied. More in detail, the proposed method aims at modelling the relationships among datastreams coming from different sensors as a sequence of time invariant linear dynamic system. The evolution over time of the estimated parameters of the model is modelled by means of a HMM. Afterwards, the HMM (trained on an initial change-free data sequence) evaluates the likelihood of new parameters as belonging to the trained learning machine. When the likelihood decreases below a predefined threshold, a change is detected. It is worth noting that we do not model each fault class explicitly, instead we model only the normal data class which is typically characterized by a plethora of available data in most applications and look for deviations from the normal changefree class. However, the HMM methodology offers also the ability to construct models for different types of faults (based on the corresponding faulty data) and, thus, could allow for classifying between different types of faults too.
The suggested fault detection approach, which is here described for intelligent sensors, can be obviously extended to multi-sensor sensing units in a straight forward way.
The paper is organized as follows. An analysis of the fault detection approaches for actuator/sensor networks is described in Section II, while the problem statement is presented in Section III. Section IV describes the proposed HMM-based change detection framework. Experimental results are presented in Section V and conclusions drawn in the last Section.
II. RELATED LITERATURE
The literature about fault detection and identification in sensor/actuator networks (also called sensor validation) embraces two main approaches by exploiting information coming either from a single sensor or multiple sensors (refer to [1] , [2] for a detailed review of the fault-detection literature). The former approach aims at detecting faults by only using information acquired from a sensor. Examples of these methods are limit checking [3] and change-detection methods (e.g., [4] , [5] ). If a model of the signal is available, ad-hoc techniques based on Fourier or correlation analysis [1] could be considered as well. Techniques following the latter approach, which can be grouped under the physical or analytical redundancy umbrella, aim at detecting faults by exploiting redundant/correlated information coming from multiple sensors. Physical redundancy relies on redundant sensors measuring the same physical quantity, e.g., [6] suggests a fuzzy-based technique to correct data subject to sensor drifts and intermittent faults in case of truly redundant sensors. Analytical redundancy exploits functional relationships among the sensors measuring different but correlated physical quantities. As explained in [6] , analytical redundancy-based techniques build models of these relationships (e.g., in terms of transfer functions or regressions) and evaluate over time the discrepancies between what measured by the sensors and what expected by the model. [7] suggests a fuzzy logic rule approach for the validation of highly correlated sensors (also called quasiredundant sensors). Several techniques based on artificial neural networks have been presented in the literature (e.g., [8] - [10] ). For example, [8] suggests the use of autoassociative neural networks and Kohonen maps for sensor failure detection in redundant/correlated sensors. [9] describes the use of neural networks in sensor fault detection with specific attention to flight control systems. Interestingly, [10] applies a feedforward neural network to real data coming from a Space Shuttle Main Engine. Other analytical redundancy-based approaches consider, for example, the use of Principal Component Analysis [11] and the Nadaraya-Watson statistical estimator [12] . No approaches present in the literature explain the parasitic effects induced on measurements as viable method for change detection nor consider a dynamic model approach with the model coefficients used to train an HMM and detect a change.
III. PROBLEM STATEMENT
Let us consider a monitoring framework where a generic sensing unit is endowed with N sensors each of which generating a scalar in time datastream. Denote by X i : N → R the stream of data acquired by the i-th sensor.
The proposed HMM-based change detection technique assumes that the relationship between two generic correlated datastreams i and j, j used to infer i, can be described through an input-output dynamic model of the form
where f is a linear function of ARX type in its parameters θ and k i and k j are the orders of the model. Within the intelligent sensor framework presented in Section I, i represents S(t), while j stands e.g. forT(t). We further assume that the model well approximates the data at least, locally.
. . , T 0 } be the data sequence of the i-th and j-th sensors to be used to extract the parameters of the model feeding the HMM.
Let us assume that at an unknown time instant T * > T 0 a change in the relationship among units i and j occurs. No assumption is made instead about the magnitude or the time profile of the fault affecting the process generating the datastream.
The aim of the proposed HMM-based technique is to detect the occurred change with the smallest latency and false positive and negative rates.
IV. AN HMM-BASED CHANGE DETECTION FRAMEWORK
HMMs are probabilistic techniques able to automatically identify a sequence of patterns within a stream of data [13] provided that enough data to train the model are given. A HMM is a probabilistic oriented graph defined by:
• a number of states, S, • the probability density function associated with each state modelled as a mixture of Gaussians (GMM),
k (x−µ k ) the state transition probability matrix A = {a ij } where entry a ij represents the probability of moving from state j at time t to state i at time t+1.
• the initial state distribution π = {π i }, whereπ i corresponds to the probability that the HMM starts in state i.
The assumptions behind a HMM are: a) the Markov assumption: the next state depends only on the current one. b) the stationarity assumption: the state transition probabilities do not depend on the time instant. c) Features independency: features are mutually independent. Using a HMM to detect changes affecting the process generating the data requires, at first, the characterization of the change-free situation. In this direction, a model can be built to describe the change-free class and cast within the HMM framework. During operational time, data coming from the field must then be compared with the structure present in the HMM by means of a log-likelihood measure. In fact, given the trained values for S, P (x|θ), A and π, the HMM can generate the most likely sequence of states that resulted at the observed datastream.
In order to compute the probability of the observation sequence O = O 1 O 2 ...O T given the model H = {S, P (x|θ), A, π}, i.e., P (O|H) we need to list each possible state sequence of length equal to the length of the observations T . Let Q = q 1 q 2 ...q T be an instance of all the possible realizations of sequences of states of length T . The probability that the observation sequence O has been generated by H for the generic sequence Q is P (O|Q, H) =
H).
Since we have assumed statistical independence of observa-
. This probability can be written as P (Q|H) = π q1 a q1q2 a q2q3 ...a q T −1 q T . Now, the joint probability of O and a given Q is the product of the previous two terms, i.e., P (O, Q|H) = P (O|Q, H)P (Q|H). Thus the probability of O given the model H is obtained by summing this joint probability over all possible state sequences Q giving: P (O|H) = ∀Q P (O|Q, H)P (Q|H)
As described in Algorithm 1, the statistical similarity between the HMM and novel data is used to detect changes in the data stream. Data characterized by high statistical similarity are considered as coming from a change-free situation. Differently, data with low statistical similarity are marked as a detected change. The lower the similarity, the higher the probability that a change occurred.
Frequently, datastreams show a periodic behaviour (or seasonality) e.g., think of a daily excursion of an external temperature, the warm-up, operational, and overheated phases in an industrial machinery, whose hidden state-based structure can be captured by the HMM. In this paper we suggest to use the coefficients of a dynamic linear model locally approximating the behaviour of the time dependent relationship of the inputs of the HMM. It comes out that the HMM also addresses the non-linearity issue through a sequence of piecewise linear approximations.
We argue that these hypotheses are valid for the coefficients of a dynamic model since each is statistically independent from the others (feature independency) and the normal data series is supposed not to present significant changes when its patterns remain consistent. This fact suggests that the transitions of the model coefficients can be inferred from the training data and as long as the data are normal, they should not change as time evolves. Thus the Markov and the stationarity assumptions are also fulfilled.
Our method suggests that, when an incoming datastream is characterized by a log-likelihood which is below the predefined threshold, a change occurred in the process generating the data. This change may correspond either to a fault (sensor malfunction, network error etc.) or a change in the sensed variable (change in the surrounding environment). In both cases useful information can be obtained and used to take appropriate actions, e.g. repair the fault or notify the appropriate personnel regarding an emergency situation. The proposed method can be generalized by building probabilistic models using data with known fault types. Then, by assessing the similarity between novel and faulty data, one can infer the nature of the potential fault.
It should be noted that the specific methodology does not discriminate between different types of changes. Thus, a detected change may correspond to a fault, a change in the sensing parameter or misbehaviour of a group of units. However, given enough training data for each type of malfunction class we can create a HMM per fault equivalence class and be able to differentiate between different types of malfunctions.
Description of the Algorithm
The change detection algorithm is summarized in Algorithm 2. The training set corresponds to O i,T0,1≤i≤N , selected in the initial data stream so that no changes are there present. The d model coefficients are computed over a predefined window of the sensor measurements of size M selected so that d M = c << 1. The particular model coefficients are used to train the HMM which is characterized by {S, P (x|θ)A, π}. The obtained HMM is then considered as a representation of the change-free data class. Subsequently, it is used to estimate the threshold T h on a validation set. When unknown data are analysed they are first windowized and the model coefficients with respect to each window are computed and inserted into the trained HMM. The log-likelihood associated with each window is then calculated and if below T h it is considered to contain data associated with a change. When the opposite holds, the data are considered to be change-free. The HMM can now be executed by the embedded microprocessor internal to the probe to assess the quality of incoming new data: the system detects a change when the incoming log-likelihood values are below T h .
1. Build the change-free class HMM, H change−f ree = {S, P, A, π} from the vectors of parameters θ 1 ...θ d each of which associated with a linear dynamic model applied to the training data O i,T0,i=1,...,d windowized using length M overlapping by M − 1; 2. Determine threshold T h as the minimum log-likelihood value of θ T0 ; 3. Windowize the incoming novel data as above, which results in windows W = W 1 ...W n ; repeat 4. j=1; 5. Compute the parameter vectors of the j − th dynamic model θ j with respect to W j ; 6. Compute the log-likelihood
7. if L Wj < T h then W j contains data associated with a change, alarm notification else W j contains data coming from the normal working modality end 8. j = j + 1; until (1); Algorithm 2: The HMM-based Change Detection Algorithm
V. THE EXPERIMENTAL SECTION
To evaluate the effectiveness of the proposed method we considered both synthetic data (Application D1) and real measurements coming from the rock collapse forecasting system deployed by our group in the Alps (Application D2).
The HMM of the proposed solution has been configured in a fully connected topology (ergodic HMM). The distribution of each state is modeled with a GMM with a diagonal covariance matrix. Torch framework for HMM [14] was used during both construction and evaluation phase. The maximum number of k-means iterations for cluster initialization was set to 50 while the Baum-Welch algorithm used to estimate the transition matrix was bounded to 25 iterations with a threshold of 0.001 between subsequent iterations. The number of explored states ranges from 3 to 7 while the number of Gaussian components used to build the GMM belongs to the {2, 4, 8, 16, 32, 64, 128, 256 and 512} set. We did not apply any pre-processing techniques such as normalization since change detection with HMM represents a novel application and we wanted to avoid any information loss.
We contrasted the performance of the proposed HMM-based change detection algorithm with a fault detection algorithm implementing a parity equation approach ( [1], [5] ) which inspects the discrepancy between the process behavior and the process model describing the nominal change-free behavior. The threshold is set as the highest discrepancy on unseen training data. When the discrepancy overcomes this threshold, a change is detected. We used the same training and testing sequences to ease the result comparison.
Three figures of merits have been defined to evaluate the detection accuracies:
• False positive index (FP): it counts the times a test detects a change in the sequence when there is not.
• False negative index (FN): it counts the times a test does not detect a change when there it is.
• Mean Delay (MD): it measures the time delay in detecting a change. Application D1 refers to data generated by ARX(2,2) model 2 ) is a zero-mean Gaussian noise parameterized in its variance σ 2 . The exogenous input X j has been modeled as
where (k) ∼ N (0, 0.01 2 ) is a zero-mean Gaussian noise affecting the exogenous input.
Each experiment lasts 12000 samples with the first 4000 samples used for training. After 4000 samples an artificially injected perturbation λ affects the coefficients of the ARX model. We considered two types of perturbations, i.e., abrupt changes and drifts, reflecting the occurrence of a permanent or transient fault or a smooth aging effect in the sensors, respectively. In case of abrupt changes, the parameters of the ARX model suddenly change from θ = {a 1 , a 2 , b 1 , b 2 } to θ λ = {a 1 (1 + λ), a 2 (1 + λ), b 1 (1 + λ), b 2 (1 + λ)}. In case of drift changes, the parameters of the ARX model slowly change from θ to θ λ , which is now reached at the end of the experiments. The values of lambda we considered in the experiments are λ = {0.03, 0.05, 0.07, 1}.
To evaluate the performance of the proposed method we considered different energy for the noise turned by the standard deviation σ = {0.01, 0.02, 0.04, 0.07, 0.1}.
Simulation results are averaged over 250 runs. Application D2 refers to the a real-world dataset provided by a real-time monitoring system for rock fall forecasting [15] designed by our group and deployed in the Alps (Towers of Rialba, a rock formation characterized by a system of fractures present in the Lecco province, northern Italy). We considered the internal sensor temperature and clinometer measurements recorded from August 1st 2011 until October 31th 2011. The sampling rate of each sensor is one sample per hour. The dataset is composed of 2600 samples where the first 500 samples represent the training sequence and the remaining samples are used for validation. We considered an ARX(1,2) model family as it provides the best reconstruction performances. The HMM was trained with the parameters estimated from the training sequence by considering windows composed of M = 100 samples and step s equals to 1.
The results of Application D1 for the abrupt perturbation case are shown in Table I . We can see that the FP rate and the delay are increasing with the noise level. As expected, the FN rate reduces as λ increases. Similarly, it is possible to appreciate that, for a given noise level σ, the mean delay reduces as λ increases. We can see that even at highly noisy conditions, the proposed solution guarantees high detection accuracies and low detection delays. The parity equation approach provides lower performances both in terms of detection accuracy and delays. In particular, the proposed method always guarantees lower mean delays. In addition, the proposed method guarantees much lower FN rates at the expenses of a slightly higher FP rates at low values of σ.
The results of the drift type of change presented in Table II are in line with those of the abrupt change. Figure 4 depicts the experimental results of Application D2.
The two upper subfigures show the evolution of the sensor measurements over time while the two in the bottom show the L2-Norm of the ARX coefficients and the log-likelihood produced by the HMM. At the beginning of the experiment the log-likelihood computed by the HMM is close to 1, indicating the statistical absence of changes. After that, we observe three distinct regions where the log-likelihood decreases substantially. These regions are indicated as 1, 2 and 3 in Figure 4 . Situation one indicates a temporary change in the relationship between clinometer and temperature measurements that can be associated to a change in the environment (by looking at information coming from the other of units of the network which show a similar behavior). In the second region the log-likelihood decreases rapidly, reaching its minimum value near the 1350th sample. By looking at the temperature and clinometer measurements, a fault affecting both is particularly evident around 1300. This kind of fault can be associated with a transmission providing the same value for several samples. The third region is characterized by an aging effect in the sensor inducing a slow degradation over time of the loglikelihood. 
VI. CONCLUSIONS
The paper presents a method for change detection based on an HMM trained with the coefficients composing a piecewise linear dynamic model approximation of incoming data. Changes in the likelihood of the coefficient structure are associated either with changes in the environment or a fault affecting the device. Parasitic effects such as the internal temperature of an embedded sensor are used to introduce constraints, or bounds, on the measurements and can be used both to compensate the unwished parasitic effect and provide material for change identification. The code can be uploaded on the microprocessor embedded with the sensor, hence creating an instance of the intelligent embedded sensor concept.
