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ABSTRACT
This thesis is an ensemble of four research projects that I developed and subsequently made
significant contributions and an ongoing research project. A chapter is dedicated to each published
or submitted paper, and the content of those chapters adhere to their corresponding publication
except for additional detail and some rather important observations and results. As such, the
five chapter dedications each contain an abstract that specifically outlines the research focus and
corresponding results for that project, yet a laconic description of the importance of every project
now follows.
The weighted Cantor measures are a special class of singular measures on the unit interval
that have attracted much attention from the harmonic analysis community. They naturally arise
from an iteration process associated to the classic development of a Cantor set. In motivation
of the construction of a class of Legendre polynomials, we study the moments of these measures,
specifically their calculation, approximation, and asymptotic behavior.
The Walsh functions form an orthonormal basis and can be described as a discrete analog to
the Fourier basis. Because of these properties, the ubiquity of the classic Walsh functions in the
field of electrical engineering, especially in regards to signal processing, can not be overstated. We
generalize the Walsh system, encoded as the entries of a rectangular matrix, and study its properties
including an application to image processing that is analogous to the discrete wavelet transform.
The Kaczmarz algorithm is a row-action iterative projection method for solving linear systems
of equations. The simplicity of the Kaczmarz algorithm and its effectiveness in handling large
sparse systems have led to its wide-range applications. Typically, a sequence of vectors performs
both the role of analysis and synthesis in the algorithm, but we develop a nascent modified version
of the algorithm taking two vector sequences where one sequence performs the role of analysis and
ix
the other performs the role of synthesis. We identify ideal conditions on the pair of sequences so
that we can recover a vector from its inner product against one of the sequences.
Further, in a collaboration as part of an REU mentorship, we consider the situation when a
linear system of equations is distributed over a network, interpreted as a tree in graph theory
parlance. The Kaczmarz algorithm with relaxation is iteratively applied from node to node along
the network structure with a weighted average back-propagation. We prove that the relaxation
parameters may be chosen to be larger than the standard bound in literature and provide empirical
evidence toward such a selection leading to an improved convergence rate.
An artificial neural network is an algorithm whose architecture – nodes (neurons) and the
connections (synapses) between them – derives loosely from the human brain. The output of any
neural network assumes the form of a linear combination of an activation function evaluated over an
affine transformation of the input data. We study the integral representation of the neural network
for unbounded activation functions and consider a generalization of the neural network.
1
CHAPTER 1. INTRODUCTION
1.1 Iterated Function Systems and Invariant Measures
The language of fractal geometry is rather esoteric, and the precise definition of a fractal is not
universally established. However, we consider a particular class of fractals and, therefore, softly
introduce them by scaffolding the terminology to adhere to historical developments. Suffice it to
say that the colloquial description of a fractal in R is a collection of real numbers whose structure is
indistinguishable after an appropriate rescaling. A set with this property is said to be self-similar;
moreover, a set which is indistinguishable after any rescaling is said to be affine self-similar.
We adopt the interpretation in [12] where a fractal is realized as the unique invariant compact
set for a family of contraction maps on a complete metric space X. As such, we thus define an
iterated function system for X as a collection of contractive maps {φn}N−1n=0 on X (i.e., ‖φn‖ ≤ 1 for
all n). An attractor of the iterated function system {φn}N−1n=0 is a nonempty compact set K ⊂ X
such that
K =
N−1⋃
n=0
φn(K).
Hutchinson, in the aforementioned paper [12], proved the existence and uniqueness of the attractor.
Further, he studied an induced self-similar Borel probability measure supported on the attractor.
To paraphrase the latter result, we denote by ∆N the standard simplex in RN and by ∆∗N ⊂ ∆N
the set of α = (α0, α1, ..., αN−1) ∈ ∆N such that 0 ≤ αn < 1 for all n.
Theorem 1.1.1 (Theorem (1) of 4.4 in [12]). Suppose {φn}N−1n=0 is an iterated function system
on X with attractor K, and let α ∈ ∆N . There exists a unique Borel regular measure µα on X,
supported on K, such that
µα(E) =
N−1∑
n=0
αnµ
α(φ−1n (E)) for all Borel-measurable E ⊂ X. (1.1.1)
2
The proof of Theorem 1.1.1 employs the Banach Fixed Point Theorem for the collection of
operators {(φ, α)} on the space M1 of Borel regular probability measures with bounded support on
X where
(φ, α)(µ)(A) =
N−1∑
n=0
αnµ(φ
−1
n (A)).
Hutchinson showed that these operators are contractive with M1 endowed with the topology induced
by the Kantorovich-Rubinshtĕin metric,
L(µ, ν) = sup
{∫
X
φdµ−
∫
X
φdν : Lip(φ : X → R) ≤ 1
}
.
However, the argument in [12] failed to address completeness of the space (M1, L) which is not
valid in general. For example, one can easily find Cauchy sequences of atomic measures in M1 that
do not converge in the space if X is unbounded. Åkerlund-Biström in [2] established the desired
completeness for the space of Borel regular probability measures on X = Rn which also satisfy the
condition that ∫
Rn
‖x0 − x‖n dµ(x) <∞ for some point x0 ∈ Rn.
Kravchenko in [16] later showed that completeness is similarly attained for a general metric space
X and also extends the results of Hutchinson to countable iterated function systems.
Adhering to the terminology in [14], we call the measure in Equation (1.1.1) an α-equilibrium
measure when X = Rn or X = C. An equilibrium measure is said to have maximal entropy if the
associated weights are uniform, i.e., each αn is either zero or 1/k where k is the number of nonzero
weights. We particularly emphasize those α-equilibrium measures associated with the iterated
function system {φn}N−1n=0 on R given by φn(x) = (x+n)/N as an α-weighted Cantor measure. Much
effort in the non-smooth harmonic analysis community has been allocated to studying the notorious
ternary Cantor measure which is the α-weighted Cantor measure corresponding to α = (1/2, 0, 1/2).
[13] first addressed the spectral properties of maximal entropy equilibrium measures – specifically, if
there exists (countably infinite) frequencies Λ ⊂ R so that {e2πiλx}λ∈Λ form an orthonormal basis for
L2µα [0, 1]. Jorgensen and Pedersen showed a remarkable contrast: that the ternary Cantor measure
3
is not spectral and that the quaternary Cantor measure corresponding to α = (1/2, 0, 1/2, 0) is
spectral.
1.2 Introduction to Frame Theory
A fundamental result that is introduced in every first-year linear algebra course is that a vector
space necessarily contains a Hamel basis; however, this result is purely theoretical, as Hamel bases
are too large to implement in applications. Rather, we often consider alternative bases. A Riesz
basis for a Hilbert space H is the image of an orthonormal basis for H under an invertible continuous
linear operator. For every Riesz basis {xn}∞n=0 ⊂ H, there exists a unique sequence {yn}∞n=0 in H
for which every element x ∈ H can be reconstructed by
x =
∞∑
n=0
〈x, yn〉xn,
where the partial sums converge in the norm induced by the inner product. Furthermore, the
sequence {yn}∞n=0 is a Riesz basis, and the sequences {xn}∞n=0 and {yn}∞n=0 are biorthogonal in the
sense that 〈xm, yn〉 = δm,n, the Kronecker delta. A Schauder basis for an F -valued Banach space
X is an ordered, countable sequence {xn}∞n=0 ⊂ X that is linearly dense in X where every vector in
X has a unique superposition. Precisely, for every x ∈ X there exists a unique sequence of scalars
{αn}∞n=0 ⊂ F such that
x =
∞∑
n=0
αnxn.
Frames, introduced by [10] for Hilbert spaces, have the same superposition principle, yet the
scalar sequence need not be unique. Moreover, there are additional features of frames that make
them more advantageous than Schauder bases, depending on context. For example, frames and
bases share many desirable properties like element reconstruction with the exception that frames
can be linearly dependent.
We say that a countable sequence {xn}∞n=0 in a Hilbert space H is a frame if there exist constants
0 < A ≤ B <∞ such that
A‖x‖2 ≤
∞∑
n=0
|〈x, xn〉|2 ≤ B‖x‖2 for every x ∈ H.
4
Here, A and B are called the lower and upper frame bounds, respectively. Clearly, the bounds
are not unique; however, the treatment of frames often assumes that they are optimal – A is the
supremum of all lower frame bounds, and B is the infimum of all upper frame bounds. We then
say that a frame is tight if A = B, and a tight frame with A = B = 1 is a Parseval frame. An
important result, that is not entirely trivial, is that the frame conditions need only be checked on
a dense subset.
Lemma 1.2.1 (Lemma 5.1.9, [7]). Let G be a dense subset of H. Suppose that {xn}∞n=0 is a
sequence of elements in H and that there exist constants 0 < A ≤ B <∞ such that
A‖x‖2 ≤
∞∑
n=0
|〈x, xn〉|2 ≤ B‖x‖2 for all x ∈ G.
Then {xn}∞n=1 is a frame for H with bounds A and B.
An important analytical consequence of a frame is the ability to reconstruct any vector from
its inner products with the frame elements, even if the frame contains many redundant elements.
The process is captured by two important operators that are associated with the frame which we
introduce in complete generality. We define the analysis operator for a sequence {xn}∞n=0 by
Θ{xn} : x ∈ H 7→ {〈x, xn〉}
∞
n=0 ∈ c(N0), (1.2.1)
where c(N0) is the space of all sequences indexed by N0. Note that the upper frame bound (i.e., the
Bessel inequality) guarantees that the corresponding analysis operator is well-defined and bounded
from H into `2(N0). Now denote the subspace of sequences {cn}∞n=0 ∈ c(N0) for which the series
∞∑
n=0
cnxn
converges in H by `(N0). We define the synthesis operator for a sequence {xn}∞n=0 by
Θ∗{xn} : {cn}
∞
n=0 ∈ `(N0) 7→
∞∑
n=0
cnxn ∈ H. (1.2.2)
5
In general, the notation is only formal; however, when the sequence {xn}∞n=0 satisfies Bessel’s
inequality, we can replace `(N0) by `2(N0) as the partial sums are then Cauchy,∥∥∥∥∥
M∑
n=N
cnxn
∥∥∥∥∥
2
=
M∑
n=N
cn
〈
M∑
m=N
cmxm, xn
〉
≤
(
M∑
n=N
|cn|2
)1/2 M∑
n=N
∣∣∣∣∣
〈
M∑
m=N
cmxm, xn
〉∣∣∣∣∣
2
1/2
≤
(
M∑
n=N
|cn|2
)1/2B ∥∥∥∥∥
M∑
m=N
cmxm
∥∥∥∥∥
2
1/2
≤ ‖{cn}∞n=0‖`2(N0)B
1/2
∥∥∥∥∥
M∑
m=N
cmxm
∥∥∥∥∥ ,
where the first inequality follows from the Cauchy-Schwarz inequality. In this context, the notation
then suggests that the synthesis operator is the adjoint of the analysis operator.
Remark 1.2.1. An important fact is that a Schauder basis which is also a frame is necessarily a
Riesz basis. In fact, the synthesis operator is surjective by the frame condition and is injective by
the Schauder property. Then the synthesis operator maps the canonical orthonormal basis in `2(N0)
onto the Schauder basis in the correct way.
We further define the frame operator for a sequence {xn}∞n=0 by S{xn} = Θ∗{xn}◦Θ{xn}, assuming
that the domain has been properly restricted so that the operator is well-defined.
Now, given a frame {xn}∞n=0, the corresponding frame operator possesses the properties of being
bounded, invertible, self-adjoint, and positive. Further, if the lower and upper frame bounds of
{xn}∞n=1 are A and B, respectively, then {S−1xn}∞n=1 is a frame with lower and upper frame bounds
A−1 and B−1, respectively. Due to its implementation in the reconstruction of elements in H as
analogous to the dual of a basis, that is
x =
∞∑
n=1
〈x, xn〉S−1xn =
∞∑
n=1
〈x, S−1xn〉xn for all x ∈ H,
the frame {S−1xn}∞n=1 is properly called the canonical dual frame of {xn}∞n=1. An unwieldy com-
plication arises for reconstructing via the canonical dual basis in calculating the action of S−1 on
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the frame elements. However, if {xn}∞n=1 is a tight frame with bounds A = B, then S = AI so that
the canonical dual frame is {A−1xn}∞n=1. In general, a dual frame of the frame {xn}∞n=1 is a frame
{yn}∞n=1 for which
x =
∞∑
n=1
〈x, yn〉xn for all x ∈ H.
Fortunately, dual frames need not be unique (e.g., a frame which is not a Riesz basis, see Lemma
6.3.1 of [7]), and alternative dual frames may be more practical for applications in terms of their
computation and properties.
Another operator of great utility is the Gram matrix Θ{yn}Θ
∗
{xn} corresponding to the two
(possibly distinct) sequences {xn}∞n=0 and {yn}∞n=0 given by
(Θ{yn}Θ
∗
{xn})j,k = 〈xk, yj〉. (1.2.3)
We note that the Gram matrix need not be a bounded operator on `2(N0); however, in any case, it
may be important to determine when the Gram matrix is positive. Specifically, an infinite matrix
T is positive if every leading principle submatrix is positive, i.e.,
T [n] =

T00 T01 . . . T0n 0 . . .
T10 T11 . . . T1n 0 . . .
...
...
. . .
...
...
Tn0 Tn1 . . . Tnn 0 . . .
0 0 . . . 0 0 . . .
...
...
...
...
. . .

satisfies the inequality 〈T [n]c, c〉 ≥ 0 for every c ∈ `2(N0).
1.3 The Kaczmarz Algorithm and Effective Sequences
A current question of tremendous practicality is the conditions for the sufficient reconstruction of
a vector in some Hilbert space H from its sequence of inner products {〈·, en〉}∞n=0 for a fixed sequence
of vectors {en}∞n=0. Moreover, due to a renewed interest in iterative reconstructions (e.g., phase
retrieval, optimization, learning theory, computerized tomography), there is a tremendous reserve
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of motivation toward the pragmatic application of such sequences. In particular, we may exploit
the many beneficial consequences of frame theory for sequences yielding non-unique representations
that are robust to perturbations, e.g., [3, 5, 6].
Predating the advent of the computer, Stefan Kaczmarz introduced a row-action specific type
of gradient descent method expressed as an iterative projection algorithm for solving complex
linear systems of equations. Each iteration of the algorithm extracts a vector from the orthogonal
projection of the vector from the previous iteration onto a hyperplane in the system. Here, we
elaborate on the exact procedure for total clarity: Consider the system of equations given by
A~x = ~b where A is a complex N by M matrix and ~b is a complex N -dimensional vector. We denote
row n of A by ~a∗n and adopt the convention that indexing starts at 0, i.e., n ∈ {0, 1, ..., N − 1}.
Let ~x0 be some initial N -dimensional vector. It is highly advantageous to choose ~x0 ∈ R(A∗), the
range of A∗, as the Kaczmarz algorithm retains those vectors in the kernel of A. We obtain the
first iterate ~x1 by taking the orthogonal projection of ~x0 onto the hyperplane ~a
∗
0~x = 〈~x,~a0〉 = b0.
We then obtain the second iterate ~x2 by taking the orthogonal projection of ~x1 onto the hyperplane
~a∗1~x = 〈x,~a1〉 = b1. We continue this procedure, iterating through the rows of A. Once we obtain
~xN , we return to the first row of A to obtain ~xN+1 and continue through the matrix as before.
Precisely, the recurrence relation for the Kaczmarz algorithm takes the form
~xn+1 = ~xn +
b` − ~a∗`~xn
‖~a`‖2
~a` for ` = n(mod N). (1.3.1)
Under the assumption that the system of equations is consistent, Kaczmarz proved that the
sequence {~xn}∞n=0 converges to a solution of the system of equations if and only if the row vectors
{~an}N−1n=0 form a spanning set for CM , [15]. Moreover, the Kaczmarz algorithm converges to the
solution of minimal norm. To address when the system of equations is inconsistent, we introduce
relaxation parameters into the Kaczmarz algorithm as follows: Let {ωn}N−1n=0 ⊂ (0, 2). Then the
recurrence relation for the Kaczmarz algorithm with relaxation takes the form
~xn+1 = ~xn + ω`
b` − ~a∗`~xn
‖~a`‖2
~a` for ` = n(mod N).
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In the case of ωn = ω for all n, it is well-known that the Kaczmarz algorithm with relaxation
converges to a vector that is dependent on ω, say ~x(ω), and that ~x(ω) converges to a weighted least-
squares solution that is dependent on A as ω tends to zero, see [18]. The lynchpin to the proof of
this result are the relaxed projection operators (1 − ωn)I + ωnPn where I is the identity and Pn
is the orthogonal projection onto N(~a∗n) = {~x : ~a∗n~x = 0}, the kernel of ~a∗n. It is important that
each parameter ωn be bounded between zero and two so that the corresponding relaxed projection
operator is a contraction map.
Now suppose that ~x is a solution to the system of equations, i.e., A~x = ~b. Then we can rewrite
Equation (1.3.1) as
~xn+1 = ~xn + 〈~x− ~xn, â`〉â` for ` = n(mod N),
where â` =
~a`
‖~a`‖
. This form of the Kaczmarz algorithm in CM thus motivates the following
extension of the Kaczmarz to a general Hilbert space H setting: Given a sequence of unit vectors
{en}∞n=0 ⊂ H and a vector x ∈ H, we define the sequence of approximations {xn}∞n=0 by
x0 = 〈x, e0〉e0,
xn+1 = xn + 〈x− xn, en+1〉en+1 for n ≥ 0.
(1.3.2)
The sequence {en}∞n=0 is said to be effective if ‖xn − x‖ → 0 as n→∞ for every x ∈ H. We note
that a necessary condition for efficacy is that the sequence {en}∞n=0 be linearly dense. However,
unlike in a finite-dimensional Hilbert space, this is not sufficient to conclude efficacy.
Kwapień and Mycielski characterized when the sequence {en}∞n=0 is effective through a frame
condition on its auxiliary sequence {hn}∞n=0 defined by
h0 = e0,
hn+1 = en+1 −
n∑
k=0
〈en+1, ek〉hk for n ≥ 0.
(1.3.3)
The auxiliary sequence encodes a tremendous wealth of information regarding the potential efficacy
of the sequence. For example, it was shown that the sequence {en}∞n=0 is effective if and only if
its corresponding auxiliary sequence {hn}∞n=0 is a Parseval frame, [17]. A Riesz basis that is not
orthonormal fails to be effective, [9]. We provide an alternative argument.
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Remark 1.3.1. Let {en}∞n=0 be a Riesz basis, and let {hn}∞n=0 be the corresponding auxiliary
sequence. Note that the sequences {en}∞n=0 and {hn}∞n=0 form a biorthogonal Riesz basis only when
{en}∞n=0 is orthonormal since 〈e0, en〉 = 〈h0, en〉 and for 1 ≤ n ≤ m
〈en, em〉 = 〈hn, em〉+
n−1∑
k=0
〈en, ek〉〈hk, em〉.
We claim that
xn =
n∑
k=0
〈x, hk〉ek.
The identity is clearly true for n = 0. The general case follows by induction, so assume that the
identity is valid for some nonnegative integer n. Then we find
n+1∑
k=0
〈x, hk〉ek = xn + 〈x, hn+1〉en+1
= xn +
〈
x, en+1 −
n∑
k=0
〈en+1, ek〉hk
〉
en+1
= xn +
(
〈x, en+1〉 −
n∑
k=0
〈ek, en+1〉〈x, hk〉
)
en+1
= xn + (〈x, en+1〉 − 〈xn, en+1〉) en+1
= xn+1,
completing the argument by induction.
These observations together with the fact that a Riesz basis is a Schauder basis imply that the
sequence {en}∞n=0 is effective if and only if it is orthonormal.
An alternative, albeit in the same spirit, approach to the characterization of efficacy is due to
Haller and Szwarc. Let M be the infinite lower-triangular matrix of inner products,
I +M =

1 0 0 · · ·
〈e1, e0〉 1 0 · · ·
〈e2, e0〉 〈e2, e1〉 1 · · ·
〈e3, e0〉 〈e3, e1〉 〈e3, e2〉 · · ·
...
...
...
. . .

. (1.3.4)
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Denote the n × n leading principle submatrix of an infinite matrix B by B[n], as in the previous
section. Let I +U be the algebraic inverse of I +M in the sense that (I +U)[n] ∗ (I +M)[n] = In
for all n. It was shown that the sequence {en}∞n=0 is effective if and only if the matrix U is a partial
isometry, [11].
We can further extend the notion of a Kaczmarz algorithm to a Banach space X through an
adaptation of its dual space X∗, i.e., the collection of continuous linear functionals on X. Let
{(en, fn)}∞n=0 ⊂ X × X∗ with fn(en) = 1 for all n, and let x ∈ X. Define the sequence of
approximations {xn}∞n=0 by
x0 = f0(x)e0,
xn+1 = xn + fn+1(x− xn)en+1 for n ≥ 0.
(1.3.5)
The sequence {(en, fn)}∞n=0 is said to be effective if ‖xn − x‖ → 0 as n → ∞ for every x ∈ X.
When X is a Hilbert space, Equation (1.3.5) coincides with Equation (1.3.2) by taking fn to be
the continuous linear functional whose Riesz representative is en.
An incentive for the generalization in Equation (1.3.5) may be realized in learning theory with
the model
X = {x ∈ C(R) : x(t+ T ) = x(t)}.
An interpretation due to Kwapień and Mycielski of a standard problem in learning theory is the
existence of some h ∈ X with h(0) = 1 and a sequence of distinct times {tn}∞n=0 such that any
x ∈ X can be approximated in X (recognized in the parlance of learning theory) from the sequence
{xn}∞n=0 that is learned in the sense of the recursion relation given by
x0(t) = 0,
xn+1(t) = xn(t) + [x(tn+1)− xn(tn+1)]h(t− tn+1) for n ≥ 0.
We can then restate the learning problem as determining when the sequence {(en, fn)}∞n=0 where
en = h(t − tn) and fn(x) = x(tn) is effective. An accessible characterization of efficacy is cur-
rently unavailable; however, it was shown that the Kaczmarz algorithm with hard thresholding can
produce an estimate within a prescribed tolerance, [17].
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Returning to the Hilbert space setting X = H, Equation (1.3.5) suggests a reformulation of
the original Kaczmarz algorithm in Equation (1.3.2) that we appropriately call the dual Kaczmarz
algorithm.
1.4 The Classic Walsh System
It is a well-known fact that the collection of exponential functions
{
e2πinx
}
n∈Z forms an or-
thonormal basis for the Hilbert space L2[0, 1]. Walsh in [21] introduced an orthonormal basis
{Wn}∞n=0 for L2[0, 1] consisting of piecewise constant functions with range {−1, 1}, which we may
interpret as a discrete analog of the exponential basis. As such, this collection of functions – called
the classic Walsh system – is pervasive throughout literature in regards to applications. An explicit
construction of the classic Walsh system utilizes the Rademacher functions {rn}∞n=0 where
rn : x ∈ [0, 1] 7→ sgn[sin(2n+1πx)].
Although an orthonormal set, the collection of Rademacher functions itself does not form a complete
set in L2[0, 1], as any evenly symmetric function with respect to x = 1/2 is orthogonal to the closed
span of the Rademacher functions. Rather, for any nonnegative integer n whose decomposition in
base two is
n = i0 + i12 + ...+ ik2
k with i0, i1, ..., ik ∈ {0, 1},
we define the Walsh function of index n by
Wn(x) =
k∏
j=0
[rj(x)]
ij .
The graphs for some of these Walsh functions are provided in Figure 1.5.
Many reinterpretations of the classic Walsh system can be found in literature, e.g., identify-
ing the Walsh functions as characters over the dyadic group in [20], identifying the Rademacher
functions with N -adic exponentials in [4], etc.
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Figure 1.2 W1 Figure 1.3 W4 Figure 1.4 W17
Figure 1.5: Graphs of selected classic Walsh functions
1.5 The Cuntz Algebra and Applications
It is an unfortunate truth that ideas in engineering and mathematics are nuanced by the dissimil-
itude in the their respective esoteric language. Distinct nomenclature and alternative representation
blur the connection between concepts in either area. For example, sub-band processing in engineer-
ing refers to a particular method of deconstructing a signal into sub-bands by means of idealized
filters for a given purpose followed by nearly perfect reconstruction; the analog in mathematics is
a class of algebras known as the Cuntz algebras.
A complex-valued Banach algebra consists of a C-valued Banach space X that is also an algebra
where the norm is submultiplicative. That is, multiplication in X is an associative operation that
distributes over addition and
‖xy‖ ≤ ‖x‖ ‖y‖ for all x, y ∈ X.
Since every C-valued Banach algebra can be embedded isometrically into a C-valued unital Banach
algebra – one that admits an identity – as an ideal of codimension one, we may implicitly treat
every Banach algebra as a C-valued unital Banach algebra.
An involution on a Banach space is analogous to the adjoint for continuous linear operators.
Precisely, an involution on a Banach algebra X is a map ∗ : X → X having the following properties:
for a, b ∈ C and x, y ∈ X,
1. (ax+ by) = ax∗ + by∗,
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2. (xy)∗ = y∗x∗,
3. (a∗)∗ = a,
4. ‖a∗‖ = ‖a‖.
Then, a C∗-algebra is a Banach algebra X with an involution that satisfies ‖x∗x‖ = ‖x‖2 for every
x ∈ X.
An algebra generated by a set is a subtle, yet self-evident, construction. For our purposes,
we consider a finite collection of continuous linear operators {Si}Ni=1 on a Hilbert space H. The
C∗-algebra generated by {Si}Ni=1 is the norm closure in B(H) of the linear combination of finite
words in the alphabet {Si, S∗i }Ni=1 ∪ {I}, where I : x ∈ H 7→ x is the identity. The Cuntz algebra
with N generators, denoted ON , is the simple C
∗-algebra generated by {Si}Ni=1 satisfying the Cuntz
relations:
1. S∗i Sj = δi,jI,
2.
N∑
i=1
SiS
∗
i = I.
From j = i in the first Cuntz relation, we observe that the operators {Si}Ni=1 are isometries.
Moreover, the first Cuntz relation implies that the operator SiS
∗
i is an orthogonal projection onto
the range of Si, denoted R(Si), and that the subspaces {R(Si)}Ni=1 are pairwise orthogonal. The
second Cuntz relation then states that H may be deconstructed into the direct sum ⊕Ni=1R(Si)
through the operators {SiS∗i }Ni=1.
Now we briefly discuss the application that preceded and, thereby, motivated the theory of
Cuntz algebras. Figure 1.6 illustrates the process of sub-band filtering with multiple frequency
bands. The mathematical objects associated to these signal-processing terms will be made explicit
in Chapter 3. At this point, it suffices to say that the action of the operators {S∗i }Ni=1 represent
the analysis bands whereas the action of the operators {Si}Ni=1 represent the synthesis bands.
Each operator S∗i encodes some form of filtration (e.g., low-pass, high-pass, band-pass, etc.) that
attenuates certain frequency thresholds of an input signal followed by some form of down-sampling
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that sparsely samples the filtered signal. The purpose of analysis depends on context, but it is
often for data compression. Conversely, each operator Si encodes some form of up-sampling that
refines the resolution of the down-sampled signal by approximately inverting the sparse reduction
followed by some form of dual-filtration that is counterpoint to filtration. The synthesized bands
are then combined to reproduce the original signal, as guaranteed by the second Cuntz relation.
ANALYSIS SYNTHESIS
FILTRATION DOWN-SAMPLING UP-SAMPLING DUAL-FILTRATION
Figure 1.6: Classic signal processing diagram for sub-band filtering with multiple frequency bands
1.6 Introduction to Distributions
We specify a distribution as a mathematical object defined by its action on a space of functions.
As it is analogous to a function in the ordinary sense, we often refer to a distribution as a gener-
alized function. We say that the distribution is regular when the notions coincide, yet not every
distribution is a function, e.g., the Dirac “function”.
For our purposes, we identify three useful function spaces: test functions, Schwartz space, and
Lizorkin space.
Definition 1.6.1. Let Ω ⊂ Rm be an open set. We define the space of test functions on Ω by
D(Ω) = {φ ∈ C∞(Ω) : supp φ is compact in Ω}
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where the topology on D(Ω) is defined by the following notion of convergence: φn → 0 in D(Ω)
converges if
1. There exists K ⊂ Ω compact such that supp φ ⊂ K for all n.
2. sup{|(Dαφn)(~x)| : ~x ∈ Ω} → 0 for every α ∈ Nm0 .
The space of distributions is then defined as the dual space of the test functions.
Definition 1.6.2. A distribution is a continuous linear functional T : D(Ω) → C. We denote by
D′(Ω) the collection of distributions.
We can describe the operation of differentiation on the space of distributions, that is consis-
tent with differentiation of the representative function for a regular distribution, by passing the
differentiation onto the test function. We adopt the index notation:
~xα =
m∏
k=1
xαkk and D
α =
m∏
k=1
D
(αk)
k for α ∈ N
m
0 ,
where |α| =
m∑
k=1
αk.
Definition 1.6.3. Let T ∈ D′(Ω). We define the α-index derivative of T by
(DαT )(φ) = (−1)|α|T (Dαφ) where α ∈ Nm0 .
Definition 1.6.4. We define the Schwartz space by
S(Rm) = {φ ∈ C∞(Rm) : ~xα(Dβφ)(~x) ∈ L∞(Rm), ∀α, β ∈ Nm0 }
where the topology on S(Rm) is defined by the following notion of convergence: φn → φ in S(Rm) if
lim
n→∞
‖~xαDβ(φn − φ)‖∞ = 0 for any α, β ∈ Nm0 .
Similarly, the space of tempered distributions is then defined as the dual space of the Schwartz
space.
Definition 1.6.5. A tempered distribution is a continuous linear functional T : S(Rm) → C. We
denote by S′(Rm) the collection of tempered distributions.
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Since D(Rm) ⊂ S(Rm), we note that S′(Rm) ⊂ D′(Rm).
Example 1.6.1. Let f ∈ L1loc(Rm), the space of locally integrable functions on Rm. Define T by
T (φ) =
∫
Rm
f(~x)φ(~x) d~x.
Then T ∈ D′(Ω). Moreover, the distribution T is regular as its representative f is a function
in the ordinary sense. However, it is not necessarily true that T is a tempered distribution, e.g.,
f(~x) = e‖~x‖
2
2.
We can thus define the Fourier transform of a tempered distribution, that is consistent with the
Fourier transform of the representative function for a regular distribution, by passing the Fourier
transform onto the Schwartz function.
Definition 1.6.6. Let T ∈ S′(Rm). We define the Fourier transform of T by
(FT )(φ) = T (Fφ).
1.7 The Radon Transform
Austrian mathematician Johann Radon introduced his transform in 1917 which made possible
computed axial tomography (CAT scan) in medical imaging among advancing other scanners such
as barcode, electron microscopy, etc. – see the English translation [19]. The Radon transform R
maps a real-valued function f on Rm to a real-valued function Rf on Sm−1×R that calculates the
intensity of the function f over a hyperplane; here, Sm−1 is the unit sphere in Rm.
Definition 1.7.1. Let f ∈ L1(Rm). We define the Radon transform by
(Rf)(û, r) =
∫
~x·û=r
f(~x) d~x,
where the domain of integration is the hyperplane {~x ∈ Rm : ~x · û = r}, with respect to the natural
Lebesgue measure restricted to the surface.
The implementation of the Radon transform in non-invasive medical imaging is apparent as
radiation intensity diminishes according to the density of impeding tissue by particle scattering.
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There is then an inversion formula to recover the density function from intensity attenuation along
cross-sections.
A tremendously useful result in the analysis of the Radon transform is the Fourier Slice Theorem
which states
[Fr(Rf)(û, r)](s) = (Ff)(sû).
We observe the significance of the Fourier Slice Theorem in translating the 1-dimensional Fourier
transform of the Radon transform into an m-dimensional Fourier transform.
1.8 The Universal Approximation Theorem
The utility of an artificial neural network depends on its capability to approximate any desirable
function, which is called the universal approximation property.
Definition 1.8.1. We say that the function η : R → R has the universal approximation property
if the set of linear combinations of the form
N∑
n=1
αnη(~x · ~yn + θn) where (N,αn, ~yn, θn) ∈ N× R× Rm × R (1.8.1)
is dense in C(Im), the collection of continuous functions on the unit cube Im ⊂ Rm with the
supremum norm.
We note that a function having the universal approximation property can uniformly approximate
any continuous function on compact sets.
Cybenko in [8] first showed that functions which discriminate on M(Im), the collection of finite
signed measures on Im, in regards to vanishing domains have the universal approximation property.
The following definition makes this precise.
Definition 1.8.2. We say that a function η : R → R is discriminatory if the only measure µ ∈
M(Im) that satisfies ∫
Im
η(~x · ~y + θ) dµ(~x) = 0 for all (~y, θ) ∈ Rm × R,
is the zero measure.
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Theorem 1.8.1 (Theorem 1, [8]). Any continuous discriminatory function has the universal ap-
proximation property.
Remark 1.8.1. As a matter of fact, a function η that has the universal approximation property is
necessarily discriminatory. Let µ ∈M(Im) so that∫
Im
η(~x · ~y + θ) dµ(~x) = 0 for all (~y, θ) ∈ Rm × R.
Then
Φ(f) :=
∫
Im
f(~x) dµ(~x) = 0 for all f ∈ C(Im).
It follows from the Riesz Representation Theorem that µ ≡ 0.
Cybenko further identified a collection of functions which are discriminatory which include most
of the activation functions considered at that time.
Definition 1.8.3. We say that a function η : R→ R is sigmoidal if it has the end-behaviors:
η(t)→

1 as t→ +∞,
0 as t→ −∞.
Lemma 1.8.1 (Lemma 1, [8]). Any bounded, measurable sigmoidal function is discriminatory.
Leshno et al. in [1] later proved a result on functions that have the universal approximation
property using purely topological arguments.
Theorem 1.8.2 (Theorem 1, [1]). Let η ∈ L∞loc(R), the collection of functions that are essentially
bounded on compact sets, such that the closure of the set of discontinuities has Lebesgue measure
zero. Then η has the universal approximation property if and only if η is not an algebraic polynomial
a.e.
Nevertheless, the universal approximation property for many common activation functions –
even those that are unbounded – can be directly shown from the original result of Cybenko, Theorem
1.8.1.
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Proposition 1.8.1. The hyperbolic tangent function is discriminatory.
Proof. Define the auxiliary function hn : R→ R for any positive integer n by
hn(x) =
tanh(nx)− tanh(x− n)
2
=
1
2
(
enx − e−nx
enx + e−nx
− e
x−n − e−x+n
ex−n + e−x+n
)
.
We note that {hn} is a uniformly bounded family of functions as 0 ≤ hn(x) ≤ 1 for all x and n.
By considering cases (x > 0, x = 0, and x < 0), we next observe that the sequence {hn} converges
pointwise to the bounded, measurable sigmoidal function
h(x) =
1
2
χ{0} + χ(0,∞).
Now consider µ ∈M(In) where∫
Im
tanh (~x · ~y + θ) dµ(~x) = 0 for all ~y ∈ Rm, θ ∈ R.
Then, by the Bounded Convergence Theorem, we find∫
Im
h (~x · ~y + θ) dµ(~x) = lim
n→∞
∫
Im
hn (~x · ~y + θ) dµ(~x) = 0.
Since h is discriminatory by Lemma 1.8.1, it follows that µ ≡ 0, so the hyperbolic tangent function
is discriminatory.
We define the truncated power function of degree k by
ηk+(x) =

xk if x ≥ 0
0 else
.
Proposition 1.8.2. The truncated power functions are discriminatory.
Proof. It is clear that η0+ is discriminatory, so let k be a positive integer. Let ` =
⌈
k − 1
2
⌉
so that
k = 2` if k is even and k = 2`+ 1 if k is odd. Observe that, for x ≥ xm,
τxm(x) :=
ηk+(x+ xm) + (−1)kηk+(x− xm)
2
=
∑̀
n=0
(
k
2n
)
xk−2nm x
2n.
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Consider any linear combination of the form
h(x) =
∑̀
m=0
αmτxm(x)
=
∑̀
m=0
αm
∑̀
n=0
(
k
2n
)
xk−2nm x
2n
=
∑̀
n=0
(
k
2n
)(∑̀
m=0
αmx
k−2n
m
)
x2n.
It then suffices to show that there exist coefficients {αm}`m=0 such that h(x) = 1 for x ≥ max{xm}.
We proceed by cases on the parity of k.
Suppose that k is odd. In other words,
x10 x
1
1 ... x
1
`
x30 x
3
1 ... x
3
`
...
...
. . .
...
xk0 x
k
1 ... x
k
`


α0
α1
...
α`

=

0
0
...
1

.
Hence, we find a sample set {xm} so that the coefficient matrix is invertible, so let r > 1 and
xm = r
−(m+1). The coefficient matrix then becomes
x10 x
1
1 x
1
2 ... x
1
`
x30 x
3
1 x
3
2 ... x
3
`
...
...
...
. . .
...
xk0 x
k
1 x
k
2 ... x
k
`

=

r−1 (r−1)2 (r−1)3 ... (r−1)`+1
r−3 (r−3)2 (r−3)3 ... (r−3)`+1
...
...
...
. . .
...
r−k (r−k)2 (r−k)3 ... (r−k)`+1

.
Using elementary row operations, we find the determinant of the coefficient matrix in terms of the
determinant of a Vandermonde matrix
r−(`+1)
2
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 r−1 (r−1)2 ... (r−1)`
1 r−3 (r−3)2 ... (r−3)`
...
...
...
. . .
...
1 r−k (r−k)2 ... (r−k)`
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
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The formula for the determinant of a Vandermonde matrix is well-known, and determinant of the
coefficient matrix is then
r−(`+1)
2
∏
1≤i<j≤`
(r−(2j+1) − r−(2i+1)) 6= 0.
Suppose that k is even. In other words,
x00 x
0
1 ... x
0
`
x20 x
2
1 ... x
2
`
...
...
. . .
...
xk0 x
k
1 ... x
k
`


α0
α1
...
α`

=

0
0
...
1

.
Again, we find a sample set {xm} so that the coefficient matrix is invertible. Let r > 1 and
xm =

0 if m = 0,
r−m else.
The coefficient matrix then becomes
x00 x
0
1 x
0
2 ... x
0
`
x20 x
2
1 x
2
2 ... x
2
`
...
...
...
. . .
...
xk0 x
k
1 x
k
2 ... x
k
`

=

1 1 1 ... 1
0 r−2 (r−2)2 ... (r−2)`
...
...
...
. . .
...
0 r−k (r−k)2 ... (r−k)`

.
Using elementary row operations, we find the determinant of the coefficient matrix
r−`(`+1)
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 ... 1
0 1 r−2 ... (r−2)`−1
...
...
...
. . .
...
0 1 r−k ... (r−k)`−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= r−`(`+1)
∣∣∣∣∣∣∣∣∣∣
1 r−2 ... (r−2)`−1
...
...
. . .
...
1 r−k ... (r−k)`−1
∣∣∣∣∣∣∣∣∣∣
= r−`(`+1)
∏
1≤i<j≤`
(r−2j − r−2i) 6= 0.
We define the softplus function by η(x) = ln(1 + ex).
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Proposition 1.8.3. The softplus function is discriminatory.
Proof. Let η be the softplus function, and define the auxiliary function hn : R→ R for any positive
integer n by
hn(x) =
1
n
η(nx).
We first claim that hn(x) decreases monotonically in n for each x. To that end, we take the partial
derivative with respect to n,
∂hn(x)
∂n
=
1
n2
ln
(
enx
enx
1+enx
1 + enx
)
If x ≥ 0, then nx e
nx
1 + enx
≤ nx so that
enx
enx
1+enx ≤ enx < 1 + enx.
Otherwise, if x < 0, then
enx
enx
1+enx < 1 < 1 + enx.
We have therefore validated the claim. Since hn > 0, the sequence {hn} converges pointwise. In
fact, by taking the limit as n tends to infinity, we find that hn converges to the ReLU function
η1+. Moreover, by applying Dini’s Theorem to {−hn}, we find that the sequence {hn} converges
uniformly on compact sets.
Now consider µ ∈M(Im) where∫
Im
η (~x · ~y + θ) dµ(~x) = 0 for all ~y ∈ Rm, θ ∈ R.
Then, we find ∫
Im
η1+ (~x · ~y + θ) dµ(~x) = limn→∞
∫
Im
hn (~x · ~y + θ) dµ(~x) = 0.
Since η1+ is discriminatory by Proposition 1.8.2, it follows that µ ≡ 0, so the softplus function is
discriminatory.
We define the Leaky ReLU function by η(x) = η1+(x) − 0.1η1+(−x). An activation function of
this variety generally mitigates the so-called dead state form of the vanishing gradient problem in
learning of the parameters by gradient descent.
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Proposition 1.8.4. The Leaky ReLU function is discriminatory.
Proof. Let η be the Leaky ReLU function, and consider the auxiliary function hn : R → R for
n > 0,
hn(x) =
n[10[η(x+ n−1)− η(x− n−1)]− η(−x+ n−1) + η(−x− n−1)]
20
.
Note that hn is a continuous sigmoidal function, so the auxiliary function is discriminatory by
Lemma 1.8.1. It then immediately follows that σ is discriminatory by the definition.
Remark 1.8.2. We also observe that a shallow neural network with the Leaky ReLU activation
function η easily generates an approximate identity. Consider the auxiliary function for n > 0,
hn(x) =
10n2[η(x+ n−1) + η(x− n−1)− 2η(x)]
9
.
As a piecewise function, it is then straightforward to show that hn is the normalized tent map
supported on the interval [−n−1, n−1],
hn(x) = n
2

x+ n−1 if − n−1 ≤ x < 0
−x+ n−1 if 0 ≤ x < n−1
0 else
.
The auxiliary function is an approximate identity in the sense that it satisfies the following three
conditions:
1.
∫
R
hn(x) dx = 1 for all n
2. sup
n
‖hn‖1 <∞
3. For each δ > 0,
lim
n→∞
∫
|x|>δ
|hn(x)| dx = 0.
Then, given f ∈ C0(R), the convolution of hn and f converges uniformly to f ,
lim
n→∞
‖f − f ∗ hn‖∞ = 0.
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Another variation on ReLU that is growing in popularity among natural languages is the scaled
exponential linear unit (SELU). We define the SELU function by
η(x) =

x if x ≥ 0
α(ex − 1) else
,
for the hyperparameter α ≥ 0.
Proposition 1.8.5. The SELU function is discriminatory.
Proof. Let η be the SELU function, and consider the auxiliary function hn : R→ R for n > 0,
hn(x) = n[η(x+ n
−1)− η(x)].
Then η is discriminatory by the same line of reasoning in Proposition 1.8.4.
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CHAPTER 2. MOMENTS OF THE WEIGHTED CANTOR MEASURES
Modified from a manuscript accepted by Demonstratio Mathematica, Volume 52: Issue 1
Steven N. Harding and Alexander W. N. Riasanovsky
2.1 Abstract
Based on the seminal work of Hutchinson, we investigate properties of α-Cantor measures
whose support is a fractal contained in the unit interval. Here, α is a vector of nonnegative
weights summing to 1, and µα is the unique Borel probability measure on [0, 1] such that µα(E) =
N−1∑
n=0
αnµ
α(φ−1n (E)) where φn : x 7→ (x+n)/N . We examine several general properties of the measure
µα and the associated Legendre polynomials in L2µα [0, 1]. Additionally, we compute the Laplacian
and moment generating function of µα, characterize precisely when the moments Im =
∫
[0,1] x
mdµα
exhibit either polynomial or exponential decay. We also state analogous results in the natural case
where α is palindromic for the measure να obtained by shifting µα to [−1/2, 1/2].
2.2 Introduction
Much effort has been made to remedy the artifact that the ternary Cantor measure is not
spectral. [2] constructed an orthonormal basis consisting of piecewise exponentials on the ternary
Cantor set. [6] posed the question of the existence of a frame, which is a generalization of an
orthonormal basis, on the ternary Cantor set; however, this problem remains open. Polynomial
function systems provide a tempting alternative. To this end, we define the Legendre polynomials in
L2µα [0, 1] to be the result of applying the Gram-Schmidt algorithm to the basis of centered monomials
{1, x− 1/2, (x− 1/2)2, . . . }. At each step, it becomes necessary to compute inner products of the
form
∫
[0,1] x
m dµα(x). These quantities, better known as the moments of the measure µα, have
elicited a lot of attention. A fairly comprehensive survey of the ternary Cantor function, including
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moments of the measure for which it is the distribution, can be found in [1]. Furthermore, [4]
studies the moments of equilibrium measures through an operator theory perspective using infinite
matrices.
The major results herein are as follows. We establish the connection between the weighted
Cantor measures and results by [5], thereby showing that the weighted Cantor measures are sin-
gular except in the trivial case when the measure has maximal entropy and no zero weights. We
then provide more content in the way of characterizing these measures. In particular, we prove a
generalization of Bonnet’s recursion formula for orthogonal polynomial systems. We also derive an
explicit infinite product formula for the Laplacian (and thus the moment generating function) of
µα and estimate the rapid convergence of the coefficients of the partial product.
2.3 Properties of the Weighted Cantor Measures
Our first observation motivates the distinction of ∆∗N from the simplex ∆N . It is a direct
consequence of the uniqueness of a Borel measure satisfying the invariance relation in Equation
(1.1.1).
Proposition 2.3.1. Let α ∈ ∆N where αn = 1 for some n. Then µα is the Dirac measure centered
at n/(N − 1), the fixed point of φn.
Proof. Let E ⊂ R be a Borel-measurable set, and denote the Dirac measure centered at c by δc.
δn/(N−1)(φ
−1
n (E)) =

1 if n/(N − 1) ∈ φ−1n (E)
0 else
=

1 if n/(N − 1) = φn(n/(N − 1)) ∈ E
0 else
= δn/(N−1)(E).
By Theorem 1.1.1, the weighted Cantor measure µα with αn = 1 is the unique Borel measure
satisfying µα(φ−1n (E)) = µ
α(E) for every Borel-measurable set E, which concludes the proof.
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Given a finite Borel measure µ on R, its cumulative distribution function denoted Fµ(x) :=
µ(−∞, x] is the increasing, right-continuous function which uniquely determines the measure.
Therefore, to understand the weighted Cantor measure µα, it is useful to note some basic properties
of Fµα .
Proposition 2.3.2. Fix α ∈ ∆∗N , and let k be a positive integer. For n` ∈ {0, 1, ..., N − 1},
Fµα
(
1
Nk
[
1 +
k−1∑
`=0
n`N
`
])
− Fµα
(
1
Nk
k−1∑
`=0
n`N
`
)
=
k−1∏
`=0
αn` . (2.3.1)
Proof. From the invariance relation in Equation (1.1.1), we note that the cumulative distribution
function satisfies
Fµα(x) =
N−1∑
n=0
αnFµα(Nx− n). (2.3.2)
Then, since Fµα is the cumulative distribution function of a measure supported in the unit interval,
we have Fµα(0) = α0Fµα(0) which implies that Fµα(0) = 0. Equation (2.3.1) for k = 1 immediately
follows from this fact and Equation (2.3.2). We then proceed by induction on k. Applying Equation
(2.3.2), we have
Fµα
(
1
Nk+1
[
1 +
k∑
`=0
n`N
`
])
− Fµα
(
1
Nk+1
k∑
`=0
n`N
`
)
=
N−1∑
n=0
αn
{
Fµα
(
1
Nk
[
1 +
k−1∑
`=0
n`N
`
]
+ nk − n
)
− Fµα
(
1
Nk
[
k−1∑
`=0
n`N
`
]
+ nk − n
)}
= αnk
{
Fµα
(
1
Nk
[
1 +
k−1∑
`=0
n`N
`
])
− Fµα
(
1
Nk
k−1∑
`=0
n`N
`
)}
= αnk
k−1∏
`=0
αn`
which concludes the induction.
Proposition 2.3.2 readily implies that the monotone functions constructed by [5] are identical
to the cumulative distribution functions of the weighted Cantor measures. Pei therefore proved
results pertaining to differentiability and Hölder continuity of Fµα , which we paraphrase.
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Theorem 2.3.1 (Pei, [5]). Let α ∈ ∆N . Fµα is strictly increasing unless αn = 0 for some n
and is Hölder continuous with the exponent log(1/r)/ log(N) where r = max{α0, α1, ..., αN−1}.
Furthermore, Fµα is singular continuous except when α is the uniform distribution (1/N, ..., 1/N)
in which case Fµα(x) = x.
Recall that the weighted Cantor measure is precisely determined by weighting, scaling and
translating under the iterated function system according to the invariance relation in Equation
(1.1.1). The next proposition illustrates that this invariant condition applies as well to the weight
vector. Precisely, there are α ∈ ∆M and β ∈ ∆N with M 6= N so that µα = µβ.
Proposition 2.3.3. Fix α ∈ ∆N . Let β = α⊗k where ⊗ denotes the Kronecker product, α⊗1 = α
and inductively α⊗(l+1) = α⊗ α⊗l. Then µα = µβ.
Proof. It is readily checked that the element of β indexed by n = n0 +n1N + ...+nk−1N
k−1 where
n` ∈ {0, 1, ..., N − 1} is
βn =
k−1∏
`=0
αn` .
Note that the associated iterated function system for µβ is {ψn}N
k−1
n=0 where ψn(x) = (x+ n)/N
k.
Then, from the invariance relation in Equation (1.1.1), we find
µβ(E) =
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
)
µβ(ψ−1n (E)).
Since the iterated function system {ϕn}N−1n=0 for µα is given by ϕn(x) = (x+ n)/N , we have
µα(E) =
N−1∑
nk−1=0
αnk−1µ
α(ϕ−1nk−1(E))
=
N−1∑
nk−1=0
αnk−1
N−1∑
nk−2=0
αnk−2µ
α((ϕ−1nk−2 ◦ ϕ
−1
nk−1
)(E))
= ... =
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
)
µα((ϕ−1n0 ◦ ... ◦ ϕ
−1
nk−2
◦ ϕ−1nk−1)(E))
=
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
)
µα(ψ−1n (E)).
By uniqueness of the measure, it follows that µα = µβ, as desired.
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For each positive integer k, we denote the N -adic sample up to order k by Sk ⊂ [0, 1], that is
Sk :=
{
1
Nk
k−1∑
`=0
n`N
`
∣∣∣∣∣n` ∈ {0, 1, ..., N − 1}
}
∪ {1}.
Further, we define Fµα,k : [0, 1] → [0, 1] to be the linear interpolation of the Nk + 1 many points
{(x, Fµα(x)) : x ∈ Sk}. Note, from Proposition 2.3.3, that Fµα,k = Fµβ ,1 where β = α⊗k.
Proposition 2.3.4. Let α ∈ ∆∗N . The sequence {Fµα,k}∞k=1 converges uniformly to Fµα.
Proof. Let r = max{α0, α1, ..., αN−1} < 1. Let ε > 0, and choose an integer k such that rk < ε.
We show that ‖Fµα,j − Fµα,k‖∞ < ε for every integer j ≥ k. Since |Fµα,j − Fµα,k|(x) is continuous
on [0, 1], there exists an x ∈ [0, 1] such that
‖Fµα,j − Fµα,k‖∞ = |Fµα,j(x)− Fµα,k(x)| .
There are n` ∈ {0, 1, ..., N − 1} such that
1
Nk
k−1∑
`=0
n`N
` ≤ x ≤ 1
Nk
(
1 +
k−1∑
`=0
n`N
`
)
.
Since Fµα,k and Fµα,j are linear interpolations of points belonging to Fµα , we have
|Fµα,j(x)− Fµα,k(x)| ≤ Fµα
(
1
Nk
[
1 +
k−1∑
`=0
n`N
`
])
− Fµα
(
1
Nk
k−1∑
`=0
n`N
`
)
=
k−1∏
`=0
αn` ≤ r
k < ε.
Therefore the sequence {Fµα,k}∞k=1 is uniformly Cauchy and, thus, converges uniformly to some
continuous function f . Since {Fµα,k}∞k=1 converges pointwise to Fµα on a dense set, we have
Fµα = f on a dense set. Then, because Fµα is right-continuous and f is continuous, we have
f = Fµα , concluding the proof.
For illustration, we provide the graph of Fµα,k through Fµβ ,1 where β = α
⊗k, as stated above.
The benefit of the latter is that it is somewhat simple to take the Kronecker product of vectors up
to sufficient resolution in programs such as Mathematica, which was used to produce Figure 2.4.
The next result shows that a small variation in α ∈ ∆∗N leads to a relatively small variation
in the corresponding measure. We start with a lemma which is pertinent to the continuity of the
transform that identifies a weighted Cantor measure with respect to weight variation.
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Figure 2.2 α = (1/2, 0, 1/2) Figure 2.3 α = (1/20, 1/5, 1/2, 1/5, 1/20)
Figure 2.4: Graph of Fµα for selected α
Lemma 2.3.1. Fix positive integers N and k. There exists a constant c(N, k) > 0 such that
‖Fµα,k − Fµβ ,k‖∞ ≤ c(N, k)‖α− β‖∞ for all α, β ∈ ∆∗N .
Proof. Let α, β ∈ ∆∗N . Because Fµα,k and Fµβ ,k are linear interpolations of Fµα and Fµβ , respec-
tively, on the set Sk, there exists a positive number x ∈ Sk such that
‖Fµα,k − Fµβ ,k‖∞ = |Fµα,k(x)− Fµβ ,k(x)|.
Suppose n` ∈ {0, 1, ..., N − 1} such that
x− 1
Nk
=
1
Nk
k−1∑
`=0
n`N
`.
Then, by Proposition 2.3.2, we have
‖Fµα,k − Fµβ ,k‖∞ = |Fµα,k(x)− Fµβ ,k(x)|
≤
∣∣∣∣Fµα,k (x− 1Nk
)
− Fµβ ,k
(
x− 1
Nk
)∣∣∣∣
+
∣∣∣∣Fµα,k(x)− Fµα,k (x− 1Nk
)
−
[
Fµβ ,k(x)− Fµβ ,k
(
x− 1
Nk
)]∣∣∣∣
=
∣∣∣∣Fµα,k (x− 1Nk
)
− Fµβ ,k
(
x− 1
Nk
)∣∣∣∣+
∣∣∣∣∣
k−1∏
`=0
αn` −
k−1∏
`=0
βn`
∣∣∣∣∣
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Repeating this argument sufficiently many times, we find
‖Fµα,k − Fµβ ,k‖∞ ≤
∑
~m
∣∣∣∣∣
k−1∏
`=0
αm` −
k−1∏
`=0
βm`
∣∣∣∣∣ ≤ ∥∥∥α⊗k − β⊗k∥∥∥1 ≤ Nk ∥∥∥α⊗k − β⊗k∥∥∥∞
where the sum ranges over ~m = (m0,m1, ...,mk−1) ∈ {0, 1, ..., N − 1}k satisfying
1
Nk
k−1∑
`=0
m`N
` ≤ x− 1
Nk
.
We conclude the proof by showing the upper bound∥∥∥α⊗k − β⊗k∥∥∥
∞
≤ ‖α− β‖∞
k−1∑
`=0
‖α‖`∞‖β‖k−1−`∞ .
The inequality is trivial for k = 1. We proceed by induction on k. There are m` ∈ {0, 1, ..., N − 1}
such that ∥∥∥α⊗(k+1) − β⊗(k+1)∥∥∥
∞
=
∣∣∣∣∣
k∏
`=0
αm` −
k∏
`=0
βm`
∣∣∣∣∣
≤
∣∣∣∣∣
k∏
`=0
αm` − βmk
k−1∏
`=0
αm`
∣∣∣∣∣+
∣∣∣∣∣βmk
k−1∏
`=0
αm` −
k∏
`=0
βm`
∣∣∣∣∣
= |αmk − βmk |
(
k−1∏
`=0
αm`
)
+ βmk
∣∣∣∣∣
k−1∏
`=0
αm` −
k−1∏
`=0
βm`
∣∣∣∣∣
≤ ‖α− β‖∞‖α‖k∞ + ‖β‖∞
∥∥∥α⊗k − β⊗k∥∥∥
∞
≤ ‖α− β‖∞‖α‖k∞ + ‖β‖∞‖α− β‖∞
k−1∑
`=0
‖α‖`∞‖β‖k−1−`∞
= ‖α− β‖∞
k∑
`=0
‖α‖`∞‖β‖k−`∞ .
This concludes the induction. Now, since ‖α‖∞ < 1 and ‖β‖∞ < 1, we may let c(N, k) = kNk.
Remark 2.3.1. Given α, β ∈ ∆∗N , we note that |Fµα − Fµβ |(x) need not attain the value ‖Fµα −
Fµβ‖∞ on the set Sk for any k, e.g., α = (0, 1/2, 1/2) and β = (1/2, 1/2, 0) where µα is supported
in [1/2, 1] and µβ is supported in [0, 1/2].
Proposition 2.3.5. The transform α ∈ ∆∗N 7→ Fµα ∈ C[0, 1] is continuous.
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Proof. Let α ∈ ∆∗N , and let ε > 0. Since Fµα is uniformly continuous, there exists a positive integer
k such that
Fµα,k
(
x+
1
Nk
)
− Fµα,k(x) = Fµα
(
x+
1
Nk
)
− Fµα(x) ≤
ε
2
for every x ∈ Sk \ {1}. By Lemma 2.3.1, there exists a δ > 0 such that ‖Fµα,k − Fµβ ,k‖∞ ≤ ε/2
whenever ‖α − β‖∞ < δ. In particular, we have
∣∣Fµα(x)− Fµβ (x)∣∣ ≤ ε/2 for every x ∈ Sk. Then,
for y ∈ [x, x+ 1/Nk] where x ∈ Sk \ {1}, we find
Fµα(x)−
ε
2
≤ Fµβ (x) ≤ Fµβ (y) ≤ Fµβ
(
x+
1
Nk
)
≤ Fµα
(
x+
1
Nk
)
+
ε
2
.
It immediately follows that |Fµα(y)− Fµβ (y)| ≤ ε and thus ‖Fµα − Fµβ‖∞ ≤ ε, as desired.
We note that the transform in Proposition 2.3.5 is not continuous on the entire simplex ∆N since
the cumulative distribution function of the measure associated to α ∈ ∆N \∆∗N is discontinuous.
Now let M be the space of Borel probability measures on [0, 1] with the total variation norm,
‖µ‖TV = supE |µ(E)|. We next show that the transform α ∈ ∆∗N 7→ µα ∈M is continuous.
Theorem 2.3.2. Let α ∈ ∆∗N . Then β → α in ∆N if and only if µβ → µα in the total variation
norm.
Proof. Suppose β → α in ∆N . The implication of convergence in the total variation norm follows
by proving the result for open intervals and passing to the regularity of the measure; however,
the latter details are somewhat technical, so we provide a self-contained proof. Let ε > 0. By
Proposition 2.3.5, there exists a δ > 0 such that ‖Fµβ − Fµα‖∞ < ε/2 whenever ‖β − α‖∞ < δ.
Let O be an open subset of [0, 1], and suppose {In}∞n=1 is the disjoint collection of open intervals
whose union is O. Regarding µβ and µα as Riemann-Stieltjes measures, given η > 0, there exists a
partition P = {xj} of In such that, by the triangle inequality,∣∣∣µβ(In)− µα(In)∣∣∣ ≤
∣∣∣∣∣µβ(In)−∑
P
(Fµβ (xj+1)− Fµβ (xj))∆xj
∣∣∣∣∣
+ ...
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...+
∣∣∣∣∣∑
P
(Fµβ (xj+1)− Fµα(xj+1))∆xj
∣∣∣∣∣
+
∣∣∣∣∣∑
P
(Fµα(xj)− Fµβ (xj))∆xj
∣∣∣∣∣
+
∣∣∣∣∣∑
P
(Fµα(xj+1)− Fµα(xj))∆xj − µα(In)
∣∣∣∣∣
≤ η + ελ(In) + η
where λ is Lebesgue measure. Since η was arbitrary, we have
∣∣µβ(In)− µα(In)∣∣ ≤ ελ(In) and, thus,∣∣∣µβ (O)− µα (O)∣∣∣ ≤ ∞∑
n=1
∣∣∣µβ(In)− µα(In)∣∣∣ ≤ ελ(O) ≤ ε.
Now let E be a Borel-measurable subset of [0, 1], and let η′ > 0. From the regularity of the
measures, there exists an open set O ⊂ [0, 1] containing E such that∣∣∣µβ(E)− µα(E)∣∣∣ ≤ ∣∣∣µβ(E)− µβ(O)∣∣∣+ ∣∣∣µβ(O)− µα(O)∣∣∣+ |µα(O)− µα(E)| ≤ η′ + ε+ η′.
Since η′ was arbitrary, we have
∣∣µβ(E)− µα(E)∣∣ ≤ ε. This concludes that µβ → µα in the total
variation norm.
Conversely, suppose that µβ → µα in the total variation norm. Then, by Proposition 2.3.2, we
have
βk = µ
β
[
k
N
,
k + 1
N
]
→ µα
[
k
N
,
k + 1
N
]
= αk,
from which it immediately follows that β → α in ∆N .
We next consider the class of symmetric weighted Cantor measures. As motivation, note that
both cumulative distribution functions in Figure 2.4 exhibit rotational symmetry about the point
(1/2, 1/2). A Borel measure µ supported in the unit interval [0, 1] is said to be symmetric if
µ(E) = µ(1 − E) for every Borel-measurable set E. Here, if E is Borel-measurable, then the set
1− E := {1− x : x ∈ E} is Borel-measureable since the collection of sets
{E : 1− E is Borel-measurable}
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is a σ-algebra containing the open intervals. Furthermore, we say that a weight vector α ∈ ∆N is
palindromic if αN−1−n = αn for all n ∈ {0, 1, ..., N − 1}.
Theorem 2.3.3. Let α ∈ ∆N . The measure µα is symmetric if and only if α is palindromic.
Proof. If αn = 1 for some n, then µ
α is a Dirac measure centered at n/(N − 1). As such, the
measure is symmetric only when N = 2n+ 1, when α is palindromic.
Henceforth, assume αn < 1 for all n. Suppose α is palindromic. For any positive integer k and
~n = (n0, n1, ..., nk−1) ∈ {0, 1, ..., N − 1}k, let I~n be the open interval
I~n :=
(
1
Nk
k−1∑
`=0
n`N
`,
1
Nk
[
1 +
k−1∑
`=0
n`N
`
])
.
By Proposition 2.3.2, we have
µα (1− I~n) = Fµα
(
1− 1
Nk
k−1∑
`=0
n`N
`
)
− Fµα
(
1− 1
Nk
[
1 +
k−1∑
`=0
n`N
`
])
= Fµα
(
1
Nk
[
1 +
k−1∑
`=0
(N − 1− n`)N `
])
− Fµα
(
1
Nk
k−1∑
`=0
(N − 1− n`)N `
)
=
k−1∏
`=0
αN−1−n` =
k−1∏
`=0
αn`
= Fµα
(
1
Nk
[
1 +
k−1∑
`=0
n`N
`
])
− Fµα
(
1
Nk
k−1∑
`=0
n`N
`
)
= µα(I~n).
As a consequence, any open set satisfies this identity by continuity of the measure. Then, from the
regularity of µα, it follows that the measure is symmetric.
Conversely, suppose µα is symmetric. By Proposition 2.3.2, we have
αn0 = µ
α
(
n0
N
,
n0 + 1
N
)
= µα
(
N − 1− n0
N
,
N − 1− n0 + 1
N
)
= αN−1−n0 .
Therefore, α is palindromic, completing the proof.
The final observation of this section is a recursive formula for the monic Legendre polynomials
associated to any symmetric, finite Borel measure µ on [0, 1], e.g., the ternary Cantor measure. To
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be clear, we say that {pn}∞n=0 is a sequence of Legendre polynomials (associated to µ) if each pn
is a polynomial of degree n so that for each k 6= n, pk and pn are orthogonal elements of L2µ[0, 1].
Note that for each such measure µ, this definition determines the family of Legendre polynomials
uniquely up to scaling each polynomial. Out of independent interest, we note the following two-term
recursive formula for Legendre polynomials.
Proposition 2.3.6. Let µ be a symmetric, finite Borel measure on [0, 1], and let {mn}∞n=0 be the
monic Legendre polynomials associated to µ. Then m0(x) = 1, m1(x) = x−1/2, and mn alternates
parity with respect to the line x = 1/2. Moreover, for all nonnegative integers n,
mn+2(x) =
(
x− 1
2
)
mn+1(x)−
‖mn+1‖2µ
‖mn‖2µ
mn(x). (2.3.3)
Proof. For convenience, we denote q1(x) := x − 1/2. By way of the Gram Schmidt algorithm, we
generate mn+1(x) by subtracting off the projections of q1(x)mn(x) on each of the monic Legendre
polynomials up to degree n. For conciseness, we proceed by induction on n ≥ 0, proving that (i)
the parities of mn, mn+1, and mn+2 match the parities of n, n + 1, and n + 2, respectively, and
that (ii) Equation (2.3.3) holds.
We begin with the base case n = 0. Clearly m0(x) = 1 and, additionally, m0 is even. Since µ
is symmetric and q1(x)m0(x) = q1(x) is odd, 〈q1m0,m0〉 = 0. It follows that m1(x) is a (monic)
constant multiple of q1(x), so m1(x) = x − 1/2 and m1 is odd. Finally, note that 〈q1m1,m1〉 = 0
since q1(x)m1(x)m1(x) is odd and µ is symmetric. Since m2 is monic, we need only subtract off
the projection of q1(x)m1(x) in the m0 direction to find m2. So
m2(x) = q1(x)m1(x)−
〈q1m1,m0〉
‖m0‖2µ
m0(x)
=
(
x− 1
2
)
m1(x)−
‖m1‖2µ
‖m0‖2µ
m0(x)
and in particular, m2 is even, so the base case of the claim holds.
Now suppose n ≥ 1 and that the inductive hypothesis holds for n − 1. Since {mn}∞n=0 is an
orthogonal basis for L2µ[0, 1] and q1(x)mn+1(x) is a polynomial of degree n + 2, it follows that we
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may write
q1(x)mn+1(x) =
n+2∑
k=0
ckmk(x)
for some constants c0, c1, . . . , cn+2. Note first that if k ≤ n− 1, then
〈q1mn+1,mk〉 = 〈mn+1, q1mk〉 = 0
since mn+1 is orthogonal to any polynomial of degree less than n+ 1. So ck = 0 and we may write
q1(x)mn+1(x) = cn+2mn+2(x) + cn+1mn+1(x) + cnmn(x).
Since q1(x)mn+1(x) and mn+2(x) are monic polynomials of degree n + 2 and both mn+1 and mn
have lower degree, it follows that cn+2 = 1. Finally, since q1(x)mn+1(x) and mn+1 have opposite
parity, 〈q1mn+1,mn+1〉 = 0 and cn+1 = 0. So finally(
x− 1
2
)
mn+1(x) = q1(x)mn+1(x) = mn+2(x) + cnmn(x). (2.3.4)
By Equation (2.3.4) and the inductive hypothesis, it follows that the parity of mn+2 matches the
parity of n + 2, so claim (i) holds. For claim (ii), it suffices to show that cn = ‖mn+1‖2µ/‖mn‖2µ.
By rearranging Equation (2.3.4) and considering the projection onto mn, it follows that
cn =
〈q1mn+1,mn〉
‖mn‖2µ
=
〈mn+1, q1mn〉
‖mn‖2µ
.
We conclude the calculation by first expanding q1(x)mn(x), a polynomial of degree n+ 1, in terms
of m0,m1, . . . ,mn+1. Thus q1(x)mn(x) =
∑n+1
k=0 dkmk(x) for some constants d0, d1, ..., dn+1. By
inspecting the leading coefficient, it follows that dn+1 = 1 and by projecting onto the mn+1 direction
that 〈q1mn,mn+1〉 = ‖mn+1‖2µ. So cn = ‖mn+1‖2µ/‖mn‖2µ, completing the induction and the proof.
Up to a translation factor, Proposition 2.3.6 is a reproduction of Bonnet’s recurrence formula
when the measure is Lebesgue. The drawback is that the algorithm is dependent on the norm of the
monic polynomials. One method to compute the norm of a polynomial is through the moments of
the measure. In Figure 2.5, we provide the graph of the first six normalized Legendre polynomials
for the ternary Cantor measure.
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Figure 2.5: Selected normalized Legendre polynomials for the ternary Cantor measure
2.4 Moments of the Weighted Cantor Measure
We observed in Proposition 2.3.1 that the measure µα is Dirac if α ∈ ∆N is a standard basis
vector; consequently, L2µα [0, 1] is 1-dimensional. We therefore direct our attention to α ∈ ∆∗N ,
although several results remain most general. In this case, integration with respect to µα presents
as a difficult calculation. One method is to interpret the problem as a Riemann-Stieltjes integral,
that is, for f ∈ C[0, 1], ∫ 1
0
f(x) dµα(x) =
∫ 1
0
f(x) dFµα(x).
Recall the sample set which partitions the unit interval
Sk =
{
1
Nk
k−1∑
`=0
n`N
`
∣∣∣∣∣n` ∈ {0, 1, ..., N − 1}
}
∪ {1} = {0 = x0 < x1 < ... < xNk−1 < xNk = 1}.
By considering a uniform mesh size of 1/Nk, we obtain the left-endpoint approximation of the
above Riemann-Stieltjes integral,
Nk−1∑
j=0
[Fµα(xj+1)− Fµα(xj)]f(xj) =
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
)
f
 1
Nk
k−1∑
j=0
njN
j
 . (2.4.1)
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The importance of this quantity is that it appears in one way or another in many results pertaining
to moment calculation.
For any α ∈ ∆N and any nonnegative integer m, we denote the m-th moment of µα by
Iαm :=
∫ 1
0
xm dµα(x).
When the weight vector α is understood, we suppress the superscript on the moment notation.
In the following proposition, we derive an identity analogous to the invariance relation in Equa-
tion (1.1.1). This identity is essential in deriving properties of the moments and is used extensively
throughout the remainder of this section.
Proposition 2.4.1. Let f ∈ L1µα [0, 1]. Then∫ 1
0
f(x) dµα(x) =
N−1∑
n=0
αn
∫ 1
0
(f ◦ φn)(x) dµα(x), (2.4.2)
where {φn}N−1n=0 is the associated iterated function system given by φn(x) = (x+ n)/N .
Proof. Since {φn}N−1n=0 are affine transformations, we note that the right-hand side of Equation
(2.4.2) is well-defined. The proof follows by a standard bootstrapping argument. First observe
from Equation (1.1.1) that Equation (2.4.2) holds for any characteristic function,∫ 1
0
χE(x) dµ
α(x) = µα(E)
=
N−1∑
n=0
αnµ
α
(
φ−1n (E)
)
=
N−1∑
n=0
αn
∫ 1
0
χφ−1n (E)(x) dµ
α(x)
=
N−1∑
n=0
αn
∫ 1
0
(χE ◦ φn)(x) dµα(x).
Then, by linearity of the integral, Equation (2.4.2) holds for simple functions. We obtain the
identity for nonnegative measurable functions by an application of the Simple Approximation and
the Monotone Convergence Theorems; hence, the result follows in general by linearity of the integral.
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We next derive a recurrence relation for the moments of the weighted Cantor measures and
note that the relation exhibits the approximation in Equation (2.4.1). While the aforementioned
relation was observed in a corollary by [4], we provide an original–albeit, more direct–proof.
Theorem 2.4.1. Let α ∈ ∆N , and let k be a positive integer. Then I0 = 1 and, for all m ≥ 1,
Im =
m−1∑
i=0
(
m
i
)
Nk(m−i)
Nkm − 1
Ii
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
) 1
Nk
k−1∑
j=0
njN
j
m−i . (2.4.3)
In particular,
Im =
1
Nm − 1
N−1∑
n=0
αn
m−1∑
i=0
(
m
i
)
nm−iIi. (2.4.4)
Proof. Let β = α⊗k as in Proposition 2.3.3. Recall the following facts from the proof of that
Proposition: µβ = µα and the corresponding iterated function system for the weighted Cantor
measure with respect to β is {ψn}N
k−1
n=0 given by ψn(x) = (x + n)/N
k and βn =
k−1∏
`=0
αn` where
n = n0 + n1N + ... + nk−1N
k−1 for nj ∈ {0, 1, ..., N − 1}. Then, applying Equation (2.4.2) with
respect to µβ, we find∫ 1
0
xm dµα(x) =
∫ 1
0
xm dµβ(x)
=
Nk−1∑
n=0
βn
∫ 1
0
(
x+ n
Nk
)m
dµβ(x)
=
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
)∫ 1
0
 1
Nk
x+ k−1∑
j=0
njN
j
m dµα.
Next, we expand the product in the integrand and rearrange the terms and sums.
Im =
∫ 1
0
xm dµα(x)
=
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
)∫ 1
0
m∑
i=0
(
m
i
)
xi
Nki
 1
Nk
k−1∑
j=0
njN
j
m−i dµα(x)
=
m∑
i=0
(
m
i
)
1
Nki
∫ 1
0
xi dµα(x)
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
) 1
Nk
k−1∑
j=0
njN
j
m−i
=
1
Nkm
Im +
m−1∑
i=0
(
m
i
)
1
Nki
Ii
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
) 1
Nk
k−1∑
j=0
njN
j
m−i .
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In the last equality, we isolated the term i = m. We subtract this term from the left-hand side of
the equation and solve for Im to obtain Equation (2.4.3).
We can then ascertain a bound on the approximation by Equation (2.4.1) as an immediate
consequence of Theorem 2.4.1. This is the first of many results on estimating the moments.
Corollary 2.4.1. Let α ∈ ∆N , and let ε > 0. Fix a positive integer m. If k ≥ logN
(
m
log(ε+ 1)
)
,
then
0 ≤ Im −
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
) 1
Nk
k−1∑
j=0
njN
j
m < ε.
Proof. The first inequality follows from the observation that Equation (2.4.1) is a lower approx-
imation of the Riemann-Stieltjes integral. For the upper bound, we manipulate an expression of
Equation (2.4.3) in the proof of Theorem 2.4.1,
Im −
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
) 1
Nk
k−1∑
j=0
njN
j
m
=
m∑
i=1
(
m
i
)
1
Nki
Ii
N−1∑
n0,n1,...,nk−1=0
(
k−1∏
`=0
αn`
) 1
Nk
k−1∑
j=0
njN
j
m−i
≤
m∑
i=1
(
m
i
)
1
Nki
IiIm−i.
Using Ii < 1, we find
m∑
i=1
(
m
i
)
1
Nki
IiIm−i <
m∑
i=1
(
m
i
)
1
Nki
=
(
1 +
1
Nk
)m
− 1 ≤ e
m
Nk − 1 ≤ ε,
as desired.
We next observe some analytical properties of the Laplace transform of the measure µα as a
means to approach the moment problem.
Theorem 2.4.2. Let α ∈ ∆N . The infinite product
f(z) :=
∞∏
r=1
N−1∑
n=0
αne
− nz
Nr
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is well-defined for every z ∈ C. Furthermore, f is entire and equals the Laplace transform of µα
on R, i.e., Lµα(s) = f(s) for s ∈ R.
Proof. Using the triangle inequality, the power series for ex and Tonelli’s Theorem, we find
∞∑
r=1
∣∣∣∣∣
[
N−1∑
n=0
αne
− nz
Nr
]
− 1
∣∣∣∣∣ =
∞∑
r=1
∣∣∣∣∣
N−1∑
n=0
αn
[
e−
nz
Nr − 1
]∣∣∣∣∣
≤
∞∑
r=1
N−1∑
n=0
αn
∣∣∣e− nzNr − 1∣∣∣
=
∞∑
r=1
N−1∑
n=0
αn
∣∣∣∣∣
∞∑
k=1
(−1)knkzk
N rkk!
∣∣∣∣∣
≤
∞∑
r=1
N−1∑
n=0
αn
∞∑
k=1
nk|z|k
N rkk!
=
N−1∑
n=0
αn
∞∑
k=1
∞∑
r=1
nk|z|k
N rkk!
=
N−1∑
n=0
αn
∞∑
k=1
nk|z|k
(Nk − 1)k!
.
The last sum converges by the ratio test, so f is well-defined and entire.
Applying Equation (2.4.2) to f(x) = e−sx, we find
Lµα(s) =
N−1∑
n=0
αn
∫ 1
0
e−s
x+n
N dµα(x) = Lµα
( s
N
)N−1∑
n=0
αne
−ns
N .
Then, from an argument by induction, we have
Lµα(s) = Lµα
( s
Nk
) k∏
r=1
N−1∑
n=0
αne
− ns
Nr .
Since Lµα
( s
Nk
)
→ 1 as k →∞ by the Bounded Convergence Theorem, we conclude
Lµα(s) = lim
k→∞
Lµα
( s
Nk
) k∏
r=1
N−1∑
n=0
αne
− ns
Nr = f(s),
as desired.
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Recall the moment generating function Gα for the measure µ
α that encodes the moments
{Iαn }∞n=0 as coefficients in its power series representation,
Gα(s) := Lµα(−s) =
∞∑
m=0
Im
sm
m!
.
We may derive many interesting identities from Gα, alone, such as the following recurrence relation.
Proposition 2.4.2. Let α ∈ ∆N be palindromic, and let m be a positive odd integer. Then
Im =
1
2
m−1∑
k=0
(−1)k
(
m
k
)
Ik.
Proof. From Theorem 2.4.2 and the assumption that α is palindromic, we find
Gα(s) =
∞∏
r=1
N−1∑
n=0
αN−1−ne
(N−1−n)s
Nr
=
∞∏
r=1
e
(N−1)s
Nr
N−1∑
n=0
αne
− ns
Nr
= esGα(−s).
This identity, in terms of the power series expansion of the relevant functions, is then
∞∑
m=0
Im
m!
sm =
( ∞∑
m=0
1
m!
sm
)( ∞∑
m=0
(−1)m Im
m!
sm
)
=
∞∑
m=0
(
m∑
k=0
(−1)k Ik
k!(m− k)!
)
sm.
Since the coefficients in a power series are uniquely determined, we have
Im =
m∑
k=0
(−1)k
(
m
k
)
Ik
from which the desired recurrence relation follows.
Viewing Gα as a function on C (i.e., Gα(z) = f(z) for f in Theorem 2.4.2), we note that Gα
is entire. A useful consequence of this viewpoint is in estimating the moments. Specifically, we
consider the partial product,
Gα,k(z) :=
k∏
r=1
N−1∑
n=0
αne
nz
Nr =
∞∑
m=0
Im,k
zm
m!
. (2.4.5)
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For each nonnegative integer m, we note that 0 ≤ Im,k ↗ Im as k tends to infinity. Indeed, this
follows immediately from the fact that Gα,0 ≡ 1 and, for all k ≥ 0, Gα,k+1(z) is the product of
Gα,k(z) and a power series centered at z = 0 with nonnegative coefficients and constant term 1.
Theorem 2.4.3. Let α ∈ ∆N . For any positive integers m ≥ 2 and k,
|Im − Im,k| ≤
em
√
m− 1
Nk
.
Proof. We first verify an identity of a formal power series,
Gα(z) = Gα,k(z)Gα
( z
Nk
)
.
Indeed, we observe
Gα(z) =
(
k∏
r=1
N−1∑
n=0
αne
nz
Nr
)( ∞∏
r=k+1
N−1∑
n=0
αne
nz
Nr
)
= Gα,k(z)Gα
( z
Nk
)
.
Therefore, the identity is valid as a formal power series. Moreover, the identity is valid analytically
because Gα,k and Gα are entire functions. By subtracting Gα,k(z) from both sides of the identity,
we obtain the analytic identity
Gα(z)−Gα,k(z) = Gα,k(z)
(
Gα
( z
Nk
)
− 1
)
.
Let R > 0. Since the coefficients of zm in Gα(z) and Gα,k(z) are Im/m! and Im,k/m!, respectively,
we obtain a rough upper bound from the Cauchy integral formula,
|Im − Im,k| =
m!
2π
∣∣∣∣∣
∫
|z|=R
Gα(z)−Gα,k(z)
zm+1
dz
∣∣∣∣∣ ≤ m!Rm max|z|=R {|Gα,k(z)|}max|z|=R{∣∣∣Gα ( zNk)− 1∣∣∣}
Since coefficients of the power series for Gα,k(z) are nonnegative, we note that the first maximum
is obtained by setting z = R. By the same reasoning, the second maximum is obtained by setting
z = R, too. Continuing the calculation, we find
|Im − Im,k| ≤
m!
Rm
Gα,k(R)
(
Gα
(
R
Nk
)
− 1
)
≤ m!
Rm
e
R
(
1− 1
Nk
) (
e
R
Nk − 1
)
,
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Continuing,
|Im − Im,k| ≤
m!
Rm
eR
(
1− e−
R
Nk
)
≤ m!
Nk
eR
Rm−1
=
m!
Nk
f(R)
where f : x ∈ (0,∞) 7→ exx1−m ∈ R and where the second inequality follows from the fact that
Gα(x) ≤ G(0,0,...,1)(x) = ex for x > 0 and an analogous inequality for Gα,k. Next, we minimize this
upper bound (with m and k fixed) using elementary calculus. We first note that f is differentiable
on (0,∞) and that f(x)→∞ as x tends to either endpoint. Therefore, f is minimized at x = m−1
because
f ′(x) = exx−m((1−m) + x).
Evaluating f(m− 1), we have
|Im − Im,k| ≤
m!
Nk
(
e
m− 1
)m−1
.
We then conclude the proof by applying Stirling’s approximation
(m− 1)! ≤ e
√
m− 1
(
m− 1
e
)m−1
.
Measures whose distributions are given by Cantor sets and are somewhat similar to the ternary
Cantor measure yet in general do not arise from an iterated function system were investigated
by [3]. The major result in that vein is the following asymptotic behavior of the corresponding
moments,
Im = F (log1/θm)m
− log1/θ 2
(
1 +O
(
1
m
))
where F is a periodic function of period 1 and of known Fourier coefficients. In regards to the
weighted Cantor measures, the ternary Cantor measure is ascertained by letting θ = 1/3. The final
result of this section is a lower bound approximation for the rate of decay of the moments of a
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weighted Cantor measure. It is intriguing that the bound that we obtain is precisely of the same
order as the result by [3] who used the Poisson generating function and Mellin transform theory.
Theorem 2.4.4. Let α ∈ ∆∗N . If αN−1 = 0, then the sequence {Im}∞m=0 decays exponentially.
Otherwise, if αN−1 6= 0, then Im = Ω(m−γ) where γ = logN (1/αN−1), i.e., there exists a constant
C(α) > 0 such that Im ≥ C(α)m−γ for all nonnegative m.
Proof. Suppose αN−1 = 0. From the invariance relation in Equation (1.1.1), we observe that the
support of µα is contained in [0, 1− 1/N ]. Then, for any nonnegative integer m,
Im =
∫ 1
0
xm dµα(x) =
∫ 1−1/N
0
xm dµα ≤
(
N − 1
N
)m
.
Now suppose αN−1 > 0. We may assume without loss of generality that m > γ(N−1) to establish a
constant C(α) > 0 which may be adjusted to compensate for the remaining finitely many moments.
Now note for all positive integers k that µα[1− 1/Nk, 1] = (αN−1)k. Hence
Im =
∫ 1
0
xm dµα(x) ≥
∫ 1
1−N−k
xm dµα(x) ≥ (1−N−k)m(αN−1)k = f(k)
where f : x ∈ (0,∞) 7→ N−γx(1−N−x)m ∈ (0,∞). In order to maximize this lower bound of Im,
we appeal to elementary calculus to first optimize the differentiable function f on (0,∞) and then
select the most optimal positive integer k for a given m. From logarithmic differentiation, we find
f ′(x)
f(x)
= (−γx logN +m log(1−N−x))′
= −γ logN +mN
−x logN
1−N−x
=
(
−γ + m
Nx − 1
)
logN.
We thus observe that f ′ has its unique zero at
x0 = logN
(
1 +
m
γ
)
> 0.
Moreover, by the assumption on m, we have
x0 = logN
(
1 +
m
γ
)
> logN
(
1 +
γ(N − 1)
γ
)
= 1.
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Now, note that f ′ > 0 on (0, x0) and that f
′ < 0 on (x0,∞) so that f is maximized over (0,∞) at x0.
Moreover, by monotonicity of f on (0, x0) and on (x0,∞) and the fact that x0 > 1, it also follows
that the optimal integer is either bx0c or dx0e. Denote the optimal integer by k0, that is the integer
which maximizes f . We now show that the ratio of f(x0) and f(k0) is bounded above and below by
constants depending only on α. Let ε = k0−x0 ∈ (−1, 1). Then γ(1−N−ε) ∈ (γ(1−N), γ(1−1/N))
and
f(k0)
f(x0)
= N−γε
(
1−N−k0
1−N−x0
)m
= N−γε
(
1 +
1−N−ε
Nx0 − 1
)m
,
f(k0)
f(x0)
= N−γε
(
1 +
γ(1−N−ε)
m
)m
≥ N−γεCeγ(1−N−ε)
for some C > 0 depending only on N and γ. This last inequality follows from observing that the
sequence of functions {x 7→ (1 + x/m)m} are positive and converge uniformly to ex on the interval
(γ(1−N), γ(1− 1/N)). Further note the inequality
f(x0) = N
−γx0(1−N−x0)m =
(
1 +
m
γ
)−γ (
1− γ
γ +m
)m
≥
(
m
γ
+ 1
)−γ
e−γ .
Altogether, we establish a sufficient lower bound,
Im ≥ f(k0)
≥ N−γεCeγ(1−N−ε)f(x0)
≥ N−γεCeγ(1−N−ε)
(
m
γ
+ 1
)−γ
e−γ
= N−γεCe−γN
−ε
m−γ
(
1
γ
+
1
m
)−γ
≥ N−γCe−γN
(
1
γ
+ 1
)−γ
m−γ .
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CHAPTER 3. A GENERALIZED WALSH SYSTEM FOR ARBITRARY
MATRICES
Modified from a manuscript accepted by Demonstratio Mathematica, Volume 52: Issue 1
Steven N. Harding and Gabriel Picioroaga
3.1 Abstract
We study in detail a variation of the orthonormal bases of L2[0, 1] introduced by Dutkay et
al. by means of representations of the Cuntz algebra ON on L
2[0, 1]. For N = 2 we obtain the
classic Walsh system which serves as a discrete analog of the Fourier system. We identify important
algebraic properties of the generalized Walsh system and show that the transform implementing the
generalized Walsh system is continuous with respect to filter variation. We consider such transforms
in the case when the orthogonality conditions of the Cuntz relations are removed. We show that
these transforms which still recover information (due to remaining parts of the Cuntz relations) are
suitable to use for signal compression, similar to the discrete wavelet transform.
3.2 Introduction
Motivated by the construction of an orthonormal basis in [2], we develop a generalization of the
classic Walsh system for arbitrary scaling of the domain and refinement of the range. We observe
that many interesting results about periodicity, invertibility, transform continuity of these types of
function systems can actually be obtained in a slightly more general setting, where the system is
generated by an arbitrary N ×M matrix.
We begin by presenting a few of the results of [2] regarding how a Cuntz algebra representation
generates an orthonormal basis for L2[0, 1]. Let A ∈ CN×N , the space of N × N complex-valued
matrices, be unitary with first row elements 1/
√
N . To be clear, we adopt the convention that all
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indexing starts at zero. Letting χA be the characteristic function supported on A, we define the
filter functions {mi}N−1i=0 on the unit interval in R by
mi =
√
N
N−1∑
j=0
Ai,jχ[j/N,(j+1)/N).
Letting r(x) = Nx(mod 1), we then define the operators {Si}N−1i=0 on L2[0, 1] by
(Sif)(x) = mi(x)(f ◦ r)(x). (3.2.1)
Note in particular that S01 = 1 as m0 ≡ 1. Proposition 3.2.1 is a straightforward calculation, yet
the proof of Theorem 3.2.1 requires some technical arguments.
Proposition 3.2.1 (Proposition 2.7 in [2]). The operators {Si}N−1i=0 form a representation of the
Cuntz algebra ON on L
2[0, 1].
Theorem 3.2.1 (Theorem 3.11 in [2]). The family
WA := {Sw0 ...Swn1 : w0, ..., wn ∈ {0, 1, ..., N − 1}, n ∈ N}
is an orthonormal basis for L2[0, 1], discarding repetitions generated by the fact that S01 = 1.
An explicit description of the elements of WA is as follows: Consider the decomposition of any
nonnegative integer n in base N ,
n = i0 + i1N + ...+ ikN
k where i0, i1, ..., ik ∈ {0, 1, ..., N − 1}.
The element in WA generated by Si0Si1 ...Sik is then given by
WAn (x) = mi0(x)(mi1 ◦ r)(x)...(mik ◦ r
k)(x), (3.2.2)
where r0 is identity and inductively rk = rk−1 ◦ r.
We now describe the construction of the generalized Walsh system through a slight modification
of the above developments as a natural way to extend the function in Equation (3.2.2) for arbitrary
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rectangular matrices A ∈ CN×M . Specifically, we redefine the function r(x) = Mx(mod 1) and the
filters {mi}N−1i=0 on the unit interval in R by
mi =
√
M
M−1∑
j=0
Ai,jχ[j/M,(j+1)/M). (3.2.3)
We then define the operators {Si}N−1i=0 on L2[0, 1] and the generalized Walsh system {WAn }∞n=0
as in Equations (3.2.1) and (3.2.2), respectively, using filters as in Equation (3.2.3). Unlike the
classic Walsh set and the family WA in Theorem 3.2.1, the generalized Walsh set does not form an
orthonormal basis in general, e.g., when N 6= M . As the name suggests, the general Walsh system
transcends the classic Walsh in that we recover the classic Walsh from the generalized Walsh system
corresponding to the matrix
A =
 1√2 1√2
1√
2
−1√
2
 .
To emphasize the similarities and differences between the classic Walsh and the generalized
Walsh system, we include in Figure 3.8 the graph of a few selected general Walsh functions from
the system corresponding to the matrix
A =

1√
3
1√
3
1√
3
1√
14
2√
14
−3√
14
5√
42
−4√
42
−1√
42
 . (3.2.4)
In this paper we examine properties and applications of these rectangular matrix constructions.
3.3 Algebraic Properties of the General Walsh System
In this section, we illustrate some algebraic properties of the general Walsh system, specifi-
cally those regarding periodicity and invertibility. We emphasize that identities derived and other
consequential observations made, herein, are advantageous for practical applications of the general
Walsh system.
Many benefits arise from having various modes of periodicity (e.g., reduction of computational
complexity). The periodic nature of the classic Walsh functions, in terms of dyadic intervals of
52
Figure 3.2 W1 Figure 3.3 W4 Figure 3.4 W17
Figure 3.5 W27 Figure 3.6 W36 Figure 3.7 W51
Figure 3.8: Graphs of selected general Walsh functions
the unit interval, are apparent from the Rademacher function construction. In fact, every classic
Walsh function has some mode of periodicity, yet this is not the case for general Walsh functions.
In what follows, we characterize the periodic structure of the general Walsh set as well as mention
some of their algebraic properties.
The construction of the general Walsh function in Equation (3.2.2) suggests an intrinsic pe-
riodic nature which is closely related to the dimension of the associated matrix, as apparent in
Figure 3.8. We note that graphs (d), (e) and (f) exhibit repeating units, whose units of repetition
may be described in terms of graphs (a), (b) and (c), respectively. Furthermore, the number of
repeating units can be obtained by the ratio of their indices. For example, the index of the general
Walsh function with graph (e) is 32 times the index of the corresponding function with graph (b);
consequently, graph (e) may be described by repeating units obtained by compressing graph (b)
into the interval [0, 1/32) and then extending periodically. We formalize this observation in the
next lemma.
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Lemma 3.3.1. Let A ∈ CN×M so that no row consists entirely of zeros. Let n be some nonnegative
integer, and consider its decomposition is base N ,
n = i0 + i1N + ...+ ikN
k where i0, i1, ..., ik ∈ {0, 1, ..., N − 1}.
Then, we have the index reduction identity
WAn (x) = m
A
i0(x)(W
A
(n−i0)/N ◦ r)(x),
and for every j ∈ {0, 1, ...,M − 1}, there exists an interval Ij ⊂ [j/M, (j + 1)/M) such that
(WA(n−i0)/N ◦ r)(x) 6= 0 for x ∈ Ij.
Proof. It is straightforward to show the index reduction identity from the definition of the general
Walsh function, and we omit that part of the proof. Instead, we prove the latter statement, so fix
j ∈ {0, 1, ...,M − 1}. Since every row of A contains a nonzero element, let jt ∈ {0, 1, ...,M − 1}
such that Ait,jt 6= 0 for every 1 ≤ t ≤ k. Now, consider the chain:
Ij :=
[
jk
Mk+1
,
jk + 1
Mk+1
)
+
jMk−1 + j1M
k−2 + ...+ jk−1
Mk
⊂ ...
... ⊂
[
j2
M3
,
j2 + 1
M3
)
+
jM + j1
M2
⊂
[
j1
M2
,
j1 + 1
M2
)
+
j
M
⊂
[
j
M
,
j + 1
M
)
.
Then, for x ∈ Ij , we have
(WA(n−i0)/N ◦ r)(x) = (m
A
i1 ◦ r)(x)(m
A
i2 ◦ r
2)(x)...(mAik ◦ r
k)(x) = Ai1,j1Ai2,j2 ...Aik,jk 6= 0,
as desired.
By the nature of the function r, we observe that the function WA(n−i0)/N ◦ r exhibits periodicity.
In particular,
(WA(n−i0)/N ◦ r)(x+ j/M) = (W
A
(n−i0)/N ◦ r)(x).
We therefore regard periodic on the unit interval as periodicity of the natural extension of a function
on the unit circle to the real line. Then, from Lemma 3.3.1, we characterize when a general Walsh
function WAn is periodic in terms of the filter m
A
i0
.
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Theorem 3.3.1. Let A ∈ CN×M so that no row consists entirely of zeros. Let n be some nonneg-
ative integer, and consider its decomposition is base N ,
n = i0 + i1N + ...+ ikN
k where i0, i1, ..., ik ∈ {0, 1, ..., N − 1}.
WAn is periodic if and only if m
A
i0
is periodic.
Proof. Suppose that mAi0 is periodic. Then there exists a positive integer s < M such that m
A
i0
(x) =
mAi0(x+ s/M) for 0 ≤ x < 1− s/M . From Lemma 3.3.1, we find that W
A
n is periodic,
WAn (x+ s/M) = m
A
i0(x+ s/M)(W
A
(n−i0)/N ◦ r)(x+ s/M)
= mAi0(x+ s/M)(W
A
(n−i0)/N ◦ r)(x)
= WAn (x).
Conversely, if WAn is periodic, then there exists a positive integer t < M such that t/M is a period
of WAn . From Lemma 3.3.1, we have for 0 ≤ x < 1− t/M
mAi0(x+ t/M)(W
A
(n−i0)/N ◦ r)(x) = m
A
i0(x+ t/M)(W
A
(n−i0)/N ◦ r)(x+ t/M)
= WAn (x+ t/M)
= WAn (x)
= mAi0(x)(W
A
(n−i0)/N ◦ r)(x).
Again from Lemma 3.3.1, for every 0 ≤ j ≤M−t−1, there exists an interval Ij ⊂ [j/M, (j + 1)/M)
such that (WA(n−i0)/N ◦ r)(x) 6= 0 for x ∈ Ij , whence m
A
i0
(x + t/M) = mAi0(x) for x ∈ Ij . Since m
A
i0
is constant on M -adic intervals, it follows that mAi0 is periodic.
Now we discuss some algebraic properties of the general Walsh set. Let × be the operation
on L2[0, 1] given by (f × g)(x) = f(x)g(x). Although × is neither binary nor commutative on
the general Walsh set, we investigate right and left invertibility in ({WAn }∞n=0,×). We impose the
conditions:
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1. No row other than the first row is a scalar multiple of the all ones vector.
2. The Schur product of rows ri and rj , i 6= j, is not a scalar multiple of the all ones vector.
3. The `2-norm of any row is 1.
Note that N ×M submatrices of an M ×M Hadamard or Fourier matrix are examples of matrices
satisfying all three of the above conditions.
Lemma 3.3.2. Let A ∈ CN×M satisfying conditions 1. and 2. WAn is left or right invertible in
({WAn }∞n=0,×) if and only if |WAn (x)| ≡ 1.
Proof. The proof is similar for both left and right invertibility. Hence, suppose that WAn is right
invertible in ({WAn }∞n=0,×). Then there exists a nonnegative integer m such that WAn ×WAm = 1.
Consider the decomposition of n and m in base N ,
n = i0 + i1N + ...+ ikN
k,
m = j0 + j1N + ...+ jlN
l.
We may assume without loss of generality that k ≥ l since WAn ×WAm = WAm ×WAn = 1. However,
assume for a contradiction that k > l. Note that ik 6= 0. Upon regrouping, we have(
mAi0(x)m
A
j0
(x)
)
...
(
(mAil ◦ r)(x)(m
A
jl
◦ r)(x)
)
(mAil+1 ◦ r
l+1)(x)...(mAik ◦ r
k)(x) = 1.
By the proof of Lemma 3.3.1, we may choose an interval I small enough so that, for x ∈ I, all
terms in the product above except (mik ◦ rk)(x) are constant. By condition 1. this would not be
possible unless ik = 0, i.e., the first row in the matrix A. Hence k = l. The same argument can
be made to show that il = jl, ..., i0 = j0 by condition 2. The converse is straightforward, and this
concludes the proof.
Theorem 3.3.2. Let A ∈ CN×M satisfying conditions 1., 2. and 3. Let n be some nonnegative
integer, and consider its decomposition in base N ,
n = i0 + i1N + ...+ ikN
k where i0, i1, ..., ik ∈ {0, 1, ..., N − 1}.
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WAn is left or right invertible in ({WAn }∞n=0,×) if and only if
|Aij ,0|2 = |Aij ,1|2 = ... = |Aij ,M−1|2 = 1 for 0 ≤ j ≤ k.
Proof. Suppose that WAn is invertible in ({WAn }∞n=0,×). Consider the product of filter functions
WAn (x) = m
A
i0(x)(m
A
i1 ◦ r)(x)...(m
A
ik−1
◦ rk−1)(x)(mAik ◦ r
k)(x).
For x ∈ [0, 1/Mk), we have rl(x) ∈ [0, 1/Mk−l) when l ≤ k. In particular, when l < k, the inequality
rl(x) < 1/M implies that (m◦ilr
l)(x) is constant. Thus, on the interval [0, 1/Mk), the product
mAi0(x)(m
A
i1 ◦ r)(x)...(m
A
ik−1
◦ rk−1)(x)
is independent of x. Let b be this constant, so we have
WAn |[0,1/Mk)(x) = b(mAik ◦ r
k)|[0,1/Mk)(x) = b
√
M
M−1∑
l=0
Aik,lχ[l/Mk+1,(l+1)/Mk+1)(x).
Then, from Lemma 3.3.2, it follows that
√
M |bAik,0| =
√
M |bAik,1| = ... =
√
M |bAik,M−1| = 1.
By summing the square of these terms and observing condition 3. we find
M |b|2 = M |b|2
(
|Aik,0|
2 + |Aik,1|
2 + ...+ |Aik,M−1|
2
)
= M.
Therefore |b| = 1 and consequently |Aik,0|2 = |Aik,1|2 = ... = |Aik,M−1|2 = 1/M . Moreover, this
implies |mAik | ≡ 1, and we have
|WAn (x)| = |mAi0(x)(m
A
i1 ◦ r)(x)...(m
A
ik−1
◦ rk−1)(x)| = 1.
We repeat this argument until we have exhausted all of the ij . The converse follows directly from
Lemma 3.3.2.
Corollary 3.3.1. If A is a Hadamard matrix, then every general Walsh function is invertible in
({WAn }∞n=0,×).
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3.4 Convergence of the General Walsh Series
Definition 3.4.1. The Dirichlet kernel for the Walsh system corresponding to A ∈ CN×M is given
by
DAn : (x, t) ∈ [0, 1)× [0, 1) 7→
n−1∑
k=0
WAk (x)W
A
k (t).
Theorem 3.4.1 and the following lemmas which precede it are adaptations of analogous results
in [1] and [3]. Along with their restatement, we provide proofs for completeness with the necessary
modifications for the context of rectangular matrices.
Lemma 3.4.1. Let q ∈ N. The Dirichlet kernel for the Walsh system corresponding to A ∈ CN×M
satisfies the identity
DANq(x, t) =
q−1∏
j=0
N−1∑
k=0
mAk (r
jx)mAk (r
jt). (3.4.1)
Proof. Equation (3.4.1) is clearly valid for q = 1. The proof proceeds by induction, so assume that
Equation (3.4.1) holds for some q ∈ N. Then
DANq+1(x, t) =
Nq+1−1∑
k=0
WAk (x)W
A
k (t)
=
N−1∑
k=0
(k+1)Nq−1∑
n=kNq
WAn (x)W
A
n (t)
=
N−1∑
k=0
Nq−1∑
n=0
WAkNq+n(x)W
A
kNq+n(t)
=
N−1∑
k=0
Nq−1∑
n=0
WAn (x)W
A
n (t)m
A
k (r
qx)mAk (r
qt)
=
N−1∑
k=0
mAk (r
qx)mAk (r
qt)
Nq−1∑
n=0
WAn (x)W
A
n (t)
= DANq(x, t)
N−1∑
k=0
mAk (r
qx)mAk (r
qt),
as desired.
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Lemma 3.4.2. Let q ∈ N, and fix x ∈ [0, 1). For the unique integer m where x ∈ [m/M q, (m +
1)/M q), further let αq,x := m/M
q and βq,x := (m + 1)/M
q. If A ∈ CN×M is a partial isometry,
then DANq(x, t) = M
qχ[αq,x,βq,x)(t).
Proof. Suppose m = kq−1 +kq−2M+ ...+k0M
q−1 where k0, ..., kq−2, kq−1 ∈ {0, 1, ...,M q−1−1}. We
observe that t ∈ [αq,x, βq,x) if and only if rj(t) ∈ [kj/M, (kj + 1)/M) for every j ∈ {0, 1, ..., q − 1}.
To that end, let t ∈ [αq,x, βq,x), and let j ∈ {0, 1, ..., q − 1}. Then rj(t) ∈ [kj/M, (kj + 1)/M) since
kj
M
+
kj+1
M2
+ ...+
kq−1
M q−j
≤M jt− (k0M j−1 + k1M j−2 + ...+ kj−1) <
kj
M
+
kj+1
M2
+ ...+
kq−1 + 1
M q−j
.
Conversely, note that rj(t) ∈ [kj/M, (kj + 1)/M) implies that rj+1(t) = Mrj(t)− kj . Then, by an
induction argument, we find rq(t) = M qt−m, and it follows that t ∈ [αq,x, βq,x).
Now, to show DANq(x, t) = M
qχ[αq,x,βq,x)(t), first suppose t ∈ [αq,x, βq,x). Then, from the above
observation, we have that rj(x), rj(t) ∈ [kj/M, (kj + 1)/M) for every j ∈ {0, 1, ..., q − 1} so that
mAk (r
jx)mAk (r
jt) = M |Ak,kj |
2 for 1 ≤ k ≤ N − 1.
Assuming that A is a partial isometry, we obtain from Lemma 3.4.1 the value
DANq(x, t) =
q−1∏
j=0
N−1∑
k=0
mAk (r
jx)mAk (r
jt) = M q.
On the other hand, suppose t /∈ [αq,x, βq,x). Again, by the above observation, there exists an index
J ∈ {0, 1, ..., q − 1} such that rJ(t) ∈ [κ/M, (κ + 1)/M) where κ ∈ {0, 1, ..., q − 1} \ {kJ}. Then,
from the partial isometry condition on A and Lemma 3.4.1, we obtain the value
DANq(x, t) =
(
N−1∑
k=0
mAk (r
Jx)mAk (r
J t)
)∏
j 6=J
N−1∑
k=0
mAk (r
jx)mAk (r
jt)
=
(
M
N−1∑
k=0
Ak,kJAk,κ
)∏
j 6=J
N−1∑
k=0
mAk (r
jx)mAk (r
jt)
= 0,
which concludes the proof.
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We now state and prove Theorem 3.4.1 whose results pertain to convergence properties of the
subsequence of partial sums {SANqf}q given by
SANqf :=
Nq−1∑
n=0
〈f,WAn 〉L2WAn
where f is integrable so that the expansion coefficients are well-defined,
|〈f,WAn 〉L2 | ≤ ‖f‖L1‖WAn ‖L∞ <∞.
Theorem 3.4.1 extends Theorem II and Theorem III in the seminal paper [4] to the context of the
generalized Walsh system.
Theorem 3.4.1. Let f ∈ L1([0, 1]), and let A ∈ CN×M be a partial isometry. If x0 is a point of
continuity for f , then (SANqf)(x0)→ f(x0). Furthermore, if f is continuous with a left-sided limit
at x = 1, then the sequence of partial sums {SANqf} converges uniformly.
Proof. Suppose that f is continuous with a left-sided limit at x = 1, and let ε > 0. Since a
continuous mapping on a compact metric space is uniformly continuous, there exists a δ > 0 such
that |f(x) − f(y)| < ε whenever |x − y| < δ. Let q be sufficiently large so that 1/M q < δ. For
x ∈ [0, 1), let αq,x and βq,x as in Lemma 3.4.2. Then, from Lemma 3.4.2, we find
|f(x)− (SANqf)(x)| =
∣∣∣∣∣f(x)−
Nq−1∑
n=0
(∫
[0,1]
f(t)WAn (t) dt
)
WAn (x)
∣∣∣∣∣
=
∣∣∣∣∣f(x)−
∫
[0,1]
f(t)DANq(x, t) dt
∣∣∣∣∣
=
∣∣∣∣∣f(x)−M q
∫
[αq,x,βq,x]
f(t) dt
∣∣∣∣∣
= M q
∣∣∣∣∣
∫
[αq,x,βq,x]
f(x)− f(t) dt
∣∣∣∣∣
≤M q
∫
[αq,x,βq,x]
|f(x)− f(t)| dt
< ε,
as desired. Pointwise convergence at a point of continuity for f is an immediate consequence of
rewriting (SANqf)(x), as shown.
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Remark 3.4.1. Given a partial isometry A, the whole sequence of partial sums
(SAn f)(x) =
n−1∑
k=0
〈f,WAk 〉L2WAk (x)
need not converge pointwise (e.g., points of discontinuity that are not M -adic) which is a direct
consequence of the fact that each function in {SAn f} is a piecewise constant.
We recall that the subspace of continuous functions is dense in Lp([0, 1]) for 1 ≤ p <∞. From
Theorem 3.4.1, we have that every continuous function can be uniformly approximated by the
linear span of the Walsh functions corresponding to a partial isometry. Thus, we can find a linear
span that is arbitrarily close in norm to any given Lp([0, 1]) function. We record this consequential
fact along with the observation in Remark 3.4.1 for later.
Corollary 3.4.1. If A is a partial isometry, then the Walsh system corresponding to A is linearly
dense in Lp([0, 1]) for 1 ≤ p < ∞, and the closure of its linear span in L∞([0, 1]) is a proper
subspace.
In Theorem 3.4.2, we derive a useful formula for the purpose of reconstructing functions through
the Walsh system. Specifically, in the Corollary 3.4.2 that follows, we show that the whole sequence
of partial sums in Remark 3.4.1 converges in L2([0, 1]). The proof naturally appeals to the subspace
of piecewise constant functions,
Hq :=

Mq−1∑
j=0
cjχ[j/Mq ,(j+1)/Mq) : cj ∈ C
 .
Clearly {Hq}∞q=1 forms a chain of inclusions: ... ⊃ H3 ⊃ H2 ⊃ H1. For simplicity, we consider the
obvious discretization of the subspace Hq. We identify a function f in Hq with a vector in CM
q
through the map
θ : f ∈ Hq 7→
{
f
(
j
M q
)}Mq−1
j=0
∈ CMq .
We perform the relevant analysis in the sequence space as it is more suitable for illustrating the
conditions that produce an ideal reconstruction property, but we require a minor lemma before
explicitly stating the aforementioned result.
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Lemma 3.4.3. Let A ∈ CN×M , and let q ∈ N. Given n ∈ {0, 1, ..., N q−1} and m ∈ {0, 1, ...,M q−
1}, consider their respective base expansions:
n = k0 + k1N + ...+ kq−1N
q−1,
m = i0 + i1M + ...+ iq−1M
q−1.
Then, in the context of sequences, we have
(θWAn )(m) =
√
M q
q−1∏
j=0
Akj ,iq−1−j .
Proof. It suffices to evaluate each (θ[mAkj ◦ r
j ])(m) for 0 ≤ j ≤ q − 1. Note that the composition of
any function f with rj on the right is the sum of M j translations of f compressed by a factor of
M j . Now let Aj be the vector
√
M
(
Akj ,0 ... Akj ,0 Akj ,1 ... Akj ,1 . . . Akj ,M−1 ... Akj ,M−1
)T
∈ CMq−j ,
with each string (e.g., Akj ,0 ... Akj ,0) consisting of M
q−j−1 elements. Note that θ[mkj ◦ rj ] = A
⊕Mj
j
where ⊕ denotes the direct sum, A⊕1j = Aj , and inductively A
⊕(k+1)
j = Aj ⊕A
⊕k
j .
Since M q−j divides iq−jM
q−j + iq−j+1M
q−j+1 + ...+ iq−1M
q−1, we have that (θ[mkj ◦ rj ])(m)
is the element of Aj whose index is i0 + i1M + ...+ iq−j−1M
q−j−1 and therefore (θ[mkj ◦ rj ])(m) =
√
MAkj ,iq−j−1 .
To estimate the approximation efficiency of the ideal reconstruction formula in Theorem 3.4.2,
we impose the L∞-norm on Hq. It is then clear that ‖f‖Hq = ‖θf‖`∞(CMq ). If we let T be an
operator on Hq and S be the corresponding matrix representation of T , i.e., θ(Tf) = S(θf), then
‖T‖Hq = sup
‖f‖Hq=1
‖Tf‖Hq = sup
‖θf‖
`∞(CMq )=1
‖S(θf)‖`∞(CMq ) = ‖S‖`∞(CMq ).
Theorem 3.4.2. Let A,B ∈ CN×M , and let q ∈ N. The condition A∗B = IM is equivalent to
f =
Mq−1∑
n=0
〈f,WAn 〉L2WBn =
Mq−1∑
n=0
〈f,WBn 〉L2WAn for all f ∈ Hq.
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Proof. We determine the standard matrix representation S of the linear operator
T : f ∈ Hq 7→
Mq−1∑
n=0
〈f,WAn 〉L2WBn .
Let {em}M
q−1
m=0 be the canonical orthonormal basis in CM
q
, and denote the function in Hq whose
vector representative is em by δm, i.e., em = θδm. Given m, m̂ ∈ {0, 1, ...,M q − 1}, consider their
decomposition in base M :
m = i0 + i1M + ...+ iq−1M
q−1,
m̂ = j0 + j1M + ...+ jq−1M
q−1.
Then, from Lemma 3.4.3, we find
(Sem)(m̂) = θ(Tδm)(m̂)
=
Mq−1∑
n=0
〈δm,WAn 〉L2(θWBn )(m̂)
=
Mq−1∑
n=0
〈em, θWAn 〉`2
M q
(θWBn )(m̂)
=
Mq−1∑
n=0
(θWAn )(m)
M q
(θWBn )(m̂)
=
N−1∑
k0,k1,...,kq−1=0
Ak0,iq−1Ak1,iq−2 ...Akq−1,i0Bk0,jq−1Bk1,jq−2 ...Bkq−1,j0
= (A∗B)iq−1,jq−1(A
∗B)iq−2,jq−2 ...(A
∗B)i0,j0 .
Hence the matrix representation of T is S = ((A∗B)T )⊗q where ⊗ denotes the tensor product,
C⊗1 = C, and inductively C⊗(k+1) = C ⊗ C⊗k.
Corollary 3.4.2. If A ∈ CN×M is a partial isometry, then the Walsh system corresponding to A
forms a Parseval frame for L2[0, 1].
Proof. Note that the subspace
H =
⋃
q∈N
Hq
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is dense in L2[0, 1], so it is sufficient to show that the Walsh system satisfies the Parseval identity
on H. However, this immediately follows from Theorem 3.4.2. To that end, let f ∈ Hq. Then, for
any integer p ≥ q, we have f ∈ Hp. From Theorem 3.4.2, we have
‖f‖2 = 〈f, f〉 =
〈
Mp−1∑
n=0
〈f,WAn 〉WAn , f
〉
=
Mp−1∑
n=0
|〈f,WAn 〉|2.
It follows from this identity that 〈f,WAn 〉 = 0 for integers n ≥M q so that
‖f‖2 =
∞∑
n=0
|〈f,WAn 〉|2,
as desired.
3.5 Applications to Signal Processing
Signal processing is a broad sub-field in electrical engineering which concerns the analysis of
signals arising from sound, images, etc. One particular form of analysis is the method by which
signals are decomposed and synthesized, the purpose depending on context but include compression
and noise reduction to name a few. In regards to the interests of this paper, only half of the
relations in the Cuntz algebra setting suffice to perform this task, whereas the remaining relations
establish a splitting of the signal into orthogonal components. We therefore describe a procedure for
constructing a finite collection of linear operators with the flexibility of partially or fully satisfying
the Cuntz relations motivated by the generalized Cuntz system that we developed.
For A,B ∈ CN×M , we define the collection of filters {mAj }
N−1
j=0 corresponding to A by
mAj (x) =
M−1∑
k=0
Aj,kfk(x),
where {fk}M−1k=0 is some a priori selected collection of functions. We say that the filters are of
piecewise-type or of exponential-type when fk are
√
Mχ[k/M,(k+1)/M)(x) or e
2πikx, respectively.
Depending on the context, there are advantages to using one type of filter over the other. For
example, in expressing mCj is terms of m
A
j and m
B
j , it is substantially simpler to use filters of
piecewise-type for C = A⊕B and filters of exponential-type for C = A⊗B.
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Proposition 3.5.1. Let A ∈ CN1×M1 and B ∈ CN2×M2. For piecewise-type filter functions,
mA⊕Bj (x) =

mAj
(
M1 +M2
M1
x
)
if 0 ≤ j ≤ N1 − 1,
mBj−N1
(
M1 +M2
M2
x− M1
M2
)
if N1 ≤ j ≤ N1 +N2 − 1.
For exponential-type filter functions,
mA⊗Bj (x) = m
A
bj/N2c(M2x)m
B
(j mod N2)
(x).
Proof. The first identity for piecewise-type filter functions is fairly straightforward, so we omit the
proof. Instead, we validate the second identity for exponential-type filter functions:
mA⊗Bj (x) =
M1M2−1∑
k=0
(A⊗B)j,ke2πikx
=
M1−1∑
l=0
(l+1)M2−1∑
k=lM2
(A⊗B)j,ke2πikx
=
M1−1∑
l=0
Abj/N2c,l
(l+1)M2−1∑
k=lM2
B(j mod N2),k−lM2e
2πikx
=
M1−1∑
l=0
Abj/N2c,le
2πilM2x
M2−1∑
k=0
B(j mod N2),ke
2πikx,
as desired.
As introduced, we define the collection of operators {SAj }
N−1
j=0 , now associated with the filters
{mAj }
N−1
j=0 to be clarified, on L
2[0, 1] by
(SAj f)(x) = m
A
j (x)(f ◦ r)(x),
where r(ω) = Mω mod 1. The adjoint then follows from a sum over the preimage of the r function.
Proposition 3.5.2. If mAj ∈ L∞[0, 1], then the operator SAj is bounded in the operator topology
with ‖SAj ‖2 = ‖mAj ‖∞ and adjoint given by
[(SAj )
∗f ](x) =
1
M
∑
ω : r(ω)=x
mAj (ω)f(ω).
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Proof. The calculation of the bound is essentially no different than the derivation of the adjoint,
and we omit those details in favor of showing the latter. Let f, g ∈ L2[0, 1]. We evaluate the
appropriate inner product to find the adjoint.
〈SAj f, g〉 =
∫
[0,1]
mAj (x)(f ◦ r)(x)g(x) dx
=
M−1∑
k=0
∫ (k+1)/M
k/M
mAj (x)f(Mx− k)g(x) dx
=
∫ 1
0
f(x)
1
M
M−1∑
k=0
mAj
(
x+ k
M
)
g
(
x+ k
M
)
dx.
The next result characterizes when these operators associated to different filter systems inter-
mingle to satisfy the Cuntz relations. We may interpret such a result in terms of the resiliency of
data synthesis in the cascade algorithm.
Theorem 3.5.1. Let A,B ∈ CN×M . Suppose that the filter functions are either of piecewise-type
or of exponential-type. Given the list of conditions:
1. (SAj )
∗SBk = δj,kI for all j, k ∈ {0, 1, ..., N − 1}
2. BA∗ = IN
3.
∑N−1
j=0 S
B
j (S
A
j )
∗ = I
4. A∗B = IM ,
we have the equivalences: 1. ⇐⇒ 2. and 3. ⇐⇒ 4.
Proof. We prove the theorem for filter functions of piecewise-type and defer the case of exponential-
type filters to be proven later in this section.
We immediately obtain the first equivalence by direct calculation,
[(SAj )
∗SBk f ](x) =
1
M
∑
ω : r(ω)=x
mAj (ω)m
B
k (ω)(f ◦ r)(ω),
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[(SAj )
∗SBk f ](x) = f(x)
∑
ω : r(ω)=x
M−1∑
t=0
Aj,t χ[t/M,(t+1)/M)(ω)
M−1∑
s=0
Bk,s χ[s/M,(s+1)/M)(ω)
= f(x)
∑
ω : r(ω)=x
M−1∑
t=0
Aj,tBk,t χ[t/M,(t+1)/M)(ω)
= f(x)
M−1∑
t=0
Bk,tA
∗
t,j
= f(x)(BA∗)k,j .
We next show that condition 3 implies condition 4. To that end, fix an integer 0 ≤ k ≤M − 1, and
consider the characteristic function supported on [k/M, (k + 1)/M),
χ[k/M,(k+1)/M)(x) =
N−1∑
j=0
[SBj (S
A
j )
∗χ[k/M,(k+1)/M)](x)
=
N−1∑
j=0
mBj (x)
1
M
∑
ω : r(ω)=r(x)
mAj (ω)χ[k/M,(k+1)/M)(ω).
Then, for x ∈ [l/M, (l + 1)/M), we have
δk,l =
N−1∑
j=0
Bj,lAj,k = (A
∗B)k,l,
where δk,l is the Kronecker delta, which implies condition 4. Last we show the converse, that
condition 4 implies condition 3.
N−1∑
j=0
[SBj (S
A
j )
∗f ](x) =
N−1∑
j=0
mBj (x)
1
M
∑
ω : r(ω)=r(x)
mAj (ω)f(ω)
=
N−1∑
j=0
M−1∑
s=0
Bj,sχ[s/M,(s+1)/M)(x)
∑
ω : r(ω)=r(x)
M−1∑
t=0
Aj,tχ[t/M,(t+1)/M)(ω)f(ω)
=
M−1∑
s=0
M−1∑
t=0
N−1∑
j=0
Bj,sAj,tχ[s/M,(s+1)/M)(x)
∑
ω : r(ω)=r(x)
χ[t/M,(t+1)/M)(ω)f(ω)
=
M−1∑
s=0
M−1∑
t=0
(A∗B)t,sχ[s/M,(s+1)/M)(x)
∑
ω : r(ω)=r(x)
χ[t/M,(t+1)/M)(ω)f(ω),
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N−1∑
j=0
[SBj (S
A
j )
∗f ](x) =
M−1∑
s=0
χ[s/M,(s+1)/M)(x)
∑
ω : r(ω)=r(x)
χ[s/M,(s+1)/M)(ω)f(ω)
=
M−1∑
s=0
χ[s/M,(s+1)/M)(x)f(x)
= f(x).
This concludes the proof.
Corollary 3.5.1. Let A ∈ CN×N . The collection of operators {SAj }
N−1
j=0 generates the Cuntz algebra
ON if and only if A is unitary.
We next describe an analogous collection of operators on the space of square summable bi-infinte
sequences `2(Z) which are closely related to the operators {SAj } on L2[0, 1]. We then take advantage
of the appealing feature that describing signals in subspaces of `2(Z) is much more manageable for
discrete data. This set-up naturally gives rise to applications in signal processing, and we show an
example of an image signal decomposed in a manner similar to discrete wavelet transform. We note
that the general Walsh system is not an orthonormal basis; however, the first half of the Cuntz
relations allows for the decomposition and subsequent reconstruction of a signal.
For A ∈ CN×M , we define the collection of operators {S̃Aj }
N−1
j=0 on `
2(Z) by
(S̃Aj v)(n) =
∑
k∈Z
hAj (n−Mk)v(k)
where hAj ∈ `2(Z) is given by
hAj (k) =

Aj,k if k ∈ {0, 1, ...,M − 1}
0 else
.
Proposition 3.5.3. The operator S̃Aj is bounded in the operator topology with ‖S̃Aj ‖2 = ‖Aj,·‖2,
where Aj,· denotes row j in matrix A, and adjoint given by
[(S̃Aj )
∗v](n) =
∑
k∈Z
hAj (k −Mn)v(k).
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Proof. The computation of the bound is a direct calculation,
∑
n∈Z
|(S̃Aj v)(n)|2 =
∑
k∈Z
M(k+1)−1∑
n=Mk
|(S̃Aj v)(n)|2
=
∑
k∈Z
M(k+1)−1∑
n=Mk
|Aj,n−Mk|2|v(k)|2
=
∑
k∈Z
|v(k)|2‖Aj,·‖22
= ‖Aj,·‖22 ‖v‖22.
Let u, v ∈ `2(Z). We evaluate the appropriate inner product to find the adjoint.
〈S̃Aj v, u〉 =
∑
n∈Z
(S̃Aj v)(n)u(n)
=
∑
n∈Z
∑
k∈Z
hAj (n−Mk)v(k)u(n)
=
∑
k∈Z
v(k)
∑
n∈Z
hAj (n−Mk)u(n),
where the interchange of the two sums in the third equality is valid since the summand is absolutely
summable by the Cauchy-Schwarz inequality.
The next result makes clear the relationship between the operators SAj and S̃
A
j , as illustrated
in Figure 3.9. More precisely, using exponential-type filter functions, the diagram commutes – that
is S̃Aj ◦ θ = θ ◦ SAj where θ : L2[0, 1]→ `2(Z) is the canonical isometric isomorphism given by
(θf)(n) = 〈f(x), e2πinx〉. (3.5.1)
It is important to recall that θ is unitary and that its adjoint is given by
(θ∗v)(x) =
∑
k∈Z
v(k)e2πikx.
Then, to convert between the operators on L2[0, 1] and the operators on `2(Z), we have the conju-
gation transformations: SAj = θ
∗ ◦ S̃Aj ◦ θ and S̃Aj = θ ◦ SAj ◦ θ∗.
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L2[0, 1] L2[0, 1]
`2(Z) `2(Z)
θ
SAj
θ
S̃Aj
Figure 3.9: Intertwining of operators SAj and S̃
A
j
Theorem 3.5.2. Let A ∈ CN×M . For each j ∈ {0, 1, ..., N − 1}, the diagram in Figure 3.9
commutes, assuming that the filter functions are of exponential-type.
Proof. By continuity of the operators, it suffices to check (S̃Aj θ)(e
2πinx) = (θSAj )(e
2πinx) for all
n ∈ Z. We first evaluate the left side at the index m ∈ Z.
(S̃Aj θ)(e
2πinx)(m) = hAj (m−Mn)
=

Aj,m−Mn if m−Mn ∈ {0, 1, ...,M − 1}
0 else
.
We next evaluate the right side at the same index m ∈ Z.
(θSAj )(e
2πinx)(m) = 〈SAj e2πinx, e2πimx〉
=
〈
M−1∑
k=0
Aj,ke
2πikxe2πinr(x), e2πimx
〉
=
M−1∑
k=0
Aj,k〈e2πi(k+Mn)x, e2πimx〉
=

Aj,m−Mn if m−Mn ∈ {0, 1, ...,M − 1}
0 else
.
This concludes the proof.
We now proceed toward completing the proof of Theorem 3.5.1 for the operators {SAj } on L2[0, 1]
generated by the exponential-type filter functions. This is done by working with the associated
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operators {S̃Aj } in the intertwining of Theorem 3.5.2 through the matrix representation of the
operators:
(S̃Aj )
∗S̃Bk for j, k ∈ {0, 1, ..., N − 1}, (3.5.2)
N−1∑
k=0
S̃Bk (S̃
A
k )
∗. (3.5.3)
Recall that we denote the canonical orthonormal basis of `2(Z) by the collection {en}n∈Z where
en(m) = δm,n. Further recall that the matrix representation of an operator T on `
2(Z) is the
bi-infinite matrix whose (n,m)-entry is T (em)(n). For convenience, we denote the matrix represen-
tation of the identity operator on `2(Z) by I∞. We now derive the matrix representations of the
operators (3.5.2) and (3.5.3).
Proposition 3.5.4. Let A,B ∈ CN×M . The matrix representations of (3.5.2) and (3.5.3) are the
block diagonal matrices (BA∗)k,jI∞ and I∞ ⊗ (A∗B)T , respectively.
Proof. We first calculate the (n,m)-entry of the operator in Equation (3.5.2).
[(S̃Aj )
∗S̃Bk em](n) =
∑
s∈Z
hAj (s−Mn)
∑
t∈Z
hBk (s−Mt)em(t)
=
∑
s∈Z
hAj (s−Mn)h
B
k (s−Mm)
=

M(n+1)−1∑
s=Mn
Aj,s−MnBk,s−Mn if m = n
0 else
= δn,m(BA
∗)k,j .
We next calculate the (n,m)-entry of the operator in Equation (3.5.3). Suppose n = sn +Mtn and
m = sm +Mtm for sn, sm, tn, tm ∈ Z.
N−1∑
k=0
[S̃Bk (S̃
A
k )
∗em](n) =
N−1∑
k=0
∑
j∈Z
hBk (n−Mj)[(S̃Ak )∗em](j)
=
N−1∑
k=0
∑
j∈Z
hBk (n−Mj)
∑
`∈Z
hAk (`−Mj)em(`),
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N−1∑
k=0
[S̃Bk (S̃
A
k )
∗em](n) =
N−1∑
k=0
∑
j∈Z
hBk (n−Mj)hAk (m−Mj)
=

N−1∑
k=0
Bk,snAk,sm if tm = tn
0 else
=

(A∗B)Tsn,sm if tm = tn
0 else
.
This concludes the proof.
The following corollary is an immediate consequence of Theorem 3.5.2 and Proposition 3.5.4.
Corollary 3.5.2. Let A,B ∈ CN×M . Then (SAj )∗SBk = (BA∗)k,jI.
It is important to realize the action of the matrix representation I∞ ⊗ (A∗B)T on v ∈ `2(Z),
which we now make explicit. Letting v = (vMn, vMn+1, ..., vM(n+1)−1) ∈ CM , we observe that
(I∞ ⊗ (A∗B)T )v = ⊕n∈Z(A∗B)T vn. Then, by consider I∞ ⊗ (A∗B)T as acting on orthogonal
subspaces, we have the following result.
Lemma 3.5.1. Let C ∈ CM×M . Then ‖I∞ ⊗ C‖`2(Z) = ‖C‖`2(CM ).
We can now estimate the discrepancy between the operator in Equation (3.5.3) and the identity.
Proposition 3.5.5. Let A,B ∈ CN×M . Then∥∥∥∥∥I −
N−1∑
k=0
S̃Bk (S̃
A
k )
∗
∥∥∥∥∥
`2(Z)
= ‖IM −A∗B‖`2(CM ).
Proof. From Proposition 3.5.4 and Lemma 3.5.1, we have∥∥∥∥∥I −
N−1∑
k=0
S̃Bk (S̃
A
k )
∗
∥∥∥∥∥
`2(Z)
= ‖I∞ − I∞ ⊗ (A∗B)T ‖`2(Z)
= ‖I∞ ⊗ (IM − (A∗B)T )‖`2(Z),
72
∥∥∥∥∥I −
N−1∑
k=0
S̃Bk (S̃
A
k )
∗
∥∥∥∥∥
`2(Z)
= ‖IM − (A∗B)T ‖`2(C)
= ‖IM −A∗B‖`2(CM ),
as desired.
This estimation then extends to the analogous operators on L2[0, 1].
Corollary 3.5.3. Let A,B ∈ CN×M . Then∥∥∥∥∥I −
N−1∑
k=0
SBk (S
A
k )
∗
∥∥∥∥∥
L2[0,1]
= ‖IM −A∗B‖`2(CM ).
Proof. To condense the notation for readability, let Ψ and ψ be the operators on L2[0, 1] and `2(Z),
respectively,
Ψ = I −
N−1∑
k=0
SBk (S
A
k )
∗ and ψ = I −
N−1∑
k=0
S̃Bk (S̃
A
k )
∗.
We recall from Theorem 3.5.2 that Ψ = θ∗ ◦ψ ◦ θ. Since θ is unitary, the conclusion readily follows
from Proposition 3.5.5.
‖Ψ‖L2[0,1] = sup
‖f‖L2[0,1]=1
‖Ψf‖L2[0,1]
= sup
‖θf‖`2(Z)=1
‖ψ(θf)‖`2(Z)
= ‖ψ‖`2(Z)
= ‖IM −A∗B‖`2(CM ).
Corollary 3.5.2 and Corollary 3.5.3, together, complete the proof of Theorem 3.5.1 for the
operators defined by exponential-type filters.
73
We end with the development of an application of the operators {S̃Aj }
N−1
j=0 to discrete data. For
each positive integer q, we denote by H̃q the subspace of `
2(Z) given by
H̃q = span{ek : k = 0, 1, ...,M q − 1}.
The matrix representation of the linear operator S̃Aj |H̃q is the M
q+1 ×M q matrix
IMq ⊗

Aj,0
Aj,1
...
Aj,M−1

=

Aj,0 0 . . . 0
Aj,1 0 . . . 0
...
...
. . .
...
Aj,M−1 0 . . . 0
...
...
. . .
...
0 0 . . . Aj,0
0 0 . . . Aj,1
...
...
. . .
...
0 0 . . . Aj,M−1

.
Since the range of S̃Aj |H̃q is embedded in H̃q+1, we may view its matrix representation as inflating the
dimension of data by a factor ofM . The matrix representation of the corresponding adjoint operator
(S̃Aj |H̃q)
∗ = (S̃Aj )
∗|
H̃q+1
is then the adjoint of the matrix representation of S̃Aj |H̃q , seen above. Here,
since the the range of (S̃Aj )
∗|
H̃q+1
is embedded in H̃q, we may view its matrix representation as
deflating the dimension of the data by a factor of M .
The application proceeds in three steps: analysis, threshold, and synthesis. Consider a digital
image C as an M q+1 ×M q+1 matrix – any image may be padded to an appropriate size. In the
analysis algorithm, we compress the original image by a factor of M in both the row and column
spaces by applying the matrix (S̃Am|Hq)∗ to the row space and the matrix S̃An |Hq to the column
space. Each pair (m,n) represents a channel in Figure 1.6, and we collect these channels in the
block matrix D.
If the operators {S̃Aj }
N−1
j=1 do not satisfy the orthonormal Cuntz conditions, then we should
expect that each channel (m,n) contains a non-negligible amount of information necessary to
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Algorithm 1: Analysis
Input: A digital image C whose size is M q+1 ×M q+1 pixels and a matrix A ∈ RN×M
Output: A filtered digital image encoded in D ∈ CNMq×NMq
1 Initialize matrix D
2 for m = 1:N do
3 for n = 1:N do
4 D((m− 1)M q + 1 : mM q, (n− 1)M q + 1 : nM q) = (S̃Am|H̃q)
∗C(S̃An )|H̃q
5 end
6 end
exactly recover the original image. In particular, if the first row of A is a scalar multiple of the all
ones vector, then the channel (1, 1) contains a downsized replica of the original image while storing
significant features in the remaining channels. We can then dramatically compress the original
image by applying a threshold to matrix D.
In the synthesis algorithm, we apply the appropriate operators to each channel and sum. Propo-
sition 3.5.5 guarantees a perfect recovery when the operators associated to A in the analysis step
and the operators associated to B in the synthesis step satisfy A∗B = IM .
Algorithm 2: Threshold
Input: A matrix D ∈ RNMq×NMq and a threshold value T ≥ 0
Output: A thresholded matrix E ∈ RNMq×NMq
1 Count = 0
2 for m = 1 : NM q do
3 for n = 1 : NM q do
4 if |D(m,n)| <= T then
5 D(m,n) = 0
6 Count = Count + 1
7 end
8 end
9 end
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Algorithm 3: Synthesis
Input: A matrix E ∈ RNMq×NMq and a matrix B ∈ RN×M
Output: A recovered digital image encoded in F ∈ RMq×Mq
1 Initialize matrix F
2 for m = 1:N do
3 for n = 1:N do
4 F = F + (S̃Bm|H̃q)E((m− 1)M
q + 1 : mM q, (n− 1)M q + 1 : nM q)(S̃Bn |H̃q)
∗
5 end
6 end
In Figures 3.10, 3.11, and 3.12 we apply the algorithms described to an image using the matrices:
A =

1 1
1 −1
−1 1
 and B = 14

2 2
2 −1
0 1
 .
Observe that A∗B = I2 and, of course, BA
∗ 6= I3.
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Figure 3.10: Original image (Arlington Memorial Amphitheater), greyscale, 2048× 2048 pixels
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Figure 3.11: Filtered image using threshold T = 5 having Count = 6,995,927
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Figure 3.12: Synthesized image from the filtered image using threshold T = 310 having Count =
8,522,655 where the channels (m,n) for m 6= 1 or n 6= 1 are completely zeroed out
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CHAPTER 4. THE DUAL KACZMARZ ALGORITHM
A manuscript accepted by Acta Applicandae Mathematicae, Volume 165: Pages 133 – 148
Anna Aboud, Emelie Curl, Steven N. Harding, Mary Vaughan, and Eric S. Weber
4.1 Abstract
The Kaczmarz algorithm is an iterative method for solving a system of linear equations. It
can be extended so as to reconstruct a vector x in a (separable) Hilbert space from the inner
produces {〈x, φn〉}∞n=0. The Kaczmarz algorithm defines a sequence of approximations from the
sequence {〈x, φn〉}∞n=0; these approximations only converge to x when {φn}∞n=0 is effective. We
dualize the Kaczmarz algorithm so that x can be obtained from {〈x, φn〉}∞n=0 by using a second
sequence {ψn}∞n=0 in the reconstruction. This allows for the recovery of x even when the sequence
{φn}∞n=0 is not effective; in particular, our dualization yields a reconstruction when the sequence
{φn}∞n=0 is almost effective. We also obtain some partial results characterizing when the sequence
of approximations from {〈x, φn〉}∞n=0 using {ψn}∞n=0 converges to x, in which case {(φn, ψn)}∞n=0 is
called an effective pair.
4.2 The Dual Kaczmarz Algorithm
While effective sequences are useful in vector recovery, they need not retain their efficacy when
subject to perturbation. In particular, a Riesz basis which is not an orthonormal basis cannot be
effective, [2]. The counterexample then follows directly from a classic result of [5], namely that a
sufficiently small perturbation of an orthonormal basis, which is necessarily effective, may produce
a Riesz basis which is not an orthonormal basis – and hence no longer effective. With the intention
of obtaining a better tolerance to perturbation, we introduce a variation on the Kaczmarz algorithm
where two sequences work together to achieve reconstruction, in analogy to dual frames.
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Let {φn}∞n=0 and {ψn}∞n=0 be two linearly dense sequences in H such that 〈φn, ψn〉 = 1 for all
n. Given x ∈ H, we define the dual Kaczmarz algorithm applied to x by
x0 = 〈x, φ0〉ψ0,
xn+1 = xn + 〈x− xn, φn+1〉ψn+1, n ≥ 0.
(4.2.1)
If ‖x − xn‖ → 0 for all x ∈ H, then we say that {φn}∞n=0 and {ψn}∞n=0 form an effective pair. As
will be demonstrated in Example 4.2.1, efficacy need not be preserved when the sequences {φn}∞n=0
and {ψn}∞n=0 are interchanged in the algorithm. Hence, we will call the first sequence {φn}∞n=0
the analysis sequence and the second sequence {ψn}∞n=0 the synthesis sequence, representing the
ordering by {(φn, ψn)}∞n=0. If both {(φn, ψn)}∞n=0 and {(ψn, φn)}∞n=0 are effective pairs, we say that
the sequences form a symmetric effective pair. We note that this is distinct from the dual frame
condition which is always symmetric.
Example 4.2.1. Let {φn}∞n=0 and {ψn}∞n=0 be periodic sequences in R2 where
φ0 =
 1
−1
 , φ1 =
1
1
 , φ2 =
 0.5
−0.5
 , ψ0 =
1
0
 , ψ1 =
1
0
 , ψ2 =
 1.5
−0.5
 ,
φn = φn(mod 3) and ψn = ψn(mod 3). By considering the error sequence {εn := x− xn}
∞
n=0 associ-
ated to the dual Kaczmarz algorithm, it is fairly straightforward to show that the pair {(φn, ψn)}∞n=0
is effective and that the pair {(ψn, φn)}∞n=0 is not effective.
Similar to an analogous definition in [4], we recursively define the auxiliary sequence {gn}∞n=0
for a pair {(φn, ψn)}∞n=0 as follows:
g0 = φ0,
gn+1 = φn+1 −
n∑
k=0
〈φn+1, ψk〉gk for n ≥ 0.
(4.2.2)
It is an inductive argument to show
xn =
n∑
k=0
〈x, gk〉ψk for n ≥ 0. (4.2.3)
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Proof. Equation 4.2.3 is clearly true for n = 0. The general case follows by induction, so assume
that Equation 4.2.3 is valid for some nonnegative integer n. Then we find
n+1∑
k=0
〈x, gk〉ψk = xn + 〈x, gn+1〉ψn+1
= xn +
〈
x, φn+1 −
n∑
k=0
〈φn+1, ψk〉gk
〉
ψn+1
= xn +
(
〈x, φn+1〉 −
n∑
k=0
〈ψk, φn+1〉〈x, gk〉
)
ψn+1
= xn + (〈x, φn+1〉 − 〈xn, φn+1〉)ψn+1
= xn+1,
completing the argument by induction.
Consequently, if {(φn, ψn)}∞n=0 is an effective pair, then we have the reconstruction
x =
∞∑
k=0
〈x, gk〉ψk. (4.2.4)
We likewise form an auxiliary sequence {g̃n}∞n=0 for {(ψn, φn)}∞n=0 by
g̃0 = ψ0
g̃n+1 = ψn+1 −
n∑
k=0
〈ψn+1, φk〉g̃k for n ≥ 0.
(4.2.5)
Our notation gn, g̃n suggests duality in the context of frames. Although this is sometimes the
case, there are examples where {(φn, ψn)}∞n=0 is an effective pair and one or both of {gn}∞n=0 and
{g̃n}∞n=0 fail to be frames.
Example 4.2.2. Consider a Schauder basis {φn}∞n=0 that is not a Riesz basis, and let {ψn}∞n=0 be
its unique biorthogonal dual basis. We then have the reconstruction property
x =
∞∑
n=0
〈x, φn〉ψn =
∞∑
n=0
〈x, ψn〉φn.
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Since {ψn}∞n=0 is the auxiliary sequence for {(φn, ψn)}∞n=0 and {φn}∞n=0 is the auxiliary sequence for
{(ψn, φn)}∞n=0, it follows that {(φn, ψn)}∞n=0 is a symmetric effective pair. Moreover, the auxiliary
sequences are not frames by Remark 1.2.1.
As an effective sequence forms an effective pair with itself, it is natural to ask whether the two
sequences in an effective pair are independently effective. This is answered in the negative.
Example 4.2.3. Consider a Riesz basis {φn}∞n=0 that is not orthonormal, and let {ψn}∞n=0 be its
unique biorthogonal dual basis. Then {(φn, ψn)}∞n=0 is a symmetric effective pair; however, the
sequence {φn}∞n=0 is not effective by Remark 1.3.1.
There are many more effective pairs than there are effective sequences. Indeed, we show that
any effective sequence and invertible operator can generate an effective pair.
Theorem 4.2.1. Let T ∈ B(H) be an invertible operator. Then {(φn, ψn)}∞n=0 is an effective pair
if and only if {(Tφn, (T−1)∗ψn)}∞n=0 is an effective pair.
Proof. Suppose that {(φn, ψn)}∞n=0 is an effective pair. Let x ∈ H, and obtain the sequence of
approximations {yn}∞n=0 using Equation (4.2.1) applied to T ∗x. Since {(φn, ψn)}∞n=0 is an effective
pair, we know ‖T ∗x − yn‖ → 0 as n → ∞. Next, we obtain the sequence {xn}∞n=0 via the dual
Kaczmarz algorithm applied to x using {(Tφn, (T−1)∗ψn)}∞n=0, i.e.,
x0 = 〈x, Tφ0〉(T−1)∗ψ0,
xn+1 = xn + 〈x− xn, Tφn+1〉(T−1)∗ψn+1 for n ≥ 0.
We note that
x0 = 〈x, Tφ0〉(T−1)∗ψ0 = (T−1)∗(〈T ∗x, φ0〉ψ0) = (T−1)∗y0.
Assume inductively that xn = (T
−1)∗yn for some nonnegative integer n. Then
xn+1 = xn + 〈T ∗x− T ∗xn, φn+1〉(T−1)∗ψn+1
= (T−1)∗yn + 〈T ∗x− yn, φn+1〉(T−1)∗ψn+1
= (T−1)∗yn+1.
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Therefore xn = (T
−1)∗yn for all n. Since T
−1 is bounded, we have
‖x− xn‖ = ‖(T−1)∗(T ∗x− yn)‖ ≤ ‖(T−1)∗‖ ‖T ∗x− yn‖ → 0,
so that {(Tφn, (T−1)∗ψn)}∞n=0 is an effective pair. Conversely, suppose that {(Tφn, (T−1)∗ψn)}∞n=0
is an effective pair. Let S = T−1. From the above argument, it follows that
{(STφn, (S−1)∗(T−1)∗ψn)}∞n=0 = {(φn, ψn)}∞n=0
is an effective pair.
Corollary 4.2.1. Let T ∈ B(H) be an invertible operator. A linearly dense sequence {en}∞n=0 of
unit vectors is effective if and only if {(Ten, (T−1)∗en)}∞n=0 is a symmetric effective pair.
Proof. It is clear that {en}∞n=0 is effective if and only if {(en, en)}∞n=0 is an effective pair. Applying
Theorem 4.2.1 with T and (T−1)∗, we conclude that {(Ten, (T−1)∗en)}∞n=0 and {((T−1)∗en, T en)}∞n=0
are both effective pairs if and only if {(en, en)}∞n=0 is an effective pair.
It would be very advantageous to achieve a characterization of all effective pairs. Most of our
results in this direction, however, depend upon the existence of a certain operator T satisfying
ψn = Tφn. With this in mind, we next present a string of lemmas that are tied to this condition,
each imposing increasingly stringent hypotheses on T . It is assumed in every lemma that {φn}∞n=0
and {ψn}∞n=0 are linearly dense in H and that {gn}∞n=0 and {g̃n}∞n=0 are constructed according to
Equations (4.2.2) and (4.2.5), respectively. In these lemmas, as well as in the rest of the paper, we
will reference T
1
2 as the positive square root of T , when defined.
Lemma 4.2.1. Let T ∈ B(H). If Tgn = g̃n for all n and
〈φn, ψk〉 = 〈ψn, φk〉 (4.2.6)
for all n and k, then Tφn = ψn for all n.
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Proof. We first note
Tφ0 = Tg0 = g̃0 = ψ0.
For n ≥ 0, observe that
ψn+1 −
n∑
k=0
〈ψn+1, φk〉g̃k = g̃n+1 = Tgn+1 = Tφn+1 −
n∑
k=0
〈φn+1, ψk〉Tgk = Tφn+1 −
n∑
k=0
〈ψn+1, φk〉g̃k,
so Tφn+1 = ψn+1, as desired.
Lemma 4.2.2. Let T ∈ B(H) be a positive operator such that Tφn = ψn for all n. If we define
the sequence {en}∞n=0 by
en = T
1
2φn, (4.2.7)
then hn = T
1
2 gn for all n, where {hn}∞n=0 is the auxiliary sequence to {en}∞n=0 as in Equation
(1.3.3).
Proof. First observe for all m,n
〈em, en〉 = 〈T
1
2φm, T
1
2φn〉 = 〈φm, Tφn〉 = 〈φm, ψn〉. (4.2.8)
Note that
h0 = e0 = T
1
2φ0 = T
1
2 g0.
Assume inductively that hk = T
1
2 gk where 0 ≤ k ≤ n for some nonnegative integer n. It follows
that
hn+1 = en+1 −
n∑
k=0
〈φn+1, ψk〉hk = T
1
2
(
φn+1 −
n∑
k=0
〈φn+1, ψk〉gk
)
= T
1
2 gn+1,
which concludes the induction.
Note that in Lemma 4.2.2 and hereafter the sequence en = T
1
2φn is not necessarily a sequence
of unit vectors.
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Lemma 4.2.3. Let T ∈ B(H) be a positive and invertible operator. If Tφn = ψn for all n, then
Tgn = g̃n for all n.
Proof. We first note
Tg0 = Tφ0 = ψ0 = g̃0.
Assume inductively that Tgk = g̃k where 0 ≤ k ≤ n for some nonnegative integer n. It follows that
Tgn+1 = Tφn+1 −
n∑
k=0
〈Tφn+1, T−1ψk〉Tgk = ψn+1 −
n∑
k=0
〈ψn+1, φk〉g̃k = g̃n+1
which concludes the induction.
4.3 Towards a Characterization of Symmetric Effective Pairs
After the model of [3], we seek necessary and sufficient conditions for a pair of sequences to be
an effective pair. As previously mentioned, most of our results in this area depend on a bounded
positive invertible operator relating {φn}∞n=0 and {ψn}∞n=0. In finite dimensions, we attain such
an operator by exploiting the analysis and synthesis operators associated with the given sequences
{φn}∞n=0 and {ψn}∞n=0, as seen in Equations (1.2.1) and (1.2.2). In infinite dimensions, however, the
situation becomes more subtle as we are forced to impose various conditions to ensure the existence
of such an operator.
Corresponding to the pair {(φn, ψn)}∞n=0 with 〈φn, ψn〉 = 1 for all n, we define the lower-
triangular mixed Gram matrix
I +N =

1 0 0 · · ·
〈φ1, ψ0〉 1 0 · · ·
〈φ2, ψ0〉 〈φ2, ψ1〉 1 · · ·
〈φ3, ψ0〉 〈φ3, ψ1〉 〈φ3, ψ2〉 · · ·
...
...
...
. . .

(4.3.1)
and denote the algebraic inverse of I +N by I + V . To be sure, this is equivalent to
(I + V )(I +N) = (I +N)(I + V ) = I. (4.3.2)
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Proposition 4.3.1. Let {φn}∞n=0 and {ψn}∞n=0 be linearly dense sequences in H satisfying 〈φn, ψn〉 =
1 for all n. Suppose that there exists a positive invertible operator T ∈ B(H) such that ψn = Tφn
for all n and that V is a partial isometry. Then {(φn, ψn)}∞n=0 is a symmetric effective pair.
Proof. Define {en}∞n=0 by Equation (4.2.7) so that φn = T−
1
2 en and ψn = T
1
2 en. From Equation
(4.2.8), we infer that the {en}∞n=0 are unit vectors and that M = N , where M and N are as in
Equations (1.3.4) and (4.3.1), respectively. Consequently, U = V , so{en}∞n=0 is effective by [3,
Theorem 1]. Then, from Corollary 4.2.1, we conclude that {(φn, ψn)}∞n=0 is a symmetric effective
pair.
In the remark that follows, we digress momentarily to observe that there exist nontrivial exam-
ples of sequences satisfying the somewhat stringent hypotheses of Proposition 4.3.1.
Remark 4.3.1. Let {en}∞n=0 be an effective sequence of unit vectors in H, and let S ∈ B(H) be
invertible. Then define the sequences {φn}∞n=0 and {ψn}∞n=0 by φn = Sen and ψn = (S−1)∗en. This
sequence pair satisfies the hypotheses of Proposition 4.3.1, where V is a partial isometry by [3,
Theorem 1]. Hence there is an abundant number of examples. Moreover, as expressed, this is the
only way to construct such sequences, with S = T
1
2 in Proposition 4.3.1.
Proposition 4.3.2. Suppose that {φn}∞n=0 and {ψn}∞n=0 are linearly dense sequences in H whose
respective auxiliary sequences are {gn}∞n=0 and {g̃n}∞n=0, as in Equations (4.2.2) and (4.2.5). Sup-
pose that 〈φn, ψn〉 = 1 for all n, that 〈φn, ψk〉 = 〈ψn, φk〉 for all n and k, and that {gn}∞n=0 and
{g̃n}∞n=0 are canonical dual frames. Then {(φn, ψn)}∞n=0 is a symmetric effective pair.
Proof. Since {gn}∞n=0 and {g̃n}∞n=0 are canonical dual frames, we can write g̃n = Tgn where T−1 is
the frame operator for {gn}∞n=0. By Lemma 4.2.1, we know that Tφn = ψn for all n. Again define
{en}∞n=0 and {hn}∞n=0 by Equation (4.2.7) and Equation (1.3.3), respectively. By Lemma 4.2.2, we
know that hn = T
1
2 gn = T
− 1
2 g̃n for all n.
Since {gn}∞n=0 and {g̃n}∞n=0 are dual frames, we know that {T
1
2 gn}∞n=0 and {T−
1
2 g̃n}∞n=0 are also
dual frames. For x ∈ H, observe that
x =
∞∑
n=0
〈x, T−
1
2 g̃n〉T
1
2 gn =
∞∑
n=0
〈x, hn〉hn
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from which it follows that
‖x‖2 = 〈x, x〉 =
∞∑
n=0
〈x, hn〉〈hn, x〉 =
∞∑
n=0
|〈x, hn〉|2.
Therefore, {hn}∞n=0 is a Parseval frame, so {en}∞n=0 is effective by a result of [4]. Noting that
φn = T
− 1
2 en and ψn = T
1
2 en, we conclude that {(φn, ψn)}∞n=0 is a symmetric effective pair by
Corollary 4.2.1.
Theorem 4.3.1. Suppose that {φn}∞n=0 and {ψn}∞n=0 are linearly dense sequences in H whose
respective auxiliary sequences are {gn} and {g̃n}, as in Equations (4.2.2) and (4.2.5). Assume
〈φn, ψn〉 = 1 for all n, and suppose that there exists a positive invertible operator T ∈ B(H) such
that Tφn = ψn for all n. The following are then equivalent:
(i) V is a partial isometry, where V is given by Equation (4.3.2).
(ii) {gn}∞n=0 and {g̃n}∞n=0 are canonical dual frames.
(iii) {(φn, ψn)}∞n=0 is a symmetric effective pair.
Moreover, if any one of these conditions hold, then T−1 is the frame operator for {gn}∞n=0.
Proof. We will show
(i)⇒ (iii)⇒ (ii)⇒ (i).
Suppose (i) holds. It is immediate from Proposition 4.3.1 that {(φn, ψn)}∞n=0 is a symmetric
effective pair.
Suppose (iii) holds. Define the sequences {en}∞n=0 and {hn}∞n=0 by Equation (4.2.7) and Equa-
tion (1.3.3), respectively. From Equation (4.2.8), we infer that the {en}∞n=0 are unit vectors. As
en = T
1
2φn and en = T
− 1
2ψn, we have that {en}∞n=0 is an effective sequence by Corollary 4.2.1,
implying that {hn}∞n=0 is a Parsevel frame by [4]. By Lemma 4.2.2 and Lemma 4.2.3, we know that
hn = T
1
2 gn and g̃n = Tgn. As gn = T
− 1
2hn, g̃n = T
1
2hn, and {hn}∞n=0 is a Parseval frame, we have
that {gn}∞n=0 and {g̃n}∞n=0 are dual frames. It is well-known that the canonical dual frame is the
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unique dual frame that is related by an invertible operator to a given frame, [1]. Since g̃n = Tgn,
we conclude that {gn}∞n=0 and {g̃n}∞n=0 must be canonical dual frames, with frame operator T−1.
Suppose (ii) holds. Since T is self-adjoint, it is straightforward to verify Equation (4.2.6), so
by Proposition 4.3.2, we infer that {(φn, ψn)}∞n=0 is a symmetric effective pair. Defining {en}∞n=0
by Equation (4.2.7) and applying Corollary 4.2.1, we see that {en}∞n=0 is an effective sequence.
Appealing to [3, Theorem 1], we conclude that the associated matrix U , as defined by Equation
(1.3.4), is a partial isometry. By Equation (4.2.8), U = V , and we have the desired result.
For the remainder of this section, we consider finite-dimensional Hilbert spaces, where our char-
acterization effort is aided by the existence of a positive invertible operator T ∈ B(H) relating the
sequences {φn}∞n=0 and {ψn}∞n=0. We present necessary and sufficient conditions for the existence
of such an operator and then use those results to present a partial characterization of effective pairs
in the finite-dimensional setting.
Lemma 4.3.1. Suppose {φn}∞n=0 and {ψn}∞n=0 are spanning sequences in a finite-dimensional
Hilbert space HN whose dimension is N . Then there exists a positive invertible operator T ∈ B(HN )
such that Tφn = ψn for all n if and only if the Gram matrix ΘψΘ
∗
φ is positive.
Proof. Suppose that there exists a positive invertible operator T ∈ B(HN ) such that Tφn = ψn for
all n. First, we show that ΘψΘ
∗
φ is self-adjoint. Let {δn}∞n=0 be the canonical orthonormal basis in
`2(N0), and observe
(ΘφΘ
∗
ψ)δn = {〈ψn, φk〉}∞k=0 = {〈Tφn, φk〉}∞k=0 = {〈φn, Tφk〉}∞k=0 = {〈φn, ψk〉}∞k=0 = (ΘψΘ∗φ)δn.
From this it immediately follows that (ΘψΘ
∗
φ)
∗ = ΘφΘ
∗
ψ = ΘψΘ
∗
φ.
Next, we show that ΘφΘ
∗
ψ is positive. Observe for any finitely-supported sequence {cn}∞n=0〈
(ΘφΘ
∗
ψ)
∞∑
j=0
cjδj ,
∞∑
k=0
ckδk
〉
=
∞∑
j=0
∞∑
k=0
cjck〈(ΘφΘ∗ψ)δj , δk〉
=
∞∑
j=0
∞∑
k=0
cjck〈ψj , φk〉,
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〈
(ΘφΘ
∗
ψ)
∞∑
j=0
cjδj ,
∞∑
k=0
ckδk
〉
=
〈 ∞∑
j=0
cjψj ,
∞∑
k=0
ckφk
〉
=
〈
T
∞∑
j=0
cjφj ,
∞∑
k=0
ckφk
〉
≥ 0.
Therefore ΘφΘ
∗
ψ, and thus ΘψΘ
∗
φ, is positive.
Conversely, suppose that ΘψΘ
∗
φ is positive. Since the dimension of HN is finite, there is some
M ∈ N such that {φn}M−1n=0 and {ψn}
M−1
n=0 both span HN . It follows that {φn}
M−1
n=0 and {ψn}
M−1
n=0
are frames for HN , which ensures that the following operators are well-defined:
θφ : x ∈ HN 7→ {〈x, φn〉}M−1n=0 ∈ `
2(ZM ),
θ∗φ : {cn}M−1n=0 ∈ `
2(ZM ) 7→
M−1∑
n=0
cnφn ∈ HN ,
θψ : x ∈ HN 7→ {〈x, ψn〉}M−1n=0 ,
θ∗ψ : {cn}M−1n=0 ∈ `
2(ZM ) 7→
M−1∑
n=0
cnψn ∈ HN .
Moreover, θ∗φ and θ
∗
ψ are surjective. We know that θψθ
∗
φ is positive, as it is a leading principal
submatrix of ΘψΘ
∗
φ. We note, as before, that θψθ
∗
φ = θφθ
∗
ψ and thus R(θφ) = R(θψ), and we let
B := R(θφ) = R(θψ). Then θ
∗
φ and θ
∗
ψ are invertible when restricted to B since B = N(θ
∗
φ)
⊥ and
B = N(θ∗ψ)
⊥.
Let T : HN → HN be given by T = θ∗ψ
∣∣
B
(θ∗φ
∣∣
B
)−1, and let P be the orthogonal projection of
`2(ZM ) onto the closed subspace B. Then the operator θ̂φ := Pθφ from HN onto B is invertible,
and we may write T = θ∗ψ
∣∣
B
(θ̂φ ◦ θ∗φ
∣∣
B
)−1θ̂φ.
Let {δn}M−1n=0 be the canonical orthonormal basis in `2(ZM ). Note that δn−Pδn ∈ B⊥ = N(θ∗φ).
Thus
φn = θ
∗
φδn = θ
∗
φPδn + θ
∗
φ(δn − Pδn) = θ∗φ
∣∣
B
Pδn
and similarly ψn = θ
∗
ψ
∣∣
B
Pδn. We then have
Tφn = Tθ
∗
φ
∣∣
B
Pδn = θ
∗
ψ
∣∣
B
(θ̂φ ◦ θ∗φ
∣∣
B
)−1(θ̂φ ◦ θ∗φ
∣∣
B
)Pδn = θ
∗
ψ
∣∣
B
Pδn = ψn.
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Note that, for such an operator T̂ constructed on a larger collection M̂ ≥M , T̂ must agree with T
on a spanning set and, hence, T̂ = T .
Lastly, for any x ∈ HN , there is some {cn}M−1n=0 ∈ B such that θ∗φ{cn}
M−1
n=0 = x. Then
〈T ∗x, x〉 =
〈
(T ∗θ∗φ){cn}M−1n=0 , θ
∗
φ{cn}M−1n=0
〉
=
〈
θ∗φ{cn}M−1n=0 , θ
∗
ψ{cn}M−1n=0
〉
=
〈
(θψθ
∗
φ){cn}M−1n=0 , {cn}
M−1
n=0
〉
≥ 0
from which we conclude that T ∗, and thus T , is positive.
Corollary 4.3.1. If {φn}∞n=0 and {ψn}∞n=0 are linearly dense sequences in a finite-dimensional
Hilbert space HN such that 〈φn, ψn〉 = 1 for all n and ΘψΘ∗φ is positive, then the following are
equivalent:
(i) V is a partial isometry.
(ii) {gn}∞n=0 and {g̃n}∞n=0 are canonical dual frames.
(iii) {(φn, ψn)}∞n=0 is a symmetric effective pair.
Proof. This is an immediate consequence of Lemma 4.3.1 and Theorem 4.3.1.
4.4 Almost Effective Sequences and the Augmented Dual Kaczmarz
Algorithm
Although the Kaczmarz algorithm provides many computational advantages, the class of effec-
tive sequences is too rigid to tolerate general perturbation. Earlier in the paper, we addressed this
rigidity issue by introducing effective pairs. [2] also sought to relax the concept of an effective se-
quence. Specifically, they defined a new class of sequences by calling {en}∞n=0 in H almost effective
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if there exists some 0 ≤ B < 1 such that the sequence {xn}∞n=0 in Equation (1.3.2) satisfies
lim
n→∞
‖xn − x‖2 ≤ B‖x‖2 for all x ∈ H. (4.4.1)
Czaja and Tanis proved that a sequence is almost effective with bound 0 ≤ (1−A) if and only if
its corresponding auxiliary sequence defined by Equation (1.3.3) is a frame with bounds 0 < A ≤ 1.
This characterization elicits another concise connection between the Kaczmarz algorithm and frame
theory.
Although almost effective sequences provide more flexibility, they are accompanied by nontrivial
disadvantages. Recall the original impetus for our investigation into effective sequences to recon-
struct a vector given its inner products with some linearly dense sequence of unit vectors. While
an effective sequence yields such a reconstruction directly via the Kaczmarz algorithm, an almost
effective sequence does not necessarily retain this property. By combining the idea of an almost
effective sequence with that of an effective pair, however, we are able to attain approximations
based upon the desired inner products.
Similar to [6], who showed that a certain type of Bessel sequence generates an effective sequence,
we start with a lemma showing that canonical dual frames satisfying the appropriate orthogonality
condition generate a symmetric effective pair. This will be an essential tool for our results involving
almost effective sequences.
Lemma 4.4.1. Suppose that {gn}∞n=0 and {g̃n}∞n=0 are canonical dual frames in a Hilbert space H
such that
g0 ⊥ g̃n for all n.
Then there exists a symmetric effective pair {(φn, ψn)}∞n=0 with auxiliary sequences {gn}∞n=0 and
{g̃n}∞n=0, as in Equations (4.2.2) and (4.2.5).
Proof. As {gn}∞n=0 and {g̃n}∞n=0 are canonical dual frames, we have that S−1gn = g̃n where S is the
frame operator for {gn}∞n=0. Define the sequence {fn}∞n=0 by fn = S−
1
2 gn. Observe that {fn}∞n=0
is a Parseval frame and that f0 ⊥ fn for all n as
〈f0, fn〉 = 〈S−
1
2 g0, S
− 1
2 gn〉 = 〈g0, S−1gn〉 = 〈g0, g̃n〉 = 0.
93
From [6, Theorem 1], we know {fn}∞n=0 is the auxiliary sequence for some effective sequence
{bn}∞n=0 in H. Define the sequences {φn}∞n=0 and {ψn}∞n=0 by φn = S
1
2 bn and ψn = S
− 1
2 bn. By
Theorem 4.2.1, Lemma 4.2.2 and Lemma 4.2.3, it follows that {(φn, ψn)}∞n=0 is a symmetric effective
pair with auxiliary sequences {S
1
2 fn}∞n=0 = {gn}∞n=0 and {g̃n}∞n=0.
Now that we have a method for generating an effective pair corresponding to certain auxiliary
sequences, we use it to produce an effective pair with the same auxiliary sequence {hn}∞n=0 as a
given almost effective sequence {en}∞n=0.
Theorem 4.4.1. Suppose that {en}∞n=0 is an almost effective sequence in a Hilbert space H with
auxiliary sequence {hn}∞n=0. Then there exists a symmetric effective pair {(φn, ψn)}∞n=0 with auxil-
iary sequences {gn}∞n=0 and {g̃n}∞n=0, as in Equations (4.2.2) and (4.2.5), such that
(i) hn = gn for all n,
(ii) {gn}∞n=0 and {g̃n}∞n=0 are canonical dual frames.
Moreover, x ∈ H can be reconstructed from {〈x, hn〉}∞n=0 by
x =
∞∑
n=0
〈x, hn〉ψn.
Proof. As {en}∞n=0 is almost effective, its auxiliary sequence {hn}∞n=0 is a frame with Bessel bound
0 < B ≤ 1 by [2, Theorem 3.1]. Since ‖h0‖2 = ‖e0‖2 = 1, it follows from the Bessel inequality that
〈h0, hn〉 = 0 for n ≥ 1.
Let S be the frame operator of {hn}∞n=0. Consider the canonical dual frames {gn}∞n=0 and
{g̃n}∞n=0 where
gn = hn,
g̃n = S
−1hn.
As h0 ⊥ hn for n ≥ 1, we infer that
Sh0 =
∞∑
n=0
〈h0, hn〉hn = h0.
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For n ≥ 1 we then have
〈g0, g̃n〉 = 〈h0, S−1hn〉 = 〈S−1h0, hn〉 = 〈h0, hn〉 = 0
and
〈g̃0, gn〉 = 〈S−1h0, hn〉 = 〈h0, hn〉 = 0.
By Lemma 4.4.1, there are sequences {φn}∞n=0 and {ψn}∞n=0 in H such that {(φn, ψn)}∞n=0 is a
symmetric effective pair with auxiliary sequences {gn}∞n=0 and {g̃n}∞n=0. Furthermore, as hn = gn,
by the reconstruction in Equation (4.2.4) we know that
x =
∞∑
n=0
〈x, gn〉ψn =
∞∑
n=0
〈x, hn〉ψn for all x ∈ H.
We now have a sequence of approximations to x generated through inner products with the
auxiliary sequence of an almost effective sequence. In the following corollary, we introduce another
variation on the Kaczmarz algorithm which will allow us to achieve reconstruction based on the
inner products with the almost effective sequence itself.
Corollary 4.4.1. Suppose that {en}∞n=0 is an almost effective sequence in a Hilbert space H with
auxiliary sequence {hn}∞n=0. Let {ψn}∞n=0 be as in the conclusion of Theorem 4.4.1. For any x ∈ H,
let {xn}∞n=0 be the sequence generated from {en}∞n=0 as in Equation (1.3.2). Furthermore, define
the sequence {yn}∞n=0 by
y0 = 〈x, e0〉ψ0,
yn+1 = yn + 〈x− xn, en+1〉ψn+1 for n ≥ 0.
(4.4.2)
Then limn→∞ ‖yn − x‖ = 0.
We call the new formulation in (4.4.2) the augmented dual Kaczmarz algorithm. Note that,
as {en}∞n=0 is merely almost effective, we do not make any assumptions about the convergence of
{xn}∞n=0. Indeed, even if limn→∞ xn exists, it need not be equal to x. However, we use the sequence
{xn}∞n=0 as a state variable to gain the sequence of approximations {yn}∞n=0 generated in (4.4.2).
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Proof. From Theorem 4.4.1, we know that
x =
∞∑
k=0
〈x, hk〉ψk for all x ∈ H,
so it suffices to show
yn =
n∑
k=0
〈x, hk〉ψk for all x ∈ H and n ≥ 0. (4.4.3)
Equation (4.4.3) is clearly valid for n = 0 as e0 = h0. Assume inductively that the equality
holds for some nonnegative integer n, and note that
〈x− xn, en+1〉 = 〈x, en+1〉 −
〈
n∑
k=0
〈x, hk〉ek, en+1
〉
=
〈
x, en+1 −
n∑
k=0
〈en+1, ek〉hk
〉
= 〈x, hn+1〉.
We then have
yn+1 = yn + 〈x− xn, en+1〉ψn+1 =
n∑
k=0
〈x, hk〉ψk + 〈x, hn+1〉ψn+1 =
n+1∑
k=0
〈x, hk〉ψk
and thus Equation (4.4.3) holds for any n.
4.5 Acknowledgement
I want to thank the coauthors for their contributions to our group discussions that directed and
supplemented the project. While Section 4.3 was a group effort, the characterization in the finite-
dimensional setting in Section 4.3 and much of Section 4.4 were my independent contributions, and
I take full responsibility for the cumbersome notation.
4.6 Paper Citation
A. Aboud, E. Curl, S. N. Harding, et al. The Dual Kaczmarz Algorithm. Acta Appl Math, 165:133-
148, 2020.
96
4.7 References
[1] P. G. Casazza. The art of frame theory. Taiwanese J. Math., 4(2):129–201, 2000. ISSN 1027-
5487. doi: 10.11650/twjm/1500407227.
[2] W. Czaja and J. H. Tanis. Kaczmarz algorithm and frames. Int. J. Wavelets Multiresolut. Inf.
Process., 11(5):1350036, 13, 2013. ISSN 0219-6913. doi: 10.1142/S0219691313500367.
[3] R. Haller and R. Szwarc. Kaczmarz algorithm in Hilbert space. Studia Math., 169(2):123–132,
2005. ISSN 0039-3223. doi: 10.4064/sm169-2-2.
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CHAPTER 5. ACCELERATING THE DISTRIBUTED KACZMARZ
ALGORITHM BY STRONG OVER-RELAXATION
Modified from a manuscript under review by Linear Algebra and its Applications
Riley Borgard, Steven N. Harding, Haley Duba, Chloe Makdad, Jay Mayfield, Randal Tuggle,
and Eric S. Weber
5.1 Abstract
The distributed Kaczmarz algorithm is an adaptation of the standard Kaczmarz algorithm to
the situation in which data is distributed throughout a network represented by a tree. We isolate
substructures of the network and study convergence of the distributed Kazmarz algorithm for
relatively large relaxation parameters associated to these substructures. If the system is consistent,
then the algorithm converges to the solution of minimal norm; however, if the system is inconsistent,
then the algorithm converges to an approximated least-squares solution that is dependent on the
parameters and the network topology. We show that the relaxation parameters may be larger
than the standard upper-bound in literature in this context and provide numerical experiments to
support our results.
5.2 Introduction
The Kaczmarz algorithm, introduced in [8], is a classic row-action projection method for solving
a system of linear equations A~x = ~b where A is a complex-valued k × d matrix. We denote row
i of the matrix A by ~a∗i so that the corresponding equation in the system is 〈~x,~ai〉 = ~a∗i ~x = bi.
Herein, we provide a self-contained description of the Kaczmarz algorithm for completeness. Given
an initial vector ~x(0), we find the orthogonal projection of ~x(0) onto the hyperplane ~a∗1~x = b1 to
obtain the estimate ~x(1). We repeat this procedure, iterating through the rows of A; once we obtain
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~x(k), we return to the first equation to obtain ~x(k+1) and continue through the matrix as before.
More precisely, for i = n (mod k) + 1, we have
~x(n+1) = ~x(n) + ω
bi − ~a∗i ~x(n)
‖~ai‖2
~ai, (5.2.1)
where ‖·‖ is the Euclidean norm and ω is a relaxation parameter. Stefan Kaczmarz showed in
[8] that if the system is consistent and the solution is unique, then the sequence {~x(n)} converges
to the solution with ω = 1. Later, in [17], Tanabe showed that the sequence {~x(n)} converges to
the solution of minimal norm when the system is consistent for any ω ∈ (0, 2). When the system
is inconsistent, it was shown in [5] (see also [11]) that for every ω ∈ (0, 2), the sequence {~x(n)}
converges, and for ω small, the limit is an approximation of a weighted least-squares solution.
Since each estimate is obtained by projecting the previous estimate onto the appropriate hy-
perplane, the Kaczmarz algorithm is well-suited for an adaptation to a network structure where
each equation in the system corresponds to a node in a tree, an undirected graph excluding cycles.
This was formalized in [7]. Such a system is said to be distributed, as any node is uninformed of
the equation of another node. A distributed system has many benefits in practical applications,
e.g., data that is too large to store on a single server or cannot be explicitly shared for privacy
reasons. Further, for large distributed systems, we can exploit parallelism to speed up the real time
of iterations within the algorithm.
5.2.1 Main Results
Our main focus is to consider an extension of the Kaczmarz algorithm that can solve a system of
linear equations when the equations are distributed across a network. This extension was introduced
in [7], where it was shown that the distributed form of the Kaczmarz algorithm converges for any
relaxation parameter ω ∈ (0, 2). It was also shown that, as is the case with the classical Kaczmarz
algorithm, the convergence rate can be accelerated by choosing ω > 1. Moreover, it was observed
that convergence can occur with ω > 2, which cannot happen in the classical case.
Our main results concern proving convergence for relaxation parameters ω > 2, as well as de-
termining the limit point of that sequence. First, we prove that with large relaxation parameters
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that satisfy a certain admissibility condition (Definition 5.2.2), when the system is consistent, the
distributed Kaczmarz algorithm converges to the solution of minimal norm independent of the relax-
ation parameters (Theorem 5.3.1). Second, we prove that under the same admissibility conditions,
when the system is inconsistent, the distributed Kaczmarz algorithm will yield approximations of
a weighted least-squares solution as the parameters tend to 0 (Theorem 5.4.1).
We then consider possible values for the relaxation parameters that satisfy the admissibility
condition. We prove an estimate on the sizes of the relaxation parameters at nodes that are near
the leaves of the tree (Corollary 5.5.1). Our estimate allows for relaxation parameters that are larger
than 2. In Section 5.6, we present numerical examples that illustrate convergence with relaxation
parameters greater than 2 that is faster than with parameters less than 2.
5.2.2 Notation
We define the network for a distributed system as a tree in graph theory parlance – that is, a
connected graph consisting of k vertices, each corresponding to one equation in the system, with
edges that connect particular pairs of vertices in such a way that there are no cycles. Herein, we
only consider trees which are rooted, having a single vertex r designated as the root. We denote
arbitrary vertices of the tree by either u or v. We write u  v when either u = v or u is on a path
from r to v. We further write u→ v or v ← u when u 6= v and u  x  v implies either u = x or
x = v. From this partial ordering on the set of vertices, we define a leaf of the tree as a vertex `
which satisfies `  u implies u = `, and we denote the collection of all of the leaves by L. Whenever
necessary, we enumerate the leaves as `1, `2, ..., `t.
A weight w is a positive function on the paths of the tree, which we denote by w(u, v) where
u  v, that satisfies the following two conditions: For every vertex u /∈ L,
∑
v :u→v
w(u, v) = 1 (5.2.2)
and, if u = u1 → u2 → · · · → uJ = v, then
w(u, v) =
J−1∏
j=1
w(uj , uj+1). (5.2.3)
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When working with a distributed network represented by a rooted tree, it is convenient to index
each equation by the corresponding vertex, and we proceed with this convention throughout. We
recall, for a linear transformation T on H, the kernel (null space) N(T ) = {~x ∈ H : T~x = ~0} and
the range R(T ) = {T~x : ~x ∈ H}. We define Sv~x := ~a∗v~x, and let Pv be the orthogonal projection
onto N(Sv),
Pv~x = (I − S∗v(SvS∗v)−1Sv)~x = ~x−
~a∗v~x
‖~av‖2
~av. (5.2.4)
Then, let Qv be the affine projection onto the hyperplane Sv~x = bv,
Qv~x = ~x+
bv − ~a∗v~x
‖~av‖2
~av. (5.2.5)
The relationship between Pv and Qv is then
Qv~x = Pv~x+ ~hv, (5.2.6)
where ~hv is the vector that satisfies Sv~hv = bv and is orthogonal to N(Sv). The vector ~ω refers to
the entire collection of relaxation parameters, and notation associated with ~ω implies a dependence
on the relaxation parameters. Specifically, the component ωv in ~ω is the relaxation parameter
associated with vertex v. We further define the associated operators P ~ωv and Q
~ω
v by
P ~ωv = (1− ωv)I + ωvPv, (5.2.7)
Q~ωv = (1− ωv)I + ωvQv. (5.2.8)
The relationship between P ~ωv and Q
~ω
v is then
Q~ωv ~x = P
~ω
v ~x+ ωv
~hv, (5.2.9)
with ~hv as in Equation 5.2.6.
Lemma 5.2.1. Let ωv ∈ (0, 2). Then P ~ωv is a contraction (i.e., ‖P ~ωv ‖ ≤ 1). Moreover, ‖P ~ωv ~x‖ ≤
‖~x‖ with equality if and only if ~x ∈ N(Sv).
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Proof. The argument is fairly straightforward, yet it illustrates the sufficient condition that ωv ∈
(0, 2) for convergence of the Kaczmarz sequence.
‖P ~ωv ~x‖2 = ‖Pv(~x) + (1− ωv)(I − Pv)(~x)‖2
= ‖Pv~x‖2 + |1− ωv|2‖(I − Pv)(~x)‖2
≤ ‖Pv~x‖2 + ‖(I − Pv)(~x)‖2 = ‖~x‖2
with equality if and only if ~x = Pv~x.
5.2.3 The Distributed Kaczmarz Algorithm with Relaxation
Each iteration of the distributed Kaczmarz algorithm begins with an estimate ~x(n) at the root
of the tree; the superscript indicates the number of times that we iterated through the tree to
obtain the estimate for some given initial estimate ~x(0). An iteration of the algorithm occurs in two
stages: dispersion followed by pooling. In the dispersion stage, a new estimate is first calculated at
the root using the Kaczmarz update with the relaxation parameter ωr,
~x(n)r = ~x
(n) + ωr
br − ~a∗r~x(n)
‖~ar‖2
~ar =: Q
~ω
r ~x
(n).
Each subsequent vertex v 6= r receives an input estimate ~x(n)u from its parent u (i.e., u → v), and
a new estimate is calculated at the vertex v using the Kaczmarz update with relaxation parameter
ωv,
~x(n)v = ~x
(n)
u + ωv
bv − ~a∗v~x
(n)
u
‖~av‖2
~av =: Q
~ω
v ~x
(n)
u .
Each leaf ` then has its own estimate ~x
(n)
` at the end of the dispersion stage.
In the pooling stage, we back-propagate the leaf estimates, weighting along the edges, to obtain
the next iterate in the algorithm,
~x(n+1) =
∑
`∈L
w(r, `)~x
(n)
` .
It was shown in [7] that the distributed Kaczmarz algorithm with fixed relaxation parameters
ωv = ω ∈ (0, 2) converges to the solution of minimal norm when the system is consistent and
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converges to an approximate solution related to some weighted least-squares solution, dependent
on the parameters and the network topology, when the system is inconsistent.
5.2.4 Substructures of a Network
Definition 5.2.1. A subnetwork G of a network is a subset of vertices and edges satisfying the
following conditions:
1. If u ∈ G, x→ u and x← v, then v ∈ G.
2. If u ∈ G and u→ v, then G contains v and the edge between u and v.
3. Let u, v ∈ G. The path from u to v does not include the root.
The first condition guarantees that the verticies at the same depth on a branch must belong to
the subnetwork; the second condition states that the network structure succeeding any nodes in a
substructure is included; and the third condition says that substructures on different branches off
of the root are disjointed. The topology of a subnetwork can thus be characterized as follows: It is
either a network itself or a leaf subnetwork (a set containing only leaves) or a combination of both.
Figure 5.1 illustrates a network with both types of subnetworks.
1
2 3
4 5 6 7 8
Figure 5.1: A network with the two primary types of subnetworks
For our purpose, we consider a collection of subnetworks that exhaust the network in the
sense that every leaf is included in a subnetwork. The purpose of each subnetwork is to isolate a
substructure of the network, so we assume that the subnetworks are pairwise disjoint. We denote
the subnetworks by G1, G2, ..., Gc and denote the vertex that immediately precedes Gi by gi. We
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further denote the leaves in Gi by `i,1, `i,2, ...,`i,ti . We last denote the root of the largest tree in
Gi with the leaf `i,j by ri,j . For example, in Figure 5.1, we have the following:
• G1 = {2, 4, 5}, G2 = {6, 7, 8}
• g1 = 1, g2 = 3
• `1,1 = 4, `1,2 = 5, `2,1 = 6, `2,2 = 7, `2,3 = 8
• r1,1 = 2, r1,2 = 2, r2,1 = 6, r2,2 = 7, r2,3 = 8
As each subnetwork is a forest of trees, we may interpret an iteration of ~x
(n)
gi through the
subnetwork Gi as a weighted average of the iterations through the corresponding trees. We therefore
define the following operators:
P ~ωGi =
ti∑
j=1
w(gi, `i,j)P
~ω
`i,j
...P ~ωri,j , (5.2.10)
P ~ωGi,r = P
~ω
GiP
~ω
gi ...P
~ω
r , (5.2.11)
P ~ω =
c∑
i=1
w(r, gi)P
~ω
Gi,r, (5.2.12)
where P ~ωv ...P
~ω
u with u  v is the composition of those operators P ~ωx where u  x  v in the
appropriate order designated by the path from u to v. We define analogous operators in Q.
We will show in Section 5.4 that the substructures in a network generally admit relatively large
relaxation parameters for convergence. We assume that the relaxation parameters satisfy certain
admissibility conditions.
Definition 5.2.2. We say that the relaxation parameters ωv are admissible provided that:
1. If v 6∈ Gi for every i, then ωv ∈ (0, 2).
2. For each i ∈ {1, 2, ..., c}, there exists a constant αi < 1 such that
‖P ~ωGi~x‖ ≤ αi‖~x‖
for all ~x ∈ span{~au : u ∈ Gi}.
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Lemma 5.2.2. If the relaxation parameters are admissible, then P ~ωGi, P
~ω
Gi,r
and P ~ω are contrac-
tions.
Proof. Suppose that ~x ∈ {~au : u ∈ Gi}⊥, the subspace orthogonal to the vectors in the set
{~au : u ∈ Gi}. Then P ~ωu ~x = ~x for every u ∈ Gi, and we have
P ~ωGi~x =
ti∑
j=1
w(gi, `i,j)P
~ω
`i,j
· · ·P ~ωri,j~x = ~x.
Since span{~au : u ∈ Gi} is an invariant subspace for P ~ωGi , the operator P
~ω
Gi
is a contraction. Then,
from Lemma 5.2.1, it follows that P ~ωGi,r and, subsequently, P
~ω are contractions.
5.2.5 Related Work
The Kaczmarz method was originally introduced in [8]. Variations on the Kaczmarz method
allowed for relaxation parameters [17], re-ordering equations to speed up convergence [6], or consid-
ering block versions of the Kaczmarz method with relaxation matrices Ωi ([4], see also [3]). Block
versions of the method allow for over-relaxation parameters of greater than 2 as demonstrated in
[1, 12], in similar fashion to our results in Section 5.5.
Relatively recently, choosing the next equation randomly has been shown to dramatically im-
prove the rate of convergence of the algorithm [16, 19, 13, 14, 2]. Moreover, this randomized version
of the Kaczmarz algorithm has been shown to be comparable to the gradient descent method [15].
In our situation, the equations are a priori distributed across a network with a fixed topology; this
determines the next equation to use to update the estimate and does not allow a choice. Instead,
we demonstrate that the convergence rate can be improved by relaxation parameters greater than
2 in Section 5.6.
A distributed version of the Kaczmarz algorithm was introduced in [9]. The main ideas presented
there are very similar to ours: updated estimates are obtained from prior estimates using the
Kaczmarz update with the equations that are available at the node, and distributed estimates are
averaged together at a single node (which the authors refer to as a fusion center, for us it is the
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root of the tree). Another distributed version was proposed in [10], which has a shared memory
architecture.
5.3 Consistent Systems
We prove Theorem 5.3.1, the main result of this section, using a sequence of lemmas. We
follow the argument presented in [7], adapting those lemmas for our assumptions on the relaxation
parameters. We also direct the reader to the original source [11].
Lemma 5.3.1. Let H be a Hilbert space and K be a closed subspace of H. Let U be a linear
operator on H with the following properties:
1. U~x = ~x for every ~x ∈ K,
2. K⊥ is an invariant subspace for U (i.e., U(K⊥) ⊆ K⊥),
3. ‖U |K⊥‖ < 1.
Given a sequence {~xk} in H such that
‖~xk‖ ≤ 1 and lim
k→∞
‖U~xk‖ = 1,
it follows that
lim
k→∞
(I − U)~xk = ~0.
Proof. For convenience, we denote α = ‖U |K⊥‖, and let P be the orthogonal projection onto K⊥.
We claim that ‖P~xk‖ → 0. Indeed, we have 1 = lim
k→∞
‖U~xk‖2 = lim
k→∞
‖U(I − P )~xk + UP~xk‖2 so
that
1 = lim
k→∞
(
‖(I − P )~xk‖2 + ‖UP~xk‖2
)
≤ lim inf
(
‖(I − P )~xk‖2 + α2‖P~xk‖2
)
= lim inf
(
‖~xk‖2 − (1− α2)‖P~xk‖2
)
≤ lim inf
(
1− (1− α2)‖P~xk‖2
)
= 1− (1− α2) lim sup ‖P~xk‖2 ≤ 1.
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We therefore observe that 1 − (1 − α2) lim sup ‖P~xk‖2 = 1 so that lim sup ‖P~xk‖ = 0, as desired.
Hence
lim
k→∞
(I − U)~xk = lim
k→∞
(I − U)(P~xk) = ~0.
Lemma 5.3.2. Fix an integer i ∈ {1, 2, ..., c}, an enumeration of the subnetworks. Suppose that
{~xk} is a sequence in Cd such that
‖~xk‖ ≤ 1 and lim
k→∞
‖P ~ωGi~xk‖ = 1.
It follows that
lim
k→∞
(I − P ~ωGi)~xk = ~0.
Proof. Let K = {~au : u ∈ Gi}⊥. The proof consists of simply verifying that P ~ωGi satisfies the
conditions of Lemma 5.3.1.
As observed in Lemma 5.2.2, we have that P ~ωGi~x = ~x for every ~x ∈ K and that K
⊥ is an invariant
subspace for P ~ωGi . Condition (3) of Lemma 5.3.1 follows from the assumptions on the relaxation
parameters, specifically ‖P ~ωGi~x‖ ≤ αi‖~x‖ for every ~x ∈ K
⊥.
Lemma 5.3.3. Fix an integer i ∈ {1, 2, ..., c}, an enumeration of the subnetworks. Suppose that
{~xk} is a sequence in Cd such that
‖~xk‖ ≤ 1 and lim
k→∞
‖P ~ωGi,r~xk‖ = 1.
It follows that
lim
k→∞
(I − P ~ωGi,r)~xk = ~0.
Proof. Note that
(I − P ~ωGiP
~ω
gi · · ·P
~ω
r )~xk = (I − P ~ωgi · · ·P
~ω
r )~xk + (I − P ~ωGi)P
~ω
gi · · ·P
~ω
r ~xk.
Since ‖P ~ωgi · · ·P
~ω
r ~xk‖ ≤ 1, we have (I−P ~ωGi)P
~ω
gi · · ·P
~ω
r ~xk → ~0 from Lemma 5.3.2. Hence it suffices to
show (I−P ~ωgi · · ·P
~ω
r )~xk → ~0. Consider the path from r to gi, say r = u1 → u2 → ...→ un = gi, and
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let K = {~auj : 1 ≤ j ≤ n}⊥. We check Lemma 5.3.1. Conditions (1) and (2) are straightforward
to check, so we only show condition (3). Assume by way of contradiction that ‖P ~ωgi · · ·P
~ω
r |K⊥‖ = 1.
By continuity and compactness, there then exists a unit vector ~x ∈ K⊥ such that ‖P ~ωgi · · ·P
~ω
r ~x‖ = 1.
From this observation and Lemma 5.2.1, it follows that ~x ∈ K so that ~x = ~0, which is a contradiction.
Lemma 5.3.4. Suppose that {~xk} is a sequence in Cd such that
‖~xk‖ ≤ 1 and lim
k→∞
‖P ~ω~xk‖ = 1.
It follows that
lim
k→∞
(I − P ~ω)~xk = ~0.
Proof. Recalling Equation (5.2.12), we note that
(I − P ~ω)~xk =
c∑
i=1
w(r, gi)(I − P ~ωGi,r)~xk.
Therefore it suffices to show that the hypotheses of Lemma 5.3.3 are satisfied. From Lemma 5.2.2,
we have ‖P ~ωGi,r~xk‖ ≤ 1 and, thus,
1 = lim
k→∞
‖P ~ω~xk‖ ≤ lim inf
c∑
i=1
w(r, gi)‖P ~ωGi,r~xk‖ ≤ 1.
It follows that, for each i ∈ {1, 2, ..., c},
lim
k→∞
‖P ~ωGi,r~xk‖ = 1.
Proposition 5.3.1. If ‖P ~ω~x‖ = ‖~x‖, then ~x ∈ R(A∗)⊥.
Proof. Note that
‖~x‖ =
∥∥∥∥∥∑
i
w(r, gi)P
~ω
GiP
~ω
gi ...P
~ω
r ~x
∥∥∥∥∥ ≤∑
i
w(r, gi)‖P ~ωGiP
~ω
gi ...P
~ω
r ~x‖ ≤ ‖~x‖.
Therefore it follows that ‖P ~ωGiP
~ω
gi ...P
~ω
r ~x‖ = ‖~x‖ for all i. Hence ‖P ~ωr ~x‖ = ‖~x‖ which, by Lemma
5.2.1, implies that ~x ∈ N(Sr) and P ~ωr ~x = ~x. We then inductively find ~x ∈ N(Sgi) ∩ ... ∩ N(Sr),
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P ~ωgi~x = ... = P
~ω
r ~x = ~x, and ‖P ~ωGi~x‖ = ‖~x‖. Now let P be the orthogonal projection onto {~au : u ∈
Gi}⊥. Then, as argued in Lemma 5.2.2, we find
‖~x‖2 = ‖P ~ωGi~x‖
2
= ‖P ~ωGiP~x+ P
~ω
Gi(I − P )~x‖
2
= ‖P~x+ P ~ωGi(I − P )~x‖
2
= ‖P~x‖2 + ‖P ~ωGi(I − P )~x‖
2
≤ ‖P~x‖2 + α2i ‖(I − P )~x‖2
≤ ‖~x‖2.
Therefore P~x = ~x so that ~x ∈ N(Su) for every u ∈ Gi, which concludes the proof.
The next lemma is an immediate consequence of Proposition 5.3.1.
Lemma 5.3.5. Let V be the collection of all of the vertices in the network. Then
N(I − P ~ω) =
⋂
v∈V
N(I − Pv).
Lemma 5.3.6. Let V be the collection of all of the vertices in the network. As k → ∞, (P ~ω)k
converges strongly to the orthogonal projection onto
⋂
v∈V
N(I − Pv) = N(A).
Proof. Using Lemmas 5.3.4 and 5.3.5 with the observation that N(Sv) = N(I − Pv), the proof is
identical to the proof of Lemma 3.5 in [11].
Theorem 5.3.1. If the system of equations A~x = ~b is consistent, then the sequence of estimates
{~x(n)} from the distributed Kaczmarz algorithm given by the recursion
~x(n+1) = Q~ω~x(n) =
∑
`∈L
w(r, `)Q~ω` · · ·Q~ωr ~x(n),
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with admissible relaxation parameters, converges to the solution of minimal norm provided that the
initial estimate ~x(0) ∈ R(A∗).
Proof. Let ~x be a solution to the system of equations, and let v be any vertex in the network.
Then, from Equation (5.2.9), we have
~x = Q~ωv ~x = P
~ω
v ~x+ ωv
~hv.
Let ~y be an arbitrary vector. From Equation (5.2.9), again, we find
Q~ωv ~y = P
~ω
v ~y + ωv
~hv = P
~ω
v (~y − ~x) + ~x.
It then immediately follows from this last identity that
Q~ω~y =
∑
`∈L
w(r, `)Q~ω` · · ·Q~ωr ~y
=
(∑
`∈L
w(r, `)P ~ω` · · ·P ~ωr (~y − ~x)
)
+ ~x
= P ~ω(~y − ~x) + ~x.
Further, for every positive integer k,
(Q~ω)k~y = (P ~ω)k(~y − ~x) + ~x.
Then, from Lemma 5.3.6, we have that
(Q~ω)k~y → T (~y − ~x) + ~x
where T is the orthogonal projection onto N(A). Now, if ~y = ~x(0) ∈ R(A∗), then T (~y − ~x) + ~x =
(I − T )~x is the solution of minimal norm, which concludes the proof.
5.4 Inconsistent Systems
In this section, we show that the distributed Kaczmarz algorithm with admissible relaxation
parameters converges regardless of the consistency of the system and that the limit point is an
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approximation of a weighted least-squares solution when the system of equations is inconsistent.
We first develop the relevant theory by following Successive Over-Relaxation (SOR) analysis of the
Kaczmarz algorithm as developed in [11].
Let ` ∈ L, and suppose r = u1 → u2 → · · · → up−1 → up = `, the path from r to `. We denote
the initial estimate at r by ~xu0 . Then, from the Kaczmarz update, we recursively attain ~xuj , the
relaxed projection of ~xuj−1 onto the hyperplane given by ~a
∗
uj~x = buj ,
~xuj = Q
~ω
uj~xuj−1 = ~xuj−1 + ωuj
buj − ~a∗uj~xuj−1
‖~auj‖2
~auj . (5.4.1)
Hence, there exist complex scalars {ck}pk=1 such that, for all j,
~xuj = ~xu0 +
j∑
k=1
ck~auk . (5.4.2)
Substituting Equation (5.4.2) into Equation (5.4.1),
cj = ωuj
buj − ~a∗uj~xu0 −
j−1∑
k=1
ck~a
∗
uj~auk
‖~auj‖2
. (5.4.3)
We can then consolidate Equation (5.4.3) for all j into the matrix equation
D`~c = Ω`(~b` −A`~xu0 − L`~c) (5.4.4)
where ~c = (c1, c2, ..., cp)
T and D`, Ω`, ~b`, L` and A` are as follows:
D` =

‖~au1‖2 0 . . . 0
0 ‖~au2‖2 . . . 0
...
...
. . .
...
0 0 . . . ‖~aup‖2

, Ω` =

ωu1 0 . . . 0
0 ωu2 . . . 0
...
...
. . .
...
0 0 . . . ωup

,
~b` =

bu1
bu2
...
bup

, L` =

0 0 0 . . . 0 0
~a∗u2~au1 0 0 . . . 0 0
~a∗u3~au1 ~a
∗
u3~au2 0 . . . 0 0
~a∗u4~au1 ~a
∗
u4~au2 ~a
∗
u4~au3 . . . 0 0
...
...
...
. . .
...
...
~a∗up~au1 ~a
∗
up~au2 ~a
∗
up~au3 . . . ~a
∗
up~aup−1 0

, A` =

~a∗u1
~a∗u2
...
~a∗up

.
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Altogether, from Equations (5.4.2) and (5.4.4), respectively, we may express the iterate ~x
(n)
` at the
leaf ` given the initial vector ~x(n) at the root in terms of the scalar vector ~c,
~x
(n)
` = ~x
(n) +A∗`~c,
~c = (D` + Ω`L`)
−1Ω`
(
~b` −A`~x(n)
)
.
We eliminate the scalar vector and attain
~x
(n)
` = (I −A
∗
` (D` + Ω`L`)
−1Ω`A`)~x
(n) +A∗` (D` + Ω`L`)
−1Ω`~b`.
We then aggregate the leaf operators as follows:
D =

D`1 0 ... 0
0 D`2 ... 0
...
...
. . .
...
0 0 ... D`t

,Ω =

Ω`1 0 ... 0
0 Ω`2 ... 0
...
...
. . .
...
0 0 ... Ω`t

,
~b =

~b`1
~b`2
...
~b`t

, L =

L`1 0 ... 0
0 L`2 ... 0
...
...
. . .
...
0 0 ... L`t

,A =

A`1
A`2
...
A`t

,
W =

w(r, `1)Idim(Ω`1 ) 0 ... 0
0 w(r, `2)Idim(Ω`2 ) ... 0
...
...
. . .
...
0 0 ... w(r, `t)Idim(Ω`t )

.
The estimate obtained from the pooling stage of the nth iteration can be expressed in terms of
these matrices,
~x(n+1) =
∑
`∈L
w(r, `)~x
(n)
` = B
~ω~x(n) +~b~ω (5.4.5)
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where
B~ω = I −A∗(D + ΩL)−1WΩA, (5.4.6)
~b~ω = A∗(D + ΩL)−1WΩ~b. (5.4.7)
Note that there exists a vector ~h such that Q~ω~x = P ~ω~x+ ~h for every ~x. Then, from Equation
(5.4.5) and the linearity of P ~ω and B~ω, we have B~ω = P ~ω and ~b~ω = ~h.
Proposition 5.4.1. Suppose B~ω~x = λ~x for some ~x 6= ~0. Then λ = 1 or |λ| < 1, and
1. λ = 1 if and only if ~x ∈ R(A∗)⊥,
2. |λ| < 1 if and only if ~x ∈ R(A∗).
Proof. Suppose P ~ω~x = λ~x for some ~x 6= ~0. By Lemma 5.2.2, we note that |λ| ≤ 1. Let P be the
orthogonal projection onto R(A∗)⊥. Then we find
λP~x+ λ(I − P )~x = λ~x = P ~ω~x = P ~ωP~x+ P ~ω(I − P )~x = P~x+ P ~ω(I − P )~x.
By uniqueness of the decomposition in R(A∗)⊕ R(A∗)⊥, we have
P~x = λP~x,
P ~ω(I − P )~x = λ(I − P )~x.
If λ 6= 1, then P~x = ~0 so that ~x = (I −P )~x ∈ R(A∗). From this observation and Proposition 5.3.1,
we find that |λ| < 1. Now suppose λ = 1. Then, by Proposition 5.3.1, (I − P )~x ∈ R(A∗)⊥ so that
~x = P~x ∈ R(A∗)⊥. The sufficient statement of (1) is straightforward, and (2) follows.
Lemma 5.4.1. Let ~x(0) ∈ R(A∗). The sequence {~x(n)} converges to the fixed point of the mapping
~x ∈ R(A∗) 7→ B~ω~x+~b~ω. Precisely, the sequence converges to
(I −B~ω)|−1
R(A∗)
~b~ω =
∞∑
j=0
(B~ω)j~b~ω.
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Proof. Throughout the proof, we assume that every operator is restricted to R(A∗). From Proposi-
tion 5.4.1, there exists an induced matrix norm ‖ ·‖ such that ‖B~ω‖ < 1. Note that, with respect to
this norm, (B~ω)n converges to the zero matrix and (B~ω)n−1 + ...+B~ω + I converges to the matrix
(I −B~ω)−1. Then
~x(n) = (B~ω)n~x(0) + ((B~ω)n−1 + ...+B~ω + I)~b~ω → (I −B~ω)−1~b~ω =: ~z.
Note that ~z ∈ R(A∗) and that ~z = B~ω~z +~b~ω, as desired.
Remark 5.4.1. We observe that, in general, the sequence {~x(n)} converges to
~y =
∞∑
j=0
(B~ω)j~b~ω + P~x(0) (5.4.8)
where P is the orthogonal projection onto N(A). Hence, it is novel to choose ~x(0) ∈ R(A∗) (e.g.,
~x = ~0) so that the norm of the vector in Equation (5.4.8) is minimized.
Theorem 5.4.1. Let ~x(0) ∈ R(A∗). The distributed Kaczmarz algorithm with admissible relaxation
parameters converges to the vector ~y in Equation (5.4.8). If the system is inconsistent and Ω = sΩ1
where s ∈ (0, 1], then ~y = ~yM + o(s) where ~yM minimizes the functional
~x ∈ R(A∗) 7→ 〈D−1WΩ1(~b−A~x),~b−A~x〉.
Proof. With Lemma 5.4.1, the proof is similar to the proof of Theorem V.3.9. in [11]. Nonetheless,
we provide a self-contained proof for clarification of our adaptation. First, by Lemma 5.4.1, we
have that the sequence {~x(n)} converges to the vector ~y satisfying ~y = B~ω~y +~b~ω, that is
A∗(D + ΩL)−1WΩA~y = A∗(D + ΩL)−1WΩ~b. (5.4.9)
Note that ~yM minimizes ‖D−1/2W 1/2Ω1/21 (~b−A~x)‖ if and only if
(D−1/2W 1/2Ω
1/2
1 A)
∗(D−1/2W 1/2Ω
1/2
1 A)~yM = (D
−1/2W 1/2Ω
1/2
1 A)
∗D−1/2W 1/2Ω
1/2
1
~b
(see Theorem 1.1 of IV.1 in [11]), that is
A∗D−1WΩ1A~yM = A
∗D−1WΩ1~b. (5.4.10)
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Substituting Ω = sΩ1 into Equation (5.4.9), we have
A∗(D + sΩ1L)
−1WΩ1A~y = A
∗(D + sΩ1L)
−1WΩ1~b. (5.4.11)
From Equations (5.4.10) and (5.4.11), we observe that ~y = ~yM + o(s), as desired.
Remark 5.4.2. The minimizer of the functional in Theorem 5.4.1 is the weighted least-squares
solution of
~x ∈ R(A∗) 7→
∑
v∈V
(Ω1)v
∑
` : v`
w(r, `)
 |bv − ~a∗v~x|2
‖~av‖2
.
We note that there is a trade-off between the convergence rate of the algorithm and the approximation
errorRiley; that is, the algorithm converges more slowly as s approaches zero.
5.5 Leaf Subnetworks
In this section, we consider the particular situation in which the subnetworks consist of leaves.
We derive a concise expression for the norm of P ~ωGi restricted to the subspace Hi := span{~au :
u ∈ Gi} and provide sufficient upper-bounds on the relaxation parameters for the vertices in Gi
to guarantee admissibility. We recall that the Gram matrix G(~x1, ~x2, ..., ~xt) is the t × t matrix of
inner-products,
G(~x1, ~x2, ..., ~xt) =

〈~x1, ~x1〉 〈~x1, ~x2〉 ... 〈~x1, ~xt〉
〈~x2, ~x1〉 〈~x2, ~x2〉 ... 〈~x2, ~xt〉
...
...
. . .
...
〈~xt, ~x1〉 〈~xt, ~x2〉 ... 〈~xt, ~xt〉

.
We further denote the diagonal matrix Di associated with the leaf subnetworkGi = {`i,1, `i,2, ..., `i,ti}
Di =

w(gi, `i,1)ω`i,1
‖~a`i,1‖2
0 . . . 0
0
w(gi, `i,2)ω`i,2
‖~a`i,2‖2
. . . 0
...
...
. . .
...
0 0 . . .
w(gi, `i,ti)ω`i,ti
‖~a`i,ti‖
2

.
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We denote the spectrum (collection of eigenvalues) of a matrix A by σ(A), and we denote its
spectral radius by ρ(A) = max{|λ| : λ ∈ σ(A)}.
Theorem 5.5.1. Suppose Gi = {`i,1, `i,2, ..., `i,ti}. Then
‖P ~ωGi |Hi‖ = max{|1− λ| : λ ∈ σ(DiG(~a`i,1 ,~a`i,2 , ...,~a`i,ti )) r {0}}.
Proof. From Equations (5.2.4), (5.2.7) and (5.2.10), we have
P ~ωGi = I −
ti∑
j=1
w(gi, `i,j)ω`i,j
‖~a`i,j‖2
~a`i,j~a
∗
`i,j
. (5.5.1)
Now let KGi :=
√
Di(~a`i,1 ,~a`i,2 , ...,~a`i,ti )
∗. Then, Equation (5.5.1) may be expressed as P ~ωGi =
I−K∗GiKGi . Note that Hi is an invariant subspace for K
∗
Gi
KGi . Hence, from the spectral mapping
theorem, we find
σ(P ~ωGi |Hi) = 1− σ(K
∗
GiKGi |Hi).
We claim that σ(K∗GiKGi |Hi) is precisely the collection of all of the nonzero eigenvalues of K
∗
Gi
KGi .
Suppose, to the contrary, that there exists a nonzero vector ~x ∈ Hi such that K∗GiKGi~x = 0. Then
KGi~x ∈ R(KGi)∩N(K∗Gi) implying KGi~x = 0, yet this leads to the contradiction that ~x ∈ Hi∩H
⊥
i
or ~x = 0. It is well-known that K∗GiKGi and KGiK
∗
Gi
have the same nonzero eigenvalues and
σ(KGiK
∗
Gi) = σ
(√
DiG(~a`i,1 ,~a`i,2 , ...,~a`i,ti )
T
√
Di
)
= σ(DiG(~a`i,1 ,~a`i,2 , ...,~a`i,ti )),
concluding the proof.
Corollary 5.5.1. Suppose Gi = {`i,1, `i,2, ..., `i,ti}. If
0 < ω`i,j <
2‖~a`i,j‖2
w(gi, `i,j)ρ(G(~a`i,1 ,~a`i,2 , ...,~a`i,ti ))
for all 1 ≤ j ≤ ti,
then ‖P ~ωGi |Hi‖ < 1.
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Proof. Since Di and G(~a`i,1 ,~a`i,2 , ...,~a`i,ti ) are positive semi-definite matrices, the eigenvalues of
DiG(~a`i,1 ,~a`i,2 , ...,~a`i,ti ) are nonnegative. Therefore, by Theorem 5.5.1, it suffices to show λ < 2
for λ ∈ σ(DiG(~a`i,1 ,~a`i,2 , ...,~a`i,ti )). Let j be the index for the largest diagonal entry in Di. By
Theorem 8.12 in [18], we have
ρ(DiG(~a`i,1 ,~a`i,2 , ...,~a`i,ti )) ≤
w(gi, `i,j)ω`i,j
‖~a`i,j‖2
ρ(G(~a`i,1 ,~a`i,2 , ...,~a`i,ti )) < 2,
as desired.
Remark 5.5.1. It is not unusual to require that the rows of A are normalized (i.e., ‖~au‖ = 1 for
all u). Further, for the case that ρ(G(~a`i,1 ,~a`i,2 , ...,~a`i,ti )) ≈ 1, the relaxation parameters for the
vertices in Gi are admissible if
ω`i,j .
2
w(gi, `i,j)
for all 1 ≤ j ≤ ti.
This upper-bound is greater than the usual bound in literature and can be drastically larger than 2,
depending on the associated weights. For example, if the weights are uniformly distributed, then the
upper-bound is 2ti ≥ 2.
We end this section by observing that it is necessary and sufficient to check that Ω1 satisfies the
admissibility conditions in Theorem 5.4.1 when the subnetwork consists of only leaves. We note
that this need not hold for other subnetworks.
Theorem 5.5.2. Suppose Gi = {`i,1, `i,2, ..., `i,ti}. Let Ω = sΩ1 for some s ∈ (0, 1] as in Theorem
5.4.1. If Ω1 satisfies the admissibility conditions, then Ω satisfies the admissibility conditions.
Proof. We check condition (2) in Definition 5.2.2. Let ~x ∈ Hi. Then ‖PΩGi~x‖ =
∥∥∥∥∥ ti∑j=1w(gi, `i,j)PΩ`i,j~x
∥∥∥∥∥
so that
‖PΩGi~x‖ =
∥∥∥∥∥∥
ti∑
j=1
w(gi, `i,j)
[
(1− s)I + sPΩ1`i,j
]
~x
∥∥∥∥∥∥
=
∥∥∥(1− s)~x+ sPΩ1Gi ~x∥∥∥
≤ [(1− s)1 + sαi]‖~x‖,
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where the coefficient is strictly less than one as it is a convex sum of 1 and αi.
5.6 Experiments
Here we implement our algorithm on various kinds of distributed networks corresponding to
randomly generated systems of equations and systems perturbed from an orthogonal coefficient
matrix. The latter illustrates the point of Remark 5.5.1. Specifically, we analyze two scenarios: (1)
comparing different subnetwork structures for a given network and (2) comparing different network
structures for a given system of equations.
For the first experiment, we consider a 7-node binary network and compare leaf subnetworks to
extended subnetworks as depicted in Figure 5.5. We assign the relaxation parameters as follows:
set ωv = 1.5 if the node v is not associated with a subnetwork; set ωv = ω if the node v belongs
to a subnetwork. Then we calculate the spectral radius of the operator P ~ω as a function of ω.
For a baseline, we include the spectral radius of the network with no subnetwork structures in this
set-up, which we label uniform.
1
2 3
4 5 6 7
Figure 5.3 Leaf subnetworks
1
2 3
4 5 6 7
Figure 5.4 Extended subnetworks
Figure 5.5: The 7-node binary network with two subnetwork assignments
The numerical experiments suggest that the leaf subnetwork structures are more practical than
the extended subnetwork structures for two reasons. In general, the spectral radius of P ~ω is de-
creasing for ω slightly larger than 1.5 and is, therefore, comparatively smaller than the baseline
established by the uniform case in which all of the parameters are set to 1.5. In this situation, we
find that the spectral radius tends to be smaller than the baseline for relatively large relaxation
118
Figure 5.6: Spectral radius of P ~ω for the subnetwork structures in Figure 5.5; the dashed line
represents the 7-node network with uniformly distributed relaxation parameters ω = 1.5
parameters in the case of the leaf subnetwork structures and less so in the case of the extended
subnetwork structures. This implies that parameter selection is more reliable for leaf subnetworks
than for their extended counterparts. Second, the spectral radius is often smaller for leaf subnet-
works when the parameters are large. We believe that these observations are a consequence of the
pooling stage which is a poor method of producing the next iterate in the distributed Kaczmarz
algorithm from the leaf estimates. The depth of the extended network increases the number of
overrelaxed projections, often leading to adverse results in the pooling stage.
For the second experiment, we consider the different network structures depicted in Figure
5.10 for a system of five equations. We compare the network structures for two kinds of systems:
(1) entries of A are randomly selected from a uniform distribution over [0, 1] and (2) A is nearly
orthogonal by perturbing the identity. Further, the entries of ~b are also randomly selected from
a uniform distribution over [0, 1]. We present results of numerical experiments for the nearly
orthogonal system in Table 5.1 and for the random system in Table 5.2. We include the optimal
relaxation parameters that yield the minimum spectral radius along with an error estimate of an
iterate using the optimal parameters. Figure 5.14 shows how the spectral radius varies with respect
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to the relaxation parameter for networks I and II with leaf subnetworks. For network I, ω1 is on
node 3, and ω2 is on the leaf subnetwork composed of nodes 4 and 5. For network II, ω1 is on node
5, and ω2 is on node 4.
1
2 3
4 5
Figure 5.8 Network I
1
2 3
4 5
Figure 5.9 Network II
Figure 5.10: Two networks for a system of five equations
For both the nearly orthogonal and random systems, we see that the relaxation parameters
are allowed to be larger than 2 to achieve convergence. Note also that the spectral radius ρ(P ~ω)
for systems with leaf subnetworks is smaller than the uniform system; hence we observe better
performance. For the nearly orthogonal systems with leaf subnetworks, we do not need many
iterations of the algorithm to achieve a smaller error than the uniform system. However, for the
random system, we need many more iterations to achieve this smaller error.
Leaf subnetworks Uniform
Network type (ω1, ω2)opt ρ(P
~ω) ‖A~x(10) −~b‖ ρ(P ~ω) ‖A~x(10) −~b‖
I (2.27, 3.93) 0.36532 3.479e-4 0.66617 3.6441e-3
II (1.49, 2.52) 0.37492 3.4554e-4 0.47598 5.7009e-4
Table 5.1: Comparing networks I and II in Figure 5.10 for a nearly orthogonal system
Leaf subnetworks Uniform
Network type (ω1, ω2)opt ρ(P
~ω) ‖A~x(1500) −~b‖ ρ(P ~ω) ‖A~x(1500) −~b‖
I (7.92, 8.06) 0.98844 1.5743e-8 0.99626 1.7049e-3
II (4.57, 3.90) 0.99512 8.3191e-4 0.99619 1.3288e-3
Table 5.2: Comparing networks I and II in Figure 5.10 for a randomly generated system
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[8] S. Kaczmarz. Angenäherte Auflösung von Systemen linearer Gleichungen. Bulletin Interna-
tional de l’Académie Polonaise des Sciences et des Lettres., pages 355–357, 1937.
[9] G. Kamath, P. Ramanan, and W.-Z. Song. Distributed randomized Kaczmarz and applica-
tions to seismic imaging in sensor network. In 2015 International Conference on Distributed
Computing in Sensor Systems, pages 169–178, 06 2015. doi: 10.1109/DCOSS.2015.27.
[10] J. Liu, S. J. Wright, and S. Sridhar. An asynchronous parallel randomized Kaczmarz algorithm.
arXiv preprint arXiv:1401.4780, 2014.
121
[11] F. Natterer. The mathematics of computerized tomography, volume 32 of Classics in Applied
Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2001.
ISBN 0-89871-493-1. doi: 10.1137/1.9780898719284. Reprint of the 1986 original.
[12] I. Necoara. Faster randomized block Kaczmarz algorithms. arXiv:1902.09946, 2019.
[13] D. Needell and J. A. Tropp. Paved with good intentions: analysis of a randomized block
Kaczmarz method. Linear Algebra Appl., 441:199–221, 2014. ISSN 0024-3795. doi: 10.1016/
j.laa.2012.12.022.
[14] D. Needell, R. Zhao, and A. Zouzias. Randomized block Kaczmarz method with projection
for solving least squares. Linear Algebra Appl., 484:322–343, 2015. ISSN 0024-3795. doi:
10.1016/j.laa.2015.06.027.
[15] D. Needell, N. Srebro, and R. Ward. Stochastic gradient descent, weighted sampling, and
the randomized Kaczmarz algorithm. Math. Program., 155(1-2, Ser. A):549–573, 2016. ISSN
0025-5610.
[16] T. Strohmer and R. Vershynin. A randomized Kaczmarz algorithm with exponential conver-
gence. Journal of Fourier Analysis and Applications, 15(2):262–278, 2009.
[17] K. Tanabe. Projection method for solving a singular system of linear equations and its appli-
cations. Numer. Math., 17:203–214, 1971. ISSN 0029-599X. doi: 10.1007/BF01436376.
[18] F. Zhang. Matrix theory, volume 32 of Universitext. Springer-Verlag New York, 2011. ISBN
978-1-4614-1098-0. doi: 10.1007/978-1-4614-1099-7. Reprint of the 1986 original.
[19] A. Zouzias and N. M. Freris. Randomized extended Kaczmarz for solving least squares. SIAM
J. Matrix Anal. Appl., 34(2):773–793, 2013. ISSN 0895-4798. doi: 10.1137/120889897.
122
Figure 5.12 Network I
Figure 5.13 Network II
Figure 5.14: Spectral radii for a nearly orthogonal system
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CHAPTER 6. UNBOUNDED ACTIVATION FUNCTIONS
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6.1 Abstract
The Universal Approximation Theorem asserts that a shallow neural network can approximate
any continuous function on a compact subset of Rm with sufficiently many nodes in the hidden
layer. We therefore investigate a generalization of the neural network as the action of the dual
ridgelet transform on the topological dual of the space of continuous functions with the topology
of normal convergence, i.e., the topology defined by the notion of uniform convergence on compact
subsets. We also elaborate on features of the integral representation of the neural network with a
distribution for the activation function, e.g., the ubiquitous ReLU.
6.2 Introduction
The structure of an artificial neural network assumes that of a directed, weighted graph. The
algorithm is feed-forward, and the nodes of the neural network are characterized by layers with
communication from one layer to the next. Specifically, the neural network consists of three layers:
input, hidden, and output. We say that the neural network is deep when the hidden layer contains
more than one sub-layer according to depth in the graph and shallow otherwise. Throughout this
chapter, we only consider shallow neural networks. Figure 6.1 illustrates the architecture of a
generic shallow neural network.
The neural network passes an initial vector x ∈ Rm from the input layer to each neuron (node)
in the hidden layer. The response from each neuron in the hidden layer depends on their respective
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Input Hidden Output
η(~a1 · ~x− b1)
η(~a2 · ~x− b2)
η(~an · ~x− bn)
c1
c2
cn
~x
Figure 6.1: The generic shallow neural network
internal state which corresponds to an activation function η and a pair of parameters (~a, b) ∈ Rm×R.
The neural network then combines the activation of each neuron in the hidden layer by a weighted
combination in the output layer. For example, the output of the shallow neural network in Figure
6.1 would be
n∑
k=1
ckη(~ak · ~x− bk).
The historical treatment of neural networks assumed that the activation function was continuous
and bounded, e.g., sinusoidal. Modern applications use unbounded variants with the most common
being the rectified linear unit (ReLU) η(x) = max{x, 0} for its large gradients that are suitable for
parameter learning by gradient descent and for its ability to extract sparse features.
We next motivate an integral representation of the shallow neural network. Emmanuel Candes
introduced his transform as the wavelet transform applied to the radial component of the Radon
transform in his 1998 doctoral thesis, [2]. For convenience, we denote by Ym+1 the parameter space
Rm × R.
Definition 6.2.1. We say that the function ψ : R → R is admissible if its Fourier transform Fψ
is well-defined and
Kψ =
∫
R
|(Fψ)(x)|2
|x|m
dx <∞.
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We then formally define the ridgelet transform of f : Rm → R with respect to ψ by
(Rψf)(~a, b) =
∫
Rm
f(~x)ψ(~a · ~x− b)‖~a‖ d~x
and the dual ridgelet transform of T : Ym+1 → R with respect to ψ by
(R†ψT )(~x) =
∫
Ym+1
T (~a, b)ψ(~a · ~x− b) d~a db
‖~a‖
.
Since a shallow neural network arises naturally from the dual ridgelet transform with respect to
a purely discrete measure in place of the absolutely continuous measure dµ = T (~a, b)‖~a‖−1 d~a db,
we can interpret the dual ridgelet transform as an integral representation of the shallow neural
network. Candes proved in [2] that – given f,Ff ∈ L1(Rm) and ψ admissible – we can construct f
from its ridgelet transform,
R
†
ψ(Rψf) =
(2π)mKψ
π
f.
Murata and Sonoda in [4] later derived similar results for the ridgelet transform with respect to ψ
and the dual ridgelet transform with respect to η where (ψ, η) ∈ S(R) × S′(R), which we describe
in Section 6.3 in development of our results relevant to the context of distributions. We identity
invertibility conditions for spaces including but not limited to the Schwartz space.
For ψ sufficiently regular, the admissibility condition in Definition 6.2.1 is essentially equivalent
to the first
(⌊
m+ 1
2
⌋
− 1
)
vanishing moments for ψ, see Remark 1 in [3]. Moreover, the vanishing
moment property can be found throughout literature in regards to this particular study of neural
networks, and we describe the corresponding Lizorkin space that Sonoda and Murata mentioned
in [4].
Definition 6.2.2. We define the Lizorkin space by
L(Rm) =
{
φ ∈ S(Rm) :
∫
Rm
~xαφ(~x) d~x = 0,∀α ∈ Nm0
}
.
Considering L(Rm) as a closed subspace of S(Rm), the Lizorkin distribution space denoted by
L′(Rm) is the topological dual of L(Rm).
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From the identity Dα(Fφ) = F[(−i~x)αφ(~x)] we may equivalently describe the space of Lizorkin
functions as
L(Rm) = {φ ∈ S(Rm) : Dα(Fφ)(0) = 0,∀α ∈ Nm0 } .
6.3 The Ridgelet Transform of Distributions
We first introduce the motivation for the definition of the ridgelet transform with respect to
tempered distributions as in [4] by formally expressing the ridgelet transform in terms of the Radon
transform:
(Rηf)(~a, b) =
∫
Rm
f(~x)η(~a · ~x− b)‖~a‖ d~x
=
∫
R
∫
(Râ)⊥
f(râ+ ~y)η(r‖~a‖ − b)‖~a‖ d~y dr
=
∫
R
(Rf)(â, r)η(r‖~a‖ − b)‖~a‖ dr
=
∫
R
(Rf)(â, ‖~a‖−1w + ‖~a‖−1b)η(w) dw.
The last line is the weak form of the classical ridgelet transform which naturally gives rise to the
interpretation as the action of a distribution.
Definition 6.3.1. We define the ridgelet transform with respect to a distribution η by
(Rηf)(û, α, β) =
∫
R
(Rf)(û, αw + β)η(w) dw for (û, α, β) ∈ Sm−1 × R+ × R
where the action of integration is understood to be in the sense of distributions. See [4] for the
function space, distribution space pairs which make this definition well-defined, e.g., f ∈ S(Rm)
and η ∈ S′(R).
We prove in the following propositions that the Radon transform, as it appears in the definition
of the ridgelet transform with respect to distributions, preserves the more restricted class of Lizorkin
functions.
Proposition 6.3.1. Let f ∈ S(Rm) and û ∈ Sm−1. Define the map
φû : p ∈ R 7→ (Rf)(û, p).
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Then φû ∈ C∞(R) whose derivatives are φ
(n)
û (p) = [R(D
(n)
û f)](û, p) where Dû is the directional
derivative along û.
Proof. First observe the identity,
(Rf)(û, p+ ε) =
∫
~x·û=p+ε
f(~x) d~x
=
∫
(~x−εû)·û=p
f(~x) d~x
=
∫
~x·û=p
f(~x+ εû) d~x.
And the difference quotient may then be expressed as
ε−1[φû(p+ ε)− φû(p)] = ε−1[(Rf)(û, p+ ε)− (Rf)(û, p)]
=
∫
~x·û=p
ε−1[f(~x+ εû)− f(~x)] d~x.
Define the function g : Rm → R by
g(~x) = sup{|(Dûf)(~y)| : ~y = ~x+ t~u, 0 ≤ t ≤ 1}.
Since f ∈ S(Rm), we have g ∈ L1(Rm). Further, for 0 < ε < 1, observe that
|ε−1[f(~x+ εû)− f(~x)]| = |f(~x+ εû)− f(~x)|
‖εû‖
≤ g(~x).
Hence, from the Dominated Convergence Theorem, we find
φ
(1)
û (p) = limε→0
ε−1[(Rf)(û, p+ ε)− (Rf)(û, p)] =
∫
~x·û=p
(Dûf)(~x) d~x.
The general case follows by the same calculation.
Proposition 6.3.2. Define φû as in Proposition 6.3.1. Then, for any k, n ∈ N0,
‖pkφ(n)û (p)‖∞ <∞.
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Proof. Since φ
(n)
û (p) = [R(D
(n)
û f)](û, p), it suffices to show
‖pkφû(p)‖∞ <∞.
Since the Schwartz property for a function is invariant under a unitary transformation of the
coordinate axes, we may assume without loss of generality that û is orientated along an axis.
Further, since f ∈ S(Rm), there exists a constant C > 0 such that
(1 + |p|)k(1 + |~y|2)`|f(pû+ ~y)| ≤ C
for all p ∈ R and ~y ⊥ û where ` is an integer such that 2` > m− 1. Then
|pkφû(p)| ≤ |p|k
∫
~x·û=p
|f(~x)| d~x
= |p|k
∫
(Rû)⊥
|f(pû+ ~y)| d~y
≤ C|p|
k
(1 + |p|)k
∫
Rm−1
d~y
(1 + |~y|2)`
≤ C
∫
Rm−1
d~y
(1 + |~y|2)`
<∞,
as desired.
We next prove that the Radon transform preserves the translation of any Lizorkin function.
Proposition 6.3.3. Let f ∈ L(Rm), and define φû as in Proposition 6.3.1. Then (τqφû)(p) ∈ L(R)
where τq is the translation operator by q.
Proof. From Propositions 6.3.1 and 6.3.2, we have φû ∈ S(R). From the Fourier Slice Theorem, we
have (Fφû)(ω) = (Ff)(ωû). Therefore we find
(F[τqφû])(ω) = e
−iqω(Ff)(ωû).
Since f ∈ L(Rm), it follows that
[Dα(F[τqφû])](0) = 0 for all α ∈ N0,
which concludes the proof.
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Following the work in [2], Sonoda and Murata showed in [4] that the ridgelet transform Rψ has
a left-inverse R†η called the dual ridgelet transform with respect to η if the pair (ψ, η) satisfies the
admissibility condition: there exists a neighborhood Ω of zero in which Fη ∈ L1loc(Ω \ {0}) and
Kη,ψ = (2π)
m−1
(∫
Ω\{0}
+
∫
R\Ω
)
(Fψ)(ζ)(Fη)(ζ)
|ζ|m
dζ.
converges to a nonzero normalization factor. A convenient operator in checking admissibility is the
back-projection filter Λm,
ΛmΨ(û, r) =

∂mr Ψ(û, r) if m is even
Hp∂
m
r Ψ(û, r) if m is odd
where Hp denotes the Hilbert transform, due to its one-dimensional Fourier multiplier property:
[Fr(Λ
mΨ)](û, w) = im|w|m(FrΨ)(û, w).
If fact, Sonoda and Murata used the back-projection filter and the Gaussian G(z) = e−z
2/2 to
illustrate examples of admissible pairs with common activation functions.
Proposition 6.3.4 (Example 6.7, [4]). The tempered distribution
ηk+(z) =

zk if z ≥ 0
0 else
is admissible with ψ = ΛmGl+k+1 if and only if l is even.
One consequence of Proposition 6.3.4 is that the ridgelet transform Rηk+
is one-to-one. We next
consider the injectivity of the ridgelet transform using an alternative, direct method that generalizes
more easily.
Regarding the kernel of the ridgelet transform Rη with respect to the tempered distribution
η, we may just as well consider the ridgelet transform with respect to its distributional Fourier
transform Fη.
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Remark 6.3.1. Let η be a tempered distribution. Then, on the Schwartz space S(Rm),
F(ker RFη) = ker Rη.
In particular, if the kernel of the ridgelet transform RFη is trivial, then the kernel of the ridgelet
transform Rη is trivial.
In the next few results, we show that the kernel of the ridgelet transform with respect to the
ubiquitous ReLU distribution function is trivial.
Theorem 6.3.1. Let η be the ReLU function, i.e., η(x) = max{x, 0}. The kernel of the ridgelet
transform RFη on S(Rm) is trivial.
Proof. Recall that Fη is the tempered distribution which applies the Fourier transform to the
Schwartz function followed by the application of the distribution η. Then, using the Fourier Slice
Theorem and the regularity of the distribution η, we find
(RFηf)(û, α, β) =
∫
R
Fz[(Rf)(û, αz + β)](w)η(w) dw
=
∫
R
eiβ
w
α (Ff)
(w
α
û
)
η(w) dw
= α
∫
R
eiβr(Ff)(rû)η(αr) dr
= αFr
(
(Ff)(rû)η(αr)
)
(−β).
Now suppose that the Schwartz function f belongs to the kernel of the ridgelet transform RFη , i.e.,
(RFηf)(û, α, β) = 0 for all (û, α, β) ∈ Sm−1×R+×R. Then, from the theory of Fourier analysis, we
find (Ff)(rû)η(αr) = 0 for almost every r ∈ R and a dense set of parameters (û, α) ∈ Sm−1 ×R+.
Then (Ff)(~x) = 0 for every ~x ∈ Rm which implies that f = 0, as desired.
Corollary 6.3.1. Let η be the ReLU function. The kernel of the ridgelet transform Rη on S(Rm)
is trivial.
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Remark 6.3.2. The kernel of the ridgelet transform is, of course, not trivial in general. For
example, the kernel of the ridgelet transform with respect to the constant distribution is precisely
the collection of Schwartz functions whose Fourier transform vanishes at the origin.
A question of great import in artificial intelligence is the degree of approximation by linear
combinations of the form
N∑
n=1
cnη(~an · ~x− bn) where (N, cn,~an, bn) ∈ N0 × R× Rm × R.
In general, η ∈ S′(R) is not a locally integrable function, so we have to make precise the action of
η(~a · ~x − b) on the Schwartz space. We adopt the natural definition for the action of η(~a · ~x − b)
on f ∈ S(Rm) as the ridgelet transform (Rηf)(‖~a‖−1~a, ‖~a‖−1, ‖~a‖−1b). The next result resolves
this question in terms of the kernel of the ridgelet transform Rη. However, we first introduce a
necessary lemma.
Lemma 6.3.1. Suppose that f1, f2, ..., fn are linearly independent functions. Then there exists a
sample x1, x2, ..., xn such that the vectors
f1(x1)
f1(x2)
...
f1(xn)

,

f2(x1)
f2(x2)
...
f2(xn)

, ...,

fn(x1)
fn(x2)
...
fn(xn)

are linearly independent.
Proof. We consider cases n = 2 and n = 3 since cases n ≥ 4 follow from an induction argument
analogous to the argument made for case n = 3.
Suppose n = 2, and assume by way of contradiction that, for every pair x1 and x2, there exists
a nonzero constant c(x1, x2) such thatf1(x1)
f1(x2)
 = c(x1, x2)
f2(x1)
f2(x2)
 .
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Observe that it is necessarily the case that the support of f1 and the support of f2 are the same,
so we only consider x1, x2 and x3 in their common support. Note, too, thatf1(x1)
f1(x3)
 = c(x1, x3)
f2(x1)
f2(x3)
 .
Therefore we have
c(x1, x2)f2(x1) = f1(x1) = c(x1, x3)f2(x1) =⇒ c(x1, x2) = c(x1, x3).
In other words, the constant is independent of x2 and f1(x2) = c(x1, x3)f2(x2) which is a contra-
diction.
Now suppose n = 3, and assume by way of contradiction that, for every collection x1, x2 and
x3, there exist constants c1(x1, x2, x3), c2(x1, x2, x3) and c3(x1, x2, x3) not all zero such that
c1(x1, x2, x3)

f1(x1)
f1(x2)
f1(x3)
+ c2(x1, x2, x3)

f2(x1)
f2(x2)
f2(x3)
+ c3(x1, x2, x3)

f3(x1)
f3(x2)
f3(x3)
 =

0
0
0

Let x1 and x2 for f1 and f2 in the case for n = 2 above. Then c3(x1, x2, x3) 6= 0; therefore, we may
rewrite as follows: there exist constants d1(x1, x2, x3) and d2(x1, x2, x3) not all zero such that
f3(x1)
f3(x2)
f3(x3)
 = d1(x1, x2, x3)

f1(x1)
f1(x2)
f1(x3)
+ d2(x1, x2, x3)

f2(x1)
f2(x2)
f2(x3)
 .
Note, too, that 
f3(x1)
f3(x2)
f3(x4)
 = d1(x1, x2, x4)

f1(x1)
f1(x2)
f1(x4)
+ d2(x1, x2, x4)

f2(x1)
f2(x2)
f2(x4)
 .
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Therefore we have
d1(x1, x2, x3)
f1(x1)
f1(x2)
+ d2(x1, x2, x3)
f2(x1)
f2(x2)
 =
f3(x1)
f3(x2)
 =
= d1(x1, x2, x4)
f1(x1)
f1(x2)
+ d2(x1, x2, x4)
f2(x1)
f2(x2)
 .
Hence the constant terms d1 and d2 are independent of x3 and
f3(x3) = d1(x1, x2, x4)f1(x3) + d2(x1, x2, x4)f2(x3),
which is a contradiction.
As a comment, the following result on the relationship between the span of affine transformations
of a distribution and the kernel of the ridgelet transform on the appropriate test space holds for
the various space pairs in [4].
Theorem 6.3.2. Let η ∈ S′(R). The set of linear combinations of the form
N∑
n=1
cnη(~an · ~x− bn) where (N, cn,~an, bn) ∈ N0 × R× Rm × R (6.3.1)
is dense in S′(Rm) with respect to the weak-? topology if and only if the kernel of the ridgelet
transform with respect to η on S(Rm) is trivial.
Proof. The necessary implication follows by the contrapositive of the statement. That is, suppose
that the kernel of the ridgelet transform with respect to η is not trivial, and let f be a nonzero
element in the kernel of the transform. There exists φ ∈ S′(Rm) such that φ(f) 6= 0, so let
0 < ε < |φ(f)|. Then no element of the form in Equation (6.3.1) belongs to the weak-? neighborhood
of φ,
{ψ ∈ S′(Rm) : |(φ− ψ)(f)| < ε}.
For the sufficient implication, suppose that the kernel of the ridgelet transform with respect to η is
trivial. Let φ ∈ S′(Rm), and let N be a weak-? neighborhood of φ. Then there exist an ε > 0 and
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a finite collection f1, f2, ..., fn ∈ S(Rm) such that
φ ∈ {ψ ∈ S′(Rm) : |(φ− ψ)(fi)| < ε, 1 ≤ i ≤ n} ⊂ N.
Up to rearrangement, assume that f1, f2, ..., fk for some 1 ≤ k ≤ n are linearly independent with
the same span as f1, f2, ..., fk, ..., fn. Since the kernel of the ridgelet transform with respect to η is
trivial, it follows that Rηf1,Rηf2, ...,Rηfk are linearly independent. By Lemma 6.3.1, there exist
{(ûj , αj , βj)} such that the matrix
(Rηf1)(û1, α1, β1) . . . (Rηf1)(ûk, αk, βk)
...
. . .
...
(Rηfk)(û1, α1, β1) . . . (Rηfk)(ûk, αk, βk)

is nonsingular, so there exists a solution to the system of linear equations
(Rηf1)(û1, α1, β1) . . . (Rηf1)(ûk, αk, βk)
...
. . .
...
(Rηfk)(û1, α1, β1) . . . (Rηfk)(ûk, αk, βk)


c1
...
ck
 =

φ(f1)
...
φ(fk)
 .
Now let ψ be given by
ψ(~x) =
k∑
i=1
ciη(α
−1
i ûi · ~x− α
−1
i βi),
We then find that ψ(fi) = φ(fi) for 1 ≤ i ≤ n so that ψ ∈ N, which concludes the proof.
6.4 The Dual Ridgelet Transform of Measures
We motivate our ridgelet transform on measures by deriving the adjoint of the classic ridgelet
transform between Lp spaces with respect to a rapidly decaying ridgelet function. Let η ∈ Z(R), the
ridgelet space. The ridgelet transform with respect to η is the operator Rη : X(Rm)→ Y(Ym+1),
(Rηf)(~a, b) =
∫
Rm
f(~x)η(~a · ~x− b)‖~a‖ d~x.
It is fairly straightforward to show that the transform Rη is bounded for Z = S, X = L
1, and
Y = L∞. For Banach spaces, the corresponding adjoint operator R∗η : [L
∞(Ym+1)]∗ → [L1(Rm)]∗
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satisfies R∗ηT = T ◦Rη. Further recall the isometric isomorphisms from the Kantorovich and Riesz
Representation Theorems:
1. [L∞(Ym+1)]∗ ' (BFA(Ym+1), ‖ · ‖TV ),
µ ∈ BFA(Ym+1) 7→ Tµ ∈ [L∞(Ym+1)]∗ : Tµ(f) =
∫
Ym+1
f dµ.
2. [L1(Rm)]∗ ' L∞(Rm),
g ∈ L∞(Rm) 7→ Sg ∈ [L1(Rm)]∗ : Sg(f) =
∫
Rm
f(~x)g(~x) d~x.
Now define gη,µ : Rm → R by
gη,µ(~x) =
∫
Ym+1
η(~a · ~x− b)‖~a‖ dµ.
We observe that gη,µ ∈ L∞(Rm) and, from the aforementioned correspondences,
R∗η : µ ∈ BFA(Ym+1) 7→ gη,µ ∈ L∞(Rm).
There are a few comments that need to be made regarding this representation of the adjoint.
First, the adjoint operator is not the classical dual ridgelet transform. Second, the space of measures
BFA – which are the bounded finitely-additive measures that are absolutely continuous with respect
to Lebesgue measure – has little merit in connection to neural networks. Rather, we are interested in
singular measures since integrating with respect to a linear combination of dirac measures precisely
produces the outcome of a shallow neural network.
We may consider instead the space of compactly supported measures Mc(Ym+1), which Bourbaki
in [1] identifies as the dual space for the continuous functions whose topology is determined by
convergence on compact subsets. As such, we can then relax the assumption on Z to accommodate
unbounded activation functions such as ReLU.
Definition 6.4.1. Let η be ReLU. We define the dual ridgelet transform with respect to η as
R
†
η : Mc(Ym+1)→ C(Rm) by,
(R†ηµ)(~x) =
∫
Ym+1
η(~a · ~x− b) dµ.
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We show the following preliminary analysis of the dual ridgelet transform of measures: R†η is
well-defined, not surjective, not injective, and not closeable (hence, not continuous).
We first observe that the uniform continuity of ReLU passes to the dual ridgelet transform on
measures.
Remark 6.4.1. R†η is well-defined. Let µ ∈ Mc(Ym+1). We note that ReLU is uniformly contin-
uous as it is piecewise linear. That is, given ε > 0, there exists δ > 0 such that |η(s) − η(t)| < ε
whenever |s − t| < δ. Denote α = max{‖~a‖ : (~a, b) ∈ supp µ} + 1, and consider ‖~x − ~y‖ < δα−1.
Then
|(~a · ~x− b)− (~a · ~y − b)| ≤ ‖~a‖ ‖~x− ~y‖ < δ.
Letting s = ~a · ~x− b and t = ~a · ~y − b, we have
|(R†ηµ)(~x)− (R†ηµ)(~y)| ≤
∫
Ym+1
|η(~a · ~x− b)− η(~a · ~y − b)| d|µ| ≤ ε|µ|(Ym+1).
Hence (R†ηµ)(~x) is uniformly continuous.
Moreover, it follows from Remark 6.4.1 that the dual ridgelet transform is not surjective.
Remark 6.4.2. R†η is not injective. Any measure with compact support in {(~0, b) : b ≥ 0} belongs
to the kernel of the dual ridgelet transform on measures. Surprisingly, however, there are absolutely
continuous measures in the kernel, too. To that end, suppose µ << λ, i.e., µ is absolutely continuous
with respect to Lebesgue measure λ. From the Radon-Nikodym Theorem, there exists a λ-measurable
function f where dµ = f dλ so that
(R†ηµ)(~x) =
∫
Ym+1
η(~a · ~x− b)f(~a, b) dλ.
We show that there exists an f so that (R†ηµ)(~x) = 0 for all ~x ∈ Rm when m = 1. A generalization
of the argument can then be made for any m.
For a fixed x, we graph the ridge – the boundary of the support – for η(ax− b) in (a, b)-space in
Figure 6.2. The support of η then lies below the ridge, and η(ax−b) is linear along rays. Therefore,
it suffices to determine η(ax−b) on a fixed radius from the origin, so we consider the transformation
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of the (a, b)-space into the (θ, r)-space where θ is measured counterclockwise from the negative part
of the b-axis.
a
b
θ
r
π−π
slope = x
Figure 6.2: Transformation between (a, b)-space and (θ, r)-space
Then η(ax−b) in (a, b)-space at a fixed radius corresponds to a translation by a factor depending
on x of the positive sine bump {(t, sin(t)) : 0 ≤ t ≤ π} along the horizontal segment in (θ, r)-space.
We note that the function y = sin(3t) is orthogonal to every translation of the positive sine bump
with respect to the L2 inner product, and its transformation into (a, b)-space provides the desired
example for f .
Remark 6.4.3. R†η is not closeable. We show that the closure of the graph of R
†
η is not the graph
of an operator for the case m = 1. The argument may be adapted for general dimension. For each
positive integer n, let µn be Lebesgue measure restricted to (a, b) ∈ [−(2n + 1)−1, (2n + 1)−1] ×
[−(n+1),−n]. Then µn ∈Mc(Y2) and ‖µn‖TV → 0. We claim that (R†ηµn)(x) converges normally
to the constant 1 function, so consider a compact set K. Then there exists an integer N such that
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ax− b ≥ 0 on the support of µn for n ≥ N and x ∈ K. Then we find for x ∈ K
(R†ηµn)(x) =
∫
Y2
η(ax− b) dµn(a, b)
=
∫ −n
−(n+1)
∫ (2n+1)−1
−(2n+1)−1
ax− b da db
=
∫ −n
−(n+1)
−b[2(2n+ 1)−1] db
= 1.
These same observations hold, with the appropriate modifications to the given arguments, for
the alternative definition of the dual ridgelet transform on measures with the factor ‖~a‖.
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CHAPTER 7. GENERAL CONCLUSION
In Chapter 2 we studied properties of the weighted Cantor measures, especially in regards to
their moments for deriving an orthonormal basis – the Legendre polynomials. Specifically, we
isolated a recurrence relation, developed approximation formulae, and characterized their rate of
decay. These measures, among other finite compactly supported Borel measures, find interest in
the applications of Chapter 6 where we considered integral operators that are analogous to the
shallow neural network in machine learning.
In Chapter 3 we further study applications in data science, particularly image processing. We
considered a generalization of the classic Walsh basis through the construction under the orbit of
a Cuntz algebra. As is standard in literature, we studied the algebraic properties of our general
Walsh system. We also developed criteria for various modes of convergence, studied the continuity
of relevant operators with respect to filter variation, and applied our operators to finite-dimensional
data which manifested as an extension of the discrete wavelet transform.
In Chapter 4 we considered an alternative description of the Kaczmarz algorithm where the
sequence that performs the role of synthesis may be different from the sequence that performs the
role of analysis. We observed properties toward the characterization of effective pairs and proved
equivalent conditions for symmetric effective pairs that are related by a positive, invertible bounded
operator. A simpler statement is then made for the finite-dimensional case. We further developed
reconstructive methods when a given sequence is almost effective.
In Chapter 5 we continued the study of the Kaczmarz algorithm in the context of a system
of linear equations distributed throughout a network. We introduced the concept of subnetwork
structures and focused our analysis to their effect on the whole network. We showed, for relaxation
parameters satisfying certain admissibility conditions, that the algorithm converges to the solution
of minimal norm when the system is consistent and to a parameter, network topology dependent
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approximation of a least squares solution when the system is inconsistent. We further studied a
particular kind of subnetwork where we showed that the parameters may be chosen to be larger
than the standard bound found throughout literature.
