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Abstract—For a massive multiple-input-multiple-output
(MIMO) system using intelligent reflecting surface (IRS)
equipped with radio frequency (RF) chains, the multi-channel
RF chains are expensive compared to passive IRS, especially,
when the high-resolution and high-speed analog to digital
converters (ADC) are used in each RF channel. In this letter, a
direction of angle (DOA) estimation problem is investigated with
low-cost ADC in IRS, and we propose a deep neural network
(DNN) as a recovery method for the low-resolution sampled
signal. Different from the existing denoising convolutional neural
network (DnCNN) for Gaussian noise, the proposed DNN with
fully connected (FC) layers estimates the quantization noise
caused by the ADC. Then, the denoised signal is subjected to
the DOA estimation, and the recovery performance for the
quantized signal is evaluated by DOA estimation. Simulation
results show that under the same training conditions, the better
reconstruction performance is achieved by the proposed network
than state-of-the-art methods. The performance of the DOA
estimation using 1-bit ADC is improved to exceed that using
2-bit ADC.
Index Terms—reconstruction signal, deep neural network,
quantization noise, DOA estimation, intelligent reflecting surface
I. INTRODUCTION
EXTENDING a massive multiple-input-multiple-output(MIMO) system [1] to the millimeter wave (MMV) band
will bring higher hardware costs and attenuate the signal
significantly, so intelligent reflecting surface (IRS) [2], [3]
as a new method is introduced to enhance the wireless link
and reduce costs of additional base stations. For the massive
MIMO system, when the low-cost analog to digital converters
(ADCs) are used in the IRS equipped with radio frequency
(RF) chains, the ADC resolution is decreasing, and the signals
will be deteriorated severely by the quantization noise. It
is expected to ensure the quality of signal processing while
decreasing costs.
Direction of angle (DOA) estimation with 1-bit quantized
measurements has been studied for many years. Ref. [4] con-
siders the influence of 1-bit measurements on the estimation
accuracy in the scenario with additional white Gaussian noise
(AWGN), and the estimation for the covariance matrix is also
investigated. Similar to the DOA estimation, a line spectrum
estimation with quantized signals is investigated in ref. [5],
where design rules for antialiasing filter and sampling rate
are proposed. They are applied to delta-sigma ADC to reduce
the quantization noise, which has been widely used in the
industry. Additionally, 1-bit quantized sparse arrays proposed
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in [6] perform better than the unquantized uniform linear
arrays (ULAs) in the DOA estimation problem.
Deep learning has aroused great interest in the past years
and has been combined with wireless communication and
radar signal processing. In [7], a channel and DOA estimation
method based on deep neural network (DNN) is proposed in
the massive MIMO system. Usually, for the DOA estimation
using DNN, the output of DNN is the spatial angle, and
this scheme can achieve high resolution. Moreover, there are
some other kinds of DNN structures for the DOA estimation,
such as the classifier-based network [8], which divides the
spatial angle into grids. The input of the network can also
use a covariance matrix instead of the raw baseband signals.
Denoising convolutional neural network (DnCNN) is first
introduced in [9] to remove Gaussian noise in image, and
ref. [10] applies DnCNN in the array signal processing with a
better performance than the atomic norm minimization (ANM)
denoising method.
However, for the quantized signals, in addition to the
reconstructed covariance matrix in [4], there are few ways
to deal with the reconstruction of quantized signals. In the
hardware, the sigma-delta ADC can decrease the quantization
noise [5], but it is expensive when the sampling rate increases,
which is not applicable in the massive MIMO system and IRS
who possess large-scale array.
In this paper, we propose a reconstruction method for
quantized signal based on DNN, which is composed of fully
connected (FC) layers, batch normalization (BN) unit, residual
block, and rectified linear unit (ReLU) activation function.
Through offline training, ADC precision can be improved
without additional performance loss. Then, the recovery per-
formance for the quantized signal is evaluated by measuring
the accuracy of the DOA estimation. Moreover, the reconstruc-
tion performance of the proposed network is also compared
with state-of-the-art methods.
The paper is structured as follows. The signal and quanti-
zation noise model are presented in section II. In Section III,
we propose the scheme for signal reconstruction. Simulation
results and discussion are illustrated in Section IV. Finally, in
Section V, the paper is concluded.
II. SIGNAL AND QUANTIZATION NOISE MODEL
Considering a ULA with M sensors, d is array spacing,
and λ is wavelength of signals. This ULA array is used to
estimate the DOA of the K far-field signals. For the k-th signal
(k = 1, 2, 3, ,K), the complex signal and the DOA are denoted
as sk and θk, respectively. During the n-th sampling time,
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Fig. 1. The proposed DNN structure.
when the low-cost ADC is used, the received signal in ULA
can be expressed as a baseband signal
y(n) =
K∑
k=1
sk(n)a(θk) + e(n) + q(n) = x(n) + q(n), (1)
where the received signal from M sensors is x(n) =∑K
k=1 sk(n)a(θk) + e(n) ∈ CM×1, and the steering vec-
tor is a(θk) =
[
1, ej2pi
d
λ sin(θk), ..., ej2pi
d(M−1)
λ sin(θk)
]T
. The
quantized signal is y(n) ∈ CM×1, the complex additive
Gaussian noise vector is e(n) = [e1(n), ..., eM (n)]
T, and
q(n) = [q1(n), ..., qM (n)]
T denotes the quantization noise.
The m-th entry in q(n) is
qm(n) = round
(
xm(n)
∆(B)
)
∆(B)− xm(n),
m = 1, ...,M,
(2)
where round(·) is round operation, ∆(B) = 2V/2B , and
V is maximum input voltage of ADC. The real part and
imaginary part of xm(n) are distributed between V and V .
qm is quantization noise produced by B-bit ADC, and follows
an uniform distribution from −0.5∆(B) to 0.5∆(B). We use
rounding quantization, which resulting in that we have 2B +1
quantization level for B bits quantization. All the quantizations
used below are the same as those used in this section. In this
paper, we will estimate the DOA θk from the quantized signals
y(n).
III. PROPOSED SCHEME FOR SIGNAL RECONSTRUCTION
To recover the information from the quantized signals, we
propose a DNN network with FC layers. With the quantized
signal as input, the network is trained to output the original
signal (unquantized signal, x(n)) .
As shown in Fig. 1, the DNN has L hidden layers, we
employ the ReLU [11] as our activation function, which can
be given by
fReLU(x) = max(0, x). (3)
We also employ the residual block [12] to prevent overfitting,
gradient explosion and disappearance. The real and imaginary
parts of y(n) are separated and reshaped into a long vector.
For M elements in the ULA, each signal being input to DNN
is a tensor Y[0] ∈ R1×2M . The first layer of this network is
FC layer, and ReLU is applied to the output of first FC layer,
so the output of first hidden layer can be expressed as
Y[1] = fReLU
(
Y[0]W[1]
)
, (4)
where W[1] ∈ R2M×N1 is the weight of the first FC layer,
b[1] ∈ RN1 is its bias term, and Nl is the amount of neuron
in hidden layer l.
Residual block is applied to layers after the hidden layer
1. For the first residual block, the following calculation is
performed
Y[2] = fReLU
(
fBN
(
Y[1]W[2] + b[2]
))
,
Y[3] = fReLU
(
Y[1] + fBN
(
Y[2]W[3] + b[3]
))
,
(5)
where W[l] ∈ RNl−1×Nl ,b[l] ∈ RNl for l = 2, 3, ..., L.
In residual block, we applied BN [13] to the output of
each FC layer. BN uses the mean and standard deviation on
small batches to continuously adjust the intermediate output
of the neural network during training, thereby making the
intermediate output of the entire neural network more stable.
BN can be expressed as
fBN
(
Y[l]
)
= γ  Y
[l] − E (Y[l])√
var
(
Y[l]
)
+ 
+ β,
l = 2, ..., L− 1,
(6)
where  is a small constant to ensure denominator is greater
than 0. E(·), var(·) calculate expectation and variance. γ, β
are scaling and shift parameters, respectively.  denotes the
element-wise product.
To obtain the reconstruction of quantized signals, the acti-
vation function is not used in the last layer, and only linear
operations are performed
Y[L] = Y[L−1]W[L] + b[L]. (7)
The loss function used for back propagation, reconstruction
performance evaluation is as follows
floss
(
Y[L]
)
=
1
2M
‖ Y[L] − ψ(n) ‖22, (8)
where ψ(n) =
[R{y(n)− q(n)}T, I{y(n)− q(n)}T],
R{·} , I {·} take the real and imaginary parts of the complex
vector, respectively. Under normal circumstances, multiple
signals will be concatenated and input into the network, the
loss value is the average for these signals.
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 3
0 50 100 150 200 250 300
 H S R F K
0.0
0.2
0.4
0.6
 O R
 V V
   / D \ H U V B W U D L Q O R V V
   / D \ H U V B W H V W O R V V
    / D \ H U V B W U D L Q O R V V
    / D \ H U V B W H V W O R V V
    / D \ H U V B W U D L Q O R V V
    / D \ H U V B W H V W O R V V
    / D \ H U V B W U D L Q O R V V
    / D \ H U V B W H V W O R V V
(a) Fine-tuned DNN with different layers.
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(b) Fine-tuned DNN with different neurons.
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(c) Fine-tuned DNN with different structure.
Fig. 2. Comparison of different networks in 300 iterations.
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(a) Performance of two method on
small training set.
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(b) Test loss of proposed DNN in
different SNR.
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(c) Test loss of DnCNN in different
SNR.
10 20 30 40 50
SNR(dB)
10-2
10-1
100
M
SE
1bit
2bit
3bit
4bit
Proposed DNN
DnCNN
(d) MSE of two methods via MU-
SIC algorithm.
Fig. 3. Proposed DNN vs DnCNN.
IV. SIMULATION RESULTS AND DISCUSSION
A 32 elements ULA with half wavelength spacing between
sensors is used to reconstruct signals containing 3 different
spatial angles, where the spatial scope is [−30◦, 30◦]. Pytorch
framework and Adam optimizer are used to implement pro-
posed scheme. Learning rate is set to 10−3 without decay.
In the meantime, we set L to 10, Nl (l = 1, 2, 3, , L − 1)
to 1024, NL to 64 and size of mini-batch to 256, and
the data set is shuffled randomly. The numerical results in
this section are generated by inputting 1-bit quantized signal
into the proposed DNN. The experimental platform is a
PC with graphics card NVIDIA 2080Ti. Acquiring codes at
https://github.com/hwfhwf/DNN-For-Signal-Reconstruction.
First, by fine-tuning the proposed DNN to generate dif-
ferent networks, thus explaining why this network is used.
Subsequently, comparing the DnCNN in [10] and proposed
DNN, multiple signal classification [14] (MUSIC) algorithm
is applied to evaluate neural network performance. The MU-
SIC algorithm uses 5 snapshots to compute the covariance
matrix, and 1000 trials are performed. Finally, a method of
compressing the model are examined, it can be deployed on
mobile devices to reduce costs through numerical results.
A. Assessment For Fine-Tuned Networks
The performance of different networks based on proposed
DNN are tested in 300 iterations, with 20000 training signals
and 1000 test signals for SNR = 50 dB. As Fig. 2(a) shown,
it is clear that adding layers will not bring large benefits by
changing the number of layers of proposed DNN, and will
lead to gradient explosion. As depicted in Fig. 2(b), increasing
the number of neurons Nl brings obvious benefits on test set,
but DNN with 2048 neurons will cost much more time in
TABLE I
TRAINING TIME REQUIRED FOR NETWORKS WITH DIFFERENT NUMBERS
OF NEURONS (300 ITERATIONS)
Nl(l = 1, 2, , L− 1) Training time (s)
128 133.69
512 134.73
1024 169.59
2048 338.14
training, as shown in Table I. In Fig. 2(c), proposed DNN is
adjusted on activation function, with/without residual block,
with/without BN, respectively. It is worth noting that even in
the case where the network is not that deep, the residual block
can still suppress the gradient explosion. Although the curve
gap is not obvious during training, on the test set, the loss of
proposed method is significantly smaller than networks that
has been changed, implying that this network performs better.
B. Comparison Between Proposed DNN With DnCNN
Fig. 3(a) compares the proposed DNN with DnCNN
in [10]. For DnCNN, the number of filters is adjusted
to 64 and 256 in each layer, which can be seen that
over-fitting occurs in DnCNN. Increasing the training set
size to 105, test set size to 5000 with different SNR ∈
{10 dB, 20 dB, 30 dB, 40 dB, 50 dB}, the data set is evenly
distributed in each SNR. Fig. 3(b) and Fig. 3(c) contain test
loss of two network in different SNR. As the size of the train-
ing set increases, over-fitting no longer occurs for DnCNN,
consequently more data is required. From two figures, the
proposed DNN possesses better reconstruction capability, due
to lower test loss in the whole SNR range. As shown in
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Fig. 4. The reconstruction effect of proposed DNN in large training set.
TABLE II
MSE COMPARISON BETWEEN THE SIMPLIFIED AND THE ORIGINAL MODEL
SNR (dB) 30 40 50
Precision 16 FP 32 FP 16 FP 32 FP 16 FP 32 FP
MSE 0.081 0.081 0.080 0.078 0.081 0.084
Fig. 3(d), the reconstructed signals output by the network
corresponding to Fig.3(b) and Fig. 3(c) are used to estimate
the DOA via MUSIC algorithm. As comparison, the DOA of
1∼4 bits quantized signals also been estimated to evaluate
signal reconstruction level. For estimated angle θˆk, MSE of
angle can be expressed as: MSE = 1K
∑K
k=1
(
θˆk − θk
)2
. With
same quantized signal, reconstruction effect of DnCNN is very
weak. Through proposed DNN, the performance of the DOA
estimation using 1-bit ADC is improved to exceed that using
2-bit ADC.
C. Further Training For Proposed DNN
Increasing the size of training set to 107 for each SNR
to make the network more generalized. After 300 iterations,
1-bit quantized signal are input into the trained network to
generate reconstructed signal, and the MUSIC algorithm is
used to verify the recovery effect. By comparing with the MSE
of 1∼4-bit quantized signal, estimate the improvement effect
obtained by this method. As is shown in Fig. 4(a), owing
to proposed DNN, the performance of the DOA estimation
using 1-bit ADC is improved to exceed that using 2-bit ADC
on each SNR. In Fig. 4(b), the true angles of the signal are
−18.9346◦, 8.6346◦, 9.9462◦. In the scenario of SNR = 50
dB, the signal reconstructed by proposed network can achieve
better resolution than 3-bit quantized signal around 9◦.
D. Compressed Model
For field programmable gate array (FPGA) or embedded
devices, the network model must be compressed as much as
possible to ensure high processing speed, at the same time
the accuracy of signal processing must be guaranteed. There
are some methods to compress the model such as precision
reduction and pruning for parameters in neural network. Our
network parameters are initially single-precision floating-point
(32 FP) numbers, turning them to half-precision floating-point
(16 FP), then we can get 50% reduction in model size and
faster data processing speed. From Table II, precision from
32 FP to 16 FP hardly changes the MSE, it is feasible that
continue to decrease the precision of parameters to achieve
speed-performance trade-off. The operation we used above
are for the trained network parameters. Greater benefits can
be achieved by applying them to the training process, which
is deeply discussed in [15], including network quantization,
pruning, weight sharing et al.
V. CONCLUSION
This paper has proposed a DNN to decrease quantization
noise and reconstruct the quantized signal. The numerical
results have shown that under sufficient training, through
proposed DNN, the performance of the DOA estimation using
1-bit ADC is improved to exceed that using 2-bit ADC,
consequently ADCs with lower resolution can be employed
without performance loss. This method can be applied to
massive MIMO system, IRS with RF chains, thus greatly
reducing costs.
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