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Abstract
We study nested partitions of Rd obtained by successive cuts us-
ing hyperplanes with fixed directions. We establish the number of
measures that can be split evenly simultaneously by taking a parti-
tion of this kind and then distributing the parts among k sets. This
generalises classical necklace splitting results and their more recent
high-dimensional versions. With similar methods we show that in the
plane, for any t measures there is a path formed only by horizontal
and vertical segments using at most t−1 turns that splits them by half
simultaneously, and optimal mass-partitioning results for chessboard
colourings of Rd using hyperplanes with fixed directions.
1 Introduction
Mass partitioning results are a cornerstone of the interaction between topol-
ogy and discrete geometry. Besides being interesting geometric problems in
their own right, they are highly motivated by their applications. We mention
a few key examples.
In discrete geometry, the recent polynomial partitioning-type results of
Guth and Katz were used as their first step to nearly solve Erdo˝s’ distinct
distance problem [GK] (see [She14] for the state of the art on the subject). In
∗Supported by the Dynasty foundation.
1
ar
X
iv
:1
40
8.
48
30
v5
  [
ma
th.
M
G]
  1
2 O
ct 
20
14
combinatorics, one striking example is the solution to the necklace splitting
problem [Alo87, GW85] which will be described precisely later on. Mass
partitions are also motivated by their applications to geometric range queries
[Mat94].
The quintessential measure partitioning result is the Ham Sandwich the-
orem.
Theorem (Ham Sandwich). Given d probability measures µ1, µ2, . . . , µd in
Rd, there is a hyperplane which simultaneously splits all of them evenly.
There are some additional conditions imposed on the measures, namely
that they vanish on every hyperplane. For simplicity, in what follows we
only consider measures which are absolutely continuous with respect to the
Lebesgue measure of the space in question. When the space of partitions is
compact, approximation arguments can usually extend the results to larger
families of functions. However, one has to take additional steps to ensure
that no new problems arise in doing so.
In general, the type of results which we are interested in are solutions to
instances of the following problem:
Problem. Let H be a family of partitions of Rd and F be a set of families
of measures. Under what conditions can we guarantee that for every F ∈ F
there is a partition in H which splits F in a prescribed manner?
This can be thought as a way of testing the complexity ofH. For instance,
which families H satisfy that they can simultaneously split any k measures
in Rd evenly?
In this paper, we study families of partitions formed by successive hy-
perplane cuts, where the directions hyperplanes and other parameters are
fixed in advance. With cuts by one hyperplane moving freely in Rd, the ham
sandwich shows that any d measures can be split. However, if the direction
of the hyperplane is fixed, only one measure can be guaranteed to be split.
Thus, the complexity of the partition must be increased in some other way.
In Section 3, we describe a class of families of nested partitions by hyper-
plane cuts with prescribed directions that can split large numbers of measures
at the same time. The results in that section are closely related to the classic
necklace splitting problem.
Theorem (Necklace theorem, Hobby and Rice 1965 [HR65]). Given t prob-
ability measures µ1, µ2, . . . , µt in R, there is a partition of R using t points
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such that the resulting parts may be distributed among two sets A and B with
µj(A) = µj(B) =
1
2
for all j.
Notice that if the measures are not absolutely continuous, but instead
each is distributed evenly among an even number of points, the problem is
completely combinatorial. The discrete version was first proved by Gold-
berg and West [GW85] using topological methods, and a different proof was
obtained by Alon and West [AW86]. The setting of the problem is usually de-
scribed as a problem of two thieves who stole an (open) necklace with pearls
of t types and wish to split it evenly (i.e. each gets the same number of each
kind of pearl) among themselves by cutting the necklace and distributing the
resulting pieces. However, they want to use the minimum number of cuts
possible. This was later improved by Alon by solving the same problem with
k thieves [Alo87].
Theorem (Alon 1987). Given t probability measures µ1, µ2, . . . , µt in R,
there is a partition of R using t(k − 1) points such that the resulting parts
may be distributed among k sets A1, A2, . . . , Ak so that
µj(Ai) =
1
k
for all i, j.
In both cases, the number of points used is optimal. In Section 3 we
generalise this result to Rd, where the cuts are made with hyperplanes with
fixed directions. This further generalises a d-dimensional version by Zˇivaljevic´
and de Longueville of the theorem above [DLZˇ08], where the partition was
made using hyperplanes with fixed directions, but only choosing out of d
possible directions. In the case when k is a prime power, we also optimise
on the number of parts in the resulting partition, which has not been done
before.
When dealing with a fair distribution problem, there are two aspects to
take care in the partition. One is the topological complexity of the space
of partitions involved, and the other is the combinatorial complexity. The
methods by de Longueville and Zˇivaljevic´ optimised the topological complex-
ity, as the number of hyperplane cuts they used was the best possible. In
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our partitions, we optimise also the combinatorial complexity. Given the hy-
perplanes that make up the partition, we only allow a small number of ways
to distribute the parts. Moreover, as the space of partitions considered is
slightly different, we use simpler methods than the ones needed in [DLZˇ08].
There is yet another variation of the Necklace splitting theorem by Zˇivaljevic
[Zˇiv13] which involves partitions of simplices induced by conical (d − 1)-
dimensional faces induced by a point in the interior of the simplex and some
(d−2)-dimensional polytopal sphere in the boundary of the simplex. In Sec-
tion 4 we show a unified topological approach that generalises the results in
Section 5 and [Zˇiv13], thus containing or implying all known high-dimensional
versions of the necklace splitting theorem.
In the partitions mentioned, we have no control over how the distribution
is made. However, when k = 2, given a partition of Rd induced by hyper-
planes there is a natural way to split the sections of the partition. Namely,
we colour the space like a chessboard, where every two parts that share a
boundary of dimension (d − 1) go to different sets. For this to be possible,
we do not consider nested partitions, but allow all hyperplanes to extend
completely. Similar results appear in [AW86]. In Section 5 we describe mass
partitioning results of this kind where we give more freedom to the hyper-
planes determining the partition.
Another example of a mass partition result is the polynomial version of
the ham sandwich theorem by Stone and Tukey [ST42]. In the case when
d = 2, it says that polynomials of degree k−1 are enough to split evenly any
k measures.
Theorem (Stone, Tukey 1942). Given t probability measures µ1, µ2, . . . , µt
in R2, there are is a polynomial p of degree at most t− 1 so that
µi({(x, y) : y > p(x)}) = 1
2
for all i.
In Section 2, we give a “fixed directions” version of this result. This
gives a positive answer to a conjecture by Mikio Kano, communicated to the
authors by Ruy Fabila-Monroy. Namely, we prove that just like polynomials
of degree at most t− 1, paths along two directions with at most t− 1 turns
can split any t measures. We present this result before the high-dimensional
ones because the parametrisation of the space of partitions is much simpler
and motivates the constructions used later.
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Theorem 2.4. Let t be a positive integer. For any t measures in R2, there
is a path formed by only horizontal and vertical segments with at most t− 1
turns that splits R2 into two sets of equal size in each measure.
Moreover, the path that we obtain is y-monotone. One downside from
our construction is that the path may go “through infinity” in the hori-
zontal direction several times. The case when t = 2 was solved previously
in [UKK09].
It should be noted that the number of turns is optimal. In order to see
this, it suffices to concentrate each measure µi near a point xi, so that no
two points xi, xj share a coordinate. The path must essentially go through
each point, and between consecutive points it needs at least one turn. The
proof of this result is contained in Section 2. It should be noted that there
are similar results by Sergey Bereg [Ber09], where it is shown that any two
measures in the plane may be equipartitioned into t parts simultaneously,
where the boundaries for the sections of the equipartition are the union of
at most t− 1 vertical or horizontal segments. In Bereg’s results, the sections
do not need to be convex.
Finally, in Section 6 we mention some examples of partitions similar to
the ones we use that cannot split as many measures as their degrees of free-
dom. This shows that the precise structure of our results cannot be removed
altogether.
As mentioned at the beginning of the paper, the methods used are in-
escapably topological. The most common proof scheme of this kind of results
is what is known as the test map scheme. The objective is to parametrise
the space of partitions by a space X, and map it by a function f to a space
Y related to the way we are splitting the measures. Ideally, the symmetries
of the problem should induce actions of a group G on both spaces so that
f is equivariant (i.e. f(gx) = g · f(x)). Then, the problem of the existence
of certain partitions is related to the problem of the non-existence of certain
equivariant maps.
For instance, let t, k be positive integers, [k] = {1, 2, . . . , k} and n =
t(k−1)+1. Let Σk the symmetric group of permutations of k elements. The
topological n-fold join
EGn−1 := [k] ∗ [k] ∗ · · · ∗ [k]︸ ︷︷ ︸
n
is an (n−2)-connected topological space with a natural action of Σk. Namely,
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for a permutation σ ∈ Σk and p = α1m1 + α2m2 + . . .+ αnmn ∈ EGn−1, we
define σ(p) = α1σ(m1) + α2σ(m2) + . . .+ αnσ(mn).
Also, notice that the spaceRk−1 = {(x1, x2, . . . , xk) : x1+x2+. . .+xk = 0}
has an action of Σk, which simply permutes its coordinates. This induces an
action on Rn−1 = Rt(k−1) = Rk−1 ⊕Rk−1 ⊕ . . .⊕Rr−1.
The main topological tool needed for sections 3 and 4 is the following
theorem.
Theorem (O¨zaydin, 1987 [O¨za87]). Let k, t be positive integers and n =
t(k − 1) + 1. If k is a prime power, then for every Σk-equivariant map
f : EGn−1 → Rn−1
there is an x0 such that f(x0) = 0. Moreover, if k is not a prime power,
there are maps f as above whose image does not contain 0.
For the proof of this theorem, if k = pm, then it is sufficient to consider
the (Zp)m-action in these spaces to show the existence of a zero. It should be
noted that even though [O¨za87] is an unpublished preprint, the results have
been used and reproved several times, for instance in [Vol96].
In the case when k is a prime number instead of a prime power, a simpler
proof of Theorem 3.2 can be obtain by using the following theorem by Dold
instead of the result by O¨zaydin.
Theorem (Dold’s theorem [Dol83]). Let G be a finite group, |G| > 1, X
be an n-connected space with a free action of G, and Y be a (paracompact)
topological space of dimension at most n with a free action of G. Then there
is no G-equivariant map f : X → Y .
One should note that when X is an n-dimensional sphere and Y is an
(n− 1)-dimensional sphere, both equipped with their natural Z2 action, the
theorem above is simply the Borsuk–Ulam theorem. For a description of these
topological tools along their applications to discrete geometry and combina-
torics, we recommend [Mat03].
2 Paths using two directions
In this section we show that a certain family of partitions of R2 can be used
to split evenly and simultaneously several measures. Some of the resulting
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partitions are shown to come from y-monotone paths that use few number
of turns.
Let M = (m1,m2, . . . ,mn) be a (0, 1)-vector of length n. We define CM
as the space of partitions of R2 into two sets A and B which can be obtained
in the following way.
• First, choose numbers −∞ = y0 ≤ y1 ≤ · · · ≤ yn−1 ≤ yn = ∞ and
divide R2 into the strips Si = {(x, y) : yi−1 ≤ y ≤ yi} for i = 1, 2 . . . , n.
• If mi = 0, choose whether Si ⊂ A or Si ⊂ B.
• If mi = 1, choose −∞ ≤ xi ≤ ∞ and divide Si into SLi = {(x, y) ∈
Si : x ≤ xi} and SRi = {(x, y) ∈ Si : x ≥ xi}. Then choose whether
SLi ⊂ A and SRi ⊂ B or SLi ⊂ B and SRi ⊂ A.
There is a natural action of Z2 acting on CM given by −(A,B) = (B,A).
Note that when yi = yi+1, the corresponding strip has zero width. If addi-
tionally yi = ±∞, then the strip is empty.
We give CM the topology induced by the possible values of the variables
yi and xi. However, we consider each xi to be taken in S
1 so that the case
xi = −∞ with SRi ⊂ A (resp. SLi ⊂ B) is the same as the case xi =∞ with
SLi ⊂ A (resp. SRi ⊂ B). Furthermore, we identify any two partitions where
the only difference is the choice of xi in the strips Si with empty interior.
Given a (0, 1)-vector M , we denote by w(M) the number of symbols 1 in
it. Also, we denote by Sn the boundary of the (n+1)-dimensional octahedron
in Rn+1, which is homeomorphic to a n-dimensional sphere. Namely, let
Sk = {(x1, x2, . . . , xk+1) : |x1|+ |x2|+ . . .+ |xk+1| = 1},
together with the usual action of Z2 on it.
Lemma 2.1. Let M be a (0, 1)-vector of length n, and let t = n + w(M).
Then there is a Z2-equivariant homeomorphism between CM and St−1.
Proof. We prove this lemma by induction on the length of M . Clearly, C(0) ∼=
S0 and C(1) ∼= S1 by homoemorphisms preserving the Z2 action. Given two
vectors M and N , we denote by M ∗N the vector formed by M followed by
N .
We will show that the space CM∗N is homeomorphic to the topological join
CM ∗ CN . In order to simplify the proof, we can parametrize the extended
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real numbers [−∞,∞] by the interval [0, 1], so that we can consider CM as a
space of partitions of the square [0, 1]× [0, 1] instead of R2.
Given, x ∈ CM , y ∈ Cn and s ∈ [0, 1], we assign a partition of CM∗N to
the element sx + (1− s)y ∈ CM ∗ CN . In order to do this, simply shrink the
partition x vertically by a factor of s and use it as a partition of the rectangle
[0, 1]× [1− s, 1]. Then shrink the partition y by a factor of 1− s and use it
as a partition of the rectangle [0, 1] × [0, 1 − s]. This mapping is clearly an
equivariant homeomorphism between the two spaces.
It is known that for any non-negative integers l,m we have Sl ∗ Sm ∼=
Sl+m+1, completing the proof.
Theorem 2.2. Let M be a (0, 1)-vector of length n, and t = n+w(m). For
any t − 1 probability measures µ1, µ2, . . . , µk−1 in R2 which vanish on any
line, there exists (A,B) ∈ CM such that
µi(A) = µi(B) = 1/2
for all i.
Proof. Consider the function
f : CM → Rt−1
(A,B) 7→
(
µ1(A)− 1
2
, µ2(A)− 1
2
, . . . , µt−1(A)− 1
2
)
It is clear that f(A,B) = −f(B,A). Since CM ∼= St−1, by the Borsuk–
Ulam theorem there is a partition (A,B) ∈ CM such that f(A,B) = 0, as
desired.
In order to tackle the problem with paths, we are interested in (0, 1)-
vectors M such that partitions in CM can also be obtained by using a path
with few turns. We denote by 1t the vector formed of exactly t entries 1,
and by 1t ∗ 0 the vector formed by t entries 1 followed by a single entry 0.
We say that a path is stair-like if it is y-monotone, uses only vertical and
horizontal segments and is not self-intersecting. Notice that we allow the
path to go through infinity in the horizontal direction. We also allow some
of the vertical segments to be at infinity.
The following lemma is not difficult and is left to the reader (see Figure
2.1).
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Figure 2.1: Example of a partition induced by (1, 1, 1, 1, 1, 0) and its corre-
sponding path.
Lemma 2.3. Any partition induced by the vector 1t can be also obtained by
a stair-like path using at most 2t− 2 turns, and any partition induced by the
vector 1t ∗ 0 can be induced by a stair-like path using at most 2t− 1 turns.
Combining Theorem 2.2 and Lemma 2.3, we immediately obtain the result
mentioned in the introduction.
Theorem 2.4. Given k probability measures µ1, µ2, . . . , µt, there is a stair-
like path using at most t − 1 turns which splits R2 into two sets A,B so
that
µi(A) = µi(B) =
1
2
for all i.
Going through infinity is necessary if the path is required to be y-monotone.
It is easy to construct four measures concentrated around points that require
this. We say that a path is bounded if it does not go through infinity.
Question 2.5. Given any t measures µ1, µ2, . . . , µk in the plane, is there a
bounded path formed by only vertical and horizontal segments, using at most
t − 1 turns that splits each measure by half? If so, can the path be required
to be non-self-intersecting?
3 Partitions in high dimensions
The partitions used in the previous section can be generalised inductively to
higher dimensions. In this section we describe families of partitions formed
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by nested hyperplane cuts which can split simultaneously large numbers of
partitions.
It should be noted that partitions which are the result of nested power
diagrams have provided generalisations of the ham sandwich theorem, divid-
ing measures evenly into more than one part [KHA14, Sob12]. However, in
this case we wish to restrict the directions of the cutting hyperplanes.
For this purpose we construct, recursively on n, sets V nd which dictate
how we are allowed to partition Rd.
• The set V 0d is simply {∅}, where ∅ is the empty set.
• For n > 0, V nd is the set of triples (v, Y1, Y2) where v is a direction
in Rd, and there is a non-negative j ≤ n − 1 such that Y1 ∈ V jd and
Y2 ∈ V n−1−jd .
To each Y ∈ V nd , we assign a space CnY of partitions of Rd with some
additional structure (CnY is in fact an ordered multiset). For n = 0, Cn∅
contains only the trivial partition of Rd into one set. For n > 0, and Y =
(v, Y1, Y2), the set CnY contains the partitions P that can be formed in the
following way:
First, take a hyperplane H orthogonal to v (possibly at +∞ or −∞) and
split Rd into two sets using H. Let H+ = {h + αv : h ∈ H,α ≥ 0} and
H− = {h − αv : h ∈ H,α ≥ 0}. Let j be the non-negative integer such
that Y1 ∈ V jd and Y2 ∈ V n−j−1d . Then, take two partitions P1 ∈ CjY1 and
P2 ∈ Cn−j−1Y2 . The sets K1 ∩H+ and K2 ∩H− where K1 ranges over all sets
in P1 and K2 ranges over all sets in P2 form the partition P . Since P is
determined by H, P1 and P2, we may describe it by the triple (H,P1,P2).
It should be stressed that, if H is not at ±∞, we distinguish between
(H,P1,P2) and (H,P ′1,P ′2) as long as (P1,P2) 6= (P ′1,P ′2), even if the actual
partitions are the same. If H is at +∞ (i.e. H+ is empty) we identify
(H,P1,P2) with (H,P ′1,P2) for all P1,P ′1 ∈ CjY1 . Analogously, if H is at −∞
we identify (H,P1,P2) with (H,P1,P ′2) for all P2,P ′2 ∈ Cn−j−1Y2 . This is so
that we can recursively equip CnY with a topology that makes it homeomorphic
to CjY1 ∗ Cn−j−1Y2 .
For Y ∈ V nd , all partitions of CnY split Rd into n + 1 convex sets, some
possibly empty (see Figure 3.1). Moreover, they can be made by successively
cutting one of the remaining parts by a hyperplane, using n hyperplanes in
total. For instance, if all the directions involved in Y are parallel, we obtain
a partition by parallel hyperplanes.
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C5Y C3Y1
C1Y2
C1Y11
C1Y12
H
Figure 3.1: Example of a partition induced by some Y ∈ V 52 and its recursive
definition. If these lines are translated independently, as long as they cut the
same regions, they still give partitions in C5Y .
Given a positive integer k, we label each of the n+ 1 parts of a partition
of CnY with an element of [k] = {1, 2, . . . , k}. This can be thought of as
distributing the parts of the partition among k thieves. We denote by CnY,k
the space of pairs (P , `) where P is a partition in CnY and ` : P → [k] is
such a labelling. Once again, when H is at +∞, we identify (H,P1,P2) with
(H,P ′1,P ′2) whenever P2 = P ′2 and the labelling of the sets contained in H−
coincides for both partitions. The analogous identifications are also made
when H is at −∞.
Even though different elements of V nd may give wildly different types of
partitions, the topology of CnY,k for Y ∈ V nd is surprisingly easy to describe.
For this, we use a set G of k elements with the discrete topology.
Lemma 3.1. For a non-negative integer n, and Y ∈ V nd , the space CnY,k is
homeomorphic to EGn, the (n+ 1)-fold join of G.
Proof. As before, it suffices to note that for n = 0, the result holds. For
positive n and Y = (v, Y1, Y2), let k be the integer such that Y1 ∈ V jd and
Y2 ∈ V n−1−j. Noticing that CnY,k ∼= CjY1,k ∗ Cn−j−1Y2,k and that the topological
join is associative completes the proof by induction.
Moreover, we can consider the Σk action in CnY,k, where σ ∈ Σk acts by
σ(P , `) = (P , σ−1 ◦ `) (i.e. it permutes the distribution of the sets according
to σ). Then, the homeomorphism mentioned above is equivariant with the
usual action of Σk in EG
n.
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This homeomorphism readily implies a generalisation of the necklace
splitting problem.
Theorem 3.2. Let k be a prime power, t a positive integer and n = (k−1)t.
Given t probability measures µ1, µ2, . . . , µt in R
d, for any Y ∈ V nd , there is a
partition in CnY,k of Rd into k parts A1, A2, . . . , Ak such that
µj(Ai) =
1
k
for each i, j.
Proof. For 1 ≤ j ≤ t, consider the function
fj : CnY,k → Rk−1
(P , `) 7→
(
µj(A1)− 1
k
, µj(A2)− 1
k
, . . . , µj(Ak)− 1
k
)
,
where Ai is the union of the sets with label i. Even though the image of fj
has k coordinates, their sum is always 0, so the dimension can be considered
to be k − 1. Notice that Rk−1 has an action of Σk which simply permutes
the k coordinates. Moreover, each fj is equivariant with respect to the Σk
action in both spaces.
Thus, the function
f : CnY,k → Rt(k−1)
f = (f1, f2, . . . , ft)
Is an equivariant function between these two spaces. If 0 is in the image
of f , we have a partition satisfying our condition. If not, then we have
an equivariant map f : EGt(k−1) → Rt(k−1) \ {0}, contradictin O¨zaydin’s
theorem.
If k is prime, then one can complete the proof above using Dold’s theorem
instead of the stronger result by O¨zaydin. For this, consider only the action
of Zk that simply permutes the distribution cyclically, instead of the whole
action of Σk. If 0 is not in the image of f , we can consider g =
f
||f || , which is
an equivariant function from CnY to St(k−1)−1. Since k is a prime number, the
Zk-action is free on both spaces. However, since CnY ∼= EGt(k−1) is [t(k−1)−1]-
connected and St(k−1)−1 is of dimension t(k−1)−1, we would be contradicting
Dold’s theorem.
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Notice that the value of n is optimal. To see this, place each measure µi
concentrated at a point xi so that no vector in the definition of Y is orthogonal
to any vector of the form xi−xj. Then each xi must be contained in at least
k−1 hyperplanes. In the case (d, k) = (1, 2) our proof is essentially the same
as the one in [AW86].
It would be desirable to remove the condition of k being a prime power
in the theorem above, but usual subdivision arguments fail to work in this
case. The typical subdivision argument seem only to work with d = 1,
as the product of two partitions in R into m and n parts is a partition
of R into m + n − 1 parts. Moreover, if k is not a prime power, there are
examples of equivariant maps between the spaces mentioned at the end of the
proof [O¨za87, Vol96], so the argument above cannot be extended by trying
to improve the topological result. A paper by de Longueville explains how
similar methods are used to tackle some cases of the topological Tverberg
theorem [DL01]. It should be noted that even though the topological tools
fail in these cases, the mass partition result may still hold for every value of
k.
Question 3.3. Does Theorem 3.2 hold for all k?
Even with the conditions on k, Theorem 3.2 readily implies a generalisa-
tion of the main result in [DLZˇ08], namely
Theorem 3.4. Let k, t, d be positive integers, and n = t(k − 1). Given t
probability measures µ1, µ2 . . . , µt in R
d and n directions v1, v2, . . . , vn, there
is a partition of Rd induced by hyperplanes H1, H2, . . . , Hn, each orthogonal
to the corresponding vi, such that its parts can be distributed among k sets
and each obtains 1
k
of each measure.
Proof. Notice that Theorem 3.2 implies Theorem 3.4 if k is a prime number.
Thus, it suffices to show that if the result holds for k = l and k = m, then it
also holds for k = ml.
Given k = ml and t measures, consider a partition P by t(m− 1) hyper-
planes distributed into m sets B1, B2, . . . , Bm such that µj(Bi) = 1/m for
each i, j.
Then, for a fixed 1 ≤ i ≤ m, consider the measures µij = µj|Bi the
restriction to Bi. We can consider a partition Pi of Bi using t(l − 1) hyper-
planes and a distribution of the parts into l sets so that each of the measures
µij for 1 ≤ j ≤ t is split evenly among the l sets. Notice that ∪ki=1Pi is
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a partition of Rd distributed into ml parts which splits evenly each mea-
sure µj. Moreover, the total number of hyperplane cuts used to make it is
t(m− 1) +m · t(l − 1) = t(ml − 1), as desired.
In [DLZˇ08], the directions of the vectors vi could only be chosen among
d possibilities, though here we can take an arbitrary number of them. The
downside with respect to Theorem 3.2 is that we do not have a good control
over the number of pieces obtained at the end.
Question 3.5. What is the minimum nuber n = n(t, d, k) such that for any
t probability measures in Rd, there is a partition of Rd into n convex pieces
so that its parts can be distributed into k sets A1, A2, . . . , Ak satisfying
µj(Ai) =
1
k
for all i, j.
If we ask for partitions induced by successive hyperplane cuts with fixed
directions of the remaining parts, then for k a prime power Theorem 3.2
shows that n = t(k − 1) + 1 is optimal. However, relaxing the conditions
on the partitions may allow us to find smaller values of n. For instance, if
d ≥ t, then n = k is sufficient. This comes from the fact that for any d
measures in Rd, there is a partition of Rd into k convex parts so that each
part has the same size in each measure. Different proofs of this result and
its generalisations are found in [Sob12, KHA14, BZ14]
As expected, Theorem 3.2 implies the necklace splitting theorem by Alon.
The proof is essentially different. In [Alo87], the topological tool used is one
that guarantees the existence of a certain equivariant map, and then this
map is used to obtain the partition. In our setting, we use a topological tool
that guarantees the non-existence of a certain map. Then, if the result was
false we obtain a contradiction to this claim.
4 Unified approach to fair distribution prob-
lems
In this section, we aim to give another fair distribution result which contains
all known high-dimensional generalisations of the necklace splitting theorem,
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including the ones in the previous section. The partitions we use are gener-
alisations of Voronoi diagrams, similar to the ones in [KHA14].
We consider
• A topological space X (usually a manifold);
• A set of t probabilistic Borel measures µ1, . . . , µt on X;
• And n = t(k − 1) + 1 continuous functions f1, . . . , fn : X → R.
We also need the following technical assumptions: for any constant c and
any i, j ∈ [1, n] the set {fi − fj = c} has measure zero with respect to any
µj.
Now we consider a weight-vector c¯ = (c1, . . . , cn) and define a partition
of X into n sets of the form
Vi(c¯) = {x ∈ X : ∀j 6= i fi(x) + ci ≥ fj(x) + cj}.
If X = Rn and the functions fi are linear then this is just a generalized
Voronoi partition into convex parts, also called a regular partition, or affine
partition in [AK12]. Fixing the functions fi and only varying the constants
ci corresponds to translating the walls between Vi(c¯) and Vj(c¯). Regular
partitions into convex parts also exist when X is a sphere or the hyperbolic
space (see [KHA14]).
When the space X is not compact, we allow some, but not all, of the ci
to be −∞. This is a sort of compactification that is necessary for the result
below, it allows us to make some of the Vi(c¯) empty.
Now we may state the generalised splitting necklace theorem:
Theorem 4.1. Let k be a prime power and X, {µj}t`=1 , {fi}ni=1, n = t(k −
1) + 1 as above. Then there is a weight-vector c¯ such that the elements Vi(c¯)
of the induced partition can be distributed among k sets A1, . . . , Ak with
µj(Ai) = 1/k
for all i = 1, . . . , k and j = 1, . . . , t.
Let us show how one can infer the other results from this. Noga Alon’s
theorem follows by considering X = R, and taking fi to be linear functions
with different slopes. This gives us a partition of R using at most n−1 points
which can be distributed evenly among k people. To remove the condition
15
of k being a prime power, a subdivision argument like the one described in
Section 3 is sufficient.
The result of [Zˇiv13] is obtained by takingX to be the interior of a simplex
of dimension n − 1, fi to be the logarithm of the distance from x ∈ X to a
hyperplane of the i-th facet of X. If ci, cj are not both equal to −∞, the
boundary between Vi(c¯) and Vj(c¯) is the set of points x such that
dist(x, Fj) = αi,j · dist(x, Fj)
where Fi, Fj are the i-th and j-th facets of the simplex, and αi,j is a non-
negative number depending only on ci, cj. If ci = cj = −∞, Vi(c¯) and Vj(c¯)
are both empty. Then, any partition {Vi(c¯)} is just a conical partition of the
simplex with the position of the apex depending on c¯. More precisely,
Corollary 4.2. Suppose k is a prime power, n = t(k − 1) + 1 and ∆ is an
(n − 1)-dimensional simplex. For any t probability measures µ1, µ2, . . . , µt
that vanish on every hyperplane, there is a point x ∈ ∆ such that the con-
ical partition of ∆ induced by the facets of ∆ and common apex x can be
distributed among k sets A1, A2, . . . , Ak such that for all i, j
µj(Ai) = 1/k.
The result of Section 3 needs more explanation. The space of nested
partitions by hyperplanes with fixed directions cannot be obtained directly by
the construction above. However, [AK12, Lemma 3] shows that any iterated
regular partition is a limit of (non-iterated) regular partitions. So the result
for nested partitions into n = t(k− 1) + 1 parts with prescribed directions of
hyperplanes also follows by an appropriate limiting argument.
Proof of Theorem 4.1. First, we consider the functions fi as a map f : X →
Rn. This map is continuous and therefore Borel, so it pushes the Borel mea-
sures µj forward to the space Rn. In the rest of the proof we restrict ourselves
to the following special case: X = Rn, fi are its coordinate functions, and
µj are Borel probability measures that assign zero to any hyperplane defined
by an equation of the form fi − fj = c.
Let us take a different parameter instead of c¯ ∈ Rn. Choose a probability
measure µ on X whose support is the whole space X, which is also zero
on every set of the form {fi − fj = c} and such that µ(A) 6= 0 for every
non-empty open set A ⊂ X. For each i, consider
wi = µ(Vi(c¯)).
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It is known (see [AHA98] and [KHA14]) that these wi’s continuously param-
eterise the space of all partitions of the form {Vi(c¯)}, which we now denote
by {Vi(w¯)}. The non-vanishing condition on the measure µ is essential for
this part. All these coordinates are nonnegative and their sum is 1. The pos-
sibility of having ci = −∞ in the case when X is not compact also ensures
that any collection (but not all) of wi’s can be made zero. So the space of
such partitions becomes a simplex ∆n−1.
If we augment the coordinates (wi) with the assignment of a number
ni ∈ [k] to each of the sets {Vi(w¯)}, then we obtain the first approximation
to the configurations space of our problem, which is the union of kn disjoint
copies of the (n − 1)-dimensional simplex ∆n−1. We then take the quotient
of this space by the following relation: If wi = 0 (that is, Vi(w¯) is empty)
then we ignore the assignment of ni to this set.
Now the simplices glue together and give the n-fold join [k] ∗ · · · ∗ [k] of
k-element sets. As in Section 3, this space is simply EGn−1 together with
the natural action of Σk.
The sums
φ`,j =
∑
ni=`
µj(Vi(w¯))− 1/k
arrange into a Σk-equivariant map φ : EG
n−1 → Rn−1, exactly as in the
proof of Theorem 3.2. Thus, we know that if k is a prime power, the map φ
must have a zero. This is equivalent to the existence of the certain partition
{Vi(w¯)} and the assignment {ni} giving the conclusion of the theorem.
In [KHA14], similar partitions are used. More freedom is given to the set
of functions, which allows for generalisations of the ham-sandwich theorem
where the directions are not fixed.
5 High-dimensional chessboards
One of the disadvantages of the theorems in the previous sections is that,
after splitting Rd, we have no control over how the distribution is made
among the k thieves. In [AW86], a result with more control is shown in the
cube [0, 1]d, where the distribution is made by a chessboard colouring.
To be precise, given r+1 numbers 0 = z0 < z1 < z2 < . . . < zr−1 < zr = 1,
they define the intervals Ii = [zi, zi+1] for 0 ≤ i ≤ r − 1. They call the
partition of [0, 1]d given by sets of the form In1 × In2 × · · · × Ind a partition
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of size r − 1. They show that for any k measures in [0, 1]d, a chessboard
colouring of a partition of size at most k can split them evenly at the same
time if d is odd.
However, in this result one has the condition that the cube is being split
the same way in each direction. We would like to know the complexity of
chessboard colourings where the inducing hyperplanes have more freedom.
Given an ordered t-tuple of positive integers n = (n1, n2, . . . , nt) and a
t-tuple v = (v1, v2, . . . , vt) of directions in R
d, we say that a partition (A,B)
of Rd is an (n, v)-chessboard colouring if it can be obtained by taking at most
ni hyperplanes orthogonal to vi for each i and using the resulting family to
give a chessboard colouring of Rd (i.e. any two regions that share a boundary
of dimension d− 1 are in different sets).
Figure 5.1: Example of a 2-dimensional chessboard using the vector (3, 2, 2)
Let S(n) be the sum of the entries of n.
Question 5.1. Determine the set N of t-tuples n such that for every t-tuple
v of directions in Rd and every S(n) measures in Rd there is an (n, v)-
chessboard colouring (A,B) of Rd which splits each measure in half.
Note that S(n) is the maximum number of measure we could hope to be
able to split. It is somewhat surprising that N is not the set of all t-tuples
of positive integers. In the next section we show that (1, 1) 6∈ N .
Theorem 5.2. Let n = (n1, n2, . . . , nt). If the multinomial coefficient(
S(n)
n1, n2, . . . , nk
)
is odd, then n ∈ N .
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The condition above holds if and only if ni and nj do not share a 1 in the
same position in their binary expansions. Moreover, for n = (n1, n2, . . . , nt) 6∈
N , the result above also gives a lower bound for the maximum number
L of measures that can be split by some (n, v)-chessboard colouring for a
prescribed v. Namely, it suffices to find integers m1 ≤ n1,m2 ≤ n2, . . . ,mt ≤
nt such that m = (m1,m2, . . . ,mt) ∈ N . Then, S(m) is a lower bound
for the number of measures we can split with the t-tuple n. We would like
to thank Albert Haase, Florian Frick and Pavle Blagojevic´ for pointing out
these facts.
Proof of Theorem 5.2. For each i, let Yi ∈ V nid be a set formed by only taking
the direction vi in all instances of the recursive definition of Yi. Notice that
CniYi,2 is the set of chessboards colourings (Ai, Bi) using at most ni hyperplanes
all orthogonal to vi (if the colour of two consecutive sections is the same, we
can ignore the hyperplane dividing them).
Now consider the space C0 = Cn1Y1,2×Cn2Y2,2×. . .×CntYt,2 ∼= Sn1×Sn2×· · ·×Snt .
Every element of this set induces an (n, v)-chessboard colouring (A,B) by
simply considering
A = {x ∈ Rd : x ∈ Ai for an odd number of i}
B = {x ∈ Rd : x ∈ Ai for an even number of i}
Moreover, notice that flipping any particular (Ai, Bi) by (Bi, Ai) auto-
matically flips (A,B) as well.
If µ1, µ2, . . . , µS(n) are probability measures, consider the function
f : C0 → RS(n)
(A,B) 7→
(
µ1(A)− 1
2
, µ2(A)− 1
2
, . . . , µS(n)(A)− 1
2
)
Notice that f(A,B) = −f(B,A). Thus we have a function from a prod-
ucts of spheres to Rd which is equivariant with respect to the action of Z2
on each of the spheres of the product. The conditions that guarantee a zero
of functions of this kind have been studied by Fadell and Husseini [FH88,
Example 3.3 and Section 5] and later made explicit by Ramos [Ram96, The-
orem 3.1]. Ramos’ result applied to our setting implies that the function
above has a zero if the multinomial coefficient
(
S(n)
n1,n2,...,nk
)
is odd, and a zero
of this function is precisely what we want.
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For an algorithm that computes the index described in [FH88] that works
for our setting, we recommend [BZ11, Section 3.4]. In [Ram96], Theorem 3.1
describes the existence of zeroes of a much larger class of functions. Namely,
he considers functions where the action on each sphere may be equivariant
or stable (i.e. f(x) = f(−x)) on each coordinate of the image independently,
prescribed in advance by a 0, 1 matrix. The guarantee of a zero in these
functions is given in terms of the parity of a certain permanent.
The full power of Ramos’ result can be used in this setting, where each
measure µj is to be split using only the hyperplanes in some of the directions
(possibly not all), prescribed in advance. For example, given our set of
hyperplanes µ1 might be split using only the hyperplanes in directions v1
and v3, while µ2 might be split using only the hyperplanes in directions v2
and v3.
The proof method to guarantee that simultaneously each measure is split
by half by its corresponding partition is essentially the same as the one
presented above, so we refer the reader to [Ram96] for the conditions needed
on n. However, this result seems quite artificial compared to the partitions
in Theorem 5.2.
It should be clear that if (n1, n2, . . . , nt) ∈ N , then the (t − 1)-tuple
(n1 + n2, n3, . . . , nt) ∈ N . However, using this last observation does not
improve Theorem 5.2.
6 Negative results
In this section, we exhibit two examples showing that sometimes we cannot
split as many measures as we would hope from the number of degrees of
freedom involved.
Claim 6.1. The 2-tuple (1, 1) is not in N .
Proof. It suffices to exhibit two measures in R2 which cannot be split evenly
at the same time by a chessboard colouring using a horizontal line and a
vertical one. The two lines are determined by their intersection point (x, y).
Consider the measure µ1 to be concentrated uniformly in a segment with
positive slope. Then the locus Z1 of points (x, y) at the intersection of the
two lines such that the induced chessboard colouring splits µ1 evenly is easy
to describe. It is composed of two paths, each made by 3 straight segments
(see Figure 6.1 (a)).
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To define µ2, simply translate µ1 slightly in the direction orthogonal to
the segment defining µ1. Then Z1 and the analogous locus Z2 corresponding
to µ2 do not intersect (see Figure 6.1 (b)).
µ1
µ2
Z1
Z1Z2
Z2
(a) (b)
Figure 6.1: On the left, the dotted lines go through the midpoint or endpoints
of the segment describing µ1. On the right, after translating, the loci Z1 and
Z2 do not intersect.
Sufficiently close approximations of µ1 and µ2 implies the result for ab-
solutely continuous measures.
Our second example is regarding a high-dimensional extension of the re-
sults of Section 2. Even though the polynomial ham sandwich works in higher
dimensions, the proper way to emulate algebraic surfaces of a given degree
by surfaces made of hyperplane parts of fixed directions is unclear.
In the plane, the case with 1 turn basically says that for any 2 measures
there is the translation of a quadrant that contains exactly half of each mea-
sure. Divisions by a vertical or horizontal line can be thought as subcases
where the vertex of the quadrant is at infinity.
Thus, one can ask the same question for Rd, since orthants have d degrees
of freedom. In other words, for any d measures one might expect to find an
orthant which contains exactly half of each. It is surprising that this is not
true.
Claim 6.2. For any fixed d, there are 3 measures such that no orthant con-
tains exactly half of each.
Proof. Consider any direction v which is not parallel to any vector of the
standard basis of Rd. Take measures µ1, µ2, µ3 concentrated near the points
21
v, 2v, 3v, respectively. Notice that no orthant can have these 3 points in
its boundary. Thus, a sufficiently close approximation of these measures by
absolutely continuous measures gives the desired construction.
However, the following question remains interesting.
Question 6.3. Is it possible to find a “fixed directions” analogue of the poly-
nomial ham sandwich theorem in high dimensions?
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