Abstract. Using purely combinatorial means we obtain results on simultaneous Diophantine approximation modulo 1 for systems of polynomials with real coefficients and no constant term.
Introduction
We begin by recalling the well-known Kronecker approximation theorem:
Theorem A (Kronecker Approximation Theorem). Given any real numbers α 1 , . . . , α d , and an integer N ≥ 1, there exists an integer 1 ≤ n ≤ N such that
Remark on Notation: In Theorem A above, and in the rest of this paper, we use the standard notations α to denote, for a given α ∈ R, the distance from α to the nearest integer and the Vinogradov symbol to denote "less than an absolute constant times".
Kronecker's theorem is of course an almost immediate consequence of the pigeonhole principle: one simply partitions the torus (R/Z) d into N "boxes" of diameter O(N 1/d ) and considers the orbit of (nα 1 , . . . , nα d ). In [1] , Green and Tao presented a proof of the following quadratic analogue of the above theorem, due to Schmidt [5] .
Theorem B (Simultaneous Quadratic Recurrence, Proposition A.2 in [1] ). Given any real numbers α 1 , . . . , α d , and an integer N ≥ 1, there exists an integer 1 ≤ n ≤ N such that The argument presented by Green and Tao in [1] was later extended (in a straightforward manner) by the second author and Magyar in [2] to any system of polynomials without constant term.
Theorem C (Simultaneous Polynomial Recurrence, consequence of Proposition B.2 in [2] ). Given any system of polynomials h 1 , . . . , h d of degree at most k with real coefficients and no constant term and an integer N ≥ 1, there exists an integer 1 ≤ n ≤ N such that
To the best of our knowledge the only known proofs of Theorems B and C, with bounds of comparable strength to those stated above, all follow the general framework of Schmidt's original argument (although it should be noted that he in fact only worked with quadratic polynomials). This argument is Fourier analytic in nature and relies on estimates for exponential sums (Weyl's inequality) as well as an induction on d; we refer the reader to [1] for a more comprehensive sketch of the main features of Schmidt's argument. It would be of interest to find a new approach to this problem that gives bounds of the form N for certain small constants c 1 , c 2 > 0 and large constant C > 0 that depend on k, but are independent of d.
The precise statements of the main results of this paper, namely Theorems 1 and 2, can be found at the beginning of Sections 2 and 3 respectively. Theorem 1 covers the special case of quadratic polynomials and its proof is presented in Section 2 in isolation from the general argument as it is in this case that our argument is at its most transparent. The proof of Theorem 2, which covers the general case for polynomials of arbitrary degree, is presented in Section 3 and proceeds via a somewhat intricate (double) inductive argument on the maximum degree of the polynomials.
Simultaneous Quadratic Recurrence
In this section we present an elementary approach to simultaneous quadratic recurrence modulo 1. Our main result is the following Theorem 1. Given any real numbers α 1 , . . . , α d , and an integer N ≥ 1, there exists an integer 1 ≤ n ≤ N and small absolute constant c 1 > 0 such that
for j = 1, . . . , d.
2.
1. An elementary consequence of Theorem 1 and Kronecker's theorem. Before embarking on the proof of Theorem 1 we observe that by combining Theorem 1 with Kronecker's theorem we can obtain the following simultaneous recurrence result for any collection of quadratic polynomials with real coefficients and no constant term. In addition to being of interest in its own right (and extremely straightforward), this will serve as a model for the inductive step in the proof of Theorem 2 in Section 3 below.
Corollary 1.
Given any system of quadratic polynomials h 1 , . . . , h d with real coefficients and no constant term and an integer N ≥ 1, there exist an integer 1 ≤ n ≤ N and a small absolute constant c 2 > 0 such that
Proof. Let N ≥ 1 be an integer and h 1 , . . . , h d be a collection of polynomials of the form
with α j and β j real for each j = 1, . . . , d. We now set
where c 2 = min{c 1 /8, 1/16} and observe that N ≤ N 1/16 .
It follows from Theorem 1 that there exists an integer 1 ≤ n ≤ N/N such that
, where in the second inequality we have simply used the fact that N ≤ N 1/16 . It thus follows that for all 1 ≤ t ≤ N we have
for j = 1, . . . , d. We finish by noting that Kronecker's theorem gives the existence of an integer 1 ≤ t ≤ N such that
for j = 1, . . . , d. The result follows.
Proof of Theorem 1.
We begin with a definition.
For a given real parameter ε > 0 and positive integers d, s, and M , we let P d (s, M, ε) denote the statement:
Given any real numbers α 1 , . . . , α d , there exists integers 0 ≤ n 1 , . . . , n s ≤ M (not all equal to zero) such that (n
. The key proposition is the following Proposition 1. Given any real parameter ε > 0 and positive integers d, s, and M , then
, where C 0 ≥ 1 is some absolute constant.
Proof that Proposition 1 implies Theorem 1. It follows immediately from Kronecker's theorem and Lagrange's four squares theorem that the statement P d (4, ε −d/2 , ε) holds. By applying Propostion 1 two times we can thus conclude that the statement
also holds. Since ( ) is easily dominated by exp(Cd 10 log 4 ε −1 ) with C = 16C 0 (C 0 + 1) 2 , Theorem 1 follows as stated by setting N = exp(Cd 10 log 4 ε −1 ) with C > 0 sufficiently large, and solving for ε.
2.3.
Proof of Proposition 1. Let α 1 , . . . , α d be any given real numbers and (m, X) be a pair of positive integer parameters to be determined.
It follows from Kronecker's theorem that there exist integers 1 ≤ x 1 , . . . , x m ≤ X such that
We now consider all subset-sums of the x 
Since Y and Z are themselves sums of squares (in fact sums of different x 2 i ) and
the only properties of squares that we are using in this argument, it follows from (3) and (4) that
for each j = 1, . . . , d. Note also that
for each i = 1, . . . , s. Taking m = (log X) 1/2 with X ≥ exp Cd 2 log 2 (ε −1 sM 2 ) for some suitably large absolute constant C > 0 gives the result (since N := mXM can certainly then be dominated by X 2 ).
Simultaneous Polynomial Recurrence
In this section we extend the elementary argument presented in Section 2 above to cover simultaneous polynomial recurrence modulo 1 for general systems of polynomials with real coefficients and no constant term. This approach again gives effective quantitative bounds with respect to the number of polynomials in question. Our main result is the following Theorem 2. Let k be positive integer. Given any system of polynomials h 1 , . . . , h d of degree at most k with real coefficients and no constant term and an integer N ≥ 1, there exists an integer 1 ≤ n ≤ N such that
where D k ≥ 1 is some absolute constant that depend only on k.
3.1.
Reduction to the case of k th powers. In this subsection we will show that Theorem 2, in the generality stated above, is in fact a rather straightforward consequence of the following natural intermediate generalization of Theorem 1.
Theorem 3. Let k be positive integer. Given any real numbers α 1 , . . . , α d , and an integer N ≥ 1, there exists an integer 1 ≤ n ≤ N such that
where C k ≥ 1 is some absolute constant depending only on k.
Proof that Theorem 3 implies Theorem 2. This argument will follow along the same lines as the deduction of Corollary 1 from Theorem 1 and Kronecker's theorem. We will proceed by induction on k and show that if, for arbitrary integers k ≥ 2 and N ≥ 1, the conclusion of Theorem 3 holds for any given any real numbers α 1 , . . . , α d (with this value of k) and that the conclusion of Theorem 2 holds for any collection of d polynomials of degree at most k − 1 with real coefficients and no constant term, then the conclusion of Theorem 2 in fact holds for any collection of d polynomials of degree at most k with real coefficients and no constant term.
Let N ≥ 1 be an integer and h 1 , . . . , h d be any collection of d polynomials of degree at most k with real coefficients and no constant term. For each 1 ≤ j ≤ d we shall express these as
where h j is a polynomial of degree at most k − 1 with real coefficients and no constant term. We now set
noting that although slightly complicated this quantity is definitely smaller than N 1/4 . The assumed validity of Theorem 3 for k allows us to conclude the existence of an integer 1 ≤ n ≤ N/N such that
, and hence for all 1 ≤ t ≤ N we have
Note that for the last inequality in (5) we simply used the fact that N ≤ N 1/2 , while for the last inequality in (6) we used the fact that
Finally we note that the inductive hypothesis, applied to the polynomials H 1 , . . . , H d given by
for j = 1, . . . , d, gives the existence of an integer 1 ≤ t ≤ N such that
since by the definition of N we have
Proof of Theorem 3.
We again proceed by induction on k. We suppose that Theorem 3 holds for all positive integers 1 ≤ k ≤ K, and hence also, in light of the arguments in Section 3.1 above, that Theorem 2 holds for K. We seek to verify Theorem 3 for k = K + 1.
For this fixed integer K + 1, any given real parameter ε > 0 and positive integers d, s, and M , we let P d,K+1 (s, M, ε) denote the statement:
Given any real numbers α 1 , . . . , α d , there exists integers 0 ≤ n 1 , . . . , n s ≤ M (not all equal to zero) such that
As in the proof of Theorem 1, the verification of Theorem 3 for k = K + 1 relies on the the following key proposition:
Proposition 2. Given any real parameter ε > 0 and positive integers d, s, and M , then
where C 1 and C 2 are absolute constants greater than or equal to 1 that depend only on K + 1.
Proof that Proposition 2 implies Theorem 3. In this case it follows immediately from Kronecker's theorem and any solution to Waring's Problem
is chosen sufficiently large with respect to K + 1. We will assume that s is a power of 2. By applying Propostion 2 log 2 s times we can thus conclude that the statement
, sε) also holds. Theorem 3 follows as stated by setting N = ( ) and solving for ε as this gives
Matters thus reduce to verifying Proposition 2.
3.3. Proof of Proposition 2. Let α 1 , . . . , α d be any given real numbers and (m, X) be a pair of positive integer parameters to be determined.
It follows from Theorem 3, via our inductive hypothesis with "d = d(m − 1) K ", that there exist integers 1 ≤ x 1 , . . . , x m ≤ X such that we simultaneously have
The pigeonhole principle implies that there exist two disjoint subsets {y 1 , . . . , y Q } and {z 1 , . . . , z R } of {x 1 , . . . , x m } and real numbers β 1 , . . . , β d such that for each j = 1, . . . , d, the sums of the respective (K +1) ) and
it follows from (7) and (8) that 
for some suitably large absolute constant C > 0 gives the result, since in this case the quantity N := mXM can certainly then be dominated by X 2 .
