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Abstract 
The goal of this paper is twofold, propose and explore a model to study the 
synchronization among populations in the canonical model of the neocortex proposed 
previously by  [R.J. Douglas, K.A.C. Martin, A functional microcircuit for cat visual 
cortex. J. Physiol.   440(1991) 735–769]. For this, a model describing mN  synapses of 
each m -population  ( )1,2,3m =  is proposed. Each synapse is described by a system of 
2 stochastic differential equations (SDEs). Then, by using the dynamical mean field 
approximation (DMA) [H. Hasegawa, Dynamical mean-field theory of spiking neuron 
ensembles: Response to a single spike with independent noises, Phys. Rev. E. (2003) 1-
19.] the system of  2 m
m
N∑  SDEs is reduced to 12 ordinary differential equations for the 
means and the second-order moments of global variables. The connectivity among 
populations is obtained by summarizing in the canonical model the detailed information 
from a quantitative description of the circuits formed in cat area 17 given in [T. 
Binzegger, R.J. Douglas, K.A. Martin, A Quantitative Map of the Circuit of Cat 
Primary Visual Cortex, J. Neurosci. 24 (2004) 8441- 8453]. In the framework of the 
used DMA we propose a measure for inter-population synchronization. Simulations are 
carried out for exploring how inter-population synchrony is related to the variation of 
firing frequency of each population. Our results suggest that superficial pyramidal 
cluster appear to have a predominant influence on synchronization process among 
pyramidal populations as well as put forward the active role of inhibition in the rest of 
synchronizations between populations. 
 
Keywords: Synchrony, Mean-field, Canonical model, Cortical network  
 
1. Introduction 
The neural processes responsible for the generation of the electroencephalogram (EEG) 
and functional magnetic resonance imaging (fMRI) data, can be investigated using 
models suited for mesoscopic and macroscopic scales, known as neural mass models 
(NMMs) [1-7] Nevertheless, despite progress in this direction, as well as numerous 
neurophysiological and neuroimaging experiments we still lack understanding of what 
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are the neural mechanisms that select and synchronize the distributed brain activity that 
gives rise to EEG and fMRI data.  
NMMs describe the temporal dynamics of cortical columns and brain areas, by using 
only a few parameters (in contrast to realistically modeling of neuronal networks). That 
is, spatially averaged magnitudes are assumed to characterize the collective behavior of 
populations of neurons of a given type. In this approach, brain rhythms can be generated 
as a result of coupling excitatory and inhibitory populations [3]. Although an intrinsic 
assumption of these models is that neurons are synchronized within each population, the 
NMM framework doesn’t provide a mean of quantifying neither this value, nor the 
synchronization between populations. For this latter magnitude, we need to run one 
realization of the model, and then calculate the correlation coefficient between variables 
of interest. Recently, Hasegawa [8,9] proposed a dynamical mean field approximation 
(DMA) for a neuronal population that allows to obtain a measure of the intra-population 
synchronization. He also extended this approach to multiple coupled populations but 
didn’t propose a measure for inter-population synchronization.  
In this paper we propose a mean field approximation for the canonical cortical model 
proposed by Douglas and Martin [10], based on the DMA theory. Additionally, we 
suggest a measure for inter-population synchronization. Simulations are carried out for 
exploring how inter-population synchronization is related to the rhythms exhibited by 
the model.  
 
2. Methods 
2.1. DMA for multiple coupled populations  
In this section, following Hasegawa [8,9,11], the DMA equations for m  coupled 
neuronal clusters are presented. Each cluster comprises mN   FitzHugh-Nagumo [12,13] 
units. Thus, unit i in the cluster m  is modeled as: 
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 2c c ei i i i i m idx t F x t cy t I t I t I t tdt ξ= − + + + +⎡ ⎤⎣ ⎦  (1) 
 
( ) ( ) ( ) ( )1i i i mdy t bx t dy t e i Ndt = − + = −  (2) 
where: 
 ( ) ( ) ( ) ( )1F x t kx t x t a x t= − −⎡ ⎤ ⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦  (3) 
and ix , iy  represent the fast (membrane potential) and slow (sodium gating) variables 
respectively. Parameters , , ,a b c d and e  accounts for the slow kinetics of the sodium 
channel. The term ( ) ( )emI t  in (1) can be considered either for an applied external 
stimulus or for neuronal membrane excitability [14]. The third and four terms at the 
right side of (1) describe the coupling within the cluster m  with strength mmw , and those 
between clusters m  and n  with strength mnw  (excluding self-coupling terms), 
respectively:  
 ( ) ( ) ( )( )1c mmi j
j mm
j i
wI t Q x t
N ∈
∀ ≠
= ∑  (4) 
 ( ) ( ) ( )( )
( )
2c mn
i k
n m k nn
wI t Q x t
N≠ ∈
= ∑ ∑  (5) 
where ( )Q x  is the sigmoid function with threshold θ  and width ε  [8,9]:  
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 ( ) ( )( )11 xQ x e θ ε− −= +  (6) 
In equation (1), ( )i tξ denotes the spatially correlated white noises given by: 
 ( ) 0i tξ =  (7) 
 
( ) ( ) ( ) ( )
( ) ( )
2 2
0 1
2 2
1i i ij ij
I ij C
t t t t
t t
ξ ξ β δ β δ δ
β δ β δ
⎡ ⎤′ ′= + − −⎣ ⎦
′= + −
 (8) 
where 1Cβ β=  and 2 20 1Iβ β β= − denote the magnitudes of common and independent 
noises respectively [9], and bracket ...  expresses the expectation value over stochastic 
variables [8]. 
Equations (1)-(8) account for a system of  2 m
m
N∑  stochastic differential equations 
(SDEs) and describe a network of m coupled clusters, comprising m
m
N∑ FN units. 
Using the DMA theory, this high dimensional system can be reduced to a system of 
( )5 3m m+  ordinary differential equations (ODEs) [8]. First, given the local variables 
ix and iy , we define global variables for the cluster m  as: 
 ( ) ( )1m i
i mm
X t x t
N ∈
= ∑  (9) 
 ( ) ( )1m i
i mm
Y t y t
N ∈
= ∑  (10) 
and their averages by: 
 ( ) ( )1m mt X tμ =  (11) 
 ( ) ( )2m mt Y tμ =  (12) 
 Deviations of local and global variables from the averages are defined as: 
 ( ) ( ) ( )1m mi ix t x t tδ μ= −  (13) 
 ( ) ( ) ( )2m mi iy t y t tδ μ= −  (14) 
 ( ) ( ) ( )1m m mX t X t tδ μ= −  (15) 
 ( ) ( ) ( )2m m mY t Y t tδ μ= −  (16) 
Variances and covariances between local variables in the cluster m  are defined by: 
 ( )21,1 1m mi
i mm
x
N
γ δ
∈
= ∑  (17) 
 ( )22,2 1m mi
i mm
y
N
γ δ
∈
= ∑  (18) 
 ( )1,2 1m m mi i
i mm
x y
N
γ δ δ
∈
= ∑  (19) 
and those between global variables by: 
 ,1,1
m n m nX Xρ δ δ=  (20) 
 ,2,2
m n m nY Yρ δ δ=  (21) 
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 ,1,2
m n m nX Yρ δ δ=  (22) 
Following Hasegawa [8,9,11], for the system (1)-(8) the DMA approximation gives the 
following equations for the means ( )1 2,m mμ μ , and variances and covariances of local 
( )1,1 2,2, 1,2,m m mγ γ γ  and global ( ), , ,1,1 1,2 1,2, ,m n m n m nρ ρ ρ  variables (see 8,9,11): 
 ( )1 0 2 1,1 2 0 0
11
m
em m m m m n
m mm mn m
n mm
d f f c w U w U I
dt N
μ γ μ
≠
⎛ ⎞= + − + − + +⎜ ⎟⎝ ⎠ ∑  (23) 
 2 1 2
m
m m
m m m
d b d e
dt
μ μ μ= − +  (24) 
 
( )
( )
1,1 1,1,
1 3 1,1 1,1 1,2 1,1 1
, 2
1,1 1
2 3
m m
m m m m m m m m
m mm
m
m n n
mn
n m
d
f f c w U
dt N
w U
γ γγ γ γ ρ
ρ β
≠
⎡ ⎛ ⎞= + − + − +⎢ ⎜ ⎟⎜ ⎟⎢ ⎝ ⎠⎣
⎤+ +⎥⎥⎦∑
 (25) 
 ( )2,2 1,2 2,22m m mm md b ddtγ γ γ= −  (26) 
 
( )
( )
1,2 1,2,
1,1 1 3 1,1 1,2 1,2 1
,
1,2 1
3 ...
m m
m m m m m m m m
m m mm
m
n m n
mn
n m
d
b f f d c w U
dt N
w U
γ γγ γ γ ρ
ρ
≠
⎡ ⎤= + + − − + − +⎢ ⎥⎣ ⎦
+ ∑
 (27) 
 
( ) ( )
( ) ( )
,
1,1 , , ,
1 1 3 1,1 3 1,1 1,1 1,2 1,2
,
1 1 1,1
2
, ,
1 1,1 1 1,1
3 3 ...
1 11 1 ...
m n
m n m m n n m n m n n m
n m
m n m n
mm nn
m n
h n h h m h
mh nh mn
h m h n m
d
f f f f c c
dt
w U w U
N N
w U w U
N
ρ γ γ ρ ρ ρ
ρ
βρ ρ δ
≠ ≠
= + + + − + +
⎡ ⎤⎛ ⎞ ⎛ ⎞+ − + − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦
+ + +∑ ∑
 (28)  
 
,
2,2 , , , ,
1,2 1,2 2,2 2,2
m n
n m m n m n m n
n m n m
d
b b d d
dt
ρ ρ ρ ρ ρ= + + +   (29) 
 
( )
( )
,
1,2 , , ,
1,1 1 3 1,1 1,2 2,2
, ,
1,2 1 1 1,2
3 ...
11
m n
m n m m m m n m n
n n m
m n m h h n
mm mh
h mm
d
b f f d c
dt
w U w U
N
ρ ρ γ ρ ρ
ρ ρ
≠
= + + − − +
⎛ ⎞+ − +⎜ ⎟⎝ ⎠ ∑
 (30) 
 with:  
 0 0 2 1,1
m m m mU g g γ= +  (31) 
 1 1 3 1,13
m m m mU g g γ= +  (32) 
and: 
 ( ) ( )11!m mf F μ= AA A  (33) 
 ( ) ( )11!m mg Q μ= AA A  (34) 
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2.2  Synchronization among multiple populations 
While the DMA theory includes an analytical measure for intra-cluster synchronization, 
a similar measure for the inter-cluster case has not been proposed explicitly yet. The 
purpose of this section is to consider this case. Hasegawa [8,9] introduced the quantity: 
 ( ) ( ) ( ) 22
,
1 ,m i j
i jm
R t x t x t i j m
N
⎡ ⎤= − ∈⎣ ⎦∑  (35) 
 ( )1,1 1,12 m mγ ρ= −  (36) 
and noticed that when all neurons are in the completely synchronous state, we get 
( ) ( )ix t X t= for all i m∈  which implies that ( ) 0mR t = . On the contrary, in the 
asynchronous (random) state, we obtain ( ) ( ) ( )1,1 02 1 1m m mmR t N R tγ= − = . The 
synchronization ratio for population m was then defined as: 
 ( ) ( )( )
( )
( )
1,1 1,1
0
1
1
1 1
m mm
mm
m
m
NR t
S t
R t N
ρ γ −= − = −  (37) 
and has the value of 1 for the completely synchronous state and 0 for the asynchronous 
state [8]. 
To obtain an inter-population synchronization measure we generalize equation (35) as: 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2,
22
,
1,1 1,1 1,1
1
1 2
2
m n
i j
i m j nm n
i i j j
i m j nm n
m m n n
R t x t x t n m
N N
x t x t x t x t
N N
γ ρ γ
∈ ∈
∈ ∈
⎡ ⎤= − ≠⎣ ⎦
⎡ ⎤ ⎡ ⎤= − +⎡ ⎤⎣ ⎦ ⎣ ⎦ ⎣ ⎦
= − +
∑∑
∑∑  (38) 
Then, the synchronization ratio of population m with n  ( )( ),m nS t  is defined by: 
 ( ) ( )( )
,
,
,
0
1
m n
m n
m n
R t
S t
R t
= −  (39) 
where ( ),0m nR t  is obtained by solving (23)-(30) under the condition of no couplings 
between populations ( ), 0m nw = .  
Additionally, in this paper we assume a constant intra-cluster synchronization ratio, 
which allows us to obtain: 
 ( ) ( )1,11,1 1 11
m
m
m
m m
t
t
S
N N
ργ = ⎛ ⎞− +⎜ ⎟⎝ ⎠
 (39) 
Inserting (39) in (23)-(32) reduces the number of equations in the system. 
 
2.3 Canonical model of cortical architecture 
One simplifying hypothesis for the cortical architecture is that the neocortex consists of 
repeated copies of the same fundamental circuit. Although finding that fundamental 
circuit is still a subject of intensive research, the physiological data at hand has allowed 
proposing some candidates [15-17]. In this paper we will use the canonical microcircuit 
for the neocortex proposed by Douglas and Martin [10] and hereafter referred to as the 
“canonical model” (Figure 1) which is based on structural and physiological evidence 
derived from the visual cortex of the adult cat and proposes that the minimal circuit 
necessary to explain those results is composed of three interacting populations of 
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neurons. One population is inhibitory (smooth cells), and two populations are excitatory 
and represents superficial (P2+P3) and deep (P5+P6) layer pyramidal neurons. The 
layer 4 spiny stellate cells (SS4) are incorporated within the superficial group of 
pyramidal cells. Some neurons within each population receive excitatory input from the 
thalamus [18]. However, in order to focus on the intrinsic dynamics of the canonical 
network model, in this work we ignore thalamo-cortical inputs as well as connections 
from other cortical areas. 
 
 
Figure 1. Canonical Model for the Neocortex. Strength values of connections are represented 
between bracket and was derived by summarizing in the canonical model information given in [17]. 
Each term mnw  represent the strength of the connection arriving to m from the n -th cluster. 
 
The strength of the connections displayed in Figure 1 between brackets were obtained 
by summarizing in the canonical model the more detailed circuit obtained from the cat 
area 17 [17].  
 
2.4 DMA for canonical microcircuit of the cortex 
In this section we apply the DMA theory for multiple coupled populations described 
above to the canonical model. Hereafter we will refer to superficial pyramidal, deep 
pyramidal and inhibitory neurons clusters described in the previous section as 
populations 1, 2 and 3, respectively. The temporal dynamics of unit i in a given 
population ( )1...3m =  is described by FitzHugh-Nagumo model (1)-(2). Local 
covariances 1,2
mγ , local variances 2,2mγ  and global covariances ,1,2m nρ  are neglected, 
whereas local variances 1,1
mγ  were set as functions of 1,1mρ  as given by (39). This reduces 
the number of variables to 12. Thus, the vector iu  of DMA variables for the canonical 
model is: 
 [ ] 1 1 2 2 3 3 1,1 2,2 3,3 1,2 1,3 2,31 12 1 2 1 2 1 2 1,1 1,1 1,1 1,1 1,1 1,1,...., , , , , , , , , , , ,u u μ μ μ μ μ μ ρ ρ ρ ρ ρ ρ⎡ ⎤= ⎣ ⎦  (40) 
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Then, the DMA approximation gives the following equations: 
 
( ) ( ) ( )
( ) ( ) ( )
71
0 1 2 1 1 2 11 0 1
1 1
1 1
12 0 3 13 0 5 1
11 ...
1 11
e
udu f u f u c u w U u
dt N
S
N N
w U u w U u I
⎛ ⎞= + − + − +⎜ ⎟⎛ ⎞ ⎝ ⎠− +⎜ ⎟⎝ ⎠
+ + +
 (41) 
 2 1 1 1 2 1
du bu d u e
dt
= − +  (42) 
 
( ) ( ) ( )
( ) ( ) ( )
3 8
0 3 2 3 2 4 22 0 3
2 2
2 2
21 0 1 23 0 5 2
11 ...
1 11
e
du uf u f u c u w U u
dt N
S
N N
w U u w U u I
⎛ ⎞= + − + − +⎜ ⎟⎛ ⎞ ⎝ ⎠− +⎜ ⎟⎝ ⎠
+ + +
 (43) 
 4 2 3 2 4 2
du b u d u e
dt
= − +  (44) 
 
( ) ( ) ( )
( ) ( ) ( )
5 9
0 5 2 5 3 6 33 0 5
3 3
3 3
31 0 1 32 0 3 3
11 ...
1 11
e
du uf u f u c u w U u
dt N
S
N N
w U u w U u I
⎛ ⎞= + − + − +⎜ ⎟⎛ ⎞ ⎝ ⎠− +⎜ ⎟⎝ ⎠
+ + +
 (45) 
 6 3 5 3 6 3
du b u d u e
dt
= − +  (46) 
 
( ) ( ) ( )
( ) ( )
7 7
1 1 3 1 7 11 1 1 7
1 1
1 1
2
12 1 3 10 13 1 5 11
1
12 3 2 1 ...
1 11
2 2
du uf u f u u w U u u
dt N
S
N N
w U u u w U u u
N
β
⎡ ⎤⎢ ⎥ ⎛ ⎞⎢ ⎥= + + − +⎜ ⎟⎢ ⎥⎛ ⎞ ⎝ ⎠− +⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
+ + +
 (47) 
 
( ) ( ) ( )
( ) ( )
8 8
1 3 3 3 8 22 1 3 8
2 2
2 2
2
21 1 1 10 23 1 5 12
2
12 3 2 1 ...
1 11
2 2
du uf u f u u w U u u
dt N
S
N N
w U u u w U u u
N
β
⎡ ⎤⎢ ⎥ ⎛ ⎞⎢ ⎥= + + − +⎜ ⎟⎢ ⎥⎛ ⎞ ⎝ ⎠− +⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
+ + +
 (48) 
 
( ) ( ) ( )
( ) ( )
9 9
1 5 3 5 9 33 1 5 9
3 3
3 3
2
31 1 1 11 32 1 3 12
3
12 3 2 1 ...
1 11
2 2
du uf u f u u w U u u
dt N
S
N N
w U u u w U u u
N
β
⎡ ⎤⎢ ⎥ ⎛ ⎞⎢ ⎥= + + − +⎜ ⎟⎢ ⎥⎛ ⎞ ⎝ ⎠− +⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
+ + +
 (49) 
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( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
10 7 8
1 1 1 3 3 1 3 3 10
1 2
1 1 2 2
11 1 1 22 1 3 10
1 2
12 1 3 8 13 1 5 12 21 1 1 7 23 1 5 11
3 3 ...
1 1 1 11 1
1 11 1 ...
du u uf u f u f u f u u
dt
S S
N N N N
w U u w U u u
N N
w U u u w U u u w U u u w U u u
⎡ ⎤⎢ ⎥⎢ ⎥= + + + +⎢ ⎥⎛ ⎞ ⎛ ⎞− + − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
⎡ ⎤⎛ ⎞ ⎛ ⎞+ − + − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦
+ + + +
 (50) 
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
7 911
1 1 1 5 3 1 3 5 11
1 3
1 1 3 3
11 1 1 33 1 5 11
1 3
12 1 3 12 13 1 5 9 31 1 1 7 32 1 3 10
3 3 ...
1 1 1 11 1
1 11 1 ...
u udu f u f u f u f u u
dt
S S
N N N N
w U u w U u u
N N
w U u u w U u u w U u u w U u u
⎡ ⎤⎢ ⎥⎢ ⎥= + + + +⎢ ⎥⎛ ⎞ ⎛ ⎞− + − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
⎡ ⎤⎛ ⎞⎛ ⎞+ − + − +⎢ ⎥⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦
+ + + +
 (51) 
 
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
8 912
1 3 1 5 3 3 3 5 12
2 3
2 2 3 3
22 1 3 33 1 5 12
2 3
21 1 1 11 23 1 5 9 31 1 1 10 32 1 3 8
3 3 ...
1 1 1 11 1
1 11 1 ...
u udu f u f u f u f u u
dt
S S
N N N N
w U u w U u u
N N
w U u u w U u u w U u u w U u u
⎡ ⎤⎢ ⎥⎢ ⎥= + + + +⎢ ⎥⎛ ⎞ ⎛ ⎞− + − +⎢ ⎥⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
⎡ ⎤⎛ ⎞⎛ ⎞+ − + − +⎢ ⎥⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎣ ⎦
+ + + +
 (52) 
 ( ) ( ) ( )0 0 2 1 11
j
i i i
i
i i
u
U u g u g u
S
N N
= + ⎛ ⎞− +⎜ ⎟⎝ ⎠
 (53) 
 ( ) ( ) ( )1 1 33 1 11
j
i i i
i
i i
u
U u g u g u
S
N N
= + ⎛ ⎞− +⎜ ⎟⎝ ⎠
 (54) 
where quantities ( )if uA  and ( )ig uA  are given by (33) and (34) respectively. In 
equations (53)-(54), 7j =  for  1, 2i = , 8j =  for 3, 4i =  and 9j =  for 5,6i = . With 
this, the original ( )1 2 32 N N N+ + -dimensional SDEs for the canonical model have been 
replaced by twelve ODEs..  
 
3. Results 
Here we first explore using model (41)-(54), how the inter-population synchronization 
is affected by the parameters ( )1 2 3, ,b b b  responsible for each population firing frequency 
in the FN framework (note that as the populations are coupled, the resulting firing 
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frequency in one population is also affected by the activity in the others). For this, we 
varied simultaneously 1b , 2b  and 3b  in accord with the following array 
[0.001,0.01,0.05,0.1,0.15,0.2] . Membrane excitability level parameters were set to 
( ) ( ) ( )
1 2 3 1.5
e e eI I I= = =  in order to obtain periodic behavior. Since the FN model is 
dimensionless, we assume that the unit of time is equivalent to 1 ms. In this work we 
use as standard connectivity parameters the values derived from [17] (Figure 1). Taking 
into account that these values are interpreted as fractions of all the synapses in the 
cortical area, in order to emulate real connectivity values it is  necessary to scale these 
values. For this, we introduce a connectivity scaling constant ( cw ) multiplying 
connectivity values. This value was tuned in order to obtain a reasonable influence 
between populations. The interpretation and values of the rest of the parameters used in 
the simulations are displayed in Table 1. Some of these values were obtained from 
previous studies [8,17,19] and others were manually tuned in order to approximately 
reproduce reported experimental results.  
 
Table 1. Values and physiological interpretation of the parameters 
Parameters and typical values Interpretation
100000TN =  Number of synapses 
 1 2 0.852 TN N N= = ⋅  (Binzegger et al., 2004) 
3 0.15 TN N=    
Number of synapses in Population 1, 
2 and 3 respectively 
1 2 3 0.01β β β= = = (Hasegawa, 2003a)   Noise intensity  in Population 1, 2 and 3 respectively 
0.5θ = , 0.1ε =  (Hasegawa, 2003a)  Parameters of the coupling between synapses. 
1 2 3 0.1a a a= = = (Tuckwell and Rodriguez, 1998) 
1 2 3 1c c c= = =  
1 2 3 0e e e= = =  
1 2 3 0.5k k k= = =  
1 10.2d b= , 2 20.2d b= , 3 30.2d b=   
Dynamics of FitzHugh-Nagumo 
model 
1 2 3 1.5I I I= = = (Tuckwell and Rodriguez, 1998) 
External stimulus or neural membrane 
excitability of  Population 1, 2 and 3 
respectively 
1 2 3 0.05S S S= = =  Synchronization ratios within Population 1, 2 and 3 respectively 
15cw =  Connectivity scaling constant  
 
In this article, system (41)-(52) was solved by using the fourth order Runge-Kutta 
method with an integration step size of 1 ms and initial conditions
[ ]1,1,1,1,1,1,0, 0, 0,0, 0, 0 . For all simulations we obtained 6 seconds of data and the first 
3 seconds were discarded in order to avoid transient behavior. 
Each element in the columns in Figure 2 shows a map of the maximum frequency in the 
membrane potential spectrum of the three populations as function of parameters 2b  and 
3b  for a fixed 1b value. In the case of population 1(Figure 2A-F) the means of 
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maximum frequencies in each 1b level increase while 1b  vary from 0.001 to 0.2. For this 
population (Figure 2A-F), despite irregular changes the frequency’s maximum values 
for 1 0.5b ≤  show mainly a 2b  dependence. However, for 1 0.5b > , maximum 
frequencies show both 2b  and 3b  dependence as suggest the row and columnar fashions 
in Figure 2E, F.  
 
Figure 2. Maximum frequency in the membrane potential spectrum of populations as function of 
parameters 1b , 2b and 3b  
 
In the case of population 2, the columnar pattern is originated by 2b  variations and is 
independent of 1b  and 3b  (Figure 2 G-L). This pattern shows a monotonous increment 
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from 2Hz at 2 0.001b =  to 70 Hz at 2 0.2b = . In a similar way, population 3 shows a row 
pattern independent of  1b  and 2b  who experiment a monotonous increment from 2.3 Hz 
to 60 Hz with 3b values   
For this simulation, inter-population synchronization values 12S , 13S and 23S were 
calculated using (39) and the time series obtained were averaged, which we denoted by 
12S , 13S  and 23S  respectively. In Figure 3, each column shows a map for 12S , 13S and 
23S , respectively (each row represents a fixed 1b value).  
 
Figure 3. Temporal means of inter-population synchronization values among populations as 
function of parameters 1b , 2b and 3b . 
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In the case of 12S we found that it increases with the increase in 2b  (Figure 3A-F). 
However, regions with relatively high synchronization appear for extreme 3b  values 
(Figure 3 D-E). Unlike 12S , which is always positive, 13S  and 23S  have both positive 
and negatives values (Figure 3G-L). We found that 
13S  and 23S  show similar regions 
with relatively high negative synchronization placed along 2b  values at high 3b  values. 
Note that for 1b  values, with exception of 0.1,
12S , 13S  and 23S  show a similar co-
localized zone where they achieve the maximum (Figure 3 F, L, R). 
In order to evaluate the influence of individual population frequencies on inter-
population synchronizations, partial correlation tests were performed between the 
populations maximum frequency values ( 1mv ,
2
mv  and 
3
mv ) and 
12S , 13S  and 23S . Partial 
correlation measures the degree of association between any two random variables (in 
our case, the mean synchronization between any two populations and a given maximum 
frequency spectrum) controlling for effects of other variables (any other maximum 
frequency spectrums). The highest absolute value of correlations obtained between 12S  
and all the populations maximum frequency values were for 1mv  (see Table 2). However, 
for correlations between 13S , 23S  and all the populations maximum frequency 
respectively, the highest absolute value of correlations were obtained with 3mv  (see Table 
2). The obtained p -values indicate a significant correlation in all cases, except the 
correlation between 1mv  and 
23S , 2mv and 
12S  and 3mv  and 
12S  . This result suggests that 
the biggest influence on 12S  comes from maximum frequency values of population 1 
whereas the the biggest influence on 13S  and 23S  come from maximum frequency 
values of inhibitory population 3. 
 
Table 2. Results from partial correlation tests performed between the populations maximum 
frequency values ( 1mv ,
2
mv  and 
3
mv ) and 
12S , 13S  and 23S . 
 
 12S  13S  23S  
1
mν  0.3391 -0.5285 -0.0852
2
mν  0.0400 -0.3036 -0.3844
3
mν  -0.0095 -0.6287 -0.5178
 
4. Discussion 
In this paper, we applied the DMA theory [8,9] to a neuronal network comprising three 
clusters of FN units, resembling the canonical model of the neocortex [10], therefore 
obtaining a mean field model that incorporates measures for intra and inter-population 
synchrony. This is an advantage over the neural mass model approach [1-7] that 
assumes that populations consist of synchronized cells but does not provide a mean of 
quantifying neither this value, nor the synchronization between populations. Another 
advantage of our approach is that our model is mathematically described in terms of 
ODEs, whereas SDEs are implicit in the neural mass model approach. This means that 
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the present model can be solved with classical numerical methods like Runge-Kutta, 
which are known to fail in the case of stochastic systems. Our mean field model for the 
canonical circuit is then described by 12 ODE for the means and second-order moments 
of global variables. The three neuronal populations were coupled using an anatomical 
connectivity matrix obtained from experiments in cats [17].  
After proposing the model we focused on studying the oscillation frequency of each 
population, as well as on inter-population synchronization as a result of the variation of 
the parameters of the FN model ( 1b , 2b  and 3b ). Several conclusions were reached as a 
result of the simulations. First, we found that by varying 1b  values, means of each 1b  
level of maximum frequencies generated in the superficial pyramidal cluster (population 
1) change as well as module the influence from population 2 and 3. As we know from 
classical electrophysiology, superficial pyramidal cells are considered as the main 
contributors to the EEG measured in the scalp. According to this, our simulations 
suggest that self oscillations of superficial pyramidal neurons (population 1) induced by 
1b  are responsible of generating the EEG signals. This suggests also the possibility of 
generating the same EEG frequency at superficial pyramidal cluster (population 1) 
under different contributions from inhibitory (population 3) and deep pyramidal cluster 
(population 2), That is, different physiological processes could underlay the same brain 
rhythm [20].  
We also studied the behavior of the mean of inter-population synchronization ( 12S , 13S  
and 23S ) during variation of parameters 1b , 2b  and 3b . The upward trend of modular 
values of mean synchronizations with the increase of 2b  values indicates an active role 
of this parameter on synchronization among population. However, more interesting 
appears the fact that when local high mean synchronizations are achieved, all 
populations, with exception of population 1 for 1 0.15b = , exhibit a maximum frequency 
values in the range of gamma band. This results are in agreement with numerous studies 
performed in the last decade showing that activated neuronal groups engage in rhythmic 
synchronization principally in the gamma frequency band (30-70 Hz) (reviewed in 21).  
Recently, using results derived from [17], Kremkow et al. [22] carried out a numerically 
study on the dynamics of a heterogeneous layered network of spiking integrate-and-fire 
neurons, connected with conductance-based synapses. They concluded that in structured 
networks, regions with a high degree of recurrence and many out-going fibers may be a 
source for population-wide synchronization. For verifying this, we performed a partial 
correlation test that evaluates the potential influence of the individual population 
maximum frequencies on the means of inter-population synchronization. This test 
confirms the maximum frequency of membrane potential generated at superficial 
pyramidal neurons cluster (population 1) as the principal responsible of synchronization 
ratio between the pyramidal clusters (population 1 and 2). In agreement with [22], the 
superficial pyramidal cluster (population 1) has the highest excitatory recurrence and 
largest number of outgoing connections in the connectivity matrix. However, the 
maximum frequency of membrane potential generated at inhibitory neurons cluster 
(population 3) emerge as the main responsible of synchronization ratio between 
population 1 and 3, and population 2 and 3. If we take into account that the inhibitory 
population is considerably small than the other populations, these results demonstrate 
the active role of inhibition on synchronization process and are in agreement with 
previous results who propose that inhibition play an important role in neural synchrony 
[23, 24] and consequently in a wide variety of cognitive process (reviewed in 20) as 
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
do
i:1
0.
10
38
/n
pr
e.
20
11
.5
58
3.
1 
: P
os
te
d 
24
 J
an
 2
01
1
14 
 
well as in neurological dysfunctions and disorders as epilepsy [25] and Parkinson’s 
disease [26]. 
A limitation of our model is the absence of delays in the mathematical formulation since 
signaling between populations is not instantaneous.  To deal with this, the next step of 
this work will be the introduction of delays in an analytical solution of the DMA 
formulation for the canonical model presented here. 
 
5.  Conclusions 
In conclusion, a dynamical mean field approximation of a canonical cortical model of 
the neocortex was proposed to study the inter-population synchronization. Our 
simulations of the model dynamics are in agreement with experimental results, 
furthermore, strongly suggest an important influence of 1b , responsible of firing 
frequency of population 1, on inter-population synchronization as well as put forward 
the active role of inhibition in this process. 
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