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Abstract
The economic parameters play an important role in economic growth and it also affects economic performance of a country. This
paper described the basic principles of factor analysis, and used this method to perform a comprehensive analysis and evaluation
of economic development of 20 countries on 21 economic parameters. The performance of our work is evaluated using IMF
dataset for 20 countries and result shows the economic rank of countries (Kuwait, Germany, Iceland, Belgium, Denmark, Taiwan,
Qatar, Ireland, Sweden, Luxemburg, Austria, Singapore, Norway, Netherland, Hong Kong, Brunei, us, Switzerland, Canada, and
Australia). We saw that our calculated rank and the rank provided by world ranking list is almost same which conﬁrms that it is
successful to apply factor analysis into countries economic evaluation.
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1. Introduction
With the development of economy, the competition between countries is increasing.We analyze the competitiveness
between countries on the levels of economic development for a comprehensive, objective and systematic evaluation.
Every parameter reﬂects certain information of evaluation from different angles and perspectives, but there are some
relationships between these various parameters, then the reﬂected information will generate overlapping, resulting in
the distortion of statistical analysis1. Factor analysis method can effectively overcome these problems and make a
signiﬁcant evaluation of the level of economic development between countries. This paper takes data of 20 countries
as an example to introduce the application of factor analysis in comprehensive evaluation of country economic
development. We analyze the inﬂuential factors of countries competitiveness to provide support and protection for the
development of countries.
2. Basic Principles of Factor Analysis Method
Factor analysis2,3 is used to uncover the latent structure (dimensions) of a set of variables. It reduces attribute space
from a larger number of variables to a smaller number of factors. Factor analysis has a variety of applications such
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as an assessment of underlying relationships or dimensions in the data, and there placement of original variables with
fewer, new variables.
The factor analysis model4,5 expresses each variable as a linear combination of underlying common factors
f 1, f 2, . . . , f m, with an accompanying error term to account for that part of the variable that is unique (not in
common with the other variables). For y1, y2, . . . , yp in any observation vector y, the model is as follows:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
y1 − μ1 = λ11 f 1 + λ12 f 2 + · · · + λ1m f m + ε1
y2 − μ2 = λ21 f 1 + λ22 f 2 + · · · + λ2m f m + ε2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
yp − μp = λp1 f 1 + λp2 f 2 + · · · + λpm f m + εp
(1)
Ideally, m should be substantially smaller than p; otherwise we have not achieved a parsimonious description of the
variables as functions of a few underlying factors. We might regard the f ’s as random variables that engender the
y’s. The coefﬁcients λi j are called loadings and serve as weights, showing how each yi individually depends on
the f ’s.
3. Factor Analysis to Evaluate Ranking of Countries
This paper chooses the 20 countries as a sample from IMF dataset6, and applies factor analysis to make a
comprehensive evaluation of their economic development. We use the SPSS software to calculate the correlation
coefﬁcient matrix of 15 parameters and analyze these parameters which present a strong correlation among them.
It indicates that the information extracted from 15 parameters have strong relation. Therefore, the number of
parameters can be reduced and classiﬁed by factor analysis, so that the ﬁnal estimation of results will be more
appropriate.
3.1 Economic parameters
Select 15 parameters:
V1 - Gross domestic product per capita current prices (National currency); V2 - Implied PPP conversion rate
(National currency per current international dollar); V3 - Total investment (Percent of GDP); V4 - Gross national
savings (Percent of GDP); V5 - Volume of Imports of goods (Percent change); V6 - Volume of exports of goods
(Percent change); V7 - Unemployment rate (Percent of total labor force); V8 - Employment (Persons); V9 - Population
(Persons); V10 - General government revenue (National currency); V11 - General government total expenditure
(National currency); V12 - General government net lending/borrowing (National currency); V13 - General government
structural balance (National currency); V14 - General government gross debt (National currency); V15 - Current
account balance (U.S. dollars).
3.2 Evaluation of correlation coefﬁcient matrix to test the appropriateness of factor analysis
Before performing factor analysis need to evaluate and ensure the validity and reliability of the data7. Reliability
refers to the consistency degree of measurement results. We measure the reliability of the data using Cronbach
coefﬁcient α. Validity refers to the closeness of the measured values. We measure data’s validity using KMO and
Bartlett’s test of Sphericity.
We use SPSS software to analyze the data reliability and validity. Results show that α coefﬁcient value is
0.807 which indicates data reliability is good. KMO statistic value is 0.699, indicating factor analysis is relatively
suitable. Signiﬁcance probability of Bartlett’s test of Sphericity is 0.000 < 0.01, rejects the original hypothesis
which indicates that the parameters are related, so it is suitable for factor analysis. The results of test are shown in
Table 1.
From correlation matrix shown in Appendix A, it is analyzed that most parameters have relatively strong correlation,
so it is necessary to make a factor analysis.
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Table 1. KMO and Bartlett’s test.
Kaiser-Meyer-Olkin measure of sampling adequacy .699
Bartlett’s Test of Sphericity Approx. Chi-Square 326.604
df 78
Sig. .000
Table 2. Total variance explained.
Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings
Component % of Cumulative % of Cumulative % of Cumulative
Component Total Variance % Total Variance % Total Variance %
1 10.499 69.996 69.996 10.499 69.996 69.996 5.181 34.540 34.540
2 1.424 9.492 79.488 1.424 9.492 79.488 4.835 32.236 66.776
3 1.305 8.698 88.186 1.305 8.698 88.186 3.211 21.410 88.186
4 .800 5.335 93.521
5 .433 2.885 96.405
6 .227 1.516 97.921
7 .175 1.164 99.086
8 .085 .568 99.653
9 .040 .270 99.923
10 .009 .060 99.983
11 .002 .012 99.994
12 .001 .005 99.999
13 7.677E-05 .001 100.000
14 1.441E-05 9.609E-05 100.000
15 -4.545E-16 -3.030E-15 100.000
3.3 Evaluate eigen value λi , contribution rate of variance of the correlation matrix, and extract number of factors
Eigenvalue λi and Contribution Rate of Variance of the correlation matrix are included in Table 4. We use principal
component analysis as common factors extraction method. From Table 2, there are three common factors and their
cumulative variance proportion has reached 88.186%. So we choose three common factors which represent the whole
amount of information provided by raw data.
Table 3 represents the communality of 15 parameters separately before and after the common factor is extracted.
The initial column values of 15 parameters from principal component analysis shows the Communalities of the original
parameters are 1. Extraction column values show the parameter Communalities, calculated by three common factors.
Here we can observe that the extracted common factors provide a good analysis of the 15 parameters.
3.4 Determine the common factors as rotated component matrix
If the basic structure of Component Matrix is not easily understandable, the typical descriptive parameters
of common factors are not very remarkable, so that it is easy to explain the common factors. This requires the
implementation of rotation of Component Matrix, the goal of rotation is to place the axes close to as many points
as possible. If there are clusters of points (corresponding to groupings of y’s), we seek to move the axes in order
to pass through or near these clusters. This would associate each group of parameters with a factor (axis) and make
interpretation more objective. The resulting axes then represent the natural factors. That is, in some common factors
all parameters have high loads, while in others smaller loads. We use Varimax with Kaiser Normalization method to
obtain Rotated Component Matrix shown in Table 4.
The Rotated Component Matrix can be analyzed from the following aspects: Taking the loading of the factors into
consideration, the ﬁrst key factor is mainly related to Gross domestic product per capita current prices, Implied PPP
conversion rate, Volume of Imports of goods, Volume of exports of goods, General government total expenditure
and General government net lending/borrowing. Second key factor is mainly related to Gross national savings,
Unemployment rate, Employment, Population, General government revenue, General government gross debt and
Current account balance. Third key factor is related to total investment and General Government structural balance.
314   Anita Bai et al. /  Procedia Computer Science  54 ( 2015 )  311 – 317 
Table 3. Parameters common level.
Communalities
Initial Extraction
Gross domestic product per capita current prices 1.000 .699
Implied PPP conversion rate 1.000 .717
Total investment 1.000 .984
Gross national savings 1.000 .967
Volume of Imports of goods 1.000 .887
Volume of exports of goods 1.000 .920
Unemployment rate 1.000 .926
Employment 1.000 .894
Population 1.000 .902
General government revenue 1.000 .971
General government total expenditure 1.000 .924
General government net lending/borrowing 1.000 .780
General government structural balance 1.000 .987
General government gross debt 1.000 .847
Current account balance 1.000 .824
Table 4. Factor loading matrix after rotation.
Rotated Component Matrix
Component
1 2 3
Gross domestic product per capita current prices .817 .108 .142
Implied PPP conversion rate .809 .214 .130
Total investment .161 .199 .958
Gross national savings .549 .726 .373
Volume of Imports of goods .841 .311 .290
Volume of exports of goods .693 .204 .631
Unemployment rate .516 .719 .378
Employment .533 .710 .327
Population .012 .947 .068
General government revenue .588 .690 .387
General government total expenditure .728 .531 .334
General government net lending/borrowing .760 .400 .208
General government structural balance .237 .308 .914
General government gross debt .300 .845 .204
Current account balance .528 .655 .340
Here only the ﬁrst three key factors were considered, because the total variance of the original parameters can be
explained about 88.186% by the ﬁrst three key factors.
Covariance matrix of factor score and visual results for factor analysis are shown in Appendix A.
3.5 Calculate the component score coefﬁcient matrix and comprehensive scores of 20 economic developed countries
Table 5 represents the calculation of component score coefﬁcient matrix for 20 countries. Every factor score of 20
countries can be calculated according to 8:
F1 = .331V1 + 0.303V2 − 0.173V3 + · · · − 0.107V14 − 0.019V15 (2)
F2 = −.172V1 − 0.118V2 − 0.102V3 + · · · 0.294V14 + 0.126V15 (3)
F3 = −0.101V1 − 0.124V2 + 0.524V3 + · · · − 0.075V14 − 0.008V15 (4)
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Table 5. Component score coefﬁcient matrix.
Component
1 2 3
Gross domestic product per capita current prices .331 −.172 −.101
Implied PPP conversion rate .303 −.118 −.124
Total investment −.173 −.102 .524
Gross national savings .004 .149 −.004
Volume of Imports of goods .261 −.106 −.048
Volume of exports of goods .104 −.171 .262
Unemployment rate −.011 .153 .007
Employment .010 .153 −.026
Population −.241 .435 −.116
General government revenue .028 .120 .003
General government total expenditure .144 .019 −.033
General government net lending/borrowing .218 −.030 −.096
General government structural balance −.154 −.062 .463
General government gross debt −.107 .294 −.075
Current account balance .019 .126 −.008
Table 6. Common factors’ scores and comprehensive scores.
f1 f2 f3 Comprehensive Scores Rank
Qatar 0.002862 0.018663 −0.00165 3.412984 1
luxembourg 0.019905 0.019463 −0.00469 1.956088 2
Singapore −0.01289 0.07579 −0.01278 1.353501 3
Norway 0.0169 0.035309 0.004823 1.189426 4
hongkong 0.374264 −0.18201 −0.10985 0.823193 5
us −0.06986 0.197154 −0.04043 0.780956 6
brunei −0.21247 0.50075 −0.10934 0.379106 7
uae −0.02563 0.241119 −0.03527 0.376409 8
switzerland 0.462994 −0.08834 −0.13973 0.288763 9
australia 0.601442 −0.21033 0.11795 0.133256 10
V1, V2, V3 . . . V14 and V15 respectively indicate Gross domestic product per capita, Implied PPP conversion rate, Total
investment, . . . , General government gross debt and Current account balance in the standardized values of original
parameters.
In order to evaluate the economy rank of 20 countries, we calculate their comprehensive scores. The outcome of
Table 6 is calculated using given formula.
Comprehensive evaluation score:
CS = 
n
1 Fi
mj=1
n
i=1SFi, j
(5)
where,
m = No of countries
n = No of factors
Table 6 represents the comprehensive scores of top 10 economic developed countries; however we calculated the
results for 20 countries.
4. Conclusion
Factor Analysis is a statistical multivariate analysis technique to analyze only common variances. It is widely used
in the evaluation of country economic development. In the process of economy evaluation, it is acceptable to classify
and simplify parameters by factor analysis, and extract number of common factors, and then calculate rank according
to their scores evaluated by comprehensive score model. Let us summarize the most important outcomes of the analysis
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we made in this paper. From our results we observed that our calculated rank list (Qatar, Luxemburg, Singapore,
Norway, Hongkong, US, Brunei, UAE, Switzerland, and Australia) and the rank provided by world raking list (Qatar,
Luxemburg, Singapore, Norway, Hongkong, Brunei, US, Switzerland, Canada, and Australia) of top richest countries
are almost similar. So in our analysis we conclude that it is successful to apply factor analysis to evaluate the estimated
rank of economically rich countries.
Appendix A
Covariance matrix of factor score
Table 7 indicates that the 3 common factors extracted are not related to each other, and represents score covariance
matrix as a unit matrix (Table 8).
Visual results of factor analysis
Figure 1 illustrates the Eigen value in Y-axis and number of factors in X-axis. So it is clear that the eigen values of the
top 3 factors is greater than 1, the polyline is steep, and the line tends to be stable from the fourth factor. Thus 3 factors
should be selected for visual observation.
Table 7. Correlation matrix.
 V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15
V1 1.000 .491 .290 .570 .815 .637 .536 .536 .169 .597 .756 .513 .356 .423 .532 
V2 .491 1.000 .337 .636 .675 .621 .621 .585 .254 .656 .647 .971 .412 .459 .526 
V3 .290 .337 1.000 .581 .456 .790 .574 .520 .278 .592 .537 .436 .989 .429 .522 
V4 .570 .636 .581 1.000 .766 .735 .990 .967 .689 .991 .895 .789 .691 .793 .904 
V5 .815 .675 .456 .766 1.000 .856 .716 .756 .350 .795 .939 .704 .535 .618 .765 
V6 .637 .621 .790 .735 .856 1.000 .723 .702 .280 .759 .794 .663 .825 .549 .657 
V7 .536 .621 .574 .990 .716 .723 1.000 .955 .670 .979 .839 .777 .684 .772 .866 
V8 .536 .585 .520 .967 .756 .702 .955 1.000 .656 .948 .871 .732 .629 .740 .858 
V9 .169 .254 .278 .689 .350 .280 .670 .656 1.000 .639 .533 .412 .368 .871 .562 
V10 .597 .656 .592 .991 .795 .759 .979 .948 .639 1.000 .915 .802 .703 .801 .935 
V11 .756 .647 .537 .895 .939 .794 .839 .871 .533 .915 1.000 .743 .634 .744 .908 
V12 .513 .971 .436 .789 .704 .663 .777 .732 .412 .802 .743 1.000 .528 .593 .673 
V13 .356 .412 .989 .691 .535 .825 .684 .629 .368 .703 .634 .528 1.000 .525 .627 
V14 .423 .459 .429 .793 .618 .549 .772 .740 .871 .801 .744 .593 .525 1.000 .732 
V15 .532 .526 .522 .904 .765 .657 .866 .858 .562 .935 .908 .673 .627 .732 1.000 
Table 8. Component score covariance matrix.
Component 1 2 3
1 1.000 .000 .000
2 .000 1.000 0.000
3 .000 0.000 1.000
Fig. 1. Scree ﬁgure.
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