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Summary 
 
In airline industry, as the revenue contributed by cargo transportation has been 
substantially increasing for the last decade, competitions have become pierce and airlines 
and airports strive to streamline their cargo handling operations. Airport cargo terminals 
play a crucial role in air freight operations, including activities such as: receiving, order-
picking, checking-packing, shipping, loading and unloading. 
 
An important planning problem at airport cargo terminals is the scheduling of cargo 
handling employees. This area is particularly critical for achieving cost reductions as well 
as maintaining customer service levels. No matter how experienced the planners or how 
efficient the scheduling method, a baffling problem is frequently confronted in practice: 
manpower shortages are often worsened by the fact that completely idle time arises from 
time to time during working hours. This dilemma is termed the self-contradiction of 
hands shortage and idleness. The chief reason for this self-contradiction lies in the 
unbalanced workload distribution existing in the special operations of air cargo terminals.  
 
This thesis discusses the idea that airline re-assignment is a potential and feasible 
approach to balance the workload, so as to ameliorate the self-contradiction in manpower 
scheduling. To achieve this objective, a mixed integer programming model is proposed. 
In this model, two parallel measurements of imbalance are chosen to be minimized. Thus, 
two objectives are achieved: even distribution of workload along the time line, and 
balance between two presumably identical terminals. Because workload parameters 
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cannot be estimated accurately, and vary seasonally, uncertainty is considered and a 
stochastic program is employed.  In addition to this overall re-assignment, we also 
discuss a more realistic strategy called partial re-assignment. 
 
The stochastic program is handled by employing the method of sample average 
approximation (SAA), which is well studied and broadly applied in literatures. This 
method generates some scenarios, which are realizations of random parameters. Each 
scenario can be tackled as a deterministic problem, the average objective value of which 
is deemed to be the approximation of the original stochastic problem. However, even the 
SAA model is a deterministic problem, it is a large-scale mixed integer problem (MIP), 
which is computationally challenging in both research and application areas. To make 
this large-scale MIP computationally manageable, different formulations are developed 
and compared; Benders decomposition-based algorithms are presented, in which an 
accelerating technique is newly developed. Also, a two-stage approximation is developed 
to achieve a good approximate solution within much shorter time.  
 
Computational results obtained from actual data of a large airport cargo terminal are 
presented. Different formulations and different algorithms are compared. Suitable sample 
size for SAA is found with good solution quality. The efficiency of the two-stage 
approximation is demonstrated by the results. The proposed optimal airline assignment is 
validated by both numerical study and simulation. Partial re-assignment is also 
investigated. 
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1 Introduction 
 
The efficiency of airport operations has received considerable research interest, but most 
of the work focuses on passenger terminals (see, for example, Baron 1969, De Neufville 
and Rusconi-Clerici 1978, Wirasinghe and Bandara 1990, Haghani and Chen 1998). 
However, as the revenue from cargo transportation has substantially increased in the last 
decade, competitions have become pierce and airlines and airports strive to streamline 
their cargo handling operations. Air cargo terminals play a crucial role in air freight 
operations, handling all freight at airports, where they function as a type of warehouse. 
Although there is a large literature on traditional warehouse operations (see Chapter 2 
later), very few publications have discussed the operations at air cargo terminals.  
 
This chapter introduces traditional warehouse operations, as well as specific 
characteristics of air cargo terminals. It then presents the motivations of the research and 
problem description, followed by a summary of our major contributions. This chapter 
ends with the organization of the rest of the thesis.  
 
1.1 Traditional warehouse operations 
The logistics industry is characterized by customer markets, high service, and quality 
requirements. Short lead-times, high delivery frequency and variability are in demand, 
requiring flexibility, efficiency and total quality of warehousing operations. In such an 
environment, warehousing plays a key role in logistics industry. 
   Chapter 1 Introduction 
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A warehouse is a specialized, fixed facility, considered in the design of a logistical 
system to help accomplishing the service level at the lowest possible cost. Warehouse 
operations involve all movements of goods within warehouses and distribution centers 
(DC's), namely: receiving, storage, order-picking, accumulation, sorting and shipping, etc. 
 
The objective of warehousing is to maximize the use of warehouse resources, while 
satisfying customer requirements. The key to achieving these objectives is planning and 
control by warehouse management systems. We may establish high quality solutions for 
warehouse management by decomposing the task into a number of hierarchical 
subproblems. A well-defined hierarchy will avoid solutions that are locally optimal 
without considering the global context. The hierarchy of management decisions can be 
broadly classified into decisions at the strategic level, tactical level and operational level. 
 
Strategic management decisions are long-term decisions that concern the determination 
of broad policies and plans for using the resources of a company to support its long-term 
competitive strategy. These decisions face high uncertainties. Typical methods for 
solving such problems are stochastic modeling or simulation, based on demand estimates. 
At the present context, the main strategic decisions are warehouse design & layout, and 
capacity planning to determine the best design parameters. The best warehouse layout, 
which maximize the space utilization and minimize traveling time, can achieve effective 
use of floor space and equipments. Capacity planning involves estimating the future 
capacity requirements due to expansion, while maintaining the customer service level. 
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On the tactical decision level, a number of medium-term decisions are to be made, based 
on the outcomes of the strategic decisions. The tactical decisions have a lower impact 
than the strategic decisions, but still require some investments and should therefore not be 
reconsidered too often. Planning problems concern an existing situation and the 
algorithms are based on historical data. Tactical decisions typically concern how to 
efficiently schedule material and labor. Products are assigned to warehouse storage 
locations to reduce the mean transaction times for retrieval to satisfy customer orders. 
Labor scheduling problem consists of daily shift and days-off scheduling in each week to 
minimize the number of hours that employees require to satisfy hourly demand 
requirement over the week in service delivery systems. Also workload balancing should 
be considered to minimize the deviation of processing time of customers in different 
groups from the average customer processing time. 
 
Operational decisions are narrow and short-term by comparison and act under the 
operating constraints set out by the strategic and tactical management decisions. Control 
algorithms are based on actual data, and attempt to find solutions with high-quality 
performance. Combinatorial optimization techniques are well suited for solving planning 
and control problems. Control problems concern the actual sequencing, scheduling and 
routing of the movement of goods.   
 
1.2 Air cargo terminal 
Air cargo terminals serve air freight at airports, including receiving, order-picking, 
checking-packing, shipping, loading and unloading, etc. Whether for import or export, all 
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air freight needs to pass air cargo terminals. Generally, a large air cargo terminal is 
divided into several sub-terminals, each of which undertakes the function of import or 
export. In addition, import and export terminals may themselves be separated into 
multiple sub-terminals. In this research, for example, a large air cargo terminal is 
considered, which is separated into four sub-terminals, two of which are for import and 
two for export.     
 
 The typical flow of air shipments starts when freight is delivered to the airport cargo 
terminal by shippers at the origin. The freight may be delivered in containers, on pallets 
or as loose freight. Freight can also be picked up at the shipper’s door by freight 
forwarders and consolidated into containers before delivery to the cargo terminal. Then, 
freight is unloaded from the delivery trucks and verified against the information 
appearing on the shippers’ documentation: weight, dimensions, number of pieces, type of 
freight, and so forth. The shippers determine tariffs and prepare a waybill. The air waybill 
accompanies the freight and is used to verify it in subsequent handling operations. Next, 
freight is sorted according to its destination and consolidated into containers. It is then 
taken to a loading area where it awaits the next planned aircraft departure along with 
other containers that were delivered to the terminal by freight forwarders. At the 
destination terminal, freight is unloaded, verified, tagged, and sorted into racks where it 
awaits pickup by the consignees. (One should note that the forenamed shippers, 
forwarders and consignees are all called cargo agents at air cargo terminals. This term 
will be used uniformly in the following.) 
 
   Chapter 1 Introduction 
  - 5 - 
It is clear that air cargo terminals possess the common properties of warehouses. To 
achieve the objective of desired service level with the lowest cost, we still need to 
decompose planning and control at strategic, tactical and operational levels. In this thesis, 
we consider strategic and tactical decisions. However, air cargo terminals have certain 
special characteristics that differentiate them from the traditional warehouses. These 
require more attention when we are studying how to improve the performance of air 
cargo terminals. Three differences that we will start the research with are described as 
follows: 
• Firstly, cargo storage duration is relatively short. Customer service requires air 
transportation to be fast and efficient. It requires the air cargo terminal to be highly 
efficient and responsive. 
• Secondly, although more and more automated equipment and warehouse management 
systems (WMS) have been introduced, most of the manual operations in air cargo 
terminals must still be kept. Thus, the number of workers, which has become the 
main cost, cannot be reduced by too much.  
• Thirdly, the workload at air cargo terminals can be measured by the quantity of air 
cargo, which completely depends on the business contracts between airlines and 
cargo agents. As a ground handling agent, air cargo terminal follows the workload 
demand in a timely manner, without control of the quantity of cargo, or the cargo 
arrival time. This uncertainty in workload demand strongly increases the difficulty of 
execution planning, which is very important for productivity and cost reduction.  
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1.3 Motivation of this research 
Due to the time-sensitive nature of the air cargo trade, it is imperative that work needs to 
be done swiftly once it arises. Consequentially there is often a surge of manpower and 
equipment demand when multiple flights are scheduled to depart or arrive within the 
same time-window. In addition the workload is stochastic over time, as cargo volume 
varies from day to day and week to week. Still, for achieving cost reductions, the number 
of cargo handling employees has to be kept as small as possible. It is therefore a 
challenge to find a cost efficient method to schedule a regular workforce to meet this 
highly varied workload. In practice, no matter how experienced the planners are or how 
efficient the scheduling method is, a baffling problem is frequently encountered: 
manpower shortages are often worsened by the fact that completely idle time arises from 
time to time during working hours. This dilemma is termed the self-contradiction of 
hands shortage and idleness.   
 
The chief cause of this problem is the unbalanced workload distribution, since the quality 
and cost of manpower schedule hinges very much on the workload. At air cargo terminals, 
the workload distribution depends on flight schedules, which vary in intensity throughout 
the day; however, the manpower schedule is comprised of a regular eight hour shift for 
each employee. Under these circumstances, when the workload surges, employees may 
become very busy and overloaded, and when it slows, they may become underutilized or 
even idle. In summary, the relatively regular manpower schedule does not match the 
irregular workload distribution.  
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The ideal situation would be for the manpower schedule to always match the workload 
requirement. Researchers and planners have studied a variety of approaches to improve 
this matching, such as splitting shifts, but such approaches are generally not practical due 
to legal or labor union restrictions.  Alternatively, improving workload balance seems to 
be a practical approach. If the workload can be evenly distributed along the time line, 
then manpower scheduling becomes easy, and the aforementioned self-contradiction will 
not occur. Even if absolutely even workload distribution cannot be achieved, we may still 
ameliorate this self-contradiction by improving workload balance. 
 
Furthermore, although the workload balancing problem is motivated by the difficulty of 
scheduling manpower, and is therefore just an intermediate objective, it should also be 
useful and beneficial in improving other operational behaviors. More details are 
introduced in Section 2.2. 
  
In this research, the workload balancing is achieved by assigning the services for 
different airlines to two identical sub-terminals. This approach is motivated by a real-
world example in which the cargo terminal has two identical sub-terminals for the same 
function (import or export); otherwise, if all airlines are served by the same terminal, the 
workload will be absolutely determined by the fixed flight schedule, and terminal 
operators can do nothing to improve the workload balancing. When two such sub-
terminals exist, one can alter the workload distribution for the sub-terminals by changing 
the airline assignment. Therefore, it is possible to apply combinatorial optimization to 
achieve the optimal airlines assignment, with respect to workload balancing objectives. 
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1.4 Problem description 
For a large air cargo terminal with four sub-terminals, two of which are for import and 
two for export, we consider two sub-terminals with the same function, and the method 
can be applied on either of the import terminals or export terminals. We assume these two 
sub-terminals to be identical with the same resources and capacities. 
 
Given a number of airlines, each of which includes a number of flights, the problem is to 
assign some of these airlines to one sub-terminal and the others to another (identical) sub-
terminal. The objective of this assignment is to balance the workload between the sub-
terminals along the time line. 
 
For a sub-terminal, workload can be measured by the total quantity of cargo that needs to 
be handled, summed over all the flights that it serves. Each flight has its own workload 
distribution along the time line, and can be estimated from aircraft type and historical 
experience. More details can be found in Section 5.1. Since flight schedule is determined 
by airlines, and relatively fixed for a long term, we assume that the weekly flight 
schedule is fixed and given. Practically, all flights belonging to the same airline are 
assigned to the same sub-terminal, which is advantageous to management and operations. 
That is why we directly make the assignment of airlines, rather than flights. 
 
Workload balancing should achieve two objectives. First, the overall workload is 
balanced between the two identical sub-terminals, since they are assumed to have the 
same resources. Second, the workload is evenly distributed along the time line at each 
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sub-terminal. This objective is the key to ameliorating the manpower scheduling problem 
and other performance considerations. And, the uncertainty of workload estimation is 
factored in. 
 
1.5 Research contribution 
In this research, the major contributions include: 
• A stochastic mixed integer linear programming (S-MILP) model for workload 
balancing at air cargo terminals is formulated.  
• Two different formulations are developed to reduce the computational complexity, 
and an accelerated Benders decomposition is developed to improve convergence. A 
two-stage approximation is also developed, which speeds up the solution procedure 
and provides a good quality solution.  
• Based on the model that re-optimizes overall airline assignment, the extended model 
only adjusts the assignment partially, which is more practical for industrial 
applications, since the overall assignment is an outcome of strategic planning, and 
thus cannot change too often.   
• We provide simulation results to validate the advantages of workload balancing. By 
running the simulation model, the average cycle-times under current assignment and 
the proposed optimal assignment are compared. The results show that the average 
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1.6 Organization of this thesis 
The rest of this thesis consists of 5 chapters. In chapter 2, we present a literature review 
on warehouse operations, workload balancing and stochastic programming, where we 
find both the history of research achievements and suggestions for research directions.  
Chapter 3 introduces the mathematical formulations. After introducing the imbalance 
measurement, a deterministic model is built. Then stochastic programming is introduced 
and applied to extend the deterministic model to a stochastic model. The sample average 
approximation (SAA) method is introduced and employed to handle this stochastic model.  
 
Chapter 4 presents a series of methodologies to improve the solution. First the model is 
reformulated, then the Benders decomposition is reviewed and applied to solve the 
problem, followed by a newly developed acceleration technique to improve the 
convergence. Besides solving the problem optimally, a two-stage approximation is 
presented. This speeds up the computational time with good solution quality. For more 
practically industrial application, a partial re-assignment is considered. It is extended 
from the overall re-assignment that we have previously discussed. This chapter ends with 
a simple introduction to CPLEX software.    
 
Chapter 5 describes parameter estimation and lists two experimental data instances. Next, 
main computation results are summarized and discussed. Finally, the proposed optimal 
airline assignment is validated by both a numerical study and a simulation model.  
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Chapter 6 summarizes the main results obtained from this research project, and discusses 
possible directions for further research. 
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2 Literature Review 
 
We first outline related work on the warehouse operations problem in Section 2.1, then 
focus on the workload balancing problem in Section 2.2. In Section 2.3 we present a 
review of stochastic programming.  
 
2.1  Warehouse operations 
The efficiency of warehouse operations is influenced by warehouse design, planning and 
control. Ever since Hausman et al. (1976) and Graves et al. (1977), etc. introduced these 
new research topics in the 1970s, the operations of warehousing systems have received 
considerable interest and so far there is a fairly large literature, which we cannot hope to 
review thoroughly. Since some authors have written excellent reviews in different epochs, 
here we attempt to present the major conclusions on warehouse operations from these 
comprehensive review papers.  
 
Matson and White (1982) performed a general survey of material handling research, with 
a range of topics covering robotics, conveyor theory, transfer lines, flexible 
manufacturing systems, and equipment selection, in addition to models applicable to 
warehousing. Ashayeri and Gelders (1985) addressed warehousing specifically, and they 
concluded that the most practical approach to study the complexities of a total 
warehousing system is to combine analytical and simulation tools. 
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Cormier and Gunn (1992) discussed the literature on the optimization of warehouse 
design and operation. After reviewing the most important definitions encountered in this 
research area, they described the throughput capacity models, and briefly discussed 
warehouse design models (internal arrangement and overall design issues). Attention was 
also paid to models concerning the maximization of space utilization. The authors 
concluded by citing the need for larger integrated models. 
 
Berg (1999) presented a literature survey on methods and techniques for the planning and 
control of warehousing systems, and  remarked that few papers provided algorithms to 
obtain the optimal solution and that their formulations used simplistic objective functions, 
ignoring other considerations and trade-offs. The author concluded with suggestions for 
further research, noting that flexibility of labor is an important issue in warehouses, and 
resources may be redistributed among activities. Particularly, this survey pointed out that 
although balancing of workload within a warehousing system is quite important for 
improving the system throughput capacity, no publications addressing this issue were 
found.   
 
Rouwenhorst et al. (2000) presented a reference framework and a classification of 
warehouse design and control problems in terms of processes, resources and 
organizations. After an extensive review of the existing literature on warehousing 
systems, the finding was that the majority of papers are primarily analysis-oriented and 
do not pursue a synthesis of models and techniques as a basis for warehouse design. Thus 
the authors emphasized the need for design-oriented studies, as opposed to the strong 
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analysis-oriented research on isolated subproblems that seems to dominate the literature. 
They also concluded that future studies should examine the trade-offs between costs and 
operational performance of integrated systems. 
 
From this short review of the literature, we can see that warehouse operations have been 
well studied. However, the disadvantage of the research so far is that most studies have 
focused on isolated subproblems optimizing a single objective. Therefore, further 
research is suggested in areas of integrated systems, such as labor cost, integrated models, 
multi-objective functions and workload balancing, etc.  
 
2.2  Workload balancing problem  
Workload balancing has been studied for a long time; however, as Berg (1999) pointed 
out, very few publications have discussed this issue in the context of warehousing.  Here 
we review the literature from two viewpoints: First is the benefit of workload balancing; 
second is the definition of balance (or imbalance), which determines the balancing 
objective function. 
 
2.2.1 Motivation for workload balancing 
Stecke and Solberg (1985) and Dallery and Stecke (1990) showed that throughput is 
maximized by balancing the workloads among equal size machine groups. Shanthikumar 
and Stecke (1986) demonstrated that balanced workloads minimize the work-in-process 
inventory over time stochastically, and Ammon et al. (1985) showed similar results in the 
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context of bottleneck formation. Balancing may also make it easier to handle machine 
breakdowns (Stecke 1989).  
 
Kumar (1998, 2001) argued that throughput, utilization, material handling and due dates 
are more focused objectives than workload balancing. However, considering any one of 
these would neglect the others; on the other hand, even though a workload balancing 
objective may not directly represent the other objectives, by virtue of distributing the load 
equally, it can quickly give a solution that may be good with respect to many criteria 
simultaneously. 
 
These criteria were called system’s objectives by Kim (1993). He explored the possibility 
of using workload balancing as an intermediate or surrogate loading objective that 
correlates well with post-scheduling performance. The inherent goodness of the 
balancing objective was verified by his results, which showed that performance measures 
like throughput, makespan, mean flow time and mean tardiness (after scheduling) are 
significantly correlated with workload balance achieved at the loading stage. In his paper, 
a queuing model and some heuristics were used to compute these performance measures.  
 
Potts and Whitehead (2001) integrated scheduling and machine layout problems, and they 
derived a three-phase integer programming formulation in which the first phase was used 
to balance workloads, the second phase minimized inter-machine travel, and the third 
phase assigned machines to positions in the loop layout so that the total number of 
circuits made by the products was minimized. The hierarchical nature of the model meant 
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that the solutions obtained principally satisfy the workload balancing objective of the first 
phase. The author concluded that workload balance is the governing factor in determining 
the throughput of the system. 
 
Sawik (2002) also considered integrating workload balancing and scheduling. A 
monolithic approach determined balancing and scheduling simultaneously; and a 
hierarchical approach first balanced the station workloads following by determining a 
detailed assembly schedule. A mixed integer programming model was formulated.  
   
Workload balancing also benefits parallel distributed computing. Lan et al. (2002) 
showed good quality of load balancing reduced a lot of execution time. Similar results 
were reported by Boukerche and Das (2004), who indicated that their dynamic load 
balancing schemes significantly reduced the running time. Liu and Righter (1998) also 
discussed the optimal load balancing in a distributed computing environment consisting 
of homogeneous unreliable processors. 
 
In light of the above, it is not surprising that workload balancing is a commonly and 
applied objective in system management. Balancing the workload provides a smooth 
working environment, and thus benefits the system operations.   
 
2.2.2 Balancing objectives and imbalance measures 
A study on the relationships between workload balancing and commonly-used system’s 
objectives requires a clear definition on the measurement of balance. However, there are 
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no unified measurements of workload balance for loading problems. Instead, several 
different functions have been used to measure the deviation of assigned workloads from 
ideal workloads. Berrada and Stecke (1986) used the objective function of minimizing 
the maximum workload among the machines or machine groups; Moreno and Ding (1989) 
aimed at the minimum sum of overload and underload of the machines, while Ammons et 
al. (1985) tried to minimize a function of the maximum deviation from the ideal 
workloads. Similar work can also be found in Shanker and Tzen (1985). Kim (1993) 
tested six objective functions as measures of balance which can be easily handled. He 
linked these commonly-used loading objectives with system’s objectives in real fields.  
 
Regarding balancing effectiveness, Guerro et al. (1999) stated that after thoroughly 
testing eight different linear imbalance measures, they concluded that the simplest and 
most effective measure is ‘difference between max and min’. However, they did not detail 
which eight measures they tested. Also, the methodology of testing and the magnitude of 
differences were not disclosed. 
 
A comprehensive literature review was presented by Kumar (2001). After summarizing 
most of previous and most popular objective functions, he compared the effectiveness of 
different balancing objectives. The most significant finding is that the ‘min [average 
pairwise difference]’ is the best objective for workload balancing. These conclusions are 
supported by the theory of balancing mechanism (Kumar 1998). He reasoned that by 
virtue of dependence on every workload in the system, the pairwise difference is extra-
sensitive to the distribution of workloads. While the statistic ‘maximum ’ consists of just 
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one pairwise difference, the statistic ‘average’ incorporates all the pairwise differences 
within the system.  
 
2.3  Stochastic programming 
Over the past several decades, linear programming (LP) and mixed integer linear 
programming (MILP) have become the fundamental planning tools. They assume that the 
parameters for the given problem are known accurately; however, in the real world, the 
data cannot be known accurately for a variety of reasons. The first reason is simple 
measurement errors. The second and more fundamental reason is that some data represent 
information about the future (e.g., product demand or price for a future time period) and 
simply cannot be known with certainty. When one or more of the data elements in a 
linear program is represented by random variables, a stochastic program (SP) is 
introduced.  
 
SP provides a general framework to model the path dependence of a stochastic process 
within an optimization model. Such models are appropriate when data evolve over time 
and decisions need to be made prior to observing the entire data stream. Furthermore, it 
permits uncountable many states and actions, together with constraints.   
 
SP models have been studied since the late 1950s by Dantzig (1955), Beale (1955), 
Charnes and Cooper (1959), and others. They proposed a stochastic view to replace the 
deterministic one, where the unknown coefficients or parameters are random with 
assumed probability distributions that are independent of the decision variables. A variety 
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of applications of SP have been developed, in areas such as electric power generation 
(Murphy et al. 1982), financial planning (Carino et al. 1994), telecommunications 
network planning (Sen et al. 1994), and supply chain management (Fisher et al. 1997, 
Santoso et al. 2003). 
 
For stochastic linear program (SLP), the main challenges are due to the need for multi-
dimensional integrations (to calculate either expectation or probability) within an 
optimization algorithm. Even in cases where the random variables are discrete, the total 
number of outcomes of a multi-dimensional random vector can be so large that 
calculations associated with the summations may be far too demanding. Hence methods 
that are based on approximation become paramount. The most popular approximation 
uses sampling-based algorithms. If one uses a fixed sample, then it is necessary to 
perform a statistical analysis of the output, as suggested by the work of Romisch and 
Schultz (1991) and Shapiro (1991).   
 
For stochastic mixed integer linear program (S-MILP), if only the first stage decisions 
include integer restrictions, then the remaining problem inherits the properties of SLP; 
otherwise, when integer variables appear in future stages, the S-MILP is much more 
challenging. In this thesis, we consider the problems with first stage integer variables.  
For this class of problems, decomposition-based algorithms are employed popularly. This 
genre of methods traces back to the L-shaped method of Van Slyke and Wets (1969) 
which builds on arguments similar to Benders decomposition (Benders 1962) for two-
stage problems. Birge (1985, 1988, 1996, 1997) did lots of research on this topic. Also 
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Higle and Sen (1991), Mulvey and Ruszcczynski (1995) and Linderoth (2002) proposed 
different research progress. Researchers are trying to improve the algorithm’s efficiency 
for computation from the basic Benders decomposition. Birge proposed a nested 
decomposition and a piecewise linear partition method for multi-stage problems in 1985. 
He also improved the algorithm by employing a multi-cut strategy for two-stage 
problems in 1988. Santoso et al. (2003) developed several acceleration techniques for 
Benders decomposition in a supply chain network design problem. Furthermore, parallel 
computing has been broadly developed, and decomposition methods are combined. That 
means, the decomposed sub-problems are solved simultaneously at different computers, 
and all the sub-solutions are communicated by a host computer, which controls the whole 
process. Mulvey and Ruszcczynski (1995), Birge (1996), Linderoth (2002) proposed such 
kind of parallel computing decomposition methods and gave experiment result. 
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3 Mathematical Formulations 
 
This chapter describes the mathematical formulations for the workload balancing 
problem. Section 3.1 presents the deterministic model under the assumption that all 
workload is estimated accurately and certain. In Section 3.2, this deterministic 
assumption is relaxed and the stochastic model is formulated. The sample average 
approximation (SAA) method is introduced to handle the stochastic model.  
  
3.1 Deterministic model 
Under the ideal situation of perfect balance, the workload is uniformly distributed along 
the time line so that the workload is equal on any equal time period. Hence for definition 
of workload balance, equal time periods are chosen. The workload imbalance is measured 
by the variation of workload in these periods.   
 
Assuming a continuous time line, the target time horizon is one week, which is the flight 
schedule cycle. Without loss of generality, the cycle is considered to begin at 0:00AM on 
Monday, and end at 24:00PM on Sunday, a total of 168 hours. For convenience, time is 
denoted by integer numbers from 0 to 168 (refer to Figure 3-1), and the number 168 is 
equivalent to the number 0 in the next cycle.  
 
An appropriate length of a unit period is necessary for problem formulations since the 
different length affects the variation, which will be the imbalance measurement. In 
addition, a shorter length of time period means a larger number of periods, which would 
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increase the problem size as well as the computational complexity. Therefore, the time 
period length is determined by the tradeoff between measurement accuracy and 
computational complexity. Since manpower scheduling is generally based on exact hours, 
an integer number of hours can be chosen as the time period length. Under this 
consideration, one hour is the shortest time period, and thus represents the most accurate 
measurement. As shown in Figure 3-1, 168 one-hour time periods are discretized along 
the time line of one week.        
 
Figure  3-1: Discretization of continuous time line 
 
Denote the index set of time periods by }168...,,2,1{=J , indexed by j , and the airlines 
index set by }{airlinesI = , indexed by i . Let ija  denote the estimated workload of 
airline i  at time period j ; ija  varies with time and cannot be estimated with certainty. 
For convenience, we begin by assuming it to be certain and accurate, and the stochastic 
nature is captured later in the stochastic program.  
 
Denote the two identical terminals by T1 and T2, and define the decision variable ix : 







Denote 1jw  as the total workload of terminal T1 at time period j : 
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Similarly, total workload of T2 at time period j  is defined as: 









ijj wwaA +== ∑
∈
 is the total workload at time period j  and it is a given 
constant. 
 
This balancing problem has two objectives:  
1) Balance the overall workload between terminals T1 and T2 (inter-balance); 
2) Evenly distribute the workload along the time line at each terminal (intra-balance).  
 
For inter-balance, the overall workload should be approximately distributed to the two 
terminals equally; and the pairwise workload at all time periods should differ within itself 
as little as possible. One of the most popular objective functions is to minimize the 
maximum workload of all time periods: 
             Minimize 1 2max{ , : }j jw w for all j                                                                        (3.1) 







21                                                                                        (3.2) 
Replacing the approximate sign in constraint (3.2) by a quantitative expression, lower and 
upper bounds for each terminal are given to be τ±%50  of the total workload. The 
constraint is rewritten as: 
             LwL
Jj
j )5.0()5.0(
1 ττ +≤≤− ∑
∈





ijaL  is the total workload.  
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For example, when 05.0=τ , 45% and 55% of the total workload are those lower and 
upper bounds. It may not be possible to satisfy this constraint for some data sets. 
However, for the data sets used in this study, which we obtained from real terminal 
operations, infeasibility has not occurred. In case of infeasibility, we can adjust the 
parameter τ . To make the formulation general, τ  can be even treated as a variable, or 
alternatively, it can assume different values for different data sets, fixed according to the 






iji al  as the overall workload of airline i , then we have:  








The inter-balance problem can be formulated as: 
             Minimize 1 2max{ , : }j jw w for all j                                                                        (3.3) 
             s.t.            LxlL
Ii
ii 55.045.0 ≤≤ ∑
∈
                                                               




1                                                     
                               JjallforwAw jjj ∈−= 12                                                    
                               }1,0{∈x  
 
For the intra-balance problem at each individual terminal, the objective function could be 
chosen from the popular imbalance measures found in the literature (refer to Kumar 
2001). Following the recommended ‘min [average pairwise difference]’, the objective 
function is written as: 
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 is dropped, and the objective function becomes ‘min [sum pairwise 
difference]’. Then the intra-balance formulation (3.4) is rewritten as:  





21                                                                                     (3.5) 




1                                 
                               JjallforwAw jjj ∈−= 22                                 
                                }1,0{∈x  
 
Lastly, the inter-balance formulation (3.3) and the intra-balance formulation (3.5) are 
combined to obtain the formulation of the workload balancing problem:  





21                                      (3.6) 




1                                     
                                 JjallforwAw jjj ∈−= 12                                      
                                 LxlL
Ii
ii 55.045.0 ≤≤ ∑
∈
                                               
                                 }1,0{∈x 0≥w  
where C  is constant and defined as the weight for this dual objective function. C  
represents users’ preference ratio of these two objectives, so it is a user-defined parameter. 
The value of C  would affect the optimal solution and computing time, and we performed 
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a computational experiment to observe such an effect. With the results, we will give a 
brief discussion on how C  is chosen in later Section 5.2.1. 
 
To transform the formulation (3.6) to a linear form, new auxiliary decision variables are 
introduced: 
             1 2max{ , : }j jz w w for all j=  
             jallforwwy jjj ||
21 −=  
These variables are captured by the following constraints in the minimization 
problem, :jallfor  











2   
             j
Ii
iijjjj Axawwy −⋅=−≥ ∑
∈
221  





12   
             , 0y z≥  
Additionally, considering the symmetry of the airline assignment between the two 
terminals, any one of the airlines can be pre-specified to either one of the two terminals. 
Without loss of generality, we assign: 
             11 =x  
which can reduce the running time by nearly 50% the search space is shrinked by half. 
Next, the formulation (3.6) is rewritten as a mixed integer linear program (MILP). We 
call it the original problem [OP]. 
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jyzC                                                                                   (3.7) 




≥                                              (3.8a) 




−≥                                             (3.8b) 




2                                             (3.9a) 




⋅−≥ 2                                              (3.9b) 
                                  LxlL
Ii
ii 55.045.0 ≤≤ ∑
∈
                                                               (3.10) 
                                  , 0y z≥ }1,0{∈x 11 =x       
 
For clarity, all related notations are collected and listed as follows: 
Sets and Indexes: 
             J : Set of all time periods, indexed by j  
             :I  Set of all airlines, indexed by i  
Parameters: 
             ija : Workload of airline i  at time period j  




ijj aA  




iji al  





            C :     A weight used in the objective function, which is a pre-specified constant 
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Decision variables: 
            ix : 1, if airline i  is assigned to terminal T1; 0, otherwise (airline i  is assigned 
to terminal T2) 
            1jw , 
2
jw : Overall workload assigned at time period j , for terminal T1 and T2, 
respectively 
            jy : Auxiliary variables, defined as the absolute value of pairwise difference 
between the workload of terminal T1 and T2 at time period j  
             z : Auxiliary variable, defined as the maximum value of workload at all time 
periods of both the terminals T1 and T2 
 
3.2 Stochastic model & Sampling average approximation  
In [OP], the average workload is used as an estimate for .ija  It is doubtful that the 
optimal solution remains valid when the workload varies randomly over time. To model 
this stochastic behavior, ija is treated as a random variable following a probability 
distribution estimated from the historical data. Define },,{: jiallfora kij
k =ω  as a certain 
realization, in which kija  is one possible value of the workload estimation ija . Define P  
to be the collection of all possible realizations. The assignment problem can be 
formulated as follows: 
{ ( ) : ( , ) }k kx PMin f x E h xω ω∈Θ ∈=                                                                (3.11)                       
where }1},1,0{|{: 1 =∈=Θ xxx , and  
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                               (3.12)               
 
It is very difficult if not impossible to solve this optimization problem. First, for a given 
decision vector x , computing the objective function requires the expected value of a 
linear programming ),( ωxh . The exact expectation involves probability distributions of 
multiple dimensions and there is no closed form to express it. Second, even if the 
expectation can be computed numerically for a given assignment, it is computationally 
intractable to find the best assignment from among all the possible assignments.  
 
To get around this problem, sampling-based algorithms may provide an attractive 
alternative (refer to Shapiro and Mello 1998, Verweij et al. 2003, and Kleywegt et al. 
2001). The basic idea is simple: a random sample is generated and the expectation is 
approximated by the corresponding sample average value. The idea of using sample 
average approximations (SAA) for solving stochastic programs is a natural one and has 
been used by various researchers over the years.  
 
 
  Chapter 3 Mathematical Formulations 
  - 30 - 
Assume that 1 2{ , , ... }Nω ω ω  is a random sample, and the objective becomes: 









xfMin ω)                                                           (3.13)               
 Combining (3.12) and (3.13), the assignment problem can be modeled deterministically 
again for a given sample. To differentiate this from the original model [OP], we call it 
















































































                                (3.14)                       
 
Let Nv
)  and Nx
)  be the optimal value and the optimal solution vector, respectively, of the 
model [SP]. Because the parameters are fixed from a random sample, the corresponding 
optimal solution is not the actual optimal solution of the original problem (3.11). It is 
deemed to be an approximation (an estimator) of the actual optimal solution. However, 
for particular realizations Nωωω ...,,, 21  of the random sample, the approximating 
problem [SP] is deterministic and can be solved by appropriate optimization techniques. 
Thus we would like to know to what extent this approximate solution is close to the 
actual optimal solution. This is termed as the solution quality.  
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It is apparent that the approximate optimal solution Nxˆ  converges to the exact optimal 
solution with probability one (w.p.1) as ∞→N . It is possible to give various estimates 
of the rate of convergence, and there are numerous publications discussing various 
aspects of convergence properties. Central limit theorem-type results give such estimates 
of order  )( 2/1−NO  (e.g., King and Rockafellar (1993)). That is, in order to improve the 
accuracy of the estimator )(xf N
)
 by one digit, the sample size needs to increase 100 times 
(refer to Shapiro 2001). Thus the convergence is slow.  
 
However, this pessimistic situation changes very much after the exponential convergence 
is found and proved theoretically. Shapiro and Mello (2001) and Kleywegt et al. (2001) 
proposed that if the involved probabilistic distributions are discrete, the behavior of 
asymptote is completely different from that of the continuous distributions. They proved 
that with the discrete distributions, as the sample size N increases, the SAA optimal 
solutions Nv
)  and Nx
)  from (3.13) converge to their true stochastic problem (3.11) with 
probability approaching one exponentially fast. A consequence of this somewhat 
surprising fact is that one does not need a very large sample size to find a good quality 
solution. It suggests that a fairly good approximate solution to the true problem (3.11) can 
be obtained by solving the SAA problem (3.14) with a modest sample size N. 
 
With larger N, the objective function of the SAA problem tends to be a more accurate 
estimate of the true stochastic problem; and the optimal solution of the SAA problem 
tends to be a better approximation. However, the computational complexity increases 
linearly at least, and often exponentially, with the sample size. Thus, in the choice of the 
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sample size, the trade-off between the solution quality and the computational effort 
should be taken into account.  
 
In practice, the SAA method involves finding solutions of (3.14) with independent 
samples for any given sample size. Santoso et al. (2003) developed such a procedure, in 
which ways to compute the statistical lower and upper bounds are further suggested. 
Using this procedure, we try out the problem [SP] on a data set which comprises 50 
airlines (see, in Section 5.1, the data set ImD). The computational results are reported in 
Table 3.1, which reveal that the gap decreases very quickly as sample size increases. 
Noticeably, when the sample size is greater than 30, the gap becomes less than 1%; when 
the size is greater than 60, the gap is less than 0.1%. Based on the observations, we set 
100=N  to solve [SP].   
 Table  3.1: Optimality gap with increasing sample size 
Sample Size Lower Bound Upper Bound Relative Gap 
10 6782.8 6871.69 1.3105% 
20 6800.66 6874.76 1.0896% 
30 6845.39 6879.99 0.5054% 
40 6835.71 6858.91 0.3394% 
50 6833.12 6856.54 0.3427% 
60 6852.14 6857.32 0.0756% 
70 6849.11 6854.03 0.0718% 
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4 Solution Methodology 
 
The true stochastic problem (3.20) is prohibitively difficult, and the SAA method is 
employed to give an approximation. For the target problem [SP], there are || I  binary 
integer variables and NJ ⋅+ )1|(|  continuous decision variables; the number of 
constraints is NJ ⋅+ )2||4( , so that the problem size may increase rapidly with sample 
size N. It is well known that the efficiency of solving a mixed integer program depends a 
lot on how well approximation its underlying linear program (LP) provides. A bad 
formulation in which the LP provides a very loose bound would make a mixed integer 
program very difficult to solve and very often the problem becomes computationally 
intractable. By exploiting the problem structure, Sections 4.1-4.3 introduce some solution 
methodologies, to deal with these two considerations. Section 4.4 introduces an extension 
of the model for more practical application in industry. The software CPLEX is briefly 
introduced in Section 4.5.   
   
4.1 Model reformulation 
The mathematical models have been formulated as mixed integer programs [OP] and 
[SP]. In this section, we reformulate the models in order to reduce the solution time. The 
reformulations change the structure of the original models to make the computation faster, 
while maintaining the original relationships between the objective function and the 
constraints. Recall [SP] is an extension of [OP] that adds the stochastic scenarios. For 
convenience, we reformulate [OP] first, then the two reformulations of [SP] are listed 
together at the end of this section.      
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4.1.1 Combining the constraints 
The structure of the original model [OP] is somewhat special. The constraints (3.8a) and 
(3.8b) are a pair of restrictions on the decision variable z  to capture the maximum 
workload at all time periods. The constraints (3.9a) and (3.9b) are another pair of 
restrictions on the decision variable y  to capture the absolute value of a difference. Each 
of these two pairs can be combined by certain transformations as follows.  
 
For constraints (3.8a) and (3.8b), auxiliary variables js  and jt  are introduced, for all j : 




jiijj sxasz 0                                                                             (4.1a) 




jiijjj txaAtz 0                                                                            (4.1b) 
)1.4()1.4( ba − : 
             j
Ii
iijjj Axast −=− ∑
∈
2  




iijjj AxastQ  
             j
Ii
iijj Axas ≥+∴ ∑
∈
2                                                                                       (4.1) 




iijj xasz                                                                                                   (4.2) 
 (4.1) and (4.2) can replace (3.8a) and (3.8b). 
 
Similarly for constraints (3.9a) and (3.9b), auxiliary variables jp  and jq  are introduced, 
for all j : 
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iijjj pAxapy                                                              (4.3a) 




iijjjj qxaAqy                                                               (4.3b) 
)3.4()3.4( ba − : 
             j
Ii
iijjj Axapq 24 −=− ∑
∈
 




iijjj Axapq  
             j
Ii
iijj Axap 24 ≥+ ∑
∈
                                                                                           (4.3) 
             j
Ii
iijjj Axapy −+= ∑
∈
2                                                                                      (4.4) 
(4.3) and (4.4) can replace (3.9a) and (3.9b). 
Substitute the decision variables z  and y  by (4.2) and (4.4) respectively in the objective 
function (3.7), and change the constraints (3.8a)-(3.9b) by (4.1) and (4.3), then the 
original model [OP] becomes:  








ii AxapxasC )2()( 11  











+=+ 11  
                                   jallforAxap j
Ii
iijj 24 ≥+ ∑
∈
 
                                   LxlL
Ii
ii 55.045.0 ≤≤ ∑
∈
 
                                   , 0s p≥ }1,0{∈x 11 =x  
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The objective function can be further simplified:  








ii AxapxasC )2()( 11  






)2( 11  
Denote iii laCb 21 +⋅= , and the constant L  is dropped from the objective function, then 
the model [OP*] becomes: 






ii psCxb   











+=+ 11  
                                  jallforAxap j
Ii
iijj 24 ≥+ ∑
∈
  
                                  Lxl
Ii
ii 55.0%45.0 ≤≤ ∑
∈
 
                                  , 0s p≥ }1,0{∈x 11 =x  
In this formulation, the decision variable z  is replaced by the new variable s , and the 
constraints are rewritten, but the number of constraints do not reduce. The decision 
variable y  is replaced by the new variable p , and the number of constraints reduces to a 
half of the original one. We denote the model [Hy’].  
 
4.1.2 Strengthening the constraints on z  
Recall the constraints for z  and y  are both related to the term ∑
∈Ii
iij xa , jA  and their 
difference. It is possible to establish a relationship between z  and y .       
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For the constraints (3.8a)  





Multiply by 2 at both sides 




iij xaz 22  
and subtract jA  at both sides 
             j
Ii
iijj AxaAz −≥− ∑
∈
22                                                                                    (4.5a) 
Similarly, for constraints (3.8b) 





Multiply by 2 then subtract jA , we obtain: 




iijjj xaAAz 22                                                                                    (4.5b) 
Comparing (4.5a) to (3.9a), and (4.5b) to (3.9b), respectively, their right hand side (RHS) 
are exactly the same. Thus, in stead of (3.8a) and (3.8b), we can tighten the restrictions 
on z  by introducing the new constraints as follows 
             jallforyAz jj ≥−2                                                                                    (4.5) 
At the same time, z  is minimized in the objective function (3.7). Therefore the 
constraints (4.5) are just the equivalence of (3.8a) and (3.8b), without any relaxation or 
tightening. Hence, the number of constraints on z  is reduced to a half by replacing 
constraint (3.8a) and (3.8b) with (4.5). This reformulation is denoted as [Sz’]. 
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+≥ 2/   
                                  jallforAxap j
Ii
iijj 24 ≥+ ∑
∈
 
                                 LxlL
Ii
ii %55%45 ≤≤ ∑
∈
  
                                 , 0z p≥ }1,0{∈x 11 =x  
 
We have obtained three different formulations so far: [OP], [Hy’] and [Sz’]. With 
considering the stochastic parameters, these three formulations are extended to SAA 
formulations. [SP] is already presented in the previous section, and the other two 
extensions of [Hy’] and [Sz’] are listed as follows, denoted as [Hy] and [Sz], respectively.  
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k %55%45 ≤≤ ∑
∈
 
                                  , 0z p≥ }1,0{∈x 11 =x  
 
4.2 Benders decomposition 
The sample average approximation method transforms the true problem (3.11) to the 
approximating problem (3.14), which is itself a two–stage problem. Following the 
popular way in literatures, we employ the Benders decomposition to solve this two-stage 
problem [SP]. However, the computational results show that the convergence is 
dissatisfactory, so an accelerated Benders decomposition is developed. Next, the Benders 
decomposition is reviewed first in Section 4.2.1, and the general application framework is 
presented in Section 4.2.2. In Section 4.2.3, a new Benders feasibility cut is developed.  
    
4.2.1 Review of Benders decomposition 
Consider the following mixed-integer linear program. 











                                        (4.6) 
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Generally, the computational difficulty arises from the integer variables x . In some 
applications, if such complicating variables are fixed, the resulting problem becomes a 
linear program (LP), which is a relatively easy problem. Benders decomposition method 
assigns some trial values to these variables and finds the corresponding best solution. 
This solution will be examined, and if it is an optimal solution of the original problem, 
then the problem is solved; otherwise, infeasibility/unboundedness is detected, which will 
help in finding a better trial solution.  
 
Benders decomposition begins with reformulating (4.6) as a problem that includes only a 
subset of variables by projecting out the others. Fix x at x , which satisfies bxA = , the 
problem becomes:  




Minimize z x hy cx





                                                                                (4.7)                       
The feasibility of the above problem is considered first. The objective function is left 
aside and replaced by a constant zero.  









                                                (4.8) 
Its dual is:  








≤                                              (4.9) 
where π  is the dual variable of (4.8).  
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The primal problem (4.6) is feasible if its dual objective value is less than or equal to 0 
for all π , and the equality holds for at least one π . (Note that the dual is always feasible.) 
That is,  
             ( ) 0 : 0q Tx Wπ π− ≤ ≤                                                      (4.10) 
Let { }Fff ∈,*π  be the collection of extreme rays of the cone { }0≤= WC π . The 
condition (4.10) is equivalent to  
             FfTxqf ∈∀≤− ,0)(*π                                 (4.11) 
The specific x  is replaced by the general x variables because the extreme rays of  C are 
independent of x. Condition (4.11) is then the sufficient condition for the primal to be 
feasible. Multiply the constraint in (4.8) by all extreme rays, and relax variable x to 
general values, we have 














Therefore (4.11) is also the necessary condition for the primal to be feasible. For this 
reason (4.11) is called the Benders feasibility cut.  
 
If (4.7) is feasible, ignoring the constant xc  in the objective function, it becomes 




Minimize z x hy





                                                                                 (4.12) 
Its dual is 








≤                                                                     (4.13) 
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The primal problem (4.12) is feasible for the given x , the dual (4.13) is either infeasible 
or has an optimal solution. In the case of dual infeasibility (4.12) will be unbounded 
( ∞− ), and so is the original problem (4.6). If the dual has an optimal solution, according 
to the strong duality, the primal must have the same optimal value as the dual. That is 
             OoTxqz o ∈∀−≥ ),(*µ                                 (4.14) 
where { }Ooo ∈,*µ  is the collection of the extreme points of { }hW ≤= µQ  and the 
equality holds for at least one extreme point. Since the extreme point of Q does not 
depend on the value of x, x  is relaxed to general x . (4.14) should be satisfied at all times. 
And it is referred to as Benders optimality cut.  
 
Given the above results, the original problem (4.6) can be reformulated to include the 
only decision variables x  and an auxiliary variable η . The Benders reformulation is 
written as follows:  











s t q Tx for all o O










                                         (4.15) 
Compared to the original problem, the reformulation (4.15) eliminates all the non-integer 
variables y , but we have also added an extremely large number of constraints. We call 
this problem (4.15) the full master problem. However, only a subset of these constraints 
is active in an optimal solution. Instead of enumerating all constraints explicitly, the 
decomposition algorithm generates them one by one from an initial relaxed master 
problem, until all active constraints are added and the optimal solution is achieved.  
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The Benders decomposition algorithm proceeds as follows. At each iteration, the Benders 
cuts generated so far are added to the following Benders relaxed master problem (4.16).  












s t Ax b
q Tx someo O











                                         (4.16) 
The solution of the relaxed master problem provides a trial solution x  and the 
corresponding value η , based on which a Benders subproblem is set up. This 
subproblem contains only the variables  y.  







..                                            (4.17) 
Note that (4.17) is the same as (4.12) and (4.7).  
 
If (4.17) is infeasible, then a new feasibility cut (4.11) is obtained and added to the 
relaxed master problem (4.16). Otherwise, an optimal solution *y  of this subproblem 
can be found with a corresponding objective value *z . If η=*z , the optimality of the 
original problem is reached. Otherwise η>*z , and a new optimality cut (4.14) is 
generated and added to (4.16). At this point the procedure repeats. More details can be 
found in Birge and Louveaux (1997). 
 
4.2.2 Benders decomposition framework for solving [SP]  
Shown in Figure 4-1, the problem [SP] has two outstanding characteristics. One is the 
block structure, which is common in a scenario-based stochastic problem. Each block can 
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be decomposed to an independent subproblem, so that the L-shaped method can be 
employed. The other characteristic is that the block structure also exists in every block. 
Thus, this problem can be decomposed further than general scenario-based problems. We 
should note that the decision variables x  are the only decision variables. y  and z  are 
both auxiliary, which will be determined once x  is determined. We mentioned in the 
previous section that, when the complicating variables are fixed, the resulting problem 
becomes a much easier LP. Especially for the [SP], when x  is fixed, the resulting 
problem is trivial since y  and z  can be easily determined numerically (shown in the 
following algorithm, step 2).  
 
 
Figure  4-1: The structure of model [SP] 
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These two characteristics show that when the Benders decomposition is employed to 
solve [SP], the decomposed subproblem is extremely easy. The complete algorithm is 
described as follows: 
Initialization step: Set lower and upper bounds −∞=lb  and +∞=ub , respectively. Set 
the iteration index 0=i . Let x~  denote the incumbent solution.  
 
Step 1: Solve the relaxed master problem [MP] 
     [MP]    Minimize   ξ   





k 55.045.0 ≤≤ ∑
∈
 
                                    [Benders Cuts] 
                                    R∈ξ }1,0{∈x 11 =x  
Assume the optimal solutions are ξ)  and x) . Update lower bound ξ)=lb . 
 
Step2: For k=1,2…N, subproblems [SPk], corresponding to x) , are set up as:  
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where kj
1π , kj1µ , kj2π  and kj2µ  are corresponding dual variables. 
The subproblems [SPk], k=1, 2…, N, are always feasible, and the optimal solutions exist 
at 
             * { , }k k k kij i j ij i
j I j I
z Maximum a x A a x
∈ ∈
= −∑ ∑) )                                                          (4.18) 






j Axay −⋅= ∑
∈
)                                                                                      (4.19)                      
Hence the subproblem is trivial.  
Assume the corresponding values of dual variables are kj
1πˆ , kj1µˆ , kj2πˆ , kj2µˆ   and the 
objective value is kθˆ :  







ˆ1ˆ θθ  
If θˆ>ub , update upper bound θˆ=ub , and update incumbent solution xx )=~ . 
 
Step 3: If ε≤− lbub , where 0≥ε  is a pre-specified optimality tolerance, stop and return 
x~  as the optimal solution and ub  as the optimal objective value; otherwise, proceed to 
step 4. 
 
Step 4: Benders optimality cut is generated as  
∑ ∑ ∑∑ ∑∑ ∑∑ ∑
















































We add it to [MP]. Update iteration index 1+= ii  and go to step 1. 
 
 
   Chapter 4 Solution Methodology 
  - 47 - 
4.2.3 Accelerating the convergence: a new feasibility cut 
While the Benders decomposition algorithm is a finite scheme, the number of iterations 
required may be too large in practice. Such as for [SP], the convergence is dissatisfactory 
(refer to Table 5.5). Next, we accelerate the convergence by embedding an aggregate 
relaxation problem, from which a new Benders feasibility cut is developed.  
 
Define the decision variables z  and jy : 





















[SP] is equivalently rewritten as [SP2]: 
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k 55.045.0 ≤≤ ∑
∈
                                      (SP2.6) 
                                    , , , 0y y z z ≥ }1,0{∈x 11 =x  
For the constraints (SP2.4a), aggregate all inequalities by index k: 












                                                                   (SP2.4a’) 
It is obvious that (SP2.4a’) is the relaxation of (SP2.4a). 
Divided by N at both sides, and switch the sequence of the summation symbol at the right 
hand side: 

























1 , we have the inequalities for z  




≥                                                                                 (SP2.4a*) 





ijj aA , we obtain 
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Put all the constraints (SP2.4a*) (SP2.4b*) (SP2.5a*) (SP2.5b*) into the formulation: 




jyzC                                                                               (SP3.1) 
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k 55.045.0 ≤≤ ∑
∈
                                      (SP3.8) 
                                   , , , 0y y z z ≥ }1,0{∈x 11 =x  
 
Comparing [SP3] to the original [SP], the objective function (SP3.1) with the constraints 
(SP3.4) and (SP3.5) gives the same value as the original objective function. The 
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constraints (SP3.6a) - (SP3.8) are completely the same with the constraints in [SP]. The 
only difference lies in the new constraints (SP3.2a) - (SP3.3b), which are the relaxation 
of (SP3.6a) - (SP3.7b). Thus, the objective (SP3.1) and the constraints (SP3.2a) - (SP3.3b) 
form a deterministic model as [OP], and the parameter ija  is the mean workload. Hence, 
[SP3] is obtained from [SP] by embedding a relaxed subproblem. 
  
Put the decision variables x   and z , y in the first stage, and z , y   in the second stage. 
The master problem [MP] becomes: 
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                                   [Benders Feasibility Cuts] 
Assume [MP*] is solved and the optimal solution is ( x) , z) , y) ), then the subproblem 
becomes:  
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In constraints (SP*.2), z
)
 represents the maximal value of the average workload, but the 
corresponding z  represents the absolute maximal value of all the scenarios, so that the 
equations (SP*.2) cannot be satisfied unless the solution is optimal, and the subproblem 
[SP*] is always infeasible. In this case, a Benders feasibility cut needs to be developed. 
 
Consider the following problem [FP] and its dual [DP]: 
  [FP]       0Minimize  





                                     :α  







                : jβ  
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Before reaching optimality, [FP] is infeasible, and the objective function of [DP] is 
strictly greater than 0. Hence we can add the feasibility cut:  
∑∑ ∑∑∑ ∑∑∑ ∑∑∑ ∑∑








































To identify the dual variables, which form an extreme ray, we note that (4.18) and (4.19) 
can be easily found, and we choose their corresponding dual variables to be one, with the 
others being zero. And thus we have 
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             kjallforkj
k
j ,1=+ µπ . 
We therefore choose 1−=α  and 1−=jβ  (for all j) to satisfy the constraints of [DP]. 
The feasibility cut becomes:  
∑∑ ∑∑∑ ∑∑∑ ∑∑∑ ∑∑








































It is interesting to note that although the master problem [MP*] is more difficult to solve 
than the original [MP] due to the increased number of variables and constraints, the 
convergence is accelerated considerably and the total solution time is reduced (refer to 
Section 5.2.3).  
 
4.3 Two-stage Approximation 
To improve the computational efficiency of solving [SP], reformulations and the Benders 
decomposition-based algorithms are presented in the previous sections. However, for the 
problems with a larger number of scenarios or a larger number of airlines, the 
computational requirement may be still formidable. In this section, an approximation 
method is suggested, rather than finding the exact optimal solution. The advantage is to 
shorten the computational time while obtaining good quality solutions. 
 
The main idea for this approximation is to separate all airlines into two groups. One 
group is assigned optimally first by solving a small size [SP], then based on the results, 
the other group of airlines is assigned by solving [SP] again, which is still a small-size 
problem. It is equivalent that two small-size problems are solved sequentially to 
approximate a large-size problem.  
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For two groups, one is called the big airlines, which contains much more workload than 
the other group, called the small airlines. The workload discrepancy of the airlines 
originates from several factors, such as the number of flights, the function type 
(passenger flight or cargo flight), and the aircraft type, etc. Generally more flights mean 
more workload; a freighter flight contains more cargo than a passenger flight; and 
different aircraft types have different cargo capacity. All these factors have been taken 
accounted into the workload estimation.  
 
The idea of such airline separation comes from the ABC analysis in inventory 
management. For an airport cargo terminal, airlines are its customers. The workload, 
which is measured by the cargo quantity, is the demand. 80% of workload may come 
from a few big airlines. Figure 4-2 shows an example, in which the first top 20 airlines 
demand more than 80% of the workload, and the remaining 30 small airlines only 



























Figure 4-2: ABC analysis for airlines 
 
   Chapter 4 Solution Methodology 
  - 55 - 
The two-stage approximating algorithm is described as follows: 
Step 0: Separate the airlines into two groups: sort all the airlines according to the 
estimated average workload in descending order; draw the ABC analysis graph 
like Figure 4-2; the big airlines BI  and small airlines SI  are separated at the 
point around 80%. 
Step 1: For BI , solve the model [SP], and obtain the optimal solution bx) : 
      },1|{1 BIixiT bi ∈== )  
      },0|{2 BIixiT bi ∈== )  
Step 2: For SI , solve [SP] again by pre-fixing the assignment on BI . There has been 
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Differing from [SP]， the constraint 11 =sx  is eliminated in [SP-s], as no airlines can be 
pre-specified in the second stage. The assignment of big airlines in step 1 is the basis for 
the assignment of the small airlines in step 2. Hence, if the solution from the first stage 
can accidentally coincide with the exact optimal solution, then this two-stage 
approximation obtains the optimal solution accidentally. The computational results in 
Section 5.2.4 show the good solution quality of such an approximation method.  
 
4.4 Partial Re-assignment 
The airline assignment is the decision made at the strategic level, and generally they are 
fixed for a long term once the decision is made. In practice, however, air cargo terminals 
have to face some unexpected incidents. For example, they may seek new service 
contracts with new airlines, or the current airlines may increase their flights. Or adversely, 
some airlines may end the service contract, or reduce their flights. When these incidents 
occur, the designed workload balancing may not be valid anymore. To handle these 
situations, the seemingly best approach is to reshuffle the airlines and to re-optimize the 
workload balancing problem, but it is not practical, since the airline assignment should 
not be changed too often. In this section, we develop an extended solution from the 
previous workload balancing problem. This solution is practical to handle the unexpected 
incidents.  
 
When the incidents happen, we only adjust some part of the airlines, rather than all the 
airlines. This approach is termed as the partial re-assignment. It should be easier to solve 
and simpler to operate than the overall re-optimization. An intuitive idea for this partial 
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re-assignment is to introduce a new constraint so that the number of airlines whose 
assignment can be changed is constricted, so that the current schedule cannot be changed 
too much. Hence a partial re-assignment can be capped by the decision made at the 
tactical level. 
 
Assume the current assignment is represented by the solution 0x , which has been 
obtained from the previous workload balancing problem. After some changes occur, such 
as when airlines (flights) are added or removed, the airline assignment is re-examined, 
and the balancing problem is re-optimized. The same idea also applies to the cases that 
addition and removal occur simultaneously.  Assume the new solution is x~ , then the 
restriction should satisfy 
             0
'
| | | ' |i i
i I
x x P I
∈
− ≤ ⋅∑ %             (*) 
where the set 'I  is the new set of airlines that remain from the previous assignment to the 
new assignment, and the parameter P  is defined as a proportion of the total number of 
airlines whose original assignment can be changed, and [0, 100%]P∈ . For the two 
extreme points, 0P =  means no permission of changing any airline assignment; and 
100%P =  represents the overall re-optimization.  
 
Based on the original overall workload balancing problem [SP], the new constraint (*) is 
added. The complete model is presented as follows. Since it is meant as a tactical 
decision, we named it as [TP]. 
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In [TP], the absolute term |~| 0ii xx −  makes the model nonlinear. However, we note that 
0x  and x~  are both binary variables and 0x  is known. If 10 =ix , then 
             iiii xxxx ~1|1~||~|
0 −=−=− ;  
otherwise, if 00 =ix , then  
             iiii xxxx ~|0~||~|
0 =−=−   
Therefore, the model [TP] is always a mixed integer linear program after transforming 
the absolute terms. It can employ all the methodologies presented in Chapter 4.  
 
With the increasing value of P , more and more airlines can be reassigned so that the 
number of feasible solutions increases, and the computational complexity increases. 
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Shown in the computational results in Section 5.2.5, a small P  value makes the problem 
easily solvable, while maintaining good solution quality. Thus, a partial-reassignment is 
practically significant and suitable for industrial applications.  
 
4.5 Software package: CPLEX 
The software, ILOG CPLEX8.1 and Concert Technology 1.3, are employed to model and 
solve all related mixed integer programs. The mixed integer programs are solved by the 
mixed integer optimizer that uses the Branch-and-Cut method. The cuts generated by 
CPLEX include clique cuts, cover cuts, disjunctive cuts, Gomory fractional cuts, etc. The 
dual simplex algorithm with steepest edge pricing is employed to solve the LP relaxation 
at each node in the Branch-and-Bound tree. The linear subproblem is solved by the 
primal simplex optimizer. All CPLEX parameters are set at their default values. All 
computations are carried out in a DELL Pentium IV computer with 2.4 GHz CPU and 
512 MB of RAM.  
   Chapter5 Computational Results 
  - 60 - 
5 Computational Results 
 
In this chapter we present results of the computational experiments. Section 5.1 describes 
the experimental data instances, then some computational results are presented in Section 
5.2. Discussions are also included with these numerical results. In Section 5.3, the 
proposed optimal airline assignment is compared with the current airline assignment. 
Both the numerical study and simulation results are provided.   
 
5.1 Data sets 
The data come from a big airport cargo terminal operator, which serves more than 50 
international airlines. The weekly flight schedule contains around 800 flights.  
 
Workload ija for all i and j  are the parameters to be estimated. It is obtained from the 
analysis of historical data, if the data is enough; otherwise, the workload is estimated 
from capacity of aircrafts and experience. For either ways, the workload estimation of an 
airline is divided into three steps: 
1. Estimation of total workload of each flight; 
2. Workload distribution along the time line; 
3. Summation of the workload of all flights belonging to one airline; 
 
Figure 5-1 illustrates an example of a workload estimation of a flight at the export 
terminals. The total area is the total workload of this flight, and it is distributed along the 
time line, discretized by hour periods. The shape of the workload distribution follows like 
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a reversed lognormal distribution. For an airline, all its flights are estimated 
independently like Figure 5-1, then the workload is summed up together at all 
corresponding time periods. Figure 5-2 illustrates an example for a certain airline, which 
contains 63 flights weekly.  Similarly, Figure 5-3 and 5-4 illustrate the examples of a 
flight and an airline, respectively, at the import terminals, where the shape of the 
workload distribution follows like the (non-reversed) lognormal distribution.  
 
Figure 5-1: Example of workload distribution of a flight at export terminals 
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Figure 5-2: Example of workload distribution of an airline at export terminals 
 
Figure 5-3: Example of workload distribution of a flight at import terminals 
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Figure 5-4: Example of workload distribution of an airline at import terminals 
 
Table 5.1 describes our test data instances. The first instance ExD is a small size data set, 
which contains 17 airlines, a subset of the export airlines. It is designed for convenience 
of computational experiments, and we mainly use ExD to test the solution methodologies. 
Instance ImD is a complete actual data set. It contains 50 airlines at two import terminals. 
The reason for employing this data set of import terminals is to evaluate the proposed 
optimal solution by a well-built simulation model, which is designed only for import 
terminals.  
Table 5.1: Data instances for computation experiments 
Instance Type of Data Total Number of Flights 
Total Number
 of Airlines 
Unit Time 
Period 
ExD Export 252 17 1 hour 
ImD Import 752 50 2 hours 
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5.2 Computational results 
Firstly, a brief discussion on parameter C is presented in Section 5.2.1, followed by 
comparison of the three formulations n Section 5.2.2. All of these models are solved by 
the CPLEX mixed integer optimizer directly. Then the results from the Benders 
decomposition-based algorithms are reported in Section 5.2.3, followed by the results of 
the two-stage approximation in Section 5.2.4. Four typical examples of the partial re-
assignment are discussed in Section 5.2.5.   
 
5.2.1 To choose appropriate value of C 
As discussed in Section 3.1, C  is a user-defined parameter, which would affect the 
optimal solution. To investigate this effect, we tried out some examples, which employed 
the data set ImD. The sample size is set to 1, which means a simple deterministic problem. 
Table 5.2 shows the results, which reveals the optimal solution may change with the 
change of C. As the motivation of this research is to balance the workload along the 
timeline, the workload variance along the timeline is a good measurement of the 
performance of the different solutions. Therefore, Table 5.2 also reports the variance 
under different airline assignments due to different C value.    
Table 5.2: Results under different value of C 
C 0, 10, 20,30 40, 50, 60 70, 84,100,200,1000 5000, 10e4, 10e6 
Variance at T1 28.5647 27.7014 28.0858 30.3012 
Variance at T2 32.5139 33.273 32.6706 31.1754 
Variance T1 + T2 61.0786 60.9744 60.7564 61.4766 
 
C = 0 and C = 10e6 are the two extreme cases that consider only one objective. The 
results reveal that different C values may change the optimal solution, but not all the time. 
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The results show that the best solution is obtained when both objectives are substantially 
considered. Thus, we propose the C value that equals to the total number of periods (e.g. 
168 for ExD), where both objectives are considered with equal importance.   
 
5.2.2 Comparing different formulations 
Table 5.3 reports the computational statistics of the three different formulations. The first 
column records the number of sample sizes, and the next two columns report the sizes of 
the problem. The column of “Pre-solve time” reports the pre-processing time in the 
CPLEX integer optimizer. “Root relaxation solution time” reflects the complexity of the 
corresponding LP relaxation problem. “# of nodes” shows the number of nodes visited in 
the Branch-and-Cut procedure.    
 
Table 5.4 compares the solution time of the three different formulations. The results show 
that the solution time increases/decreases with the increase/decrease of the sample size. 
Both formulations [Hy] and [Sz] have less solution time than that of [SP]. They shorten 
the total solution time by around 8.69% to 55.44%, dependent on the sample sizes. The 
reason is that [Hy] and [Sz] simplify the formulation structure, so that their LP relaxation 
becomes easier to solve. It is reflected in column 5 in Table 5.3, from which we can see 
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Table 5.3: Computational statistics of the 3 different formulations 
# of  








# of Nodes Solution time (s) 
 
Formulation 1: Original (See [SP]) 
1 674 185 0.05 0.06 93 1.39 
5 3370 861 0.05 1.22 98 23.05 
20 13480 3396 0.19 16.95 179 349.11 
50 33700 8466 0.47 158.72 111 1851.16 
100 67400 16916 0.97 652.23 120 7771.02 
 
Formulation 2: Combining the constraints (See [Hy]) 
1 505 352 0.02 0.03 91 0.97 
5 2525 1696 0.03 0.48 127 15.55 
20 10100 6736 0.17 7.53 123 155.55 
50 25250 16816 0.45 54.53 149 1106.51 
100 50500 33616 0.91 227.63 100 6325.5 
 
Formulation 3: strengthening the constraint on z (See [Sz]) 
1 338 185 0.05 0.03 146 0.78 
5 1690 861 0.02 0.3 208 10.75 
20 6760 3396 0.11 4.67 162 175.89 
50 16900 8466 0.27 39.05 154 1099.36 
100 33800 16916 0.51 226.59 159 7095.41 
 
Table 5.4: Comparison of solution time of the 3 different formulations 













1 1.39 0.97 30.22% 0.78 43.88% 
5 23.05 15.55 32.54% 10.75 53.36% 
20 349.11 155.55 55.44% 175.89 49.62% 
50 1851.16 1106.51 40.23% 1099.36 40.61% 
100 7771.02 6325.5 18.60% 7095.41 8.69% 
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When the sample size is small, less than 50, the reduction of solution time is substantial; 
however, when the size becomes large, the reduction is limited. This phenomenon can be 
explained by the nature of the Branch-and-Cut algorithm. The solution time depends a lot 
on the number of LPs resolved, which is shown in the column “# of Nodes”. The new 
formulations reduce the number of constraints; however, it increases the number of nodes, 
which weakens the reduction of the solution time. This weakening effect becomes more 
evident, especially when the sample size is large. That is why the solution time reduces 
only 8% and 18% when the sample size is 100, while it is more than 30% when the 
sample size is small.    
 
The finding is that the new formulations [Hy] and [Sz] are helpful when the sample size 
is not too large, while they can only reduce the solution time marginally when the sample 
size becomes large. Notwithstanding, the new formulations simplify the model structure, 
and they may help in other algorithms, such as the Benders decomposition-based 
algorithms.   
 
5.2.3 Benders decomposition-based algorithms 
Three algorithms were employed to solve the problem using the small data set ExD, with 
varying numbers of scenarios. Table 5.5 reports the number of iterations in the general 
and accelerated Benders decomposition algorithms, which shows their convergent 
performance. The relative difference between these two algorithms is computed. Table 
5.6 reports the computational time of the three algorithms and the relative time reduction 
is also reported. 
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1 261 1 99.62 
5 289 77 73.36 
20 269 95 64.68 
50 267 86 67.79 
100 251 80 68.13 
200 252 84 66.67 
 













1 1 67 -6600 0.95 5.00 (98.58) 
5 23 111 -382.61 185 -704.35 (-66.67) 
20 349 185 46.99 320 8.31 (-72.97) 
50 1851 370 80.01 378 79.58 (-2.16) 
100 7771 620 92.02 527 93.22 (15.00) 
200 36254 1216 96.65 1114 96.93 (8.39) 
* The number in bracket is the relative reduction between the General and Accelerated Benders 
decomposition 
 
The results show that the general Benders decomposition reduces the computation time 
considerably when the sample size is greater than 50. The reduction is more than 90% 
when the size is 100, which is the sample size we determine in Section 3.2. It reaches 
96% when the sample size is 200; that is, the solution time is 1/25th of the original 
solution time. It is an attractive achievement. And the accelerated Benders decomposition 
reduces the number of iterations more than 60% from the general Benders decomposition. 
As we have discussed in Section 4.2.3, the complexity of a decomposed subproblem 
increases in the accelerated algorithm, but the convergence rate is improved a lot. The 
superior position of these two factors still reduces the solution time when the sample size 
becomes large. When the sample size is equal or less than 50, this reduction may be 
negative; when the sample size is 100, the reduction is 15%. From Table 5.6, when the 
sample size is very small, less than 20, the MIP Optimizer is the most efficient algorithm; 
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as the sample size increases, the general Benders decomposition becomes more efficient, 
and with the sample size increases further, the accelerated Benders decomposition 
becomes the most efficient algorithm. 
 
5.2.4 Two-stage approximation 
Table 5.7 reports the computational results of the two-stage approximation with the data 
instance ImD. The exact optimal solution is also reported, and the relative gap between 
the approximating solutions and the optimal solutions are calculated. The reduction of 
solution time is reported in the last column.     
Table 5.7: Comparison between the two-stage approximation and the optimal solution 














solution time  
10 6802.91 33 6770.83 125 0.474% 73.600% 
20 6850.4 121 6850.4 667 0.000% 81.859% 
30 6852.56 345 6849.05 1153 0.051% 70.078% 
40 6865.25 582 6860.08 2014 0.075% 71.102% 
50 6866.14 952 6865.92 4141 0.003% 77.010% 
60 6862.56 1111 6862.56 4837 0.000% 77.031% 
70 6857.05 2099 6857.05 6218 0.000% 66.243% 
 
In these results, the maximal gap is 0.474%, and most of the gaps are below 0.1%. 
Especially, among all these 7 instances, 3 instances accidentally achieve exact optimal 
solutions. This illustrates the points we mention in Section 4.4 that if the big airlines are 
assigned optimally in the first stage, then this approximation will give the exact optimal 
solution. 
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The advantage of such an approximation method is demonstrated clearly. Firstly, the 
solution time is reduced a lot while maintaining a good solution quality. The reduction of 
solution time is around 70% of the original time, and the gap of the objective values is 
less than 0.5%. On the other hand, this two-stage approach separates all airlines to two 
groups in terms of their workload. From this separation, it is easy to rank the importance 
of the airlines. It provides the terminal operators a priority ranking to handle different 
airlines. More attentions should be focused on the assignment of these big airlines. It is 
compatible with the actual operations at air cargo terminals.  
 
5.2.5 Partial re-assignment 
For computational convenience, a small sample size, N=10, is chosen as an example to 
consider the partial re-assignment. 4 cases are designed: 
Case 1: From the original 50 airlines, service for the second biggest airline is terminated.  
Case 2: Continue from case 1, a big airline is inserted.  
Case 3: From the original 50 airlines, service for the second smallest airline is terminated; 
Case 4: Continue from case 3, a small airline is inserted.  
 
With a value of P , the constraint (*) in Section 4.4 restricts the number of airlines whose 
assignment can be changed, so that the complexity of the problem will vary, and the 
workload balancing will change. To show the effect of the parameter P , a series of 
values are investigated. Results are given in the following tables and figures. P values and 
the number of airlines whose assignment can be changed are reported in the first two 
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columns, and the number of airlines whose assignment is really changed is reported in 
the fourth column. Objective value and solution time are also reported.  
 
Table 5.8: Case 1 of partial reassignment: Terminate the service of a big airline 
Airlines limited Airlines changed 
P # 
Objective 





0.00% 0 7342.54 0 0.00% 0.9 19.19% 
3.00% 1 6566.98 1 2.04% 1.5 6.60% 
5.00% 2 6418.22 2 4.08% 4.6 4.19% 
7.00% 3 6324.16 3 6.12% 5.7 2.66% 
10.00% 4 6282.2 4 8.16% 11 1.98% 
20.00% 9 6208 9 18.37% 45 0.78% 
30.00% 14 6168.9 14 28.57% 102 0.14% 
40.00% 19 6164.52 18 36.73% 169 0.07% 
50.00% 24 6160.22 23 46.94% 187 0.00% 
100.00% 49 6160.22 23 46.94% 199 0.00% 
 
 
Table 5.9: Case 2 of partial reassignment: Insert a new big airline 
Airlines limited Airlines changed 
P # 
Objective 
value # Percentage 




0.00% 0 7912.21 0 0.00% 0.8 16.86% 
3.00% 1 7108.63 1 2.08% 3 4.99% 
5.00% 2 6962.75 2 4.17% 6 2.83% 
7.00% 3 6911.79 3 6.25% 10 2.08% 
10.00% 4 6906.93 4 8.33% 18 2.01% 
20.00% 9 6805.55 8 16.67% 40 0.51% 
30.00% 14 6800.49 13 27.08% 103 0.44% 
40.00% 19 6771.17 19 39.58% 126 0.01% 
50.00% 24 6770.83 23 47.92% 128 0.00% 
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Table 5.10: Case 3 of partial reassignment: Terminate the service of a small airline 
Airlines limited Airlines changed 
P # 
Objective 
value # Percentage 




0.00% 0 6918.81 0 0.00% 0.67 1.71% 
3.00% 1 6912.53 1 2.04% 1.3 1.62% 
5.00% 2 6890.51 2 4.08% 6.9 1.30% 
7.00% 3 6878.09 3 6.12% 11 1.11% 
10.00% 4 6863.81 4 8.16% 18 0.90% 
20.00% 9 6830.13 8 16.33% 54 0.41% 
30.00% 14 6816.09 13 26.53% 138 0.20% 
40.00% 19 6802.51 16 32.65% 200 0.00% 
50.00% 24 6802.31 24 48.98% 248 0.00% 
100.00% 49 6802.31 24 48.98% 262 0.00% 
 
 
Table 5.11: Case 4 of partial reassignment: Insert a new small airline 
Airlines limited Airlines changed 
P # 
Objective 





0.00% 0 6854.73 0 0.00% 0.7 1.24% 
3.00% 1 6837.33 1 2.08% 1.7 0.98% 
5.00% 2 6820.81 2 4.17% 6 0.74% 
7.00% 3 6813.59 3 6.25% 11 0.63% 
10.00% 4 6810.31 4 8.33% 14 0.58% 
20.00% 9 6773.29 8 16.67% 31 0.04% 
30.00% 14 6773.29 8 16.67% 79 0.04% 
40.00% 19 6773.29 8 16.67% 128 0.04% 
50.00% 24 6770.83 24 50.00% 133 0.00% 
100.00% 48 6770.83 24 50.00% 124 0.00% 
 
 
Three findings from these results are discussed as follows: 
• Any change of airline assignment breaks the whole balance, no matter whether the 
airline is big or small. But the big airlines have bigger influences on the balance more 
than the small ones. Table 5.8 / 5.9 shows that if we do not re-optimize, that is 0=P , 
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the big airline will cause 19% / 17% of increase of the objective value comparing to 
the optimal one, but the small airline just affects 1.7% / 1.2% in Table 5.10 / 5.11. 
Therefore, if the airline is too small, its effect on workload balance can be ignored.  
 
• Even for the big airlines whose assignments are changed, only a small P  is needed 
for re-optimizing. The gap decreases from 19% to 6% when only 1 airline is 
permitted to change. And a permission of changing 4 airlines brings the gap from 
19% to 1.9%. This permission is less than 10% of the total number of airlines. 
 
• Concerning the solution time, a small value of P  makes the re-optimization problem 
easy. For case 1 in Table 5.8, for example, the solution time is 11 seconds when 
P=10%, and the gap is 1.98%, while when P=100% which represents the optimal 
solution, the solution time is 199 seconds. This example shows that a good quality 
solution can be obtained with little computer time.  The other 3 cases show the similar 
results. 
 
For industrial applications, the above findings suggest a tactical operational policy: A 
small number of re-assignments are sufficient to rebalance the workload distribution. 
 
 
5.3 Evaluation and Comparison 
The optimal airline assignment is obtained by solving [SP] with 100=N , which is large 
enough (see Section 3.3). The performance of the optimal solution versus the current 
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assignment is examined. Section 5.3.1 presents the numerical results and the simulation 
results are reported in Section 5.3.2. 
 
5.3.1 Numerical study 
The mean value of the estimated workload is chosen as a realized scenario. The 
maximum workload at all time periods is computed, as well as the variance and the sum 
of difference, all of which are popular imbalance measurements (refer to Section 2.2.2). 
Table 5.12 reports these results. The maximum workload at all the time periods reduces 
24.68%, and the variance reduces 26.27%. The sum of differences, which is the 
recommended measurement, reduces 85.10%. These data show that the optimal solution 
improve the workload balancing a lot.  
  
Table 5.12: Imbalance measurements under the current and optimal assignment 
Current assignment Optimal solutions  
T1 T2 T1 T2 
Reduction 
Maximum workload 31.8 47.6 35.85 35.85 24.68% 
Variance 32.65 39.17 26.73 26.22 26.27% 





In order to consider the robustness of the optimal solution, a simulation experiment is 
conducted using a simulator developed by Leong (2004) The simulator visualizes the 
simulation of cargo handling process in an import terminal. The cycle time of per 
retrieval trip is measured as the performance indicator. The experiment simulates a 5-
weeks’ operations by using the actual flight schedule and the first week is not analyzed 
(warm-up period). Results are reported in Figure 1and Table 10. 
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In this experiment, we only use the simulation model itself as a tool, without considering 
the original author’s research results. By sustaining all the parameters of the model itself, 
we only change the airline assignments. Results are reported in Figure 5.5 and Table 5.13. 
 
Figure 5-5: Average cycle time with the number of cargo retrievals 
 
Table 5.13: Simulation results under different airline assignments 
Assignment Current assignment Optimal assignment 
Terminal T1 T2 T1 T2 
Avg Cycle Time (min) 6.85 6.83 6.73 6.77 




The results show that the proposed optimal airline assignments improve the operational 
efficiency by 1.34%. The marginal improvement is due to the assumption that each 
terminal has enough capacity (in order to ensure the steady state simulation), and which 
is constant over the time (an assumption in Leong’s model). However, in real life, the 
cargo handling capacity, particular the manpower resource, often becomes a bottleneck, 
which is the motivation of this research. Therefore, it is natural that this improvement 
   Chapter5 Computational Results 
  - 76 - 
from simulation can be deemed as a very conservative lower bound. The actual 
improvement that can be expected should be more significant. 
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6 Conclusions and Further Research 
 
This chapter concludes this thesis in Section 6.1 and proposes potential directions for 
further research in Section 6.2.  
 
6.1 Conclusions 
In this thesis we study the problem to make workload distributed evenly along the time 
line between two identical terminals, and the objective is realized by re-optimizing the 
airline assignment between the two terminals. In addition, the workload cannot be 
estimated accurately, so uncertainty is taken into account. Thus it is a stochastic 
combinatorial optimization problem. 
 
We develop a mixed integer programming model for the workload balancing problem. 
Two parallel balance measurements are chosen to be minimized. One is for inter-balance, 
which is to balance the workload between the two terminals; and the other is for intra-
balance, which aims to balance the workload along the time line at each terminal. After 
the deterministic model is formulated, the stochastic model is extended to handle the 
uncertainty of workload estimation, and the sample average approximation (SAA) is 
employed to handle the stochastic program. These models optimize the overall airline 
assignment. We also develop a strategy of partial re-assignment to handle some small 
adjustments.  
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To speed up the solution procedure, the model is simplified by reformulations, and 
Benders decomposition-based algorithms are employed. Besides these optimality 
algorithms, a two-stage approximation is also developed.     
 
Two actual data instances of a big air cargo terminal operator are investigated in our 
computational experiments. The results show that the reformulations can reduce the 
solution time, and the accelerated Benders decomposition improves the convergence rate 
a lot. SAA only needs a small sample size to achieve good solution quality, and the two-
stage approximation solves the problem much faster while obtaining good quality 
solutions. The results also reveal that the strategy of partial re-assignment is practical. 
Finally, the proposed optimal airline assignment is evaluated by both numerical study and 
simulation.  
  
In summary, this thesis provides mathematical models for the decision of airline 
assignment for a big air cargo terminal operator at both the strategic and tactical levels; it 
also provides both optimality and approximation algorithms to solve these models.  
 
6.2 Further Research 
It is worth restating that this workload balancing problem is motivated by a manpower 
scheduling problem. But in this research we do not consider the manpower scheduling 
problem directly, and we do not validate the effectiveness of workload balancing on the 
manpower scheduling, either. Therefore, further research can focus on the manpower 
scheduling problem considering workload balancing. An integrated model could combine 
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these two problems. The resulting model will simultaneously assign airlines to different 
terminals and determine the manpower schedule.   
 
Also recall that workload balancing can benefit the system objectives. In this research, we 
only use simulation to test the average retrieval cycle time. Therefore, other objectives 
could also be incorporated into this workload balancing problem. Considering the 
complexity of actual operations for analytical models, simulation-based optimization 
could be employed.  
 
In addition this thesis does not claim that the newly developed accelerated Bender 
Decomposition is working effectively on general model or general data. It is developed 
and experimented based on the special model structure and data sets. Therefore, it is 
supposed to be worth to validate the effectiveness of the method on more general models 
and data.  
 
Furthermore, in this problem we make a strong assumption that all airlines are assigned 
between only two terminals, and both terminals are identical with the same capacity. This 
is not always true in industry. Therefore, new models can be extended to consider more 
terminals and different terminal capacities.  
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