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Abstract—This paper investigates the possibility of building the
Energy Internet via a packetized management of non-industrial
loads. The proposed solution is based on the cyber-physical
implementation of energy packets where flexible loads send use
requests to an energy server. Based on the existing literature, we
explain how and why this approach could scale up to intercon-
nected micro-grids, also pointing out the challenges involved in
relation to the physical deployment of electricity network. We
then assess how machine-type wireless communications, as part
of 5G and beyond systems, will achieve the low latency and ultra
reliability needed by the micro-grid protection while providing
the massive coverage needed by the packetized management.
This more distributed grid organization also requires localized
governance models. We cite few existing examples as local
markets, energy communities and micro-operator that support
such novel arrangements. We close the paper by providing an
overview of ongoing activities that support the proposed vision
and possible ways to move forward.
Index Terms—machine-type communications, energy internet,
wireless communications, packetized energy management, micro-
grid
I. INTRODUCTION
The last two decades have witnessed a revolutionary change
on how people communicate. Non-stop technological evo-
lution of personal computers, Internet and mobile (cellular)
networks converged upon the upcoming telecommunication
standards (refer, for instance, to 5G-PPP use cases [1]). The
widespread of relatively cheap wireless-enabled sensors for
data acquisition together with more effective algorithms for
data processing makes the daily life increasingly digitalized.
New concepts are frequently arising in such a context. Terms
like Internet of Things (IoT), Big Data, Data Analytics and
even Internet of Everything are constantly appearing.
Energy Internet is one of these terms; it causes impact at
first but, after a careful examination, no clear definition can be
found. The majority of (high quality) scientific works refers to
the Energy Internet as the next stage of the Smart Grid, which
is also another unclear concept. From our understanding, these
two concepts relate to a more efficient management of energy
systems – usually focused on electricity grids – based on
information and communication technologies (ICTs). In this
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sense, the large amount data (big data) generated during
various process in the smart grid systems including power
generation, energy storage and delivery create many possible
advantages for a more intelligent system management [2], [3],
but also brings threats to its stability [4].
In this contribution, we rather want to answer the following
question: what is Energy Internet and what makes it so
different from other existing and potential solutions? Our
view is that Energy Internet is the cyber-physical system
that virtualizes the management of the distribution grid via
discretized packets. This packetized energy management is
inspired by the data internet and may be extended to the
management of interconnected micro-grids based on energy
routers [5].
Roughly speeaking, energy is virtually split into packets
to be consumed during a certain time period, e.g. x watt-
hour in y minutes. This concept is not new since packetized
energy has been researched and implemented for some time
either in a real physical packets (e.g. [5]–[7]) or virtualized
ones (e.g. [8]–[11]), although it has never become mainstream.
What we are proposing here is a way that packetized energy
management could scale up at the distribution grid level (Fig.
1) so it may become dominant. This solution would be the
basis of the demand-side management in a future dominated
by micro-grids supplied by renewable sources.
This contribution points out that: (i) virtual energy packets
is the most suitable way to manage the electricity inventory
within micro-grids, (ii) machine-type wireless communication
techniques are able to provide the ultra-reliability, low latency
and massive connectivity needed to sustain the micro-grid
applications (e.g. from protection to telemetry), and (iii)
new governance arrangements based on local markets or
energy communities are required to sustain the solution in
the socio-economical domains. In this sense, the proposed
Energy Internet is now technically feasible due to the recent
advances of ICTs, mainly in machine-type communications
(MTC). Moreover, it is timely in both political and social
terms, as indicated by the strong pressure for more renewable
sources, better energy efficiency, development of community-
led energy management and the end of energy poverty. Given
the favorable conjuncture, this paper indicates how the Energy
Internet could emerge given the recent research in packetized
energy management, micro-grids, MTC and new governance
models.
We present the proposed idea in the following way. We first
review in Section II the literature of packetized energy, show-
ing the differences between its physical and cyber-physical
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2deployments. Still in this section, we introduce the challenges
involved when scaling up the cyber-physical deployment of
the packetized energy management. This includes from very
small time-scales (milliseconds in grid protection mechanisms)
to decades (long-term investments). We then focus in Section
III on the issues related to the electricity grid that supports
the proposed cyber-physical deployment. There we investigate
the issues related to the physical grid, its modernization based
on intelligent devices and decentralization tendency towards
micro-grids, showing a simple study-case of how the proposed
energy server would function. Section IV focused on the
recent advances in wireless systems, mainly in machine-type
communications (MTC), as an enabler technology capable of
operating in different regimes, including ultra-reliable low-
latency communications (grid protection) and massive connec-
tivity (energy management/tertiary control). As the proposed
solution is based on decentralization of the distribution grid,
it requires new governance models to be effective. Section
V discusses new elements like localized energy markets and
energy communities that would allow for scaling up the
proposed packetized management. Section VI covers three
ongoing research activities by the authors that support our
vision presented. We conclude the paper in Section VII by
reinforcing the feasibility of the proposed solution and indi-
cating a possible transition plan.
II. ENERGY INTERNET
A. Background
Back in 2004, the prestigious weekly magazine The
Economist published an article called Building the energy
internet [12]. The argument went along the idea of decentral-
ization of production and how information and communication
technologies can be used to build the Energy Internet – a
smarter, more intelligent, electricity grid. After fourteen years
of technological development and political struggles, some
predictions have been indeed realized while others not. We
will present next some of the important advances following
this line of thought.
For example, in [13], the authors have discussed the idea of
a virtualized buffer for demand-side management, where the
actual consumption can be scheduled according to predictions
in supply and demand. Although motivated by an actual
deployment of deregulated electricity markets, we argue that
the article only provided hints and a rough road-map. In
[14], [15], the so called Future Renewable Electric Energy
Delivery and Management (FREEDM) was discussed as the
way to build the Energy Internet based on a deregulated energy
market. Their concept relies on a plug-and-play interface (like
a USB), an energy router (motivated by the internet router)
so that on and off reference signals can be send to the
connected devices, and open-standard-based operating system
to coordinate actions. In [14], the authors specifically dealt
with the FREEDM cyber-physical implementation (from solid-
state research to distributed grid intelligence). In [15], they
looked at possible market arrangements based on game theory
to support such approach.
Fig. 1. Illustration of the electric power grid including large-scale power
plants connected to the distribution grid and large-scale industries via high-
voltage networks, and smaller scale solar and wind generation connected
directly to the distribution grid. Source: https://commons.wikimedia.org/wiki/
File:Electricity Grid Schematic English.svg. By MBizon [CC BY 3.0] https:
//creativecommons.org/licenses/by/3.0, from Wikimedia Commons.
More recently, Gao et al. proposed in [16] a verification
solution for an energy router based systems. A continuous-
time Markov chains mode is used when the system has
multiple routers to check the reliability of system operation.
The electricity trading was taken as an example to verify the
real world energy router based system functions. A Markov
decision process was used to check the trading behavior.
For system performance, an energy scheduling process was
implemented on cloud computing experimental tool, verifying
the effectiveness of the proposed schemes.
In [17], Wang et al. discussed about the evolution of smart
grid to their proposed Energy Internet, following the archi-
tecture of FREEDM system. They summarized the necessary
conditions and requirements that the Energy Internet has to
satisfy to enable the optimal use of highly scalable and
distributed energy resources. By comparing smart grids with
the proposed solution, they indicated various advantages of the
proposed system in relation to reliability and security, enabling
safe transfer of energy units to the customers.
There is in fact an extensive literature in the topic, mostly
addressing how to optimize the energy management (either in
distributed or decentralized fashion). These works are quite
important, but they are not about Energy Internet as we
3describe it here (although they are certainly part of it). Such
contributions have never fully considered that energy can be
managed via “discretized” energy packets; The Economist put
it plainly: [12]: “Of course, the power grid will never quite
become the internet – it is impossible to packet-switch power.”
The present article – supported by previous research in power
systems and communications engineering – disagrees with
such a claim; treating energy as packets is not only technically
sound and socioeconomically feasible but is rather the key
building block of the Energy Internet.
B. The beginning of energy-as-packets
The idea of approaching energy networks using discretized
energy packets, similar to the way data networks and the
internet is managed, is not new. Back in 1996, two Japanese
researchers, Saitoh and Toyoda, introduced in [8] the concepts
of “open electric energy network” and “packet electric power
transportation.” The first indicates that the energy network
shall be opened to small, distributed, generators and storage
devices. The second refers to the way the excess energy is
managed in such a network. The authors proposed a conceptual
system where this excess is packetized and their usage depends
on the demand patterns from the consumers. Specifically, the
authors dimensioned the storage capacity of the system based
on queuing theory, as in data networks. Deploying such a
solution, however, would require ICTs as well as storage
capabilities neither affordable nor available at that time. In
this sense, we can say that the authors were visionaries.
C. Physical packets and the digital grid
More than a decade later, Abe et al. proposed in [5] the
concept of Digital Grid in which the large connected grid shall
be divided into smaller grids, which works asynchronously and
are connected via digital grid routers. These routers commu-
nicate for sending power between the segmented grids using
the same power lines via a direct current (DC) and physical
energy packets. Using Internet Protocol (IP) inspired addresses
and power line communication (PLC), the authors claim that
proposed architecture would lead to a more efficient use of
power lines and accommodate distributed sources, allowing
new digitalized services and accounting.
In [18], the authors further developed the results from Abe
et al. by including a router-to-router power transfer. It also
uses the storage capabilities from the routers to allow tunable
starting time. This would build a networked power packet
distribution system. In a series of papers (e.g. [19], [20]),
Gelenbe and his team also developed the idea of energy packet
networks, but relying on the G-Network theory [21] (a general-
ization of queuing theory that incorporates, for instance, traffic
re-routing or traffic destruction). This line of work is, however,
very abstract so the actual constraints from the power grid are
poorly addressed. In a more realistic environment, the authors
in [22] validated their proposed intelligent power router using
an experimental test-bench and simulations.
In very recent contributions [6], [7], the authors proposed
a distribution grid with local area packetized power networks.
In [7], the authors investigated the integration of distribution
grid with local area packetized power networks by proposing
a multi-mode energy distribution system. The system would
work in phases as follows: A storing phase during the off-
peak hours and consumption phase for fulfilling the load
fluctuations in real time. In this scheme, coordination between
alternate current (AC) and DC sectors is done while the
elasticity of the DC loads are checked to reduce the load
fluctuations. This scheme requires on its turn a reliable and
massive communication network to control and monitor all
operations, management and process related to the energy
exchange.
In [6], the authors considered a local area packetized power
network where all the subscribers are linked by multi-channel
power routers. A special protocol for and efficient transmission
and subscriber matching is proposed for regulation of its
operations. In this process the subscribers are matched with the
demand suppliers and then the routers helps to transmit power
over its different channels. Based on the matching theory, a
subscriber matching phenomenon is introduced to increase the
benefits for each subscriber and create and algorithm to solve
the problem. Also a heuristic solution for the transmission
scheduling was introduced to keep a balance within the
network. The simulation results confirmed the effectiveness
of the proposed method in increasing the subscribers benefits
and producing fairness of power line occupation between the
subscribers.
D. Cyber-physical packets
Using a similar terminology another line of research consists
of treating AC power consumption as discretized packets as in
[13]; in this case we can say that the energy packets become
cyber-physical. In this scenario, specific appliances have their
consumption discretized thus the load management and control
can be performed to achieve a pre-determined goal. We can
cite [23] where Lee et al. proposed a technique for load
management of air conditioner in large apartment complexes
based on queuing theory and Markov birth-death processes.
This method was shown to be effective for managing loads in
respect to both customer and power companies. Interestingly,
the load management and aggregation are performed by tokens
(related to energy packets), which are issued and allocated
for giving rights to the companies to turn on and off the air
conditioner.
Zhang and Baillieul in [9] formalized the concept of pack-
etized direct load control, also looking at air conditioner.
According to the solution, individual consumers can choose
their own set points while the operator has the rights to
determine the comfort range around such a point. Based on
a thermodynamic model related to the appliance duty-cycle,
three theorems were proposed. The first shows the average
room temperature converges to the average set point. The
second indicates a choice for the comfort band. The third
connects the two other theorems, stating that the proposed
packetized management is able to achieve the comfort tem-
perature zone with less consumption oscillation, reducing
consumption peaks.
The authors extended this initial concept in [24] so that the
desired appliance shall now request to consume or withdrawn
4TABLE I
CONTRIBUTIONS RELATED TO THE PROPOSED ENERGY INTERNET
Main topic References
Smart Grid development [3], [4], [14]–[17]
Packetized energy analysis [8], [13], [19]–[21]
Physical energy packets [5]–[7], [18], [22]
Cyber-physical energy packets [9]–[11], [24]–[26]
energy packets according to its own need. The process of
energy request and withdrawal is designed as queuing system,
which has multiple servers and probabilistic returns. For the
mean waiting time, an analytic expression was derived as func-
tion of packet length. They showed that a short packet duration
with packet switching scheme leads to a mean waiting time
smaller than the system without, while the total waiting time
for completing the service remains the same. Additionally, the
packet switching approach provides a fair energy distribution
due to its probabilistic nature.
Rezaei and Frolik described in [25] a decentralized pack-
etized approach to manage electric vehicles’ charging: each
vehicle needs to request for charging its battery, which can
be either approved by a limited time period or rejected. This
method is adopted from the concept of bandwidth sharing
in communication network (e.g. randomized medium access
control) and helps to serve all users, respecting the network
constraints. The proposed packetization was shown to lead to
an efficient resource usage, also reducing the travel costs.
Almassalkhi et al. presented in [10] a real time approach
to manage thermostatically controlled loads that fulfills the
grid needs and requires no specific knowledge about the
loads’ state. This proposed scheme is known as packetized
energy management, which originates a start-up company led
by the authors and called Packetized Energy and a related
invention report [26]. A packetized probabilistic approach
has been developed for energy delivery, where each load
asynchronously and randomly requests a given server to use an
energy packet. Total population is analyzed so that if there is
excess load then the request will be rejected. The anonymous
load requests enable proposed management system to check
and analyze an aggregate reference signal. A case study of
thousand simulated water heaters have shown that this process
can track the reference signal without noticeably degrading
the quality of service (QoS). The authors recently published a
book chapter [11] didactically exposing their achieved results.
E. Constructing the Energy Internet
Although the idea of managing energy systems via packets
has been studied and tested in the research presented in the
previous subsection and compiled in Table I, the focuses differ
by looking at macro-level architectural proposals using DC
physical packets as in the digital grid [5] or on specific micro-
level solutions [9], [11]. We claim that the links between the
macro- and micro-levels are still missing and an open field
for research. The recent works by Ma et al. [6], [7] try to fill
this gap using the digital grid concept and therefore is mainly
based on physical energy packets.
Our goal here is different: we would like to build a large-
scale cyber-physical system to manage the energy consump-
tion of micro-grids in line with [9], [11]. To scale up this
solution to become dominant in the distribution grid level,
micro-grids should be also interconnected, similar to physical
packet solution like Abe’s and Ma’s approaches. At this point,
however, we still need to characterize how the cyber-physical
packetized solution is to scale-up to build the Energy Internet.
To reach this goal, we first need to precisely determine what
is the energy system and the specific role of the packetized
energy within it.
We assume only the electricity power grid network as
illustrated by Fig. 1 as the energy system to be analyzed here.
In this case, such a system is defined by the operation electric
power interchange. In other words, the system only exists (i.e.
is considered to be “alive”) if electricity power flows exist.
We classify three classes of necessary conditions to keep the
system alive [27]:
‚ (1) Condition of production/consumption: Electric en-
ergy needs to be produced (e.g. by power plants or dis-
tributed generation) and consumed (e.g. by households,
industries etc.). The energy produced need to reach where
it is demanded.
‚ (2) Condition of reproduction/operation: The generated
energy needs to flow at all time to reach where it is de-
manded. For example, power lines need to be maintained,
operational decisions need to ensure power quality, dis-
tribution decisions, regulated via market or planing, need
to be done etc. In this case, the system “reproduces” the
state that allows for electricity interchanges.
‚ (3) External dependencies: How the system relates to
the “external world” so that the conditions of production
and reproduction can be sustained. For example, invest-
ments in electricity production and power lines, training
of specialized personal, raw material for power plants,
regulatory laws, weather allowing for wind or hydro
generation and many other (almost infinite) aspects.
The system is analyzed in different time-scales, each of
them related to different phenomena. Fig. 2 lists some ex-
amples of it. Any intervention in the system needs to take the
different time-scales into account. For example, a massive de-
ployment of solar generation implies changes in the frequency
control since its way of converting energy is not mechanical.
The proposed Energy Internet key aspects are related to:
‚ Micro-grid protection (physical effects, and primary/ sec-
ondary control) that will be enabled by the ultra-reliable
low-latency regime of machine-type communications;
‚ Packetized energy management algorithm that is the core
technical target area, including the required massive con-
nectivity (tertiary control, and daily and weekly cycle);
‚ Different periods of the year as dark Winters with high
heating consumption, or bright Summers with low heating
consumption (seasonal cycle);
‚ Longer-term investments in micro-grid technologies and
distributed generation, considering the possibility of al-
most zero-marginal cost energy production (e.g. solar and
wind) and high storage capacities (investment cycles);
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Fig. 2. A list of different time-scales and related phenomena in electricity power grid analyzed as a system.
‚ Interventions towards a fossil-fuel free energy system
(climate change).
Next, we will discuss why the Energy Internet is now tech-
nologically, socially and economically feasible while exposing
the challenges to guarantee the fulfillment of conditions (1),
(2) and (3) so that interchange of electricity can be sustained
when large part of the system (distribution network grid in
Fig. 1) is managed via cyber-physical energy packets. We will
first present the technological developments related to the grid
(macro-level) and the specific appliances (micro-level), and
how the micro-level shall be organized through virtualiziation
via energy packets. We will then discuss how the recent
advances in machine-type communications, data processing
and wireless communications in general (IoT networks, 5G
and beyond) can fulfill the diverse requirements imposed by
the Energy Internet. Possible new organizing elements that
can provide the external support in, e.g. system organizational
aspects, as well as in investments and social acceptance, will
be also presented. Finally, we will provide three ongoing re-
search and development activities that are open to incorporate
the proposed Energy Internet concept.
III. PHYSICAL GRID
A. Large-scale power grid
Power grids have been traditionally consisting of primary
power plants in one end, transmission and distribution grids
in between and consumer loads in the other end; the power
flow has been downwards from the primary power plants [28].
In most developed countries, primary loads by industries form
the largest part of the total electricity consumption, while the
other main part is due to households and commercial buildings.
The situation has lately changed as the distributed energy
resources (DER), for instance photo-voltaic (PV) systems, and
energy storages (ES) connected to grid have become common,
and the number of those have increased both in medium-
voltage (MV) and low-voltage (LV) sides in distribution sys-
tems. Fig. 1 evinces these changes, which create more interde-
pendences, making power flow control more complex. On the
other hand, such elements can be also used in managing the
power balance between production and consumption making
the whole power system more flexible.
Controllable loads in the consumer side together with
energy storages are the components that can be used in
system control, only inside the LV grid under the MV/LV
transformer and/or in bigger scale as part of the whole system
6power management. Thus, the whole system can be considered
comprising all components in the grid, divided to subsystems
containing for instance segments of MV grid, LV grids under
the MV/LV transformer, end-customer households, and the
loads inside each. To control the whole system based on any
algorithm, it has to be monitored on-line and data must be
gathered via sensors and through information-communication
technologies (e.g. [17]). Due to high amount of data and
sources, data needs to be processed locally and distributed,
and filtered data must flow through a backhaul network, where
the operational decisions and control are made.
To accomplish this, seamless bi-directional data flows via
different information and communication layers (data models,
communication mediums etc.) are needed. These set certain
performance requirements for data communications applied in
the system(s). Communication requirements are dependent on
the applications implemented and integrated to power systems,
and depending on the application high reliability, high data
rates and throughputs, and low latency are required [29]. While
grid protection in the transformers requires ultra-reliability and
low latency communication [30], their generated traffic is rare;
electric vehicle charging is more flexible, and coordination
between charging stations may not need so strict requirements
of latency and reliability; but it requires massive connectivity
with security [31]. More details of specific devices are given
next.
B. Specific devices and micro-grids
Components and devices include all intelligent electric
devices (IEDs) interconnected to every consumer loads and
small-scale distributed generation (DG) units: wind turbines,
PV/solar panels in low-voltage power grid after the MV/LV
transformer. Thus, each low-voltage grid having distributed
generation and energy storage (and loads obviously) can be
and is considered here as a micro-grid. These operate as
a subsystems, small parts of the whole power grid system.
Inside each micro-grid, IEDs monitor the power flows; power
taken from the MV grid, consumption of every load, power
generated by every DG, and power reserved to energy storage.
The concept of digital grid introduced in [5] and very recently
extended in [6], [7] considers that each micro-grid may work
independently (asynchronously) and are connected via DC
lines where energy is interchanged via physical packets (refer
to Section II-C).
To build the Energy Internet as proposed here (cyber-
physical energy packets), the data from these devices are first
collected and then virtualized as discrete energy packets to
local cloud server, which again is connected via some appro-
priate communication medium to the backhaul network and
core cloud servers. Thus, specialized communication system
are to be implemented on every micro-grid. Communication
technologies inside the micro-grids can be implemented both
by wireless IoT sensor networks or power-line communica-
tions (PLC) [32]. The selection of appropriate medium and
technology is done case-by-case and solution that provides
lowest costs. Obviously, more important over communication
technology costs is that the technology fulfills the performance
requirements. For instance, grid protection based on relays and
those triggering on communications require high reliability
and availability, and low latency for communications. In [33]
latency requirement below 100 ms for load and generation
trips, and islanding, has been reported. In future, the de-
mand for low latency in protection functions will probably
become stricter, for instance 1–10 ms is typical response
time for machine-to-machine (M2M) (also known as MTC)
applications estimated by the European Telecommunications
Standards Institute (ETSI) [34]. This requires some prioritizing
algorithms integrated on the system control, grid protection
being the most time-critical application.
Once the physical effects and the primary/secondary control
issues are resolved, we could specifically discuss the manage-
ment of loads and their impact in the grid (tertiary control and
daily/weekly cycles). For example, different households’ loads
have different priorities that need to be taken into account.
Any management algorithm shall allocate dispatchable loads
following a set of rules while guarantee a predetermined
quality of service. In a given household, which load is to
be prioritized: the electric cooker or electric car charger? Or
in a micro-grid community, the dish washer of person A or
the electric heating of B? The answers depend on both the
appliances themselves (their programs, consumption profiles
etc.) and their priorities and the electricity cost information
(defined by the persons involved, or by some central operator,
and/or by the electricity market structure).
Regardless of the specific arrangement, an effective socio-
technical solution to them requires a management system and a
communication network capable of coordinating these loads to
solve the problem of under-supply or congestion [35]. In this
case, the Energy Internet provides the bridge that coordinates
in a distributed and fair fashion the micro-decisions so that the
desired macro behavior is achieved that must include renewed
governance schemes (local market, or a shared pool of energy
resources) [36]. Besides, the digital grid solution may also be
used to connect different micro-grids as in Ma et al. [7].
C. Grid organization
To organize and control such complex power grid system in
its different time-scales containing all the main power plants
and the smallest loads, decentralized and distributed power
management system for discretized energy packets transfer
is required. The main idea is to classify different classes of
primary users: industrial (e.g. energy intensive), special (e.g.
hospitals) and flexible (e.g. households and commercial). Each
specific case shall be related to a specific supply (physically
or virtually). Let us focus here on the flexible users, specially
households. The supply shall come from distributed sources
like PVs, small-scale wind turbines and storages (the energy
inventory). The households are grouped into physical or virtual
micro-grids, where the energy resources are shared following a
defined set of rules (load priority, demand-response, payment,
etc). The goal might be from minimizing the household costs
to maximizing self-sufficiency based on the micro-grid energy
inventory; the management algorithm shall be designed to
achieve the predefined goal for that specific group of users.
7Household 1
Dishwasher request: 20:00, 
service ready at midnight
Requires 1 hour
Server: Knows the network congestion, load schedule, predicted generation and storage; may require external supply
Household 3
Sauna request: ready at 
19:00 with 70 degrees
Household 2
EV charging request: 16:00, 
service ready at midnight
Main grid: composed by other micro-grids, 
industries, special consumers, traditional generators.
Fig. 3. Example of the proposed Energy Internet. There are three households requesting energy packets to be supplied. Household 1 is related to a direct
request to use a dishwasher whose program has a predefined energy packet need during a 1-hour period, and the service must be completed by midnight; the
request can be only accepted or rejected. Household 2 requests a EV charge starting when the car arrives (e.g. 16:00) and that shall be finished at midnight;
the packets can be distributed during this period as far as the final goal is reached. Household 3 requires that a sauna is heated at 70 degrees at 19:00; the
way to do this is open (many packets in a short period before, or slow heating through a longer period) and therefore the load is flexible in the period before.
The server needs to process these requests based on many factors like the network congestion, predicted generation and storage level. The decision shall be
based on the load priorities (e.g. dishwasher has higher priority over the car). The server may also request energy from sources external to the micro-grid so
the requests may be satisfied. In case of rejection, the load may request the service once again.
Fig. 4. Example of a possible outcome of the case illustrated in Fig. 3. The server determines the energy packet allocation of each appliance (i.e. the server
indicates which device can access the electric network to consume at most a given amount of energy, pre-determined by the discretized packet size.
Fig. 3 illustrates this concept, using three households as part
of the same micro-grid and an energy server that accept or not
their requests. The Energy Internet would allow this system
to work in a distributed and fair manner, as indicated by [10].
Before being switched on, IEDs send a requirement of load-
usage schedule for a given period. This requirement might
be served or not, depending on the network conditions, the
load priority and the specific household requiring. As in the
internet, the proposed solution shall be based on fairness via
randomization and net-neutrality in relation to the users, but
not to the loads as far as some loads must have priorities over
others. What determines the load priority relates to the group
8decision, or the service provider. In situations that the micro-
grid cannot be self-sustained, namely over- or under-supply,
the connection to the main grid needs to be available.
Fig. 4 exemplifies one possible outcome from the Energy
Internet management based on requests and a server. The
three loads are modeled so that: (1) Sauna is a thermal load
(dispatchable) with fixed power of 3600 watts); (2) EV arrives
at 16:00 with a random initial state and can be charged
any value between 0 and 5000 watts, with a battery with
capacity of 30 kWh; (3) Dishwasher fixed cycle with one
hour length, dispatchable from 20:00. It was also simulated a
random sequence to model the renewable sources (solar plus
wind). In the top plot, the individual loads are the solid lines
while the black dashed lines are the aggregate demand. Yellow
shadowing indicates local renewable energy, while the gray
shadowing indicates the imported energy needed in order to
supply the demand.
The server accepted the three loads and provided the pre-
allocation given in the middle plot by devices: (1) dishwasher
may run from 20:00 depending on the energy availability
and network capacity constraint, but it must run at 23:00
latest; (2) sauna can be preheated from 16:30 onward, but
if it has not yet reached the sufficient temperature level at
18:20 it goes through a “forced” heating regime so it can
be used between 19:00 and 20:00; (3) EV can be charged
from 16:00 onward with a forced charge from 22:10 (so the
charge can be completed at mid-night. Note that the loads
have different kind of flexibility. The EV needs to be fully
charged to be in used at a given time. The dishwasher has
flexibility when it starts, but once it is running flexibility
ends. Sauna is a thermal load that needs to be at a given
temperature at a specific time so that, for example, it could be
heated much above the needed temperature two hours before
the use, or slowly heated (consuming less electric power) for a
longer period (four hours), or normally heated to the specific
temperature twenty minutes before the use. In any case, all
loads (once accepted) have a deadline period when the charge
must take place, leading to a “forced use” regime. The server
must coordinate these loads based on planning and operational
balancing, as indicated by the bottom plot about charging level
from the EV and sauna.
As in the liberalized markets, this shall happen in different
time-scales similar to the day-ahead and balancing markets.
It is interesting to note that, in European electricity markets,
there exist the so-called Exclusive Group (e.g. [37]) where
daily profiles are bid, not independent hour-by-hour bids. In
this class of bidding, the load profile selected by the market
matching algorithm shall be realized. In this sense, Exclusive
Group requires flexibility and the proposed Energy Internet
would be a suitable. Therefore, the proposed solution can be
already implemented within the existing market structure. In
critical situations, the system shall enter in emergency mode
guaranteeing the basic energy needs. All in all, the physical
grid – not the virtualized one – is the determinant in the last
instance.
IV. MACHINE-TYPE COMMUNICATIONS
Ubiquitous wireless connectivity is a key enabler of the En-
ergy Internet, and is the ultimate goal of the 5th generation of
wireless networks (5G). Differently from previous generations,
5G inherently encompass MTC, which involves a wide range
of heterogeneous applications with different requirements [38].
For example, in modern power grids applications, they range
from simple daily electricity metering to advanced real-time
frequency control. To cover such diverse requirements, MTC
needs to work in distinct modes related to the specific appli-
cation under consideration [39].
To address such wide range of applications MTC is split
into two poles: massive MTC (mMTC) and ultra-reliable low-
latency communications (URLLC) [40]. As the names suggest,
mMTC incorporates applications with a very large number
of connected devices (connectivity goal) [31] while URLLC
focuses on mission critical (high reliability and low latency
goal) communication [30]. These two new modes enable MTC
networks to fulfill heterogeneous requirements from massive
connectivity up to ultra-reliability and low latency, which
cannot be attended by current commercial technologies nor
by the conventional techniques used in broadband wireless
communications. In this context, MTC is a key enabler of
the Energy Internet by autonomous exchange of information;
depending on the application, it can use either a mMTC
technology so that IEDs can be almost anywhere or a URLLC
technology to achieve strict latency and reliability imposed by
the energy grid in order to keep the electricity interchanges
happen within the quality constraints [39], [41].
A promising way to deal with the massive connection
problem comes from the concept of data aggregation. Traffic
from MTC devices – which may or may not be pre-processed
– is first transmitted to a data aggregator that collects and
processes the received data. Depending on the application, the
aggregator can relay the processed data optimizing signaliza-
tion to the core/backhaul network [42], use the data as part of a
feedback control loop, or be used to monitor some metric (e.g.
average energy consumption). Both congestion and the power
consumption of the devices are expected to decrease, while
(spatial) spectral efficiency can be improved. When aggregat-
ing several devices, the density of the aggregators (even though
considerably smaller than the devices’ density, but still large)
and the interference coming from the devices sharing the same
resource could be significant and is a challenging problem
[43]. The performance of the communication network can also
improve by incorporating some intelligence to the aggregator
as, for example, resource scheduling [44]. The number of
served devices, on the other hand, may create the so-called
scalability problem where there exist a limited number of
resources available at the aggregator. This reduces both energy
and spectral efficiency. To combat such losses, non-orthogonal
multiple access strategy is, for instance, an attractive solution;
this scheme supports multiple users that can be multiplexed
at different power levels but at the same time/frequency/code
with a satisfactory performance [43], [45].
Besides, traditional communication systems are often de-
signed and optimized using the notion of channel capacity
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Fig. 5. Illustration of a machine-type communication framework for the Energy Internet. There are many physical processes related to the system happening
at the same time. Sensors are deployed to acquire raw data. This data is pre-processed in the edge following a given strategy (e.g. time-based or event-based
sampling). The pre-processed data is aggregated/fused and then transmitted via wireless MTC. At this stage, depending on the application requirements, the
transmissions must be related to mMTC (e.g. metering) or URLLC (e.g. fault detection). The final step is processing of the received data to be used by the
end-application, which may be the Energy Internet server or an automatic voltage/frequency control feedback loop.
that assumes infinite long block lengths, which is a reasonable
benchmark for practical systems with rely on large averages
to project the data rates [46]. However, MTC (either mMTC
or URRLC) traffic is often characterized by short blocks. As
a result, the same assumptions in terms of channel capacity
cannot be directly applied to short block length messages as
pointed out in [46], which surveys the recent advances in
this area. In this context, new information theoretic results
have been presented related to the performance of short block
length communication systems showing that achievable rate
depends not only on the channel quality of the communication
link, but it is also a function of the actual block length
and error probability tolerable at the receiver. In light of
these new results, the underlying channel models are being
revisited for IoT specific environments, including the traffic
characterization and energy consumption constraints.
Effective capacity theory appears in this context as a cross-
layer metric that offers guarantees on statistical QoS provision-
ing subject to latency constraints. Effective capacity provides
the maximum constant arrival rates at the link layer that can
be supported with a time-varying wireless transmission rates
while guaranteeing certain delay/latency (QoS) constraints.
Delay-bounded QoS is an important metric for delay-bounded
MTC networks due to the diverse traffic generated by different
applications with their heterogeneous requirements [47]. For
instance, as commented above protection signals must be
dealt within few milliseconds, data collection from smart
meters may have tens of milliseconds of latency, and, in the
other extreme, average consumption monitoring may accepted
latency of minutes. Moreover, the characteristics of the traffic
generated by the those different applications and their con-
straints onto underlaying network performance.
Figure 5 illustrates a general machine-type communication
framework, where different physical processes running in
parallel require different performance from the communication
system depending on the final application. In the case of
the Energy Internet, the physical processes are virtualized so
as to map energy consumption, generation and storage as
discretized packets. Processes related to, for example, grid
protection are virtualized and processed to guarantee that the
operation of the electric grid is under their strict constraints –
i.e. high reliability and low latency. Overall, many advances
have been made over the recent years, and MTC is seen
as key enabler for future wireless networks, 5G and IoT,
and such accomplishments are a fundamental enabler of the
Energy Internet with its diverse requirements related to delay,
reliability, coverage and connectivity.
V. OTHER ISSUES
Managing energy systems as packets not only brings techno-
logical challenges related to communications and the grid itself
but also opens questions on how the Energy Internet could
be sustained in other dimensions. This would go from social
acceptance of the innovative solution to new business models
since it presupposes active management strategies supported
by technological advances for monitoring and controlling the
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distribution network over a reliable communication infrastruc-
ture. For example, nowadays there is a wide range of emerging
arrangements (e.g. [35], [36], [48]–[50] and references therein)
that support local energy trading, flexible management and lo-
calized control of electricity networks. Their actual suitability
to the proposed solution is not straightforward, but would be
seen as start points to be further investigated and eventually
deployed.
In [48], the authors indicated that the recently developed
grid technologies, the regulation bodies (i.e. laws) and business
models are not synchronized, creating obstacles to a systemic
modernization of the grid [28]. Despite of these impairments,
some directives and standardization bodies like 5G-PPP [39]
understand that modernizing solutions will be built upon a
more cooperative economy [36], opening the door to new
solutions. In this context, three interesting concepts are worth
mentioning as potential (social) elements of the Energy Inter-
net. They are the following:
‚ Micro-operator (e.g. [51]) can be considered as an entity
that offers mobile connectivity combined/locked with
specific, local service, which is spatially confined to the
defined area of operation, such as micro-grids. Micro-
operator model would be used as the way to manage the
communication network to sustain the Energy Internet. It
can be private, public or community owned.
‚ P2P aggregator (e.g. [51]) is built to become a new type
of supplier that brings together residential, commercial
and industrial demand and facilitate the integration of
demand-side flexibility in the existing electricity market.
The P2P aggregator of a given group serves as both:
manager of flows within the groups and the link between
between the group and the external grid. It may operate
the P2P trading platform, which creates a marketplace
providing information and matching buyers and sellers,
allowing the self-regulation of the P2P trading. This
concept was studied in the H2020 P2P-SmarTest.
‚ Energy community/local cooperative: (e.g. [36], [50])
is a community-oriented entity that finances projects on
renewable installations. There can be tens of thousands
of members (e.g. Ecopower cooperative in NobelGrid
project has 50.000 members). The electricity produced
with these installations is supplied to the cooperative
members. This model can manage renewables and serve
members, while operating in an open, competitive market
environment. It places prosumers (consumers who are
also small-scale producers) in the center of local energy
market design. Small to medium-scale distributed storage
systems could be used to exploit their flexibility. This
allows for cooperatives based on physical location (e.g.
micro-grids) or virtual associations (similar to Virtual
Power Plants). There are many projects about community
energy as, for example in Europe, H2020 NobleGrid,
WiseGRID and Empower.
These elements indicate the diversity of possible participants
in the future energy system. For example, the P2P aggregator
may act as the “energy server” that decides if energy packet
requests will be served or not; it shall consider not only
the availability of generation/storage to serve the request, but
also the load that request (load priorities, e.g. cooking has
higher priority than electric vehicle charging) and the network
capacity, as well as the source of supply. If we are considering
a micro-grid operating as a local cooperative that tries to
be off-grid as much as possible, then the optimization shall
manage the “energy inventory” based on such a goal. The
communication network operated by the micro-operator needs
then to fulfill the grid requirements so that the P2P aggregator
could properly manage the local energy cooperative. So it
would fulfill the communication requirements needed to man-
age the interchange of energy packets locally, also allowing
for external communication when the micro-grid needs to be
connected to the main grid (due to over- or under-supply).
One advantage of local cooperatives operating as a micro-
grid is that users (prosumers) tend to be engaged with the
management process, more than usual relations between con-
sumer and utility, or consumer and service providers [36].
Due to the nature of cooperatives, the decision-making and
directives of the micro-grid would be decided collectively. For
example, the community would decide (bounded by techni-
cal and economical limitations) about the loads’ priorities,
investments in generation, acquisition of storage, and how
to deal with surpluses or deficits of energy. Due to the
democratic process of decision-making, the social acceptance
of the energy management system based on packets tends to
increase (e.g. [36]).
Interestingly, issues related to social acceptance in energy
systems is the topic of the first issue of IEEE Power &
Energy Magazine in 2018, including two articles [52], [53]
that also identify the importance of active participation in
decision-making to engage participation of users in, for exam-
ple, demand-response programs. They argue demand-response
policies that require changes in energy consumption (e.g.
turning off air conditioner, or delay washing machines, or
randomized approach to charge electric vehicles at nights)
would be more likely accepted when the users feel they
actively participate in the system when compared to more top-
down, price-based, approaches.
VI. ONGOING AND FUTURE ACTIVITIES
This paper provides our perspective of how to manage the
distribution level of electricity power grids as cyber-physical
systems based on discretized energy packets. In addition to the
main results already discussed in the previous sections (mainly
[5]–[7], [11]), we would like to cite three ongoing activities
from the authors that set the basis of the proposed concept.
They are: BCDC Energia, zero-energy log house, and Fusion
Grid. We will provide a brief summary and their relation with
the Energy Internet in the following.
A. BCDC Energia
The consortium named Cloud Computing as an Enabler of
Large Scale Variable Distributed Energy Solutions – BCDC
Energia1 focuses on identifying different solutions to guar-
antee the balance between supply and demand using a high
1http://www.bcdcenergia.fi/en/project/
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quality weather forecast via state-of-the-art information and
communications technologies. One line of research is the
development of an energy-weather forecast by the Finnish
Meteorological Institute as a tool to predict the electricity
production from solar and wind with their most recent me-
teorological model. Other research line is the analysis of
machine-type communications and IoT networks in the context
of energy system as in [54]–[59]. In more recent work [60],
Tome´ et al. gave the first step to combine them by focusing
on how weather forecast and statistical analysis of electricity
demand could be the basis of energy storage management in
households and micro-grids.
In more systemic level, the impact of demand-side manage-
ment was studied in [37], [61]–[64] following the lines pre-
sented in [28]. These results evince the existence of systemic
emergent phenomena that are undesirable when operating
power grids, mainly due to a combination between lack of
coordination caused by poorly designed information signals.
The authors provide possible solutions to the issue, including
direct signals for micro-grids [61] and exclusive block bids in
wholesale market [37].
The results from BCDC Energia are, however, mainly based
on empirical or theoretical research supported by already avail-
able data with neither explicit testbed to assess the concept
in real-case scenarios nor system-level simulations to prove
its scalability. The packetized energy has already showed its
potential as a specialized solution (refer to Section II) that can
be used to combine the different research direction opened
by BCDC Energia including small-scale testbeds (households
and micro-grids) and simulations/emulations for scaling it up.
Those aspects are covered in, for example, the following two
research activities.
B. Zero-energy log house
The nollaenergiahirsitalo is the first organized zero-energy
log house in Finland2. The construction was led by one of
the co-authors (Antti Kosonen) so that the aggregate energy
consumption and demand is zero. To do so in the challenging
Finnish conditions with cold and dark winters, not only an
energy efficient building is needed but also an intelligent
management algorithm, as described next.
The buildings in the site are positioned to guarantee shad-
owless of the roofs in order to maximize solar photo-voltaic
(PV) production. The house has south and the garage east-west
solar PV installation, including total of 21 kWp modules and
16 kW of inverter power with four separate maximum power
point tracking. The main heating system is based on a ground
source heat pump with vertical drill hole that enables also pre-
cooling of the incoming air. The heat is transported through
the water that circulates in the floors. The heat can be storage
to a 750-liter, two-layer water boiler, in which the upper layer
is mentioned for domestic hot water and the lower layer for
buffering (storage) of the heating. In addition, the lower layer
is applied as a pre-heater of the domestic hot water. The heat
pump is controlled with a Rasperry PI system that utilizes
solar PV production forecast based on energy-weather forecast
2More information at http://www.nollaenergiahirsitalo.fi/ (in Finnish).
of Finnish Meteorological Institute (see BCDC Energia) and
wholesale market electricity price (given by NordPool).
The intelligence introduced by the control system is able
to perform well in the present situation. However, we have
shown that this solution cannot be sustained when many more
houses use the same kind of intelligent algorithm (i.e. it is not
a scalable solution at the existing energy system structure).
Coordination is needed for either case: micro-grids [61], [63]
or liberalized markets [37], [64]. The packetized management
with requests and a server will then serve to coordinate such
intelligent agents using distributed solutions like the ones pro-
posed in [65]–[67] that can solve collective decision-making
processes with combinatorial complexity. This solution also
allows market integration as discussed in [37].
C. Fusion Grid
Fusion Grid3 is a project supported by Business Finland
BEAM program and led by Lappeenranta University of Tech-
nology (LUT). Other project partners are Nokia, GreenEnergy
Finland (GEF), University Properties of Finland (SYK), and
Aalto Yliopisto. The main goal in the project is to develop a
cost-effective solution to bring electricity (via off-grid micro
grid based on renewable energy sources) and connectivity
(LTE Kuha base-stations developed by Nokia) in remote and
poor areas where there is no existing network infrastructure
[68]. This solution involves a light off-grid cell deployment
comprising solar panels, battery energy storage, power delivery
solution for local people and houses with few controllable
loads with wireless connectivity and a Kuha base-station. The
basic construction of the Fusion Grid platform consists of
different levels with functionalities as illustrated in Fig. 6.
The off-grid power network is designed to be self-healing
and self-configured when there is fault in the power system,
or when/if the grid is extended. All grid-related control and
critical communications are wireless and coordinated via Kuha
base-station. This requires intelligent devices to be installed
not just to next to the Kuha base station (i.e. the grid master
control unit) but also to the each control point (i.e. the
customer power grid interfaces). To be a cost-effective off-grid
power system implementation, customers may also have their
own small-scale PVs and/or energy storages making the power
system decentralized. Accordingly, there might be a need and
interest to exchange the energy with the rest of the power
grid. This involves and requires local off-grid energy markets
and models to be designed for such systems. These make the
power grid also decentralized in relation to the grid control
and communications so that and event-based communication
algorithms with local data pre-processing algorithms need to
be studied. Cost efficiency is also the aim in communications
via the Kuha base station, which also provides access to
internet and local services for customers. Thus, the same
wireless communications network are used for both customers,
and control of the power system. Two testbeds are expected:
one at LUT Green Campus, where the off-grid power system
and the control concepts of Fusion Grid are designed and
3More details in https://bit.ly/2OSFhMn.
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Fig. 6. Fusion Grid schematic composed by electricity micro-grid and wireless connectivity, including possible digital services and local markets.
tested; another will be implemented in Namibia, including
active feedback from end-users.
As the first test setup is to be built, the project focuses on
few loads and a reasonably small number of households so that
demand-side coordination is still not an explicit concern. How-
ever, the Fusion Grid is being developed to be modular so it
shall be scalable so that it can be extended by interconnecting
similar small-sized power cells (“nano-cells”) together, and by
this way wider-scale energy distribution infrastructure could be
formed. In this sense, Energy Internet offers a direct solution
to coordinate loads via Kuha. Micro-grid functionalities, such
as communication-based grid protection, where latency and
reliability demands are very strict are developed and tested
on the pilot setup. In addition, autonomous (1) grid recovery
from a fault in the power system, and (2) grid reconfiguration
when power system with a new nano-cell is extended will be
modeled and emulated by simulation models. Another possible
approach is to emulate different households based on the zero-
energy log house data and test its scalability via simulation and
emulation in the Fusion Grid platform. These would include
different possibilities of governance such as self-sufficient
energy communities, local micro-grid markets or fully market-
integrated virtual micro-grids.
VII. DISCUSSIONS AND FINAL REMARKS
This article discusses how to build the Energy Internet
supported by the recent technological developments. By revis-
iting the relevant literature, we demonstrated the reasons why
managing the distribution level of the electricity grid based
on cyber-physical energy packets is feasible and desirable.
Our approach considers that users, being consumers and/or
producers with storage capabilities, are part of a (physical or
virtual) micro-grid and possess a common inventory that needs
to be managed by, for example, a P2P aggregator who acts as
a server. The inventory shall have rules that include priority of
loads and optimization goals (e.g. being self-sufficient at most
times); these can be decided collectively by the micro-grid
members or dictated by the system operator.
The proposed Energy Internet can be only sustained by
the massive connectivity and the ultra-reliability low-latency
guarantees given by machine-type communications that fulfill
the strict quality requirements imposed by the physical grid. In
this sense, machine-type communications become a necessary
enabler to build the Energy Internet. However, technology
alone is not sufficient so that different elements like micro-
operator and aggregators are then needed. Together with
these elements, social acceptance of the proposed solution is
necessary.
Clearly, the vision presented here is ambitious and may
take decades to be fully realized. However, a transition from
existing liberalized markets to this approach can be done
via virtual micro-grids that treat their energy according to
principles described here while participating in the wholesale
market (probably together with other micro-grids). This ap-
proach is also aligned with the solutions proposed in [37],
[61], where the P2P aggregators would play a bigger role by
creating possible local energy interchanges that would lead to
the upcoming Energy Internet. Overall, the proposed Energy
Internet can only emerge if the following open research topics
are tackled:
‚ Packetized Energy Management: It is necessary to
research the best ways to discretize dispatchable loads
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to be handled by an energy server, whose management
algorithm can solve (large) combinatorial problems in
few minutes. Extending the work in the management
side done by [11] into the direction of the distributed
algorithms in [66] indicates a promising solution.
‚ Micro-grid: The key open questions in this topic are
related to the effects of communications delay on micro-
grids, mainly related to protection, and how the intercon-
nection between micro-grids shall be done. The surveys
presented in [41], [69] indicate different research paths.
We are particularly interested in the concept of Fusion
Grid [68] presented in Fig. 6 as a modular solution where
the Packetized Energy Management can be tested using
wireless communications in a micro-grid environment.
‚ Machine-type communications (MTC): The research
in the field is normally application agnostic [30], [31].
It is necessary that wireless communication technologies
are tailored to cover the Energy Internet applications.
In general, reference [17] provides a survey related to
the evolution of energy management including ICTs.
More focused research in applications of MTC in energy
systems are given in [55], [58].
‚ Governance models: A new system paradigm requires
different governance models. The liberalized electricity
market composed by big generators and retailers are
becoming unsuitable for the new energy system when
more and more distributed generation are appearing at
the distribution level. New governance models like energy
communities [36], or peer-to-peer local markets [35] need
to be further studied and deployed to sustain the proposed
Energy Internet.
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