[1] The application of complex land surface models to long-term estimation of water, energy, and CO 2 exchange suffers from possible static parameterization of inherently timevarying properties. This paper presents a method by which structural (i.e., spatial) patterns in model output errors can be identified and associated with errors in a single parameter or set of interacting parameters. We focus on CO 2 concentration profiles as the observed quantity containing spatial information on model performance. The core of the method relies on the empirical orthogonal function (EOF) analysis of an ensemble of model error profiles produced by synthetically inducing parameter biases. EOF analyses of the error profiles associated with photosynthetic capacity, stomatal conductance, radiation interception, soil respiration, and turbulent mixing parameters concentrated greater than 94% of the error pattern variability in the first two EOFs, producing very compact (two member) basis sets. Application of the EOFs to the identification of parameter error sources was performed with three sets of synthetic tests. The method was broadly successful at identifying the primary error source when one or two error sources were present, using single-parameter basis sets. Two-parameter basis sets were able to identify strongly interacting parameter errors (i.e., errors of approximately equal magnitude). Environmental classification of photosynthetically active radiation and wind speed regimes was effective at untangling error influences for the tightly coupled photosynthetic, radiation, and stomatal conductance parameters. Data analysis of measured concentration profiles was used to derive the environmental classes. 
Introduction
[2] Estimation of the exchange of water vapor, energy and carbon dioxide (CO 2 ) between the land surface and the overlying atmosphere has become a major focus for researchers attempting to quantify the impact of forest ecosystems on the global water and carbon budgets. Recently, with long-term eddy covariance flux records becoming available, examination of the seasonal-to-annual variability of the processes driving land-atmosphere exchange, at scales ranging from a single, homogeneous stand to more extensive and heterogeneous sites, has received increasing attention. Several factors have been identified as causes of net ecosystem exchange (NEE) variation over timescales of one month or more. These include drought induced water stress [Baldocchi, 1997; Ellsworth, 2000; Wilson et al., 2000a; Hollinger et al., 2004] , leaf age and physiological change Chen et al., 1999; Ellsworth, 2000; Wilson et al., 2000a] , acclimation to light Morecroft and Roberts, 1999] and environmental conditions [Greco and Baldocchi, 1996; Baldocchi et al., 1997; Chen et al., 1999; Lloyd et al., 2002; Hollinger et al., 2004] , and changes in ambient CO 2 concentration [Ellsworth, 1999] and soil temperature .
[3] With the increasing need for accurate, long-term estimation of canopy-atmosphere exchange, the challenge presented by the temporal variability of vegetation functioning has driven the growth in mechanistic detail and complexity of models designed to estimate land-atmosphere fluxes of CO 2 , water vapor and energy. One modeling framework that has been broadly used as a tool for hypothesis testing and flux estimation is based on the vertical discretization of a plant canopy into multiple layers. This framework, referred to here as a multilayer canopy process model (MLCPM), consists of a set of coupled component submodels representing the physical and biological processes governing mass and energy exchanges across the canopyatmosphere interface. Models of this type have proven relatively accurate with respect to net (i.e., vertically integrated) flux estimation across a broad range of ecosystems [e.g., Baldocchi and Harley, 1995; Leuning et al., 1995; Gu et al., 1999; Lai et al., 2000b; Pyles et al., 2000; Styles et al., 2002] . Despite their broad applicability, unique parameterizations are required in each case [Wullschleger, 1993] . Most often these parameters are treated as static values, despite being known to vary seasonally and interannually, as canopy structure [Pinard and Wilson, 2001; Baldocchi et al., 2002] , leaf age [Wilson et al., 2000a , and environmental conditions vary [Ellsworth, 2000; Law et al., 2000; Wilson et al., 2000b; Cai and Dang, 2002; Medlyn et al., 2002; Xu and Baldocchi, 2003] . This limits the applicability of MLCPMs to short-term integrations with similar environmental conditions to those for which the submodel parameters were measured.
[4] Recently, methodologies have been presented to optimize static parameter values through the minimization of residuals between modeled fluxes and concentrations and those measured within and above plant canopies. Styles et al. [2002] optimized nine MLCPM parameter values against measured scalar concentrations, and concluded the model could not significantly distinguish the parameter influences, resulting in potential interdependencies among the optimized values. Using the CSIRO biospheric model and measured fluxes of CO 2 , water vapor and heat in a nonlinear inversion framework, Wang et al. [2001] found that a maximum of three or four parameters could be independently resolved. Strong correlation between parameters, similar effects of parameter perturbations on model outputs, and model insensitivity to specific parameters were all reasons for the limitation.
[5] Franks et al. [1997] note that multiple sets of parameters may achieve an optimization goal equally well in a complex land-atmosphere scheme (i.e., the equifinality problem). Monte Carlo -based methods have been developed to deal with equifinality by estimating the uncertainty of models and parameter sets, notably the GLUE methodology of Beven and Freer [2001] and the Metropolis algorithm of Kuczera and Parent [1998] . Multiobjective optimization has also been applied successfully to deal with uncertainty in large parameter spaces [e.g., Gupta et al., 1999; Mackay et al., 2003] . However, to our knowledge, no attempt has been made to examine spatial error structures in the predictions associated with specific model errors as a way to select the most likely sources of error for use in an optimization scheme.
[6] This paper presents a method by which structural (i.e., spatial) patterns in model output errors can be identified and associated with errors in a single, or set of interacting, parameters. The core of the method relies on the empirical orthogonal function (EOF) analysis of model error structures produced by synthetically inducing specific parameter biases. EOF analysis produces an orthogonal decomposition of a spatial covariance matrix, in this case model error covariances, information critical to the success of modern data assimilation systems, [e.g., Reichle et al., 2001; Margulis and Entekhabi, 2003] . The orthogonal nature of the EOF patterns allows them to naturally form basis sets onto which model/data residuals may be projected. The method is applied to the identification of the primary source(s) of parameter error in modeled canopy sublayer CO 2 concentration profiles through a set of synthetic experiments in which single and multiple error source cases are considered. Concentration profiles are a data source primarily collected to calculate mass storage (e.g. CO 2 ) within the canopy airspace [Hollinger et al., 1994; Baldocchi et al., 1996; Lai et al., 2000a] . We propose here the use of residual concentration profiles as a vertical gauge of MLCPM fidelity.
[7] Successful MLCPM validations for short time periods, and studies demonstrating the divergence of modeled and measured fluxes at longer timescales, point to model bias caused by parameter error as a major concern Katul et al., 2001] . In this preliminary study, potential error sources are limited to parameter values, omitting consideration of measurement error and model structural error. We also address the potential for conditioning the analysis on background environmental conditions (e.g. photosynthetically active radiation and wind speed) as a means to separate the effects of different error sources.
2. Theory 2.1. Empirical Orthogonal Function (EOF) Analysis 2.1.1. General Overview and Example Application
[8] EOF analysis, also known as Principal Component analysis, owes its origins to Pearson [1901] and Hotelling [1933] . The technique was originally introduced into meteorology [Lorenz, 1956] as a method for extracting the dominant modes of spatial variability in meteorological fields. The spatial patterns optimally describe the variance of the original data set [von Storch and Zwiers, 1999] , such that, in many cases, a large fraction of the degrees of freedom of the original data set can be eliminated as unimportant, while retaining the majority of the information contained in the original data set.
[9] We examine the properties of EOF analysis by considering an application to a set of measured CO 2 concentration profiles collected at 0.75, 1.5, 3.5, 5.5, 7.5, 9.5, 11.5, 13.5, and 15.5 m above the soil surface in the Duke Forest Loblolly pine stand between the months of April and October in 2000. Details concerning the data collection methodology are given by Lai et al. [2000a Lai et al. [ , 2000b and Siqueira et al. [2000] . Leaf area density profiles (L) defined the canopy height to be 16 meters.
[10] An r-by-n data matrix, D, is constructed such that the n columns are each a measured concentration profile with r spatial coordinates (z) collected at unique, but not necessarily consecutive, measurement times. The profiles are centered by removal of the temporal mean vector. For the cases considered in this paper, there will always be many more data vectors than spatial coordinates (i.e., r ( n). Application of EOF analysis expands D into a set of r orthogonal patterns, the EOFs (F), and corresponding amplitude vectors, the principal components or PCs (w), of length n. Figures 1a -1c present the first three EOFs of the daytime (Q > 10 mmol m À2 s
À1
, 2879 records), nighttime (2295 records) and the combined (5174 records) sets of measured concentration profiles. The corresponding PCs are displayed in Figure 2 , plotted against the hour of day and simultaneous measurements of photosynthetically active radiation (Q) and wind speed (U). These PC values are used to partition Q and U into environmental classes in the synthetic experiments that follow. The full set of EOFs span the vectors in the data matrix, allowing for the complete reconstruction of any data vector. A data vector corresponding to time t, d t , is equivalent to a linear combination of the EOFs, weighted by the amplitudes for t.
Figure 1. First three EOFs produced in the analysis of CO 2 profile data collected at the Duke Forest pine site, for (a) daytime, (b) nighttime, and (c) combined profile sets and (d) the fraction of data set variance described by each EOF. EOFs 1, 2, and 3 are plotted with circles, squares, and diamonds, respectively. L is plotted for reference as a thick gray line. Three concentration profile reconstructions, using the EOFs in Figure 1a , are presented in Figure 3 .
[11] The EOFs can be shown to be the eigenvectors of the sample spatial covariance matrix of D [von Storch and Zwiers, 1999] . The jth eigenvalue, l j , is the variance of the data set described by F j [von Storch, 1999] . The fraction of the variance (f v ) that can be attributed to F j is calculated as
Plots of f v in Figure 1d display a rapid decrease in variability described by each EOF, with the first EOF containing approximately 88% of data set variability, and the first three EOFs describing almost all of the profile variation. The amplitude vector of the kth EOF, W k , is calculated as
The optimality of EOF analysis concentrates data variance in the first few spatial patterns. This allows the truncation of the series in (1), keeping only the first few significant patterns, while effectively capturing the majority of the signal in the data set.
Multilayer Canopy Process Model Formulation
[12] The focus of this study is to demonstrate the effects of parameter perturbations on the vertical geometry of model solutions, and to use the unique spatial structures associated with errors in each parameter, or set of parameters, to deduce the primary source of model error. An MLCPM capable of producing a solution of the vertically resolved radiation, wind speed, air temperature, scalar concentration and scalar source/sink strength profiles within the canopy was used to produce the error patterns and test the method described below. Model inputs include meteorological forcing at the canopy top, a leaf area density profile, and canopy-specific component submodel parameter values. While variation in component submodel formulations exist, a large number of studies have demonstrated the ability of MLCPMs to capture reasonably well the halfhour variability in canopy top fluxes when rigorous parameterization is performed under conditions similar to those for which the model is applied [Baldocchi and Harley, 1995; Leuning et al., 1995; Williams et al., 1996; Gu et al., 1999; Lai et al., 2000b; Styles et al., 2002; Ogee et al., 2003] . In the present study the MLCPM structure was kept simple and general, and is based primarily on that used previously to model the Duke Forest loblolly pine canopy [Lai et al., 2000a [Lai et al., , 2000b . For brevity, we refer the reader to these studies for details regarding the model formulation and parameterization. Only those equations related to the parameters being investigated, or deviations in formulation from these studies, are presented here.
[13] A brief description of the component submodel formulations critical to the error determination methodology follows. The wind speed profile is computed using the steady state and horizontally homogeneous mean momentum equation,
with a K theory closure for the Reynolds stress and a closure for the aerodynamic force dependent on the drag coefficient (C d ) and L . Turbulent scalar transport is similarly computed using the temporally averaged conservation of mass equation, assuming negligible scalar storage . The eddy diffusivity (K M ) is computed using the K theory closure
with a simple mixing length (l mix ) model,
and d being the zero-plane displacement height Poggi et al., 2004] . The parameter a is static and determined by calibration. ], respectively).
[14] The radiation submodel algorithms compute separately the vertical interception of both direct beam and diffuse radiation in short-and long-wave bands [Campbell and Norman, 1998 ]. The extinction coefficient for beam radiation (K b ),
depends on solar zenith angle (y) and the geometry of the leaf angle distribution (y). A multiplicative factor (b) is used in this equation as a parameter value that may induce error into the radiation submodel.
[15] The model of photosynthetic CO 2 uptake [Farquhar et al., 1980; Collatz et al., 1991] considers the biochemical limitations associated with electron transport (A j ) and Rubisco activity (A c ),
where G * is the light compensation point for CO 2 assimilation, K c and K o2 are Michaelis constants for the fixation of CO 2 and oxygen inhibition, respectively, [O 2 ] is the ambient oxygen concentration, and V is a parameter representing Rubisco activity at 25°C.
[16] A linear relationship between stomatal conductance (g s ) and the product of photosynthetic uptake (A n ), relative humidity at the leaf surface (h s ) and CO 2 concentration at the leaf surface (C s ), couples stomatal dynamics to photosynthesis [Ball et al., 1987] :
The slope (m) and intercept (b 0 ) are empirically determined parameters. Leaf energy balance is calculated using a linearized form of the leaf energy budget [Campbell and Norman, 1998] , and the iterative technique of Tracy et al. [1984] .
[17] Soil respiration flux (f r ) was modeled as an exponential function of soil temperature (T s ),
with R 10 the respiration rate at 10°C [Lloyd and Taylor, 1994] . Energy fluxes at the soil surface were calculated from algorithms presented by Noilhan and Mahfouf [1996] .
[18] Six model parameters, associated with photosynthetic uptake (V), canopy turbulent dispersion (a and C d ), radiation interception (b), stomatal conductance (m) and soil respiration (R 10 ), were chosen to study the effects of parameter error on model error structures. These six parameters will be referred to as candidate parameters in the following methodological description. The control values used for these parameters were Figure 4 presents the sensitivities of CO 2 source/sink strength profiles (s) and CO 2 concentration profiles (c) to ±15% variations of p c , under typical daytime conditions. The plots also show the effects of varying Q from 600 to 1400 mmol m À2 s À1 . The patterns produced by each parameter perturbation are examples of the unique error fingerprints placed on model solutions by individual parameter errors. These patterns may change with environmental conditions and the magnitude of the perturbation. Perturbations to a, C d and R 10 have a negligible impact on s relative to the effect of perturbing V, b or m, which have strong impacts on the vertical s distribution and magnitude.
Determination of Characteristic Error
Patterns (CEPs) 2.2.1. General Overview
[19] The approach to error detection presented here centers on the generation of the vertical patterns in CO 2 profile predictions associated with specific parameter errors. Figure 5 provides a schematic diagram of the process by which these error patterns, referred to here as characteristic error patterns (CEPs), are produced. One set of CEPs are produced for each parameter, or parameter combination, suspected as being the primary error source(s) in the model. Two instances of the MLCPM are used in this process. The control model is the MLCPM with default parameter values, assumed to be the true values when generating the CEPs. The perturbed model is identical to the control model, with the exception that one or more parameter values are perturbed from their default values. An ensemble of environmental conditions is used to force both instances of the MLCPM, with the resulting concentration profiles differenced to produce a residual profile set associated with the erroneous parameter value(s) of the perturbed model. The residual profile set is then decomposed using EOF analysis into a set of orthogonal patterns, the CEPs, which optimally characterize the model error structures associated with these parameter(s). The following subsections describe each element in the process of CEP generation, as well as specific aspects associated with the synthetic experiments designed to test the method.
Forcing Ensemble and Environmental Classification
[20] A forcing ensemble, F, is defined here as a set of forcing vectors in which the variable values in each vector have been randomly drawn from within realistic ranges to produce forcing conditions under which the broad response of the MLCPM may be tested. The ranges of the environmental variables in F may be subdivided into G classes, F = [ G g¼1 F g , for which system behavior is expected to differ. Error detection may then be performed separately for each environmental class (or simply class in the remainder of the paper), with certain classes potentially advantageous for the isolation of specific error sources.
[21] In the experiments described below, Q, U and air temperature (T a ) values are drawn uniformly from specified ranges to produce forcing ensembles. The ranges of Q and U were determined based on the transitions of w 1 and w 2 in the Duke Forest pine application results displayed in Figure 2 . 
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The values of Q were divided into four ranges (Q 100, 100 < Q 500, 500 < Q 1350, and Q > 1350) [mmol m [22] Five classes of Q and U were chosen for the experimental tests and are indicated in Table 1 . Of the 16 Q/U classes, we limit our discussion here to daytime values in which the canopy is not well mixed, eliminating the regions in which Q 100 and U > 2.5. Of the remaining classes, we focus on the five in which most data fall, as wind speeds typically increase during the day with radiation. These five classes are indicated in Table 1 .
Forward Model
[23] The MLCPM, or simply the forward model (f), accepts as input an ensemble of environmental forcing conditions, F = {f i ji = 1,. . .,n f }, and a vector of component submodel parameter values, p = {p i ji = 1,. . .,n p }. Each vector f in the forcing ensemble contains the values of the meteorological variables and other environmental inputs necessary to run the MLCPM. The forward model produces as output a set of CO 2 concentration profiles, D = {d i ji = 1,. . ., n f }, one for each forcing vector:
Control Profile Set
[24] MLCPM formulations require a large number of component submodel parameters, each with some level of uncertainty and temporal variability. A subset of these are chosen to be the candidate parameters (CPs), those parameters whose values have a large degree of uncertainty, are known to vary considerably, or for which the sensitivity of model outputs is high. The CPs have control values, p c = {p i c ji = 1,. . .,n c } (see equation (11)), where n c is the number of CPs. The set of control profiles produced by running the forward model with F and p c , i.e., [26] In the synthetic experiments performed in this paper, the maximum perturbation magnitude assigned to V was 30% [Ellsworth, 2000] . The maximum perturbation magnitudes of the remaining CPs were found by varying the perturbation magnitude until the mean vertically summed absolute difference (perturbed -control profiles), for an ensemble of 1000 random forcing sets, across the entire range of forcing data used in this study, was found to be nearly identical to that produced by a 30% perturbation in V. 
Residual Profile Sets and Characteristic Error Patterns
[27] The residual profile set is the difference R n = D n p À D c . The CEPs of the CP subset n are produced by an EOF analysis of R n . The mutually orthogonal CEPs can be used to fully reconstruct the qth residual profile, r q , in R n as in equation (16).
The full set of CEPs of n, % n = [F n,1 ,. . .,F n,r ], form a complete basis for all vectors in R n . The optimality of EOF analysis retains the bulk of the information about the error structures in the first few CEPs, allowing the remaining patterns to be truncated:
The construction of the CEPs described above is performed for each environmental class separately, forming classspecific CEP sets, % n g .
Primary Error Determination
[28] The CEP sets described above are the unique error structures associated with each CP or CP combination. Each CEP set has the property of being a set of mutually orthogonal vectors, providing a convenient basis onto which other vectors of the same length may be projected. Difference concentration profiles are calculated as
m is a set of measured profiles, and D c is a set of modeled profiles using the default parameter set, p c , and the measured environmental forcing. The difference profiles provide a source of information on the vertical structure of MLCPM error. The CEP sets condense this information into a few vertical patterns associated with a CP or CP combination.
[29] Primary error sources are determined by projecting each difference profile, d, in D d separately onto each CEP set. The approximation of d by projection onto the basis specified by the parameter subset n, composed of j basis vectors, for the gth environmental class, is given bỹ
where the brackets represent a vector dot product.
[30] The basis set which best reconstructs the vectors in D d is determined to be the primary error source. Accuracy of the reconstruction of a profile in this paper is quantified using the L-2 norm:
The primary error source contributing to the error residual is determined to be the CP set having the minimum e value. We note that several other valid choices for the criterion describing the accuracy of the reconstruction exist [Janssen and Heuberger, 1995] .
Results
[31] We examine the ability of the error patterns associated with each CP, and CP pairs, to identify sources of parameter error due to single and paired parameter perturbations. Three synthetic tests of the method were performed. The advantage of synthetic tests is that the true source of model error is known, allowing conclusions to be drawn about the effectiveness of the method. Synthetic testing also allows focus to be placed on the specific aspect of the error detection problem addressed here, the identification of model bias caused by errors in parameter values, excluding the complicating factors of measurement and model structural errors. Each test required a forcing ensemble, which was used to create a synthetic truth (referred to hereafter as measured) and a perturbed (referred to hereafter as modeled) profile ensemble.
[32] Two synthetic tests were performed using the six single-CP basis sets. The CEPs were generated using forcing ensembles of 1000 members for each environmental class studied here (see Table 1 ). The first EOFs of each CP, in each of the environmental classes, are displayed in Figure 6 . The patterns associated with certain parameters distinguish themselves under specific environmental conditions. For example, the patterns associated with V and m are best distinguished in class (1,2), while those of V and b are better distinguished under higher radiation conditions. The importance of determining the classes for which parameter errors are best distinguished will be demonstrated below.
[33] The percentage of variability accounted for by the first 3 EOFs for each class is presented in Table 2 . The first two EOFs account for >94% of the data set variability in all cases, with >98% accounted for by F 1 and F 2 in all but two cases. The addition of F 3 added a negligible amount of data set variability. We therefore limit the error projection basis sets (CEPs) to the first two EOFs.
[34] The initial set of synthetic test profiles was produced by inducing error in a single model parameter. A new 1000-member forcing ensemble for each environmental class was used to create the measured and modeled profile sets. The percentage of identifications (IDs) made for each basis set is presented in Table 3 , organized by error source (ES) and environmental class. Correct identification percentages are indicated in bold. Italic percentages denote the cases in which one or more basis sets other than that of the actual ES had the highest score. This occurred in only two instances: b as the ES in class (1,2) and m as the ES in class (3,4). In both cases the method identified V as the most likely source Table 1. of model bias. This agrees with the observation made above, that the first CEP of V is not uniquely distinguished from these two parameters in these environmental classes. This may be explained by the tight coupling between the BallBerry stomatal conductance model and Farquhar-based photosynthesis model in the MLCPM, with g s = f(A n ), A n = f(c i ), and c i = f(g s ). The functional interdependencies of these two submodels, and the fact that radiation drives both, may produce similar error profiles under specific conditions. It is important to note, however, that the patterns become well distinguished as radiation increases (for Vand b) or decreases (for V and m). For all other ESs, and classes, the error source was unambiguously identified correctly.
[35] The second test used the same set of single-CP basis sets for the projection of error vectors that were produced with two embedded error sources. Again, a new forcing ensemble was used to produce 1000 error profiles (modeled minus measured) for each environmental class and each twoparameter combination. The primary error source (PES) for each profile was determined to be the ES whose error profile, using only the ES as a single error source under identical environmental conditions, had the greatest absolute sum. The other ES will be referred to as the secondary error source (SES). For this test the data were filtered so that the absolute difference in the error produced by the PES and the SES was at least 50% that of the PES, representing cases in which the PES was dominant. Table 4 presents the percentage of IDs made for each PES/class combination. The results are similar to the single-ES case, as the only two cases for which the PES was not unambiguously identified were b in class (1,2) and m in class (3,4) . Generally, the percentage of correct IDs decreased when a second error source was included. This is expected, as the second error source acts, through the action of the MLCPM, to nonlinearly adjust the residual profiles, potentially to an extent that error profiles do not resemble the single CP basis sets. EOF analysis is a linear transformation, ideal for the separation of modes that are linearly independent of each other. Multiple error sources in an MLCPM will likely produce a nonlinear combination of the two individual error sources, due to the nonlinear relationships inherent in MLCPM formulations.
[36] The same results, organized in terms of PES and SES pairs, are presented in Table 5 , where correct IDs were made for all but the following PES/SES pairs:
The last two columns of Table 5 present the maximum correct ID percentage and the class in Table 1 . Italic and bold percentages correspond to correct projections, those for which the correct error source (ES) was identified. Bold represents those cases in which the correct identification was made more than any other CP identification. Italic percentages are those cases for which at least one CP other than the ES was identified more frequently than the ES.
which it was made for each PES/SES pair. In each case the maximum was a correct ID of the PES for that class, demonstrating the effectiveness of environmental classification in separating tangled error influences. ] bins for Q and U, respectively. Viewing the projection results in this manner can help better specify environmental classes. For example, m is best identified in the center of each Q range, and the performance of V decreases with decreasing Q in the first Q range, pointing to potentially improved class demarcations where CEP sets focused on a smaller range of environmental conditions could improve performance.
[37] The final tests utilized the single-CP basis sets from the previous two tests, as well as CEP sets derived from pairs of CPs. The two-CP basis sets were produced in an identical manner as that of the single-CP CEPs, with simultaneous perturbations applied to each CP. Error magnitudes were drawn uniformly from the error ranges for each parameter independently, with both positive and negative perturbations equally likely.
[38] We examine the performance of two-CP basis sets for three of the interacting ES cases for which correct IDs were not made in the single-CP experiments (see Table 5 ): (b/a), (m/b) and (m/C d ). All six single-CP basis sets were used, as well as six two-CP basis sets composed of pairs of the four CPs most identified for each of these cases in Table 5 . The data from the previous two-error-source tests were used. The results are organized by environmental class in Table 6 . The b/a and m/C d CEPs performed well, with three environmental classes providing correct IDs. The m/b CEPs, however, only produced a correct ID in one environmental class. This is likely due to the tight coupling of m, b and V, as discussed previously. These results suggest this combined error source might best be identified under low-wind/intermediate-radiation conditions, where m and b individually distinguished themselves from V.
Conclusions
[39] This paper presents a method by which structural (spatial) patterns in model outputs can be identified and associated with errors in one or more parameter values. The method centers on the use of EOF analysis to produce sets of orthogonal patterns that capture the majority of the variability associated with specific parameter biases. The orthogonal nature of the EOFs allows them to naturally form basis sets onto which model/data residuals may be projected and reconstructed. The method is applied to the identification of the primary source(s) of parameter error in modeled canopy sublayer CO 2 concentration profiles through a set of single and multiple error source synthetic cases. The demonstration focuses on CO 2 profiles, but the approach is readily applied to humidity and temperature profiles as well. [40] The results demonstrated significant skill in identifying the primary source of model error when one source of bias was present. Single candidate parameter (CP) basis sets showed strong performance with two embedded error sources, when one source was dominant. As well, basis sets formed with pairs of interacting parameters were used with success to identify combined error sources of comparable magnitude, nonlinearly mixed by the MLCPM.
[41] The ability of the method to resolve model error will likely be dependent on the selection of the CP set and the environmental classification used, as coupling between submodels may cause parameter errors to form similar error patterns. The classification of environmental conditions was demonstrated to be effective at separating errors in coupled model parameters (i.e., V, b and m). The classification scheme used in this paper was based on a principal components analysis of measured concentration profiles. In practice, data analysis provides a method for obtaining general classification boundaries. This can be used in conjunction with a detailed sensitivity analysis of the model, such as that performed in the synthetic experiments in this paper, to further specify class boundaries useful for resolving the effects of strongly coupled parameters. While, for demonstration purposes, the classification scheme in this paper was focused solely on Q and U, other controlling environmental variables such as time of day, season, air temperature, soil moisture status, and vapor pressure deficit may be used to more precisely classify environmental regimes.
[42] The focus of this study was the presentation of the method and initial synthetic testing using CO 2 profiles as an example. The confounding effects of measurement and model structural error provide challenges for future studies. Simultaneous use of multiple scalar profiles (CO 2 , T a , H 2 O) is likely to further constrain model error source identifications. Application of techniques such as the one described in this paper could prove useful for higher-dimensional models, such as distributed hydrological models, in which parameter optimization is a critical issue.
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