Abstract. The purpose of this paper is to give a sufficient condition for (strong) stability of non-proper smooth functions (with respect to the Whitney C ∞ -topology). We introduce the notion of end-triviality of smooth mappings, which concerns behavior of mappings around the ends of the source manifolds, and show that a Morse function is stable if it is end-trivial at any point in its discriminant. We further show that a Morse function f : N → R is strongly stable (i.e. there exists a continuous mapping g → (Φg , φg) ∈ Diff(N ) × Diff(R) such that φg • g • Φg = f for any g close to f ) if (and only if) f is quasi-proper. This result yields existence of a strongly stable but not infinitesimally stable function. Applying our result on stability, we also show that a locally stable Nash function on R n is stable if it satisfies some mild condition on its gradient, and as a corollary, that the following non-proper function is stable (where k ∈ {1, . . . , n − 1}):
Introduction
A smooth mapping f between manifolds is said to be stable if for any mapping g sufficiently close to f (with respect to the Whitney C ∞ -topology) one can take diffeomorphisms Φ and φ of the source and the target manifolds, respectively, so that they satisfy φ • f • Φ = g. Stable mappings play an important role not only in the theory of singularities of differentiable mappings, but also in recent studies on topology of smooth manifolds (see [10] and [6] , for example).
In spite of its simple and natural definition, it is in general difficult to check whether a given smooth mapping is stable or not (cf. [11, §.29] ). The first breakthrough in detecting stability is due to Mather [8, 9] . In his seminal work, Mather introduced the notion of infinitesimal stability and show that infinitesimal stability implies stability for proper smooth mappings ( [8] , for the definition of infinitesimal stability, see Subsection 2.2). Mather further introduced two other notions of stability which we call strong stability and local stability: f is strongly stable if there exists a continuous mapping g → (Φ g , φ g ) ∈ Diff(N ) × Diff(P ) defined on a neighborhood of f such that φ g • f • Φ g = g for any g in the neighborhood, while local stability is a local version of infinitesimal stability (we will give the precise definition of local stability in Subsection 2.2). It was then shown in [9] that all the four stabilities are equivalent for proper smooth mappings.
Unfortunately, as Mather already pointed out, the four stabilities above are not equivalent for non-proper mappings. Whereas it is relatively easy to check local or infinitesimal stability of smooth mappings (see [9, §.4 and 5] ), the problem of detecting (strong) stability is much harder. As far as the author knows, the only result concerning stability of non-proper mappings is due to Dimca [2] : he gave a necessary and sufficient condition for stability of Morse functions defined on R (see Theorem 2.3). As for strong stability, du Plessis and Vosegaard [3] gave a necessary and sufficient condition for a smooth mapping to be strongly and infinitesimally stable. The purpose of this paper is to give a sufficient condition for (strong) stability of non-proper functions.
In order to explain the main result of the paper, we will give several definitions. An open neighborhood of the end of N is an open subset V of N whose complement is compact. A smooth mapping f : N → P is said to be end-trivial at y ∈ P if for any compact subset K ⊂ N , there exist an open neighborhood W ⊂ P of y, and an open neighborhood V of the end of N whose complement contains K, such that they satisfy the following conditions:
(1) the set f −1 (y) ∩ V does not contain a critical point of f , (2) there exists a diffeomorphism Φ : (f −1 (y) ∩ V ) × W → f −1 (W ) ∩ V such that f • Φ is the projection onto the second component. We denote by τ (f ) the set of points at which f is end-trivial. For a smooth mapping f : N → P , let Σ(f ) ⊂ N be the set of points x ∈ N with rank(df x ) < p (= dim P ) and ∆(f ) = f (Σ(f )). A mapping f is said to be quasi-proper if there exists a neighborhood V ⊂ P of ∆(f ) such that the restriction f | f −1 (V ) : f −1 (V ) → V is proper.
Theorem 1.1. Let N be a smooth manifold without boundaries and f : N → R be a Morse function 1 
. (1) A function f is stable if ∆(f ) is contained in τ (f ). (2) A function f is strongly stable if and only if f is quasi-proper.
We will give two remarks on this theorem. First, it is easy to verify that Dimca's condition for f : R → R in Theorem 2.3 is equivalent to our sufficient condition ∆(f ) ⊂ τ (f ) (we can indeed show that the complement R \ τ (f ) is equal to Z(f | Σ(f ) ) ∪ L(f ) for a function f on R). In particular, our sufficient condition is also necessary for stability of functions on R. Second, du Plessis and Vosegaard [3] already showed that quasi-properness is a necessary condition for strong stability of smooth mappings, and we will indeed prove that a quasi-proper Morse function is strongly stable.
The paper is organized as follows. We will give several definitions in Section 2. Section 3 is devoted to the proof of Theorem 1.1. In Section 4 we will give two applications of Theorem 1.1. First, we will explicitly give an example of strongly stable but not infinitesimally stable function. (See Theorem 4.1. We indeed prove that the function F (x) = exp(−x 2 ) sin x has desired properties.) As far as the author knows, we did not know any reasonable condition guaranteeing only strong stability (as we mentioned, du Plessis and Vosegaard [3] gave a necessary and sufficient condition for strong and infinitesimal stability of smooth mappings), in particular we could not obtain such an example. The second application concerns stability of Nash (i.e. semi-algebraic smooth) functions. We will prove that a locally stable Nash function on R n satisfying some mild condition (on its gradient) is stable (see Theorem 4.2). As a corollary of this result, we will show that the following function is stable for any k ∈ {1, . . . , n − 1} (Example 4.3):
Note that we can immediately deduce from Mather's result [9] that G 0 and G n are stable since these functions are proper (while G k for k ∈ {1, . . . , n − 1} is not proper). Relying on the result on stability of Nash functions, together with the result in [7] , we will also prove that any Nash function on R n becomes stable after generic linear perturbation (Corollary 4.4).
Preliminaries
Throughout the paper, we will assume that manifolds are smooth and do not have boundaries unless otherwise noted. For manifolds N and P , we denote the set of smooth mappings from N to P by C ∞ (N, P ) and let Diff(N ) ⊂ C ∞ (N, N ) be the set of self-diffeomorphisms of N and
Note that properness of f is equivalent to the condition Z(f ) = ∅, where Z(f ) ⊂ Y is the set of improper points of f , defined as follows:
sequence of points in X without accumulation points .
is injective and f has a non-degenerate Hessian at any point in Σ(f ). Note that f is a Morse function if and only if f is locally stable.
A smooth mapping g : N → P between manifolds N and P is quasi-proper if there exists a neighborhood V ⊂ P of ∆(g) such that the restriction g| g −1 (V ) : g −1 (V ) → V is proper. This condition is equivalent to the condition Z(g) ∩ ∆(g) = ∅ (see [4, Corollary 3.2 .15]).
2.1. Whitney C k -topology. For a non-negative integer k, we denote the k-jet bundle with the source N and the target P by J k (N, P ). For a smooth mapping
It is easy to see that the family In what follows we will explain a neighborhood basis of τ W k due to Mather ([8] ). For a smooth mapping h : R n → R p , x ∈ R n and a positive integer k, we define a linear mapping
by giving a value of e i1 ⊗ · · · ⊗ e i k ∈ (R n ) ⊗k (where {e 1 , . . . , e n } is the standard basis of R n ) as follows:
Using the operator norm
, we define ||h|| k,x and ||h|| k,X for X ⊂ R n as follows:
Note that for a function f :
, where λ 1 , . . . , λ k are the eigenvalues of the Hessian of f at x and m i is the multiplicity of λ i . For a smooth mapping f ∈ C ∞ (N, P ), we take systems of coordinate neighborhoods ϕ = {(U α , ϕ α )} α∈A and ψ = {(V α ψ α )} α∈A of N and P , respectively, and a locally finite covering {K α } α∈A of N consisting of compact subsets so that K α ⊂ U α and f (U α ) ⊂ V α for each α ∈ A. Let {ε α } α∈A be a system of positive numbers. For each α ∈ A, we define a subset
We further define
is a neighborhood basis of f ∈ C ∞ (N, P ) with respect to the topology τ W k .
Remark 2.2. For a system {V α } α∈A , where
is an open subset with respect to the topology τ W k , we define a subset ∩ α V α ⊂ C ∞ (N, P ) as follows:
We can easily deduce from Theorem 2.1 that the following system is a basis of τ W k for k < ∞:
system of open subsets as above} .
We can also define a system N ∞ of subsets of C ∞ (N, P ) in a similar manner, yet it is not a basis of the topology τ W ∞ but produces a stronger topology of C ∞ (N, P ), which is called the very strong topology in [3] .
2.2. Stability of smooth mappings. A smooth mapping f ∈ C ∞ (N, P ) is stable if there exists an open neighborhood U ⊂ C ∞ (N, P ) of f (with respect to the topology τ W ∞ ) and (not necessarily continuous) mappings Θ : U → Diff(N ) and θ : U → Diff(P ) such that θ(g) • g • Θ(g) = f for g ∈ U. A smooth mapping f ∈ C ∞ (N, P ) is strongly stable if we can further make Θ and θ above continuous (with respect to the topologies τ W ∞ ) and satisfy the conditions Θ(f ) = id N and θ(f ) = id P . For a vector bundle E on N , we denote the set of smooth sections of E by Γ(E), which is a C ∞ (N )-module. We define a C ∞ (N )-module homomorphism tf : Γ(T N ) → Γ(f * T P ) and a C ∞ (P )-module homomorphism ωf : Γ(T P ) → Γ(f * T P ) as follows:
A smooth mapping f ∈ C ∞ (N, P ) is infinitesimally stable if the following equality holds:
For a subset S ⊂ N we denote the set of germs of sections of a vector bundle E on N at S by Γ(E) S . The homomorphism tf (resp. ωf ) induces a homomorphism from Γ(T N ) S (resp. Γ(T P ) f (S) ) to Γ(f * T P ) in the obvious way. A smooth mapping f ∈ C ∞ (N, P ) is locally stable if the following equality holds for any y ∈ ∆(f ) and S ⊂ f −1 (y) with ♯(S) ≤ p + 1:
As we noted in the introduction, all of the four stabilities above are equivalent for a proper mapping f ∈ C ∞ (N, P ). In the rest of the subsection we will briefly review known results on stabilities for general (non-proper) mappings. We can immediately deduce from the definitions that strong stability (resp. infinitesimal stability) implies stability (resp. local stability). Mather [9] showed that stability implies local stability and a smooth mapping f ∈ C ∞ (N, P ) is infinitesimally stable if and only if it is locally stable and f | Σ(f ) is proper. It was shown in [3] that any strongly stable mapping is quasi-proper. Furthermore, Dimca [2] gave a necessary and sufficient condition for stability of a function f ∈ C ∞ (R, R):
) is stable if and only if the intersection
∆(f ) ∩ (Z(f | Σ(f ) ) ∪ L(f )) is empty, where L(f ) is defined as follows: L(f ) = y ∈ R y = lim x→±∞ f (x) .
A sufficient condition for stability of smooth functions
In this section we will first prove (1) of Theorem 1.1. In the proof, for a given function f satisfying the assumption in (1), we will construct several diffeomorphisms so that the composition of them with a function close to f coincides with f . We will then observe that the algorithm for constructing diffeomorphisms also guarantees strong stability of quasi-proper Morse functions.
Suppose that a function f : N → R is locally stable and ∆(f ) ⊂ τ (f ). We put Σ = Σ(f ) and ∆ = ∆(f ). Since f is locally stable, Σ ⊂ N is closed and discrete. The set Z(f | Σ ) is contained in R \ τ (f ). Thus we can deduce from the assumption that ∆ ⊂ R is discrete and countable. We put ∆ = {y i } i∈I , where I ⊂ N, and take x i ∈ Σ so that f (x i ) is equal to y i . We also take a sequence {K n } n∈N of codimension 0 compact submanifolds of N satisfying the following conditions:
Since y i is contained in τ (f ) for each i ∈ I, we can take a neighborhood V i of the end of N whose complement contains K i , ν i > 0 and a diffeomorphism
Without loss of generality we can assume that
. By taking sufficiently small ν i 's, we can assume that ν i is less than 1/n and (
We take a coordinate neighborhood (U i , ϕ i ) of x i satisfying the following conditions:
We also take a system of coordinate neighborhoods {(U α , ϕ α )} α∈A of N so that it satisfies:
U3) either of the followings holds for any α ∈ A:
• there exists i ∈ I such that
, either of the followings holds:
U5) for each i ∈ I, there exist only finitely many α's satisfying the condition U α ∩ N i = ∅, where
We denote the preimage ϕ
n is the open n-ball with radius r centered at the origin. By modifying {(U α , ϕ α )} α∈A if necessary, we can take a locally finite covering {L α } α∈A of N which satisfying the following conditions:
and also regard a function on L α as one on an open subset of R n in the obvious way. We define a subspace V k (k = 1, 2, 3, 4) of C ∞ (N ) as follows:
We will prove (1) of Theorem 1.1 by showing the following Claim k (k = 1, 2, 3, 4):
Note that the statement (1) of Theorem 1.1 immediately follows from Claims 1, . . . , 4 (any mapping
Proof of Claim 1. We will use the following lemma:
There exists an open neighborhood U ⊂ C ∞ (N, P ) of f with respect to the C 1 -topology and a mapping β : U → Diff(N ) which is continuous with respect to the C s -topologies for any s ∈ {1, . . . , r} which satisfy the following conditions:
By applying this lemma to f and the open set U , we can take an open neighborhood U 1 ⊂ C ∞ (N ) of f and a mapping β : U 1 → Diff(N ) so that:
• β is continuous with respect to the C s -topologies for any s ∈ {1, . . . , ∞}, • β(f ) is equal to id N , and
We define a mapping θ 1 :
The mapping θ 1 satisfies the desired conditions.
Proof of Claim 2. Let
4/νi (ν i appears when we take a diffeomorphism Φ i ). We can easily check that γ i is less than or equal to ν i /4 < 1/n. For any α ∈ A \ {α(i)} i∈I , we define m α as follows:
Here, as we mentioned, we regard the function f | Lα as that on ϕ α (L α ) ⊂ R n . Note that m α is greater than 0 as f has no critical points in L α . Using m α , we next define µ α > 0 as follows:
which is an open neighborhood of f . The following inequality holds for g ∈ U 2 and x ∈ L α :
We can deduce from this inequality that all the critical points of g are contained in
Since ||g − f || 2,L α(i) is less than ν i /n, using Lemma A.1 we can verify that there exists exactly one
We denote the critical point of g in Q i (γ i /8) by x i,g , and let y i,g = g(x i,g ). The norm |y i − y i,g | can be estimated as follows:
We first construct a diffeomorphism ψ g : R → R such that ∆(ψ
is equal to ∆. Although the construction below is same as that in [2] , we will briefly explain the construction for completeness of this manuscript. We take a smooth function ρ : R → R so that:
• the value ρ(y) is equal to 1 if |y| < 1, and equal to 0 if |y| > 2, and • |ρ ′ (y)| < 3/2 for any y ∈ R.
Using the function ρ, we define a function h i : R → R as follows:
We further define a mapping ψ g : R → R as follows:
As was shown in [2] , ψ g is a diffeomorphism and ∆(ψ
as follows:
It is easy to see that η i,g is a diffeomorphism. Note that η i,g is the identity on (f
Note that if f is quasi-proper, f −1 ((y i − ν i , y i + ν i )) ∩ V i is empty for each i ∈ I, in particular Ψ 1 g is the identity. We can easily verify that Ψ 1 g is a bijection. The boundary
Thus it is C ∞ with regular differential on
. In what follows we will check that Ψ 1 g is C ∞ at x ∈ f −1 (y), where y ∈ i∈I {y i − ν i , y i + ν i }. We take a sufficiently small neighborhood of y and let {y l(j) } j∈N (l(j) ∈ I) be the critical values of f contained in this neighborhood. Suppose that the sequence {y l(j) } j∈N is monotone increasing. We take l ∈ N so that x is contained in K l . Since K l is compact, there exists j 0 ∈ N such that x l(j) is not contained in
Thus there exists a neighborhood of x in K l on which Ψ 1 g is the identity. This shows that Ψ 1 g is C ∞ at x, and moreover its differential at x is regular. We can eventually conclude that Ψ 1 g is a diffeomorphism. Note that ψ
g is continuous (with respect to the C s -topologies for 2 ≤ s ≤ ∞).
Remark 3.3. Since f is not necessarily proper, the mapping g → ψ −1 g • g is not continuous in general. We can also check that the mapping g → Ψ 1 g is not continuous in general. However, as we will show, the mapping g → ψ g is continuous. Furthermore, if f is quasi-proper, the mapping g → ψ 
Proof of Lemma 3.2.
Throughout the proof, we will assume that any mapping space is endowed with the C s -topology. We can easily check that ψ
We first show the following two claims:
(1) the mapping θ
g | Ni is continuous, and (2) the mapping θ
and {ε α } α∈A be a system of positive numbers. We can deduce from the conditions (U5) and (L2) that there exist only finitely many α's satisfying the condition L α ∩ N i = ∅, in particular we can take κ i = min {ε α | L α ∩ N i = ∅}. We can further deduce from the conditions (U3), (U4) and (L2) that Ψ 1 g (L α ) is contained in U α for any α, and either of the followings hold for α with L α ∩ N i = ∅:
Suppose that L α ∩ N i = ∅ and L α is contained in V i . By the condition (U4), we can obtain the following estimate for h ∈ U 2 :
where M i,s is a constant depending only on i and s. We take a system {δ α } α∈A of positive numbers as follows:
. Thus we obtain:
In particular, the diffeomorphism Ψ
. We can thus deduce from Lemma 2.1 that θ ′ 2 is continuous. We next prove continuity of θ ′′ 2 . For a function g ∈ U 2 , we take a locally finite covering L ′ = {[r β , s β ]} β∈B of R consisting of compact subsets so that for each i ∈ I, there exist only finitely many β's satisfying the condition (y i − ν i , y i + ν i ) ∩ [r β , s β ] = ∅. For a system {ε β } β∈B of positive integers, we take a positive number κ i as follows:
We can take a constant M ′ i,s > 0, depending only on i and s, such that the following holds for any h ∈ U 2 :
We take a system {δ α } α∈A of positive numbers as follows:
Using Lemma A.2, we can obtain the following inequality for h ∈ N s (g, L, ϕ, ψ, δ):
We can deduce from this inequality that θ
. Thus, the mapping θ ′′ 2 is continuous. Since the mappings θ ′ 2 and θ ′′ 2 are continuous, the following mapping is also continuous:
Thus, for any g ∈ U 2 and any system {ε α } α∈A of positive numbers, we can take a system {δ
. By the definitions of ψ h and Ψ 1 h , the function τ i (h) depends only on y i,h . In particular,
. We take a system {δ α } α as follows:δ
in particular the norm ||θ 2 (h) − θ 2 (g)|| s,Lα can be estimated as follows:
We thus obtain:
This completes the proof of continuity of θ 2 .
Proof of Claim 3. We will use the following lemma in the proof: 
by taking a flow of a vector field in O U and θ is continuous with respect to the topologies τ W s (for 0 ≤ s ≤ ∞).
Let µ = {µ α } α∈A be the system we took in the proof of Claim 2 and U
which is an open neighborhood of f in V 2 . By Lemma A.2, for any g ∈ U ′ 3 and i ∈ I there exists exactly one critical point x i,g of g in Q i (γ i /8). We define a vector field X g on N as follows:
where λ : N → [0, 1] is a non-negative valued function satisfying the conditions λ| Qi(γi/8) ≡ 1 and Proof. It is enough to show that χ is continuous. The systems {(U α × I, ϕ α × id)} α∈A and
T N (U α ), dϕ α )} α∈A are the coordinate neighborhood systems of N × I and T N , respectively (here we identify T R n with R 2n in the obvious way). Note that {L α × I} α∈A is a locally finite covering of N × I consisting of compact subsets, and L α × I is contained in U α × I for any α ∈ A. The following holds for any g, h ∈ U
depends only on s and i. Thus, using Lemma A.2, for any system ε = {ε α } α∈A of positive integers, we can take a system δ such that
Hence χ is continuous.
Proof of Claim 4.
Here, we will show that there exists an open neighborhood U 4 ⊂ V 3 of f such that any g ∈ U 4 is A-equivalent to f . For a vector bundle E over N , we define a C ∞ (N )-module Γ k (E) (k ≥ 0) as follows (recall that Σ is the critical point set of f ):
Universality of tensor products yields a homomorphism
Lemma 3.6. The homomorphism ι k is surjective.
Proof. We take a partition of the unity {̺ i | i ∈ I} ∪ {̺ V } of N so that they satisfy the following conditions:
We denote the function
l , where p l : R n → R be the projection onto the l-th component.
We first prove Lemma 3.6 under the assumption that E is a trivial line bundle. In this case we can identify Γ k (π * E) with the module {h ∈ C ∞ (N × I) | j k h| Σ×I = 0}. Let h be a function in this module. Since j k ̺ V | Σ = 0 for any k ≥ 0, the function ̺ V h is contained in the image of ι k . The support of the function ̺ i h is contained in Q i (ν i ) × I, so we can regard this function as that on R n × I. Since the k-jet j k ̺ i h| Σ×I vanishes, we can decompose this function into the sum of other functions as follows:
Since the support of k+1 √ ̺ i are contained in Q i (ν(i)) × I, we can extend the functions k+1 √ ̺ i y i lj
to those on N × I, which we denote by the same symbols. We then obtain:
Thus, the homomorphism ι k is surjective. We next show the lemma for a general vector bundle E. If E admits a direct-sum decomposition E = E 1 ⊕ E 2 , the homomorphism ι k for E is surjective if and only if ι k for E 1 and E 2 are both surjective. Any vector bundle E is a direct-sum summand of a trivial bundle, which is a directsum of trivial line bundles. Since we have already shown the lemma for a trivial line bundle, the statement for E also holds.
Although the homomorphism tf :
is not surjective, as its image is contained in Γ 0 (f * T R), we can show the following lemma in the same way as that in the proof of [5, Ch. III, Proposition 2.2]:
Proof. We will prove Lemma 3.9 by induction on k. Let h ∈ C X 0 (N × I) and {̺ i | i ∈ I} ∪ {̺ V } be the partition of the unity given in the proof of Lemma 3.6. By the definition, ̺ V is contained in C ∞ 0 (N × I). As in the proof of Lemma 3.6, we can decompose h as follows:
l is a map-germ defined as follows: 
the integrating mapping
the inverse mapping of (1),
consisting of functions which are 0 on a neighborhood of ∂L α(i) × I.
We can easily check that these mappings are all continuous (with respect to the topologies τ W ∞ ). Thus, h i l is also continuous. For h ∈ C ∞ k (N × I) with general k, we can obtain the following decomposition in the same way as above:
, which has a finite generating set in
by the induction hypothesis. Thus we can take a finite set in
is a linear combination of the elements in this set (whose coefficients are in C X (N × I)).
We define Ev :
Proof. It is clear that the module Ker(Ev)·C X k (N ×I) is contained in Ker(Ev k ). On the other hand, by applying the procedure in the proof of Lemma 3.9 for decomposing a map-germ to h ∈ Ker(Ev k ), we can decompose h into the sum of finite elements in Ker(Ev) · C X k (N × I).
We define a C X (N × I)-module homomorphism tj :
Lemma 3.11. The mapping tj is surjective and
Proof. For surjectivity of tj, it is sufficient to see that a generating set of Γ g is equal to f for any g ∈ U 4 (cf. [8, §.7] ), and we eventually complete the proof of (1) of Theorem 1.1.
In summary, for
•θ2,θ1(g) : N → N and a self-diffeomorphism ψ g : R → R satisfying the following:
by β s (g) and β t (g), respectively. We can directly deduce from the definitions that β s (f ) and β t (f ) are both equal to the identity mappings. As shown in the proof of Lemma 3.2, the mapping β t : U → Diff(R) is continuous. We have also verified that the mappings β, g → Ψ 3.3) . Therefore, the mapping β s is also continuous provided that f is quasi-proper. This completes the proof of (2) of Theorem 1.1.
Applications
In this section we will give two applications of Theorem 1.1. We first give an explicit example of strongly but not infinitesimally stable function. As we noted in the introduction, we could not obtain such an example relying on known results. We then show that a Nash function with some mild assumption on its gradient is stable (Theorem 4.2).
4.1.
A strongly stable but not infinitesimally stable function. In this subsection we will prove the following theorem: Theorem 4.1. The function F : R → R defined by F (x) = exp(−x 2 ) sin x is strongly stable but not infinitesimally stable.
Proof. As we briefly reviewed in Subsection 2.2, a locally stable (Morse) function f : R → R is infinitesimally stable if and only if f | Σ(f ) is proper, which is equivalent to the condition Z(f | Σ(f ) ) = ∅. Since quasi-properness of a function f is equivalent to the condition Z(f )∩∆(f ) = ∅, it is enough to show the followings:
(1) F is a Morse function, (2) Z(F ) = Z(F | Σ(F ) ) = {0}, (3) ∆(F ) does not contain 0.
To see them, we need the first and the second derivatives, which can be calculated as follows: Thus F ′ (x) is equal to 0 if and only if tan x is equal to 1/2x. Let a n ∈ R be the n-th smallest positive solution of the equation tan x = 1/2x. It is easy to see that Σ(F ) is equal to {±a n ∈ R | n ∈ Z >0 }. We can further verify the following properties of the sequence {a n } n≥1 :
(A) nπ < a n < (2n + 1)π 2 , in particular lim n→∞ a n = ∞, (B) |sin a n | > |sin a n+1 | > 0 for any n > 0.
We can deduce from the condition (B) that |F (±a n )| = |F (±a m )| if and only if n = m. Since F is an odd function, we can conclude that F | Σ is injective. Suppose that F ′′ (a n ) were equal to 0 for some n > 0. The solution a n would satisfy the equality 4a n 4a 2 n − 3 = 1 2a n , but the equation 4x 4x 2 − 3 = 1 2x does not have a real solution. Hence each critical point of F is non-degenerate, concluding that F is a Morse function. We can deduce from the condition (A) on {a n } n>0 that 0 is contained in Z(F | Σ ) (and also in Z(F )). On the other hand, since lim x→±∞ F (x) is equal to 0, 0 ∈ R is the only improper point of F (and that of F | Σ ). Lastly, by the condition (B) we can prove that ∆(F ) does not contain 0.
4.2.
Stability of Nash functions. In this subsection we will discuss stability of Nash functions. The reader can refer to [1] , for example, for the definition and basic properties of Nash functions. We first show the following theorem: Theorem 4.2. Let f : R n → R be a locally stable Nash function, and ∇f : R n → R n be the gradient of f . If Z(∇f ) does not contain the origin 0 ∈ R n , f is stable.
Proof. By Theorem 1.1, it is enough to see that ∆(f ) is contained in τ (f ). By the assumption, there exist positive numbers ε, r > 0 such that (∇f ) −1 B(ε) is contained in B(r). We denote by S ⊂ T R n the horizontal distribution on R n \ {0} defined by S p = T p ∂B(|p|) for p ∈ R n \ {0}. It is easy to check that the following subset is semi-algebraic for any q ∈ ∆(f ) (note that the gradient ∇f is a Nash mapping (cf. [1, Proposition 2.9.1])):
T q = p ∈ B(r) c ∩ f −1 (q − ε/2, q + ε/2) | S p = Ker df p .
Applying Proposition 2.9.10 of [1] , we can obtain finitely many mutually disjoint Nash submanifolds T for each j. For each j we take a point p j ∈ T j q . Since T j q is a connected manifold, for any p ∈ T j q < √ n ||g|| 1,U + 1 ||g − h|| 1,U .
