In this paper, we introduce two results. First we prove Lemma about the additivity and the multiplicativity. This Lemma states that for a unitary covariant channel Ψ and a channel M such that M (ρ 0 ) is of rank one for some state ρ 0 ∈ S(H) the additivity of the minimal output entropy of Ψ implies that of Ψ • M , and the multiplicativity of the maximal output p-norm of Ψ, that of Ψ • M . Next we consider a new class of memoryless quantum channels. In a recent paper [1], C. King analysed the quantum memoryless depolarising channel and established the multiplicativity of the p-norm for p ∈ [0, ∞], the additivity of the minimal output entropy and the additivity of the Holevo capacity for the product channel of this channel and an arbitrary channel. We apply the Lemma to his result and also extend his method to produce the multiplicativity and the additivities for the new class of channels. The channels Φ are defined as a convex combination of a channel M satisfying the above property and the completely noisy channel:
Introduction

Basic definition and facts
A quantum state (a state) is represented as a positive semidefinite operator ρ of trace one in a Hilbert space H of dimension d; this is called a density operator. The set of density operators in H is written as S(H). A (memoryless) channel Φ on S(H) is a completely positive trace-preserving (CPTP) map acting on the algebra of operators in H.
Definition 1 1) The minimal output entropy (MOE) of Φ is defined as S min (Φ) := inf ρ∈S(H)
S(Φ(ρ)), (1.1) where S is the von Neumann entropy: S(ρ) = −tr[ρ log ρ].
2) The maximal output p-norm of Φ is defined as
where is the (trace) p-norm: ρ p = (tr|ρ| p ) 1 p . Note that d dp p=1 ρ p = −S(ρ), d dp p=1 ν p (Φ) = −S min (Φ).
(1.3)
3) The Holevo capacity of Φ is defined as χ(Φ) := sup
where {p i , ρ i } stands for a (finite) ensemble of states ({p i } is a probability distribution and {ρ i } ⊂ S(H)). Take a compact group G and a continuous unitary representation V g of G in H.
2) A channel Φ is covariant with respect to the representation if
for ∀g ∈ G and ∀ρ ∈ S(H).
3) A channel Φ is irreducibly covariant if Φ is covariant with respect to an irreducible representation.
Remark. We state the result proved in [3] . For an irreducibly covariant channel Φ Φ is unital and we have the formula:
(1.5)
Note that for channels Φ of the form
where M is a channel, Φ is (irreducibly) covariant iff M is such.
Conjectures and our results
The following three conjectures attracted attention in recent years.
1) The additivity conjecture of the MOE is that for channels Φ and Ω S min (Φ ⊗ Ω) = S min (Φ) + S min (Ω). (1.6) Note that the bound S min (Φ ⊗ Ω) ≤ S min (Φ) + S min (Ω) is straightforward.
2) The multiplicativity conjecture of the maximal output p-norm is that for channels Φ and Ω there exists ǫ > 0 such that
The multiplicativity conjecture is connected with that of additivity of the MOE. If multiplicativity holds then taking the derivative at p = 1 we get additivity of the MOE.
3) The additivity conjecture of the Holevo capacity is that for channels Φ and Ω χ(Φ ⊗ Ω) = χ(Φ) + χ(Ω).
(1.8)
Note that the bound χ(Φ ⊗ Ω) ≥ χ(Φ) + χ(Ω) is straightforward. In particular if we prove
for ∀n ∈ N, then we can identify the classical information capacity C(Φ);
For irreducibly covariant channels, additivity of the MOE and additivity of the Holevo capacity are equivalent.
The variety of channels for which either of the above properties have been proved is rather limited and includes unital qubit channels [4] , entanglement-breaking channels [5] , depolarising channels [1] , Werner-Holevo channels [6] , [7] , [8] and their modifications [2] , [9] .
In section 2 we prove the main Lemma. This Lemma states that for a unitary covariant channel Ψ and a channel M such that M(ρ 0 ) is of rank one for some state ρ 0 ∈ S(H) the additivity of the minimal output entropy of Ψ implies that of Ψ • M, and the multiplicativity of the maximal output p-norm of Ψ, that of Ψ • M. We apply this Lemma to the results in [1] and [9] to produce new classes of channels for which either the additivity or the multiplicativity hold.
In section 3 and 4 we consider one of these new classes of channels. The class of channel Φ is a convex combination of channel M having the above property, and a completely noisy channel:
Here λ ∈ [0, 1], I is the identity operator and M is a channel (i.e., a CPTP map) such that M(ρ 0 ) is of rank one for some state ρ 0 ∈ S(H). This class of channels is influenced by [2] . Our result is that for a channel Φ from this class and an arbitrary channel Ω we establish additivity of the MOE and multiplicativity of the maximal output p-norm. An application of our main Lemma to [1] yields these results but we put the direct proofs. Under the assumption that channel M is irreducibly covariant we also prove additivity of the Holevo capacity for Φ and Ω (Ω does not have to be irreducibly covariant). Our methods in these sections develop the methods used in [1] . 
Note that since channel Ψ is unitary covariant, the maximal output p-norm of Ψ is attained at any state of rank one. On the other hand, M(S(H)), the image of M, has such a state M(ρ 0 ) for some ρ 0 ∈ S(H). This verifies the above equality. Next, take any stateρ ∈ S(H ⊗ K) then
Therefore we have
Similary, we prove that
Lemma 1 has been proved.
Remark. The condition that Ψ is unitary covariant is not necessary if we verify that a minimiser of S(Ψ(ρ)) or a maximiser of Ψ(ρ) p coincides an output of M.
Example 1. Take the depolarising channel ∆ λ with λ ∈ [0, 1], a channel M having the above property and an arbitrary channel Ω. Then the maximal output p-norm of
and the MOE is additive. We will analyse this class of channels in detail in the next two sections.
Example 2. Take a familiy of the transpose depolarising channels and M having the above property. Define a class of channels in the form:
Then the additivity of MOE holds within this class.
3 Minimal output entropy of the class of channels
of rank one for some density operator ρ 0 ∈ S(H). Take an arbitrary (finite-dimensional) Hilbert space K and channel
As a result, the MOE of Φ⊗Ω is additive.
Remark. As is mentioned before, Theorem 1 can be obtained by applying Lemma 1 to the result in [1] , but we extend the proof in the paper to verify Theorem 1 because most part of the proof below will be used to show the additivity of the Holevo capacity later.
Decomposition of the depolarising channel
Our methods extend the proofs given in [1] . A depolarising channel ∆ λ of parameter λ on space H is defined as
where
Definition 3 1) A unit vector |v is uniform with respect to an orthonormal basis B in H if the co-ordinate representation in B of |v is
2) A phase-damping channel Ψ λ corresponding to an orthonormal basis
where 
where coefficients c k ≥ 0, 
Collorary. Take any orthonormal basis B of H. Any channel Φ in Theorem 1 can be written as a convex combination of triple compositions:
is as in Lemma 1.
channel (as a composition of three channels).
Proof of Lemma 1. In the course of the proof, we form matrix representations in basis B. Following the approach adopted in [1] Lemma 1 can be divided into two claims. Before moving on to these claims, define another channel Θ λ on H:
Here λ is still allowed to be in
, 1 ; diag(σ) stands for the diagonal part of the matrix σ. On the other hand, Θ λ can be written in different way:
] is a channel, so is Θ λ (as a convex combination of two channels (3.5)). We will show the map
Here
is our basis B and ρ ij are some operators in K. Hence tensor-multiplying Υ with 1 K , the identity map on S(K), we calculate
This is a positive semidefinite operator in H ⊗ K. Hence Υ is a CP map.
Claim 1. Define the diagonal unitary matrix G = (G mn ):
To see this, putting (3.6) to (3.7) observe that (the RHS of 3.
Here we used the equation:
This verifies Claim 1.
Remark. Decomposition (3.7) yields a convex combination only when λ ∈ [0, 1]. This explains the range of λ in Lemma 2.
Let us move on to the next claim. Define the diagonal unitary matrix H = (H mn ):
and the vector |θ :
Next, introduce the collection of vectors {|v
These vectors are uniform with respect to B. For each a, the set of vectors {|v
forms an orthonormal basis. Finally, we define a family of uniform phase-damping channels {Ψ
where E (a)
, 1 the channel Θ λ can be written as
On the other hand,
We will prove the equation:
Here |t is the unit vector with entry 1 in position t. Note that
Hence we calculate 1 2d
Note that the sum over k is 0 or d, and the sum over a is 0 or 2d 2 . Let us pick up nonzero sumands to make this expression simpler. A sumand is zero if either the sum over k or that over a is zero. For a summand to be non-zero it must satisfy the simultaneous equations:
Considering 1 ≤ m, n, r, s ≤ d, the possibilities are
Suppose for a contradiction that m − n + s − r = d. Let γ = n + r, then
Since all m, n, r, s are strictly positive
This yields a contradiction. Similarly, we can prove that m − n + s − r = −d. Therefore the equations (3.12) and (3.13) are reduced to
Finally we get the equation (3.11): 1 2d 
Here, coefficients c k ≥ 0 with 
A consequence of the Lieb-Thirring inequality
To prove the multiplicativity of the maximal output p-norm we use an inequality derived from the Lieb-Thirring inequality [10] . We follow the method in [1] .
Lemma 3. Suppose we have a phase-damping channel Ψ λ :
(3.14)
. Take another space K, of dimension d ′ , and the identity map 1 K on S(K). Then for ∀γ ∈ S(H ⊗ K) and for ∀p ≥ 1, we have
where γ
(cf. [1] , (34)). Note that γ 
are the eigenvalues of the M(ρ).
Proof. The Lieb-Thirring inequality states that for positive matrices A, B and for
We will use the orthonormal basis
where I ′ is the (dd ′ ) × (dd ′ ) identity matrix. Later on, we will check that the RHS of (3.18) has the same non-zero singular values as the triple product
By using the Lieb-Thirring inequality, we get for ∀p ≥ 1:
Each diagonal entry of matrix
p , hence we have the inequality (3.15):
Here γ
Each diagonal entry here is
To complete the proof of Lemma 2, we must check that (3.18) and (3.19) have the same non-zero singular values. We start with a general remark about the singular-value decomposition [11] . Take an m × n matrix V of rank k. Since V * V is an n × n Hermitian matrix, there exists a unitary matrix Q = (Q 1 Q 2 ) such that
Here D is a strictly positive diagonal k × k matrix whose entries are non-zero singular values of V . Note that V Q 2 = 0. Define a m × k matrix
Let us apply the above remark to our case. Write down the singular-value decomposition of matrix V i from (3.17):
and D i is a strictly positive diagonal k i × k i matrix whose diagonal entries are non-zero singular values of V i , where k i = rank V i . Hence
Next, for matrices A and B define A ∼ B if A and B have the same non-zero singular values. Then for any Hermitian matrix M,
This verifies the last assertion and therefore completes the proof of Lemma 2.
Proof of Theorem 1
Take a channel Ψ λ from collection {Ψ
and, as before, write its action in the form
where E i = |v i v i | and vectors |v i , i = 1, . . . , d, are uniform with respect to some basis. Next, takeρ ∈ S(H ⊗ K) and we calculate 
Another representation of the Holevo Capacity
The Holevo capacity admits the following representation (the OPWSW representation) [12] :
where S(ρ||σ) = tr[ρ(log ρ − log σ)] = −S(ρ) − tr[ρ log σ] is the relative entropy of two states ρ and σ. Note that sup ρ is taken for each σ. Suppose σ Φ achieves the infimum in the representation then for ∀ρ ∈ S(H)
We will use this inequality later.
Proof of Theorem 2
As in the proof of theorem 1, For a fixedρ ∈ S(H ⊗ K) decompose Φ by using phasedamping channels {Ψ
again. Taking the derivative of (3.21) at p = 1 we get
2 )). 
This inequality holds for ∀ρ ∈ S(H ⊗ K) and ∀Ψ λ ∈ {Ψ
. Finally we have the result;
Note that since Φ is irreducibly covariant it has output 1 d I. To derive the inequality above we used the fact that the entropy is concave and unitary invariant;
and some equality;
Remark. We explain about some calculational technique, which is useful to get (4.4) Anyρ ∈ S(H ⊗ K) can be writtenρ
i , for some {ρ (1) i } i ⊆ S(H) and {ρ (2) i } i ⊆ S(K), and for {µ i } i ⊆ R such that i µ i = 1. For any states σ 1 ∈ S(H) and σ 2 ∈ S(K) 
Conclusion
The decomposition Ψ • M in Lemma 1 is interesting. We can put nice structures into Ψ and the rest M to decompose a channel. From another perspective, for fixed channel Ψ, Ψ • M form a class of quantum channels. Then we only have to make proofs on Ψ as long as the additivity of MOE and the multiplicativity of maximal output p-norm for channels from this class is concerned. I hope the Lemma produce other classes of channels for which either additivity or multiplicativity holds.
