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1 Introduction
The study of linear codes over finite rings has started since the 1960s. Many excellent
work on linear codes over finite rings emerged after the significant discovery that some good
nonlinear binary codes can be viewed as the binary images of some cyclic codes under the
Gray map from Z4 to F
2
2 (see [5]). Since then, many coding theorists pay their more and
more attentions to the codes over finite rings. In these studies, the group rings associated
with codes are finite chain rings in general.
Recently, some coding theorists considered linear codes over the finite non-chain ring
Fp + vFp + · · ·+ v
m−1Fp, where v
m = v and m− 1 is a divisor of p− 1 (see [2, 3, 4, 8, 9]).
In [9], Zhu et al. studied the cyclic codes over F2 + vF2. In the subsequent paper [8],
they investigated a class of constacyclic codes over Fp + vFp. In [4], the authors used the
theory of cyclic codes over Fp + vFp to discussed some structural properties of quadratic
residue (QR) codes over Fp + vFp. Some good linear codes and self-dual codes over Fp
are obtained by QR codes and their extended codes respectively. In [3], Gao discussed
some results on linear codes and cyclic codes over Fp + vFp + v
2Fp with p an odd prime.
Further, Bayram and Siap gave some basic results on linear codes and constacyclic codes
1
over Fp + vFp + · · · + v
p−1Fp (see [2]). More recently, Yildiz and Karadeniz [7] studied
the linear codes over the non-principal ring Z4 + uZ4, where u
2 = 0. They introduced the
MacWilliams identities for the complete, symmetrized and Lee weight enumerators. They
also gave three methods to construct formally self-dual codes over Z4 + uZ4. Bandi and
Bhaintwal studied some structural properties of cyclic codes of odd length over Z4 + uZ4,
where u2 = 0 (see [1]). They provided the general form of the generators of a cyclic code
over Z4+uZ4, and they also determined a necessary and sufficient condition for cyclic codes
of odd length over Z4 + uZ4 to be (Z4 + uZ4)-free. Let R = Zq + uZq, where p is a prime,
q = ps and u2 = 0. It is natural to ask if we can also study some structural properties of
cyclic codes over R. In this paper, we mainly consider this issue.
The paper is organized as follows. In Section 2, we introduce some basic results on the
ring R. In Section 3, we study the cyclic codes over R. Using the Chinese Remainder
Theorem, any cyclic code of odd length over R can be viewed as the direct sum of ideals
of some Galois extension rings of R, which can deduce the enumerator of cyclic codes. In
Section 4, we determine the generator of cyclic codes. We also give a necessary and sufficient
condition for cyclic codes over R to be R-free.
2 The ring Zq + uZq
Let R = Zq + uZq, where p is some prime, q = p
s and u2 = 0. If q = 4, then R = Z4 + uZ4.
The ring R is isomorphic to the quotient ring Zq[u]/(u
2) and R = {a + bu : a, b ∈ Zq}.
Further, The ideals of R are of the following forms:
(i) (pi) for 0 ≤ i ≤ s;
(ii) (pku) for 0 ≤ k ≤ s− 1;
(iii) (pj + αu) for 1 ≤ j ≤ s− 1 and α ∈ Fp\{0};
(iv) (pj , u) for 1 ≤ j ≤ s− 1.
Therefore, there are (s − 1)(p − 1) + 3s ideals of R. For example, there are 1 + 3 × 2 = 7
ideals of Z4 + uZ4.
R is a local ring with the characteristic q and the maximal ideal (p, u). But it is not a
chain ring, since neither of the ideals (p) or (u) is included each other. Further, R is not
principal since the ideal (p, u) can not be generated by any single element of this ideal.
Define a map
− : R→ R/(p, u)
r = a+ bu 7→ a (modp)
(1)
The map − is a ring homomorphism and R/(p, u) is denoted by the residue field R. Since
for any r = a+ bu, a ∈ Zq then R is isomorphic to the finite field Fp.
Let R[x] be the polynomial ring over R. The map − can be extended to R[x] to R[x] in
the usual way. The image of any element f(x) ∈ R[x] under this map is denoted by f(x).
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Two polynomials f(x) and g(x) are said to be coprime over R if and only if there are two
polynomials a(x) and b(x) in R[x] such that
a(x)f(x) + b(x)g(x) = 1. (2)
A polynomial f(x) ∈ R[x] is said to be basic irreducible if f(x) is irreducible in R[x] and
basic primitive if f(x) is primitive in R[x].
In the following, we consider the factorization of xn − 1 over R. We assume that
gcd(n, q) = 1 throughout this paper.
Lemma 1. Let g(x) be a irreducible polynomial over Fp, where g(x)|(x
pr−1 − 1) for some
positive integer r. Then there exists a unique basic irreducible polynomial f(x) ∈ R[x] such
that f(x) = g(x) and f(x)|(xp
r
−1 − 1) over R.
Proof. Let xp
r
−1 − 1 = g(x)m(x). Since gcd(n, q) = 1, it follows that g(x) has no multiple
roots. Clearly, x ∤ g(x). Then g(x) has the unique Hensel lift f(x) over Zq such that
f(x)|(xp
r
−1 − 1) (see Theorem 13.10 in [6]). Since Zq is a subring of R, it follows that
the factorization of xp
r
−1 − 1 is still valid over R. It means that f(x)|(xp
r
−1 − 1) over R.
Further, g(x) is irreducible over Fp deduces f(x) is basic irreducible over R.
We call the polynomial f(x) in Lemma 1 the Hensel lift of g(x) to R[x].
Since gcd(n, q) = 1, it follows that the polynomial xn − 1 can be factored uniquely into
pairwise coprime basic irreducible polynomials over R, i.e.
xn − 1 = f1(x)f2(x) · · · ft(x), (3)
where, for l = 1, 2, . . . , t, fl(x) is a basic irreducible polynomial over R.
Let T = {0, 1, ξ, . . . , ξp
m
−2} be the Teichmu¨ller set of Galois ring GR(q,m), where
GR(q,m) is the mth Galois extension ring of Zq and ξ is a basic primitive element of
GR(q,m). Then for each a ∈ GR(q,m), it can be written as a = a0 + a1p+ · · ·+ as−1p
s−1
where a0, a1, . . . , as−1 ∈ T . This is called the p-adic representation of the element of
GR(q,m) (see the Section 3 of Chapter 14 in [6]).
Now we consider the Galois extension of R. Let f(x) be a basic irreducible polynomial
of degree m over R. The the mth Galois extension R[x]/(f(x)) is denoted by GR(R,m).
Let α be a root of f(x). Then 1, α, . . . , αm−1 form a set of R-free basis and
GR(R,m) = {r0 + r1α+ · · ·+ rm−1α
m−1 : r0, r1, . . . , rm−1 ∈ R}. (4)
The ring GR(R,m) is a local ring with maximal ideal ((p, u) + (f(x))). Its residue field is
isomorphic to Fpm . Moreover,
GR(R,m) ∼= GR(q,m)[u]/(u2) ∼= GR(q,m) + uGR(q,m). (5)
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Therefore, for any element r = a+ bu ∈ GR(q,m),
r =
s−1∑
i=0
aip
i + u
s−1∑
i=0
bip
i, (6)
where ai, bi ∈ T and a =
∑s−1
i=0 aip
i, b =
∑s−1
i=0 bip
i.
Lemma 2. For any r =
∑s−1
i=0 aip
i + u
∑s−1
i=0 bip
i ∈ GR(R,m), r is a unit under multipli-
cation if and only if a0 6= 0.
Proof. One can verify that r is a unit under multiplication of R if and only if rk is a unit
under multiplication of R for any positive integer k. Particularly, this is valid for k = q.
Note that, for any r ∈ R, rq = aq0 ∈ T . Therefore r is a unit if and only if a
q
0 is a unit if
and only if aq0 6= 0 if and only if a0 6= 0.
From Lemma 2, we have that the group of units of GR(R,m) denoted by GR(R,m)∗ is
given by
GR(R,m)∗ = {
s−1∑
s=0
aip
i + u
s−1∑
i=0
bip
i : ai, bi ∈ T , a0 6= 0}. (7)
Let
GC = {1, ξ, . . . , ξ
pm−2}
and
GA = {1 +
s−1∑
j=1
ajp
j + u
s−1∑
i=0
bip
i : aj , bi ∈ T }.
Theorem 1. GR(R,m)∗ = GC ×GA, and |GR(R,m)
∗| = (pm − 1) · (p2s−1)m.
Proof. Let GC = {1, ξ, . . . , ξ
pm−2}. Then GC is a multiplicative cyclic group of order
pm− 1. Let r =
∑s−1
i=0 aip
i + u
∑s−1
i=0 bip
i be a unit of R, i.e. r =
∑s−1
i=0 aip
i+ u
∑s−1
i=0 bip
i ∈
GR(R,m)∗. Define a group homomorphism as follows
Γ : GR(R,m)∗ → GC
r =
s−1∑
i=0
aip
i + u
s−1∑
i=0
bip
i 7→ a0.
Clearly, Γ is a surjective map. Then, by the first homomorphism theorem, we have
GR(R,m)∗/KerΓ ∼= GC .
Clearly,
KerΓ = {1 +
s−1∑
j=1
ajp
j +
s−1∑
i=0
bip
i : a1, a2, . . . , as−1, b0, b1, . . . , bs−1 ∈ T }.
Denote KerΓ by GA. Then GR(R,m)
∗/GA ∼= GC and |GR(R,m)
∗| = |GC | · |GA| = (p
m −
1) · (p2s−1)m
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The set of all zero divisors of GR(R,m) is
{
s−1∑
j=1
ajp
j + u
s−1∑
i=0
bip
i}, (8)
which is the maximal ideal of GR(R,m).
Lemma 3. Let f(x) and g(x) be polynomials of R[x]. Then f(x) and g(x) are coprime if
and only if f(x) and g(x) are coprime over R = Fp.
Proof. If f(x) and g(x) are coprime over R, then there are polynomials a(x), b(x) ∈ R[x]
such that
a(x)f(x) + b(x)g(x) = 1,
which implies that
a(x)f (x) + b(x)g = 1
with a(x), b(x), f(x), g(x) ∈ Fp[x]. Therefore f(x) and g(x) are coprime over Fp.
On the other hand, if f(x) and g(x) are coprime over Fp, then there are polynomials
a(x) and b(x) ∈ Fp[x] such that
a(x)f(x) + b(x)g = 1,
which implies that
a(x)f(x) + b(x)g(x) = 1 + pr(x) + ut(x)
for some p(x), t(x) ∈ R[x]. Let
λ(x) =
s−1∑
i=0
(−pr(x))i and τ(x) = 1− ut(x)λ(x).
Let κ(x) = λ(x)τ(x). Then
κ(x)a(x)f(x) + κ(x)b(x)g(x) = 1,
which implies that f(x) and g(x) are coprime over R.
Theorem 2. Let GR(R,m) = R[x]/(f(x)) be the mth Galois extension of R, where f(x)
is a basic irreducible polynomial with degree m over R. Then the ideals of GR(R,m) are
precisely
(i) (pi + (f(x))) for 0 ≤ i ≤ s;
(ii) (pku+ (f(x))) for 0 ≤ k ≤ s− 1;
(iii) (pj + αu+ (f(x))) for 1 ≤ j ≤ s− 1, α ∈ Fpm\{0};
(iv) ((pj , u) + (f(x))) for 1 ≤ j ≤ s− 1.
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Proof. Let I be an ideal of R. If I is zero, then I = (ps + (f(x))) of R[x]/(f(x)). In the
following, we determine the nonzero ideals of R[x]/(f(x)). Let g(x) ∈ I. Since f(x) is basic
irreducible over R, it follows that f(x) is irreducible over Fp. Therefore gcd(f(x), g(x)) = 1
or f(x). If gcd(f(x), g(x)) = 1, then gcd(f(x), g(x)) = 1 which implies that there are
polynomials a(x), b(x) ∈ R[x] such that a(x)f(x) + bg(x) = 1. It means that g(x) is
a unit of R[x]/(f(x)), i.e. I = R[x]/(f(x)). If gcd(f(x), g(x)) = f(x), then there are
polynomials a(x), b(x), c(x) ∈ R[x] such that g(x) = a(x)f(x) + pb(x) + uc(x). Therefore
g(x) ∈ ((p, u)+ (f(x))) of R[x]/(f(x)). Since the ideals contained in g(x) ∈ ((p, u)+ (f(x)))
are as the form in this theorem, the result follows.
3 Cyclic codes over R
Let Rn be a free R-module of rank n, i.e. Rn = {(c0, c1, . . . , cn−1) : c0, c1, . . . , cn−1 ∈ R}.
Let C be a nonempty set of Rn. C is called a linear code of length n if and only if C is an
R-submodule of Rn. Let T be the cyclic shift operator. If for any c = (c0, c1, . . . , cn−1) ∈ C
the T (c) = (cn−1, c0, . . . , cn−2) is also in C , we say C is a cyclic code of length n over R.
Define an R-module isomorphism as follows
Φ : Rn → R[x]/(xn − 1)
(c0, c1, . . . , cn−1) 7→ c0 + c1x+ · · ·+ cn−1x
n−1.
One can verify that C is a cyclic code of length n over R if and only if Φ(C ) is an ideal of
the quotient ring R[x]/(xn − 1). Sometimes, we identity the cyclic code of length n over R
with the ideal of R[x]/(xn − 1).
Review that xn − 1 = f1(x)f2(x) · · · ft(x), where, for each l = 1, 2, . . . , t, fl(x) is a
basic irreducible polynomial over R. Denote x
n
−1
fl(x)
by f̂l(x). Since fl(x) and f̂l(x) are
coprime to each other, it follows that there are polynomials al(x), bl(x) in R[x] such that
al(x)fl(x) + bl(x)f̂l(x) = 1. Let el(x) = bl(x)f̂l(x) + (x
n − 1) and Ri = el(x)R[x]/(x
n − 1).
Then we have
R[x]/(xn − 1) = R1 ⊕R1 ⊕ · · · ⊕ Rt. (9)
For any l = 1, 2, . . . , t, the map
Ψl : R[x]/(fl(x))→Rl
k(x) + (fl(x)) 7→ (k(x) + (x
n − 1))el(x)
(10)
is an isomorphism of rings. Therefore,
R[x]/(xn − 1) ∼= R[x]/(f1(x))× R[x]/(f2(x)) × · · · ×R[x]/(ft(x)). (11)
Lemma 4. Let xn − 1 = f1(x)f2(x) · · · ft(x) where, for each l = 1, 2, . . . , t, fl(x) is a basic
irreducible polynomial over R. Then under the map Ψ, the ideals of R[x]/(fl(x)) are mapped
into
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(i) (pif̂l(x) + (x
n − 1) for 0 ≤ i ≤ s;
(ii) (pkuf̂l(x) + (x
n − 1)) for 0 ≤ k ≤ s− 1;
(iii) ((pj + αu)f̂l(x) + (x
n − 1)) for 1 ≤ j ≤ s− 1 and α ∈ Fp[x]/(f l(x))\{0};
(iv) ((pj , u)f̂l(x) + (x
n − 1)) for 1 ≤ j ≤ s− 1
of Rl.
Proof. Under the ring isomorphism Ψ, we have
1 + (fl(x)) 7→ (1 + (x
n − 1))el.
Since el = bl(x)f̂l(x) + (x
n − 1), it follows that
1 + (fl(x)) 7→ bl(x)f̂l(x) + (x
n − 1).
Clearly, bl(x)f̂l(x) + (x
n − 1) ∈ (f̂l(x) + (x
n − 1)).
Multiplying both sides of al(x)fl(x) + bl(x)f̂l(x) = 1 by f̂l(x), we obtain
bl(x)f̂l(x)f̂l(x) + al(x)(x
n − 1) = f̂l(x).
Then
bl(x)f̂l(x)f̂l(x) + (x
n − 1) = f̂l(x) + (x
n − 1),
which implies that f̂l(x) + (x
n − 1) ∈ (bl(x)f̂l(x) + (x
n− 1)). Therefore, (bl(x)f̂l(x) + (x
n−
1)) = (f̂l(x) + (x
n − 1)) and the image of (1 + (fi(x))) under the ring isomorphism Ψ is
(f̂l(x) + (x
n − 1)). The remainder cases can also be verified in the same way.
By Theorem 2, Eq. (11) and Lemma 4, we have the following result directly.
Theorem 3. Let xn−1 = f1(x)f2(x) · · · ft(x) where, for each l = 1, 2, . . . , t, fl(x) is a basic
irreducible polynomial with degree εl over R. Then there are
∏t
l=1((p
εl − 1)(s − 1) + 3s)
cyclic codes of length n over R. Further, any cyclic code is the sum of the ideals of Rl.
Example 1. Consider a cyclic code of length 3 over Z4+ uZ4. Since x
3− 1 = (x− 1)(x2+
x+ 1), it follows that there are (1 + 3× 2)(3 + 3× 2) = 7× 9 = 63 cyclic codes of length 3
over Z4 + uZ4. Let f1 = x − 1 and f2 = x
2 + x + 1. In the following Table 1, we list all
cyclic codes of length 3 over Z4 + uZ4.
4 Generators of cyclic codes
In fact, the generator of the cyclic code C can also be characterised as follows.
Theorem 4. Let C be a cyclic code of length n over R. Then C = (f0(x)+uf1(x), ug1(x))
with f0(x), f1(x), g1(x) ∈ Zq[x] and g1(x)|f0(x).
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Table 1: All cyclic codes of length 3 over Z4 + uZ4
0 (f2) (2f2) (uf2)
(2uf2) ((2 + u)f2) (2f2, uf2) (f1)
(1) (f1, 2f2) (f1, uf2) (f1, 2uf2)
(f1, (2 + u)f2) (f1, 2f2, uf2) (2f1) (2f1, f2)
(2) (2f1, uf2) (2f1, 2uf2) (2f1, (2 + u)f2)
(2, uf2) (uf1) (uf1, f2) (uf1, 2f2)
(u) (uf1, 2uf2) (uf1, (2 + u)f2) (u, 2f2)
(2uf1) (2uf1, f2) (2uf1, 2f2) (2uf1, uf2)
(2u) (2uf1, (2 + u)f2) (2uf1, 2f2, uf2) ((2 + u)f1)
((2 + u)f1, f2) ((2 + u)f1, 2f2) ((2 + u)f1, uf2) ((2 + u)f1, 2uf2)
(2 + u) ((2 + u)f1, 2f2, uf2) ((2 + xu)f1) ((2 + xu)f1, f2)
((2 + xu)f1, 2f2) ((2 + xu)f1, uf2) ((2 + xu)f1, 2uf2) ((2 + xu)f1, (2 + u)f2)
((2 + xu)f1, 2f2, uf2) ((2 + (1 + x)u)f1) ((2 + (1 + x)u)f1, f2) ((2 + (1 + x)u)f1, 2f2)
((2 + (1 + x)u)f1, uf2) ((2 + (1 + x)u)f1, 2uf2) ((2 + (1 + x)u)f1, (2 + u)f2) ((2 + (1 + x)u)f1, 2f2, uf2)
(2f1, uf1) (2f1, uf1, f2) (2, uf1) (2f1, u)
(2f1, uf1, 2uf2) (2f1, uf1, (2 + u)f2) (2, u)
Proof. Define a surjective homomorphism from R to Zq as ψ(a+bu) = a for any a+bu ∈ R.
Extend ψ to the polynomial ring R[x]/(xn − 1) as ψ(a0 + a1 + · · ·+ an−1x
n−1) = ψ(a0) +
ψ(a1)x+ · · ·+ψ(an−1)x
n−1 for any polynomial a0 + a1x+ · · ·+ an−1 ∈ R[x]/(x
n − 1). Let
C be a cyclic code of length n over R, and restrict ψ to C . Define a set
J = {f(x) ∈ Zq[x]/(x
n − 1) : uf(x) ∈ Kerψ}.
Clearly, J is an ideal of Zq[x]/(x
n−1), which implies that there is a polynomial g1(x) ∈ Zq[x]
such that J = (g1(x)). It means that Kerψ = (ug1(x)). Further, the image of C under the
map ψ is also an ideal of Zq[x]/(x
n − 1). Then there is a polynomial f0(x) ∈ Zq[x] such
that ψ(C ) = (f0(x)). Hence C = (f0(x) + uf1(x), ug1(x)). Clearly, u(f0(x) + uf1(x)) =
uf0(x) ∈ Kerψ implying g1(x)|f0(x).
Lemma 5. Let C = (f0(x) + uf1(x), ug1(x)) be a cyclic code of length n over R. If g1(x)
is a monic polynomial over R, then we can assume that
deg(f1(x)) < deg(g1(x)).
Proof. If deg(g1(x)) ≤ deg(f1(x)), then there are polynomials m(x), r(x) ∈ R[x] such that
f1(x) = g1(x)m(x) + r(x)
with deg(r(x)) < deg(g1(x)) or r(x) = 0. Then C = (f0(x) + ug1(x)m(x) + ur(x), ug1(x)).
Let C1 = (f0(x) + ur(x), ug1(x)). Clearly, C ⊆ C1. Further, f0(x) + ur(x) = f0(x) +
ug1(x)m(x) + ur(x) + u(q − 1)g1(x)m(x), it follows that C1 ⊆ C . Thus C = C1.
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Lemma 6. Let C = (f0(x) + uf1(x), ug1(x)) be a cyclic code of length n over R. If
f0(x) = g1(x), then C = (f0(x) + uf1(x)). Further, if g1(x) is monic over R, then (f0(x) +
uf1(x))|(x
n − 1).
Proof. Clearly, (f0(x) + uf1(x)) ⊆ C . Further, since u(f0(x) + uf1(x)) = uf0(x) = ug1(x),
it follows that C ⊆ (f0(x) + uf1(x)). Thus C = (f0(x) + uf1(x)). Since f0(x) = g1(x) and
g1 is monic, then f0(x) + uf1(x) is also monic over R by Lemma 5. Therefore there are
polynomials a(x), b(x) ∈ R[x] such that
xn − 1 = a(x)(f0(x) + uf1(x)) + b(x)
with b(x) = 0 or deg(b(x)) < deg(f0(x)). Since b(x) ∈ C , it follows that b(x) = 0. Thus
(f0(x) + uf1(x))|(x
n − 1) over R.
Theorem 5. Let C = (f0(x) + uf1(x), ug1(x)) be a cyclic code of length n over R and
f0(x), g1(x) be monic over Zq. Let deg(f0(x)) = k0 and deg(g1(x)) = k1. Then the set
β = {(f0(x) + uf1(x)), . . . , x
n−k0−1(f0(x) + uf1(x)), ug1(x), . . . , x
k0−k1−1ug1(x)}
forms the minimum generating set of C , and |C | = q2n−k0−k1 .
Proof. Let γ = {(f0(x)+uf1(x)), . . . , x
n−k0−1(f0(x)+uf1(x)), ug1(x), . . . , x
n−k1−1ug1(x)}.
Then γ spans the cyclic code C . Further, it is sufficient to show that β spans γ, which
follows that β also spans C . Now we only need to show that β is linearly independent. For
simplicity, we denote f(x) as f0(x)+uf1(x). Since f0 is monic, then the constant coefficient
of f(x) is a unit of R by the fact that f0(x) is the generator polynomial of some cyclic code
of length n over Zq. Let
a0f(x) + a1xf(x) + · · ·+ an−k0−1x
n−k0−1f(x) = 0. (12)
Let F0 be the constatant coefficient of f(x). Then a0F0 = 0, which implies that a0 = 0.
Therefore the Eq. (12) becomes a1f(x)+a2xf(x)+· · ·+an−k0−1x
n−k0−2f(x) = 0. Similarly,
a1 = a2 = · · · = an−k0−1 = 0. Thus (f0(x)+uf1(x)), x(f0(x)+uf1(x)), . . . , x
n−k0−1(f0(x)+
uf1(x)) areR-linear independent. One can also prove that ug1(x), uxg1(x), . . . , ux
n−k1−1g1(x)
are Zq-linear independent. Thus |C | = q
2n−k0−k1 .
We now consider the cyclic code C as a principal ideal of R[x]/(xn − 1).
Theorem 6. Let C be a principal generated cyclic code of length n over R. Then C is free
if and only if there is a monic polynomial g(x) such that C = (g(x)) and g(x)|(xn − 1).
Moreover, the set
{g(x), xg(x), . . . , xn−deg(g(x))−1g(x)}
forms the minimum generating set of C and |C | = q2(n−deg(g(x))).
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Proof. Suppose that C = (g(x)) isR-free. Then the set {g(x), xg(x), . . . , xn−deg(g(x))−1g(x)}
form the R-basis of C . Since xn−degg(x) ∈ C , it follows that xn−deg(g(x)) can be written as a
linear combination of the elements g(x), xg(x), . . . , xn−deg(g(x))−1g(x), i.e. xn−deg(g(x))g(x)+∑n−deg(g(x))−1
i=0 aix
ig(x) = 0. Let a(x) =
∑n−deg(g(x))−1
i=0 aix
i+xn−deg(g(x)). Then a(x)g(x) =
0 in R[x]/(xn − 1), which implies that (xn − 1)|g(x)a(x). Since g(x)a(x) is monic and
deg(g(x)a(x)) = n, it follows that xn − 1 = g(x)a(x) implying g(x)|(xn − 1).
On the other hand, if C = (g(x)) with g(x)|(xn−1). Then g(x), xg(x), . . . , xn−deg(g(x))−1g(x)
span C . In the following, we prove that g(x), xg(x), . . . , xn−deg(g(x))−1g(x) are R-linear in-
dependent. Let g(x) = g0 + g1x+ · · ·+ x
deg(g(x)) and
a0g(x) + a1xg(x) + · · ·+ an−deg(g(x))−1x
n−deg(g(x))−1g(x) = 0. (13)
Since g0 is a unit of R and a0g0 = 0, it follows that a0 = 0. Then the Eq. (13) becomes
a1g(x) + a2xg(x) + · · ·+ an−deg(g(x))−1x
n−deg(g(x))−2g(x) = 0.
Similarly, we have a1 = a2 = · · · = an−deg(g(x))−1 = 0. Thus g(x), xg(x), . . . , x
n−deg(g(x))−1g(x)
are R-linear independent, i.e. C is free over R.
Similar to the cyclic codes over finite fields, we can also give the following BCH-type
bound on the minimum Hamming distance of free cyclic codes over R. The proof precess is
similar to that of the case over finite fields. Here, we omit it.
Theorem 7. (BCH-type Bound) Let C = (g(x)) be a free cyclic code of length n over R.
Suppose that g(x) has roots ξb, ξb+1, . . . , ξb+δ−2, where ξ is a basic primitive nth root of
unity in some Galois extension ring of R. Then the minimum Hamming distance of C is
dH(C ) ≥ δ.
Example 2. Let R = Z8 + uZ8. Suppose that f(x) = x
4 + 4x3 + 6x2 + 3x + 1, then f(x)
is a basic primitive polynomial with degree 4 over R. Let ξ = x+ (f(x)). Then ξ is a basic
primitive element of R = R[x]/(f(x)). Consider a cyclic code C of length 15 and generated
by the polynomial g(x) = x10 + 6x9 + x8 + 6x7 + 3x5 + 7x4 + 4x3 + 7x2 + 5x + 1. Then
g(x)|(x15 − 1), which implies that C is a free cyclic code and |C | = 645. Furthermore,
g(x) has ξ, ξ2, ξ3, ξ4, ξ5, ξ6 as its part roots in R[x]. Then, by Theorem 7, we have that
dH(C ) ≥ 7. Since dH(4g(x)) = 7, it follows that dH(C ) = 7, i.e. C is a (15, 64
5, 7) cyclic
code over R.
Example 3. Let C = (1+2x+x2+3x3, ux−u) be a cyclic code of length 7 over Z4+uZ4.
Then, by Theorem 6, we have that |C | = 410. For any a+bu ∈ Z4+uZ4, define ϕ(a+bu) =
(b, a+b) and Lee weight of a+bu to be the Lee weight of (b, a+b). Then ϕ is a preserving Lee
distance Z4-linear map from Z4+uZ4 to Z
2
4 (see [7]). By the help of Magma computational
software, we have that ϕ(C ) is a (14, 410, 4) linear code over Z4, which binary image under
the Gray map from Z4 to F
2
2 is a (28, 2
20, 4) binary code having the same parameters as an
optimal binary linear code [28, 20, 4].
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