Brute-force implementation of the extended Kalman (EK) filter in realistic ocean models is not possible because of its prohibitive cost. Different degraded forms of the EK filter, which basically reduce the dimension of the system through some kind of projection onto a low dimensional subspace, have been proposed (Cane et al. 1996; Dee 1990; Fukumori and Malanotte-Rizzoli 1995b; Hoang et al. 1997) . The goal of this paper is to study the usefulness of the evolution in time of these reduced state spaces. This is based on the comparison, both from the theoretical and practical points of view, of the singular evolutive extended Kalman (SEEK) filter introduced by Pham et al. (1997) , and the reduced-order extended Kalman (ROEK) filter introduced by Cane et al. (1996) . To reduce the cost of the ROEK filter, we further approximate the nonlinear dynamics of the system by a first order autoregressive stochastic model. The assimilation results of twin experiments, which we have conducted in a realistic setting of the OPA model in the tropical Pacific ocean, seem to indicate that the evolution of the reduced state space is beneficial during the model unstable periods, where the reduced space may not well represent the variability of the model.
Introduction
Data assimilation aims to incorporate, in the most efficient way, all available information, namely the model and the observations, to obtain the best description of the state of a dynamical system. Roughly speaking, the observations guide the model towards a realistic trajectory, while the model provides a spatiotemporal dynamics interpolation for the observations. This technique, which is widely used in meteorology, has only recently been actively developed in oceanography, thanks to several satellite observation missions which provide a large number of measurements, and to the continuous progress of computers. One can classify the assimilation methods in two principal categories: sequential methods based on the statistical estimation theory, and variational methods based on the optimal control theory (see Ghil and Malanotte-Rizzoli 1991 for a review). The present work belongs to the first category, and is derived from the well known Kalman filter.
The Kalman filter is a statistical data assimilation scheme which provides the best estimate, in the sense of least-squares, of the state of a linear system using all observations available up to the analysis time (Kalman 1960 ). This filter is easy to implement, however, its application in realistic ocean models encounters two major difficulties: non-linearity and computational cost. The first can be partially solved by linearizing the model around the state estimate, which leads to the so called extended Kalman (EK) filter (Jazwinski 1970) . The second is due to the huge dimension of the model state. Several variants of the EK filter, which essentially consist in projecting the system state, via an order-reduction operator, onto a low dimensional subspace, have been proposed to reduce the dimension of the system (Cane et al. 1996; Dee 1990; Evensen 1992; Fukumori 1995a; Fukumori and MalanotteRizzoli 1995b; Hoang et al. 1997; Verlaan and Heemink 1995) . Among these filters, of particular interest to us is the one proposed by Cane et al. (1996) , in which the state space is reduced through the projection onto a linear subspace spanned by a small set of basis functions, using an empirical orthogonal function (EOF) analysis. This filter is referred to as the reducedorder extended Kalman (ROEK) filter.
In all the above ''suboptimal'' Kalman filters, the reduction operator is usually considered to be constant in time, or to follow empirical laws. A consequence of this assumption is that the error covariance dynamics may not be properly taken into account (De Mey 1997) . Recently, Pham et al. (1997) have proposed a new variant of the Kalman filter, called singular evolutive extended Kalman (SEEK) filter, in which the reduction operator is allowed to evolve in time to follow the dynamics of the model. Otherwise, Pham et al. (1997) have followed the same approach of EOF analysis of Cane et al. (1996) to initialize the reduction operator.
Thi study has two main goals:
(1) Study the usefulness of the evolution of the reduction operator, by comparing the performances of the SEEK and ROEK filters, since these two filters start with the same reduction operator (obtained with an EOF analysis). However, the SEEK filter allows the reduction operator to evolve in time, while the ROEK filter replaces the evolution of the reduction operator, which now remained fixed, by the evolution of the forecast error in the reduced dynamics defined by this operator. (2) Hoteit et al. (2001) have introduced the global-local (or mixed) EOF analysis as an approach to construct a reduction operator, which represents the global and the local variability of the ocean. However, the local basis functions obtained from this analysis can not be let to evolve with time, as in the SEEK filter, without losing their locality property. Therefore they proposed to only allow the global basis functions to evolve as in the SEEK filter while keeping the local ones fixed in time. Here, the performance of the ROEK filter is tested with these functions to see if the evolution of the forecast error on the reduced dynamics can compensate for the ''non-evolution'' of these basis functions.
On the other hand, the ROEK filter can be as costly as the SEEK filter despite the fact that its reduction operator remains fixed. To reduce the cost of the SEEK filter, Hoteit et al. (2002b) have constructed different variants of this filter, in which they simplify the evolution of the reduction operator, which is the most expensive part of the SEEK filter. To reduce the cost of the ROEK filter, the nonlinear dynamics of the system is approximated by a first order autoregressive stochastic model, which is used in the updating equation for the filter forecast error covariance matrix.
The outline of this paper is as follows. In section 2 we recall the EK filter. In section 3, the ROEK and SEEK filters are described and their differences discussed. In section 4 the use of a first order autoregressive stochastic model is introduced to reduce the cost of the ROEK filter. In section 5, the mixed EOF analysis is briefly presented. Finally, using the twin experiment approach, the performances of these filters are compared in section 6, with some assimilation results based on a realistic setting of the OPA model (see section 6.1) over the tropical Pacific ocean.
The extended Kalman filter
The notation proposed by Ide et al. (1995) is adopted. Consider a physical system described by
where X t ðtÞ is a vector representing the true state at time t, Mðt; sÞ is an operator describing the system transition from time s to time t, and hðtÞ is the system noise vector. At each time t k , the state vector is observed according to
where H k is the observational operator and e k is the observational noise. The noises hðt k Þ and e k are assumed to be independent random vectors with mean zero, and covariance matrices Q k and R k , respectively. The sequential data assimilation consists in the estimation of the state system X t at each observation time, using only observations up to this time. In the linear case, this problem has been entirely solved by the well known Kalman filter. In the nonlinear case, one often linearizes the model around the current estimated state vector, which yields to the so called extended Kalman EK filter (see for example Ghil and Malanotte-Rizzoli 1991 for more details). Apart from initialization, this filter works as a succession of forecasting and correction steps.
0-Initialization stage:
To initialize the EK filter, one needs some initial state vector X a ðt 0 Þ, and its initial error P a ðt 0 Þ. Usually very little is known concerning the initial conditions of the system. However, the choice of X a ðt 0 Þ and P a ðt 0 Þ may not be very important, thanks to the stability of the Kalman filter (Jazwinski, 1970) . One often takes X a ðt 0 Þ as the average of a set of simulated state vectors, and P a ðt 0 Þ as the sample covariance matrix of these vectors.
Assuming that before time t k , one already has a system state estimate, often referred to as the analysis state vector X a ðt kÀ1 Þ, with some analysis error covariance matrix P a ðt kÀ1 Þ. The EK filter allows the construction of the next analysis vector X a ðt k Þ, together with its error covariance matrix P a ðt k Þ as follows: 1-Forecasting stage: The model (1) is used to forecast the state at time t k as
The forecast error covariance matrix is then given by
where Mðt k ; t kÀ1 Þ is the gradient of Mðt k ; t kÀ1 Þ evaluated at X a ðt kÀ1 Þ and T denotes the transpose. The above formula actually is only approximation as it arises from the linearization of (1) around X a ðt kÀ1 Þ:
where e a ðt kÀ1 Þ ¼ X t ðt kÀ1 Þ À X a ðt kÀ1 Þ is the analysis error.
2-Correction stage:
The new observation Y o k at time t k is then used to correct the forecast according to the formula
where G k is the so called Kalman gain matrix, which is given by
and H k is the gradient of H k evaluated at X f ðt k Þ. The corresponding analysis error e a ðt k Þ has the covariance matrix
There are alternative formula for (6) and (7) as follows:
and
They can be obtained through the matrix identity
(see also Pham et al. 1997 ).
Brute-force implementation of the EK filter is not possible in practice for large oceanic models. Indeed, knowledge of the requisite error statistics Q k and R k is lacking and more importantly, its computational requirements are excessive. More precisely, the computation of its forecast error covariance matrix P f requires the manipulation of matrix of order n, and at least n model integrations. Therefore, approximations are unavoidable. The ROEK and SEEK filters are two approaches to reduce the cost of the EK filter. They will be described in the next section.
The ROEK and SEEK filters
The implementation of the EK filter in the oceanic models can not be done without some massive order reduction of the dimension of the system. As proposed by Fukumori and Malanotte-Rizzoli (1995b) , the use of a (linear) reduction operator, which relates the state vector of the system to a small dimension reduced state vector, offers us several alternatives to reduce the cost of the EK filter. Indeed, this can be done by letting the forecast error to evolve in the reduced-order state space, after it has been ''transported'' in this space, and then to reconstruct this error in its original (or full) space via the pseudo-inverse of the reduction operator to recover the reduced-order analysis error in the full space. One obtains in this way the general form of the most used variants of the EK filter (see De Mey 1997) . Note that this might also be quite costly unless the dimension r of the reduced space is much smaller than the dimension of the full space.
The ROEK filter
A basis (assumed to be orthogonal for simplicity) of the reduced-order state space is considered, defined by the columns of a n Â r matrix L ðr f nÞ. Since these columns, by assumption, are orthogonal and have unit norm, the reduction operator, which is the orthogonal projector on the reduced-order state space is simply the matrix L T . The pseudo-inverse (in the Moore-Penrose sense) of L T is also no other than L. Indeed, the Moore-Penrose inverses A À of a matrix A is uniquely defined by the 4 conditions (Penrose, 1955) 
and it can be checked that the pair L, L T satisfies all of them (since L T L equals the identity matrix). Thus, one reconstructs the full state vector X t from the reduced state vector X t r through the formula
If the above relation (which of course is only approximate) is used in the equations of the EK filter, one obtains the algorithm of the ROEK filter which operates in two stages apart from an initialization stage as the EK filter (the reader can be referred to Fukumori and MalanotteRizzoli (1995b) for more details).
0-Initialization stage:
Based on the first observation Y o 0 , an objective analysis is used to initialize the filter according to
where
X is the average of a sequence of state vectors, and H 0 is the gradient of H 0 evaluated at X. The initial analysis error covariance matrix may be taken as
0 H 0 L is implicitly assumed invertible, which is often the case if the number r of columns of L is not less than the dimension m of the observation vector. In the rare case where m < r, one could delay the start assimilation until a sufficient number of observations have been gathered. 1-Forecast stage: One applies the model (1) to compute the forecast state
and let the covariance matrix of the forecast error in the reduced space P f r ðt k Þ (of dimension r Â r) to evolve as
The forecast error covariance matrix is then equal to
2-Correction stage:
The correction of the forecast state is only done in the reduced space, which therefore can be called the correction basis, according to the formula
where G k is now given by
The covariance matrix of the analysis error covariance matrix P a r ðt k Þ is then updated from the equation
The analysis error covariance matrix is then given by
It is important to notice that the representativeness error has been neglected in formula (12). This error represents the information which have not been explained by the reduced space defined by L (this error may be conveniently ''inserted'' into the model error (Cane et al. 1996) ). To compensate (at least partially) this neglect, a simple approach is used to limit the propagation of this error in time via the introduction of a forgetting factor as in the SEEK filter (Pham et al. 1997) . This approach has the advantage of avoiding the difficulty of correctly specifying the representativeness error. Moreover, it does not incur any extra computational cost: the algorithm of the ROEK filter remains unchanged, only the update equation of the analysis error covariance matrix in the reduced space is replaced by
Concerning the cost of this filter, it is mostly due to the equation (16) describing the evolution of the forecast error in the reduced space. It thus depends on the dimension of the reduced space r, because the numerical calculation of Mðt k ; t kÀ1 ÞL, requires r integrations of the tangent linear model. The performance of the ROEK filter highly depends on the representativeness of the reduction operator. A good choice of L should lead to a large reduction of the dimension of the system, and to a reduced state space, which must represent well the variability of the model. Different forms of the operator L, which essentially rely on more or less simplifying the dynamics and the characteristics of the model (see De Mey 1997 for a review), have been proposed in practice, as the use of a coarse resolution (Fukumori 1995a ) and the most dominant singular modes of the tangent linear model or the most dominant eigen modes of the analysis error covariance matrix (Cohn and Tolding 1996) , etc.
With the same aim in view, Cane et al. (1996) have adopted a different approach: using the empirical orthogonal functions (EOF) analysis, they reduced the state space to a linear subspace spanned by a small set of basis functions, called EOFs, which nonetheless represented all of the significant structures that were predicted by the model. More than order reduction of the filter for cost reasons, the philosophy of Cane et al. (1996) relies on the fact that one can not exactly compute the ''true'' error covariance matrix, and hence it may not be useful to work with full dynamics of the model. In numerical applications, this procedure was shown to lead to a substantial saving without any loss of accuracy compared to the full EK filter (Cane et al. 1996) .
The SEEK filter
The reduction operator L is usually considered to be constant in time, or to follow empirical laws. As a consequence, the error covariance dynamics may not be properly taken into account (De Mey 1997). To overcome this problem, Pham et al. (1997) have proposed a variant of the Kalman filter, called the SEEK filter, in which they allowed L to evolve in time, hence will be denoted L k , in order to better capture the dynamics of the error statistics.
The SEEK filter is aimed to reduce the prohibitive cost of the EK filter in meteorology and oceanography data assimilation, due to the huge number (n) of the state variables. The main idea is to view the error covariance matrix as singular matrix, with a low rank r f n. This leads to a filter in which the error correction is only made along certain directions parallel to a linear subspace of dimension r. These ''correction directions'' are those for which error is not sufficiently attenuated by the system dynamics.
This filter proceeds in two stages apart from an initialization stage, which is identical to the one of the ROEK filter. For convenience, the reconstruction operator obtained from the EOF analysis will be noted here by L 0 .
1-Forecast stage: At time t kÀ1 , an estimate X a ðt kÀ1 Þ of the system state and its corresponding error covariance matrix
where L kÀ1 and P r ðt kÀ1 Þ are of dimension n Â r and r Â r respectively, are assumed to be available. The model (1) is used to forecast the state as
where L k evolves n time with the dynamics of the model according to
2-Correction stage:
The new observation Y o k at time t k is used to correct the forecast by
When a forgetting factor r is used, P r ðt k Þ is computed from
with P L k representing the projection operator onto the reduced state space generated
The corresponding filter error covariance matrix is then taken to be
The analysis estimate in (26) can be expressed as the forecast plus a linear combination of the columns of L k , which therefore constitute the correction basis of the filter. Since equations (24) and (29) are only included to interpret the results, the SEEK filter drastically reduces the computation cost with respect to the EK filter. Basically, it requires about r þ 1 times the cost of the numerical integration of the model, which is due to the cost of the evolution of its correction basis L k by the equation (25) . The cost of the SEEK filter is then very close to the one of the ROEK filter, despite the fact that the correction basis of the latter remains fixed in time.
Recently, Hoteit et al. (2001) have introduced the global-local (or mixed) EOF analysis (see section 5) as a means to construct a reduced space which represents the global and the local variability of the ocean. However, the local basis functions obtained from this analysis, called local EOFs, can not be let to evolve as in the SEEK filter, without losing the locality property. Therefore, they proposed to let only the global basis functions to evolve, while leaving the local basis functions fixed. One can then ask if the use of the ROEK filter, with local EOFs, can compensate for the non-evolution of the basis functions.
Since it is very difficult to find theoretical answers to these observations, we will content ourselves with implementing and comparing (in section 6) the performances of these two filters in a realistic setting of the OPA model in the tropical Pacific ocean and, then trying to draw some conclusions. But prior to this, the cost reduction of the ROEK filter is discussed and the method of (mixed) EOF analysis is briefly recalled.
Linearization of the reduced dynamics
As we have already said, despite the fact that the correction basis of the ROEK filter remains fixed in time, the implementation cost of this filter is as expensive as the SEEK filter. To reduce the cost of the SEEK filter, Hoteit et al. (2002b) have constructed different variants in which they simplified the evolution of the reduction operator, which is the most expensive part of the SEEK filter. To reduce the cost of the ROEK filter, we make use here of a first order stochastic autoregressive model, denoted by ARð1Þ, which describes the evolution of the reduced order state vector X t r ðt k Þ. This way, the computation of the gradient of the model transition operator needed for the evolution of P f r ðt k Þ as described by the equation (16), is avoided.
Assume that one has constructed an ARð1Þ model in its general form, namely (see Brillinger 1981)
where A is a r Â r matrix, m ¼ ðI d À AÞX t r with X t r being the mean of the X t and e r ðt k Þ is a noise, which has mean zero and covariance matrix Q r and is independent of X t r ðt l Þ for l < k. The approximation
is made, where subscript r refers to vectors in the reduced state space. The evolution of the analysis error in the reduced state can then be computed from the equation
which finally gives
Therefore, to reduce the cost of the ROEK filter, one has only to replace the equation (16) 
The above estimators for A and Q r will then be used in filter equation (30) (33).
Construction of the reduced basis
In this section the construction of the reduced basis via the EOF analysis is presented. Further details can be found in Hoteit et al. (2002b) .
(1) (Global) EOF analysis
The ''classical'' (or global) EOF analysis provides the best representation of a set of state vectors X 1 ; . . . ; X N in R n in a low-dimension (denoted by r) linear subspace. It consists in ''compressing data'' contained in these states by summarizing the correlation of their variables in a few vectors only, called EOFs. These vectors are no other than the first r normalized eigenvectors of the sample covariance matrix P of X 1 ; . . . ; X N relative to some metric M in the state space 2 , where the eigenvectors are being ranked in decreasing order of their eigenvalues l 1 ; . . . ; l r . With regard to the choice of r, one can consider the fraction of variance (or cumulative variance) P r k¼1 l k / P p k¼1 l k explained by the first r EOFs, which should be close to 1.
(2) Local EOF analysis
The EOFs capture generally only the long range spatial correlation of the ocean variables. To capture the short range correlation without requiring an excessive number of EOFs, Hoteit et al. (2001) have developed a so called local EOF analysis. The basic idea consists in constructing a set of EOFs each having a support in a small region of the ocean. This can simply be done by independently applying the EOF analysis on different ocean sub-domains. However, since the combined representation would provide no correlation between spatial points in different sub-domains (if they are disjoint), these sub-domains should overlap to obtain adequate representativeness. To do this properly, one may consider a partition of unity of the ocean domain, i.e. a set of positive functions fw ð jÞ ; j ¼ 1; . . . ; Jg defined in the ocean domain whose sum is identically equal to 1. Therefore any ocean state vector X can be decomposed as Xðx; y; zÞ ¼ X J j¼1 X ð jÞ ðx; y; zÞ; ð38Þ where X ð jÞ ðx; y; zÞ ¼ Xðx; y; zÞw ð jÞ ðx; y; zÞ; ð39Þ and x, y, and z denote the spatial coordinates. Next, for each j between 1 and J, one conducts separately classical EOF analysis on each local field X ð jÞ to obtain a representation subspace for each ocean sub-domain. It can be then easily seen that one can still reduce the ''global'' representation error of the original state X by considering its projection into the subspace spanned by the columns of the matrix whose columns are the (local) EOFs of all the subdomains.
(3) Global-Local EOF analysis
The main difficulty with the local EOFs basis is that one can not make it to evolve as in the SEEK filter (see section 3.2) without losing its locality property. Hoteit et al. (2001) have also noticed, in their numerical experiments, that the long range variability was not well represented by such a basis. To overcome these problems, they proposed to augment the local EOFs with some global EOFs. The advantage of such an approach is double: firstly, the resulting mixed global-local basis can represent the long range as well as the short range oceanic phenomena, and secondly, the global EOFs can be made to evolve as in the SEEK filter.
To construct the above type of basis, Hoteit et al. (2001) have applied a local EOF analysis (not centered) on the residuals of the state vectors in the first global EOFs, in order to further extract the local variability. This can be explained by the fact that the representation error (or residual) of a state vector is almost due to the bad representativeness of the short range variability in the first (global) EOFs.
Application to altimetric data assimilation in the OPA model of the tropical Pacific
The performances of the filters have been evaluated under a ''perfect model'' assumption (Q k ¼ 0): the model used to generate the reference solution is the same as the one used in the assimilation algorithm. The experiments are thus not a direct analogue to real-world numerical ocean prediction. The perfect model does, however, indicate how best to design an assimilation scheme in the absence of a model error. The treatment of the model error is a difficult problem, since one usually does not have much knowledge about this error. It is planned however to study the effect of model error in future work.
Model description
The OPA model (OPA for Océan PArallélisé) is a primitive equation ocean general circulation model which has been developed at the LODYC laboratory (Laboratoire d'Océanogra-phie DYnamique et de Climatologie) to study large scale ocean circulation. It solves the Navier-Stokes equations plus the rigid lid assumption and some hypothesis made from scale considerations. The system equations are written in curvilinear z-coordinates, and discretized using the centered second order finite difference approximation on a three dimension generalized ''C-grid Arakawa'' (see Arakawa 1972 for details). Time stepping is achieved by two time differencing schemes: a basic leap-frog scheme associated to an Asselin filter for the non-diffusive processes, and a forward scheme for diffusive terms. The sub-grid scale physics are tracer diffusive operators of a second order on the vertical, the eddy coefficients being computed from a turbulent closure model (Blanke and Delcluse 1993) . On the lateral, diffusive and viscous operators can be either of second, or of fourth order. The reader is referred to the OPA reference manual Madec et al. (1997) for more details.
The model domain covers the entire tropical Pacific basin extending from 120 E to 70 W, and from 33 S to 33 N and the level depth varies from 0 at the sea surface to 4000 m. Two buffer zones are included between 20 and 33 in the north and south of the domain, for the connection with the sub-tropical gyres. The number of horizontal grid points is 171 Â 59 on 25 vertical levels. The model equations are solved on an isotropic horizontal grid with a zonal resolution 1 , and a meridional resolution maximum at the equator of 0:5 and goes down to 2 at the north and south boundaries. The vertical resolution is approximatively 10 m from the sea surface to 120 m depth, then decreases to 1000 m at the sea bottom. The time step is one hour.
The bathymetry is relatively coarse. It was obtained from Levitus data's mask (Levitus 1982) . The forcing fields are interpolated from the ECMWF reanalysis with monthly variability. It is composed of wind stress, heat and fresh water fluxes. Zero fluxes of heat, and salt and non-slip conditions are applied at solid boundaries. A second order horizontal friction and diffusion scheme for momentum and tracers is chosen with a coefficient of 2000 m 2 /s in the strip 10 N-10 S, and increase up to 10000 m 2 /s at the north and south basins boundaries. The static instabilities are resolved in the turbulent closure scheme. The model starts from rest (i.e., with zero velocity field). The salinity and the temperature stem from seasonal climatological data by Levitus (Levitus 1982) .
The state vector
The state vector X t is the set of prognostic variables, which in the OPA model, consists of the zonal and meridional velocity U and V, the salinity S and temperature T, thus
However, the observation, which is the sea surface height (SSH), is directly related to the surface pressure P s , but the later only indirectly related to the state variables through a set of partial differential equations. More precisely, P s is a diagnostic variable which can be computed through the (non-dimensional) system of equations (Pinardi et al. 1995 )
where ' denotes the horizontal gradient, H is the ocean depth, f is the Coriolis factor, k is the vertical unit vector, u is the horizontal vector velocity field, r is the density, e is the Rossby number and B is a term describing the nonlinear advection and dissipation effects. The term B is rather complex but is also needed for solving the system equations concerning X t . In fact the numerical code for integrating the OPA model also computes, as a by product, the diagnostic variable P s through equations (41). Therefore, for purely technical reasons, it is advantageous to augment the state vector by including the variable P s , that is
Of course, the model equations must now include the extra equation (41) and the derivation of our filter algorithm must be based on this extended model, not on the original model (the EOF analyses are also carried out on the augmented state vectors). The overhead is insignificant anyway since P s is only defined on the surface of the ocean. The number of state variables increases from 4 Â 171 Â 59 Â 25 ¼ 1 008 900 to 4 Â 171 Â 59 Â 25 þ 171 Â 59 ¼ 1 018 989. The numerical cost of the algorithm would increase by the same proportion, since this cost is roughly proportional to the dimension of the state vector. This increase would be offset by the fact that the calculation of the observation operator is now straightforward. Working with the original state vector means that the portions of the OPA code for computing directly P s from ðU; V; S; TÞ have to be pulled out, with some unavoidable redundancy with the integration of the model equations. But the main point is that this would considerably increase the complexity of the programming work, without leading to real differences both in terms of cost, and in terms of methodology.
Data and filters validation
Twin experiments are used to assess the performances and the capabilities of the filters. Therefore, a reference experiment is performed and the reference state X t retained to be later compared with the fields produced during the assimilation experiments. More precisely, a sequence of 250 state vectors was retained every 24 h, during the period March 1 st 1991 to November 10 th 1991. The assimilation experiments are performed using the pseudo-measurements which are extracted from the reference experiment. The SSH are assumed to be observed at every grid point of the model surface, with a nominal accuracy of 3 cm. The observation error is simulated by adding randomly generated Gaussian noise to the synthetic observations of SSH. Note that in the assimilation interval, a period of very strong model instability occurs between July and September (see Fig. 1 ). The performance of the filters is evaluated by comparing the relative root mean square (RRMS) error for each state variable, in each layer or in the whole domain of the ocean model. The RRMS is defined as
where X is the mean state of an historical sequence, H S of state vectors and k Á k denotes the Euclidien norm. This historical sequence is obtained from a pilot experiment prior to the assimilation experiment and completely independent to it. Thus the error is relative to the free-run error since the denominator represents the error when there is no observation, and the analysis vector is simply taken as X.
Results of the different EOF analysis
In the present study, the data for the assimilation experiments is again simulated, but in an unrelated way with the reference experiment. In a first experiment, the model has been spun up for 7 years from 1980 to 1986, with the aim to reach a statistically steady state of mesoscale turbulence. Next, another integration of 4 years is carried out from 1987 to 1990, to generate a historical sequence H S of model realization. A sequence of 480 state vectors was retained by storing 1 state vector every 3 days to reduce the calculation since successive states are quite similar. Because the state variables in (42) are not of the same nature, we shall in fact apply a multivariate EOF analysis (local and global). A metric M is defined in the state space to make the distance between state vectors independent from unit of measure. We choose M as the diagonal matrix with diagonal elements being the inverse of the variances of each state variables, namely U, V, S, T and P s , average over the grid points.
(1) Global EOF analysis
The number r of (global) EOFs to be retained has been discussed by Hoteit et al. (2002a) . It has been shown in this study that the choice of r needs to be made with care, because a too large value for r could also degrade the filter performance. Actually, the selection of this parameter should be made according to the ''degree of instability'' of the period in which the model evolves. Figure 2 plots the number of (global) EOFs and the percentage of cumulative variance of H S they explain. From this result, r ¼ 30 global EOFs has been retained in the assimilation experiments, as this achieves 85% of the cumulative variance of H S , and this percentage is not much increased for higher values of r.
(2) Mixed EOF analysis
To compute the global-local basis, the local EOF analysis has been applied on the residues of the ocean states in the subspace spanned by the first 5 global EOFs, which explains almost 50% of the total (global) cumulative variance. Concerning the local analysis, the partition of unity functions was considered in a tensorial form (i.e., w ð jÞ ðx; y; zÞ ¼ w
yÞ). The correlation length in the vertical direction has not been limited to let the surface informations propagate to the ocean bottom. The unity functions are plotted in Fig. 3 . The single onedimensional tensorial function in the meridional w ð1Þ Y ðyÞ direction was then taken constant equal to 1. The tropical Pacific domain has then been subdivided into three zonal sub-domains: western, central and eastern pacific. After applying separately (classical) EOF analysis on the residuals of the state vectors, 6, 6 and 7 EOFs have been retained in order to explain 40% of the cumulative variance of the residues in the first, second and third sub-domain respectively. The dimension of reduced state space spanned by the mixed EOFs is thus equal to 5 þ 6 þ 6 þ 7 ¼ 24. As illustration, Figs. 4 and 5 display the first global basis functions and the first 3 local basis functions of the mixed basis (which comes after the global basis) for the horizontal velocity and the temperature at the surface. The basis functions are arranged (in their category) in decreasing order of the variance they explained.
Assimilation results
The assimilation results of the SEEK filter is first presented before studying the usefulness of the evolution of the correction basis by comparing its performance with that of the ROEK filter. Next, the ROEK filter with the mixed EOFs is tested to see if the evolution of the forecast error in the reduced state space compensates the ''non-evolution'' of the local EOFs. Finally, the assimilation results of the ROAEK filter is discussed and its performance with respect to the ROEK filter is evaluated.
(1) The SEEK filter The SEEK filter has been implemented with a forgetting factor r ¼ 0:8, which has been shown (empirically) to be a good choice (more discussion on the value of the forgetting factor to be used may be obtained from Hoteit et al. 2002b) . It can be seen from Fig. 6 that the SEEK filter performs well both in the upper layers and in the lower layers. Although the performances of the SEEK appears to degrade somewhat in the presence of instabilities, it still behaves satisfactory during this period. One may think that the meridional velocity V is not sufficiently well-assimilated because the assimilation error is only reduced by less than a half. But, it is worthwhile to point out that, since the velocity field of the tropical Pacific ocean is particularly zonal, the meridional velocity fields are generally, and especially the referenced field in our experiment on March 1 st 1991, well-approached by the average of the meridional velocity. Since this average serves as the initial analysis, the initial error is already low, and therefore it would be hard to reduce it much further.
We have presented the results of the experiments for the SEEK filter in both the upper and lower layers for completeness. But it was no- ticed that, for the new filters, the RRMS of the SEEK filter computed in all the layers are quite similar to that computed on each layer. Therefore, in the sequel, results are only presented in all layers, to save space.
(2) Study of the usefulness of the correction basis evolution An experiment has been conducted with the ROEK filter in the same setup as before to study the usefulness of the evolution of the reduced state space with the dynamics of the model (carried out in the SEEK filter). The assimilation results of this experiment, plotted in Fig. 7 , show that, despite a very good behavior during the stable period, the ROEK filter is less stable than the SEEK filter during model instabilities. This may be explained by the evolution of the correction basis of the SEEK filter to follow the dynamics of the model. The good performance of the ROEK filter in the stable period shows that this filter can be very effective if its reduced state space represents well the variability of all the model modes. However, the performance of this filter can be degraded during unstable periods, which may be attributed to the fact that its correction basis, obtained from the EOF analysis, does not sufficiently represent the variability of the model. The evolution of the correction basis seems therefore to be useful during model unstable periods, to follow the new modes of the model.
(3) The ROEK and SEEK filters with the mixed EOFs As explained in section 5, the local part of the mixed EOFs can not be allowed to evolve as in the SEEK filter without losing its locality property. Therefore, in a first experiment, this part has been kept fixed in time while the global part (which contains 5 EOFs) has been allowed to evolve with the evolution equation of the SEEK filter. The ROEK filter has been also implemented with the mixed EOFs to see if it can compensate the non-evolution of the basis functions (with the SEEK filter). Figure 8 shows the assimilation results of these experiments. One can see that the SEEK filter performs better than the ROEK filter (also it is 6 times faster since only 5 basis vectors evolve with time), particularly in the unstable period of the model. This suggests that the evolution, even partially, of the correction basis is beneficial during such period. One can also notice that the ROEK filter, with the mixed EOFs, performs as good as the ROEK filter with the classical (global) EOFs in the stable period and even better in the unstable period (particularly with the velocity fields which are the most affected during such period), despite the fact that the dimension of the mixed EOFs Basis (24) is smaller than that of the global EOFs (30). This suggests that the local EOFs represents better the variability of the model during the unstable periods than the global EOFs. The use of more local EOFs in the mixed basis would further improve this filter performance. Such an experiment, however, has not been conducted in order to save computional cost.
(4) The ROAEK filter Finally, the results of the ROAEK filter has been compared to those obtained with the ROEK filter. For this experiment, we have used the classical EOFs. Note that a forgetting factor has not been used in this filter because the error covariance matrix Q r of the ARð1Þ model is expected to play a similar role to this factor.
To construct the ARð1Þ model, the state vectors of the sample H S have been projected on the subspace spanned by the EOFs. Next, the sample consisting of the projected state vectors has been used to construct the model according to the formulas described in section 4. Figure 9 plots the results of this experiment, and compare them to those obtained with the ROEK filter. With regard to its cost (30 times faster than the ROEK filter), one can say that the ROAEK filter behaves fairly well. However, its performance was not sufficiently good with respect to the ROEK filter. After looking more closely into the results, it was noticed that this is due to the ARð1Þ model which was not sufficiently representative of the evolution of the error in the reduced state space. The use of a more representative (adaptive) ARð1Þ model would certainly improve the behavior of the ROAEK filter. This point will be examined in a future work.
Conclusion
The extended Kalman (EK) filter is one of the major tools to assimilate data into ocean models. However, its implementation in realistic ocean models is not possible because of its pro-hibitive cost. As proposed by Fukumori and Malanotte-Rizzoli (1995b) , the use of a reduction operator, which relates the state vector of the system to a small dimension reduced-order state vector, offers us several alternatives to reduce the cost of the EK filter. In this paper, we are interested in studying the usefulness of the evolution of the reduced state space. This study is based on a comparison between the singular evolutive extended Kalman (SEEK) filter introduced by Pham et al. (1997) and the reduced-order extended Kalman (ROEK) filter introduced by Cane et al. (1996) . The assimilation results of twin experiments conducted in a realistic setting of the OPA model in the tropical Pacific ocean seem to indicate that the evo- the model as well as the local variability. However, the local part EOFs can not be let to evolve with model dynamics as in the SEEK filter without losing its locality property. Here, the ROEK filter has been implemented with these EOFs, to see if the evolution of the forecast error in the reduced state space compensate the non-evolutive character of the local EOFs. Therefore, two experiments have been conducted with the ROEK filter, using the mixed EOFs, and with the SEEK filter in which only the global elements of the mixed EOFs was let to evolve, while the local elements was kept fixed. The results of the experiments show also that the evolution, even partially, of the correction basis is still beneficial, particularly during model unstable periods. Of course, the above conclusions concern only a particular model, and setup, and may not generalizable to other models where nonlinear process is more dominant.
As the ROEK filter remains expensive for operational oceanography, we have introduced another simpler filter derived from it and called ROAEK. The idea is to use a first order autoregressive model ARð1Þ for the calculation of the evolution of the forecast error in the reduced state space, which is the most expensive part of the ROEK filter. Hopefully, the error in using a fixed linear dynamics in the AR model can be absorbed in the stochastic error of this AR model. The assimilation results of the experiments obtained by this filter enable us to presume that this filter may be as effective as the ROEK filter if the ARð1Þ represents sufficiently well the variability of the reduced-order state space.
In twin experiments, the ROEK and the SEEK filters were found to be fairly effective in only assimilating pseudo-altimeter data. Further works will consider more realistic situations, like the addition of the model error or the use of different types of (real) observations. However, these preliminary twin experiments were a necessary step before realistic applications, and provide us encouraging results with regard to that purpose.
