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論 文 回路とシステム論文小特集
細粒度パワーゲーティング機構を備えた自己同期型パイプラインと
その実装評価
宮城 桂†a) 岩田 誠†† 三宮 秀次††† 西川 博昭†††
Self-Timed Pipeline with Fine Grain Power Gating and Its Evaluation
Kei MIYAGI†a), Makoto IWATA††, Shuji SANNOMIYA†††, and Hiroaki NISHIKAWA†††
あらまし 本論文は，真に情報処理中の回路にのみ電力消費が極限される自己同期型パイプライン STP
（Self-Timed Pipeline）におけるパイプライン段単位の細粒度パワーゲーティング機構の実装法とその評価につ
いて述べている．STPは，大域的なクロックを必要とせずに，隣接するパイプライン段間でのみデータ転送制御
信号を授受して動作する自律的なパイプラインであるため，アクティブでないパイプライン段ではスイッチング
電力を全く消費しない．本研究は，この STP の転送信号を活用して，必要最小限の追加回路で自律的な細粒度
パワーゲーティングを実現することによって，リーク電力削減も同時に達成するものである．提案機構を備えた
40 段の環状 STP パイプライン LSI チップを e-shuttle 65nm で試作し，通信処理の大部分を占める待機時を想
定した実測評価を行った．その結果，パワーゲーティング機構を備えていない STP 回路と比較して，待機時電
力を約 26%削減できることを確認した．これによって，本来ダイナミック電力に関して省電力である STP を更
に超低消費電力化できる技術の確立に見通しが得られた．
キーワード 自己同期型パイプライン，省電力システム，リーク電力，実時間細粒度パワーゲーティング
1. ま え が き
筆者らは，インターネットなどのトラヒックの指数
関数的増加をみれば，ネットワーキングシステムの省
電力化が必須になると着想し，超低消費電力化データ
駆動ネットワーキングシステム ULP-DDNS（Ultra-
Low-Power Data-Driven Networking System）の研
究プロジェクトを進めてきた [1]～[3]．
本論文は，この ULP-DDNS の LSI 実現法として
着目した自己同期型パイプライン STP（self-timed
pipeline）回路 [4], [5]の省電力化技術について述べて
いる．STP では，隣接するパイプライン段間でのみ
データ転送制御信号を授受することによって，動作す
る必要のあるパイプライン段のみを駆動させるため，
†沖縄工業高等専門学校，名護市
Okinawa National College of Technology, Nago-shi, 905–
2192 Japan
††高知工科大学，香美市
Kochi University of Technology, Kami-shi, 782–8502 Japan
†††筑波大学，つくば市
University of Tsukuba, Tsukuba-shi, 305–8577 Japan
a) E-mail: k.miyagi@okinawa-ct.ac.jp
データを保持していないパイプライン段のトランジス
タは全く動作しない．よって，クロック同期回路で一
般に用いられているクロックゲーティングのような付
加的な回路がなくとも，ダイナミック電力に関しては
省電力であるという特長がある．
一方で，LSI 製造プロセスルールの微細化に伴い，
リーク電力の増大が顕著になっており，通信時以外の
待機時の電力を削減する技術の確立も重要になりつつ
ある．よって，本研究では，STP回路における転送制
御信号を活用して，パイプライン段単位で自律的にパ
ワーゲーティング PG（Power Gating）を実現する回
路 [6] を考案し，STP の更なる省電力化を目指した．
一般に商用の LSIシステムで用いられている PG技術
は，LSI全体ないしはプロセッサコア単位といった大
規模な回路に対して適用されている．これは，PG対
象の回路を細かくすると，それぞれの回路に，パワー
ゲーティング用回路を個別に追加する必要があり，面
積オーバヘッドすなわち電力オーバヘッドが増大する
ためである．また，電源オン時の突入電流に伴うノイ
ズの影響を避けるために，ウェイクアップ時間を数 µs
以上に設定する必要がある．これらのことから，回路
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規模的にも時間的にも細かな電源制御ができないため，
リーク電力削減効果がそれほど高くない．
自己同期型パイプラインを含む非同期回路を対象に
した細粒度 PG技術に関しては，m-out-of-n符号に基
づく非同期回路を対象にした方式 [7] や自己同期型パ
イプラインを対象にした方式 [6], [8]がある．前者の方
式は，ロジック回路内の信号遅延の変動に対する耐性
を備えた非同期回路であり，スペーサなどによりデー
タ間を区分するために冗長な信号遷移が必要となる．
後者の方式は，遅延耐性は劣るが冗長な信号遷移がな
いため，前述したようにスイッチング電力を必要最小
限に抑えられる．しかし，文献 [6], [8]では，いずれも
配置配線前のトランジスタネットリストを対象とした
提案に留まっており，LSI実装上の技術的な課題が明
らかにされていない．すなわち，パイプライン段単位
の細粒度 PG においては，電源接続/遮断後の過渡的
な電流が相対的に大きくなり，配線の寄生容量成分も
無視できないと考えられる．
以下，本論文では，STP回路の特長を活用すれば，
必要最小限の追加回路でパイプライン段単位の細粒
度 PGを実現でき，かつ，時間的にも細かくリーク電
力を削減できることを述べる．更に，通信処理の大部
分を占める待機時を想定した上で，過渡的な電力を含
めてリーク電力の削減効果を最大化できる，PG回路
の最適化設計法に関して議論する．その後，e-shuttle
65nm CMOSプロセスを利用して試作したテストチッ
プの実測結果を通して，本提案方式の有効性を定量的
に示す．
2. STPにおける細粒度PG
本章では，まず STP の基本構成について述べ，そ
の自律的な動作様式を活用すれば，必要最低限の追加
回路でパイプライン段単位の細粒度パワーゲーティン
グを実現可能なことを示す．
2. 1 自己同期型パイプライン STP
STP は基本的には図 1 のように構成される．各パ
イプライン段は，パイプラインレジスタとして動作
するデータラッチ DL（Data Latch），処理回路 FL
（Function Logic），及び，データ転送制御回路とし
て動作する一致記憶フリップフロップ（Coincidence
ﬂip-ﬂop：C素子）により構成される．データはタグ付
きのパケット形式で取り扱われ，STP内では各パケッ
トはステージ間の制御信号（send信号，ack信号）の
伝達によって自律的に移動する．図 2 に STPの信号
図 1 自己同期型パイプライン STP の基本構成
Fig. 1 Basic structure of self-timed pipeline.
図 2 自己同期型パイプライン STP のタイミング図
Fig. 2 Timing chart of self-timed pipeline.
遷移を示す．具体的には，まず，リセット時に全ての
send 信号と ack 信号を 1，ToDL 信号を 0 にしてリ
セットを終える．パケットを転送するために，
（ 1）（パケットの転送開始）C素子 Ci−1 が前方段
へ sendi−1 信号を伝達する（sendi−1：1 → 0）．同時
に，データラッチ DLi−1 が前方段へパケットを送信
する．
（ 2）（ハンドシェイク）Ci は sendi−1 及び acki 信
号が到着すると（sendi−1，acki：0→ 1），データラッ
チ DLi を開ける（ToDLi：0→ 1）．結果，パケットが
前方段へ転送される．
（ 3）（ack信号遷移）同時に Ci は，acki−1 信号を
後方段に伝達し（acki−1：0→ 1），後続パケットの転
送を許可するとともに，
（ 4）（send 信号遷移）sendi 信号を前方段へ伝達
し（sendi：1 → 0），前方段へのパケット転送を開始
する．
（ 5） パケットがある限り上記 (1)～(4)を繰り返す．
以上のようなパイプライン段間の局所的な転送制御
により，STPには，(a)局所的な信号伝達のみによっ
て動作時にだけスイッチング電力を消費する省電力特
性や，(b)供給電圧に応じて自律的に動作速度を可変で
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図 3 パイプライン段単位パワーゲーティング回路
Fig. 3 Stage-by-stage power gating circuit for STP.
きる特徴を利用した実時間電圧制御，更には (c)負荷
の変動に対する自律緩衝能力（エラスティック能力）と
いった，省電力 LSI実現に適した特性がある [5]．STP
回路が本来有する最大スループット性能は，パイプラ
イン段でのデータ転送にかかる最小時間であるタクト
（Ttakt）の逆数で決まる．一方，プログラム実行時の
実効スループット性能は，単位時間当たりに処理され
るデータ数であるため，パイプライン段のデータ到着
間隔（Tinterval）の逆数となる．
2. 2 パイプライン段単位の細粒度パワーゲーティ
ング
STP内のパイプライン段間で授受される send信号
と ack信号は，当該ステージにおけるパケットの有無
を表している．これらの信号を活用すれば，パイプラ
イン段ごとに電力の供給/遮断を制御することが容易
に可能になる．すなわち，動作していないステージの
電源線をパワースイッチ PS（Power Switch）により
オン/オフすれば，プロセッサコア単位よりも細かな
パイプライン段単位で無駄な漏れ電流を防ぐことが可
能になる．図 3 にその回路図を示す．
パワースイッチ PSとして，漏れ電流が比較的少な
い，高しきい値 nMOS トランジスタを用い，これを
処理回路とグラウンド線との間に挿入する．この PS
を制御する回路 PC（Power Controller）は，当該段
の前後の send/ack信号と転送制御回路 Cの内部信号
を入力とする 6入力 NANDゲートのみで簡単に構成
できる．以上の回路を各パイプライン段に付加するこ
とによって，パイプライン段単位の PGが実現される．
図 4 にこの回路の信号遷移を示す．転送要求信号
sendi−1，sendi，転送許可信号 acki−1，acki，DL 開
図 4 パイプライン段単位パワーゲーティングのタイミン
グ図
Fig. 4 Timing chart of stage-by-stage power gating.
閉信号の否定 ToDLi，ToDLi+1 のいずれかが 0であ
れば，当該パイプライン段においてパケットが転送中
（すなわち，処理中）であるため，その間は PSをオン
にして電源を供給する．それ以外の場合には，電源を
遮断しスリープする．図中の右半分で示しているよう
に，複数のパケットが連続的に転送処理される期間に
おいては，PS はオフされず継続的にオンとなり，不
要な PSのスイッチングを避けることも可能になる．
これらより，電源オンの時間を Tactive，PSオンか
ら DL開閉信号を立ち上げるまでの時間（以下，ウェ
イクアップ時間）を Twakeup とすると，スリープ時間
（Tsleep）は，Tinterval から Tactive と Twakeup を差し
引いた時間（Tsleep = Tinterval − Tactive − Twakeup）
となる．
パイプライン段水準のように細かな領域を対象とし
た PGでは，一般に，
• PS，PC，及び，分離セル ISO（isolation cell）
の性能・電力オーバヘッド
• 電源オン時の突入電流に伴うノイズの影響
をなるべく小さく抑えることが肝要である [9]．前者
の中で，PC 回路については上述したように NAND
ゲートのみで実現可能である．また，ISOに関しては，
電源遮断された回路ブロックから電源供給されている
回路ブロックへ不安定な信号値が伝搬して回路が誤動
作するのを防ぐことが目的である．STPでは，図 2に
示すように，データラッチ回路の一部が ISOの機能を
556
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果たすことができるため，分離セル専用の追加回路が
不要になり，電力的にも性能的にもオーバヘッドが生
じないという利点がある．一方，PS に関しては，後
述する実装において，性能・電力オーバヘッドを低減
する工夫が必要になる．
後者に関しては，STPでは各パイプライン段の DL
開閉信号はクロックに同期していないため，複数のパ
イプライン段が全く同時に電源オンになる可能性が
極めて低い．よって，電源オン時に発生する突入電流
の発生が時間軸上で分散するため，クロック同期型パ
イプライン回路に比べてグラウンドバウンス・ノイ
ズ [10], [11]の影響を軽減でき，結果的に，Twakeup を
短くできる．
以上のように，STPの特長を活用すればパイプライ
ン段単位の細粒度 PGによって，原理的には，リーク
電力削減効果を向上できる可能性があることが判る．
しかしながら，実際には，電源オンとオフのために
はエネルギーが必要になり，それがオーバヘッドとな
る．よって，電源遮断されているスリープ期間に削減
できるエネルギーが，PGのエネルギーオーバヘッド
を上回る必要がある．このためには，エネルギーオー
バヘッドを低減すると同時に，スリープ期間に削減で
きるリーク電力を増やす実装上の工夫が必要になる．
3. パイプライン段単位の細粒度 PGの実
装法
本研究では，パワーゲーティング PGに伴うエネル
ギーオーバヘッドに対して，削減可能なリーク電力量
が等しくなるスリープ時間 Tsleep を，損益分岐スリー
プ時間 BEST（Break-even sleep time）と呼ぶ．本
章ではまず，細粒度 PG の電力モデルとして，電源接
続/遮断後の過渡的な電力を含めた BESTを定義する．
次に，これに基づく細粒度 PGの LSI実装法として，
PS 挿入に伴うエネルギーオーバーヘッドと性能劣化
を低減するための実装法について述べ，これらを容易
化できる LSIレイアウト設計法を示す．
3. 1 損益分岐スリープ時間 BEST
細粒度PGにおいては，PSが 1度オフになる時点か
ら一定時間スリープして再び PSがオンになる過程に
おいて，BESTは，削減可能なリーク電力を分母，エネ
ルギーオーバヘッドを分子として，次式で近似できる．
BEST =
ESPS + E
S
rush + E
L
PS
PLactive − PLsleep
(1)
ただし，ESPS は PS及び PS駆動用バッファと電源
制御用回路 PCのスイッチング電力量，ESrush は電源
接続時の突入電流により消費するスイッチング電力量，
ELPS は当該パイプライン段が動作していない時間内に
おける PSのリーク電力量を表す．また，PLactive は電
源接続（PS オン）時，すなわちパワードメインと追
加回路のリーク電力である．PLsleep は，電源遮断（PS
オフ）時，すなわち PS，PS駆動用バッファと PCの
リーク電力である．PLsleep は，スリープ時間 Tsleep が
経過すると徐々に 0に漸近するため，プロセッサコア
単位 PGのように非常に長い Tsleep を仮定する場合，
0 に近似されている [12]．しかし，本提案のように細
粒度 PG を仮定すると無視できない項の一つである．
一方，ESPS に関しては，前章に述べたように，PC回
路は NANDゲートのみであるため，そのスイッチン
グ電力量は 0 に近似でき，実質的には，PS 及び PS
駆動用バッファのスイッチング電力量と考えてよい．
式 (1)から判るように，細粒度 PGの実装上，調整
の自由度が存在するのは，PS に関連するスイッチン
グ電力量 ESPS 及びリーク電力 E
L
PS である．
3. 2 PSの省電力化
一般的なパワースイッチの設計手法として，文献 [13]
では，PS オン時のドレイン電流 IDS と PS オフ時の
リーク電流 IOFF の比率に基づく設計手法が述べられ
ている．つまり，IDS を大きくすることで，PSの挿入
による性能劣化を抑え，PS のリーク電流も小さくす
ることでリーク電力削減効果を高めて消費電力量の削
減を図っている．しかし，この手法は，PS のスイッ
チング電力量 ESPS までは考慮していない．これは，従
来のコア単位 PGが，比較的長いスリープ時間 Tsleep
を対象に行われていたため，PS のスイッチング電力
量がさほど問題にはならなかったためである．しかし，
細粒度 PG では，電源オン/オフの頻度も高くなるこ
とが予想されるため，ESPS の影響を無視することはで
きない．
そこで，本研究では，式 (1)のBESTより平均Tsleep
が長く，かつ，Tsleep 中の総消費電力量 Etotal を最小
化できることを要件として，PS 用のセル設計を行っ
た．Etotal は，式 (1)中のパラメタを用いて次式で表
せる．
Etotal = E
S
PS + E
S
rush + E
L
PS
+
∫ Tsleep
0
(
PLactive − PLsleep
)
dt (2)
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3. 3 PSによる性能劣化の低減化
パワードメイン内の回路の動作速度が劣化する要因
には，仮想グラウンド VVSS の電圧上昇（IR ドロッ
プ）がある．これは，VSS との間に挿入した PS の
ON抵抗や VVSS の配線抵抗により，回路（DL,FL）
と VSS 間の電流の流れを制限してしまうために生じ
る電圧上昇の一種である．特に，パワードメイン内に
フリップフロップのような状態保持回路を含む場合に
は，IR ドロップで増加した遅延によってタイミング
違反や，誤った信号を保持してしまう可能性があるた
め，その影響にとりわけ考慮しなければならない．文
献 [14]では，IRドロップの典型的な許容範囲として，
VDD の 10%程度としている．しかし，微細化に伴う
低電圧化や動的電圧制御技術との併用により，その許
容範囲は狭まっていくことが予想される．
そこで，本研究では，回路動作時における VVSS の
IRドロップが VDD の 5%以下となるよう設計制約を
設けた．また，低電圧時の PG を可能とするために，
PS には，一般に用いられる高しきい値トランジスタ
ではなく，標準的なしきい値（Standard Vth）のト
ランジスタを用いた．しかし，低電圧化が可能になる
反面，その副作用によりパワースイッチのサブスレッ
ショルド・リーク電流は増加する．その影響を抑制す
る手段として，ゲート長 Lをある程度長くすることが
考えられる．それにより，短チャネル効果を抑制でき
るため，サブスレッショルドリーク電流を低減できる．
しかし，その場合，PS-on 時の IDS 特性が劣化する．
すなわち PSの ON抵抗が大きくなるため，その影響
を補うためにゲート幅Wも同様に広くするよう設計
した．
3. 4 LSIレイアウト設計
従来のプロセッサコア等を対象とした粗粒度 PGで
は，PG 対象回路の周囲に仮想 VDD 用の電源リング
を設け，VDD との間に複数の PS を配置して電源の
オン/オフを制御している．したがって，電源接続時
に発生する突入電流に起因するグラウンドバウンス・
ノイズが PG実装の一つの課題となっていた．その影
響を抑制するためには，PS をオンにするタイミング
を時間的にずらしながら突入電流のピーク値を抑制す
るディジーチェイン方式等を用いる必要があり，ウェ
イクアップには数マイクロ秒の時間を要していた [15]．
そのため，従来のコア単位 PGでは，数マイクロ秒以
下のスリープ時間 Tsleep に対しては PGすることがで
きない．
図 5 標準論理セル・ロウ単位の仮想グラウンド構築
Fig. 5 Virtual ground realized in each standard logic
cell row.
本研究では，ナノ秒オーダの高速なウェイクアップ
を目標としているため，複数の標準論理セルを対象に
して，ロウ単位で PGを行うレイアウト設計を行った．
図 5 にその構成を示す．本レイアウトでは，前節まで
に議論した PS 用トランジスタを VVSS と VSS に接
続した PS セルを設計し，セルロウの両端にこの PS
セルを配置している．このようなレイアウト設計を採
用すれば，ASICベンダーから提供されているスタン
ダードセルをそのまま用いることができる．また，通
常の配線とは別に VVSS を配線する領域を有している
ため，VVSS の最下位層での配線が可能となる．した
がって，文献 [16]で提案されている VVSS の領域を余
分に確保する構成法と比較して，配線混雑を抑制でき
ると同時に，配線抵抗に起因する性能劣化と面積オー
バーヘッドも抑制できる．
4. LSI実装と評価
本章では，パイプライン段単位パワーゲーティング
の省電力効果を定量的に示すために，e-shuttle 65nm
12層メタル CMOSプロセスを用いて LSIチップを試
作した結果及びその評価結果について述べる．
試作 LSI チップには，パイプライン段単位の細粒
度 PG 機構を備えた 40 段環状 STP を実装した．各
パイプライン段の処理回路 FLには，論理ゲートのス
イッチング確率が比較的高いグレイコード生成器（24
× 8bit）を実装し，各段で異なる値のデータが転送さ
れるように工夫した．これらの回路の実装には，標
準論理セルライブラリのうち比較的リーク電力が大
きい低しきい値版（CS202SZ）を用いた．これは，試
作チップの実測において，リーク電流が微小な場合，
基板上のノイズに紛れてしまい測定困難になる恐れ
があったためである．また，本試作では，確実に動作
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できることを優先したため，標準セルライブラリ内
で提供されている ISO セルを用いた．これは，ISO
セルが，製造時のアンテナ効果による不良を低減す
るダイオードを搭載しており，誤動作のリスクを軽
減できるためである．回路の論理合成には Synopsys
社 Design Compilerを，配置配線には Cadence社の
SoCEncounterを用いた．
更に，リーク電力削減効果の評価では，文献 [2]に記
載の平均待機時間が 2～3µsである通信処理を実行し
たときの Tinterval（平均値 804ns）を設定して，リー
ク削減効果を評価した．
4. 1 PSセルの設計と予備評価
チップ試作に先駆けて，レイアウトしたパイプライ
ン段 1段を対象にして，パワースイッチ PSのトレー
ドオフの評価を行った．まず，デザイン規則の最小値
である L=60nmの nMOSトランジスタを基準として，
L=80nm，L=100nmで構成される計 3種類の PSセ
ルを設計し，それぞれのトレードオフの関係を SPICE
シミュレーションにより評価した．各 PSのゲート幅
は，アクティブ時の最大瞬時電流に基づくサイジング
を行い，それぞれ VVSS の上昇が VDD の 5%以下と
なるように設定している．このとき，各ゲート幅Wは
349nm，465nm，581nmであった．また，低電圧条件
下における評価を行うために，電源電圧 VDD は 0.7V
とした．これは，PSのゲート長を 80nmとした場合に
おいて，ワーストケースに基づく SPICEシミュレー
ションの結果，動作可能であった最低電圧 0.65Vに対
して約 8%の電圧マージンを想定した値である．温度
条件は，実行時を想定して，75◦C としている．その
他，シミュレーション条件としては，SPICEの計算精
度が最大となるようパラメータを設定し，レイアウト
後のデータから抽出した配線容量や抵抗等の寄生成分
情報も加味している．
式 (2) に基づいて評価した結果の比を図 6 に示
す．各プロットは，SPICEにより算出したスリープ時
間 Tsleep ごとの電力量の比率をプロットしたものであ
る．結果より，Tsleepが 786ns以下であれば L=60nm，
Tsleepが 786nsから 3889nsの範囲であればL=80nm，
3889ns以上の Tsleep であれば L=100nmの PSセル
が，式 (1) の BEST を満たした上で，式 (2) の総消
費電力量を最小化できることが明らかとなった．した
がって，対象とするアプリケーションの Tsleep の特性
に応じて，この条件に合致するよう適切なサイズの PS
セルを選定する必要がある．SPICEにより算出した結
図 6 スリープ時の総消費電力量（L=80nm で正規化）
（0.7V, 75◦C）
Fig. 6 Total energy ratio during sleep state (normal-
ized).
表 1 損益分岐スリープ時間 BEST の予備評価（0.7V,
75◦C）
Table 1 Pblackesign evaluation of break-even sleep
time (BEST).
Gate size [nm] L=60 L=80 L=100
W=349 W=465 W=581
BEST [ns] 461 482 526
Leakage power [µW] 4.588 3.364 3.249
(PS オフ)
Switching energy [pJ] 2.804 3.225 3.749
果，ウェイクアップ時間（Twakeup）は 873ps，Ttakt
は 2.98ns，Tactive は 3.31nsであった．また，前述し
たとおり，Tinterval の平均値は 804nsであるため，平
均的な Tsleep は 800ns(≈ 804− 3.31− 0.873)となる
ことから，L=80nm の PS セルが適している．また，
L=60nm，L=80nm，L=100nmのそれぞれで評価し
た BEST並びに，トレードオフの関係となる PSオフ
時のリーク電力と PSのスイッチング電力量を表 1 に
示す．
L=80nmと L=100nmの PSセルに関しては，PS
オフ時の定常状態のリーク電力がそれぞれ 3.364µW
と 3.249µW であり，最大でも約 3%程度しかリーク
電力に差がなかった．以上のことから，本研究では，
L=80nm で設計した PS を用いて LSI 実装すること
にした．
4. 2 試作チップの実装と評価
本試作チップは，40段環状 STP全体の消費電力並
びにパイプライン周回時間を観測できるように設計し
た．よって，式 (1), (2)で示した各パラメータは，実
測で得られた総消費電力を，SPICE で得られた各パ
イプライン段の電力の比率で案分して求められる．試
作チップのレイアウトを図 7 に示す．PS，PS駆動用
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図 7 試作チップのレイアウト
Fig. 7 Prototype chip layout.
バッファ，及び，PC の面積オーバヘッドは，DL と
FLの面積に対して，約 29%であった．
環状 STP 内で，入力されたデータの合流と出力す
るデータの分流を実現する専用のパイプライン段を除
いて，各パイプライン段は一様の構成とした．合流と
分流を行うそれぞれのパイプライン段の電力は SPICE
で得られた電力の比率を用いて実測値を比例配分する
ことにより算出する．更に，その電力を引いた実測値
の残りをパイプライン段数 38(= 40−2)で割ることで
パイプライン段 1段の消費電力を取得できるため，評
価が行いやすくなる．パイプライン構造は，演算資源
を再帰的に活用するための基本構成の一種である環状
とし，高いスループット性能を達成できるプロセッサ
コアを想定して 40段とした．環状 STPでは，データ
（パケット）がパイプライン内を周回することが可能
となるため，スイッチング電力の実測もマルチメータ
のサンプリングレートで可能になる．また，回路が正
しく動作しているかを判別するセルフテストモジュー
ルの電源線を独立にレイアウト設計し，40 段の環状
STPのみの電力を実測可能とした．更に，試作 LSIを
搭載するボード上のレギュレータと 40段の環状 STP
の電源線との間に 0.1Ωのシャント抵抗を挿入するこ
とで電力を実測可能にしている．
試作チップの諸元を表 2 に示す．本研究における
LSIチップは，通信処理の大部分を占める待機時の電
力削減を重視した通信処理向きプロセッサの事前検
討として位置づけた．したがって，性能に関する制約
条件として，文献 [2] に記載のデータ駆動プロセッサ
ULP-CUE [3] の最大スループットの逆数である 3ns
を Ttakt とした．40段の環状 STPをデータが転送さ
れるレイテンシの実測結果が 112ns であったことか
ら，試作チップの Ttakt は，3ns(≈ 112/40)を達成し
表 2 チップ諸元
Table 2 Chip speciﬁcations.
Process e-shuttle CS200L
65nm CMOS
Wiring (# of layers) 12 Metal
Power-supply voltage
Core 1.2 V (Nominal)
I/O 3.3 V (Nominal)
Threshold voltage
Standard Vth PMOS:−0.56 V (Condition *)
NMOS:0.60 V (Condition **)
Low Vth PMOS:−0.45 V (Condition *)
NMOS:0.50 V (Condition **)
DL per stage 192 bit
FL per stage 24 × 8 bit Gray-code generator
# of PS per stage 688
# of stage 40
Maximum transfer rate 795 M packet/sec. (1.2V)
230 M packet/sec. (0.7V)
Pipeline latency 28.4 nsec. (1.2V)
112 nsec. (0.7V)
Chip size 2.1 mm × 2.1 mm
Leakage per stage
1.2V, 25◦C 25.3 µW (PS-on)
2.28 µW (PS-oﬀ)
1.2V, 75◦C 128 µW (PS-on)
10.8 µW (PS-oﬀ)
0.7V, 25◦C 4.24 µW (PS-on)
0.480 µW (PS-oﬀ)
0.7V, 75◦C 27.0 µW (PS-on)
2.89 µW (PS-oﬀ)
*: L=60 nm, W=500 nm, Vds=−1.2 V, Vbs=0 V, Ids=−10
µA, **: L=60 nm, W=500 nm, Vds=1.2 V, Vbs=0 V,
Ids=30 µA (L: gate length, W: gate width, Vds: voltage
between drain and source, Vbs: voltage between body and
source, Ids: drain current)
ていることを確認した．PS オンと PS オフ時それぞ
れのリーク電力では，SPICE で取得した総リーク電
力に占める ISOのリーク電力比を除いた環状 STPの
電力比に実測した総リーク電力を乗算して求めること
で，ISO のリーク電力を取り除いている．結果より，
PG（PSオフ）により，各温度条件でリーク電力を約
11%に低減できており，典型的なしきい値の PSを用
いても，省電力効果が得られることを確認した．また，
パイプラインレイテンシと最大転送レートについても，
SPICEで求めた ISOの遅延時間比に基づき，ISOの
遅延時間を取り除いている．
4. 2. 1 損益分岐スリープ時間 BESTの評価
試作チップの実測結果と SPICEで得られた電力の
比率を用いて，式 (1), (2)のパラメータを求め，パイ
プライン段単位の細粒度 PGにおけるBESTを算出し
た．ただし，細かいスリープ時間 Tsleep ごとの ESrush
の取得は，実チップからは困難であるため，SPICEシ
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表 3 損益分岐スリープ時間 BEST の評価（0.7V）
Table 3 Evaluation of break-even sleep time (0.7V).
25◦C 75◦C 125◦C
BEST[ns] 1946 361 98
ミュレーションにより求めた．ESPS は，細粒度 PGを
有効にして実測した電力から，無効にして実測した電
力を引いた結果に，データが環状 STPを周回する時
間を乗算して求めた．ISOによる電力・性能オーバー
ヘッドは，SPICEで得られた ISOの電力の比率を用
いて，実測値より取り除いた．PC回路は全体に占め
る回路規模の割合が 0.1%以下であったため，その影響
は無視できる．(PLactive − PLsleep)と PLPS は，表 2 で
得られた PSオン時と PSオフ時の結果を用いている．
0.7Vの条件で評価した BESTを表 3 に示す．前述
した平均的な Tsleep が 800nsとなる場合に，75◦C以
上において，BEST < Tsleep となり省電力効果が期待
できる．
4. 2. 2 省電力効果の評価
細粒度 PG 機構を備えた STP により実際にプロ
セッサを構成した場合に，削減可能な電力を見積もる
ために，文献 [2] に記載の通信処理をデータ駆動型プ
ロセッサ ULP-CUE [3]上で実行したときの実行プロ
ファイルを用いた．この実行プロファイルには，プロ
セッサを構成しているパイプライン段ごとのスリープ
時間 Tsleep が含まれている．これを式 (2)に代入すれ
ば，当該パイプライン段の 1回の Tsleep 内の総消費電
力量 Etotal が求まる．これらを全パイプライン段で全
ての Tsleep について積算した結果を図 8 に示す．図 8
では，通信処理における平均待機時間が 2µsの場合の
結果を示しており，また，比較のために，パワーゲー
ティング機構をもたない STP（normal）の電力，及
び，パイプライン全体で PGを行った場合（All stage
PG）の電力も示している．
PGの適用によってパイプライン単位パワーゲーティ
ングでは，L=80nmの場合にリーク電力が 0.787mW
で最小となり，パワーゲーティング回路をもたない
STP に比べて，約 18%リーク電力を削減した．一
方，パイプライン段単位 PGでは L=80nmのときに
0.703mW まで低減されている．これは通常の STP
構成と比較して，リーク電力を 26%削減できており，
細粒度化による省電力効果を確認した．また，パケッ
トログを解析した結果，BESTの条件を満たす Tsleep
は，全体の 34%程度であった．すなわち，BESTを満
図 8 低消費電力化効果
Fig. 8 Evaluation result on power blackuction.
たさない Tsleep に対して，PGを抑制すれば，更なる
省電力効果が期待できる．
リーク電力削減効果は，性能要求と相反する関係に
ある．つまり，回路の最大スループット性能に対する
要求が緩和すれば，設計時にタクト Ttakt を長くでき
るため，その分だけウェイクアップ時間 Twakeup を長
くでき，従って，よりゲート幅が小さいパワースイッ
チ PSを用いて電力オーバヘッドを抑えることにより，
リーク電力削減効果を向上させることができる．逆
に，回路の最大スループット性能に対する要求が高く
なると，削減効果は低下する．また，実効スループッ
ト性能に関しては，要求条件が緩和すれば，データ到
着間隔 Tinterval が長くなるとともに Tsleep が長くな
るため，削減効果が向上できる一方で，要求が高くな
れば，削減効果は低下する．ここでは，性能要求に対
するリーク電力削減効果を評価するために，変更が可
能である通信処理の平均待機時間を変えたときの実行
プロファイルを用いてリーク電力削減効果を評価した
結果を図 9 に示す．横軸は，要求される実効スルー
プットによって変わる省電力効果を評価するために，
データの平均待機時間をとっている．また，縦軸左は
パワーゲーティング機構をもつ場合（Stage-by-stage
PG）ともたない場合（Normal）のそれぞれのリーク
電力を表しており，縦軸右は細粒度パワーゲーティン
グにより削減されるリーク電力の割合を示している．
結果より，平均待機時間が 1µsの場合，電力オーバー
ヘッドにより，電力が 10%増加する．一方で，平均待
機時間が長くなるにつれて，リーク電力削減効果は高
くなり，1ms の場合には 88%削減できることを確認
した．
更に，25◦Cの条件での評価結果を図 10 に示す．こ
の場合，トランジスタ自体のリーク電力が小さいため，
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図 9 通信処理時のリーク電力削減効果（0.7V，75◦C）
Fig. 9 Reduced leakage power consumption during
communication prcessing (0.7V, 75◦C).
図 10 通信処理時のリーク電力削減効果（0.7V，25◦C）
Fig. 10 Reduced leakage power consumption during
communication prcessing (0.7V, 25◦C).
リーク電力削減効果は低下する．平均待機時間が 1µs
のときには逆に 228%電力が増加する．一方で，平均
待機時間が 1msの場合には 87%削減でき，75◦C場合
と同程度の削減効果が得られる．
また，総消費電力に対するパイプライン段 PGの効
果を示すために，75◦Cの条件において，通信処理全体
の電力に対する電力削減効果を評価した．具体的には，
実行プロファイルから取得したパイプライン段がアク
ティブになる回数に対して，電源オンの時間 Tactiveに
占める各パイプライン段のスイッチング電力量を乗じ
た結果の総和をとることで通信処理全体のスイッチン
グ電力を見積もり，リーク電力との和をとることで通
信処理全体に占める電力削減の割合を評価した．結果
を図 11 に示す．この図より，細粒度パワーゲーティ
ングにより，図 8 の条件（平均待機時間 = 2µs）で
は総消費電力を 5%削減できることを確認した．一方，
平均待機時間が長くなるにつれて，Tactive の総スイッ
チング電力量が総リーク電力削減量に対して相対的に
減るため，本提案方式による電力削減割合は向上する．
図 11 通信処理時の電力に占めるリーク電力削減効果
（0.7V，75◦C）
Fig. 11 Ratio of blackuced leakage power consump-
tion to total power consumption.
5. む す び
自己同期型パイプライン STP は，隣接するパイプ
ライン段間でのみデータ転送制御信号を授受するた
め，アクティブでないパイプライン段では全くスイッ
チング電力を消費しないという優れた特長をもってい
る．本論文では，STPの局所的なデータ転送制御信号
を活用した自律的なパワーゲーティング機構を実現す
れば，アクティブでないパイプライン段のリーク電力
も削減でき，更なる超低消費電力化が可能になること
を述べた．更に，e-shuttle 65nm CMOSプロセスで
提案回路を備えた STP回路を LSIチップ実装し，通
信処理の大部分を占める待機時を想定した実測評価を
行った．その結果，パワーゲーティング機構を備えて
いない STP回路と比較して，待機時の総消費電力を
約 26%低減できることを確認した．これによって，本
来ダイナミック電力に関して省電力である STP を更
に超低消費電力化できる技術の確立に一定の見通しが
得られたと考えている．
トランジスタのリーク電力は，製造プロセスのばら
つきや動作温度によって変動するため，例えば，リー
クモニタ回路 [17]等の情報に基づいて，パイプライン
段ごとのパワーゲーティング機構にイネーブル信号を
与えれば，より適応的に動作できる省電力システムを
構成できると考えられる．また，要求性能や要求電力
に応じて適切なしきい値の標準論理セルライブラリを
選択するガイドラインも LSI設計時には必要になると
考えられる．これらに関しては，稿を改めて論じたい．
また，本論文で触れた試作 LSI チップは，超低消
費電力化ネットワーキングシステムを実現するための
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CREST研究プロジェクトの一環として試作されたも
のでもあり，ネットワーキング方式，LSIプロセッサ
アーキテクチャ及びその LSI回路実現法に至るまで省
電力化を徹底することによって，総合的には従来シス
テムに比較して，約 1/180に低電力化できることも明
らかになっている．その詳細については，文献 [2] を
参照されたい．
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