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The object of research is the problems of global 
optimization.
The subject of research is randomized search 
heuristics combined with local search methods.
The purpose of the research is the development, 
analysis, and comparison of algorithms and related 
software for solving global optimization problems.
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The following was done.
• The existing methods for solving global optimization problems were considered
• Basin-hopping
• Dual annealing
• Particle swarm optimization
• Differential evolution
• Simplicial homology global optimization
• The principle of operation of the genetic algorithm and its modifications based on the combined approach 
was investigated
• Various methods of local optimization were considered
• BFGS and Low Memory BFGS (L-BFGS-B)
• Conjugate gradient method (CG)
• Truncated newton method (TNC)
• Powell's method
• Sequential least squares programming (SLSQP)
• Nelder-Mead method
• A set of artificial landscapes was prepared (33 test functions in total)
• Algorithms based on a combined approach were proposed and implemented in Python
• Guided best offspring hybrid genetic algorithm
• Simplicial homology hybrid genetic algorithm
• A comparative analysis with existing methods was conducted
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Ω = 𝐱 ∈ 𝑅𝑛: 𝑎𝑖 ⩽ 𝑥𝑖 ⩽ 𝑏𝑖 , 1 ⩽ 𝑖 ⩽ 𝑛
min
𝐱∈Ω
𝑓 𝐱 = 𝑓 𝐱∗ = 𝑓∗
𝑓 𝐱∗ ≤ 𝑓 𝐱 ∀𝐱 ∈ Ω
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Sets of test functions
Properties Set 1 Set 2 Set 3 Set 4
Continuity 100% 90% 85% 91%
Differentiability 67% 73% 65% 73%
Separability 33% 37% 50% 36%
Unimodality 33% 60% 85% 58%
Convexity 33% 43% 65% 42%
Number of test functions 3 30 20 33
Use:
• Set 1 – for testing different implementations of the genetic algorithm
• Set 2 – for comparison of the proposed modifications of the genetic 
algorithm with popular global optimization algorithms
• Set 3 – for comparative analysis in higher dimensions
Set 4 – all the functions
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Genetic algorithm. The choice of the best crossover, mutation and 










The best selection and mutation operators
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The best local-search operators
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Deformation of the objective function
REFERENCES:
• Noack M. M. Hybrid genetic deflated newton method for global optimisation / M. M. Noack, S. W. Funke // 
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Escaping already known basins of attraction of the search space
REFERENCES:
• Noack M. M. Hybrid genetic deflated newton method for global optimisation / M. M. Noack, S. W. Funke // 














if 𝐱 − 𝐱0
𝑘 < 𝑟𝑘
0 else
Development of a guided best offspring hybrid genetic algorithm
1. Deformation of the objective function
3. Guided search
2. Adaptive radius
GBOHGA = guided search + adaptive radius + best offspring
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Results in 5 dimensional space
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Results in 25 dimensional space
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GBOHGA vs HGDN vs BOHGA
Alg.
Name
Ackley [dim: 2] Ackley [dim: 10] Rastrigin [dim: 2]
f.mean f.std df.mean f.mean f.std df.mean f.mean f.std df.mean
HGDN 845.8 2865.3 6308.0 1221.2 268.4 7962.3 94.9 78.1 769.8
GBOHGA 2892.8 748.5 0 6367.1 1650.6 0 2642.1 378.9 0
Alg.
Name
Rastrigin [dim: 10] Schwefel [dim: 2] Schwefel [dim: 10]
f.mean f.std df.mean f.mean f.std df.mean f.mean f.std df.mean
HGDN 4677.5 2609.0 27 766.5 232.0 860.2 6557.7 1408.7 566.4 34 540.1
GBOHGA 4355.9 679.8 0 2322.0 194.9 0 3906.4 581.3 0
Alg.
Name
Rastrigin [dim: 20] Schwefel [dim: 20]
f.mean f.std df.mean f.mean f.std df.mean
BOHGA 75345.0 - 0 27169.0 - 0
GBOHGA 7132.8 1179.3 0 6278.8 889.9 0
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Development of SHHGA algorithm
SHHGA = search in subspace + elite crossover + elite mutation
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Results in problems with 100 variables
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Results in problems with 100 variables
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Summary
The following algorithms were developed.
1. GBOHGA which is better in
• execution speed and number of objective function evaluations than any other hybrid genetic 
algorithm considered.
• robustness than basin hopping and particle swarm optimization
• general performance than 4 of 5 of other solvers in problems up to 10 variables.
• execution speed for 70% of tasks than other solvers in problems with 25 variables.
• execution speed for 65% of tasks than other solvers in problems with 100 variables.
2. SHHGA based on SHGO as a local search, which is better in:
• robustness than basin hopping in 100-dimensional space
• execution speed for 15% of tasks than other solvers in problems with 100 variables.
Thanks for your attention!
