We study inverse problems F (f ) = g with perturbed right hand side g obs corrupted by so-called impulsive noise, i.e. noise which is concentrated on a small subset of the domain of definition of g. It is well known that Tikhonov-type regularization with an L 1 data fidelity term yields significantly more accurate results than Tikhonov regularization with classical L 2 data fidelity terms for this type of noise. The purpose of this paper is to provide a convergence analysis explaining this remarkable difference in accuracy. Our error estimates significantly improve previous error estimates for Tikhonov regularization with L 1 -fidelity term in the case of impulsive noise. We present numerical results which are in good agreement with the predictions of our analysis.
Introduction
A noise vector or noise function ξ : M → R is called impulsive if |ξ| is large on a small part of its domain of definition M and small or zero elsewhere. In the latter case the noise vector will be sparse in a discrete setting. Impulsive noise occurs in many applications, e.g. switching noise in powerline communication systems, physical measurements with malfunctioning receivers or digital image acquisition with faulty memory locations. In this paper we study such noise models in the context of inverse problems described by a forward operator F : D (F ) ⊂ X → Y between Banach spaces X and Y. Most of this paper deals with the case that Y = L 1 (M) for some open subset M ⊂ R d . f † ∈ D (F ) will denote the exact solution, and observed data are described by
A standard method to construct a stable approximation to f † in this setting is to compute a minimizer of a generalized Tikhonov functional
Here R : X → (−∞, ∞] is a convex, lower-semicontinuous and proper penalty functional (e.g. R(f ) = 1 q f − f 0 q X with q ≥ 1 and f 0 ∈ X ), and α > 0 is a regularization parameter. An interesting special case corresponding to denoising problems is that F is an embedding operator of a space X of higher regularity into L r (M). It has been observed by many authors that the choice r = 1 yields much better results than r = 2 in the case of impulsive noise, and several algorithms have been proposed to minimize the Tikhonov functional for r = 1, see e.g. [1, 6, 7, 19-24, 32, 33] . We will develop a convergence analysis explaining this remarkable difference between Tikhonov regularization with r = 1 and r = 2 for impulsive noise. Over the last years several general convergence results for generalized Tikhonov regularization as ξ L r (M) → 0 have been derived covering (2) both with r = 1 and r = 2 (see [4, 6, 7, 12, 15, 26] ). It follows from our analysis (see eq. (37) and Table 1 ) that these error bounds tend to be highly suboptimal for impulsive noise, even though they are likely to be order optimal in a supremum over all ξ L 1 (M) ≤ δ. We describe the "strength" of an impulsive noise vector ξ by two nonnegative parameters ε and η, and our main result will be an error estimate in terms of these parameters. We assume that
where B(M) denotes the Borel σ-algebra of M. This means that the data may be arbitrarily strongly corrupted on a small part P ⊂ M whereas the L 1 -error is small in the remaining part of M. (3) is a continuous, deterministic noise model. Under commonly used discrete, stochastic impulsive noise models such as random-valued impulsive noise (RVIN) and in particular salt-andpepper noise (see e.g. [5, 6] ) it is satisfied with discrete M, ε = 0, and some finite η with high probability. Note that we do not impose any bound on |ξ| on the set P. Therefore, (3) with positive ε is also satisfied with high probability for more general stochastic noise models involving heavy tails. The structure of this paper is as follows: In the following section 2 we review the convergence analysis of generalized Tikhonov regularization (2) based on a variational formulation of both the source condition and the noise level along the lines of [15, 29] . Section 3 contains an error bound in terms of the parameters ε and η in (3), the smoothing properties of the operator, and the smoothness of the exact solution in terms of a variational source condition. In the following section we derive rates of convergence by minimizing the right hand side of the error bound of the previous section over its parameters. For this end we study properties of the function ε ξ (η), the minimal value of ε in (3) for given ξ and η. We end this paper by numerical studies demonstrating the sharpness of our error bounds in section 5 and some conclusions.
Generalized Tikhonov regularization
In this section we will set the stage for the subsequent analysis by reviewing with small modifications some known results on generalized Tikhonov regularization in Banach spaces.
well-posedness of Tikhonov regularization
We first formulate well-known sufficient conditions for well-posedness of Tikhonov regularization. Assumption 1. Let X , Y be Banach space, and let τ X and τ Y denote topologies on X and Y which are weaker than the norm topologies. Moreover, let F : D(F ) ⊂ X → Y be an operator, let R : X → (−∞, ∞] a convex, lower semicontinuous functional with nonempty essential domain domR := f ∈ X R (f ) < ∞ such that domR ⊂ D(F ) and let r ∈ [1, ∞). We assume that
• all sub-level sets f ∈ D (F ) R (f ) ≤ R for R ∈ R are sequentially compact w.r.t. τ X .
• · Y is sequentially lower-semicontinuous w.r.t. τ Y .
• F : domR → Y is sequentially continuous w.r.t. τ X and τ Y .
Under these conditions the existence of a minimizer
for all g obs ∈ Y can be proven by standard arguments (see e.g. [11, Thm. 3.2] or [27, Thm. 3 .22] for a proof under slightly different assumptions). If R is strictly convex and F is linear, then f α is unique. Moreover, under Assumption 1 the minimizers f α of (4) are stable w.r.t. g obs (see e.g. [11, Thm. 3.3] or [27, Thm. 3.23] ). If R (f ) = 1 q f − f 0 q X , q ≥ 1 for a reflexive Banach space X and f 0 ∈ X , then the assumption on the sublevel sets holds true for the weak topology τ X on X and it is natural to consider also the weak topology τ Y on Y. Note that weak sequential continuity of F is a mild assumption which holds true in particular for all bounded linear operators.
the data error functional err
It is instructive to study the case of the "most extremely impulsive noise" where ξ is a sum of δ-peaks: Example 2.1. We choose Y as the Banach space M (M) of all signed finite Borel measures equipped with the total variation norm
with N ∈ N, c j ∈ R and x j ∈ M for 1 ≤ j ≤ N . Here the classical noise level
This means that the noise ξ influences the data fidelity functional
only in the form of an additive constant ξ M(M) which has no influence on the minimizer of the Tikhonov functional (4). Therefore, we expect to be able to recover the unknown solution exactly in the limit α ց 0 even though the classical noise level may be large. Remarkably, one even obtains exact recovery with noisy data for finite α if f † satisfies a specific source condition (see Remark 2.4).
This example shows that the norm of ξ is not always a good measure of its influence on the reconstruction error. We have to study the influence of ξ on the empirical data fidelity functional
more precisely. As in [18] we will describe the difference of the empirical data fidelity functional and the ideal data fidelity functional
not only by a number, but by a functional err. Obviously, additive constants do not matter, so we subtract g † − g obs r = ξ r . Moreover, it will be important to allow different multiplicative constants. This motivates the following assumption, which has been used in [29, Ass. 1] with err = const: Assumption 2. Let f † ∈ domR denote the exact solution, let g † := F f † , and let g obs ∈ Y be the observed data. We assume that there exist C err > 0 and a noise level function err :
In the following we will bound the reconstruction error in terms of err(F ( f α )).
1
In a Hilbert space setup with R (f ) = f − f 0 2 X and a bounded linear operator F = T it has been shown that Assumption 3 is in general weaker than spectral source conditions yielding the same convergence rates [14] , and also for general R and Fréchet-differentiable F having a Lipschitz continuous derivative F ′ w.r.t. the Bregman distance it is known that (10) with ϕ (t) = ct 1/r is equivalent to the so-called Benchmark source condition
for some ω ∈ Y * (see e.g. [27, Prop. 3.35 & 3.38] ). This also shows that (10) can in general be seen as a combination of source and nonlinearity condition. As first noticed by Grasmair [15] the approximation error can be bounded in terms of the Fenchel conjugate of −ϕ, which is defined by
(see e.g. [9, Cpt. 3] for more information about Fenchel duality). More precisely it will turn out that the approximation error is bounded by the function ψ :
Now we are ready to prove the following convergence estimates which extend [29, Thm. 3.3] by error bounds in Y. Such error bounds are interesting in particular for denoising problems (i.e. F an embedding operator). Error bounds in Y under variational source conditions are also known (see [16] ), but only under the classical noise level err ≡ 2 ξ r Y (cf. Remark 2.2).
1 Note that the concavity of ϕ implies that −ϕ is convex and due to finiteness thus also continuous (see [9, Cpt. 1, Cor.
2.3]).
Theorem 2.3. Under Assumptions 1, 2 and 3 the following holds true:
1. Bounds for the minimizers:
for all α > 0 and all minimizers f α in (4).
Error decomposition:
For all α > 0 and λ ∈ (0, 1) we have
3. Convergence rates: If C err is chosen such that err := sup f ∈domR err (F (f )) is finite (see Remark 2.2), then the infimum of the right-hand side of (15a) with err F f α replaced by err is attained if and only if α is chosen a priori such that
For α as in (16) we have
If moreover ϕ (t) = c · t κ with κ ∈ (0, 1] and c > 0, then
Proof.
1. By the definition of f α we have after multiplication by rα that
Inserting (8) and dividing by rα implies
which especially proves (14).
It follows from (19) that
for all α > 0 and λ ∈ [0, 1). The choice λ = 0 implies (15a) and if λ > 0, then (15b) follows by rearranging terms and the non-negativity of the Bregman distance.
3. The assertion on the infimum on the right-hand side of (15a) and the corresponding convergence rate (17a) follows from [29, Thm 3.3, 2.]. For ϕ (t) = c · t κ one readily sees that (16) is equivalent to α =
Thus the error estimate (17b) yields
i.e. we obtain the expected convergence rate for the residuals.
Remark 2.4 (Benchmark source condition and exact penalization). Suppose that r = 1, that F = T is bounded and linear and that the benchmark source condition (11) holds true. If we choose f * = T * ω ∈ ∂R f † for the definition of the Bregman distance, it can readily be seen from the estimate
that Assumption 3 holds true with β = 1 and ϕ (t) = ω Y * t. An easy calculation shows that
∞ otherwise in this case. This implies in particular that for err ≡ 0 we have
which is known as effect of exact penalization (see e.g. [4, Sec. 3.2] ). This result can obviously be generalized to the nonlinear case provided (10) holds true with r = 1, ϕ (t) = c · t and arbitrary β > 0.
3 Error bounds in terms of η, ε, and α
In this section we will analyze Tikhonov regularization (2) with r = 1, i.e. Y = L 1 (M). Most of this section is concerned with the estimation of the data error functional: For given ε, η ≥ 0 we have to specify a function err : F (domR) and a constant C err ≥ 1 such that
for all ξ ∈ L 1 (M) satisfying (3) and all g ∈ F (domR). Then error bounds in X and Y will follow from eq. (15) in Theorem 2.3.
estimation of the data error functional err
where we have used the first triangle inequality in the form |a − b| − |a − c| ≥ |c − b| − 2 |a − c| on M \ P and the second triangle inequality on P. To proceed we need to assume that F maps into a Sobolev space
Assumption 4 (smoothing properties of the forward operator). M ⊂ R d is a bounded Lipschitz domain and there exist
for all f ∈ domR with some C F,k,p > 0.
Obviously, if F is linear, X is a Hilbert space, R (f ) = 
Note that inequalities of the form (23) can hold true also for more general penalty functionals R, e.g. the maximum entropy functional (see [2] ).
Remark 3.1. If Assumption 4 holds true with k = 0 and p = ∞, then Assumption 2 is fulfilled with
If stronger smoothing properties of F are assumed, the simple estimate in Remark 3.1 can be improved. We first need the following lemma: 
for all g ∈ W k,p (M) and ρ ∈ (0, ρ 0 ].
Proof. For ρ > 0 and θ ∈ (0, 1) define a cone with radius ρ and aperture angle 2 cos −1 (θ) by
By Sobolev's embedding theorem (see e.g. [25, §6.4.6] ) there exists a constant C θ > 0 such that
for all g ∈ W k,p (C (1, θ) ). By an application of Ehrling's lemma (see [25, Thm. 6 .99 and Cor. 6.100]) there exist constants c 1 and c 2 such that C(1,θ)) for all g ∈ W k,p (C (1, θ) ). For ρ > 0 define g ρ (x) := g(x/ρ) and note that the mapping g → g ρ is a isomorphism from
for all ρ ≤ ρ 0 . 
for all ξ satisfying (3) with 0 ≤ η ≤ η 0 .
Proof. From (21), Lemma 3.2 with
Cerr−1 η , and Assumption 4 we obtain
for all f ∈ domR and η ≤ η 0 with η 0 :=
error bound
In (24) and (26) we have proven for different values of k and p that
for all η < η 0 with some constant C > 0. Vice versa, in (15a) we have shown an upper bound of D f α , f † in terms of err F f α . Combining these two inequalities we can eliminate
Theorem 3.4. Suppose Assumptions 1 and 3 hold true with Y = L 1 (M) and r = 1, the error ξ in (1) fulfills (3) for some ǫ, η ≥ 0, and Assumption 4 holds true either with k = 0 and p = ∞ or with k > d/p. Let f α be a minimizer of (2) and q ′ ∈ (1, ∞) such that
for all α > 0, ε > 0 and 0 < η < η 0 . Here we use the convention
Proof. Let γ := q 
Subtracting 1 q err F f α and multiplying by q ′ on both sides and using the identity
for all 0 < η < η 0 with ψ in (13), η 0 in Proposition 3.3, and with C ψ := 2C 
Convergence rates
In this section we prove some rates of convergence based on Theorem 3.4.
convergence rates in terms of η and ε
First we derive an explicit order optimal bound an the infimum over α of the right hand sides of (28) yielding rates of convergence in terms of η and ε: Theorem 4.1. Suppose the assumptions of Theorem 3.4 hold true and let γ :=
with ψ defined in (13) and if α is chosen such that
for some constants c, c > 0, then we obtain the convergence rates
Proof. Case 1: A simple argument shows that the concavity of ϕ 1+δ implies ψ(Ct) ≤ C 1/δ ψ (t) for all C ≥ 1 and t > 0 (see the proof of [29, Thm. 5.1]). From (28a) and the choice of α we obtain that
with C := max c
Here the equality follows from the identities
Similarly it follows from (28b) and the
Case 2: This follows immediately from Theorem 3.4 and the fact the ψ(t) = 0 for 0 ≤ t ≤ 1/c (see Remark 2.4).
Note that the case distinction in Theorem 4.1 is not exhaustive: There are concave, almost linear index functions ϕ, which do not belong to any of the two classes and would require a separate discussion. If ϕ is a power function, the right hand side of the error bound is given more explicitly as follows:
Suppose the assumptions of Theorem 3.4 hold true, let ϕ in (10) be given by ϕ (t) = c · t κ with c > 0 and κ ∈ (0, 1), and let
Proof. This follows from ψ (t) = C · t 
functional dependence of ε and η
As the choices of ε ≥ 0 and η ≥ 0 are not independent of each other, let us study the function
, the function ε ξ has the following properties:
1. ε ξ is continuous, decreasing, and convex.
, ε ξ (|M|) = 0, and ε ξ is affine linear on [0, |M|] if and only if |ξ| is constant. 
To construct {P η } and a, define b(λ) := |{x ∈ M : |ξ(x)| ≥ λ}| for λ ∈ [0, ess sup |ξ|]. Then b is decreasing, and a straightforward application of Lebesgue's Dominated Convergence Theorem shows that
for all λ ∈ (0, ess sup |ξ|). We define a(η) := max{λ ≥ 0 : b(λ) ≥ η} (see Figure 1 for a sketch of a and b). Since b is decreasing and continuous from the left, a is decreasing and continuous from the right. We have b(a(η)) = limλ րa(η) b(λ), and if b(a(η)) = η, then a(η − t) = a(η) for all 0 ≤ t ≤ C a(η) . If b is continuous at a(η), we set P η := {x ∈ M : |ξ(x)| ≥ a(η)}. Otherwise, choose η with b(a(η)) = η, letP η := {x ∈ M : |ξ(x)| > a(η)} and define P η−t :=P η ∪ (C η ∩ B(0, r(η, t))) where r(η, t) > 0 is chosen such that |P η−t | = η − t for all 0 ≤ t ≤ C a(η) . It is easy to see that (31) is satisfied. (ii) relations between ε ξ and {P η }, a: From (31) we obtain
As a is continuous from the right, it follows the −a is the right-sided derivative of ε ξ :
(iii) Proof of the claims:
1. Obviously, ε ξ is decreasing. Convexity follows from (35) and the fact that a is decreasing. Continuity follows from convexity and finiteness (see [9, Cpt. 1, Cor. 2.3]).
2. The values of ε ξ at 0 and |M| follow immediately from the definition. It follows from (35) that ε ξ is affine linear if and only if a is constant, which in turn is equivalent that |ξ| is constant.
3. This follows from (35) and
The more the graph of ε ξ looks like the letter 'L' or the faster ε ξ decays at 0, "the more impulsive" the noise ξ. Examples are shown in Figure 2 .
convergence rates in terms of an optimal η
Substituting ε by ε ξ (η) in (29a) yields the error bound
for some constant C > 0 and an optimal choice of α. Usually the function ε ξ will not be known precisely since since ξ in unknown, but in some situations an upper bound on ε ξ may be known. E.g., if ξ is the realization a random process with known distribution, we may be able to compute upper bounds on ε ξ with high probability. By Proposition 4.3 the first term in the argument of the infimum is decreasing in η whereas the second argument in increasing. By continuity and the monotonicity properties there exists somē η such that
The standard error analysis would yield the convergence rate (9)). Thus our analysis improves the known error bounds roughly by the factor
Recall that for impulsive noise the graph of ε ξ is L-shaped, and thusη will be close to the corner of the L in such a case. Therefore the factor (37) will be the larger the larger the impulsiveness of the noise. This is a heuristic argument that the improvement factor in (37) may become arbitrarily large. Note that the convergence rate of the residuals
can similarly be calculated as ε ξ (0) and ε ξ (η) respectively, so the corresponding impovement factor is just the κ-th root of (37).
The following example shows in fact an arbirary large improvement: 
with ξ 1 , ξ 2 simulated as proposed in [28] for parameters β = 100, A = 80, B = 7.5, f = 1000 and T = 1. The noise model 3 corresponds to similarly normed Gaussian white noise.
Example 4.4 (purely impulsive noise). Now let us investigate the case of purely impulsive noise close to Example 2.1. By purely impulsive noise we mean a noise vector ξ ∈ L 1 (M) that consists only of "impulses", or more precisely a noise vector ξ for which we can also choose ε = 0 and η small in (3) (but not η = 0 as in Example 2.1). More precisely, we consider a noise vector ξ is such that
with some η 0 > 0 and some scaling factor s(η 0 ) > 0 which may be chosen arbitrarily. Then one readily computes
Setting η = η 0 and η = 0 in (36) we find
for an optimal α. (Setting λ := η/η 0 we see that other choices of η ∈ [0, η 0 ] can improve the constant C at most by the factor min 0≤λ≤1 max{(1 − λ) κ , λ κ 2−κ γ }.) For a comparison let us calculate the corresponding noise levels ξ L 1 (M) and ξ L 2 (M) in this situation:
We assume that f † satisfies the variational source condition (10) with index function ϕ(t) = c · t
and r = 2. Moreover, we suppose that Assumptions 1 and 4 hold true. In Table 1 we collect both the standard error bounds in Theorem 2.3 with err ≡ 2 ξ 2 L 2 (M) and err ≡ 2 ξ L 1 (M) , rsp., and our new error bounds. 
Numerical simulations
In this section we compare the error bounds in Theorem 3.4 with errors in numerical simulations. As an example we consider M = [0, 1] and the linear integral operator T :
with kernel k (x, y) = min {x · (1 − y) , y · (1 − x)} , x, y ∈ M. It is easy to see that (T f )
. Moreover, T satisfies Assumption 4 with k = 2, p = 2 and q = 2, so
We discretized T by choosing equidistant points
2n and using the composite midpoint rule
on the grid points x = x j , 1 ≤ j ≤ n. To avoid an inverse crime, the exact data g † has always been calculated analytically. For the implementation of the Tikhonov regularization (2) with L 1 data fidelity term and penalty
we use Fenchel duality as proposed in [7] . Some calculations show that the Fenchel conjugates of
(see e.g. [9, Cpt. 1, Def. 4.1]) Thus the dual problem (see e.g. [9, Cpt. 3] ) is in this case given by
The discretized version of this problem was solved by Matlab's quadprog routine. Finally, we calculated f α using the extremal relation f α = T * p α (see e.g. [9, Cpt. 3, Prop. 2.4] and note that ∂R (f ) = {f }).
We compared this to standard L 2 -Tikhonov regularization
for noise of different degrees of impulsiveness (see Figure 2) . The L 1 reconstructions are significantly more accurate than L 2 reconstructions for impulsive noise vectors whereas for white noise the L 2 reconstruction is slightly more accurate. Figure 3 shows rates of convergence for L 1 data fitting with two specific choices of f † having different degrees of smoothness. The degree of smoothness of f † in terms of the operator T is shown by means of the index function ϕ in (10), which has been estimated by evaluating the approximation error (−ϕ) * − 1 α in (15a) for many values of α and a numerical evaluation of the Fenchel transform. For the computations we generated impulsive noise close to (38) with s (η 0 ) = 1 (we also performed experiments with larger values of s (η 0 ) which yielded almost identical results). To generate the noise vectors we randomly selected ⌈η 0 · n⌉ grid points which then form the set P, and afterwards set ξ | P = ±1/η 0 with probability 1 2 respectively for each x i ∈ P in the manner of salt-and-pepper noise. For prechosen noise parameters η i 0 = (4/5) i , i = 1, . . . we performed 10 experiments for each parameter value. The regularization parameter α was chosen optimally by trial and error for each experiment. In the plots the mean errors are plotted against η. Within the error tolerances the experimental rates of convergence agree well with the rates of convergence predicted by our analysis.
Conclusions
We have developed an error analysis of generalized Tikhonov regularization with L 1 fidelity term applied to inverse problems with impulsive noise. Our analysis is based on the deterministic, (e) mean convergence in X (f) mean convergence in X Figure 3 : Verification of the error estimates for the operator (40) using the functions f † displayed in panels (a) and (b). Panels (c) and (d) show a numerical computation of the index functions ϕ corresponding to these solutions (see text) and best fits of these functions of the form ϕ(t) ≈ ct κ . In Panels (e) and (f) we plot the error bounds from Theorem 3.4 against the experimental errors. (Here the multiplicative constant, which is not explicit in Theorem 3.4 was fitted to the experimental data.) continuous noise model (3) . Numerical experiments suggest that the new error bounds are sharp (or at least almost sharp) up to constants whereas previous error bounds are far too pessimistic. Our analysis raises several questions for future research including lower bounds on the rate of convergence (which to our knowledge is an open question in all of the recent regularization theory in Banach spaces) and extensions of the results to stochastic noise models, more general data fidelity terms, and infinitely smoothing operators.
