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Abstract
For every “computation” there corresponds the physical task of manipulating a starting state
into an output state with a desired property. As the classical theory of physics has been replaced
by quantum physics, it is interesting to consider the capabilities of a computer that can exploit the
distinctive quantum features of nature. The extra capabilities seem enormous. For example, with
only an expected O(
√
N ) evaluations of a function f : {0; 1; : : : ; N − 1} → {0; 1}, we can 1nd
a solution to f(x) = 1 provided one exists. Another example is the ability to 1nd e3ciently the
order of an element g in a group by using a quantum computer to estimate a random eigenvalue
of the unitary operator that multiplies by g in the group. By using this eigenvalue estimation
algorithm to estimate an eigenvalue of the unitary operator used in quantum searching we can
approximately count the number of solutions to f(x) = 1. This paper describes this eigenvector
approach to quantum counting and related algorithms. Crown Copyright c© 2001 Published by
Elsevier Science B.V. All rights reserved.
1. Introduction
In [14], Feynman notes that it is unlikely that a classical computer can e3ciently
simulate the evolution of a quantum system. He thus speculates that a “quantum”
computer built to exploit these quantum properties would be much more powerful
than a classical computer. Deutsch [12] went on to de1ne the quantum Turing ma-
chine and quantum circuits. Evidence that quantum computers are more powerful than
classical computers appears in [12, 13, 9, 24]. Building upon the idea of Simon [24],
Shor [23] showed how we can use a quantum computer to 1nd the order of an element
g from the multiplicative group of integers modulo N for some composite integer N
with polylog(N ) elementary operations. Shor combines this quantum algorithm with
the classical di>erence of squares factoring technique (see Section 3:2:5 of [21]) to
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produce a quantum factoring algorithm. Consequently, the power of quantum com-
puters became much more tangible. No classical algorithm is known for solving this
problem in polynomial time and many public key cryptosystems in use today rely
on the computational intractability of factoring (see Chapter 8 of [21]). This order-
1nding algorithm can be viewed as an estimation of a random eigenvalue of the unitary
operator that multiplies by g. This view uni1es the approaches of Shor and Kitaev [18]
as demonstrated in [10]. The order-1nding algorithm is one example in a larger class
of algorithms known as Abelian hidden subgroup algorithms (see [20] for a survey).
They can all be viewed as an estimation of an eigenvalue or a set of eigenvalues of
some unitary operator or operators. Implementations can focus on the task of estimating
these eigenvalues e3ciently.
The other major family of quantum algorithms known are based on Grover’s [15]
algorithm for quantum searching. These algorithms can be summarised as quantum
amplitude ampli1cation [5, 6, 16, 8], quantum amplitude estimation [8, 19], and spe-
cial cases thereof. The main contributions of this paper are derived by considering
the quantum searching iterate in its eigenvector basis. Section 2 describes the eigen-
vectors and eigenvalues of the searching iterate. This analysis immediately show that
Grover’s algorithm is not very useful when the input state is random, as shown by
di>erent methods in [2]. The eigenvalues contain information useful for counting and
so in Section 3 we review the techniques for eigenvalue estimation detailed in [10].
Section 4 describes a quantum counting algorithm based on estimating the eigen-
values described in Section 2 with the techniques given in Section 3. The core of
this algorithm is, in fact, equivalent to the algorithm in [8], except the analysis is
done in a di>erent basis. The analysis in the eigenvector basis is simpler and ad-
ditional facts become apparent. For example, we can count anywhere from 0 to N
solutions and do not need to assume the number of solutions is at most N=2 as done
in [8]. Analysing the eigenvectors and eigenvalues also provides an alternative anal-
ysis of the searching and amplitude ampli1cation algorithms as detailed in [7] and
summarised in Section 5. Section 5 also shows how to combine the quantum count-
ing algorithm of Section 4 with exact searching methods to produce an alternative
searching algorithm. This algorithm is useful when the number of solutions is not
known.
For the rest of the introduction, I will describe a quantum computer and de1ne
quantum searching, counting, amplitude ampli1cation, and amplitude estimation in more
detail.
1.1. Quantum computers
Consider a register of n-bits and a sequence of logic gates to transform an input to
a desired output. Any irreversible gate can be made reversible by adding some 1xed
number of extra input and output bits, so let us just consider reversible gates (see [1]
for information on the history of reversible computation). Since we only observe these
n-bits in precisely one of 2n con1gurations, we have for centuries assumed this meant
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the bits were always in one of these 2n con1gurations. Last century we learned that
classical physics, which makes such an assumption, is wrong, and we replaced this
theory with what is known as quantum physics. Such a collection of two-state sys-
tems can actually exist in any complex linear combination (or superposition) of the 2n
possible observable con1gurations, provided the coe3cients satisfy a certain property.
Let us use Dirac’s notation and refer to an n-bit string x= x1x2 : : : xn as |x〉. The linear
combination
∑
x∈{0;1}n 	x|x〉 satis1es
∑
x∈{0;1}n |	x|2 = 1. This restriction occurs for a
very good reason: |	x|2 corresponds to the probability of getting the string |x〉 if we
measure the register. Since we always want to get something, these probabilities better
add to 1! The linear combination
∑
x∈{0;1}n 	x|x〉 can also be described in vector nota-
tion as (	0; 	1; : : : 	2n−1). We use the convention that 	j corresponds to the amplitude of
|j〉, where j is represented in binary. Every gate acts linearly on this superposition, so
we only need to know the behaviour on a basis of dimension 2n. We usually use the
standard computational basis {|x〉 : x∈{0; 1}n}, which corresponds to the elementary
vectors in the vector space of dimension 2n generated by the |x〉 vectors. Further, the
restriction that the amplitudes must correspond to probabilities adding up to 1 implies
that all the gates are unitary. Consequently, any operator we implement with such gates
is unitary.
1.2. Quantum searching and counting
Grover’s original quantum searching algorithm [15] takes a function f : {0; 1; : : : ;
N − 1}→{0; 1} that has only one solution to f(x)= 1 and 1nds that unique solution
using only O(
√
N ) evaluations of f. If f is treated as a black box, then N(
√
N ) eval-
uations are in fact necessary [3, 4]. Tighter bounds on the number of evaluations nec-
essary were soon found, the restriction that f has a unique solution was subsequently
removed [5], and other algorithms followed that approximately count the number of
solutions to f(x)= 1 [5, 8, 19].
Let us de1ne the searching and counting problems more explicitly. Consider a func-
tion f that maps each element of a set X to either 0 or 1. For example, let X represent
the set of the 3n possible three-colourings of an n-vertex graph G, and let f(x)= 1 if
and only if the colouring x is a proper colouring of G (that is, no adjacent vertices are
coloured with the same colour). De1ne X1 to be the subset of X for which f evaluates
to 1 (that is, the set of proper three-colourings of G) and X0 to be the elements for
which f evaluates to 0. Let us de1ne t to be |X1|, the number of elements in X1.
The decision problem associated with f is to decide if there is a proper colouring
x, that is, to decide if |X1|¿0. The generation or search problem is to 1nd a proper
colouring x, that is, an element of X1. The uniform generation problem is to generate
such an element uniformly at random from the set X1. A more general problem is
to count either exactly or approximately the number of solutions to f(x)= 1. To
approximately count X1 with accuracy  means to output a number t˜ such that
(1− )t6t˜6(1 + )t: (1)
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A randomised approximation scheme (RAS) for t is a randomised algorithm that for
any real parameter ¿0 outputs a number t˜ satisfying Eq. (1) with probability 23 .
1
A quantum RAS is an RAS which uses a quantum computer algorithm.
Grover presented an algorithm for quantum searching [15], which was subsequently
generalised [5, 6, 16]. These algorithms do not run in time polynomial in logN , where
|X |=N , but they do run in time roughly the square root of the running time for the
best classical algorithm. By running time, we are referring to the number of calls to the
oracle or black box Uf for the function f. This black box for evaluating f reversibly
computes f(x) given input |x〉, usually by mapping |x〉 | b〉 to |x〉 |b⊕f(x)〉, but in this
paper we will assume the value of f(x) is simply encoded in the phase by mapping
|x〉 to (−1)f(x)|x〉. Note that this modi1ed Uf can be realised with a black box which
maps |x〉 | b〉 to |x〉|b⊕f(x)〉, by setting |b〉 to (|0〉 − |1〉)=√2. In [8] and [19], the
iterate in Grover’s algorithm, let us call it G, is used to approximately count. The
randomised approximation schemes suggested in [5, 8, 19] and herein can be made to
run with an expected running time of O((1=)(
√
N=t)) see Lemma 7. We just count
the number of calls to Uf since the lower bounds associated with these algorithms
are in terms of these calls. It turns out that for all the algorithms discussed here the
number of other operations is usually proportional to the number of calls to Uf. The
operators A and A−1 we discuss later are typically Hadamard transforms or some other
transformations which can be e3ciently implemented, and the operator U0 can also be
implemented e3ciently. Since the algorithms in this paper use only one application of
A, A−1, and U0 for every application of Uf, this measure of running time is indeed
representative of the running time of these algorithms in terms of all the elementary
operations necessary. Each G makes one call to Uf, so the number of repetitions of
G corresponds to the number of calls to Uf. In the next section we take a closer look
at the operator G and its properties.
2. The Grover iterate and its properties
The quantum searching algorithm [15, 5] prepares the state
1√
N
N−1∑
x=0
|x〉;
where we identify the n-bit strings with the integers from 0 to 2n − 1. It then iterates
the operator
G = −AU0A−1Uf:
1 The number 23 can be replaced by any value, say 1− , that exceeds 12 by a constant. Given a partic-
ular RAS (see e.g. [22]), we can apply a bootstrapping scheme that applies the given RAS a number of
times linear in log (1=) and outputs the median to produce an -approximation with probability 1− . See
Lemma 6.1 of [17].
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Fig. 1. The eigenvalue of G on |+〉 when there are t solutions is e2i!t . This diagram illustrates the
distribution of !t depending on the number of solutions t. The important point is that the !t values get
much closer together and harder to di>erentiate as t gets close to N=2. Distinguishing a function f with t
solutions requires a more precise estimate of !t as t gets closer to N=2.
Here A is any operator which maps |0〉 to (1=√N )∑N−1x=0 |x〉, U0 maps |0〉 to −|0〉 and
leaves the remaining |x〉 alone, and Uf maps |x〉 to (−1)f(x)|x〉.
Recall that t= |X1|, the number of solutions to f(x)= 1, and |X0|=N − t. When
t=0 or N , A|0〉 is an eigenvector of G with eigenvalue eit=N . For 0¡t¡N de1ne
|X1〉 = 1√
t
∑
x∈X1
|x〉; (2)
|X0〉 = 1√
N − t
∑
x∈X0
|x〉; (3)
|+〉 = 1√
2
|X1〉+ i√
2
|X0〉; (4)
|−〉 = 1√
2
|X1〉 − i√
2
|X0〉: (5)
Since A is unitary and maps |0〉 to |X1〉 with amplitude
√
t=N , then A−1 must map |X1〉
to |0〉 with amplitude √t=N . One consequence is that AU0A−1 |X1〉= |X1〉−2√t=NA |0〉.
Using these and similar facts we can verify that |+〉 and |−〉 are eigenvectors of G
with respective eigenvalues e2i! and e−2i!, 0¡!¡ 12 , with cos(2!)= 1−2t=N , and
sin(2!)= 2
√
t(N − t)=N .
De1ne !0 = 0, !N = 12 , and for t strictly in between 0 and N de1ne !t so that the
eigenvalue of the eigenvector |+〉 of G=−AU0A−1Uf is e2i!t and 06!t6 12 (see
Fig. 1). Consequently,
cos(2!t) = 1− 2tN ; sin(2!t) = 2
√
t(N − t)
N
and sin(!t) =
√
t
N
: (6)
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It follows that
2!t = arc cos
(
1− 2t
N
)
= 2
√
t
N
+O
(( t
N
)3=2)
: (7)
Also note that, for t strictly between 0 and N ,
1√
2
|+〉+ 1√
2
|−〉 = |X1〉;
which we seek since measuring |X1〉 solves the uniform generation problem for f. We
start with the state A|0〉=√t=N |X1〉+√(N − t)=N |X0〉= sin(!t)|X1〉+cos(!t) |X0〉,
which is expressed in the eigenvector basis as
−iei!t√
2
|+〉+ ie
−i!t
√
2
|−〉:
To determine or estimate t= |X1|, we will estimate the phase 2!t . How accurately
should we estimate !t to determine t in the worst case? There are N + 1 such !t
for t=0; 1; : : : ; N , all between 0 and 12 , so by the Pigeon Hole Principle at least 2 of
them are at most distance 1=2N apart and our phase estimation will have to be quite
accurate to distinguish all of them; we would require on the order of N applications
of G.
More precisely, we have the following lemmas by the Mean Value Theorem and the
fact that the derivative of !t as a function of t is 1=(2
√
t(N − t)).
Lemma 1. For any integer t satisfying 06t¡N=2;
1√
(t + 1)(N − t − 1)62|!t+1 − !t |
and for 0¡t6N=2;
2|!t+1 − !t |6 1√
t(N − t) :
Lemma 2. For any integer t satisfying 06t6N=4;
2|!2t − !t |6
√
t
N
:
It is worth remembering that there are of course many other eigenvectors. If 0¡t¡N ,
then in addition to the eigenvectors |+〉 and |−〉 there are N−2 other eigenvectors.
Exactly N − t − 1 of them, spanned only by elements of X0, have eigenvalue −1 and
t−1 of them, spanned only by elements of X1, have eigenvalue 1. It is easy to 1nd
a spanning set of these eigenvectors. One interesting use of this fact is to study the
e>ect of applying the quantum searching algorithms with arbitrary input states. The
optimal number of applications of G before measuring was studied in [2] (by di>erent
methods). Applying G has no e>ect on the eigenvectors with eigenvalue 1, and Tips
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the sign in front of the eigenvectors with eigenvalue −1. Consequently, on states with
zero amplitude for the eigenvectors |+〉 and |−〉, G is equivalent to a simple −Uf!
So unless the amplitudes of |+〉 and |−〉 in the initial state are signi1cant, which
is unlikely if we start in a ‘random’ state, Grover’s algorithm will be of no help in
searching.
In the next section we describe algorithms for estimating phases corresponding to
eigenvalues of unitary operators.
3. Quantum phase estimation
Here we will review the relationship, as pointed out in [10], between the quantum
Fourier transform and the estimation of phases. For any integer M¿1, the quantum
Fourier transform, FM , for each integer z from 0 to M−1, maps |z〉 to
1√
M
M−1∑
y=0
e2i(z=M)y|y〉: (8)
Clearly, for any != z=M , where z is an integer between 0 and M−1, the inverse
Fourier transform, F−1M , maps the state in Eq. (8) to |z〉.
Given any real number ! satisfying 06!¡1 encoded in the phases of the super-
position
1√
M
M−1∑
y=0
e2i!y|y〉; (9)
applying the inverse quantum Fourier transform, F−1M , will map this superposition to a
superposition
1√
M
M−1∑
z=0
	z|z〉; (10)
which we will denote by |!˜〉. The amplitudes are concentrated near the values of z for
which z=M is a good estimate of !. More precisely, we have Lemmas 3 and 4 (see
[10]). Let d(a; b) denote the distance between a and b modulo 1 (see Fig. 2).
Lemma 3. When observing the state in Eq. (10); the probability of obtaining |y〉
such that d(!; y=M)61=(2M) is at least 4=2. This fraction y=M corresponds to the
best estimate of ! as a fraction of M .
We can replace 4=2 with any 1 − ; 0¡¡1, by estimating ! using M ′=

1=(2)+1=2M instead of M , and then rounding o> the estimate to a fraction of M .
Lemma 4. For any positive integer k¡M; when observing the state in Eq. (10); the
probability of obtaining a state |y〉 with d(!; y=M)6k=(2M) is at least 1−1=(2k−1).
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Fig. 2. We de1ne the distance between the real numbers !1 and !2, d(!1; !2), to be the smallest real
number d between 0 and 12 such that e
2i(!1−!2) equals one of e2id or e−2id. In other words, it is length
of the shortest path (scaled by 1=2) along the unit circle from e2i!1 to e2i!2 .
Thus given an operator G with eigenvector |〉 and eigenvalue e2i!, we can estimate
! as follows. Prepare the state
1√
M
M−1∑
y=0
|y〉|〉 (11)
and apply G to |〉 y times when the 1rst register is in state |y〉. This can be done
in superposition, that is, without observing |y〉, by using controlled-G operations. A
controlled-G is like a G but with an additional control qubit. If the control qubit is
in state |1〉 then G is applied, and if the control qubit is in state |0〉 then G is not
applied. We represent |y〉 in binary as |yn−1〉|yn−2〉 : : : |y0〉, where y=2n−1yn−1 +
2n−2yn−2 + · · ·+ y0; yi ∈ {0; 1}. We use the qubit |yj〉 as a control bit to implement
2j controlled-G operations, which is equivalent to a controlled-G2j. This procedure
(see Fig. 3) creates the state
1√
M
M−1∑
y=0
e2i!y |y〉 |〉: (12)
Applying F−1M to the 1rst register gives the state |!˜〉|〉, and has the property that
when we observe the 1rst register we get an estimate !˜ of !.
Suppose we are just given the operator Uf as a black box and the state |〉 such
that G|〉=e2i!|〉, and we only interact with |〉 by applying G to it. We have the
following two lemmas.
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Fig. 3. This diagram illustrated a small network for estimating an eigenvalue of G.
Lemma 5. For any ¿0; we can obtain an estimate !˜ of ! so that d(!; !˜)¡ with
probability ¿ 23 with O(1=) applications of G. We can also replace
2
3 by any constant
p¡1.
Proof. The su3ciency of M = 1= + 1 applications follows from Lemma 4 by set-
ting k=2. For any other probability p¡1, we set k=1=(2 − 2p)+1 and M=k
1=(2)+1.
Lemma 6. For  between 1=N and 1=
√
N; to obtain an estimate !˜ of ! so that
d(!; !˜)¡ with probability ¿ 23 ; requires N(1=) applications of G.
Proof. In [4] it is shown that to decide, with error probability at most 13 , if a Boolean
function f has fewer than M solutions to f(x)= 1, for 0¡M6N=2, requires N(
√
NM)
calls to Uf. Lemma 1 tells us that by estimating !t within 1=(2
√
M (N −M)) with
error at most 13 will solve this problem for us. The lower bound now follows by setting
M = 
1=(2N2).
4. Quantum counting
We are now ready to combine the facts about the eigenvectors and eigenvalues of G
in Section 2 with the techniques in Section 3 to approximately count, t, the number of
solutions to f(x)= 1. The parameter M represents the number of times we will iterate
G and thus corresponds to the running time of the algorithm in terms of evaluations
of Uf. It is chosen depending on the quality we desire for the estimate. Start with the
state
1√
M
M−1∑
y=0
|y〉A |0〉;
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which, assuming 0¡t¡N , is equal to
−iei!t√
2
M−1∑
y=0
|y〉|+〉+ ie
i!t
√
2
M−1∑
y=0
|y〉|−〉:
Then apply G to the second register y times when the 1rst register is in state |y〉 to
produce
−iei!t√
2
M−1∑
y=0
e2i!ty|y〉|+〉+ ie
−i!t
√
2
M−1∑
y=0
e−2i!ty|x〉|−〉:
Lastly apply F−1M to the 1rst register to produce
−iei!t√
2
| !˜t〉|+〉+ ie
−i!t
√
2
|−˜!t〉|−〉:
If t=0 or N , the same operations would produce |!˜t〉A|0〉.
Recall the de1nition of |!˜t〉 from Section 3. It is a superposition whose amplitudes
are concentrated near values of y such that y=M is a close estimate of !t . Measuring
the 1rst register will output (each with probability 12 ) either an estimate of !t , or of
1 − !t (if t=0 or N , we just estimate !t , which is equivalent to 1 − !t modulo 1).
When we measure an integer y between 0 and M=2, we will estimate !t with the
number !˜t =y=M . If we measure an integer y between M=2 and M we will estimate
!t with the number 1−y=M . It is easy to see that this protocol will produce an estimate
of !t that is no worse than if we only measured |!˜t〉|+〉 (that is, the probability of
getting an error greater than  does not increase for any ¿0).
So let us assume that !˜t =y=M is our estimate of !t . De1ne =!t − !˜t . We know
that
cos(2y=M) = cos(2!t) cos(−2)− sin(2!t) sin(−2): (13)
With O(M) applications of G we can obtain an estimate such that with probability
at least 23 we have |2|61=M (see Section 3), and so |cos(2) − 1|61=2M 2 and
|sin(2)|61=M . Using Eq. (6) we get an estimate for t:
t˜ = N
(1− cos(2y=M))
2
= N
(
sin2
(y
M
))
: (14)
By Eq. (13) and the above bounds on cos(2) and sin(2), we have that with
probability at least 23 ,
| t˜ − t|6 |N − 2t|
4M 2
+
√
t(N − t)
M
: (15)
By Lemma 4, with probability 1− O(1=k) we have |2|6k=M and similarly
| t˜ − t|6 |N − 2t|k
2
4M 2
+
k
√
t(N − t)
M
: (16)
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Some corollaries (similar to ones in [5, 8, 19]) are the following.
Corollary 1. If M = 
c√N; then with probability at least 23 we will have
| t˜ − t|6 1
4c2
+
√
min(t; N − t)
c
∈ O
(√
min(t; N − t)
c
)
:
Corollary 2. If M = 
c√N=(t + 1); then with probability at least 23 we will have
(1− )t6 t˜6 (1 + )t;
where =1=(4c2
√
t + 1) + 1=c ∈ O(1=c).
With a simple eigenvalue estimation protocol, this author, together with the authors
of [8], improved the running time O((1=+log log(N ))
√
N=(t + 1)) of the approximate
counting algorithms in [8] and [19] (see [7]).
Lemma 7. There is a quantum RAS for the number of solutions; t; to f(x)= 1;
06x¡N; with running time O((1=)
√
N=(t + 1)).
Corollary 1 gives us to the bound on t that we need to carry out exact counting
(combining Lemmas 4 and 1).
Corollary 3. Given G=−AU0A−1Uf; where f has t solutions to f(x)= 1; we can
distinguish !t and correctly determine t with probability at least 23 ; and the expected
number of applications of G is only V(
√
(t + 1)(N − t + 1)).
Proof. By the symmetry between !t and !N−t , we can assume 06t6N=2. Using
V(
√
N ) applications of G, estimate t with t˜ so that |t− t˜ |¡1+√t with high probabil-
ity, say 45 (use Corollary 1). By Eq. (16) and Lemma 4 we can assume |t−t˜ |6k2+k
√
t
with probability 1−O(1=k), for k¿0. Repeat this procedure 1ve times and take the me-
dian of the t˜ values. Use O(
√
(t˜ + 1)(N − t˜ + 1)) iterations of G to estimate t again
with Wt. Choose the constant in O(
√
(t˜ + 1)(N − t˜ + 1)) so that if |t − t˜ |¡1 + √t,
then Wt= t with probability 56 . For k¿
√
t=3, the median t˜ of the 5 estimates for
t will satisfy t − 2k2¡t˜¡t + 2k2 with probability 1 − O(1=k3) (at least 3 of the 5
estimates must satisfy |t − t˜ | ¿ k2 + k√t for this not to happen). If k6√t=3 then
|t − t˜ |¡4t=9 and the running time is still V(√(t + 1)(N − t + 1)) iterations of G.
The expected running time when k¿
√
t=3 also converges to V(
√
(t + 1)(N − t + 1))
iterations of G since
√
(t + 2k2 + 1)(N − t − 2k2 + 1))6
√
(2k2+1)(t+1)(N − t + 1))
∈O(k√(t + 1)(N − t + 1)) and ∑∞k=1 1=k2 = 2=6. Thus the expected running time
of the whole algorithm is V(
√
(t + 1)(N − t + 1)) iterations of G. The probability
that Wt= t is at least 23 .
In Section 6 we point out how this algorithm is a special case of amplitude
estimation.
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5. Quantum searching
The quantum searching algorithm [15, 5] can be succinctly analysed as follows. Start
in the state
A|0〉 = −i√
2
ei!t |+〉+ i√
2
e−i!t |−〉;
apply G to this state k times to produce
−i√
2
ei(2k+1)!t |+〉+ i√
2
e−i(2k+1)!t |−〉; (17)
and measure. The number of repetitions k will correspond to the running time of the
algorithm. Since we want to observe |X1〉= 1√2 |+〉 + 1√2 |−〉, we need to align the
phases so that the relative phase between the two eigenvectors is close to 0. When
t is known, obtaining a relative phase close to 0 in Eq. (17) is easy. We just pick
k so that −ei(2k+1)!t =e−i(2k+1)!t , or (4k + 2)!t is an odd integer. When t is small
this occurs when k is roughly (=4)
√
N=t. Also consider, as done in [5], the case that
t=N=4. We have !t = 16 so we get |X1〉 with exactly k =1 iterations of G. As an easy
special case of a result in [2], we note that if we start o> with the state
cei!|+〉+ de−i!|−〉;
where c and d are positive reals, then to maximise the amplitude of the states |x〉 with
f(x)= 1 we should apply G to the starting state k times where 2(2k!t + !) is close
to an odd integer.
When t is not known, it is not as simple. One idea is to estimate !t using the
techniques of the previous section, and then pick the number of repetitions k.
A di>erent approach is given in [5] and a similar quantum version is given later
in [19]. Both approaches search over an interval of increasing size, 1nding a solution
at each observation with probability approaching 12 . To control the expected running
time in [5] the authors make sure the sizes of the intervals increase by a factor less
than 2 at each iteration, while in [19] a bootstrapping method is applied together with
incrementing the interval size appropriately. At the end of the next section we describe
a method for which the probability of success tends to 1 as we increase the interval
size M . The searching algorithm described in this section e>ectively takes the
√
N=t
probability amplitude of success we have with a uniform superposition starting state
and ampli1es this probability to 1. However, there is no reason to restrict ourselves
to such a naive starting state. We discuss this further in the next section. With the
algorithm we have just described there is usually a small chance of failing to generate
a solution, even if we know how many there are. The next section also reviews how to
make the probability of success equal to 1 when we know the probability of success.
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6. Amplitude ampli%cation and estimation
In [6, 16] we see that we can, in fact, replace A with any transformation which maps
|0〉 to √a|X1〉+
√
b|X0〉, where |X1〉 is any superposition (of norm 1) of basis states |x〉
satisfying f(x)= 1; |X0〉 is any superposition (of norm 1) of basis states |x〉 satisfying
f(x)= 0, and a and b are positive reals satisfying a+ b=1.
The eigenvectors of G=− AU0A−1Uf have the same form as in Eqs. (4) and (5):
|+〉 = 1√
2
(|X1〉+ i|X0〉);
|−〉 = 1√
2
(|X1〉 − i|X0〉):
They have corresponding eigenvalues e2i!a and e−2i!a where 06!a6 12 ; cos(2!a)
= 1− 2a; sin(2!a)= 2
√
a(1− a); sin(!a)=
√
a, and
A|0〉 = − i√
2
e2i!a |+〉+ i√
2
e−2i!a |−〉
(!t from the previous sections corresponds to !t=N here).
We can thus apply the same searching technique described in Section 5 to amplify
the amplitude of |X1〉 to 1, only requiring an expected O(
√
1=a) applications of G
for a¿0. We can use the same techniques of Section 4 to approximate a (amplitude
estimation). That is, we estimate an eigenvalue of G, say e2i!a , with !˜a, and then
estimate a with sin2(!˜a). When we know a we know exactly how many applications
of G we should use to search for elements of X1. We can also alter G slightly so that
the ideal number, M , of applications is an integer, making the search exact. This was
1rst done for M =1 in [6], and later in [11], by altering the phase shifts in U0 and
Uf. This method is also used for any M¿0 in [8] and [7]. Another simple method
is to modify A and f so that a is slightly smaller but can be ampli1ed to 1 with an
integer number of iterations of G (see [8, 19] or [7]). In the next section we present
a scheme for which the probability of observing a solution tends to 1 as the interval
size, M , tends to in1nity. Thus at each iteration we can increase M by any constant
factor and still control the expected running time.
6.1. Amplifying an unknown amplitude
Note that when we estimate an amplitude and produce the state
−iei!a√
2
|!˜a〉|+〉+ ie
−i!a
√
2
|−˜!a〉|−〉; (18)
we could also measure the second register and test the answer, |x〉, to see if f(x)= 1.
Denote by S the operator, as described in Section 4, which maps two registers of zeros,
|0〉|0〉, to the state in Eq. (18).
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Note that as |!˜a〉 and |−˜!a〉 become better estimates of !a and −!a, then, unless
a=0 or 1,
|〈!˜a|−˜!a〉| = 1M
∣∣∣∣∣
M−1∑
x=0
e4i!a
∣∣∣∣∣ = 1M
∣∣∣∣ sin(2M!a)sin(2!a)
∣∣∣∣6 14M!a :
Measuring either |+〉 or |−〉 will reveal an element of X1 with probability 12 .
Thus, when we measure the second register of state (18) we get an element of X1 with
probability at least 12 − O(1=(M
√
a)) as M
√
a→∞.
To keep matters simple, let us assume that 0¡a6 12 , and let us modify the algorithm
slightly to produce an algorithm S that has probability of success 14 − O(1=(M
√
a))
as M
√
a → ∞ (it is easy to reduce the probability of success!). For any algorithm S
which outputs a solution with probability sin2(!)= 14−, for some small , observing
after one application of the searching iterate G= − SU0S−1Uf to the state S|0〉 will
produce a solution with probability sin2(3!). By a simple trigonometric identity this
probability equals sin2(!)(3− 4 sin2(!))2 = 1− 122 − 163.
Thus instead of observing after each application of S and carefully incrementing the
interval size in case of failure (as done classically in [5, 8] and quantumly in [19]),
we can use this operator S and its inverse S−1 as a subroutine in a slightly larger
algorithm. Namely, we can apply SU0S−1UfS to the state |0〉 to get an algorithm
which works with probability 1 − O(1=(M 2a)) as M√a → ∞. In case of failure, we
can increment our interval size by any constant multiple greater than 1. The expected
running time of this algorithm is O(1=
√
a) applications of G for a¿0. For a=0 it
would run forever.
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