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R. DeMarr (unpublished) has begun a study of Banach algebras as sub- 
algebras of partially ordered linear algebras, which are Dedekind a complete. 
He has shown that the real Banach algebra of norm-bounded linear operators 
(mapping a real Banach space into itself) can be made into a partially ordered 
linear algebra which is Dedekind o complete. This leads us to study a more 
generalized function algebra by using the order structure. In this paper, from 
an analytical point of view, we study some special classes of partially ordered 
linear algebras which are Dedekind (I complete. In Section I we assume the 
algebra which has the property: If x > 1, then x-i exists and x-r > 0. We 
see that the algebra which has this property is actually a function algebra and, 
hence, it has no nonzero nilpotents, and idempotents lie between 0 and 1. 
Moreover, it is anf ring. In Section II, we study the general structure of the 
algebra which has the special property: If x > 1, then X-I exists and 1 > z-i. 
In Section III, we discuss the algebra which is a lattice and has the special 
property given in Section II. Then in such algebra there always exists a non- 
trivial multiplicative linear function mapping the algebra into itself. By using 
this function we can study some of the properties of the algebra. In all three 
sections we also discuss an algebra which has the so-called Perron-Frobenius 
property. 
An introduction and some basic definitions will be stated at the beginning 
to serve the needs of the following discussion. 
Partially ordered linear algebras already have been studied in some detail 
by various authors (Johnson [S], Kadison [9], Maltese [ll], Rieffel [15], etc.), 
but DeMarr (unpublished) has begun a study of Banach algebras as sub- 
algebras of partially ordered linear algebras which are Dedekind u complete. 
In [3] he has shown that the real Banach algebra of norm-bounded linear 
operators (mapping a real Banach space into itself) can be made into a 
partially ordered linear algebra which is Dedekind u complete. In other words, 
* This research is based on the author’s doctoral dissertation at the University of 
New Mexico. The author wishes to thank his advisor, Professor Ralph DeMarr, for 
his valuable suggestions and help throughout this work. 
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many important properties in Banach algebras can now be studied by using 
the order structure. For this reason it seems that the study of a more general- 
ized function algebra by using order is interesting and important. In this 
paper, we shall study from an analytical viewpoint some special classes of 
partially ordered linear algebras which are Dedekind u complete. In Section I 
we shall characterize an algebra which has the property: if x 3 1, then s-1 
exists and .~-l > 0. DeMarr has proved that an algebra which has this 
property is actually a function algebra and, hence, it has no nonzero nilpotents, 
and idempotents lie only between 0 and 1. Moreover, we shall see that an 
algebra which has this property is anf ring [2, p. 4031. In Section II we shall 
investigate an algebra which has the special property: if s 3 1, then x-l 
exists and 1 > X-I. This property is weaker than the property in Section I. 
We shall see in general that this kind of algebra is not commutative and it has 
nilpotents. In Section III, we shall discuss an algebra which has the special 
property given in Section II and is also a lattice. We shall find that in such 
an algebra there always exists a nontrivial multiplicative linear function 
mapping the algebra into itself and by using this function we can study some 
of the interesting properties of this algebra. In all three parts we shall also 
discuss an algebra which has an additional property, the so-called Perron- 
Frobenius property (see [4]). 
A partially ordered linear algebra A is first of all a linear algebra with real 
numbers as scalars, which will usually be denoted by small Greek letters. 
The multiplication of elements of A is assumed associative, but not necessarily 
commutative. Next, the linear algebra rZ is a partially ordered set subject to 
the following conditions (x, y, z denote the arbitrary elements of ,4 and OL 
an arbitrary real number under the specified restrictions in each condition): 
(a) If .Y < y, then s + z < y + z. 
(b) IfO<xandO<y,thenO<.vy. 
(c) If 0 < a. and 0 < s, then 0 < cys. 
(d) For any x there exists y 3 0, z > 0, such that x = y - z. 
Note that in condition (c) the symbol 0 has been used to denote the real 
number 0 and also the zero element of A. Also the symbol < is used to 
denote the usual ordering of real numbers as well as the partial ordering in A. 
This should cause no confusion. If the multiplicative identity 1 E A, then 
(e) O<l, 1 #O. 
We call a partially ordered set, B, Dedekind 0 complete [12, p. g-111 if {x,) 
is a sequence of elements in B such that x1 2 xa > ... > y E B, then inf{z,} 
exists. Of course, inf(x,J denotes the infimum (greatest lower bound) of the 
sequence {xJ and is defined as follows: inf{x,J = x means that 
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(i) x<x,foralln; 
(ii) if y < x,, for all n, then y < x. 
The supremum (least upper bound) of the sequence is denoted by sup{x,> 
and is defined dually. 
We will call a Dedekind u complete partially ordered linear algebra A a 
pofuc. A subpolac of A means a subalgebra of A which is a polac itself. From 
now on we always assume a polac A has multiplicative identity 1. 
DEFINITION. A sequence of elements {x,J in polac A is said to order 
converge to x, denoted by o-lim X~ = X, if there exists a sequence (yJ such 
that y1 3 y2 >, . ..>O.inf{y,}=O,and-y,<r--xx,<y,. 
DEFINITION. Multiplication in a polac is said to be left (right) continuous 
if the following holds: Given any sequence {x,}, x1 3 xs > ... 3 0, inf{xn} = 0 
and y > 0, then inf{x,y} = 0 (inf{yx,} = 0); if the multiplication is both 
left and right continuous then we say multiplication is continuous. 
DEFINITION. A real number OL is said to be a spectral value of x of a 
polac A if or1 - x has no inverse. 
DEFINITION. Let x be an element of a polac A. The complex spectrum 
of x is the set of all complex number e + 8 such that (x - al)2 + /3s1 has 
no inverse. 
DEFINITION. A subset S of a polac A is said to be order-convex when if 
x,yESandx,<z<y,thenzES. 
DEFINITION. An element u of a polac A is said to be an order unit if for 
any x E A there exists a real 01 such that --01u < x < OLU. 
I 
Let A be any polac which has the following special property (denoted as 
P.l): 
P.1. If x > 1, then x-l exists and x-l > 0. 
DeMarr has characterized A as follows: 
MAIN THEOREM. Multiplication in A is commutative. 
From now on any polac which has P.l will be called a function algebra. 
We justify this definition in Section 1.1. In I.2 some of the important prop- 
erties like square root, square problems have been completely described and 
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discussed by DeRIarr. In I.3 we show that in fact .4 is a lattice; moreover, it is 
also anf ring. In 1.4 we discuss a special-type polac which has 1 as an order 
unit. In I.5 we give examples and, finally, from anv polac we extract a mari- 
mum function algebra. 
I. Let d be any polac which has P. I. 
LEMMA l .I. In -1 ?nultip&-ation is continuous. 
Proof. Let (xJ be a sequence in A such that x1 3 xp 3 ... 2 0 and 
inf{m} = 0. Let y  3 0. Define a = inf{ys,), then a > 0. Now, 
(1 + y) “I” n > yxn >, a. 
for all n, but 1 + y  3 1 means (1 + y)-l > 0 and X, > (1 + y)-l a for all n, 
so that by definition we have 0 > (1 + y)-l a, i.e., 0 3 a, so that a = 0. 
This shows multiplication is right continuous. Similarly, we can show 
multiplication is left continuous; hence, the lemma is proved. i 
LEMMA 1.2. If c > 0, then there exists an element d E d such that 
l>,d>O,dz=d,andcd-dc<dandl-d<(l-d)c. 
Proof. Define 
x, = If&Q1 for all n. 
!i=l 
Note that 1 <N~<x~<..., and O< ..- < x;l < x;’ < 1. Now define 
zu = inf{,z;‘} 3 0. By Lemma 1.1 we have 
w.vI, = inf{x,lN,} = inf{.r,a,‘) = sliw < 1 for all k. 
n n 
Next we define d = sup{w.vn). By WX~ = +w < I we see that d < 1, and 
this implies dw < w and wd < w. But from da$ 3 w we obtain 
dw = inf{d.u;‘) 3 w. Similarly, wd > w; hence, dw = wd = w. Now 
d2 = d sup{w.r,} = sup(dwx,} = sup{wx,} = d. Thus, d2 = d. Observe 
(1 - c) x,, < 1 or 1 - c < XL’ for all n. We have 1 - c < w. Thus, 
O=(1-d)w~(1-d)(l-c)=1-c-d+dcor1-d~(l-d)c. 
Since c.‘c,~ = X,C, we have cs;’ = s;%, so that cw = WC. Now 
cd = c sup{wr,} = sup{cwx,} = sup{wcx,} = sup{wx,c} = sup{w~~} c = dc. 
Thus, cd = dc. Finally, consider 1 + cx, = x,,+~, so that w + cwx, = WX,+~ . 
By taking the supremum we get w + cd = d. This means 0 < w = (1 - c) d 
or cd < d. 1 
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LEMMA 1.3. Ifa>--1, then there exists eeA such that l>e>O, 
e2=eandea=ae>Oand(1 -e)a,<O. 
Proof. Put c = 1 + a. By Lemma 1.2 we can find d such that 1 > d > 0, 
d2 = d and cd = dc < d and 1 - d < (1 - d) c. Define e = 1 - d. Clearly, 
1 > e 3 0 and e” = e. Now observe 
and 
0 < (1 - d) c - (1 - d) = (1 - d) (c - 1) = ea = at! 
0 > dc - d = d(c - 1) = (1 - e) a. 1 
LEMMA 1.4. IfO<b<1,0<e<1ande2=e,theneb=be. 
Proof. Define d = 1 - e. For any 0 < x < 1 we have 
0 < ex + bd = ex + b(1 - e) < e + (1 - e) = 1. 
If we put x,, = 0 and thereafter x,+r = ex, + bd, and apply the argument 
just given, we have 0 < x,+~ , < 1 for all n. Moreover, we will show 
0 < n(ebd) < x, < 1. If n = 0, the statement is clear. If when n = k the 
statement is true, then for n = k + 1, 
xk+l = exk + bd > e(kebd) + bd >, k(ebd) + ebd 
= (k + 1) ebd 3 0. 
Thus, 0 < n(ebd) < x, < 1 for all n. Hence, 0 < ebd < (l/n) 1 for all n. 
This implies ebd = 0. Similarly, if 0 < y < 1, then 0 < ye + db < 1 and as 
above we can show that dbe = 0. Therefore, ebe + ebd = ebe + dbe, i.e., 
eb(e + d) = (e + d) be. Since e + d = 1, this implies eb = be. 1 
LEMMA 1.5. If 0 < a < 1 and 0 < b < 1, then ab = ba. 
Proof. Put a, = a and then define a sequence as follows: Assume that for 
some 1z = k we have defined ak so that 0 < a, < (l/k) 1. For n = k = 1 
this is clearly true. Now, since - 1 < (k + 1) ak - 1 < 1, by Lemma 1.3 
we assert that there exists e, E A such that 0 < e, < 1, ek2 = ek and 
e,((K+l)a,-I)>0 and (l-eJ((k+l)a,-l)<O, a,e,=e,a,. 
Now define 
Note that since 
a kfl = ak - (I/@ + l)) ek. 
o d ek((K + l) ak - 1) = @ + 1) ekak - ek < (k + 1) ak - ek , 
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we have a,,, ;3 0. Also, since 
0 > (1 - ek) ((k + 1) a, - 1) = (K + 1) ak( I - e,,) - (1 - e,.), 
orl-ee,>(R$l)a,(l-ee,),wehave 
(h + 1) a, - ep = (k + I) a,(1 - e,) + (k f- 1) a,e, - e,; 
= (A + 1) a,(1 - ek) + ((h + 1) ab - 1) ek 
<I-ee,+e,=l. 
Thus, a,,, = ak - (l/(K + 1)) e, < (I/(k + 1)) 1. Now, by Lemma 1.4, 
since elc2 = eL , 0 < ek < 1, we have be, = e,b for all K and we will show by 
induction that ab - ba = a,& - ba, for all n. If n = 1, the statement is 
obvious. If when n = K the statement is true, then 
a,+,6 - ba,,, = (ak - (I/@ + 1)) ek) 6 - 4~ - (l/(h + 1)) 4 
= a,6 - ba, = ab - ba. 
But 
-(l/n) 1 < --ban <ah - ba < a,6 < (l/n) 1 for all n. 
This means a6 = ba. 1 
LEMMA 1.6. If x >, 0 and y  > 0, then xy = yx. 
Proof. We have 1 3 (1 + x)-l > 0 and 1 >, (I + y)-l > 0. 
By Lemma 1.5 we have (1 + x)-l(l + y)-r = (1 + y)-‘(1 + x)-l so that 
(1 + x) (1 + y) = (1 + y) (1 + x); hence, xy =yx. 1 
Now the proof of the main theorem mentioned at the introduction 
becomes very easy. For any x, y E A, x = x1 - x2 , y = yr - y2 , where 
Xl 1 x2 , yr , ya >, 0. By Lemma 1.6 it is obvious that xy = yx. 
2. The following results concern square and square-root problems 
in A which has P. 1. Observe what a striking fact we obtain from those results 
that the elements of A behave like real-valued functions. We will consider 
the square problem first. 
LEMMA 2.1. If x E A, then there exists e such that 1 > e 3 0, e2 = e and 
ex>Oand(l -e)x<O. 
Proof. There exists y > 1 such that y > -x. Since y-l > 0, we have 
xyl 3 - 1. By Lemma 1.3 we see there exists e E A such that 1 > e 3 0, 
e2=eandexy-l>Oand(l -e)xy-l<O.Hence,ex>Oand(l -e)x<O. 
I 
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THEOREM 2.2. I f  x E A, then x2 > 0, i.e., squares of elements are non- 
negative. 
Proof. If XE A, take e as in Lemma 2.1; then x - ex + (1 - e)x. 
Hence, x2 = (ex)2 + ((1 - e) x)2 3 0. 1 
COROLLARY 2.3. I f  u2 = u, then 1 > u > 0. 
Proof. That (I - u)’ = 1 - u >, 0 implies 1 > u = up > 0. Thus, 
l>,U>O. 1 
THEOREM 2.4. If  x > 0, then there exists a unique y  > 0 such that y2 = x. 
Proof. We will divide the proof into two parts. 
Case 1: 1 3 x > 0. It has been established in [3] that there exists a 
unique b E A such that 0 < b < 1 and b2 = x. Suppose now that c >, 0 and 
c2 = x < 1. Since (c + 1) (c - 1) < 0 and (c + 1)-l > 0, we have 
1 3 c >, 0. Thus, b = c. 
Case 2: x 3 0. Note that 1 > (1 + x)-l 2 0 and 1 > x(1 + x)-l > 0 
[because (1 + x)-i + x( 1 + x)-l = I]. By case 1 there exists a unique 
1 > b > 0 and 1 > d > 0 such that b2 = (1 + x)-l and d2 = x(1 + x)-i. 
Put y = db-l. Since b-1 = b( 1 + x) >, 0 we have y 3 0 and 
y2 = d2b-2 = x( 1 + x)-i (1 + x) = x. 
If z 3 0 and z2 = x, then xb > 0 and (zb)2 = z2b2 = x(1 + x)-l = d2 and, 
hence, zb = d or z = db-l = y. 1 
COROLLARY 2.5. For any x E A, if x2 = 0, then x = 0. 
Proof. Write x = ex + (1 - e) x, with e as in Lemma 2.1. Then 
0 = x2 = (ex)2 + ((1 - e) x)” 3 (ex)” > 0 implies (ex)” = 0. By Theorem 
2.4 this implies ex = 0 and, similarly, (1 - e) x = 0. Hence x = 0. 1 
3. Let A be any polac which has P. 1. 
THEOREM 3.1. A is a lattice. 
Proof. Given any x E A, then by Lemma 2.1 we see there exists e such 
that 1 > e > 0, e2 = e, ex 3 0 and (1 - e) x < 0. Note that ex > x. Now 
for any z, z > 0 and z >, x, we see immediately that z > ez > ex. This tells 
us that ex = x V 0. 
THEOREM 3.2. A is an f  ring. 
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Proof. By Theorem 3.1 we know Ld is a lattice. We will prove later 
(Theorem 111.1. I) that in particular -1 has the following property: If 
d = a A b, a, b, d E rl, then for any c G:; 0 we have dc = ac A bc and 
cd = ca A cb. Now if 0 = (z A b, then for any c -2 0 we have 
O-(1 +c)aA(l +c)b>caAb>O. 
This means ca A b = 0. Similarly, we can prove a A cb = 0, ac A b = 0 and 
aAbc=O. 1 
Remark. This theorem can also be proved by using the result of [7]. 
4. In this section let rl be any polac which has identity 1 as an order 
unit. 
THEOREM 4.1. A has P. 1. 
Proof. For any x > 1, since A has 1 as an order unit, we have 1 < x < or1 
for some 0~. By the corollary of Proposition 3 of [3] we have x-l 3 0. 1 
Next we are going to examine the spectrum of this special type polac. 
THEOREM 4.2. Let x be any element of A. DeJine X, = sup(~l : (111 < .x} and 
A, = inf{y : x ,< yl}. Then h, and X, are spectral values. Also if p is a spectral 
value of x, then h, < p < h, . 
Proof. If (h,l - X)-l exists, then there exists /3 > 0 such that 
-81 < (ha1 - x)-l < /?I. This implies 
-/3(&l - X) >, (X,1 - LX-1 (&l - X) > Bl(l\al - X). 
Thus, 
x--&l >(1//3)1 or .2* 3 (l/P + Al) 1. 
This contradicts to the definition of h, , so that X, is a spectral value of X. 
Similarly, we can prove /\1 = inf{y : x ,< ~1) is a spectral value. 
Further, if X < X, , then 0 < (ha - X) 1 < x - hl so that by Theorem 4.1 
we know (X - hl)-r exists. Similarly, if h, < h, then (X - X1)-l exists. This 
proves all the spectral values of x lie between X, and Xl . 1 
THEOREM 4.3. For any x E A, x has no complex spectrum. 
Proof. Recall the definition of complex spectrum. By Theorem 2.2 for 
any 01 and /3, j3 # 0, we have /3”1 < (x - 0r1)~ + /3”1. By Theorem 4.1 this 
implies (x - 0r1)~ + j321 has an inverse for each /3 # 0. 1 
Remark. This theorem is true for any polac A which has P.l. 
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5. We now give some examples of polacs which have P. 1. 
EXAMPLE 5.1. Let A be the set of all Lebesque real measurable functions 
defined on [0, 11. Forf, g E A, f > g is understood to bef > g almost every- 
where. In particular, forf = g we meanf = g almost everywhere. Then one 
can easily verify that A is a polac which has P.1. 
EXAMPLE 5.2. Let H be any real Hilbert space. Then the set of all self- 
adjoint operators can be partially ordered (see [lo, p. 1091); moreover, for 
any self-adjoint operator y we have --oil < y < al, where 1 is the identity 
operator. Now choose any self-adjoint operator x,, and consider the second 
cornmutant set A of x0 . Then A is Dedekind (T complete (see [1, p. 4201). 
It is easily verified that A satisfies the conditions (a), (c), (d), (e) of the defini- 
tion of partially ordered linear algebra; for condition (b), see [1, p. 4151. 
Hence, .4 is a polac which has 1 as an order unit. Therefore, .4 is a function 
algebra. Note also that for any real h we can always find e(A), such that 
1 >, 4) 3 0, e(A)z = e(A) and e(A) (x0 - Xl) 5: 0, 
and 
(1 - 44) (x0 - Al) 3 0, 
and 
where szm Me(h) is defined as 
dim i (R/n) (e((k + 1)/n) - e(k/n)). 
k=-x 
6. In this section A is a general polac. We now refer to three basic 
theorems in inverses which have been proved as Propositions 2, 3 in [3]. 
THEOREM 6.1. If a E A, a > 0, and the sequence {& a”} is bounded above, 




COROLLARY 6.2. If a > 0, (1 - a)-’ e.t&s, and (1 - a)-* 2 0, then 
(1 - a)-l = 2 ak. 
k=O 
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Proof. Putting s == 1 ~ a -:< 1, y = (I - a)-l, we have a = I - .v and 
ay =y - I. Thus, 
y = 1 + uy = 1 + a(1 + uy) = ... 
Now by Theorem 6.1 the corollary is clear. 1 
THEOREM 6.3. If x < 1, y > 0 and xy 3 1 (or yx > I), then x-l exists 
fzn4i x-1 > 1. 
LEMMA 6.4. If x < y < z and x-l > 0, z-l > 0, then y-l exists and 
x-1 3 y-l > z-1 > 0. 
Proof. By assumption we have 1 > z-‘y 2 z-lx and x-% > x-ly > 1. 
Therefore, x-%z-ry 3 X-~ZZ-~X = 1. By Theorem 6.3 we know z-ly has an 
inverse a > 1, i.e., az-ly = z-lya = 1. This means y has a left inverse. 
Similarly, from 1 >, yz-l > xz-l and zx-l > yx-l > 1 we haveyz-%x-l > 1, 
hence, yz-l has an inverse b 3 1 such that y&b = by+ = 1. This means y 
has a right inverse. Hence, y has an inverse. Note now that y-l = z-lb 3 0, 
and it is easy to see x-l > y-l > z-l > 0. 1 
Let I = { y : y > 1 and y-r > 0} C A. Define 
A, = u (x : -y <x 6r); 
yd 
we will call A, thebmtional or diagonal part of A. The properties of A, will 
be indicated in the following lemmas and theorems. 
LEMMA 6.5. Let ix,,} be a sequence in A such that x1 > x2 3 ... > 0 and 
inf{x,} = 0. Then for any 0 < a E A, we haoe inf{ax,} = 0 and inf{x,a} = 0. 
Proof. By the definition of A, we know there exists y E I such that 
0 <a <y or 1 < 1 + a < 1 +y < 2y. This, by Lemma 6.4, shows that 
(1 + a)-’ 3 0. Now define 0 < c = inf{ux,}. Then (1 + a) x, >, ax, > c 
or x, > (1 + a)-’ c for all n. Thus, we obtain 0 > (1 + a)-’ c or 0 3 c; 
hence, c = 0. The other case can be proved similarly. 1 
LEMMA 6.6. 
(i) Ifa > 1 undyE1, thenccyE1. 
(ii) IfI <yr <yzundy,EI, theny,EI. 
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(iii) Zjyr , ya E I, tZzerr y1y2 E I. 
(iv) Zfy,,y,EA thmy,+y,EZ. 
(4 If Yn E4 Yl d Yz G -*a <y andy = sup{yn}, then ycZ. 
Proof. (i), (iii) are obvious. 
(ii) By Lemma 6.4. 
(iv) Clearly, 1 d y1 + yz < 2y,y2 . Now apply (i), (ii) and (iii); we 
have y1 + ys E I. 
Now we prove (v): By assumption clearly we have 
1 > y;’ >, yar > ..* > 0. 
Define a = inf(y;‘} > 0. Now 
0 d (Y -Yn)Ynl =YYZ - 1 <(y -y?Jy;l for all II. 
If we define c, = (y - yJ y;l for all 1z, then by Lemma 6.5, inf{y - ym} = 0 
implies inf{c,} = 0. Therefore, inf{yy;‘} = 1 which means 
ya = y inf{y;‘} < inf{yy;‘} = 1. 
Next observe that 
0 G (Y - Yk) (~2 - a) < (y - yk) y;l = ck for all tt, k. 
By a simple computation we see that 
1 fw 6rr;l +Yka <ck +rdG1 fya for all tt, K. 
Using Lemma 6.5 again we know inf, (yky;‘) = yka for all K. Therefore, 
1 + yka < ck + yka + ya or 1 < ck + ya. Hence 1 < inf,{c, + ya} = ya. 
Since ya < 1 andya > 1, we have ya = I. But from 1 > a, y > 0, Theorem 
6.3 implies a& exists. Hence, y = a-l, or a = y-l > 0; thus, y E Z. i 
THEOREM 6.7. A, is an order-convex subpolac of A. 
Proof. The proof is by (i)-(iv) of Lemma 6.6. 1 
Remark. In fact we have proved that in any polac A we can find a function 
algebra A, which is maximal in the sense that if S is a subpolac of A and has 
P.l, then S C A, . Since A, has P.l, it is a commutative subpolac of A; 
moreover, A, has every property mentioned at the beginning of Sections 1, 
2, and 3. 
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JhnIPLE 6.8. Let .-1 be the real linear algebra of matrices (real entries) 
of given finite order. Assume that .i is partially ordered componentwise, 
then with this partially ordering it is a polac. In this case A~1 is a subpolac 
consisting of diagonal matrices. This can he easily seen as follows: If  
I > y  > 0, where 1 is the identitv matrix, then it is obvious that y  is a 
diagonal matrix If  s ;s I and s-l 2 0, then we must have I >: .\.-I 2 0. 
This means X-~ is a diagonal matrix, so is s. Now it is easy to see that -4, is a 
polac consisting of diagonal matrices. 
Remark. (i) Similarly, we can show that if A in the example is the real 
linear algebra of matrices (real entries) of infinite order, then by ordering d 
componentwise we have -4, is a polac consisting of diagonal matrices. (ii) The 
other important examples concerning diagonal part of a polac we refer to 
Example 111.5.6 and Example 111.5.7. 
LEnnuA 6.9. If  0 -5 y  < 1 and yu = 1 (or uy = t), then y-l exists and 
y-1 3 1. 
Proof, Takea>Oandc>u.Sincel>y>O,wehaveya>yu=l. 
By Theorem 6.3 we see y-l exists and y-l > 1. 1 
THEOREM 6.10. If  x E -4, and xu = 1 (or ux = I), then u = x1 E -4, . 
Proof. Since d, is a polac which has P. 1, we know if x E -4, , then 
0 < xp E A, (by Theorem 2.2). Putting z = (1 + x*)-l x2, from the relation 
(1 + .v?-~ x2 + (1 + Y~)-~ = 1 we have 1 > z >, 0. Now by xu = 1 we 
see that zu = (1 + .~*)~l X, hence, zu* = ( 1 + x*)-l or ZU*( 1 + x2) = 1. By 
Lemma 6.9 we know 2-l exists and 2-l E -4,; hence, u = z-‘( 1 + .v*)-l .r E A, . 
Thus, xu = ux = 1, i.e., .x-l = U. 1 
COROLLARY 6.11. If  x in Theorem 6.10 is positive, then .x-l 3 0. 
Proof. Observe that in the proof of Theorem 6.10, if xu = 1, then 
x-1 = u = sz-l(l + X2)--1 > 0. 1 
THEOREM 6.12. If  {xn) is a sequence of A, and x, < b, b 3 1, for some 
b E A, then there exists some y  E A, such that x, < y  for all n. 
Proof. By Lemma 2.1 there exists 1 3 e, 3 0, e12 = e, such that elxl > 0, 
(1 - e,) x1 < 0. If  y1 = 1 + el(xl - l), then y1 E A, and 
x1 <yl < 1 + e,(b - 1) <b. 
If  we have 0 < yn E A, such that x, < y,, < b, then define e,+l so 
2 
en+, = en+, , 1 3 en+, >, 0 
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and 
Put 
%+1 (xn+1 - Yn) b 0, (1 - en+,) @,+I - m) G 0. 
Y~+~ = yn + en+l(xn+l - ~4. 
Then yn+i E A, and 
x n+l < Y~+~ < yn + en+0 - YJ 6 Yn + (b - m) = be 
Observe also yn+i 2 y,, , hencewehaveO<y,<y,<...<b,y,EA,for 
all n. By Lemma 6.6 we have y = sup{y,} E A, and x, < y for all n. 1 
COROLLARY 6.13. I f  {xn} is a sequence in -4, and is bounded below, then 
there exists c E A, such that c < x, for all n. 
Proof. By Theorem 6.12 the corollary is obvious. I 
COROLLARY 6.14. If{x,J is a sequence in A, and o-lim x, = a, then a E A, . 
Thus, iz, is closed with respect to order convergence. 
Proof. By definition of order convergence we know that for all n, we have 
-b < x, < b for some 1 < b E A. Now by Theorem 6.12, Corollary 6.13 
it is easy to see that there exists y E A, such that -y < X, < y. Using the 
standard result, for example on [13, p. 371 we have -y < a < y; hence, 
UEA,. 1 
THEOREM 6.15. Let Ai, (i E J, J ’ d zn ex set) be the diagonalpart of polac Ai . 
Let A = nisJ A, be the Cartesian product of Ai . Define operations in A as 
usual. I f  we order A componentwise, then nicJ Ai, is the diagonal part of A. 
Proof. The proof is obvious. 1 
We shall say a polac A has the Perron-Frobenius property (denoted as PF 
property): 
PF Property: For each x 3 0 there exists 01 > 0 such 
that (0l1 - x)-l > 0. 
THEOREM 6.16. I f  A has the PF property, then A, has 1 as an order unit. 
Proof. For any x > 0 and x E A,, by the PF property we know that 
(0~1 - x)-l 3 0 for some OL > 0. By Theorem 6.10 ((~1 - x)-l E A4, , there- 
fore, by Corollary 6.11 we have or1 - x > 0 or oil > x >, 0. In general, for 
any Y E 4 write Y = y1 - y2, y1 , y2 > 0, y1 , yz E Al. Now applying 
the above result to y1 , y2 we have -Al < y < Xl for some X > 0. 1 
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II 
In this section we shall study a polac which has the special property 
(denoted as P.2): 
P.2: If .v 2 1, then .x-l exists and 1 > m-l. 
Note that this property is really weaker than the property in Section I. If 
we consider the algebra of 2 x 2 upper triangle matrices (with real entries 
ordered componentwise), then it is a polac which has P.2 but not P.1. Obvi- 
ously, it is not a commutative algebra, and it has nilpotents (the elements 
having the form [i {I). Also not every positive element has a positive square 
root (consider a positive nilpotent). First we shall see the general structure of a 
polac which has P.2 and then investigate the properties of various interesting 
elements, for example, nilpotents and idempotents, etc. Also we shall have a 
result relating to the PF property. 
1. Two useful general results will be proved in this section. Let A be 
any polac. 
THEOREM 1.1. If  aEA, a 20 and cTz’=,ak < 03, then 
bf ao ak = C bak and 
h=O k=O 
for any b E A. 
Proof. By assumption and Theorem I.61 we see that (1 - a)-1 = C& ak 
SO that 1 = (1 - a) CT=‘=, ~3. This implies a J7:=‘=, ak = Cz=, ak+l. I f  
c = CT=‘=, &, then 
c = 1 + ac = 1 + a + a% = ... = io uk + an+%. 
Since {Ci=, Us} is an increasing sequence, {a n+lc} is a decreasing sequence, i.e., 
ac > a% > ... > 0. Now 
n 
c2 = 1 a% + anf1c2 > nanc 
h-=0 
for all 11. 
Hence, 
o<c-i ak = an+% < (l/(n + 1)) c2 for all 72. 
k=O 
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Now for any w > 0 we have 0 < WC - v xi=, uk < (l/(n + 1)) vc2 for all K 
Thus, vc = xz=, r&. For any arbitrary element b, write b = b, - 6, , 
where b, , b, 3 0. After we apply the result above, it is easy to see that 
bc = (b, - b,) i uk = f b,d - i b,uk = f (b, - b,) ah- == f buf;. 
1-O I;=0 I;=0 k=O k=O 
Similarly, we can prove cb = ~~==, ukb. 1 
THEOREM 1.2. I f  x E A, and 0 < x2 < /3x, p >, 0, then there exists some 
h > 0, such that (hl - x)-’ 2 0. 
Proof. We may assume /I > 1. By induction we shall show that 
0 < xn < Bn-lx for all n. When tt = 1, 2 the statement is clear. If for 
12 = R - 1 the statement is true, then for 12 = K, we have 
Hence, we have 0 < xk < flk-lx < /3%. Now for h, > 1, we have 
0 < ((l/(&p)) x)” < (l/h# x. Thus, 
0 d f (w@lB)) 4” < f (l/h,)” x < co. 
k=l h-1 
By Theorem 1.6.1 we may conclude (1 - (l/(&9)) x)-r > 1. If h = h#, then 
the assertion is clear. 1 
Note that in Theorem 1.2, if j3 > 1, then in particular, we obtain 
(1 - W2) 4 2 1. 
2. Let A be a polac which has P.2. We shall study the general 
structure of A in this section. Recall the definition of -4, (Section 1.6). 
THEOREM 2.1. I f  x > 0, x-l exists and x-l 3 0, then x E A, . 
Proof. Since x-l exists, we have 
1 = (1 + x)-l + x(1 + X)-r = (1 + x)-i + (1 + x-1)-1. 
By P.2, this implies (1 + x-l)-r = 1 - (1 + x)-l > 0. But 1 + x-l > 1, 
by the definition of A, we have 1 + x-l E A,; hence, x-l E A,. Thus, by 
Theorem 1.6.10 we have x E A,. m 
THEOREM 2.2. I f  y  > x > 0, and x-l exists, then y-l exists. 
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Proof. Since .x-r exists, there exists z >. I such that u” >; s-r. Bv x > 0, 
we have ay 3 as i? 1. Hence, by the existence of 2 mr and (ay))‘, we have that 
y1 exists. 1 
DEFINITION. We say .Y is self-bounded if 0 < xa < XT for some a > 0 
[13, p. 1311. 
THEOREM 2.3. For any x > 0, there exists a E A such that 0 < a2 < 2a 
and x = I:=, a”. 
Proof. Since 1 + x > 1, by P.2, if a = 1 - (1 + x)-l, then a > 0 and 
1 + x = (1 - a)pl. By Corollary 1.6.2 we know 1 + x = CT==, ak, or 
.Y = xy-, ak. Now (1 - a)-’ 2 1, so (1 - a)-* > 1. Hence, - 
1 >(l-a)2=1 -2a+a*, 
or 2a > a* > 0. The assertion is proved. 1 
COROLLARY 2.4. If  b 2 0 and xzzl bk < 00, then 0 < b2 < 2b. 
Proof. See the latter part of the proof of Theorem 2.3. 1 
COROLLARY 2.5. If  {b’l} is a bounded sequence in A, and b > 0, then 
0 < b’ < 2b. 
Proof. Since 0 < b” < a, a E A for all n, then for any 1 > 01 > 0 we 
have 0 < xr=‘=, (olb)” < CT=, &‘a. By Corollary 2.4 we see that 0 < c& < 2b. 
So letting 01+ 1 we have 0 < b* < 2b. 1 
Theorem 2.3 suggests the study of self-bounded elements. Let 
and 
B = (x : 0 < x2 < Ax, for some h > O>, 
LEMMA 2.6. If  0 < x < y  and 0 < y2 < hy, then there exists a p such that 
0 < x2 < /Lx. 
Proof. We may assume h > 0. Now by 0 < ((l/h) Y)~ < (l/h) y, and 
0 < (l/h) x < (l/h) y, we see immediately that (((l/h) x)“} is a bounded 
sequence. By Corollary 2.5, we have 0 < x2 < 2hx. Set p = 2A, then the 
lemma is proved. [ 
THEOREM 2.7. A, is an order-convex subalgebra of A. 
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Proof. For any x, y E B we may choose X > 1 such that 0 < x2 < Ax 
and 0 < y? < Ay. By Theorem 1.2 we see (1 - (l/AZ) x)-l > 1 and 
(1 - (l/h2)y))i > 1. Hence (1 - (l/h2)y)-l (1 - (l/h2) x-l 3 1 or 
[(I - (l/h’) s) (1 - (l/h2)y)]p1 >, I. By P.2 we have 
1 2 (1 - (l/h’) x) (1 - (1jh”)y) = 1 - (l/h”) (A” + y) + (l/AA) q. 
Therefore, h2(x + y) > my. Similarly, x2(x f y) > y.K Now 
0 < (x + y)’ = x2 + y’ + xy + 3’” < Ax + AJ, + 2h2(x $- y) 
= y(x + v), 
where 
y = h + 2X. 
This shows that x + y E B. Observe also that 
0 < (xy)2 = x(yx) y  < h2x(x + y) y  = P(x’Zy + ““32) < 2h3xy. 
Thus, .ry E B. The theorem is clear now. 1 
COROLLARY 2.8. A, has the PF property. 
Proof. The proof is by Theorem 1.2 and Lemma 2.6. 1 
In particular, if A has the PF property then we have the following result: 
THEOREM 2.9. If  A has P.2 and the PF property, then A = A, . 
Proof. We know A, C A. Let x 3 0, x E A. By the PF property, there 
exists ~1 > 0 such that (011 - x-l >, 0. By Corollary 1.6.2 this means 
1 < Cz=‘=, ((l/a) x)” < co, hence by Corollary 2.4 we have 2a.r > x2 3 0. 
This shows x E B C A,; hence, -4 = A, . 1 
Now we continue to the case where polac A has P.2 only. 
THEOREM 2.10. I f  x >, 0, x E A, then there exists a sequence {xn} in A, 
such that 0 < xl < x2 < ... < x and x = sup{x,}. 
Proof. By Theorem 2.3 we have x = C’T=‘=, a” and 0 < a2 < 2a. Write 
x, = xi=, a”. By Theorem 2.7 we know x, E A, , and clearly, x = sup{x,}. 1 
COROLLARY 2.11. For any x E A, there exists a sequence {yn} in A, such 
that yn order converge to x. 
Proof. Write x = x1 - x2 , x 1 , x2 > 0. Then apply Theorem 2.10. 1 
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THEOREM 2.12. Let A48 (i E J, J index set) be the polac which has P.2. Let 
.-1 = nj,, Ai be the Cartesian product of -Ji . I f  .-I is ordered componentwise 
and has the usual operations, then .-l has P.2. 
Proof. The proof is clear. 1 
3. In this section we shall examine the properties of nilpotents and 
idempotents of a polac which has P.2. 
We say w > 0 is a positive generalized nilpotent if for each h > 0 there 
exists a ZI = zlh such that (hw)” < o for all n; see [5, p. 331. Note that if 
w > 0 and wk = 0 for some finite k, then w is a positive generalized nilpotent. 
THEOREM 3.1. If  w > 0, w is a positive generalized nitpotent, then w2 = 0. 
Proof. By the definition of positive generalized nilpotent we know that 
((Xw)“} is a bounded sequence. By Corollary 2.5 we have 0 < w2 < (2/h) w 
for each h > 0. Now let /\ ---f co. We have w2 = 0. i 
THEOREM 3.2. If  wi > 0 and wi2 = 0, i = 1, 2, then wlw2 = 0. 
Proof. Since (1 + nw2) (1 + nwJ 2 1 for all n > 0, we see that 
1 3 (I + nwl)-l (1 + nw2)-l = (1 - nwr) (1 - nw2) 
= 1 - n(wl + w2) + n2wlw2 .
Hence, (l/n) (wl + w2) 2 wlw2 > 0 for all n > 0. Now let n ---f co. We have 
WlW2 = 0. m 
COROLLARY 3.3. If  wi 3 0 and wi2 = 0, i = 1,2, then w1 + w2 is a 
positive nilpotent. 
Proof. Apply Theorem 3.2. 1 
Remark. If wi > 0, wiz = 0 for i = 1,2 ,..., even XL, wi < 03, it is not 
necessarily true (CT=, wi)” = 0. Th’ IS will be shown in Example 1115.4. 
THEOREM 3.4. If  w > 0, w2 = 0 and u > 0, u2 = u, then w > uw > 0, 
w>wu>o. 
Proof. Note that (1 + nu)-l = 1 - (n/(1 + n)) II. Now 
(1 + nu) (1 + nw) 2 1 for all n > 0. 
Hence, 
1 > (1 + nw)-1 (1 + nu)-1 = (1 - nw) (1 - (n/(1 + n) U) 
= 1 - nw - (n/(1 + ?z)) u + (n2/(1 + n)) wu. 
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Therefore, w + (l/( 1 + n)) u 3 (#/(I + n)) wu 3 0 for all n > 0. Let 
n --, CO, we have w > wu > 0. Similarly, w 3 uw 3 0. 1 
LEMMA 3.5. If w > 0, w2 = 0, then for any b E B, (b~)~ = (wb)* = 0. 
Proof. Recall the definition of B in Section 2. Let b E B. We may choose 
some h > 1 such that 0 < b* < hb. By Theorem 1.2 we see immediately that 
(1 - (l/AZ) b)-l > 1. Also observe that (1 - nw)-l 3 1 for all n. Thus, 
(1 - nw)-l(1 - (l/F) b)-1 > 1. ByP.2 we have 1 3 (1 - (l/h*) b) (1 - nw) 
or w + (I/#) b 3 (l/X*) bw > 0 for all n. This means /\*w > bw > 0. 
Similarly, we can prove that h’~ 3 wb > 0. Therefore, (wb)* = (bw)* = 0. 1 
THEOREM 3.6. If w 3 0, w* = 0, then for any y E A (yw)* = (wY)~ = 0. 
Proof. Consider x > 0, x E d. By Theorem 2.3 there exists some b such 
that c = 1 + x = xc=‘=, bk and 0 < b2 < 2b. From the proof of Theorem 1.1 
we have 0 < x - xi=, bk < (l/(n + 1)) c*. Thus, 
0 < wxw - ~4.1 < (I/@ + 1)) a, 
where a = wc*w. Now note EL=, b” E B. Thus, by Theorem 3.2 and Lemma 
3.5 we have (w xi==, bk) w = 0. Hence, 0 < wxw < (l/(n + 1)) v for all n. 
This means wxw = 0. Thus, (wx)” = (xw)* = 0. In general, for y E A write 
y = x1 - x.2 ) x1 , xs > 0. Then by the result just proved we have 
(yw)2 = (wy)2 = 0. 1 
Remark. In general, in any polac ,4 (even without P.2) if there exists 
w > 0 such that w* = 0, then for any x E A, (xw)* = (wx)* = 0. This can 
be proved as follows: First cons’d 1 er y 3 1 such that y-l > 0. Putting 
a = 1 - y-l > 0, then by Corollary 1.6.2 we have y = C& ak, 1 > a > 0. 
Observe that since w > wab > 0 for all k, by an argument similar to that of 
Theorem 3.6 we have wyw = 0. This tells us that (wY)~ = (yw)* = 0. Now 
it is easy to verify that for any x E A, , (3~)~ = (wx)” = 0. 
THEOREM 3.7. If ui > 0, ui2 = ui , i = 1,2, then u1 + u, 2 ulu2 3 0. 
Proof. Since (1 + nus) (1 + nur) > 1, we have 
1 b (1 + nur)-’ (1 + nu,)-l = (1 - (n/(1 + n)> ur) (1 - (n/(1 -t n)) 242) 
= 1 - (4 + 4) @.I + u2) + Ml + 4)" %Uz. 
Hence, (n/( 1 + n)) (ur + u2) 3 (n/(1 + n))” urtcs 3 0. Now let n---f 00; we 
have ur + u2 > urus > 0. 1 
409/40/3-9 
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Remark. This theorem is not true in general. Consider the algebra of all 
upper triangle matrices (with real entries ordered componentwise). Note this 
algebra has the special property (weaker than P.2): I f  x .;’ 1, then .~-l exists. 
Let 
Then ui > 0, uiz I- ui , i = 1, 2. NOW 
0 1 1 
UlzQ = L 0 0 0 I .
0 0 0 
Clearly u1 + ue and ulus are incomparable. 1 
COROLLARY 3.8. If ui > 0, ui2 = ui = , i 1, 2, then 0 < (ulu# < 2u,u, . 
Proof. By Theorem 3.7 we have 
4. We now briefly consider another special property (denoted as 
SP.2) which is stronger than P.2 but weaker than P.1. 
SP.2: If  x > 1, then .ypl exists and 1 > s-l > --b, where b > 0 
is a fixed element of A independent of s. 
We shall see later that Example 111.5.2 has SP.2. 
THEOREM 4.1. If A has SP.2 and w > 0, w? = 0, then w = 0. 
Proof. Note 1 + nw > 1 for all rz. By SP.2. 1 3 (1 + nw)-l > --b, or 
1 - nw 3 --b. Thus (l/n) (1 + b) > zu > 0 for all n. This implies w -= 0. 
I 
THEOREM 4.2. If b E A, , then 9 = A1 . 
Proof. Take s > 1, so that 1 3 x-l > --6. Since 1 E A,, --b E -4, , 
and A, is order convex, we have A.-~ E A, . Hence, by Theorem 1.6.10 x E A,. 
Now it is easy to see that A = zgl . [ 
5. In this section we shall give only one example which has P.2. 
The other interesting examples will be postponed to the end of Section III. 
This is because in the next section we shall consider a polac which has a 
stronger property than the polac in this section. 
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EXAMPLE 5.1. Let 4 = {X : x is a bounded real-valued function defined 
on [0, l]}. If we order the elements in the following way: x > 0 iff 
0 < X(T) < x( 1) f or all T E [0, 11, then it is easy to check that A has P.2. 
Note that --I is not a lattice. Also note that ;4 has the PF property. 
III 
In this section we are going to examine a polac il which has the following 
property (denoted as P.3): 
P.3: B has P.2 and is a lattice. 
This property is obviously stronger than the property in Section II. Now 
if we consider the algebra of all matrices of the form 
(with real entries ordered componentwise), then we can easily see that this 
algebra has P.3; moreover, there exists a corresponding multiplicative linear 
function from the matrix algebra onto its diagonal part. We shall show 
exactly as in the above matrix algebra case that on any polac A which has 
P.3, there exists a multiplicative linear function d from A onto its diagonal 
part A, . Using this d function we can study some of the properties of A. 
Finally, we shall give examples of polacs which have P.3. 
In any vector lattice, as usual we denote a+ = a V 0, a- = (--u) V 0 and 
/ a 1 = u+ + a-, then the standard results like 
I a / = a v (-a), 
and 
will be used in the following discussion. (These results can be found, for 
example, in [13, Chapter 11). 
1. Let A be any polac which is also a lattice, and as usual let A, 
be the functional part of A. Some general properties of A will be proved in 
this section. 
THEOREM 1.1. For any a E A, , a > 0, we here u(y A z) = uy A uz, and 
(y A x) a = yu A za, y, z E A. 
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Proof. _ x( 1’ A z) < sy A .u will hold for an\- .\ : 0. Let b ~: (I - a)-i 
and r --_ (1 + a)- l n. Note that since n 3 0, a E --I, , and =1, is a subpolac 
which has P.l, we have 1 3 b I:., 0, 1 I;: c [:s 0. Iion 
b(y A z) - (by A bz) = b(y A z) + [(-by) V (-bz)] 
= [b(y A z) + (-by)] V [b(y A z) + (-bz)] 
= [b(O A z - y)] V [b(y - z A 0)] 
2: (0 A z - y) V (0 A .1’ - z) 
=0/i@-yVy-z)=OAIy-zl=O. 
Thus, b(y A z) > by A bz, so that b(y A z) = by A 6,x. Similarly, 
c(y A a) = cy A cz. This means that 
(1 + a)-’ a(y A 2) = (1 + a)-’ uy A (1 + a)-’ uz = (1 + u))l (uy A uz). 
Hence, u(y A .a) = uy A uz. Similarly, we can prove (y A z) a = yu A zu. 1 
THEOREM 1.2. For any a E A, , a > 0, we have u(y V z) = uy V uz and 
(y v z) a = yu v zu, y, z E A. 
Proof. This is the dual case of Theorem 1.1. 1 
COROLLARY 1.3. If u > 0, a E ,q,, then (a~)+ = ax+, (ax)- = us- for all 
x E A. 
Proof. This is an immediate consequence of Theorem 1.2. 1 
The next theorem concerns a polac A which is a lattice and has positive 
nilpotents. 
THEOREM 1.4. If 1 + w > s > 0, w 3 0, and xc2 = 0, then s = z + v, 
where z = s A 1 and 0 < z! = s - z < w. 
Proof. Since 1 > s - w > -zq we have 
1 >(S-w)+),S-w~(SA 1)-W. 
Put .a = (s - w)+. We see that w > (s A 1) - .z and 1 3 (s A 1) - x. Now 
note that 0 < 1 A w < 1 and 0 < 1 A w < w. Hence, 1 A w E A, and 
(1 A w)” = 0. But A, is a subpolac which has P.l, so by Corollary 1.2.5 we 
know immediately that 0 = 1 A w > (s A 1) - z. Hence, z 3 s A 1. But 
s > s - w and s 2 0. This implies s > a. By 1 > a, we know s A 1 > a; 
hencez=sAl.Nowputv=s-z=s-(sAl)=OV(s-1). Obvi- 
ously, we have 0 < u < ZL’. 1 
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2. If A is a polac which has P.3, then we have the following main 
theorem. 
THEOREM 2.1. There exists a function d : A + A, , such that 
(i) d(cu + /3y) = cuf(x) + /3d(y) for all x, y  E A. 
(ii) d2(x) = d(d(x)) = d(x). 
(iii) I f  x > 0, then x > d(x) > 0. Thus, d is isotone. 
(iv) d is continuous, i.e., if o-lim x, exists, then 
d(o-lim XJ = o-lim d(x,). 
(4 If  y  E A, , then d(y) = Y. 
(vi) d(xy) = d(x) d(y) for all x, y  E A. 
Proof. We are going to prove (i)-(v) first. We shall prove (vi) separately. 
Define d as follows: If x > 0, 
d(x) = sup{x A nl>. 
n 
For any y E A, define d(y) = d(y+) - d( y-). Note that if x 2 0, then 
x A nl E A, for all n, so by Lemma 1.6.6 we have d(x) E A, . Now clearly, 
d(y) E A, for y E A. (i)-(iv) h ave been proved in [13, Section 7, Chapter 11. 
Now we are going to prove (v). If x > 0, x E A, , then 1 >, (1 + x)-l >, 0. 
If we let b = 1 - (1 + x)-l, then 1 > b > 0 and, therefore, 
1 + x = (1 - 6)-l > 1. By Corollary 1.6.2, 1 + x = Cz=‘=, bk or N = Cz=‘=, bk. 
Set x, = C:=, bk, so that nl >, xn > 0 for all n. Hence, 
x A nl >, x A x, = x, > 0. 
Thus, sup,{x A nl} 2 sup,{x,} > 0 or d(x) > x >, 0. But by (iii) 
x > d(x) > 0, so that x = d(x). For an arbitrary y E A, we have y = yf - y-. 
By Theorem 1.3.1 we can easily see that y+, y- E A,; hence, 
’ d(y) = d(y+) - d(y-) = y f  - y- = y. m 
For the proof of (vi), we need only to show d(xy) = d(x) d(y) for x > 0, 
y > 0, and this will be done by a series of lemmas. 
LEMMA 2.2. d(x) d(y) < d(xy) for all Y > 0, y  3 0. 
Proof. Since 0 < x A nl < x, 0 < x A nl < nl for all 12, and 
O<yAkl <y,O<yAkl <RlforallK,wehave 
(x A nl) (y A kl) < xy A nkl for all 1z, k. 
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Therefore, 
sup((x A nl) (I’ A kl)j :< sup{.rq A H/zlJ = d(.ly). 
k k 
Now since s A nl belongs to A, , by using Lemma 1.6.5 we can show that 
(x A nl) sup(y A Rl) < d(sy) or (x A nl) d(y) < d(xy) for all n. Take the 
supremum on the last inequality and use Lemma 1.6.5 again, we have 
44 d(y) < d(XY). I 
LEMMA 2.3. If  .E E A, , .t’ 3 0, and y  3 0, then d(xy) = xd(y) and 
d(yx) = d(y) x. 
Proof. Let z = 1 + x E A, . By Lemma 1.1 and Lemma 1.6.5, we have 
d(zy) = sup(zy A nl} = sup{x(?’ A m-‘)} 
n n 
= z sup(y A nz-l> < x sup{y A nl} = ad(y). 
n n 
By Theorem 2.1 (v) and Lemma 2.2 we have d(zy) = zd(y). Now by the 
linearity of d we obtan 
d(q) + d(y) = d((x + 1)~) = +y) = (2~ + 1) d(y) = xd(y) + d(y). 
Thus, d(xy) = wd(y). Similarly, we can prove that d(yx) = d(y) x. 1 
LEMMA 2.4. If  y  > 0, and d(y) = 0, then d(y”) = 0. 
Proof. I f  y>,O, then l+y>,l. Put b=l-(l+y)-l>O. By 
Corollary 1.6.2 we have 1 + y  = I;==, b”. Note that 
for all n. 
Now d(y) = 0, by using the isotone property of d, we have d(b”) > 0 for all K 
and 0 = d(y) > d(~~=, bk) > 0. By the linearity of d we must have d(b”) = 0 
for all K. Now apply Theorem 11.1.1 to y  = Cy=‘=, bk, a direct computation 
leads to 
= g (k - 1) bk. 
k=P 
By the continuity of d, 
d(y’) = o-IiT i (k - 1) d(bk) = 0. 1 
k=2 
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LEMMA 2.5. d(x2) = do for all x 3 0. 
Proof. Write x = d(x) + (x - d(x)) = d(x) + y, wherey = x - d(x) > 0. 
Note d(y) = 0. Now x2 = do + d(x) y + yd(x) + y2. Apply the d 
function on both side of the equation. By Theorem 2.1 (v), Lemma 2.3, and 
Lemma 2.4 we have d(x2) = d(x)“. fi 
LEMMA 2.6. If  x > 0, y  3 0 and d(x) = d(y) = 0, then 
d(.xy) = d(yr) = 0. 
Proof. From the identity (X + y)” = xs + y2 + my + yx and by Lemma 
2.5 we have 
0 < W2 + d(y)” + d(v) + 4yx) = 4(x + y12) 
= (d(x + Y))~ = (d(x) + d(y))2 = 0. 
Thus d(xy) = d(yx) = 0. m 
COROLLARY 2.7. If  x 3 0, y  3 0, then d(xy) = d(yx) = d(x) d(y). 
Proof. Observe that x = d(x) + (X - d(x)), y = d(y) + (y - d(y)) and 
d(x - d(x)) = d(y - d(y)) = 0. Now 
XY =d(x)d(~) + 44 (Y - d(y)) + (x - 44) d(y) + (x: - $4) (Y - d(y)). 
Apply the d function on both side of the equation. By Theorem 2.1 (v), 
Lemma 2.3, and Lemma 2.6, we have d(xy) = d(x) d(y). Similarly, 
d(yx) = d(y) d(x) = d(x) d(y). H ence, d(xy) = d(yx) = d(x) d(y). 1 
In general for any X, y E A 
x = .2”+ - ,T- y ZzY yf - v-, 
d 
xy = (x’ - x-) (y+ - y-) = x+y+ - x+y- - x-y+ + x-y-, 
so that 
d(xy) = d(x+) d(y+) - d(x+) d(y-) - d(r) d(y+) + d(r) d(y-) 
= (d(x+) - d(x)) (d(y+) - d(y-)) = d(x) d(y). 
This finishes the proof of (vi) in Theorem 2.1. 
3. In this section we are going to examine some properties of a 
polac A which has P.3 by using the d function, but one of the main applica- 
tions of the d function will be postponed until the next section. Note that 
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every important property of polacs in Section II will also hold in this section. 
Yaw for any x E A, by the theorem in Section 2, we can write 
s = d(x) + (A - d(x)). 
-1 natural question is what can we say about the otf-diagonal element 
x - d(x) ? Can we proceed as in the matrix-algebra case by splitting the off- 
diagonal part into idempotent, nilpotent or something related to those types 
of elements? We can’t answer this question now, but we shall consider a 
concrete case. 
Let A4 be a real linear algebra of matrices (real entries) of given finite 
order or infinite order; we say M is solid if the following holds: if x = [cQ], 
y = [&], z = [yij] and X, z E M and olij < pij < yij for all ;, j then y E 111. 
In the following Theorem 3.1 and Corollary 3.2 we will use A standing 
for a special kind of polac which has P.3 according to the following definition: 
A is a solid real linear algebra of matrices (real entries) of infinite order (or 
finite order). The ordering in A is defined componentwise. 
THEOREM 3.1. If w E A, w 3 0 and w has zero diagonal, then wp = 0. 
Proof. We prove the theorem only for the infinite-order case; the finite 
case can be proved similarly. 
By Theorem 2.1 there exists a multiplicative linear function d, and by 
Example 1.6.8 we know d(w) = 0; hence, d(w2) = 0. Put p, = [&&], 
where 6, , & are Kronecker delta, then pn2 = p, , p, > 0, p,, E A, . If 
x > 0, then clearly 
$‘&, < 44 = i pkxpk for all n. 
I;=1 
Hence, p,wp, < d(w) = 0 and p,,w2p, < d(w*) = 0 for all n. This implies 
P,wP, = PnwZP, = 0 f or all 71. From a direct computation we see 
(p,w + wpn)3 = 0 for all n, m, so by Theorem 11.3.1 we have 
(p,w + wp,)* = 0. Now if w = [yJ (yii = 0 for all i), then 
and 
PmW = f %nhnkYkj 
[ 
= [~iniYnaj~ E A, 
k=l I 
Since (pmw + WP,,)~ = 0, we have 
0 G i (hzYtn~mr + Ydnk) (Ykmhnj + Yknh) = 0 
k=l 
for all i, j. 
PARTIALLY ORDERED LINEAR ALGEBRAS 675 
Therefore, if i = m, and j = n we have 
4, 
W2 = 1 YikYkj = 0. m[ 1 I;=1 
COROLLARY 3.2. I f  A is as in the Theorem 3.1, then for any x E A, 
x = d(x) + w and w2 = 0. 
Proof. Put .2: = or - x2 , x1 > 0, xg > 0. Then 
x = d(x,) + w, - d(x,) - wz = d(x) + w, 
where wi = .vi - d(xi) > 0, d(wi) = 0, i = 1, 2, and w = wr - wa . By 
Theorem 3.1, wi2 = 0, i = 1, 2. Hence, by Theorem 11.3.2 we have 
w* = (wl - we)2 = 0. 1 
Now in the following discussion A will stand for an arbitrary polac which 
has P.3. 
THEOREM 3.3. If N, y  E A, xy > 1, and x 3 0 (OY y  > 0) then x-l and 
y-l both exist. 
Proof. Assume x > 0. There exists a z 3 0 such that z > y. Thus, 
xx > xy > 1. This implies d(x) d(z) > 1. But by P.2 and d(x) d(z) = d(z) d(x) 
we see that (d(x) d(z))-l exists; hence, d(x)-l and d(z)-l exist. Moreover, by 
Corollary 1.6.11 we know d(x)-l > 0. Now x > d(x) > 0 (by Theorem 2.1) 
implies xd(x)-l > 1. By P.2 again we see immediately that x-1 exists. Now 
since both (qv)-l and x-l exist, we may conclude that y-l exists. I 
CONJECTURE. If xy > 1, then x-1 and y-1 both exist. 
We might think that for any x E A, d(x)-l exists implies x has an inverse, 
unfortunately this is not true in general (see Example 5.2) but for the positive 
elements we have 
COROLLARY 3.4. If x > 0, and d(x)-l exists, then x-l exists. 
Proof. Since x 3 d(x) > 0, and d(x)-l exists, by Corollary 1.6.11 we have 
d(x)-1 > 0, so that xd(x)-l > 1. Therefore, by Theorem 3.3 we know x-l 
exists. 1 
THEOREM 3.5. For any x E A, we haoe d(x2) >, 0. 
Proof. Since d(x) E A, and d(x2) = d(x)2 (by Theorem 2.1), we have 
d(x2) = d(x)2 > 0 (by Theorem 1.2.2). 1 
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THEOREM 3.6. If .v c. 0, and r1 exists, then (1 A .Y)-’ exists and 
(I A x-1 ;> 0. 
Proof. Observe that d(sml) = d(x))1 L> 0 and ~d(s))i > 1. Put a = 1 A .T. 
By 1 + n(s))1 E &-li , and Lemma 1.1 we have 
u( 1 -t d(s)-‘) = (1 A X) (1 + d(x)-1) 
= (1 + d(x)-1) A (s + .&(x)-l) > 1. 
Therefore, by Theorem 1.6.3 we know u-i exists and u-1 > 0. 1 
4. In this section we shall assume that the polac rZ has P.3 and the 
PF property. 
THEOREM 4.1. Every y  E .g has at least one real spectral value. 
Proof. Note that since -4 has the PF property, by Theorem 1.6.16 we 
know A, has 1 as an order unit. Now for any y  E A if (al - y)-l exists for all 
real (Y, then 
d((ol1 - y)-1) = (d(CY1 - y))-1 = (oil - d(y))-’ E A,. 
Thus (or1 - d(y))-1 exists for all 01. But since =1, has P.l, by Theorem 1.4.2 
we know that this is impossible; hence, there must exist some h such that 
Al - y  has no inverse. 1 
COROLLARY 4.2. If A, has 1 as an order unit, then even without assuming 
the PF property Theorem 4.1 is still true. 
Proof. The proof is obvious. 1 
THEOREM 4.3. If .t’ E A, x 3 0, and p = sup{h : Al < x}, then /3 is the 
smallest spectral value of x. 
Proof. Let /3 = sup(h : Al < .x> and y  = sup{X : Al < d(x)}. Since 
0 < d(r) < X, we have y  < fi. Now /31 < x which means pl < d(x), so 
fi < y. Therefore, p = y. But if (/31 - x)-’ exists, then @I - d(x))-l exists, 
but A, has P.l and has 1 as an order unit, by Theorem 1.4.2 this is a contra- 
diction. Now we will show /3 is the smallest spectral value. If  h < /3, then 
0 < (/3 - A) 1 <x - Xi. So we have (l/(/3 - A)) (X - Al) > 1; hence, by 
P.2 (X - X1)-l exists. Thus, p is the smallest spectral value. 1 
COROLLARY 4.4. If x > 0, x1 exists, then Y > /31, for some B > 0. 
Proof. Let p be as in Theorem 4.3. Since /3 > 0, and Y+ exists, we have 
B>O. I 
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THEOREM 4.5. Every spectral value of d(y), y  E A, is also a spectral 
value for y. 
Proof. The proof is obvious. m 
Remark. Theorem 4.5 is independent of the PF property. 
THEOREM 4.6. I f  1 + aa 3 0, then (1 + .Y~)-~ exists. 
Proof. If 1 + ~2 3 0, then 1 + 9 > 1 + d(x)2 3 1. Hence (1 + x2)-l 
exists. 1 
CONJECTURE. 1 + x2 will have an inverse for any x E A, where &4 has P.3 
only. 
5. In this section we shall indicate several polacs which have P.3. 
These examples will provide the information to answer various questions. 
EXAMPLE 5.1. Let A be the algebra of 2 x 2 upper triangle matrices 
(with real entries ordered componentwise). It is very easy to verify that A has 
P.3. 
EXAMPLE 5.2. Let 
A = ‘a B I[ 0 a+B 1 : (11, j3 are reals t . 
Order the elements of A in the followmg manner: [i =+s , a]>Oiff 0l>O, 
/I > 0. If we let u = [i i], then u2 = u and [i &] = arl + pu. Now for 
any yl + Au 3 1 we have y 3 1 and 
---?I d (Yl + hu)-l = (l/y) 1 - (h/(y(y + X))) u < 1. 
Hence, A has P.3. By Theorem 2.1 there exists a d function. Now note 
1 - u has no inverse but d(1 - u) = 1 has an inverse. This tells us that in 
general the existence of d(x)-l doesn’t imply the existence of the inverse of x. 
EXAMPLE 5.3. Let 
A = (or1 + j?u + yw : OL, /3, y are reals, 1 as an identity, 
uw = wu = w2 = 0, u2 = u}. 
Order the elements of A as following: oil + ,6u + yzu 3 0 iff 01 >, 0, p > 0, 
y 3 0. By a direct computation we see that A has P.3. 
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E~MUPLE 5.4 (DeRIarrj. Let A0 be the real bounded sequences space 
which is ordered componentwise. Let 4 be a positive extension of the limit 
functional on A,, and let u -= (1, I,...) E -40 . Define the multiplication on -4, 
by .YJ = +(x) y. It is easy to see that A, forms a polac and -4” doesn’t have 
the identity, so as usual we may adjoin the identity I to -4,, . Define 
1~ = .vl = x for all .2: E A, , and denote the larger algebra by -4. We order ;-1 
as follows: oil -+ x 3 0 iff ci >> 0, and x > 0. Now for any oil + x 3 1 it is 
easily verified that (al + .~)-l = (l/a) I - (l/a(z + C(X))) x < 1. Hence, d 
has P.3. Note that A is not a commutative algebra. This can be seen by letting 
a = (1, +, g ,... ), thus au = 0 f ua = a. Now we will show that the multi- 
plication is not continuous. Let s, be the element with 0 in the first n positions 
and 1 elsewhere. Clearly x1 2 sz 3 .~a 3 ... 3 0, inf{x,} = 0 and $(x,J = 1 
for all n. If u = (1, l,...), then x,u = 4(x,) u = u for all n. Thus, we have 
inf{x,zl} = u f 0. This shows that the multiplication is not left continuous. 
Next, if we let ~1, be the element with 1 in n-th position and zero elsewhere, 
then W, > 0, w,,~ = 0 for all n. If let zjp = cf=l w, , then v/; 3 0, and 
vk2 = 0. Note sup{z$ ‘. - 21 == g=, w’, . - This shows the supremum of a 
sequence of nilpotents is not necessarily a nilpotent. (In particular, we note 
here that the infinite sum of nilpotents is not necessarily a nilpotent; see the 
remark on Corollary 11.3.4.) 
Ex-AMPLE 5.5. Let A be a general polac which is a lattice. Let us take a 
fixed u’ E &4 such that w > 0 and w2 = 0. Using w we now construct an 
order-convex subalgebra A, of -4 such that A, has P.3. Define 
9, = (J {x : -y(l + w) y < .v < y(1 + 4 Y>, 
yel 
where 1= {y : y > 1 and y-l 3 0). For any xi E d, , i = 1,2, we have 
-y,(l + w) yi < xi < yi(l + w) yi for some yr E I. It is easy to see that 
-(n +Yo)u + 4 (n + Y2) G x1+ x2 d (Vl + Ye) (1 + 4 (VI + Y2h 
hence x1 + xg E A,. Recall the remark of 11.3.6 where we proved wyz~’ = 0 
for any y ~1. Observe now that 
YlU + 4 YlYZU + w) Y2 = YlW + Y12Y2WY2 + YlwY,Y22 + Ydz~Y1Ye4Y2 
= Y12YP2 + Y12Y2eoY2 + Y1wY1Y22 
<Y?)3(1 + W)Y, I 
where ya = 2y12y22 E I. Hence, -ya(l + W)Y2 < sl$ <ys(l + w)y3, 
which means xlxz E A, . Thus, A, is an order-convex subalgebra, hence it is 
also a lattice. We now show that A, has P.3. If x > 1, and x E A,, then 
there exists some y ~1 such that y(1 + w) y > x 2 1. Since y-l > 0, we 
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have 1 + w 3 y-lxy-r > y-*. Put s = y-l~y-l. By Theorem 1.4 we know 
thats=z+v,wherez=sA1>y-2A1=y-2>Oandv>0,v2=0. 
Now observe that 1 > x > ye2; by Lemma 1.6.4 we know z-l 3 1. Next 
note that x = y(z + w) y = y2z + yvy and (yv~)~ = 0. Put yi = y2x, 
v,=yz~sothat~=y,$v,. A simple computation shows that 
y-1 =;; w + %?‘3Yr = y;y 1 - VI y;l) < y;l < 1. 
Hence, J, has P.3. 
Remark. This example is a generalization of Example 1. 
EXAMPLE 5.6. Let 2 = 1, be the real bounded sequences space with 
usual operations and norm. If we order 2 componentwise, then 1y is a real 
Banach space and also a complete vector lattice. 
Let A be the real linear algebra of all norm-bounded linear operators 
which map x into itself. As usual the idea of a nonnegative operator can be 
defined. By referring to 2.16 of [14, p. 861, we see that every nonnegative 
operator is in -4. By referring to Proposition 3.8 of [14, pp. 17451, we see 
that every operator in A is the difference of two nonnegative operators. Thus, 
rZ is a polac. Now we are going to construct a subpolac S of 9 which has 
P.3 but first we identify the diagonal part d, of d. 
THEOREM 5.&a. If  y  E A, , then y  is of the form y(2) = (ylq , y++ ,...), 
where 1 = (a!J E 2, and (rJ is some fixed element of 8. 
Remark. From this theorem we may conclude that diagonal elements of A 
coincide with the definition of diagonal operators defined in [6, p. 291. 
We need the following lemma first. 
LEMMA 5.6b. I f  1 > y  > 0, where 1 E 9, then for any 1 = (CXJ ~2, 
Y(4 = (WI 3 YeLYe ,...), where (yi) is some fixed element in ,v. 
Proof. Note that by definition 1 > y 3 0 means 5 > y(i) 3: 0 for all 
f > 6. Now let 6 = (1, I,... ), and C$ be the element with 1 in the i-th position 
and zero elsewhere. If y(zi) = (ri , y2 ,...), then by definition obviously we 
have 
(i) 0 <y(&) < & . 
(ii) y(&) ,( y(l) = y(f?J + y(l - &) < y(Zi) + (J - &). 
By comparing directly the i-th component of (i) and (ii), respectively, we get 
y(&) = yiki for all i. Take any 2 = (OLJ, f > 0, define y(a) = (a , B2 ,...). 
Thus, 
ajy$?j = y(c+j) <y(f) = y(c+J + y(l - c+j) < cyjyi2j + (2 - oLjt?j). 
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Comparing the i-th component of the elements of the inequality again, we 
see immediately that fli = oliyi . Hence the lemma is clear now. 1 
COROLLARY 5.6c. If x E L!, .Y 3 1, and x-l 3 0, then x&f) = (ETai), where 
d = (q) E x and (SJ is a$xed element in x. 
Proof. Let u‘ = (1, I ,... ), and x(c) = (Si) ~fi. Put 0 < y = x-l < 1. 
Then by Lemma 5.6b, y determines a sequence (ri) ~2 such that 
~(7~) = (~~7~) for all (Q) EAT. Now u‘ = yx(ti) = (r&J, so that yiti = 1 
for all i. For any .t = (CQ) E x if x(Z) = (/Ii), then “9 = yx(.G) = (r&Ii). Thus, 
0~~ = y& for all i. Therefore, /3< = tiyipi = fiaj for all i. This means for any 
.C = (q) we have s(i) = (5,&J. m 
By Lemma 5.6b and Corollary 5.6~ we can easily prove Theorem 5.6a. 
Now take some w E d such that w > 0 and w2 = 0. By Example 5.5 we 
know there exists an order-convex subpolac S of A which contains w and 
has P.3. Note that in general not every element in A has a matrix representa- 
tion. 
EXAMPLE 5.7. Let 2 = L1[O, l] with all the usual operations and with 
pointwise (almost everywhere) partial ordering and usual norm: 
11 2 /I = j: i x(T)~ dT. 
Thus, fi is a real Banach space and also a complete vector lattice. 
Let ,4 be the real linear algebra of all norm-bounded linear operators 
which map 2 into itself. As usual the idea of a nonnegative operator can be 
defined. By using the same reference as in Example 5.6 we know A is a polac. 
Now we are going to identify the diagonal part A4, of L4, then we will show 
there exists a subpolac S of r2 which has P.3. 
THEOREM 5.7a. If x E A, , then there exists a bounded measurable function f  
such that x(Z) (T) = .?(T) Z(T) for almost everywhere 7 E [0, 11, and all I E-T?. 
First we need the following lemma. 
LEMMA 5.7b. If 1 > y  > 0, y  E A, then there exists a bounded measurable 
function j: E x such that y(f) (T) = Y(T) g(7) for almost eaerywhere 7 E [0, I], 
and all 2 E 2. 
Proof. Note that y E A, . Assume y(i) = j, where i is the identity 
function of 2’. Now for any characteristic function fc we have 
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(i) 0 <Y&l <ZC. 
(ii) o < y(fc) <p = y(i) = ~(2~) + ~(17~) d Y(~c) + ZD , where D 
is the complement set of C. 
(iii) 9 = jRc + JfD . 
If we let y&c) = d, then an easy computation by using (i), (ii), (iii) leads 
immediately to 6 = Jgc , i.e., ~(2~) (T) = J(T) fc(~). For a simple function 
3 > 0, clearly, Y(S) = 3s. If 2 > 0, 2 E 3, we know there exists a sequence 
of simple functions {in} such that S, > 0 and i, T P almost everywhere. Thus, 
0 < ~(2 - S,) < 1 - S, , so that 
y(d) (T) = lip y(&) (T) = li,” s(T) in(T) = j(T) i(T) 
almost everywhere. Now it is clear that for any 2 E 2 we have 
y(S) (T) = y(T) z(T) almost everywhere. m 
COROLLARY 5.7~. If x > 1, .r E A, , then there exists a bounded measurable 
function .2 EX such that x(Z) (T) = I( ) “( ) l x 7 z 7 a mos everywhere and all 2 E 8. t 
Proof. Put 0 < y = r-l < I. By Lemma 5.7b we know that there exists 
a bounded measurable function 7 such that y(f) = j% for all t E 2. Now if 
w(i) = 2 3 i, then ? = yx(i) = 92. For any .S E 2 if ~(2) = ii, then from 
2 = yX(l) = 96 we have .i% = zj% = c. Hence, X(2) (T) = i?(T) Z?(T) for all 
f ~2. Finally, since A has the PF property [4, Theorem 71, by Theorem 
1.6.16 we know that A, has 1 as an order unit, so that ~yl 3 x >, 1 for some (Y. 
Hence, 1 is a bounded measurable function. m 
The proof of Theorem 5.7a is clear now. 
Note that if we define 
,qr + +) 
w(a) (7) = ,. 
o<T<r, 
4<T<l 
then w E A, w > 0, and w2 = 0. Hence, by Example 5.5 we know there 
exists a subpolac S of A such that S has P.3. 
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