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1. Aims and background 
The distinction of different registers by computational means 
has been an ongoing goal of corpus linguistics research since 
Biber (1988), who used 67 linguistic features operating at the 
word level in order to study variation in speech and writing. 
The same goal, using different computational and statistical 
methodologies, is shared by natural language processing (for 
example Karlgren & Cutting 1994; Kessler, Nunberg & Schütze 
1997, Peng et al. 2003). 
Biber’s (1988) study and its multidimensional approach 
have become a standard in corpus linguistics, in all its versions 
and extensions (Conrad & Biber 2001, Lee 2004).  
This paper aims to incorporate collocations as an index 
for distinguishing text genres: our main hypothesis is that col-
locations, as well as other linguistic features, are potentially 
suitable to identify genres. Thus, this is mostly an exploratory 
study, aimed at verifying this hypothesis and at taking a deeper 
look into register variation across different genres in Italian 
with computational and statistical methods; this approach is 
largely underused in studies on Italian, mainly due to the scar-
city of comprehensive collections of data that are representative 
of multiple textual genres. 
Furthermore, in a broader perspective, this study might 
make significant contributions to other fields, such as automatic 
genre identification (Santini 2004) or measures of text cohesion 
(Louwerse et al. 2004) or text readability, where the detection 
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of collocations as marker for genres can increase the accuracy 
of computational tools devoted to these tasks. 
From a theoretical point of view, an assumption shared 
by numerous fields of research is that language has a clearly 
phraseological nature: collocations tap into both the paradig-
matic and syntagmatic features of texts; they occupy a place at 
the intersection between lexis and syntax, and their use entails 
the co-selection of both levels, which consequently cannot be 
analysed separately. This view is common to different ap-
proaches and theoretical frameworks such as Cognitive Grammar 
(Langacker 1991), Construction Grammar (Goldberg 1995), and 
Corpus Linguistics (Sinclair 1991). 
Collocations, in addition, are one of the elements that 
contribute to text cohesion (to lexical cohesion in particular: 
Halliday & Hasan 1976); the way they achieve this task varies 
across different textual genres, as shown in Laybutt (2009). 
We adopt here Biber’s definition of genre: “Genre cate-
gories are determined on the basis of external criteria relating to 
the speaker’s purpose and topic; they are assigned on the basis 
of use rather than on the basis of form” (Biber 1988: 170). 
By collocation, we mean “the co-occurrence of a form or 
a lemma of a lexical item and one or more additional linguistic 
elements of various kinds which functions as one semantic unit 
in a clause or sentence and whose frequency of co-occurrence is 
larger than expected on the basis of chance” (Gries 2008: 3). 
This definition emphasizes one of the differences between ours 
and Biber’s approach: he mainly used linguistic features ope-
rating at the word level, while we use the co-occurrences of two 
or more words which function as one semantic unit as a means 
to identify text genres. 
Other corpus studies proceed in the same direction: Biber 
et al. (2004) use lexical bundles to compare conversation and 
academic prose; Crossley & Louwerse (2007) use frequency of 
bigrams to classify spoken and written registers; Gries & 
Mukherjee (2010) and Gries (2009) use lexical gravity of n-
grams to analyse differences in Asian English and in different 
registers of English; Gledhill (1995 and 2000), Spina (2010c) 
and Simpson-Vlach & Ellis (2010) use collocations in academic 
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language analysis; Laybutt (2009) studies collocations as a sign 
of textual cohesion in sports reports. 
All these studies are based on the computation of lexical 
bundles, n-grams or collocations as identifiers of registers or 
varieties of language, and prove the effectiveness of n-grams as 
a tool for discriminating linguistic variation (Biber 2009). 
In an attempt at a more in-depth investigation of the use 
of collocations to distinguish among text genres, the following 
are the two research questions which this study aims to answer: 
• are collocations a suitable index for distinguishing text genres? 
• are there statistical measures that are particularly appropriate 
for this task? 
The article is organized as follows: in section 2 the me-
thodology used is described (in particular, section 2.1 illustrates 
the criteria used for extracting the collocations and section 2.2 
introduces lexical gravity, the statistical measure on which this 
study is based; section 2.3 describes the corpus and the different 
text genres from which the collocations have been extracted, and 
provides some data on the number of final collocations obtained); 
in section 3, the results of the application of raw frequency and 
lexical gravity to the collocations studied are discussed, as is the 
statistical test (cluster analysis) applied to these two measures to 
explain the various distributions throughout the different text 
genres. Section 4 presents some final considerations.  
2. Methodology 
2.1 Extraction of collocations 
From a methodological point of view, this study differs from 
previous ones in two main aspects. 
First of all, collocations are extracted as sequences of 
parts-of-speech (on the effectiveness of this approach: Pazos 
Bretana & Pamies Bertran 2008; Evert 2008). According to the 
methodology discussed in Spina (2010a and 2010b), the can-
didate collocations are extracted based on the most frequent 
combinations of grammatical categories in Italian, which give 
as a result a sequence of linguistic elements “which functions as 
one semantic unit” (Gries 2008: 3). We have selected 4 of the 
most productive POS sequences in Italian: verb-noun (VN), 
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noun-noun (NN), noun-preposition-noun (NpreN), noun-adjective 
(NADJ). The following are examples of each sequence:  
VN: fare la doccia [take a shower], avere bisogno [need/have 
need] (avere molto bisogno [have great need], avere veramente 
un gran bisogno [really have great need]); 
NN: fine settimane [weekend], sito web [website]; 
NpreN: punto di vista [point of view], numero di telefono 
[telephone number] 
NADJ: tempo libero [free time], crisi economica [economic 
crisis]. 
As can be seen in the examples, on a scale of structural rigidity, 
the VN collocations represent the extreme of maximum flexi-
bility, because they allow for the insertion of different linguistic 
elements between the verb and the noun (usually adjectives and 
adverbs, which have been underlined in the examples). They 
can also be considered as combinations with conventional res-
trictions: there is no semantic bond which makes the use of the 
verb fare [to make / do] preferable to other verbs (for example 
prendere [to take], which is used in other languages) in combi-
nation with the noun doccia [shower]. 
The other three combinations, conversely, are fixed and 
do not allow for the insertion of other linguistic elements within 
the combinations. NN and NpreN combinations, in particular, 
show such structural rigidity that it is possible to hypothesise 
their classification as compound nouns (Granger & Paquot 2008; 
Tanganelli 2009). 
This marked difference shows how in this study diffe-
rent collocations have been examined, based on different POS 
sequences, which give rise to combinations that are, structurally, 
very different from one another. The data examined, therefore, 
constitute a very heterogeneous set in terms of their internal 
structure.  
2.2 Raw frequency and lexical gravity 
The second aspect which makes this study different from many 
of those which have analysed word combinations as an index 
for distinguishing text genres is the fact that we have used both 
raw frequencies and the recently proposed measure of lexical 
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gravity (Daudaravičius & Marcinkevičienė 2004): a statistical 
measure of association based on type frequency1 as well as on 
token frequency. Despite this important element of innovation 
with respect to more classical measures, such as mutual infor-
mation or log-likelihood, lexical gravity has been used relatively 
little to date in the study of collocations (to our knowledge only 
by Gries 2009, Gries, Mukherjee 2010, Ferraresi 2011; Ferraresi, 
Gries 2011, as well as by Daudaravičius & Marcinkevičienė 
2004, who introduced it). Like other association measures, lexi-
cal gravity tries to establish the attraction strength which ties the 
elements of a collocation together; in order to do so, it examines 
the frequency of the collocation and the frequency of the indivi-
dual words that compose it; lexical gravity, however, adds a new 
element which is also extremely important for this research: 
type frequency. The following is the formula for the calculation 
of the G-value (i.e. the value of lexical gravity): 
 
In the formula, n(x) and n(y) correspond respectively to 
the type frequency of x and to the type frequency of y; to draw 
on Gries & Mukherjee (2010), there are five elements consi-
dered for the calculation of lexical gravity: 
1. The frequency of the combination; 
2. The frequency of word x; 
3. The frequency of word y; 
4. The frequency of types after x; 
5. The frequency of types before y. 
The value of lexical gravity grows if the frequencies of 
1, 4 and 5 increase; consequently, the diversification of the 
words which make up the collocations plays a crucial role in the 
calculation of the measure of their association. Table 1 exempli-
fies the difference in the G-values of two VN collocations. 
 
                                                      
1 By type frequency we mean the frequency of the unique forms which 
constitute a text (types).  
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Table 1. an example of the G-values correlated to n(x) and n’(y) 
 xy n(x) n’(y) G-value 
scendere le scale 47 1 2 -0,13 
fare compagnia 47 89 2 0,51 
The two collocations scendere le scale [go downstairs] 
and fare compagnia [keep company] have equal frequencies 
(47), but the elements which make up the second have a higher 
type frequency (the verb fare occurs in 89 other VN sequences 
with nouns other than compagnia (fare parte [belong], fare la 
spesa [do the shopping], fare una domanda [ask a question], 
etc.). The G-value of fare compagnia, consequently, is higher 
than the value of scendere le scale.  
In section 3, we will see how the use of raw frequency 
and lexical gravity gives rise to different and complementary 
results in the analysis of the distribution of collocations across 
different text genres. 
2.3 Data 
The collocations made from selected POS sequences (VN, NN, 
NpreN, NADJ) have been extracted from the Perugia Corpus, a 
reference corpus of 25 million words of written and spoken 
Italian. The Perugia Corpus is made up of 10 sections which 
correspond to 10 different textual genres2; six of these have 
been chosen for this study; three of these are written: 
-­‐ academic texts (1,100,000 tokens); 
-­‐ literary prose (3,600,000 tokens); 
-­‐ school essays (1,200,000 tokens); 
and three are spoken: 
-­‐ dialogic speech (1,000,000 tokens); 
-­‐ monologic speech (1,100,000 tokens); 
-­‐ film dialogues (630,000 tokens). 
                                                      
2 The 10 sections that compose the Perugia corpus are: academic prose, adminis-
trative texts, school essays, literary fiction, non-fiction texts, spoken texts 
(dialogic spontaneous speech and monologic speech), television transcrip-
tions, web texts, press, film dialogues (http://perugiacorpus.unistrapg.it). 
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The collocations extracted have been filtered based on 
their frequency (only collocations with frequencies of >4 per 
million words have been selected), and then manually, in order 
to remove non-collocations. The final list obtained is made up 
of 3 762 collocations, distributed in text genres as reported in 
table 2: 
Table 2. number of collocations for each text genre.  
Highest values are in bold, lowest values are underlined 
 VN NN NpreN NADJ 
Academic texts 303 30 338 1328 
Literary prose 467 5 114 152 
School essays 460 16 134 450 
Dialogic speech 353 29 101 255 
Monologic speech 404 33 184 703 
Film dialogues 489 19 105 139 
From the first data obtained, one can infer that there are 
evident differences in the distribution of different types of 
collocations in the six text genres examined; in particular, the 
academic prose has, by far, the highest values for NpreN and 
NADJ frequencies, while film dialogues have the highest values 
for VN frequencies. Moreover, the literary texts seem not to 
prefer NN collocations, which present the highest values in 
monologic speech.  
These results, which are statistically significant (a z-test 
resulted in a p-value < 0.0001), thus provide an affirmative an-
swer, although not yet in great depth, to the first research ques-
tion: different collocations seem to be capable of identifying 
different textual genres. 
3. Discussion 
The frequency values alone seem to suggest that the preference 
for a particular POS combination could be connected to the 
grammatical category resulting from the combination. In other 
words, it seems that the text genres that have more nouns may 
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have a preference for noun combinations (NN, NADJ and 
NpreN), and that the text genres in which verbs are more fre-
quent may, in the other direction, show a preference for the use 
of verb combinations (VN). 
In order to verify this hypothesis we have used a corre-
lation test, the results of which are summarised in table 3: the 
Pearson correlation index indicates that the correlation between 
the frequency of noun sequences and the frequency of nouns on 
one hand, and between the frequency of verb sequences and 
verbs on the other, is rather high, with the exception of NN 
sequences, which do not show any particular correlation.  
Table 3. Pearson correlation index values 
VN and verbs 0.81 
VpreN and nouns 0.89 
NADJ and nouns 0.91 
NN and nouns 0.42 
However, this correlation does not allow, in our case, 
for the adoption of equivalence, proposed by Halliday (1994) 
among others, according to whom written texts are richer in 
nouns since they are ‘products’, with a high degree of definite-
ness and completeness, while spoken texts are richer in verbs, 
because they are dynamic and more process-oriented.  
The distribution by frequency of the collocations in text 
genres (table 2), in fact, presents data which deviate from this 
equivalence, highlighting in particular that:  
• a written genre, literature, gives the lowest frequency in one 
of the three noun combinations (NN) and is among the low-
est frequencies of the other two (NADJ and NpreN); 
• two written genres, school essays and literary texts, have very 
high frequencies of verb collocations (VN); 
• a spoken genre, monologic speech, gives the highest fre-
quency of one of the noun collocations (NN) and a very high 
frequency of another (NADJ).  
Consequently, we may assume that the preference of 
specific textual genres for specific POS combinations cannot be 
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explained exhaustively with frequency data alone and with a 
sharp distinction between written and spoken genres. In an 
attempt to answer the second research question (are there sta-
tistical measures that are particularly appropriate for this task?), 
we have conducted an experiment to evaluate the effectiveness 
of lexical gravity in the task of analysing the distribution of 
different types of collocations in different textual genres.  
As already mentioned, higher values of lexical gravity 
are obtained if, within the same POS sequence, the words which 
compose a collocation occur in association with other, different 
words; in other words, if they have a high type frequency value. 
What we have tried to verify is whether the measure of this 
preference of specific words for specific POS sequences is one 
of the factors which determines the different distribution of 
collocations in different textual genres.  
In order to do this, we have extracted the G-values of 
all 3 762 collocations included in this study, and we have sub-
jected them to a cluster analysis. The results are illustrated in 
the following three graphs. 
 
Figure 1. Cluster analysis of VN G-values 
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In the VN sequences (figure 1), the cluster analysis 
carried out on the values of lexical gravity gives rise to three 
classes. The first class is made up of film dialogues and literary 
texts, which seems reasonable since both genres have a narrative 
function in common. Together, speech (monologic and dialogic) 
and school essays form the second class; this is probably due to 
the fact that adolescents of a school-going age partly tend to 
reproduce in their writing the structures that they use in speech. 
Finally, academic prose makes up one single class of its own; 
this also seems coherent with the fact that academic texts are 
the only ones, among those analysed, to have a clear infor-
mative function (Biber et al. 2004; Spina 2010c). 
Figure 2 shows the dendrogram of the cluster analysis 
of the lexical gravity values for the NADJ collocations; again, 
literary texts and film dialogues form one single class. This time, 
the second class includes dialogic speech and school essays, 
while monologic speech forms a class of its own. One explana-
tion for this gap between dialogic and monologic speech may 
be the fact that monologic texts are mostly institutional spee-
ches (lectures, court pleadings, religious sermons, parliamentary 
speeches), which may, therefore, differ from face-to-face speech 
between peers. Academic prose, again, has particular behaviour 
and, alone, constitutes one single class.  
Finally, figure 3 shows the dendrogram of the cluster 
analysis of the lexical gravity values for NpreN collocations; 
once again, 3 of the 4 classes are formed, respectively, by narra-
tive texts (literary and film dialogues), spoken texts (monologic 
and dialogic), and school essays. Again, the academic prose 
forms a class on its own. 
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Figure 2. Cluster analysis of NADJ G-values 
 
Figure 3. Cluster analysis of NpreN G-values 
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In light of these considerations, the data relative to 
lexical gravity, matched with raw frequency, seem to allow for 
a coherent interpretation of the variation observed in the use of 
different types of collocations in different text genres. 
4. Conclusions 
This study has sought to, firstly, verify the hypothesis according 
to which collocations, like other linguistic elements, can contri-
bute to an ability to distinguish among different text genres. An 
analysis of the frequency of collocations formed by four diffe-
rent POS sequences in six genres has permitted a confirmation 
of this hypothesis, and an observation of some patterns: for 
example, that academic prose is characterised by a high number 
of noun collocations and by the lowest number of verb collo-
cations observed in the study. 
This information conforms with what has been demons-
trated by several other studies on academic prose (Biber et al. 
2004, for example), according to which it has a precise prefe-
rence for a nominal syntax due to its predominantly informative 
function. 
Another element which is highlighted by the frequency 
data of the four types of collocations is the high number of VN 
sequences in film dialogues. Other studies (Quaglio 2009, for 
example) have already demonstrated that this genre, made up of 
ad hoc dialogues created by screenwriters, tends to emphasise 
some aspects of spontaneous dialogic speech and to present it 
very frequently; in this case, the number of verb combinations 
is higher in films than in spontaneous dialogic speech.  
However, frequency alone is not capable of fully ex-
plaining such a marked difference in the distribution of different 
POS combinations, which does not even seem coherent with 
respect to traditional models for the interpretation of written 
texts in relation to spoken ones, like the already cited Halliday 
(1994) model. In order to provide a coherent explanation for 
such variability, a lexical gravity experiment has been carried 
out; lexical gravity is the only measure, amongst those consi-
dered classical, which takes into account the type frequency of 
Collocations as an index for distinguishing text genres 
 85 
the constituents in the calculation of the degree of association of 
a collocation.  
The G-values of the 3 762 collocations that were exa-
mined and subjected to a cluster analysis allowed for the re-
grouping into a single class (for all four types of combinations 
examined) of the two genres which share the same narrative 
function: literary texts and film dialogues. Similarly, lexical 
gravity allowed us to recognize for academic prose a particular 
status with respect to the other five varieties, by virtue of its 
informative function, as previously mentioned. 
In both cases, the assignment to a class through cluster 
analysis is not done on the basis of observing how many times 
collocations occur (raw frequency), but rather on the basis of 
observing that some words, constituents of collocations, tend to 
occur many more times in collocations of the same kind but in 
association with different words (type frequency).  
As another example, the VN collocation sentire una 
voce [hear a voice] has a raw frequency in literary texts that is 
almost double its frequency in film dialogues (17.4 compared to 
9.5 per million words); their G-values, however, are much clo-
ser than their respective raw frequencies, by virtue of the type 
frequency of their two components (the verb and the noun); 
more precisely, with regard to the verb sentire [hear], the de-
cisive value is the number of other VN slots in which it occurs 
with other nouns.  
In the case of literary texts, this number is equal to 6: 
the verb recurs in 6 VN sequences, together with 6 different 
nouns (rumore [noise], voce [voice], bisogno [need], odore 
[smell], suono [sound], passo [step]). In the case of sentire in 
film dialogues, the number of other VN slots in which it occurs 
with different nouns is also 6 (it recurs with voce [voice], 
bisogno [need], profumo [perfume], odore [smell], rumore 
[noise], dolore [pain]). This similarity in the syntagmatic pre-
ferences of the components within VN sequences determine, for 
sentire una voce, two lexical gravity values that are not very 
dissimilar (1.2 for literary texts and 0.8 for films). 
The particularity of the syntactic context (the asso-
ciation with a noun to form a verb-noun collocation) in this 
example is coherent with the relative semantic and functional 
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contexts (the association of the verb sentire with nouns which 
denote facts that are perceptible through the senses is frequently 
used in the course of narrations, and, thus, it is linked to the 
narrative function common to both genres). 
In confirmation of this, not only is the collocation 
sentire una voce absent, for example, in academic prose, but the 
verb sentire occurs in academic texts only in the VN collocation 
sentire il bisogno, which consequently has a rather low G-value 
(-2.18). 
In conclusion, this study confirms the hypothesis that 
collocations can be used for the identification of text genres; 
together with frequency, which, like all statistical aspects linked 
to vocabulary (Gries & Mukherjee 2010), is strongly influenced 
by topic and is therefore at least partly suitable for carrying out 
this task, the use of lexical gravity allows the identification of 
regularities, depending on the text genre, in the way in which 
the words which make up collocations tend to recur in similar 
syntactic contexts, to fill the same “collocational slots”, re-
vealing a preference for particular syntagmatic contexts.  
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