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Abstract
We study the dimension properties of the spectral measure of the Circular β-Ensembles.
For β ≥ 2 it it was previously shown by Simon that the spectral measure is almost surely
singular continuous with respect to Lebesgue measure on ∂D and the dimension of its support is
1− 2/β. We reprove this result with a combination of probabilistic techniques and the so-called
Jitomirskaya-Last inequalities. Our method is simpler in nature and mostly self-contained, with
an emphasis on the probabilistic aspects rather than the analytic. We also extend the method
to prove a large deviations principle for norms involved in the Jitomirskaya-Last analysis.
MSC2010 Classification: 60B20, 15B52, 60F10
1 Introduction
1.1 Circular β ensemble
The Circular β-Ensemble CβEn is the point process of n random points on the unit circle that are
distributed according to the law
1
Zn,β
∏
1≤i<j≤n
∣∣∣eiθi − eiθj ∣∣∣β dθ1
2π
. . .
dθn
2π
. (1)
The partition function Zn,β normalizes the density to be a probability measure and is known
explicitly [Goo70, Wil62]. The circular β-ensemble was introduced by Dyson [Dys62] who also
observed that its density is the Gibbs measure for n identical charged particles confined to the
unit circle and interacting via the two-dimensional Coulombic repulsion. For this reason the point
process is also sometimes called a log-gas. It is also known that (1) is the stationary density for
the Dyson Brownian motion on ∂D, with the strength of the interaction term determined by β.
That the points live on the unit circle suggests that they should be the eigenvalues of a random
unitary matrix, and this is well known in the β ∈ {1, 2, 4} cases (the circular orthogonal, unitary,
and symplectic ensembles, respectively). For general β, the corresponding random matrices were
constructed in [KN04] using the so-called CMV representation [CMV03, KN07, Sim05a]. CMV is a
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very general yet efficient matrix representation of a unitary operator on a Hilbert space, analogous
to the representation of a self-adjoint operator by a Jacobi matrix. The CMV representation is
an infinite matrix that can be seen as an operator on ℓ2(N), parameterized by an infinite sequence
α = (α0, α1, . . .) taking values in D, the closure of the unit disk. These coefficients are now
commonly referred to as theVerblunsky coefficients, and the correponding matrix denoted C(α).
To construct a random unitary matrix whose eigenvalue distribution is the Circular β-Ensemble
for general β > 0, it is therefore enough to find an appropriate sequence of random Verblunsky
coefficients, and construct the corresponding CMV matrices. This is the approach successfully used
in [KN04], though we will use the slightly different choice of Verblunsksys made in [KR10]. They
prove that the appropriate choice is to take the αj independent with law given by
αj ∼ e2πiU
√
Beta
(
1,
β
2
(j + 1)
)
, (2)
where U is a Uniform random variable on (0, 1) that is independent of the Beta variable, and all
are independent across j. Another way to put it is that the pdf of αj with respect to the Lebesgue
measure on D is
fj(z) =
β(j + 1)
2π
(1− |z|2)β(j+1)/2−1.
Note that these variables are independent under all rotations and hence have mean zero, while the
second moment of their radial part decays like
E[|αk|2] = 2
β(k + 1) + 2
∼ 2
βk
. (3)
It is shown in [KN04, KR10] that if U0 is another independent Uniform(0, 1) random variable then
the CMV matrix
Cn := C(α0, α1, . . . , αn−2, e2πiU0 , 0, 0, 0, . . . ) (4)
has (1) as its eigenvalue density. We describe the CMV matrices more precisely in Section 2.1, but
for now one can think of them as infinite matrices. It will follow that Cn has zeros on the rows and
columns of order greater than n and its n× n minor is a matrix with eigenvalue distribution given
by (2). Moreover, these operators are “nested” within each other as n increases. The operator
Cn+1 is obtained from Cn by simply shifting the e2πiU0 entry up by one and inserting αn−1 into the
now empty slot. In this sense Cn is a minor of Cn+1, and in fact all Cn are minors of the infinite
matrix C(α). This feature is present in the CMV matrices used in [KR10] but not those introduced
in [KN04], which is the reason behind our choice of these Verblunskys.
As α is a random family of Verblunsky coefficients in D, the operator C(α) is a random operator
on ℓ2(N), and it can be shown that it has (1, 0, 0, . . . ) as a cyclic vector. It therefore has a spectral
measure µα on ∂D, which encodes information about both the eigenvalues and eigenvectors of the
operator. As the sequence α is random, it therefore gives rise to a random measure in the usual
sense of the term, see [Kal86]. This is what we shall call the spectral measure of the Circular
β-Ensemble. Note that the choice of Verblunksy coefficients from [KN04] would have a different
spectral measure, despite having the same eigenvalue distribution. This is because the spectral
weights attached to the eigenvalues are different.
The spectral measure of the Circular β-Ensemble has an interesting fractal geometry. It is
almost surely singular continuous with respect to the Lebesgue measure, despite the fact that the
average measure is Lebesgue itself due to the rotation invariance of the Verblunsky coefficients.
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The support of the random measure is a fractal subset of ∂D with non-trivial Hausdorff dimension,
yet the support is almost surely dense in ∂D. In particular it gives positive mass to every open
interval. Beyond its fractal geometry, the spectral measure also obeys a strong resemblance to the
Liouville quantum gravity measure on ∂D. The latter has been of intense interest in statistical
mechanics in recent years for its relation to Schramm-Loewner evolution, conformal field theory, and
other parts of the broader field of random conformal geometry (see [FB08, AJKS11, Web15, MS16,
Rem17] among others). Perhaps its simplest description is via Gaussian Multiplicative Chaos,
where one begins with a log-correlated Gaussian field X on ∂D and defines the GMC measure as
the following limit in probability, in the topology of weak convergence of measures:
e
γ
2
X(eiθ) dθ := lim
ǫ→0
e
γ
2
Xǫ(eiθ)−
γ2
8
E[Xǫ(eiθ)2] dθ,
where Xǫ is an appropriately smoothed out version of X that converges to X in an appropriate
sense as ǫ→ 0. The limiting measure is shown to exist and be non-zero for all γ ∈ [0, 2), although
the notation for it is somewhat abusive since the limiting measure is almost surely singular with
respect to Lebesgue so long as γ > 0. Most notably, the limiting measure is not a probability
measure on ∂D and its total mass is a random variable (see [FB08, Rem17] for recent calculations
of its density), in contrast with the spectral measure of the Circular β-Ensemble which is a random
probability measure for all β > 0. In particular, for the GMC the measure and the total mass go
to zero as γ ↑ 2, while the spectral measure of Circular β is singular continuous for β ≥ 2 but
undergoes a phase transition to an atomic measure as β ↓ 2. To observe a similar phase transition
for the GMC requires subtle renormalizations as γ ↑ 2 (see [APS18]) which are not needed for
Circular β, thanks to the theory of orthogonal polynomials on the unit circle.
In the present paper we do not directly relate the spectral measure of Circular β to GMC but
our results suggest that they are similar. The closest relation between random matrix eigenvalues
and GMC seems to be the result of Webb [Web15], which says that (normalized) powers of the
characteristic polynomial of random unitary matrices converge to GMC on ∂D. The γ and β
parameters are identified through the relation γ2 = 8/β, although we do not make this precise in any
particular sense. Nonetheless there are many supporting calculations in favor of this identification.
For example, it agrees with the phase transition occurring at both γ = 2 and β = 2. Furthermore,
the relation γ =
√
κ between GMC and SLE processes [DS11] leads to β = 8/κ, which was earlier
conjectured by Cardy [Car04] in his relation of Dyson’s Brownian motion to multiple SLE. Following
the analysis in [DS11, HMP10] it should follow that the GMC measure is supported on a set of
Hausdorff dimension 1 − γ2/4, which by the identification above is equal to 1 − 2/β. One of our
main results is a new proof of this dimension formula using the tools of orthogonal polynomials
on the unit circle and ideas from probability theory, which we describe next. More details of the
relationship between the spectral measure of the β-ensemble and the GMC are given in Appendix
A.
1.2 Results
In this paper we focus on the almost sure dimension properties of the spectral measure of the Circu-
lar β-Ensemble. We reprove a result of Simon on the almost sure Hausdorff dimension of the support
of the random measure by combining the technique of size-biasing with the Jitomirskaya-Last
inequalities for computing local dimensions via orthogonal polynomials. We also prove a large
deviation principle that is relevant to studying the fine dimensional properties of the measure.
Our results do not rely on the exact form (2) for the law of the Verblunsky coefficients. We shall
merely use the independence, the rotational symmetry of their laws, and the asymptotics (3). To
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be precise, let us denote by Q the law of the family (α0, α1, . . . ) on D
∞, endowed with the product
σ-algebra. This gives rise to a random measure µα on ∂D. We make the following assumptions,
which shall become relevant at different parts of the text.
Assumption 1.1. The Verblunsky coefficients α = (α0, α1, . . .) take values in D, are independent,
and each have a radially symmetric distribution. In other words, Q is a product measure on D∞,
and each marginal distribution is invariant under arbitrary rotations of D.
Assumption 1.2. The second moments of the Verblunsky coefficients decay as
E[|αk|2] ∼ 2
βk
. (5)
These are the main assumptions that we will need. The factor β controls the dimension of the
measure, as Theorem 1.4 below shows. Note that these two assumptions are clearly satisfied by
the Verblunsky coefficients of the Circular β-Ensemble, which in fact satisfy E[|αk|m] ∼ Cmk−m/2
as k → ∞ for all positive integers m. In general we do not require such strong asymptotics for
the higher moments, but our two main results will also require some additional assumptions on
higher moments that rule out the αk having too much mass near the unit circle. For instance,
distributions for |αk| of the type (
1− 1
k3
)
δk−1/2 +
1
k3
δ1−1/k
would not be allowed.
1.2.1 Exact dimension of the measure
For our first result recall the following definition of the exact Hausdorff dimension of a measure µ.
Definition 1.3. A measure µ on a measure-metric space has exact Hausdorff dimension κ if it is
supported on a set of Hausdorff dimension κ, and gives zero mass to all sets of dimension strictly
smaller than κ.
Theorem 1.4. Assume that the Verblunsky coefficients αk satisfy Assumptions 1.1 and 1.2 for
some β ≥ 2, and that the third moments also satisfy
E[|αk|3] = o(k−1). (6)
Then with Q probability one, the exact Hausdorff dimension of µα is 1− 2/β.
A similar result is proved by Simon in [Sim05b], albeit with slightly different assumptions (see
also [Bre10] for similar results for random tridiagonal matrices). Simon also assumes the indepen-
dence of the Verblunskies and the same decay of the second moment, but instead of rotational
invariance, he only assumes the weaker condition that E[αk] = E[α
2
k] = 0 for each k. However, he
also makes the extra assumptions that
sup
n,ω
|αn| < 1, sup
n,ω
√
n|αn| <∞, (7)
which we do not require and is not satisfied for the β-ensemble. Simon also considers the so-called
Aleksandrov measures µλα, where λ ∈ ∂D and λα means the rotated coefficients (λα0, λα1, . . . ),
and his result is the following:
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Theorem 1.5 ([Sim05b, Theorem 12.7.7]). With dQ(α) dλ/2π probability one the measure µλα
has exact Hausdorff dimension 1− 2/β.
In one sense this is a more general result as no rotational independence is required. On the
other hand, when the αk do have a rotationally symmetric distribution, then all the µλα have the
same distribution, and we therefore recover our Theorem 1.4. However, this comes at the price of
Assumptions (7) above, which are not satisfied in many situations, most notably for the spectral
measure of the CβE. An inspection of Simon’s proof shows that these conditions could likely be
relaxed but might require modifying the underlying Kotani theory that it is based on.
Both our proofs and Simon’s are based on an analysis of the local dimension of the measure µα
at different points. Loosely speaking, the local dimension of a measure ν on ∂D at a point eiθ is
the exponent s0 = s0(ν, θ) ∈ [0, 1] such that
ν(θ − ǫ, θ + ǫ) ≈ ǫs0
as ǫ → 0 (see Section 2.8 for the precise definition). The dimension theory of Rogers & Taylor
[RT59, RT63] implies that if the local dimension θ 7→ s0(ν, θ) is almost surely constant under
the measure ν, then ν has exact Hausdorff dimension equal to this constant. Computing s0(ν, θ)
at a particular point usually requires working with some approximating sequence νδ of smoothed
out versions of the measure, which is often difficult because it requires precise estimates on the
relationship between the scale of the approximation δ and the width of the interval ǫ in the quantity
νδ(θ−ǫ, θ+ǫ). For probability measures on the real line, a particularly nice method of approximation
using the associated orthogonal polynomials was developed by Last [Las96] and Jitomirskaya-
Last [JL99]. Later, Simon [Sim05b] translated their results to probability measure on ∂D and
OPUC, which forms the basis of his proof of Theorem 1.5. In fact, this is where we learned of the
Jitomirskaya-Last technique. In short, it says that if ϕn : ∂D → C, n ≥ 0, are the orthonormal
polynomials in the Hilbert space L2(∂D,dν) and ψn : ∂D → C, n ≥ 0, are the associated second
kind polynomials (see Section 4.5.2 for the definition) then
s > s0(ν, θ) ⇐⇒ lim inf
n→∞
‖ϕ·(eiθ)‖2−sn
‖ψ·(eiθ)‖sn
=∞,
where ‖a·‖2n is the squared norm on sequences a· = {an}∞n=0 in C defined by
‖a·‖2n =
n∑
k=0
|ak|2.
When applied to the orthogonal polynomials we refer to these as the Jitomirskaya-Last norms.
Our analysis of the norms is somewhat similar to Simon’s but the main difference in our proofs
comes in the way we choose θ. Simon appeals to a powerful theorem of Kotani-Ushiroya [Sim05b,
Theorem 10.5.34] that relates the growth of norms to the existence of points where the measure
has a particular local dimension. The advantage of the Kotani-Ushiroya result is that it is purely
deterministic, but the underlying theory is difficult and much broader than what is needed for
random Verblunsky coefficients. Our approach is briefer and entirely self-contained. It relies
only on classical probabilistic ideas: martingale arguments, laws of large numbers, and coupling
techniques, and gives a full description of which points θ are the appropriate ones to look at.
We analyze the Jitomirskaya-Last norms by considering them as random variables under the joint
measure dQ(α) dµα(θ), which is a skew product on D
∞×∂D with the Verblunskies chosen first and
then the point θ sampled according to the measure determined by the Verblunskies. We give an
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alternative description of this measure using the Bernstein-Szego¨ approximation, which says
that for each fixed n the quantity |ϕn(eiθ)|−2 dθ/2π is a probability measure on ∂D, and that as
n→∞
|ϕn(eiθ)|−2 dθ
2π
n→∞−−−→ dµα(θ)
in the sense of weak convergence of measures. The Bernstein-Szego¨ approximation allows us to
rewrite the joint measure dQ(α)dµα(θ) in terms of the marginal measure of the point θ and the
conditional measure of the Verblunsky coefficients, which turns out to be a much simpler description
of the random pair. The conditional measure turns out to be a size-biasing of the original Verblunsky
coefficients with nice properties. In particular there is a natural coupling between the original
Verblunskies and the size-biased ones that in turn allows us to easily compute all moments of
the size-biased Verblunskies. A similar size-biasing was previously used in [BNR09], although in
a slightly different form and for different purposes. In our work the size-biased Verblunskies are
used to compute a “strong law of large numbers” for the growth of the Jitormirskaya-Last norms at
typical points of the measure µα, which is then combined with the Rogers-Taylor theory to produce
the dimension results.
We point out that for probabilists, the combination of Rogers-Taylor and Jitomirskaya-Last
dimension theories is potentially useful in other applications. A now relatively standard method
of computing Hausdorff dimensions of random sets is via the so-called second moment method.
Roughly speaking this requires estimates on the expected value and variance of the number of balls
in an ǫ-net of the ambient space that are required to cover the random fractal, specifically estimates
of the power law blowup of these quantities as ǫ→ 0. The expected number is typically easy to deal
with since it only requires estimates on the probability that a fixed point is within a distance ǫ of
the random set, but the variance is more complicated since this requires estimates on probabilities
of two fixed points both being within distance ǫ of the random set. This type of two point estimate
requires getting a handle on often complicated correlations and can quickly become messy. In
contrast, the Jitomirskaya-Last dimension theory requires two one-point estimates rather than one
two-point estimate, and while these two one-point quantities are related the correlation appears to
be simpler to deal with. The necessary estimate is handled in Section 4.5. The downside of course
is that Jitomirskaya-Last requires there to be a measure on the random set and some information
about the associated orthogonal polynomials, which may not always be available. It would be
interesting if this technique could be applied to the Gaussian Multiplicative Chaos measures, even
on ∂D, although computing the joint law of the orthogonal polynomials/Verblunsky coefficients
appears complicated in that case.
1.2.2 Large Deviations for the Jitomirskaya-Last Norm
Our second main result is a large deviations principle (LDP) for the growth of the Jitomirskaya-Last
norms. Given that the dimension result of Theorem 1.4 is based on a strong law for the growth
of these norms, an LDP is a very natural extension that should have applications in analyzing the
subsets of ∂D where the measure has atypical local dimension.
Theorem 1.6. Assume the Verblunsky coefficients αk satisfy Assumptions 1.1 and 1.2 and that,
for some ǫ > 0 and all κ > 0,
E[|αk|3] = O(k−1−ǫ), lim sup
k→∞
E[(1− |αk|)−κ] <∞. (8)
Then under the measure dP(α, θ) = dQ(α) dθ/2π, the sequence of random variables
log ‖ϕ·(eiθ)‖2n
log n
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satisfies a large deviations principle with speed log n and rate function
I(x) =
β8
(
x− 1− 2β
)2
, x ≥ 0,
∞, x < 0.
Moreover, under the measure dP(α, θ) = dQ(α) dµα(θ), the same sequence satisfies the LDP with
speed log n and rate function
J(x) =
β8
(
x− 1 + 2β
)2
, x ≥ 0,
∞, x < 0.
In particular, these moment assumptions are satisfied by the Verblunsky coefficients of the
Circular β-Ensemble. Indeed, by (2), |αk|2 has a Beta(1, β(k + 1)/2) distribution, and hence
E[|αk|3] = O(k−3/2). Moreover, this also implies that 1−|αk|2 has a Beta(β(k+1)/2, 1) distribution,
and hence
E[(1− |αk|)−κ] ≤ CE[(1− |αk|2)−κ] = C ′
∫ 1
0
x−κxβ(k+1)/2−1 dx =
C ′′
β(k + 1)/2 − κ,
for some constants C ′, C ′′, provided that κ < β(k + 1)/2. Note however that the assumptions of
Theorem 1.6 means that the quadratic nature of the rate function is not particular to the Circular-
β ensemble and is therefore universal for a wide class of Verblunsky coefficients, even though the
spectral measure itself is in bijection with the Verblunskies.
Stripping away the language of large deviations theory, Theorem 1.6 can be rewritten as the
asymptotic formula
P
(
log ‖ϕ·(eiθ)‖2n
log n
∈ A
)
= n− infx∈A I(x)+o(1)
for all Borel A ⊂ R, with a similar statement for P and the rate function J . The jump in the rate
functions at x = 0 is because the range x < 0 would correspond to a shrinking of ‖ϕ·(1)‖2n as n→∞,
which is clearly impossible since the norm is the sum of positive terms. That the rate function J
has a zero at x = 1− 2/β suggests that log ‖ϕ·(1)‖2n ∼ (1− 2/β) log n almost surely under P, which
is a key part of the proof of Theorem 1.4. The large deviations principle can be seen as a refinement
of this result, and its proof also contains more detailed information. In particular, in the proof of
Theorem 1.4, we only need to consider the almost sure asymptotics of log |ϕn(eiθ)|2/ log n which
are in turn enough to control the asymptotics of log ‖ϕ·(eiθ)‖2n/ log n. But in the large deviations
regime, we need to control the behavior of the entire process k 7→ log |ϕk(eiθ)|2 in order to control
the behavior of log ‖ϕ·(eiθ)‖2n. We do so by proving a process level large deviations principle for
k 7→ log |ϕk(eiθ)|−2, suitably rescaled and under an appropriate change of the time scale, which
takes up the bulk of our proof of Theorem 1.6 in Section 5. The process level LDP that we prove
is an extension of Mogulskii’s theorem for sums of iid random variables, although we need to relax
the assumption of identical distribution in order to deal with the decaying Verblunsky coefficients.
The process level LDP (Theorem 5.1) is useful in its own right since it explains the behavior of the
Verblunsky coefficients when log |ϕn(eiθ)|−2 takes on an atypical value, i.e. whenever the measure
has some unusual behavior around θ. Once the process level LDP is proven, converting it into the
LDP for the norm is a relatively straightforward application of the contraction principle.
We point out that large deviations in the context of OPUC have become quite popular in recent
years [GNR16b, GNR17, GNR16a, BSZ16, BSZ17], although more towards sum rules rather than
dimension theory. In particular, [GNR16b] uses large deviations techniques to give an alternative
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proof of the Szego¨-Verblunsky sum rule for OPUC, with extensions of this idea in the remaining
papers. We will not state the sum rule here since it is concerned with the absolutely continuous
part of the spectral measure, of which there is none for the types of Verblunsky coefficients that we
are considering. The large deviations principles we derive in this paper are primarily extensions of
previously known LDPs, while the ones mentioned above are genuinely new.
1.3 Outline
The outline of this paper is as follows. Section 2 is background on the OPUC theory and dimen-
sion theory that we will use throughout. Primarily this is a summary of the relevant parts of
[Sim05a, Sim05b]. In Section 3, we explain how the Bernstein-Szego¨ approximation of measures
allows us to study the typical points of the spectral measure via a size-biasing of their Verblun-
sky coefficients. We also explain the coupling procedure that allows us to transform the original
Verblunsky coefficients into their size-biased versions, and how this allows us to compute moments
of the size-biased quantities. For probabilists this material is relatively standard, but we include
the full details for the benefit of those in the OPUC community. In Section 4 we use this coupling to
prove Theorem 1.4 on the exact dimension of the spectral measure of the Circular-β ensemble and
other measures coming from rotationally invariant Verblunsky coefficients. Finally, in Section 5,
we prove the large deviations principle for the Jitomirskaya-Last norm by extending known results
for process level large deviations and then contracting them back to the norm. Additionally, we
describe in Appendix A the similarities between the spectral measure of the β-ensemble and the
GMC.
Acknowledgements: We thank Ba´lint Vira´g for many helpful discussions, especially for sug-
gesting the proof of Section 4.5.2. Alberts was partially supported by NSF grants DMS-1715680,
DMS-1811087, and Simons Collaboration Grant 351687.
2 Background for OPUC Theory
In this section we review the deterministic theory behind the theory of Orthogonal Polynomials
on the Unit Circle (OPUC), which will be our main technique to study the measure µα. The
exposition and notation of this section very closely follows that in [Sim05a, Sim05b], where the
interested reader can find a much more detailed treatment. We emphasize that almost everything
in this section is deterministic in nature; the random case is considered in the following section.
2.1 CMV matrices
Originally discovered in [CMV03], the CMV matrices are canonical representatives of unitary op-
erators acting on a separable Hilbert space, much like tri-diagonal matrices are canonical repre-
sentatives for self-adjoint operators. CMV matrices turn out to be five-diagonal but it is known
[Sim05a] that they are the sparsest possible matrix representations of a unitary operator, in the
sense that no fewer number of diagonals can represent all unitary operators.
The CMV matrices are defined as operators on the complex sequence space ℓ2(N), where N =
{0, 1, 2, . . . }, with the inner product
〈(an)∞n=0, (bn)∞n=0〉 =
∞∑
n=0
anbn.
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Note that this inner product is antilinear in the first factor, which is the convention we follow
throughout. The input to forming a CMV matrix is an infinite sequence of complex numbers
{αn}∞n=0 taking values in the closure D of the unit disk D. For each such sequence we make the
following definition.
Definition 2.1. Let α = {αj , j ≥ 0} be a sequence taking values in D. Let
ρj =
√
1− |αj |2 (9)
and define the 2× 2 matrices Θj by
Θj =
(
αj ρj
ρj −αj
)
. (10)
Let M and L be the infinite matrices
M =

1
Θ1
Θ3
. . .
 , L =

Θ0
Θ2
Θ4
. . .
 ,
where the 1 in M is just the number 1, not an identity matrix, and the blank entries are all zero.
The Θj matrices are always aligned so that the αj terms lie on the diagonal. Then the CMV matrix
associated to the sequence α is the infinite matrix (or operator) on ℓ2(N) defined by
C(α) = C(α0, α1, α2, . . .) := LM.
It is straightforward to see that the CMV matrices are unitary and it is not much more difficult
to compute that they are at most five-diagonal. The complex numbers (αn, n ≥ 0), historically
have more than one name in the literature but are now commonly referred to as the Verblunsky
coefficients. We also use this terminology.
2.2 Spectral Measure
A key tool in the study of unitary operators is their spectral measure. The spectral measure is a
probability measure on ∂D that in some sense encodes all of the information about the operator.
The key to this description is the spectral theorem [Sim05a] which we now briefly recall. Assume
that U : H → H is a unitary operator on a separable Hilbert space H, and further assume that
there is a ζ ∈ H such that the finite linear span of {U iζ : i ∈ Z} is dense in H. Such a ζ is called
a cyclic vector for U . Then the spectral theorem says that there is a probability measure µ on ∂D
and a linear mapping V : H → L2(∂D,dµ) such that
(i) V (Ux) = zV (x), that is, U on the image side is just multiplication by the function z;
(ii) V preserves the inner product, i.e. 〈V x, V y〉L2(∂D,dµ) = 〈x, y〉H, and hence V is an isometry;
(iii) V (ζ) = 1, the constant function on ∂D.
This µ is called the spectral measure for the pair (U, ζ). Since the mapping V preserves the
inner product we see that applying U in H is equivalent to multiplying by z in L2(∂D,dµ). Hence
studying U is entirely reduced to studying properties of the Hilbert space L2(∂D,dµ), and in that
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sense the spectral measure µ encodes all the information about U . Conversely, in the next section,
we will describe how every probability measure on ∂D corresponds to a unitary operator, and how
a CMV representation of this operator can be constructed directly from the measure.
For the CMV matrices, if the Verblunsky coefficients αn all satisfy |αn| < 1 then it can be shown
(see the next section) that δ0 = (1, 0, 0, . . .) is a cyclic vector for C(α) as an operator on ℓ2(N). To
emphasize the dependence on the Verblunsky coefficients we will write µα for the spectral measure
of the pair (C(α), δ0). The mapping α 7→ µα is measurable from D∞ to the space of probability
measures on ∂D; the measurability follows, for example, from the Bernstein-Szego˝ approximation,
Proposition 2.2.
2.3 Orthogonal Polynomials
One of the main tools used to study the spectral measure is the associated orthogonal polynomials.
Given a probability measure µ on ∂D, let L2(∂D,dµ) be the space of complex-valued, square-
integrable functions with respect to the inner product
〈f, g〉L2(∂D,dµ) =
∫
∂D
f(eiθ)g(eiθ) dµ(θ), (11)
which we note is antilinear in the first factor. If µ is supported on an infinite number of points,
then the functions {1, z, z2, . . . } are linearly independent in L2(∂D,dµ), and hence we can use the
Gram-Schmidt procedure to construct the sequence of orthogonal polynomials
Φn(z) = Φn(z; dµ). (12)
That is, Φn(z; dµ) is the L
2(∂D,dµ) projection of zn on {1, z, . . . , zn−1}⊥. If µ is supported on
exactly n distinct points, then the Gram-Schmidt procedure can still be applied but stops with Φn−1.
However, we will assume in the following that this not the case. In particular, our assumptions will
ensure that the measures µ that we consider do have infinite support.
Now, note that Φ0(z) = 1 and the subsequent Φn are monic by definition. One of their key
properties is that they satisfy the so-called Szego˝ recurrence:
Φn+1(z) = zΦn(z)− αnΦ∗n(z), (13)
where the ∗ operation takes the coefficients of an nth degree polynomial, reverses them and then
conjugates them, i.e.
Qn(z) =
n∑
j=0
qjz
j =⇒ Q∗n(z) =
n∑
j=0
qn−jz
j . (14)
The αn terms that appear in (13) are precisely the Verblunsky coefficients, in the sense that µ is
the spectral measure for the CMV matrix C(α0, α1, . . .) and the cyclic vector δ0, see Theorem 4.2.8
in [Sim05a]. Hence the theory of orthogonal polynomials provides a way to realize a probability
measure on ∂D as the spectral measure of a CMV matrix. It also provides a way to compute the
CMV representation of a general unitary operator, by first going through the spectral measure and
then pulling out the Verblunsky coefficients.
Another way to reconstruct the probability measure from the orthogonal polynomials is via the
Bernstein-Szego˝ approximation. Let ϕn be the normalized orthogonal polynomials defined by
ϕn :=
Φn
‖Φn‖ ,
where the bars in the denominator indicate the L2(∂D,dµ) norm. Since we will use the Bernstein-
Szego˝ approximation repeatedly we record it as a proposition.
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Proposition 2.2 (Bernstein-Szego˝ approximation). For any sequence α ∈ D∞ the measures
|ϕn(eiθ)|−2 dθ
2π
(15)
are probability measures on ∂D, and they converge weakly to the spectral measure µ as n→∞.
Although we will not use this fact, it is worth noting that the measures (15) also turn out to
be the spectral measures for the CMV matrices C(α0, α1, . . . , αn−1, 0, 0, 0, . . . ).
To summarize, we deal with the three following objects: probability measures on the circle;
OPUC; sequences of Verblunsky coefficients in D. With obvious notation, we shall therefore have
Φn(z;α) = Φn(z; {αn}) = Φn(z;µα),
and the renormalized versions will be naturally denoted ϕn, making the dependence on µα or α
explicit if needed.
2.4 Rotations of the Measure
For a sequence of Verblunsky coefficients α and the corresponding measure µα, the following result
identifies the Verblunsky coefficients of the rotated measure µα(λ·) for λ ∈ ∂D.
Lemma 2.3. For any sequence of Verblunsky α = {αn}∞n=0 in D, and any λ ∈ ∂D, we have
Φn(λz; {αn}) = λnΦn(z, {λn+1αn}),
for all z ∈ D and n ∈ N. In particular, the Verblunsky coefficients of the rotated measure µα(λ·)
are {λn+1αn}.
Proof. The first formula follows by induction on n, by using the Szego˝ recursion (13). Then, the
OPUC for the rotated measure are
Φn(z;µα(λ·)) = λnΦn(λz;µα),
since the RHS defines a family of monic polynomials which are orthogonal in L2(∂D, µα(λ·)), as
can be seen by a simple change of variable. Putting the pieces together, we thus get
Φn(z;µα(λ·)) = λnΦn(λz;µα) = λnΦn(λz; {αn}) = Φn(z, {λn+1αn}),
which exactly means that the Verblunsky coefficients of µα(λ·) are {λn+1αn}.
2.5 Second Kind Polynomials and the Transfer Matrix
The second kind polynomials correspond to rotated versions of the Verblunsky coefficients. For
Verblunsky coefficients α = {αn, n ≥ 0}, the Aleksandrov measures are the probability measures
on ∂D with Verblunsky coefficients λα = {λαn, n ≥ 0}, i.e. µλα, for λ ∈ ∂D. It is important to
note that the Aleksandrov measures are not just a rotation of the original measure, that is µλα is
different from µα(λ·).
The case λ = −1 turns out to be very important, and the corresponding polynomials are denoted
by Ψn and ψn, i.e.
Ψn(z) = Φn(z; dµ−α), ψn(z) = ϕn(z; dµ−α). (16)
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The Ψn are referred to as the second kind polynomials. The Szego˝ recursion for Ψn becomes
Ψn+1(z) = zΨn(z) + αnΨ
∗
n(z). (17)
There is a similar Szego˝ recurrence for (Φ∗n) and (Ψ
∗
n), and their renormalized versions. If we define
Pn(z) =
(
ψn(z) ϕn(z)
−ψ∗n(z) ϕ∗n(z)
)
then the recursion for Pn(z) is
Pn+1(z) = AnZPn(z), An = ρ
−1/2
n
(
1 −αn
−αn 1
)
, Z =
(
z 0
0 1
)
. (18)
The matrices An (or AnZ) are referred to as the transfer matrices. The recurrence formula for ϕn
will be particularly useful for our purposes. We write it using an auxiliary quantity Bn(z) defined
as
Bn(z) =
zϕn(z)
ϕ∗n(z)
. (19)
From (18) we can write the Szego˝ recursion for ϕn as
ϕn+1(z) = ρ
−1
n (zϕn(z)− αnϕ∗n(z)) = ρ−1n zϕn(z)(1 − αnBn(z)). (20)
We will be mostly interested in the case |z| = 1, for which the definition of the ∗ operation implies
that ϕ∗n(e
iθ) = einθϕn(eiθ). Therefore the definition of Bn becomes
Bn(e
iθ) = e−i(n−1)θϕn(e
iθ)/ϕn(eiθ) (21)
from which one easily sees that Bn(e
iθ) merely registers the argument of ϕn(e
iθ) and |Bn(eiθ)| = 1.
More generally, the definition of ϕ∗n implies that Bn is a finite Blaschke product from which the
last fact readily follows. From the recursion (20) and the definition (21) we obtain the recurrence
formula
Bn+1(e
iθ) = eiθBn(e
iθ)
1− αnBn(eiθ)
1− αnBn(eiθ) , B0(e
iθ) = eiθ. (22)
The initial condition is from (21) and ϕn(e
iθ) = 1.
Finally, in view of the Berstein-Szego˝ approximation, we shall need to study the sequence
(|ϕn(eiθ)|−2). Taking the modulus of both sides of (20) and using the definition (9) of ρn gives
|ϕn+1(eiθ)|−2 = |ϕn(eiθ)|−2 1− |αn|
2
|1− αnBn(eiθ)|2 . (23)
This recursion will be very important in our later analysis.
2.6 Pru¨fer Phases and the Modified Verblunsky Coefficients
The recursion formula (23) and the Bernstein-Szego˝ approximation demonstrate that the quantities
αnBn(e
iθ) will play a central role in our study. Due to rotation invariance of the laws of our
Verblunsky coefficients, it is usually enough to study ϕn at a single point, for which we use z = 1.
Following [KS09, Lemma 2.1] (and similar constructions in [BNR09, CMN16]) we therefore define
the modified Verblunsky coefficients by
γk = αkBk(1), k ≥ 0. (24)
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This definition sets up a bijection between the modified Verblunskies and the original ones so we
may choose to work with whichever is most convenient at any given moment.
In order to study the field |ϕn(eiθ)|−2 we will still need to keep track of the Bn field at other
points. Given that Bn(1) is already absorbed into the modified Verblunskies, it is enough to keep
track of the ratio Bn(e
iθ)/Bn(1). Note that this is an evolution on ∂D so we may define a sequence
of continuous, increasing functions δn : (−π, π)→ R such that
eiδn(θ) =
Bn(e
iθ)
Bn(1)
.
This quantity is known as the relative Pru¨fer phase at time n. Strictly speaking this only defines
the process modulo 2πZ, so the more precise definition we shall use is that δn is defined by the
recurrence relation
δn+1(θ) = δn(θ) + θ + 2ℑ log
(
1− γn
1− γneiδn(θ)
)
, δ0(θ) = θ. (25)
This recursion is a straightforward consequence of (22). The branch of the logarithm is chosen so
as to give 0 when γn = 0, see [KS09, Proposition 2.2] for more details. Note that, by its definition,
δn is a measurable function of γ0, . . . , γn−1, and that δn(0) = 0 for all n. These definitions lead to
the commonly used relationship
αkBk(e
iθ) = γke
iδk(θ). (26)
2.7 Caratheodory Functions and the Poisson Kernel
The Poisson kernel for the disk plays a prominent role in our analysis, in that it is a tool for directly
studying µ and for the recurrence relation (23). We denote the disk Poisson kernel by PD, and recall
that it is given by
PD(z, e
iθ) =
1− |z|2
|eiθ − z|2 (27)
for z ∈ D. We mostly make use of the rotational invariance property PD(z, eiθ) = PD(ze−iθ, 1) and
the fact that z 7→ PD(z, 1) is a harmonic function. The latter is most easily seen by writing the
Poisson kernel as the real part of an analytic function:
PD(z, 1) = ℜ
(
1 + z
1− z
)
. (28)
The Poisson kernel is also related to the Mo¨bius transformations of the disk to itself in the
following way: for z0 ∈ D, let φz0 : D→ D be the conformal map
φz0(z) =
z − z0
1− z0z . (29)
Recall that this is the unique conformal map of the disk to itself which sends z0 to 0 and has
positive derivative at the origin. It is straightforward to check the relation
|φ′z0(eiθ)| = PD
(
z0, e
iθ
)
. (30)
Combining the recursion (23) and (26) with these properties of the Poisson kernels gives
|ϕn(eiθ)|−2 =
n−1∏
k=0
PD(αk, Bk(eiθ)) =
n−1∏
k=0
PD(γke
iδk(θ), 1). (31)
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We will often take θ = 0 so that the terms on the right hand side are simply PD(γk, 1).
The formulas above are useful when the Bernstein-Szego˝ approximation is used to approximate
µ, but the Poisson kernel can also be used to study µ by considering the Caratheodory function:
F (z) = F (z; dµ) :=
∫
∂D
eiθ + z
eiθ − z dµ(θ).
Note that the real part of the integrand is the Poisson kernel. The behavior of the modulus |F (reiθ)|
as r → 1 gives information on the behavior of the measure, and its magnitude can be bounded in
terms of orthogonal polynomials using the Jitomirskaya-Last inequalities.
Theorem 2.4 (Jitomirskaya-Last inequalities [JL99, Sim05b]). There exists a universal constant
A > 1 (independent of the choice of probability measure µ on ∂D) such that
A−1
‖ϕ·(eiθ)‖x(r)
‖ψ·(eiθ)‖x(r)
≤ |F (reiθ)| ≤ A‖ϕ·(e
iθ)‖x(r)
‖ψ·(eiθ)‖x(r)
for any r ∈ [0, 1) and eiθ ∈ ∂D. The norm is the following: for a sequence (an)n≥0 in C and x > 0
we define ‖a·‖x by
‖a·‖2x =
⌊x⌋∑
n=0
|an|2 + (x− ⌊x⌋)|a⌈x⌉|2.
Then for r ∈ [0, 1) the function x(r) is the unique solution to
(1− r)‖ϕ·(eiθ)‖x(r)‖ψ·(eiθ)‖x(r) =
√
2.
It is known that at most one of the sequences (ϕn(e
iθ) or (ψn(e
iθ)) is not in ℓ2(N), hence the
function x(r) is well-defined. The original proof of these inequalities in [JL99] was for orthogonal
polynomials on the line. The translation to the OPUC case is in [Sim05b].
2.8 Dimension Theory
For singular continuous measures there are many different methods for describing their fractal
geometry. We use the very precise technique that is described in [Las96, JL99], which in turn
comes from the earlier work of Rogers and Taylor [RT59, RT63]. The Rogers and Taylor theory
provides a decomposition of a singular continuous measure with respect to a Hausdorff measure,
akin to the standard Lebesgue decomposition of a general measure into components that are atomic,
absolutely continuous, and singular continuous.
To understand the theory, briefly recall the definition of Hausdorff measure: for d ∈ [0, 1] and
S ⊂ ∂D define hd(S) by
hd(S) = lim
δ↓0
inf
δ−covers
∞∑
i=1
|Ei|d,
where the infimum is over all covers of S by arcs of length less than δ. When restricted to Borel sets,
hd is a Borel measure. For any such S there is a number dimH S, called the Hausdorff dimension
of S, such that d > dimH S =⇒ hd(S) = 0 and d < dimH S =⇒ hd(S) = ∞. Conversely
hd(S) = 0 =⇒ dimH S ≤ d and hd(S) =∞ =⇒ dimH S ≥ d. Based on these notions, Rogers and
Taylor make the following definitions.
Definition 2.5. For d ∈ [0, 1], a probability measure µ on ∂D
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(i) is d-continuous if µ(S) = 0 for all S ⊂ ∂D with hd(S) = 0,
(ii) is d-singular if there exists S ⊂ ∂D such that µ(S) = 1 but hd(S) = 0,
(iii) has exact dimension d if for every ǫ > 0 it is both (d− ǫ)-continuous and (d+ ǫ)-singular.
The exact dimension of a measure is a very useful description of the size of the fractal sets that
support it. To compute exact dimensions for a measure, Rogers and Taylor introduce the notion
of local dimension.
Definition 2.6. Given a probability measure µ on ∂D and a parameter s ∈ [0, 1], define, for each
eiθ ∈ ∂D,
Dsµ(θ) := lim sup
ǫ↓0
µ((θ − ǫ, θ + ǫ))
(2ǫ)s
,
where (θ− ǫ, θ+ ǫ) refers to the arc of length 2ǫ on ∂D centered around eiθ. Then for each θ, there
clearly exists an s0 ∈ [0, 1] such that
Dsµ(θ) =
{
0 if s < s0,
∞ if s > s0.
We will refer to this s0 = s0(µ, θ) as the local dimension of the measure µ at the point θ.
With this definition in hand, Rogers and Taylor produce the following important result.
Theorem 2.7 (Rogers-Taylor [RT59, RT63]). If the local dimension for µ is s0 at µ-a.e. points θ,
then µ has exact dimension s0.
The final result, which is again due to Jitomirskaya and Last and is a consequence of their in-
equalities (Theorem 2.4), gives a way of computing the local dimension via orthogonal polynomials.
In subsequent sections this will be one of our main tools.
Proposition 2.8 (Jitomirskaya-Last [JL99, Sim05b]). For s ∈ (0, 1) let t = s/(2− s). Then
s > s0(µ, θ) ⇐⇒ Dsµ(θ) =∞ ⇐⇒ lim infx→∞
‖ϕ·(eiθ)‖x
‖ψ·(eiθ)‖tx
= 0.
An important corollary of this fact, which we will use repeatedly, is the following. The same
argument appears in [Sim05b].
Corollary 2.9. If, for a probability measure µ on ∂D and a point eiθ ∈ ∂D, there are constants
c, d < 1 such that
lim
n→∞
log |ϕn(eiθ)|−2
log n
= c, lim
n→∞
log |ψn(eiθ)|−2
log n
= d,
then s0(µ, θ) = 2(1 − c)/(2 − c− d).
Note that the results are expressed in terms of the negative second power of the orthogonal
polynomials, which turns out to be the more useful quantity for random Verblunksy coefficients.
Proof. By the assumptions, for any ǫ > 0 there exists an N large such that n ≥ N implies
nc−ǫ ≤ |ϕn(eiθ)|−2 ≤ nc+ǫ, nd−ǫ ≤ |ψn(eiθ)|−2 ≤ nd+ǫ.
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Thus by summing and using the definition of the ‖ · ‖x norms and the fact that c, d < 1 (so that
the norms grow with x) there are constants C0, C1 such that
C0x
1−c−ǫ ≤ ‖ϕ·(eiθ)‖2x ≤ C1x1−c+ǫ, C0x1−d−ǫ ≤ ‖ψ·(eiθ)‖2x ≤ C1x1−d+ǫ.
From these inequalities it is straightforward to check that if t = s/(2− s) then
lim inf
x→∞
‖ϕ·(eiθ)‖x
‖ψ·(eiθ)‖tx
=
{
∞, s < s0
0, s > s0
,
with s0 = 2(1 − c)/(2 − c− d). Proposition 2.8 completes the proof.
Remark 2.10. In using the Jitomirskaya-Last inequality we may equally well replace the limit
with limsup or liminf and appropriate inequalities and obtain inequalities on s0. For example, a
statement of the form
lim inf
n→∞
log |ϕn(eiθ)|−2
log n
≥ c, lim sup
n→∞
log |ψn(eiθ)|−2
log n
≤ d,
implies that s0(µ, e
iθ) ≤ 2(1 − c)/(2 − c− d).
3 Rotationally Invariant Independent Verblunsky Coefficients
3.1 Construction
From the last subsection we see that dimensional properties of a probability measure can be derived
by analyzing the random variable Dsµ(θ), where θ is a random point on ∂D distributed according to
µ. We are interested in the case where µ itself is random and constructed by making a random choice
for the Verblunsky coefficients. Letting Q be a probability measure on D∞ and α = {αn, n ≥ 0}
be a generic element of D∞, we are therefore interested in the joint probability measure
dP(α, θ) := dQ(α) dµα(θ) (32)
on D∞ × ∂D, where µα is the spectral measure corresponding to the sequence α. If the pair (α, θ)
is distributed according to this measure, then by Section 2.8 dimensional properties for µα can be
derived by studying the random variable Dsµα(θ).
It is worthwhile to be slightly pedantic about this construction. Throughout our probability
space will be Ω = D∞× ∂D equipped with its Borel σ-algebra F (under the product topology). By
the Bernstein-Szego˝ approximation (15), the mapping α 7→ µα is measurable from D∞ to the space
of probability measures on ∂D with the weak topology. In other words, µ is a random measure in
the usual sense, see [Kal86]. Then, given a probability measure Q on D∞, the probability measure
P is defined on rectangles by
P(A×B) =
∫
A
µα(B) dQ(α) = EQ
(
µα(B)1{α∈A}
)
for Borel sets A ⊂ D∞, B ⊂ ∂D. Finally P is extended to all of F in the usual way. Since the spaces
D
∞ and ∂D are Polish there are regular conditional distributions for both the α and θ variables, see
[Kal02, Theorem 5.3] for a proof of this fact. By the construction of P the conditional distribution
of θ given α is exactly µα, while the marginal distribution of α is simply Q. In the next section
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we will analyze the conditional distribution Qθ of the Verblunsky coefficients α given θ. We will
also make heavy use of the measure
dP(α, θ) = dQ(α)
dθ
2π
, (33)
under which the Verblunsky coefficients and θ are independent.
Note that under the joint measure P, we have the following straightforward extension of the
Rogers-Taylor result, Theorem 2.7.
Corollary 3.1. If the local dimension for µα is s0 with P-probability one, then µα has exact
dimension s0 for Q-a.e. realizations of the Verblunsky coefficients α.
Proof. By the definition of exact dimension, the hypothesis is that for that any ǫ > 0
P
(⋂
ǫ>0
{(α, θ) : Ds0−ǫµα (θ) = 0,Ds0+ǫµα (θ) =∞}
)
= 1.
By definition of P the latter probability is simply∫
D∞
µα
(⋂
ǫ>0
{θ : Ds0−ǫµα (θ) = 0,Ds0+ǫµα (θ) =∞}
)
dQ(α) = 1.
But since the integrand is always less than or equal to one (since µα is a probability measure) the
integral can equal one only if the integrand is one Q-almost surely.
3.2 Rotationally Invariant Independent Modified Verbunsky coefficients
From this point on, we enforce Assumption 1.1, namely that the Verblunsky coefficients
(αk) are independent and with a rotationally symmetric distribution. The first easy but extremely
useful result concerns the modified Verblunsky coefficients (24). Recall that they are defined in
Section 2.6 and allow to simplify many formulas. Under Assumption 1.1, using the modified instead
of the original coefficients is very convenient because of the following.
Lemma 3.2. ([KS09, Lemma 2.1]) The sequence of modified Verblunsky coefficients (γk, k ≥ 0)
has the same law as the original sequence of Verblunsky coefficients (αk, k ≥ 0).
This result may seem slightly counterintuitive at first since Bk(1) is itself a function of the αk,
but the important properties is that Bk(1) is a point on ∂D that is measureable with respect to
α0, . . . , αk−1, and hence, conditionally on α0, . . . , αk−1, the quantity γk is a fixed rotation of αk
and hence has the same law, independent of the actual value of α0, . . . , αk−1. As a consequence we
may choose to work with the modified Verblunsky coefficients instead of the original ones without
changing the most important results. We will do so in most of the rest of the paper, although we
will freely move between them at many different points.
3.3 Martingale Properties of Orthogonal Polynomials
In this section we describe some particular martingales that arise from orthogonal polynomials and
their relation to the Bernstein-Szego˝ approximation.
Lemma 3.3. For each fixed λ ∈ ∂D the measure P is invariant under the transformation(
{αn}∞n=0, eiθ
)
7→
(
{λn+1αn}∞n=0, λeiθ
)
.
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Proof. By assumption, the sequences {αn, n ≥ 0} and {λn+1αn, n ≥ 0} have the same law, hence
so too do the associated random measures. By Lemma 2.3 these measures are µα(·) and µα(λ·),
hence the result follows.
Proposition 3.4. Under the measure P, the process n 7→ |ϕn(eiθ)|−2 is a martingale with respect
to the filtration Fθn−1 := σ(θ, α0, α1, . . . , αn−1).
Proof. First observe that by the recursions (31) and (25) the variables ϕn(e
iθ) and δn(θ) are mea-
surable with respect to Fθn−1 (the shift in the indexing is because ϕ0 and δ0 are deterministic by
convention, while ϕ1 and δ1 are determined by the Verblunsky coefficient α0, and so on). Using
this measurability and recursion (31) we have the relation
EP
[
|ϕn+1(eiθ)|−2
∣∣∣Fθn−1] = |ϕn(eiθ)|−2EP [PD(γneiδn(θ), 1)∣∣∣Fθn−1] .
In the remaining expectation the term δn(θ) is Fn−1-measurable, whereas γn is independent of
Fn−1. Recall as well that γn has a rotationally invariant law, by Lemma 3.2. Therefore
EP
[
PD(γne
iδn(θ), 1)
∣∣∣Fθn−1] = EP [PD(γn, 1)] = EQ [PD(0, 1)] = 1.
The second-to-last equality uses that γn is rotation invariant and that z 7→ PD(z, 1) is harmonic,
so that its integral on a circle is just the value at the center, i.e. PD(0, 1) = 1.
Remark 3.5. To be pedantic again, the filtration Fθn is the Borel σ-algebra generated by the θ
variable and the first n+ 1 elements of a sequence in D∞, i.e.
Fθn = σ
(
n×
i=0
B(D)×
∞×
i=n+1
{∅,D} × B(∂D)
)
,
where B(D) is the Borel σ-algebra for D, B(∂D) is the Borel σ-algebra for ∂D, and {∅,D} is the
trivial σ-algebra for D. Note that these Fθn generate the entire σ-algebra for Ω, i.e.
F = σ
(
∪∞n=1Fθn
)
.
For consistency of notation we write Fθ−1 to be the σ-algebra for θ, i.e Fθ−1 = σ(×i≥0{∅,D}×B(∂D)).
Forgetting the θ variable entirely we can also consider the smaller σ-algebras
Fn = σ
(
n×
i=0
B(D)×
∞×
i=n+1
{∅,D} × {∅, ∂D}
)
.
Slightly abusing notation, we will also think of (Fn) as the standard filtration for D∞.
Remark 3.6. There is a slightly weaker version of Proposition 3.4 that at first may seem more
natural: for any fixed θ a virtually identical argument shows that |ϕn(eiθ)|−2 is a martingale with
respect to Fn, under the measure Q. This gives the relation
EQ
[
|ϕn+1(eiθ)|−2
∣∣∣Fn−1] = |ϕn(eiθ)|−2 Q− a.s. (34)
However note that there is a null set involved in this identity, and by fixing θ the null set may
depend on θ. The union of these null sets over the uncountably many θ may become an event of
positive probability. Proposition 3.4 avoids this by working with respect to the joint measure and
gives that there is only one single null set in D∞ × ∂D on which the martingale relation does not
hold. Also note that in the proof of Proposition 3.4 the Lebesgue measure dθ/2π could have been
replaced by any fixed probability measure on ∂D. This determines what measure the null set is
with respect to, but for our purposes, the Lebesgue measure will be sufficient.
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The latter remark is useful for the next result, which is noteworthy because it provides a
probabilistic proof of the convergence part of the Bernstein-Szego˝ approximation.
Corollary 3.7. For independent and rotationally invariant Verblunsky coefficients, the probability
measures |ϕn(eiθ)|−2 dθ/2π almost surely converge (weakly) as n→∞.
Proof. Let f : ∂D→ R be continuous and hence bounded. We will show that the process
n 7→
∫
∂D
f(eiθ)|ϕn(eiθ)|−2 dθ
2π
is a martingale with respect to Q and (Fn−1, n ≥ 0), and since it is bounded (because f is and
|ϕn|−2dθ/2π is a probability measure) the martingale convergence theorem implies that it converges
almost surely. Since the almost sure convergence holds simultaneously for a countable and dense
collection of f , this implies a.s. weak convergence (see [Kal86] for more on this type of argument).
Now, for the martingale property, we have
EQ
[∫
∂D
f(eiθ)|ϕn+1(eiθ)|−2 dθ
2π
∣∣∣∣Fn−1] = EP [f(eiθ)|ϕn+1(eiθ)|−2∣∣∣Fn−1]
= EP
[
EP
[
f(eiθ)|ϕn+1(eiθ)|−2
∣∣∣Fθn−1]∣∣∣Fn−1]
= EP
[
f(eiθ)|ϕn(eiθ)|−2
∣∣∣Fn−1]
=
∫
∂D
f(eiθ)|ϕn(eiθ)|−2 dθ
2π
.
The first equality is just the definition of P, the second is the tower property of conditional expec-
tation, the third is by Proposition 3.4, and the final one is again by definition of P and the fact
that θ is the only part of the integrand that is random conditional on Fn−1.
Note that this only provides a probabilistic proof of the convergence part of the Bernstein-Szego˝
approximation. We do not have a separate proof that |ϕn(eiθ)|−2 dθ/2π are probability measures
(which is implicitly used in the above proof), nor are we able to identify the limiting measure
as being the spectral measure. However, by assuming the Bernstein-Szego˝ approximation we are
able to show that the conditional expectation of the spectral measure µα given Fn is the measure
|ϕn+1(eiθ)|−2 dθ/2π, in the following sense.
Lemma 3.8. Let F : D∞ × ∂D→ R be continuous and Fθn-measurable. Then for n ≥ −1
EP [F (α, θ)| Fn] = EQ
[∫
∂D
F (α, θ) dµα(θ)
∣∣∣∣Fn] = ∫
∂D
F (α, θ)|ϕn+1(eiθ)|−2 dθ
2π
.
In particular, for A ∈ Fn and B ∈ B(∂D) we have
P(A×B) =
∫
A
∫
B
|ϕn+1(eiθ)|−2 dθ
2π
dQ(α).
Proof. The first equality in the first display is by definition of P. For the second equality in the
same display, by the Bernstein-Szego˝ approximation and continuity of F in θ we have∫
∂D
F (α, θ) dµα(θ) = lim
m→∞
∫
∂D
F (α, θ)|ϕm(eiθ)|−2 dθ
2π
,
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for any sequence α. Moreover, the convergence is bounded since F is continuous and hence bounded
on the compact space Ω. Thus, by the bounded convergence theorem,
EQ
[∫
∂D
F (α, θ) dµα(θ)
∣∣∣∣Fn] = limm→∞EQ
[∫
∂D
F (α, θ)|ϕm(eiθ)|−2 dθ/2π
∣∣∣∣Fn]
= lim
m→∞
EP
[
F (α, θ)|ϕm(eiθ)|−2
∣∣∣Fn]
= lim
m→∞
EP
[
F (α, θ)EP
[
|ϕm(eiθ)|−2
∣∣∣Fθn]∣∣∣Fn]
= EP
[
F (α, θ)|ϕn+1(eiθ)|−2
∣∣∣Fn]
=
∫
∂D
F (α, θ)|ϕn+1(eiθ)|−2 dθ
2π
.
The second-to-last equality uses Proposition 3.4.
For the second part use the tower property of conditional expectation and the first part to write
EP[F (α, θ)] = EP [EP [F (α, θ)|Fn]] = EP
[∫
∂D
F (α, θ)|ϕn+1(eiθ)|−2 dθ
2π
]
=
∫
∂D
EQ
[
F (α, θ)|ϕn+1(eiθ)|−2
] dθ
2π
.
Since this holds for all continuous F that are Fθn-measurable, it implies that the measures P and
|ϕn+1(eiθ)|−2 dQ(α) dθ/2π coincide on Fθn.
Finally we note that there are probabilistic proofs concerning the absolute continuity and sin-
gularity of the spectral measure µα with respect to Lebesgue measure.
Proposition 3.9. With respect to the measure dP,
(i) the event
{|ϕn(eiθ)|−2 → 0} has either probability 1 or probability 0;
(ii) if |ϕn(eiθ)|−2 → 0 with probability 1, then with Q-probability one, µα is singular with respect
to Lebesgue measure;
(iii) if |ϕn(eiθ)|−2 converges in L1, then with Q-probability 1, µα is absolutely continuous with
respect to the Lebesgue measure.
Proof. For ease of notation write X(θ) = lim supn→∞ |ϕn(eiθ)|−2. By the martingale property of
Proposition 3.4 we know that |ϕn(eiθ)|−2 converges P-almost surely as n → ∞, and in particular
P(X <∞) = 1. To prove part (i), note that the event {X = 0} is a tail event for the filtration Fθn
(by, for example, equation (31) and the positivity of the Poisson kernel), and since P is a product
measure, we have by the Kolmogorov 0-1 Law that P(X = 0) ∈ {0, 1}.
For parts (ii) and (iii) first define measures Pac and Ps by
dPac = X dP, Ps(A) = P(A ∩ {X =∞}),
for Borel A ⊂ Ω. Since P(X < ∞) = 1, we have Pac ≪ P and Ps ⊥ P (hence the reason for the
names). By classical arguments [Dur10, Theorem 5.3.3], we have that P = Pac + Ps, which is the
Lebesgue decomposition of P with respect to P.
Now, in case (ii), we have P(X = 0) = 1, so that Pac = 0, and thus P is singular with respect
to P. It is therefore supported on a set Ω0 of P-measure 0. For any α ∈ D∞, define
Sα = {eiθ ∈ ∂D : (α, eiθ) ∈ Ω0}.
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All these sets are Borel in ∂D, and moreover, by Fubini,
1 = P(Ω0) =
∫
D∞
µα(Sα) dQ(α).
As each µα(Sα) is between 0 and 1, and Q is a probability, this implies that µα(Sα) = 1 for Q-a.e.
α. In other words, for Q-a.e. α, µα is supported on Sα. But on the other hand, we have
0 = P(Ω0) =
∫
D∞
Leb(Sα) dQ(α).
For the same reason, this means that Leb(Sα) = 0 for Q-a.e. α, which is what we wanted.
Finally, in case (iii), we have
Pac(Ω) = EP[X] = lim
n→+∞
EP
[
|ϕn(eiθ)|−2
]
= 1,
where the second equality is by L1-convergence, and the third one uses the martingale property of
Proposition 3.4. Therefore P = Pac is absolutely continuous with respect to P. Then, for any B a
Borel subset of ∂D with Leb(B) = 0, we have
P(D∞ ×B) = 0,
and thus
P(D∞ ×B) =
∫
D∞
µα(B) dQ(α) = 0,
so that µα(B) = 0 for Q-a.e. α. By considering a countable family of B generating the σ-algebra
of the Borel sets of ∂D with measure 0, this shows that for Q-a.e. α, µα(B) = 0 for Borel B with
Leb(B) = 0. This exactly means that µα is continuous with respect to the Lebesgue measure.
3.4 The Conditional Measure for Verblunsky Coefficients
Now we turn to the task of describing the conditional distribution Qθ for the joint measure P. The
intuition comes from the Bernstein-Szego˝ approximation, which says that
dP(α, θ) = dQ(α) dµα(θ) = lim
n→∞
dQ(α)|ϕn(eiθ)|−2dθ/2π.
The next lemma shows that the marginal distribution of θ is Lebesgue, and therefore the formula
above suggests that
dQθ(α) = lim
n→∞
|ϕn(eiθ)|−2 dQ(α).
A proof of this relation follows after. It consists of showing that the limit above exists and that it
agrees with the conditional measure.
Lemma 3.10. Under the measure P the marginal distribution of θ is Lebesgue.
Proof 1. Fix λ ∈ ∂D. By Lemma 3.3 the random variables eiθ and λeiθ have the same law under
P, i.e. the law is invariant under all rotations. Therefore it must be Lebesgue.
Proof 2. By definition of P the marginal measure for θ is the probability measure ν on ∂D with
ν(B) = P(D∞ ×B) = EQ [µα(B)]
for all Borel subsets B of ∂D. However, since D∞ ∈ F−1 the second part of Lemma 3.8 implies
P(D∞ ×B) =
∫
D∞
∫
B
|ϕ0(eiθ)|−2 dθ
2π
dQ(α) =
∫
B
dθ
2π
.
The last equality follows from ϕ0 = 1.
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Note the first proof is based on independence and rotation invariance of the Verblunsky coeffi-
cients while the second uses the martingale property. If the martingale property can be established
without assuming independence and rotation invariance then the second proof still goes through.
Proposition 3.11. For each θ, the limiting measure
dQθ(α) := lim
n→∞
|ϕn(eiθ)|−2 dQ(α)
exists, and, under P, is the conditional measure of α given θ.
Proof. The proof of existence is standard. Let A ∈ Fn. Then by the martingale property (34),
EQ
[
1{α∈A}|ϕm(eiθ)|−2
]
= EQ
[
1{α∈A}|ϕn+1(eiθ)|−2
]
for all m ≥ n + 1. Thus the sequence of measures |ϕn(eiθ)|−2 dQ(α), each one defined on Fn,
form a consistent family, and therefore, by the Kolmogorov Extension Theorem [RY99, Chapter 1,
Theorem 3.2], they extend uniquely to a measure Qθ on σ(∪n≥0Fn) = B(D∞). Furthermore, by
the equality above, we have
Qθ(A) = lim
m→∞
EQ
[
1{α∈A}|ϕm(eiθ)|−2
]
= EQ
[
1{α∈A}|ϕn+1(eiθ)|−2
]
.
This is sufficient to show that Qθ is the weak limit of these measures [Bil99, Theorem 2.2].
To show that Qθ is the conditional distribution of α, first observe that the fact that it can be
written as a limit implies that θ 7→ Qθ(A) is measurable for each A ∈ B(D∞). Hence it makes sense
to consider the measure P′ on Ω defined by
P
′(A×B) =
∫
B
Qθ(A)
dθ
2π
for A ∈ B(D∞), and B ∈ B(∂D). Now if A ∈ Fn then Qθ(A) = EQ[|ϕn+1(eiθ)|−21{α∈A}], by the
above definition of Qθ, hence
P
′(A×B) =
∫
B
∫
A
|ϕn+1(eiθ)|−2 dQ(α) dθ
2π
=
∫
A
∫
B
|ϕn+1(eiθ)|−2 dθ
2π
dQ(α) = P(A×B).
The last equality is the second part of Lemma 3.8. Thus P and P′ agree on all sets of this form,
and so by a classical π-λ system type argument [Dur10], they are the same.
From the definition of Qθ, we can quickly derive some simple properties.
Proposition 3.12. The following statements hold.
(i) If |ϕn(eiθ)|−2 → 0 with positive Q-probability, then the measures Q and Qθ are singular.
(ii) If |ϕn(eiθ)|−2 converges in L1, then the measures Q and Qθ are absolutely continuous.
(iii) For any θ ∈ ∂D, if {αn}∞n=0 has law Qθ, then {ei(n+1)θαn}∞n=0 has law Q0.
(iv) If ({αn}∞n=0, θ) has law P, then {ei(n+1)θαn}∞n=0 has law Q0.
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Proof. For parts (i) and (ii), let X(θ) = lim supn→∞ |ϕn(eiθ)|−2. For each fixed θ, the fact that
(|ϕn(eiθ)|−2) is a martingale shows that Q-a.s., the limsup above is merely a limit. In particular
Q(X(θ) <∞) = 1. We can then define measures Qθ,ac and Qθ,s by
dQθ,ac = X(θ) dQ, Qθ,s(A) = Qθ(A ∩ {X(θ) =∞})
and conclude as in the proof of Proposition 3.9.
For part (iii), we have that, for any F that is Fn−1-measurable,
EQθ [F (α)] = EQ[|ϕn(eiθ;α)|−2F (α)]
= EQ[|ϕn(eiθ; {e−i(k+1)θαk})|−2F ({e−i(k+1)θαk})]
= EQ[|ϕn(1;α)|−2F ({e−i(k+1)θαk})] = EQ0 [F ({e−i(k+1)θαk})].
The first equality is the definition of Qθ (see the previous proof), the second holds by rotation
invariance of Q, and the third is by Lemma 2.3. Finally, part (iv) follows from (iii) and the
decomposition dP(α, θ) = dQθ(α) dθ/2π, since for Borel A ⊂ D∞,
P
(
{ei(n+1)θαn}∞n=0 ∈ A
)
=
∫
∂D
Qθ
(
{ei(n+1)θαn}∞n=0 ∈ A
)
dθ/2π = Q0 ({αn}∞n=0 ∈ A) .
Parts (iii) and (iv) show that it is enough to study the measures Q0. In particular, part (iii)
combined with Corollary 3.1 gives the following simplification for computing exact dimensions:
Corollary 3.13. Suppose there are constants c, d < 1 such that, with Q0 probability one,
lim
n→∞
log |ϕn(1;α)|−2
log n
= c, lim
n→∞
log |ψn(1;α)|−2
log n
= d.
Then µα has exact dimension 2(1−c)/(2−c−d) for Q-a.e. realizations of the Verblunsky coefficients.
Proof. By Corollary 3.1 it is sufficient to show that s0(µα, θ) = 2(1− c)/(2− c− d) holds P almost
surely. By a rotation of the circle, it is clear that for any sequence α of Verblunsky coefficients
there is the identity s0(µα, θ) = s0(µα(e
iθ·), 0). By Lemma 2.3 we have that
µα(e
iθ·) = µ{ei(n+1)θαn}.
Therefore by part (iv) of Proposition 3.12, one has
P(s0(µα, θ) ≤ s) = P(s0(µα(eiθ·), 0) ≤ s) = Q0(s0(µα, 0) ≤ s)
for arbitrary s, and the result then follows from Corollary 2.9.
3.5 The Markov Chain Description for the Conditional Verblunskies
In this section, we analyze the behavior of the Verblunsky coefficients under the measure Q0. The
description turns out to be simplest in terms of the modified Verblunsky coefficients γn, which
maintain their independence properties but lose their rotation invariance. The radial part of each
Verblunsky maintains the same law but its angular part is biased towards z = 1. Translating these
results back into the original Verblunsky coefficients shows that the quantity (αn, Bn(1)) forms a
Markov chain with a straightforward transition probability.
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Theorem 3.14. Under Q0 the modified Verblunsky coefficients {γn : n ≥ 0} are mutually indepen-
dent with marginal laws
Q0(γn ∈ dz) = PD(z, 1)Q(γn ∈ dz). (35)
Consequently, under Q0 the process n 7→ (αn, Bn(1)) forms a Markov chain with transition kernel
Q0(αn+1 ∈ dz|αn, Bn(1)) = PD(αnBn(1), 1)Q(αn+1 ∈ dz), (36)
while Bn(1) updates by formula (22).
Proof. This is a straightforward consequence of the independence and rotation invariance of the
modified Verblunsky coefficients under Q and formula (31) at θ = 0, which shows that
|ϕn(1)|−2 =
n−1∏
k=0
PD(γk, 1),
so that the Radon-Nikodym derivative between Q0 and Q maintains the product structure of Q.
The Markov chain description for the original Verblunsky coefficients follows from (23) expressed
in terms of αn and Bn(1), or alternatively by taking the result for γn and applying the bijection
from modified Verblunkies back to the original ones.
3.6 Coupling Q and Q0
In this section we derive an algorithm that converts Verblunskys distributed according to Q into
Verblunskys distributed according to Q0. We use it to derive several distributional properties of
the Verblunskys under Q0.
Proposition 3.15. Given a sequence {γn}∞n=0 ∈ D∞ define a new sequence {γ∗n}∞n=0 by
γ∗n := γn
1 + γn
1 + γn
. (37)
If {γn}∞n=0 has law Q, then {γ∗n}∞n=0 has law Q0. Consequently, under Q0 the modified Verblunsky
coefficients are invariant under conjugation, have radial laws that are the same as they are under
Q, and have integer moments given by
EQ0[γ
m
n ] = EQ[(γ
∗
n)
m] = EQ[|γn|2m]. (38)
In the above we of course think of the γn as the modified Verblunksy coefficients. It is straight-
forward to modify this result to obtain the analogous result for the original Verblunsky coefficients,
if so desired. The proof relies on the following simple lemma.
Lemma 3.16. Let Z be a random variable taking values in D whose law dΛ(z) is rotationally
invariant. Then, for fixed w ∈ ∂D, the random variable
|Z|φ−|Z|w
(
Z
|Z|
)
= Z
1 + Zw
1 + Zw
has law PD(z, w) dΛ(z) on D.
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Proof. Represent Z by its radial and angular parts via the pair (|Z|, Z/|Z|). The rotation invariance
of Z implies that the joint measure of this pair can be written as dη(r) dθ/2π, where η is the
distribution of |Z|. Then recall that for z0 ∈ D, the conformal map φz0 sends the disk to itself and
z0 to 0, and on the circle has derivative
|φ′z0(eiθ)| = PD(z0, eiθ).
Therefore if X is a uniform random variable on ∂D, then φ−z0(X) has law
|φ′z0(eiθ)|
dθ
2π
.
Conditioning on |Z| and then using the identity
|φ′rw(eiθ)| = PD(rw, eiθ) = PD(rw, e−iθ) = PD(reiθ, w) = |φ′reiθ (w)|
we get that φ−|Z|w(Z/|Z|) has law
|φ′|Z|w(eiθ)|
dθ
2π
= |φ′|Z|eiθ(w)|
dθ
2π
.
Multiplying by the marginal density of the |Z| variable completes the proof.
Proof of Proposition 3.15. Lemma 3.16 and Theorem 3.14 combine to show that the law of γ∗n under
Q is exactly Q0. Conjugation invariance of γn under Q (which follows from rotation invariance)
therefore implies conjugation invariance of γ∗n, by (37). That the radial laws are the same under Q
and Q0 follows from |γn| = |γ∗n|. Finally, for the moment formula, use that
EQ0 [γ
m
n ] = EQ[(γ
∗
n)
m] = EQ
[(
γn
1 + γn
1 + γn
)m]
= EQ
[
|γn|mφ−|γn|
(
γn
|γn|
)m]
.
Since the function z 7→ φ−|γn|(z)m is analytic on D and γn/|γn| is uniformly distributed on ∂D and
independent of |γn| it follows that
EQ
[
φ−|γn|
(
γn
|γn|
)m∣∣∣∣ |γn|] = φ−|γn|(0)m = |γn|m.
The tower property of conditional expectation finishes the computation.
4 Almost Sure Local Dimensions
4.1 Main result
In this section we compute exact local dimensions for µα at typical points of the measure. The
techniques we use are very general and apply to any choice of independent and rotationally invariant
Verblunsky coefficients satisfying (5) and (6), to wit
EQ[|αn|2] ∼ 2
βn
(39)
and
EQ[|αn|3] = o
(
1
n
)
. (40)
We shall prove Theorem 1.4, namely that Q-a.s., µα has exact Hausdorff dimension 1 − 2/β. By
Corollaries 2.9 and 3.13 it is enough to prove the following.
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Proposition 4.1. With Q0-probability one
lim
n→∞
log |ϕn(1)|−2
log n
=
2
β
, lim
n→∞
log |ψn(1)|−2
log n
= − 2
β
.
Note that the assumption of β > 2 is only used in this section to satisfy the assumption of
Corollary 2.9 that c < 1. All subsequent results hold for all β > 0.
4.2 Simplification to Bounded Verblunsky Coefficients
In all the proofs, we will in fact assume that the αn are uniformly bounded away from 1, i.e., for
some δ > 0,
Q (∀n ≥ 0 |αn| ≤ 1− δ) = 1. (41)
Here is why this is enough to obtain the results for general variables αn satisfying (39) and (40).
First note that (39) implies that the sequence |αn| converges to zero in probability. Since it also
take values in D, for any ε > 0 we may find δ > 0 such that
Q (∀n ≥ 0 |αn| ≤ 1− δ) ≥ 1− ε.
Then, truncate the variables at radius 1− δ by letting
α˜n = (|αn| ∧ 1− δ) αn|αn| .
Our choice of δ means that
Q (∀n ≥ 0 αn = α˜n) ≥ 1− ε.
The variables (α˜n) are still rotationally invariant and independent and satisfy (41) and (40). More-
over, by Ho¨lder’s and Markov’s inequalities,
EQ
[|αn|21{|αn|>1−δ}] ≤ E [|αn|3]2/3 P (|αn| > 1− δ)1/3
≤ E [|αn|3]2/3 E[|αn|2]1/3(1− δ)−2/3
= o(n−2/3)n−1/3 = o(n−1),
so that
EQ
[|α˜n|2] ≥ EQ [|αn|21{|αn|≤1−δ}] = EQ [|αn|2]− EQ [|αn|21{|αn|>1−δ}] = 2βn + o(n−1).
Combining this with the obvious inequality EQ[|α˜n|2] ≤ EQ[|αn|2] we have
EQ
(|α˜n|2) ∼ 2
βn
.
So the second moments of the α˜n and of αn have the same asymptotic rate of decay, with the same
constant. So once we prove, for instance, that µ
α˜
has a.s. exact Hausdorff dimension 1− 2/β, then
µα has exact Hausdorff dimension 1 − 2/β with probability at least 1− ε. Since this holds for all
ε > 0, and the result does not depend on ε, then this also proves it for µα.
The main purpose of assuming (41) is that it allows us to make Taylor expansions of functions
of αn that are uniform in α. For instance, we have the Taylor series expansion
logPD(z, 1) = 2ℜz − 2(ℑz)2 +O(|z|3), (42)
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when z → 0. Applied to formula (31) for |ϕn(1)|−2, this gives
log |ϕn(1)|−2 =
n−1∑
k=0
(
2ℜγk − 2(ℑγk)2 +O(|γk|3)
)
. (43)
The moment assumptions imply that the first two terms grow like a multiple of log n (see below),
but the last one is more tricky to deal with. For instance, without knowing more, we cannot take
an expectation of this formula. More precisely, we cannot put the expectation inside the O(·). But
if the αn do satisfy (41), then O(·) simply means that there is a constant C, that depends only on
δ, such that
O(|αk|3) ≤ C|αk|3.
Therefore
E
[
n−1∑
k=0
O(|αk|3)
]
≤ C
n−1∑
k=0
E(|αk|3) = o(log n),
by (40). As a conclusion, these terms will not matter.
4.3 A lemma on martingales
For the precise asymptotics of the first two terms in the Taylor expansion above it will be enough
to analyze their means, as a result of the following result, which is taken from [Wil91, Chapter 12].
Lemma 4.2. Let Mn be a martingale with M0 = 0 and with increments Xn = Mn −Mn−1 that
satisfy E[X2n] <∞ for all n. Assume that (bn) is a sequence of positive real numbers s.t.
∞∑
n=1
E(X2n)
b2n
<∞.
Then Mn/bn → 0 almost surely as n→∞.
Proof. The process Zn defined by
Zn =
n∑
k=1
Xk
bk
is a martingale, and by orthogonality of the increments, we have
E(Z2n) =
n∑
k=1
E(X2k)
b2k
,
which is bounded by assumption. Therefore, its quadratic variation has E(〈Z〉∞) < ∞, and so
Zn converges a.s. by [Wil91, Theorem 12.13]. By Kronecker’s Lemma [Wil91, Lemma 12.7], this
implies
1
bn
n∑
k=1
Xk → 0 a.s.,
as required.
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4.4 Asymptotics Under Q
Before proving Proposition 4.1, we quickly analyze the asymptotics of |ϕn(1)|−2 and |ψn(1)|−2 under
Q. The results below and Point (ii) of Proposition 3.9 imply that for these Verblunsky coefficients,
the spectral measures µα are almost surely singular with respect to the Lebesgue measure.
Proposition 4.3. With Q probability one
lim
n→∞
log |ϕn(1)|−2
log n
= − 2
β
= lim
n→∞
log |ψn(1)|−2
log n
.
Proof. We begin with the proof for |ϕn(1)|−2. Using equation (43) it is enough to determine the
asymptotics of the first two summands. Recall that under Q the modified Verblunskies γk are
independent and have the same law as the original Verblunskies αk. Therefore
n−1∑
k=0
ℜγk
is a Q-martingale. The moment assumptions (39) and (40) show that it satisfies the conditions of
Lemma 4.2 for bn = log n, and therefore is almost surely o(log n). For the second part, write
n−1∑
k=0
(ℑγk)2 =
n−1∑
k=0
[
(ℑγk)2 − EQ[(ℑγk)2]
]
+
n−1∑
k=0
EQ[(ℑγk)2].
By construction the first summation on the right is a martingale, and again by the moment as-
sumptions (5) and Lemma 4.2 it is o(log n) with probability one. For the second summation on the
right, we have
EQ[(ℑγk)2] = 1
2
EQ[|γk|2] ∼ 1
βk
.
The first equality is by the rotation invariance of γk and the second one is by (39). After collecting
all signs and the necessary factors of two the proof for |ϕn(1)|−2 is complete. The result for |ψn(1)|−2
follows since ψn(1;α) = ϕn(1;−α) and the sequence −α has the same law as α under Q.
4.5 Asymptotics Under Q0
4.5.1 First kind polynomials
Under Q0 the proofs for |ϕn(1)|−2 and |ψn(1)|−2 are very different, in contrast with the compu-
tations under Q. We begin with |ϕn(1)|−2, for which the first summand of (43) is decomposed
into
n−1∑
k=0
ℜγk =
n−1∑
k=0
(ℜγk − EQ0 [ℜγk]) +
n−1∑
k=0
EQ0 [ℜγk].
By construction, the first summation is a martingale under Q0, and by (39), it satisfies the hy-
potheses of Lemma 4.2 for bn = log n, since the law of |γk| is the same under both Q and Q0 (see
Proposition 3.15). Therefore we only need to consider the second summation, for which we have
EQ0 [ℜγk] = ℜEQ0 [γk] = EQ[|γk|2], (44)
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the second equality coming from Proposition 3.15. Therefore by the moment assumptions (39)
lim
n→∞
1
log n
n−1∑
k=0
2ℜγk = 4
β
,
with Q0-probability one. For the summation involving (ℑγk)2 the same argument applies, one only
needs to use the identity 2(ℑz)2 = |z|2 −ℜ(z2) and Proposition 3.15 to compute that
2EQ0 [(ℑγk)2] = EQ[|γk|2]− EQ[|γk|4] ∼
2
βk
. (45)
Therefore
lim
n→∞
1
log n
n−1∑
k=0
2(ℑγk)2 = lim
n→∞
1
log n
n−1∑
k=0
EQ[|γk|2]− EQ[|γk|4] = 2
β
,
Q0-almost surely.
4.5.2 Second kind polynomials
We now study the second kind polynomials ψn, and we wish to show that
lim
n→∞
log |ψn(1)|−2
log n
= − 2
β
.
Recall that we will always use the assumption (41) that the αn, and thus the γn, are uniformly
bounded away from 1.
To begin with, for each z define a sequence of matrices Rn(z) by
Rn(z) =
1√
2
(
ϕn(z)/ϕn(1) −iψn(z)/ϕn(1)
ϕ∗n(z)/ϕ
∗
n(1) iψ
∗
n(z)/ϕ
∗
n(1)
)
.
The interest in Rn(z) lies in the fact that
R∗n(1)Rn(1) =
(
1 zn
zn
∣∣∣ψn(1)ϕn(1) ∣∣∣2
)
(46)
for some quantity zn that is irrelevant for our purposes. We want to understand the behavior of
|ψn(1)| under Q0, and we already know from the previous section that log |ϕn(1)| ∼ −1/β log n.
The Szego˝ recursion (18) and some basic algebra shows that Rn(z) obeys the recursion
Rn+1(z) = BnZRn(z), (47)
where
Bn =
(
(1− γn)−1 −γn(1− γn)−1
−γn(1− γn)−1 (1− γn)−1
)
, Z =
(
z 0
0 1
)
. (48)
By iterating (47) we can write
Rn(1) = Bn−1 · · ·B0U, U = 1√
2
(
1 −i
1 i
)
.
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Since U is a unitary matrix, we have
R∗n(1)Rn(1) = U
∗(Bn−1 · · ·B0)∗(Bn−1 · · ·B0)U = (Cn−1 · · ·C0)∗Cn−1 · · ·C0, (49)
where Ck = U
∗BkU . It is straightforward to compute that
Ck =
(
1 2ℑ γk1−γk
0 1 + 2ℜ γk1−γk
)
. (50)
Remark 4.4. The simplification in the shape of the matrices when transforming Bn into Cn can
be understood as follows. First, An is of the form(
x 1− x
1− x x
)
,
and hence corresponds to a Mo˝bius transformation of the disk. Additionally, the vector (1 1)t is an
eigenvector with eigenvalue 1, which means that the point 1 on the disk is left invariant. Now, U
corresponds to the Cayley transformation that conformally maps the upper half-plane to the disk,
and sends ∞ to 1, and conversely for U∗. The matrix Cn = U∗AnU therefore represents the image
of that Mo˝bius mapping in the upper half-plane, which therefore fixes ∞ (the image of (1 1)t).
Hence, it is an affine map, and is therefore written as(
1 x
0 y
)
,
as verified by the above computation.
If we write
Cn−1 · · ·C0 =
(
1 Xn−1
0 Yn−1
)
, (51)
then (50) shows that Xn and Yn satisfy the recurrence
Xn = Xn−1 + 2Yn−1ℑ γn
1− γn , Yn = Yn−1
(
1 + 2ℜ γn
1− γn
)
. (52)
Note that from the expression (28) for the Poisson kernel we have the identity
Yn−1 =
n−1∏
k=0
PD(γk, 1) = |ϕn(1)|−2. (53)
Finally, (46), (49), and (51) imply that∣∣∣∣ψn(1)ϕn(1)
∣∣∣∣2 = X2n−1 + Y 2n−1. (54)
Therefore, it is enough to study the sequences {Xn} and {Yn} as given by (52), under the law Q0.
For Yn the analysis is simple enough: by (53) and Proposition 4.1 that gives the asymptotics of
|ϕn(1)|−2 under Q0, we have
lim
n→∞
log Yn
log n
=
2
β
, Q0 almost surely. (55)
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In particular, for fixed ε, η > 0, we have a constant C > 0 such that
Yk ≤ Ck2/β+η/2
for all k, with Q0 probability at least 1− ε.
Now, for the asymptotic behavior of Xn, by (52) it is clearly enough to study
n∑
k=1
Yk−1ℑ γk
1− γk (56)
under Q0. In fact we will study the truncated quantity
Mn =
n∑
k=1
(Yk−1 ∧ Ck2/β+η/2)ℑ γk
1− γk . (57)
By the remark above we have that (56) and (57) are equal with probability at least 1−ǫ. Moreover,
the coupling relationship of Proposition 3.15 gives us the identity
EQ0
[
ℑ γn
1− γn
]
= EQ
[ ℑγn
1− |γn|2
]
= 0, (58)
with the last equality following from the rotation invariance of γn under Q. Hence (56) and (57)
are both mean zero martingales, by the measurability of Yk−1 with respect to Fk−1. The variance
of each term of (57) is bounded by
EQ0
[
(Yk−1 ∧Ck2/β+η/2)2
(
ℑ γk
1− γk
)2]
≤ C2k4/β+ηEQ
[( ℑγn
1− |γn|2
)2]
≤ C ′k4/β+η−1, (59)
where we use (41). Now, an appeal to Lemma 4.2 with bk = k
2/β+η allows us to conclude that
Mn
n2/β+η
→ 0, Q0 − a.s.
Since Mn is equal to (56) with probability at least 1− ǫ, and since the recursion (52) tells us that
(56) has the same asymptotics as Xn, we conclude that
lim
n→∞
Xn
n2/β+η
= 0
with Q0 probability at least 1 − ǫ. Since this holds for arbitrary ǫ and η, we finish by using (54)
and (55) to conclude that
lim
n→∞
1
log n
log
∣∣∣∣ψn(1)ϕn(1)
∣∣∣∣2 = 4β , Q0 − a.s.
Since we already proved in Section 4.5.1 that
lim
n→∞
log |ϕn(1)|−2
log n
=
2
β
, Q0 − a.s.,
the proof of Proposition 4.1 follows.
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5 Large Deviations for the Norm
Jitomirskaya-Last dimension theory requires strong control on the norm
‖ϕ·(1)‖2n =
n∑
k=0
|ϕk(1)|2.
In the previous section we obtained this control by finding precise asymptotics for log |ϕn(1)|2 as
n → ∞, using that it is a sum of independent variables (under both Q and Q0). From this we
derived that
lim
n→∞
log ‖ϕ·(1)‖2n
log n
= 1 +
2
β
, Q− a.s., lim
n→∞
log ‖ϕ·(1)‖2n
log n
= 1− 2
β
, Q0 − a.s.
In this section we derive a large deviations principle (LDP) for the quantity
Υn :=
log ‖ϕ·(1)‖2n
log n
,
i.e. the asymptotic probability that Υn takes on an atypical value as n → ∞. Such probabilities
are useful for estimating the probability that the spectral measure of an interval, µα(θ − ǫ, θ +
ǫ), decays atypically as ǫ → 0, for θ chosen according to µα or to the Lebesgue measure. The
large deviations analysis is somewhat delicate because the scale of the terms |ϕk(1)|2 changes as k
increases. Moreover we need to get control on the large deviations behavior of the entire process
k 7→ |ϕk(1)|2 in order to get control on the behavior of the norm ‖ϕ·(1)‖2n. To this end we analyze
the large deviations of the sequence of processes
Zn(t) :=
log |ϕkn(t)(1)|−2
log n
, t ∈ [0, 1], (60)
as random elements of the Skorohod space D([0, 1]), for an appropriately chosen time scale kn. We
obtain a functional LDP for the sequence (Zn) and convert it into an LDP for (Υn), using the fact
that ‖ϕ·(1)‖2n is a functional of (|ϕk(1)|2). Going from a process level LDP to one for a sequence of
random numbers is an example of a contraction principle. Process level LDPs are often easier to
obtain, and that is also true in this case because log |ϕk(1)|−2 is the sum of independent random
variables. The process level LDP for (Zn) is also helpful for understanding how the Verblunsky
coefficients behave when they produce an atypical value of (Υn).
5.1 Process Level LDP for Sums of Independent Variables
The standard process level result for sums of i.i.d. variables is Mogulskii’s theorem, see [DZ98,
Chapter 5]. Here is a quick summary: assume the iid random variables X1,X2, . . ., taking values
in R, satisfy that
Λ(λ) = logE[eλXi ]
is finite for all λ ∈ R. Define the process Sn : [0, 1]→ R by
Sn(t) =
1
n
nt∑
i=1
Xi,
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which we consider as a random element of the Skorohod space D([0, 1]). Then Mogulskii’s theorem
states that the sequence of probability laws induced by Sn satisfies an LDP with speed n and rate
function
I(g) =
{∫ 1
0 Λ
∗(g(t)) dt, if g is absolutely continuous and g(0) = 0,
+∞, otherwise, (61)
where Λ∗ is the Fenchel-Legendre transform of Λ defined by
Λ∗(x) = sup
λ∈R
{λx− Λ(λ)} .
Recall that the precise statement of the LDP is that for every Borel set A ⊂ D([0, 1]), we have
− inf
g∈A◦
I(g) ≤ lim inf
n→∞
1
n
log P(Sn ∈ A) ≤ lim sup
n→∞
1
n
logP(Sn ∈ A) ≤ − inf
g∈A
I(g)
where A◦ and A are the interior and closure of A, respectively, in the Skorohod topology.
The process level large deviations principle for log |ϕn(1)|−2 does not fall exactly into this
framework, since by equation (31) we have
log |ϕn(1)|−2 =
n−1∑
k=0
log PD(γk, 1).
The γk are still independent (under both Q and Q0) but the distribution of the γk is changing and
concentrating around zero as k → ∞. Thus we need a version of Mogulskii’s theorem in which
the random variables Xi are independent but not necessarily identically distributed. This should
be a standard result but we were unable to find it in the literature, so we spend the rest of this
section deriving it. Most of the proof is a straightforward modification of the one for Mogulskii’s
theorem in [FK06, Chapter 4], with some modifications from [FK06, Chapter 5]. The statement is
the following.
Theorem 5.1. Let (Xk) be a sequence of independent random variables taking values in R such
that
Λk(λ) := logE[e
λXk ]
is finite in an open interval around zero. Moreover, assume there is a sequence of positive numbers
(ck) such that
Λ(λ) := lim
k→∞
1
ck
Λk(λ)
exists and is finite for every λ ∈ R. Further assume that (ck) and Λ satisfy
(a) log n = O(Kn) and maxk≤n ck = o(Kn), where Kn := c1 + . . . + cn;
(b) the function Λ is differentiable and steep, the latter meaning that
lim
λ→±∞
Λ′(λ) =∞.
Now, for n ≥ 1 and 1 ≤ k ≤ n, define a mesh tk,n in [0, 1] by
tk,n = (c1 + . . . + ck)/Kn,
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and t0,n = 0. Then define a time scale kn : [0, 1] → {1, . . . , n} by kn(t) = k for t ∈ [tk−1,n, tk,n),
and consider the partial sum process
Zn(t) =
1
Kn
kn(t)∑
i=1
Xi, t ∈ [0, 1]. (62)
Then the processes Zn satisfy a LDP with speed Kn and rate function (61), in the topology of
uniform convergence.
Note that the process Zn(t) of (60) is just a special case of (62) with Xk = log PD(γk, 1) and ck
still to be determined; we will later see that the appropriate choice is ck = 1/k. For many choices
of Verblunsky coefficients and k small it will often be true that
E[PD(γk, 1)
λ] =∞,
at least for λ sufficiently large, which is why we do not assume that the Λk are finite for all
λ. However as long as the Λk eventually become finite at each λ and converge to some limiting
value there are no difficulties. We will verify that the conditions of Theorem 5.1 hold for a broad
class of Verblunsky coefficients in the next section. The steepness condition on Λ ensures that its
Fenchel-Legendre transform Λ∗ is a good convex rate function (see [DZ98, Theorem 2.3.6]), which
is implicitly used in the proofs to come. Also note that the topology of the theorem is uniform
convergence, even though the processes Zn have jumps at the times tk,n and are therefore in the
Skorohod space D([0, 1]). Thus one of the conclusions of the theorem is that the jumps can be
ignored, or the process can be made continuous by linear interpolation without any modification
to the LDP. We will use the latter fact later to obtain the LDP for Υn.
We break the proof of Theorem 5.1 into three lemmas. In the first, Lemma 5.3, we show that the
processes Zn are exponentially tight in the Skorohod space D([0, 1]), meaning that the probability
of the process not being in a compact set decays faster than any exponential in Kn. In the second
lemma, we show that the Zn are C-exponentially tight, meaning that they are asymptotically
continuous in a strong enough sense. This allows us to prove the LDP in the topology of uniform
convergence rather than just the Skorohod topology. The final lemma proves an LDP for finite
dimensional distributions of the process, and then combined with exponential tightness, this allows
us to infer the process-level LDP. The latter is essentially a version of the Dawson-Ga¨rtner theorem,
although we use the approach of [FK06, Chapter 4.7]. In these lemmas we need the following
straightforward extension of the Stolz-Cesa`ro theorem, whose proof is an easy exercise.
Lemma 5.2. Assume that (ck) is a sequence of positive numbers with Kn = c1 + . . . + cn → ∞.
Assume that (dk) is another sequence of numbers with dn/cn → ℓ ∈ R as n → ∞, and that there
are integer sequences (r±n ) such that
lim
n→∞
1
Kn
r+n∑
i=r−n
ci = u.
Then
lim
n→∞
1
Kn
r+n∑
i=r−n
di = u ℓ.
Lemma 5.3. The laws of Zn are exponentially tight in D([0, 1]), meaning that for every M <∞,
there exists a compact set EM ⊂ D([0, 1]) such that
lim sup
n→∞
1
Kn
logP(Zn ∈ EM ) < −M.
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Proof. The proof is a modification of [FK06, Theorem 4.1]. We first show that, for each fixed
t ∈ [0, 1], the sequence (Zn(t)) is exponentially tight in R. Let kn = kn(t), so that
Zn(t) =
1
Kn
kn∑
i=1
Xi.
Then for L > 0, the exponential Chebyshev inequality implies that
1
Kn
logP(Zn(t) > L) ≤ −L+ 1
Kn
kn∑
i=1
Λi(1).
By definition of Kn and the assumption that Λi(1)/ci → Λ(1) as i→∞, it follows from the Stolz-
Ce`saro type theorem in Lemma 5.2 that the right hand side tends to tΛ(1) as n → ∞. The same
argument produces a similar L dependent bound for P(Zn(t) < −L), and then taking L → ∞
shows the exponential tightness.
Now we prove that the Zn are tight in the Skorohod space D([0, 1]). As in [FK06, Theorem 4.1]
this is done by using the pointwise exponential tightness above and proving that
lim
δ→0
lim
n→∞
1
Kn
log P(ω′(Zn, δ) > ǫ) = −∞,
where ω′ : D([0, 1]) × R→ [0,∞] is the modulus-of-continuity type object defined by
ω′(f, δ) = inf
(sj)
max
j
sup
sj−1≤s,t≤sj
|f(s)− f(t)|,
and the infimum is over all partitions of [0, 1] with mesh size (minimum length of an interval)
greater than δ. We will only need to consider the partition with all intervals the same size and of
length δ, except for potentially the last one having longer length in [δ, 2δ). For s < t we have by
definition of Zn that
Zn(t)− Zn(s) = 1
Kn
kn(t)∑
i=kn(s)+1
Xi.
Therefore, by using the equisized partition mentioned above we have
ω′(Zn, δ) ≤ max
0≤j<1/δ
1
Kn
∣∣∣∣∣∣
kn((j+1)δ)∑
i=kn(jδ)+1
Xi
∣∣∣∣∣∣ .
We then apply the standard union bound and replace the summation with the maximum of the
summands to obtain
P(ω′(Zn, δ) > ǫ) ≤ δ−1 max
0≤j<1/δ
P
 1
Kn
∣∣∣∣∣∣
kn((j+1)δ)∑
i=kn(jδ)+1
Xi
∣∣∣∣∣∣ > ǫ
 .
Each of the probabilities above can be bounded by the exponential Chebyshev inequality to obtain
P(ω′(Zn, δ) > ǫ) ≤ δ−1e−λKnǫ max
0≤j<1/δ
max
±λ
kn((j+1)δ)∏
i=kn(jδ)+1
Ee±λXi ,
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where the inner maximum means the larger over the indicated terms with λ or −λ. Therefore by
taking logarithms we have
1
Kn
log P(ω′(Zn, δ) > ǫ) ≤ − log δ
Kn
− λǫ+ max
0≤j<1/δ
max
±λ
1
Kn
kn((j+1)δ)∑
i=kn(jδ)+1
Λi(±λ). (63)
However, by definition of Kn and the functions kn, we have
lim
n→∞
1
Kn
kn((j+1)δ)∑
i=kn(jδ)+1
ci = (j + 1)δ − jδ = δ,
and since Λi(±λ)/ci → Λ(±λ) as i→∞, the Stolz-Ce`saro theorem of Lemma 5.2 implies that
lim
n→∞
1
Kn
kn((j+1)δ)∑
i=kn(jδ)+1
Λi(±λ) = δΛ(±λ).
Therefore by taking the limsup of (63) we obtain
lim sup
n→∞
1
Kn
kn((j+1)δ)∑
i=kn(jδ)+1
Λi(±λ) ≤ −λǫ+ δmax
±λ
Λ(±λ) = −δmin
±λ
{λǫ/δ − Λ(±λ)}.
This is true for all λ > 0, therefore we can optimize the right hand side over λ to obtain
lim sup
n→∞
1
Kn
logP(ω′(Zn, δ) > ǫ) ≤ −δmin
±λ
Λ∗(±ǫ/δ). (64)
Then the steepness condition Λ′(λ) → ∞ as λ → ±∞ implies that δΛ∗(±ǫ/δ) → ∞ as δ → 0, so
the above exactly shows that the Zn are exponentially tight in the Skorohod space D([0, 1]).
Lemma 5.4. The processes Zn are C-exponentially tight in D([0, 1]), meaning that for every δ > 0
lim sup
n→∞
1
Kn
logP
(
sup
t∈[0,1]
|Zn(t)− Zn(t−)| > δ
)
= −∞.
Proof. By definition of Zn the only jumps are at the times tk,n, therefore
sup
t∈[0,1]
|Zn(t)− Zn(t−)| = 1
Kn
max
1≤k≤n
|Xk|.
Then by the standard union bound
P
(
sup
t∈[0,1]
|Zn(t)− Zn(t−)| > δ
)
≤
n∑
k=1
P(|Xk| > δKn).
Now, for each fixed λ > 0, there exists an integer M = M(λ) such that E[eλ|Xk|] < ∞ for all
k ≥M(λ), by the assumption that Λk(±λ)/ck converges to a finite quantity for each λ. Therefore
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on all terms with k ≥M in the last summation we can apply the exponential Chebyshev inequality
to obtain
n∑
k=1
P(|Xk| > δKn) ≤M +
n∑
k=M
e−λδKnE[eλ|Xk|].
Taking logarithms of both sides yields (also using subadditivity of the logarithm)
1
Kn
logP
(
sup
t∈[0,1]
|Zn(t)− Zn(t−)| > δ
)
≤ 1
Kn
logM − δλ+ 1
Kn
log
n∑
k=M
E[eλ|Xk|].
By the assumption that c−1k Λk(±λ) converges as k → ∞ we have that there exists a constant
A = A(λ) > 0 such that logE[e±λXk ] ≤ Ack for all k ≥M , and therefore
1
Kn
logP
(
sup
t∈[0,1]
|Zn(t)− Zn(t−)| > δ
)
≤ 1
Kn
logM − δλ+ 2
Kn
log
n∑
k=M
eAck
≤ 1
Kn
logM − δλ+ 2
Kn
(A max
1≤k≤n
ck + log n).
Now, recalling that Kn = c1 + . . .+ cn and that we assumed that log n = O(Kn) and maxk≤n ck =
o(Kn), for the last term in the expression above there is a universal constant C > 0 such that
lim sup
n→∞
1
Kn
log P
(
sup
t∈[0,1]
|Zn(t)− Zn(t−)| > δ
)
≤ −δλ+ C.
The latter holds for all λ > 0, so taking λ→∞ completes the proof.
Note that to handle the case that Λk(λ) = ∞ for k small required only mild modifications. In
the remaining two lemmas no extra modifications beyond those used above are necessary to handle
this complication, so we provide the proofs under the assumption Λk(λ) < ∞ for all k and λ and
let the reader fill in the details. For the full details of how to use Lemma 5.4 to strengthen the
topology of the LDP for Zn to that of uniform convergence, see [FK06, Chapter 4.4].
Lemma 5.5. Let s1 < s2 < . . . sm be a partition in [0, 1]. Then the process (Zn(s1), . . . , Zn(sm))
satisfies a large deviations principle in Rm with speed Kn and rate function
IZs1,...,sm(x) =
m∑
j=1
(sj − sj−1)Λ∗
(
xj − xj−1
sj − sj−1
)
.
Consequently, Zn satisfies a LDP with speed Kn and rate function (61), in the topology of uniform
convergence.
Proof of Lemma 5.5. The proof is virtually the same as in [DZ98, Lemma 5.1.6], which proves the
same statement for the standard situation of iid random variables. In our situation all that needs
to be modified is the proof of the finite-dimensional LDP which we now give. Let Yn be the random
element of Rm given by
Yn = (Zn(s1), Zn(s2)− Zn(s1), . . . , Zn(sm)− Zn(sm−1)).
Further, for n large let 0 = tk0,n < tk1,n < . . . < tkm,n ≤ 1 be the ordered sequence of times that are
closest to the sj in the mesh, in the sense that sj ∈ [tkj ,n, tkj+1,n) for all 1 ≤ j ≤ m. Since the mesh
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size goes to zero as n→∞ (by maxk≤n ck = o(Kn)), this is always possible (with the tki,n distinct)
for n large enough. Also note that the terms kj depend on n but we suppress the dependence in
the notation. Now writing Y jn = Zn(sj)−Zn(sj−1) for the coordinates of Yn we have by definition
of Zn that
Y jn = Zn(sj)− Zn(sj−1) = Zn(tkj ,n)− Zn(tkj−1,n+1) =
1
Kn
kj∑
i=kj−1+1
Xi.
Therefore, for (λ1, . . . , λm) ∈ Rm, the exponential moment-generating function of the variable
Yn = (Y
1
n , . . . , Y
m
n ) satisfies
logE exp
Kn m∑
j=1
λjY
j
n
 = m∑
j=1
kj∑
i=kj−1+1
Λi(λj). (65)
But by definition of the series tk,n we have that
tkj ,n − tkj−1,n =
1
Kn
kj∑
i=kj−1+1
ci,
and since the tkj ,n are the closest points to sj in the mesh, we have that the above converges to
sj−sj−1 as n→∞. Furthermore, by the definition of Λ as a limit, we have that Λi(λj)/ci → Λ(λj)
as i→∞, so by combining these last two facts and Lemma 5.2, we have
lim
n→∞
1
Kn
kj∑
i=kj−1+1
Λi(λj) = (sj − sj−1)Λ(λj).
Combining this with (65) we obtain that
lim
n→∞
1
Kn
logE exp
Kn m∑
j=1
λjY
j
n
 = m∑
j=1
(sj − sj−1)Λ(λj).
By the assumptions on Λ the right hand side is, as a function of (λ1, . . . , λm) ∈ Rm, differentiable,
lower semi-continuous, and steep (in any direction going to infinity in Rm). Therefore, by the
Ga¨rtner-Ellis theorem [DZ98, Theorem 2.3.6], the processes Yn satisfy an LDP as random elements
of Rm, with speed Kn and rate function
IYs1,...,sm(x) =
m∑
j=1
(sj − sj−1)Λ∗
(
xj
sj − sj−1
)
for x ∈ Rm. Finally, since the mapping Yn = (Zn(s1), Zn(s2)−Zn(s1), . . . , Zn(sm)−Zn(sm−1)) 7→
(Zn(s1), . . . , Zn(sm)) is clearly continuous and bijective, the LDP for Yn translates into an LDP for
Zn with speed Kn and rate function
IZs1,...,sm(x) =
m∑
j=1
(sj − sj−1)Λ∗
(
xj − xj−1
sj − sj−1
)
,
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by means of the contraction principle [DZ98, Theorem 4.2.1]. This completes the LDP for the
processes (Zn(s1), . . . , Zn(sm)). To extend to the process-level LDP, use the C-exponential tightness
of Lemma 5.3 and [FK06, Theorem 4.30] to conclude that Zn satisfies the LDP with good rate
function
I(g) = sup
{si}
Is1,...,sm(g(s1), . . . , g(sm)),
where the supremum is over all partitions in [0, 1] (for any value of m). To conclude that this
supremum is equal to the rate function I(g) of (61) is a straightforward calculus exercise, see
[DZ98, Corollary 5.1.10] for full details.
5.2 LDP for Zn
Now we apply the results of the last section to the orthogonal polynomials. The next lemma
verifies the assumptions of Theorem 5.1 for the specific partial sum process of (60), and identifies
the corresponding rate functions.
Lemma 5.6. Assume that under the measure Q, the Verblunsky coefficients αk are independent
and rotation invariant with the usual second moment assumption (5). Further assume that for
some ǫ > 0 and for all κ > 0, the radial parts satisfy
E[|αk|3] = O(k−1−ǫ), lim sup
k→∞
E[(1− |αk|)−κ] <∞.
Then Xk = log PD(γk, 1) satisfies the hypotheses of Theorem 5.1 with ck = 1/k and
Λ∗(x) =
β
8
(
x+
2
β
)2
.
Furthermore, under Q0, the same Xk satisfy the hypotheses also with ck = 1/k and rate function
Λ∗(x)− x = β
8
(
x− 2
β
)2
.
Proof. First note that rotation invariance of the αk implies that the modified Verblunskies γk are
independent (Lemma 3.2), but that is all we use the rotation invariance for. After that we only
need to check that for each λ ∈ R the limit
lim
k→∞
1
ck
logE[exp {λ logPD(γk, 1)}] = lim
k→∞
k logE[PD(γk, 1)
λ] =: Λ(λ)
exists and is finite, and that the resulting Λ is differentiable and steep. First work on the event
that |αk| ≤ 1/2, where the truncation allows us to use the expansion (42) to write
PD(γk, 1)
λ = 1 + 2λℜγk − 2λ(ℑγk)2 + 2λ2(ℜγk)2 +O(|γk|3),
and the constants in the O term are uniform in αk. We already saw in Section 4.2 that
E[|γk|21{|γk|≤1/2}] =
2
βk
+ o(k−1),
so that we may take an expectation of the above asymptotic expression to obtain
E[PD(γk, 1)
λ1{|γk|≤1/2}] = 1 + λ(λ− 1)
2
βk
+ o(k−1−ǫ). (66)
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Now for the case |αk| ≥ 1/2 begin with the estimate
PD(z, 1) = 2ℜ1 + z
1− z ≤
1 + |z|
1− |z| ≤
2
1− |z| .
Let q ∈ (1, 1 + ǫ) and p satisfy 1/p + 1/q = 1. Then from the bound above and a combination of
Ho¨lder’s and Markov’s inequality,
E[PD(γk, 1)
λ1{|γk|≥1/2}] ≤ CE[(1− |γk|)−λ1{|γk|≥1/2}]
≤ CE[(1− |γk|)−λp]1/pP(|γk| > 1/2)1/q
≤ CE[(1− |γk|)−λp]1/pE[|γk|3]1/q
≤ CE[(1− |γk|)−λp]1/pO(k−(1+ǫ)/q),
the last inequality following by the assumption on E[|γk|3], where C is a constant independent of
k. Therefore by the negative moment assumption on (1− |γk|) and the fact that (1 + ǫ)/q > 1 we
have
lim sup
k→∞
kE[PD(γk, 1)
λ1{|γk|≥1/2}] = 0. (67)
Combining (67) with (66) we therefore obtain
Λ(λ) = lim
k→∞
k logE[PD(γk, 1)
λ] =
2
β
λ(λ− 1).
This Λ is clearly differentiable and steep, and it is straightforward to verify that its Legendre-
Fenchel transform is Λ∗ as given. Finally, to prove the statement under Q0, recall that Theorem
3.14 implies that the γk are also independent under Q0, and the fact that the Radon-Nikodym
derivative between Q and Q0 (for γk) is PD(γk, 1) gives that
lim
k→∞
kEQ0 [PD(γk, 1)
λ] = lim
k→∞
kEQ[PD(γk, 1)
λ+1] = Λ(λ+ 1)
Therefore Theorem 5.1 also applies under Q0 with rate function as given.
5.3 LDP for Υn
To obtain the LDP for Υn we write it as a function of the process Zn and then apply the contraction
principle. Recall that Zn(t) is defined by (60), which can be rewritten as
|ϕkn(t)|−2 = nZn(t), t ∈ [0, 1].
Now recall the definition of the norm ‖ϕ·‖2n as
‖ϕ·(1)‖2n =
n∑
k=0
|ϕk(1)|2.
In the remainder of this section it will be convenient to start the sum at k = 1 instead. Clearly,
this will have no effect on the large deviations principle. Now using that kn(t) = k on each interval
t ∈ [tk−1,n, tk,n) and tk,n − tk−1,n = ck = 1/k in our case, we can rewrite the norm as
‖ϕ·(1)‖2n =
n∑
k=1
1
ck
∫ tk,n
tk−1,n
n−Zn(s) ds = Kn
n∑
k=1
k
∫ tk,n
tk−1,n
n−Zn(s) ds = Kn
∫ 1
0
kn(s)n
−Zn(s) ds.
40
Now by definition of kn(s) we have
kn(s) = min
{
k ≥ 1 : 1
Kn
k∑
i=1
1
i
≥ s
}
,
from which it follows by the asymptotics of the harmonic series that kn(s) = C(s)n
s+O(1/n), where
C(s) is a non-random, positive, continuous function on [0, 1] that is strictly bounded away from
zero. Therefore we have
‖ϕ·(1)‖2n ∼ Kn
∫ 1
0
ns−Zn(s) ds, n→∞,
so it is enough to prove the LDP for
1
log n
log
∫ 1
0
ns−Zn(s) ds,
the latter using that Kn ∼ log n. By Laplace’s principle we expect that
1
log n
log
∫ 1
0
ns−Zn(s) ds ∼ max
s∈[0,1]
{s− Zn(s)} ,
as n→∞. In Lemma 5.8 we will show that these two sequences are close enough to be exponentially
equivalent, meaning that if one satisfies an LDP then the other satisfies the same LDP. Therefore
to complete the proof of Theorem 1.6 it will be enough to prove an LDP for the sequence
max
s∈[0,1]
{s− Zn(s)} ,
which we do via Theorem 5.1 and the contraction principle.
Lemma 5.7. The sequence max0≤s≤1{s−Zn(s)} satisfy an LDP with speed Kn and rate function
Λ∗(1− x).
Proof. Since the mapping g → max0≤s≤1{s− g(s)} is continuous from C0([0, 1]) to R, it follows by
Theorem 5.1 and the contraction principle that max0≤s≤1{s−Zn(s)} satisfies the LDP with speed
Kn and rate function
J(x) = inf
{∫ 1
0
Λ∗(φ′(t)) dt : max
0≤s≤1
{s− φ(s)} = x
}
.
As φ(0) = 0, there is no solution for x < 0, and thus J(x) = ∞. We therefore now assume that
x ≥ 0. By taking φ(s) = s(1 − x) we clearly get that J(x) ≤ Λ∗(1 − x). However, this φ is also
the minimizer. To see this, let us assume that s− φ(s) has its maximum at s0 ∈ (0, 1) (with trivial
modifications if s0 ∈ {0, 1}), so in particular s0 − φ(s0) = x. The convexity of Λ∗ and Jensen’s
inequality then give∫ 1
0
Λ∗(φ′(s)) ds =
∫ s0
0
Λ∗(φ′(s)) ds+
∫ 1
s0
Λ∗(φ′(s)) ds
≥ s0 Λ∗
(
1
s0
∫ s0
0
φ′(s) ds
)
+ (1− s0) Λ∗
(
1
1− s0
∫ 1
s0
φ′(s) ds
)
= s0 Λ
∗
(
1− x
s0
)
+ (1− s0) Λ∗
(
1
1− s0 (φ(1) − φ(s0))
)
.
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Now note that
1
1− s0 (φ(1) − φ(s0)) ≥
1
1− s0 (1− x− (s0 − x)) = 1,
and that Λ∗ (as as well as Λ∗(x) − x, for β > 2, when we work under Q0) is increasing on [1,∞).
From this fact, the previous computations, and the convexity of Λ∗, we therefore deduce that∫ 1
0
Λ∗(φ′(s)) ds ≥ s0 Λ∗
(
1− x
s0
)
+ (1− s0) Λ∗(1) ≥ Λ∗
(
s0
(
1− x
s0
)
+ 1− s0
)
= Λ∗(1− x),
which shows that φ(s) = s(1− x) is indeed the minimizer of the functional, and thus
J(x) =
∫ 1
0
Λ∗(1− x),
as we wanted to show.
Lemma 5.8. The sequences log
∫ 1
0 n
s−Zn(s) ds/ log n and maxs∈[0,1]{s − Zn(s)} are exponentially
equivalent, meaning that for every δ > 0,
lim sup
n→∞
1
Kn
logP
(∣∣∣∣ 1log n log
∫ 1
0
ns−Zn(s) ds− max
s∈[0,1]
{s− Zn(s)}
∣∣∣∣ > δ) = −∞.
Proof. Throughout we will write Yn(s) = s−Zn(s). We will use the continuity properties of Yn to
prove the equivalence, along the following easily derived bounds for Laplace’s principle: if f is a
bounded, measurable function on [0, 1] and if
sup
|s−t|<δ
|f(s)− f(t)| < ǫ
for some particular ǫ > 0 and δ ∈ (0, 1/2), then
0 ≤ ess sup
s∈[0,1]
f(s)− 1
log n
log
∫ 1
0
nf(s) ds ≤ ǫ− log δ
log n
. (68)
Of course the lower bound above is obvious. Now recall the modulus of continuity ω′ from Lemma
5.3, and note that by its definition and that of Yn we have ω
′(Yn, δ) ≤ ω′(Zn) + δ. Then for fixed
ǫ > 0 and δ ∈ (0, ǫ/2) we have, by (68), that
P
(
ess sup
s∈[0,1]
Yn(s)− 1
log n
log
∫ 1
0
nYn(s) ds > ǫ− log δ
log n
)
≤ P
(
sup
|s−t|<δ
|Yn(s)− Yn(t)| > ǫ
)
≤ P (ω′(Yn, δ) > ǫ)
≤ P (ω′(Zn, δ) + δ > ǫ)
≤ P (ω′(Zn, δ) > ǫ/2) .
The second inequality follows by definition of ω′. Therefore, for all n sufficiently large such that
− log δ/ log n < ǫ,
1
Kn
log P
(
ess sup
s∈[0,1]
Yn(s)− 1
log n
log
∫ 1
0
nYn(s) ds > 2ǫ
)
≤ 1
Kn
log P(ω′(Zn, δ) > ǫ/2).
Then take limsup of both sides as n→∞ and use that
lim
δ→0
lim sup
n→∞
1
Kn
log P(ω′(Zn, δ) > ǫ/2) = 0,
as proved in (64) of Lemma 5.3 to conclude.
42
A Relationship to the Liouville quantum gravity
Although the spectral measure of the Circular β-Ensemble is not a GMC measure, it does bear
some striking resemblances to it. Here we briefly explain how the Bernstein-Szego¨ approximation
can be manipulated to produce log-correlated Gaussian field on ∂D. Consider the quantity
hn(θ) = log |ϕn(eiθ)|−2 − E
[
log |ϕn(eiθ)|−2
]
. (69)
We assume that Assumptions 1.1 and 1.2 are in force, and that for some ε > 0,
E[|αk|3] = O(k−1−ǫ), lim sup
k→∞
E[(1− |αk|)−ε] <∞.
Note the difference with the assumption of Theorem 5.1: here we only require a small negative
moment for 1 − |αk|, as opposed to all negative moments. According to computations in Section
4.4, we already know that the expectation in (69) behaves like −2/β log n under Q, so we define
gn(θ) = log |ϕn(eiθ)|−2 =
n−1∑
k=0
log PD(γke
iδk(θ), 1),
where we use (31). In Section 4.4 we saw that gn(θ) ∼ −(2/β) log n, and since gn(θ) is a sum of
independent variables, it is possible to compute its Laplace transform. By rotational invariance
and independence, this leads to computing
E
[
PD(γk, 1)
λ/ logn
]
for λ ≥ 0. This can be done as in the proof of Lemma 5.5. The difference is that one only needs
small powers of PD(γk, 1), and this explains why we only need to assume a small negative moment
for 1− |αk|. Similar computations then lead to the CLT√
log n
(
gn(θ)
log n
+
2
β
)
(d)−−−→
n→∞
N (0, 4/β).
In terms of the centered field hn, this reads (for each fixed θ)
hn(θ)√
log n
(d)−−−→
n→∞
N (0, 4/β). (70)
We also estimate the covariance of the (hn(θ)) field, and for this we merely need to compute
E [gn(0)gn(θ)] =
n−1∑
j,k=0
E
[
log PD(γj , 1) log PD(γke
iδk(θ), 1)
]
.
By usual arguments, the two quantities in the expectation are independent for j 6= k, and for j = k,
we have
E
[
log PD(γk, 1) log PD(γke
iδk(θ), 1)
]
=
1
βk
E[cos(δk(θ))] +O
(
1
k1+ε
)
,
where we recall that δk(θ) is the relative Pru¨fer phase defined in Section 2.6. Now, recall (25), and
note that by the rotational invariance of the γn, the variable
1− γk
1− γkeiδk(θ)
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has, conditionally on Fk, a distribution that is symmetric with respect to the x-axis. Therefore,
(25) easily implies that
E[cos(δk(θ))] = cos((k + 1)θ).
From this it follows that
E[gn(0)gn(θ)] =
n−1∑
j,k=0
E
[
log PD(γj , 1) log PD(γke
iδk(θ), 1)
]
=
n−1∑
j 6=k=0
E [log PD(γj , 1)]E [logPD(γk, 1)] +
n−1∑
k=0
(
2
βk
cos((k + 1)θ)) +O
(
1
k1+ε
))
=
n−1∑
j 6=k=0
E [log PD(γj , 1)]E [logPD(γk, 1)] +
n−1∑
k=0
2
βk
cos((k + 1)θ)) +O(1)
After cancellations, we deduce that
Cov(hn(0)hn(θ)) = E [gn(0)gn(θ)]− E[gn(0)]E[gn(θ)]
=
n−1∑
k=0
E [logPD(γk, 1)]
2 +
n−1∑
k=0
2
βk
cos((k + 1)θ)) +O(1)
=
n−1∑
k=0
O
(
1
k2
)
+
n−1∑
k=0
2
βk
cos((k + 1)θ)) +O(1)
and thus
Cov(hn(0)hn(θ)) =
2
β
n−1∑
k=0
cos(k + 1)θ
k
+O(1). (71)
This shows that there is a phase transition for angles of order 1/n. When |θ − θ′| ≪ 1/n, the
covariance grows like log n. In combination with (70), one therefore expects that hn(θ/n)/
√
log n
converges to a log-correlated Gaussian field as n→∞. On the other hand, when |θ−θ′| ≫ 1/n, the
series is convergent and the covariance then becomes bounded. For θ0 6= 0 one therefore expects
that the proces θ 7→ hn(θ0 + θ/n)/
√
log n converges to an independent copy of the same Gaussian
field.
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