Cais and Liu extended the theory of Kisin modules and crystalline representations to allow more general coefficient fields and lifts of Frobenius. Based on their theory, we classify lattices in crystalline representations by Kisin modules with additional structures under a Cais-Liu's setting. Furthermore, we give a geometric interpretation of Kisin modules of height one in terms of Dieudonné crystals of p-divisible groups, and show a full faithfulness theorem for a restriction functor on torsion crystalline representations.
classify G-stable lattices in semi-stable or crystalline representations by some linear data is one of the powerful tools for studies of various interesting problems such as Langlands correspondence. For this, the theory of Kisin modules, provided in [Kis] , is very useful. Based on Kisin's theory, Liu [Li2] constructed a theory of (ϕ,Ĝ)-modules, which gives a categorical equivalence between them and a category of G-stable lattices in semi-stable representations with certain Hodge-Tate weights. One of the advantages of Liu's theory is that there are no restriction on e and r in his theory. Throughout Kisin and Liu's theory, the non-Galois "Kummer" extension K ∞ /K, obtained by adjoining a given compatible system of p-power roots of a uniformizer of K, plays a central role. Recently, Cais and Liu [CL] generalized Kisin's theory to the setting of many f -iterate extension K π /K. Here, the f -iterate extension K π /K that we consider is defined as follows. Let f (u) = u p + a p−1 u p−1 + · · · + a 1 u ∈ Z p [u] such that f (u) ≡ u p mod pZ p [u] . We fix the choice of a uniformizer π 0 = π of K and {π n } n≥0 such that f (π n+1 ) = π n . Then we set K π := n≥0 K(π n ). Thus Kisin's theory is the case where f (u) = u p . The aim of this paper is to establish the theory of "crystalline" (ϕ,Ĝ)-modules under the CaisLiu's setting, and apply it to a study of torsion crystalline representations. In Section 3.2, follwing [Li2] , we define a notion of (ϕ,Ĝ)-modules of height r. We show in Theorem 3.8 that, under some mild assumptions, there exists an anti-equivalence between the category of (ϕ,Ĝ)-modules of height r (with an additional condition) and the category of G-stable lattices in crystalline Q prepresentations with Hodge-Tate weights in [0, r] .
As a consequence of our arguments, we can prove a full faithfulness theorem on torsion crystalline representations. To give a statement, we need some more notation. Let f (u) = n i=1 f i (u) be the irreducible decomposition of f (u) in W (k) [u] with the property that f 1 (u), . . . , f m (u) are of degree ≤ e and f m+1 (u), . . . , f n (u) are of degree > e. We denote by n f the degree of It is well-known that the condition that T is torsion crystalline with Hodge-Tate weights in [0, 1] is equivalent to the condition that T is flat in the sense that T is of the form G(K) where G is a finite flat group scheme over O K killed by some power of p. The theorem below is a torsion analogue of Theorem 1.0.2 of [CL] . In the case f (u) = u p , this is Theorem 1.2 of [Oz2] . In this case, previous results have been given by some mathematicians. The theorem was first studied by Breuil for e = 1 and r < p − 1 via the Fontaine-Laffaille theory ([Br1] , the proof of Théorèm 5.2). He also proved the theorem for p > 2 and r ≤ 1 as a consequence of a study of the category of finite flat group schemes ([Br2, Theorem 3.4.3]). Later, his result was extended to the case p = 2 in [Kim] , [La] , [Li3] (proved independently). Based on studies of ramification bounds for torsion crystalline representations, Abrashkin proved the theorem in the case [K : Q p ] < ∞, e = 1, p > 2 and r < p ( [Ab, Section 8.3 .3]).
On the other hand, our arguments give an affirmative answer to a conjecture suggested in [CL, Remark 5.2.3 and Section 6.3] (in the case where "F = Q p "). Let T be a G-stable lattice in a crystalline Q p -representation with Hodge-Tate weights in [0, r]. Cais-Liu constructed a Kisin module M which corresponds to T | Gπ , where G π is the absolute Galois group of K π . This Kisin module M depends on the choice of (f (u), (π n ) n≥0 ). If we select another choice of (f ′ (u), (π ′ n ) n≥0 ), then we obtain a different Kisin module M ′ . It seems natural to ask for the relationship between M and M ′ . For this, we show Theorem 1.2 (= Corollary 3.22 and Theorem 3.23). Let the notation be as above. Assume v p (a 1 ) > max{r, 1}. Furthermore, we assume the condition (P ) (cf. Section 3.2) if r > 1. Then the Kisin modules M and M ′ become isomorphic after base change to W (R).
Now we consider the case r = 1. In this case, Cais-Liu showed in [CL, Theorem 5.0.10] that there exists an anti-equivalence of categories between the category of Kisin modules of height 1 and the category of p-divisible groups over the ring of integers O K of K. On the other hand, in the classical Kisin's setting f (u) = u p , relationships between Kisin modules of height 1 and Dieudonné crystals are well-studied (cf. [Kis] ). Combining these facts with the above theorem, we obtain a geometric interpretation of Kisin modules of height 1 for the Cais-Liu's setting. Notation : For any topological group H, a free Z p -representation of H (resp. a Q p -representation of H) is a finitely generated free Z p -module equipped with a continuous Z p -linear H-action (resp. a finite dimensional Q p -vector space equipped with a continuous Q p -linear H-action). We denote by Rep Zp (H) (resp. Rep Qp (H)) the category of them. For any ring extension A ⊂ B and any A-linear morphism of A-modules f : M → N , we often abuse notations by writing f : B ⊗ A M → B ⊗ A N for the B-linear extension of f .
Preliminary
In this section, we define some basic notation, and we recall some results on iterate extensions given in [CL] . A lot of arguments in this section are deeply depending on [Li1, Sections 2 and 3]. It will be helpful for the reader to refer this reference.
Basic notation
Let p ≥ 2 be a prime number. Let K be a complete discrete valuation field of mixed characteristics (0, p) with perfect residue field k. We denote by e the absolute ramification index of K. Let K be an algebraic closure of K and O K the integer ring of K. We denote by v p the valuation of K normalized by v p (p) = 1. We set G := Gal(K/K), the absolute Galois group of K. We denote by K 0 the field W (k)[1/p], which is the maximal absolutely unramified subfield of K.
We fix a uniformizer π of K and fix the choice of a system (π n ) n≥0 , where π 0 = π and f (π n+1 ) = π n for any n ≥ 0. We also fix a polynomial f (u) = p i=1 a i u i = u p + a p−1 u p−1 + · · · + a 1 u ∈ Z p [u] which satisfies f (u) ≡ u p mod p. By an easy computation of the Newton polygon of f (u) − π n−1 , we see that v p (π n ) = 1/(ep n ) for any n ≥ 0. We denote by E(u) the minimal polynomial of π over
where the transition maps are given by the p-th power map. This is a complete discrete valuation field with residue field k. Let v R be a valuation of R given by v R (x) := lim n→∞ v p (x p n n ) for x = (x n ) n≥0 ∈ R, wherex n ∈ O K is any lift of x n . Let m R be the maximal ideal of R and set m ≥c R := {x ∈ R | v R (x) ≥ c} for any real number c ≥ 0. We set π := (π n mod pO K ) n≥0 ∈ R. Note that v R (π) = 1/e. By [CL, Lemma 2.2.1], there exists a unique set-theoretic section {·} f : R → W (R) to the reduction modulo p which satisfies ϕ({x} f ) = f ({x} f ) for all x ∈ R. The embedding W (k)[u] ֒→ W (R), given by u → {π} f , extends to a unique W (k)-algebra embedding S := W (k) [[u] ] ֒→ W (R). By this embedding, we identify S with a ϕ-stable W (k)-subalgebra of W (R). Let O E be the p-adic completion of S[1/u]. This is a complete discrete valuation ring with residue field k((u)). 
We set K π := n≥0 K(π n ) and denote by G π the absolute Galois group of K π . The extension K π /K is totally wildly ramified. Furthermore, it is shown in [CL, Lemmas 3.1.1 and 3.2.1] that the extension K π /K is strictly APF in the sense of [Wi] , and the G π -action on R induces an isomorphism
ur and O ur , and G π acts on E and O E trivial.
Let ν : W (R) ։ W (k) be the canonical projection induced by the projection R ։ k. For any subring A of B + cris , we set Fil
cris . We also set I + A := A ∩ ker ν and
Note that we have
2.2Étale ϕ-modules and Kisin modules
Let Mod OE (resp. Mod OE,∞ ) be the category of finite free ϕ-modules M over O E (resp. of finite type ϕ-modules M over O E killed by a power of p) whose O E -linearization 1⊗ϕ :
is an isomorphism. We call objects of these categoriesétale ϕ-modules.
We define a Z p -representation of G π for anyétale ϕ-module M by
Here, the For any integer r ≥ 0, we denote by ′ Mod r S the category of finite type ϕ-modules M over S which are of height r in the sense that the cokernel of the S-linearization We describe standard linear algebraic properties of Kisin modules. Corollary 2.3. Let A be a p-torsion free S-algebra Let M be a Kisin module. Then we have Tor S 1 (M, A) = 0. In particular, the functor from the category of Kisin modules to the category of A-modules defined by M → A ⊗ S M is exact.
Proof. By Proposition 2.2 and dévissage argument, we can reduce a proof to the case where M is killed by a power of p. In this case, M is a free k [[u] ]-module of finite rank. Thus it suffices to show Tor
This equality in fact follows from the assumption that A is p-torsion free. By this proposition, the following corollaries immediately follow:
Corollary 2.4. Let M be a Kisin module. Let A ⊂ B be a ring extension of p-torsion free Salgebras such that the natural map A/pA → B/pB is injective. Then the natural map
Corollary 2.5. Let M be a Kisin module and N a ϕ-module over S with M ⊂ N. Let S ⊂ A ⊂ W (FrR) be ring extensions. Suppose that such that the natural map A/pA → FrR is injective.
We define a Z p -representation of G π for any Kisin module M by
Here, the G π -action on
Proposition 2.6. (1) Let M be a Kisin module and put
is not a power of E(u) for any n ≥ 0. Then the contravariant functor The following is the main results of Section 5 of [CL] . 
(G)
Assume that v p (a 1 ) > 1. Let S(1) be the free Kisin module of rank 1 corresponding to Z p (1) via Theorem 2.7. Let e (1) be a generator of S(1). By Lemma 5.2.1 (2), we have ϕ(e (1) ) = µ 0 E(u)e (1) for some µ 0 ∈ S × .
Cartier duality. Here we give a Cartier duality theorem forétale ϕ-modules and Kisin modules. Since arguments here are completely the same as [Li1, Section 3.1], we only give a brief sketch here. We fix an integer r ≥ 0. A lot of notion in this subsection depend on the choice of r but we omit it from subscripts for an abbreviation. Assume that v p (a 1 ) > 1. Let µ 0 ∈ S × be as in the previous section. Let S ∨ be the free Kisin module of rank 1 such that ϕ(e) = (µ 0 E(u)) r e. Here e is a generator of S ∨ . (Clearly, we have
We then have canonical parings
(1) There exist a unique ϕ-semi-linear map ϕ M ∨ : M ∨ → M ∨ which satisfies the following:
There exist a unique ϕ-semi-linear map ϕ M ∨ : M ∨ → M ∨ which satisfies the following:
Proof. The same proof as [Li1, Section 3.1] proceeds. 
where the first map is given by x → (f → f (x)) and the second is the natural map. It is not difficult to check that ι S is ϕ-equivalent and G π -equivalent. Assume that v p (a 1 ) > 1. Take any generator f of T S (S(1)) and set t := f (e (1) ) ∈ W (R). Since f is compatible with ϕ and is a generator of T S (S(1)), we see
Such t is unique up to multiplication by Z × p and is independent of the choice of f .
Proposition 2.9. Assume that v p (a 1 ) > 1. There exist natural W (R)-linear morphisms
which satisfy the following:
(1) ι S and ι
Proof. The proof is completely the same as that of [Li1, Theorem 3.2.2].
Corollary 2.10. Assume that v p (a 1 ) > 1. The maps ι S and ι ∨ S are injective, and we have
Lattices in crystalline representations
In this section, we study Galois actions on Kisin modules which corresponds to crystalline representations. It gives an anti-equivalence between a category of Kisin modules with certain Galois actions and a category of lattices in crystalline representations with some Hodge-Tate weights.
(ϕ,Ĝ)-modules
Let K π /K be the Galois closure of the extension K π /K. We denote byĜ the absolute Galois
] is p-adically complete and ϕ-stable. In the rest of this paper, we fix the choice of a K 0 -subalgebra R K0 of B + cris which satisfies the following properties:
cris is stable under ϕ and G-actions, and
• the G-action on R K0 factors throughĜ.
Remark 3.1. (1) Such R K0 exists. In fact, the K 0 -subalgebra of B + cris generated by {gx | g ∈ G, x ∈ O α } satisfies all the desired properties.
(2) In the classical setting f (u) = u p , an explicitly described R K0 has been considered. For this, see [Li2] .
We set R := R K0 ∩ W (R). By definition, we see that R ⊂ W (R) is stable under ϕ and G-actions, the G-action on R factors throughĜ, and the map ν induces isomorphisms R K0 /I + R K0 ≃ K 0 and R/I + R ≃ W (k). 
We denote by Mod r,Ĝ S the category of (ϕ,Ĝ)-modules of height r.
We define a Z p -representationT (M) of G for any (ϕ,Ĝ)-moduleM bŷ
Here, the G-action onT (M) is given by (g.f )(
given by θ(f )(a ⊗ x) := aϕ(f (x)) for f ∈ T S (M), a ∈ R and x ∈ M. In particular,T (M) is a free Z p -module of rank d, where d := rank S M. Hence we obtain a contravariant functor 
(2) We denote by Mod r,Ĝ,cris S the full subcategory of Mod r,Ĝ S consisting of objectsM which satisfy the following condition: For any g ∈Ĝ and x ∈ M, we have
Remark 3.4. To understand (ϕ,Ĝ)-module, it is very important to study the structure of the Galois groupĜ and to find a "good choice" of R K0 . In the classical Kisin's setting f (u) = u p , these are well studied. For this, see [Li2] .
We should remark that in this classical setting, we may consider (ϕ,Ĝ)-modules as "linear data" like (ϕ, Γ)-modules. In fact,Ĝ is topologically generated by Gal( K π /K π ) and a (fixed) generator τ of Gal( K π /K(µ p ∞ )). Here, µ p ∞ is the set of p-power roots of unity. Hence theĜ-action on a (ϕ,Ĝ)-module is essentially determined by the τ -action only.
Remark 3.5. To understand objects of the category Mod r,Ĝ,cris S , studying the ideal
However, it is not so easy (at least for the author). Later, we give a partial result on this ideal in Proposition 4.18. Here we describe some known facts about I g and give some remarks.
(1) Suppose v p (a 1 ) > 1. Then we can check I g ⊂ I
[1+] W (R) as follows: Let t be as in the previous section, which is a generator of
, and thus we obtain
plays an important role for studies of (ϕ,Ĝ)-modules (cf. [Li2] ) which correspond to lattices in crystalline representations. It allows us to study reductions of crystalline representations and also gives interesting applications such as the weight part of Serre's conjecture (cf. [Ga] , [GLS1] , [GLS2] ).
Remark 3.6. By Corollary 3.14 later, we obtain the fact that the category Mod
Comparison morphism of (ϕ,Ĝ)-modules. LetM be a (ϕ,Ĝ)-module. We define a W (R)-linear mapι :
where the first map is given by x → (f → f (x)) and the second is the natural map. It is not difficult to check thatι is ϕ-equivalent and G-equivalent. By the same argument as that in the proof of [Li2, Proposition (2),(3)], we can check the following.
Here, ϕ
(2) Assume that v p (a 1 ) > 1. Then the mapι is injective and we have t
Main Results
We often use the following conditions.
is not a power of E(u) for any n ≥ 0.
Note that these conditions are satisfied if a 1 = 0. We denote by Rep r,cris
Zp (G) the category of G-stable Z p -lattices in crystalline Q p -representations of G with Hodge-Tate weights in [0, r]. Now we state our main theorem of this paper. Zp (G). under the conditions (P) and v p (a 1 ) > max{r, 1}. The theorem is an easy consequence of the following result and Remark 3.6, which we show in the rest of this section. By the condition v p (a 1 ) > 1, we know the injectivity of comparison morphisms (cf. Corollary 2.10 and Proposition 3.7 (2)). Thus Theorem (1) follows by completely the same way as the last paragraph of [Li2, Section 3.1] and so we leave the proof of (1) for the readers.
In the rest of this section, we show Theorem (2) and (3).
Some notations and Properties
Before a proof of Theorem 3.9 (2) and (3), we give some notations and their properties.
Lemma 3.10 ( [CL] , Lemma 4.5.6.). Assume that v p (a 1 ) > r. Then there exists a unique ϕ-equivalent O α -linear isomorphism
whose reduction modulo u is the identity map on M .
We recall how to define ξ α . Let e 1 , . . . e d be a basis of M and let A ∈ M d (S) be a matrix such that ϕ(e 1 , . . . , e d ) = (e 1 , . . . , e d )A. Put e i = 1 ⊗ e i ∈ ϕ * M for each i. Then e 1 , . . . , e d is a basis of ϕ * M and ϕ(e 1 , . . . , e d ) = (e 1 , . . . , e d )ϕ(A). Putē i := e i mod uϕ
It was shown in the proof of [CL, Lemma 4.5.6] that the matrix
Zp (G) and put
G be the filtered ϕ-module corresponding to V . Let O be the subring of K 0 ((u)) consisting of those elements which converge for all x ∈ K with v p (x) ≥ 0. We equip O with a
• M is of height r in the sense that the cokernel of the O-linearization 1⊗ϕ M :
• M isétale in the sense of [CL, Section 4.4].
By Theorem 4.4.1 of loc. cit., there exists a Kisin module M ⊂ M of height r such that
The map ι 0 . Following Proposition 4.5.1 of loc. cit., we define a G π -equivalent injection ι 0 : T S (M) ֒→ V by the composite
where the first arrow is given by f → (a ⊗ x ∈ O ⊗ ϕ,S M = ϕ * M → aϕ(f (x))), the second and the fourth arrows are natural isomorphisms, and the third arrow is given by (f → f • ξ ′ α ). We omit definitions of filtrations of various modules appeared above since precise informations of them are not so important here. We only note that definitions of filtrations are given in [CL, Section 4].
The G-action on u. We consider a difference between gu and u for g ∈ G. We recall that
with the property f (u) ≡ u p mod p. At first, here is a Cais-Liu's observation.
We use the following proposition in the final section.
Proposition 3.12. Let j 0 be the minimum integer 1 ≤ j ≤ p such that v p (ja j ) = 1. Let g ∈ G G π and N ≥ 1 the integer such that gπ N −1 = π N −1 and gπ N = π N . We denote byū the image of u for the projection
We note that we have an equation
Hence we obtain that gπ n − π n is a solution of the equation
We note that we have b
Hence it is enough to show that the Newton polygon of the polynomial
is the line segment, denoted by l N , connecting (0, (p − 1)c N ) to (p − 1, 0). This follows immediately by (3.1).
We suppose that the assertion holds for n and consider the case n + 1. We recall that gπ n+1 − π n+1 is a solution of the equation
Thus it is enough to show that the Newton polygon of the polynomial
is the line segment, denoted by l n+1 , connecting (0, c n ) to (p, 0). This follows immediately by (3.1) again. The case j 0 < p: Let s be the number of integers j such that 1 ≤ j ≤ p − 1 and v p (a j ) = 1. By assumption we have s > 0. Let j −1 , j 0 , j 1 , . . . , j s−1 be integers such that j −1 = 0 < j 0 < j 1 < · · · < j s−1 ≤ p − 1 and v p (a j0 ) = · · · = v p (a js−1 ) = 1. Then we see
By a similar strategy to the proof of (1), we can show v p (gπ n − π n ) = c n by induction on n ≥ N . We leave a proof to the readers.
We consider a convergence property of ϕ n (gu − u). For this, we need Lemma 3.13. Assume that v p (a 1 ) > r. Then, for any n ≥ 1 and 0 ≤ i ≤ n, there exists a polynomial h
Proof. To simplify notation, we put u g = gu − u. The idea of the proof here is similar to [CL, Lemma 2.2.2]. We proceed a proof by induction on m = n. We consider the case m = 1. We have
1 (X, Y ) = p −r−1 a 1 X, we have the desired result. We remark that p −r−1 a 1 ∈ Z p by the assumption v p (a 1 ) > r. We suppose that the assertion holds for m = n. Thus we have
and c
We define polynomials h
Then we have inequalities
, and thus we
Hence the claim follows. On the other hand, we have
Here, S 1 (resp. S 2 ) is the set of (i, j, ℓ, ℓ
Since we have 2 i0 − ℓ 0 ≥ 2 i0−ℓ0 for integers ℓ 0 < i 0 , the desired inequality follows by setting i 0 := n + 1 − i and ℓ 0 := ℓ + ℓ ′ .
Corollary 3.14.
Hence it suffices to show that there exists a constant C(n) > 0 which satisfies the following properties:
• C(n) → ∞ as n → ∞ and
Let i, m and m ′ be as above. Let q, q ′ , r ′′ and r ′ be non-negative integers such that 2
Hence it is enough to find C(n) such that C(n) → ∞ as n → ∞ and q + q ′ + (r + 1)i − nr > C(n). Since we have an inequality 2
Therefore, if we set C(n) := C + n − 3, then C(n) satisfies the desired property. Suppose r > 0. Take any real number C ′ such that (ep) −1 2 x − 2xr > C ′ for any x ∈ R. Then we see
Therefore, if we set C(n) := C ′ + n − 3, then C(n) satisfies the desired property.
Essential image ofT
The goal of this subsection is to show Theorem 3.9 (2). We continue to use the same notation as in previous section.
Proof. It suffices to show g((e 1 , . . . , e d )Y ) = (e 1 , . . . , e d )Y for any g ∈ G. We define
It is enough to show
cris as in Definition 3.3, we know
) since ϕ commutes with the G-action. Thus we have
Hence the proof completes if we show that
nr converges to zero, we obtain the desired result.
Proof of Theorem 3.9 (2). We continue to use the same notation. First we assume the condition v p (a 1 ) > max{r, 1}. Proposition 3.7 (2) and Lemma 3.15, we have injections
Hence we the equality dim Qp (B
From now on, we assume the condition (P). Under this assumption, we know that T S is fully faithful (cf. Proposition 2.6). Put V =T (M)
′ is of height r. Note that T S (M) and T S (M ′ ) are lattices of V . By replacing M ′ with some p ℓ M, we may assume that we have
We consider the following commutative diagram. 
Essential surjectiveness ofT
We show Theorem 3.9 (3). Let T be an object of Rep 
Thus by replacing M with p −ℓ M for ℓ large enough, we may assume that L is a submodule of T . Let N → M be the morphism of freeétale ϕ-modules which corresponds to the natural injection L ֒→ T . This implies that we have the following commutative diagram:
We denote by η the isomorphism T OE (M ) ≃ L in the diagram. We see that N → M is injective and M/N is a torsionétale ϕ-module killed by p c . Here, c is any integer c > 0 such that p c kills T /L.
→ M be the morphism ofétale ϕ-modules which corresponds to the composition
We have the following commutative diagram: 
commutative. Here we consider the following commutative diagram. 
Consider the following diagram: In the rest of this subsection, we always assume the condition (P) and v p (a 1 ) > max{r, 1}. Let M be as in Lemma 3.16. Then ι 0 : T S (M) ֒→ V induces an isomorphism T S (M) ≃ T . By this isomorphism, we equip T S (M) with a G-action. Here, we consider the following diagram:
The square
O O in the above diagram is clearly commutative. Furthermore, by direct computations, we can check that the square
in the diagram is also commutative (here we note that ξ ′ α appears in the definition of ι 0 ). Hence, seeing the biggest square in the diagram (3.4), we obtain a commutative diagram
Lemma 3.17. Let the notation be as above.
(
Proof.
(1) is trivial. If we admit (2), the statement (3) follows from the fact that W (R) ⊗ ϕ,S M is a ϕ-stable submodule of W (R) ⊗ Zp T ∨ and the G-action on W (R) ⊗ Zp T ∨ commutes with ϕ. Hence it suffices to show (2) and (4).
We show (2). Take any g ∈ G. 
Finally we show (4). By (2), it suffices to show that X g has coefficients in R K0 . −1 , which is an element of GL d (R K0 ).
By the above lemma, we have a natural R-semi-linear G-action on R ⊗ ϕ,S M, which commutes with ϕ. Since Gal(K/ K π ) acts on R and ϕ * M trivial, the G-action on R ⊗ ϕ,S M factors througĥ G. Hence M has a structure of an object of Mod r,Ĝ S , which we denote byM.
Lemma 3.18. Let the notation be as above. Then we have a natural isomorphismT (M) ≃ T of
Proof. We follow the method of [Li2, Section 3.2]. First we recall that we defined a G-action on T S (M) by the isomorphism ι 0 : T S (M) ≃ T , and also recall that the injection
We consider the following commutative diagram:
It suffices to show that η is G-equivalent. Note that all arrows in the diagram except η are known to be G-equivalent and ϕ(t)W (R) = I
[1] W (R) is stable under the G-action on W (R). By Corollary 2.10 and Proposition 3.7 (2), we can regard
∨ as G-stable submodules of W (R) ⊗ ϕ,S M, and thus η restricted to
∨ . It follows from this that η is G-equivalent.
Finally, we show the following, which completes a proof of Theorem 3.9 (3). We show
−1 (see the proof of Lemma 3.17 (4)). We recall that
converges to g(Y ) −1 and the matrix
converges to X g . Since M is of height r, there exists a matrix B ∈ M d (S) such that AB = E(u) r I d . It is not difficult to check the following:
cris ) for any n ≥ 1. Setting u g := gu − u ∈ W (R), we claim the following:
First we show (I). We have
Since we have gϕ
Here, λ g > 0 is an integer such that p λg C g ∈ M d (A cris ). By Corollary 3.14, we know that ϕ ϕ n−1 (u g )/(u g p (n−1)r ) converges to 0. This shows (II) and (III). We set Y n,g := ϕ(u g ) −1 (X n,g − X n−1,g ) and
by taking a limit, we obtain
Therefore, we obtain
Now we are ready to finish a proof of Lemma 3.19. Take any g ∈ G and x ∈ M. We want to show g(1
. . e d )(X g gx − x). Since we can write
Thus it suffices to show gx − x ∈ ϕ(u g )M d,1 (W (R)) but this is an easy exercise.
Compatibility of different uniformizers, and Dieudonné crystals
Suppose the conditions (P) and v p (a 1 ) > max{r, 1}. Let T be an object of Rep r,cris Zp (G). Then there exists a (ϕ,Ĝ)-moduleM such thatT (M) ≃ T . Note that our arguments depends on the choice of a uniformizer π of K, a polynomial f (u) and a system (π n ) n≥0 .
If we select a different choice of a uniformizer π ′ of K, a polynomial f ′ (u) and a system (π
Question 3.20. What is the relationship betweenM andM ′ ?
We denote by S π (resp. S π ′ ) the image of the injection
We may regard M (resp. M ′ ) as a ϕ-module over S π (resp. S π ′ ). Write S := S π (resp. S ′ := S π ′ ). We have comparison morphismŝ
. Assume the conditions (P ) and v p (a 1 ) > max{r, 1}. Let the notation be as above. Then we haveι(
′ which commutes with ϕ and G-actions.
Therefore, we obtain the following diagram:
Here, two vertical arrows in the diagram are natural maps. We see that the left vertical arrow is isomorphism by the commutativity of the diagram.
Let 
. By the similar manner we can check
). This finishes a proof. (The assertion for the functoriality follows immediately by construction.)
The following statements gives an affirmative answer of [CL, Section 6.3].
Corollary 3.22. Assume the conditions (P ) and v p (a 1 ) > max{r, 1}. Let T be an object of Rep r,cris
Proof. LetN (resp.N ′ ) be a (ϕ,Ĝ)-module with respect to the choice of (f (u),
On the other hand, we have isomorphisms
. By the condition (P) and Proposition 2.6, we have isomorphisms
Thus the result follows.
The case r ≤ 1. In the case r ≤ 1, we can omit the assumption (P) from Theorem 3.21 and Corollary 3.22. 
Proof. At first, in the proof of Theorem 3.21, we used the assumption (P) to apply Lemma 3.15 and to obtain (3.5). Following the arguments of [CL, Section 5], we can obtain the same result without (P) in the case r = 1, as follows.
By the arguments of [CL, Section 5], we can equip W (R) ⊗ S M with a (unique) G-action which satisfies the following:
• G π acts on M trivial, and
(Note that their arguments do not work for r > 1.) Moreover, if we equip T S (M) with a Gaction by the isomorphism
-modules. Now we recall how to define a G-action on W (R) ⊗ S M. Let e 1 , . . . , e d be a basis of M and let A ∈ M d (S) be the matrix given by ϕ(e 1 , . . . ,
−1 where Y is the matrix defined in Section 3.3. Hence we see that the composite B
Then the same arguments as Theorem 3.21 proceeds.
Comparison with Dieudonné crystals. In this section, we give a geometric interpretation of Kisin modules in terms of Dieudonné crystals of p-divisible groups under our K π /K-setting, which is well-known in the Kisin's setting f (u) = u p . We recall that (cf. Theorem 2.7), under the assumption v p (a 1 ) > 1, there exists an anti-equivalence of categories between the category Mod 1 S of free Kisin modules of height 1 and the category of p-divisible groups over the ring of integers O K of K.
Remark 3.24. Consider the Kisin's setting f (u) = u p . In this case Theorem 2.7 is well-studied. Let S be the p-adic completion of the divided power envelope of the surjection
Torsion representations and full faithfulness theorem
In this section, we study torsion Kisin modules and show a full faithfulness theorem for a restriction functor on a category of torsion crystalline representations.
Statements of full faithfulness theorems
We state main results of this section. Let Rep In the case where r = 1, we have Theorem 4.1. Assume the condition (P ) and v p (a i ) > 1 for any 1 ≤ i ≤ p − 1. Then the restriction functor Rep 1,cris tor (G) → Rep tor (G π ) is fully faithful. We recall that the condition (P) is that ϕ n (f (u)/u) is not a power of E(u) for any n ≥ 0. For general r, we need some more technical assumptions. Let
with the property that f 1 (u), . . . , f m (u) are of degree ≤ e and f m+1 (u), . . . , f n (u) are of degree > e. We put u f = m i=1 f i (u) and denote by n f the degree of u f . By definition, u f is divided by
Theorem 4.2. Assume the following conditions.
(i) gu ∈ uW (R) for any g ∈ G.
(ii) f (n) (π) = 0 for any n ≥ 1.
Then the restriction functor Rep r,cris
Some remarks
We give some remarks about the conditions (i) and (ii) in Theorem 4.2. We suspect that Theorem 4.2 is still valid if we remove the condition (i) (moreover, maybe (i) is always satisfied). Here are some examples.
-If f (u) = u p , it is clear that the conditions (i), (ii) and (iii) above are satisfied.
-If p is odd, K is a finite extension of Q p and K π /K is Galois (in this case this is abelian (cf. Remark 7.16 of [CD] )), then the condition (i) is satisfied. In fact, the G-action on W (R) preserves S if K π /K is Galois and hence we have gu ∈ I + W (R) ∩ S = uS ⊂ uW (R).
We give two remarks for the condition (ii). First, it is not difficult to check that the condition (ii) implies the condition (P). Next, for a fixed f (u), the condition (ii) is satisfied except only finitely many choice of uniformizers π of K. Moreover, we have the following. (We recall that i 0 is the integer defined by f (u) = p i=i0 a i u i with a i0 = 0.)
Then the following are equivalent.
Proof. Assume that there exists an integer n ≥ 1 such that f (i) (π) = 0 for any 0 ≤ i ≤ n − 1 and f (n) (π) = 0. (In particular, we have f (u) = u p .) It suffices to show n ≤ n 0 . Put
We have c 0 = 1/e by definition. Note that f (n−1) (π) is a root of
Seeing the Newton polygon of this polynomial, it is not difficult to check that the inequality c n−1 ≤ v p (a i0 ) holds. On the other hand, we claim that the inequality
holds for any 0 ≤ j ≤ n − 1. We show this claim by induction on j. The case j = 0 is clear. Assume that (4.1) holds for j = m − 1 and consider the case where j = m. It follows from the equation 
The desired result immediately follows from this.
Maximal objects
We recall that the contravariant functor T S : Mod r S∞ → Rep tor (G π ) is exact and faithful (cf. Proposition 2.6). However, this is not full in general. In this section, following [CL1] , we first define a notion of maximal Kisin modules 23 . Almost the arguments given in [CL1] carry over to the present situation. In particular, we can check that a category of maximal Kisin modules is abelian and the functor T S restricted to a category of maximal Kisin modules is fully faithful. These play an important role in the proof of Theorems 4.1 and 4.2.
Let M be anétale ϕ-module over O E which is killed by a power of p. Let 
Here, [x] denotes the integer part of x.
Proof. See the proof of Lemma 3.2.4 of [CL1] .
By the above lemmas, we immediately obtain We can check that all the properties given in Section 3.3 in [CL1] holds also for the present situation by the same arguments given in loc. cit. Here we describe only a part of properties on maximal Kisin modules that we need later. (ii) The cokernel coker(f ) in the usual sense is of height r and coker(f )/(u-tors) is a Kisin module of height r. Moreover, Max r (coker(f )/(u-tors)) is the cokernel of f in the abelian category Max r S∞ . If f is injective, then coker(f ) is u-torsion free.
(iii) The image im(f ) (resp. the coimage coim(f )) of f in the usual sense is a Kisin module of height r. Moreover, Max r (im(f )) (resp. Max r (coim(f ))) is the image (resp. the coimage) of f in the abelian category Max Let us consider simple objects in the abelian category Max r S∞ . Let S be the set of sequences n = (n i ) i∈Z/dZ of integers 0 ≤ n i ≤ er with smallest period d for some integer d > 0.
Definition 4.9. Let n = (n i ) i∈Z/dZ ∈ S be a sequence with smallest period d. We define a torsion Kisin module M(n) of height r, killed by p, as follows:
• for all i ∈ Z/dZ, ϕ(e i ) = u ni e i+1 .
We denote by S r max the set of sequences n = (n i ) i∈Z/dZ of integers 0 ≤ n i ≤ min{er, p − 1} with smallest period d for some integer d except the constant sequence with value p − 1 (if necessary). Proof. This is a part of Propositions 3.6.8 and 3.6.12 in [CL1] .
(ϕ, G)-modules
Definition 4.11. A free (resp. torsion) (ϕ, G)-module (of height r) is a tripleM = (M, ϕ, G) where (1) (M, ϕ) is a free (resp. torsion) Kisin module M of height r,
We denote by Mod r,G S (resp. Mod r,G S∞ ) the category of free (resp. torsion) (ϕ, G)-modules of height r.
We define a Z p -representationT (M) of G for any (ϕ, G)-moduleM bŷ
Here, the G-action onT (M) is given by (g.f )(x) := g(f (g −1 (x))) for f ∈T (M), g ∈ G and x ∈ W (R) ⊗ ϕ,S M. Note that we have a natural isomorphism of
given by θ(f )(a ⊗ x) := aϕ(f (x)) for f ∈ T S (M), a ∈ W (R) and x ∈ M. In particular, ifM is free, thenT (M) is a free Z p -module of rank d, where d := rank S M. Hence we obtain a contravariant functorT : Mod
For a (ϕ,Ĝ)-moduleM, by extending the G-action on R ⊗ ϕ,S M (naturally obtained by theĜ-action on this module) to W (R) ⊗ ϕ,S M by W (R)-semi-linearity, we obtain a (ϕ, G)-module; we abuse notation by writingM for it.
Definition 4.12. Let α ∈ W (R) pW (R). We define a full subcategory Mod 
for any g ∈ G and x ∈ M. We putᾱ = α mod pW (R) ∈ R.
Theorem 4.13. Let r, r
In particular, the forgetful functor Mod
Proof. The proof is the same as that of Proposition 4.2 in [Oz2] . Here we only explain why we need the condition v R (ᾱ) > p(r − 1)/(p − 1). Assume pN = 0 for simplicity. Let g ∈ G and f : M → N be a morphism of Kisin modules. We also denote by f : 
A G-action on M(n)
In this section, we equip a (ϕ, G)-module structure on M(n). In the classical setting f (u) = u p , this has been already studied in Section 4.3 of [Oz2] by using the fact that the G-action on u is explicitly calculated. In the present setting, the G-action on u is not so easy to understand, and so we need more delicate arguments.
Theorem 4.14. Assume that v p (a i ) > 1 for any 1 ≤ i ≤ p − 1. Let n = (n i ) i∈Z/dZ ∈ S be a sequence with smallest period d. Let M(n) be the Kisin module of height r defined in Definition 4.9. Then there exists a W (R)-semi-linear G-action on W (R) ⊗ ϕ,S M(n) which satisfies the following properties:
Moreover, such a G-action is uniquely determined if 0 ≤ n i ≤ min{er, p − 1} for any i.
Remark 4.15. For the uniqueness assertion above, we do not need (2).
Proof of Theorem 4.14. Take any (
) and thus we have π (n) ∈ O K . Now we claim the following.
We proceed a proof of this claim by induction on n.
Proofs of Theorems 4.1 and 4.2
In this section we prove Theorems 4.1 and 4.2. We putā = a mod pW (R) for any a ∈ W (R). It is known (cf. Example 3.3.2 of [CL] ) that there exists t ′ ∈ W (R) pW (R) such that ϕ(t ′ ) = E(u)t ′ . By Lemma 2.3.1 of loc. cit., ϕ(t ′ ) is a generator of
Remark 4.16. Under the condition v p (a 1 ) > 1, we defined t ∈ W (R) pW (R) in Section 2.2 such that ϕ(t) = µ 0 E(u)t with some µ 0 ∈ S × . Then we have t/t ′ ∈ W (R) × since both ϕ(t) and ϕ(t ′ ) are generators of a principal ideal
We start with two estimations of the ideal ϕ(gu − u)B + cris ∩ W (R) of W (R) for g ∈ G to study its reduction modulo p. The first proposition gives a "weak" estimation, however, it does not need any assumption. The second one gives a "strong" estimation although we need some technical assumptions.
Proposition 4.17. Let j 0 be the minimum integer 1 ≤ j ≤ p such that v p (ja j ) = 1. Put h = 0 (resp. h = 1) if e < j 0 − 1 (resp. e ≥ j 0 − 1).
(1) Let g ∈ G G π and N ≥ 1 the integer such that gπ N −1 = π N −1 and gπ N = π N . Then
Proposition 4.18. Assume the following conditions.
Then we have the following.
(1) gu − u ∈ uI Proof. This is a generalization of Lemma 3.2.2 of [Li3] but almost the same proof can be applied to our setting. We only give one remark that E(u) is contained in vW (R) + pW (R) by the condition v R (v) ≤ 1 = v R (E(ū)), and thus we can write E(u) i+1 = p i+1 b i + vw i by some b i , w i ∈ W (R). Thus we obtain ϕ −N (w g ) ∈ Fil 1 W (R). Since E(u) is a generator of Fil 1 W (R) (cf. Lemma 2.1.3 of [CL] ), we obtainw g = ϕ N (E(u))w g for some w g ∈ W (R). By (4.9), we obtain ϕ(v g ) = v g w g , which shows (1)-(ii).
Finally we show (1)-(iii). Take any x = ϕ(gu − u)y ∈ ϕ(gu − u)B + cris ∩ W (R). We have Proof of Proposition 4.18. The assertion (3) follows from (2) immediately, and thus it suffices to show (1) and (2). By the assumption (i), we have gu − u = uv g for some v g ∈ W (R). By Lemma 2.3.2 of [CL] and the assumption (ii), we see v g ∈ I
[1] W (R), which shows (1). Take any x = ϕ(gu − u)y ∈ ϕ(gu − u)B . Note that we have v R (ū) = 1/e ≤ 1, v R (t ′ ) = 1/(p − 1) ≤ 1 and u f E(u)t ′ z = x ∈ W (R). Hence it follows from Lemma 4.19 that we have z ∈ W (R). Therefore, we obtain x = u f ϕ(t ′ )z ∈ u f I [1] W (R).
The above propositions allow us to show the existence of "good" (ϕ, G)-modules which correspond to objects of Rep r,cris tor (G). For the case r = 1, we have Corollary 4.20. Assume v p (a 1 ) > 1 and the condition (P ). Let j 0 be the minimum integer 1 ≤ j ≤ p such that v p (ja j ) = 1. Put h = 0 (resp. h = 1) if e < j 0 − 1 (resp. e ≥ j 0 − 1). Let α ∈ W (R) pW (R) such that v R (ᾱ) ≤ (j 0 −1)p h /(e(p−1)). Let T be an object of Rep Take a morphism i :L 2 →L 1 in Mod 1,Ĝ,cris S which corresponds to the injection L 1 ֒→ L 2 via Theorem 3.8. We regardL 1 andL 2 as (ϕ, G)-modules by a canonical way. It is not difficult to check that the map L 2 → L 1 of underlying Kisin modules of i is injective, and thus we may regard L 2 as a sub (ϕ, G)-module ofL 1 . Put M = L 1 /L 2 . It follows from Proposition 2.2 that M is an object of Mod 1 S∞ . Furthermore, we can naturally equip M with a (ϕ, G)-module structure; we denote it byM. By construction, we have an exact sequence 0 →L 2 →L 1 →M → 0 of (ϕ, G)-modules. It follows from (the proof of) Lemma 3.1.4 of [CL2] that this exact sequence induces 0 → L 1 → L 2 → T → 0. We note that M[1/p] is anétale ϕ-module corresponding to T | Gπ , and thus M is killed by p (see the isomorphism (3.2.1) of [CL] ). In particular, M is killed by p. Combining this with the fact thatL 1 andL 2 are objects of Mod 1,Ĝ,cris S , it follows from Proposition 4.17 thatM is an object ofM ∈ Mod 1,G S∞ (α). Next we consider general r. (i) gu ∈ uW (R) for any g ∈ G.
(iii) v p (a 1 ) > max{r, 1}.
LetM be a free (ϕ,Ĝ)-module of height r. Then the following are equivalent.
(1)M is an object of Mod r,Ĝ,cris S . (2) g(1 ⊗ x) − (1 ⊗ x) ∈ u f I
[1] W (R) ⊗ ϕ,S M for any g ∈ G and x ∈ M.
Proof. Note that u f is divided by u, and thus ϕ n (u f )/p nr converges to zero p-adically in B + cris by Lemma 2.2.2 of [CL] . Thus the result follows from Theorem 3.8 (1) and Proposition 4.18. (i) gu ∈ uW (R) for any g ∈ G.
Let T be an object of Rep Proof. The proof is almost the same as that of Corollary 4.20. We only give a remark thatL 1 and L 2 in the present situation are objects of Mod Now we are ready to prove Theorems 4.1 and 4.2. We essentially follow the method of [Oz2] .
