We consider several variants of the two-level lot-sizing problem with one item at the upper level facing dependent demand, and multiple items or clients at the lower level, facing independent demands. We first show that under a natural cost assumption, it is sufficient to optimize over a stock-dominant relaxation. We further study the polyhedral structure of a strong relaxation of this problem involving only initial inventory variables and setup variables. We consider several variants: uncapacitated at both levels with or without start-up costs, uncapacitated at the upper level and constant capacity at the lower level, constant capacity at both levels. We finally demonstrate how the strong formulations described improve our ability to solve instances with up to several dozens of periods and a few hundred products.
Introduction
We study two-level multi-item multi-period planning problems on a finite horizon with timedependent demand. In this context, multi-level means that there is dependent demand in the system: some goods are consumed by the production of others. We focus on problems with one item at the upper-level facing dependent demand, and multiple items or clients at the lower level, facing independent demands. The two levels can represent different stages of a production process executed at a single location (e.g., making and packing, bulk and end products, component and assembly), but can also represent production and transportation to clients, in which case the problem is known as the one warehouse, multiple retailer (OWMR) problem. One key aspect of the models that we consider is that holding inventory is possible at both levels. We study various polyhedra related to such problems. In particular, we consider the uncapacitated problem, the problem with start-up cost at both levels, and some capacitated variants.
The seminal papers of Wagner and Whitin [29] and Zangwill [30] show how to solve the uncapacitated single-level and multi-level in-series lot-sizing problems in polynomial time. Veinott [27] generalizes the approach to more general product structures leading to non-polynomial-time algorithms. van Hoesel et al. [23] give a polynomial-time algorithm for a two-level problem with constant production capacity at the upper level. Hwang [12] gives polynomial-time algorithms for uncapacitated single-item two-level problems with more general cost structures.
Several important hardness results have been proved. Bitran and Yanasse [7] show that the single-item lot-sizing problem becomes NP-Hard when the production capacity varies over time.
Arkin et al. [3] show that the Joint Replenishment Problem (two levels with one item at the upper level without inventory and multiple items at the lower level) is NP-Hard. The one-level multi-item problem with a joint capacity constraint generalizes the problem of optimizing over a single-node flow set and is NP-Hard. Since most realistic problems involve at least one of these three characteristics (varying capacity, divergent product structure, joint capacity) and are therefore NP-Hard, much research in the last 30 years has been devoted to finding (provably) strong reformulations that can then be used in MIP solvers, as opposed to searching for direct optimization algorithms. The present paper follows this line of research of which Pochet and Wolsey [20] provides an in-depth survey.
For single-item lot-sizing, many polyhedral results have been obtained both for the basic uncapacitated model [6, 13] and for extensions including backlogging [14, 16] , start-ups [25] , constant capacity [18] , increasing capacities [21] , sales, or a combination of these [28] . These results can be classified into two categories: linear description of the convex hull of solutions in the original variable space, usually of exponential size and accompanied by an efficient separation algorithm on the one hand, and tight extended formulation involving additional variables, usually of polynomial size on the other hand. For the latter, Van Vyve and Wolsey [26] show how to create and manage a trade-off between strength and size of these extended formulations.
Within this line of research Pochet and Wolsey [19] is crucial in terms of motivation. They show that the non-speculative cost assumption, which often is satisfied in practice and has been shown to translate into faster optimization algorithms [2, 10, 24] , has an analog in polyhedral combinatorics. Specifically, under this cost assumption, to solve the problem, it suffices to optimize over the stock-dominant of the solution set, without requiring non-negativity of production. The resulting polyhedron has a much simpler polyhedral structure and is a very strong relaxation of the original model.
For multi-item problems, Clark and Scarf [8] introduced the concept of echelon-stock. This later proved to be key in building strong single-item relaxations of multi-level models leading to efficient branch-and-bound algorithms based on Lagrangian relaxation [1] or cutting plane approaches [17] . Less progress has been made on the polyhedral structure of multi-level models beyond such single-item relaxations. The multi-commodity extended reformulation applicable to any single-source fixed-charge network flow problem is known to be very strong, but it is not tight for in-series models, even for two levels and under the non-speculative cost assumption.
Melo and Wolsey [15] give a tight O(n 3 ) formulation of the uncapacitated two-level in-series model. Zhang et al. [31] give a partial description of the convex hull of solutions in the original variable space for the same model, allowing also for intermediate independent demand.
To the best of our knowledge, no polyhedral work has been done for multi-level lot-sizing models involving start-ups, capacities, or multiple items at the lower level (beyond single-item relaxations based on the echelon-stock concept). The present work partially fills this gap. Following Pochet and Wolsey [19] , we consider stock-dominant relaxations of these multi-level problems that we prove are sufficient to solve the problem under specific cost assumptions.
The rest of the paper is organized as follows. In Section 2 we describe the capacitated two-level lot-sizing model 2LS, its stock-dominant relaxation 2WW and the closely related twolevel discrete lot-sizing problem 2DLS, whose polyhedral structure we study in order to obtain a good formulation for 2WW. We prove that solving 2WW solves 2LS under a natural cost assumption. Section 3 is devoted to the polyhedral analysis of several variants of 2DLS. In Section 3.1 we consider the basic uncapacitated 2DLS-(U,U) model and give a polynomial-size linear programming (LP) extended formulation, together with its projection onto the original variable space. The next sections extend, sometimes partially, these results in several directions.
In Section 3.2 we consider the model 2DLS-(U,U)-SC that includes start-ups and extend the result obtained for 2DLS-(U,U). In Sections 3.3 and 3.4 we derive results for the case with constant capacity limits on production of items at the lower level, and at both levels respectively.
In Section 4 we demonstrate how these strong formulations improve our ability to solve several variants of two-level planning problems. We also indicate what may be the best modeling options for instances of very large size. We conclude in the last section by discussing some open problems.
2 The two-level multi-item lot sizing problem and its Wagner-
Whitin relaxation
Here we present the problem of interest and the non-speculative relaxations that we will study.
Let n be the length of the planning horizon, I be the set of items at the lower level with m = |I| and 0 be the item at the upper level. We define I0 = I ∪ {0}. For integers a and b, we use [a, b] to denote the set of integers {a, . . . , b} from a to b. We denote the demand in period j ∈ [1, n] for item i ∈ I by d i j and the setup, production, inventory holding costs and the capacity for item i ∈ I0 and period j by f i j , p i j ,h i j and Q i j , respectively. We define x i j to be the amount of production of item i ∈ I0 in period j ∈ [1, n], s i j to be the amount of item i in the inventory at the end of period j ∈ [0, n], and y i j to be 1 if a setup for item i takes place in period j ∈ [1, n] and to be 0 otherwise. We can model the two-level multi-item lot-sizing problem (2LS) as follows.
Constraints (2) and (3) are balance constraints for item 0 and items in set I, respectively.
Constraints (4) relate the production and setup variables and impose the capacity restrictions.
Constraints (5)- (7) are variable restrictions. The objective function (1) is the sum of the setup, production and inventory holding costs.
In the sequel, we use a ut to denote t j=u a j for both variables and data, and a + = max(a, 0).
where
and (x, s, y) be a feasible solution to 2LS.
Similarly, the inequality
is satisfied by any feasible solution (x, s, y). Hence the problem 2WW (6), (8) and (9) is a relaxation of 2LS. We refer to this relaxation as the Wagner-Whitin relaxation. Next we show that if the costs satisfy a certain condition, this relaxation yields the same optimal value as the original problem.
Proof. Let (s, y) be an optimal solution to the problem 2WW. For i ∈ I0, as h i n ≥ 0, there exists an optimal solution to 2WW with s i n = 0. For i ∈ I, if there exists k ∈ [1, n] with s i k−1 > 0 and 
for all choices of t and l(i) for i ∈ I, then the solution obtained by decreasing s 0 k−1 by a small amount is feasible and not worse in terms of cost.
Let (s, y) be an optimal solution to 2WW such that i) for each i ∈ I and k ∈ [1, n] with
If no such t and l(i) for i ∈ I exist, then s 0
, and
In this case, (8) with
Defining X 2W W as the set of solutions to (8)-(9) and the associated bound and integrality
it is easy to see that
. Moreover each of the setsX 2DLS k is of the same form.
It is natural to hope that with a good approximation or an exact formulation for conv(X 2DLS k ), the intersection of these formulations will provide a good approximation of conv(X 2W W ).
However, in the next section, we will analyze a slightly different set for the following reason.
We remark that X 2W W may have extreme points that are not feasible for 2LS. Because of the cost conditions h 0 k ≤ h i k for all i ∈ I and k ∈ [0, n − 1], these extreme points will not be unique optimal solutions. The same is true forX 2DLS k . Consider then the set X 2DLS k defined similarly toX 2DLS k , except that we generate inequalities of the form (10) for all subsets of items V ⊆ I as i∈V ∪{0}
Note that minimizing the objective function i∈I0
We call this problem the two-level discrete lot-sizing problem (2DLS). In the case of 2DLS we do not need the conditions h 0 0 ≤ h i 0 for all i ∈ I to have a valid formulation for 2DLS, because of the strengthened constraints (13) . It is worth noting that this is not true for 2WW: Proposition 1 does not hold if the assumption that h 0 k ≤ h i k for all i ∈ I and k ∈ [0, n − 1] is dropped, even when one replaces constraints (10) by constraints (13) for all k.
The two-level discrete lot-sizing problem 2DLS
In this section, we consider the structure of
. Let e α denote the α-th unit vector and e n+1 the 0-vector in R n .
Observation 1 Every extreme point of conv(X 2DLS ) has y 0 = e α for some α ∈ {1, . . . , n + 1}.
The following result allows us to largely decompose the problem by item. Let φ i denote the contribution (if any) of item i ∈ I to the upper level stock s 0 0 .
Proposition 2
is an extended formulation for X 2DLS .
Proof: Suppose that (s 0 , y, φ) satisfies (15)- (17) .
and y is binary, (s 0 , y) satisfies (13). Hence we can conclude that (s 0 , y) is in X 2DLS .
Let (s 0 , y) be an extreme point of conv(X 2DLS ) with y 0 = e α . Then we know that (15)- (17) . The rest is straightforward. ✷
Uncapacitated at both levels 2DLS-(U,U)
Now we suppose that Q i j = M for all i ∈ I0 and j ∈ [1, n] and we replace the constraints
The constraints (15) now take the form
1t − y i t+1,l ) + and δ i l to represent (1 − y i 1l ) + , one obtains the extended formulation:
Let SC be the set-covering polyhedron described by the constraints (22)- (24) and SC be SC ∩ (21).
Theorem 3
The polyhedron SC is integral.
The proof is in three steps. First we will establish the result for the polyhedron SC when m = 1. We then extend this result for all values of m. Finally we show that adding constraints (21) does not create fractional extreme points. Note that the 0-1 constraint matrix associated to SC is neither totally unimodular (TU) nor balanced.
Theorem 4
The polyhedron SC is integral when m = 1.
Proof: We drop the index i in ζ i l and δ i l as m = 1. For any given non-zero objective function min
n u=1 f i u y i u with bounded optimal value, we determine one inequality among (22)- (24) that is satisfied at equality by all optimal solutions. This proves the result as when the objective function is parallel to a facet, the facet-defining inequality is the only possible answer.
The extreme rays (y 0 , y 1 , ζ, δ) of SC are (e j , 0, 0, 0), (0, e j , 0, 0), (0, 0, e j , 0) and (0, 0, 0, e j ) for j ∈ [1, n]. Hence we need h 0 , h 1 , f 0 , f 1 ≥ 0 for the problem to be bounded.
If h 0 = h 1 = 0, then there exists i, u with f i u > 0 and all optimal solutions satisfy y i u = 0. If f 0 u < f 0 u+1 , then y 0 u+1 = 0. Therefore, for the remaining cases, we assume that there exists
n . If h 0 = 0 and there exists u with
, then the problem is single-level and the result is known to hold [19] .
In the remaining case, there exists l such that h 0 l > 0. Let l be the highest such index. If
We claim that all optimal solutions satisfy inequality (22) at equality for this choice of t and l. Observe that all variables in the inequality have positive cost, and hence showing the result for all potentially optimal extreme points is sufficient. In every extreme point of SC, y 0 = e α , and y 1 = e β or y 1 = e β + e γ where β ≥ α and γ < α. Let (y 0 , y 1 , ζ, δ) be an extreme point of SC. We look at three cases.
1. ζ l = 1. Then β > l. If α ≤ t, then setting y 0 = e t+1 improves the cost by f 0 α > 0. If t + 1 ≤ γ ≤ l, then setting y 0 = y 1 = e γ and ζ l = 0 improves the cost by at least h 0 l > 0. Otherwise (α > t and γ < t + 1 or γ > l) the inequality (22) is satisfied at equality.
2. ζ l = 0 and α ≤ t. If t + 1 ≤ β, then setting y 0 = e t+1 improves the cost by f 0 α > 0. Otherwise, the claim holds.
3. ζ l = 0 and α ≥ t + 1. If t + 1 ≤ γ < α ≤ β ≤ l, then setting y 0 = y 1 = e γ improves the cost by f 1 β > 0. Otherwise, the claim holds.
✷
To extend the result to cover multiple items, we first present a somewhat abstract proposition that will then be applied to the set covering problem. 
iii. P 1 is an integral polyhedron,
Proposition 5 Under the above conditions, P k is an integral polyhedron for all k ≥ 1.
Proof: First we observe that from (i),
From (iii)
and for k > 1 we have Note that λ c α = λ α =w 0 α for α = 1, . . . , n, i.e., the weights are identical for each c = 1, . . . , k. Now
Thus we have shown that
Proof of Theorem 3
We first apply the above to the polyhedron SC and its associated set SC I of integer points.
To demonstrate that SC is integral, we need to check the four conditions of Proposition 5.
Here we have n 1 = n and we take w 0 = y 0 .
i. Every extreme point of conv(SC I ) is of the form y 0 = e α for some α ∈ {1, . . . , n + 1}.
ii. Given (y 0 , y 1 ) ∈ P 1 with n j=1 y 0 j > 1, we selectw 0 as follows:w 0 is lexicographically maximum subject to 0 ≤w 0 ≤ y 0 and n j=1w 0 j = 1. It is easily verified that (w 0 , y 1 ) ∈ P 1 .
iii. (22)- (24) is an integral polyhedron for m = 1 by Theorem 4 .
iv. W α is the polyhedron obtained by setting y 0 α = 1. After eliminating dominated constraints one obtains for each fixed i ∈ I:
We will prove that the constraint matrix associated to (28)- (29) is TU. A matrix B is TU if and only if each subset J of its columns can be partitioned into two sets J1 and J2
such that for each row r we have k∈J1 b rk − k∈J2 b rk ∈ {0, 1, −1} [11] . Given a subset of columns J, we put the column associated with the y i j variable with the smallest index j into J1, the next one into J2, the next into J1 and so on. Finally we set ζ i l and δ i l in the opposite set to y i k with k the highest index in J smaller than or equal to l (and J1 otherwise). It is easily checked that this partition satisfies the property. Now the integrality of SC follows from Proposition 5.
It remains to show that adding constraints (21) does not create fractional extreme points.
For any J ⊆ I × [1, n], consider the face of SC where (21) is tight for (i, l) ∈ J and not tight for (i, j) ∈J. Since any extreme point of SC is also an extreme point of such a face for some J, showing that this face is integral for any J implies that SC is integral.
For (i, l) ∈ J, both (23) (dominated by (22)) and δ i l ≥ 0 can be dropped from the formulation. Then the face reduces to
It is easy to see that (32)-(34) is the projection of SC with δ i l for (i, l) ∈ J being the variables projected out. But this last polyhedron has just been proved to be integral.
End of Proof of Theorem 3
We now return to the two-level discrete lot-sizing problem:
We have shown that it can be solved as a linear program using the extended formulation 
in place of (22) .
One can also describe the convex hull in the space of the original (s 0 , y) variables. By projection, we obtain Proposition 6 conv(X 2DLS−(U,U ) ) is given by:
Finally observe that the reformulation (35)-(37) of Observation 2 leads to an Θ(nm) separation algorithm for the inequalities (38). Given (s 0 ,ȳ), one calculates 
Start-up costs 2DLS-(U,U)-SC
Here we consider the uncapacitated problem with start-ups at both levels. A start-up occurs in the first period of an interval of set-ups. Start-ups often arise at the lower level in make-pack problems. To represent start-ups, we introduce the variables z i j = 1 if y i j = 1 and y i j−1 = 0, and z i j = 0 otherwise. Thus we consider the set X 2DLS−(U,U )−SC that is the intersection of X 2DLS−(U,U ) and the additional constraints
Following a similar proof in three steps, see Appendix, one obtains a result similar to Theorem
3.
Theorem 7 A tight and compact extended formulation for X 2DLS−(U,U )−SC is given by:
As above, one can also obtain a formulation with an order of magnitude less constraints, the convex hull in the original (s, y, z) space and a Θ(mn) separation algorithm.
Constant capacities for final products 2DLS-(U,CC)
Here we suppose that Q 0 j = M and Q i j = Q i for all j ∈ [1, n] and all i ∈ I. As one again has y 0 = e α for some α ∈ [1, n + 1] in all extreme points, we define the sets
so the problem decomposes into n + 1 subproblems
Our goal now is to describe conv(X α ). Combined with the classical result of Balas [4] this will lead to a description of conv(X 2DLS−(U,CC) ).
Note that once y 0 is fixed, the set X α decomposes by item giving X α = i∈I X α,i , where X α,i is the set:
To describe conv(X α,i ), we suppose without loss of generality that Q i = 1, and we observe that X α,i can be described as the intersection of two mixing sets, see [9] . Following the standard approach described in [9] to obtain an extended formulation of such sets, we observe that in an extreme point, φ i + s i 0 and s i 0 mod 1 must take either the value 0, or one of the n values d i 1l mod 1. Let f 1 > f 2 > · · · > fn represent these distinct fractional parts in decreasing order, set f 0 = 1 and fn +1 = 0, and let π(l) be the index in [1,n] with
Dropping the superscript i, introducingȳ t = y 1t and noting thatȳ t −ȳ α−1 = y αt , the network dual extended formulation for the two mixing sets gives:
Consider now the matrix corresponding to the constraints (64)- (75), and call the associated polyhedron P α,i . The constraint matrix is not TU because of (74), but we can show integrality as follows.
We first show that the constraint matrix of (64)- (73) is TU, using again the characterization in [11] . Given a subset J of variables, we put all variablesȳ l for l ∈ [α, n] in J1 and all variables µ l in J2. Ifȳ α−1 is in the set J, then we putȳ α−1 and all variables µ 0 l in J1. Ifȳ α−1 is not in the set J, then we put all variables µ 0 l in J2. It is easily checked that this partition satisfies the desired property. Now, in extreme points of P α,i , for each l, either (74) is tight and µ 0 l = µ l implying that (69) is dominated by (65), so that (69) and therefore (74) can be dropped, or (74) itself can be dropped. In either cases, we have just shown that the resulting system of inequalities is TU.
Therefore each extreme point of P α,i is contained in a face that is itself an integral polyhedron and thus P α,i is an integral polyhedron.
We have obtained a description of conv(X α ):
which can then be written compactly as the polyhedron
Theorem 8 An extended formulation for conv(X 2DLS−(U,CC) ) is given by:
and (41),(42), the multicommodity formulation (MCF), see [22] , and our extended formulation (EF) given in Theorem 7 and modified as in Observation 2. We also strengthened the natural formulation (NF-WW) and the multi-commodity formulation (MCF-WW) with (l, S) start-up inequalities [25] based on an echelon-stock reformulation, i.e., we used the inequalities
and their disaggregated versionŝ
for NF and MCF respectively, whereŝ 0i k−1,l andŝ i k−1,l give the amount of items 0 and i that are in the inventory at the end of period k − 1 and that are used to satisfy the demand of item i in period l.
We first solve problems with 40 final products and 36 periods. The data is generated as follows. The setup, start-up, and inventory holding costs are constant over time, so we drop the index t. The inventory holding costs for the final products are generated randomly as integers in the interval [0,5] and the cost for item 0 is taken as the minimum of these costs. The demands are generated as integers in the interval [0,50]. For each item i ∈ I0, we generated an integer f i in the interval [10, 20] . We use a parameter ρ ∈ {1, 5, 10} to obtain instances with a different ratio of setup and start-up costs between the two levels. We set q i = f i = 100f i for i ∈ I and
All experiments are carried out using Xpress-IVE version 1.22.04 on a Dell notebook with 2.20 GHz Intel core i7-2720QM processor and 8 GB RAM. The time limit is 600 seconds. For each ρ value, we solve three instances and report the average results. We report the number of instances solved to optimality, the gap of the LP relaxation (LP-gap, computed using the best upper bound), the gap at termination (f-gap, computed using the upper and lower bounds at termination), the number of nodes explored, and the solution time in seconds. The results are presented in Table 1 .
We observe that NF and MCF have huge duality gaps and adding the (l, S) start-up inequalities results in a considerable improvement. MCF-WW and EF have very similar duality gaps, but, more instances are solved to optimality with EF and the final gaps for those that are not solved are smaller. The results of this first experiment suggest that we may be able to compute good bounds for larger instances using NF-WW, MCF-WW and EF. This is what we test in our second experiment.
In Table 2 , we present results for four instances with m = 40 items final products and up to 60 periods and also for four instances with n = 36 periods and up to 200 final products. Here we set ρ = 10. We report the individual results rather than the averages. For each instance and formulation, we report the best lower and upper bounds (all in millions) and the gap on termination (BLB, BIP, and f-gap, respectively) when the time limit is set to 600 seconds and 1800 seconds respectively. If an instance is solved to optimality, we report the solution time in parentheses in the column f-gap. We highlight the best lower and upper bounds in bold and present the gap between these best bounds in column "b-gap". We observe that the solver usually finds good solutions with NF-WW, however the lower bounds are significantly worse than those of the other two formulations. With MCF-WW, upper bounds are of poor quality and letting the solver run for half an hour only leads to an improvement for the instances with 48 periods and 40 products. Using EF, one can obtain good solutions with a less than 1% gap in ten minutes when n = 48, however the results are not good for n = 60. In one of the instances with 60 periods, letting the solver run for another twenty minutes resulted in a significant improvement with EF. If the number of periods is not large, EF remains the most efficient formulation for our instances with larger values of m. Overall, except for one instance,
we could obtain solutions with a less than 2% gap in half an hour using EF.
Computational results for the two-level lot-sizing problem with constant capacities for final products
Now we present computational results for the capacitated lot-sizing problem where Q 0 = M and
Here, we compare again the natural formulation (NF), the multicommodity formulation (MCF), and our extended formulation (EF) (76)-(82). We also test NF and MCF with an approximation of the constant capacity Wagner-Whitin extended formulation [19, 26] .
We refer to the resulting formulations as NF-WW and MCF-WW.
In Table 3 , we report the results for the discrete lot-sizing problem (only the initial stock variables and setup variables have nonzero costs). Here we consider instances with 40 final products and 60 periods and take the costs for the initial stocks to be equal to 1. The setup cost at level 0 in period t is obtained by multiplying ρ by an integer generated randomly in the interval [50, 50 + 20(n − t)] and for the other items, f i t is randomly generated in the interval [50, 70] . The demands are generated as integers in the interval [0,50] and the capacity is taken to be 100. The time limit is 180 seconds. For each ρ value, we report the averages for three instances. All instances are solved to optimality with formulations NF-WW and EF within the time limit and none is solved with the other three formulations. The final gaps can be as large as 20%. In most cases, NF-WW proves optimality sooner than EF.
The results for the two-level lot-sizing problem are given in Table 4 . Here we take n = 18 and m = 20. The data is generated in the same way as for the instances with start-ups except that we set f i = 200f i for i ∈ I and f 0 = 200ρf 0 . We take the capacity to be equal to 100.
In this experiment, the time limit is set to 600 seconds. We report the average results for three instances for each ρ value. Here, it is clear that NF and MCF have large duality gaps and cannot obtain optimal solutions within the time limit. However, when strengthened, these formulations outperform EF in terms of computation time.
Due to its large size, EF takes longer to solve for larger instances. In our final experiment, we use NF-WW and MCF-WW to see the quality of bounds that one can obtain as n and m increase. The results are given in Table 5 . Here the results are given for individual instances.
Except for the instances solved to optimality, the best lower bound is obtained using MCF-WW and the best upper bound using NF-WW. We see that the lower bounds obtained by MCF-WW in half an hour are very close to those obtained after ten minutes. However, for several instances, there was a significant improvement in the upper bounds obtained with NF-WW after half an hour. Overall, we obtain good solutions with small duality gaps even for problems with 24 periods and 200 final products in half an hour using NF-WW and compute good lower bounds in ten minutes using MCF-WW.
Conclusions
In this paper, we have proposed exact and approximate extended formulations for two-level multi-item discrete lot-sizing problems and reported some computational results on using these reformulations to solve one-producer multiple item lot-sizing, or equivalently one-warehouse multiple-retailer problems. We have proposed an exact extended formulation for the uncapacitated problem and modified it to handle start-up costs. In our computational experiments, we have observed that the extended formulation for the problem with start-up costs outperforms the existing formulations. We note that this formulation can be extended easily to problems with more levels and to problems with demand at intermediate levels.
We have also proposed an exact extended formulation for the problem with constant capacities for final products and no capacity constraints at the upper level. Here the behavior of the formulations appears to be different. Even though the LP relaxation of the extended formulation has a duality gap smaller than those of the existing formulations, it is impractical due to its large size. One interesting extension of the current work may be to study the projection of this large formulation onto the space of the original variables and devise a branch-and-cut algorithm. For the more general problem in which capacity constraints are also introduced at the upper level,
we have only provided an extended formulation for a relaxation. Testing the performance of this extended formulation in practice and finding an exact extended formulation for this version of the problem remain for further investigation.
Finally, we conjecture that the following is an exact extended formulation for the two-level discrete lot-sizing problem with a single final product and backlogging: A Appendix: Proof of Theorem 7
Similar to Theorem 3, the proof is in three steps. In the first step, we show that the polyhedron SCC defined by (49)- (55) is integral for m = 1. Then we extend the result to m > 1 and finally prove that adding constraints (48) does not destroy integrality.
Let SSC I denote the set of integral solutions in SSC and consider the case m = 1. As we did in the proof of Theorem 4, for a given non-zero objective function min n u=1 h 0 u ζ u + In the remaining, we study the case where h 0 , h 1 , f 0 , f 1 , q 0 , q 1 ≥ 0.
e. If h 0 = f 0 = q 0 = 0, then the problem is single-level and the result is known to hold [19] . Finally we need to show that adding constraints (48) does not destroy integrality. As in the proof of Theorem 3, the key argument is that when such an inequality is tight, constraint (52) is dominated.
