I. INTRODUCTION N many applications, such as synthetic aperture radar I imaging, frequency and wave-number estimation in array processing, and nuclear magnetic resonance imaging, it is often desired to estimate two-dimensional (2-D) frequencies from a 2-D data set. If the data set is very large, the classical correlogram method (implementasAe via 2-D FFT) can be satisfactory. If the data set is relatively small, the correlogram method suffers from a resolution limit called Rayleigh limit. To overcome the Rayleigh limit, high-resolution techniques such as the 2-D autoregressive method, 2-D maximum entropy method, and 2-D minimum variance method have been developed fro n their 1 -D versions. To obtain the estimates of the 2-D frequencies, searching for spectral peaks in a 2-D space is required by all those methods. The searching is due to the difficulty in finding the desired roots of a 2-D polynomial. It causes a very large amount of computations, and hence limits the estimation accuracy given a fixed amount o F computations. Tutorial discussions on those methods are available in [l] and [17] .
The computational difficulty of searching in 21 2-D space also exists with other methods in [9] -[l l]. This is again due to the bottleneck: 2-D polynomial. A recently published method [12] for estimating 2-D frequency, although computationally efficient, only applies to the single 2-D sinusoid case.
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al. [2] . This method, called the state space method, does not require searching in a 2-D space. It exploits the structure inherent in the original data matrix. The 2-D frequencies are computed by solving an eigenvalue problem. However, the state space method does not work for the case where more than one 2-D sinusoids share a common 1 -D sinusoidal component. Furthermore, this method yields two sets of estimated 1-D frequencies rather than a set of estimated 2-D frequencies. How to pair the two sets of estimated I-D frequencies into a set of estimated 2-D frequencies was not mentioned in [2] . Another 2-D frequency estimation method, called the matrix approximation method, was proposed by ShawKumaresan in [3] . Similar to the state space method in [2] , the matrix approximation method is based on the inherent structure of the original data matrix. The difference is, however, that the matrix approximation method tries to reconstruct such a matrix, subject to the constraint of the known data structure, that approximates the original data matrix in a least square (LS) sense. Like those of [2] , the authors of [3] did not address the problem arising from multiple 2-D frequencies having a common I-D frequency component. The pairing issue was also not addressed in [3] .
In this paper, we will follow an approach similar to those in [2] and [3] to exploit the structure inherent in the original data. However, instead of relying on the original data matrix, we will form an enhanced matrix from the original data. The enhanced matrix is formed in such a way that the matrix pencil approach in [4] can be applied to efficiently estimate the 2-D frequencies. The resulting method will be called the matrix enhancement and matrix pencil (MEMP) method.
In Section 11, the 2-D frequency estimation problem will be formulated. A basic structure inherent in the original data matrix will be reviewed. It will be pointed out why the methods in [2] and [3] fail to work.
In Section 111, the idea of matrix enhancement will be introduced, and the structure of an enhanced matrix will be studied. It will be shown that the number of 2-D sinusoids can be obtained from the rank of the enhanced matrix, and the 2-D frequencies can be obtained from the principal eigenvectors of the enhanced matrix.
In Section IV, the matrix pencil approach will be applied to efficiently estimate the 2-D frequencies from the principal eigenvectors of the enhanced matrix. The pairing issue will also be addressed.
In Section V, the noisy data will be assumed when the MEMP method is summarized into a step-by-step algorithm. For the case where the data set is verj large and the noise covariance sequence is known except a scalar, an asymptotically consistent version will also be given.
(i.e.,fli = (1/2n) Im (log (y;)) and&; = (1/2n) Im (log (zi))), we will concentrate on the estimation of the 2-D poles.
The original (noiseless) data matrix is defined as follows:
In Section VI, an estimated order of computations required by the MEMP method will be derived It will be shown that the MEMP method can be faster than ii typical 2-D FFT method if the number of 2-D sinusoids is much smaller than the data size.
In Section VII, simulation results will be provided to show the noise robustness of the MEMP mett!od. It will be seen that the accuracy of the MEMP method can be very close to the Cram&-Rao lower bound (CRB). A set of equations useful for computing the CRB will be given in Appendix A.
PROBLEM FORMULATION
We assume that the noiseless 2-D data sariples have the following structure: w(m; n) is the 2-D noise sequence. In this paper, the prime will be used to denote the noisy quantities.
The basic problem here is to estimate { ( f l f , "5,) ; i = 1, . . . , I } from x'(m; n). r, and 4, can be straightforwardly estimated once the 2-D frequencies are obtained since x(m; n) is a linear function of the complex amplitudes r, exp ( j 4 J . Estimating r, and 6, will not be addressed. But in Appendix B, a simple algorithm for this task will be given. 
(2.9) (2.10) From (2.7)-(2. lo), we know that the rank of X is no larger than I , i.e., rank (X) I But the rank of X is less than I if either one of the pole sets does not contain distinct elements. Note that the assumption (y,, z,) # ( y j , zj) does not necessarily mean that y, # y, and z, # z,. It is the ill condition (insufficient rank) of X that causes the two methods to fail.
It is important to note that a) if rank (X) is less than I , {yf; i = 1, * * * , I } and {zr; i = 1, , I } cannot be both obtained from the principal left or right singular vectors of X; and b) the principal singular vectors of X do not contain sufficient information to carry out the pairing between y, and z,.
In the next section, we will form an enhanced matrix from the 2-D data so that the above problems can be solved.
MATRIX ENHANCEMENT
The idea of the matrix enhancement can be seen from two simple examples as follows.
I

HUA: ESTIMATING 2-D FREQUENCIES BY MATRIX E:NHA\CEMENT
Example 1: A row vector cannot have a rank larger than one. However, if this vector is partitioned into 1 WO (overlapped or nonoverlapped) subvectors and the two subvectors are stacked into a two-row matrix, then the resulting matrix may have a rank larger than one.
Example 2: If an m-row matrix has the rank r , the matrix obtained from a similar partition-and-stacking process may have a rank larger than r .
We see that the rank condition of a matrix can be en- In fact, X, is a generalized version of X. If L = 1 and K = M , X , becomes the mth row of X , and X, becomes X .
We call X, the enhanced matrix because rank (X,) = 
in some important cases. The second relation in (3.3) has been discussed in Section 11. The first relation in (3.3) will be discussed as follows.
Using (2.2) in (3.2), X, becomes 2269 where A is the diagonal matrix of { a , ; i = 1, defined in (2.9), and * , I} as Then, using (3.4) in (3. l ) , X , becomes where
From (3.8), we know that rank (X,) = Z iff rank (EL) = rank (ER) = I.
B. Conditions on K and L
Now we need to find the conditions on the free parameters K and L under which ramk (EL) = rank (ER) = I. Since the structures of EL andl ER are similar, only EL is considered for the moment. Obviously, the rank of EL depends on the two parameters K and L . We will show that rank (EL) = 
To show this, we need to introduce the permutation (shuffling) matrix: Hence, the sufficient condition (3.11) is proven.
The necessary condition for E, to be of the full rank I
is that the number of rows of E, is no less than I , i.e., rank (EL) = I only if 
Since rank (X,) = I iff rank (E,) = rank ( E R ) = I, combining (3.11) with (3.18) yields that rank I X,) = I if
and combining (3.17) with (3.19) yields that rank (X,) = I only if
If I is unknown but less than a number I,,,, K and L must satisfy the sufficient condition (3.20) so that I can be estimated from the singular values of X,. In the sequel (except in Section V), however, the number I will be assumed to be known.
C. Eigenstructure of X,
Before we apply the matrix pencil approach, in the next section, to extract the 2-D poles from X,, we need to study the eigen structure of X,. The singular value decomposition (SVD) [5] of X, has the form
where the superscript denotes the conjugate transpose;
) which is the smaller dimension of X,; U,, E,, and V, contain the Iprincipal components; and U,,, E,,, and V,, contain the remaining nonprincipal components. Specifically,
where a1 2 o2 I . Since U, I U,, and V, I V,, where I denotes that the left is (columnwise) orthogonal to the right, EL I U,, and E: I V,,. The above properties can be used to estimate the 2-D frequencies as follows. Note that only U, will be used to produce the 2-D frequencies in the sequel although V, can be used similarly. It seems that using both of the two matrices might yield better estimates, but such attempt has not been successful. From the expression of E , in (3.9), we know that the i th column of EL is
where 0 denotes the Kronecker product, and yLi and zLi are the ith column of Y, and ZL, respectively. Because of (3.25), we define a similar vector: Estimating the 2-D frequencies by searching for the peaks of the 2-D spectrum of (3.32) is very costly in computation. The above approach is similar to the idea of MUSIC [ll]. In the next section, we will use the matrix pencil approach to estimate the 2-D frequencies from the principal singular vectors of X, (i.e., using U,).
IV. MATRIX PENCIL The matrix pencil approach can be stated as constructing two matrices in such a way that the desired numbers (e.g., poles) are the rank reducing numbers (i.e , the generalized eigenvalues or G.E.s) of the corresponding matrix pencil. Then, it is clear that the matrix pencil U2 -XU, becomes
where Z is an identity matrix of proper dimension. Since Yd is the diagonal matrix of the poles { y,; i = 1 , , .
I } , (4.7) shows (see [4] ) that the poles { yi; i = 1 , * , I } are the rank reducing numbers of the matrix pencil U, -hU, (i.e., the rank of the matrix pencil decreases by one iff h = yi), if E , and Tare of the full rank I .
B. Extracting zi
In order to extract the other set of poles (zi; i = 1 , * , I } , we need to exploit the structure of EL, in (3.13).
We define Then, we can write the matrix pencil U,, -XUlp as On the other hand, the necessary condition for rank ( E , ) to be I is that the number of its rows is no less than I , i.e.,
(4.18)
Similarly, the necessary condition for rank ( E l P ) to be I is
Combining the necessary conditions (4.18) and (4.19) and (3.21) yields the overall necessary condition:
D. Pairing
We have now developed the MEMP method to extract { y I ; i = 1 , * * -* , I} separately. This procedure does not treat the poles { y , ; i = 1 , 2, * , I } equally, i.e., yI is treated more seriously (earlier) than yI + l . If we have some a priori information about yi, then we may be able to order them according to their priority before the above pairing procedure is applied. If we know more about zi than yi, then we should interchange the order of zi and yi in the above pairing procedure. The overall idea here is to insure that the pole we have the best confidence with gets the best mate.
V. THE MEMP ALGORITHMS The MEMP method for estimating 2-D frequencies has been developed in the previous two sections assuming no noise. In the following, we will first summarize the MEMP method into an algorithm which processes the noisy data. Then, another modified algorithm will be developed for the case where the data set is large and the noise covariance sequence is known.
A. Algorithm 1
Step 1: Form the KL x ( M -K + 1)(N -L + 1 ) enhanced matrix X: from the noisy data x'(m; n) according to (3.1). K and L must satisfy the necessary condition (4.20). For more reliable and more accurate estimation, K and L should satisfy the sufficient condition (4.17). (The effects of K and L on the noise sensitivity will be discussed in Section VII.)
Step 2 in (3.22a) ).
Step 3: Form U ; , U; from U: according to (4.2) and (4.3). Form U;, from U; according to (4.8). Form U ; , and U;, from U& according to (4.9) and (4.10).
Step -XUiHUi and UiFUip -XU$U;,. The simulation results shown in Section VI1 were obtained by using this algorithm.) , I, maximize the function shown in (4.22) (using y: and z,! in place of yi and zi respectively) with respect to j to obtain the correct pairs
Step 6: Compute (fIi,hi)' from ( yi, zi)' by using (2.3) U; -XU; and U;, -XU;p. Let { y,!; i = 1 , * * -9 I} be
Step 5:
and (2.4).
B. Algorithm 2
If the data set is very large and the noise covariance sequence is known, then the noise can be filtered out at the covariance level as follows.
Let R: be the covariance matrix of the noisy enhanced matrix X;, i.e., and yR,, is the noise covariance matrix, and y is a scalar. Note that yR,, is a known function, although not given here, of the 2-D covariance sequence of the 2-D noise sequence w (m; n ) .
Assume Re, is known. Then the effect of yR,,, on the estimation accuracy can be removed (completcly if M -K and M -L are infinitely large and the noise is stationary and ergodic) by using the following algorithm.
Step I : Same as in algorithm 1 . But then compute R: and its transformed version: Step 2: Compute the eigendecomposition of Rir, i.e., Steps 3-6: Same as in algorithm 1 but use in place of U;.
C. Remarks
If the noise is white, then it is easy to show that R,, = Z and hence algorithm 2 is equivalent to algorithm 1.
In some applications, not both M and N are very large, but one of them is. In this case, algorithm 2 is still applicable.
Finally, we mention that the MEMP method also applies to damped 2-D sinusoids since the data structure we have exploited so far is shown in (2.2). Given that all the poles y, and z, are on the unit circle for the undamped 2-D sinusoids, the enhanced matrix X, can be replaced by a further enhanced matrix Xee:
x e e = [ x e , peX,*I (5.7)
where * denotes the complex conjunction, and P, is a permutation matrix defined by
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In the noiseless case, range (X,,) = range (X,) = range (EL) (5.9) so that the MEMP method based on either X,, or X, yields the same results. But in the noisy case, using X,, enhances the robustness to noise in a similar way as using the forward-and-backward linear prediction equations in [ 161 or as using the forward-and-backward matrix pencil in [4]. The simulation results shown in Section VI1 were obtained by using &,.
VI. COMPUTATIONAL ORDER OF THE MEMP METHOD
In the following, we will first derive an estimate of the order of real multiplications needed by each major computational part of the MEMP algorithm 1 for 2-D frequency estimation. The real data is assumed although the notations for complex data are used. Then, we will compare the computational order of the MEMP method against that of a 2-D FFT method. However, the computational order shown in (6.1) can be reduced in the following approach is used to perform major part a): a l ) compute R, = X,Xf (in a fast way); and a2) compute the eigenvalues and eigenvectors of R,.
Note that the left singular vectors of X, are the eigenvectors of XJf, and the singular values of X, are the square roots of the eigenvalues of X , X r . (The numerical accuracy affected by the above approach is often negligible compared to the noise effects.)
A direct computation of X , X r requires
multiplications, which is in an order similar to that shown in (6.1).
To compute X,XF faster, we need to observe that the (i,,, j,)th element of the (i,,j,)th block of X,Xf (see 
I
where
We can see that (almost) each multiplication in (6.3) is shared in computing several elements of XJf. In fact, this is due to the Hankel structure in X,. ?'he distinct multiplications required in computing X,Xf are
where m , n, t,, and t, take the following sets of integers: ,,, t, + 1, * , N -1)))) and
Note that, for example, {t, = 1, 2, 
We can see that (6.6) is much smaller than ( 6 . 2 ) .
To compute the eigenvalues and eigenvectors of Re, the number of multiplications required (based 011 the symmetric QR algorithm [5] and KL >> 1 ) is in the order of
5K3L3. (6.7)
Combining (6.6) and (6.7) yields that a l ) and a2) can be carried out by using multiplications.
It is clear that if K >> 1 and L >> 1 , (6.8 ) is much smaller than (6.1). Equation (6.8) is the estimated order of multiplications required by the major part a).
B. Computational Order of Major Part b)
The computational order of the major part b) can be estimated as follows. If the GE's of the matrix pencils U, -XUI and U,, -XUlp are computed by using the QZ >> 1) for computing the GE's of each I X I matrix pencil. Hence, the computational order of the major part b) is
C. Computational Order of Major Part e)
For each (i, j ) , Since J,(i, j ) must be computed for I + ( I -1 ) Combining (6.8)-(6.10) yields the order of (real) mul-3 2
(Note that as an engineering approximation, the "much larger" notation >> means at least ten times larger.) We see that the computational order for the major part a) is dominant in the overall computational order of the MEMP method. We also can see that if M >> K and N >> L , the dominant computation is to obtain the covariance matrix Re (or R: in the noisy case).
I E. Comparison to 2 -0 FFT Method quires [18]
We consider a 2-D FFT method which typically re-;(log2 MN)MN (6.12) multiplications to produce a 2-D frequency spectrum. Note that (6.12) does not include the amount of computations required to search for I 2-D (peak) frequencies. It is clear that if I is much smaller than M and N, then K and L of the MEMP method (see (4.17)) can also be much smaller than M and N , and hence (6.11) can be smaller than (6.12). In fact, the ratio of the computational order of the MEMP method over the 2-D FFT method is, as-
This means that if the number of 2-D sinusoids is much smaller than the data size, the MEMP method can be faster than the 2-D FFT method.
VII. SIMULATION RESULTS The MEMP method has been developed based on the noiseless data. Without noise, the MEMP method yields the exact 2-D frequencies. When the data is noisy, the estimated 2-D frequencies have bias and variance. To evaluate the noise sensitivity of the MEMP method, the Monte Carlo simulation has been carried out. We have found that the estimation accuracy of the MEMP method plied to this data set to estimate the three 2-D frequencies, they are too costly in computation. The simulation comparison of the MEMP method against those methods has not been obtained. Figs. 1-4 show the estimated frequencies for 200 independent runs at SNR = 20 dB, which were obtained by using the MEMP Algorithm 1 and Xee. SNR is defined by estimation accuracy increases (i.e., the three clusters in each figure become smaller). For K = L = 6, the biases and deviations are shown with the corresponding CRB's in Table I .
Figs. 5-9 show the estimated frequencies for 200 independent runs at SNR = 10 dB, which were obtained by using the MEMP algorithm 1 and Xee. ( K , L) are equal to (3, 3), (4, 4), ( 5 , 5), (6, 6) , and (7, 7), respectively. In Fig. 5 where K = L = 3, the 200-run estimated frequencies tend to cluster around the centroid of the three 2-D frequencies. After we increase K and L from 3 to 4, Fig.  6 shows that the dense cluster in Fig. 5 has been scattered (and the estimated frequencies start to reorganize themselves). When K = L = 5, Fig. 7 shows that the estimated frequencies start to cluster around each of three correct 2-D frequencies. When K = L = 6, Fig. 8 shows three denser clusters around each correct position. When K = L = 7, Fig. 9 shows that the three clusters are further compressed towards each correct position. The biases and deviations for K = L = 7 are shown with the corresponding CRB's in Table 11 .
From Tables I and I1 we can see that the estimation deviations are very close to the corresponding CRB's.
We also can see from Figs. 1-9 that K and L are like two tuning parameters which can be adjusted to increase the estimation accuracy. In fact, when KL > I, there is a (min -I)-dimensional noise subspace spanned by the columns of U,, and an I-dimensional signal subspace spanned by the columns of U, (see (3.22)). Intuitively, the larger the noise subspace is, the more noise component is absorbed into the noise subspace and the less noise component remains in the signal subspace. Since only the signal subspace is used in the MEMP method, larger noise subspace implies higher estimation accuracy. We can increase the noise subspace, and hence (intuitively) the estimation accuracy, by increasing min or equivalently K
. This intuitive thinking explains the simulation results shown in Figs. 1-9. In fact, the above intuitive thinking represents a signal processing approach, which we call signal processing via inflating noise subspace (SPINS).
Note that the noise subspace is maximized when KL =
, not only the estimation accuracy is reduced (due to that the noise subspace is reduced) but also the computations are increased. Hence, we should normally choose K and L such that i ( M + l )~K z I + l (7.6) ;(N + 1) 1 L 1 z + 1 .
As long as the computational burden is tolerable, K and L can be increased, from I + 1 to the maximum values i ( M + 1) and i ( N + l), to reduce the noise effects.
VIII. CONCLUSIONS
We have developed the MEMP method for estimating 2-D frequencies. An enhanced matrix has been introduced to remove the ill condition of the original data matrix. The matrix pencil approach has been applied to efficiently extract out the 2-D frequencies. The MEMP method is computationally efficient mainly because searching in a 2-D space is not required. An estimated order of the computations required by the MEMP method has been derived. We have shown that if the number of 2-D sinusoids is much smaller than the size of the data set, the MEMP method can be faster than a 2-D FFT method.
The noise sensitivity of the MEMP method has been studied by the Monte Carlo simulation. The simulation .
I .
, .
I .
. . . . . . . results show that the MEMP method is robust to noise and its accuracy can be very close to the CRB. Finally, we add that the MEMP method can be extended to estimate arbitrary dimensional frequencies. Fur- Since N -L is assumed to be very large, using :3.7) yields The absolute amplitudes lail are obtained from the diagonal elements of (B. lo), but the phases are 10s: in (B. lo).
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