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We introduce a spectral notion of distance between objects and study its theoretical
properties. Our distance satisﬁes the properties of a metric on the class of isometric
shapes, which means, in particular, that two shapes are at 0 distance if and only if they
are isometric when endowed with geodesic distances. Our construction is similar to the
Gromov–Wasserstein distance, but rather than viewing shapes merely as metric spaces, we
deﬁne our distance via the comparison of heat kernels. This allows us to establish precise
relationships of our distance to previously proposed spectral invariants used for data
analysis and shape comparison, such as the spectrum of the Laplace–Beltrami operator,
the diagonal of the heat kernel, and certain constructions based on diffusion distances. In
addition, the heat kernel encodes a natural notion of scale, which is useful for multi-scale
shape comparison. We prove a hierarchy of lower bounds for our distance, which provide
increasing discriminative power at the cost of an increase in computational complexity.
We also explore the deﬁnition of other spectral metrics on collections of shapes and study
their theoretical properties.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Due to the recent great advances in data acquisition and in shape acquisition and modelling, huge collections of datasets
and digital models are becoming widely available. One of the major challenges in organizing these collections is to be able
to deﬁne and compute meaningful notions of dissimilarity or distance between objects and classes of objects. In many
scenarios that involve deformable objects, these notions of distance must exhibit invariance to deformations or poses of the
objects. By “pose” we mean an arbitrary embedding of the shape in some ambient space.1 Problems of this nature arise in
areas such as molecular biology, metagenomics, face recognition and matching of articulated objects and pattern recognition
in general.
Many approaches have been proposed in the context of (pose invariant) shape classiﬁcation and recognition, including
the pioneering work on size theory by Frosini and collaborators [1], the shape contexts of Belongie et al. [2], the integral
invariants of [3], the eccentricity functions of [4], the shape distributions of [5], the canonical forms of [6], and the Shape-DNA
methods in [7]. The common idea of these methods is to compute certain invariants, or signatures of the shapes (we-
will use these two terms inter-changeably). These signatures are then embedded into a common metric space to simplify
comparison, and shapes whose signatures are at a small distance from each other are considered similar.
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has hardly been addressed in the shape matching community. In particular, the degree to which two shapes with similar
signatures are forced to be similar is in general not well understood. Conversely, one can ask the easier question of whether
the similarity between two shapes forces their signatures to be similar.
These questions cannot be well formulated until one agrees on compatible notions of (1) equality and (2) dis-similarity
between shapes. Compatibility here means that shapes which are 0-dissimilar are exactly those that are considered equal
according to the notion of equality that one imposes.
A tentative but rather general framework for studying these problems would be to declare that we have a space S
comprising all shapes of interest, a notion of equality “=” between pairs of shapes, and a metric D : S × S→ R+ s.t.
D(X, Y ) = 0 if and only if X = Y . In this context an R-valued invariant is any map I : S→ R with the property that
I(X) = I(Y ) whenever X = Y . In more generality one can consider V -valued invariants where V is some given metric space
with metric dV .
The question of whether similarity between two shapes forces the valuation of a given V -invariant I on the two shapes
to be similar can now be phrased easily in terms of the concept of stability of the invariant I . We make precise what is the
notion of stability of invariants that we are after.
Remark 1.1 (Quantitative stability). In order to say that the invariant I :S→ V is quantitatively stable under D , we require
that




for all shapes X and Y inS.
See Theorems 8.1 and 8.2 for explicit results. This is in contrast with a different, weaker, type of stability that one might be
able to prove which is of the form: if (Xn) ⊂S is a sequence of shapes which converges to a shape X in the metric D , then
I(Xn) → I(X) as n ↑ ∞ in the metric dV .2
It is important to remark that, for a given metric D on S, knowing that a large number of invariants are stable accord-
ing to our deﬁnition above is clearly desirable. Knowledge of stability of the invariants means that they can be used to
discriminate shapes in a manner that is insensitive to perturbations of the shapes themselves (in the sense encoded by D).
Furthermore, the precise form of the stability statement for a given invariant provides a lower bound for the distance D
between two shapes. This has clear impact on the practical application of the ideas, since typically, the computation of
dV (I(X), I(Y )) will be less computationally demanding than the computation of D(X, Y ).
One instantiation of the type of framework alluded to above was suggested in [8,9], where the authors (1) consider
shapes to be compact metric spaces, (2) deﬁne two shapes to be equal when they are isometric, and (3) use the Gromov–
Hausdorff distance [10] as a measure of dissimilarity between shapes. Two metric spaces (X,dX ) and (Y ,dY ) are said to
be isometric whenever there exists a bijective map Ψ : X → Y that preserves distances: dX (x, x′) = dY (Ψ (x),Ψ (x′)) for all
x, x′ ∈ X . Such a map Ψ is called an isometry. The Gromov–Hausdorff distance between isometry classes of compact metric
spaces is deﬁned as the inﬁmal ε > 0 such that there exist a metric space Z and X ′, Y ′ ⊂ Z s.t. X ′ is isometric to X and Y ′
is isometric to Y and the Hausdorff distance (in Z ) between X ′ and Y ′ is bounded above by ε:
dZH
(
X ′, Y ′
)
< ε.
By endowing shapes with different metrics, one obtains a great deal of ﬂexibility in the different degrees of invariance
that one can encode in the Gromov–Hausdorff measure of dissimilarity. For instance, endowing shapes embedded in Rd
with the (restricted) Euclidean metric makes the Gromov–Hausdorff distance invariant under ambient rigid isometries [11].
In contrast, using intrinsic metrics within the shapes makes the Gromov–Hausdorff distance blind to intrinsic isometries
(or bends). Here, the word intrinsic refers to the independence of the metric on the embedding, and an example of such a
metric is the geodesic distance on a smooth surface.
Once this Gromov–Hausdorff framework is adopted, the natural question arises whether a given family of signatures is
quantitatively stable under perturbations of the shape in the Gromov–Hausdorff (GH from now on) sense. A very simple
example is given by the R-valued invariant given by the diameter:












∣∣diam(X) − diam(Y )∣∣.
Unfortunately, despite its generality, it has been diﬃcult to use the Gromov–Hausdorff framework in a natural way for
explaining most of the existing signature based shape matching procedures, with the exception of [12]. In addition, the
2 This can be likened to the difference between continuity and Lipschitz or Hölder continuity in the context of real valued functions.
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bottleneck quadratic assignment problem [13].
These issues were addressed in [11,13,14], where the author deﬁnes the Gromov–Wasserstein distance (GW from now on)
based on ideas from mass transportation. This family of distances:
• exhibits a number of desirable theoretical features,
• directly yields continuous variable quadratic optimization problems with linear constraints, and
• provides a dissimilarity measure under which a large number of shape signatures become quantitatively stable.
The framework of [13,14] assumes that in addition to a metric, shapes are also endowed with a certain notion of
weight associated to each point of the shape. The signatures of [2–5] have all been shown to be quantitatively stable under
perturbations in the Gromov–Wasserstein sense in [13]. More recently, certain persistence topology based signatures have
also been shown to be GW stable [12].
1.1. Spectral methods in data and shape analysis
In this work, we aim to extend the ideas in [13] to a different class of techniques for shape or data classiﬁcation and
comparison, usually referred to as spectral methods. These methods generally rely on constructions that use the eigenvalues
and eigenfunctions of the Laplace–Beltrami operator deﬁned on shapes. Expositions of these methods from the points of
view of geometry processing, pattern recognition, and applied harmonic analysis can be found in [15], in the PhD thesis of
Qiu [16], and in the PhD thesis of Lafon [17], respectively.
Our work is inspired in large part by the recent development of spectral methods for geometry processing, data and
shape analysis, and shape, graph and data matching [7,18–33].
The spectrum of the Laplace–Beltrami operator, which is perhaps the best known spectral invariant, was introduced
to the shape matching community by Reuter et al. in the remarkable [7], where, in the context of shape retrieval and
comparison, the authors propose to use a subset of the collection of all eigenvalues (spectrum) of the Laplace–Beltrami
operator of a shape as its signature. The invariance of the spectrum of the Laplace–Beltrami operator to intrinsic isometries
(deformations that leave the geodesic distance unchanged) ensures that this signature can be used to recognize the same
shape in different poses. From a theoretical point of view, however, it is not possible to fully classify shapes using this
signature, since there exist compact non-isometric shapes whose Laplace–Beltrami operators have the same spectra [34].
The work of Reuter et al. has provided us with the very attractive problem of proving lower bounds for a suitably modiﬁed
notion of GH or GW distances that takes into account the spectra of the Laplace–Beltrami operators on shapes.
Problem 1. Deﬁne a metric on the collection of all shapes and ﬁnd a suitable reinterpretation of the spectrum of the
Laplace–Beltrami operator on shapes such that the spectrum becomes quantitatively stable under perturbations of the shape
in this metric.
We mention in passing that an interesting theoretical problem would be to ascertain whether statement like “most
shapes (in a certain, rich, class) can be classiﬁed using the spectrum” could be true (provided it is made rigorous). A sense
in which such a statement could hold is that given by [35].
The work of Rustamov [20] is based on the observation that the eigenvalues of the Laplace–Beltrami operator together
with the corresponding eigenspaces characterize the shape up to isometry. The author introduces the Global Point Signa-
ture (GPS) of a point on the shape, which encodes both the eigenvalues and the eigenfunctions of the Laplace–Beltrami
operator evaluated at that point. The histogram of distances [5] between the signatures of all points is then used for shape
comparison.
Problem 2. Find a reinterpretation of Rustamov’s proposal that becomes (quantitatively) stable under perturbations of the
shape in this metric we construct.
More recently, Sun et al. [23] and Gebal et al. [36] simultaneously introduced a robust and multi-scale invariant of a
shape based on the heat kernel. The heat kernel arises as the fundamental solution of the heat equation on a shape. This
PDE involves the Laplace–Beltrami operator. Their signature, called the Heat Kernel Signature (or HKS) coincides with the
diagonal of the heat kernel3 and is deﬁned for every point on the shape. By construction, this signature is also inherently
multi-scale. Interestingly, Sun et al. proved that the set of all HKS on the shape “almost always” characterizes it up to
isometry, see [23] for details and [23,36–39] for applications of this invariant on shape analysis tasks.
Problem 3. Deﬁne a metric on the collection of all shapes and ﬁnd a suitable reinterpretation of the HKS that becomes
(quantitatively) stable under perturbations of the shape in this metric.
3 Scaled by the volume of the shape, see Deﬁnition 4.1.
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therein), where signatures similar to the HKS have proven useful in graph classiﬁcation and comparison.
In the context of data analysis and matching, spectral ideas [40] or ideas based on heat diffusion have also been devel-
oped and successfully applied to several datasets [17,27–29,31,41].
A common idea of [28,41,42] and [27] is to embed a shape/dataset into a ﬁnite dimensional Hilbert space where the
coordinates of each point are deﬁned in some manner using the eigenfunctions and eigenvalues of the Laplace–Beltrami
operator (or of a discrete version thereof). It has been observed that such embeddings can provide a great deal of insight into
the underlying structure the datasets under consideration [17]. The comparison between two different shapes or datasets
then proceeds by computing some notion of distance, e.g. the Hausdorff distance [28] or the Wasserstein distance (a.k.a.
Earth Mover’s distance) [27], between the images of the datasets via those embedding maps.
Jones et al. [43] have made a detailed study of the properties of the parametrizations provided by continuous construc-
tions analogous to [40,44]. They prove that these satisfy a number of desirable properties with very lax assumptions on the
underlying metric structures.
It has been observed in [20,33] that a potential problem with the type of shape matching procedure described above is
that the spectral embedding of the shapes depends on the choice of the eigenfunctions one makes. Even in the case that the
eigenvalues are non-repeating, there is a choice of sign for each of the eigenfunctions. One then would be led to considering
which choice of signs for the eigenfunctions of the two shapes produces the smallest distance between the images through
the embedding maps. This task could certainly be computationally demanding if done with a large number of embedding
coordinates.
By directly conceiving their procedures using heat diffusions, the proposals of [17,28,41,44] already encode a certain
notion of scale, which is given by the time parameter governing the diffusion. This has led Coifman and collaborators to
employ the term multiscale geometries [41]. This is an extremely important feature of these methods which will also be
present in our construction.
Problem 4. Relate the metric we construct to the shape/data matching idea underlying the proposals of [17,27,28,41].
Admittedly, the statement of this problem is rather vague. We provide precise formulations in Section 9.
As discussed above, the proposal of [8,9] leaves the door open for endowing shapes with any user speciﬁed notion
of metric. This has been revisited recently by Bronstein et al. [24] who endow shapes with the spectrum-based diffusion
distance (introduced to the applied literature by Lafon in [17]) and then estimate the Gromov–Hausdorff distance between
the resulting metric spaces. The diffusion distance is an intrinsic notion of distance on Riemannian manifolds that can be
related to diffusion processes taking place on such manifolds.
The motivation of [24] is to exploit the apparent stability of diffusion distances to local changes in the topology of the
shape. As a result, their method can potentially be used to classify shapes undergoing such changes. One of the limitations of
[24] is the diﬃculty in establishing the exact relationship between their distance and different notions of invariance. Indeed,
it is unclear whether two objects whose diffusion distance based GH distance is 0 are necessarily isometric with respect
to geodesic distances. In the same vein, it is unclear what is the precise notion of similarity encoded by the fact that two
shapes (endowed with the diffusion distance) are at small GH distance from each other. These issues were not addressed
by the authors of [24] but they provide somewhat encouraging experimental support for their claim that diffusion distances
are more adequate for practical shape matching.
Problem 5. Prove that the proposal of [24] yields a lower bound for a true metric between shapes that we construct.
Also inspired by the useful properties of the diffusion distance, de Goes et al. [25] propose to use a certain function
deﬁned on a shape which they call average diffusion distance. This function is used for shape segmentation tasks and is in
the same spirit of the geodesic eccentricity function that appears in the work of Hilaga et al. [45] and Hamza and Krim [4].
This diffusion distance based eccentricity function is an invariant of a shape which is based on spectral constructions. In
this paper we also tackle:
Problem 6. Prove that the diffusion distance based eccentricity function of [25] is quantitatively stable in the sense of the
metric we construct.
Despite this rich body of work, many of the spectral methods proposed so far for shape comparison and data match-
ing often suffer from the lack of theoretical foundation that would (1) establish precisely what are the properties of the
measures of dissimilarity between shapes they put forward, and (2) unify the different proposals.
In particular, it is not well understood what is precisely the notion of equality between shapes operating under the hood
in these different proposals. In more generality, one can say that there exist a plethora of seemingly disjoint methods that
have been proposed for tackling the shape and data matching problems, but however there exists no precise understanding
of their interrelationship.
F. Mémoli / Appl. Comput. Harmon. Anal. 30 (2011) 363–401 367Fig. 1. Structure of the lower bounds for the spectral GW distance (which we denote by dspecGW,p ). The lower bounds are hierarchical in the manner depicted
and they provide our answers to Problems 1 to 6, see Theorems 8.1 and 8.2.
Elucidating connections between different methods calls for understanding the relationships between the different in-
variant signatures that have been proposed. This in turn, asks for an understanding of which signatures are equivalent to or
stronger than other signatures.
In particular, a weak area is that dealing with the choice of distance between the different shape invariants or signatures
used to compare shapes. For example, the spectrum of the Laplace–Beltrami operator is a natural invariant of a non-rigid
shape. However, comparing the spectra of two different shapes in a reasonable way is not obvious.
Based on the work of Reuter et al. [18] one could propose using the 2 metric between the two full sets of ordered
eigenvalues. This metric, however, will tend to give more weight to larger eigenvalues, which correspond to “high frequency
eigenfunctions”. Even more dramatically, it is not guaranteed to converge when considering the full spectrum of the Laplace–
Beltrami operator of a shape, and is therefore not deﬁned in all cases, see Remark 4.4. Similarly, comparing the sets of
eigenfunctions of the Laplace–Beltrami operators of two shapes is not easy (since there may be many sign ﬂips, see [20])
and the histogram approach proposed by Rustamov [20] is only one of the many possible methods.
Problem 7. Interrelate (suitable reinterpretations of) the different spectral methods [7,20,23–25,27,28].
Our answer to Problem 7 lies in the panorama described in Fig. 1.
In this article we aim to propose solutions to Problems 1–6 above. We do this by constructing a notion of distance
between two shapes and by proving that it satisﬁes the metric axioms on the collection of all isometry classes of Riemannian
manifolds without boundary. Further, we demonstrate properties of this distance via a series of lower bounds relating our
distance to different quantities (which are generally more tractable) and directly make use of several of the previously
proposed spectral invariants mentioned above.
One particular aspect of the problem to which we pay close attention is the question of similarity between shapes
based on the proximity of their signatures. In applications such as shape retrieval it is essential to be able to claim that
shapes, whose signatures are signiﬁcantly different are dissimilar, without incurring the typically higher computational cost
of having to compute the full notion of dissimilarity. The hierarchies of lower bounds that we prove make a step in the
direction of understanding the relation between the distances between various “spectral” signatures of the shapes and the
degree of their similarity.
1.2. Metrics on shapes in the mathematical literature
Gromov [46] introduced the Gromov–Hausdorff distance, a metric on the collection of all compact metric spaces modulo
isometries, and established a pre-compactness theorem on certain subclasses. As an application in the context of Riemannian
manifolds, and as a consequence of the Bishop–Gromov volume comparison theorem, uniform upper bounds on diameters
and uniform lower bounds on Ricci curvatures guarantee pre-compactness.
In a similar spirit, but using a more analytical construction based on the spectra of the Laplace–Beltrami operator deﬁned
on the manifolds, Berard, Besson and Gallot [47] deﬁned a different notion of distance for which they identiﬁed pre-compact
classes under hypotheses similar to those of Gromov. Kasue and Kumura [48] proposed another spectral notion of distance
based on a certain modiﬁcation of the Gromov–Hausdorff distance to which our construction is very similar.
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richer classes of geometric structures. These structures are metric measure spaces: triples (X,d, ν) where (X,d) is a compact
metric space and ν is a Borel probability measure on X . Gromov himself proposed a couple possible distances between
measure metric spaces ans studied conditions that ensure compactness of families. By exploiting the connections of Ricci
curvature with mass transportation concepts, the work of Lott and Villani [49], Sturm [50] and Ollivier [51] has expanded
considerably the understanding of how curvature may be deﬁned on metric measure spaces and how it may play a role in
guaranteeing compactness for families of spaces.
1.3. Contributions and summary of our approach
Our contribution aims to be that of providing a set of ideas that uniﬁes several previously related procedures for
data/shape matching and analysis. From the point of view of shape and data matching, we provide solutions to Problems 1,
2, 3, 4, 5 and 6 above. From the more general shape analysis perspective, our results can be interpreted as establishing that
many invariants that have been used for tasks other than matching (for segmentation, for example) are stable in a precise
way.
The spectral notion of distance between shapes (which are regarded as compact Riemannian manifolds without bound-
ary) that we deﬁne in this paper, is called the Spectral Gromov–Wasserstein distance. In Theorem 6.1 we formally show that
our deﬁnition satisﬁes the properties of a metric on the collection of all isometry classes of shapes. This means, in particular,
that two shapes at 0 distance from each other are necessarily isometric with respect to the geodesic distance.
As has been put forward in the data analysis community by Prof. Coifman and collaborators [17,28–30,41,44,52], and
recently in the shape analysis community by Sun et al. [23], the heat kernel and derived invariants already contain a notion
of geometric scale that is very interesting from the practical point of view. In agreement with this observation, we also
encode this scale parameter into our deﬁnition and further argue how our notion of similarity/equality between shapes is
foliated with respect to this parameter.
We also address the question of similarity between datasets/shapes by proving, in Theorems 8.1 and 8.2, a series of
lower bounds on our metric that involve previously proposed spectral signatures. These lower bounds imply that two shapes
such that a suitably chosen distance between their signatures is large, have to be far in terms of our spectral metric. In
particular, in Theorem 8.1 we prove that two (interrelated) invariants: the HKS of [23,36] and the heat trace, are both stable
with respect to the metric we construct.
One of the main observations is that the heat trace contains exactly the same information as the spectrum of [7],4 and
therefore the stability of the heat trace in the spectral GW sense can be reinterpreted as stability of the spectrum. This
provides the formalization of Problem 1 that we posed.
A second, third and fourth sets of previously proposed ideas that we address with our construction and relate to are
those of [20,27,28] and [24]. Again, we exhibit lower and upper bounds for our metric that establish explicit links (via
Theorems 8.2, 9.4 and 9.6) to (suitably reinterpreted version of) those extremely interesting proposals.
At a high level, our construction is based on substituting the heat kernels in the deﬁnition of the Gromov–Wasserstein






 d2X(x, x′) for t 
 0+.
Using the heat kernel, however, has the advantage of directly encoding a scale parameter (t), which allows for scale de-
pendent comparisons. We then use measure couplings, in the same way as done in the mass transportation inspired [13] to





c2(t) · ∥∥kX (t, ·, ·) − kY (t, ·, ·)∥∥Lp(μ⊗μ) (1.1)
where μ is a coupling between the normalized area measures on the shapes X and Y ; p  1; and c(t) is a certain function
that prevents the blow up of the heat kernels. Note that for a ﬁxed coupling μ we are taking supt>0 which is to be
interpreted as choosing the most discriminative scale that tells X apart from Y .
1.4. Interpretation of our construction from the point of view of physics
Let’s assume that a physicist is presented with two shapes X and Y (made of the same material) and that he is asked
to establish how different these two shapes are, in some meaningful manner. Different “physical procedures” would be
possible, but in this situation let’s assume that the physicist has a predilection for thermodynamical concepts, over, say,
electromagnetic concepts.
4 This is certainly a classical observation.
5 Here we are assuming for simplicity that the volumes of X and Y both equal 1. We give the general deﬁnition in Section 6.
F. Mémoli / Appl. Comput. Harmon. Anal. 30 (2011) 363–401 369Fig. 2. A physics based way of characterizing/measuring a shape. For each pair of points x and x′ on the shape X , one heats a tiny area around point x
to a very high temperature in a very short interval of time around t = 0. Then, one measures the temperature at point x′ for all later times and plots
the resulting graph kX (t, x, x′) as a function of t . The knowledge of these graphs for all x, x′ ∈ X and t > 0 translates into knowledge of the heat kernel
of X (the plot in the ﬁgure corresponds to x = x′). In contrast, one can think that a geometer’s way of characterizing the shape would be via the use of a
geodesic ruler that can be used for measuring distances between all pairs of points on X . According to Varadhan’s Lemma, both approaches are equivalent
in the sense that they both capture the same information about X .
Recall that for a given shape X , the value kX (t, x, x′) of the heat kernel can be thought of as the values of the temperature
measured at x′ at time t given that at time 0 a very small area around x was heated to a very high temperature.
We assume that armed with the correct tools, the physicist will measure the shapes in accordance with the description
in Fig. 2.
By time invariance considerations, one sees that the variable t (time) is commensurable across both shapes6 and there-
fore the physicist will believe that t will have to play special role in the construction of the measure of dissimilarity.
The physicist notices that the measured proﬁles for each pair of points x, x′ on a shape X (see Fig. 2) may take very large
values for t 
 0 (they do for x = x′ , see (4.19)) and therefore he decides to affect the measured proﬁles by a dampening
function c(t) that he will use for “correcting” all his measurements of different shapes.7 In other words, we can assume that
the measurements corresponding to a shape X are the collection of functions{
c2(t) · kX
(·, x, x′) : R+ → R+}x,x′∈X .
The physicist is then led to thinking about how to put in correspondence the spatial part of his measurements. A nat-
ural idea is that of ﬁnding the maps f : X → Y and g : Y → X that provide the best possible agreement between the
measurements on X and the measurements on Y for all t > 0.
In other words, one would conceivably seek the inﬁmal ε > 0 such that there exist maps f and g with the property that
for all t > 0
• |kX (t, x, x′) − kY (t, f (x), f (x′))| < ε/c2(t) for all x, x′ ∈ X , and
• |kX (t, g(y), g(y′)) − kY (t, y, y′)| < ε/c2(t) for all y, y′ ∈ Y .
In our actual construction (1.1), we ﬁnd it more convenient not to use “hard maps” for establishing correspondences
between shapes, but we prefer to use of the more ﬂexible notion of measure couplings as discussed above. We also, opt for
the more relaxed Lp norms as opposed to the choice of the L∞ norm made by the physicist above.
The physics inspired construction that we just described corresponds to what a spectral Gromov–Hausdorff distance [48]
would look like, see Section 9.1.
1.5. A zoo of metrics: How to choose?
There are many options for a metric on the collection of all shapes which will satisfy that two shapes are at distance 0
if and only they are isometric (w.r.t. the geodesic distance). In the present paper, shapes will always mean Riemannian
manifolds without boundary.
6 We assume (for now) that both shapes have the same total area.
7 The precise form of this function should not concern us for the moment.
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(1) What are the precise notions of similarity between shapes encoded by each of these metrics?
(2) How does the choice of the metric affect the claims about stability of invariants that one can make?
We now turn our attention to (1). A ﬁrst example of a metric is the Gromov–Hausdorff distance discussed in Section 1.
Other examples are the Gromov–Wasserstein distance [13,50], and the spectral distances that we discuss in this paper.
As we said at the beginning of this section, all these metrics agree on what it means for two shapes X and Y to be
0-dissimilar. They disagree however on the meaning of non-zero dissimilarity. For example, the fact that two shapes X
and Y be at Gromov–Hausdorff distance smaller than ε > 0 means that one can ﬁnd a map f : X → Y with the properties
that
• |dX (x, x′) − dY ( f (x), f (x′))| < 2ε for all x, x′ ∈ X , and
• f (X) is a 2ε-net for Y .8
This can be understood as a notion of relaxed isometry and actually receives the name of an ε-isometry [53]. Also,
there is a sense in which εn-isometries, for εn → 0 as n ↑ ∞, converge to isometries, therefore the concept of
ε-isometry is a generalization of the concept of isometry and this provides a simple way of interpreting what it
means to have two shapes at small Gromov–Hausdorff distance (there are many other ways of arguing about this,
though).
With regards to the notion of dissimilarity encoded by the Gromov–Wasserstein distance [13,50], in this case, by a result
of [11], having that X and Y are at Gromov–Wasserstein distance less than ε, implies that one can ﬁnd Xε ⊂ X and Yε ⊂ Y
such that dGH(Xε, Yε) < η(ε) and Xε and Yε are a large fraction of the points in X and Y , respectively. The precise nature
of the claim (together with the behavior of η(·)) can be consulted in [11]. The important point is that now, one can ﬁnd
an interpretation for the Gromov–Wasserstein distance based on the one for the Gromov–Hausdorff distance that highlights
the fact that the former distance ensures the existence of 2η(ε) isometries between signiﬁcant sub parts of the shapes X
and Y .
The interpretation of the notion of dissimilarity encoded by the metric that we construct in this paper (the spectral
Gromov–Wasserstein distance) is partially contained in the account of the physics inspired procedure described above (see
Fig. 2). We will touch upon this in subsequent sections of the paper and try to relate this issue with that of understanding
the parameter t as a notion of geometric scale that the user of the spectral Gromov–Wasserstein distance may want to
proﬁt from.
With respect to point (2), it is clear that different choices of the metric that we put on our collection of shapes will
give the ability to control different sets of invariants. For instance, the Gromov–Hausdorff is purely metrical, and even when
restricted to the class of Riemannian manifolds, it seems diﬃcult to establish quantitative stability of invariants that encode
elements that depend on the area measure.9 Thus, by utilizing the measures directly into the notion of distance, as is the
case for the Gromov–Wasserstein distances, one is able to obtain more control over a larger range of invariants which have
been of interest to practitioners (see discussion in [12–14]).
The construction of the spectral version of the Gromov–Wasserstein distance is therefore an attempt at providing a
metric which is rich enough to control many of the invariants of spectral nature that have been proposed in the literature.
This might be achievable with the Gromov–Hausdorff distance directly, but at the present moment we do not know whether
this is possible.
1.6. From a more theoretical point of view
As a consequence of our construction, and in particular of proving bound of the type modeled in Remark 1.1, we are able
to compute lower bounds for the distances between certain standard Riemannian manifolds, this is typically more involved
in the purely metric context of GH distances, see Examples 8.1 and 8.2 and [54].
In a related vein, we establish Proposition 6.1 which deals with Riemannian products Zε := X × ε · Y , for ε > 0 and
smooth Riemannian manifolds X and Y , and proves that Zε converges to X as ε ↓ 0 in the topology generated by the
metric we construct. Note that the dimensions of the approaching and limit manifolds are not the same. See Section 2 for
the meaning of ε · Y .
In Section 9 we review the construction of the metrics of Berard et al. [47] and Kasue and Kumura [48] and show what
is the relationship of these metrics with the spectral Gromov–Wasserstein distance that we deﬁne in this paper. We do this
by establishing lower and upper bounds involving the different metrics. We also discuss the construction and establish the
theoretical properties of other metrics that have been suggested in the applied literature.
8 That is, the image of X via f is ε-dense in Y .
9 On Riemannian manifolds, the measure is determined by the metric.
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In Section 2 we review some basic theoretical background and terminology used throughout our presentation. In Sec-
tion 2.1 we recall the main ideas and properties around the GH distance and Section 3 reviews the construction of the GW
distance. In Section 4 we give an overview and a formal description of the main spectral methods that motivate our work.
There we also recall the construction of the heat kernel and related invariants. Section 5 presents some basic estimates of
the heat kernel that are needed both to guarantee that the invariants we construct are bounded and that the spectral GW
distance we deﬁne is sound. We construct our proposed notion of distance and study its properties in Section 6. We touch
upon the notion of geometric scale encoded by the spectral GW distance in Section 7 where we propose a point of view
based on homogenization of partial differential equations. Two hierarchies of lower bounds for the spectral GW distance are
presented in Section 8, where we also give a few examples on estimating the distance between standard Riemannian man-
ifolds. We give details several other possible constructions of a spectral distances between shapes in Section 9. In order to
maximize the readability of the paper, all proofs are presented in Section 11. We end the paper in Section 10 with a discussion
of related areas that in our opinion deserve more attention.
An announcement of some of the results in this paper has appeared in [55].
2. Background
We review some standard concepts of metric geometry and measure theory that will be used in our presentation. A good
reference of the former is [53]. A reference of the latter is [56]. We will use basic concepts from Riemannian geometry which
can be consulted in [57,58].
Fix a compact metric space (Z ,d) and let C(Z) denote the collection of all compact subsets of Z and by diam(Z) the
diameter of Z , that is diam(Z) = maxz,z′ d(z, z′). By B(z, r) we denote the open ball of radius r > 0 centered at the point













Deﬁnition 2.1. An isometry between metric spaces (X,dX ) and (Y ,dY ) is any surjective map ψ : X → Y s.t. dX (x, x′) =
dY (ψ(x),ψ(x′)) for all x, x′ ∈ X . We say that X and Y are isometric whenever there exists an isometry between these
spaces.
Deﬁnition 2.2 (Correspondence). For non-empty sets A and B , a subset R ⊂ A × B is a correspondence (between A and B) if
and only if
• ∀a ∈ A there exists b ∈ B s.t. (a,b) ∈ R ,
• ∀b ∈ B there exists a ∈ A s.t. (a,b) ∈ R .
Let R(A, B) denote the set of all possible correspondences between sets A and B .
We now express the Hausdorff distance using the language of correspondences:
Proposition 2.1. (See [13].) Let (Z ,d) be a metric space. Then the Hausdorff distance between any two sets A, B ⊂ Z can be expressed
as:
dZH(A, B) = infR sup(a,b)∈R d(a,b), (2.3)
where the inﬁmum is taken over all R ∈ R(A, B).
For a metric space (Z ,d) let P(Z) denote the collection of all Borel probability measures on Z . By δ Zz we denote the
delta measure supported at z ∈ Z . Given a measurable map f : X → X ′ and ν ∈ P(X), we denote by ( f )#ν the push-forward
measure on P(X ′) given by ( f )#ν(A) = ν( f −1(A)) for all Borel sets A ⊂ X ′ . For measures α and β on the measure spaces
(X,Σ) and (X ′,Σ ′), respectively, we denote by α ⊗ β the product measure on (X × X ′,Σ × Σ ′).
The weak topology on P(Z) is given as follows: one says that a sequence (μn) ⊂ P(Z) converges weakly to some





ϕ dμ0, as n ↑ ∞ for all ϕ ∈ Cb(Z).
Here Cb(Z) denotes the class of all φ : Z → R which are continuous and bounded.
Given a metric space (X,d), a Borel measure ν on X , a function f : X → R, and p ∈ [1,∞] we denote by ‖ f ‖Lp(ν) the
Lp norm of f w.r.t. the measure ν . By a slight abuse of notation, for a set A ⊂ X we write ‖ f ‖L∞(A) for supx∈A | f (x)|.
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Deﬁnition 2.3 (Matching measure). Let μA,μB ∈ P(Z). We say that a measure μ on the product space A × B is a matching
measure or coupling of μA and μB iff
μ(A0 × B) = μA(A0) and μ(A × B0) = μB(B0) (2.4)
for all Borel sets A0 ⊂ A, B0 ⊂ B . We denote by M(μA,μB) the set of all couplings of μA and μB .
Deﬁnition 2.4. The support of a Borel measure μ on a metric space (Z ,d), denoted by supp[u], is the minimal closed subset
Z0 ⊂ Z such that μ(Z\Z0) = 0.
Lemma 2.1. (See [13].) Let μX and μY be Borel probability measures on compact metric spaces X and Y . If μ ∈ M(μX ,μY ), then
R(μ) := supp[μ] belongs to R(supp[μX ], supp[μY ]).
Deﬁnition 2.5 (Wasserstein distances). (See Chapter 7 of [59].) For each p  1 we consider the following family of distances








for 1 p < ∞, and





These distances are known as Wasserstein–Kantorovich–Rubinstein distances between measures [56,59,60].
These distances do provide metrics on P(Z) and moreover, it is a standard fact that Wasserstein distances (for p ∈
[1,∞)) metrize weak convergence [59, Theorem 7.12].
We will denote by R the collection of all compact and connected Riemannian manifolds without boundary. For
(M, g) ∈R, where g is the metric tensor ﬁeld on M , we will denote by TxM the tangent space of M at x; by volM the
Riemannian volume measure on M; its total volume by Vol(M) = volM(M); by dM : M × M → R+ the geodesic distance
on M arising from the metric tensor g; and by RicX its Ricci curvature tensor. Given (M, g) ∈ R and a > 0 we use the
notation aM for the element (M,a2g) of R. Notice that Vol(aM) = ad Vol(M) for a d-dimensional Riemannian manifold.
When (M, g), (M ′, g′) ∈R, the product Riemannian manifold is (M × M ′, g + g′) ∈R. This is to be understood in the fol-
lowing way: if (x, x′) ∈ M × M ′ , then T(x,x′)M × M ′ 
 TxM ⊕ Tx′M ′ and (g + g′)(x+x′) : T(x,x′)M × M ′ × M × M ′ → R+ is
given by (v + v ′,w + w ′) 	→ gx(v,w)+ g′x′ (v ′,w ′). It follows that volM×M′ = volM ⊗volM′ and in particular, Vol(M × M ′) =
Vol(M) · Vol(M ′).
On a Riemannian manifold (M, g), the volume measure volM is determined completely by the metric tensor g . Some-
times it is useful to consider the added ﬂexibility of (partially) decoupling the metric tensor and the measure, and for this
we will consider weighted Riemannian manifolds, which are triples (M, g, ν) where the measure ν = h2 volM for a smooth
positive function h on M , see [61].
In Rd we denote by ‖x− y‖ or ‖x− y‖
Rd the Euclidean distance between points x, y ∈ Rd .
Finally, we let 2 denote the Hilbert space of all square summable sequences and given two such sequences A = {ai} and
B = {bi} we denote by A •2 B =
∑
i aibi their inner product.
2.1. The Gromov–Hausdorff distance
Following [10] we introduce the Gromov–Hausdorff distance between (compact) metric spaces X and Y :
dGH(X, Y ) := inf
Z , f ,g
dZH
(
f (X), g(Y )
)
, (2.7)
where f : X → Z and g : Y → Z are isometric embeddings (distance preserving) into a metric space Z . This expression
seems daunting from the computational point of view since if we use this deﬁnition to compute dGH(X, Y ), we would have
to optimize over huge spaces deﬁning Z , f and g . We will recall an equivalent, tamer, expression in Proposition 2.2 below.
Let G denote the collection of all (isometry classes of) compact metric spaces. As we see below in Proposition 2.2, G can
be made into a metric space in its own right by endowing it with the Gromov–Hausdorff metric.
Next, we state some well known properties of the Gromov–Hausdorff distance dGH which will be essential for our
presentation. From now on, for metric spaces (X,dX ) and (Y ,dY ) let ΓX,Y : X × Y × X × Y → R+ be given by
ΓX,Y
(
x, y, x′, y′
) := ∣∣dX(x, x′)− dY (y, y′)∣∣. (2.8)
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Proposition 2.2. (See [53].)
1. Let (X,dX ), (Y ,dY ) and (Z ,dZ ) be compact metric spaces then
dGH(X, Y ) dGH(X, Z) + dGH(Y , Z).
2. If dGH(X, Y ) = 0 and (X,dX ), (Y ,dY ) are compact metric spaces, then (X,dX ) and (Y ,dY ) are isometric.
3. Let X be a subset of the compact metric space (X,dX ). Then
dGH
(
(X,dX ), (X,dX |X×X)
)
 dXH(X, X).
4. For compact metric spaces (X,dX ) and (Y ,dY ):
1
2







5. For bounded metric spaces (X,dX ) and (Y ,dY ),















where R is a correspondence between X and Y as deﬁned above.
All these properties are desirable, see [8,9,13].
3. Gromov–Wasserstein distances
With the goal of obtaining a more computationally tractable alternative to the Gromov–Hausdorff distance, [13] proposes
viewing shapes not just as a set of points with a metric on them, but also advocates in addition the use of a probability
measure given on the (sets of) points. This probability measure can be thought of as signaling the importance of the
different points in the dataset. The resulting structure is then a triple (X,d, ν) where X is a set, d a metric on X and ν a
Borel probability measure on X . We now review the requisite background about such structures.
3.1. Measure metric spaces
Deﬁnition 3.1. (See [10].) A metric measure space (mm-space for short) is a triple (X,dX ,μX ) where
• (X,dX ) is a compact metric space.
• μX is a Borel probability measure on X i.e. μX (X) = 1.
• μX has full support: supp[μX ] = X .
When it is clear from the context, we will denote the triple (X,dX ,μX ) by only X .
Two mm-spaces (X,dX ,μX ) and (Y ,dY ,μY ) are said to be isomorphic iff there exists an isometry ψ : X → Y such that
μX (ψ
−1(B)) = μY (B) for all B ⊂ Y measurable. Furthermore, we will denote by Gw the collection of all mm-spaces.10
Example 3.1. Consider the two mm-spaces given in Fig. 3. These are isometric (if we discard the weights attached to each
point) but yet, they are non-isomorphic.
Example 3.2 (Riemannian manifolds as mm-spaces). Let (M, g) be a compact Riemannian manifold. Consider the metric dM
on M induced by the metric tensor g and the normalized measure μM , that is, for all measurable C ⊂ M ,μM(C) = volM (C)Vol(M) .
Then (M,dM ,μM) is a mm-space. Finally, note that since the Riemannian volume measure is entirely determined by the
metric, it follows that within R⊂ Gw , isomorphism reduces to isometry.
10 The subscript w stands for “weighted”, thus Gw is the collection of all weighted metric spaces.
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We deﬁne diam∞(X) := diam(X). For example if Sn is a standard n-dimensional sphere then, diam∞(Sn) = π for all n ∈ N,
diam1(Sn) = π/2 for all n ∈ N but diam2(S1) = π/
√
3 and diam2(S2) =
√
π2/2− 1, [13]. So, one could loosely argue that
taking into account the information contained in the volume measure provides more simple invariants that can be used to
discriminate spaces.
3.2. Gromov–Wasserstein distances on Gw
The Gromov–Hausdorff distance between metric spaces provides a natural measure of dissimilarity between shapes as
was argued in [8,9]. In [13] it was pointed out that the GH distance leads to Quadratic Assignment Problems, which are
diﬃcult (NP-hard) combinatorial optimization problems that are typically solved using heuristics that are designed to work
in restricted cases [9,62]. Further, despite the fact that the GH distance is a very powerful and general tool, it appears
diﬃcult to use in order to relate it to various existing approaches in the literature. In [13] it was pointed out that by
considering shapes as mm-spaces it is possible to deﬁne a notion of distance between them, closely related to the GH
distance, that (1) retains all the desirable theoretical features; (2) directly leads to continuous optimization problems; and
(3) provides, via lower bounds, explicit links to a variety of shape matching techniques.
In this section we review the main features of this distance, which we call the Gromov–Wasserstein distance due to its
relationship to mass transportation problems. There is not a unique notion of Gromov–Wasserstein distance [11,13]– different
constructions lead to different properties. In this paper we stick to the construction proposed in [13] which we recall below.
Deﬁnition 3.2. Given two metric measure spaces (X,dX ,μX ) and (Y ,dY ,μY ) we say that a measure μ on the product
space X × Y is a coupling of μX and μY iff
μ(A × Y ) = μX (A) and μ
(
X × A′)= μY (A′) (3.11)
for all measurable sets A ⊂ X , A′ ⊂ Y . We denote by M(μX ,μY ) the set of all couplings of μX and μY .
Deﬁnition 3.3. (See [13].) For p ∈ [1,∞] we deﬁne the distance dGW,p between two mm-spaces X and Y by





Example 3.4. For ﬁnite mm-spaces X and Y , M(μX ,μY ) can be regarded as the set of all matrices M = ((mij)) with non-
negative elements such that
∑
i mij = μY ( j) and
∑
j mij = μX (i) for all i = 1, . . . ,#X and j = 1, . . . ,#Y . For ﬁnite p  1,















which leads to solving a quadratic optimization problem with continuous variables and linear constraints [13].
Expression (3.12) deﬁnes a metric on the set of all isomorphism classes of mm-spaces. Below, we list the properties of
dGW,p of similar spirit to those reported for dGH in Proposition 2.2.
Theorem 3.1. (See [13].) Let p ∈ [1,∞], then
(a) dGW,p deﬁnes a metric on the set of all (isomorphism classes of )mm-spaces.
(b) Let X and Y be two mm-spaces,11 then we have
dGH(X, Y ) dGW,∞(X, Y ).
(c) Let (Z ,d) be a compact metric space and α and β two different Borel probability measures on Z . Let X = (Z ,d,α) and Y =
(Z ,d, β) then
dGW,p(X, Y ) dZW,p(α,β).
(d) Let (Z ,α) be a measure space and α be a probability measure. For two measurable metrics d,d′ : Z × Z → R+ , consider the





11 Recall that in our deﬁnition of mm-spaces, (X,dX ,μX ) ∈ Gw , then supp[μX ] = X .
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space Ω with law μX . Let μm(ω, ·) := 1m
∑m
i=1 δXxi(ω) denote the empirical measure. For each ω ∈ Ω consider the mm-spaces
(X,dX ,μX ) and (Xm,dX |Xm×Xm ,μm), then, for μX -almost all ω ∈ Ω ,
(X,dX ,μm)
dGW,p−−−→ (X,dX ,μX ) as m ↑ ∞.
(f) Let Y = {y}, then
dGW,p(X, Y ) = diamp(X)
2
.
From this and property (a) (triangle inequality):
diamp(X) + diamp(Y )
2
 dGW,p(X, Y )
∣∣∣∣diamp(X) − diamp(Y )2
∣∣∣∣. (3.13)
(h) For any two mm-spaces X and Y , dGW,p(X, Y ) dGW,q(X, Y ) whenever ∞ p  q 1.
4. Spectral methods and the heat kernels on manifolds
On of our goals is to extend the Gromov–Wasserstein distance in order to be able to perform scale dependent comparison
between shapes. An invariant which already encodes a natural notion of scale on a manifold is given by the fundamental
solution of the heat equation, also known as the heat kernel. In this section we recall the construction of heat kernels on
compact manifolds and list some of their key properties. For detailed exposition of the material presented here, we refer
the reader to the excellent surveys [63–66].
Let (X, g) be any smooth connected n-dimensional Riemannian manifold. Then, in any local chart x1, . . . , xn , the Laplace–














for u : R+ × X → R. One says that a smooth function u is a fundamental solution of the heat equation at a point x′ ∈ X if
the function u satisﬁes the heat equation and in addition the Dirac condition
u(t, ·) → δ(· − x′) as t → 0+.
This has to be understood in the distributional sense of course, see [63]. The heat kernel kX : R+ × X× X → R of X is deﬁned
for each x′ ∈ X as the (under our hypotheses) unique positive fundamental solution of the heat equation at x′ . It turns out
that the heat kernel is symmetric: for all t > 0, kX (t, x, x′) = kX (t, x′, x), for all x, x′ ∈ X .













for all x, x′ ∈ Rd and t > 0.



















for all x, x′ ∈ H3 and t > 0, where dH3 is the geodesic distance on H3.
Now let X ∈R, that is X is a compact connected Riemannian manifold without boundary. The eigenvalue problem for the
Laplace–Beltrami operator on X consists of ﬁnding all λ ∈ R for which there exists a non-trivial solution φ ∈ C2(X) satisfying
Xφ + λ · φ = 0. (4.15)
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problem with value λ is called the eigenspace of λ. For each eigenspace Eλ we denote by B(Eλ) the set of all orthonormal
bases of Eλ . The elements of the eigenspace are called eigenfunctions. All eigenfunctions are in C∞(X). The collection of all
the λ for which the eigenvalue problem admits a solution is called the spectrum of X . For each eigenvalue λ, the dimension
of its associated eigenspace Eλ is called the multiplicity of λ. The standard result is that the spectrum consists of inﬁnitely
many eigenvalues
0= λ0 < λ1 < λ2 < · · · < λk < · · · ↑ ∞ (4.16)
and each associated eigenspace is ﬁnite dimensional (i.e. the multiplicities of all eigenvalues are ﬁnite). Eigenspaces corre-










It is a fact that for any b = {ζi}i0 ∈ B(X), ζi(x) = ζi(x′) for all i  1 implies that x = x′ , that is, eigefunctions of the
Laplace–Beltrami operator separate points.
Remark 4.1. Note that ζ0 can be chosen to be equal to (Vol(X))−1/2, and since ∂ X = ∅,
∫
X ζi(x)volX (dx) = 0 for all i  1.
The rate of growth of λi to inﬁnity has been investigated by Weyl:
Remark 4.2 (Weyl’s formula). One has the following asymptotic formula [63] for the eigenvalues of the Laplace–Beltrami






as  → ∞.
Here ωd is the volume of the unit ball in Rd .











where λi and ζi are the ith eigenvalue (each counted the number of times equal to its multiplicity) and the ith eigenfunc-
tion of the Laplace–Beltrami operator X , respectively, and the collection {ζi}i∈N is chosen to be orthonormal. The series
converges uniformly on [a,∞) × X × X , all a > 0 in the Ck topology for all k ∈ N [58, VI-§5.1].
Remark 4.3 (Scaling). Given a d-dimensional Riemannian manifold (X, g) ∈R with eigenvalues {λi} and associated eigen-
functions {ζi} ∈ B(X), and a > 0, the eigenvalues of a · X are {λi/a2} and {ζi/ad/2} ∈ B(a · X) can be chosen as the associated




















Example 4.3. (See Circle and Tori, cf. §1.1.2 of [66].) An easy calculation shows that the eigenvalues and eigenfunctions
(chosen so that they provide an orthonormal basis of L2(S1)) of the Laplace–Beltrami operator on S1 are given by λk = k2









where Q (t, z) =∑k∈Z eikze−k2t .
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t, (x1, . . . , xd),
(







t/a21, x1 − x′1
) · · · · · Q (t/a2d, xd − x′d)
for all (x1, . . . , xd), (x′1, . . . , x′d) ∈ Td and t > 0.










x · x′) for all x, x′ ∈ S2 and t > 0,
where Pk is the kth Legendre polynomial of order 0. For future reference, recall that Pk(1) = 1 for all k 0.
Remark 4.4 (On using the 2 norm for comparing spectra). As mentioned in the introduction, based on Reuter et al. [7] one
could consider the spectrum of the Laplace–Beltrami operator on a manifold as its signature and compare signatures of two
manifolds by computing the 2 norm of the difference between the two sets of ordered eigenvalues. Although the practical
associated signature (which uses cropped versions of the spectra) shows very good discriminative power, Remark 4.3 tells
us that the resulting theoretical notion of distance would not be well deﬁned when comparing, for example, (M, g) with
(M,a−2g) for some a = 1. Indeed, in this case, ‖Λ − Λ′‖2 = |a2 − 1| · ‖Λ‖2 , where Λ = {λi}∞i=0, Λ′ = {a2λi}, and λi is the
ith eigenvalue of (M, g). Now, Weyl’s expansion (Remark 4.2) guarantees that ‖Λ‖2 = ∞ and hence the proposed distance
between spectra is inﬁnity as well. Therefore, as was observed in [7], in practice, one has to be careful to only consider
a ﬁnite subset of the spectrum or by performing suitable scaling. However, from a theoretical point of view, this situation
is not desirable, as it means that as one tries to use more and more eigenvalues to discriminate between two shapes, the
dissimilarity measure diverges. This has to be interpreted as saying that increasing the amount of information used about
the shapes actually hinders our ability to tell the shapes apart.
As a solution to Problem 1, in this paper we propose a slight change of perspective that removes these problems.
Intuitively, heat diffusion has to depend on both the geometry and the topology of the shape. A concrete way to see this
is through the following property, that states that the heat kernel contains all the information about the shape:
Lemma 4.1. (See Varadhan’s Lemma [70].) For any X ∈R,
lim
t↓0
(−4t lnkX (t, x, x′))= d2X(x, x′),
for all x, x′ ∈ X. Here dX (x, x′) is the geodesic distance between x and x′ on X .
Remark 4.5. From Lemma 4.1 it is clear that two manifolds X and Y in R are isometric if and only if there exists a surjective
map φ : X → Y such that kX (t, x, x′) = kY (t, φ(x),φ(x′)) for all x, x′ ∈ X and all t ∈ R+.








In other words, as t goes to inﬁnity, the heat distribution on X converges to a constant. Alternatively, one can say that
kX (t, x, x′) converges to the uniform probability measure.
4.1. Heat kernel signature and heat trace
As discussed above, the heat-kernel provides a natural isometry invariant of a Riemannian manifold that encodes a
certain notion of scale. Furthermore, by Varadhan’s Lemma 4.1 and Remark 4.5, the heat kernel contains all the information
that is necessary in order to discriminate between two different shapes X, Y ∈R. The heat kernel will serve as the basis of
the spectral version of the Gromov–Wasserstein distance that we construct in this work.
Heat kernels can be simpliﬁed into simpler, more manageable invariants that are still very informative. An example of
such simpliﬁcation is the diagonal of the heat kernel. This invariant is a standard tool in the study of the heat kernel itself
and appears in different arguments dealing with bounds for the heat kernel [67].
Example 4.5. Note that from Examples 4.1 and 4.2, for all t > 0,
kH3(x, x, t) =
e−t
3/2
for all x ∈ H3,(4πt)
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kR3(x, x, t) =
1
(4πt)3/2
for all x ∈ R3.
Thus, a crude invariant such as the diagonal of the heat kernel still retains information that permits discriminating these
two different geometries.
In the arenas of shape analysis and computer graphics, this invariant has recently been introduced simultaneously by
Sun et al. [23] and Gebal et al. [36] who recognized it as a powerful tool for shape analysis.
Deﬁnition 4.1. We deﬁne the Heat Kernel Signature (HKS) hksX of a shape X ∈R as the restriction of the heat kernel kX (t, ·, ·)
to the diagonal times the volume of the shape. More concretely:
hksX : X ×R+ → R+, (x, t) 	→ Vol(X) · kX (t, x, x). (4.18)
Using the thermodynamical interpretation of the heat kernel, then hksX (t, x) measures the amount of heat that remains
in x after time t of having placed a unit of heat at x. For this reason Gebal et al. [36] refer to the HKS as the auto diffusion
function.
Sun et al. proved that two manifolds X and Y whose Laplace–Beltrami operators have no repeated eigenvalues are iso-
metric if and only if there exists an homeomorphism between them that preserves the Heat Kernel Signatures at all points.
In addition, Sun et al. point out that Bando and Urakawa [35] have shown that the set of metrics on a given compact mani-
fold X without boundary that induce Laplace–Beltrami operators with non-repeating eigenvalues is a countable intersection
of open, dense subsets of the space of all C∞ metrics on X . This means that for generic Riemannian metrics, all the eigen-
values of the Laplacian have multiplicity one, which in turn implies that the set of Heat Kernel Signatures characterizes a
generic manifold up to isometry. One of the practical advantages of the HKS over the heat kernel is that it is possible to
more easily compare the signatures of two points deﬁned on different manifolds X and Y , see Remark 8.5.
As Sun et al. observe, for small values of t , the Heat Kernel Signature of a point x is also related to the scalar curvature
sX (x) of X at x [71]12:





i as t → 0+, (4.19)
where d is the dimension of X, and for example a0 = Vol(X) and a1(x) = Vol(X)6 sX (x). This expansion corresponds to a well-
known property of the heat diffusion process, which states that heat tends to diffuse more slowly at points with positive
curvature, and faster at points with negative curvature. Note that this expansion also illustrates our previous observation
that the parameter t deﬁnes a natural notion of scale on the manifold: for small values of t , hksX (x, t) captures differential
information around x, whereas the collection{
hksX (·, t) : X → R+, t ∈ R+
}
of HKSs for all t provides (almost always) a good characterization of the manifold up to isometry (as per [23]).
We now deﬁne two additional related invariants.
Deﬁnition 4.2. For a given X ∈R deﬁne the heat kernel signature distribution (or HKSD) HX : R+ ×R+ → [0,1] by
HX (t, s) = μX
{
x ∈ X ∣∣ hksX (x, t) s}. (4.20)
In other words, for a ﬁxed t > 0 and s > 0, HX (t, s) gives the normalized area of the set of points on X whose HKS at
scale t is below the threshold s (recall Example 3.2).
Remark 4.6. Notice that in practice the HKSDs of shapes X and Y can potentially be compared very easily by for example by
computing the L1 norm of their difference for a ﬁxed t > 0, since they are both deﬁned on the same domain (R+). This feature
is extremely important in practical applications since it dispenses with having to match the points in X to the points in Y .
Theorem 8.1 proves a lower bound for the spectral GW distance along these lines.
To the best of our knowledge this invariant has not been previously reported in the literature.
One can further aggregate (average, actually) Heat Kernel Signatures at all points on the manifold to obtain
12 Recall that in the case of surfaces, the scalar curvature agrees with the Gaussian curvature.
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KX (t) := 1Vol(X)
∫
X




where λi is, again, the ith eigenvalue of X (as in (4.16)).
That is, for each t > 0, the value of heat trace KX (t) is the average of the HKS hksX (·, t) over all of X . Notice that by our





hksX (t, x)μX (dx).
Example 4.6. From Examples 4.3 and 4.4 one sees that
hksS1(t, x) = KS1(t) =
∑
k∈Z
e−k2t for all t > 0 and x ∈ S1,
and
hksS2(t, x) = KS2(t) =
∑
k0
(2k + 1)e−k(k+1)t for all t > 0 and x ∈ S2.
Similarly to the Heat Kernel Signature, the heat trace contains a great deal of geometric information about the manifold,






i as t → 0,
where u0 = Vol(X),u1 = 16
∫
X sX (x)volX (dx). Note that for two-dimensional manifolds (surfaces) without boundary, u1 =
1
3πχ(X) by the Gauss–Bonnet theorem, where χ(X) is the Euler characteristic of X . See [7] for an application of this
expansion to shape analysis.
Remark 4.7 (Heat kernel signature distribution and heat trace). Notice that for each t > 0, HX (t, ·) induces a probability measure
on the positive real line, which we denote by dHX (t). Then one sees that KX (t) =
∫∞
0 s dHX (t)(ds) =
∫∞
0 (1 − HX (t, s))ds.
In words, for each t > 0, the heat trace KX (t) is the ﬁrst moment of the probability measure dHX (t).
We now make an elementary but important observation.
Remark 4.8 (Heat trace and spectrum are equivalent). By deﬁnition, the heat trace is completely speciﬁed by the spectrum.
Conversely, note that each of the eigenvalues λi can be deduced from the heat trace KX (t). Indeed,
λ0 = inf
{
a > 0 s.t. lim
t→∞ e
at K X (t) = 0
}
and the multiplicity of λ0, N0 = limt→∞ eλ0t K X (t). Both λ1 and its multiplicity can be obtained similarly by deﬁning:
K ′X (t) = KX (t)− N0e−tλ0 , and this process can be iterated to obtain the whole spectrum. Thus, knowledge of the Heat Trace
is equivalent to knowledge of the spectrum, which suggests a way to formally analyze the Shape DNA of [7] from the point
of view of KX (t).
Another useful property that the heat trace shares with the HKSD, which is useful in practical applications, is that the
heat traces KX (·) and KY (·) of two different manifolds X and Y can be compared naturally, because they are deﬁned over
a common temporal domain, and in order to compare KX to KY no spatial variables need to be matched. Having in mind
the equivalence of the spectrum with the heat trace mentioned in Remark 4.8, this suggests that in order to compare the
spectra of two shapes X and Y , one could compute13 for example a quantity like ‖c(KX − KY )‖L∞(R+) , where c is function
that provides some suitable normalization and avoids blow-ups. This property will become prominent when we show that
the L∞ norm of the difference between heat traces is a lower bound of the spectral version of the Gromov–Wasserstein
distance that we deﬁne in the following section, see Theorem 8.1 ahead.
13 Instead of the 2 norm of the difference of the ordered sequences of spectra.
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In 1994 Berard et al. [47] introduced the idea of embedding a Riemannian manifold into a Banach space via a spectral
type of embedding that makes use of the heat kernel. This idea is deeply connected to the proposal of diffusion distances
introduced in the applied literature in [17].
For each t > 0, let c(t) := e−(t+t−1):
Fix X ∈R and an orthonormal basis b = {ζi}i∈N ∈ B(X) of L2(X) composed by eigenfunctions of the Laplace–Beltrami
operator on X , with associated eigenfunctions {λi}i∈N . Consider the map
IbX : X ×R+ → 2,
given by
(x, t) 	→ IbX [x](t) =
{
c(t) · (Vol(X))1/2 · e− λi2 tζi(x)}i1. (4.22)
It can be seen that this map provides a continuous embedding [47, Theorem 5] and it is clear that for all b ∈ B(X), x, x′ ∈ X
and t > 0




(t) = (c(t))2 · (Vol(X) · kX (t, x, x′)− 1). (4.23)
Hence,





) := (Vol(X))1/2 · (kX (t, x, x) + kX (t, x′, x′)− 2kX (t, x, x′))1/2. (4.25)
The function dspecX;t : X × X → R+ will be called the diffusion distance on X at scale t (which coincides with the deﬁnition of
the diffusion distance of [17] when X is Riemannian manifold and Vol(X) = 1).
The use of c(t) in (4.24) avoids the blow up as t ↓ 0 of the usual deﬁnition of the diffusion distance (as introduced in
[17]). Roughly speaking, for a d-dimensional Riemannian manifold X , for t 
 0+ , the heat kernel behaves like O (t−d/2) (and
therefore it blows up). Hence c(t) = e−(t−1+t) is “strong enough” to keep c(t) · kX (t, ·, ·) bounded as t approaches 0 for any
d ∈ N, see Proposition 5.1 for a precise statement.
The fact that, as deﬁned by (4.25), the diffusion distance deﬁnes a strict metric on X is not totally obvious.
Proposition 4.1 (Properties of the diffusion distance). Given X ∈R with dim (X) = n, for any t > 0, the diffusion distance dspecX;t given







 CX · t−n/4,
where CX depends only on the dimension, the volume, the diameter, and a lower bound on the Ricci curvature of X .
We remind the reader that in Section 11, a proof will be given for any lemma, proposition, theorem or
corollary for which a reference is not provided in its statement.
Remark 4.9. In [24], the authors propose to compute the GH distance between shapes X, Y which are endowed with the
diffusion metric at a ﬁxed scale t . In Theorem 8.2 and Remark 8.7 we show that this provides a lower bound for the spectral
notion of metric between shapes that we construct in this paper.
Deﬁnition 4.4. For X ∈R and p  1, deﬁne the p-spectral eccentricity function by
eccspecX;p : R+ × X → R+, (t, x) 	→
∥∥dspecX;t (x, ·)∥∥Lp(μX ).
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Goes et al. in [25]. This invariant can be derived from the HKS. For instance, it is easy to see that [23]
eccspecX;2 (x, t) =
(
hksX (x, t) + KX (t) − 2
)1/2
.
Eccentricities seem to have been ﬁrst introduced in shape analysis by Hilaga et al. [45], also used by [4] for shape matching.
We now deﬁne another related spectral invariant associated to any X ∈R:
Deﬁnition 4.5. For each t > 0 deﬁne the distribution of diffusion distances
GX (t, ·) : [0,∞) → [0,1]
to be total (normalized) mass of pairs of points (x, x′) in X × X s.t. dspecX;t (x, x′) s. Precisely,
GX (t, s) := (μX ⊗μX )
({(
x, x′
) ∣∣ dspecX;t (x, x′) s}). (4.26)
Remark 4.10 (The GPS embedding of Rustamov). Similarly to the spectral embedding of Berard et al., for a given b ∈ B(X),
Rustamov [20] proposes embedding X ∈R into 2 via the map RbX : X → 2 deﬁned by







where we denoted b = {ζi}i∈N and the eigenvalue corresponding to ζi is λi , for each i ∈ N. His shape matching proposal is
to consider a certain version of the shape distributions idea of [5] in the embedded space. Namely, for a given shape X , he
proposes to compute the histogram of all distances{∥∥RbX [x] − RbX[x′]∥∥2 , x, x′ ∈ X}.
We will show below that a certain reformulation of the GPS+Shape distributions procedure of Rustamov can be expressed
using the invariant GX deﬁned above, and that this yields a lower bound for the spectral notion of distance we construct
in this paper. The proposed reinterpretation is to look at IbX [x] instead of RbX [x] and to use GX as a proxy for the shape
distributions invariant that Rustamov proposed to use. Note that this is correct since by deﬁnition of IbX and d
spec
X;t ,∥∥IbX [x](t) − IbX [x′](t)∥∥2 = c(t) · dspecX;t (x, x′) for all x, x′ ∈ X and t > 0.
Also, recall that for all t > 0 and x, x′ ∈ X , by (4.17) we have




(t) = (c(t))2 · (Vol(X) · kX (t, x, x′)− 1)
which can be compared to Rustamov’s motivation for the embedding he proposed: namely, the fact that for all b ∈ B(X)
RbX [x] •2 RbX
[
x′
]= GX(x, x′) for all x, x′ ∈ X,
where GX is the Green function on X , see [20, Section 4]. The metric on X induced by the 2 distance between the images
of the points via the embedding RbX is known as the commute time distance [72].
5. Heat kernel estimates
We need to make sure that the heat kernel invariants we have deﬁned remain suitably bounded. We recall some standard





 C · (volX(B(x, t1/2)))−1/2(volX(B(x′, t1/2)))−1/2 · et/2 · e− 29d2X (x,x′)/t,
for all t > 0, x, x′ ∈ X and for some constant C > 0. Now, assuming that X is n-dimensional and that the Ricci curvature of
X is bounded below by −κ2(n − 1) for some κ > 0, by virtue of the Bishop–Gromov comparison theorem [58, p. 156] (and





 C · et · e−d2X (x,x′)/8t ·
{
1 for t  D2,
Vn,κ (D)
Vn,κ (t1/2)
for t ∈ (0, D2], (5.27)




Proposition 5.1. For all X ∈R of dimension n satisfying diam(X) D, and RicX −(n− 1)κ2 , and β  0 one has
sup
t>0
c2(t) · t−β∥∥kX (t·, ·)∥∥L∞(X×X)  C(κ,n) ·max(1, γ (D, κ,n), (n/2+ β)n/2+βe−(n/2+β)),
where C(κ,n) > 0 depends only on κ and n, and γ (D, κ,n) > 0 depends only on D, κ and n.
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varspecp (X) := sup
t>0
c2(t) · ∥∥Vol(X) · kX (t, ·, ·) − 1∥∥Lp(μX⊗μX ).
Naming the quantity above spectral variance is justiﬁed by the interpretation that it measures the distance from a
manifold to a point in a sense made precise by Proposition 6.1 and Remark 6.3.
Remark 5.1. Note that for all p ∈ [1,∞],
varspecp (X) varspec∞ (X) 1+ Vol(X) · sup
t>0
c2(t) · ∥∥kX (t, ·, ·)∥∥L∞(X×X).
Corollary 5.1. For any X ∈R, varspecp (X) remains bounded for all p ∈ [1,∞].
The following proposition will also be useful for our presentation.





where n = dim(X), {λi}i0 are the eigenvalues of the Laplace–Beltrami operator X on X given in increasing order, and repeated
according to their multiplicity, and {ζi}i0 is an orthonormal basis of L2(X) composed of eigenfunctions of X s.t. ζi is associated to
the eigenvalue λi .
The constant CX can be shown to depend on dim(X), the volume of X , a lower bound on the Ricci curvatures of X and
the diameter of X ; see the proof in Section 11.
6. A spectral notion of the Gromov–Wasserstein distance
In this section we carry out an adaptation of the Gromov–Wasserstein distance to the class of compact Riemannian man-
ifolds without boundary. A similar construction for the Gromov–Hausdorff distance, essentially due to Kasue and Kumura
[48], is possible. We delay presenting those details to Section 9.1.
Notice that we could interpret Varadhan’s Lemma (Lemma 4.1) as asserting that the heat kernel provides a naturally
multi-scale decomposition of the geometry of a Riemannian manifold. We want to make this appear explicitly in the deﬁ-
nition of a metric on the collection of isometry classes of R. For X, Y ∈R and t ∈ R+ deﬁne
Γ
spec
X,Y ,t : X × Y × X × Y → R+
by (
x, y, x′, y′
) 	→ ∣∣Vol(X) · kX (t, x, x′)− Vol(Y ) · kY (t, y, y′)∣∣. (6.28)
Deﬁnition 6.1 (Spectral Gromov–Wasserstein distance). For X, Y ∈R and p ∈ [1,∞] let




c2(t) · ∥∥Γ specX,Y ,t∥∥Lp(μ⊗μ),
where c(t) = e−(t−1+t) .14
Just for the sake of clarity, we write down the expanded form of the deﬁnition (for p ∈ [1,∞)):














x, x′, y, y′
))p
μ(dx× dy)μ(dx′ × dy′))1/p .
Remark 6.1 (Multi-scale aspect of the deﬁnition). According to our deﬁnition two Riemannian manifolds will be considered to
be similar in the spectral GW sense if and only if they are similar at all scales t . This is encoded in the deﬁnition of our
metric by ﬁrst taking the supremum over all t > 0, and then choosing the best coupling. The use of the parameter t in this
fashion provides a natural foliation of the notion of approximate isometry between Riemannian manifolds.
14 Compare with Deﬁnition 3.3.
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s.t. ∣∣Vol(X) · kX (t, x, x′)− Vol(Y ) · kY (t, y, y′)∣∣< η
c2(t)
for all (x, y),
(
x′, y′
) ∈ supp[μ] and for all t > 0.
This should be interpreted as stating that the shapes are close to each other at all scales. We provide more arguments in
favor of interpreting t as a sort of geometric scale in Section 7.
Theorem 6.1. For all p ∈ [1,∞], dspecGW,p deﬁnes a metric on the collection of all isometry classes ofR. Moreover,
• for any X, Y ∈R, dspecGW,p(X, Y ) dspecGW,q(X, Y ) for all 1 q p ∞.
• for all X, Y ∈R and p ∈ [1,∞],∣∣varspecp (X) − varspecp (Y )∣∣ dspecGW,p(X, Y ) varspecp (X) + varspecp (Y ). (6.29)
Compare (6.29) with (2.9) and (3.13).
Remark 6.2 (Boundedness). The boundedness of the deﬁnition of the spectral GW distance above follows from the bounded-
ness of varspecp (X) for X ∈R which was proved in Section 5.
We now give an example of collapsing a “thin” torus onto S1 in the spectral GW sense. To provide intuition about our
construction, here we shall provide all the details of the proof. Similar technical ingredients are used in the proof of the
more general statement of Proposition 6.1, see Section 11.
Example 6.1 (Collapsing). Fix ε > 0 and consider the two-dimensional ﬂat torus Tε := S1 × (ε · S1). Here, as before, Tε and
S




1) C · ε2




1)→ 0 as ε → 0.










t,α − α′) · Q (t/ε2, β − β ′),










)= ∣∣Q (t,α − α′)Q (t/ε2, β − β ′)− Q (t, θ − θ ′)∣∣,










)= Q (t,α − α′) · ∣∣Q (t/ε2, β − β ′)− 1∣∣. (6.30)






et/ε2 − 1 .
Similarly, for all t > 0 and α,
Q (t,α) e
t + 1
et − 1 .
Hence, for any R ∈ R(Tε,S1) s.t. ((α,β),γ ) ∈ R if and only if α 
 γ , taking into account that 0  c(t)  1, we see from
(6.30) that
c2(t) · ∥∥Γ spec
Tε,S1,t
∥∥
L∞(R×R)  c(t) ·
et + 1
(et − 1)(et/ε2 − 1) =: f (t).
Claim 6.1. For all t > 0, c(t)/t2  e−2 .
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Now, since for all t > 0, et − 1 t , et/ε2 − 1 t/ε2 and c(t)
t2
 e−2, we have that for any ﬁxed δ > 0
f (t)
{












eδ + 1)e−2 · ε2, eδ + 1




 C(δ) · ε2
where C(δ) = (eδ + 1)max(4e−2, δ−2). Hence,
sup
t>0
c2(t) · ∥∥Γ spec
Tε,S1,t
∥∥
L∞(R×R)  C(δ) · ε2
for any choice of R ∈ R(Tε,S1) s.t. ((α,β),γ ) ∈ R if and only if α = γ . Finally, in order to conclude we need to construct
μ ∈ M(μTε ,μS1 ) with supp[μ] ⊆ R . In order to do this deﬁne the map φ : Tε → Tε × S1 by (x, y) 	→ (x, y, x) and let
μ = φ#μTε . 
This generalizes in the following manner
Proposition 6.1 (Collapsing). For all X, Y ∈R and ε > 0, the Riemannian product X × (ε · Y ) converges to X in the L∞-spectral GW
sense as ε → 0.




GW,p(X, ε · Z) = varspecp (X).
Remark 6.3. Since from a metric sense, ε · Z approaches a point as ε ↓ 0,15 one can then interpret varspecp (X) as the spectral
GW distance from X to a point. Recall that in the context of GH distances dGH(X, {q}) = diam(X)/2 and for GW distances
dGW,p(X, {q}) = diamp(X)/2.
7. The notion of scale
One of the theses of this work is that the time parameter t in the heat kernel can be naturally interpreted as a certain
notion of scale. For example, as (4.19) shows, for small values of t , the HKS of a point x reﬂects differential properties of the
surface at x (such as curvature), whereas limt→∞ hksX (x, t) = 1 independently of x, and thus we would say that for large
scales, all points look the same.
Here we provide a point of view based on homogenization of partial differential equations [74] which allows to argue
for the interpretation of t as a geometric notion of scale. Our argument is merely suitable for providing some intuition. Our
belief is that there is still a lot of work to be done in order to elucidate good deﬁnitions and prove useful results about the
role of t as a geometric scale.
Consider the real line with metric given by the periodic function g : R → R+ with period 1 and measure given by the
one-dimensional Lebesgue measure. One can regard Mg = (R, g, λ) as a weighted Riemannian manifold [61].
Assumption 7.1. We consider metrics g ∈ C2(R,R+) with the property that there exist γ > 0 s.t. γ−1  g(x)  γ for all
x ∈ R.


















15 One way of being precise about this is by saying that dGH(ε · Z , {q}) → 0 as ε ↓ 0.




)= g1/20 ∣∣x− x′∣∣,








4t for all x, x′ ∈ R.
One would expect that for t → ∞, the spatial behavior of the heat kernel kg(t, ·, ·) looks like that of the heat kernel
kg¯(t, ·, ·) corresponding to a certain constant metric g¯ . This would be in agreement with the intuition that large values of t
offer a coarse scale view of the underlying metric structure.
This intuition can be made precise by recalling a result due to Tetsuo Tsuchida:
Theorem 7.1. (See [75].) Let g : R → R+ satisfying Assumption 7.1 be in addition periodic with period 1. Then, there exists a positive
constant C such that
sup
x,x′∈R
∣∣kg(t, x, x′)− kg¯(t, x, x′)∣∣ Ct for all t > 0,
where g¯ = ∫ 10 g(x)dx.
Remark 7.1. Note that according to [75, Corollary 1.3], heat kernels on R arising from metrics g satisfying Assumption 7.1
are bounded as follows: for each δ > 0 there exists Ag(δ) > 0 s.t. for t ↑ ∞,




 Bg · t− 12 , for all x, x′ ∈ R s.t.
∣∣x− x′∣∣< δ,
for some constant Bg > 0. Therefore, the decay rate given by Theorem 7.1 is meaningful.
Example 7.1. Pick 0 < ε  1 and m ∈ N and let g(x) := 1+ ε · sin(2πm · x). Then g¯ = 1 and Tsuchida’s theorem guarantees
that as t approaches inﬁnity,∣∣∣∣kg(t, x, x′)− 14πt exp
{−(x− x′)2/4t}∣∣∣∣→ 0,
for all x, x′ ∈ R, with rate 1/t . That is, as t grows kg(t, ·, ·) starts resembling the heat kernel corresponding to a ﬂat one-
dimensional proﬁle.
A related intuition is that the heat kernels corresponding to two similar metrics on R will become very similar as t
approaches inﬁnity. In order to make this precise we appeal to a result of Davies:
Theorem 7.2. (See [76].) Let g1 and g2 be two metrics on R satisfying the conditions given in Assumption 7.1 above. Then, there exists
C ′ > 0 such that
sup
x,x′∈R









for all t > 0.
Remark 7.2. Remark 7.1 also applies. Notice that in contrast to Tsuchida’s result, Davies’ does not assume that the metrics
are periodic. Also, for g2 = g1 + c for some constant c, the RHS above is inﬁnite unless c = 0.
Remark 7.3. Similar bounds in the case of general Riemannian manifolds of dimension > 1 do not seem to have been
established in the literature so far, with exception of [77] where the authors study the asymptotic behavior of the heat
kernel corresponding to a non-ﬂat metric on Rn .
Using this intuition, we can argue that the parameter t can be interpreted as a notion of geometric scale. Much remains
to be done in order to obtain precise deﬁnitions and prove general results in this direction.
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In the two theorems below we establish two different hierarchies of different lower bounds for the spectral GW distance
that involve the spectral invariants that we deﬁned in Section 4.
























c2(t) · ∣∣KX (t) − KY (t)∣∣.
Example 8.1 (Distance between S2 and S1). As an example, we estimate the spectral GW distance between S2 and S1 by e
−5
3
using the lower bounds given by Theorem 8.1 (D).
From Example 4.6 we know that
KS1(t) = 1+ 2
∑
k1
e−k2t and KS2(t) = 1+
∑
k1






where ak = 2− (2k + 1)e−k . Note that ak  0.8964 > 1/3 for all k 1 and hence |KS1 (t) − KS2 (t)| 13
∑
k1 e
−k2t  e−t3 for






 c2(1) · ∣∣KS1(1) − KS2(1)∣∣ e−53 .
Similar lower bounds for the standard Gromov–Hausdorff distance between spheres seem more diﬃcult to establish [54].
Example 8.2 (Distance between T2 and S1). Similarly to the previous example we can prove that dspecGW,∞(T
2,S1) 2e−5.
Now we make a series of remarks, some of which have practical consequences and others that propose answers to the
problems posed in Section 1.
Remark 8.1. Note that in the lower bounds above the order of the supt>0 and the infμ are inverted with respect to the order
that appears in the deﬁnition of dspecGW,p (Deﬁnition 6.1). This will allow us to obtain lower bounds at different scales and
then consider the most discriminative scale. It is obvious that we can take the sup over a smaller, possibly ﬁnite, collection
T ⊆ R+ of interesting and/or computable scales and we will still obtain a lower bound for dspecGW,p .
Remark 8.2. Observe that in the context of standard GH/GW distances, a bound of the same structure as (B) would be
trivial since the restriction of ΓX,Y to {(x, y, x, y), x ∈ X, y ∈ Y } is 0.
Remark 8.3 (A solution to Problem 1: about bound (D) and the Shape DNA). Since knowledge of the heat trace is equivalent to
knowledge of the spectrum (cf. Remark 4.8), lower bound (D) can be interpreted as a version of the Shape-DNA signature
of Reuter et al. [7] that is compatible with the spectral GW distance. Furthermore, (D) establishes the quantitative stability
(in the sense of Remark 1.1) of the heat trace. This was one of the goals of our project and constitutes our answer to
Problem 1.
Remark 8.4 (Quality of the lower bounds). The question of the quality of the discrimination provided by the heat trace is of
course very important from both the theoretical and the practical points of view. It is known that there exist isospectral
Riemannian manifolds that are not isometric. Examples of these constructions are the tori of Milnor [34] and the spheres of
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they have the same distribution of HKSs (but different HKSs), and (3) have the same heat traces (but different distributions
of HKSs).
Remark 8.5 (Computational implications). Notice that in practical applications,16 for each t in a given range of scales T ,
computing the HKS based lower bound given by Theorem 8.1 (B) involves solving a Linear Optimization Problem (a mass
transportation problem actually) with nX × nY variables (and nX + nY constraints) where nX (resp. nY ) is the number of
vertexes in a mesh representing X (resp. Y ). This may be expensive for large models. Therefore, lower bounds (C) and (D)
which are based on the distribution functions associated to the heat kernel signature and the heat kernel, respectively, seem
more suitable in practice.
Remark 8.6 (A solution to Problem 3: stability of HKSs). Lower bound (B) proves that comparing the HKSs of two shapes X and
Y via solving a certain mass transportation problem provides a lower bound to the spectral GW distance. In a dual way, we
see that HKS is a quantitatively stable invariant, in the spectral GW sense.
The following theorem presents another hierarchy of lower bounds for the spectral GW distance based on invariants
derived from the diffusion distance, see Section 4.2.









 supt>0 c(t) · 12
∫∞
0 |GX (t, s) − GY (t, s)|ds,
(C ′)
 supt>0 c(t) · 12 infμ ‖eccspecX;p (t, ·) − eccspecY ;p (t, ·)‖Lp(μ),
where Xt = (X,dspecX;t ,μX ) and Yt = (Y ,dspecY ;t ,μY ).
Remark 8.7 (A solution to Problem 5: connection to using diffusion distances in the Gromov–Hausdorff/Gromov–Wasserstein distance).
Note that the lower bound (A′) establishes a link with the proposal of [24]. Indeed, (A′) embodies the idea of endowing
X and Y with their diffusion distances at the same ﬁxed scale t > 0 and then computing the Gromov–Wasserstein distance
between these spaces.













)1/2  dGH(Xt , Yt), (8.31)
whose RHS is exactly what was (approximately) computed by Bronstein et al. in [24].
It is not known whether for a ﬁxed t > 0, dGW,∞(Xt, Yt) = 0 or dGH(Xt, Yt) = 0 imply that X and Y are isometric (in
the sense that the geodesic distances agree). Varadhan’s lemma seems to suggest that this is not possible in general.
Furthermore, it would be interesting to investigate the properties of the RHS of (A′) as to whether it provides a (pseudo)
metric on R and whether this metric would be topologically equivalent to dspecGW,∞ .
Finally, if one accepts that Xt and Yt provide representations of shapes X and Y at scale t , then (A′) can be interpreted
as a statement which reinforces the idea that in order for two shapes to be close in the spectral Gromov–Wasserstein sense,
they must be close to each other at all scales.
Remark 8.8 (A solution to Problem 2: connection of (B ′) to Rustamov’s proposal). Lower bound (B ′) in Theorem 8.2 embodies
the computation of a procedure which is essentially the same as the one proposed by Rustamov, see Remark 4.10. Indeed,




∣∣GX (t, s) − GY (t, s)∣∣ds
16 Provided one is able to estimate the value of the heat kernel from ﬁnitely many samples of a manifold, see Section 10.
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(dspecX;t )#μX ⊗μX and (d
spec
Y ,t )#
μY ⊗μY which is one way of formalizing the notion of “comparing histograms” of the diffusion
distances, see [13] as well.
Finally, (B ′) establishes the quantitative stability of the invariants GX .
Remark 8.9 (A solution to Problem 6: (C ′) and stability of the diffusion distance eccentricity). The lower bound (C ′) above plays
the same role as the eccentricity lower bound in [13] and establishes the quantitative stability of the diffusion distance
eccentricities used by [25]. Of course the lower bound (C ′) could be used for shape matching. The computation of the RHS
leads to solving, for each t > 0, a continuous variable linear optimization problem with linear constraints.
9. Other spectral metrics onR
In this section we analyze other spectral metrics on R that are possible. Some of these have arisen in theoretical works
[47,48] and others are suggested by practical algorithms used to compare shapes and analyze data [27,28]. We also relate
our spectral GW metric to the metrics that we analyze in this section.
9.1. A spectral Gromov–Hausdorff distance
It is also possible to deﬁne a GH type of distance, but this distance will be less useful from computational point of
view. These ideas are essentially due to Kasue and Kumura [48]. One may deﬁne the spectral Gromov–Hausdorff distance
dspecGH(X, Y ) as the inﬁmum over all ε > 0 s.t. there exists a correspondence R ∈ R(X, Y ) for which
c2(t) · ∥∥Γ specX,Y ,t∥∥L∞(R×R) < ε for all t > 0.
Kasue and Kumura initiate a deep study of the topological properties of such distance and in particular, in a spirit similar to
Gromov’s compactness theorem [10], they identify pre-compact subclasses of R. The spectral GH distance, however, seems
less suitable for practical considerations such as ours due the lack of explicit control on measure dependent invariants.
In fact, by using measure couplings in the construction of the spectral GW distance instead of just correspondences, we
gain the ability to explicitly/quantitatively control the variation of spectral invariants, cf. Remark 1.1. In the context of
non-spectral distances, this observation led to proposing Gromov–Wasserstein distances as an alternative to the Gromov–
Hausdorff distance [11,13].
From results in [48] one obtains that
Theorem 9.1. dspecGH deﬁnes a metric on isometry classes ofR.
Finally, we should point out that from Lemma 2.1 it easily follows that
Proposition 9.1. For all X, Y ∈R,
dspecGW,∞(X, Y ) d
spec
GH (X, Y ). (9.32)
9.2. Constructing other spectral metrics
We describe a construction of a metric on R that is related to the metric of Berard et al. [47]. Let a non-empty T ⊂
R
+ be given. Consider the (pseudo) metric space FT := (C((0,∞), 2),‖ · ‖T) where ‖α − β‖T := supt∈T ‖α(t) − β(t)‖2 for
α,β ∈ FT. For X ∈R and a ∈ B(X) let
X (a) := {IaX [x] : (0,∞) → 2, x ∈ X}⊂ FT.
Recall the deﬁnition of IaX [x] given in Section 4.2. In words, X (a) contains all curves with the real parameter t mapping
points in X to traces of curves in 2.
Given now Y ∈R and b ∈ B(Y ) we similarly construct Y(b) ⊂ FT. One may conceive of computing the Hausdorff distance
between X (a) and Y(b) as subsets of FT and then “matching” a to b. This is implemented by the following deﬁnition:




Note that when t ∈ (0,∞) is ﬁxed and T= {t}, HdT(X, Y ) < δ means that:
(1) for each a ∈ B(X) there exists b ∈ B(Y ) s.t. the Hausdorff distance (as subsets of 2) between IaX [X](t) and IbY [Y ](t) is
bounded above by δ, and
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and IaX [X](t) is bounded above by δ.
Remarkably, in [47, Theorem 10] the authors prove that when T = {t} and for any ﬁxed t > 0 HdT deﬁnes a metric on
isometry classes of R.
As an immediate corollary we obtain
Theorem 9.2. For any R+ ⊃ T = ∅ HdT deﬁnes a metric on the isometry classes ofR.
We will be interested mainly in the case T= (0,∞).
9.3. Variants of the metric of Berard, Besson and Gallot
A closely related deﬁnition that embodies the idea of ﬁnding the bases a in B(X) and b in B(Y ) s.t. X (a) and Y(b) are
closest to each other is





HdT(X, Y )HdˆT(X, Y ) for all X, Y ∈R. (9.35)
Less obvious is the following result that we prove in Section 11:
Theorem 9.3. For any R+ ⊃ T = ∅ HdˆT given by (9.34) deﬁnes a metric on the collection of isometry classes ofR.
For a given isometry R ∈ iso(2) of 2 let the action of R on X (a) be given by
R∗X (a) = {R IaX [x]: (0,∞) → 2, x ∈ X}.
We deﬁne
HD2T (X, Y ) := inf
R∈iso(2)
dFTH
(X (a), R∗Y(b)). (9.36)
It is clear that since changes of basis are isometries, (1) the deﬁnition of HD2T does not depend on the choices of a
and b, and (2):
HdˆT(X, Y )HD
2
T (X, Y ), for all X, Y ∈R. (9.37)
For t > 0 we will henceforth use the notation HD2t for HD
2
T when T= {t}.
Remark 9.1. We do not know whether for ﬁxed t > 0 HD2t deﬁnes a strict metric on (the isometry classes of) R. This is
similar to the current state of knowledge about whether dGH(Xt, Yt) = 0 for a ﬁxed t implies that X and Y are isometric
(w.r.t. geodesic distances), recall Remark 8.7. Remark 9.2 below explains that c(t) · dGH(Xt , Yt)HD2t (X, Y ).
We now let T= R+ and relate the metrics HdR+ , HdˆR+ and HD2R+ to dspecGH .
Theorem 9.4. For all X, Y ∈R
M · HD2
R+(X, Y ) d
spec
GH (X, Y ),
where M = 2(max(varspec∞ (X),varspec∞ (Y )))1/2 .
Recall (9.35) and (9.37). Since by Theorem 9.1 dspecGH deﬁnes a metric on isometry classes of R we obtain
Corollary 9.1. HdR+ , HdˆR+ and HD2R+ deﬁne metrics on isometry classes ofR.
We treat the proof of the triangle inequalities for these metrics in Section 11.
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From the computational point of view, it makes sense to deﬁne for ﬁxed t > 0 and each m ∈ N:















Here, Πm : 2 → Rm is the canonical projection (x1, x2, . . . , xm, xm+1, . . .) 	→ (x1, x2, . . . , xm).
The deﬁnition of HDRmt is in the same spirit as what was proposed and used by Coifman and Lafon in [41].







∥∥ΠmIaX [x](t) − ΠmIaX [x′](t)∥∥Rm . (9.39)
It is not diﬃcult to verify that dspecX;t;m → dspecX;t uniformly over X × X as m ↑ ∞. In fact one has
Lemma 9.1. For X ∈R, t > 0 and m 1,∥∥dspecX;t − dspecX;t;m∥∥L∞(X×X)  αX (t;m),
where αX (t;m) → 0 as m ↑ ∞.
One can actually prove that αX above can be made to depend on a lower bound for the Ricci curvature, an upper bound
for the diameter, the dimension and the volume of X .
Similarly to the notation used in Theorem 8.2, given X ∈R, t > 0 and m ∈ N we use the notation Xt,m for the mm-space
(X,dspecX;t;m,μX ) where as usual μX is the normalized volume measure on X .
From [11, Theorem 2] we immediately have that computing HDRmt between shapes X and Y is comparable to computing
dGH(Xt,m, Yt,m):




· HDRmt (X, Y ) cm
(
dGH(Xt,m, Yt,m)
)1/2 · M1/2t ,
where Mt max(CX ,CY ) · t−min(dim(X),dim(Y ))/4 and C• is the constant given by Proposition 4.1.
This theorem asserts that the results of comparing the extrinsic spectral geometry of X and Y that is perceived via
the spectral embeddings I X and IY (restricted to the ﬁrst m coordinates) is equivalent to comparing the intrinsic spectral
geometries given by the (truncated) diffusion distance. We should point out that the 1/2 exponent for dGH(Xt,m, Yt,m) on
the RHS is necessary in general, see [11].
Remark 9.2. It is easy to verify that letting m ↑ ∞ in the leftmost inequality produces dGH(Xt, Yt) 1c(t) ·HD
2
t (X, Y ). How-
ever, the same trick applied to the rightmost inequality does not seem to work a priori unless one has precise knowledge
of the behavior of cm as m ↑ ∞, see [11].
9.5. Related metrics derived from the Wasserstein distance
Much in the same way as we deﬁned HdT, one can deﬁne a mass transportation based distance as follows: for
∅ = T⊂ R+ and each p ∈ [1,∞] let




∥∥∥∥IaX [·](·) − IbY [·](·)∥∥T∥∥Lp(μ), (9.40)
where μ ∈ M(μX ,μY ) and we have used the shorter notation





∥∥IaX [x](t) − IbY [y](t)∥∥p2μ(dx× dy)
)1/p
.
One can argue that this deﬁnition is in the same spirit as the proposal of [27].
In analogy with the deﬁnitions of Hdˆt and HDˆ2t , we deﬁne for p ∈ [1,∞]
Wpdˆt(X, Y ) := inf inf
μ
∥∥∥∥IaX [·](·) − IbY [·](·)∥∥T∥∥Lp(μ), (9.41)a∈B(X),b∈B(Y )
F. Mémoli / Appl. Comput. Harmon. Anal. 30 (2011) 363–401 391and
WpD
2




∥∥∥∥IaX [·](·) − R IbY [·](·)∥∥T∥∥Lp(μ). (9.42)




Similarly to Theorem 9.4, we now let T= R+ and relate the metrics WpdR+ , WpdˆR+ and WpD2R+ to dspecGW,p .
Theorem 9.6. For all X, Y ∈R and p ∈ [1,∞],
M · WpD2R+(X, Y ) dspecGW,p(X, Y ),
where M = 2(max(varspec∞ (X),varspec∞ (Y )))1/2 .
Recall (9.43). Since by Theorem 6.1 dspecGW,p deﬁnes a metric on isometry classes of R we obtain:
Corollary 9.2. For all p ∈ [1,∞], WpdR+ , WpdˆR+ and WpD2R+ deﬁne metrics on isometry classes ofR.
We treat the proof of the triangle inequalities for these metrics in Section 11.
Remark 9.3 (A solution to Problem 4). The deﬁnitions of HpdR+ , HpdˆR+ and HpD2R+ , and WpdR+ , WpdˆR+ and WpD
2
R+ ,
together with Theorems 9.4 and 9.6, and Corollaries 9.1 and 9.2 provide an answer to Problem 4, cf. [17,27,28,41].
10. Discussion
Our proposal hinges on a specialization of the original Gromov–Wasserstein notion of distance between mm-spaces
which we call spectral Gromov–Wasserstein distance. This distance incorporates spectral information directly via the use of
heat kernels. We proved that our proposed metric satisﬁes all the properties of a metric on the collection R of compact
Riemannian manifolds without boundary. The extension to more general classes of shapes, starting with an extension to
manifolds with boundary and to manifolds satisfying less stringent regularity assumptions (as in [43]), probably deserves
further investigation.
The fact that the GW-spectral metric encodes scale in a natural way makes it suitable for multi-scale matching of datasets
and shapes. Besides the lower bounds we have presented, others may be possible.
An important topic seems to be that of obtaining a much deeper understanding of the notion of geometric scale provided
by the heat kernel parameter t already present in the works of [17,23,25,28,79].
Also of interest is the understanding of the relationship between the two hierarchies of lower bounds we have established
in Section 8 and to deepen the understanding of the inter-relation between the different spectral metrics on R that we
discussed in Section 9. A related question is that made explicit by Remark 8.4, namely, ﬁnding different counterexamples
that help understand the relative strength of the different invariants.
A topic that we did not explore in this note but deserves investigation is the equivalence of the Gromov–Wasserstein
and spectral Gromov–Wasserstein metrics on subclasses of R, cf. Section 1.5.
10.1. Discrete approximations of heat kernels
In our opinion, one of the most important questions that need to be answered in connection with our work is that of
constructing provably convergent end eﬃcient approximations for the heat kernel on triangulated or point clouds surfaces.
In most applications, the underlying manifold is not known, and instead, one is often given an approximation of the shape
represented by a mesh. Assume that X is a triangulated surface which is a good approximation to X ∈R, in some suitable
sense. One family of approaches [23] for estimating the heat kernel on X rely on the spectral expansion (4.17): one computes
approximately the eigenvalues and eigenfunctions of a discrete Laplace–Beltrami operator deﬁned on X and then plugs
these into (4.17), see [23] for example. Many schemes have been proposed to estimate the Laplace–Beltrami operator from
discrete meshes [18,80–82]. Perhaps, the most commonly used method in the computer graphics community is the so-called
cotangent scheme. It is not clear whether one can prove convergence of this type of approximation to the true underlying
heat kernel.
A completely different and very promising idea is mentioned in [41, §3.4 and §5] which is related to the Smolyanov–
Weizsaecker approach, see [83] and references therein.
The ﬁnite approximation of heat kernels has a bearing on the discrete side of the construction we have proposed in this
article, since sampling bounds for the spectral GW distance are missing from the current formulation.
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Lemma 11.1. For all α > 0, supt>0 c(t) · t−α  (e/α)−α.
Proof of Proposition 4.1. Non-negativity, the triangle inequality and symmetry for dspecX;t are easy to establish from (4.25).
That for ﬁxed t > 0 dspecX;t (x, x′) = 0 implies that x = x′ follows form a simple argument involving the alternative expres-
sion (4.24) for the diffusion distance. Let {ζi}i0 ∈ B(X) with associated eigenvalues {λi}i0. Then, from (4.24) we see that
dspecX;t (x, x








Thus, ζi(x) = ζi(x′) for all i  1, and since the collection {ζi}i1 separates points in X , we conclude that x= x′ .
The bound for maxx,x′ d
spec
X;t (x, x′) follows from recalling (4.25), the spectral expansion of the heat kernel (4.17), and a
direct application of Proposition 5.2. 








1 for t  D2,
Vn,κ (D) · e−t
−1
Vn,κ (t1/2)
for t ∈ (0, D2]. (11.44)















It then follows from the deﬁnition of Vn,κ (see Section 5) that for all 0 t  D2
Vn,κ (
√
t ) γ (D, κ,n) · tn/2,







1 for t  D2,









Simple calculus now yields that h(t) = t−(n/2+β)e−t−1  (n/2+ β)n/2+βe−(n/2+β) for all t > 0 thus completing the proof. 
Proof of Proposition 5.2. From [47, Theorem 3(iii)], for all x ∈ X and t > 0,
∑
j1




where D = diam(X), RicX  (n − 1)κ and C(·, ·, ·) depends only on the listed geometric invariants of X . For x, x′ ∈ X and




∣∣ζ j(x)∣∣ · ∣∣ζ j(x′)∣∣
(∑
j1








The claim follows from (11.45). 
Proof of Theorem 6.1. The proof of the triangle inequality is easy. Let X, Y , Z ∈ R be s.t. dspecGW,p(X, Y ) < ε1 and
dspecGW,p(Y , Z) < ε2. Let μ1 ∈ M(μX ,μY ) and μ2 ∈ M(μX ,μY ) be s.t. c2(t) · ‖Γ specX,Y ,t‖Lp(μ1⊗μ1) < ε1 and c2(t) ·
‖Γ spec ‖Lp(μ2⊗μ2) < ε2 for all t ∈ R+ . For ﬁxed t ∈ R+ , by the triangle inequality for the absolute value:Y ,Z ,t
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+ ∣∣Vol(Z) · kZ (t, z, z′)− Vol(Y ) · kY (t, y, y′)∣∣





x, y, x′, y′
)
 Γ specX,Z ,t
(
x, z, x′, z′
)+ Γ specZ ,Y ,t(z, y, z′, y′), (11.46)
for all x,x′ ∈ X , y,y′ ∈ Y and z, z′ ∈ Z . Now, by the Glueing Lemma [59, Lemma 7.6], there exists a probability measure
μ ∈ P(X × Y × Z) with marginals μ1 on X × Z and μ2 on Z × Y . Let μ3 be the marginal of μ on X × Y . Using the fact
that μ has marginal μZ ∈ P(Z) on Z and the triangle inequality for the Lp norm (i.e. Minkowski’s inequality) and (11.46),
we obtain
‖ΓX,Y ,t‖Lp(μ3⊗μ3) = ‖ΓX,Y ,t‖Lp(μ⊗μ)
 ‖ΓX,Z ,t + ΓZ ,Y ,t‖Lp(μ⊗μ)
 ‖ΓX,Z ,t‖Lp(μ⊗μ) + ‖ΓZ ,Y ,t‖Lp(μ⊗μ)
= ‖ΓX,Z ,t‖Lp(μ1⊗μ1) + ‖ΓZ ,Y ,t‖Lp(μ2⊗μ2)
 (ε1 + ε2)/c(t).
Hence, dspecGW,p(X, Y ) supt>0 c2(t) ·‖Γ specX,Y ,t‖Lp(μ3⊗μ3) < ε1+ε2. The conclusion now follows by taking ε1 → dspecGW,p(X, Y )
and ε2 → dspecGW,p(Y , Z).
We prove that dspecGW,p(X, Y ) = 0 implies that X and Y are isometric. Assume ﬁrst that p ∈ [1,∞). Let (εn) ⊂ R+ be s.t.
εn → 0 and (μn) ⊂ M(μX ,μY ) be s.t.∥∥Γ specX,Y ,t∥∥Lp(μn⊗μn) < εn/c2(t) for all n ∈ N and t ∈ R+. (11.47)
Since M(μX ,μY ) is compact for the weak topology on P(X × Y ) (see [59, pp. 49]), we can assume that up to extraction
of a sub-sequence, μn converges to some μ0 ∈ M(μX ,μY ). We assume w.l.o.g. that μn → μ0 weakly. Then, μn ⊗ μn →
μ0 ⊗ μ0 weakly as well. Since for ﬁxed t ∈ R+ , Γ specX,Y ,t is continuous on X × Y × X × Y and hence bounded (since we are




















as n ↑ ∞. By (11.47) we obtain ‖Γ specX,Y ,t‖Lp(μ0⊗μ0) = 0 that for all t > 0. It follows that Γ specX,Y ,t(x, y, x′, y′) = 0 for all




)= Vol(Y ) · kY (t, y, y′),
for all (x, y), (x′, y′) ∈ R(μ0). By Lemma 2.1, R(μ0) ∈ R(X, Y ). Consider a map φ : X → Y s.t. (x, φ(x)) ∈ R(μ0) for all x ∈ X .
Then by the above we ﬁnd that Vol(X) · kX (t, x, x′) = Vol(Y ) · kY (t, φ(x),φ(x′)) for all t > 0 and x, x′ ∈ X . By Lemma 4.1,
it follows then that dX (x, x′) = dY (φ(x),φ(x′)) for all x, x′ ∈ X . Similarly, we can ﬁnd a map ψ : Y → X s.t. dY (y, y′) =
dX (ψ(y),ψ(y′)) for all y, y′ ∈ Y . It follows that ζ := φ ◦ ψ is a distance preserving map from Y into itself and since Y is
compact, ζ has to be surjective, see [53, Theorem 1.6.14]. It follows that φ (and also ψ ) is an isometry.
Now, for the case p = ∞, pick (εn) ⊂ R+ s.t. εn → 0 and let (μn) ⊂ M(μX ,μY ) be s.t. ‖Γ specX,Y ,t‖L∞(μn⊗μn) < εn/c2(t) for
all n ∈ N and t ∈ R+ . Then, by Remark 2.1, (11.47) holds as well for ﬁnite p and the argument above applies.
We delay the proof of (6.29) to after the proof of Proposition 6.2. 
Proof of Proposition 6.1. The proof generalizes the argument given in Example 6.1. Let {λi}∞i=0 denote the spectrum of Y
and {ϕi}∞i=0 an orthonormal basis of L2(Y ) composed by eigenfunctions of Y , s.t. ϕi is the eigenfunctions corresponding
to λi , each i  0. Let m = dim (Y ) and let Zε = X × (ε · Y ). Notice that (recall Remark 4.3, Example 4.3 and the fact that the






))= kX (t, x, x′) · ε−mkY (t/ε2, y, y′).
Since Vol(Zε) = Vol(X)Vol(Y )εm , then, for all t > 0, x, x′ ∈ X and y, y′ ∈ Y :
c2(t) · Γ specX,Zε,t
(
x, (x, y), x′,
(
x′, y′
))= c2(t) · Vol(X)kX (t, x, x′)∣∣1− Vol(Y )kY (t/ε2, y, y′)∣∣
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(
t, x, x′
) · C(Y ) · t−mε2m (by Proposition 5.2)




∥∥kX (t, ·, ·)∥∥L∞(X×X))
 C(X, Y ) · ε2m (by Proposition 5.1),







= μX ⊗μY .
Let Φ : X × Y → X × X × Y be given by (x, y) 	→ (x, x, y) and let μ = Φ#μZε . Clearly, μ ∈ M(μX ,μZε ) and supp[μ] ⊂{(x, x, y), x ∈ X, y ∈ Y }. Hence, for any p ∈ [1,∞]:
sup
t>0
c2(t) · ∥∥Γ specX,Zε,t∥∥Lp(μ⊗μ)  ε2m · C(X, Y ).
The conclusion follows by (1) noting that the LHS is an upper bound for dspecGW,p(X, Zε), and (2) letting ε ↓ 0. 
Proof of Proposition 6.2. Let {λi}i∈N and {φi}i∈N denote the eigenvalues and corresponding eigenfunctions of Z chosen so

























 C · t−n · ε2n (by Proposition 5.2),




c2(t) · ∥∥Vol(X) · kX (t, ·, ·) − 1∥∥Lp(μ⊗μ) = varspecp (X).
Using all the above, plus the fact that | sup f − sup g|  sup | f − g| for real valued functions f and g , and the triangle
inequality for the norm Lp(μ⊗μ) we have that∣∣sup
t>0
c2(t) · ∥∥Γ specX,ε·Z;t∥∥Lp(μ⊗μ) − varspecp (X)∣∣ sup
t>0
c2(t) · ∣∣∥∥Γ specX,ε·Z;t∥∥Lp(μ⊗μ) − ∥∥Vol(X) · kX (t, ·, ·) − 1∥∥Lp(μ⊗μ)∣∣
 sup
t>0








= C ′(n) · ε2n,
for some constant C ′(n) > 0, by Lemma 11.1. From the arbitrariness of μ it then follows that∣∣dspecGW,p(X, ε · Z) − varspecp (X)∣∣ C ′(n) · ε2n.
Whence the claim. 
Continuation of the proof of Theorem 6.1. Choose any Z ∈R and ε > 0. Then, by the triangle inequality for the spectral
GW distance,
dspec (X, ε · Z) dspec (X, Y ) + dspec (Y , ε · Z)GW,p GW,p GW,p
F. Mémoli / Appl. Comput. Harmon. Anal. 30 (2011) 363–401 395and
dspecGW,p(X, Y ) d
spec
GW,p(X, ε · Z) + dspecGW,p(Y , ε · Z).
The conclusion follows from a direct application of Proposition 6.2. 
For the proofs of Theorems 8.1 and 8.2 we need a technical lemma:





∣∣ f (x) − g(y)∣∣μ(dx,dy) ∫
R
∣∣F (u) − G(u)∣∣du,
where μ ∈ M(μX ,μY ), F (s) := μX {x ∈ X | f (x)  s} and G(s) := μY {y ∈ Y |g(y)  s} are the distributions of f and g under μX
and μY , respectively.
Proof. Fix μ ∈ M(μX ,μY ). Let h : R2 → R2 given by h = ( f , g) and consider the measure ν = h#μ on R2. By Theo-




f (x) − g(y))μ(dx,dy) = ∫
R×R
φ(t − s)ν(dt,ds).
Now, ν(I ×R) = μ( f −1(I)× g−1(R)) = μ( f −1(I)× Y ) = μX ( f −1(I)), for any I ∈ B(R). Similarly, ν(R× J ) = μY (g−1( J ))




f (x) − g(y))μ(dx,dy) inf




The conclusion follows from results on the transportation problem on the real line, see [59, Remark 2.19], and then from
the fact that μ ∈ M(μX ,μY ) was arbitrary and the RHS does not depend on it. 
Proof of Theorem 8.1.
(A) Assume dspecGW,∞(X, Y ) < η and let μ ∈ M(μX ,μY ) be s.t. ‖ΓX,Y ,t‖L∞(R(μ)×R(μ))  η/c2(t) for all t > 0. This means that
|Vol(X) · kX (t, x, x′) − Vol(Y ) · kY (t, y, y′)| η/c2(t) for all (x, y), (x′, y′) ∈ R(μ) and t > 0. Then, for any t > 0,
c2(t) · inf
μ∈M(μX ,μY )
‖ΓX,Y ,t‖L∞(μ⊗μ)  η.





‖ΓX,Y ,t‖L∞(μ⊗μ)  η.






‖ΓX,Y ,t‖L∞(μ⊗μ) < η
for some η > 0. Then, for all t > 0 there exists μt ∈ M(μX ,μY ) s.t.
‖ΓX,Y ,t‖L∞(μt⊗μt )  η/c2(t).
Fix t > 0, then in particular,∣∣Vol(X) · kX (t, x, x) − Vol(Y ) · kY (t, y, y)∣∣ η/c2(t)












∣∣hksX (x, t) − hksY (y, t)∣∣)
for all t > 0. But then, η supt>0 c2(t) · infμ∈M(μX ,μY ) ‖hksX (·, t) − hksY (·, t)‖L∞(μ) .
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(C) Follows directly from (B) for p = 1 and then invoking Lemma 11.2.
(D) Assume η > 0 is s.t. for all t > 0
∞∫
0
∣∣HX (t, s) − HY (t, s)∣∣ds < η/c2(t). (11.48)
Fix t > 0. Then, by standard results on transportation of probability measures on the real line [59, Section 2.2], the LHS
is equal to dRW,1(dHX (t),dHY (t)), the 1-Wasserstein distance between dHX (t) and dHY (t). Then, by the Kantorovich–














where Φc denotes the set of all measurable functions (ϕ,ψ) ∈ L1(dHX (t)) × L1(dHY (t)) s.t. ϕ(a) + ψ(b)  |a − b| for
dHX (t) ⊗ dHY (t)-almost all (a,b) ∈ R2.
In particular we can choose for all s ∈ R, ϕ(s) = −ψ(s) = s. That this choice leads to a pair (ϕ,ψ) in Φc follows from




























Now, by Remark 4.7, the RHS equals |KX (t) − KY (t)|. So, putting all together, from (11.48) we obtain,∣∣KX (t) − KY (t)∣∣ η/c2(t), for all t > 0.
Since t > 0 is arbitrary we ﬁnd supt>0 c
2(t) · |KX (t) − KY (t)| η. This concludes the proof. 
Proof of Theorem 8.2. Fix any R ∈ R(X, Y ) and t > 0.
Claim 11.1. For all (x, y), (x′, y′) ∈ R one has∣∣dspecX;t (x, x′)− dspecY ;t (y, y′)∣∣2  ∣∣(dspecX;t (x, x′))2 − (dspecY ;t (y, y′))2∣∣.
Proof. The claim follows from the inequality |a− b|2  |a2 − b2| valid for all a,b  0. 
Claim 11.2. One has(‖ΓXt ,Yt‖L∞(R×R))2  4 · ∥∥Γ specX,Y ,t∥∥L∞(R×R).
Proof. Recall (4.25) and notice that from the previous claim and the triangle inequality for the absolute value one obtains
that for all (x, y), (x′, y′) ∈ R ,∣∣dspecX;t (x, x′)− dspecY ;t (y, y′)∣∣2  ∣∣Vol(X) · kX (t, x, x) − Vol(Y ) · kY (t, y, y)∣∣
+ ∣∣Vol(X) · kX (t, x′, x′)− Vol(Y ) · kY (t, y′, y′)∣∣
+ 2 · ∣∣Vol(X) · kX (t, x, x′)− Vol(Y ) · kY (t, y, y′)∣∣
 4 · ∥∥Γ specX,Y ,t∥∥L∞(R×R).
But then, since the RHS does not depend on x, x′, y and y′ we ﬁnd the claim. 













Multiplying both sides by c2(t) and taking sup over all t > 0 we arrive at (A′).
Now, for (B ′) pick η > 0 s.t.
dGW,∞(Xt, Yt) < η/c(t), for all t > 0. (∗)
Notice that by Theorem 3.1(h),
dGW,1(Xt, Yt) < η/c(t), for all t > 0




∣∣dspecX;t (x, x′)− dspecY ;t (y, y′)∣∣μt(dx× dy)μt(dx′ × dy′)< 2η/c(t). (11.50)
Now, obviously, μt ⊗ μt gives rise to a measure coupling in M(μX ⊗ μX ,μY ⊗ μY ). We then apply Lemma 11.2 with
X ↔ X × X , Y ↔ Y × Y , f (·) = dspecX;t (·) and g(·) = dspecY ;t (·). It then turns out that for all s  0, the distributions F and G of
f and g , respectively, are
F (s) = (μX ⊗μX )
{(
x, x′
) ∈ X × X, s.t. dspecX;t (x, x′) s}
and
G(s) = (μY ⊗μY )
{(
y, y′
) ∈ Y × Y , s.t. dspecY ;t (y, y′) s}
which, according to (4.26), equal GX (t, s) and GY (t, s), respectively. Now, from (11.50) and Lemma 11.2,
∞∫
0
∣∣GX (t, s) − GY (t, s)∣∣ds 2η/c(t).
The conclusion now follows since t > 0 and η satisfying (∗) were arbitrary.
For (C ′) pick μ ∈ M(μX ,μY ), t > 0, p ∈ [1,∞) and write















∣∣∥∥dspecX;t (x, ·)∥∥Lp(μ) − ∥∥dspecY ;t (y, ·)∥∥Lp(μ)∣∣pμ(dx× dy). (11.51)
But then since μ is a coupling between μX and μY , ‖dspecX;t ‖Lp(μ) = ‖dspecX;t ‖Lp(μX ) = eccspecX;p (t, x) and ‖dspecY ;t ‖Lp(μ) =
‖dspecY ;t ‖Lp(μY ) = eccspecY ;p (t, y) for all x ∈ X and y ∈ Y .
From (11.51) we then have that∥∥dspecX;t − dspecY ;t ∥∥Lp(μ⊗μ)  infμ∈M(μX ,μY )
∥∥eccspecX;p (t, ·) − eccspecY ;p (t, ·)∥∥Lp(μ).






∥∥eccspecX;p (t, ·) − eccspecY ;p (t, ·)∥∥Lp(μ).
Invoking Theorem 3.1(h) and (A′) we conclude the proof. 
Proof of Theorem 9.3. Symmetry are non-negativity are clear. The triangle inequality is easy and shall concern us ﬁrst. Let
X, Y , Z ∈R and a ∈ B(X), b ∈ B(Y ) and c ∈ B(Z) be such that
dFT
(X (a),Y(b))< δ1H
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dFTH
(Y(b),Z(c))< δ2
for some δ1, δ2 > 0.
By the triangle inequality for dFTH (, ) it then follows that
dFTH
(X (a),Z(c))< δ1 + δ2.
Since the LHS is an upper bound for HdˆT(X, Z), we conclude the proof of the triangle inequality by invoking the arbitrari-
ness of δ1 and δ2.
The fact that HdˆT(X, Y ) = 0 implies that X and Y are isometric follows from the proof of Theorem 10 in [47]. Indeed,
pick (εn) ⊂ R+ with zero limit. Then, there exist (an) ⊂ B(X) and (bn) ⊂ B(Y ) s.t.
dFTH
(X (an),Y(bn))< εn for all n ∈ N.
Now, both B(X) and B(Y ) are compact (in the topology generated by the metric dB deﬁned in [47, § IV]). One can therefore
extract a subsequence (nk) ⊂ N s.t. both (ank ) and (bnk ) converge to some a ∈ B(X) and b ∈ B(Y ), respectively, as k → ∞.
Furthermore, it follows from the above that
dFTH
(X (a),Y(b))= 0.




X [X](t), IbY [Y ](t)) = 0 for any t ∈ T. From this point onwards, the same proof as [47,
Theorem 10] applies. 
Proof of Corollary 9.1. See proof of Corollary 9.2 below. 
Proof of Lemma 9.1. Let {λi}i0 denote the eigenvalues of the Laplace–Beltrami operator on X and let {ζi}i0 be a basis of
L2(X) composed by associated eigenfunctions. From [48, Proposition 2.8], λi  C · i2/n and ‖ζ 2i ‖L∞(X)  C ′ · (κ2 · D2 + i2)n/2
for all i ∈ N, where n = dim(X), κ is s.t. RicX −(n − 1)κ2 and D = diam(X) and C and C ′ are constants depending only
on the geometry of X . Then, using the inequality |a−b|2  |a2 −b2| valid of all a,b ∈ R+ and the deﬁnition of the diffusion









With simple estimates and invoking the bounds on λi and ‖ζi‖L∞(X) provided above, one ﬁnds∣∣dspecX;t (x, x′)− dspecX;t;m(x, x′)∣∣2  4Vol(X)2n/2C ′∑
i>m
e−Ct·i2/n in.
Now, since the series
∑
i1 e
−Ct·i2/n in is convergent for ﬁxed t > 0, we obtain that the RHS above tends to zero as m ↑ ∞
and hence the claim. 
Proof of Theorem 9.4. See proof of Theorem 9.6 below. 
Proof of Theorem 9.5. The proof of this result is a direct application of [11, Theorem 2]. 
Proof of Theorems 9.4 and 9.6. Both claims follow easily from the following
Claim 11.3. For all R ∈ iso(2), a ∈ B(X), b ∈ B(Y ), x, x′ ∈ X, y, y′ ∈ Y and t > 0 it holds that
c2(t) · ∣∣Vol(X) · kX (t, x, x′)− Vol(Y ) · kY (t, y, y′)∣∣ AX · ∥∥IaX [x′](t) − R IbY [y′](t)∥∥2
+ AY ·
∥∥IaX [x](t) − R IbY [y](t)∥∥2 ,
where AX := sup{‖IaX [x](t)‖2 , x ∈ X, t > 0,a ∈ B(X)} and AY := sup{‖IbY [y](t)‖2 , y ∈ Y , t > 0,b ∈ B(Y )}.
The proof of the claim follows from the deﬁnition (4.22) of the spectral embeddings IaX [·](t), Eq. (4.23), and the Cauchy–
Schwartz inequality.





c(t) · (Vol(X)kX (t, x, x) − 1), x ∈ X, t > 0})1/2  (varspec∞ (X))1/2.
A similar claim holds for AY .
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sup
t>0
c2(t) · ∥∥Γ specX,Y ,t∥∥L∞(C×C)  2(varspec∞ (X),varspec∞ (Y ))1/2 sup
t>0
∥∥∥∥IaX [·](t) − R IbY [·](t)∥∥2∥∥L∞(C).
Now, by deﬁnition of the spectral Gromov–Hausdorff distance (Section 9.1) the LHS is greater than or equal to dspecGH(X, Y )
so that one obtains
dspecGH (X, Y ) 2
(




∥∥∥∥IaX [·](t) − R IbY [·](t)∥∥2∥∥L∞(C)
 2
(
varspec∞ (X),varspec∞ (Y )
)1/2∥∥sup
t>0
∥∥IaX [·](t) − R IbY [·](t)∥∥2∥∥L∞(C)
for all R ∈ iso(2) and C ∈ R(X, Y ). From the arbitrariness of C it follows that
dspecGH (X, Y ) 2
(




∥∥∥∥IaX [·](·) − R IbY [·](·)∥∥T∥∥L∞(C)
for all R ∈ iso(2). By Proposition 2.1 the RHS equals dFTH (X (a), R∗Y(b)).
The conclusion follows from the arbitrariness of R and (9.36), the deﬁnition of HD2
R+ .
An almost identical argument applies to the proof of Theorem 9.6. We omit details. 
Proof of Corollaries 9.1 and 9.2. For all the metrics involved, symmetry and non-negativity is clear. By Theorems 9.4, 9.6, 9.1
and 6.1, and the inequalities (9.35), (9.37) and (9.43), if for any pair X, Y ∈R any of the metrics involved yields the value 0,
then X and Y must be isometries. In order to establish that they are proper metrics, it therefore suﬃces to establish the
triangle inequality for these metrics.
The triangle inequality for HdR+ follows from considerations in [47, Theorem 10]. For the triangle inequality for HdˆR+
see the proof of Theorem 9.3 above. The triangle inequality for HD2T is also easy. Finally, the triangle inequalities for the
Wasserstein versions follow from arguments similar to those of their corresponding Hausdorff counterparts and we omit
them.
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