McAfee and Reny (1992) have given a necessary and sufficient condition for full surplus extraction in models with a continuum of types. In this paper we show that it is satisfied by a generic set of model specifications. We extend the classical embedding theorem for continuous functions to account for a stronger geometric condition on the functions mapping abstract types into beliefs which is behind the surplus extraction condition of McAfee and Reny (1992) . Our proof does not rely on finite approximations and hence is available also in the space of models verifying the requirement of strategic continuity.
Introduction
A central theme of the economics of information concerns the ability of agents to earn rents because they have private information. For example, the buyer of a good may be * For helpful discussions, comments, and suggestions, we are grateful to participants at the 2013 EEA-ESEM meetings and at the 2013 Bonn Workshop on Advances in Mechanism Design.
† gizatulina@coll.mpg.de ‡ hellwig@coll.mpg.de able to obtain a surplus because the seller does not know how much the good is worth to the buyer. However, Crémer and McLean (1988) have shown that, when there are multiple potential buyers for a good and these buyers have correlated private values, then, under certain conditions, in a Bayesian setting, a seller can extract all the surplus from the sale of his good, i.e. all information rents can be made to disappear. Specifically, if the potential buyers have only finitely many types, a Bayesian incentive mechanism that extracts all the potentially available surplus from buyers can be designed if and only if, for each agent i and each type t i of this agent, the vector of beliefs that agent i has about the other agents' types when his own type is t i cannot be represented as a convex combination of the vectors of beliefs about the other agents' types that he has at types other than t i . McAfee and Reny (1992) have extended the analysis of Crémer and McLean (1988) to the case where each agent's type set is the unit interval and where each agent's beliefs about other agents' types are given by a probability distribution with a continuous density function. They showed that (approximately) full surplus extraction can be obtained if and only if the density functions that represent agents' beliefs satisfy a function space analogue of the Crémer-McLean condition.
With finitely many types, the Crémer-McLean condition for full surplus extraction is necessarily fulfilled if the belief vectors that are associated with the different types of an agent are linearly independent. If there are at least as many constellations of other agents' types as there are possible types of agent i, linear independence of belief vectors holds for an open and dense set of specifications of beliefs in the Crémer-McLean model. For any given finite type space, therefore, the Crémer-McLean condition for full surplus extraction is generic. 1 This paper establishes an analogous result for the McAfee-Reny condition for full surplus extraction in models with a continuum of types. Specifically, we will show that if for an each agent i his type space is compact metric space the McAfee-Reny condition for full surplus extraction holds for a residual set, i.e., a countable intersection of open and dense sets of belief mappings, i.e., of functions mapping for each agent his types to his beliefs about the other agents' types in the McAfee-Reny model. A profile of such mappings, i.e. for all agents jointly, determines fully all orders of each agent's beliefs, relevant for his strategic behaviour, i.e. it consitutes a model. Hence our result translates into a statement about genericity of models satisfying the McAfee-Reny condition.
The McAfee-Reny condition requires that, for each agent i and each type t i of this agent, the density function that indicates the agent's beliefs when his type is t i cannot be represented as a convex combination of the beliefs that he has at types other than t i . Formally, for any t i and any measure µ on the agent's type space T i , unless µ is the degenerate measure that assigns all mass to the singleton {t i }, it must be the case that f i (·|t i )dµ(t i ) = f i (·|t i ).
(1)
The right-hand side of (1) represents the density function f i (·|t i ) of agent i's beliefs about the other agents' types when his own type is t i . The left-hand side represents an average with respect to µ of the density functions f i (·|t i ) of the beliefs that the agent has about the other agents' types when his own type is t i . McAfee and Reny (1992) note that, when µ is non-degenerate, the average on the righthand side of (1) can be interpreted as the beliefs that agent i would have about the other agents' types if he was uncertain about his own type and thought that his own type is distributed as µ. That is, when for some t i there exists a µ such that f i (·|t i ) = f i (·|t i )dµ(t i ) learing that agent's type is t i provides no new information about distribution of t −i as compared to observing a lottery µ(.) over a set of distribution of f i (·|t i ) and believing that t −i is distributed according to the compound distribution f i (·|t i )dµ(t i ). When µ(.) is the same as the prior distribution, learning own type t i provides just no new information compared to the prior. Condition (1) requires that any such beliefs, i.e. for any µ, unless µ(t i ) = 1, must differ from the beliefs about the other agents' types that agent i forms when he observes that his own type is t i
From the mechanism designer's perspective, under the McAfee-Reny condition, a designer who learns that the agent's beliefs are given by the density function f i (·|t i ) is able to infer that the agent's beliefs are based on observing a single type rather than some non-degenerate measure µ on T i . In addition, as condition (1) also allows µ(.) to be a degenerate measure with all mass on some t i = t i , by knowing f i (·|t i ) the designer infers that the agent's type is t i and not any other t i = t i . The McAfee-Reny condition for full surplus extraction can, thus, be interpreted as a much stronger version of the requirement that agents' belief mappings should be injective.
Notwithstanding the McAfee Reny condition (*), if an agent's belief function is injec-tive, i.e. to each density function f i (·|t i ) corresponds at most one value t i in T i , a mechanism designer who knows the agent's beliefs can infer agent's payoff type t i . Then, regardless of how the agent's payoff parameter depends on his type, the mechanism designer can also infer the agent's payoff parameters θ i (t i ) from his beliefs. This latter property is sometimes referred to as the BDP property (short for beliefs determine preferences). Neeman (2004) and Heifetz and Neeman (2006) showed that this property is necessary for full surplus extraction, and they suggested that with arbitrary non-finite type spaces, this property is only obtained in exceptional cases. 2 In their view, the genericity of full surplus extraction in Crémer and McLean (1988) is due to their assumption of fixed finite type spaces. Our analysis contradicts this suggestion. In Gizatulina and Hellwig (2014) , we had already shown that the BDP property is generic in the space of continuous functions from agents' types to their beliefs. Our proof of this result relied on the classical embedding theorem for continuous functions. This theorem asserts that, if X is a compact n-dimensional metric space and Y is a metric space with dimension at least 2n + 1, then the set of embeddings, i.e., of continuous injective functions, is residual in the space of continuous functions from X to Y, endowed with the uniform topology. Thus, if the range of the functions is much richer than the domain, injectiveness is the rule and a failure of injectiveness the exception. Genericity of the BDP property follows directly because any injective belief function has this property, regardless of how types define payoff characteristics.
However, because the BDP property alone is only necessary and not sufficient for full surplus extraction, that result does not permit any inference about the genericity of the latter. The McAfee-Reny condition, which is necessary as well sufficient requires more than just injectivity. Yet, this condition is still related to injectivity. Specifically, it requires that beliefs of no type of agent i intersect the convex hull generated by all beliefs of other types of the same agent i. This is obviously stronger than just injectivity because the latter requires that beliefs of no type t i of agent i are the same as beliefs of t i = t i , for any t i ∈ T i . In Section 3 we discuss the geometry behind two conditions that also provides an intuition for the genericity result in this paper.
2 Their formal analysis showed that, if a familiy of common priors on a given type space is convex, and if this familiy contains at least one non-BDP prior (and hence at least one non-FSE prior), then, in a geometric and a measure theoretic sense, the set of BDP priors is sparse in the given convex family. Their analysis does not consider the genericity properties of the set convex families of common priors that contain at least one non-BDP prior in the set of all convex families of common priors on the given type space. For the formal statement of this, see Gizatulina and Hellwig (2013b) Consequently, to establish the genericity of the McAfee-Reny condition, we need a new mathematical result, which extends the embedding theorem to cover the McAfeeReny condition. In the argument we use, similarly to the proof of the classical embedding theorem, richness of the range of the mappings plays an important role. However, whereas the classical embedding theorem involves finite-dimensional spaces, with a range Y whose dimension is more than twice as large as that of the domain X, our theorem involves an infinite-dimensional range (as well as a compact metric domain of an arbitrary dimension).
In the context of belief mappings, the dimensionality requirement on the range is unproblematic. If each agent has more than finitely many types, beliefs, i.e. probability measures on type spaces, are necessarily infinite-dimensional. For example, in McAfee and Reny (1992) , where each agent's type space is the unit interval, an agent's belief function maps the unit interval into the space of continuous density functions on the product of the other agents' type spaces, an infinite-dimensional space.
Genericity of full surplus extraction has also been studied in Chen and Xiong (2013) . They also suggest that full surplus extraction is generically possible. However, their approach and their result are different from ours. Most importantly, Chen and Xiong (2013) focus on belief closed subsets of the universal type space in which the different agents' belief functions admit common priors and they treat the surplus extraction property as a property of these priors. By contrast, we treat the McAfee-Reny condition as a property of each individual agent's belief function. We also have a genericity result for common priors under which all agents' belief functions satisfy the McAfee-Reny condition, but this result is derived from our genericity result for belief functions, which does not require the existence of a common prior.
The common-prior assumption is essential for the analysis of Chen and Xiong (2013) because they treat agents' types as an element of the universal type space. Whereas the McAfee-Reny condition is a conditon on the belief function of a single agent, in the universal type space it does not even make sense to ask for which belief functions this conditions is satisfied. In this space, there is single belief function, which is fixed and given by the formalism. Each "type" is defined by a vector consisting of the agent's payoff parameters and the agent's beliefs about the other agents' payoff parameters, the agent's beliefs about the other agents' beliefs about other agents' payoff parameters, etc. The belief function is given by the projection from the space of universal types to the space of belief hierarchies and by the observation that each belief hierarchy defines a unique measure on the space of the other agents' universal types. Because the universal type space approach has no room for considering different belief functions, Chen and Xiong (2013) do not actually look at the scope for full surplus extraction as a property of belief functions but as a property of belief-closed subsets of the universal type space, involving consistent interactive belief systems, and of common priors on such subsets. The fact that the surplus extraction property arises, if at all, as an outcome of belief updating of a single agent and so pertains to a belief function of a single agent, mapping signals to agent's interim beliefs, without any reference to interactive belief systems, is thereby lost. 3 While we work directly with continuous type spaces, Chen and Xiong (2013) do not actually consider surplus extraction, or the McAfee-Reny condition, but rely instead on approximation of an arbitrary model by a sequence of finite models. For their denseness result, they observe that, if the space of common priors is given the topology of weak convergence, i.e., the weak* topology, then the set of common priors with finite supports is dense in the set of all common priors and that, as mentioned above, the set of priors for which full surplus extraction is possible is itself dense in the set of priors with finite supports. This argument is unsatisfactory because, as is well known, the weak* topology on priors is not well suited to capture the continuity properties of strategic behaviour under incomplete information. 4 By contrast, with our topological assumptions continuity of behaviour is guaranteed. As usual, any genericity result depends on the chosen topology, with the trade-off that the finer is the topology the fewer subsets are dense but more sets are open and vice versa under a coarser topology. In a context involving strategic behaviour, the primary reason behind a given choice of a topology to establish the desired genericity result is dictated by natural continuity properties of strategic behaviour under chosen topology. For type spaces and belief functions in incomplete-information models, this requirement is met if "similar" types and "similar" belief functions -in the sense of the given topology -induce similar behaviours in strategic games. Along the lines of Kajii and Morris (1994) or Dekel, Fudenberg, and Morris (2006) , we interpret "similar behaviours" in terms of what Kajii and Morris (1994) refer to as Approximate Lower Hemicontinuity of Actions: In any strategic game, for any ε > 0 and any type of an agent, an action that is optimal for the agent with this type under some belief function, when the other agents' strategies are taken as given, will also be ε-optimal under other belief function that is sufficiently close. We obtain this property by modelling beliefs as measures with continuous density functions and specifying belief functions as continuous functions from types to beliefs, where the space of beliefs is given the topology of uniform convergence of density functions and the space of belief functions is given the topology of uniform convergence.
The assumption that beliefs have continuous density functions and that the topology on beliefs is given by the uniform topology on density functions is not actually necessary for our analysis. To be sure, McAfee and Reny (1992) assumed that beliefs have continuous density functions. However, if beliefs are specified as arbitrary measures and belief functions as continuous functions from types to measures, a suitable generalization of the McAfee-Reny condition can still be shown to be necessary and sufficient for full surplus extraction. Moreover, our genericity result can be extended to this setting. However, we suspect that, in this more general setting, Approximate Lower Hemicontinuity of Actions would fail.
Finally, we would like to note that our genericity result should not be interpreted as saying that full surplus extraction is to be considered very likely. One may have serious doubts whether, in any concrete situation, a mechanism designer may be presumed to know enough to implement the mechanism that is needed to fully exploit the dependence of beliefs on types for surplus extraction. However, our result suggests that such doubts ought to be articulated by explicitly modelling the mechanism designer's lack of information about the environment or by imposing a requirement of robustness along the lines of Bergemann and Morris (2005) . While the notion that "beliefs determine preferences" may seem implausible, and one may be tempted to formalize this implausibility at the level of incomplete-information models our analysis shows that, if beliefs are infinitedimensional, such notions of plausibility must be treated with caution. In settings with infinite type spaces, and therefore infinite-dimensional spaces of beliefs, neither the the McAfee-Reny condition for full surplus extraction nor the weaker condition of injectiveness, is very special.
In the following, we begin by laying out the basic model and reviewing the result of McAfee and Reny (1992) . Section 3 restates the McAfee-Reny condition so as to clarify its relation to injectiveness and to explain why genericity does not simply follow from the embedding theorem. Section 4 states and proves our genericity result concerning belief functions that satisfy the condition for full surplus extraction. In Section 5, we prove a genericity result for common priors under which all agents have belief functions, i.e., regular conditional distribution satisfying the McAfee-Reny condition. In the concluding discussion in Section 6, we relate our analysis to the work of Heifetz and Neeman (2006) , Gizatulina and Hellwig (2014) , and Chen and Xiong (2013) .In that section, we also discuss the role of the topology we use, as well as the relation between the abstract type space approach we use and the universal type space approach. The generalization of the analysis to the case where belief functions do not have continuous densities is discussed in the appendix. McAfee and Reny (1992) consider the following problem:.Suppose that a game of incomplete information between agents i = 1, ..., I had an equilibrium in dominant strategies and that the equilibrium payoff of agent i is
The McAfee-Reny Result
where t 1 , ..., t I are the different agents' types. Is it possible to design incentive-compatible systems of participation fees that extract this surplus from the agents? For example, we may think of the incomplete-information game as a second-price auction for a given object and of the payoff π i (t 1 , ..., t I ) as the surplus that agent i obtains if he has the highest valuation for the object and pays a price equal to the second-highest valuation, i.e.,
., where, for j = 1, ..., I, θ j (t j ) is the value that agent j with type t j assigns to the object. Instead of a second-price auction, one might also have the message game that is induced by a Groves mechanism for public-good provision, or any other game with a dominant-strategy equilibrium. For i = 1, ..., I, let T i be the set of possible types of agent i, and let
T j be the set of vectors of the other agents' types. The type t i of agent i determines not only the agent's payoff characteristics but also his beliefs b i (t i ) about the other agents' types; formally, b i (t i ) is a probability measure on T −i .
Given the belief b i (t i ) and given the equilibrium function π i determined by (2), the agent's expected payoff from participating in the game is given as
The question is whether there exists an incentive-compatible system of participation fees that make the agent pay (approximately)π i (t i ), for each t i ∈ T i , to the mechanism designer/organizer of the game. McAfee and Reny (1992) consider a system of participation fees with the following structure. Knowing his type t i , agent i can choose one out of N , schedules z i 1 , ..., z i N i where each schedule z i n , n = 1, ...N i makes the actual fee depend on the other agents' types. Thus, if agent i chooses the schedule z i n , his payment will be z i n (t −i ). Given his belief b i (t i ), his expected payment under the fee schedule z n is
The dependence of agent i' payment on the other agents' types obviously does not give rise to any incentive concerns. If agent i can choose one out of the N , schedules z i 1 , ..., z i N i , agent i will choose the one that entails the smallest expected paymentz n (t i ). Given this choice, his expected payment is equal tō
The belief function b i : T i → M(T −i ) is said to admit full surplus extraction if and only if, for every continuous functionπ i : T i → R + and every ε > 0, there exists a system z i 1 , ..., z i N i of participation fee schedules for agent i such that the induced expected paymentZ i (t i ) as given by (4) and (5) satisfiesπ
for all t i ∈ [0, 1]. Whereas the ability to extract the surplus of agent i depends on the belief function b i and the expected-payoff functionπ i jointly, McAfee and Reny (1992) ask which belief functions admit full surplus extraction for all expected-payoff function π i within the class of continuous functions. For brevity, belief functions admitting full surplus extraction will sometimes be referred to as FSE belief functions. Condition (6) provides for approximate rather than full surplus extraction. As explained by McAfee and Reny, exact surplus extraction is not to be expected. For example, if the belief function b i , has a continuous density, one can find an expected-payoff function π i for which exact surplus extraction is not possible, i.e. there is no system of fee sched-
However, since the choice of ε in (6) is arbitrary, the divergence from full surplus extractions can be made arbitrarily small.
In their formal analysis, McAfee and Reny (1992) equate the type spaces T i , i = 1, ..., I, with the unit interval and restrict the analysis to belief functions b i such that, for each t i ∈ [0, 1], the measure b i (t i ) has a density function f b i (·|t i ) and, moreover, f b i (t −i , t i ) is jointly continuous in t −i and t i : For this specification, they establish THEOREM 2.1 (MCAFEE AND RENY) A belief function b i : T i → M(T −i ) with a density function f b i : T i × T −i → R + that is jointly continuous in t i and t −i admits full surplus extraction if and only if, for everyt i ∈ T i and every probability measure µ on T i ,
In other words, there must not exist any typet i such that the density function f b i (.|t i ) associated with the belief b i (t i ) belongs to the convex hull of the density functions f b i (.|t i ) associated with the beliefs b i (t i ), t i ∈ [0, 1]\{t i }. This is the condition we discussed in the introduction. To interpret it, McAfee and Reny (1992) point to the fact that, if the map
is a conditional density for agent i's beliefs about the other agents' types following the observation of a possibly noisy signal that induces µ as the agent's conditional distribution of his own type. Condition (*) requires that there must not exist any signal about the agent's own type such that, given the observation of this signal, his conditional beliefs about the other agents' types are the same as when he knows that his type ist i .
Genericity of FSE Belief Functions
As noted by McAfee and Reny (1992) , Theorem 2.1 can be extended to the case where the type spaces are compact metric spaces. We therefore assume that, for i = 1, ..., I the type set T i is a compact metric space. For any t i ∈ T i , the belief b i (t i ) is an element of the space M(T −i ) of probability measures on T −i . In fact, we impose the stronger assumption that for some fixed measure λ on T −i , b i (t i ) belongs to the subset M λ (T −i ) of those measures in M(T −i ) that have continuous densities with respect to λ. An example would be the case where, for some natural number n, each of the sets T i is a compact subset of R n and, for each t i ∈ T i , the measure b i (t i ) that is induced by the belief function b i has a continuous density function f b i (.|t i ) with respect to Lebesgue measure on R (I−1)n . However, we are not assuming that type spaces are finite-dimensional. 5 In this setting, the assumption that f b i (t −i |t i ) be continuous in t −i and t i translates into the requirement that the belief function b i map the type space T i continuously into the space M λ (T −i ), where M λ (T −i ) has the topology that is induced by the uniform topology on the space of density functions. In other words, b i belongs to the space C(
If the set T −i is finite, but T −i has at least as many elements as T i , the analysis of Crémer and McLean (1988) implies that the set E * (
is actually an open and
is not actually necessary for our analysis. In the Appendix, we show that the result of McAfee and Reny (1992) , i.e., Theorem 2.1, as well as our own result, Theorem 3.1, can be extended to the case where belief functions are simply continuous functions from T i to the space M(T −i ) of probability measures on T −i , when this latter space has the topology of weak convergence, i.e. the weak* topology. In the text, we focus on the case where beliefs functions take values in M λ + (T −i ) because, as we discuss in Section 6, this specification automatically generates natural continuity properties of strategic behaviour. 6 The joint continuity assumption on
To see this, suppose first that
Thene there exists ε > 0, and there exist sequences
Since T −i is compact, we may assume without loss of generality that {t k −i } converges to a limit t ∞ −i . By the triangle inequality it follows that either
The second inequality contradicts the assumption that the measure
The first inequality contradicts the assumption that the map t i → f b i (·|t i ) is continuous when the range of this map has the uniform topology. In either case, it follows that
With infinite type spaces, we only obtain the weaker property of residualness and denseness. Formally, we obtain:
) be the set of continuous functions from T i to M λ (T −i ) that satisfy condition (*). If T −i has more than finitely many elements, then E * (T i , M λ (T −i )) is a residual and dense subset of the space C(T i , M λ (T −i )) with the uniform topology, i.e., E * (T i , M λ (T −i )) contains a countable intersection of open and dense subsets of C(T i , M λ (T −i )) and is itself dense.
Theorem 3.1 is the main result of this paper. We prove this result in the next section. Before going there, we provide some intuition about the underlying reasoning, how condition (*) is related to and differs from the injectivity requirement, the relation of the result of this paper to our earlier work on the genericity of the BDP property and what is the geometric inuition behind the proof.
We begin our discussion with a reformulation of condition (*). With any
for any µ ∈ M(T i ) and any measurable B ⊂ T −i . By inspection of (7), for any µ ∈ M(T i ), the measure ϕ b i (·|µ) has the density function
7 Proof. If T i is a finite set, with n i elements, any measure µ ∈ M(T i ) is represented by an n i -dimensional vector (µ 1 , ..., µ n i ); the density of the measure ϕ b i (·|µ) takes the form
Condition (**) takes the form
This condition is satisfied whenever the vectors (
, are linearly independent. If the cardinality N −i of T −i i sno less than that of T i , the result follows because, with N −i ≥ n i , generic n-tuples of N −i -vectors are linearly independent. 8 For the case of finite type sets, Crémer and McLean also showed that full surplus extraction through a dominant-strategy mechanism can be achieved if and only if the matrix of posterior beliefs of all types of each agent has the rank n i where n i is the cardinality of the type space of agent i .
With this notation, condition (*) can be reformulated as
where δ¯t i is the degenerate measure which assigns unit mass to the singletont i . In other words, any element of the image of map ϕ b i from M(T i ) to M λ (T −i ) has only one element in its preimage, namely µ(.) = δ¯t i , a degenerate measure putting all mass ont i . If the measure µ itself is degenerate, i.e., if µ = δ t i for some t i ∈ T i , condition (**) specializes to the requirement that
which means that the belief mapping b i is injective. The set of continuous injective functions, i.e. the set of embeddings, from
that satisfy condition (*). From Theorem 3.1, therefore, one immediately obtains:
has more than finitely many elements, then E (T i , M λ (T −i )) is a residual and dense subset of the space C(T i , M λ (T −i )) with the uniform topology, i.e., E (T i , M λ (T −i )) contains a countable intersection of open and dense subsets of C(T i , M λ (T −i )) and is itself dense.
An embedding is an injective function. Hence, Corollary 3.2 is the result on the property from Neeman (2004) and Heifetz and Neeman (2006) which they refer to as the BDP property -"beliefs determine preferences". If the belief mapping is injective, no typet i = t i has the belief b i (t i ), so a mechanism designer who knows that agent i has the belief b i (t i ) can infer that the agent's type is t i , rather than somet i = t i . As a result, he can also infer the agent's payoff characteristics -his preferences -no matter how these characteristics may depend on the agent's type. As discussed by Neeman (2004) and Heifetz and Neeman (2006) , the ability to infer the agent's preferences from his beliefs, the BDP property, is necessary for full surplus extraction.
However, neither the BDP property nor the injectiveness of an agent's belief mapping are sufficient for full surplus extraction. A necessary and sufficient condition is given by McAfee and Reny's condition (*) or our equivalent reformulation (**). From (**) and (9), it is obvious that (**) is much stronger than merely injectiveness or the BDP property.
In Gizatulina and Hellwig (2013a) , we proved a weaker version of Corollary 3.2 in order to show that belief functions exhibiting the BDP property are generic. The proof made use of the classical embedding theorem for continuous functions. For compact finitedimensional spaces X and Y, this theorem asserts that, if the dimension of Y is strictly greater than twice the dimension of X, then the set of embeddings, i.e. of continuous injective functions, is a residual subset of the set of continuous functions from X to Y when the space of these funcitons has the topology of uniform convergence. 9 Relying on this theorem, the result in Gizatulina and Hellwig (2013a) shows that, if the type sets T 1 , ..., T I are compact finite-dimensional metric spaces, the set E (
is endowed with the uniform topology. Because M λ (T −i ) is an infinite-dimensional space, the dimensionality condition of the embedding theorem is automatically fulfilled whenever the dimension of T i is finite.
By contrast, the McAfee-Reny condition for full surplus extraction is much stronger than injectivity. Therefore, the proof of Theorem 3.1 cannot just cite the embedding theorem but needs a new argument. As one might expect from the similarity between condition (**) and the injectivity condition (9), the analysis involves similar ideas as the proof of the embedding theorem. However, the analysis makes essential use of the fact that the space M λ (T −i ) is infinite-dimensional; even if the domain T i of the belief functions of agent i is a finite-dimensional set, the conclusion of the theorem can only be obtained if the range is infinite-dimensional.
We use some diagrams to illustrate these points. Each diagram shows the range of some function with domain [0, 1] . Because the unit interval has dimension one, the embedding theorem asserts that any continuous function from the unit interval to R 3 can be approximated by a sequence of continuous injective functions from the unit interval to R 3 . Figure 1 illustrates the argument. The function generating the solid black loop is not injective because the point of self-intersection corresponds to the value of the function under two distinct points in its domain. However, as indicated by the dashed red "detour", the third dimension provides ample room for perturbations of this function that 9 See, e.g., Hurewicz and Wallman (1943) are injective. Figure 2 shows that an additional dimension can also help to make room for condition (**). In this case, the solid black sine-like function, lying at this graph entirely within a two-dimensional subspace of R 3 , is injective, i.e. there are no two points in [0, 1] for which the value of the function is the same. However, the function violates condition (**). Any straight line that passes accross the graph will intersect it multiple times; any intersection points that are in the central part can be represented as convex combinations of intersection points that are farther out. Yet, as indicated by the dashed red curve, in this case too, a third dimension provides room for perturbations of the function that satisfy condition (**).
However, there is a difference. In Figure 1 , approximation of the non-injective function by injective functions is obtained by local perturbations. In Figure 2 , the approximation by functions satisfying condition (**) is based on global perturbations. Condition (**) hinges on comparing the value of ϕ b i (δ¯t i ) with the value of ϕ b i (µ) for any µ, a comparison which depends on typest i with ϕ b i (δˆt i ) far away from ϕ b i (δ¯t i ). For injectivity, the local nature of the required perturbations explains why embeddings are dense if the dimension of the range is greater than twice the dimension of the domain. If the domain is the unit interval, as was assumed for Figure 1 , then at any point of selfintersection, the range behaves locally like a plane, which leaves another dimension to provide room for pertubations that are injections.
For condition (**), this kind of reasoning is unavailable. Figure 3 gives an example in which the convex hull of the range is a nonnegligible subset of R 3 and there is no sequence of functions from [0, 1] to R 3 that satisfy condition (**) and approximate the given func- tion. More generally, for any n, there is a function from [0, 1] to R n that violates condition (**) and cannot be approximated by functions from [0, 1] to R n that satisfy condition (**). If the convex hull of the range of a function from [0, 1] to R n is a nonnegligible subset of R n , one needs yet another dimension (at least) for the pertubations that satisfy condition (**) and approximate the given function. This is why the proof of Theorem 3.1 makes essential use of the fact that M λ (T −i ) is infinite-dimensional. In the Appendix we provide the formal argument for necessity of infinite dimensionality of the range. By contrast, in the argument of Gizatulina and Hellwig (2013a) , this fact matters only because, with an infinite-dimensional range, the dimensionality condition of the embedding theorem is satisfied no matter what the (finite) dimension of the domain may be.
Proof of the Main Theorem
The argument is closely related to that given by Hurewicz and Wallman (1941) for the classical embedding theorem for continuous functions. Let d be the metric on T i . Given this metric, let M(T i ), the space of probability measures on T i , be endowed with the associated Prohorov metric; this metric induces the topology of weak convergence, or weak* topology, on M(T i ). In an abuse of notation, we write d(·, ·) for this metric as well. We also endow M λ (T −i ) with the metric ρ such that, for any β andβ in M λ (T −i ),
Figure 3: Failure of (**) that cannot be perturbed the maximum in (10) is well defined for all β andβ because T −i is compact and the density functions f β and fβ that are associated with β andβ in M λ (T −i ) are continuous. Proof. For any ε > 0, we now define G ε as the subset of C(T i , M λ (T −i )) that contains all mappings b i with the property that, for any t i ∈ T i and all µ ∈ M(T i ),
where d(µ, δ t i ) is the Prohorov distance between the measures µ and δ t i .
, and all k.
Claim 2: For any ε > 0, the set G ε is an open subset of C(T i , M λ (T −i )). Proof: Fix any b i ∈ G ε , and let
Because T i and therefore also M(T i ) are compact, the minimum in (13) is well defined, i.e., there exists (
for all t i ∈ T i . Since
by (10) and (8), we infer that
for all µ ∈ M(T i ). Thus, if t i and µ are such that ϕ¯b Claim 3: For any ε > 0, the set G ε is a dense subset of C(T i , M λ (T −i )). Proof: Fix any b i ∈ C(T i , M λ (T −i )) and any η > 0. We will show that there exists a functionb i ∈ G ε such that
for all t i ∈ T i . Relying on the fact that the continuous function b i is uniformly continuous on the compact set T i , let ζ ∈ (0, ε) be such that, for any
and
Because T i is compact, the covering U 1 , U 2 , ... of T i has a finite subcovering, which we denote as U 1 , U 2 , ..U K . Given the sets U 1 , U 2 , ..U K , we may select measures β 1 , ...,
for somet i ∈ U k and, moreover, the associated density functions f β 1 , ..., f β K are linearly independent; linear independence of the density functions f β 1 , ..., f β K may be assumed because T −i has infinitely many elements.
For each t i ∈ T i and k = 1, 2, ..., K, set
. This is well defined because for each t i ∈ T i , there exists at least one such that t i ∈ U and therefore w (t i ) > 0 and ∑
Because the functions w k and α k are obviously continuous,b i ∈ C(T i , M λ (T −i )). Moreover, for any t i ∈ T i and k = 1, ...,
which establishes (16). In the derivation for (20), the last inequality follows because β k had been chosen so that ρ(β k , b i (t i )) < η 2 for somet i ∈ U k ; the last inequality but one follows from (18) and the triangle inequality.
It remains to be shown thatb i ∈ G ε . For this purpose, consider any t i ∈ T i and µ ∈ M(T i ), and suppose that
The associated densities satisfy
Because the densities f β 1 , ..., f β K are linearly independent, equation (21) implies that
The measure µ is concentrated on the union of the sets U k that contain t i . By (17), any one of these sets, and therefore their union, is contained in the open ζ-ball B ζ (t i ) around t i . Thus, µ(B ζ (t i )) = 1, and therefore d(δ t i , µ) < ζ. Since ζ < ε, it follows thatb i ∈ G ε .Claim 3 is thereby established.
To complete the proof of Theorem 3.1, we note that C(T i , M λ (T −i )) is a complete metric space 10 and therefore a Baire space. The residual set E * (
Common Priors With the FSE Property
Whereas the preceding analysis has focussed on a single agent, we now consider the scope for surplus extraction from all participants together. We restrict our analysis to the case where the belief functions b i , i = 1, ..., I, can be interpreted as regular conditional distributions, derived from a common prior on the space T :
T i of vectors of all agents' types. We continue to assume that, for i = 1, ...I, T i is a compact metric space. For some fixed measure λ on T, let M λ (T) be the space of probability measures on T that have continuous density functions with respect to λ. For simplicity, we assume that λ is a product measure, i.e., λ = I ∏ i=1 λ i , where, for i = 1, ..., I, λ i is a measure on T i . 11 (Again, the leading example would be the case T i ⊂ R n , with λ as Lebesgue measure on R In .) We restrict our analysis to the subspace M λ + (T) ⊂ M λ (T) consisting of those measures ν for which the marginal densitiesf
are everywhere strictly positive, where λ −i := ∏ j =i λ j is the marginal distribution on T −i that is induced by λ. 12 The strict positivity off ν i (t i ) implies that the expression
is well defined for all t −i ∈ T −i , and so is the expression
10 Completeness follows from the fact that T −i is compact and hence the space of densities over T −i is the space of bounded functions. So is M λ (T −i ). Finally as T i is compact as well, the same argument implies that C(T i , M λ (T −i )), with uniform metric, is complete as well. 11 This assumption means, roughly, that, if agent i s observation of his type t i contains any information about the other agents' types, this is captured by the density of the prior, rather than the reference measure λ. 12 Because f ν is continuous and the set T −i is compact, the integral in (23) is well defined for all t i ∈ T i .
for any measurable set B ⊂ T −i . The function t i → b i (t i , ν) is a regular conditional distribution for t −i given t i under the measure ν. For ν ∈ M λ + (T), Lebesgue's bounded-convergence theorem implies that the marginal density functionf ν i that is defined by (23) is continuous. Because T i is compact, it follows thatf ν i (t i ) is actually bounded away from zero. By inspection of (24), therefore, one sees that the conditional density f ν i (t −i |t i ) is jointly continuous in t i and t −i , Thus, b i (·, ν) is an element of the space C(T i , M λ −i (T −i )) of continuous functions from T i to the space M λ −i (T −i ) of measures on T −i that have continuous density functions with respect to λ −i , where the topology on M λ −i (T −i ) is induced by the uniform topology on the space of the associated density functions.
We will say that the prior ν admits full surplus extraction if and only if each of the belief functions b 1 (·, ν) , ..., b I (·, ν) admits full surplus extraction in the sense of the definition of McAfee and Reny (1992) . We denote the set of priors admitting full surplus extraction as N * * . We will sometimes refer to the priors in N * * as FSE priors.
In the remainder of this section, we will use the genericity property of FSE belief functions that was established in Theorem 3.1 in order to establish an analogous genericity property for FSE priors. We begin with a lemma on the topological properties of the mapping relating belief functions to priors. 
is continuous and open.
Proof. We first prove continuity. If {ν k } is a sequence in M λ + (T) that converges to a limit ν ∈ M λ + (T), the associated densities satisfy
uniformly on T (by the definition of the topology on M λ + (T)) By (26), it follows that the densities f ν k are uniformly bounded. For any i, therefore, Lebesgue's bounded convergence theorem implies that
is bounded away from zero on T i . Because the marginal densities f ν k i converge uniformly tof ν i , it follows that they are uniformly bounded away from zero. If we combine (26) and (27) with (24), we obtain (·, ν) ).
To prove that the mapping ν → (
(29) implies lim
and lim
uniformly, for all t i ∈ T i and all t −i ∈ T −i . From (24), (30), and (31), we therefore obtain
uniformly, for all t i ∈ T i and all t −i ∈ T −i . Thus (29) 
(T).
Proof. For i = 1, ..., I, let N * i ⊂ M λ + (T) be the set of priors ν for which the belief function b i (·, ν) belongs to the set E * (T i , M λ (T −i )) of functions in C(T i , M λ −i (T −i ) that satisfy condition (*). By the extension of Theorem 3.1,
To prove the theorem, it is therefore enough to show that each of the sets N * i , i = 1, ..., I, contains a countable intersection of open and dense subsets of M λ + (T). For any i, Theorem 3.1 implies that the set E * (
of open and dense subsets of C(T i , M λ −i (T −i ). For any i and k, define
By the definition of As in the case of Theorem 3.1, the Baire property of the space M λ + (T) also implies that N * * itself is also dense in M λ + (T).
Discussion

Relation to the Literature
The thrust of our results runs counter to that of Heifetz and Neeman (2006) and parallels Chen and Xiong (2013) . Heifetz and Neeman (2006) consider families {T k } k∈K of incomplete-information models of the form
where, for each i, T k i is a type space for agent i, andθ k i and b k i are functions indicating how agent i's payoff parameters and beliefs depend on his type. Restricting their attention to a family of models consistent with common priors, they study the genericity of the full surplus extraction property within the set P of common priors for the models T k in a given family, which is taken to be fixed. Under the additional assumption that the family {T k } k∈K is what they call "closed under finite unions", they show that P is a convex set and that any prior of the form F = ∑ J j=1 α j F j with α j > 0 and F j ∈ P for all j has the BDP property if and only if each of the distributions F j has the BDP property. Because the BDP property is necessary for full surplus extraction, they conclude that, unless all incompleteinformation models T k , k ∈ K, have BDP priors, the set of priors that do not admit full surplus extraction is geometrically and measure-theoretically generic in P.
The difference between our results and those of Heifetz and Neeman (2006) is not only a matter of topological versus geometric or measure-theoretic genericity but also one of genericity in the full space versus genericity in the given set P of priors for the models in a given family. For a fixed family {T k } k∈K of incomplete-information models that is closed under finite unions, Heifetz and Neeman (2006) compare the set of priors for models in this this family that admit full surplus extraction to the set of all priors for models in this family. Their procedure begs the question what can be said about the set of families for which they obtain non-genericity of full surplus extraction relative to the set of all families of incomplete-information models that are closed under finite unions.
The requirement that the family {T k } k∈K be closed under finite unions can actually be quite restrictive. In related work (Hellwig and Gizatulina, forthcoming), we show that, if, for any i, the type spaces T k i , k ∈ K, are subsets of a complete separable metric space and if they have non-empty interiors, then the family {T k } k∈K cannot be closed under finite unions unless it is at most countable. As a consequence of Theorem 5.2, we then find that, for a given sequence {T k } k∈K , of such type spaces, full surplus extraction can be obtained for all models in a residual set of families. The set of families with at least one member for which full surplus extraction cannot be obtained, i.e., the set of families to which the Heifetz and Neeman (2006) analysis applies, is itself sparse in the set of all families of models with the given family of type spaces.
Topological genericity of models allowing full surplus extraction is also studied by Chen and Xiong (2013) . They specify the type space
T i as the Θ-based universal type space, i.e., the space of payoff parameters and belief hierarchies that is generated by the payoff type space Chen and Xiong (2013) endow the universal type space with the product topology and the set of common priors on this space with the associated weak* topology. For this topology, they show that priors allowing for full surplus extraction form a residual set in the set of all common priors. Their analysis relies on a result of Mertens, Sorin, and Zamir (1994) , which implies that, with this topology, the set of common priors with finite supports is dense in the set of all common priors. Because the Crémer-McLean condition for full surplus extraction holds for an open and dense set of models with finitely many types for each agent and a dense subset of a dense set is itself dense in the ambient space, Chen and Xiong (2013) conclude that the set of priors admitting full surplus extraction is dense in the space of all priors endowed with the weak* topology.
The Choice of Topology
The use of finite approximations and of the weak* topology on the space of priors associated with the product topology on the universal type space is problematic. The product topology on the universal type space has been criticized on the grounds that, in this topology, the correspondence of strictly interim ε-rationalizable strategies is not generally lower hemi-continuous. 13 Dekel, Fudenberg, and Morris (2006) , as well as Chen, DiTillio, Faingold, and Xiong (2010) have therefore suggested that a stronger topology should be imposed, under which he correspondence of strictly interim ε-rationalizable strategies would be lower hemi-continuous for any ε ≥ 0. In such a stronger topology, however, models with finitely many types need not be dense, in which case the argument of Chen and Xiong (2013) is not available. 14 Our approach is immune to this criticism. To see this, consider the set of incompleteinformation models {T i ,θ i , b i } I i=1 such that, for each i, the type space T i is a compact metric space, the payoff functionθ i maps T i continuously into some topological space Θ i of payoff parameters, and, for some measure λ −i ∈ M(T −i ), the belief function b i maps T i into the space M λ (T −i ) of measures that have continuous densities with respect to λ. As before, endow M λ (T −i ) with the topology of uniform convergence of density functions, and let b i be an element of the space C(T i , M λ (T −i )) of continuous functions from T i to M λ (T −i ), endowed with the uniform topology. Define a game of incomplete information by specifying finite action sets S 1 , ..., S I and continuous and bounded payoff functions u i :
receives if his own type is t i , he chooses the action s i ∈ S i , and the other agents' actions are given by s −i ∈ S −i := ∏ j =i S j . A strategy for agent i is a map σ i : T i → S i that indicates how the action chosen by the agent depends on his type. Given the vector σ −i := {σ j } j =i of strategies of the other agents, the strategy σ i is said to be strictly interim ε-optimal for agent i, if it satisfies
for all s i ∈ S i and all t i ∈ T i . By adapting an argument from Kajii and Morris (1994) and Engl (1995) , we obtain the following lower hemi-continuity result:
be an incomplete-information model such that, for any i, b i ∈ C(T i , M λ (T −i )) for some λ −i ∈ M(T −i ). Let σ 1 , ..., σ I be strategies for agents 1, ..., I in the game with finite action sets S 1 , ..., S I and continuous and bounded payoff functions u 1 , ..., u I in the incomplete-information model
. If σ i is strictly interim ε-optimal for agent i in this game when the other agents choose σ −i , then there exists δ > 0 such that, if the belief functionb i ∈ C(T i , M λ (T −i )) is δ-close to the belief function b i , then σ i is also strictly interim ε-optimal for agent i in the game with action sets S 1 , ..., S I and payoff functions u 1 , ..., u I in the incomplete-information model {T i ,θ i ,b i } I i=1 when the other agents choose σ −i .
Proof. Consider any game with action sets S 1 , ..., S I and payoff functions u 1 , ...,
Fix strategies σ i , σ −i and suppose that σ i is strictly interim ε-optimal for agent i for agent i in the game with action sets S 1 , ..., S I and payoff functions u 1 , ..., u I in the incomplete-information model {T i ,θ i , b i } I i=1 when the other agents choose σ −i . Then, for any t i ∈ T i and s i ∈ S i ,
for any t −i . The mapping (t i , s i ) → η i (t i , s i ) is obviously continuous. Since T i is compact and S i is finite, it follows that there exists someη > 0 such that, for all t i ,
for all s i ∈ S i . From (36), we then obtain
implying that σ i is actually strictly interim (ε −η)-optimal for agent i.
For any other belief functionb
By (36), the first term on the right-hand side of (39) is nonnegative.
for all t i , t −i , and s i . Thus, (39) and (38) imply
and hence
, we see that, ifb i is δ-close to b i , then σ i is strictly interim ε-optimal for agent i in the game with action sets S 1 , ..., S I and payoff functions u 1 , ..., u I in the incomplete-information model
when the other agents choose σ −i .
Using Proposition 6.1, one can easily show that, in our abstract type space setting, the correspondence of interim ε-rationalizable strategies as well as the correspondence of interim ε-Nash equilibria are lower hemi-continuous in types. The key to these results lies in the assumption that all beliefs of agent i are absolutely continuous with respect to some fixed measure λ −i , and that their density functions are continuous and depend continuously on belief functions and types. 15 This assumption eliminates examples like Rubinstein's e-mail game, where lower hemi-continuity of strictly interim rationalizable strategies is known to fail. 16 In the appendix, we show that. if the assumption that all beliefs of agent i are absolutely continuous with respect to some fixed measure λ −i , and that their density functions are continuous and depend continuously on belief functions and types is dropped, we still obtain suitably modified versions of Theorems 2.1 and 3.1. In particular, if belief functions are treated as continuous functions from T i to the space M(T −i ) of probability measures on T −i , where M(T −i ) has the weak* topology, full surplus extraction is still possible for a residual set of belief functions. However, we do not have an analogue of Proposition 6.1 for this specification of belief functions.
Universal versus Abstract Type Spaces
There is also a deeper issue with the universal type space approach to studying the genericity of the McAfee-Reny condition for surplus extraction. Like the BDP property, the McAfee-Reny condition is a condition on the belief function of an individual agent which is given without any reference to interactive belief systems or to a common prior. In the universal type space, however, it does not even make sense to ask for which belief functions the McAfee-Reny condition is satisfied. In this space, there is single belief function, 15 Engl (1995) uses setwise convergence of the measures that represent beliefs. Convergence of density functions of course implies setwise convergence; see, e.g. Royden (). 16 To put Rubinstein's e-mail into an abstract type space setting of the kind we use in this paper, let I = 2, and set T 1 = T 2 = {0, 1 2 , 2 3 , ..., 1}. Specify a belief function b 1 for agent 1 so that, for some α ∈ (0, 1) and n = 1, 2, ..., b 1 ( n n+1 ) = αδ (n−1)/n + (1 − α)δ n/(n+1) and b 1 (1) = δ 1 , where for any t ∈ [0, 1], δ t is the degenerate measure that assigns all probability mass to the singleton {t}. Similarly, specify a belief function b 2 for agent 2 so that, for some β ∈ (0, 1) and n = 1, 2, ..., b 2 ( n n+1 ) = βδ n/(n+1) + (1 − β)δ (n+1)/(n+2) and b 2 (1) = δ 1 . If the measures b 1 (t 1 ), t 1 ∈ T 1 , are absolutely continuous with respect to some fixed measure λ on T 2 , then, for n = 1, 2, ..., the density of b 1 ( n n+1 ) with respect to λ satisfies f b 1 (
Because λ is a probability measure, it must be the case that λ({ which is fixed and given by the formalism. Each "type" is defined by a vector consisting of the agent's payoff parameters and the agent's beliefs about the other agents' payoff parameters, the agent's beliefs about the other agents' beliefs about other agents' payoff parameters, etc. The belief function is given by the projection from the space of universal types to the space of belief hierarchies, in combination with the observation that each belief hierarchy defines a unique measure on the space of the other agents' universal types.
Because the universal type space approach has no room for considering different belief functions, Chen and Xiong (2011) and Chen and Xiong (2013) do not actually look at the BDP property or the possibility of full surplus extraction as properties of belief functions but as properties of interactive belief systems, more precisely, as properties of belief-closed subsets of the universal type space and of common priors on such subsets. The fact that these properties refer to belief functions without any reference to interactive belief systems is thereby lost. 17 The notion of an abstract-type cpace approach is sometimes criticized for its lack of economic or game theoretic meaning. 18 This cricitism is akin to criticizing the notion of a probability space on the grounds that it has no meaning in terms of observables. The notion of a probability space provides the grammatical infrastructure for thinking and talk-17 For a more extensive discussion of these issues in the context of the BDP property, see Gizatulina and Hellwig (2013a) . 18 In this context, we have encountered the objection that, in view of the arbitrariness of the specification abstract types, our genericity result might be due to a double counting of belief functions that allow full surplus extraction. Specifically, if a belief function b i : T i → M λ (T −i ) satisfies the McAfee-Reny conditon, then for any two homeomorphisms h i : T i → T i and h −i : T −i → T −i , a new belief functionb i that also satisfies the McAfee-Reny condition is obtained by settinḡ
From a mechanism design perspective, the belief functions b i andb i are equivalent but in the context of Theorem 3.1, they are treated as distinct. Such "double counting", however, applies to belief functions violating the McAfee-Reny condition as well as those that satisfy it. To make this point formally, let Q(T i , M λ (T −i )) be the quotient space of C(T i , M λ (T −i )) that is defined by treating belief functions b i andb i as equivalent if they satisfy (42) for some homeomorphisms h i on T i and h −i on T −i . For each
consisting of those equivalence classes of functions whose elements belong to E * (T i , M λ (T −i )). It is also easy to verify that, if Q(T i , M λ (T −i )) has the quotient topology, then the mapping b i → ω(b i ) is open as well as continuous. By Theorem 3.1, it follows that the set
ing sensibly about random variables, which then leads to statements about observables. In the same vein, Harsanyi's notion of an abstract type space provides the grammatical infrastructure for thinking and talking about incomplete information in a multi-agent setting, which then leads to statements about strategic behaviour in such situations.
From this perspective, it is important to note that the McAfee-Reny condition for full surplus extraction, as well as the weaker condition of injectiveness, appear as conditions on belief functions whose validity does not depend on the specification of the functions that determine payoffs, beliefs about payoffs, beliefs about beliefs about payoff, and so on. This observation stands at odds with the Heifetz-Neeman phrase "beliefs determine preferences", which suggests that the scope for surplus extraction depends on how beliefs co-vary with payoff parameters.
Our genericity result suggests that, as a feature of an incomplete-information model, validity of the McAfee-Reny condition is to be expected because the space of beliefs is very rich. In models with infinite type spaces, beliefs are typically infinite-dimensional. The mathematical rasoning is similar to that given for the classical embedding theorem used in Gizatulina and Hellwig (2013a) , but in contrast to the embedding theorem, the fact that beliefs are infinite-dimensional plays an essential role in the argument establishing the genericity of the McAfee-Reny condition.
Our genericity result should not be interpreted as saying that full surplus extraction is to be considered very likely. One may have serious doubts whether, in any concrete situation, a mechanism designer may be presumed to know enough to implement the mechanism that is needed to fully exploit the dependence of beliefs on types for surplus extraction. However, our result suggests that such doubts ought to be articulated by explicitly modelling the mechanism designer's lack of information about the environment or by imposing a requirement of robustness along the lines of Bergemann and Morris (2005) . While the notion that "beliefs determine preferences" may seem implausible, and one may be tempted to formalize this implausibility at the level of incomplete-information
, our analysis shows that, if beliefs are infinite-dimensional, such notions of plausibility must be treated with caution. In settings with infinite type spaces, and therefore infinite-dimensional spaces of beliefs, neither the the McAfee-Reny condition for full surplus extraction nor the weaker condition of injectiveness, is very special.
A Necessity of infinite-dimensionality of the range
To substantiate our claim that the dimension of the range must be infinite for Theorem 3.1 to hold, we will prove the following general result. Here E * (X, Y) denotes a set of continuous function that fail to verify a version of the property (*), defined for an arbitrary function f : X → Y.
PROPOSITION A.1 Let C(X, Y) be the space of continuous functions from X to Y, endowed with the uniform topology. In the space C(X, Y) where Y is of a finite dimension N and X is of finite dimension N > 2n + 1 the subset E * (X, Y) is not residual.
Let X = [0, 1], if the result holds for a low dimensional space with n = 1, it holds a fortiori for a space X with n > 1.(We assume N > 2n + 1 to exclude the trivial case of failure of genericity of (*) because genericty of the standard injectivity fails to start with). 
Proof of Lemma Choose p 1 , ..., p N+2 so that p 1 , ..., p N+1 are in general position (linearly independent), with
and so the result follows.
B Belief Functions in C(T i , M(T −i )).
In this appendix, we extend Theorems 2.1 and 3.1 to the case where the belief function b i is treated as an element of C(T i , M(T −i )), where measures in M(T −i ) need not have densities and the topology on M(T −i ) is the topology of weak convergence of probability measures, i.e. the weak' topology. As in the main text, the type spaces T 1 , ...T I are assumed to be compact metric spaces with more than finitely many elements.
B.1 Generalizing the McAfee-Reny Result
From the main text, we recall that a belief function b i : T i → M(T −i ) is said to admit full surplus extraction if and only if, for every continuous functionπ i : T i → R and every ε > 0, there exists a system z i 1 , ..., z i N i of participation fee schedules for agent i such that the induced expected paymentZ i (t i ) as given by equations
(4) and (5) satisfiesπ
for all t i ∈ [0, 1]. Following McAfee and Reny (1992), we reformulate this condition as follows. Let C(T i ) be the set of continuous functions from T i to R, endowed with the topology of uniform convergence. For any b i ∈ C(T i , M(T −i )), let R(b i ) be the set of functionsz ∈ C(T i ) such that, for some continuous function z :
for all t i ∈ T i ; further let r(b i ) be the set of functionsZ ∈ C(T i ) such that, for some N and some functionsz 1 , ...,z N in R(b i ),
for all t i ∈ [0, 1]. Then b i admits full surplus extraction if and only if
We also extend the map ϕ b i that was defined in Section 3 by setting
for any measurable B ⊂ T −i and any µ ∈ M(T i ). In this setting, we obtain the following generalization of the result of McAfee and Reny (1992) .
THEOREM B.1 A belief function b i : T i → M(T −i ) admits full surplus extraction if and only if, for allt i ∈ T i and all µ ∈ M(T i ),
where
is the map that is defined by (48).
The proof of Theorem B.1 is by and large the same as the proof of Theorem 2 in McAfee and Reny (1992) , with due changes to account for the fact that T i is an arbitrary compact metric space, rather than the unit interval, and for the fact that beliefs need not have densities. Therefore we will not go into all the details but merely indicate where and how the argument must be adapted.
In the analysis of McAfee and Reny (1992) , a special role is played by what they call the set of "(ε, δ)-u-shaped functions at t i0 ". In the present, more general setting, an (ε, δ)-u-shaped function at t i0 is a function u ∈ C(T i ) such that (i) u(t i ) ≥ 0 for all t i ∈ T i , (ii) u(t i0 ) ≤ ε, and (iii) u(t i ) ≥ 1 for all t i ∈ T i \B δ (t i0 ), where B δ (t i0 ) is the closed δ-ball around t i0 .
The set of such (ε, δ)-u-shaped function at t i0 is denoted as U(ε, δ, t i0 ). This set plays a key role in the following auxiliary result, which extends Theorem 1 of McAfee and Reny (1992) . PROPOSITION B.2 Suppose that a set A ⊂ C(T i ) satisfies:
(i) A is closed under addition and under multiplication by a positive scalar.
(ii) For any N, x 1 , ..., x N ∈ A implies y ∈ A, where y is defined by setting y(t i ) = min(x 1 (t i ), ..., x N (t i )) for any t i ∈ T i .
(iii) 1, −1 ∈ A (iv) For all ε > 0, δ > 0, and every t i0 ∈ T i , U(ε, δ, t i0 ) ∩Ā = ∅. ThenĀ = C(T i ).
The proof of Proposition B.2 is step by step the same as the proof of Theorem 1 in McAfee an dReny (1992) , except that the unit interval as the domain of functions must be replaced by T i and intervals of the form [t i0 − δ, t i0 + δ] must be replaced by the closed δ-balls B δ (t i0 ) around t i0 .
Similarly, the proof of the necessity of condition (49) for full surplus extraction is step by step the same as the proof of the necessity statement in Theorem 2 of McAfee and Reny, again with the proviso that [0, 1] be replaced by T i and intervals of the form [t i0 − δ, t i0 + δ] by the closed δ-balls B δ (t i0 ) around t i0 . Proof of the sufficiency statement in Theorem B.1. As in McAfee and Reny (1992) , the proof is indirect. Suppose condition (49) is not sufficient for full surplus extraction. Then there exists b i ∈ C(T i , M(T −i )) such that (49) holds for allt i ∈ T i and all µ ∈ M(T i ) and C(T i )\r(b i ) = ∅. By Proposition B.2, C(T i )\r(b i ) = ∅ implies that the set r(b i ) violates one of the conditions in that proposition; the only candidate is condition (iv). Thus there exist ε 0 > 0, δ 0 > 0, and t i0 ∈ T i such that U(ε 0 , δ 0 , t i0 ) ∩r(b i ) = ∅. Since R(b i ) ⊂ r(b i ), it follows that U(ε 0 , δ 0 , t i0 ) ∩R(b i ) = ∅.
As dicussed by McAfee and Reny (1992) , one can now use the separating hyperplane theorem and the Riesz representation theorem to assert the existence of a constant c and a regular, countably additive, signed measure µ = 0 on T i such that 
T i
x(t i )dµ(t i ) ≥ c for all x ∈ U(ε 0 , δ 0 , t i0 ).
For this step function, we find x K (t i )dµ(t i ) ≤ 1 − Kµ − (A) < 0. Now x K itself is not continuous, but can be approximated by a sequence {x n } ∞ n=1 of continuous functions so that the integrals x n (t i )dµ(t i ) converge to x K (t i )dµ(t i ) as n becomes large. For any sufficiently large n, therefore, x n (t i )dµ(t i ) < 0.
However, as discussed by McAfee and Reny (1992) , the sequence {x n } ∞ n=1 can be chosen so that x n ∈ U(ε 0 , δ 0 , t i0 ). By (51) and the fact that c = 0, it follows that x n (t i )dµ(t i ) ≥ 0 for all n. The assumption that condition (49) is not sufficient for full surplus extraction has thus led to a contradiction and must be false.
B.2 A Version of Theorem 3.1 for Belief Functions in C(T i , M(T −i ))
We next provide a version of Theorem 3.1 for belief functions in C(T i , M(T −i )). THEOREM B.3 Let E * * (T i , M(T −i )) be the set of continuous functions from T i to M(T −i ) that satisfy the condition for full surplus extraction. If T −i has more than finitely many elements, then E * * (T i , M(T −i )) is a residual and dense subset of the space C(T i , M(T −i )) with the uniform topology, i.e., E * * (T i , M(T −i )) contains a countable intersection of open and dense subsets of C(T i , M λ (T −i )) and is itself dense.
Proof Sketch.
As before, we only indicate how the proof in the main text must be changed to accommodate the change in the range of the belief functions under consideration. The main change concerns the metric on the range. Whereas equation (10) in the main text provided for a metric in terms of density functions, this metric now is not available. Following Parthasarathy (1967), we fix a countable dense set of continuous functions g n : T −i → [0, 1] and define the distance between two measures β andβ in M(T −i ) to be given as
where ξ ∈ (0, 1) is arbitrary but fixed. By Theorem 6. 6 , p. 47, in Parthasarathy (1967) , the metric ρ * induces the topology of weak convergence of probability measures on T −i . In going through the proof of Theorem 3.1 in the main text, one observes that the argument for Claim 1 does not refer to the range of the belief functions at all. The argument for Claim 2 does refer to the range, but one easily verifies that every step remains valid if the metric ρ from equation (10) is replaced by the metric ρ * that is defined by (57).
In the proof of Claim 3, we can proceed similarly, replacing ρ by ρ * throughout. When it comes to selecting measures β 1 , ..., β K such that, for k = 1, ..., K, the distance (now under ρ * , rather than µ) between β k and b i (t i ) for somet i in the open set U k in the finite subcovering of T i is less than η 2 , we now replace the requirement that the associated density function be linearly indepdnetn by the requirement that the associated sequences { T −i g n (t −i )dβ k (t −i )} ∞ n=1 , k = 1, ..., K, be linearly independent. Given the definition (19) of the belief mappingb i , the distance betweenb i and the originally given belief mapping b i now given by the metric ρ * is again found to be no greater than η, as in (23) in the previous analysis.
The key step in th eproof of Claim 3 concerns the assertion thatb i ∈ G ε . By construction,
so, for any t i ∈ T i and µ ∈ M(T i ), ϕ¯b
For any n, therefore,
Equivalently,
Because the sequences { T −i g n (t −i )dβ k (t −i )} ∞ n=1 , k = 1, ..., K, are linearly independent, equation (58) implies that
for all k. By the same argument as in the main text, it follows that the measure µ is concentrated on the union of the sets U k that contain t i . Claim 3 then follows by the same argument as in the proof of Theorem 2
