We present near-infrared spectroscopy of fluorescent molecular hydrogen (H 2 ) emission from molecular filaments in the reflection nebula NGC 7023. We derive the relative column densities of H 2 rotational-vibrational states from the measured line emission and compare these results with several model photodissociation regions covering a range of densities, incident UV-fields, and excitation mechanisms. Our best-fit models for one filament suggest, but do not require, either a combination of different densities, suggesting clumps of 10 6 cm −3 in a 10 4 − 10 5 cm −3 filament, or a combination of fluorescent excitation and thermally-excited gas, perhaps due to a shock from a bipolar outflow. We derive densities and UV fields for these molecular filaments that are in agreement with previous determinations.
Introduction
Near-infrared spectroscopic measurements of the relative line strengths of molecular hydrogen (H 2 ) are a powerful way to determine the densities, incident ultraviolet (UV) radiation field, and excitation mechanisms present in photodissociation regions (PDRs). H 2 emission, attributed to shocks, was first detected in the planetary nebula NGC 7027 and the Orion Nebula (Treffers et al. 1976; Gautier et al. 1976 ). UV-pumped fluorescent molecular hydrogen was first detected in the reflection nebula NGC 2023 (Gatley et al. 1987; Sellgren 1986 ).
Measurements of the relative and absolute intensities of rotational-vibrational transitions in H 2 can be readily analyzed with respect to existing models for collisional and fluorescent excitation. These static models include UV-illuminated, low-density clouds (Black & van Dishoeck 1987) , UV-illuminated, high-density clouds (Sternberg & Dalgarno 1989; Draine & Bertoldi 1996) , UV-illuminated, clumpy clouds (Burton, Hollenbach, & Tielens 1990) , and shocked clouds (Hollenbach & McKee 1979 Brand et al. 1988; Brand et al. 1989) . Application of PDR models to NGC 2023 confirmed that UV-pumped fluorescence is likely the dominant excitation mechanism (Black & van Dishoeck 1987; Burton et al. 1990; Draine & Bertoldi 1996) . These PDR models are applicable to a wide variety of objects such as HII regions (e.g. Orion), planetary nebulae (e.g. NGC 7027) as well as other reflection nebulae (Black & van Dishoeck 1987; Sternberg & Dalgarno 1989) . Recent work by Goldschmidt & Sternberg (1995) has shown that time-dependent PDR models may be required as well, a scenario these authors apply to NGC 2023.
We present near-infrared spectroscopy of H 2 emission in NGC 7023, a reflection nebula which is similar in many ways to NGC 2023. One difference, however, is that NGC 2023 is illuminated by a main-sequence B star, while NGC 7023 is illuminated by a pre-main-sequence B star, the Herbig Ae/Be star HD 200775. Chokshi et al. (1988) observed emission in atomic fine-structure lines of NGC 7023, which represents the bulk of the cooling mechanism of most PDRs (Tielens & Hollenbach 1986; Hollenbach et al. 1991) 
. Their grid of measurements of [O I] (63 µm) and [C II] (158 µm), with beam diameters of 33
′′ and 55 ′′ , respectively, were centered on a region 30 ′′ N, 20 ′′ W of the central star. Their PDR model yields a peak density of ∼ 4 × 10 3 cm −3 surrounded by a lower density, ∼ 500 cm −3 region where CO (Watt et al. 1986 ) is formed. Based upon their line measurements, they also derive an incident UV field of G 0 = 2.6 × 10 3 in the units of Habing (1968) where Habing estimated the interstellar UV flux to be 1.2 × 10 −4 ergs cm −2 s −1 sr −1 . Rogers et al. (1995) compare H I, CO, and IRAS observations of NGC 7023 taken with a resolution of approximately 1 ′ . The peak in atomic hydrogen emission agrees with the peak in the fine-structure lines observed by Chokshi et al. (1988) . However, Rogers et al. (1995) also find a molecular rim surrounding the atomic region and a high contrast in densities between the atomic and molecular regions. They find similar (∼ 10 4 cm −3 ) molecular densities to those reported by Chokshi et al. (1988) when using equilibrium PDR models. They also compared their observations to time-dependent models and they find no evidence for either a non-equilibrium PDR or an active bipolar outflow. Rather they propose that an outflow in the past paved the way for the development of the current low-density PDR.
The presence of a bipolar outflow in NGC 7023 has long been a matter of some debate. Watt et al. (1986) mapped the nebula in both the 12 CO and 13 CO J = 1 − 0 transitions with a half-power beamwidth of 1 ′ and found morphological features characteristic of an outflow source, though they did not have sufficient signal-to-noise to resolve high-velocity wings in their spectra. They also report a molecular hydrogen density of ∼ 5 × 10 4 cm −3
in the shell surrounding the cavity in the molecular emission. Fuente et al. (1993) mapped NGC 7023 at higher angular resolution (11 ′′ to 26 ′′ half-power beamwidth) in a number of molecular millimeter lines, including HCO + , and found evidence for gas densities of up to ∼ 10 5 cm −3 . High resolution maps of NGC 7023 in HCO + and HI, in particular of the molecular rim surrounding the cavity containing atomic gas, by Fuente et al. (1996) have found four high-density molecular filaments with velocities from 1.9 to 4.0 km s −1 . These HCO + filaments match the filaments shown in optical polarization color images (Watkin, Gledhill, & Scarrott 1991), 2.1 µm broadband images (Sellgren, Werner, & Dinerstein 1992) , narrowband images of 1 − 0 S(1) H 2 emission (LeMaire et al. 1996) , and mid-IR images (Cesarsky et al. 1996) . Fuente et al. (1996) estimate the density of these filaments to be ∼ 10 5 cm −3 from the fractional abundance of HCO + . This is a factor of 10 − 25 times greater than the densities reported by Chokshi et al. (1988) and Rogers et al. (1995) at lower spatial resolution.
Observations
The observations of NGC 7023 discussed in this paper were made on 1993 July 5 with (FWHM) source sizes of ∼ 1.
′′ 4 × 0. ′′ 9 (including seeing and all instrumental effects) at the University of Hawaii's 2.2-m telescope on Mauna Kea with KSPEC (Hodapp et al. 1994) . This instrument provides medium resolution, cross-dispersed spectra from 1 to 2.5 µm with an 0.
′′ 6 × 6. ′′ 5 slit oriented NS. At K, our spectral resolution was 30Å (R = λ/∆λ = 730) and the dispersion was 20Å pixel −1 , leading to undersampled spectra. At H, our spectral resolution was 23Å (R = 720) and the dispersion was 15Å pixel −1 . The instrument makes use of two 256 × 256 NICMOS3 arrays, one for spectroscopic information and the other to provide imaging of the region around the slit for tracking purposes.
Two different positions in the nebula were observed, both centered on relatively bright regions. ′′ N between integrations was found to be negligibly small compared to the width of the filaments (
′′ ). Spectra of three A0 stars, SAO 19255, HR 8300, and the photometric standard HD 203856 (Elias et al. 1982) , were then taken for use in flux calibration and atmospheric correction. Using our spectra and narrowband images obtained by A. Quillen, we estimate the absolute uncertainty in our flux calibration to be a factor of 2.4 (1σ).
Figures 1 and 2 show the final reduced spectra. The data were reduced using the OSU implementation of VISTA (Stover 1988) by first straightening the spectra along the slit using the centroid of the object and then summing over a 5 ′′ wide portion of the J, H, and K bands. The spectra were wavelength calibrated with an Argon lamp, resulting in a calibration to vacuum wavelengths (e.g. Black & van Dishoeck 1987) .
The line strengths of the reduced and extracted (but not unreddened) spectra were measured using the OSU LINER package. We achieved a signal-to-noise approaching 20 for the strongest lines and 10 for the weaker lines (see Table 1 ) in the K Band, where this instrument is most sensitive. Our relative lin intensities are therefore better determined than the absolute intensities. Lower quality detections were made in H due to a combination of lower sensitivity, blending of the H 2 lines, and difficulty subtracting the night-sky OH airglow emission lines. We report no clear detections of H 2 lines in our J band spectra due to both strong atmospheric effects and some overlap of this band with higher orders in the spectrograph. (Aiello et al. 1988) . For this analysis, we have adopted the R V = 5 reddening law of Mathis (1990) as an intermediate value and have used E(B − V ) = 0.44 (Witt & Cottrell 1980) . All flux measurements quoted in subsequent analysis have been dereddened using this extinction law. The effects of extinction on our results is discussed in §6.
Rotational and Vibrational Temperatures
A clear indicator of the presence of UV-pumped fluorescence is a difference in the rotational and vibrational temperatures. The rotational (or vibrational) temperature is measured from the slope of a line passing through data with different rotational (or vibrational) upper levels but the same vibrational (or rotational) upper levels on diagrams of the ln(N u /g u ) − T u plane, respectively (e.g. Figures 3 and 4) . Thermal excitation, with an OPR of 3, will give similar rotational and vibrational temperatures, while fluorescence is characterized by a high vibrational temperature and a low rotational temperature (e.g. Tanaka et al. 1989) .
Figures 3 and 4 show that both positions observed in NGC 7023 are characterized by high vibrational temperatures (∼ 5000 K) and low rotational temperatures (∼ 1000 K). Our calculated rotation temperature is higher than the value derived by LeMaire et al. (1996) , ∼ 500 K, but is still within the uncertainties of their 1 − 0 S(2) data. Tables 2  and 3 show the calculated vibrational and rotational temperatures between neighboring ortho and para states for several of the higher signal-to-noise transitions. This difference between rotational and vibrational temperatures was predicted by Black & Dalgarno (1976) and Black & van Dishoeck (1987) and is a definite indicator of the prescence of fluorescent emission (see Burton (1992) for a review and in particular Figure 4 of that paper).
Ortho-to-Para Ratio
The ortho-to-para ratio (OPR) of molecular hydrogen is the ratio of the total column density of ortho-H 2 (odd J) to para-H 2 (even J), divided by their respective statistical weights. The statistical weight of the ortho and para states, g u , is the product of the rotational (g J = 2J + 1) and spin (g s = 1 for even J and 3 for odd J) degeneracies.
When H 2 is formed on the surface of grains in molecular clouds, it is usually assumed to initially have an OPR of 3 (see e.g. Spitzer & Zweibel 1974) . After formation, the OPR can evolve with time, either while still on the grain surface (Tielens & Allamandola 1987), or after ejection into the gas phase, depending upon the conditions inside the cloud (Dalgarno et al. 1973; Flower & Watt 1984; Hasegawa et al. 1989; Tanaka et al. 1989; Chrysostomou et al. 1993) . Exchange reactions with atomic hydrogen and H + can alter the OPR (Dalgarno, Black & Weisheit 1973; Flower & Watt 1984) , though in regions with low H + number density, such as NGC 7023, reactions involving atomic hydrogen will dominate and the rate of this reaction will strongly depend on the temperature (Takayanagi et al. 1987) . For high temperatures, the OPR will be 3, while much lower values may occur for T < ∼ 200 K . Furthermore, if a photodissociation front is exposing new, cool material to the warm UV field faster than these exchange reactions can drive the OPR towards 3, a low OPR could be maintained ). The OPR thus may reflect the formation conditions or may indicate that exchange reactions are taking place. Values in the range 1 − 1.8 have been observed in fluorescent H 2 sources (Tanaka et al. 1989; Ramsay et al. 1993; Chrysostomou et al. 1993; Hora & Latter 1996) .
In Figures 3 and 4 we show ln(N u /g u ) vs. T u derived from our dereddened spectra of NGC 7023. The excitation temperature of the upper level (Dabrowski 1984 ) is equal to the energy of the upper level divided by Boltzmann's constant (T u = E u /k), and N u is the column density of the upper level. Based upon an examination of such a plot alone, it is possible to determine a great deal about the nature of the PDR. We plot different symbols for ortho (filled points) and para (open points) H 2 in Figures 3 and 4 to illustrate the effect of the OPR. When ortho and para measurements for a given vibrational state fall on the same line, this corresponds to an OPR of 3 and is indicative of thermal processes. If the derived level populations of ortho and para states for a given vibrational state separate vertically in the ln(N u /g u ) − T u plane, the OPR is different from 3, as is often observed for UV fluorescence.
Following the method outlined by Tanaka et al. (1989) , we computed the vertical separation between the J = 3 and 4 levels by a least-squares fit through the neighboring para or ortho pair of points on the diagram, respectively, for v = 1. We did not use v = 2 due to telluric contamination in the 2 − 1 S(2) line (Everett 1997) . We obtained an OPR of 2.5 ± 0.3 for Position 1 and an OPR of 2.4 ± 0.5 for Position 2. Both of these values are intermediate between the values for thermalized gas (3) and those observed for fluorescent emission (1 − 1.8), where the difference from 3 is primarily driven by the J = 2 level. Though there is clear evidence that significant fluorescent emission is occurring in NGC 7023 (see, e.g. §3), the fact that our values for the OPR are higher than has been previously observed in fluorescent H 2 sources may indicate that additional thermal processes, such as contributions from shocks, are contributing to the chemistry of this PDR. This calculation of the OPR for NGC 7023 shows how the OPR can be a useful tool to investigate the nature of PDRs and that the interpretation of the OPR ratio can be complicated by the presence of shocks, which can mimic the behavior of warm gas.
Models
Based on the previous observations of NGC 7023 outlined in the introduction, the incident UV flux has a possible range of G 0 = 10 3 to 10 4 , while the density of the surrounding material has a possible range of 10 2 cm −3 in the more diffuse regions to 10 5 cm −3 in the denser regions near HD 200775. We can also use our observed 1 − 0 S(1) line intensity as an additional constraint in modeling the PDR in the two molecular filaments we investigate here by eliminating models which predict 1 − 0 S(1) intensities differing by more than 3σ (or a factor of 14) from our observed intensities.
If NGC 7023 is composed of low-density, UV-illuminated clouds (n < 10 4 cm −3 ), it will show fluorescent H 2 emission (Black & van Dishoeck 1987) . In UV-illuminated clouds with densities above the critical density, n > 10 5 cm −3 , collisional deexcitation occurs faster than radiative decay and this causes some H 2 line ratios to approach values for thermal excitation (Sternberg & Dalgarno 1989; Burton et al. 1990; Draine & Bertoldi 1996) . Draine & Bertoldi (1996) have found a density of 10 5 cm −3 to provide the best agreement with NGC 2023, showing that collisional deexcitation dominates over the radiative fluorescent cascade in this case. If there is a bipolar outflow in NGC 7023, this could heat the gas by shocks, giving rise to a thermal component of H 2 emission.
To determine the nature of the molecular filaments in NGC 7023, we have compared our dereddened flux measurements to the PDR models of Draine & Bertoldi (1996) , which include both radiative transfer and the best available collisional data. The basic characteristics of all the best-fitting models described in the text are summarized in Table  4 . Draine & Bertoldi (1996) present models ranging from n = 10 2 to 10 6 cm −3 and in UV flux from G 0 = 1 to 10
5 . In addition to single model fits, we have also mixed the models of Draine & Bertoldi (1996) with the thermal models of Black & van Dishoeck (1987) . These thermal models, referred to as S1 and S2, represent shock-excited gas at temperatures of 1000 and 2000 K, respectively.
In order to compare our data with these models, we computed the value of ln(N u /g u ) normalized to the 1 − 0 S(1) line for each model and our data. We then calculated χ 2 to determine the goodness of fit. Our χ 2 parameter was calculated by varying only one free parameter, the overall intensity. The uncertainty used in calculating χ 2 only reflects uncertainties in the relative line intensities. We considered any model with χ 2 ≤ χ 2 min + 1, where χ 2 min corresponds to the best-fitting model for that filament, to be a reasonable fit (Bevington & Robinson 1992) . We note that our χ 2 value indicates which models give the best overall agreement with our observations, but does not indicate which regions of the ln(N u /g u ) − T u plane were in good or poor agreement. The 10 lines used in our analysis were v = 1, J = 2 − 5; v = 2, J = 2, 3, and 5; and v = 3, J = 3 − 5. As mentioned above, the 2 − 1 S(2) line was excluded as it lies near a contaminating telluric feature (Everett 1997 ). In addition, although the 3 − 2 S(2) line intensity was not above the 3σ detection limit at Position 2, we used the measured flux and associated error to include this line in the χ 2 calculation. The results of these calculations are listed in Table 4 along with the physical characteristics of the best-fitting models.
We next considered mixtures of models. To mix two models together, we normalized the flux predictions for each separate model to the 1 − 0 S(1) line and multiplied each model by its percentage contribution to the final mixture. This mixture was then converted to ln(N u /g u ) format and χ 2 was calculated as described above. When mixing two models, we stepped from 0% to 99% contribution of the second model in 1% increments. We explored fluorescent models, at a range of densities, mixed with thermal models. We also examined low-density fluorescent models mixed with high-density fluorescent models. Table 5 lists our results for mixtures of fluorescent/collisional models with a thermal component. In our analysis, we excluded all models with a 1 − 0 S(1) intensity less than ∼ 2 × 10 −5 erg s −1 cm −2 sr −1 based on our flux calibration. Table 6 lists our results for mixtures of the models of Draine & Bertoldi (1996) with their high-density (n = 10 6 cm −3 ) model (Qm3o). Mixtures of this model with lower-density models produced the best fits to our data of all of our high + low-density combinations.
Discussion
For Position 1, the model comparisons presented in Tables 4, 5 , and 6 show that a mixture of a warm component with fluorescent emission fits somewhat, but not significantly, better than pure fluorescent emission. The improvement in the fit is ∆χ 2 = 1.4, where ∆χ 2 = 1 corresponds to 1σ (Bevington & Robinson 1992) . The warm component which improves the fit is equally well characterized by a high density fluorescent model, with n = 10 6 cm −3 and G 0 = 10 4 , or by a thermal model with T = 1000 − 2000 K. The best-fitting mixed models have n = 10 4 − 10 5 cm −3 and G 0 = 1000 − 5000 for the low-density fluorescent component. The best-fit pure fluorescent models, not surprisingly, have values that are intermediate between the values for the low-density and high-density components of the best-fit mixed models: n = 10 5 − 10 6 cm −3 and G 0 = 10 3 − 10 4 .
For Position 2, the data were equally well fit by pure fluorescent models or by mixtures of a warm component with fluorescent emission (∆χ 2 ≤ 1). In all cases, the best-fit models have n = 10 4 − 10 5 cm −3 and G 0 = 10 3 .
The best-fit models as determined by the χ 2 results in Tables 4 through 6 are slightly dependent upon the extinction. As the rotational and vibrational quantum numbers, v and J, decrease with increasing wavelength (see e.g. Table 1 ), a larger value of the extinction increases the intensity of the lower (shorter wavelength) transitions over the upper (longer wavelength) transitions. Thus an underestimation of the extinction can mimic the effect of adding a higher-temperature thermal component or a higher-density collisional component to the excitation. We found, however, that assuming either no extinction or twice our adopted value (2 × E(B − V ) = 0.88) changes our results in Tables 4, 5 , & 6 by ∆χ 2 < 1 (less than 1σ).
As mentioned in the previous section, our χ 2 parameter only tells us approximately which models provide the best agreement to the data and no information on the behavior of individual components of the spectrum. In addition, the χ 2 parameter only includes the uncertainties in our relative line intensity measurements, and does not reflect possible uncertainties in the models or the effects of a more complex geometry than were employed in the model calculations. One way of extracting information about areas of specific disagreement is to test the data and models for lines ratios most strongly affected by a warm component. Figure 5 shows a plot of the 2 − 1 S(1)/1 − 0 S(1) vs. 2 − 1 S(3)/1 − 0 S(3) line ratios and includes both our data and representative models from Table 4. Figure 5 also shows the behavior of these line ratios for the n = 10 4 cm −3 , G 0 = 10 3 model (Hw3o) of Draine & Bertoldi (1996) as it is mixed with greater percentages of two thermal models (Black & van Dishoeck 1987) . These lines are well-suited to testing the contribution of a thermal component to a fluorescent model as the addition of a thermal component to a fluorescent model tends to enhance the v = 1 odd J levels in the spectrum as it pushes the OPR towards 3, but has less effect on the v = 2 odd J levels, as the thermal component contributes most to the lower-lying levels. The rotational temperatures for the v = 1 levels (except for J = 4 − 2) are also higher than those of the v = 2 and 3 levels, providing further evidence of the presence of a second, possibly thermal, component. This figure provides some tantalizing evidence that there is a thermal component to the emission that further investigation with higher signal-to-noise data or a greater number of lines could resolve.
Figure 5 also shows that none of the pure fluorescent models, and none of the mixtures of fluorescence with a thermal component or a higher-density component, can explain the very strong 1 − 0 S(3) emission we observe. It is possible that this line is blended with some other unknown line, or that we have underestimated the uncertainties in the atmospheric correction at this wavelength. As a check, we compared all the models in Tables 4, 5 , and 6 to our observations with the 1 − 0 S(3) line excluded. The minimum χ 2 values improve significantly (χ
Conclusion
Analysis of the near-infrared lines of molecular hydrogen in NGC 7023 has shown that the best-fit pure fluorescent models for Position 1 have n = 10 5 − 10 6 cm −3 and G 0 = 10 3 − 10 4 . The model fits are somewhat improved (1.4σ) by a mixture of models involving a fluorescent model with n = 10 4 − 10 5 cm −3 and G 0 = 1000 − 5000 and a warm component. This warm component could be either a higher-density, fluorescent model (n = 10 6 cm −3 , G 0 = 10 4 ), perhaps due to dense clumps in the PDR, or a model reflecting a thermal contribution, possibly due to shocks. In Position 2, the best-fitting models have n = 10 4 cm −3 and G 0 = 10 3 , with our data equally well fit by fluorescence with or without a warm component. Our derived densities, n = 10 4 − 10 5 cm −3 Position 1 and 10 4 cm −3
in Position 2, are in good agreement with previously determined densities of 4 × 10 3 − 10 5 cm −3 . The suggestion of a warm component in Position 1 may either point to high-density clumps (10 6 cm −3 ) or suggest shocks due to a bipolar outflow.
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Upper limits shown are 3σ upper limits. Table 4 . All models from Table 4 not shown have similar line ratios to the illustrated model at the same density but different UV illumination and gas temperature. These ratios represent low, odd rotational transitions where the effects of a thermalized component would be most readily noticed (see §6). Also shown are the way the line ratios change for model Hw3o of Draine & Bertoldi (1996) with the addition of the 1000 and 2000 K thermal models of Black & van Dishoeck (1987) , and wth the high-density model Qm3o (see §6). Tick marks denote 20, 40, 60, and 80% contributions of the thermal models.
