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Introduction
Graphs and matroids in this note are finite and loopless. Undefined terms and notations can be found in [3] for graphs and in [16] for matroids. To be consistent with the matroid terminology, a nontrivial 2-regular connected graph will be called a circuit, and an edge disjoint union of circuits a cycle. A cycle C in a graph G is a spanning cycle if C contains a spanning tree of G. Graphs with a spanning cycle are also known as supereulerian graphs. The supereulerian graph problem, raised by Boesch et al. [2] , seeks to characterize supereulerian graphs. Pulleyblank [17] showed that determining E-mail address: hjlai@math.wvu.edu (H. if a graph is supereulerian, even when restricted to planar graphs, is NP-complete. For more on the literature on supereulerian graphs, see Catlin's survey [5] and its update by Chen and Lai [8] .
For a matroid M on a set E, r M , B(M) and C(M) denote the rank function of M, the collections of bases and circuits of M, respectively. As in [16] , if X ⊆ E, then M/X and M|X denote the matroid contractions and matroid restrictions, respectively. A cycle of M is a disjoint union of circuits in M, and C 0 (M) denotes the set of all cycles of M. A cycle C ∈ C 0 (M) is a spanning cycle if r M (C) = r M (E).
Let G be a connected graph. For an edge subset X ∈ E(G), we shall adopt the convention to use X to mean both the edge subset X as well as the subgraph induced by X . For a vertex v ∈ V (G), let N G (v) be the set of vertices that are adjacent to v in G, N G [v] = N G (v) ∪ {v}, and E G (v) be the set of edges incident with v in G. As in [3] , d G (v) denote the degree of v in G. If X ⊆ V (G) ∪ E(G), then G − X is the subgraph obtained from G by deleting the elements in X from G.
The subscript G will be omitted when it is understood from the context. For a matroid M, the girth of M is g(M) =  min {k: M has a circuit C with |C| = k} : if M has a circuit ∞:
if M has no circuits. Settling an open problem of Bauer [1] , Catlin proved the following. Catlin's result is best possible (see [4] ) in the sense that there exists an infinite family of simple graphs G n on n vertices, such that δ(G n ) = n 5 − 1 but each G n does not has a spanning cycle. It is natural (as seen in [11] ) to replace the minimum degree of a graph by the cogirth of a matroid when one tries to extend such a graphical result to its matroidal version. However, the cogirth of the cycle matroid M(G) of a connected graph G equals to the edge-connectivity of G. Jaeger [12] and Catlin [4] independently proved the following theorem.
The girth of a graph G is g(G) = g(M(G)). We also denote g(M *
)
Theorem 1.2. Let G be a 4-edge-connected graph.
(i) (Jaeger [12] and Catlin [4] ) M(G), the cycle matroid of G, has a spanning cycle.
(ii) (Catlin [4] It has been observed that Theorem 1.2 cannot be extended to regular matroids. In Section 2 of [14] , using a result of Erdös in [10] , an infinite family of cographic matroids has been found such that matroids in this family can have arbitrarily large cogirth yet none of these matroids will have a spanning cycle. This observation and Theorem 1.1 motivates the current research. The main result of this paper is the following:
then M has a spanning cycle.
We approach the problem by introducing the concept of contractible matroids. A matroid N is contractible if for any matroid M that contains N as a restriction, M has a spanning cycle if and only if the contraction M/N has a spanning cycle. The existence of nonempty contractible restrictions of M allows us to argue by induction. We shall first show that Theorem 1.3 holds if M is graphic or cographic. When M is a 2-sum or a 3-sum of its proper minors, we shall show that M will always have a contractible restriction, and so the proof will be done by induction. This paper is arranged as follows. In Section 2, we formally define contractible matroids, review Catlin's reduction method to handle the graphic case, as well as Seymour's well known decomposition theorem of regular matroids. In Section 3, we show that Theorem 1.3 holds for cographic matroids. In Section 4, we shall show that when the girth is sufficiently high, cographic matroids will have a contractible restriction, which will serve as a useful step in our inductive argument to prove the main result in the last section.
Preliminaries
Let G be a graph and let X ⊆ E(G) be an edge subset. The contraction G/X is the graph obtained from G by identifying the two ends of each edge in X , and then deleting the resulting loops. If H is a subgraph of G, then we use G/H for G/E(H). Following [16] , for a matroid M with a subset X ⊆ E(M), M/X is the matroid obtained by contracting X .
Let O(G) denote the set of all odd degree vertices in G. A graph H is collapsible if for any subset
Catlin [4] showed that every graph G has a unique collection of maximal collapsible subgraphs 
As in [14] , a binary matroid N with |E(N)| ≥ 1 is contractible if for any binary matroid M that contains N as a restriction, it always holds that M has a spanning cycle if and only if M/N has a spanning cycle.
Let τ (M) denote the maximum number of disjoint bases of M. If G is a connected graph, then τ (G) = τ (M(G)). Characterizations of matroids M with τ (M) ≥ k have been obtained by Edmonds [9] , extending the graphical results by Nash-Williams [15] and Tutte [20] . (ii) (Proposition 5.7 of [14] ). U 2,3 is contractible.
For sets X and Y , the symmetric difference of X and Y is defined by
Definition 2.3. Suppose that M 1 , M 2 are binary matroids on E 1 and E 2 , respectively. We follow Seymour [18, 19] to define the binary sum M 1 △ M 2 to be the matroid on the set E 1 △ E 2 such that the set of cycles of
. Three special cases of this operation are introduced by Seymour [18, 19] as follows.
(ii) If |E 1 ∩ E 2 | = 1 and E 1 ∩ E 2 = {z}, say, and z is not a loop or coloop of M 1 or M 2 , and |E 1 |, 
The following lemma follows from the definitions of matroid sums. 
Proposition 2.5 (Proposition 5.5 of [14] 
M/E(L) has a spanning cycle, then M also has a spanning cycle.
Let R 10 denote the vector matroid of the following matrix over GF (2) : 
We make the following observations. 
Proof. We assume that this lemma holds for matroids M with smaller value of |E(M)|. By Theorem 2.7, we can choose M 1 and M 2 with M = M 1 ⊕ i M 2 such that M 2 is isomorphic to R 10 , or is graphic or cographic and such that subject to being isomorphic to R 10 , or being graphic or cographic, r(M 2 ) is minimized. Suppose that r(M 1 ) < r(M 2 ). If M 1 is isomorphic to R 10 , or is graphic or cographic, then the choice of M 2 is violated. Hence M 1 is also an i-sum of its proper minors, and so by induction, 12 such that M 12 is R 10 , or graphic or cographic, and such that r(M 12 ) ≤ r(M 11 ) < r(M 1 ) < r(M 2 ), contrary to the choice of M 2 . Hence we may assume that r(M 2 ) ≤ r(M 1 ), and so (4) follows from (3).
Spanning cycles in cographic matroids with large cogirths
In this section, we shall show that Theorem 1.3 holds for cographic matroids. We need a few more notations and former results. The vertex arboricity of a graph G, denoted by a(G), is the minimum number of sets in a partition of V (G) such that each set induces an acyclic graph. The theorem below will be useful. 
Theorem 3.1 (Kronk and Mitchem, [13]). If G is connected, not complete and a(G)
(ii) ⇒ (iii). This follows by the definition of arboricity.
in M, and so the cocycle X satisfies r * (X) = r * (M).
, then one of the following must hold.
(ii) d = 6 and a(G) = 2.
Proof. Let t = ∆(G), and let
, we have
In the rest of the proof, we always assume that v is a vertex of G of degree t. We have the following claims.
Claim 1. If d is odd, then G is 4-regular.
If not, then t ≥ 5. By Claims 1 and 2, in the rest of the proof, we assume that s = 3. Let e = uv be an edge incident with v and define 
and N(w 2 ) ⊆ A 2 , and w 1 w 2 ̸ ∈ E(G). Thus {w 1 , w 2 } ∪ B 2 is an independent set in G, and B 2 contains exactly one degree five vertex and the other vertices in B 2 have degree four.
is an independent set, and so by g(G) ≥ 6 again, no circuit in (
, 6}, where
Proof. Let v be a vertex of G of degree at most 3 in G, and let G
, 6}. Since deleting a vertex will not decrease the girth, g(G
This proves (ii). (iii) If max{δ(H):
H is a subgraph of G} ≤ 3, then by (i), we can argue by induction to show that a(G) ≤ 2, contrary to the assumption that a(G) ≥ 3.
Theorem 3.5. Suppose that G is a connected graph, m = |E(G)| and n
, 6}, then G has a cocycle X such that r * (X) = r * (M).
Proof. By Lemma 3.2, it suffices to prove that a(G) ≤ 2. By Lemma 3.3, we may assume that either δ(G) ≤ 3 or G is 4-regular. Arguing by contradiction, we assume that a(G) = k ≥ 3.
, 6}. Since a(G n ) = k ≥ 3 > 2 and by Lemma 3.3, G n must be 4-regular. On the other hand, as k ≥ 3, by Theorem 3.1, ∆(G n ) ≥ 5, contrary to the fact that G n is 4-regular. This contradiction establishes the corollary.
Contractible cographic restrictions
The main result (Theorem 4.8 of this section) will show that if a cographic matroid has sufficiently large cogirth, then it must have a either a U 2,3 or a restriction N such that τ (N) ≥ 2. By Lemma 2.2, such a cographic matroid must have a contractible restriction. This result allow us to argue by induction in the next section to prove Theorem 1.3.
Throughout this section, for a graph G, we always denote n = |V (G)| and m = |E(G)|. For any two vertices u, v ∈ V (G), let dist G (u, v) denote the distance between u and v in G. As our approach here needs some of the former results in [6] , we start with some terminology and notations from [6] . Let M be a matroid with r(M) > 0. For any X ⊆ E(M) with r(X ) > 0, define
.
When M is understood from the context, we often use d(X ) for d M (X). Following the notation in [6] , define the strength and the fractional arboricity of a matroid M by
respectively. We list some of facts related to η(M) and γ (M) in the next theorem. 
≥ η(M), and τ (M) = ⌊η(M)⌋. (ii) (Corollary 5 of [6]) E(M) has a nonempty subset X with η(M|X) ≥ q if and only if
(iv) (Lemma 9 of [6]) For any closed set X ⊆ E(M) with r(X ) < r(M), η(M) ≤ η(M/X).
To show that a cographic matroid M contains a restriction N with τ (N) ≥ 2, by Theorem 4.1(ii) (with q = 2) and (iii), it suffices to show that η(M * ) ≤ 2, or for some Z ⊆ E, η(M * /Z) ≤ 2. In the rest of this section, we shall show that this can be done when the girth of M * is sufficiently large. . By contradiction, we assume that
Let e j = u 0 u i , 1 ≤ i ≤ 3. Choose a depth-first-search tree T of G rooted at u 0 . Then for any 
] is a tree, for any i ∈ {1, 2, 3}. (9) Let i, j ∈ {1, 2, 3} with i ̸ = j. By (9) 
For each i with 1 
to (10), and so the lemma holds.
Let Z be a cocircuit of G with |Z| = 3. By Theorem 4.1, if for some
It follows by Theorem 4.1 again and by Lemma 2.2 that M * (G)−(X ∪Z) has a contractible restriction. Therefore, we shall investigate graphs G in F (s) such that for some 
Proof. By contradiction, assume that G/Z does not have a cocircuit D with |D| ≤ 3, (11) and that η(G/Z) > 2. By Lemma 4.3, G has a vertex v with dist
⌉. Let V i be the set of vertices in G that has distance i to v. By (11), every vertex in G/Z has degree at least 4. As G ∈ F (s),
It follows that
Hence m − n ≤ 8 and n ≤ 12, contrary to the assumptions that m − n ≥ 9 or n ≥ 13. This completes the proof. 
Proof. Again we assume (11) holds. If for some vertex u 0 ∈ V (G), Z = E G (u 0 ), then the conclusion follows from Lemma 4.4. Suppose that G − Z has two nontrivial components
Since Z is a cocircuit, any circuit C of G not intersecting Z must be a circuit of G 1 or of G 2 . It follows by 
By contradiction, we assume that η(G ′ /Z) > 2. Then Proof. (i) Suppose that G is not a circuit, and that for every vertex z ∈ V (G), the distance from z to u 0 in G is less than (9) and (10), we conclude that each G
is a tree, and that there is at most one edge in G − e 0 joining a vertex in T 1 to a vertex in T 2 . Since G is 2-connected, this forces that both T 1 and T 2 are paths, and so G must be a circuit itself, contrary to the assumption that G is not a circuit. Hence G ′ − w 0 has a vertex z 0 whose distance to w 0 in G ′ is at least s/2 + 1, and so (i) follows.
(ii) Assume that G/Z does not have a cocircuit D with |D| ≤ 3. If G is a circuit with at least 3 vertices, then G/e 0 has a cocircuit of size 2. Hence we assume that G is not a circuit, and so by (i), G has a vertex z 0 ∈ V (G) such that the distance from z 0 to u 0 in G is at least s/2. By assumption, every vertex in G − {u 0 , v 0 } has degree at least 4 in G, and so with h = ⌊s/2⌋,
Since η(G/e 0 ) > 2,
Hence m − n ≤ 9, or n ≤ 11, contrary to the assumptions that m − n ≥ 10 or n ≥ 12. This completes the proof. Proof. We assume that
and we will find contradictions in (i) and (iii), and prove η(G/Z) ≤ 2 in (ii) and (iv).
, then by (14) , every vertex of G − {u 0 , v 0 } has degree at least 4, which implies that G has a 4-circuit containing at most one vertex in {u 0 , v 0 }, contrary to (13) . Hence G must have a vertex z with distance at least 2 to both u 0 and v 0 . Let
, contrary to the assumption that n ≤ 12.
(ii) If not, then by definition of η,
Thus n ≤ 12, and so (ii) follows from (i). (14) , every vertex of G − {v 0 , v 1 , v 2 , v 3 } has degree at least 4. It follows that a vertex in N G (v 1 ) − {v 0 } must be adjacent to either a vertex in N G (v 1 ) − {v 0 }, or two vertices in N G (v i )−{v 0 }, for some i ∈ {2, 3}, and so G−v 0 has a circuit of length at most 4, contrary to (13) . Hence G must have a vertex z with distance at least 3 to v 0 . Let
, contrary to the assumption that n ≤ 12. The proof for the case when G − Z has two nontrivial components is similar, and will be omitted. This proves (iii).
(iv) If not, then by definition of η,
Thus n ≤ 12, and so (iv) follows from (iii). 
If m − n ≤ 8 or n ≤ 12, then by Lemma 4.7(iii) and (iv), η(G/Z) ≤ 2 as well.
Proofs of the main results
We start with an auxiliary lemma for our arguments. 
If M = M(G) is the cycle matroid of a 2-connected simple graph, then Theorem 1.3 follows from Theorem 1.2, contrary to (16) . If M = M * (G) is a cocycle matroid of a connected graph G, then by Theorem 3.5, M has a spanning cycle, contrary to (16) also. If M ∼ = R 10 , then by Observation 2.6, R 10 itself is also a cycle, again contrary to (16) . Therefore, by Lemma 2.8, we can express M = M 1 ⊕ i M 2 , for some i ∈ {2, 3} such that M 2 is either R 10 , graphic or cographic and such that (4) holds. By Observation 2.6(i) and (iii), for any e ∈ E(R 10 ), R 10 has a spanning circuit (a 6-circuit) that contains e, and a spanning cycle (a 6-circuit) that does not contain e. Using symmetric difference, if M 1 has a spanning cycle and if M 2 ∼ = R 10 , then M 1 ⊕ 2 M 2 also has a spanning cycle. Hence we only have these two cases. . It follows by Theorem 4.8 that M 2 −Z has a subset D such that either τ (M 2 |D) ≥ 2, or M 2 |D ∼ = U 2,3 . By (16) , M/D has a spanning cycle. By Lemma 2.2, M also has a spanning cycle, contrary to (16) .
