Analysts examining complex simulation models often conduct screening experiments to identify important factors. The controlled sequential bifurcation screening procedures CSB and CSB-X use a sequence of tests to classify factors as important or unimportant, while controlling Type I error and power. These procedures require analysts to identify the directions of the effects prior to experimentation, which can be problematic. We propose hybrid two-phase approaches, FFCSB and FFCSBX, as alternatives. Phase 1 uses an efficient fractional factorial to estimate factor effect directions; phase 2 uses CSB or CSB-X. Empirical investigations show these outperform CSB(X) in efficiency and effectiveness for many situations of practical interest.
INTRODUCTION
Screening experiments are intended to eliminate unimportant factors quickly, leaving a short list of important factors that can be studied in more detail via higher-resolution experimental designs. They are useful tools for examining simulation models that involve a large number of factors. The most wellknown screening designs are saturated fractional factorials [Box et al. 1978 , Montgomery 2000 , NIST/SEMATECH 2005 , but other screening methods have also been developed (e.g., Trocine and Malone [2001] ). Some procedures are specifically intended to facilitate large-scale experiments on simulation systems by taking advantage of the sequential nature of simulation experiments. Kleijnen et al. [2005b] provide a general discussion (and numerous examples) of the design and analysis of simulation experiments. The challenge for those proposing sequential methods is establishing (either theoretically or empirically) the "correctness" of the screening results.
Group screening approaches can be efficient and practical when there are many factors but only a few important ones. The basic idea behind group screening is straightforward: If several factors can be aggregated into a group for testing, and the results indicate that this group of factors has no significant effect on the outcome, then all factors in the group can be eliminated from the list of potential important factors without further testing. Group screening has been used for years in physical experiments when tests are expensive, such as in screening a large number of new soldiers for syphilis during World War II in only a few tests [Dorfman 1943] . One important characteristic of group screening is that it relies heavily on knowing the direction of effects prior to experimentation.
More recently, group screening has been proposed for simulation experiments. One such procedure is sequential bifurcation (SB), developed by Bettonvil and Kleijnen [1997] for deterministic simulation models. They assume important factors are sparse, that the directions of all effects are known, and that a main-effects metamodel is a reasonable approximation of the simulation response over the region of exploration. SB was extended to stochastic simulations by Cheng [1997] , who assumes that the errors are normally distributed with constant variance and uses an indifference-zone approach to avoid excessive sampling for factors deemed unimportant. Kleijnen et al. [2005a] also discuss the use of SB for experiments involving stochastic simulations. Examples and empirical investigations have shown that SB can be very efficient (i.e., require a relatively small number of runs) when the factor effects are sparse (e.g., less than 10% of factors are important). Deterministic SB performs best if the factors are initially ordered according to increasing (or decreasing) values of the unknown factor effects. However, there are no theoretical guarantees of the performance, either in terms of the number of runs required or the probabilities of correct classification, in the stochastic case.
To address this shortcoming, Wan et al. [2006 Wan et al. [ , 2003 propose a variant of SB called the controlled sequential bifurcation (CSB) procedure. In CSB, the analyst must specify two thresholds. The lower threshold ( 0 ) indicates the level the effect must reach to be considered important, while effects larger than the higher threshold ( 1 ) are considered critical. They also discuss a cost model which associates the thresholds and factor settings with a benchmark cost so that the effectiveness of the screening procedure is not influenced by the sometimes arbitrary choices of thresholds and factor settings [Wan et al. , 2003 . CSB uses a hypothesis-testing approach to control the probability of Type I error (i.e., the probability an effect is classified as important when it is not) and power (i.e., the probability an important effect is correctly classified). Factors begin in a single group, and the group's accumulated effect is tested. If the group's effect is classified as unimportant, then all factors within the group are classified as unimportant. Otherwise, the group is split into two smaller ones for further testing unless the group contains only one factor, in which case this factor is classified as important. This procedure continues until all factors have been classified. A variant of CSB, called CSB-X, makes use of a foldover approach to accommodate factor screening when two-way interactions are present. Wan et al. [2008 Wan et al. [ , 2006 provide proof of the performance of CSB and CSB-X even under heterogeneous variance conditions. Variance heterogeneity is a pervasive characteristic of large-scale simulation experiments, but rarely has been stressed in past screening research.
One assumption of CSB (as for SB) is that the direction of the effects is known a priori so that factors with opposite effects are not included in the same group. This avoids the problem of full or partial cancellation of factor effects, which might cause the analyst to overlook one or more key factors, and is consistent with assumptions made for earlier group screening procedures. Unfortunately, for models of complex systems with many thousands of factors, it may be unreasonable to expect that an analyst (or even a subject-matter expert) can correctly identify the signs of all potential factor effects. Experience has also shown that even experts may not be able to correctly identify the three to five most influential factors before the study commences: Some factors may be more interesting than originally anticipated, while others thought to be important might not have significant effects on the response [Lucas et al. 2002] .
In this article, we propose a two-phase procedure that combines a fractional factorial prescreening phase with CSB or CSB-X for sequential screening. These new methods are called FFCSB and FFCSBX. The efficient fractional factorial conducted in phase 1 sorts the factors by the magnitudes of their estimated effects, and classifies them into groups according to their signs. This classification is the basis for applying sequential CSB or CSB-X in the second phase of the experiment. We describe the procedure in detail in Section 2, and provide an empirical evaluation of its performance in Section 3. The additional computational effort is minimal. In typical screening settings, FFCSBX outperforms CSB-X in both efficiency and effectiveness, especially when little or nothing is known about the factor effects. This is an important tool for simulation analysts. Whether or not the screening procedure is a precursor to a more detailed experiment, it can greatly reduce the overall computational effort while providing some assurance that the analyst has not omitted important factors from the investigation. We finish with a discussion of issues for further research.
SCREENING PROCEDURE DESCRIPTIONS
We begin with a description of the screening setting and some notation. Suppose there are K factors of interest with effect coefficients β 1 , . . . , β K . The output from a simulation replication is denoted by Y , and the underlying metamodel assumption for employing CSB is the main effects model. We have
where the 's are distributed as N 0, σ 2 x and may depend on the values of x = (x 1 , . . . , x k ). The settings of x are deterministic and are controlled by the analyst during the experiment. Note that the assumption of a main-effects model usually does not hold over the entire factor space, but it may be a reasonable assumption for small variations in a region of interest.
CSB and CSB-X Procedures
The CSB procedure, like the SB procedure of Bettonvil and Kleijnen [1997] and the SB-under-uncertainty procedure of Cheng [1997] , goes through a series of steps in which groups of factors are tested. If a group is determined to be important, then it is split into smaller groups for additional testing. If a group is determined to be unimportant, then all factors within that group are considered unimportant and need not be examined further. The procedure continues until each factor is classified as either important (i.e., a factor is in a group by itself and that group is determined to be important), or its group is classified as unimportant. A general description of the algorithm (adapted from Wan et al. [2003] ) appears in Table I. CSB is a screening procedure which guarantees that the probability of Type I error is less than α for any effect with |β i | < 0 , and that the power of detection is greater than γ for any effect with |β i | > 1 . Here α and γ are user-specified classification error bounds. The error control of CSB is determined by the error control of the hypothesis testing that occurs at each bifurcation step. Wan et al. [ , 2003 show that as long as the basic hypothesis testing procedure is capable of guaranteeing a maximum probability of Type I error and a minimum power, CSB can guarantee the Type I error for each factor and power for each bifurcation step; they propose both a two-stage and a fully sequential version of CSB which satisfy the criteria. Both procedures initially take a small number of observations (n 0 , usually n 0 ≤ 5). If no conclusions can be made, more observations are collected. The fully sequential testing procedure is typically more efficient, since it takes one observation each time and terminates as soon as the effect can be classified. Details of these two tests, and comparisons of their performances, appear in Wan et al. [2006 Wan et al. [ , 2003 . Table I . Structure of CSB and CSB-X
Initialization:
Specify the desired maximum Type I error α and the minimum power requirement γ .
Create an empty last-in-first-out (LIFO) queue for groups. Add the group {1, . . . , K } to the LIFO queue.
While queue is not empty, do Remove: Remove a group from the queue.
Test: Unimportant:
If the group is unimportant, then classify all factors in the group as unimportant.
Important (size=1):
If the group is important and of size 1, then classify the factor as important.
Important (size>1):
If the group is important and the size is greater than 1, then split the group into two subgroups such that all factors in the first subgroup have smaller indices than those in the second subgroup. Add each subgroup to the LIFO queue. Wan et al. [2008] also propose the procedure CSB-X. This version of CSB provides unbiased screening results for main effects even if two-factor interactions exist, although the interaction effects are not themselves estimated. The structure of CSB-X is identical to that of CSB, but the test at each sequential step is modified to remove the impact of interactions. Once again, several qualified tests are available. Details about the specific tests we use for the empirical investigations appear in Appendix A.
End Test End While
In SB, CSB, and CSB-X, the assumption that the signs of potential factor main effects are accurately known before the experiment begins means that the factors (x i 's) associated with negative effects can be redefined to have positive effects. Thus, without loss of generality, it can be assumed that β 1 , . . . , β K are all non-negative. (For CSB, interaction effects are assumed nonexistent, while for CSB-X, no assumptions are required regarding the signs of the two-way interactions.) In fact, the efficiency of the SB or CSB procedures is highest if the β i 's are ordered so that
This occurs because factors with small β's are likely to be grouped together and eliminated in the early stages of CSB. In reality, even experts are often unable to correctly specify the directions of the effects (let alone correctly order effects by their magnitudes), especially for novel, complex systems where little prior knowledge exists. The hybrid procedures FFCSB and FFCSBX, discussed next, overcome these limitations.
FFCSB and FFCSBX Procedures
As Table II indicates, the FFCSB and FFCSBX procedures each begin with a single replication of an efficient fractional factorial design. We then explicitly sort the factors according to their estimated main effectsβ i (i = 1, . . . , K ), and 
Initialization:
Create two empty LIFO queues for groups, NEG and POS. divide the factors into two groups: One contains all factors that yielded negativê β i during phase 1; the other contains all factors that yielded zero or positivê β i . The fractional factorial design conducted during phase 1 reduces the chance that two critical effects with opposite signs are included in the same group. The initial groups need not be of equal size, but instead reflect the preponderance of negative (or positive)β's. CSB or CSB-X is then performed separately on each of these two groups. At the end of phase 2, every one of the K factors is classified as either important or unimportant.
The specific designs we implement in the initial stage follow.
-Case FFCSB. Conduct a single replication of a saturated or nearly saturated resolution III fractional factorial design. The design matrix X is the smallest 2 k− p resolution III fractional factorial design with 2 k− p > k (X has exactly k columns. The high level is coded +1 and low level is coded 0). -Case FFCSBX. Conduct a single replication of an augmented design. The base design matrix X is the smallest 2 k− p resolution III fractional factorial design satisfying 2 k− p > k (X has exactly k columns). This is augmented with additional rows (−X).
These designs, together with the specific tests described in Appendix A for CSB (in the FFCSB case) and CSB-X (in the FFCSBX case), are used in the remainder of the article. We use fractional factorial experiments for several reasons. Saturated or nearly saturated two-level fractional factorials are more efficient than other space-filling designs (such as Latin hypercubes) of the same size for estimating the factor effects, improving our chances of correctly identifying the direction of important factor effects. They are easy to construct for large numbers of factors; situations where more specialized efficient designs like Plackett-Burman or related designs are unavailable. Finally, for two-level designs no distinction is needed between qualitative and quantitative factors. This flexibility can be extremely important when seeking simple methods for exploring complex simulation models.
EMPIRICAL PERFORMANCE EVALUATION: COMMON VARIANCE
These variants FFCSB and FFCSBX are easy to implement. In this section, we show that they perform quite well in a wide variety of circumstances.
To assess the screening capabilities of the procedures, we conduct empirical experiments to compare the performance of FFCSB with the original CSB for various values of K (K = 2 m − 1 for m = 3, . . . , 9). We fix the threshold for important factors 0 = 2, and the threshold for critical factors 1 = 4. The required maximum Type I error is specified to be α = 0.05, the power requirement for critical effects is fixed at γ = 0.95, and the initial sample size for CSB is n 0 = 5. We also assume that the random errors are normally distributed with mean 0.0 and (common) variance.
Main-Effect Configurations
We examine three sets of configurations for the main effects: very sparse, sparse, and nonsparse effects. The sparse and very sparse situations reflect situations in which screening algorithms are anticipated to be beneficial. Because our implementation is based on the nonsparse set of configurations, we describe that first.
For the nonsparse cases, factor effect values β i , i = 1, . . . , K are set as follows. We have
for several values of p ≤ (K + 1)/2. If p = 0, then roughly half of the factor effects are negative. This is an extremely bad situation for CSB, since the positive and negative effects will essentially cancel each other and CSB will conclude that most of the factors are not important. Similar problems will occur for CSB-X. On the other hand, if p = (K + 1)/2 then all factor effects are positive, and both CSB and CSB-X will work well without adding the initial fractional factorial experiment. We also consider other values of p that correspond to intermediate situations for these screening procedures. To facilitate comparisons, we let p be a function of K , rather than a constant. The five cases we consider (see from Bosché [2006] ) will be referred to as follows.
-none negative: p = (K + 1)/2, -small negative: p = 3(K + 1)/8, -medium negative: p = (K + 1)/4, -large negative: p = (K + 1)/8, and -half negative: p = 0.
The negative effects are assigned to smaller values of β first, to reflect the possibility that subject-matter experts might be more likely to know the magnitude of critical factors (and so the factor levels could be set so that the corresponding β's were positive). Regardless of p, approximately 20% of all factors are critical, 40% are important (but not critical), and 40% are unimportant. This approximation is more accurate for larger K .
Screening procedures are often advocated when the factor effects are anticipated to be sparse. Accordingly, we construct other sets of configurations that may better reflect situations in which screening methods are apt to be applied. We take the β i 's from Eq. (2) (with p = 0), and modify them to obtain β i as follows.
The preceding condition defines the sparse effects case. Once again, approximately 20% of all factors are critical, 40% are important (but not critical), and 40% are unimportant. Even the sparse condition leads to a large number of critical effects when K is large, so we define the β i 's for the very sparse case using an even stricter criteria.
Here, approximately 2% of all factors are critical, and the rest are unimportant. 
Interaction Effect Configurations
In addition to the main effect configurations, we define two types of interaction configurations. First, we assume a main effects model suffices, namely
This corresponds to the conditions for which CSB provides classification guarantees. Next, we construct a case where two-way interactions are present. This corresponds to conditions for which CSB-X provides classification guarantees. Let β i (i = 1, . . . , K ) denote the main effects, either from Eq. (2) or appropriately modified to yield sparse or very sparse effects from Eqs. (3) or (4). We define
This pattern means that some interaction effects are important, but not critical. The random assignment of the sign means that the interactions can either accentuate or mask the main effects.
Experiments
For each replication, we randomly assign the factor indices to columns of the fractional factorial design before collecting data in phase 1. This mimics realworld situations where little or nothing is known about the factor effects. All other conditions, such as the standard deviations and the random ordering of the β's prior to each replication, remain the same. We begin by comparing the performance of FFCSB and CSB in the nonsparse case when no interactions are present. For all FFCSB experiments, 1000 replications are conducted; for the CSB experiments, 1000 replications are conducted for experiments with K ≤ 127, and 400 replications for experiments with K = 255 and K = 511. The results are summarized in Table III. The proportions of correct classifications for the critical, important, and unimportant factors are provided for both CSB and the FFCSB procedures. Ideal values for all these proportions are 1.00. Table III also reports the average numbers of runs required, under various patterns of the underlying β i values, for both the CSB and the FFCSB procedures. Shaded areas in the table indicate situations where a procedure is unable to meet the required guarantees for classification probabilities. If the procedure is able to meet or exceed these guarantees, then a smaller average number of runs required indicates a more efficient procedure.
The patterns of behavior illustrated in Table III are representative of results from an extensive set of experiments conducted by the authors and others (see also Oh [2007] ). Similar patterns emerge when we compare the performance of CSB-X and FFCSBX. In Table IV we provide some results comparing these methods two for different (common) variance values when interactions are present. Once again, we made 1000 replications of the experiment for K ≤ 255 and 500 replications for K = 511. 
Effectiveness
We first discuss the classification results for CSB (Table III) . When the β's are all non-negative, CSB exceeds the probability and power specifications, as expected (since the β's are not in the least favorable configuration for error and power calculations). CSB rarely misclassifies a critical factor as unimportant, or an unimportant factor as important, and in the nonsparse case it correctly classifies about half of the important, noncritical factors. CSB also performs well when only a small proportion of effects are negative, but its performance deteriorates rapidly as the number of negative effects increases. When roughly 25% of the effects are negative, the classification probabilities for critical factors drop to around 88%, significantly below the nominal value of 0.95 ( p-value< 0.001); the classification probabilities for important factors also drop significantly from their values when all β i ≥ 0 (p-value< 0.001). We remark that CSB's performance deteriorates even more rapidly, given the same proportions of negative effects, if these effects are not (as we assume) among the smallest (see Figure 1 ).
• 7:11 Perhaps the most striking result from Table III is that CSB is completely unsuccessful at classifying important factors when half the β's are negative. Not once in the 5800 trials is any factor classified as important. A closer look reveals this occurs because CSB almost always stops after the first step and declares every factor to be unimportant.
Next, consider how FFCSB performs in terms of classifying factors. When all the β i are non-negative, its classification probabilities are indistinguishable from those of CSB ( p-values> 0.50; standard errors of the proportion estimates are less than 0.005). The classification rates are insensitive to the proportion of negative factors in the study; regardless of the initial pattern of the β i , FFCSB correctly identifies essentially all the critical and unimportant factors, and about half of the important, noncritical factors. FFCSB may place some factors (particularly unimportant ones) in the wrong initial group. For example, 48% of the 6000 experiments involving only non-negativeβ i 's classify two or more factors as having negative effects after phase 1. Nonetheless, all of these initially misclassified effects are unimportant. FFCSB appears to be a procedure for which only the magnitudes (not the signs) of the factor effects influence its classification rates. important (but not critical) factors, we attribute this to coarser separation in the
Similar results are shown in Table IV , where CSB-X and FFCSBX are used to control for two-way interactions in a very sparse effects configuration. CSB-X is completely ineffective if half of the β i are negative. In sharp contrast, FFCSBX performs extremely well even when the variance is large. Note that we report classification proportions only for the critical and unimportant factors, because there are no important effects in this configuration.
Efficiency
Tables III and IV also provide the average number of runs required to complete the experiment. Note that for FFCSB, this includes the phase 1 sampling (K + 1 runs) and the phase 2 sampling (using CSB). Similarly, for FFCSBX this includes the 2(K + 1) runs in phase 1 as well as the phase 2 sampling (using CSB-X).
The assumptions of CSB and CSBX are only satisfied in the "no negative" case, so we discuss these first. Clearly, experiments involving more factors require a greater number of runs. When the effects are not sparse, all procedures require substantial sampling to completely classify the factors. Even with the overhead of the fractional factorial, FFCSB substantially outperforms CSB in all six nonsparse scenarios in Table III ( p-value < 0.0001 in all cases). As Figure 3 shows, this improvement increases with the number of factors.
It is interesting to note that FFCSB can be more efficient when a mixture of positive and negative β's are present than when only positive effects exist (i.e., in the case where CSB's assumptions are fully satisfied). While this may seem surprising, there is an intuitive explanation. The factors most likely to be placed in the incorrect group after phase 1 (FF) are those with small |β|'s; they are also more likely to have small estimated |β|'s. In subsequent sampling they will often partially cancel effects of correctly grouped factors with small |β|'s, making it easier to eliminate large groups of unimportant factors in the early stages of phase 2 (CSB). Note that the efficiency improvement is not monotonic, but depends on the pattern of the factor effects. The maximum improvement seen in Table III is a statistically significant 13% ( p-value < 0.001).
The results in Table III are intended to demonstrate the potential effectiveness of FFCSB, relative to CSB. Sequential bifurcation is known to be most efficient when the factor effects are sparse [Bettonvil and Kleijnen 1997; Kleijnen et al. 2005] . Accordingly, we conduct another set of experiments to assess the performance of FFCSB in a situation more favorable to CSB.
Once again, 1000 replications are made for a variety of K 's (the number of factors). The results appear in Table V . As in the case for CSB, FFCSB terminates rapidly when factor effects are sparse. The benefits are more pronounced when screening a large number of factors. Table V also provides estimates of the variability in the number of runs required. This is another useful measure of FFCSB's performance, since an analyst running a single experiment might be interested in how likely it will be to take a extremely long time to finish. The coefficients of variation (equal to the ratio of the standard deviation to the mean) for the total runs in the nonsparse experiments range from 0.276 (for K = 15) to 0.118 (for K = 511). In the sparse experiments, these range from 0.198 (for K = 15) to 0.103 (for K = 511). In both situations the standard deviation of the number of runs required grows more slowly than the mean as the number of factors increases.
The impact of sparse factor effects on the efficiency is similar when FFCSBX is used. In general, the computational savings are greatest when the number of potential factors is large. For example, in Table IV when the (very sparse) effects are all positive, FFCSBX requires an average of 108 and 887 runs for K = 15 and K = 511, respectively. Results based on 100 replications in the nonsparse configurations are 250 and 15072 runs, so the computational savings for the sparse versus nonsparse configurations are 57% for K = 15 and 92% for K = 511.
Clearly, if two-way interactions are present then we need to use a procedure which provides a valid classification of main effects even in their presence. 0.29 † Defined as the ratio of the mean number of runs required using CSB-X minus that for using FFCSBX to the mean number of runs required using CSB-X.
Thus when little is known about the underlying procedure, FFCSBX is a more robust factor screening approach. We compare CSB-X and FFCSBX in a case advantageous to CSB-X in Table VI for three main effect configurations (nonsparse, sparse, and very sparse). The results agree with other empirical results. FFCSBX outperforms CSB-X when the number of factors is large, and takes a relatively small number of total runs (on average) in cases where it does not. As before, these procedures can take a very long time to complete when the sparsity assumption is inappropriate.
The efficiency of these procedures in sparse situations is striking. In Table V FFCSB takes fewer runs, on average, than six replications of a saturated fractional factorial experiment for all K examined, and improves to fewer than four replications when K = 511. Similarly, Table IV shows that in very sparse situations when interactions are present and σ 2 = 25, FFCSBX yields up to a 74% reduction in the average number of runs relative to CSBX, and the savings increase with K . The average runs required when K = 511 are less than conducting five replications of a resolution IV fractional factorial. Even when FFCSBX is less efficient than CSBX (σ 2 = 1), the runs required are quite reasonable. Thus the potential penalty (in efficiency) associated with using FFCSBX rather than CSBX is small, while the potential benefits (in effectiveness and efficiency) are quite large. The reader may wonder how sorting theβ's according to their magnitude after phase 1 affects the performance of FFCSB. If after phase 1 the factors are classified only according to the sign of their estimated effect without further sorting, this has no adverse impact on the classification effectiveness [Bosché 2006 ]. Indeed, both the sorted and unsorted versions of the FFCSB procedure correctly identify all effects in over 99.9% of the cases when the β's are sparse, and correctly identify all critical and unimportant effects in over 99.4% of the cases when the β's are not sparse, easily exceeding the Type I error and power requirements. The benefits of sorting after phase 1 are evident from Table VII, which summarizes results when half the effects are negative in both the sparse and nonsparse cases. All relative computational savings are greater than zero, indicating that sorting reduces the average number of runs. Sorting is more advantageous when the number of factors is large, and the benefits are particularly pronounced when factor effects are sparse. These are precisely the situations where we would want to use sequential screening procedures.
The unsorted variation of the procedure always requires substantially more data, on average, than FFCSB. Without the sorting, we do not get large groups containing only unimportant factors, particularly if K is large. This means that more bifurcation steps are required to isolate the critical effects.
EMPIRICAL PERFORMANCE EVALUATION: HETEROGENEOUS VARIANCE
The results in Section 3 were obtained for configurations where the response variance was constant (σ 2 = 1.0 or σ 2 = 25.0), but simulation responses typically exhibit heterogeneous variance behavior. To gain insights on the impact this has on the performance of FFCSB, we examine a relatively extreme case of variance heterogeneity, namely, when the response standard deviation is proportional to the response mean. In such a situation, the probability of any 
design point yielding a result with the incorrect sign (i.e., a negative observed outcome when the mean is positive, or vice versa) is constant. Mathematically, let Y x j denote the response associated with the ith design point x i (x i is the ith row of the fractional factorial design matrix, and a 1 × (K + 1) vector with elements ∈ {0, 1}). Let β denote the (K + 1) × 1 column vector (β 0 , . . . , β K ) and let c denote the constant of proportionality. Then
We assume the intercept (β 0 ) is equal to zero, and examine different ways of "calibrating" the variance to test the performance of the FFCSB. We wish to separate the impact of extreme variance heterogeneity on the performance of the two-phase procedures from the impact of variance magnitude. Our calibration method is described in detail in Appendix B. Essentially, we compute values of c that allow us to set the average variance or midvariance across the first-stage design points equal to 1.0. Since FFCSB correctly identifies critical and unimportant effects with extremely high probability in all cases (as in Table III ), we present only its efficiency results in Table VIII . The tabled numbers are based on 100 replications for each situation. 
0.46 † Defined as the ratio of the mean number of runs required for the CSB procedure minus that for the FFCSB to the mean number of runs required using CSB.
The results in Table VIII show that heterogeneous variance can make a substantial difference in the number of runs required. Clearly, the constant variance case is more difficult than the proportional standard deviation case if the standardization occurs on the midvariance. The difference is more pronounced for the nonsparse situations (N mid /N ∈ [0.30, 0.40]) than for the sparse situations (N mid /N ∈ [0.71, 0.95]); the larger savings occur for the larger values of K . When standardizing on the average variance, no simple pattern emerges. The number of runs required to correctly categorize the factors in the heterogeneous variance case can be smaller (nonsparse, no negative effects), statistically indistinguishable (sparse, no negative effects), or substantially larger (half-negative effects).
A final comparison of FFCSB's performance under variance heterogeneity is provided in Table IX , where we examine its efficiency relative to CSB in the special case where no factor effects are negative. As before, CSB is completely ineffective at identifying critical or important effects when half the factor effects are negative, so comparing the runs required is inappropriate in this situation. In all cases, FFCSB is more efficient than CSB, and once again, the relative computational savings improves as K increases.
The first-phase sampling in FFCSB and FFCSBX is a natural but heuristic approach to achieving better performance than possible using CSB or CSB-X alone without requiring that factor effect directions be known prior to experimentation. Although the classification probabilities and power are no longer strictly controlled, results such as those appearing in this article show that these procedures are effective across a wide variety of the underlying factor effect configurations, interactions, and variance structures. Of course, there are situations where screening methods like these are not appropriate. If the number of factors is small, there is less opportunity for improving efficiency. If factors with strong interactions exist but the low and high settings are set 7:18
• S. M. Sanchez et al. in ways to mask the main effects, these factors will not be identified as meriting further investigation. If factor effects are dense rather than sparse, then screening procedures may use a large number of runs without eliminating many factors from consideration: Higher-resolution designs (such as replicated fractional factorials) may be more efficient, although such designs typically assume homogeneous variances.
CONCLUSIONS
Group screening approaches have the potential to provide valuable information to those exploring stochastic simulation models with a large number of inputs, whether the analyst intends to stop after the screening is complete or to investigate those factors deemed important in more detail in subsequent experiments. Yet, to be truly useful, the screening methods should be applicable to a broad range of simulation studies while requiring few assumptions about the simulation model's behavior. The FFCSB procedure proposed here requires only that important factors can be identified via their main effects. The FFCSBX procedure relaxes this even further to account for second-order interactions.
Previously, CSB and CSB-X were the only procedures capable of controlling both Type 1 error and power under heterogeneous variance conditions, but they require a priori knowledge of the directions of all factor effects. FFCSB and FFCSBX take advantage of their error control properties by using CSB or CSB-X in phase 2. FFCSB and FFCSBX appear to eliminate the need for accurate subject-matter expertise by using an efficient fractional factorial to sort the factors in phase 1. Our empirical results clearly demonstrate that these twostage versions outperform CSB and CSB-X, respectively, in both efficiency and effectiveness, especially when little or nothing is known about the factor effects. This means the gains in efficiency and effectiveness are likely to be realized for practical applications. The phase 1 designs in FFCSB and FFCSBX are easy to construct, even when the number of factors is quite large. The potential penalty in loss of efficiency relative to CSB/CSBX is small, yet the potential gains in both effectiveness and efficiency are quite large. Thus, FFCSB and FFCSBX are flexible and useful tools for analysts who seek to explore simulation models when they have little information about the nature of its response surface.
APPENDICES APPENDIX A
A description of the extended fully sequential test taken from Wan et al. [2008] follows. We use this as the qualified test in phase 2 of either FFCSB or FFCSBX.
The extended fully sequential test adds one replication at a time to both the upper and lower levels of the group being tested and concludes as soon as the information is sufficient. Let r represent the current number of replications at levels k 1 and k 2 (the replications are always paired for the upper and lower levels of the testing group). The initial experiment at any level consists of n 0 replications, but more generally n k denotes the number of replications taken at level k. The test also utilizes Figure 4 . The maximum number of paired observations that will be taken is one more than M (k 1 , k 2 ) = a(k 1 , k 2 )/λ , where a(k 1 , k 2 ) and λ are parameters described next.
The constants a 0 and r 0 are the solutions of the following equations. We have
and
where
is the χ 2 distribution with n degrees of freedom, and (n/2) = ∞ 0 x n/2−1 e −x dx. If α = 1 − γ (the symmetric case), then a 0 = 2η(n 0 − 1)/( 1 − 0 ) and r 0 = ( 1 + 0 )/2, where η = (e −2 ln(2α)/(n 0 −1) − 1)/2 [Hartmann 1991; Kim 2005] . As in Wan et al. [2006] , replications are obtained whenever new groups are formed: When forming a new group containing the factors {k 1 +1, k 1 +2, . . . , k 2 } with k 1 < k 2 , the number of observations at level k 1 and level k 2 are equal in the following way before beginning the test. -If n k 1 = 0, then collect n 0 observations at level k 1 and set n k 1 = n 0 . -If n k 2 = 0, then collect n 0 observations at level k 2 and set n k 2 = n 0 .
-If n k 1 < n k 2 , then make n k 2 − n k 1 additional replications at level k 1 and set n k 1 = n k 2 . -If n k 2 < n k 1 , then make n k 1 − n k 2 additional replications at level k 2 and set n k 2 = n k 1 .
The challenge of implementing the extended fully sequential testing procedure lies in solving (8) and (9) to get a 0 and r 0 . Numerical methods are used to evaluate the double integrals and a two-dimensional line search is then required to find a solution. The following lemmas make the search relatively easy. Lemma 5.2 gives initial upper and lower bounds for r 0 , and based on the monotonicity property of Lemma 5.1, the bounds can be updated during the search process to close in on the solution. An implementation in MatLab (The Mathworks, Inc.) [Gilat 2008 ] is available from the authors on request.
APPENDIX B
We consider two methods for calibrating the homogeneous and heterogeneous variances for FFCSB. In the first, the constant of proportionality c max is chosen so the maximum response variance over the first stage design points is set to 1.0. In the second, the constant of proportionality c avg is chosen so that the average response variance over the first stage design points is set to 1.0.
Note that c max is associated with the design point that yields the highest mean value. Since X i = 0 or 1 for all design points, this clearly occurs when the β i corresponding to nonzero X i are all positive (or all negative). Let N c denote the number of critical effects, and define β max = max 
For the equally spaced configuration, let d = 2β max /(K − 1) represent the distance between two consecutive ordered means when half the β j 's are negative. Then the (K − 1)/2 positive means take on the values {di, i = 1, . . . , (K − 1)/2}. Summing over these, we find
Note that if no β j are negative (as in Figure 1 ), the maximum response mean is twice as large.
Setting the maximum response means equal to one, we can solve for c max in all four situations. (13) For the second instance, the constant of proportionality c avg is chosen so that the corresponding average response variance is equal to 1.0. Since we are using a fractional factorial experiment and the β i 's are randomly assigned to the columns of the design matrix X, different random assignments may yield different sets of response values. We make use of Proposition 1, which shows that the average response variance does not depend on the assignment of factors to the columns. PROOF. First, note that it suffices to prove this for K = 2 m − 1, since any smaller value of K can be handled by simply assigning factor effects β j = 0 for j > K . Two types of coding are used for the factors. CSB and FFCSB use coded levels of 0 and 1 for the low and high levels of the factors. CSB-X uses coded levels of −1, 0, and 1. Let n = 2 m , let 1 n× j denote an n × j matrix with every element equal to 1, let I n denote the identify matrix of dimension n × n, and let W= 2X − 1 n×n , that is, W represents the same design as X but has low level coded as −1 and high level coded as +1. Note that W W= nI n . Let P denote an n × n permutation matrix with the following properties.
(a) P i j ∈ {0, 1} for all i, j = 1, . . . , n; (b) P 1,1 = 1; (c) n j =1 P i j = 1 for any row i; and (d) n i=1 P i j = 1 for any column j . The last two conditions insure that P has a single 1 in every row and every column. Note that P P= I n .
We have already defined β to be the n × 1 column vector (β0, β 1 , . . . , β K ) associated with assigning factor 1 to column 2, factor 2 to column 3, etc. (the first column is used for the intercept). Then Pβ is a valid assignment of factors to columns, and it differs from the original assigment β as long as P =I n .
For any i, E[Y w i ] = w i Pβ, so the n × 1 vector WPβ consists of the means of all n design points. The quantity (WPβ) (WPβ) is thus equal to the sum of the response variances across the n design points. The average response variance across the n design points is
Var Y w i = 1 n WPβ WPβ = 1 n β P W WPβ = 1 n β P (nI n )Pβ = β (P P)β = β β, so the average response variance across design points is a constant that does not depend on the assignment of factors to columns if the design is given in coded levels of ±1. Finally, note that X= 0.5 W + 1 n×n . This means that for any design point x i , we have
Define
Then Xβ = Wβ * and XPβ = WPβ * for all P, so the result follows.
It follows from Proposition 5.3 that the average variance across design points is constant if the response standard deviaton are proportional (rather than
