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Abstract
In this paper, we study two classic optimization problems: minimum geometric dominating
set and set cover. In the dominating set problem, for a given set of objects as input, the
objective is to choose minimum number of input objects such that every input object is
dominated by the chosen set of objects. Here, one object is dominated by the other if both of
them have non-empty intersection region. For the second problem, for a given set of points
and objects, the objective is to choose minimum number of objects to cover all the points.
This is a special version of the set cover problem.
Both the problems have been studied for different types of objects for a long time. These
problems become APX-hard when the objects are axis-parallel rectangles, ellipses, α-fat
objects of constant description complexity, and convex polygons. On the other hand, PTAS
(polynomial time approximation scheme) is known for them when the objects are disks or unit
squares. Surprisingly, PTAS was unknown even for arbitrary squares. For homothetic set
of convex objects, an O(k4) approximation algorithm is known for dominating set problem,
where k is the number of corners in a convex object. On the other hand, QPTAS (quasi
polynomial time approximation scheme) is known very recently for the covering problem
when the objects are pseudodisks. For both problems obtaining a PTAS remains open for a
large class of objects.
For the dominating set problems, we prove that the popular local search algorithm leads
to an (1 + ε) approximation when objects are homothetic set of convex objects (which
includes arbitrary squares, k-regular polygons, translated and scaled copies of a convex
set etc.) in nO(1/ε
2) time. On the other hand, the same technique leads to a PTAS for
geometric covering problem when the objects are convex pseudodisks (which includes disks,
unit height rectangles, homothetic convex objects etc.). As a consequence, we obtain an
easy to implement approximation algorithm for both problems for a large class of objects,
significantly improving the best known approximation guarantees.
∗Supported by DST-INSPIRE Faculty Scheme.
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1 Introduction
1.1 Problems Studied
We consider two classic optimization problems which have wealth of theoretical results and
practical applications. One of them is dominating set and the other one is set cover. The problem
of finding the minimum dominating set is a fundamental problem in graph theory. Given a graph
G = (V, E), D ⊆ V is a dominating set if for every V ∈ V, either V is in the set D or at least
one neighbor of V is in D. The minimum dominating set is a dominating set with minimum
cardinality. There are many applications where minimum dominating set plays a crucial role,
one of them being network routing. We focus on intersection graphs of geometric objects in R2,
where two nodes have an edge if the corresponding objects intersect with each other.
In the set cover problem, for a set P and a range S which consists of subsets of P , the objective
is to choose minimum cardinality subset of S which covers all elements of P. This problem is
known to be a privileged one due to its vast applications in real life problems. We are interested
in the geometric variant of the problem, where P is a set of points in R2 and S consists of
geometric objects in R2, and the objective is to find a minimum cardinality subset of S which
covers all the points in P. Geometric set cover problem has many application in real world
for example wireless sensor networks, optimizing number of stops in an existing transportation
network, job scheduling.
1.2 Local Search
We use local search algorithm for the above mentioned problems. Local search is a popular
heuristic algorithm. This is an iterative algorithm which starts with a feasible solution and
improves the solution after each iteration until a locally optimal solution is reached. One big
advantage of local search algorithm is that it is very easy to implement and easy to parallelize [7].
As mentioned by Cohen-Addad and Mathieu [7], it is interesting to analyze such algorithms even
when alternative, theoretically optimal polynomial-time algorithms are known.
1.3 Our Results
For finding minimum dominating set, we consider the given objects as homothetic convex objects.
A large class of objects like arbitrary squares, arbitrary sized k-regular polygons, translated
and scaled copies of a convex object fall into this category. First, we show that the standard
local search algorithm leads to a polynomial time approximation scheme (PTAS) for computing
a minimum dominating set for the intersection graphs of homothetic convex objects. For the
analysis, we use separator-based technique introduced independently by Chan & Har-Peled [4]
and Mustafa & Ray [28]. The main part of this proof technique is to show the existence of a
planar graph satisfying a locality condition. Gibson et al. [14] used the same paradigm where
the objects were arbitrary disks. Our result on dominating set can be viewed as a non-trivial
generalization of their result. To show the planarity, first, we decompose (or shrink) a set of
homothetic convex objects (which are returned by the optimum algorithm and the local search
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algorithm) into a set of interior disjoint convex objects so that each input object has a “trace” in
this new set of objects. This decomposition is motivated from the idea of core decomposition
introduced by Mustafa et al. [26], and this technique could be of independent interest. Next, we
consider the nearest-site Voronoi diagram for this set of disjoint convex objects with respect to
the well-known convex distance function. Finally, we show that the dual of this Voronoi diagram
satisfies the locality condition.
For the covering problem, we consider the objects to be convex pseudodisks. Pseudodisks is a
more generalized class of objects where any two objects can have at most two intersections in
their boundary. We use a similar technique as the previous one. First, we show that we can
decompose (or shrink) a set of convex pseudodisks (which are returned by the optimum algorithm
and the local search algorithm) into a set of interior disjoint convex objects so that each input
point has a “trace” in this new set of objects. We consider a graph G in which each vertex
corresponds to a shrinked object, and two vertices has an edge if the corresponding objects share
an edge in their boundary. Since the shrinked objects are interior disjoint with each other, the
graph G is planar. We prove that the graph G satisfies the locality condition.
To be specific, our results are as follows:
• For a set of homothetic convex objects, the local search algorithm finds a dominating set
of size (1 + ε)|OPT |, where |OPT | is the size of the optimum solution.
• For a set of convex pseudodisks, the local search algorithm finds a set cover of size
(1 + ε)|OPT |, where |OPT | is the size of the optimum solution.
1.4 Related Works
Our work is motivated by recent progress on approximability of various fundamental geometric
optimization problems like finding maximum independent sets [1], minimum hitting set of
geometric intersection graphs [28], and minimum geometric set covers [26].
Dominating Set The minimum dominating set problem is NP-complete for general graphs [13].
From the result of Raz and Safra [29], it follows that it is NP-hard even to obtain c log ∆-
approximate dominating set for general graphs, where ∆ is the maximum degree of a node in the
graph and c (> 0) is any constant (see [21]).
Researchers have studied the problem for different graph classes like planar graphs, intersection
graphs, bounded arboricity graphs, etc. Recently, Har-Peled and Quanrud [16] proved that
local search produces a PTAS for graphs with polynomially bounded expansion. Gibson and
Pirwani [14] gave a PTAS for the intersection graphs of arbitrary disks. Unless P = NP [8](*),
it is not possible to achieve (1 − ) lnn-approximate dominating set in polynomial time for n
homothetic polygons [30, 11, 18]. Erlebach and van Leeuwen [9] proved that the problem is
APX-hard for the intersection graphs of axis-parallel rectangles, ellipses, α-fat objects of constant
description complexity, and of convex polygons with r-corners (r ≥ 4), i.e., there is no PTAS for
these unless P = NP .
(*)Originally the assumption was NP * DTIME(nO(log logn)). This assumption was improved to P 6= NP
recently by Dinur and Steurer [8].
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Effort has been devoted for the problem when the intersection graph is of specific objects like
squares, regular polygons, etc. Marx [23] proved that the problem is W [1]-hard for unit squares,
which implies that no efficient-polynomial-time-approximation-scheme (EPTAS) is possible
unless FPT = W [1] [24]. The best known approximation factor for homothetic 2k-regular
polygons is O(k) due to Erlebach and van Leeuwen [9], where k > 0. They also obtained
an O(k2)-approximation algorithm for homothetic (2k + 1)-regular polygons. Even worse, for
the homothetic convex polygons where each polygons has k-corners, the best known result is
O(k4)-approximation. The current state-of-the-art is lacking PTAS even for arbitrary squares.
We consider the problem for a set of homothetic convex objects.
Set Cover The set cover problem is known to be NP-complete [19]. The geometric variant gets
a high attention due to its wide applications (for example the recent breakthrough of Bansal and
Pruhs [2]). Unfortunately, the geometric version of the problem also remains NP-complete even
when the objects are unit disks or unit squares [3, 17].
Erlebach and van Leeuwen [10] obtained a PTAS for the geometric set cover problem when the
objects are unit squares. Recently, Chan and Grant [3] showed that the problem is APX-hard
when the objects are axis-aligned rectangles. They had extended the result to several other
class of objects including axis-aligned ellipses in R2, axis-aligned slabs, downward shadows of
line segments, unit balls in R3, axis-aligned cubes in R3. A QPTAS is known due to Mustafa
et. al. [27] for the problem when the objects are pseudodisks. Current state-of-the-arts lacks
PTAS when the objects are pseudodisks which includes a large class of objects: arbitrary squares,
arbitrary regular polygons, homothetic convex objects.
In the weighted setting, Varadarajan introduced the idea of quasi-uniform sampling to obtain
O(log φ(OPT ))-approximation guarantees in the weighted setting for a large class of objects
for which such guarantees were known in the un-weighted case [31]. Here φ(OPT ) is the union
complexity of the objects in the optimum set OPT . Very recently, Li and Jin proposed a PTAS
for weighted version of the problem when the objects are unit disks [22].
In [15], authors described a PTAS for the problem on computing a minimum cover of given points
by a set of weighted fat objects, by allowing them to expand by some δ-fraction. A multi-cover
(where each point is covered by at least k-many sets) problem under geometric settings was
studied in [5].
1.5 Organization
In Section 2, we present a general algorithm based on the local search technique. For the sake of
completeness, we show the top-view of the analysis technique of local search which was introduced
by Chan & Har-Peled [4] and Mustafa & Ray [28]. In Section 3, we prove two results for a set of
convex pseudodisks which are common tools for analyzing both dominating set and geometric set
cover problem. Thereafter, in Section 4 we prove the locality condition for dominating set when
the objects are homothetic convex polygons, and in Section 5 we prove the locality condition for
geometric set cover problem when the objects are convex pseudodisks.
4
1.6 Notations
We denote the set {1, 2, . . . , n} as [n]. By a geometric object (or object, in short) R, we refer to
a compact set in R2 with non-empty interior. In other words, the object R is a closed region
bounded by a closed Jordan curve ∂R. The interior(R) is defined as all the points in R which
do not appear in the boundary ∂R. If the object is convex, then we refer it as a convex object.
Two objects are homothetic to each other if one object can be obtained from the other by scaling
and translating. Throughout the paper, we use capital letter for an object, and caligraphic font
to denote a set of objects.
For any two objects R1 and R2, we denote the region of R1 which is not covered by R2 as the
uncover(R1, R2). In other words, uncover(R1, R2) = R1 \ {R1 ∩ R2}. For a set of objects R,
we define the cover-free region of any object Ri ∈ R as CF (Ri,R) = uncover(Ri,R \ Ri) =
∩Rj(6=Ri)∈Runcover(Ri, Rj). Note that CF (Ri,R)∩Rj = ∅ for all Ri, Rj(i 6= j) ∈ R. When the
underlined set of objects R is obvious, then we use the term CF (Ri) instead of CF (Ri,R).
A collection of geometric objects R is said to form a family of pseudodisks if the boundary of
any two objects cross each other at most twice. A collection of geometric objects R is said to be
cover-free if no objects R ∈ R is covered by the union of the objects in R \R, in other words,
CF (R,R) 6= ∅ for all objects in R.
2 Algorithm via Local Search
We use standard local search algorithm [28] as given in Algorithm 1.
Algorithm 1: Local Search(S )
Input: A set of n objects S in R2
1 Initialize Q to an arbitrary subset of S which is a feasible solution;
2 while ∃ X ⊆ Q of size at most b, and X ′ ⊆ S of size at most |X | − 1 such that (Q \ X ) ∪ X ′ is a
feasible solution do
3 set Q ← (Q \ X ) ∪ X ′;
4 while ∃ some object Q ∈ Q such that region Q \
⋃
P ( 6=Q)∈Q
P is completely contained in some object
R ∈ S \ Q do
5 replace Q by R in Q;
6 Report Q;
A subset of objects Q ⊆ S is referred to as b-locally optimal if one can not obtain a smaller
feasible solution by removing a subset X ⊆ Q of size at most b from Q and replacing that with a
subset of size at most |X | − 1 from S \ Q. Our algorithm computes a b-locally optimal set of
objects for b =
α
2
, where α > 0 is a suitably large constant.
Observe that at the end of the first while-loop, the set Q is b-locally optimal, and the set Q is
cover-free. The last while-loop of the algorithm ensures that the cover-free region of each object
in Q is not properly contained in some other object in S . Observe that each iteration of this last
while-loop maintains b-locally optimal property as an invariant. Since the size of Q is decreased
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by at least one after each update in Line 3, the number of iterations of first while-loop is at most
n, and each iteration takes O(nb) time as it needs to check every subset of size at most b. So,
the first-while loop needs O(nb+1) time. On the other hand, number of iterations of the second
while-loop is at most O(n2). Thus, total time complexity of the above algorithm is O(nb+1).
2.1 Analysis of Approximation
Let OPT be the optimal solution and Q be the solution returned by our local search algorithm.
Our algorithm ensures that there is no object S ∈ S \ Q which completely contains any object
of Q. Similarly, we can assume that no object in OPT is completely contained in any object
from S \ OPT . Let Q′ = Q \ {Q ∩ OPT }, OPT ′ = OPT \ {Q ∩ OPT }. We show that
|Q′| ≤ (1 + )|OPT ′| which implies that |Q| ≤ (1 + )|OPT |.
In the context of dominating set problem, let S ′ be the set containing all objects of S which
are not dominated by any object in Q ∩ OPT . In Section 4.4, we prove the following locality
condition where objects are homothetic copies of a convex object.
Lemma 1. [Locality Condition for Dominating Set] There exists a planar graph G = (Q′ ∪
OPT ′, E) such that for all S ∈ S ′ there exists an edge (U, V ) ∈ E where both U and V dominates
S, and U ∈ Q′ and V ∈ OPT ′.
In the context of geometric covering, let P ′ be the set containing all points of P which are not
covered by any object in Q∩OPT . In Section 5, we prove the following locality condition where
objects are convex pseudodisks.
Lemma 2. [Locality Condition for Set Cover] There exists a planar graph G = (Q′ ∪ OPT ′, E)
such that for all p ∈ P ′ there exists an edge (U, V ) ∈ E where both U and V covers P ′, and
U ∈ Q′ and V ∈ OPT ′.
Once we have the above lemma on locality condition, the analysis of the algorithm is same as
in [28]. For the sake of completeness, we provide the following analysis. As the graph G is planar,
the following planar separator theorem can be used.
Theorem 1 (Frederickson [12]). For any planar graph G = (V, E) of n vertices, there is a set
X ⊆ V of size at most c1n√
r
, such that V \ X can be partitioned into n/r sets V1,V2, . . .Vn/r
satisfying (i) |Vi| ≤ c2r, (ii) N(Vi)∩Vj = ∅ for i 6= j, and |N(Vi)∩X | ≤ c3
√
r, where c1, c2, c3 > 0
are constants, 1 ≤ r ≤ n, and N(V ′) = {U ∈ V \ V ′|∃V ∈ V ′ with (U, V ) ∈ E}.
Let us assume that r ≡ b/c2 and apply the above theorem. So, |Vi| ≤ b. Let Q′i = Q′ ∩ Vi and
OPT ′i = OPT ′ ∩ Vi. Note that we must have
|Q′i| ≤ |OPT ′i|+ |N(Vi)|, (1)
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otherwise our local search would replace Q′i by OPT ′i ∪N(Vi). Now, we have
|Q′|≤|X |+
∑
i
|Q′i| (Each element of Q′ either belongs to Q′i or X )
≤|X |+
∑
i
|OPT ′i|+
∑
i
|N(Vi)| (Follows from Equation 1)
≤|OPT ′|+ |X |+
∑
i
|N(Vi)| (OPT ′i are disjoint subset of OPT ′)
≤|OPT ′|+ c
′
1(|Q′|+ |OPT ′|√
b
(|N(Vi)| ≤ c3
√
r and |X | ≤ c1|(Q′ +OPT ′)|/
√
r )
|Q′|≤1 + c
′
1/
√
b
1− c′1/
√
b
|OPT ′| (By rearranging)
|Q′|≤(1 + )|OPT ′| (b is large enough constant times 1
2
).
3 Tools for Constructing Disjoint Convex Objects
In this section, we present two tools (or Lemmata) which are essentials for analyzing our main
results. The union decomposition, we define here, is inspired by the idea of core decomposition
introduced by Mustafa et al. [26].
Definition 1. For a set of convex objects R = {R1, . . . , Rn}, a set of objects R˜ = {R˜1, . . . , R˜n}
is called union decomposition if the following three properties are satisfied.
(i) subset property: For each i ∈ [n], R˜i ⊆ Ri.
(ii) convex property: For each i ∈ [n], R˜i is a convex object.
(iii) union property: Their union remains unchanged, i.e., ∪i∈[n]R˜i = ∪i∈[n]Ri.
If R˜ satisfies all the above properties excepting union property then R˜ is referred as convex
decomposition of R.
Definition 2. For a set of convex objects R = {R1, . . . , Rn}, a set of objects R˜ = {R˜1, . . . , R˜n}
is called disjoint union decomposition (resp. disjoint convex decomposition) if (i) R˜ is a union
decomposition (resp. convex decomposition) of R, and (ii) for all i, j(i 6= j) ∈ [n], R˜i and R˜j are
pairwise interior disjoint, i.e., interior(Ri) ∩ interior(Rj) = ∅.
First, we prove the following lemma which is a reminiscent of [26, Lem 3.3].
Lemma 3. For a cover-free set of convex pseudodisks R = {R1, . . . , Rn}, there exist a disjoint
union decomposition R˜ = {R˜1, . . . , R˜n} such that CF (Rj) ⊆ R˜j, for all j ∈ [n].
Proof. The proof is constructive. The algorithm to construct a disjoint union decomposition
R˜ = {R˜1, . . . , R˜n} of R = {R1, . . . , Rn} is as the following. This is an n-phase algorithm. After
the ith phase, the following invariants are maintained, for all i ∈ [n].
Invariant 1. The objects in R˜i = {R˜1i, . . . , R˜ni} form a union decomposition of R = {R1, . . . , Rn}
such that (i) CF (Rj) ⊆ R˜j i for all j ∈ [n], and (ii) interior(R˜ti) ∩ interior(R˜qi) = ∅ where
t 6= q and 1 ≤ t ≤ i, 1 ≤ q ≤ n.
Invariant 2. The objects in R˜i = {R˜1i, . . . , R˜ni} form a pseudodisks.
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We initialize R˜0 = R. This satisfies both invariants. At the beginning of the ith phase, we
set X = R˜i
i−1
. Let Ripi = {R˜pi(1)
i−1
, . . . , R˜pi(t)
i−1} be the set of convex objects in R˜i−1 which
intersects interior(R˜i
i−1
). In other words, interior(R˜i
i−1
) ∩ interior(R˜pi(j)
i−1
) 6= ∅ for any
j ∈ Π, where Π = {pi(1), . . . , pi(t)}.
Consider any convex object R˜pi(j)
i−1 ∈ Ripi. As R˜pi(j)
i−1
and X are pseudodisks, so there are
two intersection points in their boundary. Let p1 and p2 be these two intersection points. Let
C∞ (respectively C∈) be the part of the boundary of R˜pi(j)
i−1
(respectively X) which is inside
X (respectively R˜pi(j)
i−1
). The line segment p1, p2 is contained in both R˜pi(j)
i−1
and X because
both of them are convex objects. We replace both C∞ and C∈ by the line segment p1, p2. In
this way, we obtain new convex objects R˜pi(j)
i ⊆ R˜pi(j)
i−1
and Xj ⊆ X that are pair-wise interior
disjoint with each other, and R˜pi(j)
i ∪Xj = R˜pi(j)
i−1 ∪X. See Figure 1 for illustration.
˜Rpi(j)i−1
X
˜Rpi(j)i
Xj
Figure 1: Illustration of Lemma 3
For all j ∈ Π, we construct the corresponding R˜pi(j)
i
and Xj as above. At the end of this phase,
we assign R˜i
i
= ∩j∈ΠXj . Note that R˜i
i
is also convex as it is intersection of some convex objects.
We set R˜j
i
= R˜j
i−1
for all j ∈ [n] \Π.
Thus, after the ith phase, we find a union decomposition R˜i such that interior(R˜ii)∩interior(R˜j i) =
∅ for all j( 6= i) ∈ {1, . . . , n}. On the other hand, we have interior(R˜ti−1) ∩ interior(R˜qi−1) = ∅
where t 6= q and 1 ≤ t ≤ i − 1, 1 ≤ q ≤ n. Combining these, we obtain interior(R˜ti) ∩
interior(R˜q
i
) = ∅ where t 6= q and 1 ≤ t ≤ i, 1 ≤ q ≤ n.
Since the union of objects in R˜i is same as the union of the convex objects in R˜i−1, and the
objects in R˜i−1 are cover-free, so each object R˜j i has its free portion CF (Rj) which is not
covered by others, for all j ∈ [n]. Thus the the Invariant 1 is maintained. Now, we prove that
the Invariant 2 is also maintained. We prove the objects in R˜i form pseudodisks by showing the
following claim.
Claim 1. Let R˜`1
i−1
and R˜`2
i−1
be any two objects in R˜i−1, then their boundaries ∂R˜`1
i
and
∂R˜`2
i
may cross each other at most twice.
Proof of Claim 1. For any R ∈ Ripi, let I(R) be the interval R ∩ ∂X on the boundary of X. As
no pseudodisks in R˜i−1 is completely contained in another pseudodisks, so the intervals are well
defined.
There are three possible cases:
• Case 1: I(R˜`1
i−1
) ∩ I(R˜`2
i−1
) = ∅,
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XR˜l2
i−1
R˜l1
i−1
(a)
R˜i
i
R˜l2
i
R˜l1
i
(b)
X
R˜l2
i−1
R˜l1
i−1
(c)
R˜i
i
R˜l2
i
R˜l1
i
(d)
Figure 2: Illustration of Claim 1
• Case 2: I(R˜`1
i−1
) ⊆ I(R˜`2
i−1
),
• Case 3: I(R˜`1
i−1
) ∩ I(R˜`2
i−1
) 6= ∅ and I(R˜`1
i−1
) * I(R˜`2
i−1
).
In case 1, ∂R˜`1
i
and ∂R˜`2
i
do not have any new intersection which ∂R˜`1
i−1
and ∂R˜`2
i−1
did not
have. In fact they may lost intersections lying in X. As ∂R˜`1
i−1
and ∂R˜`2
i−1
may cross each
other at most twice, so does ∂R˜`1
i
and ∂R˜`1
i
. In case 2 and case 3, the situations are exactly
same as shown in Figure 2(a,b) and Figure 2(c,d), respectively. In both the cases, the claim
holds true.
After completion of the nth phase, we assign R˜ = R˜n. The proof of the lemma follows from the
Invariant 1.
Now, we prove the following important lemma.
Lemma 4. Let U ∪ V be a set of convex pseudodisks, and U0 ∪ V0 be its disjoint convex
decomposition. Let Ui and Vj be any two convex pseudodisks from U and V, respectively,
and Ui
0 and Vj
0 be two corresponding convex objects from U0 and V0, respectively, such that
CF (U0i ,U0 ∪V0) 6= ∅, CF (V 0j ,U0 ∪V0) 6= ∅ and interior(Ui0)∩ interior(Vj0) 6= ∅. Then we can
find Uij
0 ⊆ Ui0 and Vji0 ⊆ Vj0 such that the following properties are satisfied.
(i) CF (U0i ,U0 ∪ V0) ⊆ Uij0 and CF (V 0j ,U0 ∪ V0) ⊆ Vji0.
(ii) Uij
0 and Vji
0 are interior disjoint convex objects, i.e. interior(Uij
0) ∩ interior(Vji0) = ∅,
and ∂Uij
0 \ ∂Ui0 = ∂Vji0 \ ∂Vj0 is a separating-edge Eij joining two intersection points of
∂Ui
0 and ∂Vj
0, in other words, both Uij
0 and Vji
0 share Eij on their boundary.
(iii) Ui
0 \ Uij0 is completely contained in Vj.
(iv) Vj
0 \ Vji0 is completely contained in Ui.
Proof. Observe that uncover(Ui
0, Vj
0) may consist of several disconnected regions (say, k many
disconnected region/petals) as there may be several intersection-points of ∂Ui
0 and ∂Vj
0 (see Fig-
ure 3(a)). Let R0ij = Ui
0∩Vj0, and uncover(Ui0, Vj0) = ∪kt=1pt(Ui0) where each pt(Ui0) is defined
by two intersection-points of ∂Ui
0 and ∂Vj
0, and it denotes a unique interval I(pt(Ui
0)) along the
boundary of R0ij (see Figure 3(b)). It is to be noted that uncover(Ui
0, Vj) ⊆ uncover(Ui0, Vj0).
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U˜i
0
V˜j
0
(a) petals (b) intervals along the boundary of R0ij
Ei,j
Hij
Hji
partial-boundary ∆Vji
partial-boundary ∆Uij
(c) Uij
0, Vji
0
uncover(Red,Green)
uncover(Green,Red)
PartitionLine
(d) Ui, Vj
Figure 3: Illustration of Lemma 4
Let upetal(Ui
0) = {pt(Ui0) ∈ uncover(Ui0, Vj0)|pt(Ui0) ∩ uncover(Ui0, Vj) 6= ∅}, and I(Ui0) =
{I(pt(Ui0))|pt(Ui0) ∈ upetal(Ui0)}.
Similarly, we define pt(Vj
0), upetal(Vj
0) and I(Vj0).
Let CO be the family of all triples of the set I(Ui0)∪I(Vj0) such that (I1, I2, I3) ∈ CO if and only
if (I1, I2, I3) appears clock-wise along the boundary of R
0
ij (see Figure 3(b)). We call the family
CO conflicting if there exist pt1(Ui
0), pt2(Ui
0) ∈ upetal(Ui0) and pt1(Vj0), pt2(Vj0) ∈ upetal(Vj0)
such that both (I(pt1(Ui
0)), I(pt1(Vj
0)), I(pt2(Ui
0))) and (I(pt2(Ui
0)), I(pt2(Vj
0)), I(pt1(Ui
0)))
belongs to CO. Because of the following reason, CO is conflicting-free.
• As Ui and Vj are convex pseudodisks, so ∂Ui and ∂Vj cross each other exactly twice. Let
p1 and p2 be these two intersection points. Because both Ui and Vj are convex, the line
p1p2 partition the plane into two half-planes H1 and H2 such that uncover(Ui, Vj) ⊂ H1
and uncover(Vj , Ui) ⊂ H2 (see Figure 3(d)). If CO is conflicting, then we can not find
such line p1p2. This is a contradiction. Thus, CO is conflicting-free.
Since CO is conflicting-free, we can find two intersection-points ( of ∂Ui
0 and ∂Vj
0 ) p and q on the
boundary of R0ij which divide ∂R
0
ij into two parts ∂1 and ∂2 such that ∂1 contains all the intervals
of I(Ui0) and ∂2 contains all the intervals of I(Vj0). The line pq partitions the plane into two half-
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planes Hi and Hj such that Hi contains all the petals of upetal(Ui
0) and Hj contains all the petals
of upetal(Vj
0). Now, we define Uij
0 = Hi ∩ Ui0 and Vji0 = Hj ∩ Vj0. We define the line segment
pq as the separating-edge Eij . Note that Uij
0 and Vji are interior disjoint convex objects because
the half-planes Hi and Hj are interior disjoint. As CF (U
0
i ,U0 ∪ V0) ⊆ Ui0, so CF (U0i ,U0 ∪
V0) ⊆ uncover(Ui0, Vj). On the other hand, uncover(Ui0, Vj) ⊆ ∪pt(Ui0)∈upetal(Ui0)pt(Ui0) is
contained in both Hi and Ui
0. Thus CF (U0i ,U0 ∪ V0) ⊆ uncover(Ui0, Vj) ⊆ Uij0. Similarly,
CF (V 0j ,U0∪V0) ⊆ uncover(Vj0, Ui) ⊆ ∪pt(Vj0)∈upetal(Vj0)pt(Vj0) ⊆ Vji0. Thus the lemma follows.
4 Dominating Set for Homothetic Convex Objects
Let C be a convex object in the plane. We fix an interior point of C as the center c(C). We
are given a set S of n homothetic (i.e. translated and scaled) copies of C, and our objective is
to show that the local search algorithm, given in Section 2, produces a PTAS for the minimum
dominating set for S . Recall that Q is the set of objects returned by local search algorithm,
and OPT is a minimum dominating set. As defined in Section 2.1, Q′ = Q \ {Q ∩ OPT },
OPT ′ = OPT \ {Q ∩ OPT }, and S ′ is the set containing all objects of S which are not
dominated by any object in Q∩OPT .
In this section, we show mainly the existence of a planar graph satisfying the locality condition
mentioned in Lemma 1. The overview of the proof is as follows. First, we shrink the objects
in Q′ ∪ OPT ′ in such a way that each O ∈ Q′ ∪ OPT ′ has a corresponding non-empty shrank
convex object O˜, and it is interior disjoint with other shrank objects. Let Q˜′ ∪ O˜PT ′ be this set
of shrank convex objects. We consider a nearest-site Voronoi diagram for the sites in Q˜′ ∪ O˜PT ′
with respect to a convex distance function. Then we show that the dual of this Voronoi diagram
satisfies the locality condition mentioned in Lemma 1.
4.1 Decomposing into Interior Disjoint Convex Sites
Using lemmata 3 and 4 as tools, now we prove the following which is one of the influential
observations of our paper.
Lemma 5. For a set of homothetic convex objects Q′ ∪ OPT ′, there exist a disjoint convex
decomposition Q˜′ ∪ O˜PT ′ which satisfies the following:
• for any input convex object S ∈ S ′ either (i) there exist U˜ ∈ Q˜′ and V˜ ∈ O˜PT ′ such that
S∩U˜ 6= ∅ and S∩ V˜ 6= ∅, or (ii) there exist U ∈ Q′ and V ∈ OPT ′ such that S∩U ∩V 6= ∅,
and U˜ and V˜ share an edge on their boundary.
Proof. Let Q′ = U = {U1, . . . , U`} and OPT ′ = V = {V1, . . . , Vt}. Recall that the last while-
loop of Algorithm 1 ensures that CF (Ui,Q′) is not properly contained in some objects in S
for all i ∈ [`]. Performing similar while-loop with the objects in OPT ′, we can ensure that
CF (Vj ,OPT ′) is not properly contained in some objects in S , for all j ∈ [t]. Thus, we have
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Claim 2. CF (Ui,Q′) (resp. CF (Vj ,OPT ′)) is not properly contained in some objects in S for
all i ∈ [`] (resp. j ∈ [t]).
Our algorithm to obtain a disjoint convex decomposition Q˜′ ∪ O˜PT ′ = {U˜1, . . . U˜`} ∪ {V˜1, . . . V˜t}
for Q′ ∪ OPT ′ satisfying the lemma statement is as follows.
Step 1: Obtaining union decomposition: Note that the objects in Q′ are cover-free,
otherwise local search could reduce the output size further. For the same reason, the objects in
OPT ′ are also cover-free. So, we can apply Lemma 3 on the objects Q′ and OPT ′, separately.
We compute the disjoint union decomposition of Q′ and OPT ′ separately using the Lemma 3.
Let Uo = {U1o, . . . , U`o} (resp. Vo = {V1o, . . . , Vto} ) be the disjoint union decomposition of Q′
(resp. OPT ′). Now, following claim is obvious.
Claim 3. Any points p ∈ R2 is contained in the interior of at most two objects of Uo ∪ Vo.
Lemma 3 ensures that CF (Ui,Q′) ⊆ Uio 6= ∅ and CF (Vj ,OPT ′) ⊆ Vjo 6= ∅ for all i ∈ [`], j ∈ [t].
Note that Ui
o can not be properly contained in one object from Vo (follows from Claim 2),
but it may be completely covered by union of two or more objects from Vo. Assume that
Ui
o is completely covered by V oj1, V
o
j2, . . . V
o
jk. As Vo is a disjoint decomposition of OPT ′, so
V oj1, V
o
j2, . . . V
o
jk are non-overlapping and they share edge inside the boundary δUi
o. Let E(p, q)
be the shared edge between V op and V
o
q where p, q ∈ {j1, j2, . . . , jk}. We pick any two objects
V op , V
o
q ∈ {V oj1, V oj2, . . . V ojk}. We shrink either V op or V oq by moving E(p, q) inward by an  distance
for a suitably small  such that the set of objects of S ′ intersected by the new shrinked V 0o ∪ V 0q
is same as the set of objects of P ′ intersected by the original V oo ∪ V oq (see Figure 4). This
ensures that Uoi has cover-free region with respect to this new shrinked objects. We do the
same for all the objects Ui
o ∈ Uo which is completely covered by union of two or more objects
from Vo. Let V0 be the new shrinked convex decomposition of Vo. So, CF (Uio,Uo ∪ V0) 6= ∅
for all i ∈ [`]. Similarly, we construct shrink convex decomposition U0 from Uo to ensure that
CF (Vj
0,U0 ∪ V0) 6= ∅ for all j ∈ [t]. Observe that CF (Ui0,U0 ∪ V0) 6= ∅ for all i ∈ [`] as each
point p ∈ R2 is contained in the interior of at most two objects of Uo ∪ Vo (by Claim 3). Thus,
we have the following:

Figure 4: Making CF (Ui
0,U0 ∪ V0) 6= ∅
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Claim 4. (i) CF (Ui
0,U0 ∪ V0) 6= ∅ for all i ∈ [`],
(ii) CF (Vj
0,U0 ∪ V0) 6= ∅ for all j ∈ [t],
(iii) For each object S ∈ S ′, there exist an object U0i ∈ U0 (resp. V 0j ∈ V0) such that S ∩U0i 6= ∅
(resp. S ∩ V 0j 6= ∅).
Step 2: Obtaining disjoint decomposition: Now, consider Ui
0 ∈ U0 for all i ∈ [`]. Lemma 3
ensures that Ui
0 does not have any interior overlap with Uk
0, for any k ∈ [`] \ i. Similarly, Vj0
(j ∈ [t]) does not have any interior overlap with Vk0, for any k ∈ [t]\j. But, Ui0 may have interior
overlapping with Vj
0 for any j ∈ [t]. Let V0i ⊆ V0 be the set of all such objects which have interior
overlapping with Ui
0. Consider any object Vj
0 ∈ V0i and Ui0. Note that CF (Ui0,U0 ∪ V0) 6= ∅
and CF (Vj
0,U0 ∪ V0) 6= ∅ (by Claim 4). So, we can apply Lemma 4 for the objects Ui0 and
Vj
0, and obtain two interior disjoint convex objects Uij
0 ⊆ Ui0 and Vji0 ⊆ Vj0 separated by the
separating-edge Eij . Let Ui
1 = ∩{j|Vj0∈V0i }Uij
0. Since intersection of convex objects is a convex
object, Ui
1 is also convex. As each Uij
0 contains CF (U0i ,U0 ∪V0) (by Lemma 4), so Ui1 contains
CF (U0i ,U0 ∪ V0).
Similarly, we define Vj
1 for all j ∈ [t] as follows. Let U0j ⊆ U0 be the set of all such objects
which have interior overlapping with Vj
0. By applying Lemma 4 for any object Ui
0 ∈ Uj
and Vj
0, we can construct interior disjoint convex objects Uij
0 ⊆ Ui0 and Vji0 ⊆ Vj0. Let
Vj
1 = ∩{i|Ui0∈Uj}Vji0 which is a convex object and it contains CF (Vj). Let U1 = {U11, . . . , U`1}
and V1 = {V11, . . . , Vt1}. Note that U1 ∪ V1 is a disjoint convex decomposition of Q′ ∪ OPT ′.
If we concentrate on the arrangements of all Eij along the boundary of ∂Ui
0, then we observe
the following.
Claim 5. Any two separating-edges Eij and Eij′ do not intersect with each other.
Proof. If Eij and Eij′ intersect with each other then it implies that the corresponding convex
objects Vj
0 and Vj′
0 also intersect with each other, which is not possible because V0 is a disjoint
convex decomposition.
The boundary ∂Ui
1 is actually obtained by replacing some portion of ∂Ui
0 by some separating-
edge Eij . We denote partial-boundary ∆Uij (resp., ∆Vji ) by the portion of the boundary ∂Ui
0
(resp., ∂Vj
0) which is replaced by the edge Eij (see Figure 3(c) where partial-boundary is marked
as dotted.). Note the following.
Claim 6. If the separating-edge Eij is not in the boundary of the object Vj
1, then the object Vj
1
does not intersect the partial boundary ∆Uij
0.
Proof. As we know from Claim 5 that no two separating-edge intersect with each other, so the
only reason of Eij not being a part of ∂Vj
1 is that there is another object Ui′
0 such that the
partial-boundary ∆Vji′ contains the partial-boundary ∆Vji. In this case the separating-edge
Ei′j can not intersect the object Ui
0 because Ui′
0 and Ui
0 are interior disjoint (this follows from
Claim 3). Thus, the claim follows.
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Claim 7. If the separating-edge Eij is not in the boundary of the object Vj
1, then the object Vj
1
does not intersect the boundary ∂Ui.
Proof. It follows from Claim 6 and the fact that Vj
1 and the partial boundary ∆Uij are in the
same half-plane defined by the edge Eij (this follows from Lemma 4).
Claim 8. If the object Vj
1 intersects the partial boundary ∂Uij
0, then the separating-edge Eij is
a part of the boundary of the object Vj
1.
Proof. The statement of this claim is contrapositive to the statement of Claim 6. Thus, the proof
follows.
Step 3: Expansion of objects in U1: Now, we consider each convex object Ui1 ∈ U1. Let V1i be
the set of all objects from V1 which intersects the boundary ∂Ui0. We define Ui2 = ∩{j|Vj1∈V1i }Uij
0,
where Uij
0 is obtained by using Lemma 4 on the objects Ui
0 and Vj
0. Note that this new object
Ui
2 is pair-wise interior disjoint with all the objects in V1 (Follows from Claim 7) and if the
separating-edge Eij is a part of the boundary ∂Ui2, then Vj1 also shares the edge Eij on its
boundary.
In this way, we obtain a set of disjoint convex objects U2 = {U12, . . . , U`2}. Note that U2 is a
disjoint convex decomposition of U0, and U2∪V1 is a disjoint convex decomposition of Q′∪OPT ′.
This construction ensures the following.
Claim 9. Eij is a part of ∂Ui2 if and only if both Ui2 and Vj1 shares Eij on their boundary.
Claim 10. If p ∈ Ui0 and p /∈ Ui2, then there exist some Vj1 ∈ V1 such that Ui2 and Vj1 share
an edge on their boundary and p ∈ Vj.
Proof. Follows from Lemma 4 and the construction up to Step 3.
Step 4: Expansion of objects in V1 and contraction of objects in U2: We denote the
part of the boundary of Ui
2 which is inside Vj
0 by ∆ij , for any i ∈ [`] and j ∈ [t] such that Ui2
intersects the boundary ∂Vj
0. First, observe the following.
Claim 11. Let Ui
2 intersects the boundary ∂Vj
0. Then either (i) ∆ij contains no separating-edge,
or (ii) ∆ij is the separating-edge between Vj
0 and Ui
0.
Proof. Follows from Claim 3 and Claim 9.
We consider Vj
1 ∈ V1 for all j ∈ [t] and do the following. Let U2j be the set of objects in U2
which intersects the boundary ∂Vj
0. We construct Vj
2 = ∩i|Ui2∈U2j Vji
0, where Vji
0 is obtained
by applying Lemma 4 on the object Vj
0 with Ui
0. Note that this new object Vj
2 may not be
pair-wise interior disjoint with some object Ui
2 ∈ U2j with ∆ij containing no separating-edge
(this follows from Claim 11). For all such object Ui
2 ∈ U2j , we shrink them by applying Lemma 4
with the object Vj
0.
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Thus, we obtain a convex decomposition V2 = {V12, . . . , Vt2} of the V0, and a shrinked set of
objects U3 = {U13, . . . , U`3} which is a convex decomposition of U2. Note that U3 ∪ V2 is a
disjoint convex decomposition of Q′ ∪ OPT ′. We set Q˜′ ∪ O˜PT ′ = U3 ∪ V2
This construction along with Claim 10 ensures the following.
Claim 12. • If p ∈ Ui0 and p /∈ Ui3, then there exist some Vj2 ∈ V2 such that Ui3 and Vj2
share an edge on their boundary and p ∈ Vj.
• If p ∈ Vj0 and p /∈ Vj2, then there exist some Ui3 ∈ U3 such that Ui3 and Vj2 share an
edge on their boundary and p ∈ Ui.
Finally, we claim the following which completes the proof of the lemma statement.
Claim 13. For any input convex object S ∈ S ′ either (i) there exist U˜ ∈ Q˜′ and V˜ ∈ O˜PT ′ such
that S ∩ U˜ 6= ∅ and S ∩ V˜ 6= ∅, or (ii) there exist U ∈ Q′ and V ∈ OPT ′ such that S ∩U ∩V 6= ∅,
and U˜ and V˜ share an edge on their boundary.
Proof. Let S be any input object in S ′. From Claim 4 (iii), we know that there exist Ui0 ∈ U0
and Vj
0 ∈ V0 such that S ∩ Ui0 6= ∅ and S ∩ Vj0 6= ∅ for some i ∈ [`] and j ∈ [t]. If after Step
4, S ∩ Ui3 6= ∅ and S ∩ Vj2 6= ∅, then the claim follows. So without loss of generality assume
that S ∩ Ui3 = ∅. Consider any point p ∈ S ∩ Ui0. As p ∈ Ui0 but p /∈ Ui3, so there exist some
Vj′
2 ∈ V2 such that Ui3 and Vj′2 share an edge on their boundary and p ∈ Vj′ (follows from
Claim 12). Thus the claim follows.
Thus the lemma follows.
4.2 Convex Distance Function
Recall that C is a convex object and c(C) is the center of C. We use the convex distance function
with respect to the convex shape C. It was first introduced by Minkowski in 1911 [20, 6].
Definition 3. Let p1 and p2 be any two points in R2. We translate C to p1, and consider the
ray from p1 through p2. Let q be the unique point on the boundary of C intersected by this ray.
The distance δC(p1, p2) is defined as
δE(p1, p2)
δE(p1, q)
, where δE(x, y) is the conventional Euclidean
distance between x and y.
The distance δC(p1, p2) gives exactly the factor, that the convex set C translated to p1 must be
expanded or contracted for the boundary of C to touch p2. Note that δC(p1, p2) does not satisfy
the symmetric property if C is not symmetric. But it satisfies the following properties:
Property 1. (i) Let p1 and p3 be any two points in R2 and let p2 be any point on the line
segment p1, p3, then δC(p1, p3) = δC(p1, p2) + δC(p2, p3).
(ii) The distance function δC follows the triangular inequality, i.e., and δC(p1, p3) ≤ δC(p1, p2)+
δC(p2, p3), where p1, p2 and p3 are any three points in R2.
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Remark 1. Note that the distance function δC follows the triangular inequality if and only if C
is a convex shape [20, 6].
Now, we define the distance dC(p, P ) from a point p to any convex object P (P may not be
homothetic to C) as follows.
Definition 4. Let p be a point and P be a convex object in a plane. The distance dC(p, P ) from
p to P is defined as dC(p, P ) = min
q∈P
δC(p, q).
This distance function has the following properties.
Property 2. (i) If p is contained in the object P , then dC(p, P ) = 0.
(ii) If dC(p, P ) > 0, then p is outside the object P , and a translated copy of C centered at p
with scaling factor dC(p, P ) touches the object C.
4.3 Nearest-site Voronoi diagram
We define a nearest-site Voronoi diagram [25] for all the objects in Q˜′ ∪ O˜PT ′ with respect to
the distance function dC .
Let ≺ be the lexicographic ordering of all the objects in Q˜′ ∪ O˜PT ′. We define Cell
S˜i
(S˜j) =
{p ∈ R2|dC(p, S˜j) ≤ dC(p, S˜i)} when c(S˜j) ≺ c(S˜i), otherwise CellS˜i(S˜j) = {p ∈ R
2|dC(p, S˜j) <
dC(p, S˜i)}, where S˜i, S˜j ∈ Q˜′ ∪ O˜PT
′
. The curve J(S˜i, S˜j) =
̂
Cell
S˜i
(S˜j) ∩ ̂CellS˜j (S˜i) splits
the plane into two unbounded region Cell
S˜i
(S˜j) and CellS˜j (S˜i), where T̂ is the closure of T
with respect to the distance function dC . The Voronoi cell of S˜j ∈ Q˜′ ∪ O˜PT
′
is Cell(S˜j) =⋂
S˜i∈{Q′∪OPT ′\Sj}
Cell
S˜i
(S˜j). The Voronoi diagram is NVDC =
⋃
i 6=j
̂
Cell(S˜i) ∩ ̂Cell(S˜j). In other
words, the NVDC is a partition on the plane such that if a point p ∈ R2 has more than one
closest sites then it belongs to the one which is minimal among them in lexicographic order .
A point p is in Cell(S˜) for some object S˜ ∈ Q˜′ ∪ O˜PT ′, implies that if we place a homothetic
copy of C centered at p with a scaling factor dC(p, S˜), then C touches S˜ and the interior of C is
empty. Now, we have the following two lemmata.
Lemma 6. The cell of every object S˜ ∈ Q˜′ ∪ O˜PT ′ is non-empty. Moreover, S˜ ⊆ Cell(S˜).
Proof. Follows from the Property 2(i), and the fact that Q˜′ ∪ O˜PT ′ is a set of interior disjoint
convex objects (from Lemma 5(a)).
Lemma 7. Each cell Cell(S˜) is simply connected. In other words, whenever a simple closed
curve C lies entirely in Cell(S˜), then the interior of C also lies within it.
Proof. Let C be any closed curve inside Cell(S˜). We know from Lemma 6 that S˜ is contained in
Cell(S˜). We can find a point z in Cell(S˜) such that the line segment z, p intersects the curve
C twice, where p is the closest point from z to S˜ according to the convex distance function, in
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other words, δC(z, p) = dC(z, S˜). Let x be any point on the line segment z, p which is inside the
curve C. For a contradiction, let us assume that x ∈ Cell(S˜′) where S′ 6= S.
dC(x, S˜)>dC(x, S˜
′) (Assumption)
δC(x, p)>δC(x, q) ( Let δC(x, q) = dC(x, S˜
′) )
δC(z, x) + δC(x, p)>δC(z, x) + δC(x, q) (By adding δC(z, x) in both side )
δC(z, p)>δC(z, q) (LHS (resp. RHS) from triangular equality (resp. inequality)
dC(z, S˜)>dC(z, S˜
′) (As dC(z, S˜′) = min
q∈R˜
δC(z, q) )
This contradicts the fact that z ∈ Cell(S˜). Hence the lemma follows.
4.4 Locality Condition
Let us consider the graph G = (V, E) which is the dual of the Voronoi diagram NVDC . So,
V = Q′ ∪ OPT ′. From Lemma 6 and Lemma 7, we have the following.
Lemma 8. The graph G = (Q′ ∪ OPT ′, E) is a planar graph.
Now, we prove that the graph G satisfies the property needed in the locality condition (Lemma 1).
Lemma 9. For any arbitrary input object S ∈ S ′, there is an edge between (U, V ) ∈ G such that
U ∈ Q′ and V ∈ OPT ′, and both U and V dominates S.
Proof. Let S be any object in S ′. Now according to Lemma 5(b), any of the following two
situations may happen:
(i) there exist U˜ ∈ Q˜′ and V˜ ∈ O˜PT ′ such that S ∩ U˜ 6= ∅ and S ∩ V˜ 6= ∅, or
(ii) there exist U ∈ Q′ and V ∈ OPT ′ such that S ∩ U ∩ V 6= ∅ and U˜ and V˜ share an edge
on their boundary.
For Case (i): As NVDC is a planar partition, the center c(S) of S must be inside some
cell of NVDC . Without loss of generality assume that c(S) ∈ Cell(A˜) where A˜ ∈ Q˜′. Let
dC(c(S), B˜) = min
B˜′∈OPT ′
dC(c(S), B˜
′). In this case S ∩ B˜ 6= ∅. Cell(A˜) and Cell(B˜) are adjacent
implies there is a corresponding edge (A,B) in the graph G. Without loss of generality, assume
that Cell(A˜) and Cell(B˜) are not adjacent. Let b ∈ B˜ such that δC(c(S), b) = dC(c(S), B˜). As
by Lemma 6, B˜ ⊆ Cell(B˜), so the object S ∩ Cell(B˜) 6= ∅ and b ∈ S ∩ Cell(B˜). Consider the
line segment c(S), b. If we walk from c(S) to b along c(S), b then at some point p we will enter
into the Cell(B˜) from some Cell(R˜). Now, observe the following:
dC(p, R˜)=dC(b, B˜) (p is on the boundary of Cell(B˜) and Cell(R˜))
δC(p, r)≤δC(p, b) ( Let δC(p, r) = dC(p, R˜) )
δC(c(S), p) + δC(p, r)≤δC(c(S), p) + δC(p, b) (By adding δC(c(S), p) in both side )
δC(c(S), r)≤δC(c(S), b) (LHS (resp. RHS) from triangular inequality (resp. equality)
dC(c(S), R˜)≤dC(c(S), B˜) (As dC(c(S), R˜) = min
r∈R˜
δC(c(S), r) ).
17
As B˜ ∩ S 6= ∅, we have R˜ ∩ S 6= ∅. Thus R also dominates the object S. If R˜ ∈ Q˜′, then
we know that the graph G has the edge (R,B). Without loss of generality, assume that
R˜ ∈ O˜PT ′. In this case, consider a walk from p to c(S) along the line segment b, c(S). Let
Cell(R˜1)(= Cell(R˜), Cell(R˜2), . . . , Cell(R˜j) be the sequence of cells encountered in this walk
such that R˜i ∈ O˜PT
′
(i < j) and R˜j ∈ Q˜′. By induction it is easy to see that Rt is a dominating
set for the object S, where 1 ≤ t ≤ j. As R˜j and R˜j−1 share common boundary in the NVDC ,
so the graph has the edge (Rj−1, Rj).
For Case (ii): In this case, as U˜ and V˜ share an edge on their boundary, so Cell(U˜) and
Cell(V˜ ) are also adjacent in NVDC . So the graph G has an edge (U, V ).
Thus, we have the following.
Theorem 2. For a set of n homothetic convex objects in R2, local search algorithm produces a
dominating set of size (1 + ε)|OPT | in nO(1/ε2) time, where |OPT | is the size of an optimum
dominating set.
5 Geometric Set Cover for Convex Pseudodisks
Given a set S of n convex pseudodisks and a set P of points in R2, the objective is to cover
all the points in P using minimum cardinality subset of S . Here, we analyze that the local
search algorithm, as given in Section 2, would give a polynomial time approximation scheme.
The analysis is similar to the previous problem. Recall from Section 2.1 that OPT is an
optimal covering set for P and Q is the covering set returned by our local search algorithm;
Q′ = Q \ {Q ∩ OPT }, OPT ′ = OPT \ {Q ∩ OPT }, and P ′ is the set containing all points of
P which are not covered by any object in Q ∩ OPT . Here, we need to show that the locality
condition mentioned in Lemma 2 is satisfied.
If we restrict the proof of Lemma 5 upto Claim 12, then, it is straightforward to obtain the
following.
Lemma 10. For a set of convex pseudodisks Q′ ∪OPT ′, there exists a disjoint convex decompo-
sition Q˜′ ∪ O˜PT ′ which satisfies the following:
• for any input point p ∈ P ′ there exist U ∈ Q′ and V ∈ OPT ′ such that p ∈ U and p ∈ V ,
and U˜ and V˜ share an edge on their boundary.
Proof. Let Q′ = U = {U1, . . . , U`} and OPT ′ = V = {V1, . . . , Vt}. Recall that the last while-
loop of Algorithm 1 ensures that CF (Ui,Q′) is not properly contained in some objects in S
for all i ∈ [`]. Performing similar while-loop with the objects in OPT ′, we can ensure that
CF (Vj ,OPT ′) is not properly contained in some objects in S , for all j ∈ [t]. Thus, we have
Claim 14. CF (Ui,Q′) (resp. CF (Vj ,OPT ′)) is not properly contained in some objects in S
for all i ∈ [`] (resp. j ∈ [t]).
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Our algorithm to obtain a disjoint convex decomposition Q˜′ ∪ O˜PT ′ = {U˜1, . . . U˜`} ∪ {V˜1, . . . V˜t}
for Q′ ∪ OPT ′ satisfying the lemma statement is as follows.
Step 1: Obtaining union decomposition: Note that the objects in Q′ are cover-free,
otherwise local search could reduce the output size further. For the same reason, the objects in
OPT ′ are also cover-free. So, we can apply Lemma 3 on the objects Q′ and OPT ′, separately.
We compute the disjoint union decomposition of Q′ and OPT ′ separately using the Lemma 3.
Let Uo = {U1o, . . . , U`o} (resp. Vo = {V1o, . . . , Vto} ) be the disjoint union decomposition of Q′
(resp. OPT ′). Now, following claim is obvious.
Claim 15. Any points p ∈ R2 is contained in the interior of at most two objects of Uo ∪ Vo.
Lemma 3 ensures that CF (Ui,Q′) ⊆ Uio 6= ∅ and CF (Vj ,OPT ′) ⊆ Vjo 6= ∅ for all i ∈ [`], j ∈ [t].
Note that Ui
o can not be properly contained in one object from Vo (follows from Claim 14),
but it may be completely covered by union of two or more objects from Vo. Assume that
Ui
o is completely covered by V oj1, V
o
j2, . . . V
o
jk. As Vo is a disjoint decomposition of OPT ′, so
V oj1, V
o
j2, . . . V
o
jk are non-overlapping and they share edge inside the boundary δUi
o. Let E(p, q)
be the shared edge between V op and V
o
q where p, q ∈ {j1, j2, . . . , jk}. We pick any two objects
V op , V
o
q ∈ {V oj1, V oj2, . . . V ojk}. We shrink either V op or V oq by moving E(o, q) inward by an  distance
for a suitably small  such that the set of points of P ′ covered by the new shrinked V 0p ∪ V 0q is
same as the set of points of P ′ covered by the original V op ∪ V oq (see Figure 4). This ensures that
Uoi has cover-free region with respect to this new shrinked objects. We do the same for all the
objects Ui
o ∈ Uo which is completely covered by union of two or more objects from Vo. Let V0 be
the new shrinked convex decomposition of Vo. So, CF (Uio,Uo ∪ V0) 6= ∅ for all i ∈ [`]. Similarly,
we construct shrink convex decomposition U0 from Uo to ensure that CF (Vj0,U0 ∪ V0) 6= ∅ for
all j ∈ [t]. Observe that CF (Ui0,U0 ∪ V0) 6= ∅ for all i ∈ [`] as each point p ∈ R2 is contained in
the interior of at most two objects of Uo ∪ Vo (by Claim 15). Thus, we have the following:
Claim 16. (i) CF (Ui
0,U0 ∪ V0) 6= ∅ for all i ∈ [`],
(ii) CF (Vj
0,U0 ∪ V0) 6= ∅ for all j ∈ [t],
(iii) Each point p ∈ P ′ is covered by exactly one object from U0 (resp. V0).
Step 2: Obtaining disjoint decomposition: Now, consider Ui
0 ∈ U0 for all i ∈ [`]. Lemma 3
ensures that Ui
0 does not have any interior overlap with Uk
0, for any k ∈ [`] \ i. Similarly, Vj0
(j ∈ [t]) does not have any interior overlap with Vk0, for any k ∈ [t]\j. But, Ui0 may have interior
overlapping with Vj
0 for any j ∈ [t]. Let V0i ⊆ V0 be the set of all such objects which have interior
overlapping with Ui
0. Consider any object Vj
0 ∈ V0i and Ui0. Note that CF (Ui0,U0 ∪ V0) 6= ∅
and CF (Vj
0,U0 ∪ V0) 6= ∅ (by Claim 16). So, we can apply Lemma 4 for the objects Ui0 and
Vj
0, and obtain two interior disjoint convex objects Uij
0 ⊆ Ui0 and Vji0 ⊆ Vj0 separated by the
separating-edge Eij . Let Ui
1 = ∩{j|Vj0∈V0i }Uij
0. Since intersection of convex objects is a convex
object, Ui
1 is also convex. As each Uij
0 contains CF (U0i ,U0 ∪V0) (by Lemma 4), so Ui1 contains
CF (U0i ,U0 ∪ V0).
Similarly, we define Vj
1 for all j ∈ [t] as follows. Let U0j ⊆ U0 be the set of all such objects which
have interior overlapping with Vj
0. By applying Lemma 4 for any object Ui
0 ∈ Uj and Vj0, we can
construct interior disjoint convex objects Uij
0 ⊆ Ui0 and Vji0 ⊆ Vj0. Let Vj1 = ∩{i|Ui0∈Uj}Vji0
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which is a convex object and it contains CF (V 0j ,U0 ∪ V0). Let U1 = {U11, . . . , U`1} and
V1 = {V11, . . . , Vt1}. Note that U1 ∪ V1 is a disjoint convex decomposition of Q′ ∪ OPT ′.
If we concentrate on the arrangements of all Eij along the boundary of ∂Ui
0, then we observe
the following.
Claim 17. Any two separating-edges Eij and Eij′ do not intersect with each other.
Proof. If Eij and Eij′ intersect with each other then it implies that the corresponding convex
objects Vj
0 and Vj′
0 also intersect with each other, which is not possible because V0 is a disjoint
convex decomposition.
The boundary ∂Ui
1 is actually obtained by replacing some portion of ∂Ui
0 by some separating-
edge Eij . We denote partial-boundary ∆Uij (resp., ∆Vji ) by the portion of the boundary ∂Ui
0
(resp., ∂Vj
0) which is replaced by the edge Eij (see Figure 3(c) where partial-boundary is marked
as dotted.). Note the following.
Claim 18. If the separating-edge Eij is not in the boundary of the object Vj
1, then the object
Vj
1 does not intersect the partial boundary ∆Uij
0.
Proof. As we know from Claim 17 that no two separating-edge intersect with each other, so the
only reason of Eij not being a part of ∂Vj
1 is that there is another object Ui′
0 such that the
partial-boundary ∆Vji′ contains the partial-boundary ∆Vji. In this case the separating-edge
Ei′j can not intersect the object Ui
0 because Ui′
0 and Ui
0 are interior disjoint (this follows from
Claim 15). Thus, the claim follows.
Claim 19. If the separating-edge Eij is not in the boundary of the object Vj
1, then the object
Vj
1 does not intersect the boundary ∂Ui.
Proof. It follows from Claim 18 and the fact that Vj
1 and the partial boundary ∆Uij are in the
same half-plane defined by the edge Eij (this follows from Lemma 4).
Claim 20. If the object Vj
1 intersects the partial boundary ∂Uij
0, then the separating-edge Eij
is a part of the boundary of the object Vj
1.
Proof. The statement of this claim is contrapositive to the statement of Claim 18. Thus, the
proof follows.
Step 3: Expansion of objects in U1: Now, we consider each convex object Ui1 ∈ U1. Let V1i be
the set of all objects from V1 which intersects the boundary ∂Ui0. We define Ui2 = ∩{j|Vj1∈V1i }Uij
0,
where Uij
0 is obtained by using Lemma 4 on the objects Ui
0 and Vj
0. Note that this new object
Ui
2 is pair-wise interior disjoint with all the objects in V1 (Follows from Claim 19) and if the
separating-edge Eij is a part of the boundary ∂Ui2, then Vj1 also shares the edge Eij on its
boundary.
In this way, we obtain a set of disjoint convex objects U2 = {U12, . . . , U`2}. Note that U2 is a
disjoint convex decomposition of U0, and U2∪V1 is a disjoint convex decomposition of Q′∪OPT ′.
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This construction ensures the following.
Claim 21. Eij is a part of ∂Ui2 if and only if both Ui2 and Vj1 shares Eij on their boundary.
Claim 22. If p ∈ Ui0 and p /∈ Ui2, then there exist some Vj1 ∈ V1 such that Ui2 and Vj1 share
an edge on their boundary and p ∈ Vj.
Proof. Follows from Lemma 4 and the construction up to Step 3.
Step 4: Expansion of objects in V1 and contraction of objects in U2: We denote the
part of the boundary of Ui
2 which is inside Vj
0 by ∆ij , for any i ∈ [`] and j ∈ [t] such that Ui2
intersects the boundary ∂Vj
0. First, observe the following.
Claim 23. Let Ui
2 intersects the boundary ∂Vj
0. Then either (i) ∆ij contains no separating-edge,
or (ii) ∆ij is the separating-edge between Vj
0 and Ui
0.
Proof. Follows from Claim 15 and Claim 21.
We consider Vj
1 ∈ V1 for all j ∈ [t] and do the following. Let U2j be the set of objects in U2
which intersects the boundary ∂Vj
0. We construct Vj
2 = ∩i|Ui2∈U2j Vji
0, where Vji
0 is obtained
by applying Lemma 4 on the object Vj
0 with Ui
0. Note that this new object Vj
2 may not be
pair-wise interior disjoint with some object Ui
2 ∈ U2j with ∆ij containing no separating-edge
(this follows from Claim 23). For all such object Ui
2 ∈ U2j , we shrink them by applying Lemma 4
with the object Vj
0.
Thus, we obtain a convex decomposition V2 = {V12, . . . , Vt2} of the V0, and a shrinked set of
objects U3 = {U13, . . . , U`3} which is a convex decomposition of U2. Note that U3 ∪ V2 is a
disjoint convex decomposition of Q′ ∪ OPT ′. We set Q˜′ ∪ O˜PT ′ = U3 ∪ V2
This construction along with Claim 22 ensures the following.
Claim 24. • If p ∈ Ui0 and p /∈ Ui3, then there exist some Vj2 ∈ V2 such that Ui3 and Vj2
share an edge on their boundary and p ∈ Vj.
• If p ∈ Vj0 and p /∈ Vj2, then there exist some Ui3 ∈ U3 such that Ui3 and Vj2 share an
edge on their boundary and p ∈ Ui.
Finally, we claim the following which completes the proof of the lemma statement.
Claim 25. For any input point p ∈ P ′, there exist U ∈ Q′ and V ∈ OPT ′ such that p ∈ U and
p ∈ V , and U˜ and V˜ share an edge on their boundary.
Proof. Let p be any input point in P ′. By Claim 16(iii), there exist Ui0 ∈ U0 and Vj0 ∈ V0 such
that p ∈ Ui0 and p ∈ Vj0 for some i ∈ [`] and j ∈ [t]. After Step 4, since U3 ∪ V2 is a disjoint
decomposition of Q′ ∪OPT ′, p can not be both in Ui3 and Vj2. Therefore, either of the following
happens: p /∈ Ui3, or p /∈ Vj2. In both cases, the claim follows from Claim 24.
Thus the lemma follows.
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5.1 Planar Graph
Now, consider a graph G = (V, E), where each vertex V ∈ V corresponds to an object in
Q˜′∪O˜PT ′, and we put an edge in between two vertices if the corresponding objects in Q˜′∪O˜PT ′
share an edge in their boundary. Since, the objects in Q˜′ ∪ O˜PT ′ are interior disjoint, this graph
is a planar graph. From Lemma 10, it follows that the graph G satisfies the locality condition
mentioned in Lemma 2. Therefore, we have the following.
Theorem 3. For a set of n convex pseudodisks and a set of points in R2, local search algorithm
produces a set cover of size (1+ε)|OPT | in nO(1/ε2) time, where |OPT | is the size of an optimum
set cover.
6 Concluding Remarks
In this paper, we prove that the well-known local search algorithm gives a PTAS for finding the
minimum cardinality dominating set and geometric set cover when the objects are homothetic
convex objects, and convex pseudodisks, respectively. As a consequence, we obtain easy to
implement approximation guaranteed algorithms for a broad class of objects which encompasses
arbitrary squares, k-regular polygons, translates of convex polygons. A QPTAS is known for the
weighted set cover problem where objects are pseudodisks [26]. But, no QPTAS is known for
the weighted dominating set problem when objects are homothetic convex objects. Note that
the separator based arguments for finding PTAS has a limitation for handling weighted version
of the problems. Thus, finding a polynomial time approximation scheme for weighted version
of both minimum dominating set and minimum geometric set cover problems for homothetic
convex objects, pseudodisks remain open in this context. Specially, for the weighted version of
the problem, it would be interesting to analyze the approximation guarantees of local search
algorithm.
Acknowledgement
We thank Mr A. B. Roy for his technical contributions to the early discussions of this work.
22
References
[1] Anna Adamaszek and Andreas Wiese. A QPTAS for maximum weight independent set
of polygons with polylogarithmically many vertices. In Proceedings of the Twenty-Fifth
Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2014, Portland, Oregon,
USA, January 5-7, 2014, pages 645–656, 2014.
[2] Nikhil Bansal and Kirk Pruhs. The geometry of scheduling. SIAM J. Comput., 43(5):1684–
1698, 2014.
[3] Timothy M. Chan and Elyot Grant. Exact algorithms and APX-hardness results for
geometric packing and covering problems. Comput. Geom., 47(2):112–124, 2014.
[4] Timothy M. Chan and Sariel Har-Peled. Approximation algorithms for maximum indepen-
dent set of pseudo-disks. In Proceedings of the 25th ACM Symposium on Computational
Geometry, Aarhus, Denmark, June 8-10, 2009, pages 333–340, 2009.
[5] Chandra Chekuri, Kenneth L. Clarkson, and Sariel Har-Peled. On the set multicover problem
in geometric settings. ACM Transactions on Algorithms, 9(1):9, 2012.
[6] L. Paul Chew and Robert L. (Scot) Drysdale III. Voronoi diagrams based on convex distance
functions. In Proceedings of the First Annual Symposium on Computational Geometry,
Baltimore, Maryland, USA, June 5-7, 1985, pages 235–244, 1985.
[7] Vincent Cohen-Addad and Claire Mathieu. Effectiveness of local search for geometric
optimization. In 31st International Symposium on Computational Geometry, SoCG 2015,
June 22-25, 2015, Eindhoven, The Netherlands, pages 329–343, 2015.
[8] Irit Dinur and David Steurer. Analytical approach to parallel repetition. In Symposium on
Theory of Computing, STOC 2014, New York, NY, USA, May 31 - June 03, 2014, pages
624–633, 2014.
[9] Thomas Erlebach and Erik Jan van Leeuwen. Domination in geometric intersection graphs.
In LATIN 2008: Theoretical Informatics, 8th Latin American Symposium, Bu´zios, Brazil,
April 7-11, 2008, Proceedings, pages 747–758, 2008.
[10] Thomas Erlebach and Erik Jan van Leeuwen. PTAS for weighted set cover on unit squares.
In Approximation, Randomization, and Combinatorial Optimization. Algorithms and Tech-
niques, 13th International Workshop, APPROX 2010, and 14th International Workshop,
RANDOM 2010, Barcelona, Spain, September 1-3, 2010. Proceedings, pages 166–177, 2010.
[11] Uriel Feige. A threshold of ln n for approximating set cover. J. ACM, 45(4):634–652, 1998.
[12] Greg N. Frederickson. Fast algorithms for shortest paths in planar graphs, with applications.
SIAM J. Comput., 16(6):1004–1022, 1987.
[13] M. R. Garey and David S. Johnson. Computers and Intractability: A Guide to the Theory
of NP-Completeness. W. H. Freeman, 1979.
23
[14] Matt Gibson and Imran A. Pirwani. Algorithms for dominating set in disk graphs: Breaking
the logn barrier - (extended abstract). In Algorithms - ESA 2010, 18th Annual European
Symposium, Liverpool, UK, September 6-8, 2010. Proceedings, Part I, pages 243–254, 2010.
[15] Sariel Har-Peled and Mira Lee. Weighted geometric set cover problems revisited. JoCG,
3(1):65–85, 2012.
[16] Sariel Har-Peled and Kent Quanrud. Approximation algorithms for polynomial-expansion
and low-density graphs. In Algorithms - ESA 2015 - 23rd Annual European Symposium,
Patras, Greece, September 14-16, 2015, Proceedings, pages 717–728, 2015.
[17] Dorit S. Hochbaum and Wolfgang Maass. Fast approximation algorithms for a nonconvex
covering problem. J. Algorithms, 8(3):305–323, 1987.
[18] Viggo Kann. On the Approximability of NP-complete Optimization Problems. PhD thesis,
Royal Institute of Technology, 1992.
[19] Richard M Karp. Reducibility among combinatorial problems. In Complexity of Computer
Computations, pages 85–103, 1972.
[20] J.L. Kelley and I. Namioka. Linear Topological Spaces. Springer-Verlag, 1976.
[21] Christoph Lenzen and Roger Wattenhofer. Minimum dominating set approximation in
graphs of bounded arboricity. In Distributed Computing, 24th International Symposium,
DISC 2010, Cambridge, MA, USA, September 13-15, 2010. Proceedings, pages 510–524,
2010.
[22] Jian Li and Yifei Jin. A PTAS for the weighted unit disk cover problem. In Automata,
Languages, and Programming - 42nd International Colloquium, ICALP 2015, Kyoto, Japan,
July 6-10, 2015, Proceedings, Part I, pages 898–909, 2015.
[23] Da´niel Marx. Parameterized complexity of independence and domination on geometric
graphs. In Parameterized and Exact Computation, Second International Workshop, IWPEC
2006, Zu¨rich, Switzerland, September 13-15, 2006, Proceedings, pages 154–165, 2006.
[24] Da´niel Marx. Parameterized complexity and approximation algorithms. Comput. J., 51(1):60–
78, 2008.
[25] Michael McAllister, David G. Kirkpatrick, and Jack Snoeyink. A compact piecewise-linear
Voronoi diagram for convex sites in the plane. Discrete Comput. Geom., 15(1):73–105, 1996.
[26] Nabil H. Mustafa, Rajiv Raman, and Saurabh Ray. Settling the APX-hardness status for
geometric set cover. In 55th IEEE Annual Symposium on Foundations of Computer Science,
FOCS 2014, Philadelphia, PA, USA, October 18-21, 2014, pages 541–550, 2014.
[27] Nabil H. Mustafa, Rajiv Raman, and Saurabh Ray. Quasi-polynomial time approximation
scheme for weighted geometric set cover on pseudodisks and halfspaces. SIAM J. Comput.,
44(1):1650–1669, 2015.
24
[28] Nabil H. Mustafa and Saurabh Ray. Improved results on geometric hitting set problems.
Discrete & Computational Geometry, 44(4):883–895, 2010.
[29] Ran Raz and Shmuel Safra. A sub-constant error-probability low-degree test, and a sub-
constant error-probability PCP characterization of NP. In Proceedings of the Twenty-Ninth
Annual ACM Symposium on the Theory of Computing, El Paso, Texas, USA, May 4-6,
1997, pages 475–484, 1997.
[30] Erik Jan van Leeuwen. Optimization and Approximation on Systems of Geometric Objects.
PhD thesis, University of Amsterdam, 2009.
[31] Kasturi R. Varadarajan. Weighted geometric set cover via quasi-uniform sampling. In
Proceedings of the 42nd ACM Symposium on Theory of Computing, STOC 2010, Cambridge,
Massachusetts, USA, 5-8 June 2010, pages 641–648, 2010.
25
