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We present a new hierarchic kernel based modeling tech-
nique for modeling evenly distributed multidimensional
datasets that does not rely on input space sparsification. The
presented method reorganizes the typical single-layer ker-
nel based model in a hierarchical structure, such that the
weights of a kernel model over each dimension are modeled
over the adjacent dimension. We show that the imposition
of the hierarchical structure in the kernel based model leads
to significant computational speedup and improved model-
ing accuracy (over an order of magnitude in many cases).
For instance the presented method is about five times faster
and more accurate than Sparsified Kernel Recursive Least-
Squares in modeling of a two-dimensional real-world data
set.
1 Introduction
Many natural and man-made phenomena are distributed
over large spatial and temporal scales. Some examples
include weather patterns, agro-ecological evolution, and
social-network connectivity patterns. Modeling such phe-
nomena has been the focus of much attention during the
past decades [1, 2]. Of the many techniques studied, Kernel
methods [3], have emerged as a leading tool for data-driven
modeling of nonlinear spatiotemporally varying phenom-
ena. Kernel based estimators with recursive least squares
(RLS) (or its sparsified version) learning algorithms repre-
sent the state-of-the-art in data-driven spatiotemporal mod-
eling [4–10]. However, even with the successes of these
algorithms, modeling of large datasets with significant spa-
tial and temporal evolution remains an active challenge. The
primary reason for this is that as the size of the dataset in-
creases, the number of kernels that need to be utilized be-
gins to increase, which consequently leads to large kernel
matrix size and computational inefficiency of the algorithm
[11]. The major stream of thought in addressing this problem
has relied on sparsification of the kernel dictionary in some
fashion. In the non-time varying case, the Kernel Recursive
Least-Squares method (KRLS) scales as O(m2), where m is
the size of the kernel dictionary. Now suppose our dataset is
varying with time, and we add time as the second dimension.
Then KRLS cost scales as O((mm1)2), where m1 is the num-
ber of time-steps. While sparsification can reduce size of m
and m1 to some extent, it is easy to see that as the dimension
of the input space increases, the computational cost worsens.
Over the past decade many approaches have been pre-
sented to overcome computational inefficiency of naive
KRLS. For instance, in [4], authors present a Sliding-
Window Kernel Recursive Least Squares (SW-KRLS)
method that only considers predefined last observed samples.
The Naive Online regularized Risk Minimization (NORMA)
[5] algorithm is developed based on the idea of stochastic
gradient descent within a feature space. NORMA enforces
shrinking of weights over samples so that the oldest bases
play a less significant role and can be discarded in a moving
window approach. Naturally, the main drawback of Sliding-
Window based approaches is that they can forget long-term
patterns as they discard old observed samples [7]. The alter-
native approach is to discard data that is least relevant. For
example, in [8], the Fixed-Budget KRLS (FB-KRLS) algo-
rithm is presented, in which the sample that plays the least
significant role, the least error upon being omitted, is dis-
carded. A Bayesian approach is also presented in [9] that
utilizes confidence intervals for handling non-stationary sce-
narios with a predefined dictionary size. However, the se-
lection of the size of the budget requires a tradeoff between
available computational power and the desired modeling ac-
curacy. Hence, finding the right budget has been the main
challenge in fixed budget approaches and also for large scale
datasets a loss in modeling accuracy is inevitable. In [10],
a Quantized Kernel Least Mean Square (QKLMS) algorithm
is presented that is developed based on a vector quantization
method. The idea behind this method is to quantize and com-
press the feature space. This method is compared with our
presented algorithm in Section 3 and resulted in higher cost
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and lower accuracy. Moreover, Sparsified KRLS (S-KRLS)
is presented in [11] which adds an input to the dictionary by
comparing its approximate linear dependency (ALD) to the
observed inputs, assuming a predefined threshold. In [12] a
recurrent kernel recursive least square algorithm for online
learning is presented in which a compact dictionary is cho-
sen by a sparsification method based on the Hessian matrix of
the loss function that continuously examines the importance
of the new training sample to utilize in dictionary update of
the dictionary according to the importance measure, using a
predefined fixed budget dictionary.
So far most of the presented methods in the literature
are typically based on reducing the number of training in-
puts by using a moving window, or by enforcing a “budget”
on the size of the kernel dictionary. However, moving win-
dow approaches lead to forgetting, while budgeted sparsifi-
cation leads to a loss in modeling accuracy. Consequently,
for datasets over large scale spatiotemporal varying phenom-
ena, neither moving window nor limited budget approaches
present an appropriate solution.
In this paper we present a new kernel based modeling
technique for modeling large scale multidimensional datasets
that does not rely on input space sparsification. Instead,
we take a different perspective, and reorganize the typical
single-layer kernel based model in a hierarchical structure
over the weights of the kernel model. The presented hi-
erarchical structure in the kernel based model does not af-
fect the convexity of the learning problem and reduces the
need for sparsification and also leads to significant compu-
tational speedup and improved modeling accuracy. The pre-
sented method is termed Hierarchic Kernel Recursive Least
Squares (H-KRLS) and is validated on two real-world large
scale datasets where it outperforms state-of-the-art KRLS al-
gorithms. For instance the presented method is about five
times faster and more accurate than Sparsified Kernel Recur-
sive Least-Squares in modeling of a two-dimensional Intel
Lab [13] data set (The comparison is presented in Table 2).
It should be noted that the presented method is designed for
multidimensional data sets in a batch approach and is not
intended to be a nonparametric approach. The presented
method also is not designed for three dimensional and time
varying data (such as the path of a robot’s hand through space
over time), however it is suitable for data sets which have
enough samples over each dimension that could be modeled
by a KRLS model.
A number of authors have also explored non-stationary
kernel design and local-region based hyper-parameter opti-
mization to accommodate spatiotemporal variations [14,15].
However, the hyper-parameter optimization problem in these
methods is non-convex and leads to a significant computa-
tional overhead. As our results show, the presented method
can far outperform a variant of the NOSTILL-GP algorithm
[15]. The Kriged Kalman Filter (KKF) [16] models evolu-
tion of weights of a kernel model with a linear model over
time. Unlike KKF, our method is not limited to have a linear
model over time and can be extended to multi-dimensional
data sets. It should be noted that works in the area of Deep
Neural Network [17] and recently Deep GP [18] literature
have explored hierarchic structures in the bases. In contrast,
our method utilizes hierarchical structure on the weights and
is a convex method which is designed to improve computa-
tional cost.
This paper is organized as follows: In section 2, the
main algorithm is presented in detail. In section 3, four prob-
lem domains are exemplified and the result of the method for
modeling them are presented and computational cost is com-
pared to the literature. Finally, conclusions and discussion
are given in Section 4.
2 Hierarchic Kernel Recursive Least-Squares
We begin in subsection 2.1 with an overview of the
KRLS method. Then our main contribution is presented in
subsection 2.2, and its computational efficiency is discussed
in subsection 2.3.
2.1 Preliminaries
Consider a recorded set of input-output pairs
(z1,y1),(z2,y2), . . . ,(zs,ys), where the input zs ∈ X , for
some space X and ys ∈ R. By definition, a kernel k(z,z′)
takes two arguments z and z′ and maps them to a real
values (X × X → R). Throughout this paper, k(z,z′)
is assumed to be continuous. In particular, we focus
on Mercer kernels [19], which are symmetric, positive
semi-definite kernels. Therefore for any finite set of
points (z1,z2, . . . ,zs), the Gram matrix [K]i j = k(zi,z j) is a
symmetric positive semi-definite matrix. Associated with
Mercer kernels there is a Reproducing Kernel Hilbert space
(RKHS) H and a mapping φ : X → H such that kernel
k(z,z′) = 〈φ(z),φ(z′)〉H , where 〈., .〉H denotes an inner
product in H , shown in Figure 1 (Top). The corresponding
weight vector ω = (ω1,ω2, . . . ,ωs)T can be found by
minimizing the following quadratic loss function:
`(ω) =
s
∑
i=1
( f (zi)− yi)2 = ‖Kω− y‖2. (1)
The Kernel Recursive Least-Squares (KRLS) algorithm has
quadratic computational cost O(m2), where m denotes the
number of samples of the input vector [11]. Let the num-
ber of samples in each dimension be denoted by mk(k =
0,1, . . . ,n) for an n+ 1 dimensional system, then the cost
of the algorithm is O((m0m1 . . .mn)2), which can become
quickly intractable.
2.2 Hierarchic Kernel Recursive Least-Squares
This subsection explains the details of the presented al-
gorithm in modeling of a two and a three dimensional prob-
lems in the sections 2.2.1 and 2.2.2 respectively. Finally, the
algorithm is generalized for high dimensional problems in
2.2.3.
  
 
 
 
 
𝒙 
𝒳 
𝝓 
ℋ 
𝝓(𝒙) 
𝐝𝑖 
𝒴𝑖 
𝝍𝑖 
𝒫𝑖  
𝝍𝒊(𝐝𝑖) 
Figure 1. (Top) mapping inputs x to the Hilbert space H in initial
modeling, (Bottom) mapping each hyper-parameter vector d i to its
corresponding Hilbert space Pi.
2.2.1 2D Hierarchic Kernel Recursive Least-Squares
Assume that the intention is to model a function with a
two dimensional input, denoted by x and d1 and one dimen-
sional output, denoted by y. The output of this function is a
function of the inputs x and d1, f (x,d1), and the objective of
the modeling is to find this function, this is depicted in Fig-
ure 2. In the first step, the modeling is performed on all the
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Figure 2. The two dimensional function. Training is performed at
each d1 sample and the corresponding weights (ρ1 to ρm1 ) are
recorded.
samples of x at the first sample of the d1 and the correspond-
ing weight ρ1 is recorded. Then modeling is performed on
all the samples of x at the next sample of d1. This process is
continued until the last sample of d1, illustrated in Figure 3.
After recording ρ1 to ρm1 , we put together these vectors and
get a matrix P as (2).
P =
[
[ρ1]m0×1 [ρ2]m0×1 . . . [ρm1 ]m0×1
]
m0×m1 . (2)
The second step is to model each row of the matrix P over d1
samples. To perform modeling, m0 KRLS models are used,
shown in Figure 4, for the reason that the dimension of the
output is m0× 1. Accordingly the corresponding weight ξ
recorded with dimension m1×m0. This is the end of train-
ing process. The next step is to validate the model using a
validation data set. At the validation sample j of d1 we can
estimate ℑ j by (3).
ℑ j =

kH1(d1(1),d1val( j))
kH1(d1(2),d1val( j))
...
kH1(d1(m1),d1val( j))

m1×1
(3)
where kH1 is the kernel function which is assumed to be
Gaussian with the standard deviation σH1. Then by using
(4) and (5) we can estimate ρ j, and P respectively.
[ρˆ j]m0×1 = [ξ]
T
m0×m1 [ℑ j]m1×1. (4)
Pˆ =
[
[ρˆ1]m0×1 [ρˆ2]m0×1 . . . [ρˆm1 ]m0×1
]
m0×m1val . (5)
Then, at the validation sample s of x we can calculate℘s by
using (6).
℘s =

kI(x(1),xval(s))
kI(x(2),xval(s))
...
kI(x(m0),xval(s))

m0×1
(6)
where kI is the kernel function which is assumed to be Gaus-
sian with the standard deviation σI . In consequence, we can
estimate the function f (x,d1) at any validation sample by
(7).
f (s, j) = [ρˆ j]
T
1×m0 [℘s]m0×1. (7)
The experimental results of this algorithm is presented in the
subsections 3.1, 3.3, and 3.4.
2.2.2 3D Hierarchic Kernel Recursive Least-Squares
Consider a function with a three dimensional input, de-
noted by x, d1, and d2 and one dimensional output, denoted
by y. The output is a function of the inputs x, d1, and d2, and
the aim of modeling is to find the function f (x,d1,d2).
To execute modeling, at the first sample of d1 the model-
ing is performed on the all samples of x and the correspond-
ing weight ϑ1,1 is recorded, with dimension m0× 1. Then
modeling is performed on all samples of x at the next sample
of d1 and the corresponding weight ϑ2,1 is recorded. This
 𝑎𝑡 𝒅1(1) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 𝒙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
𝑟𝑒𝑐𝑜𝑟𝑑 𝝆1 
𝑎𝑡 𝒅1(2) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 𝒙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
𝑟𝑒𝑐𝑜𝑟𝑑 𝝆2 
⋯ 
𝑎𝑡 𝒅1(𝑚1) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 𝒙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
𝑟𝑒𝑐𝑜𝑟𝑑 𝝆𝑚1 
  
 
Figure 3. Training over all samples of x at each sample of d1 and recording the corresponding weights.
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Figure 4. Modeling ρ1 to ρm1 by m0 KRLS since dimension of the output is m0×1.
process is continued until the last sample of d1 and record-
ing the weight ϑm1,1. Next, this process is repeated for all
samples of d2, illustrated in Figure 5, and the corresponding
weights are recorded. After recording ϑ1,1 to ϑm1,m2 , we put
together these weight vectors and we made a cell Θ accord-
ing to (8). Consider that all of the elements of this cell are
the weight vectors with dimension m0×1.
Θ=

[ϑ1,1] [ϑ1,2] . . . [ϑ1,m2 ]
[ϑ2,1] [ϑ2,2] . . . [ϑ2,m2 ]
...
...
. . .
...
[ϑm1,1] [ϑm1,2] . . . [ϑm1,m2 ]

m1×m2
. (8)
The second step is to model Θ. Each column of Θ is cor-
related to one d2 sample and the desire is to model each of
the columns one by one. Modeling each column of Θ is il-
lustrated in Figure 6, which is done by m0 KRLS since the
dimension of the each target vector is m0×1. After perform-
ing the modeling at each sample of d2, the corresponding
weight β1 to βm2 are recorded, the dimension of each weight
is m1×m0. This process is shown in Figure 7. After record-
ing β1 to βm2 , we put together these vectors and we made a
cell as shown in (9).
Ω= {[β1]m1×m0 , [β2]m1×m0 , . . . , [βm2 ]m1×m0}1×m2 . (9)
The third step is to model Ω. Each element of Ω (βi(i =
1,2, . . . ,m2)) is a m1×m0 matrix. As we need outputs to be
in a vector format in KRLS modeling, we defined β˜i for i =
1,2, . . . ,m2 and Ω˜ as presented in (10) and (11) respectively.
β˜i =

βi(:,1)
βi(:,2)
...
βi(:,m0)

m1m0×1
(10)
where (:, i) for i = 1,2, . . . ,m2 denotes all rows and column i
of a matrix.
Ω˜= [β˜1, β˜2, . . . , β˜m2 ]m1m0×m2 . (11)
Consider that each column of Ω˜ is corresponded to one d2
sample and the intension is to model them one by one. Mod-
eling of each column of Ω˜ is illustrated in Figure 8. Af-
ter performing the modeling, the corresponding weight γ is
recorded. The dimension of γ is m2×m1m0. At this step
modeling is finalized.
To validate the model, at the validation sample i of d2 we can
𝑎𝑡 𝑑2(1) 
𝑎𝑡 𝒅1(1) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 𝒙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
𝑟𝑒𝑐𝑜𝑟𝑑 𝝑1,1 
𝑎𝑡 𝒅1(2) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 𝒙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
𝑟𝑒𝑐𝑜𝑟𝑑 𝝑2,1 
⋯ 
𝑎𝑡 𝒅1(𝑚1) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 𝒙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
𝑟𝑒𝑐𝑜𝑟𝑑 𝝑𝑚1,1 
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Figure 5. Training over all samples of x at each sample of d1 and at each sample of d2.
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Figure 6. Modeling column i of Θ by m0 KRLS models.
 𝑎𝑡 𝒅2(1) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 
 𝑐𝑜𝑙𝑢𝑚𝑛 1 𝑜𝑓 Θ 
𝑟𝑒𝑐𝑜𝑟𝑑 𝜷1 
𝑎𝑡 𝒅2(2) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 
 𝑐𝑜𝑙𝑢𝑚𝑛 2 𝑜𝑓 Θ 
𝑟𝑒𝑐𝑜𝑟𝑑 𝜷2 
⋯ 
𝑎𝑡 𝒅2(𝑚2) 
𝑡𝑟𝑎𝑖𝑛 𝑜𝑣𝑒𝑟 
 𝑐𝑜𝑙𝑢𝑚𝑛 𝑚2 𝑜𝑓 Θ 
𝑟𝑒𝑐𝑜𝑟𝑑 𝜷𝑚2 
  
 
Figure 7. Training over column i of Θ at each sample of d2 and recording the corresponding weights for i = 1,2, . . . ,m2.
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Figure 8. Modeling β˜1 to β˜m2 by m1m0 KRLS since dimension of the output is m1m0×1.
calculate ηi by (12).
ηi =

kH2(d2(1),d2val(i))
kH2(d2(2),d2val(i))
...
kH2(d2(m2),d2val(i))

m2×1
, (12)
where kH2 is the kernel function, which is assumed to be
Gaussian with the standard deviation σH2. Then we estimate
the weight β˜i by using (13).
[ ˆ˜βi]m1m0×1 = [γ]
T
m1m0×m2 [ηi]m2×1. (13)
by reshaping ˆ˜βi according (10), we can find estimation of βi,
denoted by βˆi, with dimension m1×m0 and as the result we
can find estimation of Ω by (14).
Ωˆ= {[βˆ1]m1×m0 , [βˆ2]m1×m0 , . . . ,
[βˆm1 ]m1×m0}1×m2val .
(14)
Next, at the validation sample j of d1 we can calculate τ j by
(15).
τ j =

kH1(d1(1),d1val( j))
kH1(d1(2),d1val( j))
...
kH1(d1(m1),d1val( j))

m1×1
, (15)
where kH1 is the kernel function, which is assumed to be
Gaussian with the standard deviation σH1. Then we estimate
the weight ϑi, j by using (16) and consequently we can find
Θˆ by (17).
[ϑˆi, j]m0×1 = [βˆi]
T
m0×m1 [τ j]m1×1. (16)
Θˆ=

[ϑˆ1,1] [ϑˆ1,2] . . . [ϑˆ1,m2 ]
[ϑˆ2,1] [ϑˆ2,2] . . . [ϑˆ2,m2 ]
...
...
. . .
...
[ϑˆm1,1] [ϑˆm1,2] . . . [ϑˆm1,m2 ]
 , (17)
the dimension of Θˆ is m1val ×m2val . Then, at the validation
sample s of x we can calculate ιs by (18).
ιs =

kI(x(1),xval(s))
kI(x(2),xval(s))
...
kI(x(m0),xval(s))

m0×1
, (18)
where kI is the kernel function, which is assumed to be Gaus-
sian with the standard deviation σI . Then we estimate the
weight f (x,d1,d2) at any validation sample by using (19).
f (s, j, i) = [ϑˆi, j]T1×m0 [ιs]m0×1. (19)
The implementation of this algorithm is in the subsection 3.2.
2.2.3 General Hierarchic Kernel Recursive Least-
Squares
In this part, we expand the presented idea for modeling
higher dimensional data sets. The objective of the modeling
is to find the function f (x,d1,d2, . . . ,dn) in which inputs,
denoted by x, d1, d2 to dn.
Figure 9 illustrates the main structure of a general form
of the Hierarchic Kernel Recursive Least-Squares (H-KRLS)
method. Consider a function with n+ 1 dimensional input,
represented by x,d1,d2, . . . ,dn, and with mk(k = 0,1, . . . ,n)
samples in each dimension. The key idea is to perform train-
ing in multiple hierarchical steps. The algorithm consists of
two major steps. The first step is called Initial Modeling in
which modeling is performed over the first dimension (x) and
the corresponding weights are recorded at any sample of d1
to dn. First f is trained by KRLS and the corresponding
weight vector α10 is found, Figure 10 (Left). This training
is performed m0×m1× ·· ·×mn times to achieve complete
model of f at any sample of d1 to dn by solving the op-
timization in (20) where K1 is the Gram matrix associated
to the dimension x and where yk is the desired target vector
for k = 1,2, . . . ,n+1. Corresponding to Algorithm 1 (i= 0).
The superscript of the weight (α) represents step and the sub-
script is the number of associated dimension that the corre-
sponding weight is the result of training on those dimensions
(i.e. number 0 is used for the cases when the weight is not
trained over any dimension).
`′(α1k−1) = min
α1k−1
‖K1α1k−1− yk‖2, (20)
The cost of Initial Modeling is O(mnmn−1 . . .m1(m0)2) .
The second step is called Hierarchic Weight Model-
ing as shown in Figure 10 (Right). In this step, first the
weight αi1, is modeled over d i for i = 1,2, . . . ,n. Assume
d i ∈ Yi, for some space Yi. Therefore, there exist another
Hilbert Space Pi, and a mapping ψi : Yi → Pi such that
k(d i,d ′i) = 〈ψi(d i),ψi(d ′i)〉Pi , shown in Figure 1 (Bottom).
Algorithm 1 H-KRLS Algorithm
for i = 0 to n do
for k = 1 to n+1− i do
if i = 0 then
Initial Modeling
minα1k−1 ‖K
1α1k−1− yk‖2
else if i> 0 then
Hierarchic Weight Modeling
minαi+1k−1
‖Ki+1αi+1k−1−αik‖2
end if
end for
Record: αi+1n−i
end for
The training is performed by minimizing the loss function
(21):
`′′(αi+1k−1) = min
αi+1k−1
‖Ki+1αi+1k−1−αik‖2, (21)
where k = 1,2, . . . ,(n+1− i) and i= 1,2, . . . ,n. It should be
mentioned that the desired learning target in this step is the
recorded weight from the previous step, namely αik, which is
correspond to the Algorithm 1 (i> 0).
In summary, to model f (x,d1,d2, . . . ,dn) it is required
to train the corresponding weight α1n. To model α1n, it is re-
quired to train the corresponding weight α2n−1 and to model
α2n−1 it is required to train the corresponding weight α
3
n−2.
This process continues until αn1 is modeled, illustrated in Fig-
ure 9. Although the presented method uses a recursive for-
mula, this approach, for n+1 dimension, is batch over first n
dimensions and only nonparametric over the last dimension.
Assume we have only two dimensions, x and d1. To perform
training, at each sample of d1 we need to know all of x sam-
ples. Therefore, this algorithm is batch over x. However, as
we perform training over d1 sample by sample, it is nonpara-
metric over d1. Now assume we have three dimensions x, d1,
and d2. At each sample of d2 we need to know all of x sam-
ples and d1 samples. Therefore, it is batch over x and d1 and
it is nonparametric over d2. Therefore for high dimensional
systems it is nonparametric over the last dimension.
2.3 Computational Efficiency of the H-KRLS Method
Although the approach in subsection 2.2 seems com-
plicated at the first glance, it is in fact significantly more
efficient compared to the KRLS method. The main rea-
son is that the H-KRLS algorithm divides the training
procedure into multiple steps, shown in Figure 9, and
utilizes smaller sized kernel matrices instead of using
one large sized kernel matrix. The total computational
cost of the H-KRLS algorithm for a n + 1 dimensional
data set is O(mnmn−1 . . .m1(m0)2 + mnmn−1 . . .m2(m1)2 +
mnmn−1 . . .m3(m2)2 + · · · + mn(mn−1)2 + (mn)2), which
is significantly less than the KRLS method cost,
O((m0m1 . . .mn)2):
  
 
 
 
 
 
 
 
 
 
 
Modeling 𝛼1
𝑛 over 𝒅𝑛 
Recording  𝛼0
𝑛+1 
Modeling  𝛼2
𝑛−1 over 𝒅𝑛−1 
Recording 𝛼1
𝑛 Modeling 𝛼𝑛−1
2  over 𝒅2 
Recording 𝛼𝑛−2
3  
Modeling 𝛼𝑛
1 over 𝒅1 
Recording 𝛼𝑛−1
2  
Modeling 𝑓 over 𝒙 
Recording 𝛼𝑛
1 
Initial Modeling Hierarchic Weight Modeling 
⋯ 
 
 
 
 
 
 
Figure 9. The structure of the H-KRLS method.
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Figure 10. (Left) Initial Modeling; (Right) Hierarchic Weight Modeling.
Proposition 1. Let A¯ = mnmn−1 . . .m1(m0)2 +
mnmn−1 . . .m2(m1)2 + mnmn−1 . . .m3(m2)2 + · · · +
mn(mn−1)2 + (mn)2 denotes the computational cost of
H-KRLS and B¯ = (m0m1 . . .mn)2 denotes the cost for
KRLS. If the number of samples mi ≥ 2, i ∈ (1,2, . . . ,n) and
m0 = m1 = · · ·= mn, then A¯< B¯.
The proof is presented in Appendix A.
Although Proposition 1 is restricted to m0 = m1 = · · ·= mn,
the limit of the H-KRLS cost (A¯) as mi (for i = 1,2, . . . ,n)
approaches infinity, is less than the KRLS cost:
lim
mi(i=0,...,n)→∞
O(A¯) = O(mnmn−1 . . .m1(m0)2)
<< O((m0m1 . . .mn)2).
(22)
3 Numerical Experiments
The H-KRLS method is exemplified on two synthetic
and two real world data sets in subsections 3.1 to 3.4.
Then a discussion is presented regarding cross-correlation
between space and time in subsection 3.5. Finally, in sub-
section 3.6 performance of the H-KRLS method is com-
pared to the literature. It should be noted that the all al-
gorithms were implemented on an Intel(R)Core(T M)i7−
4700MQCPU@2.40GHz with 8GB of RAM and the Gaus-
sian kernel, k(z,z′) = exp(−(z− z′)T (z− z′)/(2σ2)) is used
in running all the algorithms herein.
3.1 Synthetic 2D Data Modeling
Exemplification of the H-KRLS method on a synthetic
two dimensional spatiotemporal function is presented in this
subsection. The two-dimensional nonlinear function ϒ(x,d)
is given by:
ϒ(x,d) = sin(x)cos(
d
2
), (23)
where x and d are arranged to be 145 and 150 evenly di-
vided numbers ranging between [0.1,4pi] and [0.1,8pi] re-
spectively, while the trigonometric functions are in radians.
Consequently, by having 145 and 150 data points in each of
the two directions, the total number of data points is 21750.
To train and validate, this data set is divided randomly with
80% of the data used for training and 20% for validation in
each dimension. For training, there are 116 points in the x di-
rection and 120 points in the d direction and in total 13,920
data points.
In the first step of the method, Initial Modeling is per-
formed, using Algorithm 1 (i = 0). The kernel matrix size
equals 116× 116 as there are 116 points in x direction and
no sparsification is used to demonstrate maximum H-KRLS
cost. The variance of the Gaussian kernel is found empir-
ically to be σI = 1. The corresponding weight α10 of this
matrix is a vector 116× 1. Initial Modeling took 2.80 sec-
onds for all 120 data samples of d . Then modeling of α11
is done by Algorithm 1 (i = 1). The kernel matrix size this
time is equal to 120× 120 as there are 120 points in d di-
rection. The variance of the Gaussian kernel is found em-
pirically to be σH1 = 0.3. The Weight Modeling took 0.13
seconds. The cost of Initial Modeling is more than Hierar-
chic Weight Modeling, for the reason that in Initial Model-
ing training is done on all samples of x at all samples of d .
The total computational time of both steps to train H-KRLS
is 2.93 seconds. The corresponding error for validation is
presented in Figure 11. Because of using the same variance
of the Gaussian kernel in Initial Modeling (σI) for all data
samples over d , for some data samples of d the error is big-
ger than the rest. Nevertheless, the maximum magnitude of
recorded error is found to be 0.0134, which indicates high
validation accuracy.
 
d 
Figure 11. Validation error in modeling of the 2D synthetic data set.
3.2 Synthetic 3D Data Modeling
To demonstrate the capability of the H-KRLS algorithm
in modeling higher dimensional data sets, the presented al-
gorithm is implemented on a synthetic three dimensional
function in this subsection. A three-dimentional function
Ξ(x,d1,d2) is defined as follows:
Ξ(x,d1,d2) = cos(x)sin(
d1
2
)sin(
d2
3
), (24)
in which x, d1, and d2 are arranged to be 145, 150, and 100
evenly divided numbers ranging between [0.1,4pi], [0.1,8pi],
and [0.1,12pi] respectively, while the trigonometric functions
are in radians. Consequently the total number of the data
points is equal to 2,175,000, (145×150×100). To train and
validate, this data set is divided randomly with 80% for train-
ing and 20% for validation over each dimension. Therefore,
there are 1,113,600 data points for training (116×120×80)
and 17,400 points (29× 30× 20) for validation (there are
over one million samples for training).
In the first step, Initial Modeling is performed, using Al-
gorithm 1 (i = 0). The kernel matrix is equal to 116×116 as
there are 116 points in x direction. The variance of the Gaus-
sian kernel in Initial Modeling is found empirically to be
σI = 1. The corresponding weight α10 is a vector 116×1. Ini-
tial Modeling took 900.8598 seconds as the system is trained
for all the samples of d1 and d2. Then modeling of α12 is done
by Algorithm 1 (i = 1). The corresponding kernel matrix is
equal to 120×120 as there are 120 points in d1 direction. It
should be noted that the training of α11 is a vector valued ker-
nel model, as α10 is a vector 116×1 . Consequently, its cor-
responding weight α20 is a matrix 120×116 and it is formed
here as a 13920×1 vector. The variance of the Gaussian ker-
nel is found empirically to be σH1 = 0.3. This process took
8.6569 seconds as the system is trained for all the samples
of d2. Then to have the model of α12, it is required to model
α21 using Algorithm 1 (i = 2). The corresponding kernel ma-
trix is equal to 80×80 as there are 80 points in d2 direction
and, using σH2 = 1 as the variance of the Gaussian kernel.
This process took 0.7193 seconds. The cost of training de-
creases for each step since there is one dimension less in each
step compared to its previous step. The total computational
time to train the H-KRLS method is 910.2360 seconds. The
corresponding maximum magnitude of the recorded error is
found to be 0.0171, which demonstrates high capability of
H-KRLS in modeling of this data set.
3.3 Temperature Modeling on Intel Lab Dataset
In this subsection, the presented algorithm is exempli-
fied on a realistic two dimensional spatio-temporal environ-
ment [13] in which 54 sensors were arranged in Intel lab and
the temperature is recorded. It is assumed herein that the sen-
sor indices represent the location of the sensors over space,
x, and every 30 seconds presents the time step over time, d .
The time, d , is arranged from 301 seconds to 400 seconds
(with 1 second interval) and 52 sensors are used (the sensors
number 5 and 15 are not used to reduce outliers). Conse-
quently, by having 100 and 52 data points in each direction,
the total number of the data points equals 5200. To reduce
the outliers, the data set is filtered by a 2D Gaussian filter
with variance 5 and size 6× 6. To train and validate, this
data set is divided over time randomly with 80% for training
and 20% for validation. For training in total there are 4160
data points, and there are 1040 points for validation.
Therefore the total computational time to train the
H-KRLS is 1.11 seconds. The maximum magnitude of
recorded error is found to be 3.11, as the maximum values
of the data set is 25 Celsius, the normalized error is 0.1244.
3.4 Plant Growth Modeling from Sequence of Images
In this subsection the H-KRLS algorithm is used in mod-
eling the growth of plants in Polyculture, which was one
practical motivation in developing this algorithm. On Poly-
cultural farms, different types of plants are planted beside
each other and because of their interactions, their rate of
growth is unknown and needs to be modeled. To perform
modeling for such a high spatio-temporal scale system, first
the data is collected by a camera located on the Polycultural
field, which consists of different types of plants in parallel
lanes. The camera is set up to capture an image (RGB) ev-
ery single day at the same time. The images captured on
day 50 is shown in Figure 12 (Left Top). Fifty days are used
for modeling in this experiment. To identify and distinguish
plants from grasses, the Expectation Maximization (EM) [3]
segmentation method, based on color, is implemented on the
images and the result of that is shown in Figure 12 (Left Bot-
tom) (the EM code used here is a modification of that can
be found in [20]). To reconstruct the profile of growth, the
images are cropped by moving boxes which sweep the lanes
of planting. In each lane of planting, several boxes are se-
lected to identify growth of the plants. It should be noted
that the size of the boxes are adjusted to their distance from
the camera to provide the same scale. The surface for five
boxes is reconstructed from the right planting lane, shown
in Figure 13. In Figure 12, the vertical axes of the white
boxes represent the growth of the plants. The horizontal axes
of the boxes (which contains 300 pixels) are averaged over
every 10 pixels (resulting in 29 columns) for simplicity. Fig-
ure 12 (Right) represents the growth profile over fifty days
for the box “A”. Correspondingly, in modeling growth of the
plants we have 29 columns and 5 boxes, which change over
50 days. This results in a total of 7,250 data points. To train
and validate, this data set is divided randomly to 80% for
training and 20% for validation over time. For training, there
are 5,800 data points and for validation there are 1,450 data
points.
The total computational time to train the H-KRLS is
found to be 2.23 seconds and the corresponding maximum
magnitude of the recorded error is found to be 8.2935. As
the maximum value of the data set is 140 pixels, the normal-
ized error is 0.0592.
3.5 Space-Time Cross-Correlation
This subsection emphasize on the importance of cross-
correlations between dimensions. In the presented algorithm,
all of the possible correlations between data points from dif-
ferent dimensions (i.g. space and time) are taken into account
and no assumed predefined function is used in modeling of
these correlations. In contrast, cross-correlations between
space and time have been modeled in the literature by pro-
viding different space-time covariance functions [21], such
as:
C (u,h) =
1
(a′2u2+1)(
1
2 )
exp(− b
′2h2
a′2u2+1
), (25)
in which a′ and b′ are scaling parameters of time and
space respectively. We considered C as the input to KRLS,
called the NONSTILL-KRLS method herein, inspired from
NONSTILL-GP [15]. In general, appropriate predefined
function should provide the same level of validation error in
modeling in comparison to the KRLS method.
The results in this subsection are found by running the
algorithms with a′ = b′ = 1 on the data set which is assumed
to be a two-dimensional function, denoted in equation 23,
where x and d are arranged to be 48 and 50 evenly divided
numbers ranging between [0.1,0.4244] and [0.1,0.8488] re-
spectively, while the trigonometric functions are in radians.
To train and validate, this data set is divided randomly with
80% of the data used for training and 20% for validation in
each dimension. For training, there are 37 points in the x di-
rection and 38 points in the d direction and in total 1406 data
points. The reason for using a smaller sized data set to com-
pare to 2D Synthetic data set, described in subsection 3.1, is
that KRLS and NONSTILL-KRLS add all data samples to
their dictionary and consequently become extremely expen-
sive and unable to model this large data set. Hence, we used
a smaller data set in this subsection.
As tabulated in TABLE 1, NONSTILL-KRLS does not
provide an appropriate level of accuracy because of its con-
straint to define a function in advance. Finding appropriate
covariance functions and parameters of such functions is the
main challenge. Also, computational time of NONSTILL-
KRLS is very high and close to KRLS. On the other hand,
the H-KRLS method (similar to KRLS) does not have any
predefined model for correlations between space and time
and, hence can achieve high level of accuracy.
3.6 Summary of Comparison with Existing Methods
The main comparison of H-KRLS with leading exist-
ing kernel based modeling methods in the literature is pre-
sented in this section. Table 2 presents the comparison in
terms of computational training time and maximum valida-
tion error of the presented algorithm with the studied kernel
adaptive filtering algorithms in [22], namely QKLMS [10],
FB-KRLS [8], S-KRLS [11], SW-KRLS [4], and NORMA
[5] (the codes used here are modified versions of that found
in [23]).
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Figure 12. (Left Top) captured images on day fifty; (Left Bottom) result of segmentation by EM and sweeping boxes to reconstruct growth
profile; (Right) growth profile over fifty days for the box “A”.
Table 1. Comparison between H-KRLS, KRLS and NONSTILL-KRLS, in term of computational time in training and corresponding average
and maximum validation errors.
Methods Training Time Average Validation Error Maximum Validation Error
H-KRLS 0.3940 s 0.0029 0.0519
KRLS 22.6461 s 0.0035 0.0418
NONSTILL-KRLS 22.6675 s 0.0728 1.5323
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Figure 13. Reconstructed growth profile on day fifty.
As detailed in TABLE 2, the H-KRLS method resulted
in less computational time and also achieved lower maxi-
mum validation error compared to the other methods in the
literature. For example, it is about five times faster and more
accurate than S-KRLS in modeling the Intel Lab data set.
The coefficients that are used in running the algorithms are
tabulated in TABLE 3 in Appendix B. Since the H-KRLS
method results in an improvement in both computational
time and accuracy, choosing different parameter sets for the
other algorithms, as a trade-off between accuracy and effi-
ciency, does not change the general conclusion of this com-
parison. The results demonstrates that the H-KRLS method
is much more efficient than the other methods, particularly
for higher dimensional data sets. For the three-dimensional
data set, the majority of the methods fail and cannot provide a
reasonably small validation error. However, H-KRLS mod-
els this dataset with high accuracy and less cost compared
to all the other methods. Although, it is possible to perform
modeling for higher dimensional datasets using H-KRLS, the
comparison in TABLE 2 is limited to three dimensional as
the other methods in the literature fails in modeling of data
sets above three dimensional.
4 Conclusion
We presented a hierarchic kernel method for model-
ing evenly distributed multidimensional datasets. The ap-
proach was compared against a number of leading kernel
least squares algorithms and was shown to outperform in
both modeling accuracy and computational requirements.
Although the proposed batch method designed for the spe-
cific type of data sets, which are multidimensional and re-
quires regular sampling over all dimensions, the proposed
Table 2. Comparison between H-KRLS and other methods in the literature, in terms of computational time in training the data sets and
corresponding maximum validation errors.
Methods 2D data set 3D data set Intel Lab data set Polyculure data set
13,920 SAMPLES 1,113,600 SAMPLES 4,160 SAMPLES 5,800 SAMPLES
(TIME — ERROR) (TIME — ERROR) (TIME — ERROR) (TIME — ERROR)
H-KRLS 2.93 s — 0.0134 910.23 s — 0.0171 1.11 s — 0.1244 2.23 s — 0.0592
QKLMS 39.39 s — 0.8401 68168.58 s — 0.4469 1.54 s — 0.6220 2.48 s — 0.3759
FB-KRLS 285.76 s — 0.0572 12994.17 s — 0.9232 39.88 s — 0.2182 48.98 s — 0.2395
S-KRLS 108.66 s — 0.0232 4608.40 s — 0.8067 5.64 s — 0.1582 28.70 s — 0.0685
NORMA 38.61 s — 0.3502 2309.76 s — 0.9949 1.49 s — 0.3422 2.44 s — 0.3180
SW-KRLS 1097.26 s — 0.9971 7696.30 s — 0.9949 288.77 s — 0.9895 315.55 s — 0.9024
method provides a different perspective that can lead to new
techniques for scaling up kernel based models. Finally, sys-
tematic tunning of kernel parameters and investigating error
propagation in modeling of high dimensional data sets are
suggested as future works.
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A Proof
Proof. The proof is done by induction: Let n = 1,
m1(m0)2 < (m0m1)2 as m0 = m1 = ...= mn = m and mi ≥ 2
for i= 1,2, ...,n therefore m3 <m4 and the proposition holds
for n = 1.
Assume for n = k the Proposition holds:
A¯− B¯< 0
let n = k+1. Therefore the statement A¯− B¯< 0 can be writ-
ten as: mk+1mkmk−1...m1(m0)2)+mk+1mkmk−1...m2(m1)2+
...+mk+1(mk)2+(mk+1)2− (m0m1...mkmk+1)2 < 0,
⇒ mk+1A¯+(mk+1)2− B¯(mk+1)2 < 0,
as m0 = m1 = ...= mn = m, therefore mA¯+m2− B¯m2 < 0,
⇒ A¯m2− A¯m2+mA¯+m2− B¯m2 < 0,
⇒ m2(A¯− B¯)− A¯m2+mA¯+m2 < 0,
as A¯− B¯ < 0, the first term is always negative and therefore
it is sufficient to show that summation of the other terms is
also negative.
⇒−A¯m2+mA¯+m2 < 0,
⇒ m(A¯−mA¯)+m2 < 0,
⇒ mA¯(1−m)+m2 < 0,
Aˆ = mA¯,⇒ Aˆ(1−m)+m2 < 0,
⇒ Aˆ(1−m)<−m2,
⇒ Aˆ(−1+m)m2 > 1,
⇒ (mk+1+mk + ...+m2+m1)(−1+m)> 1,
⇒ mk+2−m> 1,
⇒ m(mk+1−1)> 1,
⇒ (mk+1−1)> 1m ,
As m ≥ 2, the right hand side is always equal or less than
0.5 and the left hand side is always equal or greater than 1,
therefore the statement holds for n = k+1.
B Coefficients
The coefficients that are used in running the algorithms
are tabulated in Table 3.
Table 3. The Coefficients used in running the algorithm in the section III.
METHODS SYNTHETIC 2D SYNTHETIC 3D INTEL LAB POLYCULTURE
H-KRLS
(σI ,σH1,(σH2)) 1, 0.3 1, 0.3, (1) 1, 1.5 1, 1.5
QKLMS
(σ, µ) 1, 0.15 0.5, 0.03 3.5, 0.15 3.5, 0.033
(ε ) 10−6 0.0005 10−6 0.0005
FB-KRLS
(σ, D) 1, 800 0.5, 600 3.5, 500 3.5, 500
(λ, µ) 0.1, 0 0.01, 0.03 0.01, 0.03 0.01, 0.03
S-KRLS
(σ,δ) 1, 0.01 1, 0.99 3.5, 0.2 3.5, 0.1
NORMA
(σ, D) 1, 13920 1, 10+4 3.5, 4160 3.5, 5800
(η, λ) 0.02, +10−4 0.005, 10−7 0.04, 10−6 0.04, 10−6
SW-KRLS
(σ, D) 1, 1000 1, 300 3.5, 1000 3.5, 1400
(c) 0.01 0.01 0.01 0.01
