INTRODUCTION
Image processing is dominant tool for many fields including facial recognition, robotic vision, artificial intelligence, security surveillance, and medical imaging (Chen et al 2014) . The complete recital of image processing systems based on test image quality. Nonetheless, image is unavoidably corrupted by noise during transmission and acquisition. Image denoising attempts to faithfully reconstruct an image from its noise corrupted region. It tends to enhance degraded image quality for superior interpretation and data extraction. Henceforth, image denoising is a principal problem and a significant process for numerous image processing schemes (Chatterjee and Milanfar 2010) . Is Denoising Dead? . Image denoising has turns to be an attractive research field from last decades (Chen, Y.,et al 2016) . The researchers acquired that partial differential equations (PDEs) have important effectiveness in image de-noising field.
Currently, numerous PDE-based replicas for image denoising have been anticipated, like isotropic diffusion (ID) model (Perona-Malik 1990 ) (PM), total variation (TV) model (Rudin et al 1992) (Levine 1979 ) and so on. Among these replicas, isotropic diffusion (ID) model anticipated by Witkin A. P.Witkin, Scale-Space Filtering is pioneer of PDE-based replicas for noise elimination. (Perona and Malik 1990 ) introduced a well-organized anisotropic diffusion replica based on PDE, termed PM model. PM replica is initial investigation on anisotropic diffusion replica for image restoration. Image Selective Smoothing and Edge Detection by Nonlinear Diffusion, from these models, TV model is thriving anisotropic diffusion model sourced on PDE for image denoising. The complete, these anisotropic diffusion replicas have attained finest balance amongst edge preserving and noise removal.
Although second-order PDE-based anisotropic diffusion replicas possess good capability to reduce noise while preserving edges, they emerge to have numerous drawbacks like staircase effects. (Catté et al 1992) projects modified PM model that outperforms pre-denoising by Gaussian filter before every iteration. (Barbu et al. 2009 ) describes general variation replica for image de-noising and restoration, which is sourced on minimization of convex function of gradient under reduced growth conditions. (Ziou and Horé 2012) anticipated powerful diffusion procedure (i.e., DPM model) that can abridge and improve performance of PM model. DPM model integrates directional diffusion and inverse diffusivity to considerably decrease aliasing around step edges and lines, for now preserving uniform regions. These replicas control diffusion procedure by gradient function, without target to preserve weak edges, thin lines, and fine details.
Image Denoising with Nonlinear Hybrid Diffusion-Modified Perona-Malik Model (NHD-MPM) and Parameter Optimization by Artificial Bee Colony (ABC) Algorithm
To make full utilization of advantages of PM model, ID model and second order directional derivative, we enhanced PM model and ID model using second order directional derivative, correspondingly. A weighting function sourced on patch similarity modulus is cast off to balance relative weights of modified PM model and modified ID model. This hybrid replica extracts structure of original image and diffuses along edge's tangential direction of original image. By taking benefits from modified ID (e.g., the performance for removing noise and edgepreserving is concurrently enhanced) and modified PM (e.g., the patch similarity modulus to serve as structure indicator), realized image de-noising in flat region and diminishing aliasing and noise around edges, for now preserving thin lines, textures, weak edges, and fine details. Furthermore, staircase effects are considerably prevented. In this investigation, anticipated hybrid image de-noising procedure based on Nonlinear Hybrid Diffusion -Modified Perona-Malik (NHD-MPM) model. It is carried out based on Gaussian heat diffusion and mean curvature smoothing. As well, the anticipated work factors of Nonlinear Hybrid Diffusion are optimized through Artificial Bee Colony (ABC) optimization utilization.
LITERATURE REVIEW
Ji et al (2013) anticipated a novel edge detection indicator, i.e. diffusivity function. Owing to this diffusivity function, novel diffusion is forward-backward and non-linear anisotropic. Similarly, Perona-Malik (PM) diffusion, novel forward-backward diffusion is modifiable and manageable. At last, with explicit difference scheme (PM scheme) and inherent difference scheme, numerical experiments for different images are performed, correspondingly. Babu (2013) anticipates two diverse ratio-based edge identification inspired extensions to Speckle Reducing Anisotropic Diffusion (SRAD). One amongst the anticipated extensions integrates an edge-sensitive boosting factor to assist Laplacian operator based edge detector of SRAD and gradient. Edge-sensitive boosting factor is distinct by global edge information offered by ratio based edge detector. The anticipated diffusion function is weighted sum of two components -(1) global ratio-based edge identification inspired component and (2) unique diffusion function of SRAD. A general scaling function selection approach for both extensions and larger window size utilization for gathering local statistics have also been anticipated. The proposed filters cast off significant enhancement in edge preservation and speckle de-noising. Liu et al (2016) anticipates hybrid regularizers-based adaptive anisotropic diffusion to eradicate stair casing effect for total variation filter and synchronously evade edges blurring for fourth-order PDE filter. In anticipated replica, H-1-norm is measured as regularization term and fidelity term is composed of complete fourth-order filter and variation regularization. The two filters can be adaptively chosen based on diffusion function. When pixels locate at edges, total variation filter is chosen to filter image, which can conserve edges. When pixels belong to flat regions, fourth-order filter is accepted to smooth image, which can eradiate staircase artifacts. As well, divide Bregman and relaxation methods are employed in numerical procedure to speed up computation.
Karami et al (2017) spotlights on numerical technique of crisis termed Perona-Malik inequality which is utilized for image denoising. This replica is acquired as Perona-Malik model and p-Laplacian operator with p→∞. To limit this, an efficient procedure is cast off which is amalgamation of traditional additive operator splitting and nonlinear relaxation procedure presented outcomes in image filtering which illustrate effectiveness and efficiency of procedure and at last compared it with prevailing techniques.
Yuan and Wang (2016) anticipated novel diffusion coefficient which is grounded on local entropy information and second order derivative for image de-noising. In the anticipated model, second order derivative term is initiated, which diminishes stair-casing effect and maintains edge in texture. Perona-Malik replica with novel diffusion coefficient enhances de-noised effects, and eliminates edges from being over-smoothed. The anticipated model acquires more satisfied outcomes than other two prevailing models.
Maulik and San (2016) initiates relaxation filtering closure method to account for sub-grid scale effects in explicitly filtered large eddy simulations by anisotropic diffusion idea. Also cast off Perona-Malik diffusion replica and reveal its shock capturing capability and spectral recital for resolving Burgers turbulence problem, which is easier prototype for more sensible turbulent flows demonstrating similar quadratic nonlinearity. In contrast relaxation filtering methods, it is also demonstrated that huge inertial range can be attained by anticipated anisotropic diffusion replica by compact stencil system in a proficient way. 
PROPOSED METHODOLOGY
A nonlinear hybrid diffusion equation is discussed for image denoising, which is a combination of mean curvature smoothing and Gaussian heat diffusion. First, propose a new edge detection indicator, that is, the diffusivity function. Based on this diffusivity function, the new diffusion is nonlinear anisotropic and forward-backward. Unlike the Perona-Malik (PM) diffusion, the new forwardbackward diffusion is adjustable and under control. Then, the existence, uniqueness, and long-time behavior of the new regularization equation of the model are established. Finally, using the explicit difference scheme (PM scheme) and implicit difference scheme (AOS scheme), do numerical experiments for different images, respectively. Experimental results illustrate the effectiveness of the new model with respect to other known models. Image restoration and smoothing are important in problems ranging from medical diagnostic tests to defense applications such as target recognition. Over the past 20 years, the use of variational methods and nonlinear partial differential equations (PDEs) has significantly grown and evolved to address the image restoration problem. The overall representation of the proposed work is shown in figure 1 . (Perona-Malik 1990 ) developed an anisotropic diffusion scheme for image denoising. The basic idea of this nonlinear smoothing scheme was to smooth the image while preserving the edges in it. This was done by using equation
where f is the noisy image and is the image to be smoothed and describes its evolution over time. The diffusivity | | controls the amount of diffusion.
is also an edge indicator and a smooth nonincreasing function and has such properties as , , and , as . This ensures that strong edges are less blurred by the diffusion filter than noise and low-contrast details.
In (Iijima 1962 
Weickert diffusivity (Alvarez et al 1992) :
To make the images more pleasing to the eye, it would be useful to reduce staircasing effect. Many models to reduce this effect have been proposed in the literature. A simple adjustment with practical applications is to include a short range modifier in the nonlinear diffusion (Andreu et al  2001) . The new well-posed equation is given by
where K is the Gaussian kernel
PM MODEL
In order to well preserve edges while removing noise, Perona and Malik proposed the anisotropic PM model based on the ID model:
where c(.) is the diffusion coefficient. Generally, c(.) is a nonnegative and monotone non-increasing function over the gradient magnitude. Accordingly, the diffusion coefficient is able to adaptively control the diffusion speed, making it possible to distinguish the edges of image and decrease the diffusion in the edge regions. The diffusion coefficient c(.) satisfies such requirements in that: c(0) = 1. Perona and Malik suggested the following two diffusion coefficients:
where the gradient threshold k plays an important role in restoring an image and determining the smoothing level. If the k value is too large, the diffusion process will over smooth and result in a blurred image. By contrast, if the k value is too small, the diffusion process will stop smoothing in early iterations and yield a restored image that is similar to the original one (Chao 2010) The selection of gradient threshold k was discussed in (Tsiotsios and Petrou 2013).
However, the PM diffusion model is very sensitive to noise. When the noise intensity is large, the gradient of the noise is similar to the gradient of the edge, so the PM diffusion model cannot distinguish between the true edge of the image and the false edge caused by noise. This is the primary reason that the PM model easily generates the staircase effects. Besides, the PM model is not suitable to reduce aliasing found on edges, as mentioned in (Ziou and Horé 2012), Reducing Aliasing In Images: A PDE-Based Diffusion Revisited.
MPM MODEL
The A novel denoising model based on second order directional derivative is proposed by us in this section, namely the DLHPDE model. It combined the advantages of ID model, PM model and second order directional derivative. Additionally, we selected the patch similarity modulus as the new structure indicator in the proposed model. We used the patch similarity idea described in 79 to quantify the patch similarity modulus between neighboring patches. Let and ́ ́b e the two patches centered at pixel (located at (x,y) on the image u) and its neighbor pixel ́ ́ (located at ( ́ ́ )on the image u). The two patches can be described as:
then the patch similarity modulus between and ́ ́ be is calculated as follows:
where the size of patch is p X p(p = 2q + 1) and q is set to 1, the represents the element of and the ́ ́ represents the element of ́ ́ . The image patch can effectively and accurately represent the structure information. Therefore, the new structure indicator based on patch similarity modulus can identify not only the strong edges, weak edges or textures, but also the noise. The initial form of the proposed model can be expressed as: 
where Ω is the support of the noisy image f (x, y), is the boundary of the image N is an unit outward normal to
where is a small parameter, represents the neighboring patches of and these patches centered at the four neighbors of pixel , k is the patch similarity modulus threshold.
ARTIFICIAL BEE COLONY ALGORITHM
In the ABC model, the colony consists of three groups of bees: employed bees, onlookers and scouts. It is assumed that there is only one artificial employed bee for each food source. In other words, the number of employed bees in the colony is equal to the number of food sources around the hive. Employed bees go to their food source and come back to hive and dance on this area. The employed bee whose food source has been abandoned becomes a scout and starts to search for finding a new food source. Onlookers watch the dances of employed bees and choose food sources depending on dances. The main steps of the algorithm are given below  Initial food sources are produced for all employed bees  REPEAT  Each employed bee goes to a food source in her memory and determines a closest source, then evaluates its nectar amount and dances in the hive  Each onlooker watches the dance of employed bees and chooses one of their sources depending on the dances, and then goes to that source. After choosing a neighbour around that, she evaluates its nectar amount.
 Abandoned food sources are determined and are replaced with the new food sources discovered by scouts.  The best food source found so far is registered.  UNTIL (requirements are met)
In ABC, a population based algorithm, the position of a food source represents a possible solution to the optimization problem and the nectar amount of a food source corresponds to the quality (fitness) of the associated solution. The number of the employed bees is equal to the number of solutions in the population. At the first step, a randomly distributed initial population (food source positions) is generated. After initialization, the population is subjected to repeat the cycles of the search processes of the employed, onlooker, and scout bees, respectively. An employed bee produces a modification on the source position in her memory and discovers a new food source position.
Provided that the nectar amount of the new one is higher than that of the previous source, the bee memorizes the new source position and forgets the old one. Otherwise she keeps the position of the one in her memory. After all employed bees complete the search process, they share the position information of the sources with the onlookers on the dance area. Each onlooker evaluates the nectar information taken from all employed bees and then chooses a food source depending on the nectar amounts of sources. As in the case of the employed bee, she produces a modification on the source position in her memory and checks its nectar amount. Providing that its nectar is higher than that of the previous one, the bee memorizes the new position and forgets the old one. The sources abandoned are determined and new sources are randomly produced to be replaced with the abandoned ones by artificial scouts.
Artificial bee colony (ABC) algorithm is an optimization technique that simulates the foraging behavior of honey bees, and has been successfully applied to various practical problems. ABC belongs to the group of swarm intelligence algorithms.
A set of honey bees, called swarm, can successfully accomplish tasks through social cooperation. In the ABC algorithm, there are three types of bees: employed bees, onlooker bees, and scout bees. The employed bees search food around the food source in their memory; meanwhile they share the information of these food sources to the onlooker bees.
The onlooker bees tend to select good food sources from those found by the employed bees. The food source that has higher quality (fitness) will have a large chance to be selected by the onlooker bees than the one of lower quality. The scout bees are translated from a few employed bees, which abandon their food sources and search new ones.
In the ABC algorithm, the first half of the swarm consists of employed bees, and the second half constitutes the onlooker bees. The number of employed bees or the onlooker bees is equal to the number of solutions in the swarm. The ABC generates a randomly distributed initial population of SN solutions (food sources), where SN denotes the swarm size.
By utilizing the information given by a randomly selected potential solution inside the existing swarm, every potential solution updates itself in ABC. Here, a step size, defined as a linear combination of a random number [ ], existing solution and a randomly selected solution were utilized. The quality of the updated solution functions depending on the step size. If the step size is excessively large, this occurs if the variations of current solution and randomly chosen solution is large enough with extreme absolute value of , then the updated solution can beat the true solution and if the step size is excessively small then the convergence rate of ABC may reduce desirably. Proper balances of the step sizes can compensate the ability of the exploration and exploitation of the ABC algorithm at the same time. But, this step has random component, so its balance can't be performed manually. The Improved solution update strategy based on the fitness of the solution, the exploration and exploitation can be balanced. In the general ABC, the food sources are updated, as shown in equation (25) . (25) Where is defined as the changes made on enhancing the parameter j, that is, is changed. Indices j and k are random variables. Changes to the present solution (food source) are done by employed bees in the employed bee phase, which works upon the details of the individual experience and the new solution fitness value.
If the fitness value of the new solution is higher than the old solution, then the bee updates the position to the new solution and old one will be rejected. The position update equation for i th candidate in this phase is
Where and are randomly selected indices. Should vary from .
is a random number between [−1, 1]. To enhance the exploitation, it is required to consider the details of the global best solution, in order to train the search of candidate solutions, the solution search equation is examined by equation (27) and it is improved as follows:
The fitness based self adaptive mutation method is included in the general ABC, to progress the capacity of the exploitation. The perturbation in the solution is based on the fitness of the solution that occurs in the proposed approach. It is clear that the number of update in the dimensions of the i th solution works on prob i and it implies nothing but a function of fitness.
This technique is based on the suggestion that the perturbation will be high for low fit solutions as for that the value of prob i will be low as long as the perturbation in high fit solutions will be low because of the high value of prob i . It is pictured that the global optima should be closer to the better fit solutions and if the perturbation of better solutions is high, then we have an option of skipping the true solutions because of its huge step size. So, the step sizes, which were correspondingly based.
The perturbations in the solution, are fewer for good solutions and it is high for worst solutions and it is answerable for exploration. So, in the proposed approach, the better solutions will be accomplished in the search space as long as the low fit solutions.
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RESUTLS AND DISCUSSION
In this experiment, input image as shown in Figure  2 . The salt and Pepper noise image is shown in figure 3 . The denoised image of the MPM is shown in figure 4 . The noise removed image results of the NHD-MPM is shown in figure 5 input image as shown in Figure 6 . The Gaussian noise image is shown in figure 7 . The denoised image of the MPM is shown in figure 8 . The noise removed image results of the NHD-MPM is shown in figure 9 input image as shown in Figure 10 . The Speckle noise image is shown in figure 11 . The denoised image of the MPM is shown in figure 12 . The noise removed image results of the NHD-MPM is shown in figure  13 . 
NHD-MPM denoise
The performance of proposed technique is evaluated by imperceptibility and robustness. Imperceptibility is measured by Mean Square Error (MSE) defined by:
where g(i; j) denotes the pixel value of the original image and f (i; j) implies the pixel value of the compressed image. Figure 14 shows the PSNR comparison results of the two image denoising methods such as MPM and NHD-MPM model. However the proposed NHD-MPM model produces higher PSNR results of the 10.8445dB whereas the existing MPM method produces only 16.0818 dB. From the results it concludes that the proposed NHD-MPM model produces higher PSNR than the existing MPM model. It concludes that proposed work performs better for removing noises than the other method. Figure 15 shows the MSE comparison results of the two image denoising methods such as MPM and NHD-MPM model. However the proposed NHD-MPM model produces higher MSE results of the 13.7461whereas the existing MPM method produces lesser MSE results of 24.9242. From the results it concludes that the proposed NHD-MPM model produces lesser MSE than the existing MPM model. It concludes that proposed work performs better for removing noises than the other method.
CONCLUSION AND FUTURE WORK
The aim of this article is to develop a hybrid denoising algorithm based on directional diffusion, via incorporating the advantage of the modified ID model and that of the modified PM model. In the proposed method, employed the patch similarity modulus to serve as the structure indicator to control the diffusion mode and used the second order directional derivative to make the diffusion proceeds along the edge's direction of the original image. First, propose a new edge detection indicator, that is, the diffusivity function. Based on this diffusivity function, the new Nonlinear Hybrid Diffusion is nonlinear anisotropic and forward-backward. A nonlinear hybrid diffusion equation is discussed for image denoising, which is a combination of mean curvature smoothing and Gaussian heat diffusion. Here hybrid image denoising algorithm is based on Nonlinear Hybrid DiffusionModified Perona-Malik (NHD-MPM) model. In addition the proposed work parameters of the Nonlinear Hybrid Diffusion are optimized via the use of the Artificial Bee Colony (ABC) optimization.
In addition, the patch similarity modulus is used as the new structure indicator for the MPM model. Experimental results illustrate the effectiveness of the new model with respect to other known models. To further validate the performance of the proposed NHD-MPM model, future efforts will be focused toward further optimizing the parameters of the proposed model with hybrid algorithm such that it can be applied to the streak artifacts removal of the low-dose computed tomography (LDCT) images.
