Aims. We introduce and test a new and highly efficient method for treating the thermal and radiative effects in the energy equation in SPH simulations of star formation. Methods. The method uses the density and gravitational potential of each particle to make an estimate of the particle's optical depth, which in turn regulates the particle's heating and cooling. The effects of (i) the rotational and vibrational degrees of freedom of H 2 , H 2 dissociation, H 0 ionisation, (ii) the opacity changes due to e.g. ice mantle melting, the sublimation of dust, molecular and H − contributions, and (iii) the thermal inertia, are all captured at minimal computational cost.
Introduction
Smoothed Particle Hydrodynamics (SPH) (Lucy 1977; Gingold & Monaghan 1977 ) is a Lagrangian method which invokes a large ensemble of particles to describe a fluid, by assigning properties such as mass, position and velocity to each particle. Intensive thermodynamic variables like density and pressure (and their derivatives) are estimated using local averages (for reviews see Benz 1990 Benz , 1991 Monaghan 1992 Monaghan , 2005 .
Radiative transfer has only recently been included in SPH simulations (Kessel-Deynet & Burkert 2000; Oxley & Woolfson 2003; Whitehouse & Bate 2004 Whitehouse et al. 2005; Viau et al. 2005; Mayer et al. 2006) . These methods (SPH-RT) use different simplifying assumptions in order to by-pass the full treatment of multi-frequency radiative transfer in 3 dimensions, a task which is not possible with current computing resources, but even so they tend to be computationally expensive. Indeed, even the treatment of full 3D radiative transfer on a single snapshot during the evolution of a simulation is computationally expensive .
More frequently, in SPH simulations of star formation, it is standard practice to use a barotropic equation of state, i.e. to put P = P(ρ) (e.g. Bonnell 1994; Whitworth et al. 1995; Bate 1998 ). The form of P(ρ) is chosen to mimic the thermodynamics of star forming gas, as revealed by computations of the spherically symmetric collapse of a single, isolated protostar (e.g. Boss & Myhill 1992; Masunaga & Inutsuka 2000) . This is not an ideal situation. (a) A barotropic equation of state is unable to account for the fact that the thermal history of a protostar depends sensitively on its environment, geometry and mass; for example, low-mass protostars remain optically thin to their cooling radiation to higher densities than high-mass ones. Thus, the evolution of the maximum density and temperature cannot be approximated by a single barotropic equation for every system. Even for the same system, the density and temperature evolution away from the centre of the cloud does not follow the corresponding evolution at the centre of the cloud (Whitehouse & Bate 2006) . (b) A barotropic equation of state is unable to capture thermal inertia effects; such effects appear to be critical at the stage when fragmentation occurs (e.g. Boss et al. 2000) .
One of the ultimate goals of star formation simulations is to track the thermal history of star-forming gas. Strictly speaking, this requires a computational method which can treat properly the time-dependent radiation transport which controls the energy equation. However, this is computationally very expensive, significantly more expensive than the hydrodynamics. We have therefore developed a new algorithm which enables us to distinguish the thermal behaviours of protostars of different mass, and to capture thermal inertia effects, without treating in detail the associated radiation transport. The method uses the density and the gravitational potential of each SPH particle, which are both calculated using the standard SPH formalism, to estimate a characteristic optical depth for each particle. This optical depth regulates how each particle heats and cools.
The paper is structured as follows. In Section 2, we present the new algorithm we have developed to treat the energy equation within SPH, also describing the aspects of SPH that are required for a complete picture of the new method. In Section 3 we discuss the properties of the gas and dust (i.e. gas composition, gas energy, equation of state, gas opacity, dust composition and dust opacity) present in star forming collapsing clouds. In Section 4, we present a simulation of the collapse of a 1-M ⊙ molecular cloud, we describe in detail the different stages of the collapse, and compare our results with those of Masunaga & Inutsuka (2000) . In Section 5, two additional tests are presented; (i) the collapse of a 1.2-M ⊙ molecular cloud (Boss & Myhill 1992; Whitehouse & Bate 2006) , and (ii) the collapse of a rotating 1.2-M ⊙ molecular cloud, with an m = 2 density perturbation (Boss & Bodenheimer 1979; Whitehouse & Bate 2006) . Finally, in Section 6, we summarise the method, the tests performed, and discuss the applicability of the new algorithm to simulations of astrophysical systems.
The method
The key to this new algorithm is the use of the local gravitational potential and density as a measure of the size of the clump in which an SPH particle resides, and hence of its optical depth, which modulates its ability to cool and heat. We shall assume that each particle is surrounded by a pseudo-cloud represented by a polytrope of index n. The mean density and potential in the polytrope are respectively associated with the density ρ i and the potential ψ i of the particle. This means that the mass M i , and the radius R i of the particle's pseudo-cloud (which are respectively equal to the mass and the radius of the polytrope) are determined from the gravitational potential and the density of each particle (see below).
SPH basic equations
We use a standard implementation of SPH (the DRAGON SPH code, Goodwin et al. 2004a,b) . It uses a variable smoothing length with the constraint that the number of neighbours is exactly N neib = 50. It is important to have a constant number of neighbours to minimise numerical diffusion (Attwood et al. 2007 ). An octal tree is used to calculate the neighbour lists and gravitational accelerations, which are kernel-softened using the particle smoothing lengths h i . Artificial viscosity is included in converging regions with α = 1 and β = 2. Multiple particle timesteps are invoked.
Continuity equation
The density of a particle i is computed from a sum over the particle's neighbours j = 1, 2, . . . , N neib ,
where W is the dimensionless smoothing kernel (N neib = 50).
Momentum equation
The momentum equation should be symmetric in i and j, so that it conserves linear and angular momentum. This is satisfied by setting
where P i , P j are the pressures and ρ i , ρ j the densities of the particles i and j, respectively. The first term on the right hand side, j m j (P i /ρ
, is the pressure acceleration acting on particle i, with the term
being the viscous acceleration. The term −∇φ i is the gravitational acceleration. The viscosity parameter Π i j is
where
and
, and α, β are the viscosity parameters. The linear term (−αc i j µ i j ) introduces a bulk viscosity, and the quadratic term (βµ 2 i j ) is used to prevent rapidly colliding particle streams from inter-penetrating.
Energy equation
The energy equation can be written as
is the net radiative heating rate per unit mass.
Evaluating the gravitational potential and the density at a particle
The gravitational potential ψ i at particle i can easily be calculated at the same time as the gravitational force on particle i,
The extra computation needed to evaluate ψ i for each particle amounts to only a few percent. Indeed, in many codes it is routinely computed in order to monitor energy conservation. The gravitational potential ψ i is used as a means of evaluating (i) the position of the particle in the physical configuration, and (ii) the gas neighbourhood of the particle.
2.3. Evaluating the mass, radius, temperature and optical depth of the particle's pseudo-cloud We assume that each particle i is part of a spherical pseudo-cloud represented by a polytrope with exponent η (P = Kρ η , i.e. polytropic index n = 1/(η − 1); see e.g. Chandrasekhar 1939 ). We also assume that the particle is located "somewhere" in its polytropic pseudo-cloud. If the particle is located at R = ξ R 0 , where
, then its density, ρ i , is related to the central density of the polytrope, ρ c , by
The potential ψ i of the particle is related to the central density and the scale length R 0 of the polytrope by
where M i is the mass of the pseudo-cloud, R i its radius, ξ B refers to the dimensionless radius ξ at the boundary of the polytrope, and
The mass-weighted mean column-density of the particle is therefore
or, equivalently,
is a constant that depends weakly on the polytropic index. The above integral is calculated numerically. For different polytropic indices we find: σ 1 = 0.376, σ 1.5 = 0.372, σ 2 = 0.368, σ 2.5 = 0.364, and σ 3 = 0.360. Hence, the method does not depend on the choice of polytrope. We use a polytrope with exponent n = 2 (η = 3/2), giving
The mass-weighted mean optical depth from the particle to the surface of its pseudo-cloud is given by
In practice we calculate the optical depth using
whereκ(ρ i , T i ) is the mass-weighted mean opacity from the particle to the surface of its pseudo-cloud,
The column-density Σ i is calculated using Eq. 14 and the average mass opacityκ(ρ i , T i ) is calculated from the above relation and tabulated (see Section 3.4).
Radiative heating and cooling
We shall assume that the cooling of a particle is equivalent to the cooling of its pseudo-cloud as defined above. In the optically thick limit (τ ≫ 1) the radiation is transported by diffusion, hence
where a SB is the radiation energy-density constant, and the diffusion time, i.e the time it takes radiation to random-walk from the centre to the edge of the pseudo-cloud, is
where τ R i is the Rosseland-mean optical depth. Hence, using σ SB = a SB c/4, we obtain
In the optically thin limit (τ ≪ 1), by the definition of the Planck mean opacity κ P , we have
where τ P i is the Planck-mean optical depth. The correct asymptotic behaviour in the optically thick and thin regimes is ensured by setting the radiative luminosity (i.e. the cooling rate) of the particle i to (Whitworth & Stamatellos 2006; Masunaga & Inutsuka 1999) . Strictly speaking the denominator in Eqn. (25) should be
but we neglect differences between the Rosseland and Planckmean opacities, and put
The net radiative heating rate per unit mass is given by
where the positive term on the right hand side represents the heating by the background radiation field, and ensures that the gas and dust cannot cool radiatively below the background radiation temperature T 0 .
Quasi-implicit scheme
We shall assume that we know the equation of state (see Section 3.2), so that the specific internal energy of a particle, u i , can be obtained from its temperature, T i , and vice versa,
In order to avoid very short time-steps, we use the following scheme to update the internal energy. From SPH we know the net compressive plus viscous heating rate per unit mass,
We can therefore calculate the equilibrium temperature T i EQ for each particle (and hence u
and the thermalization timescale,
Thus we can advance u i through a time step ∆t by putting
we are in the regime where thermal inertia effects are important, and the right hand side of Eqn. (33) approximates to (34) i.e. in one dynamical timestep, ∆t, the gas can only relax a little towards thermal equilibrium. On the other hand, if ∆t ≫ t i THERM the righthand side of Eqn. (33) approximates to u i EQ ; i.e. thermal processes are occurring much faster than dynamical ones, and the gas is always close to thermal equilibrium. Using the above procedure we capture thermal inertia effects, whilst avoiding the use of very small timesteps.
Gas and dust properties

Gas components & relative abundances
For the purpose of treating the gas-phase chemistry, we assume that the gas is 70% hydrogen and 30% helium by mass, ignoring any heavy metals (X = 0.7, Y = 0.3, Z = 0). The hydrogen is initially in molecular form but as the temperature increases it dissociates and ionises. The helium is initially neutral but at high temperatures it also ionises (first to He + and then to He ++ ). The relative abundances of these constituents are calculated using the corresponding Saha equations (e.g. see Black & Bodenheimer 1975) . These abundances depend on the density and temperature, hence the mean molecular weight of an SPH particle i also depends on the density and temperature;
where y is the degree of dissociation of molecular hydrogen, x the degree of ionization of hydrogen, z 1 the degree of single ionization of helium, and z 2 the degree of double ionization of helium (these abundances are calculated for each SPH particle but the index i has been dropped for simplicity). It is assumed that the dissociation of molecular hydrogen has been completed before the ionisation of hydrogen begins, and that the first ionisation of helium is complete before the second ionisation begins. The variation of the mean molecular weight with density and temperature is shown in Fig. 1 . Fig. 1 . The variation of the mean molecular weight with density and temperature. Isopycnic curves are plotted from ρ = 10 −18 g cm −3 to ρ = 1 g cm −3 , every 2 orders of magnitude (bottom to top).
Specific internal energy of the gas
The specific internal energy (energy per unit mass) of an SPH particle i is the sum of the contributions from molecular, atomic and ionised hydrogen, atomic, singly ionised and doubly ionised helium, and the associated dissociation and ionisation specific energies, Fig. 2 . The variation of the specific internal energy with density and temperature. Isopycnic curves are plotted from ρ = 10 −18 g cm −3 to ρ = 1 g cm −3 , every 2 orders of magnitude (top to bottom). The rotational degrees of freedom are excited around 80 − 100 K, H 2 starts dissociating at 1, 000 − 2, 000 K, and starts ionising at 5, 000 − 10, 000 K.
where χ DISS = 4.5 eV is the dissociation energy of H 2 , and χ 
where T ROT = 85.4 K and T VIB = 6100 K. f (T i ) depends on the relative abundances of ortho-and para-hydrogen. We assume that the the ortho-to para-hydrogen ratio is 3:1. The variation of the specific internal energy with density and temperature is shown in Fig. 2 .
The equation of state
For densities up to ∼ 0.1 g cm −3 the ideal gas approximation holds, hence the gas pressure is
Dust and gas opacity
We use the parametrisation of the frequency averaged opacity introduced by Bell & Lin (1994) ;
where κ 0 , a, b are constants that depend on the species and the physical processes that contribute to the opacity at a specific density and temperature (see Table 1 ; Fig. 3 ). The dust opacity (i.e. up to ∼ 2, 000 K) is similar to the Rosseland-mean opacity calculated by Preibisch et al. (1993) at low temperatures. The gas opacity (i.e. above ∼ 2, 000 K) is similar to the Alexander & Ferguson (1994) and the Iglesias & Rogers (1996) Rosselandmean gas opacities. The opacity at low temperatures is dominated by icy dust grains. At ∼ 150 K the ices evaporate and the opacity is due to metal grains up to ∼ 1, 000 K when the grains start to evaporate. Then the opacity drops considerably in the region from ∼ 1, 000 K to ∼ 2, 000 K as it is too hot for dust to exist, and too cool for H − to contribute, and the opacity is mainly due to molecules. This region of low opacity is usually referred to as the opacity gap. The opacity starts to increase again above ∼ 2, 000 K due to H − absorption and due to free-free transitions. Finally the opacity starts to decrease again at ∼ 10 4 K, as freefree absorptions dominate.
Eq. 46 refers to the local opacity around the particle. To calculate the cooling and heating of each particle we need to calculate the mass-weighted mean optical depth from the particle to the surface of the particle's pseudo-cloud. Hence, we have to use the associated mass-weighted mean opacity (Eq. 20). In Fig. 4 we present the mass-weighted mean opacity computed using Eq. 20, for the specific polytrope that we use (n = 2). Note that the choice of polytrope affects the computed mass-weighted mean opacities only weakly.
The collapse of a 1-M ⊙ molecular cloud
The new method to treat the energy equation in SPH using a pseudo-cloud around each particle is applied to study the collapse of a 1-M ⊙ molecular cloud.
We assume that initially the cloud is spherical with radius R cloud = 10 4 AU, and has a uniform density of ρ 0 = 1.41 × , every 2 orders of magnitude (bottom to top). The opacity gap is evident at temperatures ∼ 1, 000 − 3, 000 K over a wide range of densities. Fig. 4 . The variation with density and temperature of the massweighted mean opacity from the particle to the surface of the pseudo-cloud. Isopycnic curves are plotted as in Fig. 3 . For comparison the local opacity at density ρ = 10 −6 g cm −3 is also plotted (dashed line).
10
−19 g cm −3 . We also assume that the cloud is heated by an external source with rate H 0 , which heats the inner region of the cloud to a temperature of 5 K. This problem has been investigated by Masunaga & Inutsuka (2000) using a code that treats the hydrodynamics in 1 dimension (i.e. assuming spherical symmetry) and the radiative transfer exactly in 3 dimensions (i.e. by solving the angle-dependent and frequency dependent radiation transfer equation). For the calculation presented here we use 2 × 10 5 SPH particles.
4.1. The cloud collapse and the formation of the first and second core (protostar)
The evolution of the cloud collapse is followed up to density ρ ∼ 10 −2 g cm −3 and temperature T ∼ 2×10 4 K, i.e. a difference from the initial conditions of ∼ 17 orders of magnitude in density, and more than ∼ 3 orders of magnitude in temperature (see the evolution of the central density and temperature in Fig. 6 ).
The cloud collapses almost isothermally up to density ρ ∼ 7 × 10 −13 g cm −3 . In this region the temperature increases slowly due to compressional heating, from 5 K to 15 K, similarly to the Masunaga & Inutsuka (2000) simulation and to previous calculations (Larson 1973; Low & Lynden-Bell 1976 ). The cloud core starts heating much faster around when the optical depth becomes unity (see Fig. 11 ). When the temperature reaches ∼ 100 K (at density ∼ 3 × 10 −11 g cm −3 ) the rotational degrees of freedom of the hydrogen molecule start to get excited, hence the temperature increases slower with density (see the kink around 100 K in Fig. 6 ). As the temperature increases the thermal support decelerates the collapse, and the so called "first core" is formed (Larson 1969; Masunaga et al. 1998 1/2 = 1.781 × 10 5 yr (see Fig. 5 ). The collapse continues slowly and the first core grows in mass. When the density reaches ∼ 3 × 10 −9 g cm −3 and the temperature ∼ 1, 000 K, the opacity starts to drop considerably due to metal grain evaporation. However, the average opacity along the line of sight (Fig. 10 ) drops only slightly, as the inner hot region is surrounded by lower temperature regions where dust has not yet evaporated. Hence, the optical depth continues to increase (Fig. 11) . As the collapse proceeds the opacity starts to increase again due to absorption from H − . When the temperature reaches ∼ 2, 000 K the hydrogen molecules start to dissociate. Hence, the energy provided by the collapse does not heat the core but goes into dissociating hydrogen instead, and the so called "second collapse" starts. Thereafter, the collapse proceeds almost isothermally. It appears that the dominant role in the continuation of the collapse is the hydrogen dissociation rather than the presence of the opacity gap, in accordance with other stud- (2000) calculation, and the dotted lines define the different opacity regions (see Fig. 3 ). The thin solid lines refer to different fractions of H 2 dissociation (bottom set of blue lines, 1%, 20%, 40%, 60%, and 80%, from bottom to top), and of of H ionisation (1%, top green line), The results of our model are very close to the calculation of Masunaga & Inutsuka (2000) . Differences at densities > ∼ 5 × 10 −6 g cm −3 are due to slightly different opacities.
ies (Larson 1969) . The second collapse continues until almost all of the molecular hydrogen at the centre has been dissociated, when the density reaches ∼ 10 −2 g cm −3 and the temperature ∼ 20, 000 K. The collapse again decelerates and the second core (i.e. the protostar) is formed (Larson 1969; Masunaga & Inutsuka 2000) at t = 1.052 t 0 ff . The second core then oscillates and grows in size (see Fig 5; Larson 1969) . Further on the second core is in quasi-static equilibrium and contracts on a Kelvin-Helmholtz timescale, i.e. very slowly. Hence, due to computational constraints, its evolution is not followed further.
The evolution of the core collapse is similar to the Masunaga & Inutsuka (2000) calculation (cf. Fig.6 ). The temperature during the initial phase of the collapse increases by ∼ 10 K, i.e. the core starts heating before it becomes optically thick as reported by Masunaga & Inutsuka (2000) . Differences at densities
−6 g cm −3 are attributed to slightly different opacities. The timescale of the collapse in our simulation is also very similar to that of the Masunaga & Inutsuka (2000) calculation, as is shown in Fig. 5 , where the evolution of the density at the centre of the cloud is plotted against time. The times computed from our simulation fit well with the times from the Masunaga & Inutsuka (2000) simulation (we have initially matched the two sets of values at density ρ = 4.34 × 10 −13 g cm −3 to avoid discrepancies due to small differences in the initial conditions at the onset of the collapse).
Evolution at the centre of the cloud
The evolution at the centre of the cloud is described in In these figures we present (as a function of the central density) the evolution of the following quantities.
(i) Temperature (Fig. 6 ). This graph has been discussed in the previous section. (ii) Fractions of the different hydrogen states (molecular, atomic, ionised) (Fig. 7) . The hydrogen remains in molecular Fig. 10 . Evolution of the mass-weighted mean opacity at the centre of the cloud. The opacity gap is seen at densities around ∼ 10 −7 g cm −3 . Fig. 11 . Evolution of the optical depth at the centre of the cloud. It is calculated using Eqns. 19 and 14. form until the temperature reaches ∼ 2, 000 K. Then molecular hydrogen dissociates and the fraction of atomic hydrogen increases.
(ii) Mean molecular weight µ (Fig. 8) . The molecular weight remains equal to 2.35 until the dissociation of hydrogens starts, when it falls.
(iv) Jeans mass, calculated as M JEANS = π 5/2 c 3 s /(6 G 3/2 ρ 1/2 ) (Fig. 9) . The Jeans mass initially decreases reaching a local minimum of ∼ 2 M JUP when the cloud becomes optically thick. Thereafter it increases until the first core forms, with the increase temporarily halted due to the excitation of the rotational degrees of H 2 . As the collapse proceeds it drops to minimum of ∼ 1 M JUP , just before the second core forms.
(v) Mass-weighted dust and gas opacity at the centre of the cloud (Fig. 10) . During the initial stages of the collapse the opacity increases until the ices on the surface of the dust melt at T ∼ 100 K. Thereafter it remains almost constant until the dust evaporates at T ∼ 1, 000 K, whereupon it drops by almost an order of magnitude. At higher densities the opacity increases rapidly as molecular absorption, and later H − absorption become important.
(vi) Optical depth τ (Fig. 11) . The optical depth to the centre of the cloud increases with increasing density. The rate of increase is slower when the opacity does not increase fast (i.e. when dust ice melts and when dust has evaporated).
(vii) Radiative cooling and heating rate at the centre of the cloud (Fig. 12) . The heating rate is important only during the initial phases of the collapse when the cloud is optically thin (H ∼κ σ SB T 4 0 ). After the core becomes optically thick its effect is minimal. The cooling rate (L ∼ σ SB T 4 /(κ Σ 2 )) increases fast until the column density becomes high enough after the formation of the first core. When dust sublimates (i.e. the opacity drops) the cooling rate increases by an order of magnitude. At higher densities the cooling is less efficient as the opacity is large, due to H − absorption.
Snapshots during the cloud collapse
To describe the evolution away from the centre of the cloud, and to compare the results of our model with the results of the Masunaga & Inutsuka (2000) calculation, we chose 8 snapshots during the cloud collapse ( Table 2 ). The densities have been chosen so as to match those of Masunaga & Inutsuka (2000) (see their Fig. 1 , Table 1 ). The temperature versus density at snapshots 2-8 is presented in Fig. 13 . During the initial stages of the collapse the temperature increases in the same way as the temperature in the centre (see green points in Fig. 13 ; snapshots at previous times are over- Table 2 . Elapsed times from the beginning of the collapse, densities, and temperatures, for the snapshots presented in Figs. 14-16 (apart from snapshot 1).
Label
Colour Table 2 ).The region around the centre of the cloud heats at lower densities than the centre of the cloud. The density increases as time evolves (black, green, cyan, magenta, black, green, red). For reference, we also plot the evolution of the temperature and density at the centre of the cloud in our simulation (lower solid black line) and in the Masunaga & Inutsuka (2000) simulation (dashed line).
Fig. 14.
Density at different snapshots during the cloud collapse (snapshots 2-8 in Table 2 ).The colours are the same as in Fig. 13 . Fig. 15 . Temperature at different snapshots during the cloud collapse (snapshots 2-8 in Table 2 ). The colours are the same as in Fig. 13 . Table 2 ). The colours are the same as in Fig. 13 .
Fig. 17.
Mean molecular weight at different snapshots during the cloud collapse. The colours are the same as in Fig. 13 . Fig. 18 . Mass-weighted mean opacity at different snapshots during the cloud collapse. The colours are the same as in Fig. 13. lapped). At later stages during the collapse the regions around In Figs. 14-16 we present the density, temperature and radial infall velocity at different snapshots during the collapse of the cloud (Table 2 ). The temperatures and radial velocities are similar to the ones reported by Masunaga & Inutsuka (2000) . An accretion shock is formed around the first core, which has a radius of ∼ 3 AU (Fig. 16) . There is also an accretion shock around the second core. The second core initially has a radius of a few ∼ 10 −3 AU but later expands to ∼ 10 −2 AU (cf. Larson 1969) .
The mean molecular weight versus radius is presented in Fig. 17 . The hydrogen is molecular until snapshot 6 (µ ≃ 2.35). At this point a shell of atomic hydrogen is created at radius ∼ 0.3 AU. This is because the temperature remains almost constant at ∼ 2, 000 K out to ∼ 1 AU, whereas the density drops by ∼ 2 orders of magnitude. Hence, the dissociation of hydrogen is favoured away from the centre. At the next snapshot 7 the temperature increases all the way to the centre and the dissociation of hydrogen is more efficient at the centre. At snapshot 8, the central region is nearly isothermal out to ∼ 0.002 AU, and the dissociation of hydrogen occurs more efficiently in a spherical shell at this radius.
The gas and dust opacity, and the optical depth τ are shown in Figs. 18-19. The opacity (Fig. 18 ) exhibits a local maximum at radius ∼ 1 − 2 AU, which corresponds to the maximum contribution of the dust to the opacity, just before dust starts evaporating. It also exhibits a local minimum at ∼ (0.02−1) AU, which corresponds to the opacity gap, i.e. when dust has sublimated and the temperature is not high enough for H − absorption to contribute in the opacity.
As a result of the opacity and temperature radial profiles, the radiative cooling rate per unit mass (Figs. 20) is maximum at a radius ∼ 10 AU, which indicates that fragmentation may be favoured at this radius away from the central object. The Jeans mass (Fig. 21) exhibits a minimum at about the same radius (∼ 10 − 20 AU). 
Convergence
We repeat the simulation of the collapse of a 1-M ⊙ molecular cloud, using different number of SPH particles to check if there is convergence. We use 2 × 10 4 , 5 × 10 4 , 10 5 , and 2 × 10 5 SPH particles (Fig. 22) . The results for the central density and temperature are almost identical for different number of particles. Our results converge for > ∼ 5 × 10 4 particles up to densities 10 −4 g cm −3 , and for > ∼ 10 5 particles up to the formation of the stellar core (densities of a few 10 −3 g cm −3 ). Currently, supercomputing facilities allow SPH simulations with up to a few tens of million particles, hence the convergence condition quoted above can be easily met.
Additional tests
5.1. Boss & Myhill (1992 ) Boss & Myhill (1992 have investigated the collapse of a 1.2-M ⊙ cloud with uniform initial density ρ 0 = 1.7 × 10 −19 g cm −3 , and initial temperature T 0 = 10 K. The radius of the cloud is R cloud = 1.5 × 10 17 cm. The same calculation was repeated by Whitehouse & Bate (2006) . We perform a simulation with the same initial conditions, using 1.5 × 10 5 SPH particles. The details of the collapse are similar to those presented in the previous section. The evolution of the central density (see Fig. 23 ) is similar to that presented by Whitehouse & Bate (2006) . There are three differences. (i) The cloud starts heating before it becomes optically thick (as reported by Masunaga & Inutsuka (2000) in a similar test). In contrast in the Whitehouse & Bate (2006) calculation the cloud remains strictly isothermal during this phase. (ii) In the Whitehouse & Bate (2006) simulation the centre of the cloud starts heating faster at densities ∼ 10 −11 − 10 −6 g cm −3 , i.e. at lower densities than in our simulation. However, Masunaga & Inutsuka (2000) in a similar test also find lower temperatures than Whitehouse & Bate (2006) in this region. (iii) There are differences at densities > ∼ 5 × 10 −6 g cm −3 , which we attribute to slightly different opacities. The reported differences are small and the overall evolution of the cloud collapse is similar in both simulations.
Boss & Bodenheimer (1979)
Boss & Bodenheimer (1979) have studied the collapse of a 1.2-M ⊙ cloud with initial temperature T 0 = 12 K (see also Whitehouse & Bate 2006) . The cloud initially rotates as a solid body with angular velocity ω = 1.6 × 10 −12 rad s −1 , hence the rotational-to-gravitational energy ratio is β = 0.26. The density includes an m = 2 perturbation,i.e. ρ = ρ 0 [1 + 0.5 cos(mφ)], where ρ 0 = 1.44 × 10 −17 g cm −3 , and φ is the angle in the plane perpendicular to the axis of rotation. The radius of the cloud is R cloud = 3.2 × 10 16 cm. We perform a simulation with the same initial conditions, using 1.5 × 10 5 SPH particles. The result of the collapse is a binary (binary separation ∼ 500 AU). In Fig. 24 we plot the density and the temperature on the xy-plane for three snapshots during the collapse. The components of the binary system are connected with a bar that at later stages fragments. When the collapse is isothermal the bar does not show any tendency to fragment (e.g. Truelove et al. 1998; Klein et al. 1999; Kitsionas & Whitworth 2002) . However, in the Bate & Burkert (1997) simulation, if the gas is allowed to heat, and the heating happens at low enough densities, then the bar fragments. According to these authors, the bar will fragment only if the heating starts at density ρ H > ∼ 0.3 × 10 −13 g cm −3 , Fig. 23 . Evolution of the central density and temperature for the Boss & Myhill (1992) collapsing cloud. The dashed line corresponds to the Whitehouse & Bate (2006) calculation, and the dotted lines define the different opacity regions (see Fig. 3 ).
The results of our model are very close to the calculation of Whitehouse & Bate (2006) . Differences at densities > ∼ 5 × 10 −6 g cm −3 are due to different opacities.
which is the case in our simulation (ρ H ≃ 7 × 10 −13 g cm −3 ). The regions away from the centre (but still around each protocondensation) start heating at lower densities. However, away from the proto-condensations (a few tens of AU) the heating again starts at around 7 × 10 −13 g cm −3 . This means that the collapse of a proto-condensation that is sufficiently isolated from other proto-condensations, proceeds independently. This is why the bar connecting the two initial proto-condensations is susceptible to fragmentation. This finding contradicts the results of Whitehouse & Bate (2006) , who do not report any bar fragmentation.
The evolution of the density and temperature of the densest part of the cloud is presented in Fig. 25 . The result is similar to the Whitehouse & Bate (2006) calculation. Differences at densities > ∼ 5 × 10 −6 g cm −3 are attributed to different opacities.
Summary
We have developed a new method to treat the effects of radiative transfer in SPH simulations of star formation. The key point of the method is to assign to each particle a pseudo-cloud, which determines how the particle cools and heats. The mass and the radius of the pseudo-cloud are calculated from the density and the gravitational potential of the corresponding SPH particle. To do this it is assumed that the pseudocloud is approximated by a polytrope, whose mean density and gravitational potential are respectively associated with the density and gravitational potential of the SPH particle. Hence, the pseudo-cloud of the particle is used as a means of estimating the position of the particle in the physical system, and its surroundings. The optical depth from the particle to the surface of the pseudo-cloud is then calculated using the associated massweighted mean opacity. This optical depth modulates the heating and the cooling of each particle both in the optically thin and optically thick regime. The choice of the polytrope is not critical for the method, as the mass-weighted mean optical depth varies only slightly for different polytropic indices. Fig. 24 . Three snapshots (t 1 = 0.02315 Myr, t 2 = 0.02343 Myr, and t 3 = 0.025 Myr, (left to right) during the collapse of a rotating 1-M ⊙ molecular cloud. We plot the logarithmic density (top) and the logarithmic temperature (bottom), on the xy-plane, i.e. the plane perpendicular to the rotation axis. The densities and temperatures of the south dense region are ρ 1S = 1.2 × 10 −12 g cm −3 , T 1S = 25 K, ρ 2S = 1.6 × 10 −10 g cm −3 , T 2S = 150 K, ρ 3S = 3.8 × 10 −3 g cm −3 , T 3S = 10800 K. The corresponding densities and temperatures of the north dense region are ρ 1N = 1.7 × 10 −13 g cm
We assume that the particle heats due to (i) compressional PdV work, (ii) viscous processes, and (iii) external radiation, and cools due to (i) expansion (negative PdV work), and (ii) radiation. The radiative heating/cooling happens according to the optical depth of the particle's pseudo-cloud. The balance of heating with cooling determines the equilibrium temperature for each particle, i.e. the temperature that, given sufficient time, the particle will acquire. However, in many processes the dynamical evolution happens faster than the thermalization. To account for this effect, i.e. thermal inertia, we allow each particle to relax to its equilibrium position only if there is sufficient time. Hence, we are able to capture thermal inertia effects, whilst avoiding very small timesteps.
The gas represented by the SPH particles is a mixture of hydrogen and helium. We use a sophisticated equation of state (Black & Bodenheimer 1975 ; see also Boley et al. 2007 ) that accounts (i) for the rotational and vibrational degrees of freedom of molecular hydrogen, and (ii) for the different states of hydrogen and helium depending on the temperature and density. Hence, the effects of molecular hydrogen dissociation, hydrogen ionisation, and the first and second ionisation of helium are included.
A simple parametrisation of the frequency averaged opacity is used (Bell & Lin 1994) , which reproduces the basic characteristics of more sophisticated dust and gas opacity models (e.g. Preibisch et al. 1993; Alexander & Ferguson 1994) . This parametrisation accounts for the effects of the melting of the dust ice, the sublimation of dust, molecular absorption, H − absorption, and bf and ff transitions.
To test the SPH-RT method we examined the collapse of a 1-solar mass molecular cloud of initially uniform density and uniform temperature. The collapse proceeds almost isothermally until the density in the centre becomes a few 10 −13 gcm −3 . Then the temperature sharply rises, the thermal pressure stops the collapse, and the first core is formed. The first core grows in mass, and contracts quasi-statically. When the temperature reaches ∼ 2, 000 K the molecular hydrogen starts dissociating and the second collapse starts, resulting in the formation of the second (protostellar) core. Our model reproduces well the result of the 1-dimensional calculation of Masunaga & Inutsuka (2000) ; the first and the second core form at similar densities, having similar size, and at similar times after the start of the collapse. We also studied the collapse of a 1.2-solar mass molecular cloud of initially uniform density and temperature, and compared the results with those of Whitehouse & Bate (2006) . Both methods find that the cloud around each proto-condensation starts heating at lower densities than the centre of the cloud.
Finally, we examined the collapse of a rotating 1-solar mass molecular cloud with an m = 2 perturbation. The collapse results in the formation of a binary system, with a bar connecting the binary components. The bar fragments as in some previous simulations (Bate & Burkert 1997) .
The geometries examined in this paper establish the validity of the code for treating both spherical and flattened geometries. Furthermore, the method also performs well in the Hubeny (1990) test concerning discs in equilibrium, hence it can also be applied in disc simulations. We will discuss the Hubeny (1990) test, and applications of this method to discs in a forthcoming paper (Stamatellos & Whitworth, in preparation) .
The tests suggest that the mew SPH-RT method performs very well, and most importantly it is very efficient. The computational time is almost the same (∼ 3% percent longer) than an SPH method using a barotropic equation of state. The method is inherently 3-dimensional, hence it can be used to treat a variety of astrophysical systems, where the radiative processes and thermal inertia effects are important.
