Person re-identification addresses the problem of matching pedestrian images across disjoint camera views. Design of feature descriptor and distance metric learning are the two fundamental tasks in person re-identification. In this paper, we propose a metric learning framework for person re-identification, where the discriminative metric space is learned using Kernel Fisher Discriminant Analysis (KFDA), to simultaneously maximize the inter-class variance as well as minimize the intra-class variance. We derive a Mahalanobis metric induced by KFDA and argue that KFDA is efficient to be applied for metric learning in person re-identification. We also show how the efficiency of KFDA in metric learning can be further enhanced for person reidentification by using two simple yet efficient multiple kernel learning methods. We conduct extensive experiments on three benchmark datasets for person re-identification and demonstrate that the proposed approaches have competitive performance with state-of-the-art methods.
Introduction
Person re-identification (re-ID) addresses the problem of matching pedestrian images across disjoint camera views. Person re-ID is of growing interest due to its wide application in video surveillance, security, bio-metrics and forensics. It is a very challenging problem since images of the same person in distinct cameras look very different due to the large variations in illumination, pose, viewpoint, camera characteristics and background clutter (see Fig. 1 ). The low resolution makes the image quality insufficient to distinguish the identities based on their physical attributes. Moreover, the costume of distinct pedestrians can be very similar making them more indistinguishable.
Person re-ID consists of generally two stages: design of robust feature descriptors and distance metric learning. The feature descriptors are designed to capture the similarity of same person images and the dissimilarity of distinct per-sons. Various feature descriptors ELF [11] , SDALF [5] , WHOS [19] , LOMO [17] , GOG [24] have been proposed in the literature. However, due to large variations in the camera and scene characteristics, the accuracy of the feature descriptors in discrimination is limited. Therefore distance metric learning [49, 26, 45, 41, 14, 17, 18, 44, 2] is used as a second stage in person re-ID systems to improve the discrimination. They learn a distance function which minimizes the within class variance and maximizes the between class variance to effectively improve the accuracy of person re-ID systems.
There exist re-ranking methods [31, 3, 4, 50] to be applied in the testing phase of a trained person re-ID system, to further improve the accuracy. They refine the ranked results by learning the similarity or manifold structure of the whole test data. However, they are computationally intensive and unsuitable for real-time applications. Moreover, the accuracy of re-ranking methods largely depend on the efficiency of the preceding metric learning method. Hence, efficient metric learning methods are very crucial for such person re-ID systems also. Deep learning has also been applied for person re-ID and shown good results on large training datasets [8, 15, 52, 46] . However, the availability of large labeled data for every new camera network is practically very expensive in the context of person re-ID. Regardless, metric learning methods have shown impressive performance even with small training data. Therefore, developing efficient metric learning methods is very important for person re-ID and hence is the main focus of this paper.
In this paper, we propose a metric learning framework for person re-ID, where the discriminative metric space is learned using Kernel Fisher Discriminant Analysis (KFDA) [25] . We derive a Mahalanobis distance metric, induced by KFDA, which simultaneously maximizes the inter-class variance as well as minimizes the intra-class variance. We first argue that, without the need of any supplementary method, KFDA has strong potential and is efficient to be applied for metric learning in person re-ID. In order to further enhance the efficiency of the learned metric in discrimination, we also propose to use two simple yet efficient multi- ple kernel learning frameworks. Multiple kernel learning is used to remove the bias in using a single kernel and to utilize the information from all the given kernels effectively. We use kernels for two main reasons: (i) The training computation in most metric learning methods largely depends on the dimensionality of the feature descriptor, which is very high, typically in ten thousands. To remove the computational overhead, most methods use unsupervised dimensionality reduction, which removes the important discriminative information. However, use of kernels help reduce the computations to the order of the number of samples, without the need of any dimensionality reduction and thus providing significant reduction in the training time without losing discriminative information. (ii) Usage of appropriate kernel helps to get a richer representation of the data in the high dimensional feature space for better discrimination. Kernels facilitate to model the high non-linearity in the person appearance across cameras for more efficient person re-ID.
Our main contributions in this paper are the following:
• We first identify that, without the need of any supplementary method, KFDA is a strong candidate to be applied in metric learning for person re-ID.
• We show that the performance of KFDA for person re-ID can be further enhanced using two multiple kernel learning frameworks.
• We perform extensive experiments on three datasets and show that the proposed frameworks attain competitive performance with many state-of-the-art methods.
Related Methods
The objective of metric learning methods is to learn a metric in which distances between the similar class samples are smaller compared to the dissimilar class samples. KISSME [14] used PCA and a log likelihood ratio test to derive a Mahalanobis distance metric. In PRDC [49] , the probability of a positive pair to have a smaller distance is maximized compared to a negative pair. Hirzer et. al [12] relaxed the positive semi-definite constraint in the Mahalanobis metric learning. LADF [16] generalized the metric learning using a locally adaptive decision rule. KNFST [44] learned a discriminative nullspace where all the samples of the same class are maximally collapsed to singular points by making the within class scatter to zero.
The methods most related to our approach are LFDA [26] , kLFDA [41] , MKML [35] and XQDA [17] . Pedagadi et. al [26] used Local Fisher Discriminant Analysis (LFDA) [34] to learn the local structure of multi-modal data to appropriately embed it using Locality Preserving Projection (LPP). Xiong et. al [41] applied kernelized version of the LFDA, namely Kernel Local Fisher Discriminant Analysis (kLFDA) for person re-ID. Though both LFDA and kLFDA have been developed in the framework of Fisher Discriminant Analysis (FDA), their primary focus has been to use the local neighborhood information of the data for metric learning. On the contrary, our approach does not utilize any such local information and still achieves higher accuracy than both LFDA and kLFDA. We infer that using the local neighborhood information as in LFDA and kLFDA, is not beneficial for person re-ID, especially for the small datasets, since there are very few samples per class to efficiently estimate local neighborhood information. Our work primarily focuses on the potential of KFDA as a metric learning method for person re-ID, without using any supplementary information like local neighborhood structure. To the best of our knowledge, no previous work exists that explore the direct applicability of KFDA individually in metric learning for person re-ID. In addition, we further enhance the efficiency of the KFDA based Mahalanobis metric using multiple kernel learning framework to effectively utilize the information from multiple kernels.
Another closely related work is Multiple Kernel Metric Learning (MKML) [35] . It uses an exponential error function and an adaptive weighted kernel combination to iteratively learn an LFDA based distance metric for person re-ID, and is fundamentally different from our approach. The Cross-view Quadratic Discriminant Analysis (XQDA) [17] used the framework of Quadratic Discriminant Analysis (QDA) with zero mean Guassians to derive the KISSME metric and learn a subspace simultaneously. For subspace learning, the Fisher Discriminant Analysis (FDA) was not applicable due to zero mean of the class distributions and therefore the authors maximized the ratio of similar class and dissimilar class variance using an optimization technique motivated from FDA. Therefore XQDA is also primarily different from our approach.
Person Re-identification using Metric Learning
In this section, we describe the framework for person re-ID using the proposed metric learning approaches. We first obtain a Mahalanobis distance metric induced by KFDA and show how this metric can be further improved using two different multiple kernel methods. Next we describe the person re-identification framework that uses the proposed metric learning approaches.
Kernel Fisher Discriminant Analysis
Metric learning methods in person re-ID have shown to highly benefit from kernelization [41] . This is because of the high non-linearity in the appearance of the person across the non overlapping cameras. Kernel methods use a nonlinear function Φ(x) to map the input features to a high dimensional feature space F , where the classes are well separated.
For a given set of n samples x 1 , x 2 , . . . , x n ∈ R d belonging to c classes, the objective of Kernel Fisher Discriminant Analysis (KFDA) is to learn a discriminative subspace where similar class samples are closer and dissimilar class samples are well separated. KFDA calculates linear discriminants in the feature space F and thereby learns nonlinear discriminants in the input data space. The discriminant vectors w 1 , . . . , w p ∈ R d form the columns of the projection matrix W ∈ R d×p . Since each discriminant vector w k lies in the span of the mapped data Φ(x 1 ), . . . , Φ(x n ), we can express them as
where (α k ) l is the lth element of the expansion vector α k ∈ R n . The discriminant vectors of KFDA are estimated such that they maximize the Fisher criterion, i.e.,
where, tr represents trace, S Φ b is the between class scatter matrix and S Φ w the within class scatter matrix in the feature space.
n i is number of samples in class i, m i the mean of class i and m the mean of all samples. Equivalently, KFDA learns a discriminative subspace to maximize the between class variance and minimize the within class variance. The problem in (2) can be formulated in terms of inner products Φ(x i ), Φ(x j ) of the input data and is replaced by an appropriate positive definite kernel function k(x i , x j ). As the kernel function can be easily computed, there is no need to explicitly calculate the non-linear function Φ(x).
Using (1) along with the definitions
and later replacing the inner product using the kernel function,
The between class and within class scatter can be, respectively, rewritten as
K i is (n × n i ) kernel matrix of the ith class defined as
, I ni is (n i × n i ) identity matrix and 1 ni is n i dimensional vector of ones. The final optimization problem of KFDA becomes:
where A = [α 1 , . . . , α p ]. If Q is singular, the optimal discriminants of KFDA are obtained using the first p leading eigenvectors of Q −1 P .
Metric Learning using KFDA
Kernel Local Fisher Discriminant Analysis (kLFDA) [41] learns a distance metric utilizing the local neighborhood information of the data. They learn a discriminative space to appropriately embed the structure of multi-modal data using Locality Preserving Projection (LPP), using the framework of KFDA. However, most typical datasets in person re-ID are of small size with very few samples per class. This could limit the proper estimation of the local neighborhood structure. Hence in our approach, we first demonstrate how to obtain a Mahalanobis distance metric directly induced by KFDA, without using any supplementary techniques like local neighborhood estimation as in LFDA, kLFDA and MKML.
A Mahalanobis matrix M ∈ R d×d is a positive semidefinite matrix and hence can be decomposed into the form
In our approach, we directly choose V to be the projection matrix W of KFDA, since such a learned Mahalanobis distance metric between any two samples Φ(x i ) and Φ(x j ) in the feature space F has equivalence with the Euclidean distance between the samples in the discriminative subspace of KFDA. The equivalence can be seen by the below analysis.
Any general feature vector Φ(y) in the feature space F can be projected onto the discriminant vector w k as follows:
where k y = [k(x 1 , y), . . . , k(x n , y)] T . Using (8) and (10), we solve the Mahalanobis distance metric as:
Thus the Mahalanobis distance metric is obtained directly using the KFDA, without any supplementary techniques. It has a closed form solution with very few parameters and is efficient for practical implementation. We next propose an improvement to this framework using multiple kernel learning.
Multiple Kernel Fisher Metric Learning
Multiple kernel learning (MKL) is an efficient way of enhancing the accuracy of kernel based methods. Instead of using a single kernel, MKL methods find an optimal combination of a given set of pre-specified kernels. Using multiple kernels help to remove the possible bias in using a single kernel and finding a better solution. The MKL methods generally use a linear or non-linear combination of the given kernels. A linear combination of kernels is equivalent to scaling the feature space corresponding to each kernel and concatenating them as a single feature representation. Optimization based methods are the most popular for MKL using KFDA. However, empirically we find that for person re-ID such methods are unstable and their performance gets degraded for small size datasets, where there are very few samples in each class.
In our approach, we propose to use two simple yet efficient multiple kernel learning methods for metric learning using KFDA. The first method is adapted from Proportionally Weighted Multiple Kernels (PWMK) [36] . PWMK seeks to learn a convex combination of q pre-defined kernels, based on the relative importance of the individual base kernels (estimated using cross validation).
β t = 1 (12) β 1 , . . . , β q are the weights used for the convex combination of the base kernels k 1 , . . . , k q . The PWMK selects the kernel weights based on the following rule:
where π r is the accuracy obtained using the rth kernel. The value of the threshold δ is chosen less than or equal to the minimum accuracy obtained among all the individual kernels. However, such an approach is empirically seen to assign significant weights to almost all the kernels including the poorly performing kernels. In-order to suppress the bias of the poorly performing kernels, we learn the kernel weights based on the following modified function.
The threshold δ ′ is chosen to be the accuracy of (N + 1)th best performing kernel and the set S consists of the N best performing kernels. This approach assigns null weight to all the kernels except the top N best performing kernels, and thus removes the contribution of poorly performing kernels in learning the final kernel. This also ensures that the learned kernel weights are non-negative, ensuring positive semi-definiteness of the resultant kernel and also satisfies the constraint in (12) . We use the above approach of multiple kernel learning along with our KFDA based Mahalanobis metric learning and refer the resulting framework as N-Proportionally Weighted Multiple Kernel Fisher Metric Learning (NP-MFML).
The second approach for multiple kernel learning used in our framework is based on the Squared Matrix (SM) method, which was earlier proposed for SVM in [9, 10] . Given two kernel matrices K1 and K2, the method builds the final kernel matrix K using the below form
The term f (K 1 − K 2 ) is chosen so that it quantifies the difference in information that the kernel matrices K1 and K2 provide for classification. The difference term should vanish when K1 and K2 provide similar classification results, yielding K ≃ K1 ≃ K2. The scaling factor τ is a positive constant that controls the relative importance of the difference function. In our multiple kernel framework, we set the difference function to be:
This square matrix form is chosen since it guarantees positive semi-definiteness of the final kernel matrix K, making it a valid Mercer kernel. We refer this approach of multiple kernel learning with our KFDA induced metric learning as Square Matrix-Multiple Kernel Fisher Metric Learning (SM-MFML).
Person Re-identification
Training in a person re-ID system consists of two stages. In the first stage, we extract feature descriptors (such as GOG [24] or LOMO [17] ) for all the images in the training set. In the second stage, we learn the distance metrics (to better capture the similarity of same person images and the dissimilarity of distinct persons) and the corresponding transformations, as discussed above. During testing, the feature descriptors are obtained for all the images in the testing set and the appropriate transformations are applied. The test set is divided into probe set and gallery set. Each probe is matched against the complete gallery. The matching scores are calculated using the distance metric. The gallery images are sorted based on the matching scores and then finally ranked to indicate their closeness to the probe image. Let x 1 , . . . , x n be the feature descriptors generated for the given n training images belonging to the c classes. For training using KFDA, we choose a kernel k and solve the optimization problem (5), to obtain A. Let y and z be the feature descriptors for a given test probe and a test gallery image, respectively. Their matching score in the discriminative subspace of KFDA can be calculated as:
A lower (higher) score corresponds to the closeness (difference) between the probe y and the gallery image z. The matching scores are sorted and the corresponding gallery images are ranked to obtain the most relevant matches to the probe image. This completes the process of person reidentification.
For the multiple kernel frameworks NP-MFML and SM-MFML, we use the corresponding resultant kernel k, obtained from the q predefined kernels, for solving the optimization problem (5) and obtain the solution A. The remaining procedure is similar to that of the single kernel framework.
Experimental Results
We conducted our experiments on various datasets using the framework discussed in Section 3. We next describe the datasets, performance measures and the parameter settings used to evaluate the proposed methods. We also compare them with several state-of-the-art methods.
Datasets:
We evaluate our proposed method on three benchmark datasets: PRID450S [28] , GRID [20] and VIPeR [11] . They have 450, 250, 632 persons observed from two non overlapping cameras, respectively. All datasets have one image from each camera. The testing identities for person re-ID are generally considered unseen during training. Therefore, following the standard set up, the identities are divided equally for training and testing set, each having disjoint identities. The test set images are equally divided into probe and gallery set. The test set of the GRID dataset has another 775 images in the gallery, whose identities are different from the 250 identities.
Performance measure: For testing, each probe image is matched against all the gallery images. The corresponding scores are sorted and the rank-K accuracy is calculated based on the occurrence probability of a true match within the top K ranks. The procedure is repeated ten times and the average scores are reported.
Visual features: We use GOG [24] as the default feature descriptor in our method. GOG has a dimension of 27,622. It is extracted by hierarchically modeling color and texture information as multiple Guassian distributions.
Parameter settings: We use RBF kernels in all our methods. For KFDA (single kernel), the kernel width is automatically determined using the root mean squared pairwise distance among the samples following [44, 2] . For MFML, we use q = 20 RBF kernels whose kernel widths are selected from the range 0.1 to 10 in log scale. The performance of each of these base kernels is estimated using a ten fold cross validation on the training data. The best two performing kernels are used in SM-MFML. The parameter τ of SM-MFML and N of NP-MFML are also selected using cross validation.
The matrix Q that needs to be inverted for solving the optimization problem (8) is of size n × n. However, the matrix Q can have a rank of at most n − c, making it non-invertible. Hence we add a small regularizer to the diagonal elements of Q. We empirically find that a value of 10 −7 as the regularizer is generally useful. For KFDA, the maximum number of discriminant vectors available is c− 1. In our approach, we set the number of discriminant vectors p to be c − 1 to accommodate all the useful discriminative information.
Comparison with baselines
We compare the performance of the proposed approaches KFDA, NP-MFML and SM-MFML with the baseline metric learning methods, whose codes are publicly available. They include KISSME [14] , LFDA [26] , XQDA [17] , kLFDA [41] , MFA [41] and KNFST [44] . For fair comparison, we evaluate these methods using the same set of feature descriptors. We use GOG [24] and LOMO [17] descriptors separately to evaluate their performance on GRID dataset and the ranking results are reported in Table 1a and 1b respectively. For the GOG descriptor, KFDA outperforms KISSME, LFDA, XQDA, kLFDA, MFA and KNFST by a margin of 3.60%, 3.36%, 0.16%, 1.20%, 0.80% and 0.06% respectively. This demonstrates that, without using any supplementary techniques, our Mahalanobis distance metric learned using KFDA is efficient and competitive with the baseline metric learning methods.
It should be noted that KFDA outperforms both LFDA and kLFDA at almost all the ranks. They were designed to embed the local neighborhood information of the data using Local Binary Pattern (LBP) in the framework of FDA and KFDA respectively. However, our experimental results show that their performance is inferior compared to KFDA for person re-ID, indicating that there is no added advantage of learning the local structure of the data. One possible reason is that the typical datasets for person re-ID have very few samples per class, limiting proper estimation of their local neighborhood information. Table 1 also demonstrates that the proposed multiple kernel metric learning methods NP-MFML and SM-MFML improves upon the KFDA based metric learning. In particular for LOMO descriptor, NP-MFML and SM-MFML boosts the rank-1 accuracy of KFDA by 4.00% and 3.68%, respectively. This emphasize that our multiple kernel frameworks can effectively extract information from multiple kernels and remove the bias of using a single kernel. NP-MFML also attains an improvement margin of 7.20%, 5.04%, 1.76%, 4.08%, 3.2% and 3.44% against KISSME, LFDA, XQDA, kLFDA, MFA and KNFST, respectively. Similar improvements are seen using NP-MFML also for both LOMO and GOG descriptors. This particularly illustrates that the performance of the proposed methods is not because of a specific feature descriptor.
Comparison with state-of-the-art
Method of comparison: We compare the performance of our proposed frameworks with the existing state-of-the-art methods on all the three datasets. Apart from metric learning methods, there exists few re-ranking based methods proposed for person re-ID. Re-ranking is a post-processing stage applied over an existing metric learning method, for refining the ranked results using the entire training and test data. Since our work focuses on metric learning, direct comparison of our results with such post-processing based methods is not advisable. However, even with such a comparison, our proposed method attains competitive performance against the post-processing based methods. Moreover, our proposed metric learning approach is general enough to be integrated with any such post-processing based method to further enhance their accuracy. We list the results of such post-processing methods in separate rows for completeness.
Experiments on GRID dataset: The images of GRID datasets are captured using 8 disjoint cameras installed in a busy underground station. It is a challenging dataset due to pose variations, lighting changes and low resolution images. The existing state-of-the-art results on GRID dataset are reported in Table 2 . NP-MFML outperforms all the metric learning methods. At rank-1, it attains an extra margin of 9.46%, 9.12%, 10.88%, 3.36% and 0.96% against PolyMap, MLAPG, KNFST, SSSVM and GOG+XQDA. Similar improvements are seen for SM-MFML also. It can also be observed that SM-MFML and NP-MFML performs competitively even with the re-ranking methods. NP-MFML achieves a significant margin over SSDAL [33] , and also performs very competitively with SSM [3] .
Experiments on PRID450S dataset: In Table 3 , we compare the performance of our proposed approaches with the state-of-the-art results on PRID450S dataset. Both NP-MFML and SM-MFML outperform almost all the state-of-the-art person re-ID methods. For example, NP-MFML attains a significant improvement margin of 14.49% and 6.89% against TMA and SSSVM, at rank-1.
Though the proposed methods are slightly inferior to GOG+XQDA at rank-1, their results are better at rank-10 and rank-20. Also, the proposed methods significantly outperform the re-ranking method Semantic [31] . The ranking results using SM-MFML for few sample probe images are shown in Fig. 2 (a) .
Experiments on VIPeR dataset: VIPeR is one of the most challenging dataset for person re-ID as the images were captured from outdoor scene environment with large viewpoint changes, pose variation and significant illumination difference. It is the most popular evaluated dataset for person re-identification. The performance comparison of the proposed approaches on the VIPeR dataset is presented in Table 4 . Both NP-MFML and SM-MFML have competitive performance against all the other metric learning methods. It should be noted that the proposed methods again outper- form LFDA and kLFDA with significant margin. This reemphasize that our approach of metric learning without using any local neighborhood information is more efficient for person re-ID on small datasets with few samples per class. NP-MFML and SM-MFML are also superior to the multiple kernel method MKML [35] , indicating that our proposed approaches are efficient in utilizing the information from multiple kernels. The proposed methods attain superior performance even against the deep learning methods. This signifies the limitation of the deep learning methods for person re-ID, especially on small size dataset. Our proposed methods also attains superior performance against most of the re-ranking methods including SSDAL, MuDeep, OL-MANS, DLPAR and PDC. In Fig. 2 (b) , we show few sample probe images of VIPeR dataset and their ranking results from the gallery using NP-MFML.
Analysis of the Proposed Method
Influence of Components: In order to analyze the contribution of each of the components in our proposed framework, we separately evaluate their accuracies attained by each component. We use GRID dataset for the evaluation. In Fig. 3 , we plot Cumulative Matching Curves (CMC) curves obtained using the feature descriptor alone (without metric learning), KFDA (single kernel) and the multiple kernel approaches NP-MFML and SM-MFML. CMC curves are obtained by plotting the ranking accuracies against the corresponding ranks. Using the feature descriptor alone, the rank-1 accuracy attained is 13.28% only. After applying Mahalanobis metric learning using KFDA, the rank-1 accuracy increases to 24.96%. This clearly demonstrates the significance of metric learning methods in person re-ID. Incorporation of multiple kernels in the metric learning using our proposed frameworks NP-MFML and SM-MFML further increase the rank-1 accuracy to 25.76% and 25.04% respectively, illustrating that both NP-MFML and SM-MFML are able to utilize the information from multiple kernels to efficiently boost the accuracy.
Influence of Subspace Dimension:
We also study the influence of the dimension of the underlying discriminative subspace of the proposed metric learning methods NP-MFML and SM-MFML on the person re-ID accuracy. In Fig. 4 , we plot the rank-1 accuracy verses the subspace dimension, evaluated using the GRID dataset. The subspace discriminants are sorted based on their corresponding eigenvalues. Initially, the rank-1 accuracy keeps increasing with the number of discriminant vectors (that define the projected subspace dimension) and later becomes almost stable at higher dimensions. For practical computation, we can also choose a much smaller dimension as more than 95% of the maximum accuracy is already attained using the first 50 discriminants.
Runtime Analysis:
We compare the testing time of our proposed metric learning methods with other metric learning methods including KNFST [44] , MFA [41] , XQDA [24] , MLAPG [18] and kLFDA [41] , using VIPeR dataset. Our codes for KFDA, NP-MFML and SM-MFML are all implemented using MATLAB. All methods are executed on a PC with Intel i7-6700CPU@3.40GHz and 32GB memory. There are 632 samples in the training set and 316 queries in the test set. As summarized in Table 5 , our proposed methods have testing time comparable to other methods.
Conclusions
In this paper, we have proposed a Mahalanobis metric learning framework induced from Kernel Fisher Discriminant Analysis for person re-identification. The metric learns an embedding space where the samples of distinct classes are well separated and the samples of the same class come closer. We demonstrated that our KFDA induced distance metric, without using any supplementary technique, performs superior to the methods that learn local neighborhood information, especially in small datasets with very few samples per class. We also proposed to incorporate information from multiple kernels for the metric learning to further enhance the discrimination. The proposed multiple kernel learning frameworks efficiently remove the bias in using a single kernel and improves the accuracy in person reidentification. Our extensive experiments on three benchmark datasets confirm that the performance of the proposed methods are very competitive with state-of-the-art methods.
