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Birkhoff coordinates for KdV on phase spaces of distributions
Abstract
Birkhoff coordinates for KdV on phase spaces
of distributions
T. Kappeler∗, C. Mo¨hr, P. Topalov†
April 11, 2005
Abstract
The purpose of this paper is to extend the construction of Birkhoff
coordinates for the KdV equation from the phase space of square
integrable 1-periodic functions with mean value zero to the phase
space H−10 (T) of mean value zero distributions from the Sobolev space
H−1(T) endowed with the symplectic structure (∂/∂x)−1. More pre-
cisely, we construct a globally defined real analytic symplectomor-
phism Ω : H−10 (T) → h−1/2 where h−1/2 is a weighted Hilbert space
of sequences (xn, yn)n≥1 supplied with the canonical Poisson structure
so that the KdV Hamiltonian for potentials in H10 (T) is a function of
the actions ((x2n + y
2
n)/2)n≥1 alone.
1 Introduction
Let
x˙ =
∂H
∂y
, y˙ = −∂H
∂x
(1.1)
be a Hamiltonian system on the phase space Rn × Rn with the standard
symplectic form
∑n
j=1 dxj ∧ dyj and assume that near the origin in Rn×Rn,
the Hamiltonian H is real analytic and takes the form
H(z) =
n∑
j=1
λj(x
2
j + y
2
j )/2 + · · · (1.2)
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where z = (x, y) ∈ Rn × Rn, λj ∈ R, and the dots stand for terms of higher
order in z. Then z = 0 is an elliptic equilibrium of (1.1), i.e. at z = 0,
∂H
∂x
= 0, ∂H
∂y
= 0 and the system z˙ = Az with
A
Def
=
(
0 Λ
−Λ 0
)
and Λ = diag(λ1, . . . , λn), (1.3)
obtained by linearizing (1.1) at z = 0 has the property that specA =
{±iλ1, . . . ,±iλn} is purely imaginary. The Hamiltonian H is said to be
in Birkhoff normal form if
H = N2 + · · ·+N2k + · · · (1.4)
where N2 =
∑n
j=1 λj(x
2
j + y
2
j )/2 and N2k for k ≥ 2 is a homogeneous poly-
nomial of order k in x21 + y
2
1, . . . , x
2
n + y
2
n. It can be shown – see e.g. [29] –
that for a real analytic Hamiltonian
H =
n∑
j=1
λj(x
2
j + y
2
j )/2 + · · ·
with λ1, . . . , λn nonresonant (i.e.
∑n
j=1 λjkj 6= 0 for any (k1, . . . , kn) ∈ Zn \
{0}) there exists a formal symplectic transformation Φ = id+· · · represented
by a formal power series such that
H ◦ Φ = N2 +N4 + · · ·
is in Birkhoff normal form as a formal power series. In general, Φ is not
convergent in any neighborhood of the origin [31].
Note that a Hamiltonian system with real analytic Hamiltonian given by a
convergent power series of the form (1.4) is an integrable system, the func-
tionally independent integrals in involution being
Ik
Def
= (x2k + y
2
k)/2, 1 ≤ k ≤ n .
It turns out that a certain converse is also true. If a real analytic Hamilto-
nian with a nonresonant elliptic equilibrium admits n functionally indepen-
dent integrals in involution then one can introduce real analytic symplectic
coordinates (x, y) near the equilibrium so that when expressed in these new
coordinates, H is in Birkhoff normal form – see [33, 12, 34]. We refer to
2
coordinates of this type as Birkhoff coordinates. The equations of motion in
these coordinates are
x˙k = ωk yk, y˙k = −ωkxk (1 ≤ k ≤ n)
where ωk
Def
= ∂H
∂Ik
are the frequencies. They are easily integrated by quadra-
ture. Such coordinates are also very useful when studying Hamiltonian per-
turbations of an integrable system near an elliptic equilibrium, in particular
for proving results of KAM or Nekhoroshev type.
The aim of this paper is to construct Birkhoff coordinates for the Korteweg
- de Vries equation (KdV)
qt = −qxxx + 6qqx (1.5)
on the subspace H−10 (T) of the Sobolev space of 1-periodic real valued dis-
tributions H−1(T) with mean value zero. To explain what this means recall
that the KdV equation on the circle T = R/Z can be expressed as a Hamil-
tonian system on the phase space Hα(T) (α ≥ 3) of real valued 1-periodic
functions in the Sobolev Hα(T) endowed with the Poisson structure d
dx
,
qt =
d
dx
∂H
∂q
.
Here H denotes the KdV Hamiltonian
H(q) =
∫
T
(q2x/2 + q
3) dx
and ∂H
∂q
denotes the L2-gradient of H. Note that the mean value functional
M(q)
Def
= [q], defined on Hα(T) (α ≥ −1), is a Casimir for the Poisson struc-
ture d
dx
as its L2-gradient is ∂M
∂q
≡ 1 and hence d
dx
∂M
∂q
≡ 0. As a consequence,
the space Hα0 (T) (α ≥ 3) of potentials q in Hα(T) with mean value [q] = 0
is an invariant subspace of KdV and in the sequel, we restrict our attention
to the space Hα0 (T). It is well known that KdV, considered on the phase
space Hα0 (T) (α ≥ 3) is an integrable system of infinite dimension - see e.g.
[16]. Moreover, q = 0 is an equilibrium. Note that the system obtained by
linearizing KdV at q = 0 is given by qt = −qxxx. As the operator −∂3x has
purely imaginary spectrum the equilibrium q = 0 is elliptic. Like for inte-
grable systems of finite dimension one might ask if near q = 0, KdV admits
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Birkhoff coordinates. In [16], based on the earlier version [13], it is proved
that this is indeed the case and that the constructed Birkhoff coordinates
are defined not only near q = 0, but on the entire phase space Hα0 (T) (with
α ∈ Z≥0 arbitrary). In this paper we further expand on this result. To state
it in a precise form let us introduce some more notations. Denote by H−α0 (T)
(α ∈ R) the Sobolev space
H−α0 (T)
Def
= {f =
∑
k∈Z
fˆ(k)e2piikx | fˆ(0) = 0, fˆ(−k) = fˆ(k)∀k , ‖f‖H−α <∞}
where
‖f‖H−α =
(
|fˆ(0)|2 +
∑
k∈Z\{0}
|k|−2α|fˆ(k)|2
)1/2
.
If α = 0, we write simply ‖f‖ instead of ‖f‖H0 . For s ∈ R, denote by
hs
Def
= hs(N,R) the weighted l2-sequence space
hs
Def
= {x = (xn)n≥1 ⊆ R | ‖x‖s <∞}
where
‖x‖s Def=
(∑
n≥1
n2s|xn|2
)1/2
.
Endow H−α0 (T) with the Poisson bracket {F,G} =
∫
T
∂F
∂q
d
dx
∂G
∂q
dx – see expla-
nations below – and the Hilbert space
hs
Def
= {(x,y) | x = (xn)n≥1,y = (yn)n≥1 ∈ hs}
with the standard Poisson bracket for which {xn, ym} = δnm while all other
brackets vanish.
Theorem 1.1. There exists a diffeomorphism Ω : H−10 (T)→ h−1/2 with the
following properties:
(i) Ω is one-to-one, onto, bi-analytic, and canonical, i.e. it preserves the
Poisson bracket;
(ii) for any α < 1, the restriction Ω−α of Ω to H−α0 (T) is a map Ω−α :
H−α0 (T)→ h−α+1/2 which is one-to-one and bi-analytic onto its image;
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(iii) Ω0 coincides with the diffeomorphism constructed in [16, Theorem 5.1].
In particular, the coordinates (x,y) = ((xn)n≥1, (yn)n≥1) in h3/2 are
global Birkhoff coordinates for the KdV equation. That is, the trans-
formed KdV Hamiltonian H ◦ Ω−1 depends only on x2n + y2n, n ≥ 1.
In a subsequent paper we will improve on item (ii) in Theorem 1.1 and show
that Ω−α is onto for any α < 1 as well. However, we point out that for our
application to the initial value problem of KdV mentioned below, neither the
ontoness of Ω nor the one of its restrictions Ω−α are needed. We summarize
the results needed for this application in Theorem 1.2 stated below. First let
us introduce some more notation.
For q ∈ H−10 (T) and (x0,y0) ∈ h−1/2, define the sets
T(x0,y0) Def= {(x,y) ∈ h−1/2 | x2k + y2k = x20k + y20k for k ≥ 1} (1.6)
and
Iso(Lq)
Def
= {p ∈ H−10 (T) | spec(Lp) = spec(Lq)} .
Theorem 1.2. The map Ω : H−10 (T) → h−1/2 of Theorem 1.1 can be con-
structed in such a way that for any α ≤ 1, the restriction Ω−α : H−α0 (T) →
h1/2−α of the map Ω to H−α0 (T) satisfies the following properties:
(i) The image of Ω−α : H−α0 (T)→ h1/2−α is an open set in h1/2−α and Ω−α
is a canonical bi-analytic diffeomorphism onto its image.
(ii) For any q ∈ H−α0 (T) the isospectral set Iso(Lq) is a compact subset of
H−α0 (T).
(iii) Ω−α is isospectral, i.e. ∀q ∈ H−α0 (T)
Ω−α(Iso(Lq)) = TΩ−α(q) .
Remark 1.3. Theorem 1.1 and Theorem 1.2 improve and complete results
in [28] where, by a different approach, the maps Ω−α have been constructed
for 0 < α < 1 leaving open the case α = 1.
Initial value problem for KdV: Theorem 1.1 has been used in [19] to solve the
initial value problem of KdV in H−α0 (T) (α ≤ 1). This might come as a sur-
prise because the Hamiltonian vector field d
dx
∂H
∂q
= −qxxx+3(q2)x of the KdV
Hamiltonian H is only well defined as a distribution if q is in L2(T). Note
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however that when expressed in terms of the Birkhoff coordinates (xn, yn)n≥1
of Theorem 1.1 the KdV equation in the phase space H30 (T) takes the form
(n ≥ 1)
x˙n = ωn(I) yn, y˙n = −ωn(I)xn (1.7)
where (ωn(I))n≥1 denote the KdV frequencies ωn(I) = ∂∂In (H ◦ Ω)−1, which
depend only on the actions I = (In)n≥1, I1 = 12(x
2
1+ y
2
1), I2 =
1
2
(x22+ y
2
2), . . . .
By showing that the frequencies can be analytically extended to H−10 (T),
we have used this approach, combined with Theorem 1.1 and Theorem 1.2,
to show in [19] that KdV is globally well posed in H−α0 (T) for any α ≤ 1.
Our results improve well-posedness results of KdV established previously in
[3, 4, 5, 9, 21].
Brief outline of the proof of Theorem 1.1: Following an approach developed
in [13] and expanded on in [16], we extend the Birkhoff map established
there for potentials in L20 to potentials in H
−1
0 (T). The main new ingredients
are the spectral results of the Schro¨dinger operator Lq
Def
= − d2
dx2
+ q for q ∈
H−10 (T) established in [18, 24] and the proof of the ontoness of Ω−1. The
construction of Ω ≡ Ω−1 goes as follows. In Section 2, we summarize results
concerning the spectral properties of Lq for q ∈ H−10 (T) which are used in this
paper. In Section 3, we define action variables by formulas due to Flaschka
and McLaughlin [10], prove their analyticity, and derive a formula for their
gradients. In Section 4 we define angle variables θn in terms of the Abel map
with the help of holomorphic differentials, constructed in Appendix B, and
the Dirichlet eigenvalues µn = µn(q) (n ≥ 1) of − d2dx2 + q studied in [7, 8, 18].
For any n ≥ 1, the angle θn will be defined on the dense subsetW \Dn ofW
whereW is a complex neighborhood of H−10 (T) in H−10 (T,C) independent of
n and Dn denotes the set of potentials with collapsed n-th gap,
Dn
Def
= {q ∈ W| γn(q) = 0}
(cf. Section 4 for details) 1. In Section 5, the Cartesian coordinates xn and
yn, associated to the actions and angles, are introduced. We show that xn
and yn, initially defined only on W \ Dn, can be extended real analytically
to W . Using suitable asymptotic estimates, we obtain the analytic map
Ω : q 7→ (xn(q), yn(q))n≥1
1In the sequel we may need to shrink the neighborhoodW several times, but neverthe-
less we will continue to denote it by the same symbol throughout.
6
from W into the sequence space h−1/2. In Section 6, we derive canonical
relations among the coordinates based on techniques developed in [27]. These
relations follow by continuity and density from the corresponding relations
for L2-potentials established in [16]. With the help of these relations, we
show in Section 7 that the map Ω is a local diffeomorphism. In Section 8 we
prove that Ω is bijective, using a priori estimates derived in [18] from [22]
and show the remaining statements of Theorem 1.1. Note that for the proof
of the ontoness of Ω a novel approach is needed as the proof in [16] for Ω0
relied on the identity 1
2
||q||2 = ∑j≥1 2pijIj which no longer makes sense for
q ∈ H−10 (T).
Notation: Let us introduce some more notations which will be used in the
sequel and which to a large extent are taken from [16, 18, 28]. Given a C1-
functional F : W → C, defined on an open subset W of HsC = Hs(T,C) for
some s ∈ R, the L2-gradient
∂qF ≡ ∂F
∂q
∈ H−sC
of F at the point q ∈ W is the unique element in H−sC such that
dqF (h) =
〈
h, ∂qF
〉 ∀h ∈ HsC.
Here, dqF : H
s
C(T) → C denotes the derivative of F at the point q, and
the pairing 〈·, ·〉 is the sesquilinear pairing of HsC and H−sC extending the L2-
inner product. Note that the complex conjugation ∂qF is used in the above
definition of the gradient in order to ensure that the correspondence
q 7→ ∂qF, q ∈ W , (1.8)
is analytic from W into H−sC . The L20-gradient of a functional, given on
W ∩Hs0(T1,C), is defined similarly.
Functionals, such as the actions, naturally extend from a (sufficiently small)
complex neighborhood of Hs0 in H
s
0,C to a complex neighborhood of H
s in
HsC, and their gradients turn out to be elements in H
−s
C with mean value 0.
Whenever it is not necessary we will not distinguish between the L2- and the
L20-gradient.
Given two C1-functionals F,G :W → C, we define their bracket [F,G] to be
[F,G]
Def
=
〈
∂F, ∂x∂G
〉
, ∂x
Def
= d/dx, ∂
Def
= ∂q
7
provided that the latter pairing is well defined. As
〈
∂F, ∂x∂G
〉
=
〈
∂x∂G, ∂F
〉
the bracket can be written as
[F,G] = dF (∂x∂G).
If both brackets [F,G] and [G,F ] are well defined we write
{F,G} := [F,G]
and refer to {F,G} as the Poisson bracket between F and G. As a particular
case note that for a functional F which is analytic on a complex neighbor-
hood W of H−10 (T) in H−10 (T,C) the gradient ∂F is in H10 (T,C), hence the
derivative ∂x∂F is in L
2
0(T,C). Consequently, given two such functionals
F and G, their bracket [F,G] is always defined and, moreover, an analytic
function of q. This fact helps to overcome the complications in [16] arising
from the fact that the brackets are not per-se well defined if the functions
F and G are only known to be analytic on a complex neighborhood of L20
instead of H−10 (T).
Given a bounded linear operator A ∈ L(HsC), the dual operator A∗ ∈ L(H−sC )
is defined to be the adjoint of A with respect to the pairing 〈·, ·〉, i.e.
〈f, A∗g〉 = 〈Af, g〉 for f ∈ HsC, g ∈ H−sC .
Finally we introduce the following useful notation.
Definition 1.4. For any ² > 0 and any elements a, b in a Banach space
with norm ‖ · ‖, we write
a = b+ le(²)
if ||a− b|| ≤ ². This notation is also used when b = 0.
2 Auxiliary results
2.1 Spectral properties of Lq
The periodic and the Dirichlet spectrum of the operator − d2
dx2
+q with poten-
tial q from the Sobolev space H−10 (T) were investigated in [18] and [24, 25]
by reducing the problem to the study of the impedance operator analyzed
in [7, 8, 22, 26]. In this subsection we give a summary of these results and
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prove some additional statements needed in the sequel. For more details on
the subject we refer to [18].
For any given r ∈ L20(T) denote by Tr the impedance operator
Tr(u)
Def
= −(ρ2u′)′/ρ2 = −u′′ − 2ru′ (2.1)
on L2(T2) with domain Dom(Tr) = H2(T2) where T2
Def
= R/2Z. Here ρ is
the absolutely continuous, 1-periodic, positive function given by ρ(x)
Def
=
exp
(
x∫
0
r(s) ds
)
. In particular, ρ ∈ H1(T) and ρ′ = rρ. Note that Tr is a non-
negative operator with compact resolvent and symmetric with respect to the
inner product (f, g)ρ
Def
=
∫ 2
0
fgρ2 dx on L2(T2). Hence the spectrum spec(Tr)
is discrete, real and non-negative, and for the corresponding eigenvalues the
algebraic and geometric multiplicities are finite and coincide. Moreover,
spec(Tr) is of the form spec(Tr) = {0 = λ˜0(r) < λ˜1(r) ≤ λ˜2(r) < ...}
(listed with multiplicities) and λ˜k(r)→∞ as k →∞.
For any q ∈ H−1(T) we denote by Lq the Hill operator
Lq
Def
= − d
2
dx2
+ q (2.2)
viewed as an operator on the space H−1(T2) with domain Dom(Lq) = H1(T2).
The classical spectral theory of Hill’s operator can be extended for such
singular potentials (cf. [18], [24] and references in [18]). The spectrum of Lq is
discrete, real, and of the form spec(Lq) = {λ0(q) < λ1(q) ≤ λ2(q) < ...}. For
each eigenvalue λk(q), its algebraic multiplicity coincides with its geometric
one. Further λk(q)→∞ as k →∞. The following two results can be found
in [18, Theorem 4 and Lemma B.2].
Theorem 2.1. The spectrum of Hill’s operator Lq = − d2dx2 + q on H−1(T2)
with potential q ∈ H−1(T) is discrete, spec(Lq) = {λ0(q) < λ1(q) ≤ λ2(q) <
...}, λk(q) → ∞ as k → ∞. The eigenvalues satisfy λ2k−1(q) ≤ λ2k(q)
and λ2k(q) < λ2k+1(q), where the equality λ2k−1(q) = λ2k(q) means that the
corresponding eigenspace is of dimension two. Otherwise, the corresponding
eigenspaces are one-dimensional. The eigenvalues λ2k−1(q) ≤ λ2k(q) with k
odd have anti-periodic eigenfunctions2 whereas those with k even have peri-
odic ones.
2A function f : R→ R is called anti-periodic if f(x+ 1) = −f(x) ∀x ∈ R. It is said to
be periodic iff f(x+ 1) = f(x) ∀x ∈ R.
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Proposition 2.2. The k’th eigenvalue λk : H
−1(T) → R, q 7→ λk(q) is
continuous.
For any k ≥ 1, let γk(q) Def= λ2k(q)−λ2k−1(q), refered to as the k’th gap-length,
and denote by γ(q) the sequence (γk(q))k≥1. The following theorem from [18,
§ 4.1] is an application of results of Korotyaev [22] concerning the spectrum
of the impedance operator Tr for r ∈ L20(T).
Theorem 2.3. For any q ∈ H−1(T), γ(q) Def= (γk(q))k≥1 belongs to the
sequence space h−1. Moreover, there exists a constant M > 0 such that for
every potential q ∈ H−10 (T)
||q||H−1 ≤M ||γ(q)||−1(1 +M ||γ(q)||−1)3 . (2.3)
For any q ∈ H−10 (T) denote by Iso(Lq) the set of potentials p ∈ H−10 (T) such
that spec(Lp) = spec(Lq), i.e.
Iso(Lq)
Def
= {p ∈ H−10 (T)| spec(Lp) = spec(Lq)}.
The following theorem is proved in § 4.4 in [18].
Theorem 2.4. For any potential q ∈ H−10 (T), the isospectral set Iso(Lq) is
compact in H−10 (T).
2.2 Complex valued potentials
Denote by Hα0 (T,C) the complexification of the (real) Sobolev space Hα0 (T).
By definition, two complex numbers a, b ∈ C are lexicographically ordered,
a ≺ b, iff
Re(a) < Re(b), or Re(a) = Re(b) and Im(a) ≤ Im(b).
The following statement generalizes Theorem 2.1 to complex-valued poten-
tials q ∈ H−10 (T,C) and can be found in [18, Theorem B.1]
Theorem 2.5. The spectrum spec(Lq) of Hill’s operator Lq = − d2dx2 + q
on H−1(T2,C) with singular potential q ∈ H−1(T,C) is discrete. The eigen-
values (listed with algebraic multiplicities) can be ordered lexicographically as
follows
λ0(q) ≺ λ1(q) ≺ λ2(q) ≺ ...
The corresponding root spaces are of finite dimension, and Re(λk(q)) → ∞
as k →∞.
10
The following counting lemma follows from Lemma B.1 in [18].
Theorem 2.6. There exists a complex neighborhood W of H−10 (T) in the
complex space H−10 (T,C) such that for any p ∈ W there exist a neighborhood
U(p) ⊆ W, k0 = k0(p) ≥ 1 and 0 < R = R(p) < k20pi2− k0 with the following
properties:
(i) For any q ∈ U(p) the spectrum of Lq, counted with multiplicities and being
lexicographically ordered
λ0(q) ≺ λ1(q) ≺ λ2(q) ≺ · · · ,
satisfies
|k2pi2 − λ2k−1(q)| ≤ k, |k2pi2 − λ2k(q)| ≤ k, ∀k ≥ k0 (2.4)
and {λk(q) | 0 ≤ k ≤ 2(k0− 1)} is contained in the complex disk DR Def= {z ∈
C | |z| ≤ R} ⊆ C. In particular, locally uniformly in W the spectrum of Lq
satisfies the rough asymptotics
λ2k−1(q), λ2k(q) = k2pi2 +O(k) . (2.5)
(ii) For any k ≥ 1 the quantities λ2k−1(q) · λ2k(q) and
τk(q)
Def
= (λ2k−1(q) + λ2k(q))/2 (2.6)
are analytic on U(p).
For q ∈ H−1(T) consider the operator LDirq = − d
2
dx2
+ q on H−1[0, 1] =
(H1c [0, 1])
′ with domain Dom(LDirq ) = H
1
c [0, 1]
Def
= {f ∈ H1[0, 1] | f(0) =
f(1) = 0}. See Appendix B.2 in [18] for the definition of LDirq . The operator
LDirq can also be defined for q ∈ H−1(T,C). The spectrum of LDirq is refered
to as the Dirichlet spectrum of − d2
dx2
+q. The following result can be deduced
from [18, Theorem 6, Theorem 8] together with Theorem 0.3 in [15] and the
results in [14]. It extends well known results of LDirq for potentials q in L
2(T).
Theorem 2.7. For any q ∈ H−1(T) the spectrum of LDirq is discrete
spec(LDirq ) = {−∞ < µ1(q) < µ2(q) < ...},
the corresponding eigenspaces are all one-dimensional, and µk →∞ as k →
∞. Moreover, the sequence (k2pi2 − µk(q))k≥1 belongs to the space h−1 and
the mapping
H−1(T)→ h−1, q 7→ (k2pi2 − µk(q))k≥1
11
is real analytic. More precisely, there exists a complex neighborhood W ⊆
H−10 (T,C) of H−10 (T) such that the eigenvalues µk(q), k ≥ 1, of LDirq can be
ordered lexicographically as follows
µ1(q) ≺ µ1(q) ≺ µ2(q) ≺ · · ·
with Re(µk(q)) → ∞ as k → ∞. The corresponding root spaces are one-
dimensional and the mapping W → h−1C , q 7→ (k2pi2 − µk(q))k≥1 is well
defined and analytic. For any α ≤ 1, the restriction of the above mapping to
H−α0 (T,C) ∩W defines an analytic mapping H−α0 (T,C) ∩W → h−αC .
For complex-valued functions r ∈ Hα0 (T,C), α ≥ 0, the (complex) Riccati
map is defined by the formula Rα(r)
Def
= r′ + r2 − ∫ 1
0
r2(x) dx. The following
theorem is proved in [18, Theorem 3].
Theorem 2.8. There exist open neighborhoods U ⊆ L20(T,C) and W ⊆
H−10 (T,C) of L20(T) and H−10 (T) respectively such that for any α ≥ 0, the
Riccati map Rα : U ∩Hα0 (T,C)→W ∩Hα−10 (T,C) is an analytic diffeomor-
phism.
Let U and W be the neighborhoods given by Theorem 2.8. The following
important theorem can be found in § 4.5 in [18].
Theorem 2.9. For given q ∈ W ⊆ H−10 (T,C), let r Def= R−1(q) ∈ U ⊆
L20(T,C) be the preimage of q with respect to the Riccati map R : U → W.
Then
spec(Lq) = spec(Tr)−
∫ 1
0
r(x)2 dx.
The same relation is true for the Dirichlet spectra of the operators Lq and
Tr.
In view of Theorem 2.9 one can reformulate results on the spectrum of the
impedance operator Tr with r ∈ U in terms of the corresponding results for
the operator Lq with q = R(r) ∈ W , and vice versa.
2.3 Discriminant of Lq
For q ∈ H−10 (T), it is not possible to define fundamental solutions of Lq as
solutions of −u′′ + qu = λu are typically in H1loc(R). Hence the notion of a
discriminant of Lq cannot be defined in the usual way. Following [18, Section
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4.3] we define the discriminant ∆(λ, q) of the Hill operator Lq for q in a
sufficiently small complex neighborhood W of H−10 (T) in H−10 (T,C) by
∆(λ, q)
Def
= ∆˜(λ+ ||r||2, r) (2.7)
where r = R−1(q) ∈ L20(T,C). Here R−1 : W → U ⊆ L20(T,C) is the
inverse of the Riccati map R : r 7→ r′ + r2 − ||r||2 given by Theorem
2.8, ||r||2 Def= ∫ 1
0
r(x)2dx ∈ C, and ∆˜(λ, r) denotes the discriminant of the
impedance operator Tr(u)
Def
= −u′′ − 2ru′. The discriminant ∆˜ of Tr is de-
fined in a standard way: for λ˜ ∈ C and r ∈ L20(T,C) arbitrary
∆˜(λ˜, r)
Def
= y˜1(1, λ˜, r) + y˜
′
2(1, λ˜, r) (2.8)
where y˜1(x, λ˜, r) and y˜2(x, λ˜, r) are the fundamental solutions of the equation
−u′′ − 2ru′ = λ˜u.
Proposition 2.10.
(i) ∆˜(λ˜, r) is analytic on C× L20(T).
(ii) There exists a complex neighborhood W of H−10 (T) in H−10 (T,C) such
that ∆(λ, q) is an analytic function on C×W.
Proof. By Theorem 1.3 and 1.4 in [7], ∆˜(λ˜, r) is analytic on C × L20(T,C),
proving (i). Statement (ii) then follows from (2.7) and Theorem 2.8. 
The following lemma follows from results in [26].
Lemma 2.11. There exists a complex neighborhood U of L20(T) in L20(T,C)
such that for any r ∈ U the periodic spectrum of the impedance operator Tr
(counted with algebraic multiplicities) coincides with the roots of the equation
∆˜2(λ˜, r)− 4 = 0 (counted with their multiplicities).
Proof. Standard Floquet theory arguments show that the eigenvalues of Tr
are roots of ∆˜2(λ˜, r)−4 = 0 and vice versa. In order to prove that they have
the same algebraic multiplicities remark that for real potentials r ∈ L20(T)
the lemma follows from [26, Theorem 3.4]. Indeed performing the change of
variables y = y(x)
Def
=
∫ x
0
(1/ρ2(s)) ds and ρ(x)
Def
= exp(
∫ x
0
r(v)dv) > 0, one
transforms the impedance operator Tr to the operator T˜r
Def
= −ρ−4 d2
dy2
on the
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torus Tl
Def
= R/lZ with period l Def= y(1), and applies [26, Theorem 3.4] to
the latter operator. To prove the result on multiplicities for potentials r in a
complex neighborhood of L20(T) we argue as follows: Choose a neighborhood
V of L20(T) in L20(T,C) and letW be the image of V by the Riccati map so that
the statements of Theorem 2.9 and Theorem 2.6 hold for W and V . As ∆˜ is
an analytic function on C×L20(T,C) the stated result on the multiplicities for
complex valued potentials then follows from the one for real valued potentials.
Indeed, for any r0 ∈ L20(T), Theorem 2.6 implies that there exist a complex
neighborhood V (r0) ⊆ V , k0 = k0(r0) ≥ 1, and R = R(r0) > 0 such that for
any r ∈ V (r0), the eigenvalues λ˜k(r) of Tr with k ≥ 2k0 − 1 come in isolated
pairs (2.4) and the eigenvalues λ˜k(r) with 0 ≤ k ≤ 2(k0− 1) are contained in
the complex disk DR
Def
= {z ∈ C | |z| ≤ R} ⊆ C with 0 < R < k20pi2 − k0. As
r0 is real-valued the eigenvalues of Tr0 (counted with algebraic multiplicities)
are real and ordered as follows (see Theorem 2.1 and Theorem 2.9)
0 = λ˜0(r0) < λ˜1(r0) ≤ λ˜2(r0) < · · · .
Using item (ii) of Theorem 2.6 we find open, pairwise disjoint neighborhoods
U0, ..., Uk0−1 ⊆ DR such that for any r ∈ V (r0), λ˜0(r) = 0 ∈ U0 and
λ˜2k−1(r), λ˜2k(r) ∈ Uk
for 1 ≤ k ≤ k0 − 1. As at r0 ∈ L20(T) the zeroes of ∆˜2(λ˜, r0) − 4 (counted
with multiplicities) and the eigenvalues of Tr0 (counted with algebraic multi-
plicities) coincide one gets in view of the analyticity of ∆˜(λ˜, r) and standard
Floquet theory arguments that they have to coincide for any r ∈ V (r0).
Hence, U Def= ⋃r0∈L20(T) V (r0) has the stated properties. 
2.4 Asymptotics
According to Theorem 2.5, the periodic spectrum of the Hill operator Lq is
discrete and, when ordered lexicographically λ0(q) ≺ λ1(q) ≺ λ2(q) ≺ ...
listed with multiplicities, satisfies Re(λk) → ∞ as k → ∞. Consider the
spectral quantities
τk(q)
Def
=
λ2k(q) + λ2k−1(q)
2
γk(q)
Def
= λ2k(q)− λ2k−1(q) .
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Similarly, by Theorem 2.7, the Dirichlet spectrum of Lq is discrete and can
be ordered lexicographically µ1(q) ≺ µ2(q) ≺ ... for q from a sufficiently small
complex neighborhood of H−10 (T).
Proposition 2.12. (i) For any α ≤ 1, there exists a complex neighborhood
V−α of H−α0 (T) in H−α0 (T,C) so that for any q ∈ V−α, the sequence (γk(q))k≥1
is in h−αC and the map V−α → h−αC , q 7→ (γk(q))k≥1 is locally bounded.
(ii) For any α ≤ 1, there exists a complex neighborhood V−α of H−α0 (T) in
H−α0 (T,C) so that the maps
q 7→ (k2pi2 − τk(q))k≥1 and q 7→ (k2pi2 − µk(q))k≥1
are analytic from V−α into h−αC . Moreover, the map
V−α → h0C, q 7→ (γ2k(q)/k2α)k≥1
is analytic.
(iii) The maps considered in (ii) are locally bounded.
Proof. First consider the case α = 1. We will prove that there exists a
complex neighborhood V of H−10 (T) such that the sequences (k2pi2−τk(q))k≥1
and (γk(q))k≥1 belong to the sequence space h−1C and considered as maps
from V to h−1C are locally bounded. Note that the corresponding result for
the sequence (k2pi2 − µk(q))k≥1 is contained in Theorem 2.7. By Theorem
2.8 and Theorem 2.9 it is sufficient to prove the above statements for the
spectral quantities τ˜k(r)
Def
= (λ˜2k + λ˜2k−1)/2 and γ˜k(r)
Def
= λ˜2k − λ˜2k−1 where
λ˜0 ≺ λ˜1 ≺ λ˜2 ≺ ... is the lexicographically ordered periodic spectrum (listed
with multiplicities) of the impedance operator Tr
Def
= − d2
dx2
−2r d
dx
with r from
a sufficiently small complex neighborhood U of L20(T) in L20(T,C). It follows
from the asymptotics of the periodic eigenvalues of Lq stated in Theorem 2.6
combined with Theorem 2.8 and Theorem 2.9 that for any given v ∈ L20(T)
there exist a complex neighborhood U(v) ⊆ L20(T,C) of v and a constant
k0 ∈ N such that for any k ≥ k0
|k2pi2 − λ˜2k−1(r)| ≤ k, |k2pi2 − λ˜2k(r)| ≤ k (2.9)
uniformly in r ∈ U(v). In particular we see that for any r ∈ U(v) and any
k ≥ k0, λ˜2k−1(r) and λ˜2k(r) are the only two eigenvalues of Tr in the complex
disk Bk in C of radius k around k2pi2. Choosing U(v) smaller if necessary
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it follows from Lemma 2.11 that for any r ∈ U(v) and any k ≥ k0, the
eigenvalues λ˜2k−1(r) and λ˜2k(r) are the only roots of the equation
∆˜2(λ, r)− 4 = 0 (2.10)
in the disk Bk ⊆ C. Following the proof of (1.8) and (1.9) in [22, Theorem
1.1 (ii))] and using that the eigenvalues of Tr are the roots of equation (2.10)
together with the asymptotic formulas for the discriminant ∆˜ in [22, Lemma
4.1 (iii))] one proves that the sequences (k2pi2 − τ˜k(r))k≥1 and (γ˜k(r))k≥1
belong to the space h−1C and considered as maps from U(v) to h
−1
C are locally
bounded. Taking U Def= ⋃v∈L20(T) U(v) we define V Def= R(U) where R denotes
the Riccati map, r 7→ r′ + r2 − ||r||2.
Shrinking the neighborhood V of H−10 (T), if necessary, it follows from Theo-
rem 2.6 that, for any fixed k ≥ 1, the functions γ2k(q) and τk(q) are analytic
on V . As a consequence, the map q 7→ (k2pi2− τk(q))k≥1 ∈ h−1C is analytic on
V by Theorem 3 from [30, Appendix A]. Further the estimate
||(γ2k(q)/k2)k≥1||2h0 Def=
∑
k≥1
|γk(q)|4/k4
≤
(∑
k≥1
|γk(q)|2/k2
)2
= ||γ(q)||4h−1 (2.11)
implies that the map q 7→ (γ2k(q)/k2)k≥1 is locally bounded on V and hence
analytic.
The case 0 < α < 1 follows from Theorem 0.1 and Theorem 0.2 in [15]. For
α ≤ 0 the statement is classical and follows for example from the results in
[14]. 
The following proposition is proved in [15, Corollary 0.2].
Proposition 2.13. Let 0 ≤ α < α0 < 1 and q ∈ H−α0(T). Then
q ∈ H−α(T) ⇐⇒ (γk)k≥1 ∈ h−α .
2.5 Isolating neighborhoods
The spectral results discussed above ensure the existence of a special system
of mutually disjoint open sets {Un}n≥1 in C, refered to as a system of isolat-
ing neighborhoods. Such a system of neighborhoods is needed to apply the
product estimates of Section 9.
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Proposition 2.14. There exists a complex neighborhood W of H−10 (T) in
H−10 (T,C) such that for any q0 ∈ W there exist a neighborhood V (q0) ⊆ W
of q0 and a system of mutually disjoint, convex, open neighborhoods {Un}n≥1
in C such that for any n ≥ 1 the interval
Gn(q)
Def
= {tλ2n(q) + (1− t)λ2n−1(q) | 0 ≤ t ≤ 1}
as well as µn(q) lie in Un for any q ∈ V (q0). Moreover, for any 0 < β ≤
pi/2 there exists a number n0 = n0(β) ≥ 1 such that for any n ≥ n0 the
neighborhood Un can be chosen of the form
Un
Def
= {λ ∈ C | |
√
λ− npi| < β} . (2.12)
Proof. Denote by V the complex neighborhood given by Proposition 2.12.
In order to prove the claimed statement it suffices to show that for any
q0 ∈ H−10 (T) there exist an open, complex neighborhood V (q0) ⊆ V of q0 and
a system of mutually disjoint open neighborhoods {Un}n≥1 in C satisfying
the properties stated in Proposition 2.14. The neighborhood W ⊆ V is then
defined by W Def= ⋃q0∈H−10 (T) V (q0).
Let us fix q0 ∈ H−10 (T) and 0 < β ≤ pi/2. It follows from Proposition 2.12
that for arbitrary δ > 0 there exists n0 > 0 so that, for any n ≥ n0
||(γ2k(q)/k2)k≥1||[n]h0 ≤ ||(γ2k(q0)/k2)k≥1||[n]h0 + ||((γ2k(q)− γ2k(q0))/k2)k≥1)||h0 < δ
(2.13)
for any q in a neighborhood U(q0) ⊆ W , where ||(γ2k(q)/k2)k≥1||[n]h0 is given
by ||(γ2k(q)/k2)k≥1||[n]h0
Def
=
(∑
k≥[n2 ]
|γk(q)|4/k4
)1/2
. In particular, for n ≥ n0
and q ∈ U(q0)
|γn(q)| <
√
δn.
Again by Proposition 2.12, taking n0 bigger and shrinking the neighborhood
U(q0) if necessary, one gets by the same argument that for any q ∈ U(q0)
and any n ≥ n0
|τn(q)− n2pi2| <
√
δn, |µn(q)− n2pi2| <
√
δn
as well. Therefore, taking δ = δ(β) > 0 sufficiently small, we find n0 > 0
and a complex neighborhood U(q0) of q0 ∈ H−10 (T) such that for any n ≥ n0
the interval Gn(q) and µn(q) lie in Un
Def
= {λ ∈ C | |√λ − npi| < β} for any
q ∈ U(q0).
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By Theorem 2.7 and Proposition 2.2, the Dirichlet and the periodic eigenval-
ues are continuous as functions of the potential q ∈ H−10 (T). Using Theorem
2.1 and Theorem 2.7 and passing to the limits in the inequalities
λ2k−1(q) ≤ µk(q) ≤ λ2k(q)
valid for potentials q ∈ L2(T) we get
λ1(q) ≤ µ1(q) ≤ λ2(q) < ... < λ2n0−1(q) ≤ µn0(q) ≤ λ2n0(q) < ...
Hence, as q0 is real valued there exist convex mutually disjoint open neigh-
borhoods U1, ..., Un0−1, such that for any 1 ≤ n ≤ n0−1, Un∩Uk = ∅ ∀k ≥ n0
and the interval Gn(q0) and µn(q0) lie in Un. As µn(q), τn(q) and γ
2
n(q) are
continuous in q ∈ V we conclude that there exists a complex neighborhood
U ′(q0) ⊆ V of q0 such that for any 1 ≤ n ≤ n0−1 and q ∈ U ′(q0) the interval
Gn(q) and µn(q) lie in Un. Then V (q0)
Def
= U(q0) ∩ U ′(q0) has the requested
properties. 
Definition 2.15. A system of mutually disjoint neighborhoods as in Propo-
sition 2.14 (with some 0 < β ≤ pi/2) is called a system of isolating neighbor-
hoods.
It follows from Proposition 2.14 that for any given q0 ∈ W, and any n ≥ 1
we can choose a contour with counterclockwise orientation Γn ⊆ Un (inde-
pendent of q ∈ V (q0)) such that for any q ∈ V (q0), the interval Gn(q) and
the Dirichlet eigenvalue µn(q) lie in the interior of Γn. Here V (q0) is the
neighborhood of q0 given in Proposition 2.14.
The following simple lemma is used several times in the sequel.
Lemma 2.16. Let {Un}n≥1 be a system of isolating neighborhoods and n0 >
0 be as in Proposition 2.14. Then there exist constants 0 < ρ1 < ρ2 such that
for any n ≥ n0, k 6= n and λ ∈ Un one has
ρ1|k2 − n2| ≤ |k2pi2 − λ| ≤ ρ2|k2 − n2|.
2.6 Product representation of ∆(λ, q)
Proposition 2.17. There exists a complex neighborhood W of H−10 (T) in
H−10 (T,C) such that ∆(λ, q) is an analytic function on C×W and
∆2(λ, q)− 4 = 4(λ0 − λ)
∏
k≥1
(λ2k − λ)(λ2k−1 − λ)
k4pi4
(2.14)
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where λ0 ≺ λ1 ≺ λ2 ≺ ... is the periodic spectrum of Lq.
Proof. The existence of a complex neighborhood W of H−10 (T) in H−10 (T,C)
such that ∆(λ, q) is analytic on C×W is already proved in Proposition 2.10.
Theorem 4.7 in [7] shows that, for any r ∈ L20(T,C), the order of the entire
function λ˜ 7→ ∆˜(λ˜, r) is less than or equal to 1
2
. By Lemma 2.11 there
exists a complex neighborhood U of L20(T) in L20(T,C) so that the roots
∆˜2(λ˜, r)− 4 coincide with the periodic eigenvalues of Tr. If necessary shrink
the neighborhood U of L20(T) so that λ˜0(r) = 0 is a simple eigenvalue (and
thus λ˜k(r) 6= 0 ∀k ≥ 1) for any r ∈ U . Hence, by Hadamard’s Theorem [32],
for any r ∈ U
∆˜2(λ˜, r)− 4 = c(r)λ˜
∏
k≥1
(
1− λ˜
λ˜2k
)(
1− λ˜
λ˜2k−1
)
where 0 = λ˜0 ≺ λ˜1 ≺ λ˜2 ≺ ... is the periodic spectrum of the impedance
operator Tr and c(r) ∈ C is independent of λ˜ but possibly depends on r. It
follows from (2.5) in Theorem 2.6, Theorem 2.8 and Theorem 2.9 that
λ˜2k−1(r), λ˜2k(r) = pi2k2 +O(k) (2.15)
locally uniformly in U . Hence we have
∆˜2(λ˜, r)− 4 = c(r)λ˜
∏
k≥1
pi4k4
λ˜2kλ˜2k−1
(λ˜2k − λ˜)(λ˜2k−1 − λ˜)
pi4k4
= a(r)λ˜
∏
k≥1
(λ˜2k − λ˜)(λ˜2k−1 − λ˜)
pi4k4
where a(r)
Def
= c(r)
(∏
k≥1
λ˜2kλ˜2k−1
pi4k4
)−1
<∞. We now prove that the product∏
k≥1
(λ˜2k−λ˜)(λ˜2k−1−λ˜)
pi4k4
converges absolutely and locally uniformly in U × C.
Indeed, with τ˜k
Def
= (λ˜2k−1 + λ˜2k)/2 and γ˜k
Def
= λ˜2k − λ˜2k−1 one has
(λ˜2k−λ˜)(λ˜2k−1−λ˜)
pi4k4
=(
1 + τ˜k−k
2pi2−λ˜
k2pi2
+ 1
2
γ˜k
k2pi2
)(
1 + τ˜k−k
2pi2−λ˜
k2pi2
− 1
2
γ˜k
k2pi2
)
and therefore it is sufficient to prove that∑
k≥1
τ˜k − k2pi2 − λ˜
k2pi2
and
∑
k≥1
γ˜k
k2pi2
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converge absolutely and locally uniformly on U × C. But this follows from
Proposition 2.12 and Lemma 9.9. Using Theorem 2.6 and Theorem 2.9 one
then concludes that a(r) is analytic on U .
To compute a(r) apply Lemma 9.4 to ∆˜2(κn, r)− 4 with κn Def= (n+ 1/2)2pi2
to obtain
∆˜2(κn, r)− 4 = a(r) · sin2√κn · (1 + o(1)) = a(r) + o(1).
On the other side, for a real potential, r ∈ L20(T), Theorem 1.8 in [7] shows
that ∆˜(κn, r) = 2 cos
√
κn + o(1) = o(1), hence a(r) = −4 and thus
∆˜2(λ˜, r)− 4 = −4λ˜
∏
k≥1
(λ˜2k − λ˜)(λ˜2k−1 − λ˜)
pi4k4
. (2.16)
As a(r) is an analytic function on U and a(r) = −4 for r ∈ L20(T) it follows
that a(r) ≡ −4 on U . Using formula (2.7) and the identities λ˜ = λ+ ||r||2 =
λ − λ0(q) and λ˜m = λm + ||r||2 (Theorem 2.9) the claimed statement of
Proposition 2.17 follows. 
2.7 Derivative of ∆(λ, q) and its zeroes
Recall that by (2.7), the discriminant ∆(λ, q) of Lq is defined in terms
of the discriminant ∆˜(λ˜, r) of the impedance operator Tr via the Riccati
map q = R(r) = r′ + r2 − ‖r‖2: By Theorem 2.8, there exist a complex
neighborhood U of L20(T) in L20(T,C) and a complex neighborhood W of
H−10 (T) in H−10 (T,C) so that the Riccati map R : U → W is an ana-
lytic diffeomorphism. The discriminant ∆(λ, q) is defined on C × W by
∆(λ, q) = ∆˜(λ+ ‖R−1(q)‖2, R−1(q)). The derivative d
dλ˜
∆˜(λ˜, r) has been an-
alyzed in [26, §8] and [23, §3]. These results imply corresponding results for
the discriminant ∆(λ, q) of Lq.
By Proposition 2.10, ∆(λ, q) is an entire function in λ, hence so is its deriva-
tive
∆˙(λ, q)
Def
=
∂∆(λ, q)
∂λ
.
By [23, Lemma 3.1 (i)] the zeroes λ˙j = λ˙j(q) of ∆˙(λ, q) can be ordered
lexicographically λ˙1 ≺ λ˙2 ≺ λ˙3 ≺ . . . and lim
k→∞
Re(λ˙k) = ∞. By [26, §8],
for real q ∈ H−10 (T), λ˙k(q) is the unique root of ∆˙(λ, q) in the real interval
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[λ2k−1, λ2k]. Hence by shrinking W , if necessary, we can ensure that for any
q ∈ W, all roots λ˙j(q) of ∆˙(λ, q) are simple. Moreover, by [23, Lemma 3.1
(ii)], the map W → h−1C , q 7→ (λ˙k(q) − k2pi2)k≥1 is locally bounded. As by
Proposition 2.10, λ˙k(q) − k2pi2 is analytic on W for any k ∈ N this map is
actually analytic. Arguing as in the proof of Proposition 2.14 one shows that
for any q0 ∈ H−10 (T) there exist a complex neighborhood V (q0) ⊆ W of q0
and a system of isolating neighborhoods {Uk}k≥1 so that in addition to the
properties stated in Proposition 2.14, λ˙k(q) is the unique root of ∆˙(λ, q) in
Uk for any q ∈ V (q0) and k ≥ 1. Arguing as in the proof of Proposition 2.17
one sees that ∆˙(λ, q) has a product representation
∆˙(λ, q) = −
∏
j≥1
λ˙j − λ
j2pi2
. (2.17)
Proposition 2.18. Let q0 ∈ H−10 (T) and 0 < ² ≤ 1/2. Then there exist a
complex neighborhood U(q0) ⊆ W of q0 (withW chosen as above) and n0 ∈ N
such that for any n ≥ n0 and q ∈ U(q0)
λ˙n(q) = τn(q) + le(²)|γn(q)|.
Proof. Taking q ∈ W and applying Proposition 2.17 we obtain for any n ∈ N
∆2(λ, q)− 4 = (λ2n − λ)(λ− λ2n−1)
n2pi2
χn(λ, q), (2.18)
where
χn(λ, q)
Def
= 4
λ− λ0(q)
n2pi2
∏
k∈N\{n}
(λ2k(q)− λ)(λ2k−1(q)− λ)
k4pi4
. (2.19)
By Proposition 2.17, χn is an analytic function on C×W . Lemma 9.8 shows
that for any q0 ∈ H−10 (T) and ² > 0 there exist a neighborhood V (q0) ⊆ W
of q0, m0 ∈ N and a constant 0 < β < pi/2 such that for n ≥ m0, q ∈ V (q0)
and
√
λ = npi + le(β)
χn(λ, q) = 1 + le(²/4). (2.20)
For β as above we can, by Proposition 2.14, choose n0 ∈ N, a neighborhood
U(q0) of q0 inW , and a system of isolating neighborhoods {Uk}k≥1 so that for
any q ∈ U(q0) and any n ≥ n0 the disk of radius |γn(q)| around any λ ∈ Un
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is contained in the neighborhood {λ ∈ C | |√λ − npi| < β)}. By Cauchy’s
estimate, for λ ∈ Un and q ∈ U(q0)
|γn(q)||χ˙n(λ, q)| ≤ ²/4. (2.21)
Recall that by shrinking the neighborhood U(q0) if necessary, we can ensure
that for any k ≥ 1, λ˙k(q) is the unique root of ∆˙(λ, q) in Uk. As λ˙n(q) = τn(q)
if γn(q) = 0, it suffices to consider q ∈ U(q0) \Dn (with n ≥ n0). By (2.18)
the equation d
dλ
|λ=λ˙n(q)(∆2(λ, q)− 4) = 0 can be written as
2(λ˙n − τn(q))χn(λ˙n, q) + (λ2n(q)− λ˙n)(λ2n−1(q)− λ˙n)χ˙n(λ˙n, q) = 0. (2.22)
Hence, with χ˙n = χ˙n(λ˙n, q) and χn = χn(λ˙n, q) and in view of (2.20) and
(2.21),
|λ˙n − τn| = |λ2n − λ˙n||λ˙n − λ2n−1||χ˙n/2χn|
≤ |λ2n − λ˙n||λ˙n − λ2n−1||γn|
²/4
2(1− ²/4)
≤ ²
7
|λ2n − λ˙n||λ˙n − λ2n−1|
|γn| (2.23)
where we used that 0 < ² ≤ 1/2. In the case q is real valued the claimed
estimate then follows immediately as λ2n−1(q) ≤ λ˙n(q) ≤ λ2n(q). In the
general case we estimate |λj − λ˙n| for j = 2n, 2n − 1 as follows. For any
q ∈ U(q0) \Dn and µ ∈ C with |µ − τn(q)| ≤ |γn(q)/2| (n ≥ n0) one has by
Cauchy’s formula
2∆(µ)∆˙(µ) =
d
dµ
(∆(µ)2 − 4) = 1
2pii
∫
{|λ−τn|=|γn|}
∆(λ)2 − 4
(λ− µ)2 dλ. (2.24)
Recall that ∆˙(λ) has a product representation
∆˙(µ, q) = −
∏
j≥1
λ˙j − µ
j2pi2
.
Shrinking the neighborhood U(q0) as well as choosing n0 larger and 0 < β <
pi/2 smaller if necessary it then follows from Lemma 9.5 that for |µ − τn| ≤
|γn/2|, with n ≥ n0 and q ∈ U(q0)
∆˙(µ) = − λ˙n − µ
n2pi2
(−1)n+1
2
(1 + le(²/2)).
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Further, by (2.18) and (2.20)
∆(µ)2 − 4 = (λ2n − µ)(µ− λ2n−1)
n2pi2
(1 + le(²/4)).
As ∆(λj) = (−1)n 2 for j = 2n, 2n − 1 it then follows from (2.24) that for
q ∈ U(q0) \Dn
2
λ˙n−λj
n2pi2
(1 + le(²/2)) = 1
2pii
∫
{|λ−τn|=|γn|}
(λ2n−λ)(λ−λ2n−1)
n2pi2
(1 + le(²/4)) dλ
(λ−λj)2 .
By the trivial inequality |γn|/2 ≤ |λj − λ| ≤ 3|γn|/2 valid on the circles
{|λ − τn| = |γn|} we obtain that |λ2n−λ||λ2n−1−λ| ≤ 3. Hence, as 0 < ² ≤ 1/2, the
identity above leads to
|λ˙n − λj| ≤ 3
2
1 + ²/4
1− ²/2 |γn| ≤
9
4
|γn|
and by (2.23) this then leads to the claimed estimate
|λ˙n − τn| ≤ ²|γn|
for any q ∈ U(q0) and n ≥ n0. 
Recall that Dn
Def
= {q ∈ W | γn(q) = 0}.
Proposition 2.19. Let q0 ∈ Dn with n ≥ 1 arbitrary. Then there exists an
open neighborhood V (q0) of q0 in W such that for any q ∈ V (q0)
λ˙n(q) = τn(q) +O(|γn|2).
Proof. Given q0 ∈ Dn we find a neighborhood V (q0) of q0 in W and a
system of isolating neighborhoods {Uk}k≥1 so that λ˙k(q) ∈ Uk (k ∈ N, q ∈
V (q0)). As in the proof of Proposition 2.18 one sees that λ˙n satisfies equation
(2.22). Note that λ˙n(q) = τn(q) for any q in V (q0) with γn(q) = 0. As
infλ∈Un |χn(λ)| > 0 uniformly for q ∈ V (q0), with χn given by (2.19), equation
(2.22) can be rewritten (for q in V (q0) and V (q0) sufficiently small) as
λ˙n − τn =
(γn
2
)2 χ˙n/χn
2 + (λ˙n − τn)χ˙n/χn
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where χ˙n
Def
= χ˙n(λ˙n(q), q) and χn
Def
= χn(λ˙n(q), q). For q → q0 one has
τn− λ˙n → 0 and hence χn(λ˙n, q)→ χn(τn(q0), q0) 6= 0 as well as χ˙n(λ˙n, q)→
χ˙n(τn(q0), q0). In particular χ˙n(λ˙n(q), q)/χn(λ˙n(q), q) is bounded in a neigh-
borhood of q0 and hence (λ˙n−τn)χ˙n/χn → 0 for q → q0. Thus the statement
of the proposition follows. 
2.8 Roots
As in [16], for real potentials, we define the canonical root c
√
∆(λ, q)− 4
on the set C \ ⋃k≥0[λ2k−1(q), λ2k(q)], λ−1 Def= −∞, as the w-coordinate of
the point (λ,w) ∈ Σq = {(λ,w) ∈ C2| w2 = ∆(λ, q) − 4} lying on the
branch of the Riemannian surface Σq uniquely defined by the requirement
that c
√
∆(λ, q)− 4 tends to a positive number as λ→ τ1(q) with Im(λ) < 0.
For complex potentials sufficiently close to real ones, this root is defined by
continuous extension.
Analogously, for real a < b, the standard root s
√
(b− λ)(λ− a) is defined on
C \ [a, b] by the condition that s√(b− λ)(λ− a) tends to a positive number
as λ→ (a+ b)/2 with Im(λ) < 0. For a, b ∈ C with a ≺ b the standard root
is defined by continuous extension or equivalently, by the relation
s
√
(b− λ)(λ− a) Def= i(λ− τ) +
√
1− z2, z = b− a
2(λ− τ) , τ =
b+ a
2
. (2.25)
As usual +
√
λ denotes the branch of the square root on C \ (−∞, 0] defined
by the requirement that +
√
λ > 0 for λ > 0. (Note that for λ ∈ C \ [a, b],
z = b−a
2(λ−τ) ∈ C \ (R \ (−1, 1)), hence +
√
1− z2 is well-defined.)
3 Actions
Let W be a complex neighborhood of H−10 (T) in H−10 (T,C) chosen as in
Proposition 2.14 (Section 2.5). Hence, for any p ∈ W , we can choose a
neighborhood V (p) ⊆ W of p and mutually disjoint convex open neighbor-
hoods Un ⊆ C (n ≥ 1) containing for any q ∈ V (p) a circuit Γn (independent
of q and with counterclockwise orientation) around the gap interval
Gn(q) = {(1− t)λ2n−1(q) + tλ2n(q) | 0 ≤ t ≤ 1}.
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According to Definition 2.15 such a system of neighborhoods is refered to as
a system of isolating neighborhoods. As in [16] we follow [10] and define the
action variables In(q) for q ∈ V (p) by
In(q)
Def
=
1
pi
∫
Γn
λ
∆˙(λ, q)
c
√
∆2(λ, q)− 4 dλ, n ≥ 1 (3.1)
where ∆˙(λ, q) is the λ-derivative of the discriminant ∆(λ, q) defined in sub-
section 2.3 and c
√
∆2 − 4 denotes the canonical root introduced in subsection
2.8. By Proposition 2.17, the integrand in the definition of In(q) is analytic
on an open neighborhood of Γn×V (p), hence In(q) is an analytic function on
V (p). In view of the definition (3.1), the action variable In(q) is independent
of the choice of the contour Γn as long as it stays inside Un, hence for any
n ≥ 1 the actions In are analytic functions on W .
Note that the action variable In(q) is defined by (3.1) for a complex neighbor-
hood of H−1(T) and as in [16, Theorem 7.1] one proves that the L2-gradient
of In is given by
∂In(q) = − 1
pi
∫
Γn
∂∆(λ, q)
c
√
∆2(λ, q)− 4 dλ. (3.2)
The L2-gradient ∂In belongs to H
1(T,C) and has mean value zero,
[∂In] =
∫ 1
0
∂Indx = 〈∂In, 1〉 = d
d²
|²=0 In(q + ²) = 0
where the bracket 〈·, ·〉 denotes the sesquilinear pairing between H−1(T,C)
and H1(T,C). Arguing as in [16, Theorem 7.1] we find that for any n ≥ 1
on the real space H−10 (T),
In ≥ 0, and In = 0⇔ γn = 0.
The actions In are compact functions in the sense of the following proposition.
Proposition 3.1. If a sequence (qn)n≥1 ⊆ H−10 (T) converges weakly in
H−10 (T) then there exist an element q ∈ H−10 (T) and a subsequence (qnj)j≥1
(not necessarily converging weakly to q) such that for any k ≥ 1, Ik(qnj) →
Ik(q) as j →∞.
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Proof. By the definition of the k’th action variable
Ik(qn)
Def
=
1
pi
∫
Γk
λ
∂∆(λ, qn)/∂λ
c
√
∆2(λ, qn)− 4
dλ
=
1
pi
∫
eΓk λ˜
∂∆˜(λ˜, rn)/∂λ˜
c
√
∆˜2(λ˜, rn)− 4
dλ˜ (3.3)
where rn = R
−1(qn) is the preimage of qn with respect to the Riccati map r 7→
r′+r2−‖r‖2 (see Theorem 2.8) and where Γ˜k is the contour Γk translated by
‖rn‖2. It follows from Lemma 3.2 that the sequence rn Def= R−1(qn) is bounded
in L20(T). Therefore there exists a subsequence (rnj)j≥1 which converges
weakly to some element r ∈ L20(T). Take q Def= R(r). It follows from Lemma
3.1 and 3.2 in [7] that ∆˜(λ˜, rnj) → ∆˜(λ˜, r) uniformly in λ˜ contained in
bounded sets in C. As a consequence we conclude from Lemma 2.11 that for
any m ≥ 0, λ˜m(rnj) → λ˜m(r) as j → ∞. Taking the limit in formula (3.3)
we obtain that Ik(qnj)→ Ik(q) as j →∞ for any k ≥ 1. 
Recall that by Theorem 2.8, the Riccati map R : L20(T) → H−10 (T), r 7→
r′ + r2 − ‖r‖2 is a real analytic diffeomorphism. Its inverse can be bounded
as follows.
Lemma 3.2. The inverse of the Riccati map R−1 : H−10 (T) → L20(T) is
bounded and
||R−1(q)|| ≤ max{1, C||q||2
H−10
}
where C is a universal constant.
Proof. As in the proof of Lemma 1.1 in [15] we see that for M ≥ 1 and
λ ∈ ExtM Def= {λ ∈ C| Re(λ) ≤ | Im(λ)| −M)}
the operator λ− Lq, when expressed in Fourier space, is of the form
λ− Lq = D1/2λ (Iλ − Sλ)D1/2λ ,
where Dλ, Iλ and Sλ are given by the following infinite matrices (k, l ∈ Z)
Dλ(k, l)
Def
= |λ− k2pi2| δkl, Iλ(k, l) Def= λ− k
2pi2
|λ− k2pi2| δkl
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and
Sλ(k, l)
Def
=
qˆk−l
|λ− k2pi2|1/2|λ− l2pi2|1/2 .
Notice that Dλ and Iλ are diagonal matrices independent of the potential q.
One can check that ||Iλ||L(h0C) = 1, D
1/2
λ is bounded as a map from h
1
C(Z\{0})
to h0C(Z \ {0}) and as a map from h0C(Z \ {0}) to h−1C (Z \ {0}). Moreover
||Sλ||L(h0C) ≤ 8
(
sup
k∈Z
〈k〉2
M + k2pi2
)1/2(∑
n∈Z
1
M + n2pi2
)1/2
||q||H−10
≤ 8
(coth√M√
M
)1/2
||q||H−10 ≤ 16||q||H−10 /M
1/4 (3.4)
with 〈k〉 Def= 1+ |k|. Taking M = max{1, C1||q||4H−10 } with C1 > 0 sufficiently
big we ensure that ||Sλ||L(h0C) < 1 and therefore ExtM is contained in the
resolvent set of Lq (cf. [15, Lemma 1.1]). On the other side, by Theorem 2.9
λ0(q) = −||r||2 ≤ 0 for q ∈ H−10 (T) and r Def= R−1(q). As ExtM is contained
in the resolvent set of Lq, |λ0(q)| ≤ M and hence ||R−1(q)||2 = ||r||2 ≤
max{1, C1||q||4H−10 } as claimed. 
Let Dn be the subvariety of potentials in W with collapsed n-th gap,
Dn
Def
= {q ∈ W | γn(q) = 0}. (3.5)
As In and γ
2
n are analytic on W , the quotient In/γ2n is analytic on W \Dn.
The following proposition is an extension of Theorem 7.3 in [16] for potentials
in H−10 (T).
Proposition 3.3. There exists a complex neighborhood W of H−10 (T) in
H−10 (T,C) such that the quotient In/γ2n extends analytically to W for all n.
For any ² > 0 there exists n0 ∈ N depending on ² and W so that In/γ2n
satisfies the asymptotic estimate
8pin
In
γ2n
= 1 + le(²)
locally uniformly on W and uniformly in n ≥ n0 where le(²) is given by
Definition 1.4. Moreover,
ξn
Def
= +
√
8In
γ2n
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is well-defined as a real analytic, non-vanishing function on W and satisfies
for n ≥ n0
ξn =
1√
pin
(1 + le(²))
locally uniformly on W. For q = 0, we have ξn = 1√pin for all n ≥ 1.
Proof. In view of Proposition 2.12, Proposition 2.18 and Proposition 2.19 as
well as the product representation (2.17) of ∆˙(λ), the result can be obtained
in the same way as Theorem 7.3 in [16]. 
4 Angles
In order to define angle variables on the neighborhood W of H−10 (T) in
H−10 (T,C), chosen as in Proposition 2.14, we associate to a Dirichlet eigen-
value µn(q) of the Hill operator Lq
Def
= − d2
dx2
+ q a point
µ∗n(q) =
(
µn(q),
∗
√
∆2(µn(q), q)− 4
)
, (4.1)
refered to as Dirichlet divisor, on the Riemann surface
Σq
Def
= {(λ,w) ∈ C2 | w2 = ∆2(λ, q)− 4}. (4.2)
The square root ∗
√
∆2(µn(q), q)− 4 is defined by
∗
√
∆2(µn(q), q)− 4 Def= y˜1(1, µ˜n, r)− y˜′2(1, µ˜n, r)
where µ˜n = µn+ ||r||2, r Def= R−1(q) with R denoting the Riccati map, R(r) =
r′+r2−||r||2, and where y˜i(x, λ˜, r) (i = 1, 2) are the fundamental solutions of
the equation −u′′−2ru′ = λ˜u. To see that y˜1(1, µ˜n, r)− y˜2(1, µ˜n, r) is indeed
a square root of ∆2(µn(q), q) − 4 we argue as follows: Using the Wronskian
identity (y˜1y˜
′
2 − y˜2y˜′1)|x=1 = 1 and the fact that y˜2(1, µ˜n, r) = 0 we obtain in
view of Theorem 2.9 and definition (2.7)
∆2(µn(q), q)− 4 = (y˜1(1, µ˜n, r) + y˜′2(1, µ˜n, r))2 − 4
= (y˜1(1, µ˜n, r) + y˜
′
2(1, µ˜n, r))
2 − 4y˜1(1, µ˜n, r)y˜′2(1, µ˜n, r)
= (y˜1(1, µ˜n, r)− y˜′2(1, µ˜n, r))2 .
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This shows that (4.2) is well defined and µ∗n(q) ∈ Σq.
The angles θn are defined in terms of holomorphic differentials on Σq intro-
duced in the following theorem.
Theorem 4.1. There exists a complex neighborhood W of H−10 (T) such that
for each q in W there exist entire functions ψn, n ≥ 1, satisfying
1
2pi
∫
Γm
ψn(λ, q)
c
√
∆2(λ, q)− 4 dλ = δmn
for all m ≥ 1. The functions ψn(λ, q) depend analytically on λ, q and admit
a product representation
ψn(λ, q) =
2
pin
∏
m6=n
σnm(q)− λ
m2pi2
,
whose complex coefficients σnm ≡ σnm(q) depend real analytically on q and
satisfy, for any m ≥ 1,
|σnm − τm| ≤ C
|γ2m|
m
where C > 0 can be chosen locally uniformly on W and uniformly in n, and
where τm
Def
= (λ2m + λ2m−1)/2.
Theorem 4.1 is a quite straightforward extension of Theorem D.1 in [16]
from potentials in L20(T) to potentials in H−10 (T). For the convenience of the
reader we present in Appendix B a detailed proof of Theorem 4.1, along the
line of the proof of Theorem D.1 in [16].
In the sequel, W denotes a neighborhood of H−10 (T) in H−10 (T,C) so that
Proposition 2.14 and Theorem 4.1 hold. Let n ≥ 1 and recall that Dn =
{q ∈ W | γn(q) = 0}. For q in W \Dn, define
θn(q)
Def
= ηn(q) +
∑
k≥1
k 6=n
βnk (q) (4.3)
where
ηn(q)
Def
=
∫ µ∗n(q)
λ2n−1(q)
ψn(λ, q)√
∆2(λ, q)− 4 dλ (mod 2pi), (4.4)
and, for k 6= n,
βnk (q)
Def
=
∫ µ∗k(q)
λ2k−1(q)
ψn(λ, q)√
∆2(λ, q)− 4 dλ. (4.5)
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We call a path of integration from λ2k−1(q) to µ∗k(q) on the Riemann surface
Σq admissible if its image by the projection pi : (λ,w) 7→ λ onto C stays inside
an isolating neighborhood Uk. As in [16, Lemma 8.2], one shows that the
functions ηn and β
n
k are well-defined in the sense that they are independent
of the choice of an admissible path of integration.
More precisely, one shows that, for any k 6= n, the function βnk is well-defined
on all ofW as well as real analytic, and vanishes at q = 0. For any n ≥ 1, the
function ηn is well-defined on W \Dn. It is real analytic on W \Dn if taken
modulo pi. In order to ensure its analyticity the function ηn has to be taken
modulo pi due to the discontinuities of the periodic eigenvalues as functions
of q when q is not real, see [16, Lemma 8.3]. On the real space H−10 (T) \Dn,
the function ηn is real analytic when taken modulo 2pi.
To show that the series in (4.3) converges, one uses the asymptotic estimates
from Theorem 4.1, σnk = τk + O(|γk|2/k) for k 6= n, to prove the following
analogue of Lemma 8.4 in [16].
Lemma 4.2.
βnk = O
( |γk|+ |µk − τk|
|k2 − n2| ·
n
k
)
locally uniformly on W and uniformly in k and n with k 6= n.
Proof. It follows from Theorem 4.1 that
∫ λ2k(q)
λ2k−1(q)
ψn(λ,q)√
∆2(λ,q)−4 dλ = 0 for k 6=
n independently of the choice of the admissible path of integration on Σq
connecting λ2k−1 to λ2k. Hence,
βnk (q)
Def
=
∫ µ∗k(q)
λ2k−1(q)
ψn(λ, q)√
∆2(λ, q)− 4 dλ =
∫ µ∗k(q)
λ2k(q)
ψn(λ, q)√
∆2(λ, q)− 4 dλ.
Without loss of generality assume that
|µk(q)− λ2k−1(q)| ≤ |µk(q)− λ2k(q)| . (4.6)
(Otherwise interchange the role of λ2k−1(q) and λ2k(q) in the following argu-
ment.) Further we may assume that λ2k−1(q) 6= µk(q) as βnk (q) = 0 otherwise.
By the product representation ψn(λ, q) =
2
npi
∏
k∈N\{n}
σnk (q)−λ
k2pi2
given in Theorem
4.1 we obtain for λ near Gk
ψn(λ, q)
c
√
∆2(λ, q)− 4 =
σnk (q)− λ
s
√
(λ2k(q)− λ)(λ− λ2k−1(q))
ζnk (λ, q) (4.7)
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where the standard root s
√
is defined in (2.25) and
ζnk (λ, q)
Def
=
(−1)k−1pin
(σnn(q)− λ) +
√
λ− λ0(q)
∏
m∈N\{k}
σnm(q)− λ
+
√
(λ2m(q)− λ)(λ2m−1(q)− λ)
(4.8)
with σnn = τn
Def
= (λ2n−1 + λ2n)/2. By Theorem 4.1, σnm = τm + O(|γm|2/m)
uniformly for n ∈ N as well as locally uniformly in W and by Proposition
2.12, τn − n2pi2 = h−1(n) locally uniformly on W . By Lemma 9.7
|ζnk (λ, q)| = O
( n
k|k2 − n2|
)
(4.9)
uniformly for k 6= n, λ ∈ Uk and locally uniformly in W .
Let γk(q) 6= 0. For λ Def= λ2k−1 + (µk − λ2k−1)t with 0 ≤ t ≤ 1 one has, as
|λ− λ2k−1| ≤ |λ− λ2k| for 0 ≤ t ≤ 1 by (4.6) and hence |λ2k − λ| ≥ |γk|/2∣∣∣∣ σnk − λλ2k − λ
∣∣∣∣ ≤ |σnk − λ2k−1||λ2k − λ| + |λ− λ2k−1||λ2k − λ|
≤ |(σ
n
k − τk) + γk2 |
|γk|/2 + 1
= O(1) (4.10)
locally uniformly onW . Estimate (4.10) is obviously true also when γk(q) = 0
as, in this case, by Theorem 4.1 σnk = τk = λ2k. In view of (4.7), (4.9) and
(4.10) it remains to show that∫ µk(q)
λ2k−1(q)
√
λ2k − λ
λ− λ2k−1 dλ = O(|γk|+ |µk − τk|)
when integrating along the straight line t 7→ λ2k−1 + t(µk − λ2k−1) with
0 ≤ t ≤ 1 and choosing that branch of Σq whose closure in Σq contains the
corresponding Dirichlet divisor µ∗k. With δ
Def
= |µk − λ2k−1|, we obtain∣∣∣∣∣
∫ µk(q)
λ2k−1(q)
√
λ2k − λ
λ− λ2k−1 dλ
∣∣∣∣∣ ≤
∫ 1
0
√|γk|+ tδ√
tδ
δ dt
≤ 2
√
δ
√
|γk|+ δ ≤ δ + (|γk|+ δ)
As δ ≤ |µk − τk| + |γk|/2 ≤ |µk − τk| + |γk| the claimed statement of the
lemma follows. 
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We can now formulate the main result of this section.
Proposition 4.3. There exists a complex neighborhood W ⊆ H−10 (T,C) of
H−10 (T) with the following properties:
(i) The functions
βn
Def
=
∑
k 6=n
βnk , n ≥ 1
are analytic on W and locally bounded on W uniformly in n;
(ii) The angle function
θn = ηn + βn = ηn +
∑
k 6=n
βnk
is real analytic on the real space H−10 (T) \ Dn and extends to an analytic
function on W \Dn when taken modulo pi;
(iii) The gradient of θn has mean value zero.
Proof. (i) Choose W to be a neighborhood of H−10 (T) in H−10 (T,C) so that
Proposition 2.14 and Theorem 4.1 hold. Recall that βnk (k 6= n) is analytic
on W . Hence due to Lemma 4.2, for any n ≥ 1,
W → l2(N,C), q 7→
(
βnk (q)
k2 − n2
n
)
k 6=n
is analytic. By taking the inner product with
(
n
k2−n2
)
k 6=n
in l2(N,C) it then
follows that βn(q) =
∑
k 6=n β
n
k (q) is analytic on W . It remains to show that
βn is locally bounded on W uniformly in n. Using the Cauchy-Schwartz
inequality in l2(N,C), we have∑
k 6=n
|βnk | ≤ C
∑
k 6=n
n
|k2 − n2|
|γk|+ |µk − τk|
k
≤ Cn
(∑
k 6=n
1
|k2 − n2|2
)1/2
(||γ||h−1 + ||µ− τ ||h−1)
= O(||γ||h−1 + ||µ− τ ||h−1)
where we used Lemma 9.2 for the latter estimate. Statement (ii) has already
been discussed above. Towards (iii), note that θn is invariant under transla-
tions of the potential when considered on H−1(T)\Dn and hence its gradient
has mean value zero. 
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5 Cartesian coordinates
Given the actions In and the angles θn introduced in sections 3 and 4 re-
spectively, the associated rectangular coordinates xn and yn are defined on
H−10 (T) \Dn by
xn =
√
2In cos (θn), yn =
√
2In sin (θn)
where Dn = {q ∈ W | γn(q) = 0}. Note that with these definitions dxn ∧
dyn = dIn ∧ dθn. We extend this definition to the complex domain W \Dn
by setting
xn
Def
= ξnγn
eiθn + e−iθn
4
, yn
Def
= ξnγn
eiθn − e−iθn
4i
where W is given so that Propositions 2.14, 3.3 and 4.3 hold and ξn is given
as in Proposition 3.3. The main result of this section is that these functions
are in fact well-defined and real analytic on all of W .
As the functions ξn and βn = θn − ηn have already been shown to be real
analytic on W , we focus our attention on the complex functions
z±n
Def
= γne
±iηn ,
which so far are defined on W \ Dn. As in [16], Lemma 9.1, one shows
that they are in fact analytic on W \ Dn. The aim now is to show that
the functions z±n can be analytically extended to all of W . To this end, we
investigate the limiting behavior of z±n (q) as q approaches a point p in Dn,
i.e. as the n-th gap collapses. We will see that this limit is zero if µn(p)
coincides with λ2n−1(p) = λ2n(p), but different from zero if p ∈ Xn ∩ Dn
where Xn denotes the open set
Xn
Def
= {q ∈ W | µn(q) /∈ Gn(q)}
where Gn(q) = {tλ2n + (1 − t)λ2n−1 | 0 ≤ t ≤ 1}. Since, for any real q, we
have µn(q) ∈ Gn(q), this set does not intersect the real space H−10 (T). First
we need to establish some auxiliary results. For q ∈ W and λ near Gn, we
write
ψn(λ)
c
√
∆2(λ)− 4 =
ζn(λ)
s
√
(λ2n − λ)(λ− λ2n−1)
, (5.1)
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where the standard root s
√
is defined in (2.25) and
ζn(λ) = (−1)n+1 npi+√λ− λ0
∏
k 6=n
σnk − λ
+
√
(λ2k − λ)(λ2k−1 − λ)
.
By Theorem 4.1, Proposition 2.17, and Proposition 2.12, one concludes that
the function ψn(λ, q), the discriminant ∆(λ, q) and the expression (λ2n −
λ)(λ2n−1 − λ) = γ2n/4 − (τn − λ)2 are analytic on C ×W . Hence, it follows
from (5.1) that ζn are analytic on C × W and bounded locally uniformly
on W as well as uniformly for n ≥ 1 and λ ∈ Un. The boundedness is
a consequence of Lemma 9.7. Moreover, we have the following estimate of
ζn(µ) on Gn.
Lemma 5.1. For µ ∈ Gn,
ζn(µ) = 1 +O
( |γn|
n
)
locally uniformly on W and uniformly in n ≥ 1.
Proof. We start with a real valued potential q ∈ W \ Dn. By Theorem 4.1
and the definition of the s-root we have.
1 =
1
pi
∫ λ2n
λ2n−1
ζn(λ)
+
√
(λ2n − λ)(λ− λ2n−1)
dλ.
As 1
pi
∫ λ2n
λ2n−1
dλ
+
√
(λ2n−λ)(λ−λ2n−1)
= 1 it then follows that
ζn(µ) = 1− 1
pi
∫ λ2n
λ2n−1
ζn(λ)− ζn(µ)
+
√
(λ2n − λ)(λ− λ2n−1)
dλ (5.2)
for µ ∈ Gn. Upon the substitution λ(t) = τn+ tγn2 , the integral term in (5.2)
takes the form
1
pi
∫ 1
−1
ζn(λ(t))− ζn(µ)
+
√
1− t2 dt, (5.3)
hence it is bounded by supλ∈Gn |ζn(λ) − ζn(µ)|. We want to estimate this
latter expression. By Proposition 2.14 and Proposition 2.12 there exist for
any q0 ∈ W a number n0 ∈ N and a neighborhood U(q0) ⊆ W of q0 such
that, for any n ≥ n0 and q ∈ U(q0), the interval Gn(q) is inside the disk in
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C of radius n around the point n2pi2 and the distance between Gn(q) and
Γn
Def
= {|λ− n2pi2| = n} is greater than n/2. In particular, for µ, λ ∈ Gn, by
the Cauchy formula and the uniform boundedness of ζn on Γn noted before
Lemma 5.1, one has for any n ≥ n0
|ζn(λ)− ζn(µ)| = 1
2pi
∣∣∣∣∫
Γn
ζn(z)
z − λ dz −
∫
Γn
ζn(z)
z − µ dz
∣∣∣∣
=
|λ− µ|
2pi
∣∣∣∣∫
Γn
ζn(z)
(z − λ)(z − µ) dz
∣∣∣∣
= O
(
|λ− µ|/n
)
= O
(
|γn|/n
) (5.4)
locally uniformly on U(q0). Estimate (5.4) holds trivially for γn = 0 and is
obviously true for n = 1, 2, ..., n0 − 1. Combining (5.4) with (5.2) and (5.3)
the statement of the lemma for real q follows.
For complex q ∈ W the preceding identities remain true at least up to a sign.
Hence by the continuity of ζn in λ and q, the claimed statement must also
be valid for complex q. 
To continue our study of the behavior of the function z±n (q) as the n’th gap
collapses consider
χn(q)
Def
=
∫ µn(q)
τn(q)
ζn(λ)− ζn(τn(q))
λ− τn(q) dλ.
As τn(q) and µn(q) are analytic on W and ζn(λ, q) is analytic on Un × W
it follows that the latter integral is analytic in q. For a potential q ∈ Xn =
{q ∈ W | µn /∈ Gn(q)} define the sign εn = ±1 by
ψn(µn(q))
∗
√
∆2(µn(q), q)− 4
=
εnζn(µn(q))
s
√
(λ2n(q)− µn(q))(µn(q)− λ2n−1(q))
.
As in [16], Lemma 9.3, one shows that, as q /∈ Dn tends to p ∈ Dn ∩Xn, the
function z±n = γne
±iηn tends to −2(1± εn)(µn(p)− τn(p))e±εnχn(p). We then
extend the function z±n to Dn by defining
z±n
Def
=
{
−2(1± εn)(µn − τn)e±εnχn on Dn ∩Xn,
0 on Dn \Xn.
(5.5)
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Proposition 5.2. The functions z±n = γne
±iηn, as extended above, are ana-
lytic on W. Moreover, they satisfy
z±n = O (|γn|+ |µn − τn|)
locally uniformly on W and uniformly in n ≥ 1.
Proof. The analyticity of z±n is shown as in Theorem 9.4 in [16]. To prove
the estimate for z+n , consider first potentials in Xn \ Dn. As in the proof
of Theorem 9.4 of [16] one has on Xn \ Dn the following representation of
z+n = γne
iηn ,
γne
iηn = γn
(
−ρn + iεn s
√
1− ρ2n
)
eiεnφ(ρn)ζˆneiη
′′
n , (5.6)
where
ρn
Def
=
µn − τn
γn/2
, φ(w)
Def
=
∫ w
−1
dz
s
√
1− z2 , ζˆn = ζn(λ2n−1)− 1,
and
η
′′
n = εn
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ mod 2pi.
The factors on the right hand side of (5.6) are examined separately. First we
claim that
eiεnφ(ρn)ζˆn = O(1)
locally uniformly on W and uniformly in n. Indeed, with C Def= max
|w|≤1
|φ(w)|,
one has |φ(ρn)| ≤ C for |ρn| ≤ 1 whereas for |ρn| > 1
|φ(ρn)| ≤ C +
∫ |ρn|
1
1√
t+ 1
dt√
t− 1
≤ C + 2√t− 1
∣∣∣|ρn|
1
= O(|ρn|).
Using Lemma 5.1 and the definition of ρn, we then get locally uniformly on
W and uniformly in n ≥ 1
|εnφ(ρn)ζˆn| = O
(
1 + 2
|µn − τn|
|γn|
) |γn|
n
= O(1)
in view of the asymptotics of µn, τn and γn stated in Proposition 2.12.
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Next we claim that eiη
′′
n = O(1) locally uniformly on W and uniformly in n.
To this end, assume without loss of generality that
|µn − λ2n−1| ≤ |µn − λ2n|. (5.7)
Indeed, if this inequality does not hold, switch the roles of λ2n−1 and λ2n in
the representation (5.6) and in the following calculations. This is possible as
by Theorem 4.1
ηn
Def
=
∫ µ∗n
λ2n−1
ψn(λ)√
∆2(λ)− 4 dλ =
∫ µ∗n
λ2n
ψn(λ)√
∆2(λ)− 4 dλ+ pi mod 2pi.
In view of the assumption (5.7), we have |λ − λ2n−1| ≤ |λ − λ2n| for any λ
on the straight interval [λ2n−1, µn]. We then obtain from the definition of η′′n,
integrating along [λ2n−1, µn],
|η′′n| Def=
∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
λ− λ2n−1
√
λ− λ2n−1
λ2n − λ dλ
∣∣∣∣∣
≤ |µn − λ2n−1| sup
λ∈(λ2n−1,µn]
∣∣∣∣ζn(λ)− ζn(λ2n−1)λ− λ2n−1
∣∣∣∣ .
Arguing as in (5.4) one finds that locally uniformly onW the sup-term above
is of order O(1/n), and therefore
|η′′n| = |µn − λ2n−1| O(1/n) = O(1) .
Hence by Proposition 2.12, eiη
′′
n = O(1) locally uniformly onW and uniformly
in n.
The remaining term in (5.6) can be estimated by∣∣∣γn (−ρn + iεn s√1− ρ2n) ∣∣∣ ≤ 6 (|γn|+ |µn − τn|).
For |ρn| ≤ 1, this follows from the estimate | s
√
1− ρ2n| ≤
√
2. For |ρn| > 1,
we have by (2.25) (with b = 1, a = −1 and λ = ρn) s
√
1− ρ2n = iρn +
√
1− ρ−2n
and the claimed bound then follows from γnρn = 2(µn − τn).
Consequently, the estimate of z+n = γne
iηn is established for potentials in
Xn \Dn. By continuity, it extends in a locally uniform fashion to all of W ,
since all estimates involved are valid locally uniformly on W . The proof for
the estimate of z−n is completely analogous. 
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We now define Cartesian coordinates on W by (n ≥ 1)
xn
Def
=
ξn
4
(
z+n e
iβn + z−n e
−iβn) , yn Def= ξn
4i
(
z+n e
iβn − z−n e−iβn
)
, (5.8)
where z±n are the functions extended to Dn by (5.5). The functions xn and yn
are real analytic in view of Proposition 3.3, Proposition 4.3, and Proposition
5.2. By continuity it follows from the corresponding results in Theorem 9.7
of [16] that the L2-gradients of xn(q) and yn(q) have mean value zero. With
any potential q in W we may then associate coordinates
Ω(q) = (x(q),y(q)),
where
x(q) = (x1(q), x2(q), . . . ), y(q) = (y1(q), y2(q), . . . ).
In view of the asymptotic estimates of Proposition 3.3, Proposition 4.3, and
Proposition 5.2,
|xn| = O
( |γn|+ |µn − τn|√
n
)
, |yn| = O
( |γn|+ |µn − τn|√
n
)
(5.9)
locally uniformly on W and uniformly in n ≥ 1. Consequently, in view of
the asymptotic estimates for the periodic and Dirichlet eigenvalues stated in
Proposition 2.12, Ω maps the complex neighborhood W of H−10 (T) into the
space h−1/2(N,C) × h−1/2(N,C) and is locally bounded. Moreover, it maps
the real space H−10 (T) into the real space
h−1/2 Def= h−1/2(N,R)× h−1/2(N,R).
Note that the diffeomorphism constructed in [16] coincides with the restric-
tion Ω0 of Ω to L
2
0(T),
Ω0 = Ω|L20(T) : L20(T)→ h1/2. (5.10)
Indeed for q ∈ L20(T), the periodic and Dirichlet eigenvalues of Lq with
domains H2(T2) and H2c [0, 1] respectively are the same as the ones of Lq
with domains H1(T2) and H2c [0, 1] respectively. As the main result of this
section we obtain the following
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Proposition 5.3. For any α ≤ 1 the map
Ω−α ≡ Ω|H−α0 : H
−α
0 (T)→ h−α+1/2, q 7→ Ω−α(q) = (x(q),y(q))
is real analytic and extends analytically to an open neighborhood of W−α of
H−α0 (T) in H−α0 (T,C). Its Jacobian at q = 0 is boundedly invertible, and its
inverse is the weighted Fourier transform
d0Ω
−1
−α : h
−α+1/2 → H−α0 (T), (x,y) 7→
∑
n≥1
√
2pin (xn en + yn e−n),
where en =
√
2 cos (2pinx) and e−n =
√
2 sin (2pinx) for n ≥ 1. In particular,
Ω−α is a local diffeomorphism at q = 0.
Proof. By Proposition 3.3, Proposition 4.3 and Proposition 5.2, the compo-
nents xn, yn, defined by (5.8) are analytic on W ⊆ H−10 (T,C) where W is
defined above. In particular, they are analytic onW∩H−α0 (T,C). In view of
the asymptotic estimates of Proposition 3.3, Proposition 4.3, and Proposition
5.2, one has
|xn| = O
( |γn|+ |µn − τn|√
n
)
, |yn| = O
( |γn|+ |µn − τn|√
n
)
locally uniformly on W and uniformly in n ≥ 1. In view of the asymptotic
estimates for the periodic and Dirichlet eigenvalues stated in Proposition
2.12, Ω−α maps a complex neighborhood W−α ⊆ W ∩H−α0 (T,C) of H−α0 (T)
into the space h−α+1/2(N,C) × h−α+1/2(N,C) and is locally bounded. The
analyticity of Ω−α on W−α then follows from Theorem A.6 in [16].
The statement for q = 0 follows by continuity from the corresponding for-
mulas for d0Ω
−1
0 in [16, Theorem 9.7]. 
6 Orthogonality relations
As the coordinates xn, yn as well as the action variables In = (x
2
n+ y
2
n)/2 are
analytic on W – see Proposition 5.3 – and the angle variable θn is analytic
on W \Dn (n ≥ 1) – see Proposition 4.3 – any bracket {·, ·} between xn, yn,
and Im is a well defined analytic function on W , and, for brackets involving
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the angle variable θn, or θn and θm, this is true onW\Dn, orW\(Dn∪Dm),
respectively. Therefore any orthogonality relation established for L20(T) holds
by density on H−10 (T). On H−10 (T), we thus obtain from [16], for any n,m ≥
1,
{xn, xm} = 0, {yn, ym} = 0, {xn, ym} = δnm,
{In, Im} = 0, {xn, Im} = δnmyn, {yn, Im} = −δnmxn.
Moreover,
{In, θm} = δnm on H−10 (T) \Dm,
{θn, θm} = 0 on H−10 (T) \ (Dn ∪Dm) .
As the L2-gradients of the restrictions of the functions xn(q), yn(q), θn(q) and
In(q) (n ≥ 1) to H−α0 (T) coincide with the restrictions of the L2-gradients of
these functions to H−α0 (T), the same relations hold on H−α0 (T) for any α < 1
as well.
7 Local diffeomorphism
In this section we show
Proposition 7.1. For any α ≤ 1 the map
Ω−α : H−α0 (T)→ h−α+1/2, q 7→ (x(q),y(q))
is a local diffeomorphism everywhere.
Proof. Recall that, by Proposition 5.3, Ω−α is a local diffeomorphism at
q = 0. Instead of Ω−α, it is more convenient to consider the map
Φ
Def
= (d0Ω−α)−1 ◦ Ω−α : H−α0 (T)→ H−α0 (T),
which in view of Proposition 5.3 is given by
Φ(q) =
∑
n≥1
√
2pin (xn(q)en + yn(q)e−n)
with
en =
√
2 cos(2pinx), e−n =
√
2 sin(2pinx).
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Clearly, Ω−α is a local diffeomorphism if and only if Φ is a local diffeomor-
phism. The Jacobian dqΦ ∈ L(H−α0 (T)) of Φ at q is given by (h ∈ H−α0 (T))
dqΦ(h) =
∑
n∈Z\{0}
〈h, dn(q)〉 en (7.1)
where the sum converges in H−α0 (T),
dn(q)
Def
=
√
2pin ∂qxn, d−n(q)
Def
=
√
2pin ∂qyn (7.2)
for n ≥ 1, and d±n ∈ H10 (T) ⊆ H−α0 (T). We show that dqΦ is a linear
isomorphism by proving that its dual map (dqΦ)
∗ ∈ L(Hα0 (T)) is a linear
isomorphism. Observe that the dual map is given by (h ∈ Hα0 (T))
(dqΦ)
∗(h) =
∑
n∈Z\{0}
〈h, en〉 dn(q) (7.3)
where the sum is converging weakly in Hα0 (T). In order to show that (dqΦ)∗
is an isomorphism, we proceed as follows: By Lemma 7.2 below, (dqΦ)
∗ is
a compact perturbation of the identity. In Lemma 7.5 we show that (dqΦ)
∗
is injective for α = 1. By the Fredholm alternative, for α = 1, (dqΦ)
∗ is a
linear isomorphism of H10 (T). In particular, (dqΦ) : H−10 (T) → H−10 (T) is a
linear isomorphism.
Now, consider the case α < 1. As (dqΦ) : H
−1
0 (T) → H−10 (T) is a linear
isomorphism, for any α < 1 the restriction of (dqΦ) to H
−α
0 (T) is injective.
By Lemma 7.2, (dqΦ)
∗ : Hα0 (T) → Hα0 (T) is a compact perturbation of
the identity. Hence, (dqΦ) : H
−α
0 (T) → H−α0 (T) is an injective compact
perturbation of the identity. By the Fredholm alternative, (dqΦ) : H
−α
0 (T)→
H−α0 (T) is a linear isomorphism. 
Lemma 7.2. For any α ≤ 1 and any q ∈ H−α0 (T), the map (dqΦ)∗ − Id ∈
L(Hα0 (T)) is compact.
Proof. Let α ≤ 1. A potential q is called a finite gap potential if γn(q) 6= 0
only for finitely many n. It is well known that finite gap potentials are
C∞-smooth. As by [11], for any n ∈ Z≥0, the finite gap potentials form a
dense subset in Hn0 (T), they form a dense subset in H−α0 (T) for any α ≤ 1.
We show the claimed statement first for finite gap potentials. The general
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statement then follows from the fact that the map H−α0 (T) → L(Hα0 (T)),
q 7→ (dqΦ)∗ − Id is continuous, as Φ is analytic.
Let T ≡ T (q) ∈ L(Hα0 (T)) denote the map (dqΦ)∗ − Id, which by (7.3) is
given by (h ∈ Hα0 (T), dn ≡ dn(q))
Th =
∑
n6=0
〈h, en〉 (dn − en)
where the sum converges weakly in Hα0 (T).
For N ≥ 1, define the map TN ∈ L(Hα0 (T)),
TNh =
∑
0 6=|n|≤N
〈h, en〉 (dn − en).
The maps TN are bounded operators of finite rank and hence compact, so
T is compact if TN → T in L(Hα0 (T)). But, for h ∈ Hα0 (T), using the
Cauchy-Schwartz inequality,
‖(T − TN)h‖Hα0 ≤ sup
‖h˜‖
H−α0
≤1
( ∑
|n|>N
|〈h, en〉|
|n|−α
|〈dn − en, h˜〉|
|n|α
)
≤
(∑
n6=0
|n|2α|〈h, en〉|2
)1/2
sup
‖h˜‖
H−α0
≤1
( ∑
|n|>N
|〈dn − en, h˜〉|2
|n|2α
)1/2
≤
(∑
n6=0
|n|2α|〈h, en〉|2
)1/2( ∑
|n|>N
‖dn − en‖2Hα0
|n|2α
)1/2
.
The first term on the latter line is equal to ‖h‖Hα0 (T). For a finite gap potential
q, the second term tends to 0 as N →∞ by Lemma 7.3 below. 
Lemma 7.3. At a real valued finite gap potential with [q] = 0,
∑
n∈Z\{0}
‖dn − en‖2Hα0
|n|2α <∞.
Remark 7.4. For 0 < α ≤ 1 this result is proved in [28] and for nonpositive
integers α ∈ Z≤0 in [16] whereas for nonpositive real numbers α ≤ 0 it is
contained in [17].
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Proof. In order to keep the paper as short as possible we prove here the
result only for 1/2 < α ≤ 1. (It is this range of α which is relevant for the
application of the results of this paper to the initial value problem of KdV
in [19].)
Let q ∈ H−α0 (T) be a finite gap potential, and let N ≡ N (q) := {n ∈ N |
γn(q) = 0}. By assumption, the complement N \ N of the set N is finite.
Hence it suffices to show that∑
±n∈N
‖dn − en‖2Hα0
|n|2α <∞.
Since q is a finite gap potential it is smooth, hence dn =
√
2pin ∂xn and
d−n =
√
2pin ∂yn are C
∞-smooth functions on T for any n ≥ 1 by Theorem
9.7 in [16]. As q is real valued, z+n = γne
iηn vanishes for n ∈ N by (5.5) and
as xn + iyn =
1
2
ξne
iβnz+n (cf. (5.8)) we get
∂xn + i∂yn =
ξn
2
eiβn∂z+n . (7.4)
By Theorem 9.5 in [16], ∂z+n is given by
∂z+n = h
2
n − g2n + i2gnhn (7.5)
where gn denotes the normalized eigenfunction for the Dirichlet eigenvalue µn
(
∫ 1
0
g2n(x)dx = 1, g
′
n(0) > 0) and hn the periodic eigenfunction corresponding
to the eigenvalue λ2n(= λ2n−1 = µn) which is orthogonal to gn and satisfies∫ 1
0
h2n(x)dx = 1 as well as hn(0) > 0.
We now argue similarly as in the proof of Lemma 11.12 in [16]. Consider the
operator Q
Def
= −1
2
∂3x + q∂x + ∂xq. One verifies that the product Y
Def
= yiyj of
any two fundamental solutions of −y′′ + qy = λy is smooth and satisfies the
differential equation
QY = 2λ∂xY. (7.6)
By (7.4), (7.5) and (7.6), and as by Theorem 9.7 in [16] the mean values of
dn and d−n vanish we obtain that for any n ∈ N
d±n =
1
2λ2n
D−10 Qd±n
where we have assumed without loss of generality that λ2n 6= 0 for any n ∈ N
and where D−10 denotes the inverse of the restriction D0 : H
α
0 (T)→ Hα−10 (T)
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of ∂x to H
α
0 (T). For f ∈ H2−α0 (T) one has
〈d±n, f〉 = 1
2λ2n
〈
D−10 Qd±n, f
〉
=
1
2λ2n
〈
d±n, QD−10 f
〉
= − 1
4λ2n
〈d±n, f∗〉 (7.7)
with f ∗ Def= f ′′ − 4qf − 2q′D−10 f ∈ H−α(T). Therefore, using (7.7) we get
〈d±n, f ′′〉 = 〈d±n, f∗〉 − 〈d±n, f∗ − f ′′〉
= −4λ2n 〈d±n, f〉 −
〈
d±n,−4qf − 2q′D−10 f
〉
.
Combining this with
〈e±n, f ′′〉 = −4pi2n2 〈e±n, f〉
one obtains
〈d±n − e±n, f ′′〉 = 4(pi2n2 − λ2n) 〈e±n, f〉
− 4λ2n 〈d±n − e±n, f〉 (7.8)
+
〈
d±n, 4qf + 2q′D−10 f
〉
.
Let us now estimate the terms on the right hand side of (7.8) separately. By
standard estimates one has for f in H2−α0 (T)
| 〈e±n, f〉 | = O(1/n2−α)||f ||H2−α0
λ2n = n
2pi2 +O(1/n)
| 〈d±n, 4qf + 2q′D−10 f〉 | ≤ ||d±n|| · ||4qf + 2q′D−10 f ||
≤ C(‖f‖+ ‖f‖H−10 ) ≤ C‖f‖H2−α0 , (7.9)
where we used that ||d±n|| = O(1) by (7.2) and the second equality in The-
orem 9.7 in [16]. By Lemma 11.12 in [16] one gets
| 〈d±n − e±n, f〉 | = O((log n)/n5/2)||f ||H10
≤ O((log n)/n5/2)||f ||H2−α0 .
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Note that every element in H−α0 (T) is of the form f ′′ for some f ∈ H2−α0 with
||f ′′||H−α0 = 4pi2||f ||H2−α0 .
In view of (7.8) we then conclude from the estimates above
||d±n − e±n||Hα0 ≤ sup||f ||
H2−α0
≤1
| 〈d±n − e±n, f ′′〉 | = O(1)
which leads to the claimed estimate for 1/2 < α ≤ 1. 
Lemma 7.5. For any q ∈ H−10 (T), the map (dqΦ)∗ ∈ L(H10 (T)) is injective.
Proof. Assume that there exist real numbers ak, k 6= 0, such that
g =
∑
k 6=0
akdk = 0,
where the sum converges in H10 (T). It is to show that all ak vanish. As
∂x∂xn, ∂x∂yn ∈ L20(T), the pairing of g with ∂x∂xn, ∂x∂yn is well defined. In
view of the orthogonality relations established in Section 6, we obtain, for
n ≥ 1
0 = 〈g, ∂x∂xn〉 =
∑
k 6=0
ak 〈dk, ∂x∂xn〉
=
∑
k≥1
√
2pik
(
ak{xk, xn}+ a−k{yk, xn}
)
= −
√
2pin a−n
and, similarly, 0 = 〈g, ∂x∂yn〉 =
√
2pin an. So, indeed, all an vanish. 
8 Diffeomorphism property
In this section we state and prove Theorem 1.1 and Theorem 1.2 stated in the
introduction. Recall that hs
Def
= hs(N,R) × hs(N,R) for s ∈ R and that the
elements of hs are denoted by (x,y) where x = (xn)n≥1 and y = (yn)n≥1 are
elements of hs(N,R). Endow this sequence space with the standard Poisson
bracket, for which
{xn, ym} = δnm,
while all other brackets vanish. Theorem 1.1 is an immediate consequence of
the following theorem.
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Theorem 8.1. The map
Ω
Def
= Ω−1 : H−10 (T)→ h−1/2, q 7→ (x(q),y(q)),
defined in Section 5, has the following properties:
(i) Ω is a bi-analytic diffeomorphism and preserves the Poisson bracket.
(ii) Ω0
Def
= Ω|L20(T) agrees with the map constructed in [16].
(iii) For any α < 1
Ω−α
Def
= Ω|H−α0 (T) : H
−α
0 (T)→ h1/2−α
is injective and bi-analytic onto its image.
Remark 8.2. In view of the results from [16], it follows from (ii) that the
elements (x,y) in h3/2 are Birkhoff coordinates for the KdV equation. That
is, for Ω1
Def
= Ω|H10 , the transformed KdV Hamiltonian H ◦ Ω−11 depends only
on x2n + y
2
n, n ≥ 1, with (x,y) being canonical coordinates in h3/2.
Proof of Theorem 8.1. By Proposition 7.1, the map Ω is a real analytic, local
diffeomorphism and in view of Section 6 preserves the Poisson bracket. State-
ment (ii) follows from the considerations before Proposition 5.3. In order to
prove (iii) we first remark that by the asymptotics (5.9) and Proposition
2.12, the image of Ω−α is contained in h1/2−α and Ω−α : H−α0 (T)→ h1/2−α is
analytic. By Proposition 7.1, Ω−α is a local diffeomorphism hence bianalytic
onto its range if Ω is one-to-one.
It remains to show that Ω is bijective. To prove the injectivity of Ω we argue
by contradiction and assume that there exist points q1 6= q2 in H−10 (T) so
that
Ω(q1) = Ω(q2) = a ∈ h−1/2.
Since Ω : H−10 (T) → h−1/2 is a local diffeomorphism, there exist disjoint
open neighborhoods V1, V2 in H−10 (T) of q1, q2, respectively, and an open
neighborhood U of a in h−1/2 such that the restrictions
Ω
∣∣
Vi : Vi → U (i = 1, 2)
are diffeomorphisms. Since L20 is dense in H
−1
0 (T) and h1/2 is dense in h−1/2
the sets V˜i Def= Vi ∩ L20 (i = 1, 2) and U˜ Def= U ∩ h1/2 are non-empty and open
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in L20, and h
1/2, respectively. It then follows from (ii) and Theorem 11.8 in
[16] that the restrictions of the map Ω0 ≡ Ω|L20 : L20 → h1/2 to V˜i,
Ω
∣∣
V˜i : V˜i → U˜ (i = 1, 2)
are diffeomorphisms. Since V˜1 and V˜2 are disjoint, this contradicts Theorem
11.8 in [16] stating that the map Ω0 : L
2
0 → h1/2 is a global diffeomorphism.
The ontoness is proved in Lemma 8.3 below. 
Lemma 8.3. Ω is onto.
Proof. Take an arbitrary element (x,y) ∈ h−1/2 with x Def= (xk)k≥1 and
y
Def
= (yk)k≥1. We will prove the lemma by constructing a potential u ∈
H−10 (T) such that Ω(u) = (x,y). The proof is divided into two steps. In a
first step we prove the existence of an auxiliary potential q ∈ H−10 (T) such
that Ik(q) = (x
2
k + y
2
k)/2 for any k ≥ 1. Then, in a second step, we use
q to construct u ∈ H−10 (T) satisfying Ω(u) = (x,y) with the help of the
orthogonal relations established in Section 6.
Construction of the auxiliary potential q: By [16], Ω(L20(T)) = h1/2 and as
h1/2 is dense in h−1/2 we see that Ω(L20(T)) is dense in h−1/2. Hence, there
exists a sequence (qn)n≥1 in L20(T) so that (Ω(qn))n≥1 converges in h−1/2 and
lim
n→∞
Ω(qn) = (x,y).
By [2, Lemma 2.2], for any k ≥ 1,
Ik(qn) ≥ 1
c
min(kγk(qn), γk(qn)
2/k) (8.1)
where c = 26pi6. We claim that γ(qn)
Def
= (γk(qn))k≥1 is a bounded sequence
in h−1: As (Ω(qn))n≥1 converges in h−1/2 there exists k0 ≥ 1 so that, for any
n ≥ 1
∞∑
k=k0+1
2Ik(qn)/k ≤ 1/c (8.2)
where we used that x2k(qn)+y
2
k(qn) = 2Ik(qn). With regard to (8.1) note that
for any k ≥ 1 with kγk(qn) < γk(qn)2/k one has k2 < γk(qn) and hence by
(8.1), k3 < cIk(qn) or 2Ik(qn)/k > 2k
2/c. In view of (8.2) this implies that k
satisfies 1 ≤ k ≤ k0. As a consequence, for any n ≥ 1 and k ≥ k0 + 1,
kγk(qn) ≥ γk(qn)2/k
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and hence by (8.1) and (8.2), for any n ≥ 1
∞∑
k=k0+1
γk(qn)
2/k2 ≤ c
∞∑
k=k0+1
Ik(qn)/k ≤ 1/2. (8.3)
Further, by (8.1) for any 1 ≤ k ≤ k0,
min(γk(qn), γk(qn)
2/k2) ≤ cIk(qn)/k ≤ c||Ωk(qn)||2/2k
where Ωk(p)
Def
= (xk(p), yk(p)) and ||Ωk(p)||2 Def= x2k(p) + y2k(p). Hence in both
cases, γk(qn) ≤ γk(qn)2/k2 and γk(qn)2/k2 ≤ γk(qn), we conclude that
γk(qn)
2 ≤ (c/2)2k||Ωk(qn)||2(1 + ||Ωk(qn)||2/k) .
This estimate leads to the bound
k0∑
k=1
γk(qn)
2/k2 ≤ (c/2)2||Ω(qn)||2h−1/2(1 + ||Ω(qn)||2h−1/2)
which combined with (8.3) shows that (γ(qn))n≥1 is a bounded sequence in
h−1. By Theorem 2.3,
||qn||H−10 ≤M ||γ(qn)||h−1(1 +M ||γ(qn)||h−1)
3
where M is an absolute constant. Hence (qn)n≥1 is a bounded sequence in
H−10 (T). Without loss of generality we may assume that (qn)n≥1 is weakly
convergent in H−10 (T). It follows from Proposition 3.1 that there exist an
element q ∈ H−10 (T) and a subsequence of (qn)n≥1, again denoted by (qn)n≥1,
so that for any k ≥ 1,
Ik(qn)→ Ik(q) = (x2k(q) + y2k(q))/2 as n→∞.
By assumption, Ωk(qn) → (xk, yk) as n → ∞ which implies that Ik(qn) =
(x2k(qn) + y
2
k(qn))/2→ (x2k + y2k)/2 as n→∞. Hence, for every k ∈ N
Ik(q) = (x
2
k + y
2
k)/2. (8.4)
Construction of the potential u: Let us fix l ∈ N. If rl Def= +
√
x2l + y
2
l = 0 then
xl(q) = 0 = xl and yl(q) = 0 = yl by formula (8.4). In the case rl 6= 0 one
has
(xl, yl) = rl(cos θl, sin θl), (xl(q), yl(q)) = rl(cos θl(q), sin θl(q)) (8.5)
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where θl = θl(q) + θ
0
l . If θ
0
l ≡ 0 mod 2pi we have that xl(q) = xl and
yl(q) = yl. If θ
0
l 6≡ 0 mod 2pi consider the solution p : J → H−10 (T) of the
initial value problem
p˙(t) = Xl(p(t)), p(0) = q (8.6)
where Xl(q)
Def
= d
dx
∂Il
∂q
and J denotes the maximal interval of existence of the
solution p(t). As Il is a real analytic functional on H
−1
0 (T) the L2-gradient
∂Il
∂q
is in H10 (T). Thus Xl is an analytic vector field on H−10 (T) and hence
(8.6) admits a unique solution p(t) on J (cf. [6]).
Lemma 8.4. For any l ∈ N, the vector field Xl is complete and preserves
the isospectral sets Iso(Lq) = {p ∈ H−10 (T) | spec(Lp) = spec(Lq)}.
Proof. By continuity arguments, as in Section 6, one concludes from Lemma
10.2 (ii) in [16] that for any l ∈ N, the Lie derivative LXl∆λ of ∆λ satisfies
LXl∆λ Def= 〈∂∆λ, Xl〉 = {∆λ, Il} = 0, ∀λ ∈ C
where ∆λ(q) ≡ ∆(λ, q) is the discriminant of the Hill operator Lq Def= − d2dx2+q.
Hence, for any t ∈ J , ∆λ(p(t)) is independent of t. Thus p(t) ∈ Iso(Lq).
On the other side, the isospectral set Iso(Lq) is compact by Theorem 2.4.
Hence, a standard result from the theory of ordinary differential equations
in Banach spaces says that J = R. 
We are now in a position to finish the proof of Lemma 8.3. Instead of the
potential q, consider q,l
Def
= p(θ0l ). It is clear from the orthogonality relation
{Il, θl} = 1 stated in Section 6 that θl(q,l) = θl(q) + θ0l = θl. Therefore,
xl(q,l) = xl and yl(q,l) = yl. The orthogonality relations {xk, Il} = 0 and
{yk, Il} = 0 (k 6= l) imply that for any k 6= l, (xk(q,l), yk(q,l)) = (xk(q), yk(q)).
Now define the sequence of potentials (uk)k≥0 in H−10 (T) with u0
Def
= q by the
recursive formula
uk
Def
=
{
uk−1 if Ωk(uk−1) = (xk, yk)
(uk−1),k otherwise
By Lemma 8.4 (uk)k≥1 is contained in the set Iso(Lq). By Theorem 2.4,
Iso(Lq) is compact, hence there exists a subsequence of (uk)k≥1, again de-
noted by (uk)k≥1, and an element u ∈ Iso(Lq) so that uk → u as k →∞ in
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H−10 (T). As Ω(uk)→ (x,y) for k →∞ by construction and Ω is continuous
one concludes that Ω(u) = (x,y). 
It remains to prove Theorem 1.2. Recall that in the introduction we have
defined for q ∈ H−10 (T) and (x0,y0) ∈ h−1/2
T(x0,y0) = {(x,y) ∈ h−1/2 | x2k + y2k = x20k + y20k for k ≥ 1} (8.7)
and
Iso(Lq) = {p ∈ H−10 (T) | spec(Lp) = spec(Lq)} .
Theorem 1.2 is an immediate consequence of Theorem 1.1 and the following
Proposition 8.5. For any α ≤ 1, the restriction Ω−α of the map Ω defined
in Section 5 to H−α0 (T) satisfies the following properties:
(i) If Image(Ω−α) ∩ T(x0,y0) 6= ∅ then
T(x0,y0) ⊆ Image(Ω−α) (⊆ h−α+1/2) .
(ii) If q ∈ H−α0 (T) then Iso(Lq) ⊆ H−α0 (T) .
(iii) If q ∈ H−α0 (T) then Iso(Lq) is compact in H−α0 (T) and
Ω(Iso(Lq)) = TΩ(q) .
Before proving Proposition 8.5 we need to establish an auxiliary result. Con-
sider again the vector fields
Xk(q)
Def
=
d
dx
∂Ik
∂q
, k ≥ 1 .
Recall that they are complete in H−10 (T) (cf. Lemma 8.4). Consider also the
set
H−α•
Def
= H−α0 (T) \
⋃
β>−α
Hβ0 (T ) . (8.8)
Lemma 8.6. For any α ≤ 1 and any k ≥ 1, the vector field Xk preserves
the set H−α• .
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Proof of Lemma 8.6. First consider the case 0 < α ≤ 1. As the action
variable Ik(q) is real analytic on H
−1
0 (T), the L2-gradient
∂Ik
∂q
is in H10 (T)
and the mapping
H−10 (T)→ L20(T), q 7→
d
dx
∂Ik
∂q
(8.9)
is real analytic and therefore continuous. Now, consider in H−10 (T) the ODE
q˙(t) = Xk(q(t)), (8.10)
q(0) = q0 .
Integrating (8.10) in H−10 (T) on the interval [0, T ], T 6= 0, we get
q(T ) = q0 +
∫ T
0
Xk(q(s)) ds . (8.11)
As the curve R→ H−10 (T), t 7→ q(t), and the mapping (8.9) are continuous,
the curve R→ L20(T), s 7→ Xk(q(s)), is continuous as well and the Riemann
integral
∫ T
0
Xk(q(s)) ds converges in L
2
0(T). Hence,∫ T
0
Xk(q(s)) ds ∈ L20(T)
and by (8.11), q(T ) has the same regularity as the initial condition q0. This
shows the claimed statement in the case 0 < α ≤ 1.
The case α ≤ 0 follows from the arguments above using that for α ≤ 0 the
mapping
H−α0 (T)→ H−α+10 (T), q 7→
d
dx
∂Ik
∂q
(8.12)
is continuous. The latter statement follows from the formulae for the L2-
gradient of Ik (see (3.2)) and
∂∆
∂q
(λ, q) = m2y
2
1 + (m
′
2 −m1)y1y2 −m′1y22
(see (10.1) in [16]). Here y1(x, λ, q) and y2(x, λ, q) are the fundamental solu-
tions of −y′′ + qy = λy,(
m1 m2
m′1 m
′
2
)
(λ, q) =
(
y1 y2
y′1 y
′
2
)
(1, λ, q)
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is the Floquet matrix, and we have used the fact that for α ≤ 0
(λ, q) 7→ yj(·, λ, q), j = 1, 2
is an analytic mapping C × H−α0 (T,C) → H−α+2(T,C). Further the map-
ping H−α0 (T,C) → H−α+2(T,C), q 7→ yj(·, λ, q), is uniformly continuous on
bounded sets of λ’s in C (see [30]) and hence, by the formula for the L2-
gradient of Ik, the continuity of the map (8.12) follows. 
Proof of Proposition 8.5. (i) Let α ≤ 1. Take p0 ∈ H−α0 (T) such that
Ω(p0) ∈ T(x0,y0). By statements (i) and (iii) of Theorem 8.1, Ω(p0) ∈ h−α+1/2
and hence T(x0,y0) ⊆ h−α+1/2. Consider the subsets A and B of T(x0,y0) defined
as follows
A Def= Image(Ω−α) ∩ T(x0,y0) 6= ∅
and
B Def= T(x0,y0) \ A .
It follows from Theorem 8.1 (i), (iii) that A is open in the topology induced
from h−α+1/2 on T(x0,y0) and it follows from Proposition 2.13 and Proposition
3.3 that Ω−1(B) ⊆ H−1• .
Assume B 6= ∅. Then there exists q0 ∈ H−1• such that Ω(q0) ∈ B.
Given any (x,y) ∈ T(x0,y0), using Lemma 8.6 and arguing as in the proof
of Lemma 8.3 we apply the flows of the vector fields Xk, k ≥ 1, to q0 and
construct in this way a sequence (qk)k≥1 ⊆ H−1• such that Ω(qk) ∈ T(x0,y0)
and
Ω(qk)→ (x,y) as k →∞
in h−α+1/2. Hence, B is dense in T(x0,y0) in the topology induced from h−α+1/2
which contradicts the openness of A in T(x0,y0). Therefore B = ∅.
(ii) Let q ∈ H−α0 (T). We have to prove that
Iso(Lq) ⊆ H−α0 (T) . (8.13)
If α = 1 the statement above holds by the definition of Iso(Lq). Let α < 1
and assume that there exists p ∈ Iso(Lq) such that p /∈ H−α0 (T). Then it
follows from Proposition 2.13 that p ∈ H−1• . But this contradicts item (i)
as TΩ(p) = TΩ(q). This latter equality follows from the fact that the action
variables Ik, k ≥ 1, are defined only in terms of the spectrum of Lq (see
(3.1)).
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(iii) Let q ∈ H−α0 (T). The spectrum of Lq determines the discriminant
∆(λ, q) by the product representation formula (2.14) in Proposition 2.17.
On the other hand, by the definition of the actions (3.1) for any p ∈ Iso(Lq)
x2k(p) + y
2
k(p) = 2Ik(p) = 2Ik(q)
for any k ≥ 1. Hence,
Ω(Iso(Lq)) ⊆ TΩ(q) . (8.14)
As TΩ(q) ⊆ Image(Ω−α) by item (i) and as Iso(Lq) ⊆ H−α0 (T) by item (ii), we
get from (8.14) that Iso(Lq) ⊆ Ω−1−α(TΩ(q)). As TΩ(q) is compact in h−α+1/2,
Ω−1−α(TΩ(q)) has also to be compact as Ω−α : H−α0 (T) → h−α+1/2 is injective
and bi-analytic onto its image (cf. Theorem 8.1 (i), (iii)). Hence, Iso(Lq) is
a closed set contained in the compact set Ω−1(TΩ(q)). In particular, Iso(Lq)
is compact in H−α0 (T).
Now, assume that the inclusion (8.14) is strict. Then there exists p /∈ Iso(Lq)
such that TΩ(p) = TΩ(q). Applying the flows of the vector fields Xk, k ≥ 1,
considered in Lemma 8.6, to q we construct a sequence (qk)k≥1 ⊆ Iso(Lq)3
such that for k →∞,
Ω(qk)→ Ω(p) in h−α+1/2 . (8.15)
As Iso(Lq) is compact in H
−α
0 (T) there exists a subsequence of (qk)k≥1 (de-
noted for simplicity by the same letters) and q∞ ∈ Iso(Lq) such that
qk → q∞ in H−α0 (T) .
Using the continuity of Ω−α : H−α0 (T)→ h−α+1/2 we get from (8.15) that
Ω(p) = lim
k→∞
Ω(qk) = Ω(q∞) .
Finally, as Ω : H−10 (T)→ h−1/2 is injective, p = q∞ ∈ Iso(Lq) which contra-
dicts our assumption. 
3Recall that the flow of Xk, k ≥ 1, preserves Iso(Lq) by Lemma 8.4.
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9 Appendix A: Estimates on products
Denote by hαC the Hilbert space of weighted l
2-sequences a = (ak)k≥1 ⊆ C
satisfying
||a||hα Def=
(∑
k≥1
|k|2α|ak|2
)1/2
<∞.
For a ∈ hαC and n > 1 recall that
||a||[n]hα Def=
( ∑
k≥[n2 ]
|k|2α |ak|2
)1/2
. (9.1)
Lemma 9.1. Let 0 ≤ α ≤ 1 and a ∈ h−αC . Then∑
k∈N\{n}
|ak|
|k2 − n2| = O(n
α−3/2)||a||h−α +O(nα−1)||a||[n]h−α
where the terms O(nα−3/2) and O(nα−1) are independent of a.
Proof. By the Cauchy-Schwartz inequality one obtains∑
k∈N\{n}
|ak|
|k2 − n2| ≤
( ∑
k≤[n2 ]
|k|2α
|k2 − n2|2
)1/2
||a||h−α
+
( ∑
k>[n2 ]
|k|2α
|k2 − n2|2
)1/2
||a||[n]h−α .
The claimed statement then follows from the straightforward estimate∑
k≤[n2 ]
|k|2α
|k2 − n2|2 = O(n
2α−3)
together with Lemma 9.2 below. 
Lemma 9.2. For any 0 ≤ α ≤ 1 there exists a constant C = C(α) > 0 such
that ∑
k∈N\{n}
|k|2α
|k2 − n2|2 ≤ Cn
2α−2.
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Proof. The latter sum is split up into two parts which are estimated sepa-
rately. For the first part we obtain∑
1≤k≤2n,k 6=n
|k|2α
|k2 − n2|2 ≤ 2
2αn2α
∑
1≤k≤2n,k 6=n
1
n2|k − n|2
≤ 22αn2α−2
∑
k≥1
2
k2
and for the second part∑
k≥2n+1
|k|2α
|k2 − n2|2 ≤
16
9
∑
k≥2n+1
k2α−4 ≤ 16
9
∫ ∞
2n
x2α−4 dx ≤ C1n2α−3 (9.2)
as |k2 − n2| ≥ 3k2/4 for k ≥ 2n+ 1. 
The following technical lemma is used frequently.
Lemma 9.3. Consider a sequence (bk(s))k≥1 ⊆ C depending on a parameter
s from a parameter set X. Assume that |bk(s)| ≤ 1/2 for any s ∈ X and
k ≥ 1 and that there exists a constant κ > 0 such that ∑k≥1 |bk(s)| < κ for
any s. Then there exists a constant C = C(κ) > 0 such that∣∣∣∏
k≥1
(1 + bk(s))
∣∣∣ ≤ 1 + C∑
k≥1
|bk(s)|
uniformly in s ∈ X. If ∑k≥1 |bk(s)| converges uniformly in s ∈ X then the
product converges uniformly in s ∈ X as well.
The proof of Lemma 9.3 is straightforward and hence omitted.
Lemma 9.4. Let 0 ≤ α ≤ 1 and a = (ak)k≥1 ∈ h−αC . Then the following
statements hold:
(i) The infinite product
∏
k≥1
k2pi2+ak−λ
k2pi2
defines an entire function of λ whose
zeroes are precisely k2pi2 + ak with k ≥ 1.
(ii) There exists n0 ∈ N such that uniformly on the circles |λ| = (n+1/2)2pi2,
n ≥ n0,∏
k≥1
k2pi2 + ak − λ
k2pi2
=
sin
√
λ√
λ
(
1 +O(||a||h−αnα−3/2 + ||a||[n]h−α)
)
. (9.3)
Further, n0 can be chosen locally uniformly in a.
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Proof. Statement (i) follows from Lemma 9.3. Now let us prove the statement
(ii). Taking n0 ∈ N sufficiently big and applying Lemma 9.3 together with
Lemma 9.1 and the product representation sin
√
λ√
λ
=
∏
k≥1
k2pi2−λ
k2pi2
(cf. e.g.
[32]) one obtains for n ≥ n0(
sin
√
λ√
λ
)−1 ∏
k≥1
k2pi2+ak−λ
k2pi2
=
(
1 + an
n2pi2−λ
) ∏
k∈N\{n}
(
1 + ak
k2pi2−λ
)
= (1 +O(|an|/n))
(
1 +O
(∑
k∈N\{n}
|ak|
|k2−n2|
))
= 1 +O(||a||h−αnα−3/2 + ||a||[n]h−α).

Lemma 9.5. Let 0 ≤ α ≤ 1, a0 ∈ h−αC , and ² > 0. Then the following
statements hold:
(i) The infinite product
∏
k∈N\{n}
k2pi2+ak−λ
k2pi2
defines an entire function of λ
whose zeroes are precisely k2pi2 + ak (k ∈ N \ {n});
(ii) There exist a neighborhood U(a0) ⊆ h−1C of a0, n0 ∈ N and a constant
0 < δ < pi/2 such that for any a ∈ U(a0), n ≥ n0, and
√
λ = npi + le(δ)∏
k∈N\{n}
k2pi2 + ak − λ
k2pi2
=
(−1)n+1
2
(1 + le(²)).
Proof. Statement (i) follows again from Lemma 9.3. Let us now prove (ii).
For any 0 < β < pi/2 there exists a constant ρ > 0 such that for any n ≥ 1,
k 6= n and √λ = npi + le(β) one has |k2pi2 − λ| ≥ ρ|k2 − n2|. Taking
n0 ≥ 1 sufficiently big and applying Lemma 9.3 together with Lemma 9.1
one obtains for n ≥ n0∏
k∈N\{n}
k2pi2 + ak − λ
k2pi2 − λ =
∏
k∈N\{n}
(
1 +
ak
k2pi2 − λ
)
= 1 +O
( ∑
k∈N\{n}
|ak|
|k2 − n2|
)
= 1 +O(nα−3/2)||a||h−α +O(nα−1)||a||[n]h−α .(9.4)
On the other hand one easily gets from the formula sin
√
λ√
λ
=
∏
k≥1
k2pi2−λ
k2pi2
that∣∣∣∣∣∣
∏
k∈N\{n}
k2pi2 − λ
k2pi2
− (−1)
n+1
2
∣∣∣∣∣∣ = O(β) +O(1/n) (9.5)
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uniformly for
√
λ = npi + le(β) with n ≥ n0 and n0 ≥ 1 sufficiently big.
Indeed, for
√
λ = npi + µ, |µ| ≤ β we obtain∏
k∈N\{n}
k2pi2 − λ
k2pi2
=
n2pi2
n2pi2 − λ
sin
√
λ√
λ
=
(−1)n+1
2
(1 + µ/2npi)−1(1 + µ/npi)−1
sinµ
µ
=
(−1)n+1
2
(1 +O(β) +O(1/n)).
It then follows from (9.4) and (9.5) together with the estimate
||a||[n]h−α ≤ ||a0||[n]h−α + ||a− a0||h−α (9.6)
that there exist U(a0), n0, and δ as claimed. 
Let W be the neighborhood of H−10 (T) in H−10 (T,C) given by Proposition
2.14.
Lemma 9.6. Let (a0, q0) ∈ h−1C ×W and ² > 0. Then there exist a neigh-
borhood U of (a0, q0) in h
−1
C ×W and n0 ∈ N such that for any (a, q) ∈ U ,
n ≥ n0, and
√
λ = npi + le(pi/2)∏
k∈N\{n}
k2pi2 + ak − λ
+
√
(λ2k − λ)(λ2k−1 − λ)
= (−1)n+1(1 + le(²)).
Proof. In view of Lemma 3, Appendix L in [30] it suffices to prove that( ∏
k∈N\{n}
k2pi2+ak−λ
+
√
(λ2k−λ)(λ2k−1−λ)
)2
=
∏
k∈N\{n}
(
1 + (a¯k−λ)
2−(τk−λ)2+(γk/2)2
(λ2k−λ)(λ2k−1−λ)
)
can be estimated as 1 + le(²) for n sufficiently large. Here a¯k
Def
= k2pi2 + ak
and we used that (λ2k−λ)(λ2k−1−λ) = (τk−λ)2−(γk/2)2. Hence by Lemma
9.3 we need to estimate the sum
∑
k∈N\{n} bk(a, λ, q) where
bk(a, λ, q)
Def
=
|(a¯k − λ)2 − (τk − λ)2 + (γk/2)2|
|λ2k − λ||λ2k−1 − λ| .
As in Lemma 2.16 there exist constants r1, r2 > 0, a neighborhood U of
(a0, q0) in h
−1
C ×W and a constant m0 > 0 so that for any n ≥ m0,
√
λ =
57
npi + le(pi/2) and any k 6= n, |a¯k − λ| ≤ r1|k2 − n2|, |τk − λ| ≤ r1|k2 − n2|,
|λ2k − λ| ≥ r2|k2 − n2|, and |λ2k−1 − λ| ≥ r2|k2 − n2| uniformly in U . In
particular, for (a, q) ∈ U and√λ = npi+le(pi/2) the sum∑k∈N\{n} bk(a, λ, q)
is estimated by
O
( ∑
k∈N\{n}
|a¯k − τk|
|k2 − n2| +
∑
k∈N\{n}
|γk|2
|k2 − n2|2
)
. (9.7)
One has ∑
k∈N\{n}
|γk|2
|k2 − n2|2 ≤
( ∑
k≤[n2 ]
|k|4
|k2 − n2|4
)1/2
||(γ2k/|k|2)||h0
+
( ∑
k>[n2 ],k 6=n
|k|4
|k2 − n2|4
)1/2
||(γ2k/|k|2)||[n]h0
where
(∑
k≤[n2 ]
|k|4
|k2−n2|4
) 1
2
= O(n−
3
2 ) and
(∑
k>[n2 ]
|k|4
|k2−n2|4
) 1
2
= O(1) are es-
timated similarly as in the proof of Lemma 9.2. By estimate (2.13) and
Proposition 2.12 the quantity ||(γ2k/k2)||[n]h0 is locally uniformly small in q.
Applying Lemma 9.1 to the first sum in (9.7) and estimating the h−1-norms
using Proposition 2.12 and estimate (9.6) we conclude that for any ² > 0
there exist n0 ≥ m0 and a neighborhood U of (a0, q0) in h−1C ×W such that
for any n ≥ n0, (a, q) ∈ U , and
√
λ = npi+le(pi/2), one has bk(a, λ, q) ≤ 1/2
for any k 6= n and ∏k∈N\{n}(1 + bk) = 1 + le(²). 
Lemma 9.7. For any (a0, q0) ∈ h−1C ×W and any system of isolating neigh-
borhoods {Un}n≥1 there exists a neighborhood U of (a0, q0) in h−1C ×W such
that for any (a, q) ∈ U and any n ≥ 1,∏
k∈N\{n}
k2pi2 + ak − λ
+
√
(λ2k − λ)(λ2k−1 − λ)
= O(1) (9.8)
uniformly for λ ∈ Un.
Proof. We split the index set in the product in (9.8) into a finite part A
Def
=
{k ∈ N \ {n}|1 ≤ k ≤ N} and its complement Ac Def= {k ∈ N \ {n}|k > N}
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and estimate the corresponding products separately. Choosing N sufficiently
large it follows as in the proof of Lemma 9.6 that there exists a neighborhood
U of (a0, q0) in h
−1
C ×W so that the product over the index set Ac is of size
O(1). Shrinking if necessary the neighborhood U , the same holds for the
product over the index set A. 
Combining Lemma 9.5 and 9.6 one obtains
Lemma 9.8. Let q0 ∈ H−10 (T,C), ² > 0. Then there exist a neighborhood
U(q0) ⊆ H−10 (T,C) of q0, n0 ∈ N and a constant 0 < β < pi/2 such that for
any q ∈ U(q0), n ≥ n0, and
√
λ = npi + le(β)∏
k∈N\{n}
k2pi2
+
√
(λ2k − λ)(λ2k−1 − λ)
= 2(1 + le(²)).
Finally, we prove the following lemma:
Lemma 9.9 Let a = (ak)k≥1 ∈ h−1C , a¯k = k2 + ak, and λ ∈ C. Then the
infinite product ∏
k≥1
a¯k − λ
k2
(9.9)
converges absolutely and locally uniformly in h−1C × C. In particular, the
product is an analytic function on h−1C × C.
Proof. For any N ∈ N and any integer p ≥ 0 one obtains by Cauchy-Schwartz
N+p∑
k=N
|ak|+ |λ|
k2
=
N+p∑
k=N
|ak|+ |λ|
k1+1/4
1
k3/4
≤ C
√√√√N+p∑
k=N
|ak|2 + |λ|2
k2
1
k1/2
, (9.10)
where C
Def
=
√
2
√∑
k≥1
1
k3/2
<∞. As
N+p∑
k=N
|ak|2 + |λ|2
k2
1
k1/2
≤ 1√
N
(
‖a‖2h−1 + const |λ|2
)
we get from (9.10) that the sum
∑
k≥1
|ak|+|λ|
k2
converges locally uniformly in
h−1C × C. 
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10 Appendix B: Holomorphic differentials
In this section we prove the following theorem concerning holomorphic differ-
entials. It is a quite straightforward extension of the corresponding theorem
[16, Theorem D.1] stated for L2-potentials. For notions such as Γm, ∆(λ, q)
or c
√
∆(λ, q)2 − 4 see Section 2.
Theorem 10.1. There exists a complex neighborhood W of H−10 (T) in
H−10 (T,C) such that for each q in W there exist entire functions ψn, n ≥ 1,
satisfying
1
2pi
∫
Γm
ψn(λ, q)
c
√
∆2(λ, q)− 4 dλ = δmn
for all m ≥ 1. These functions depend analytically on λ, q and admit a
product representation
ψn(λ) =
2
pin
∏
m6=n
σnm(q)− λ
m2pi2
,
whose complex coefficients σnm depend real analytically on q and satisfy, for
any m ≥ 1,
|σnm − τm| ≤ C
|γ2m|
m
where C > 0 can be chosen locally uniformly on W and uniformly in n, and
τm
Def
= (λ2m + λ2m−1)/2.
It turns out that the same approach used in [16] also works for potentials in
H−10 (T), taking into account the spectral results stated in Section 2 and the
results on infinite products given in Appendix A. Following closely [16] we
prove this theorem with the help of the implicit function theorem, recasting
its statement in terms of a functional equation.
In the following, it is convenient to denote σnm as σ
n
m, and to use the former
symbol for general h−1C -sequences.
For σ = (σm)m≥1 in h−1C and n ≥ 1 define an entire function φn(σ, λ) by
φn(σ, λ) =
∏
m6=n
σm − λ
m2pi2
=
∏
m6=n
(
1 +
σm − λ
m2pi2
)
, (10.1)
where σm
Def
= m2pi2 + σm throughout this appendix. By Lemma 9.9, the
infinite product (10.1) converges absolutely and locally uniformly in H−1C ×C.
In particular, φn is an analytic function on H
−1
C × C.
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For q in H−10 (T) and m ≥ 1, define a linear functional Am(q) on the space of
entire functions by
Am(q)φ =
1
2pi
∫
Γm
φ(λ)
c
√
∆2(λ, q)− 4 dλ.
One can choose the contours Γm to be locally independent of q, and arbitrarily
close to the real intervals
Gm(q) = [λ2m−1(q), λ2m(q)] (10.2)
so that Am are actually well defined on the space of real analytic functions
on the real line.
For each n ≥ 1 we then consider on the real Hilbert space h−1 × H−10 the
functional equation
F n(σ, q) = 0,
where F n = (F nm)m≥1 with
F nm(σ, q) =
{
Anm(q)φn(σ), m 6= n,
σn − τn(q), m = n,
(10.3)
and, for m 6= n,
Anm = w
n
mAm, w
n
m = 2pim
n2 −m2
n2
.
In fact, each function F nm is well defined and analytic on some complex neigh-
borhood U of h−1 ×H−10 , independent of n and m.
We show that under some mild provisions there exists a unique solution σn(q)
of F n(σ, q) = 0, which is real analytic in q and extends to some complex
neighborhood of H−10 (T) independently of n. We then verify that σnm =
τm +O(γ
2
m/m). By [16, Proposition D.10] this solution satisfies for q ∈ L20
An(q)φn (σ
n(q)) =
pin
2
.
By analyticity and density, this equation will hold on some complex neigh-
borhood W of H−10 (T) as well, so the functions
ψn
Def
=
2
pin
φn(σ
n)
will have the required properties.
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10.1 Real Solutions
Before constructing real solutions we first establish the proper setting of the
functionals F n.
Lemma 10.2. For each n ≥ 1, equation (10.3) defines a map
F n : h−1 ×H−10 → h−1
(σ, q) 7→ F n(σ, q),
which is real analytic and extends analytically to a complex neighborhood U
of h−1 × H−10 . Moreover, this neighborhood U can be chosen independently
of n and so that all F n are locally uniformly bounded on it.
Proof. Fix n ≥ 1 and consider F nm for m 6= n. As in [16], by the definition of
φn and the fact that
c
√
∆2 − 4 can be written as
s
√
(λ2m − λ)(λ− λ2m−1)
m2pi2
2(−1)m+1 +
√
λ− λ0
∏
l 6=m
+
√
(λ2l − λ)(λ2l−1 − λ)
l2pi2
for λ close to Γm, we have
F nm(σ, q) =
1
2pi
∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
wnmζ
n
m(λ) dλ,
where
ζnm(λ)
Def
=
(−1)m+1
2 +
√
λ− λ0
n2pi2
σn − λ
∏
l 6=m
σl − λ
+
√
(λ2l − λ)(λ2l−1 − λ)
. (10.4)
Using Lemma 10.4 and [16, Lemma M.1] we get, locally uniformly on a
complex neighborhood U of h−1 ×H−10 and uniformly in m ≥ 1, n ≥ 1 with
m 6= n,
|F nm(σ, q)| = O(max
λ∈Γm
|σm − λ|) = O(ρm),
where the sequence (ρm)m≥1, given by
ρm
Def
= |σm − τm|+ |γm|+ 1/m (10.5)
is bounded in h−1 locally uniformly on U by Proposition 2.12.
We already noticed that each function F nm is real analytic on U . Analyticity
of the entire map F n then follows with [30, Theorem 3, Appendix A]. 
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Lemma 10.3. For each ε > 0 and each point (σ0, q) in h−1 × H−10 there
exists a complex neighborhood U of (σ0, q) and a number m0 ∈ N such that
wnmζ
n
m(λ) = 1 + le(ε)
for any (σ, q) ∈ U , n ≥ 1, m ≥ m0 with m 6= n, and λ ∈ Γm, where the
contours Γm are chosen at a distance of |γm|+ 1/m around τm.
Proof. For λ close to Gm, the term w
n
mζ
n
m(λ) can be written in the form
wnmζ
n
m(λ) =
pim
+
√
λ− λ0
· n
2pi2 −m2pi2
σn − λ · (−1)
m+1
∏
l 6=m
σl − λ
+
√
(λ2l − λ)(λ2l−1 − λ)
.
(10.6)
Note that, on a complex neighborhood around any given point in h−1×H−10 ,
we may choose δ > 0 and contours Γm around Gm of order |γm|+ 1/m such
that
inf
n6=m
min
λ∈Γm
|σn − λ| ≥ δ
uniformly in m ≥ 1. Then, uniformly on a suitably chosen complex neigh-
borhood of any point in h−1 × H−10 , and uniformly for m ≥ 1, n ≥ 1 with
m 6= n and λ ∈ Γm, the first term on the right hand side in (10.6) is of the
form
pim
+
√
λ− λ0
= 1 +O
( 1
m
)
,
whereas the second term can be estimated by
n2pi2 −m2pi2
σn − λ = 1 +O
( |σn|+ |λ−m2pi2|
|n2 −m2|
)
= 1 +O
(∑
l 6=m
|σl|
|l2 −m2| +
|λ−m2pi2|
m
)
= 1 +O
(‖σ‖h−1√
m
+ ‖σ‖[m]h−1 +
|γm|+ 1/m+ |τm −m2pi2|
m
)
,
where for the last inequality we have used Lemma 9.1 for α = 1 and the fact
that the contours Γm are at a distance of order |γm|+ 1/m around τm. The
desired estimate then follows from the estimate
||σ||[m]h−1 ≤ ||σ0||[m]h−1 + ||σ − σ0||h−1
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together with Proposition 2.12. The third term on the right hand side of
(10.6) is estimated by Lemma 9.6. 
Applying Lemma 9.7 and using similar arguments as in the proof of Lemma
10.3 one shows
Lemma 10.4. For each point (σ0, q) ∈ h−1×H−10 (T) there exists a complex
neighborhood U of (σ0, q) such that
wnmζ
n
m(λ) = O(1)
uniformly on U , m ≥ 1, n ≥ 1 with n 6= m, and λ ∈ Um with (Uk)k≥1 chosen
as in Proposition 2.14 with some 0 < β < pi/2.
Next we consider the Jacobian of F n with respect to σ. At any given point
in h−1 × H−10 this Jacobian is a bounded linear operator Qn : h−1 → h−1,
which is represented by an infinite matrix (Qnmr) where for m, r 6= n
Qnmr =
∂F nm
∂σr
=
∂
∂σr
Anmφn = A
n
m
∂φn
∂σr
, (10.7)
=
wnm
2pi
∫
Γm
∂φn
∂σr
dλ
c
√
∆2(λ, q)− 4 (10.8)
with φn given by φn =
∏
m6=n
σ¯m−λ
m2pi2
and hence
∂φn
∂σr
=
1
r2pi2
∏
l 6=n,r
σl − λ
l2pi2
=
φn
σr − λ
while
Qnmn = Q
n
nm = δmn. (10.9)
The following simple observation, which is used several times below, is proven
exactly as in [16, Lemma D.3].
Lemma 10.5. If φ is real analytic on the real line, and Amφ = 0 for some
m ≥ 1, then φ has a root in the interval [λ2m−1(q), λ2m(q)].
This lemma shows that we have to look for the zero σnm of φn in the interval
Gm(q) = [λ2m−1(q), λ2m(q)]. It therefore makes sense to restrict ourselves to
the open domain V ⊆ h−1 ×H−10 characterized by
λ2k−2 + λ2k−1
2
< σk <
λ2k + λ2k+1
2
, k ≥ 1.
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As a consequence, any solution (σ, q) in V leads to a monotone sequence
(σnm)m≥1.
Lemma 10.6.
(a) On V ⊆ h−1 ×H−10 , the diagonal elements Qnmm never vanish. More-
over, Qnnn = 1 and for any point (σ, q) ∈ V and any ε > 0 there exists
m0 ∈ N such that, locally uniformly on a sufficiently small neighborhood
of (σ, q) in V ,
Qnmm = 1 + le(ε) for any m ≥ m0 and n ≥ 1 .
(b) Locally uniformly on V , and uniformly in n ≥ 1,
Qnmr = O
( ρm
|m2 − r2|
)
for m 6= r and m, r 6= n, with ρm defined as in (10.5).
Proof. One easily shows that, for m, r 6= n,
Qnmr =
1
2pi
∫
Γm
(
σm − λ
σr − λ
)
wnmζ
n
m(λ)
s
√
(λ2m − λ)(λ− λ2m−1)
dλ (10.10)
whereas for the diagonal elements m = r,
Qnmm =
1
2pi
∫
Γm
wnmζ
n
m(λ)
s
√
(λ2m − λ)(λ− λ2m−1)
dλ . (10.11)
The claimed estimates are then proven as in [16]. To show (a) we take into
account [16, Lemma M.1] as well as Lemma 10.3 and, for (b), we use Lemma
10.4 and
σm − λ
σr − λ = O
( ρm
|m2 − r2|
)
valid for λ near Γm. By Lemma 10.5, Q
n
mm does not vanish as by definition
(10.4) and the definition of the domain V , ζnm has no root in [λ2m−1, λ2m]. 
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Lemma 10.7. At any point in V the Jacobian Qn of F n with respect to σ
is of the form
Qn = Dn +Kn
where Dn : h−1 → h−1 is an isomorphism in diagonal form, and Kn : h−1 →
h−1 is compact.
Proof. Set Dn
Def
= diag(Qnmm). By the preceding lemma, D
n : h−1 → h−1 has
a bounded inverse. Moreover, Kn = Qn − Dn is a bounded linear operator
on h−1 with vanishing diagonal, and off-diagonal elements
Knmr = Q
n
mr = O
(
ρm
|m2 − r2|
)
, m 6= r
again by the preceding lemma.
Using Lemma 9.2 for α = 1 and ρ = (ρm)m≥1 ∈ h−1∑
m,r
m6=r
( r
|m2 − r2|
ρm
m
)2
=
∑
m≥1
(ρm
m
)2
·
(∑
r 6=m
r2
|m2 − r2|2
)
= O(‖ρ‖h−1) <∞
so Kn is Hilbert-Schmidt, hence compact. 
Lemma 10.8. At any given point (σ, q) in V ⊆ h−1 ×H−10 , each Jacobian
Qn of F n with respect to σ for n ≥ 1 is one-to-one and hence by Lemma 10.7
and the Fredholm alternative a linear isomorphism h−1 → h−1.
Proof. Fix n ≥ 1 and recall that φn(λ) = φn(λ, σ) =
∏
m6=n
(
1 + σm−λ
m2pi2
)
. To
show that Qn is one-to-one, suppose that Qnh = 0 for some h ∈ h−1. Then
clearly hn = 0, since Q
n
nr = δnr for r ≥ 1 by definition. Moreover, as in [16],
one infers from Qnh = 0 and (10.7) that
Amψ = 0 for any m 6= n, (10.12)
where ψ is the entire function
ψ(λ)
Def
= φn(λ) ·
∑
r 6=n
hr
σr − λ.
To see that ψ(λ) is entire note that the sum
∑
r 6=n
hr
σr−λ converges uniformly
on any compact set B of λ′s in C such that B ∩ {σr}r 6=n = ∅. In particular,
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∑
r 6=n
hr
σr−λ is a meromorphic function of λ with simple poles at {σr}r 6=n. As
φn(λ) is an entire function of λ with zeroes at {σr}r 6=n the function ψ(λ) is
entire as well.
Hence, by Lemma 10.5 and (10.12), ψ has for any m 6= n a root ξm in the
interval [λ2m−1, λ2m]. Consequently, letting σn = ξn = τn,
ψ∗(λ)
Def
=
σn − λ
n2pi2
ψ(λ) =
∑
r 6=n
hr
σr − λ φ∗(λ), with φ∗(λ) =
∏
l≥1
σl − λ
l2pi2
,
is also an entire function with roots ξm for any m ≥ 1. Using Liouville’s
theorem, we now show that, in fact, ψ∗ = 0.
Note that, on the circles |λ| = Rk Def= (k + 12)2pi2,∑
r 6=n
∣∣∣ hr
σr − λ
∣∣∣ = O( |hk|
k
+
∑
r 6=k
|hr|
|r2 − k2|
)
= O(‖h‖[k]h−1 + k−1/2‖h‖h−1)
by Lemma 9.1. Moreover, by Lemma 9.4, there exists k0 ∈ N such that, on
the circles |λ| = Rk with k ≥ k0,
φ∗(λ) =
sin
√
λ√
λ
(
1 + le(1/2)
)
,
and
χ∗(λ)
Def
=
∏
l≥1
ξl − λ
l2pi2
=
sin
√
λ√
λ
(
1 + le(1/2)
)
.
Combining the previous three estimates and using the definition of ψ∗, the
quotient ψ∗/χ∗ is an entire function which tends to 0 uniformly on the circles
|λ| = Rk as k →∞. By Liouville’s theorem this is only possible for ψ∗ = 0,
hence h = 0 by evaluating ψ∗ at the points σm,m 6= n.
This shows that Qn is one-to-one. By Lemma 10.7 and the Fredholm Alter-
native, Qn is thus a linear isomorphism. 
Lemmas 10.2 and 10.8 allow us to apply the implicit function theorem to any
particular solution of F n(σ, q) = 0 in the domain V . In fact, arguing as in
[16] we get the following result:
Proposition 10.9. For any n ≥ 1 there exists a unique real analytic map
σn : H−10 → h−1
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with (σn(q), q) ∈ V such that
F n (σn(q), q) = 0
everywhere. Indeed, σnm(q) ∈ Gm(q) for each m ≥ 1 at every point q ∈
H−10 (T).
10.2 Complex Extension
Proposition 10.10. Each real analytic map σn : H−10 → h−1 of Proposi-
tion 10.9 extends to a common complex neighborhood of H−10 .
Proof. To verify that the solutions σn of Proposition 10.9 all extend to a
complex neighborhood of h−1×H−10 independent of n, we first show that, at
every real point q ∈ H−10 , the inverses of the Jacobians
Qn (σn(q), q) =
∂F n
∂σ
(σn(q), q)
are bounded uniformly in n.
Recall that, by Proposition 10.9, the solutions σn(q) are in the compact
subset Π(q) of h−1,
Π(q) =
∏
m≥1
(
Gm(q)−m2pi2
)
=
∏
m≥1
[λ2m−1(q)−m2pi2, λ2m(q)−m2pi2].
Fix q ∈ H−10 . Consider the Jacobian Qn = (Qnmr) at a point in Π(q)×{q} ⊆
V . By (10.8),
Qnmr =
wnm
2pi
∫
Γm
∂φn
∂σr
dλ
c
√
∆2(λ)− 4 . (10.13)
As w
n
m
2pi
→ m for n→∞ and φn Def=
∏
l 6=n
σ¯l−λ
l2pi2
= n
2pi2
σ¯n−λ φ∗ with φ∗
Def
=
∏
l≥1
σ¯l−λ
l2pi2
we can pass to the limit n→∞ in (10.13) to obtain
Qnmr → Q∗mr Def= m
∫
Γm
∂φ∗
∂σr
dλ
c
√
∆2(λ)− 4 .
It follows from Lemma 10.3 and the compactness of the set Π(q) × {q} in
h−1 × H−10 that the estimate of wnmζnm of Lemma 10.3 holds uniformly on
Π(q) × {q}. Hence the asymptotic estimates of Lemma 10.6 for Qnmm and
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Qnmr (m 6= r) hold uniformly on Π(q)×{q} as well. Moreover, it is clear that
for m, r 6= n
Qnmr → Q∗mr as n→∞ (10.14)
uniformly on Π(q) × {q}. Consequently, the Q∗mr satisfy the corresponding
asymptotic estimates from Lemma 10.6 uniformly on Π(q)×{q}, and define
a bounded operator Q∗ on h−1.
First we show the convergence Qn → Q∗ in h−1-operator norm uniformly on
Π(q)×{q}. Write Q∗ = D∗ +K∗ as a sum of a diagonal and an off-diagonal
part, similarly as for Qn = Dn +Kn in Lemma 10.7. Then, for any m0 ≥ 1,
‖D∗ −Dn‖L(h−1) ≤ sup
m6=n
|Q∗mm −Qnmm|
≤ max
1≤m≤m0
|Q∗mm −Qnmm|+ sup
m>m0
(
|Q∗mm − 1|+ |Qnmm − 1|
)
which by (10.14) and Lemma 10.6 (a) is uniformly small on Π(q)×{q}. The
norm ||K∗−Kn||L(h−1) is estimated by the Hilbert-Schmidt norm of K∗−Kn
‖K∗ −Kn‖L(h−1) ≤
( ∑
m,r 6=n
m6=r
|r|2
|m|2 |Q
∗
mr −Qnmr|2
)1/2
.
To estimate the latter sum, decompose, for m0 ∈ N arbitrary, the range
A = {(m, r) ∈ N2 | m, r 6= n, m 6= r} of the sum into the subsets
A1 = A ∩ {1 ≤ m ≤ m0, 1 ≤ r ≤ 2m0},
A2 = A ∩ {m > m0, r ≥ 1},
A3 = A ∩ {1 ≤ m ≤ m0, r > 2m0},
and prove that each of the corresponding sums converges to 0 separately. As
A1 is finite the corresponding sum converges to zero by (10.14). On A2 use
the estimate from Lemma 10.6 (b) for |Qnmr| and the corresponding estimate
for |Q∗mr| to get, uniformly on Π(q)× {q},( ∑
(m,r)∈A2
|r|2
|m|2 |Q
∗
mr −Qnmr|2
)1/2
≤ C
( ∑
m>m0
|m|−2|ρm|2
∑
r 6=m
|r|2
|m2 − r2|2
)1/2
= O
(
‖ρ‖[m0]h−1
)
,
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where for the latter inequality we used that
∑
r 6=m
|r|2
|m2−r2|2 = O(1) by Lemma
9.2 and where the sequence ρ = (ρm)m ⊆ h−1 is given by ρm Def= maxσ∈Π(q) ρm.
On the set A3, using in addition to Lemma 10.6 estimate (9.2), one gets
uniformly on Π(q)× {q},( ∑
(m,r)∈A3
|r|2
|m|2 |Q
∗
mr −Qnmr|2
)1/2
≤ C
( ∑
m≤m0
|m|−2|ρm|2
∑
r>2m0
|r|2
|m2 − r2|2
)1/2
= O
(
‖ρ‖h−1 m−1/20
)
where we used that for any m ≤ m0,
∑
r>2m0
r2
|m2−r2|2 ≤ C 1m0 with C > 0
being a constant independent of m0. Combining the previous estimates we
conclude that as n → ∞, Kn → K∗ and hence Qn → Q∗ in the operator
norm on h−1 uniformly on Π(q)× {q}.
It follows from Lemma 10.5 that the diagonal elements Q∗mm don’t vanish
since ∂φ∗/∂σm has no root in Gm. Hence, by the same arguments used in
the proofs of Lemmas 10.7 and 10.8, Q∗ is boundedly invertible on h−1 for
every point of Π(q) × {q}. As the set Π(q) is compact in h−1, Q∗ is in fact
uniformly boundedly invertible on Π(q)×{q}. Hence, for all large n, Qn(σ, q)
is boundedly invertible uniformly on Π(q)×{q} as well. It then follows from
Lemma 10.8 that Qn is boundedly invertible uniformly on Π(q) × {q} and
uniformly in n ≥ 1.
Using that, by Lemma 10.2, the maps F n are analytic and locally uniformly
bounded on a complex neighborhood of V independent of n, one then argues
as in [16] to show that there exists a complex neighborhood of Π(q) × {q}
on which the inverses of Qn (n ≥ 1) are uniformly bounded. The result then
follows from the implicit function theorem. 
10.3 Asymptotics
Proposition 10.11. The components of σn = (σnm)m≥1 satisfy, for any
m ≥ 1,
|σnm − τm| ≤ C
|γ2m|
m
(10.15)
locally uniformly in a complex neighborhood of H−10 in H
−1
0 (T,C) and uni-
formly in n.
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Proof. There is nothing to prove for σnn = τn, so consider σ
n
m with m 6= n.
In view of the construction of ψn by the implicit function theorem and the
asymptotics for τm of Proposition 2.12, we have a first crude estimate
σnm = τm + h
−1
C (m) = τm +O(m), (10.16)
locally uniformly in a complex neighborhood of H−10 (T) which we now refine.
As in [16, (D.8)] we find that
(σnm − τm)wnmζnm(τm) =
1
2pi
∫
Γm
(λ− σnm) (wnmζnm(λ)− wnmζnm(τm))
s
√
(λ2m − λ)(λ− λ2m−1)
dλ.
(10.17)
If γm = 0, then the right hand side of (10.17) vanishes by the Cauchy formula
and therefore σ¯nm = τm. In particular, the inequality (10.15) holds.
Assume that γm 6= 0. Choose the contour Γm at a distance of order γm
around τm. By (10.17) and [16, Lemma M.1],
|(σnm − τm)wnmζnm(τm)| ≤ max
λ∈Γm
|λ− σnm|max
λ∈Γm
|wnmζnm(λ)− wnmζnm(τm)|
≤ max
λ∈Γm
|λ− σnm|Mmγm (10.18)
where Mm is the maximum of | ddλ(wnmζnm(λ))| over the convex hull of Γm.
Using Lemma 10.4 and Cauchy’s estimate one gets that
Mm = O(1/m) .
To show that
|wnmζnm(τm)| ≥ C > 0
one chooses a complex neighborhood in H−10 (T,C) of a potential q ∈ H−10 (T)
for which isolating neighborhoods exist, and uses Lemma 10.3 for large m.
By using the crude estimate σnm = τm+O(m), we get |λ−σnm| = O(|γm|+m)
for λ in Γm and hence from (10.18)
|σnm − τm| = max
λ∈Γm
|λ− σnm| O
( |γm|
m
)
= O(|γm|).
But this in turn implies
max
λ∈Γm
|λ− σnm| ≤ |σnm − τm|+ max
λ∈Γm
|λ− τm| = O(|γm|)
which combined with (10.18) gives the claimed estimate. 
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