Abstract-In this work we show how to reduce the computational cost of using Bayesian networks for localization. We investigate a range of Monte Carlo sampling strategies, including Gibbs and Metropolis. We found that for our Gibbs samplers, most of the time is spent in slice sampling. Moreover, our results show that although uniform sampling over the entire domain suffers occasional rejections, it has a much lower overall computational cost than approaches that carefully avoid rejections. The key reason for this efficiency is the flatness of the full conditionals in our localization networks. Our sampling technique is also attractive because it does not require extensive tuning to achieve good performance, unlike the Metropolis samplers. We demonstrate that our whole domain sampling technique converges accurately with low latency. On commodity hardware our sampler localizes up to 10 points in less than half a second, which is over 10 times faster than a common general-purpose Bayesian sampler. Our sampler also scales well, localizing 51 objects with no location information in the training set in less than 6 seconds. Finally, we present an analytic model that describes the number of evaluations per variable using slice sampling. The model allows us to analytically determine how flat a distribution should be so that whole domain sampling is computationally more efficient when compared to other methods.
I. INTRODUCTION
There is a rich history ( [1] , [2] , [3] , [4] , [5] , [6] ) of localization approaches that reuse the existing communication infrastructure for positioning. Recent years have also seen tremendous efforts ( [7] , [8] , [9] , [10] , [11] , [12] ) at building small-and medium-scale localization systems for sensor networks, 802.11, custom radios, and ones that use ultrasound or infrared. This work focuses on reducing the computational cost of a specific approach that uses Bayesian networks for indoor location estimation in wireless networks [13] , [14] , [15] . They can be used in a "Wi-Fi" (IEEE 802.11) setup to track wireless devices such as laptop computers, handheld devices, and electronic badges inside stores, hospitals and factories. The networks can also incorporate several features of the medium, such as received signal strength (RSS) and angle of arrival of the signal (AoA), to provide location estimates. However, although Bayesian networks are attractive compared to other approaches because they provide similar performance with much less training data, the computational cost of using these networks with standard statistical packages, such as WinBugs [16] , is quite large. Localizing a few points can take up to 10 seconds. In addition, stock solvers do not scale well when localizing many points at once or with no location information in the training data. In these cases, localization can take well over a minute on a well-equipped machine.
We are thus motivated to identify methods of solving Bayesian networks used for indoor localization that are computationally efficient and simultaneously provide quick convergence. Finding such methods not only tells us how fast we can localize, but also what results we should expect when compared to "gold standard" solutions provided by packages like WinBugs. Our Bayesian networks have no closed-form solutions and, thus, we turn to Markov Chain Monte Carlo (MCMC) simulation to solve these networks. This family of approaches uses statistical sampling to explore the probability density functions (PDFs) of the variables in the network. Specifically, the MCMC methods we use are Gibbs sampling and Metropoliswithin-Gibbs sampling. Within these variants, there is a large diversity of approaches to sampling individual variables. Our study thus investigates the tradeoffs of these techniques for localization. We found that slice sampling is the method that dominates the entire execution time in the Gibbs approach as we try to localize many points simultaneously. Specifically, the number of evaluations of the full conditional is the prevailing factor that makes slice sampling computationally expensive. Second, using real data, we found that the full conditionals of the coordinates of an item we try to localize as well as the angle of the received signal strength are relatively flat. The flatness property led us to implement a variation of slice sampling that we call whole domain sampling. Our method samples uniformly over the whole domain, as opposed to carefully choosing only parts of the domain to sample from. We found whole domain sampling is computationally fast and simultaneously mixes rapidly, and thus provides fast convergence. Such a method requires no tuning, making it an attractive approach since it constitutes a "black-box" sampler for our networks. For other methods, such as Metropolis, tuning is critical to get reasonable results. We also found the flatness of the full conditionals to be the key factor in determining the effectiveness of our whole domain approach. We show that whole domain sampling can localize 1 or 10 points to within 1ft of the solution provided by WinBugs in less than half a second. Moreover, the execution time of the method is 9 to 17 times faster than the standard WinBugs solver, depending on the type of Bayesian network used and the size of the training set. Additionally, the method scales well, localizing simultaneously 51 points with no location information in 6 seconds. In order to better understand why whole domain sampling converges faster than other methods, we built an analytic model that estimates the number of evaluations of the full conditional under slice sampling when using: (a) a whole domain approach and (b) a step out process. Our model can analytically determine how flat a double exponential distribution should be in order for whole domain sampling to be faster than a step out approach. Comparing the shape of this PDF to the actual PDFs in our Bayesian networks shows qualitatively that these curves clearly fall in the regime where whole domain sampling is desirable. The rest of this paper is organized as follows. We first present related work in Section II. In Section III we give a brief background on Bayesian networks and in Section IV we describe how some MCMC methods work. In Section V we give a short description of Bayesian models used for localization, while in Section VI we evaluate our MCMC samplers with respect to computational cost and accuracy vs. time. Section VII presents our analytic model, and in Section VIII we conclude.
II. RELATED WORK
There are many active research efforts developing localization systems for wireless and sensor networks. We cannot cover the entire body of work in this section. Rather, we first give the reader a general sense of the approaches used and then cover the related work on probabilistic inference using MCMC methods. In general, RSS-based localization systems have been shown to have average accuracies of 6-15ft depending on the level of training data used in a specific environment, for instance, a specific building floor [1] , [17] , [13] . The key advantage of these approaches is that they can use the existing packet traffic to localize. The absolute accuracies of the Bayesian networks explored here are on the higher end of these systems, with average accuracies of 15ft [15] , but require much less training data, often 10 points or less, compared with the 100 or more points needed for other approaches. Other positioning strategies that use ultrasound [11] or generate specific radio waveforms can have higher accuracies, often less than 1m, but require either additional infrastructure or custom radios. [13] , [15] are the first to propose Bayesian networks as a location estimation technique. They exploit signal strength information from a collection of access points to localize simultaneously a set of terminals. Additionally, one of their key findings is a model that provides accurate location estimates without any location information in the training data, leading to a truly adaptive, zero-profiling technique. The networks are shown to be robust and competitive to the state of the art approaches for position estimation. [14] extends the previous work, by incorporating angle-of-arrival of the signal (AoA) along with the received signal strength (RSS) for better position estimation. They show that such a solution reduces the size of the training examples needed to reach the same performance of Bayesian networks that rely solely on RSS. Moreover, [18] proposes the use of Bayes filters in real-world location estimation tasks common in pervasive computing. Specifically, they illustrate how particle filters, a variant of Bayes filters, can be used to estimate a person's location using multiple inaccurate ID sensors such as MIT's Cricket ultrasound tags and VersusTech infrared badge system. [19] , [20] provide an extensive study on methods used for probabilistic inference using MCMC methods, such as Gibbs sampling, slice sampling and the Metropolis algorithm. Also, [21] describes a slice Gibbs sampler which is essentially offthe-shelf (i.e., requires no tuning). Unlike slice sampling that slices the prior × likelihood, the algorithm in [21] slices only the likelihood. In our work, we emphasize more on the computational cost of MCMC methods as well as how easy it is to use them in an automatic way.
III. BACKGROUND
A graphical model is a multivariate statistical model embodying a set of conditional independence relationships. Here, we focus on acyclic digraphs (ADGs). The edges in the graph encode the relationships. Each vertex corresponds to a random variable X v , v ∈ V , taking values in a sample space X v . To simplify notation, we use v in place of X v in what follows. In an ADG, the parents of a vertex v, pa(v), are those vertices from which edges point into v. The descendants of a vertex v are the vertices which are reachable from v along a directed path. A vertex w is a child of v if there is an edge from v to w. The parents of v are taken to be the only direct influences on v, so that v is independent of its non-descendants given its parents. This property implies a factorization of the joint density of X v , which we denote by p(V ), given by
In Figure 1 , mixing describes how much of the domain is explored as a function of time.
Below we give a brief overview of two MCMC methods that can be used for Bayesian inference. More details and other methods can be found in [19] , [20] , [22] , [23] , [24] .
A. Gibbs Sampling
A single-variable or univariate (updates one variable at a time) Gibbs sampler chooses the new value of a stochastic variable v from its conditional probability distribution, given all the other quantities, denoted V \v, fixed at their current values (known as the "full conditional"). The crucial connection between directed graphical models and Gibbs sampling lies in expression (1) . The full conditional distribution for any vertex v is equal to:
i.e., a prior term and a set of likelihood terms, one for each child of v. Thus, when sampling from the full conditional for v, we need only consider vertices which are parents, children, or parents of children of v, and we can perform local computations.
1) Conjugate Sampling:
In many applications full conditional densities can be expressed in a closed form (conjugate) and thus drawing samples from it can be done using standard algorithms. For instance, the full conditional could be a normal or a gamma distribution from which sampling is straightforward.
2) Slice Sampling: In our networks, some full conditionals are complex and unavailable in closed form. For instance, we cannot directly compute the PDF of a variable that represents the x-coordinate of a point to be localized. In these situations, we can turn to slice sampling, which is a general process that works to estimate arbitrary distributions. Suppose f is the full conditional density of a variable. An issue in Gibbs sampling is that each time we change the value of one variable, we have changed the underlying f for that instance of the network. Thus, we cannot compute the true joint-density of a variable by simply running through the domain in small increments and building the curve directly, because the curve will change when we change the value of another variable. The strategy slice sampling follows is to draw randomized values of f (x) for each variable, and follow a procedure to pick randomized values in the domain in a way such that the number of times these occur (or fall into specific discrete ranges) will approximate the PDF of the full conditional. Suppose we have an initial value for the variable x, x 0 . Then, the method uses an auxiliary variable y = kf (x 0 ), where k is uniformly distributed in (0, 1), to define a slice S, such that S = {x : y < f(x)} (see Figure 1 ). Assuming we know S, we would like to pick a new value, x 1 , uniformly across the domain defined by the slice. However, we can not always easily estimate the edges of S, and so must approximate it with an interval I. Several schemes are possible in order to find I:
• If the range of the variable is bounded, I can be the whole range. There is thus no computational cost for I. We call this approach Whole Domain Sampling.
• We can start with an initial guess w of S that contains the current value of the variable, and then perhaps expand it by a "stepping out" process. The process expands w in steps of size w until both ends are outside the slice or a predetermined limit is reached. For example, in Figure 1 , if a predetermined limit is not used and w is equal to the width of a bar in the histogram, I might by off from S by at most one w on each side.
• Given a guess w of S, w can be expanded following a "doubling out" procedure. Doubling produces a sequence of intervals, each twice the size of the previous one, until an interval is found with both ends outside the slice or a predetermined limit is reached. The idea here is that finding the edges of S should be much faster even if we lose some precision.
Both "step out" and "double out" start by positioning the estimate w randomly around the current value x 0 . The predetermined limit they may apply to terminate the expansion of w is an interval of size mw, for some specified integer m.
Once an interval I has been found, "step out" follows a shrinkage procedure that samples uniformly from an interval that is initially equal to I and which shrinks each time a point is drawn that is not in S ∩ I (e.g. point x 2 in Figure 1 where f (x 2 ) ≤ y). A point picked that is outside S ∩ I is used to shrink I in such a way that the current point x 0 remains within it. "Double out" follows the same shrinkage process with some additional constraints (see [20] ) for the point that 
Variable(s) Description X, Y
x-and y-coordinate of a location. d
Number of access points.
Euclidean distance between the location specified by (X, Y ) and the ith access point.
A 0/1 variable that shows whether location (X, Y ) shares a corridor with the ith access point.
Signal strength measured at (X, Y ) with respect to the ith access point.
S ij is the jth signal strength measured at (X, Y ) with respect to the ith access point, when the antenna of the access point is at an angle θ ij and the signal is received by the mobile at an angle a ij . m Number of signal strength readings that a mobile receives from an access point in one rotation of the antenna (each reading corresponds to a different angle).
Coefficients of the linear regression model that describes how a signal degrades linearly with log distance.
Parents of the coefficients of the linear regression model.
Precision in the Gaussian distribution that describes the variables S i (S ij ) and b ij respectively. Figure 2. is finally accepted. Depending on the shape of f (x), and the quality of I's approximation of S, we may reject many draws of x. In practice, to avoid possible problems with floating-point underflow, it is safer to compute g(x) = −ln(f (x)) rather than f (x) itself, and thus S = {x : g(x) < −ln(k) + g(x 0 )}. We call g(x) "minus log the full conditional density".
TABLE I Variables of the networks
M 1 , M 2 , M 3 , A 1 depicted in
B. Metropolis Algorithm
A univariate Metropolis algorithm is an MCMC method that chooses the next value of a stochastic variable v by first sampling a candidate point y from a proposal distribution q. Practically, q is used to propose a random "unbiased perturbation" of the current value of v. For example, q could be a normal distribution with mean the current value of v and variance user defined. It then computes the "gain" in an objective function resulting from this perturbation. A random number U , uniformly distributed in (0, 1), is generated and the candidate point y is accepted if ln(U ) is smaller than or equal to the "gain", otherwise it is rejected and v retains its current value. Heuristically, the Metropolis algorithm is constructed based on a "trial-and-error" strategy. In this work, we use as an objective function minus log the full conditional g of v and, thus, we measure the "gain" as ∆g = g(v) − g(y). Gibbs sampling can be seen as a special case of the Metropolis algorithm, since the proposal function for Gibbs is the full conditional of a node and the acceptance function is always one (the candidate point y in Gibbs sampling is always accepted). Finally, there are times when we use the Metropolis algorithm for some nodes of a network and Gibbs sampling for the remaining nodes. This is called Metropolis-within-Gibbs sampling. Figure 2 presents a series of models of increasing complexity that embody extant knowledge about Wi-Fi signals as well as physical constraints. The models are called M 1 , M 2 , M 3 and A 1 . Each rectangle is a "plate", and shows a part of the network that is repeated; in our case, the nodes in each plate are repeated for each of the d access points. The vertices X and Y represent location, while vertex D i represents the Euclidean distance between the location specified by (X, Y ) and the ith access point. X and Y are bounded by the length L and the breadth B of a building respectively. The vertex S i (M 1 , M 2 , M 3 ) represents the signal strength measured at (X, Y ) with respect to the ith access point. All models reflect the fact that signal strength decays approximately linearly with log distance. For instance, in M 1 the decay of the signal strength is described by expression (2) , where N (µ, τ ) denotes a Gaussian distribution with mean µ and precision τ :
V. LOCALIZATION MODELS
The hierarchical portion of M 2 reflects prior knowledge that the different access points behave similarly. This similarity is expressed in the model by making the coefficients of the linear regression model have common parents. Network M 3 models the corridor effect. That is, when an access point is located in a corridor, the signal strength tends to be substantially stronger along the entire corridor. The variable C i in M 3 takes the value 1 if the location (X, Y ) shares a corridor with access point i and 0 otherwise. We define "sharing a corridor" as having an x− or y−coordinate within three feet of the corresponding access point coordinate. Since corridor width varies from building to building, this definition should vary accordingly, although we do not pursue this here. Model A 1 incorporates both the knowledge of angle-of-arrival of the signal (AoA) and the knowledge of received signal strength (RSS). In A 1 there are m signal strength readings at a particular location (X, Y ) with respect to the ith access point; each is measured when the rotational directional antenna of the access point is at an angle θ ij and the signal is received by the mobile at an angle a ij . The ratio 360/m is called granularity G and tell us at what angle intervals, in a rotation of the antenna, the signal strengths are measured. Table I summarizes the description of the variables used in our localization networks. More details about the models can be found in [14] , [15] .
VI. EXPERIMENTAL RESULTS
In this section we present our experimental results that were all performed on a Pentium 4 PC with a 2.80GHz CPU, 1 GB of RAM and running Microsoft Windows XP. Our software was implemented in ANSI C. All of our networks use training data in the learning process that maps signals to locations (M 1 , M 2 , M 3 , A 1 ) and also to angles (A 1 ). For M 1 , M 2 , M 3 we used the BR dataset from [15] that contains 253 training points, was collected in a building that measures 255ft × 144 ft and has 5 access points. For A 1 we used a dataset from [14] consisting of 20 training points collected in a building that measures 200ft × 80ft and has 4 access points. We follow the leave-n-out method, where n denotes the number of points to localize.
A. Profiling a Gibbs Sampler
We first implemented a Gibbs sampler for all our networks. The sampler uses slice sampling for the variables X, Y (M 1 , M 2 , M 3 , A 1 ) and α ij (A 1 ). All the other stochastic quantities are sampled using either a conjugate normal or a conjugate gamma method. The solvers were implemented in such a way so that the values of deterministic nodes (nodes that are a logical function of other nodes in the network) that do not change in every iteration are calculated only once in the whole sampling process. Examples of such cases are nodes D i and C i for points in the training set with location information. Figures 3(a) and 3(b) depict the average execution time breakdown (over 30 runs) of Gibbs sampling for our four networks, when the slice sampling method applies step out with w=1ft and m=10 (mw is used as a limit to terminate the step out process; see slice sampling description). For A 1 the value of granularity is G = 120. We see that, as the number of points we localize increases from 1 (Figures 3(a) , (e)) to 10 ( Figures 3(b) , (f)), slice sampling dominates the total time of the sampler. There is also an increase on the time of the conjugate methods and this is because when we localize 10 points, there are more deterministic nodes whose values need to be estimated in every iteration. Slice sampling takes so much time in A 1 because it is used not only for X and Y , but also for the angle α ij .
Algorithm Description met wd
Univariate Metropolis with proposal uniform over the whole domain of X, Y (uniform over the whole domain for angle). met sd=k (or sd=k, l)
Univariate Metropolis with proposal Gaussian whose standard deviation is k and mean the current value (the standard deviation is l for angle). slice wd Univariate slice sampling over the whole domain of X, Y (univariate slice sampling over the whole domain for angle). slice so=k (or so=k,l) Univariate slice sampling for X, Y by doing step out with w=k and m=10 (w = l for angle). slice do=k (or do=k,l)
Univariate slice sampling for X, Y by doing double out with w=k and m=10 (w = l for angle). slice2d wd Two-dimensional (X and Y are updated together) slice sampling over the whole domain of X, Y (univariate slice sampling over the whole domain for angle). 
B. MCMC Algorithms
To speed slice sampling we experimented with several variations as well as we tried Metropolis-within-Gibbs sampling. Table II summarizes the MCMC methods we used for Bayesian inference on our networks and can be categorized into Metropolis-within-Gibbs sampling (met algorithms) and Gibbs sampling (slice algorithms). The Metropolis-withinGibbs samplers apply the Metropolis algorithm for X, Y , a ij and conjugate sampling for the remaining stochastic quantities. For our experiments we used two forms for the proposal distribution of the Metropolis algorithm. A uniform distribution over the whole domain of the variables X, Y , a ij , since these variables are bounded with domain (0 . . . L), (0 . . . B) and (0 . . . 2π) respectively, and also a Gaussian centered on the current value and standard deviation k for X, Y and l for a ij . On the other hand, Gibbs samplers apply slice sampling for X, Y , a ij and conjugate sampling for the other variables. We have implemented four types of slice sampling. Specifically, we did univariate slice sampling by: (a) sampling uniformly over the whole domain of X, Y , a ij , (b) doing step out, (c) doing double out. For the latter two cases we used w=kft for X and Y , w=l radians for a ij and m=10 to terminate the expanding process. The fourth type we implemented was two-dimensional slice sampling (multivariate approach) that updates X and Y simultaneously and samples uniformly over the domain of X and Y , while for a ij it follows univariate slice sampling over the whole domain. Figure 4 presents the average performance achieved by our algorithms expressed as relative accuracy and standard deviation vs. time. We call relative accuracy the Euclidean distance of the results of our solver compared to the ones from WinBugs after running WinBugs for 10000 iterations as burnin, 100000 additional and having the over relax option set (see [25] ). Specifically, the Euclidean distance is estimated using the mean of the variables X and Y . As was shown in [14] , [15] , this number of iterations provides adequate convergence for the networks that we consider here, according to standard WinBugs diagnostics. The samples of the burnin iterations are discarded and do not count in the estimation of analytic summaries for the stochastic quantities. The idea here is that the per-variable statistics of long runs of a well-tested, widelyused solver should converge to the true distribution as defined by the combination of the model and data. All our results are thus compared against this "gold standard", as opposed to "ground truth" accuracy of the true location of the object. We ran our solvers with 100 iterations as burnin and the additional ranged from 1000 to 10000 with increments of 1000. In each case, the results are the average of 30 runs. We observe that univariate slice sampling over the whole domain ("slice wd" in the graphs) has the best ratio of relative accuracy vs. time for all networks; it can localize 1 or 10 points with relative accuracy less than 1ft in less than half a second. Moreover, "met sd=1" and "slice so=1" have the worst performance, since they converge very slowly to the WinBugs solution as can be seen from Figure 4 (f). Hence, they fail to mix rapidly. Among the remaining algorithms, "slice do=1", "met sd=20" and "slice so=10" are not stable in providing a solution, as indicated by their standard deviation in Figures 4(g) , (h), (i), which show that it needs more than 10000 iterations in order for its value to become small. Furthermore, as can be seen in the graphs of Figure 4 , some lines are shorter than others. The reason is that the computational cost per iteration is different for our algorithms and as a result some algorithms take less time to execute than others. The factor that differentiates the computational cost among all these algorithms is the number of evaluations of minus log the full conditional g of a stochastic variable. Figure 5 depicts the average number of evaluations per variable X and Y for network M 1 . We observe that the Metropolis algorithms perform fewer number of evaluations when compared to the slice sampling algorithms. The reason is that slice sampling algorithms that follow the step out and double out process ("slice so" and "slice do" in the graphs) evaluate g several times until they get an estimate of the slice. In addition, all slice sampling methods follow a shrinkage procedure during which g could potentially be evaluated several times until the next value to be accepted is found. On the other hand, Metropolis algorithms evaluate g once before a candidate point y is proposed and once after. Among the slice sampling algorithms, we see that twodimensional slice sampling ("slice2d wd") and univariate slice sampling ("slice wd") over the whole domain of X and Y have the fewest evaluations. The first of the two takes advantage of the fact that X and Y have the same full conditional and as a result g is estimated once when X and Y need to be updated, whereas the latter estimates g once for X and once for Y . met wd met sd=20 met sd=43 slice wd slice so=10 slice do=1 slice2d wd (g) (h) (i) Fig. 4 . Relative accuracy and standard deviation vs. time for different algorithms. N is the number of training points out of which we localize NA points. The size of w is in feet for X, Y , and radians for a ij . Since "slice wd" and "slice2d wd" take the whole domain as an estimate of the slice, the only evaluations of g they perform is in the shrinkage process. Specifically, "slice wd" performs 4.13 evaluations per variable on average in the shrinkage process, out of which 2.13 are rejections. This is a clear indication that g is relatively flat, because the method can find a point within the slice with only a few rejections. Figures 3(c), (d) , (g), (h) depict the average execution time breakdown of Gibbs sampling, when slice sampling uses the "slice wd" method. We see that "slice wd" takes less time when compared to "slice so=1" that is shown in Figures 3(a) , (b), (e), (f). Particularly, slice sampling is 2.06 faster for M 3 to 2.57 faster for A 1 when we localize 1 point, and is 2.13 times faster for M 3 to 2.51 faster for A 1 when we localize 10 points. Finally, Figure 6 compares the average execution time (over 30 runs) of Gibbs sampling when using "slice wd" to WinBugs (over relax option set). Our solver is faster than WinBugs by a factor that ranges from 9.8 (M 3 ) to 17.9 (A 1 ) for localizing 1 point, and from 9.1 (M 1 ) to 16.1 (A 1 ) for 10 points. 
C. Comparing Algorithms

D. No Location Information
Work [15] showed how M 2 can localize points with no location information in the training set. However, when we ran our solver for 51 signal vectors and with 51 unknown positions, the solver occasionally returned a solution different from WinBugs. Our solver found an alternate, but incorrect, solution for the values of the coefficients of the linear regression model that describes how a signal degrades linearly with log distance. Specifically, although the parameters b i0 and b i1 (see Figure 2 ) are supposed to be negative and positive respectively, our solver found a solution with inverted signs for these parameters. When we have location information in the training set we never get alternate solutions, because the location information restricts the sign of b i0 to be negative. So, we bounded b i0 to be negative when there is no location information. Figure 7 shows the performance of our solver for seven of our algorithms after bounding b i0 . The figure shows our solver localizes a point with relative accuracy less than 3ft in six seconds with all algorithms except "slice do" that converges more slowly to the WinBugs solution. The remaining two algorithms, "slice so=1" and "met sd=1" (not shown here due to space constraints), perform poorly.
VII. ANALYTIC MODEL
In this section we describe an analytic model that gives us insight into when whole domain sampling will be computational more efficient than other methods. We focus on comparing whole domain sampling to a fix-sized step out process. To keep the analysis tractable, we use a double exponential distribution.
To quantify computational costs, our analysis compares the number of times univariate slice sampling evaluates g(x) when using: (a) the whole domain as an initial guess of the slice S, (b) the "step out" process. We assume that x follows a double exponential distribution with probability density:
Although x is not bounded, we assume that, for a specific λ, there exists an interval (a d , b d ) that contains 99% of the distribution and so consider x bounded within this interval. Since the distribution is symmetric with respect to the y axis and has mean zero, a d < 0 and b d > 0. For the variable x then:
Recall slice sampling picks as a new value of x a point within S ∩ I. In our case g is unimodal (i.e., has a single peak), and hence S consists of a single interval centered around the point (0, 0). Using the whole domain as an initial guess of S, I = (a d , b d ), whereas if we use step out, I = (a s , b s ), for some interval (a s , b s ) returned by starting with an initial guess w of the slice and then perhaps expanding it. However, because g is unimodal, I will contain the whole interval S in both cases. The total number of evaluations E of g(x) for univariate slice sampling is:
E = Evaluations to define S + Evaluations to estimate I +
Evaluations in the shrinkage process
Defining slice S requires one evaluation of g(x) so as to determine the value of the auxiliary variable y (see Section IV). Estimating I entails zero evaluations of g(x) using the whole domain, whereas using step out the number of evaluations will be (b s − a s )/w + 1. The size of (a s , b s ) is always a multiple of w and, since step out starts by positioning w randomly around the current value of x, it is equal to: i) 2w, if w > S and only one endpoint of w is outside S ii) w, if w > S and both endpoints of w are outside S iii) 2w or 3w, if w = S iv) S/w w or ( S/w +1)w, if w < S and S/w = S/w v) (S/w+1)w or (S/w+2)w, if w < S and S/w = S/w In order to approximate the average number of evaluations of g(x) required to estimate I using step out, we simplify as follows. First, when w > S (cases i, ii) we assume that the size of (a s , b s ) is w (case ii). Choosing (i) or (ii) depends on how w is positioned around the current value of x which is something determined the moment of actual sampling. The number of evaluations (b s − a s )/w + 1 will differ only by one when using case (i) vs (ii) and hence the choice should not introduce a lot of error. Moreover, for large values of w, we expect that choice (ii) will most likely occur in a real MCMC simulation. For the same reasons, in case (iii) we assume that the size will be 2w and in cases (iv), (v), the size will always be S/w w and (S/w + 1)w respectively. Finally, in all cases above, we use the mean value,S, of S which we estimate as follows. As explained in Section IV, S is defined by using a random variable k that is uniformly distributed in (0, 1) with probability density P (k). The size of S for function g in equation (4), given a specific x and k, is S(x, k) = 2(|x| − ln(k)/λ). Thus, the mean size of S will bē
After estimating I, slice sampling follows a shrinkage procedure until it identifies a new x. The number of evaluations of g(x) in the shrinkage process, either using the whole domain or step out, will be equal to the number of rejections (for the proposed points outside S ∩ I) plus one for the point that is finally accepted. As shown in the discussion in [20] , the interval I will shrink exponentially with rate 0.5. So, the size of I at the nth trial will be I n = Ie −0.5n . The probability of having n rejections in the shrinkage procedure before finding a new x is:
Since S consists of a single interval, the size of I at the nth trial is greater thanS. So,
In our model we follow a conservative approach and assume that the number of rejections in the shrinkage process is equal to the upper bound of n in equation (5) . Thus, the total number of evaluations for the whole domain E wd and step out E so is:
Figure 8 compares the number of evaluations of g(x) from a slice sampler and our analytic model. We consider the domain of x to be the range (−20, 20) because the values of the probability density outside this range are close to zero. The graphs show the analysis predictions closely follow the results of the sampler for step out and whole domain sampling, although due to the simplifications that we made the analytic model sometimes underestimates the number of evaluations. The results also show that as the width, w, increases, the number of evaluations of g(x) approaches the number of evaluations of the whole domain (as expected). Most importantly, for λ=2 there are sizes of w (≥2) that step out has fewer evaluations of g(x) than using the whole domain, whereas for λ ≤ 1, using the whole domain gives fewer evaluations. Hence, a distribution has to be at least as peaky as a double exponential distribution with λ=2, in order to use step out, whereas for distributions with higher variance, using the whole domain is more computationally efficient. Figure 9 compares the shape of the full conditionals f of the double exponential distribution for three values of λ, the x-coordinate of a point to be localized by M 1 and one of the angles α ij in A 1 . Comparing the shapes of the two distributions this way is "fair", because the double exponential distribution is the same as a single-node Bayesian network whose prior term is given by equation (3) but has no likelihood terms since it has no children. Our solvers for M 1 and A 1 generated values of the full conditionals of the x-coordinate and the angle α ij uniformly over their domain at some specific iteration, once the Markov chain had reached its equilibrium. We see that the latter two full conditionals are much more spread out than the double exponential with λ=2. This is the reason that "slice wd" has fewer evaluations of g (hence shorter execution time) than "slice so" in all four networks, when used to sample for the X, Y and α ij stochastic variables.
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VIII. CONCLUSIONS
In this work we show how to reduce the computational cost of solving Bayesian networks used for indoor localization.
We introduced a novel approach to sampling these networks that we call whole domain sampling. Our results show that the shape of the full conditionals of the coordinates to be estimated as well as the angle of the received signal strength are ideally suited for whole domain sampling. It achieved the best convergence time when compared to other algorithms. Specifically, we can converge to a value of less than 1ft of the position estimated by the WinBugs general-purpose solver (given a very long run) within half a second if we try to localize 1 or 10 points. Also, our method results in execution times that are 9 to 17 times faster than WinBugs. Moreover, we can localize 51 points with no location information to within 3ft of the WinBugs solution in six seconds. Such a method is very appealing because it constitutes a "black-box" sampler (i.e., requires no tuning) for our networks. Finally, to demonstrate a theoretical foundation on why our approach works, we present an analytic model that tells us how flat a distribution of a stochastic variable should be in order for whole domain sampling to be computationally more efficient than other methods. We show that the actual distributions in our networks easily fall into the regime where whole domain sampling is the best choice.
