ABSTRACT. Let k be an algebraically closed field of characteristic 0, and let f ∈ k [[x, y]] be the germ of an isolated plane curve singularity. This paper is devoted to studying the role of the singularity germ f in the analysis of inflectionary behavior of curves specializing to a curve with a singularity cut out by f. We introduce a numerical function m → AD m (f), an invariant canonically associated to the isomorphism class of the singularity germ f, which arises as an error term in the problem of enumerating m th -order inflection points in a 1-parameter family of curves acquiring a singular member with singularity given by f = 0. For an ordinary nodal singularity f = xy, we explicitly compute AD m (f) = m+1 4
INTRODUCTION
Let k be an algebraically closed field of characteristic zero, and let f ∈ k[[x, y]] be the germ of an isolated plane curve singularity. This article investigates the role that the singularity germ f plays in the analysis of inflectionary behavior of families of curves specializing to a curve containing a singularity isomorphic to f = 0.
1.1. Motivation. Consider the following basic enumerative question: In a general pencil of plane curves of specified degree, how many elements possess a hyperflex (i.e., a point at which the tangent line meets the curve with contact order at least 4)? The standard approach to solving enumerative problems about inflection points is to set up a Porteous formula calculation involving the sheaves of relative principal parts, but a well-known technical issue arises when this strategy is applied to count hyperflexes in a pencil. Indeed, the associated sheaf of relative principal parts fails to be locally free at the singular points of the curves in the pencil, and thus the Porteous formula is not applicable.
A few ad hoc workarounds for the above issue exist in the literature. For instance, it is possible to count hyperflexes in a pencil by setting up a Chern class calculation over the universal point-line incidence variety, although this method cannot be extended to solve similar enumerative problems. Another approach is discussed in Ran's remarkable papers [Ran05c, Ran05b, Ran13] , in which he answers enumerative questions about families of curves acquiring nodal singularities by (essentially) replacing the families with iterated blowups. However, Ran's results have not been replicated in the context of higherorder singularities, because his methods depend on specific properties of certain punctual Hilbert schemes associated to families of curves acquiring nodal singularities.
The problem of finding a more direct and broadly applicable strategy for studying inflectionary behavior in families of curves that have singular members serves as the key motivation underlying the main results of this paper.
Overview of Main Results.
Instead of changing the space over which the Chern class calculations for studying inflectionary behavior take place, it turns out to be more advantageous to find locally free replacements for the sheaves of relative principal parts. The work of Laksov and Thorup in [LT94] and Esteves in [Est96] establishes conditions under which such replacement sheaves exist. We first show that, when the family under consideration has a 1-dimensional base, these replacement sheaves -which we call the sheaves of invincible parts -are simply the double-duals of the sheaves of relative principal parts. This simple characterization allows us to perform otherwise difficult analyticlocal calculations with relative ease.
We can then apply the sheaves of invincible parts to set up Porteous formula calculations to enumerate inflection points in families of curves with singular members. However, this is not enough -since inflection points are definitionally smooth, we need to know how much the singular points of the family contribute to these Porteous calculations. To this end, for an isolated plane curve singularity germ f, we introduce a numerical function denoted by
We call AD m (f) the m th -order automatic degeneracy associated to f. Roughly speaking, the quantity AD m (f) measures the extent to which the singularity germ f contributes to the Porteous calculation that arises when enumerating m th -order inflection points in a 1-parameter family of curves acquiring the singularity f = 0. It turns out that automatic degeneracy is an invariant that is canonically associated to the isomorphism class of f.
Our main theorem provides an explicit computation of the automatic degeneracy associated to an ordinary nodal singularity (cut out by, say, f = xy) and recovers by elementary means a formula originally due to Ran in [Ran13] . It is, as of yet, unclear as to how one might prove an analogue of Theorem 1 for higherorder plane curve singularities, such as an ordinary cusp or tacnode. However, we can use our knowledge of the nodal case to at least get a handle on the automatic degeneracy associated to an arbitrary f. Letting µ f := dim k R/ ∂f ∂x , ∂f ∂y denote the Milnor number of f, we deduce the following lower bound on the automatic degeneracy associated to f.
Corollary 2. For every m ∈ N, we have that
Remark 3. We make the following observations: ≥ 0 is also an invariant of the isomorphism class of the singularity germ f. It can be thought of as measuring the multiplicity with which the singularity cut out by f counts as an m th -order inflection point. (b) We have only been able to determine automatic degeneracy as an explicit function of m in the nodal case, and a number of questions about automatic degeneracy remain open. Nonetheless, our method for computing automatic degeneracies has the virtue that it is algorithmic. Thus, given any particular choice of singularity germ f and order m, it is feasible to determine the value of AD m (f). We illustrate how to compute automatic degeneracy for small values of m in the cuspidal and tacnodal cases.
As long as we assume that certain genericity hypotheses are satisfied, it is possible to apply our results on automatic degeneracy to address specific problems about inflection points in 1-parameter families of curves. In this regard, we conclude this article with a detailed discussion of the following problems.
(a) Counting the number of points at which the members of a general pencil of curves of specified degree in P r k have contact of order at least r + 2 with a hyperplane, thus recovering by elementary means a result of Ran (see [Ran13, Example 3 .21]); 1 (b) Counting the number of septactic points (i.e., points at which the osculating conic meet a curve with contact of order at least 7) in a general pencil of plane curves of specified degree; (c) Determining the analytic-local behavior of the divisor of weight-1 inflection points of a linear system on an admissible 1-parameter family of curves acquiring a nodal singularity; and (d) Computing the λ and δ 0 coefficients of the divisors of weight-2 Weierstrass points of arbitrary order on the Deligne-Mumford compactification M g of the moduli space of curves of genus g.
The rest of this paper is organized as follows. In § 2, we provide relevant background material and discuss earlier related work, and in § 3, we define and prove basic properties about the sheaves of invincible parts. In § 4, we introduce the notion of automatic degeneracy, and in § 5, we prove the main results about automatic degeneracy. We conclude the paper in § 6 with a discussion of the four applications described above.
BACKGROUND MATERIAL AND EARLIER WORK
In this section, we begin by introducing the basic notations and constructions used throughout the rest of the paper. We then provide a brief discussion of earlier work on the problem of studying inflection points in families of curves acquiring singular members.
2.1. Notation and Basic Setup. We work over an algebraically closed field k of characteristic 0. Let X, B be smooth, irreducible varieties, let π : X → B be a morphism, and view X as the total space of a family over the base B via the morphism π.
2.1.1. Sheaves of Principal Parts. Let V be a vector bundle on X. Recall that the m th -order sheaf of (relative) principal parts associated to the pair (X/B, V) is given by
where ∆ ֒ → X × B X is the diagonal closed subscheme and π 1 , π 2 are the projections of X × B X onto the left-and right-hand factors, respectively. As the following lemma indicates, the sheaves of principal parts have the useful property that they fit into exact sequences:
Lemma 4 ([EH16, Theorem 7.2(c)]). For every m ≥ 2, we have the right-exact sequence
where Ω 1 X/B = π 1 * (I ∆ /I 2 ∆ ) denotes the sheaf of relative differentials associated to the family X/B. Moreover, the above sequence is exact when X/B is smooth.
In particular, it follows from Lemma 4 that the locus of points in X at which the sheaves of principal parts fail to be locally free is precisely the locus Γ of singular points of the family. In the case where X/B is smooth, one readily computes the Chern classes of the sheaves of principle parts by inductively applying the Whitney formula to the exact sequences given by Lemma 4.
Families of Curves and their Inflection Points.
The next definition specifies the conditions that we shall require the family X/B to satisfy in what follows.
Definition 5. We say that the family X/B is admissible if the following conditions hold:
(a) The morphism π is proper and flat; (b) Each geometric fiber is reduced and of pure dimension 1; and (c) The locus Γ ⊂ X of points at which π fails to be smooth has codimension 2.
Remark 6. Observe that if X/B is admissible, then its fibers are local complete intersection and hence Gorenstein, which further implies that the associated relative dualizing sheaf ω X/B is invertible.
Suppose that the family X/B is admissible. Recall that a linear system on X/B is a pair (L, E) consisting of a line bundle L on X and a vector subbundle E ⊂ π * L on B. A point p ∈ X is an inflection point of the linear system (L, E) if the ramification sequence (see [EH16, § 7.5 .1] for the definition) of the system at p contains a nonzero term. The weight of an inflection point is the sum of the terms in its ramification sequence.
Because we are interested in studying inflectionary behavior in families of curves specializing to a curve with a planar singularity, we shall (for the most part) restrict our consideration to 1-parameter admissible families of curves X/B. Note that in this setting, the total space X is 2-dimensional, so the locus Γ consists of finitely many isolated points. Moreover, if (L, E) is a linear system on X/B, we expect (L, E) to have finitely many weight-2 inflection points. Recall that there are two types of weight-2 inflection points, namely those with ramification sequence of the form (0, . . . , 0, 0, 2), which we call type (a) points, and those with ramification sequence of the form (0, . . . , 0, 1, 1), which we call type (b) points.
We now explain how one might hope to use the sheaves of principal parts to determine the loci of type (a) and type (b) inflection points of the linear system (L, E) on the family X/B. For every p ∈ X and m ∈ N, we claim that we have a map
X/B (L))| p at the level of sheaf fibers. To see why this claim holds, notice that we have the following identifications:
, where X π(p) denotes the fiber of the family X/B over the point π(p) ∈ B. Then the desired map (1) arises by applying the global sections functor to the natural map of sheaves L → L ⊗ O X /I m p . Furthermore, it is not difficult to see that as p varies throughout X, the maps in (1) fit together to form a map of sheaves π * π * L → P m X/B (L). Precomposing this map with the pullback along π of the inclusion E ֒ → π * L yields a map of sheaves
) denote its image under the map of global sections induced by τ. The condition that a point p ∈ X is a type (a) (resp., type (b)) inflection point of the linear system (L, E) is equivalent to stipulating that p is a smooth point of the fiber X π(p) and that some global section σ ∈ Γ (π * E) has the property that p is contained in the vanishing locus of τ σ ∈ Γ (P m X/B (L)), where m = rk E + 1 (resp., m = rk E − 1). It follows that p is an inflection point of the specified type if and only if p ∈ D ∩ (X \ Γ ), where D is the degeneracy locus of the map τ. We therefore want to determine the Chow class [D] of the locus D; note that if P m X/B (L) were locally free, [D] would simply be the second Chern class of the map τ, a quantity that could be easily computed using the Porteous formula (see [EH16, Theorem 12.4] ). This strategy breaks down, however, since P m X/B (L) fails to be locally free on Γ .
Previous Approaches.
We now summarize two ad hoc strategies for circumventing the failure of the sheaves of principal parts to be locally free at singular points. The first strategy applies only to the problem of counting hyperflexes in a pencil of plane curves, whereas the second strategy applies to solve some enumerative problems involving admissible families of curves whose singular points are no worse than nodal.
Strategy I:
The Universal Point-Line Incidence Variety. The standard approach to the problem of counting hyperflexes in a pencil of plane curves of degree d is to count hyperflex point-line pairs, rather than the hyperflexes themselves. To this end, let
be the universal incidence variety parameterizing pairs consisting of a point and a line containing the point. Let π 1 : Z → P 2 k be the projection map onto the "point" factor, and consider the sheaf
where we view Z as a family over P 2 k ∨ by the projection map onto the "line" factor. Note that V is locally free because the map Z → P 2 k ∨ is smooth. Moreover, the fiber of V at a
, it follows that V is a vector bundle on Z of rank 4. It is not too hard to see that the number of hyperflexes on a general pencil of plane curves of degree d is given by deg c 3 (V) (see [EH16, § 11.3 .1] for a proof). To compute this Chern class requires one to determine the Chow ring of Z, which can be done by realizing Z as the projectivization of of the universal subbundle on P 2 k ∨ (see [EH16, § 11 .3] for more details). A bit of calculation then yields that the number of hyperflexes is
Remark 7. By shifting the focus from hyperflexes to hyperflex point-line pairs, the above procedure takes advantage of the fact that the projection map Z → P 2 k ∨ is smooth -in other words, lines do not degenerate. However, it is not clear how one might generalize this method to study other kinds of inflection points. For instance, if one were interested in counting septactic points in a pencil of plane curves of specified degree, the analogous procedure would fail because conics do degenerate, and so the corresponding universal family of point-conic pairs would fail to be smooth over the parameter space of conics.
Strategy II:
The "Hilbert Scheme of Nodal Curves". The second method, which was developed by Ran in [Ran13] , works only when the singular fibers of the family are nodal, because it relies on specific properties of what Ran terms "the Hilbert scheme of nodal curves," which is defined to be the punctual flag Hilbert scheme parameterizing schemes of bounded length supported at individual points of the fibers of the family.
Let X/B be an admissible family with the property that each singular fiber is nodal, and let V be a vector bundle on X. In this general setting, Ran introduces a "tautological bundle" Λ m (V) defined as follows. Let X . Since we are not interested in all length-m subschemes of the fibers, but only in those subschemes that are supported at a single point, we ought to consider the pullback of the tautological bundle Λ m (V) to the punctual Hilbert scheme, which Ran denotes Γ (m) , parameterizing length-m schemes supported at individual points of the fibers.
The Chern classes of these tautological bundles can be computed and applied to solve some interesting enumerative problems, such as problem (a) from the list at the end of § 1.2. In this particular example, the class of the desired inflectionary locus is simply
The computation of the above Chern class is rather involved because the punctual Hilbert scheme Γ (m) is generally singular. Thus, Ran works not over Γ (m) itself but over the aforementioned punctual flag Hilbert scheme, which turns out to be an iterated blowup of Γ (m) . After much heavy lifting, Ran arrives at the following elegant result. 
Remark 9. We make the following observations:
(a) By taking the family X/B to be a pencil of plane curves of degree d and by taking L = O X (1), it is easy to show that the formula for the number of hyperflexes in (2) is a corollary of Theorem 8; see § 6.1 for the proof. (b) It may be possible to generalize Ran's strategy to families of curves acquiring higher-order singularities. Indeed, based on ideas introduced by Ran in [Ran05c] , H. Lee has found a description of the punctual Hilbert scheme of length-m schemes supported at a cusp [Lee12] . It would certainly be interesting if analogues of the tautological module on families of nodal curves and the consequent enumerative formula can be derived for families of cuspidal curves using Lee's results. In any case, the strategy that we introduce in the following section can be used to handle families acquiring arbitrary plane curve singularities; see § 5.2 for more details. (c) For more references on how to use the "Hilbert scheme of nodal curves" to solve interesting enumerative problems on such curves, refer to [Ran05b] and [Ran05a] .
REPLACING THE SHEAVES OF PRINCIPAL PARTS
The main difficulty that arises in enumerative problems concerning inflection points in families of curves with singular members is that the sheaves of principal parts fail to be locally free. In this section, demonstrate our own approach to addressing this difficulty, which is to replace the sheaves of principal parts with a system of vector bundles (namely, their double-duals) satisfying the same properties that make the sheaves of principal parts so useful for studying inflectionary behavior. Note that we want our replacement sheaves to have the following useful properties:
(a) They must be locally free on all of X; (b) They must be isomorphic to the sheaves of principal parts on the complement of the singular points of the fibers, so that they serve the same basic purpose; and (c) We must be able to compute their Chern classes.
3.1. The Sheaves of Invincible Parts. Let X/B be an admissible 1-parameter family, and let U = X \ Γ denote the smooth locus of the family. Let V be a vector bundle on X. As the following result indicates, the desired replacement sheaves are none other than the double-duals of the sheaves of principal parts.
Proposition 10. For every m ∈ N, the double-dual sheaf P m X/B (V) ∨∨ is the unique locally free sheaf on X whose restriction to U is isomorphic to P m X/B (V)| U .
For the sake of brevity, and because of their permanence in the presence of singularities, we give the double-duals of the sheaves of principal parts a special name.
Definition 11. We say that P m X/B (V) ∨∨ is the m th -order sheaf of invincible parts associated to the pair (X/B, V).
To prove Proposition 10, we first recall three important facts about coherent sheaves. Proof. The above properties are well-known; a good reference for the basic facts about reflexive sheaves is [Har80] , in which property (a) is Corollary 1.2, property (b) is Proposition 1.6, and property (c) is Corollary 1.4.
We are now in position to prove Proposition 10.
Proof of Proposition 10. Because the sheaf of principal parts P m X/B (V) is coherent (for instance, it is the pushforward of the coherent sheaf π * 2 V ⊗ O X× B X /I m ∆ along the proper morphism π 1 to the Noetherian scheme B and must therefore be coherent) and because X was taken to be Noetherian and smooth, the assumptions underlying each property in the statement of Proposition 12 are satisfied by taking S = X and F = P m X/B (V). By part (a) of Proposition 12, the dual sheaf P m X/B (V) ∨ is reflexive; then, part (c) of the proposition tells us that P m X/B (V) ∨ is locally free because dim X = 2 < 3. It follows that double-dual sheaf P m X/B (V) ∨∨ is also locally free, and part (b) of the proposition guarantees uniqueness.
Chern Classes of Invincible Parts.
It would be nice if an analogue of Lemma 4 were to hold for the sheaves of invincible parts, so that it would be easy to compute their Chern classes. The next proposition shows that this is indeed the case. 
is a coherent sheaf, and so by parts (a) and (c) of Proposition 12, its dual is reflexive and hence locally free. But we have the following identifications of sheaves restricted to the open subscheme U:
It then follows from part (b) of Proposition 12 and the fact that ω X/B is locally free that
. Thus, taking the dual of the short exact sequence established in Lemma 4, we obtain the following exact sequence:
where we have used the fact that the sheaves Ext i (F, O X ) are equal to 0 for each i > 2 and
But we know that each F ∈ S is locally free away from the 0-dimensional subscheme Γ , so Ext i (F, O X ) is the direct sum of finitely many skyscraper sheaves for each i ∈ {1, 2} and F ∈ S. Either by applying parts (a) and (c) of Proposition 12 or by appealing to the easy fact that the dual of a skyscraper sheaf is the zero-sheaf, we deduce that Ext i (F, O X ) ∨ = 0 for each i ∈ {1, 2} and F ∈ S. Taking duals of the above dual exact sequence, we obtain the short exact sequence in the statement of the proposition.
We now use Proposition 13 to compute the Chern classes of the sheaves of invincible parts of a line bundle. Proposition 14. Let L be a line bundle on X, and let the number of singular fibers of the family X/B be denoted by δ. Then we have
Proof. By Proposition 13, we have the short exact sequence
Since X is 2-dimensional, the last nonzero Chern class of any vector bundle is the second one. Using this fact and applying the Whitney formula in conjunction with the splitting principle to the above sequence yields that
An easy induction yields that the first Chern class is given as follows:
As for the second Chern class, substituting the result of (4) into the terms of codimension-2 in (3) and applying induction once more yields that
and evaluating the above sum using the standard identities for summing consecutive squares and cubes gives the desired formula.
3.3. Aside: Wronski Algebra Systems. The idea of finding locally free replacements for the sheaves of principal parts over singular curves dates back to the work of Laksov and Thorup. In their paper [LT94] , they introduce the notion of a Wronski algebra system, which is motivated and defined as follows.
Let X/B be an admissible family, and let V be a vector bundle on X. In some sense, the failure of Ω 1 X/B to be locally free is the reason why the sheaves of principal parts P m X/B (V) fail to be locally free; indeed, one can use the local-freeness of Ω 1 X/B in the case where the family X/B is smooth to inductively deduce the local-freeness of P m X/B (V). But because the relative dualizing sheaf ω X/B is the unique locally free replacement for the sheaf of relative differentials Ω 1 X/B , it is natural to ask whether we can come up with a sequence of sheaves Q m X/B (V) that satisfy the same basic properties as the sheaves of principal parts, but fit into exact sequences having tensor powers of the relative dualizing sheaf as the kernel. We are led to the following definition:
Definition 15. A Wronski algebra system associated to the pair (X/B, V) is a sequence of sheaves Q m X/B (V) satisfying the following properties:
(a) For each m ≥ 1 we have maps ψ m : P m X/B (V) → Q m X/B (V) such that the following diagram commutes, with each row being a short exact sequence:
Perhaps the most interesting results on Wronski algebra systems are due to Esteves, who proved the following theorem.
Theorem 16 ([Est96, Theorem 2.6]). Let X/B be an admissible family, and let V be a vector bundle on X. There exists a unique Wronski algebra system associated to the pair (X/B, V).
When the base B is 1-dimensional, Theorem 10 in conjunction with Proposition 13 demonstrate that the unique Wronski algebra system guaranteed by Theorem 16 is none other than the sequence of sheaves of invincible parts; i.e., we have Q m X/B (V) = P m X/B (V) ∨∨ and ψ m = can ev , where
∨∨ denotes the canonical map from a sheaf to its double dual. 2
DEFINING AUTOMATIC DEGENERACY
In this section, we motivate and define the notion of automatic degeneracy, which features prominently in the statement of our main results in § 1.2. 4.1. Basic Setup and Motivation. Proposition 10 tells us that for the purpose of enumerating inflection points, we can replace the sheaves of principal parts with their doubleduals, as long as we account for possible contributions arising from the singular points.
Let X/B be an admissible 1-parameter family, and let (L, E) be a linear system on X/B. Since the map can ev is an isomorphism away from the locus Γ of singular points, it follows from the discussion at the end of § 2.1.2 that the locus of type (a) (resp., type (b)) inflection points is given by the intersection with X \ Γ of the degeneracy locus of the composite map
where m = rk E + 1 (resp., m = rk E − 1). We are therefore interested in computing the (degree of the) second Chern class
which is easy to do by means of the Porteous formula. However, it is considerably more difficult to ascertain how the points of Γ contribute to the Chern class in (5). The purpose of automatic degeneracy is to measure the extent to which the Chern class in (5) is supported at a singularity of a given type.
Remark 17. Notice that (5) actually refers to two different Chern classes, one with m = rk E + 1, which describes type (a) inflection points, and one with m = rk E − 1, which describes type (b) inflection points. Thus, there really should be a different notion of automatic degeneracy associated to each of these two types of inflection point. For the sake of brevity, and because the analysis is essentially the same in both cases, we shall (for the most part) restrict our consideration to studying type (a) inflection points and their corresponding automatic degeneracy. In Remark 38, we state the analogues for type (b) points of our results on automatic degeneracy of type (a) points.
Let p ∈ X be a singular point of a fiber of the family X/B. Let m = rk E + 1, and for a global section σ ∈ Γ (π * E), let ξ σ ∈ Γ (P m X/B (L) ∨∨ ) denote the image of σ under the map of global sections induced by ξ.
Let σ 1 , . . . , σ m−1 ∈ Γ (π * E) be global sections, and suppose that the degeneracy locus V of the corresponding global sections ξ σ 1 , . . . ,
where I V is the ideal in the completed local ring O X,p cutting out V. We compute this dimension by expressing all of the relevant quantities in terms of analytic-local coordinates.
The first order of business is to describe the completion of the stalk of the sheaf of principal parts at p. For this, observe that we have the following isomorphism of
Pushing this identification forward along the projection map π 1 and taking completions yields that
where we regard the right-hand side as an O X,p -module via action on the left tensor factor. Now suppose that the singularity at p is given analytically-locally by f = 0 for some isolated plane curve singularity germ
in such a way that the map on completed local rings induced by the morphism π : X → B is given by the obvious map
Using analytic-local coordinates x, y for the left tensor factor of (6) and u, v for the right tensor factor, we obtain the following:
Now that we know what the principal parts sheaf looks like analytically locally, we can write down the sections τ σ n for each n ∈ {1, . . . , m − 1}. Indeed, if the analytic-local germ of σ n is given by
then we have that
To work out what ξ σ n is, we need to describe the dual and double-dual of the sheaves of principal parts analytically locally. From the proof of Theorem 10, we know that P m X/B (L) ∨ is locally free, so
is a free R-module of rank m. Choose a basis (e 0 , . . . , e m−1 ) of P m (f) ∨ ; then the dual elements (e ∨ 0 , . . . , e ∨ m−1 ) form a basis for the rank-m free R-module
With this notation, the canonical map can ev acts as follows:
It then follows that I(V) is the ideal in R generated by the (m − 1) × (m − 1) minors of the matrix M(V) defined as follows:
4.2. The Definition. In general, it is difficult to explicitly express the global sections σ 1 , . . . , σ m−1 analytically-locally. Thus, we cannot easily compute the minors of the matrix M(V); to make things worse, it is entirely possible that different tuples of global sections σ 1 , . . . , σ m−1 will have different corresponding "automatic contributions" dim k R/I(V). Given this problem, it is natural to ask what the minimum possible "automatic contribution" is over all choices of analytic-local germs of sections. We are now in position to define automatic degeneracy. From Definition 18, it is evident that the automatic degeneracy is an invariant associated to the singularity, in the sense that it only depends on the power series f defining the singularity at p. We are naturally led to ask the following question.
Question 19. How is the automatic degeneracy AD m (f) related to other invariants of singularities (e.g., the Milnor number µ f )?
We provide a partial answer to Question 19 in § 5.2.
Remark 20. The reader might observe that automatic degeneracy, as posited in Definition 18, may not actually be relevant to solving global problems like counting hyperflexes in a pencil of plane curves. Indeed, it is unclear whether there exist global sections σ 1 , . . . , σ m−1 of the line bundle L with the property that the associated length of degeneracy dim k R/I(V) is actually equal to the minimum of dim k R/I m g over all analytic-local germs of sections at the singularity. All that we can be certain of is that the automatic degeneracy is a lower bound on the actual degeneracy of (any choice of) global sections. In § 6, when we apply the notion of automatic degeneracy to work out the number of hyperflexes in a pencil of plane curves and other examples, we shall just assume that the degeneracy of generally chosen global sections is given by the automatic degeneracy.
It is possible to specify a condition under which automatic degeneracy actually equals the degeneracy of generally chosen global sections. Indeed, from the proof of Theorem 21 in the next section, it is easy to deduce that this equality occurs if the line bundle L is m-very ample at the singular point p, in the sense that the obvious map Γ (L) → L p /I m p is surjective.
CALCULATING AUTOMATIC DEGENERACIES
With regards to actually calculating automatic degeneracies for use in enumerative applications, there is good news and bad news. The good news is that the calculations are essentially algorithmic and can potentially be implemented in a computer program. Indeed, given a value for m and a choice of f ∈ k[x, y], one needs to execute the following procedure to compute the associated automatic degeneracy AD m (f): The only aspect of the above three-step procedure that is difficult to perform via computer is step (a). Indeed, it appears to be quite challenging to execute the above procedure if we allow m to vary, while keeping f fixed. In other words, given a choice of f, we can use the above procedure compute AD m (f) for any particular value of m, but it is far more difficult to determine AD m (f) as a function of m in this way.
5.1. The Nodal Case. Nevertheless, something magical happens in the case where f(x, y) = xy, so that the associated singularity is nodal. In this section, we show that it is actually possible to determine AD m (xy) explicitly as a function of m. .
Proof. The first step is to find a basis for P m (xy) ∨∨ that is "nice enough" to render the calculation of AD m (xy) feasible for all m.
5.1.1.
Step (a): Finding a Basis of P m (xy) ∨∨ . As described in § 4, our approach to finding a basis of P m (xy) ∨∨ is to first find a basis of P m (xy) ∨ and then take the dual basis. The following lemma tells us that functionals in P m (xy) ∨ satisfy a handy property.
Lemma 22. Let m be a positive integer, and let φ ∈ P m (xy) ∨ . For every i ∈ {0, . . . , m}, we have
Proof. The lemma is obvious when i = 0. For convenience, let the relation (u − x) m−i (v − y) i be denoted by R i for each i ∈ {0, . . . , m}. Next, observe that every term other than (−x) m−1 · v in relation R 1 contains a factor of y, so
It follows that y | φ(v), so the lemma holds when i = 1. Further observe that every term other than (−x) m−2 · v 2 in relation R 2 either contains a factor of y 2 or contains a factor of y · v, so
It follows that y 2 | φ(v 2 ), so the lemma holds when i = 2. Continuing in this manner by inductively assuming that, for some j ∈ {0, . . . , m − 1}, the lemma holds for every i ∈ {0, . . . , j}, one can use relation R j+1 to deduce that y j+1 | φ(v j+1 ). It follows that y i | φ(v i ) for every i ∈ {0, . . . , m}. Since the setup is symmetric under (x, u) ↔ (y, v), the same argument demonstrates that x i | φ(u i ) for every i ∈ {0, . . . , m}.
In the next lemma, we use Lemma 22 to construct a basis of P m (xy) ∨ .
Lemma 23.
For each i ∈ {0, . . . , m − 1}, there exists a unique functional e i ∈ P m (xy) ∨ with the following two properties:
Moreover, the list (e 0 , . . . , e m−1 ) forms a basis of P m (xy) ∨ as an R-module.
Proof. Observe that specifying a map R[ [u, v] ]/(uv − xy) → R is equivalent to specifying the images of the powers of u and v. For each i ∈ {0, . . . , m − 1}, let e i : R[ [u, v] ]/(uv − xy) → R be any map satisfying the condition that e i (u j ) = δ ij · x j for each j ∈ {0, . . . , m − 1}. In order for e i to descend to a map e i : P m (xy) → R, the condition e i (R ℓ ) = 0 must be satisfied for each ℓ ∈ {0, . . . , m}. We claim that the condition e i (R 0 ) = 0 merely serves to specify the value of e i (u m ). To see why this claim holds, observe that
Thus, e i satisfies the condition e i (R 0 ) = 0 if and only if e i (u m ) is given as above. In much the same manner, the condition e i (R 1 ) = 0 determines the value of b i1 = e i (v); indeed, notice that
We can continue in this manner by using the condition e i (R ℓ+1 ) and the already-specified values of e i (v n ) for n ∈ {1, . . . , ℓ} to solve for e i (v ℓ+1 ). After much laborious computation, it follows by strong induction that
Notice in particular that e i (v ℓ )/y ℓ ∈ Z \ {0} ⊂ R * for all choices of i and ℓ. With the values specified as above, the maps e i : R[ [u, v] ]/(uv − xy) → R satisfy the conditions e i (R ℓ ) = 0 and therefore descend to maps e i : P m (xy) → R. Moreover, since the maps e i satisfy points (a) and (b) in the statement of the lemma, so do the maps e i . Finally, because the elements u ℓ , v ℓ for ℓ ∈ {0, . . . , m} generate P m (xy), and because we have specified the values of e i (u ℓ ) and e i (v ℓ ) for each ℓ, it follows that we have completely determined the maps e i .
It is evident that the list (e 0 , . . . , e m−1 ) is linearly independent, so it remains to check that this list spans all of P m (xy) ∨ . Let φ ∈ P m (xy) ∨ be any element; observe by Lemma 22 that there exist a i ∈ R such that φ(u i ) = a i · x i for each i ∈ {0, . . . , m − 1}. Then the functional ψ = φ − m−1 i=0 a i · e i ∈ P m (xy) ∨ has the property that ψ(u i ) = 0 for every i ∈ {0, . . . , m − 1}. Inductively tracing through the relations ψ(R i ) = 0 as we did in the previous paragraph, we deduce that ψ(u m ) = 0 and that ψ(v ℓ ) = 0 for every ℓ ∈ {1, . . . , m}, so in fact ψ is the zero functional, and we have φ = m−1 i=0 a i · e i , implying that the list (e 0 , . . . , e m−1 ) spans all of P m (xy) ∨ .
By taking the dual basis of the basis constructed in Lemma 23, we obtain a basis for the double-dual module P m (xy) ∨∨ .
Corollary 24.
For each i ∈ {0, . . . , m − 1}, let e ∨ i ∈ P m (xy) ∨∨ be the functional defined by e ∨ i (e j )δ ij for every j ∈ {0, . . . , m − 1}. Then the list (e ∨ 0 , . . . , e ∨ m−1 ) forms a basis of P m (xy) ∨∨ .
5.1.2.
Step (b): Computing the Minors. Now, let g = (g 1 , . . . , g m−1 ) ∈ R m−1 be a collection of analytic-local germs of O X such that the corresponding germs ξ g 1 , . . . , ξ g m−1 ∈ P m (xy) ∨∨ achieve minimal degeneracy in the sense of Definition 18. For each n ∈ {1, . . . , m − 1}, we write
With this notation, we have from (7) that
Applying the functional e i to τ g n is somewhat painful, because we need to use the relations R 0 and R m to respectively express u k and v k for k ≥ m in terms of smaller powers of u and v in order to apply the result of Lemma 23. It ends up being far too cumbersome to write out e i (τ g n ) explicitly, but it is not hard to see that there exist units α
k ∈ R * that satisfy the following two properties:
Substituting the above result into (8), we deduce that the matrix M m g (xy) is given by
For each i ∈ {1, . . . , m}, let Ξ i denote the (m − 1) × (m − 1) minor of M m g (xy) obtained by computing the determinant of the matrix that results from deleting the (m − i + 1) th row of M m g (xy). The ideal I m g (xy) is defined to be the ideal generated by the Ξ i 's, so we need to be able to understand these minors. However, since we were unable to give an explicit description of the coefficients α (n) k and β (n) k that appear in the entries of M m g (xy), we shall consequently be unable to determine the Ξ i 's explicitly. On the bright side, it is possible to provide a description of the Ξ i 's that is adequate for the purpose of computing the automatic degeneracy AD m (xy). In the following "aside," we introduce a convenient system of representing elements of R that will allow us to obtain such an adequate description of the Ξ i 's.
Aside: "Root Expansions" of Power Series.
The space Z ≥0 × Z ≥0 of pairs of nonnegative integers forms a partially ordered set under the relation (i, j) ≤ (i ′ , j ′ ) if and only if i ≤ i ′ and j ≤ j ′ , with equality if and only if i = i ′ and j = j ′ . We make use of this structure in the next lemma: Lemma 25. Let h = i,j≥0 a ij · x i y j ∈ R be nonzero. There exists a unique finite subset Σ ⊂ Z ≥0 × Z ≥0 , along with units r ij ∈ R * for each (i, j) ∈ Σ that are not necessarily unique, such that the following conditions are satisfied:
Proof. Uniqueness, as is often the case, holds trivially. If uniqueness fails, so that we have two distinct such sets Σ and Σ ′ , then for any (i, j) ∈ Σ \ Σ ′ , it would be possible to express 0 as a sum with the coefficient of the x i y j term being nonzero, an absurdity.
As for existence, it suffices to show that we can reduce to the case where h is expressible as a finite sum of distinct monomials in x and y with coefficients in R * . Indeed, the lemma is obvious given such an expression of h, for one can simply induct on the number of terms in the sum. We now demonstrate that we can reduce to this case. Let a ij · x i y j be a (nonzero) term of h having minimal degree, and let c ij
Then, for each n ∈ {0, . . . , j − 1}, let i n be the smallest among all i ′ with the property that a i ′ n = 0, and let c ′ n = i ′ ≥i n a i ′ n · x i ′ −i n . Similarly, for each n ∈ {j + 1, . . . , i + j}, let j n be the smallest among all j ′ with the property that a nj ′ = 0, and let c ′′ n = j ′ ≥j n a nj ′ · y j ′ −j n . We then have that
where c ij ∈ R * and c ′ n , c ′′ n ∈ R * for each n ∈ {0, . . . , i + j} \ {j}. We have thus expressed h as a finite sum of distinct monomials in x and y with coefficients in R * , which is the desired form.
Definition 26. With notation as in Lemma 25, we say that Σ is the set of roots of h and that the expression of h in point (b) is the root expansion of h.
The choice of terminology in Definition 26 is motivated by the fact that one can visualize the partially ordered set Z ≥0 × Z ≥0 as a directed graph and the nonzero terms of h as a directed subgraph; then the roots of h are simply those nodes that have no parents on the subgraph corresponding to h.
Back to Step (b): Computing the Minors.
We now express the minors Ξ i in terms of their root expansions. Proposition 27. For each i ∈ {1, . . . , m}, the root expansion of Ξ i is given by
where γ ij ∈ R for each i, j and κ n = n i=0 i is the n th triangular number for each n.
Proof. Fix i ∈ {1, . . . , m}. To get at the roots of Ξ i , we ask the following question: for every nonnegative integer ℓ, what is the smallest j so that Ξ i has a nonzero term proportional to x j y ℓ ? Before we answer this question in full generality, let us work out the argument in the easiest case, namely when ℓ = 0. For this case, we want to compute the smallest power of x that appears as a term in Ξ i ; this smallest power is evidently the same as that which arises from computing the following determinant, obtained by deleting all nonzero powers of y from the entries of the minor defining Ξ i :
where the subscript is meant to indicate that we have deleted the (m − i + 1) th row. It follows by inspection of (9) that the smallest j so that Ξ i has a nonzero term proportional to x j y 0 is j = κ m−2 + i − 1, confirming that x κ m−2 +i−1 is a root of Ξ i . Now let us deal with the case when ℓ > 0. An entry of the minor defining Ξ i can either contribute a factor of x through the term α (n) k · x k or contribute a factor of y through one of the terms β (n) k · y k . Since we are looking for the smallest j so that Ξ i has a nonzero term proportional to x j y ℓ , we want the y-factors to come from the bottom-most rows of the minor defining Ξ i , so that the y-factors are essentially replacing the largest x-factors. But notice that in computing Ξ i , we cannot choose the same power of y from any two of the bottom-most rows. To see why this claim is true, consider the matrix obtained from M m g (xy) by deleting all powers of x, and compute any 2 × 2 minor of it:
where in the last step above, we could restrict the sum by stipulating that the indices k and k ′ be different because the summand evidently vanishes when we set k = k ′ . In other words, choosing the same power of y from any two rows yields a contribution of 0. It follows that the only possible values of ℓ are the triangular numbers κ j for each j ∈ {0, . . . , m − 2}, and it further follows that the smallest j so that Ξ i has a nonzero term proportional to x j y ℓ is j = κ m−2−j + max{0, i − j − 1}, which confirms that the x κ m−2−j +max{0,i−j−1} y κ j is a root of Ξ i . Thus, we have the proposition.
Remark 28. It is not easy to determine the actual expressions for γ ij from the proof of Proposition 27, but doing so is unnecessary for our purposes. All we need is the following fact: the constant term of each γ ij is a polynomial in the constant terms of the coefficients α
k0 and the constant term of β
0k . Thus, each γ ij is a polynomial in the coefficients a (n) k0 and a (n) 0k for k ∈ {0, . . . , m − 1} of the original analytic-local germs g 1 , . . . , g m−1 . In particular, the constant terms of all of the γ ij 's depend on only finitely many of the coefficients of of the germs g 1 , . . . , g m−1 . 5.1.5. Finishing Up. We are now ready to combine the results from previous steps to compute the automatic degeneracy AD m (xy).
Lemma 29.
We have that
with equality achieved for a general choice of a (n) k0 and a
Proof. We know that I m g (xy) is generated by the minors Ξ 1 , . . . , Ξ m whose root expansions we determined in Proposition 27. Observe that for each i ∈ {1, . . . , m − 1}, the relation Ξ = 0 can be expressed as a relation on the monomials x κ m−2−j y κ j for each j ∈ {0, . . . , m − 2} with coefficient given by γ ij · x max{0,i−j−1} . Thus, we may view the relations Ξ i = 0 for i ∈ {1, . . . , m − 1} as a system of equations in the variables x κ m−2−j y κ j ; putting this system into matrix form yields
. . .
To solve the above system of equations, all we need to do is put the associated augmented matrix into row echelon form. After doing this, the first m − 2 entries of the last row are 0, so as long as the constant term of γ (m−1)(m−2) is nonzero, so that γ (m−1)(m−2) is a unit, we deduce that y κ m−2 = 0. Going up one row, the first m − 3 entries of the second-to-last row are 0, so as long as γ (m−2)(m−3) is a unit, we deduce that x κ 1 y κ m−3 = 0. Continuing inductively in this manner, we deduce that x κ m−2−j y κ j = 0 as long as γ (i+1)i is a unit for each i ∈ {0, . . . , m − 2}. By Remark 28, this condition on the γ (i+1)i 's will be satisfied for a general choice of the coefficients a 0k is satisfied, and this implies the equality of dimensions in the statement of the lemma. If the generality condition is not satisfied, then not all of the monomials x κ m−2−j y κ j may be 0, so the dimension of R/I m g (xy) may be larger, giving the desired inequality.
Given the result of Lemma 29, we are finally ready to compute the automatic degeneracy in the nodal case.
Lemma 30. We have that
Proof. Clearly, there is a unique basis of
with the property that each basis vector is a monomial in x and y. This basis may be equivalently described as follows: consider the directed graph Z ≥0 × Z ≥0 , and remove all nodes that either are equal to or are children of the nodes (κ m−2−j , κ j ) for j ∈ {0, . . . , m − 2}. Then the number of nodes that remain in the graph is the desired dimension.
To compute the number of remaining nodes, we sum the number that remain in the "ray" of nodes of the form (−, ℓ) over ℓ ∈ {0, . . . , κ m−2 − 1}. This sum is most easily computed by splitting it into the chunks κ j ≤ ℓ ≤ κ j+1 − 1 for j ∈ {0, . . . , m − 3}: indeed, for each ℓ in this interval, the number of nodes that remain in the corresponding "ray" is simply κ m−2−j . Thus, the total number of nodes that remain is simply . This concludes the proof of Theorem 21.
Higher-Order Singularities.
Repeating the analysis performed in § 5.1 for a nodal singularity is next to impossible for higher-order singularities. Indeed, the proof of Theorem 21 involved many laborious computations that were specific to the local equation f = xy, and it is unclear as to how to reproduce them for any other choice of f. In this section, we pursue two different approaches to the problem of calculating automatic degeneracies associated to higher-order singularities.
A Direct Approach.
Although it is challenging to compute AD m (f) for arbitrary m and f, the problem becomes somewhat easier if we fix the value of m and the singularity type f. In what follows, we shall provide an "algorithm" for finding a basis of P m (f) ∨∨ given a specific choice of m and f. It should then be possible -at least theoretically speaking -for a computer to calculate the value of AD m (f).
Fix a positive integer m and f ∈ R. Recall that
To simplify notation a bit, set a = u − x and b = v − y. Then the relations (u − x) i (v − y) m−i = 0 can be more compactly written as a i b j = 0; moreover, we can express the relation f(u, v) − f(x, y) = 0 in terms of a, b by Taylor expanding f(u, v) at the point (u, v) = (x, y), which we do as follows:
Now, notice that if we multiply equation (10) by a i b m−2−i , we obtain the relations
for any i ∈ {0, . . . , m − 2}.
Suppose φ ∈ P m (f) ∨ is any functional. One readily checks that the relations in (11) imply that
for each i ∈ {0, . . . , m − 2}, where c ∈ R is some power series. We now assume that there exists a functional φ m ∈ P m (f) ∨ satisfying c = 1. To prove that this assumption holds for our given choice of m and f, we would have to multiply the relation in (10) by monomials in a, b of degree less than or equal to m − 3 and determine the resulting conditions on the values of φ(a i b j ) for i + j < m − 1. This is precisely what makes the computation of automatic degeneracies for higher order singularities so challenging -it is difficult to solve all of the relations imposed by multiples of (11) to determine the existence of φ m . Suppose we have verified that such a map φ i exists for each i ∈ {1, . . . , m}. Notice that we can view φ i ∈ P i (f) ∨ as a functional in P m (f) ∨ by stipulating that φ i (a j b k ) = 0 whenever j + k ≥ i. It is then easy to check that the list (φ 1 , . . . , φ m ) forms a basis for P m (f) ∨ ; taking the dual basis gives a basis for P m (f) ∨∨ . We can then write down the matrix (which we denoted M m g in § 4) whose degeneracy locus we want to determine, and we can use a computer algebra system like Macaulay to compute the length of the vanishing locus of the (m − 1) × (m − 1) minors of M m g . In the following example, we illustrate how to execute this process for m = 4 and f = y 2 − x n where n ∈ {3, 4}.
Example 31. Suppose we want to determine the number of hyperflexes in an admissible family of curves, where the singular fibers are now allowed to be cuspidal. Recall that a cusp singularity is cut out analytically locally by f = y 2 − x 3 . We are thus interested in understanding the R-module P 4 (y 2 − x 3 ). By following the "algorithm" described above, it is possible to show that the maps φ i for i ∈ {1, 2, 3, 4} defined as follows form a basis for P 4 (y 2 − x 3 ): letting g = 3 i,j=0 c ij · a i b j ∈ P 4 (y 2 − x 3 ), we have φ 1 (g) = a 00 , φ 2 (g) = a 10 · 2y + a 01 · 3x 2 , Taking the duals of the above functionals as a basis for P 4 (y 2 − x 3 ) ∨∨ and using Macaulay to compute the automatic degeneracy, we find that
We can do the same sort of analysis for the case where the singularity is a tacnode, so that it is cut out by f = y 2 − x 4 . In that case, one checks that the maps φ i for i ∈ {1, 2, 3, 4} defined as follows form a basis for P 4 (y 2 − x 4 ): Once again, aking the duals of the above functionals as a basis for P 4 (y 2 − x 4 ) ∨∨ and using Macaulay to compute the automatic degeneracy, we find that AD 4 (y 2 − x 4 ) = 17.
Singularities as Limits of Nodes.
In Example 31, we showed that AD 4 (y 2 − x 3 ) = 10, but notice that AD 4 (xy) = 4 + 1 4 = 5. Since 10 = 2 · 5, it is natural to wonder whether there is any reason to expect the value of AD m (y 2 − x 3 ) to be twice (or if not twice, then some other integer multiple) the value of AD m (xy) for each m. This sort of reasoning leads to the following idea: although we cannot directly compute the automatic degeneracy associated to an arbitrary plane curve singularity, maybe we can relate it to the automatic degeneracy of a nodal singularity, which we understand very well. To accomplish this, we introduce the following definition.
Definition 32. Given the analytic-local germ f ∈ R of an isolated plane curve singularity, we define µ f := R/(f x , f y ) to be the Milnor number of f.
It turns out that the Milnor number µ f measures the "nodality" of a plane curve singularity with analytic-local equation given by f, in the sense that µ f is the the number of nodes converging to the singularity in the associated versal deformation space. The following corollary of Theorem 21 tells us how the automatic degeneracy associated to a singularity grows with its nodality.
Corollary 33. Retain the setting of Definition 32. We have the inequality
Proof. This follows by an upper-semicontinuity argument and from the fact that the Milnor number µ f is equal to the number of nodes limiting to the singularity f in a general perturbation.
Let X/S be a family of curves, where dim X = 3 and dim S = 2, and view S as a family over a base B with dim B = 1. Suppose that the fiber of X over the general point of B is an admissible family of curves such that its singular fibers are only nodal, but that the fiber of a point b 0 ∈ B is an admissible family of curves with some member having a singularity x cut out analytic-locally by f. In other words, X/B is a family of families of curves.
The sheaf of invincible parts P m X/S (V) ∨∨ restricts to the sheaf of invincible parts for each family of curves parametrized by B. This follows from the identification of the sheaf of invincible parts with the Wronski algebra system for X/S.
We now consider m − 1 general local functions g 1 , ..., g m−1 in the local ring O X,x . This tuple induces a map of O X,x -modules
where completions are taken with respect to the maximal ideal of x. Let Z ⊂ Spec O X,x denote the degeneracy scheme of φ. by Theorem 21. (We apply Theorem 21 while working over the field k((t)).) Thus, the total scheme-theoretic length of Z → Spec O B,b 0 over the point η is greater than or equal to µ f · m+1 4 . We conclude by upper-semicontinuity that the scheme theoretic length of the preimage of b 0 in Z is greater than or equal to µ f · m+1 4 . Observe that the preimage of b 0 in Z is the automatic degeneracy scheme of φ for the family of curves over b 0 at the singularity x. (The completion at x does not matter as this scheme is finite.) The corollary follows.
It follows from Corollary 33 that the quantity
is a nonnegative integer function of m that is canonically associated to the isomorphism class of the singularity. We have therefore come across what might just be a new invariant of plane curve singularities.
Geometrically, we can interpret the invariant quantity in (12) as the number of m thorder inflection points converging at the singularity. In the case of hyperflexes and the tacnode f = y 2 − x 4 , the Milnor number is µ f = 3, so the automatic degeneracy needs to be at least 3 · 5 = 15 by Corollary 33, and accordingly, Example 31 tells us that the automatic degeneracy is 17. The invariant quantity in (12) is equal to 17 − 15 = 2 in this case, so we conclude that a tacnode "counts as two hyperflexes."
To conclude our discussion of automatic degeneracies, we make one final point. In the case of a nodal singularity, the automatic degeneracy was a polynomial in m of degree 4. It is natural to wonder whether a similar such result holds for an arbitrary plane curve singularity, so we pose the following question for future research. 
APPLICATIONS
In this section, we apply our results on automatic degeneracy to study the four problems described in § 1.2.
6.1. Counting Hyperflexes, At Last. We are at last ready to reap the benefits of our efforts to compute the automatic degeneracy in the nodal case by determining the number of hyperflexes in a general pencil of plane curves. To do this, we begin by recalling some notation from the second part of § 2.2, where we discussed the results of Ran. Let X/B be an admissible 1-parameter family, and let Γ ⊂ X be the the locus of singular points of fibers of the family. Note that Γ is a finite collection, and suppose for each p ∈ Γ that the analytic-local function cutting out the singularity at p is given by f p ∈ R. We want to compute the Chern class c 2 (P m X/B (L)) minus the contributions arising from the singular points; as long as we make the generality assumption stated in Remark 20, we know that the contribution from the singular points is given by
If every one of the singular points is nodal and if δ = #(Γ ), then by Theorem 21, we have that the contribution from the singular points is m + 1 4 · δ, so subtracting this from aforementioned Chern class (which we computed in Proposition 14) yields that
which is precisely the formula obtained by Ran in Theorem 8! The fact that we have recovered Ran's formula here suggests that the generality assumption we are relying on is probably valid, although it is not easy to directly prove its validity.
All that remains is to apply the formula to the case where X/B is a pencil of plane curves of degree d and L = O X (1). We first need to provide an explicit construction of the pencil. Clearly the base is B = P 1 k . Now, suppose the pencil is generated by two homogeneous degree-d polynomials F, G ∈ k[X 0 , X 1 , X 2 ]. Consider the rational map
The map π ′ is not defined at the common vanishing locus D of F, G; if the pencil is chosen to be sufficiently general, then D is the union of d 2 reduced points. It follows that if we take X = Bl D P 2 k to be the blowup of P 2 k along the locus D, then the rational map π ′ defined above extends to a morphism π : X → B. Furthermore, it is clear that the fiber of π above a point [s : t] ∈ B = P 1 k is just the vanishing locus in P 2 k of the homogeneous degree-d polynomial t · F − s · G, so the fibers of the family X/B are precisely the curves that constitute the pencil generated by F, G. Now that we have explicitly constructed our pencil, we need to work out the degrees of the Chern classes c 1 (L) 2 , c 1 (L)c 1 (ω X/B ), c 1 (ω X/B ) 2 ∈ A 0 (X). Let φ : X → P 2 k be the map embedding the fibers of the family in the plane (which we now know to be given by the blowdown map Bl D P 2 k → P 2 k ). By the compatibility of Chern classes with pullbacks, we know that
We then have that
By [EH16, part (b) of Proposition 2.19], we have that (φ * ζ) 2 = φ * (ζ 2 ), so since ζ 2 is the class of a point, it follows that deg φ * (ζ) 2 = 1. Thus, we deduce that
Let us now work out c 1 (ω X/B ). We know from [HM98, p. 84] 
where E is the class of the exceptional locus. For the same reason, we know that K B is −2 times the class of a point in the base, so its pullback π * K B is −2 times the class of a curve in the family, which is d · (φ * ζ) − E, so π * K B = −2d · (φ * ζ) + 2E. It follows that
Since a general line in P 2 k fails to meet the locus D that we have blown up, it follows that (φ * ζ) · E = 0. Also, by [EH16,  
Substituting these expressions in to our formula (13) and using the fact that δ = 3(d − 1) 2 (see [EH16, Proposition 7 .4] for the proof), we find that
Substituting in m = 4 to obtain the count for hyperflexes gives 6(d − 3)(3d − 2), which agrees with the result from § 2.2.1. For arbitrary m, the quantity in (14) denotes the number of points at which the members of a general pencil of curves of degree d in P m−2 k have contact of order at least m with a hyperplane. 6.2. Septactic Points in a Pencil. We now apply the formula (13) in an interesting example that, to our knowledge, has not been worked out before:
Example 35. Let C be a smooth plane curves of degree d ≥ 3. A point p ∈ C is said to be a septactic point if there exists a smooth conic curve D ⊂ P 2 k with the property that mult p (C, D) ≥ 7. It is easy to see that p is septactic if and only if it is an inflection point with ramification sequence (0, 0, 0, 0, 0, 2) of the 5-dimensional linear system (L, W), where L = O C (2) and W denotes the vector subspace of Γ (O C (2)) generated by the pullbacks of global sections of O P 2 k (2). Now let X/B be a general pencil of plane curves of degree d. By analogy with the fact that a family of curves acquires hyperflexes while individual curves generally only have flexes, we claim that there are finitely many septactic points in the fibers of the family, although individual curves generally only have sextactic points. Assuming that the locus of septactic points is reduced, the number of such points should be given by (13), where we take L = O X (2) and m = 7. Repeating the calculation of § 6.1 with this choice of L and m yields
The doubled tangent line at a hyperflex meets the curve with intersection multiplicity 8 at the hyperflex, and so each hyperflex contributes to the above formula with multiplicity 2. Thus, we need to subtract off 2 times the number of hyperflexes (see § 2.2.1 for this number) to obtain the count of septatic points:
6.3. Flexes and Degenerations. Our work with automatic degeneracy also has the power to tell us about the analytic-local geometry of the divisor of weight-1 inflection points of a linear system on a family of curves acquiring a nodal singularity. To see how this works, let X/B be an admissible 1-parameter family of curves in P r k acquiring a nodal singularity at a point p ∈ X in the fiber X π(p) . Consider the linear system (L, W) on X obtained by taking L = O X (1) and W to be the vector subspace of Γ (O X (1)) generated by the pull-backs of global sections of O P r k (1). The locus of points in X that are weight-1 inflection points of the restrictions of (L, W) to the fibers of the family is given by the degeneracy locus of r + 1 general sections of the sheaf of invincible parts P for some coefficients γ i that are "general" as long as we make the assumption stated in Remark 20. Interestingly enough, the expression in (15) can be factored as follows:
for some coefficients α i , β i . We therefore arrive at the following theorem:
Theorem 36. Retain the above setting. Analytically-locally, the degeneracy locus of r + 1 general sections of the sheaf of invincible parts P r+1 X/B (L) ∨∨ is given by the reduced union of r hypercuspidal branches defined by equations of the form y r+1−i = x i for i ∈ {1, . . . , r}.
Remark 37. The result of Theorem 36 was first proven by S. Cautis in [Cau06, Theorem 3.25], although he used an entirely different approach involving monodromy in families of curves. Our method is more straightforward (in the sense that it is a direct local calculation), but perhaps less conceptual.
6.4. Weierstrass Divisors. In this section, we apply our result on automatic degeneracy to compute the divisors of weight-2 Weierstrass points of arbitrary order on M g . 6.4.1. Preliminary Calculations. Let X/B be an admissible 1-parameter family of curves of genus g. If C ⊂ X is a smooth fiber of the family, then we have a linear system (L, W) on C given by taking L = (Ω 1 C ) ⊗n and W = Γ (L). We want to study the two kinds (type (a) and type (b)) of weight-2 Weierstrass points of C.
Let us first handle the case of type (a) Weierstrass points. Given a point p ∈ C, notice that p is a type (a) Weierstrass point if and only if there exists a global section σ ∈ W vanishing to order (dim k W) + 1 along C at p. For convenience, let m = dim k W + 1. If we consider the natural map
, we want the image of σ to be equal to the 0 section. The question is: how do we fit the maps in (16) together over all fibers of the family? Fortunately, it turns out that the vector bundle π * (π * ω X/B ) has the property that its fiber at a point p ∈ X is given by
), and we know that the fiber at p of the principal parts sheaf
, so by fitting together the maps in (16) fiber-by-fiber, we obtain the following map of sheaves:
is not locally free because our family may have singular fibers, but we can apply the strategy of passing to invincible parts. To do this, we simply work with the composite map
which is a map of vector bundles because the sheaves of invincible parts are locally free. The locus of type (a) Weierstrass points is then given by excising the contributions of
To compute the number of type (a) Weierstrass points in the fibers of the family X/B, all we need to do is take the degree of the class [D m−2 (φ ′ )] computed above and subtract off the automatic degeneracy at the singularities. In this case, the automatic degeneracy is given by p∈Γ AD m (f p ), where the locus of singularities is denoted Γ , and f p denotes the analytic-local equation of the singularity at p ∈ Γ . We have basically already computed the second term of (17) while studying type (a) Weierstrass points. Indeed, one merely needs to make the replacement m m − 2, which yields that Now, it is a simple matter to find the number of type (b) Weierstrass points in the family: all one does is take the degree of the class [D m−3 (ψ)] calculated above and subtract off the automatic degeneracy at the singular points of the fibers. In this case, however, the automatic degeneracy at a point p ∈ Γ is not simply given by AD m−2 (f p ). Indeed, the definition and computation of automatic degeneracy performed in § 3 and § 4 is for maps from rank-(m − 1) to rank-m vector bundles, but in this case we have a map from a rank- The argument is a simple modification of that used in the proof § 5.1. Indeed, the (m − 2) × (m − 2) minors of the matrix corresponding to the map ψ are all of the same form, and assuming a generality condition of the type stated in Remark 20, these minors give m − 1 relations on the monomials x κ m−3−j y κ j , so all of these monomials must be in the ideal cutting out the degeneracy scheme. The claimed equality (18) then follows from Lemma 30.
6.4.2.
A Bit of Notation. Let g ≥ 2 be an integer, and let M g be the coarse moduli space of stable curves of genus g It turns out that it is possible to develop a notion of intersection theory on M g , as well as on the universal family C g over M g whose fiber over a point is the corresponding curve. Of particular interest in the Chow rings of M g and C g are certain divisor classes, which Mumford defines as follows: taking π : C g → M g to be the obvious projection map, we have
• κ = π * (K 2 ) ∈ A 1 (M g ) ⊗ Q called the tautological class; and • λ = c 1 (π * ω C g /M g ) ∈ A 1 (M g ) ⊗ Q, a class called the Hodge class.
• δ i ∈ A 1 (M g ) ⊗ Q for i ∈ {0, . . . , ⌊g/2⌋} corresponding to loci of singular curves: roughly speaking, δ 0 is the class of irreducible curves with a nodal singularity, and δ i for i > 0 is the class of curves with a nodal singularity that disconnects the curve into two pieces, one of genus i and the other of genus g − i.
The above classes satisfy the following important relations that we shall make use of:
• κ = 12λ − i δ i , called the Mumford relation; and • π * (K · π * λ) = (2g − 2)λ.
6.4.3.
Computing the Divisor Classes. In § 6.4.1, we computed (under certain generality assumptions) the number of type (a) and type (b) Weierstrass points in the fibers of an admissible family of curves X/B. In particular, for any such family, there is a divisor on the base B such that for every point in the support of the divisor, the corresponding fibers have type (a) or (b) Weierstrass points. Suppose now that the fibers of the family X/B have only nodal singularities. By making the replacements
we deduce that the locus of curves with a type (a) Weierstrass point forms a divisor on M g , and so does the locus of curves with a type (b) Weierstrass point. denotes the class of singular points in the fibers of X/B with the property that the containing fiber is a reducible union of two curves, one of genus i and the other of genus g − i, then all we need to do is make the replacements (c 1 (ω X/B ) K, c 1 (π * ω X/B ) λ, δ i δ i ) and apply the relations described in § 6.4.2 to simplify our answers.
Remark 39. Before we proceed, there is one caveat: the analysis in § 6.4.1 depends on the fact that the fibers of our family are irreducible, so we can only really solve for the λ and δ 0 terms in the Chow classes of W (a) and W (b) . The issue is that when the singular fibers are reducible, the maps φ ′ , ψ defined in § 6.4.1 degenerate along entire irreducible components of the singular fibers, so the degeneracy loci of these maps fail to have the codimension required for Porteous' formula to apply. A version of Porteous' formula exists for maps that have such "excess degeneracy" (indeed, see [Ful98, Example 14.4 .7]), but it is quite a ways more complicated than the basic version stated in [EH16, Theorem 12.4]. In [Ble12] , this special version of Porteous' formula was applied to compute the δ 1 term for the divisor of hyperellitpic curves in M 3 , but the analysis therein is ad hoc and does not readily generalize to treating the case of arbitrary genus. method we described above was employed by Esteves in [Est16] to compute the class of the locus of hyperelliptic curves in M 3 . The key advantage of our method of computing these Weierstrass divisors is that it is more general and more direct, requiring minimal use of ad hoc techniques that only work in a specific genus.
