Multicast communication, in which the same message is delivered from a source node to an arbitrary number of destination nodes, is being increasingly demanded in parallel computing. System supported multicast services can potentially o er improved performance, increased functionality, and simpli ed programming, and may in turn be used to support various higher-level operations for data movement and global process control.
1 Introduction multicast implementation in a class of architectures characterized by four important properties described below.
First, their topologies are n-dimensional meshes. Formally, an n-dimensional mesh has k 0 k 1 k n?2 k n?1 nodes, with k i nodes along each dimension i, where k i 2 and 0 i n?1. Each node x is identi ed by n coordinates, n?1 (x) n?2 (x) : : : 0 (x), where 0 i (x) k i ? 1 for 0 i n ? 1. Two nodes x and y are neighbors if and only if i (x) = i (y) for all i, 0 i n ? 1, except one, j, where j j (y) ? j (x)j = 1. Several popular topologies for scalable architectures are special cases of the n-dimensional mesh, including the 2D mesh, 3D mesh, and hypercube (k i = 2 for all i).
Second, in order to reduce network latency and minimize bu er requirements, these systems use the wormhole routing switching strategy 10]. In wormhole routing, a message is divided into a number of its for transmission. The header it of a message governs the route, and the remaining its follow in a pipeline fashion. An important feature of wormhole routing is that the network latency is distance-insensitive when there is no channel contention 9].
Third, communication among nodes is handled by a separate router. As shown in Figure 1 , several pairs of external channels connect the router to neighboring routers; the pattern in which the external channels are connected de nes the network topology. The router can relay multiple messages simultaneously, provided that each incoming message requires a unique outgoing channel. In addition, two messages may be transmitted simultaneously in opposite directions between neighboring routers.
Each router is connected to its local processor/memory by one or more pairs of internal channels. One channel of each pair is for input, the other for output. The fourth distinguishing characteristic of the class of architectures considered in this paper is that each node possesses exactly one pair of internal channels, as shown in Figure 1 , resulting in the so-called \one-port communication architecture " 11] . A major consequence of a one-port architecture is that the local processor must transmit (receive) messages sequentially. Although additional pairs of internal channels can be used to increase communication capacity, the one-port architecture is characteristic of many systems.
Wormhole-routed, n-dimensional mesh architectures include the Symult 2010 8], Intel Touchstone DELTA 12] , Intel Paragon, which use a 2D mesh topology; the MIT J-machine 13] and Caltech MOSAIC, which use a 3D mesh; and the nCUBE- 2 7] and nCUBE- 3 14] , which use a hypercube. In wormhole-routed networks that support only unicast communication, all communication operations must be implemented in software by sending one or more unicast messages. For instance, a multicast operation may be implemented by sending a separate copy of the message from the source to every destination. Depending on the number of destinations, such separate addressing may require excessive time, particularly in a one-port architecture in which a local processor may send only one message at a time. Performance may be improved by organizing the unicast messages as a multicast tree, whereby the source node sends the message directly to a subset of the destinations, each of which forwards the message to one or more other destinations. Eventually, all destinations will receive the message.
The potential advantage of tree-based communication is apparent from the observed performance of various broadcast methods. addressing and a multicast tree (speci cally, the well-known spanning binomial tree 16]) algorithm for subcubes of di erent sizes on a 64-node nCUBE-2. The message length is xed at 100 bytes. The tree approach o ers substantial performance improvement over separate addressing.
Which types of communication trees should be used depends on the switching strategy and unicast routing algorithm. A good multicast tree involves no local processors other than the source and destination processors, exploits the distance-insensitivity of wormhole routing, and is of minimum height, speci cally, height k = dlog 2 (m)e for m ? 1 destination nodes. Another key requirement is that there be no channel contention among the constituent messages of the multicast, that is, two unicast messages involved should not simultaneously require the same channel. Addressing the practical consideration of channel contention among the constituent messages of multicast operations, and the theory behind the resultant algorithms, distinguishes the approach presented in this paper from previous investigations. How to achieve these goals depends on the switching strategy and unicast routing algorithm of the MPC.
Unicast routing can be classi ed as deterministic or adaptive. In deterministic routing, the path is completely determined by the source and destination addresses. This method is also referred to as oblivious routing. A routing technique is adaptive if, for a given source and destination, which path is taken by a particular packet depends on dynamic network conditions, such as the presence of faulty or congested channels.
A great deal of research has been conducted in the last few years on the subject of adaptive wormhole routing algorithms. Deadlock avoidance is the key issue in the design of such algorithms. A deadlock occurs when two or more messages are delayed forever due to a cyclic dependency among their requested resources. Because blocked wormhole-routed messages are not bu ered and therefore cannot be removed from the network, cyclic dependencies with respect to channel usage must be avoided in order to avoid deadlock. Numerous deadlock-free adaptive unicast routing methods have also been proposed 17, 18, 19, 20, 21, 22, 23] . One class of algorithms requires additional (virtual) channels 24] to support the adaptive routing 17, 18, 22] . In this method, the multicomputer network is partitioned into several disjoint acyclic subnetworks, with each subnetwork containing channels that form all of the shortest paths from one node to some other nodes. Recently, several groups have developed adaptive routing algorithms that use only a modest number of virtual channels per physical channel 19, 21, 23] . Another method for adaptive unicast wormhole routing is the turn model 20], which involves analysis of the cycles that can be formed when messages change direction. Cycles are avoided by prohibiting certain \turns," producing a partially adaptive routing algorithm that does not require virtual channels. For a survey of wormhole routing in direct networks, please refer to 9].
In spite of the potential bene ts of adaptive wormhole routing, most commercial systems simply use a deterministic routing algorithm that avoids deadlock by imposing an order in which resources, such as channels and bu ers, must be acquired by messages. For example, dimension-ordered routing 25] has been adopted in many wormhole-routed n-dimensional mesh systems. In this approach, freedom from deadlock is guaranteed by enforcing a strictly monotonic order on the dimensions of the network traversed by each message. Special cases of dimension-ordered routing include E-cube routing and XY routing for the hypercube and 2D mesh topologies, respectively 9]. Although the user has no control over the routing of individual messages, the designer of a unicastbased collective operation may be able to reduce or eliminate channel contention by accounting for the routing algorithm when de ning the set of unicast messages and the order in which they are transmitted.
The following (small-scale) example illustrates the issues and di culties involved in implementing e cient multicast communication wormhole-routed networks that use dimension-ordered routing. Consider the 4 4 2D mesh in Figure 3 , and suppose that a multicast message is to be sent from node (2; 1) to seven destinations, (0,0), (1,0), (2,0), (1, 1) , (1, 2) , (3, 2) , and (1, 3) . In early direct network systems that used store-and-forward switching, the procedure shown in Figure 4 (a) could be used. At step 1, the source sends the message to node (1; 1). At step 2, nodes (2; 1) and (1; 1) inform nodes (2; 0) and (1; 2), respectively. Continuing in this fashion, this implementation requires 4 steps to reach all destinations. Node (2; 2) is required to relay the message, even though it is not a destination. Using the same routing strategy in a wormhole-routed network also requires 4 steps, as shown in Figure 4 (b). In this case, however, only the router at node (2; 2) is involved in forwarding the message. Hence, the message may be passed from (2; 1) to (3; 2) in one step, and no local processors other than the source and destinations are involved in sending the message.
In Figure 4 (c), the branches of the tree are rearranged to take advantage of the distance insensitivity of wormhole routing. The local processor at each destination receives the message exactly once, although the routers at some other intermediate nodes are involved in the multicast. Using this method, the number of steps is apparently reduced to 3. However, closer inspection reveals that the messages sent from node (1; 0) to node (1; 2) and from node (2; 1) to node (1; 3) in step 3 use a common channel, namely, the (1; 1)-to-(1; 2) channel. Consequently, these two unicasts cannot take place during the same step. Since one of the messages will be blocked until the other completes, again, this tree actually requires 4 steps.
This situation is recti ed in Figure 4 (d), where only 3 steps are required. No local processors other than the source and destinations are involved, and the messages sent within a particular step do not contend for common channels. In practice, however, the message passing steps of the multicast operation may not be ideally synchronized, and contention may arise among messages
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[2] Figure 4 . Unicast-based software multicast trees sent in di erent steps. As indicated in Section 2, startup latency includes system call time at both the source and destination nodes; these latencies are termed the sending latency, t S , and receiving latency, t R , respectively. Depending on the values of these latencies and that of the network latency, t N , messages can be sent concurrently, but in di erent steps. In Figure 4 (d), for example, the message sent from node (2; 1) to node (1; 0) in the rst step leaves the source at time t S , having incurred sending latency at that node, and enters node (1; 0) at time t S + t N . The message incurs receiving latency at node (1; 0), which then forwards a copy of the message in the second step to node (1; 2). After another sending latency, the message leaves node (1; 0) at time 2t S + t R + t N . In the second step, the source node (2; 1) incurs another sending latency when it sends to node (3; 2). In the third step, when the source sends to node (1; 3), that message begins entering the network at time 3t S . Now consider a scenario in which t S = 2t R = 2t N . Under these conditions, the message from node (1; 0) to (1; 2) and the message from node (2; 1) to (1; 3) enter the network at the same time, 3t S , and contention will occur on the (1; 1)-to-(1; 2) channel. The multicast tree in Figure 4 (e), which is based on the methods presented in the following sections, is contention-free regardless of message length or startup latency.
Theoretical Results
In order to formally describe unicast-based multicast services, the underlying topology of the network can be represented by a directed graph, or digraph, G(V; E) with the node set V (G) and the arc set E(G). A node u 2 V (G) represents the processor u with its router, and an arc (u; v) 2 E(G) represents the unidirectional link from router u to router v. Since the systems considered in this paper support the simultaneous transmission of messages between two adjacent nodes, the digraphs used to represent such systems are symmetric, that is, for every arc (u; v) 2 E(G), the arc (v; u) 2 E(G A unicast operation can be de ned as an ordered quadruple (u; v; P(u; v); t), where u and v are the source and destination nodes respectively, P(u; v) is a given (u; v)-ditrail in G over which the message will be routed, and t is the message-passing step at which the unicast is to take place. In this paper, it is assumed that each unicast operation requires one unit of time whose duration is independent of the path length. This assumption is reasonable for multicasting in present wormholerouted systems because (1) all copies of the multicast message are the same length; (2) the latency of short messages is dominated by the startup latency; and (3) the latency of long messages is dominated by the network latency, which is insensitive to path length. As a result, a unicast that begins with step t should terminate at step t + 1.
In modeling a one-port architecture, where a node may send (receive) only one message at a time, two unicasts (u; v; P(u; v); t) and (x; y; P(x; y); ), with t = , are called feasible if nodes u, v, x, and y are all distinct. Feasibility implies that the two messages will not contend for the same internal channel, or port. A set of unicasts U t = f(u 1 ; v 1 ; P(u 1 ; v 1 ); t); (u 2 ; v 2 ; P(u 2 ; v 2 ); t); : : :; (u k ; v k ; P(u k ; v k ); t)g, whose members are pairwise feasible, is called a feasible unicast set. A multicast request can be represented by a set M = fd 0 ; d 1 3. For every unicast (u; v; P(u; v); t) 2 U t , 1 < t k, there must exist a set U j with j < t which has (w; u; P(w; u); j) as a member for some node w. The rst condition in De nition 1 guarantees that only the source and destination processors of the given message are involved in the implementation; other local processors in the system are una ected, although their routers may be required to relay the message. The second condition states that the rst step of the implementation involves a single unicast from the source to one of the destinations. The third condition ensures that a destination processor has received the message before it may forward the message to another destination processor. Finally, the forth condition guarantees that every destination processor receives the message exactly once.
As de ned above, any implementation will require at least dlog 2 me steps to reach m ? 1 destinations. That is, using the above formulation, there does not exist an I(M) with k < dlog 2 me. This can be seen by observing that the de nition of a unicast set and Condition 3 above imply that the total number of destinations receiving the message cannot increase by more than a factor of two during each step. An implementation requiring exactly dlog 2 me steps is referred to as a minimumtime implementation. A natural question at this stage is the following: Given an arbitrary multicast request M, does there exist a minimum-time implementation I(M) such that channel contention among the constituent messages is avoided? This question is addressed by considering separately contention among messages sent in the same step and contention among messages sent in di erent steps, but which may be transmitted concurrently due to startup latency.
Two feasible unicast operations (u; v; P(u; v); t) and (x; y; P(x; y); ), with t = , are called stepwise contention-free if the ditrails P(u; v) and P(x; y) are arc-disjoint. A multicast implementation is called stepwise contention-free if the elements in each unicast set U i are pairwise stepwise contention-free. For example, the multicast trees in Figures 4 (d-e) are stepwise contention-free.
Given a source and a destination pair, there may exist many routes between them. If any of the routes may be taken, the system is said to use free routing. Otherwise, routing is said to be restricted. Clearly, contention is more easily avoided in a system that supports free routing than in one that supports restricted routing. In fact, if the system supports free routing, then a stepwise contention-free multicast implementation can be found for any source and destination set, regardless of topology. Proof (sketch): The proof is done by construction. According to the MPC model described above, the digraph G(V; E) is both strongly connected and symmetric. A strongly connected digraph G is Eulerian if it contains an Euler ditrail, that is, a ditrail that visits every edge in the digraph exactly once. It is known that a strongly connected digraph is Eulerian if and only if the in-degree of each node equals the out-degree of that node, a property that is true of G since it is symmetric. As a consequence, there must exist a ditrail T in G with origin d 0 , which traverses every edge in G exactly once, and therefore which traverses every destination in M at least once. This ditrail T will be used for routing unicast messages, that is, every unicast message in the implementation will be sent along the route corresponding to T . Figure 5 illustrates the rst three steps of an implementation. Without loss of generality, assume that m = 2 k for some k and consider the rst occurrence of each destination along T . (In case of 2 k?1 < m < 2 k , add the appropriate number of \dummy" destinations to M, and assume that they are at the end of T .) In the rst step of the multicast implementation, node d 0 sends a copy of message along T to node d m=2 . In the second step, node d 0 sends a copy of message to node d m=4 , while node d m=2 sends a copy of message to node d 3m=4 , with both messages traveling along T . In the third step, node d 0 sends node d m=8 , node d m=4 sends node d 3m=8 , node d m=2 sends node d 5m=8 , and node d 3m=4 sends node d 7m=8 , This recursive doubling process continues until all destinations will have received the message.
(b) One unicast in step 1 (c) Two unicasts in step 2 [2] (d) Four unicasts in step 3 [3] [3]
Eulerian ditrail
Figure 5. Multicast implementation using Euler ditrail
It is not di cult to verify that the sequence of unicast messages is an implementation I(M) of the multicast request M, as it satis es all the conditions given in De nition 1. Furthermore, since the implementation completes in k = log 2 m steps, it is a minimum-time implementation. Now we consider the potential for contention among the unicast messages constituting the multicast implementation. Those messages transmitted in di erent steps are stepwise contention-free by de nition. Those messages that are transmitted during the same step are arc-disjoint, since each message uses channels in a di erent segment of the ditrail T . Therefore, the implementation is stepwise contention-free. This completes the proof of the theorem.
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Theorem 1 applies to any wormhole routed MPC whose topology can be modeled with a symmetric digraph. In other words, if a message is allowed to follow any route to its destination, then a multicast \tree" can be constructed such that the constituent messages are stepwise contentionfree and such that, after dlog 2 me steps, all destinations will have received the message. Of course, practical wormhole-routed systems do not permit free routing, which would risk deadlock. However, Sections 5 through 7 will show how the same basic strategy can be used to construct minimumtime multicast implementations in some popular topologies, even though the underlying routing is restricted.
Besides restrictions on underlying routing algorithms, other practical considerations arise in implementations of multicast for actual parallel systems. As illustrated in Figure 4(d) , even though an implementation may be stepwise contention-free, contention may still arise if the network latency is small and the receiving latency is large, causing unicasts in di erent steps to actually be sent simultaneously. This condition is possible in commercial systems, where the sending and receiving latencies may be much greater than the network latency of a message. In order to study contention between messages sent in di erent steps, the de nition of the the reachable set is needed.
De nition 2 Given a multicast implementation I(M) = fU 1 ; U 2 ; : : :; U k g, a node v is in the reachable set of a node u, denoted R u , if and only if v = u or there exists a j, 1 j k, such that (w; v; P(w; v); j) 2 U j for some node w 2 R u .
If the implementation I(M) is thought of as a directed tree of unicast messages rooted at the source node d 0 , then the reachable set of a node u is the set of nodes in the subtree rooted at node u. In Figure 4 (e), for example, R (1;2) = f(1; 2); (1; 1); (1; 0); (0; 0)g. Using this de nition, the properties of an implementation necessary to avoid contention between messages sent in di erent steps can be characterized. A multicast implementation is said to be depth contention-free if, regardless of overlap in message passing steps caused by startup latency, the constituent messages are contention-free. An implementation is stepwise contention-free if it is depth contention-free, but the converse does not hold. The following theorem gives su cient conditions for an implementation to be depth contention-free. Theorem 2 Given a multicast implementation I(M), if at least one of the following four conditions holds for every pair of unicasts (u; v; P(u; v); t) and (x; y; P(x; y); ) in I(M), where t , then I(M) is depth contention-free.
1. x 2 R v .
2. P(u; v) and P(x; y) are arc-disjoint.
3. x = u 4. x 2 R w and (u; w; P(u; w); t + k) 2 I(M), for some node w and positive integer k.
Proof: We need to show that contention does not arise between any pair of unicast messages in the implementation. Consider two arbitrary unicasts (u; v; P(u; v); t) and (x; y; P(x; y); ), with t . Condition 1. If x 2 R v , as shown in Figure 6 (a), then the u-to-v unicast must be completed before the x-to-y unicast begins, so they are contention-free. (Note: u 6 2 R y since t .) Condition 2. If the two paths of the messages, P(u; v) and P(x; y), are arc-disjoint, then the two unicasts are contention-free.
Condition 3. If x = u, then t < since u can send only one message at a time. Figure 6 (b) illustrates the situation. Node u sends the message to v before sending it to y. Even if = t + 1 and the sending latency is 0, contention will not occur. Figure 6 (c), node u sends the message to v prior to sending it to node w, which is either an ancestor of x or perhaps x itself. Clearly, node v will have received the message prior to node x, preventing contention. 2
Condition 4. As shown in
Consider again the two potentially con icting unicasts indicated in Figure 4 (d).
Using the notation above, the two unicasts are ((1; 0); (1; 2); P((1; 0); (1; 2)); 2) and ((2; 1); (1; 3); P((2; 1); (1; 3)); 3), where u = (1; 0), v = (1; 2), x = (2; 1), y = (1; 3), t = 2, and = 3. In the tree shown in Figure 4 (d), node (2; 1) is not in the subtree rooted at (1; 2), that is, (2; 1) 6 2 R (1;2) . Obviously, the two paths P((1; 0); (1; 2)) and P((2; 1); (1; 3)) contain a common channel, so they are not arc-disjoint. Also, the two messages start at di erent sources since (2; 1) 6 = (1; 0). Finally, node (2; 1) is not a descendent of node (1; 0). Therefore, none of the four conditions in Theorem 2 is satis ed, leaving open the possibility for contention between the two messages. In order to attain the practical design goals discussed in Section 3, an implementation must satisfy two requirements: it must be completed in minimum-time, that is, it must require only k = dlog 2 (m)e message-passing steps, and it must be depth contention-free. The tree in Figure 4 (e) is depth contention-free.
Dimension-Ordered Chains
Developing an algorithm that produces minimum-time, contention-free multicast implementations for a speci c system requires a detailed understanding of potential con icts among messages, which in turn depend on the routing algorithm used. Instead of free routing, most commercial machines o er only restricted unicast routing, particularly wormhole-routed systems where deadlock would result if free routing were used 9]. This section formulates a method to avoid contention among unicast messages under the most common form of restricted routing for wormhole-routed n-dimensional mesh systems, namely, dimension-ordered routing.
A few preliminaries are in order. A node address x in a nite n-dimensional mesh is represented by n?1 (x) n?2 (x) : : : 0 (x). The distance, or number of hops, between two nodes x and y is de ned as (x; y) = n?1 i=0 j i (y) ? i (x)j. Under a minimal deterministic routing algorithm, all messages transmitted from a node x to a node y will follow a unique shortest path between the two nodes. Let us represent such a path as P(x; y) = (x; z 1 ; z 2 ; : : :; z k ; y), where the z i 's are the sequence of intermediate routers visited by the message. In order to simplify later proofs, let z 0 = x and z k+1 = y. Dimension-ordered routing is a minimal deterministic routing algorithm in which every message traverses dimensions of the network in a strict monotonic order. Under dimension-ordered routing, each routing step brings the message one hop closer to the destination, along the lowest dimension in which the current node and the destination node di er.
De nition 3 Given nodes x and y in an n-dimensional mesh, let i be the lowest dimension such that i (x) 6 = i (y). Under dimension-ordered routing, a message sent from x to y will be routed rst along dimension i to intermediate node z = n?1 (x) n?2 (x) : : : i+1 (x) i (z) i?1 (y) : : : 0 (y), where j i (z) ? i (x)j = 1 and j i (y) ? i (z)j = j i (y) ? i (x)j ? 1. At node z, the same routing algorithm is invoked to determine the next intermediate node.
In this paper, it is assumed that dimension-ordered routing \resolves" dimensions from lowest to highest. For example, a message sent from node 101101 to node 001010 in a 6-cube will traverse the path P(101101; 001010) = (101101; 101100; 101110; 101010; 001010). Of course, dimension-ordered routing can also be de ned to select the highest dimension in which the source and destination di er. The multicast algorithms described subsequently can be with either underlying routing technique.
In order to characterize contention among messages transmitted under dimension-ordered routing, an ordering on nodes in an n-dimensional mesh is needed. The multicast algorithms described herein are based on lexicographic ordering of the source and destination nodes according to their address components. Actually, two such orderings are possible: one in which the subscripts of address components increase from right to left, and another in which the subscripts are reversed. Which ordering is appropriate for multicasting in a given system depends on whether addresses are resolved, under dimension-ordered routing, in a top-to-bottom or bottom-to-top manner. We will refer to the ordering relation as dimension order.
De nition 4 The binary relation \dimension order," denoted < d , is de ned between two nodes x and y as follows: x < d y if and only if either x = y or there exists an integer j such that j (x) < j (y) and i (x) = i (y) for all i, 0 i j ? 1.
In a 5-cube, for example, 00000 < d 10100 < d 10010. Since < d is simply lexicographic ordering, it is a total ordering on the nodes in an n-dimensional mesh. Therefore, it is re exive, antisymmetric and transitive. Given a set of node addresses, they can be arranged in a unique, ordered sequence according to the < d relation.
De nition 5 A sequence of nodes x 1 ; x 2 ; x 3 ; : : :; x m is a dimension-ordered chain if and only if all the elements are distinct and either (1) x i < d x i+1 for 1 i < m or (2) x i < d x i?1 for 1 < i m.
The following lemmas address contention among messages sent between nodes whose addresses are arranged as a dimension-ordered chain.
Lemma 1 If u < d v < d x < d y, then dimension-ordered routes P(u; v) and P(x; y) are arc-disjoint.
Proof: The proof is done by contradiction. Assume that there exists a common arc (r; s) in P(u; v) and P(x; y). Let h be the dimension in which (r; s) travels. Since the arc (r; s) is in the path P(u; v), then according to dimension-ordered routing, i (r) = i (v), for 0 i < h. Similarly, i (r) = i (y), for 0 i < h.
Thus, i (v) = i (y) for 0 i < h. Since v < d x < d y, then by the de nition of dimension order, i (v) = i (x) = i (y) for 0 i < h. Moreover, h (v) h (x) < h (y) by the de nition of dimension order and the presence of dimension-h arc (r; s) in P(x; y). Since h (x) < h (y), the consecutive dimension-h arcs in P(x; y) will resolve h (x) to h (y) in increasing order. So
By similar reasoning, since h (r) < h (s) and (r; s) lies on P(u; v), it follows that h (s) h (v).
But since h (v) h (x), by transitivity h (s) h (x), which contradicts the result that h (s) > h (x). Therefore, the assumption that there exists a common arc (r; s) in P(u; v) and P(x; y) does not hold, and the lemma is proved. 2 Lemma 2 If u < d v < d x < d y, then P(y; x) and P(v; u) are arc-disjoint.
Proof: The proof is nearly identical to that used to prove Lemma 1.
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Lemmas 1 and 2 are critical to the development of e cient multicast algorithms because they indicate how channel contention may be avoided. The chain algorithm is a distributed algorithm that can be used to multicast a message from a source node to one or more destinations. The algorithm applies to situations in which the address of the source node is either less than or greater than those of all the destinations, according to the < d relation. Figure 7 gives the chain algorithm executed at each node. The source address and the destination addresses are arranged as a dimension-ordered chain in either increasing or decreasing order, with the source node occupying the position at the left end of the chain. Similar to the multicast implementation approach described in Section 4, the source node sends rst to the destination node halfway across the chain, then to the destination node one quarter of the way across the chain, and so on. Each destination receives a copy of the message from its parent in the tree and may be responsible for forwarding the message to other destinations. The message carries the addresses of those nodes to be in the subtree rooted at the receiving node. (Alternatively, a compiler or run-time software could determine the subtrees for intermediate recipients of the message, allowing multicast routing tables to be constructed when the application begins execution 3].) Unlike the construction in the proof of Theorem 1, which assumed that free routing was possible, the chain algorithm is designed to produce minimum-time multicast implementations atop dimension-ordered unicast routing. Figure 7 . The chain algorithm for multicast Figure 8 shows a multicast implementation resulting from the chain algorithm in a 4 4 2D mesh that uses XY routing. The set of nodes involved is the same as in Figure 3 , however, node (0,0) is the source rather than node (2,1). The source node and the seven destinations have been arranged as a dimension-ordered chain. In this case, the X dimension is considered the low-order dimension, and the Y dimension is considered the high-order dimension. Although some messages are passed through multiple routers before reaching their destinations, it turns out that channel contention will not occur among the messages, regardless of message length or startup latency.
Theorem 3 The multicast implementation resulting from the chain algorithm is a minimum-time, depth contention-free implementation.
Proof: From construction of the algorithm, each destination node receives the message exactly once. For m ? 1 destinations, the source node sends at most dlog 2 me messages sequentially. A destination node receiving the message that was sent in the ith step will send at most dlog 2 me ? i messages. Therefore, the height of the multicast tree, that is, the number of steps required to reach all destinations, is dlog 2 me which is minimum for m ? 1 destinations.
In order to prove that the algorithm is depth contention-free, it must be shown that every pair of messages in the implementation satis es at least one of the four conditions in Theorem 2. Here we consider only the case where the address of the source is < d those of the destinations; the proof for the other case is similar.
Consider any two constituent unicast messages transmitted in the multicast operation, 
6 Multicast in Hypercubes
As presented above, the chain algorithm is only applicable to those cases in which the source address is less than or greater than (according to < d ) all the destination addresses. Clearly, this situation is not true in general. For a hypercube network in which E-cube routing is used, it is straightforward to construct a depth contention-free multicast algorithm using the chain algorithm. Speci cally, the symmetry of the hypercube topology e ectively allows the source node to play the role of the rst node in a dimension-ordered chain. The exclusive-or operation, denoted , is used to carry out this task. The source may then execute the chain algorithm using instead of the original addresses. The multicast tree resulting from this method is called a Unicast-cube, or U-cube, tree 4]. An interesting and useful property of the U-cube tree involves broadcast: the well known spanning binomial tree 11] is a special case of the U-cube tree when the source node and all destinations form a subcube. Figure 9 gives an example of the U-cube algorithm in a 5-cube. The source node 11010 is sending to a set of six destinations f00001; 01000; 01101; 01110; 11011; 11100g. Taking the exclusive-or of each destination address with 11010 and sorting the results produces the (11010)-relative dimensionordered chain = 11010; 01110; 01000; 11100; 11011; 00001; 01101. The corresponding U-cube tree is shown in Figure 9 . It takes 3 steps for all destination processors to receive the message. Theorem 3, this tree is a depth contention-free, minimum-time implementation. By symmetry of the hypercube topology, there exists a homomorphism between the nodes and channels comprising T 0 and the U-cube tree constructed for the original source and destination addresses constituting the d 0 -relative dimension-ordered chain. Therefore, the U-cube tree is also a depth contention-free, minimum-time implementation.
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Figures 10 and 11 compare three implementations of the multicast operation in a 64-node nCUBE-2: separate addressing, LEN tree, and U-cube tree. A LEN tree 26] is constructed using a distributed greedy algorithm that was originally designed for hardware implementation in networks with virtual cut-through switching 27]. These factors a ect its suitability as a software tree in wormhole-routed direct networks. The U-cube tree takes advantage of the distance-insensitivity of wormhole routing and avoids the use of processors that are neither the source nor one of the destinations. Although the nCUBE-2 actually provides a multiple-port communication architecture 7] , both the LEN and U-cube algorithms will often take advantage of multiple ports inadvertently by sending subsequent messages in di erent dimensions.
The destinations were randomly chosen in these experiments. The plotted results represent the average over a large number of sample destination sets. Figure 10 compares the LEN tree and the U-cube tree in terms of the number of local processors involved in the multicast operation. While the U-cube tree is optimal in this regard, the LEN tree requires additional local processors to forward messages. In this particular set of tests, the di erence between the two algorithms is approximately constant over the range of destination set sizes. in the middle of a dimension-ordered chain of destination addresses, but the exclusive-or operation is not applicable in the implementation of depth contention-free communication. However, another relatively simple method may be used, again based on the chain algorithm, to address this problem. The U-mesh algorithm is given in Figure 12 . The source and destination addresses are sorted into a dimension-ordered chain, denoted , at the time when multicast is initiated by calling the U-mesh algorithm. The source node successively divides in half. If the source is in the lower half, then it sends a copy of the message to the smallest node (with respect to < d ) in the upper half. That node will be responsible for delivering the message to the other nodes in the upper half, using the same U-mesh algorithm. If the source is in the upper half, then it sends a copy of the message to the largest node in the lower half. In addition to the data, each message carries the addresses of the destinations for which the receiving node is responsible. At each step, the source deletes from the receiving node and those nodes in the half not containing the source. The source continues this procedure until contains only its own address. Note that if the source happens to lie at the beginning or end of , then the U-mesh algorithm degenerates to the chain algorithm.
In addition, when executed at an intermediate node in the tree, the U-mesh algorithm is, again, simply the chain algorithm. Figure 14 , the source (3; 3) rst sends to node (2; 3), the node with the highest address in the lower half of . The lower half is deleted from , and therefore the nodes remaining in are (2; 5); (3; 0); (3; 2); (3; 3); (3; 4); (3; 5); (4; 1); (5; 2). Node (3,3) next sends to node (3, 4) , the node with the lowest address in the upper half. The new sequence becomes (2; 5); (3; 0); (3; 2); (3; 3). The next recipient is the node with the highest address in the lower half of , namely (3; 0). Finally, node (3,3) sends to node (3, 2) . Each of the receiving nodes is likewise responsible for delivering the message to the nodes in its subtree using the chain algorithm. As shown in Figure 14 , the multicast operation requires 5 steps. Inspection of Figures 13 and 14 shows that if the constituent unicast messages follow XY routing, then no contention is possible among them. Two regions, low and high, are de ned on either side (with respect to < d ) of the source node. By the construction of the U-mesh algorithm, any message sent by a node i in the high region will be destined for another node j, i < d j, in the high region. Similarly, any message sent by a node i in the low region will be destined for another node j, j < d i, in the low region. Stated in other terms, any reachable set includes nodes in either the low region or high region, but not both. This property can be used to prove depth contention-free message transmission within each region and, furthermore, that no channel contention can exist on the boundary between the two regions. For the latter situation, we require the following lemma.
Lemma 3 If u < d v < d x < d y, then dimension-ordered routes P(v; u) and P(x; y) are arc-disjoint.
Proof: The proof is by contradiction and similar to that of Lemma 1. Assume that there exists a common arc (r; s) in P(v; u) and P(x; y). Let h be the dimension in which (r; s) travels. Since the arc (r; s) is in the path P(v; u), then according to dimension-ordered routing, i (r) = i (u), for 0 i < h. Similarly, i (r) = i (y), for 0 i < h. Thus, i (u) = i (y) for 0 i < h. 
The reader will notice that Lemmas 1-3 cover three of the possible four cases for the sending of two unicast messages among four dimension-ordered nodes, u < d v < d x < d y. The fourth case, in which u sends to v and y sends to x is not guaranteed to be contention-free because P(u; v) and P(y; x) are not arc-disjoint. As an example, consider again the 2D mesh in Figure 13 . Although (1; 1) < d (2; 4) < d (2; 5) < d (4; 2), the XY paths P((1; 1); (2; 4)) and P((4; 2); (2; 5)) overlap between nodes (2; 2) and (2; 4).
Theorem 5 The implementation constituting a U-mesh tree is a minimum-time, depth contentionfree implementation.
Proof: As in the chain algorithm, the source node sends at most dlog 2 me messages sequentially. A destination node receiving the message that was sent in the ith step will send at most dlog 2 me?i messages. Therefore, the height of the multicast tree, that is, the number of steps required to reach all destinations, is dlog 2 me which is minimum for m ? 1 destinations.
In order to show that the U-mesh algorithm is depth contention-free, two cases must be considered: pairs of messages that are both in the same region (low or high) and and pairs of messages in di erent regions. It is observed that, within either the high or low region, the U-mesh algorithm executes exactly the same as the chain algorithm, which is depth contention-free by Theorem 3.
For the other case, let (u; v; P(u; v); t) and (x; y; P(x; y); ) be two U-mesh unicasts, where u and v are in low region and x and y are in high region. By construction of the algorithm, it is true that v < d u < d x < d y. By Lemma 3, the two messages are arc-disjoint, satisfying Condition 2 of Theorem 2. Therefore, the U-mesh implementation is depth contention-free.
The U-mesh algorithm has been implemented on a 168-node Symult 2010 multicomputer, a 12 14 2D mesh system located at Caltech. A set of tests was conducted to compare the U-mesh algorithm with separate addressing and the Symult 2010 system-provided multidestination service Xmsend. In separate addressing, the source nodes sends an individual copy of the message to every destination. As described in 28], the Xmsend function was implemented to exploit whatever e cient hardware mechanisms may exist in a given system to accomplish multiple-destination sends. If such mechanisms are not present, then Xmsend is implemented as a library function that performs the necessary copying and multiple unicast calls. Figure 15 The U-cube and U-mesh multicast algorithms produce depth contention-free, minimum-time multicast trees. Furthermore, the constituent unicast messages do not contend for the same channels, regardless of message length or startup latency. In both algorithms, the number of message passing steps required to multicast data to m ? 1 destinations is dlog 2 me, which is optimal for one-port architectures. Contention among constituent messages is avoided in spite of the use of deterministic, dimension-ordered routing of unicast messages. The proposed methods have been implemented on a 64-node nCUBE-2 and 168-node Symult 2010; performance measurements demonstrate their advantage over other approaches. Several related areas are open to further study. The algorithms presented in this paper are designed explicitly for one-port architectures. Some multicomputers 29] support a multiple-port architecture, in which a processor may send more than one message at the same time, signi cantly changing the design parameters of a multicast tree. Although the proposed algorithms may inadvertently use multiple ports in parallel on such platforms, algorithms that are designed explicitly for multiple-port architectures can achieve better performance; unicast-based multicast algorithms for all-port hypercubes are described in 30] .
Additional areas to be addressed include adaptive and fault-tolerant multicast communication in wormhole-routed networks. Finally, the Umesh algorithm is applicable to any distance-insensitive switching strategy, including circuit switching, so the algorithm may be implemented and tested on circuit-switched systems. 
