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Kurzfassung 
Die Anforderungen an den Datendurchsatz und die Energieeffizienz in der zukünftigen drahtlosen Heim- und Multime-
diavernetzung erfordern neue Techniken zur Erhöhung der Spektraleffizienz und zur kooperativen Nutzung knapper 
Funkressourcen. Interference Alignment (IA) stellt ein mögliches Werkzeug zur effizienten Nutzung der in Mehrbenut-
zerszenarien zur Verfügung stehenden Kanalkapazität dar. In diesem Beitrag wird die Rechenkomplexität ausgewählter 
geschlossener und iterativer Interference Alignment Algorithmen für den Einsatz in der digitalen Basisbandverarbeitung 
in derartigen drahtlosen Hochgeschwindigkeits-Kommunikationssystemen untersucht. Exemplarisch wird dazu der Ein-
satz von IA in OFDM-basierten Mehrantennensystemen betrachtet. Basierend darauf wird ein speziell auf die Energieef-
fizienzforderungen mobiler Anwendungen optimierter dedizierter IA-Hardwarebeschleuniger präsentiert. Weiterhin wird 
die für den Entwurf hoch optimierter Hardwaremodule verwendete FPGA-basierte Entwurfsumgebung vorgestellt, mit 
dem Fokus auf der Verifikation und Integration der Module in einen ASIC-Desingfluss. Durch den hybriden Hardware-
in-the-Loop Ansatz der Kopplung von Entwurfswerkzeugen auf hohem Abstraktionsniveau mit an die ASIC-Synthese 




Zur drahtgebundenen und drahtlosen Datenübertragung 
zwischen elektronischen Geräten existiert eine Vielzahl 
etablierter Standards wie beispielsweise IEEE 802.3 
(Ethernet), USB, HDMI, IEEE 802.11 (Wireless LAN) 
und LTE. Ziel aller dieser Standards ist letztlich der 
Transport digitaler Datenströme zwischen verschiedenen 
Geräten, dennoch unterscheiden sie sich teilweise erheb-
lich in den verwendeten Mitteln und den Eigenschaften der 
Übertragung wie Datenrate, Echtzeitfähigkeit, Latenz etc., 
und damit auch in der Eignung für verschiedene Anwen-
dungsgebiete. Dabei übernehmen drahtlose Übertragungs-
techniken zunehmend Aufgaben aus klassischen Bereichen 
der drahtgebundenen Datenübertragung wie beispielsweise 
dem Transport großer Mengen dekomprimierter Video- 
und Audiodaten von einer Quelle zu einem Anzeigegerät. 
Wesentliche Herausforderungen für die Funkübertragung 
sind dabei die hohen Datenraten bei geringer Latenz und 
gleichzeitig großer Störsicherheit sowie die störungsfreie 
Koexistenz mehrerer derartiger Systeme in derselben Kol-
lisionsdomäne, also in Reichweite. 
Das in diesem Beitrag vorgestellte Verfahren des Inter-
ference Alignment [1] wird seit wenigen Jahren wissen-
schaftlich untersucht, der Forschungsstand ist zusammen-
gefasst in [2]. In zukünftigen drahtlosen Kommunikations-
systemen könnte IA wesentlich zur Steigerung der Daten-
rate in Kommunikationsszenarien mit mehreren Benutzern 
dienen. Die Summe der Datenrate über alle Benutzer ska-
liert unter IA-Bedingungen linear mit der Anzahl Benut-
zer, jeder Benutzer erhält also eine von der Benutzeranzahl 
unabhängige Datenrate. Interference Alignment könnte 
damit eine ähnliche Erhöhung der Datenraten in Mehrbe-
nutzer-Szenarien bringen wie der Raummultiplex in Mehr-
antennensystemen (Spatial Multiplexing MIMO) [3]. 
Die bislang bekannten IA-Algorithmen besitzen eine er-
hebliche Rechenkomplexität. Eine Schlüsselvoraussetzung 
für einen breiten Einsatz dieser neuen Technologien ist die 
Verfügbarkeit von leistungsfähigen, energieeffizienten und 
flexiblen Echtzeit-Hardwareplattformen. Software Defined 
Radio (SDR) Plattformen bieten durch ihre Programmier-
barkeit die nötige Flexibilität und Multi-Standardfähigkeit, 
während die Energie- und Flächeneffizienz durch Optimie-
rung auf bestimmte Algorithmenklassen sowie den Einsatz 
dedizierter Beschleuniger erreicht wird. Im Rahmen dieses 
Beitrags soll der Entwurfsprozess für derartige digitale Ba-
sisbandverarbeitungssysteme am Beispiel eines dedizierten 
Beschleunigers für Interference Alignment untersucht 
werden. 
FPGA-basierte Emulationssysteme mit den darauf aufbau-
enden Rapid-Prototyping Systemen sind ein wertvolles 
Werkzeug zur Simulationsbeschleunigung und für proof-
of-concept Untersuchungen in der Algorithmenentwick-
lung. Umfangreiche Bibliotheken sind für eine breite Pa-
lette von Standardalgorithmen verfügbar. Auch beim Ent-
wurf applikationsspezifischer Schaltungen (ASICs) kom-
men Bibliotheks- und High-Level Synthese basierte Lö-
sungen zum Einsatz, was die Designzeit erheblich ver-
kürzt. Für einige Anwendungen erreicht die so erzielbare 
Flächen- und Energieeffizienz jedoch nicht die Werte 
handoptimierter Implementierungen. Daher ergibt sich bei-
spielsweise beim ASIC-Design für mobile Anwendungen 
mit erheblichem Rechenbedarf die Notwendigkeit, hoch 
optimierte Module zu erstellen. Die hier vorgestellte Ent-
wurfsumgebung ist speziell auf einen solchen Designpro-
zess für hochratige Kommunikationssysteme ausgelegt. 
Der übrige Teil dieses Beitrags ist wie folgt aufgebaut. In 
Abschnitt 2 wird auf die Einsatzmöglichkeiten und Eigen-
schaften des Interference Alignment Konzepts eingegan-
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gen. In Abschnitt 3 wird der Rechenzeitbedarf ausgewähl-
ter IA-Algorithmen sowie Implementierungsergebnisse für 
dedizierte Hardwarebeschleuniger vorgestellt, der vierte 
Abschnitt beschreibt die bei der Implementierung aus Ab-
schnitt 3 eingesetzte Hardwareentwurfsumgebung. 
2. Interference Alignment in 
Mehrbenutzer-MIMO-OFDM 
Systemen 
Der durch Mehrantennen-Systeme (Multiple Input Multip-
le Output, MIMO) ermöglichte Ansatz des Raummultiplex 
(Space Division Multiplex, SDM) erlaubt die effizientere 
Nutzung der beschränkt verfügbaren Ressourcen Spektrum 
und Sendeleistung. Dabei werden mehrere unabhängige 
Datenströme gleichzeitig im selben Spektralbereich über-
tragen. Auch durch das Hinzufügen weiterer Benutzer wird 
die Gesamtanzahl Antennen im System erhöht. Beim Ein-
satz klassischer Multiplexverfahren wie TDMA teilen sich 
jedoch alle Nutzer die durch die gemeinsame Kollisions-
domäne verfügbare Datenrate. Interference Alignment 
stellt Werkzeuge bereit, um die größere Antennenzahl 
sinnvoll zu nutzen, so dass der erzielbare Datendurchsatz 
steigt bzw. unabhängig von der Anzahl Benutzer pro Be-
nutzer konstant bleibt. 
2.1. Kommunikationsszenario 
Während sich Interference Alignment auf eine breite Viel-
falt verschiedener Kommunikationsszenarien anwenden 
lässt, wird im Folgenden der Fall eines K-Benutzer Mehr-
antennensystems  betrachtet. Es existieren K Sen-
der/Empfängerpaare, die jeweils Punkt-zu-Punkt Kommu-
nikation über ein gemeinsam genutztes Medium betreiben. 
Sender und Empfänger sind jeweils mit M Antennen aus-
gestattet und verwenden ein lineares Modulationsverfah-
ren. Aus Empfängersicht geht das Nutzsignal nur vom je-
weils zugehörigen Sender aus, die Signale aller anderen 
Sender stellen Interferenz dar. Durch die in üblichen Ge-
bäuden vorhandenen Reflexionen und Mehrwegeausbrei-
tung ergeben sich Kanäle mit statistisch unabhängigen Ka-
nalkoeffizienten. 
2.2. Kanalkapazität 
Die Erhöhung der Kanalkapazität in MIMO-Systemen 
(Abb. 1b) gegenüber Einantennen-Systemen (Single Input 
Single Output, SISO, Abb. 1a) beruht auf der Verwendung 
paralleler Kanäle durch mehrere Antennen im Raummulti-
plex. Die verfügbare Summenkanalkapazität steigt etwa 
linear mit der Anzahl verwendeter Antennen [3]. 
Auch das Einbringen weiterer Benutzer in das System er-
höht die Gesamtanzahl Antennen (Abb. 1c), zunächst je-
doch ohne die nutzbare Summendatenrate zu erhöhen. 
Interference Alignment stellt einen Ansatz dar, die nutzba-
re Summendatenrate linear mit der Anzahl Benutzer K 
steigen zu lassen [1]. 
2.3. Systemmodell 
Im Allgemeinen wird bei MIMO-Mehrbenutzersystemen 
die Anzahl Empfangsantennen pro Teilnehmer kleiner als 
die Gesamtzahl gesendeter Datenströme gewählt. In dem 
hier betrachteten System beruht Interference Alignment 
auf der Umformung eines gegebenen linearen Kanals H 
bzw. des durch ihn beschriebenen linearen Gleichungssys-
tems. Vereinfacht dargestellt wird so erreicht, dass ein 
Empfänger das zugehörige lineare Gleichungssystem nach 
den Sendesymbolen des gewünschten Senders auflösen 
kann und sämtliche Interferenz ausgelöscht wird. Dazu 
wird der gegebene Kanal H mit Hilfe linearer Operationen 
zu einem effektiven Kanal Heff umgeformt. Senderseitig 
wird der aus d unabhängigen Sendesymbolen bestehende 
Vektor Xi jeweils mit einer Vorverzerrungsmatrix Vi mul-
tipliziert. Auf Empfängerseite eliminiert die Multiplikation 
mit der Decodermatrix Uj den interferenzbehafteten Unter-
raum aus den Empfangsdaten. Dabei verteilt die Matrix V 
der Dimension M d die d unabhängigen zu sendenden 
parallelen Datenströme auf M Sendeantennen, wobei übli-
cherweise M d gilt. 
Es kann gezeigt werden, dass unter bestimmten Randbe-
dingungen diese Umformung möglich ist und jedem Be-
nutzer im Mittel die Hälfte der Freiheitsgrade des interfe-
renzfreien Falls zur Verfügung stehen. Abbildung 2 zeigt 
ein Mehrbenutzer MIMO System mit K=3 Nutzern und 
M=3 Antennen je Nutzer sowie den Vorverzerrungsmatri-
zen Vi und Decodermatrizen Ui. 
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Abbildung 3 zeigt das Blockschaltbild eines MIMO-
OFDM Senders mit Interference Alignment. Die IA-
Symbolverarbeitung arbeitet auf diskreten komplexen Ko-
























Abb 1 Kommunikationssyssteme nach Anzahl 
Antennen und Nutzern 
a) SISO, b) MIMO, c) Mehrbenutzer-MIMO 
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Modulation über den als stationär und flat fading ange-
nommenen Kanal übertragen werden können. 
2.4. Berechnung der Vorverzerrungs- und 
Dekodermatrizen 
Der IA-Algorithmus lässt sich aufteilen in zwei Teilalgo-
rithmen. Die Berechnung der Vorverzerrungs- und 
Decodermatrizen V und U ist wesentlich für die algorith-
mische Komplexität verantwortlich und stellt i.A. den re-
chenaufwändigeren Teil dar, muss aber nur bei einer Än-
derung der Kanalkoeffizienten H durchgeführt werden. 
Die Multiplikation der Sende- und Empfangssymbole mit 
V bzw. U ist von untergeordneter Komplexität. Daher wird 
im Weiteren die Berechnung von V und U aus der Kanal-
matrix H betrachtet. 
Für perfektes Interference Alignment ohne Berücksichti-
gung von Rauschen müssen alle effektiven Interferenz-
Kanäle zu 0 werden, die decodierten Symbole Y dürfen 
also vom Sendesignal sämtlicher Interferenz-Sender nicht 
abhängen. Andererseits muss der resultierende gewünschte 
Kanal genügend Freiheitsgrade aufweisen, um die Anzahl 












U H V 0
U H V
 (2) 
Betrachtet man zusätzlich eine Störung durch additives 
Rauschen, führen die Bedingungen für perfektes 
Interference Alignment nicht mehr auf die optimale Lö-
sung. Ein möglicher Ansatz für dieses Modell ist die Mi-
nimierung der sich aus Interferenz und Rauschen zusam-
mensetzenden Gesamtstörenergie der Empfangssymbole Y 
(Minimum Mean Square Error, MMSE). 
 
3. Rechenzeitbedarf von IA-
Algorithmen 
Im Folgenden soll auf Realisierungsaspekte von Algorith-
men für perfektes Interference Alignment sowie unter 
MMSE-Bedingungen eingegangen werden. Die IA-
Matrizen V und U hängen ab vom Kanal H sowie den sta-
tistischen Eigenschaften des additiven Rauschens. 
Demenstprechend muss die Berechnung bei veränderten 
Kanalkoeffizienten durchgeführt werden, was die tolerier-
bare Latenz entsprechend der Änderungsgeschwindigkeit 
des Kanals begrenzt. 
Für einige Systemkonfigurationen sind geschlossene Lö-
sungen für perfektes Interference Alignment bekannt. Für 
den Allgemeinen Fall sind nur iterative Lösungen bekannt. 
3.1. Geschlossene Lösung für U und V 
Gleichung (3) zeigt die Lösungen der IA-Bedingungen (2) 
für den Spezialfall von K=3 Benutzern [2]. Hierbei steht 
( )  für einen beliebigen Eigenvektor und null( ) für den 
Nullraum oder Kern der Matrix. 
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Im Folgenden werden Implementierungsergebnisse eines 
für M=2 Antennen optimierten dedizierten Fixpunkt-
Beschleunigers vorgestellt. Speziell lassen sich für diesen 
Fall die Eigenvektorberechnung, Matrixinversion und 
Nullraumberechnung stark vereinfachen. Tabelle 1 zeigt 
die Anzahl benötigter reeller arithmetischer Berechungen 




Abb. 2: Mehrbenutzer MIMO System mit Vorverzer-
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Tabelle 1: Verteilung arithmetischer Basisoperationen für 
2x2 Interference Alignment 
 
Eine Abschätzung der benötigten Chipfläche für eine de-
dizierte Hardwareumsetung der Operationen aus Tabelle 1 
kann man durch die Summation über alle Operationen, 
gewichtet mit ihren relativen Siliziumflächen, erhalten 
und kommt so auf eine äquivalente Fläche von ca. 541 
Multiplizierern. 
Die vorgestellte Implementierung unterstützt zusätzlich 2-
aus-3 Antennenselektion. Dabei werden in einem 3-
Benutzersystem je Empfänger nur die zwei besten der drei 
vorhandenen Antennen genutzt, um die Empfängerkom-
plexität zu verringern. Die Bewertung der Antennenkom-
binationen wird durch eine Abschätzung der Summenda-
tenrate vorgenommen. Dazu werden die IA-Matrizen für 
alle 27 Kombinationsmöglichkeiten berechnet und durch 
eine Metrik bewertet. Für ein OFDM-System mit 128 
Subträgern ergibt sich bei einer Latenz von 1 ms ein auf 
die Siliziumfläche reeller Multiplizierer normierter Re-
chenleistungsbedarf von 1.875 GOPS [4]. 
3.2.  Iterative Lösung nach MMSE-
Kriterium 
Bei der iterativen Berechnung einer MMSE Lösung wer-
den ausgehend von einem Startwert für V abwechselnd 
verbesserte Werte für die Matrizen U und V gemäß Glei-
chung (4) berechnet [5]. Die Anzahl der zur Konvergenz 
benötigten Iterationen ist dabei variabel. Der Lagrange-
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 (4) 
In Abbildung 4 ist eine Abschätzung der Anzahl benötig-
ten elementarer arithmetischer Operationen für die Be-
rechnung von U und V für einen Satz Kanalkoeffizienten 
H für 4 Iterationen aufgetragen. 
Aus Abb. 4 lässt sich die benötigte Rechenleistung für ein 
10 Benutzer-8x8 MIMO-OFDM System mit 128 Subträ-
gern zu 1012 Op/s für eine Latenz von 1 ms abschätzen. 
4. Entwurfsumgebung 
Die im Rahmen dieser Arbeit entstandene Entwurfsumge-
bung verbindet auf hohem Abstraktionsniveau arbeitende 
Entwurfswerkzeuge wie beispielsweise MATLAB mit 
FPGA-basierten Emulationssystemen und einer typischen 
System-on-Chip (SoC) Infrastruktur. Es existieren Wrap-
per für mehrere verschiedene Emulationssysteme zur 
Aufnahme der Kernalgorithmen. Intern stellen diese 
Wrapper einheitliche Kommunikationsschnittstellen zur 
Verfügung, die eine emulationsplattformunabhängige 
Kommunikation ermöglichen. 
Die Entwurfsumgebung in Abbildung 5 besteht aus einem 
oder mehreren Host-PCs, FPGA-basierten Emulationssys-
temen, einer generischen SoC Infrastruktur, applikations-
spezifischen Prozessoren sowie einheitlichen transparen-
ten Programmierschnittstellen (Application Programming 
Interface, API) und automatisierten Abläufen für Simula-
tion, Verifikation und FPGA-Synthese. Durch diesen 
Aufbau können Algorithmen und Algorithmenteile flexi-
bel und sukzessive zwischen verschiedenen Abstraktions-
ebenen verschoben werden. Typischerweise liegt eine Re-
ferenzimplementierung des in Hardware umzusetzenden 
  
Operation      1
Matrixmul. 696 348 0 0
Eigenvektor 15 8 3 0
Metrik 46 82 6 2




























 Abb. 4 Basisoperationen für MMSE-IA je Kanalrealisierung 
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Algorithmus in MATLAB vor. Für einzelne Algorithmen-
blöcke werden hochoptimierte dedizierte Beschleuniger in 
einer Hardwarebeschreibungssprache entworfen [6][7]. 
Die Entwurfsumgebung stellt die Infrastruktur mit einheit-
lichen Schnittstellen für die Einbindung der Signalverar-
beitungsblöcke in das Gesamtsystem bereit. Dies erlaubt 
z.B. die sukzessive Migration eines MATLAB Referenzal-
gorithmus in eine hochoptimierte Hardwareimplementie-
rung, wobei einzelne Teilblöcke bereits im Gesamtsystem 
getestet werden können, ohne dass der Gesamtalgorithmus 
als Hardwarebeschreibung vorliegt. Speziell bei der Er-
mittlung von Designparametern wie Bitbreiten kann die 
optimierte Hardwareimplementierung als Beschleuniger 
für Monte-Carlo Simulationen genutzt werden, um die Si-
mulationsdauer gegenüber einer bitgenauen Softwaresimu-
lation zu reduzieren. 
Die Entwurfsumgebung stellt Wrapper für verschiedene 
auf Xilinx FPGAs basierende Emulationssysteme bereit, 
momentan für  
 MCPA (Eigenentwicklung), 1x Virtex-5 LX220T 
[8] 
 XILINX ML605, 1x Virtex-6 LX240T [9] 
 BEEcube BEE4, 4x Virtex-6 LX550T [10] 
Intern werden die im FPGA und auf den Emulationsboards 
vorhandenen Ressourcen wie Speicher und Kommunikati-
onsschnittstellen durch eine über alle Wrapper einheitliche 
Schnittstelle zur Verfügung gestellt. Daher können die zu 
untersuchenden Module ohne Modifikation in einen belie-
bigen Wrapper synthetisiert werden. 
5. Fazit 
Der Einsatz iterativer Interference Alignment Algorithmen 
nach MMSE-Kriterium erfordert applikationsspezifische 
Hardwarebeschleuniger, um die benötigte Rechenleistung 
mit für mobile Anwendungen geeigneter Energieeffizienz 
bereitstellen zu können. Die Unterstützung einer hybriden 
Hardware-Entwurfsumgebung kann den Entwurfs- und 
Zeitaufwand für Monte-Carlo Simulationen zur Parame-
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