Both Approximate Bayesian Computation (ABC) and composite likelihood methods are useful for Bayesian and frequentist inference, respectively, when the likelihood function is intractable. By merging these two methodologies for complex models, we show that composite likelihood score functions can be fruitfully used as automatic informative summary statistics in ABC in order to obtain accurate approximations to the posterior distribution of the parameter of interest. This is formally motivated by the use of the score function of the full likelihood, and extended to general unbiased estimating functions in complex models. In particular, we show that if the composite score is suitably standardized, the simulation scheme is invariant to reparameterizations and automatically adjusts the curvature of the composite likelihood and of the corresponding posterior distribution. Examples illustrate that the proposed ABC procedure can sometimes significantly improve upon usual ABC methods based on ordinary data summaries.
Introduction
The summary of the data on a given model offered by the likelihood function is the key ingredient of all likelihood-based inferential methods. However, likelihood-based inference, both frequentist and Bayesian, cannot be performed when the likelihood function is analytically or computationally intractable. This usually occurs in the presence of complex models, such as models with complicated dependence structures or in models with many latent variables.
When the full likelihood is intractable, it is possible to resort to pseudo-likelihood functions, which are intended as surrogates of the full likelihood. An important contribution is given by composite likelihoods, which are based on the composition of suitable lower dimensional densities, such as bivariate marginal (Cox & Reid, 2004) , conditional or full conditional densities (Varin et al., 2011) . The use of composite likelihoods has been widely advocated in different complex applications of frequentist (see Varin et al., 2011 , for a general review, and Larribe & Fearnhead, 2011 , for a review in genetics) and of Bayesian inference (Smith & Stephenson, 2009; Pauli et al., 2011; Ribatet et al., 2012) .
Even when the computation of the likelihood is impracticable, it is often easy to simulate from the model. Then, an alternative approach to inference may be based on simulations from the model for different parameter values, and on the comparison of simulated datasets with the observed data. The idea is to estimate the likelihood of a given parameter value from the portion of datasets, simulated using that parameter value, that are "similar" to the observed one. This idea was first advocated by Diggle & Gratton (1984) .
Approximate Bayesian Computation (ABC) methods combine Diggle & Gratton's idea with a prior to produce an approximate posterior, which we shall refer to as the ABC posterior (see Beaumont, 2010; Marin et al., 2012) . In most applications, the probability of an exact match of the simulated data with the observed data is negligible or zero, hence, the most popular approach is to consider an approximate matching of some summary statistics, evaluated at the observed and simulated data, by means of suitable distances. This method leads to the exact posterior distribution as the distance tends to zero, when the statistics are sufficient for the parameters of the model. However, in many applications sufficient statistics are not available and the practitioner must resort to a careful selection of data summaries, which could be challenging.
We show that composite likelihoods and ABC ideas can be fruitfully merged in order to obtain accurate approximations to the posterior distribution of the parameter of interest. In particular, we discuss an approach based on composite likelihood score functions for automatically choosing informative summary statistics. This is formally motivated by the use of score function when the full likelihood is available, and is then extended to the use of unbiased estimating functions in complex models. We discuss three examples in which the estimating function is the composite score function. We show empirically that this choice of summary statistic for ABC can sometimes significantly improve upon usual ABC methods based on ordinary data summaries.
The proposed ABC algorithm based on composite score functions (ABC-cs) searches for parameter values of the model of interest that produce simulated data which lead to composite score values -at the observed maximum composite likelihood estimate -close to those based on the original data. This approach has several advantages. First of all, there are as many summary statistics as the number of parameters, and all of them inherit, by construction, useful characteristics of the model. Moreover, the composite score function is generally easy to compute and often it is available analytically. Although composite likelihoods typically do not satisfy the information identity, which leads to wrongly too concentrated posterior distributions (Pauli et al., 2011) , if the composite score is suitably standardized, then the simulation scheme is proved to automatically give correctly adjusted posterior approximations and also to be invariant to reparameterizations. Moreover, in the ABC-cs framework and with a small additional computational effort, it is possible to compute the Godambe information, which can be readily used as a precision matrix for more advanced Monte Carlo schemes for ABC (see below).
There have been other attempts to merge composite likelihoods with the ABC framework.
For instance, Erhardt & Smith (2012) , in the context of spatial extremes, combine composite likelihoods with ABC and show that this approach tends to work better than other existing methods. Mengersen et al. (2013) use the composite score function with the empirical like-lihood to produce an approximate and weighted posterior sample. However, their approach is not in the framework of typical ABC, as it does not simulate from the full model. Finally, Barthelmé & Chopin (2014, Sec. 7 .1) mention the use of composite likelihoods within their ABC approach, based on the Expectation Propagation technique (Minka, 2001) , to reduce the computational complexity, although not using the composite score as a summary statistic.
Our approach is similar in spirit with the indirect inference framework (see Heggland & Frigessi, 2004; Gourieroux et al., 1993) , as also the ABC-cs method in some sense relies on an auxiliary model likelihood, that is the composite likelihood. As happens in indirect inference, the closer the auxiliary model to the full model the more efficient the parameter estimates will be. However, unlike indirect inference methods, the ABC-cs approach is less computationally demanding since it does not require repeated maximization for each simulated dataset. The indirect inference method within ABC has been discussed by Drovandi et al. (2011) .
In Section 2 some background on ABC and composite likelihood methods is given. The proposed ABC algorithm, based on full and composite score functions, is presented in Section 3. Section 4 discusses three examples with various levels of complexity, and a concluding discussion is given in Section 5.
Statistical methods

ABC algorithms
Let π(θ) be a prior distribution for the parameter
Suppose that L(θ) is unavailable for mathematical or computational reasons.
The primary purpose of ABC algorithms is to approximate the posterior distribution, when usual methods, such as Markov chain Monte Carlo (MCMC), data augmentation, importance sampling or Laplace approximation, cannot be used, but when the data from f (y; θ) can be easily simulated. The original accept-reject ABC algorithm works by first drawing a candidate parameter value θ * from the prior. Then a new dataset y is drawn from the model with the parameter equal to θ * . Finally, if the simulated data y are equal to the observed one y obs , θ * is accepted. With continuous data the equality of y and y obs will happen with probability zero. Hence, in the ABC accept-reject algorithm the exact matching is typically replaced by the condition ρ(η(y), η(y obs )) ≤ ǫ (Algorithm 1), where η(·) is a set of suitable summary statistics (e.g. moments, quantiles), ρ(·, ·) is a distance function (e.g.
Euclidean distance, absolute norm), and ǫ a tolerance threshold.
Result: A sample (θ (1) , . . . , θ (m) ) from π ǫ (θ|η(y obs ))
Algorithm 1 samples from the joint distribution
where I A ǫ,y obs (y) is the indicator function of the set A ǫ,y obs (y) = {y : ρ(η(y), η(y obs )) ≤ ǫ}, and it produces an approximation to the posterior distribution π(θ|y obs ), given by Marin et al., 2012) .
In this respect, ABC suffers from three sources of approximation error: ǫ, η(·), and the Monte Carlo error. The threshold ǫ cannot be fixed to zero, for computational efficiency, and is generally set to the αth quantile of the distance among the statistics, with α typically very small (see, for instance, Fearnhead & Prangle, 2012) . With non-informative priors, the original accept-reject algorithm may be very inefficient, e.g. the Monte Carlo error may be overwhelming, since simulations from π(θ) do not account for the data at the proposal stage, and thus may lead to proposed values located in low posterior probability regions (Marin et al., 2012) . Nevertheless, this issue can be effectively addressed by using more advanced Monte Carlo algorithms, such as MCMC methods (Marjoram et al., 2003) , importance sampling (Fearnhead & Prangle, 2012) , sequential or population Monte Carlo approaches (Sisson et al., 2007 (Sisson et al., , 2009 Beaumont et al., 2009) . Hence, in the end, the most crucial point of the ABC algorithm is the choice of η(·). Indeed, what ABC can achieve at best is π(θ|η(y obs )), since η(·) is rarely sufficient. This loss of information seems to be a necessary price to pay for the access to computable quantities.
Composite likelihoods
In various modern applications likelihood-based methods may encounter computational problems, due to the difficulty, or even impossibility, of evaluating the full likelihood function. In these situations, it is possible to resort to pseudo-likelihoods, called composite likelihoods, which are based on the composition of suitable lower dimensional densities, such as marginal or conditional densities or even a combination of them.
Let y = (y 1 , . . . , y n ) be independent observations from Y i ∼ f (y i ; θ), where y i ∈ Y ⊆ IR q , and let {A 1 (y i ), . . . , A K (y i )} be a set of marginal or conditional events on Y, for which the likelihood contribution L k (θ; y i ) ∝ f (y ∈ A k (y i ); θ) can be computed. The composite log-likelihood is defined as
where w k , k = 1, . . . , K, are non-negative weights. When the events A k (y i ) are defined in terms of pairs of bivariate marginal densities f hk (·, ·; θ), the associated composite loglikelihood is called pairwise log-likelihood and is given by
In some circumstances, it may be useful to consider larger subsets, such as triplets of observations, as in Example 4.
The validity of inference about θ using composite likelihoods can be assessed from the standpoint of unbiased estimating functions or the Kullback-Leibler criterion (Lindsay, 1988; Cox & Reid, 2004; Lindsay et al., 2011; Varin et al., 2011) . Under rather broad assumptions (see, for instance, Molenberghs & Verbeke, 2005) , the maximum composite likelihood estimator (MCLE)θ is the solution of the composite score equation
The composite score cℓ θ (θ; y) is unbiased, i.e. E θ {cℓ θ (θ; Y )} = 0, since it is a linear combination of valid score functions. Moreover,θ is consistent and approximately normal, with mean θ and variance
where 
so that the adjusted pairwise log-likelihood ratio statistic cw 1 (θ) = cw(θ)/ω 1 is asymptotically χ 2 1 . For d > 1, the first-order moment matching can be used, which gives
d approximation is used for the distribution of cw 1 (θ). A more effective rescaled version of cw(θ) is given in Pace et al. (2011) .
In principle, the composite likelihood cannot be used directly in Bayes' theorem as it is not a genuine likelihood. However, Pauli et al. (2011) suggest to combine the composite likelihood cL(θ; y) = exp{cℓ(θ; y)} suitably calibrated, i.e.
with a prior π(θ) on θ in the Bayesian framework to obtain the calibrated composite posterior
The calibration in (6) is necessary in order to adjust the curvature of the composite likelihood (see also Smith & Stephenson, 2009 ) and allows to approximately recover the asymptotic properties of the full posterior. Examples of (7) are discussed in Pauli et al. (2011) ; see also Ribatet et al. (2012) . A limitation of (7) is that it depends crucially on the calibration factor, whose components are typically cumbersome to compute (see Varin et al., 2011, Section 5.1 ).
ABC with unbiased estimating functions
In the ABC context, the similarity of simulated and observed data is typically measured by means of a distance between some summary statistics, which are in general not sufficient.
On the other hand, in order to control the Monte Carlo error, the summary statistics should be as low-dimensional as possible (Fearnhead & Prangle, 2012) . In general, the choice of the summary statistics is not straightforward, especially with high-dimensional data and complex model structures.
The approach suggested here uses a suitably rescaled composite score function cℓ θ (θ; y), evaluated at the observed MCLEθ obs , as a summary of the data. In Section 3.1 we give a motivation for this choice starting from a full computable likelihood function, while the proposed ABC-cs algorithm is discussed in Section 3.2.
ABC with score functions
Assume that the model belongs to a full exponential family with density
where h(y) > 0, ϕ is the canonical parameter, s(y) is the d-dimensional sufficient statistic, and k(ϕ) is the cumulant generating function of s(y). In this case, the best summary statistic for ABC is the minimal sufficient statistic s(y), which gives the exact posterior for ǫ → 0 (see, e.g., Rubio & Johansen, 2013 ). The following proposition shows that the ABC posterior based on a suitably rescaled score function is exact for ǫ → 0 and also invariant to reparameterizations.
and consider as summary statistic the rescaled score Proof For a fixed value ϕ 0 , the rescaled score η(y; ϕ 0 ) is a linear transformation of the minimal sufficient statistic s(y), and thus it is itself minimal sufficient. This proves that the ABC posterior based on η(y; ϕ 0 ) is exact for ǫ → 0.
, it follows thatη(y; θ 0 ) = η(y; ϕ 0 ). This proves invariance to reparameterizations. Proposition 3.1 holds for any value of ϕ 0 . In particular, when ϕ 0 is the observed value of the maximum likelihood estimate (MLE) at the observed data y obs , i.e.φ obs , we have η(y obs ;φ obs ) = 0. This choice of ϕ 0 is particularly convenient for a general model f (y; θ).
Indeed, in this case, at least in principle, we could use an alternative representation of y, or equivalently the minimal sufficient statistic based on y, given by (θ, a), whereθ is the MLE and a is an ancillary statistic, which means that its distribution does not depend on θ.
Hence, we could replace f (y; θ) with f (θ, a; θ), and the latter can be factorized as
This means that the likelihood for θ can be based equivalently on f (y; θ) or f (θ|a; θ). Unfortunately, it may not be easy in general to find f (θ|a; θ). On the other hand, it is possible to approximate such density through a tangent exponential model at (and near) the fixed value y obs (Fraser & Reid, 1995; Reid, 2003, Sect. 3.2) . Denoting by ℓ(θ; y obs ) the observed log-likelihood, the approximation to the log-likelihood based on the tangent exponential is
whereθ obs is the MLE at the observed data point y obs , s(y) = ∂ℓ(θ; y)/∂θ| θ=θ obs = ℓ θ (θ obs ; y), and ϕ(θ) = ϕ(θ; y obs ) is a one-to-one reparameterization dependent on the observed data y obs (see also Brazzale et al., 2007, Sect. 8.4.2) . The tangent exponential model is a local exponential family model with sufficient statistic s(y) and canonical parameter ϕ. It has the same log-likelihood function as the original model at the fixed point y obs , where it also has the same first derivative with respect to y.
From Proposition 3.1, the best summary statistic for ABC for the tangent exponential model (9) is the rescaled score, where the score is given by
For θ =θ obs , (10) reduces to ϕ θ (θ obs )ℓ θ (θ obs ; y), i.e. to a linear transformation of the score of the original model. Rescaling (10) then provides invariance to reparameterization, as in Proposition 3.1. This motivates the use of the score function evaluated atθ obs as an approximate optimal summary statistic in ABC for a general model.
Example 1: normal parabola. Let y = (y 1 , . . . , y n ) be a random sample from the normal distribution N(θ, θ 2 ), with θ > 0. The log-likelihood is
, which implies thatθ is the positive solution of a quadratic equation. The expected information is i(θ) = 3n/θ 2 , and the rescaled score is η(y;θ obs ) =θ obs ℓ θ (θ obs ; y)/ √ 3n.
As an illustration we use a sample of size n = 50 generated from the model, with θ = 5
and with a uniform prior in (0, 15). We consider three instances of the ABC Algorithm 1, with distance ρ(v, w) = ||v − w|| 1 and with summary statistics given, respectively, by t(y), η(y;θ obs ), and also a one-to-one transformation of the minimal sufficient statistic t(y), that is 
, which is the score test statistic computed inθ obs , based on data y.
Despite the good properties of ABC with the score function, unfortunately in typical applications of the ABC method the likelihood function is intractable, and therefore the same holds for the score function. This motivates the extension to composite likelihoods proposed in the next section.
ABC with composite score function
When dealing with complex models, possible surrogates of the unavailable full likelihood are given by composite likelihoods. Analogously to what seen in the previous section for a full likelihood, we propose the rescaled composite score function as a summary statistic in ABC.
This defines an algorithm, called ABC-cs. In terms of the ABC Algorithm 1, ABC-cs replaces the matching condition
whereθ obs is the MCLE computed with y obs and
is the rescaled composite score, with B c (θ) such that J(θ) = B c (θ)B c (θ) T . Since cℓ θ (θ obs ; y obs ) = 0, in (11) we only need to evaluate η c (θ obs ; y).
An advantage of ABC-cs is that the rescaled composite score statistic has the same dimension as θ, hence the complexity of the method is linear in the number of parameters.
Moreover, since the score statistic is obtained from the composite log-likelihood by just taking the first derivative, it is easily computed, especially when it is analytically available. An apparent drawback of (12) is the implicit dependence of the ABC-cs algorithm on J(θ). However, only J(θ obs ) is needed, and this quantity can be easily approximated with a preliminary Monte Carlo simulation with few hundreds replications (Cattelan & Sartori, 2014 ).
The following theorem shows that the proposed ABC-cs algorithm gives a valid approximation to the posterior distribution even if the rescaled composite score function (12) does not satisfies the information identity, as a full score function. Indeed, for g(θ; y) we have
and
Since H g (θ) = J g (θ) = G(θ), the adjusted composite score g(θ; y) satisfies the information identity as a proper score function and, since A(θ) = 0, it leads to the same estimatorθ of cℓ θ (θ; y) = 0.
The ABC-cs algorithm should be based on the rescaled version of g(θ; y), given by
However, it is straightforward to see that
This proves that the use of η c (θ obs ; y) as a summary statistic for ABC leads to an approximate posterior with the correct curvature (see Pauli et al., 2011) .
The proof of invariance to reparameterization follows the same steps as in Proposition 3.1.
As a final remark, note that even in this case, the squared Euclidean distance gives the composite score test statistic computed inθ obs , based on data y.
Examples
In the following examples we use composite marginal likelihood functions (Cox & Reid, 2004 ), although different model structures might lead to different choices of suitable composite like-
lihoods. An advantege of the ABC-cs approach is that it gives (with a small additional effort) the Godambe information G(θ obs ), which we use throughout the examples as a precision matrix both for ABC and ABCcs with importance sampling. Notice that ABC with MCMC or sequential Monte Carlo methods, requires a similar precision matrix, which in practice is unknown, and must be estimated by considering several preliminary runs of ABC. All the examples considered here can be replicated in R by using the package ABCcs, available at http://homes.stat.unipd.it/erlisruli/en/content/publications.
Example 2: equi-correlated normal model
This example, considered in Pace et al. (2011) among others, focuses on Bayesian inference based on the pairwise log-likelihood (3) for the parameters of an equi-correlated multivariate normal distribution with mean vector µ, and covariance matrix Σ rs = ρσ 2 , for r = s, and Σ rr = σ 2 , r, s = 1, . . . , q. For this model,θ is full efficient, the sufficient statistic is threedimensional and is the same for both the full and pairwise likelihoods (Pace et al., 2011) .
The pairwise log-likelihood (3) for θ = (µ, σ 2 , ρ) is
where
q r=1 y ir /(nq). For the expression of the score function see Pace et al. (2011, p. 145) . We assume the components of the parameter ω = (µ, τ, κ), with τ = log σ 2 and κ = logit({ρ(q − 1) + 1}/q), independent, with N(0, 100) marginal prior distributions.
A sample of n = 30 is drawn from the model with q = 50, µ = 0, σ 2 = 1 and ρ = 0.5. For ABC the summary statistic is (ȳ, √ SS B , √ SS w ), while for ABC-cs the summary statistic is given by (12). The simulation from the ABC and ABC-cs posteriors is performed with importance sampling, where the importance function is the multivariate t-student distribution with 5 degrees of freedom, centred atθ obs and with scale matrix equal to five times G(θ obs ) −1 . We consider 10 3 final samples obtained with ǫ fixed to the 0.1% quantile of the observed distances.
To get rid of the importance weights we consider re-sampling with replacement.
Results are compared also with the pairwise posterior
with the pairwise posterior (7) based on the calibrated pairwise likelihood and with the posterior distribution based on the full likelihood, approximated by a random walk Metropolis.
The box-plots of the several marginal posterior approximations are shown in Figure 2 .
The figure highlights several interesting features. As is well known, the posterior (13) can be wrongly too concentrated (see also Pauli et al., 2011; Smith & Stephenson, 2009; Ribatet et al., 2012) , whereas the calibrated pairwise posterior (7) may be the opposite. In- We also compare the posterior means of the full, ABC and ABC-cs posteriors in a simulation study over 100 Monte Carlo trials. The data are generated from the model with µ = 0, σ 2 = 1, ρ = {0.2, 0.5, 0.9}. At each simulated dataset, the ABC, the ABC-cs and the full posteriors are approximated as above. From the simulations (see Figure 3) , we notice that ABC and ABC-cs posterior means are quite similar to the full posterior mean, as expected from Proposition 3.1. Whereas the mean of the calibrated pairwise posterior can perform poorly.
Example 3: multilevel probit
The pairwise likelihood is particularly useful for modelling correlated binary outcomes, as discussed in Le Cessie & van Houwelingen (1994) . This kind of data arise, e.g. in the context of repeated measurements on the same individual. Standard likelihood analysis in these contexts may be difficult because it involves multivariate integrals whose dimension equals Let us focus on a multilevel probit model with constant cluster sizes. In particular, let S i be a latent and unobserved q-variate normal with mean γ i = X i β, with β vector of unknown regression coefficients, X i design matrix for unit i, and covariance matrix Σ, with
. . , n. Then, the observed data Y ih is equal to 1 if S ih > 0, and 0 otherwise, for h = 1, . . . , q, i = 1, . . . , n.
The full likelihood is cumbersome since it entails calculation of multiple integrals of a q-variate multivariate normal distribution. On the other hand, the pairwise log-likelihood is
where, for instance, Pr(
is the standard bivariate normal distribution, with correlation ρ = σ 2 /(1 + σ 2 ) and with
. . , n; h, k = 1, . . . , q).
As an example, we consider data generated with β 0 = 0.5, β 1 = σ = 1.5, σ 2 = 1, n = 30 and q = 10, where β 0 is the intercept and β 1 the coefficient of a covariate generated from U(−1, 1). For the parameter θ = (β 0 , β 1 , log σ 2 ) a trivariate normal prior with independent components N(0, 100) is assumed. For ABC we take the counts at each time point h ( h = 1, . . . , q), as summary statistic which is q-dimensional. Hence, the absolute norm among the statistics is A simulation study is conducted over 100 Monte Carlo samples, where the covariate is simulated as previously, with β 0 = 0.5, β 1 = 1.5, n = 30, q = 10 and σ 2 = {1, 2.5, 4}.
For each simulated dataset, we consider the mean of 10 3 final samples drawn from the four posteriors considered previously. The simulation algorithm is the same as above.
From the simulations shown in Figure 5 , it is evident that the ABC mean performs very poorly also in repeated sampling. On the other hand, the ABC-cs mean is more accurate, even with respect to the mean of the adjusted pairwise posterior. In this case also the non calibrated pairwise posterior mean is performing reasonably. Nevertheless, as shown in Fig- ure 4, this posterior is overly precise.
Example 4: MA(2) process
Consider an MA(p) process, defined as
where u t , t = 1, . . . , q, are independent N(µ, σ 2 ), and θ i , i = 1, . . . , p, must satisfy the identifiability conditions, namely that the roots of the polynomial are all outside of the unit circle in the complex plane. This stochastic process is typically used for time series modelling.
The likelihood of the MA(p) model, obtained by integrating out the random components u t (see, e.g., Hamilton, 1994) , involves inversions of (q × q) covariance matrices, which for large p and q may be computationally challenging owning to the matrix inversions. A better approach is to resort to the Kalman filter (see Hamilton, 1994, Ch. 13) . However, as shown by Marin et al. (2012) , the ABC algorithm works reasonably well in this example, so it is instructive to compare it with ABC-cs based on the composite likelihood.
We focus on the MA(2) model. As in Marin et al. (2012) , we assume µ = 0, σ 2 = 1, and the prior for θ = (θ 1 , θ 2 ) is assumed uniform in the parameter space, i.e. the triangle
We use as summary statistics for ABC the first three autocovariances
In this example, given the model structure (see e.g. Hamilton, 1994, p. 130) , we use a triplewise log-likelihood (Hjort & Varin, 2008; Varin, 2008) of the form cℓ(θ; y) = q−2 t=1 log f (y t , y t+1 , y t+2 ; θ) . Monte Carlo trials, with (θ 1 , θ 2 ) = (0.6, 0.2) (horizontal lines).
As in Marin
Discussion
A new procedure for constructing summary statistics for ABC is proposed, which is based on score or composite score functions. An advantage of the proposed method is that, by construction, the summary statistics automatically incorporate relevant features of the complex model, and its dimension is the same as the number of parameters. Moreover, no post processing tasks are required, nor pilot runs or ad hoc summaries of the data. The proposed approach can be used also within more elaborate Monte Carlo algorithms, such as MCMC, or sequential Monte Carlo methods.
The success of the ABC-cs procedure depends on how good is the composite likelihood as an approximation for the full model, given the observed data. In complex models, composite likelihoods are ideal inferential tools for deriving useful parameter estimates. Although in the examples we focused mainly on composite marginal likelihoods, this is only a special case of the general class of composite likelihoods. Indeed, there exists a wide range of possibilities for constructing composite likelihoods, and the choice depends on the structure and complexity of the model at hand. There is a rich and growing literature on this topic (Varin et al., 2011) , which we believe may be fruitfully used in ABC applications.
Finally, we note that we used the composite likelihood as a natural basis to construct a suitable unbiased estimating function in complex models. However, the proposed ABC algorithm works with any unbiased estimating function, such as for instance those used in the robust literature (see, e.g., Huber & Ronchetti, 2009 ).
