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High variability training has been shown to benefit the learning of new face identities. 
In three experiments, we investigated whether this is also the case for voice identity 
learning. In Experiment 1a, we contrasted high variability training sets – which 
included stimuli extracted from a number of different recording sessions, speaking 
environments and speaking style – with low variability stimulus sets that only 
included a single speaking style (read speech) extracted from one recording session 
(see Ritchie & Burton, 2017 for faces). Listeners were tested on an old/new 
recognition task using read sentences (i.e. test materials fully overlapped with the 
low variability training stimuli) and we found a high variability disadvantage. In 
Experiment 1b, listeners were trained in a similar way, however, now there was no 
overlap in speaking style or recording session between training sets and test stimuli. 
Here, we found a high variability advantage. In Experiment 2, variability was 
manipulated in terms of the number of unique items as opposed to number of unique 
speaking styles. Here, we contrasted the high variability training sets used in 
Experiment 1a with low variability training sets that included the same breadth of 
styles, but fewer unique items; instead, individual items were repeated (see Murphy, 
Ipser, Gaigg & Cook, 2015 for faces). We found only weak evidence for a high 
variability advantage, which could be explained by stimulus-specific effects. We 
propose that high variability advantages may be particularly pronounced when 
listeners are required to generalise from trained stimuli to different-sounding, 
previously unheard stimuli. We discuss these findings in the context of mechanisms 
thought to underpin advantages for high variability training. 
 
Keywords: voice identity; person perception; high variability training; voice learning 
Introduction 
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Within-person variability is one of the defining features of the human voice. Speakers 
constantly change the acoustic and perceptual properties of their voices to convey 
information about their emotional states, intentions or social relationships and 
similarly adapt their speech to suit different speaking environments and audiences. 
Such within-person variability has been shown to be challenging when attempting to 
accurately perceive voice identity (Lavan, Burton, Scott & McGettigan, 2018). 
Studies report decreased performance when making judgements of identity across 
stimuli that include within-person variability – especially when the voices are not 
familiar to listeners. These effects have been shown across non-verbal vocalisations 
(laughter versus vowels; Lavan, Scott & McGettigan, 2016), across speaking styles 
and background noise (Smith, Baguley, Robson, Dunn & Stacey, 2018), across 
languages (Wester, 2012), across sung versus spoken words (Peynircioğlu, 
Rabinovitz, & Repice, 2017) and across different pitches in sung vowels (Erickson & 
Phillips, 2018). Recently it has been suggested that these effects may arise because 
unfamiliar listeners tend to misperceive within-person variability as between-person 
variability. In the absence of a person-specific representation of a voice, unfamiliar 
listeners perceive multiple variable examples of a single person’s voice as having 
been produced by multiple speakers, thus failing to “tell people together”. Familiar 
listeners, on the other hand, tend to outperform unfamiliar listeners in identity 
perception tasks: they can access person-specific representations, enabling them to 
perceive within-person variability appropriately and to thus succeed in “telling people 
together” (Lavan, Burston & Garrido, 2018 Lavan, Burston, Ladwa, Merriman, Knight 
& McGettigan, 2019; Lavan, Merriman, Ladwa, Burston, Knight & McGettigan, 2018). 
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While within-person variability poses challenges that can be overcome through 
familiarity with a voice, it may not at all times be detrimental to voice identity 
perception. It has been shown in the face perception literature that learning faces 
through high variability exposure may actually be advantageous. When directly 
comparing high versus low variability training, a number of studies have produced 
empirical evidence in support of such an advantage: Murphy, Ipser, Gaigg and Cook 
(2015) exposed participants to a number of 6x8 arrays of ambient images (i.e. static 
photographs including natural variability) each including 6 exemplars of 8 individuals. 
In a between-subjects design, the low variability condition repeated the same 6x8 
grid for all the 16 learning trials (6 exemplars per identity x 16 repetitions). In the high 
variability condition, each 6x8 grid included 6 novel exemplars of the same 8 
identities (96 exemplars, no repetitions). In a subsequent old/new recognition task, 
listeners were more accurate if they learned the identities through the high variability 
training compared to participants who learned the identities through the low 
variability training. In a within-subjects design, Ritchie and Burton (2017) trained 
participants to associate names with 10 identities, with half of the identities being 
learned through low variability exemplars and the other half through high variability 
exemplars (all static photographs). Here, variability was manipulated by using 
ambient images (see above) in the high variability condition. In the low variability 
condition, stills from a single video were used, reducing variability in, for example, 
lighting, exposure, camera and hairstyle. In two experiments, which used either a 
speeded naming task based on novel ambient images or a face matching task at 
test, performance for identities learned based on high variability training exceeded 
that for identities learned based on low variability training. In a third experiment, the 
authors show that even when the test images were previously unseen stills from the 
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same video used during the low variability training – thus giving a clear advantage 
for identities learned through low variability exposure – performance for high versus 
low variability was still matched. Finally, Baker, Laurence and Mondloch (2017) 
report an advantage of high variability training for children: for the high variability 
conditions, a target identity was shown to participants based on videos recorded 
across a number of days in different locations. For the low variability training 
conditions, videos of the target identity were recorded in a single recording session 
at a single location. At test, children then identified the target identity based on 
ambient images (in contrast to a number of distractor identities). Note, however, that 
no high variability advantage was found for adults in their study.  
 
There are debates as to how this advantage may arise: it has been proposed that 
high variability exposure enables viewers to detect (and abstract) the reliable 
features of a face, while discounting transient features (e.g. Burton, Jenkins, 
Hancock & White, 2005; Jenkins & Burton, 2011). More recently, a new view was 
proposed in which the within-person variability itself is considered to be an essential 
cue when learning a new identity. Based on principal component analyses of the 
visual properties of naturally-varying images of faces, Burton, Kramer, Ritchie and 
Jenkins (2016) have shown that the within-person variability for each face is 
idiosyncratic, opening up the possibility that variability may not simply be noise that 
is to be abstracted away to detect reliable and robust cues to identity. Instead, the 
variability may be an informative signal that could in principle be used by humans 
during identity perception. Experiencing the range and nature of variability may thus 
be a fundamental aspect of learning new identities (see Ritchie & Burton, 2017 for a 
discussion). Since recent work on voice identity perception has highlighted 
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similarities between faces and voices in how within-person variability affects identity 
perception, we tested whether high variability training also confers an advantage for 
voice identity learning in three experiments. We note that variability can be 
conceptualised in many ways: the type of variability can be manipulated (e.g. 
phonemic variability vs. variability in specific acoustic features vs. variability in 
broader characteristics such as speaking styles), as can the ways in which high and 
low variability are empirically contrasted. As a first step, we opted to implement the 
contrast of high vs low variability in two different ways, following the studies of face 
learning by Ritchie and Burton (2017; Experiment 1a and 1b) and Murphy et al. 
(2015; Experiment 2; see Methods; illustrated in Figure 1). All experiments were 
preregistered via the Open Science Framework (https://osf.io/7xvjw/). 
The effects of high variability training during voice identity learning 
 7 
  
Figure 1 Illustration of the high versus low variability manipulations for Experiments 1a and 1b 
and Experiment 2. Each illustration depicts a notional “voice space”, within which the X symbols 
indicate training items. a) In Experiment 1a, high variability training sets cover a wider range of 
the voice space than the low variability training set, where the latter overlaps with the test items 
(i.e. both are comprised of read sentences). In Experiment 1b, high variability training sets cover 
a wider range of the voice space than the low variability training set (multiple speaking styles vs 
one speaking style only). However, test and training sets never overlap in this experiment.  b) In 
Experiment 2, the range of voice space covered by high and low variability training is notionally 
more comparable through use of the same range of speaking styles. However greater repetition 
of individual items in the low variability training limits the variation in exposure for each speaking 
style used. As in Experiments 1a and 1b, the test items are read sentences. 
 
Experiment 1a 
In Experiment 1a, high variability training sets included items from a number of 
different recording sessions, speaking styles and speaking situations (see Methods). 
Low variability training sets included only one speaking style (read sentences) with 
exemplars being extracted from within a single recording session. Following the 
training, listeners were tested on a voice recognition task (old/new judgements) 
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based on read sentences produced by the 4 learned voice identities and 4 distractor 
identities. We predicted that if high variability training is indeed advantageous when 
learning novel voice identities, performance on an old/new recognition task should 
be either higher or the same for voice identities trained via high variability compared 
to identities trained via low variability. In the current study, the acoustic space 
occupied by the test items overlap to a greater degree with the low variability training 
items than the higher variability training items: the test items and low variability 
training items were both recorded during the same session and both include the 
same speaking style. Thus, the study is biased towards finding better performance 
for identities learned via the low variability training sets. As a result, similar 
performance at test in this experiment is interpreted as evidence for a high variability 
advantage, since it implies that training was efficient enough to overcome the 
potential initial disadvantage (see Ritchie & Burton, 2017, Experiment 1B). Better 
performance for voice identities learned through low variability training would, 
however, indicate that there is no meaningful advantage (and possibly a 




122 participants were tested online using Gorilla (gorilla.sc/about; Anwyl-Irvine, 
Massonié, Flitton, Kirkham & Evershed, 2018). Participants were recruited via Prolific 
(prolific.ac) and were reimbursed for their time. All participants were aged between 
18 and 40 years, were native speakers of English, had no reported hearing 
difficulties and had an approval rate over 90% on Prolific. The study was approved 
by the ethics committee of the Department of Speech, Hearing and Phonetic 
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Sciences at University College London. All participants were provided with an 
information sheet and completed a consent form before the start of the study. None 
of the participants had taken part in any of the pilot studies associated with the 
current experiment. Two participants were excluded from this data set: 1 participant 
failed to give the correct response for more than 20% of vigilance trials (see 
Methods); another participant’s overall performance was more than 3 standard 
deviations below the mean performance of the sample. All participants performed 
significantly better than chance ( 95% confidence intervals) for the last 16 trials of 
Training 2, which was a final exclusion criterion. The final participant sample thus 
included 120 participants (mean age: 28.5 years, SD = 6.1 years; 62 female). 
 
Stimuli 
Stimuli were extracted from the LUCID corpus (Baker & Hazan, 2011). This corpus 
includes recordings of 40 native speakers of Southern British English recorded 
across 5 recording sessions. Each session features speech produced in a different 
speaking style. In Session 1 sex-matched pairs of friends were recorded completing 
a DIAPIX task (an interactive ‘spot the difference’ task) to elicit spontaneous, 
conversational speech. In Session 2, the same pairs completed additional DIAPIX 
tasks, with one person’s voice now being noise-vocoded. This creates adverse 
communication conditions through the degradation of the speech signal, leading to 
modulations in speech production and the adoption of a clear speaking style to 
increase the intelligibility of the speech (e.g. Hazan & Baker, 2010). In Session 3, 
participants completed further DIAPIX tasks but were either paired with a 
conversation partner who was a stranger while speech was presented in multi-talker 
babble, or a low-proficiency non-native speaker of English who was also a stranger. 
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In Session 4, speakers read a number of sentences and recorded semi-spontaneous 
speech elicited via a picture naming task (“I can see a [OBJECT]”; “The verb is to 
[VERB]”). In Session 5 listeners recorded the same materials and tasks as in 
Session 4 but now produced the speech as if they were talking to someone who is 
hearing impaired, leading to exaggerated, clear speech (e.g. Hazan & Baker, 2010). 
 
From this corpus, we extracted stimulus sets from 8 female speakers of Southern 
British English (age range = 20-27 years).  Of these 8 speakers, 4 were selected to 
be trained identities and the remaining 4 were used as distractor identities at test 
(sets counterbalanced across participants). The number of training stimuli was 
determined via pilot testing, which indicated a desirable level of overall performance, 
avoiding ceiling or floor effects. Training stimulus sets included 24 unique items. All 
items lasted between 1 and 4 seconds in duration. Low variability training sets 
included 24 unique read sentences selected from the recordings from Session 4 of 
the LUCID corpus. No sentence was repeated across voice identities. High variability 
training sets included 24 unique items extracted from across the 5 sessions, thus 
covering a range of speaking styles, speaking situations, and recording times, 
increasing the degree of within-person variability included. Specifically, 6 items were 
extracted from the dialogue recorded during Session 1, 6 items were extracted from 
Session 2, 4 from Session 3, 4 items from Session 4 (2 items of the picture naming 
task, 2 from read sentences). Items were selected based to include meaningful 
utterances (e.g. “A blue can and a crisp packet”, “Yours definitely aren’t bags?”) and 
based on their total duration (see above). Finally, 5 items from Session 5 (2 items 
from the picture naming task, 2 read sentences, e.g. “The beach stall sold bats and 
balls”). The test stimulus sets included 12 read sentences from Session 4 – these 
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sentences were distinct from the items that listeners had been exposed to during 
training (see Figure 1). Note however that, although the exemplars are distinct, the 
speaking style and recording session for the low variability stimulus sets fully 
overlaps with the test stimulus sets (both are read speech). 
 
Procedure 
Listeners first completed a headphone screening (Woods, Siegel, Traer & 
McDermott, 2016) before completing two brief training phases (Training 1 and 
Training 2). We opted for this particular structure for the training phase based on its 
efficacy in previous studies of voice identity learning (Latinus & Belin, 2012; Lavan, 
Knight & McGettigan, 2019). For Training 1, participants were presented with the 24 
items associated with each of the 4 training identities, with a name to be associated 
with that voice identity presented on the screen (e.g. “This is Beth”). For two of those 
identities, the high variability training sets were used, and for the remaining two 
identities, listeners were presented with the low variability training lets. The 
assignment of identities to high and low variability training was counterbalanced 
across participants: Specifically, half the participants learned one set of 4 identities, 
the half learned the other set of 4 identities. Within these subgroups, the assignment 
of high and low variability was counterbalanced again. The presentations during this 
phase were blocked by identity, with each block including 12 items. The order of the 
8 resulting blocks (4 identities x 2 blocks) was randomised across participants. 
Participants were instructed to listen attentively and to try to memorise the different 
voices and their names. No responses were collected during this training phase. For 
Training 2, participants were presented with the same items as in Training 1 (24 high 
variability items x 2 identities + 24 low variability items x 2 identities = 96 trials in 
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total) in randomised order and were asked to complete a 4-way forced choice 
recognition task (“Is this Anna, Beth, Clara or Debbie?”) with audio-visual feedback 
on whether their response was correct or not. If a response was incorrect, listeners 
were shown the correct answer in writing on the screen. Both learning phases were 
self-timed and lasted on average around 15 minutes in total. Performance for the 
final 20% of trials of Training 2 was used as an index to track whether listeners had 
learned to recognise the two identities. These data showed listeners were able to 
correctly identify the 4 voice identities with high accuracy towards the end of the 
learning phase (mean accuracy = 85.0%, SD = 13.4%; chance level = 25%). 
 
After this learning phase participants completed the test phase, which consisted of 
an old/new judgement task (“Was the voice you just heard an old voice or a new 
voice?” Response options: “Old voice”, “New voice”). Listeners were presented with 
12 sentences produced by the 4 learned identities plus 12 sentences from the 
remaining 4 distractor identities. Participants additionally completed 10 vigilance 
trials: here listeners were asked to follow the instructions of a computer-generated 
male voice to either respond with “old voice” or “new voice” (e.g. “Please click on 













Figure 2 Summary of old/new recognition performance for learned identities in Experiment 1a. a) 
Accuracy for high versus low variability training is plotted averaged across all identities. b) 
Accuracy for high (H) versus low (L) variability training broken down by identity. Due to the 
counterbalancing of trained and distractor identities and assignments of high vs low variability 
stimuli to the trained voices, each individual bar shows the data of 30 participants. Boxes show 
the 95% confidence intervals, dots indicate the mean accuracy per participant.  
 
Confirmatory analyses 
To assess the effect of high variability training on accuracy for the learned identities 
(i.e. not taking the data from the distractor identities into account), we ran a binomial 
generalised linear mixed model (GLMM) using lme4 (Bates, Maechler, Bolker & 
Walker, 2014) in the R environment (R Core Team, 2013). Training type (high vs low 
variability) was defined as a fixed effect. Participant, speaker, stimulus as well as the 
counterbalancing were entered as random effects (Barr, Levy, Scheepers & Tily, 
2013). Statistical significance was established via likelihood ratio tests contrasting 
the full model including the fixed effect plus the random effects with a null model, i.e. 
a model that did not include the fixed effect. These models confirmed that the type of 
training had an effect on accuracy (coefficient of -0.66, SE = .07) and the 
comparison of the full and null model was significant (χ2[1] = 81.16, p < .001). 
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Accuracy was thus higher for identities learned through low variability training (82% 
correct vs 74% correct; Figure 2a). 
 
Exploratory analyses 
We further explored whether this effect differed across the individual voice identities. 
Figure 2b indicated that this trend can be observed for 7 out of the 8 identities. We 
ran another GLMM, similar to the one described above. For this GLMM, we, 
however, included both speaker and training as fixed effects, as well as the 
interaction between speaker and training. Statistical significance was again 
established via likelihood ratio tests contrasting the full model including all fixed 
effects plus the random effects with a reduced model that did not include the fixed 
effect of interest (i.e. speaker x training). These models confirmed that there was a 
significant interaction between speaker and training: the comparison of the full and 
null model was significant (χ2[13] = 81.29, p < .001). Thus, while this effect is present 
in numerical terms for most of the identities, the difference in performance introduced 
by high and low variability training varies from identity to identity. 
 
Discussion 
In the context of this study, high variability training was not advantageous compared 
to low variability training. Indeed, performance for identities learned through high 
variability training was worse than for identities learned through low variability 
training. This result may not be surprising, given the experimental design: since the 
test and low variability training sets overlapped to a greater degree - in terms of their 
speaking style and having been extracted from the same recording session - than 
the test and high variability training sets, it could be argued that the odds are stacked 
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against finding an advantage for high variability training. The result is, however, still 
different to findings obtained in a face learning study (Experiment 1B in Burton & 
Ritchie, 2017,) using a comparable design: test performance for faces was matched 
across high and low variability training regimes, indicating that high variability training 
did not cost the participants. 
 
Experiment 1b 
In Experiment 1b, we constructed high and low variability training sets that do not 
overlap in speaking style and recording session with the test stimuli. To successfully 
perform the old/new recognition task, listeners were therefore required to generalise 
from training stimuli to a previously unheard speaking style/variability (see Figure 1a 
on the right). Since there is no overlap for either the low or the high variability training 
stimuli with the test stimuli, we predicted that if high variability training is 
advantageous when learning novel voice identities, performance on an old/new 
recognition task should be higher for voice identities trained via high variability 




162 participants were recruited via Prolific and tested online. Recruitment strategies 
and exclusion criteria were identical to the ones listed for Experiment 1a. There was 
no overlap in participants between Experiment 1a, Experiment 1b and Experiment 2 
(see below) and no participants in Experiment 1b had taken part in any of the pilot 
studies associated with this set of studies. One participants were excluded based on 
their responses to the vigilance trials and one participant was excluded since they 
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did not show any learning during training. All the remaining participants’ 
performances on the main task fell within 3 SDs of the mean performance. The final 
participant sample thus included 160 participants (mean age: 28.4 years, SD = 6.2 
years; 91 female). 
 
Stimuli  
Stimuli were sourced from the LUCID corpus (Baker & Hazan, 2011) and the same 
identities were included in the task as in Experiment 1a. We used the same test 
stimuli as in Experiment 1a (12 read sentences per identity extracted from Session 4 
of the LUCID corpus). To avoid any overlap in speaking styles between test and 
training, we created new high and low variability training sets. For the high variability 
condition, we used 4 of the available remaining speaking styles: conversational 
speech (Session 1; “conversational speech”), conversational speech in adverse 
communication conditions (Session 2; “conversational speech (clear)”), picture 
naming “as if talking to a hearing-impaired person” (Session 5, “picture naming 
(clear)”) and sentence reading “as if talking to a hearing-impaired person (Session 5; 
“sentence reading (clear)”). Each of these speaking styles was represented by 6 
stimuli, resulting in a total of 24 stimuli per identity. We did not include materials from 
Session 3 since some of the to-be-learned voices completed a spot the difference 
task while talking to a stranger in adverse speaking conditions, while the others 
spoke a to low-proficiency non-native speaker, so we would have been unable to 
create a uniform set of low variability training stimuli based on these recordings.  
 
For the low variability training sets, we extracted sets of 24 stimuli from each of the 4 
speaking styles included in the high variability training sets. These speaking styles 
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differ in any number of characteristics, from each other and from the training sets: 
some speaking styles can be considered relatively spontaneous speech 
(conversational speech and conversational speech (clear)), others are non-
spontaneous (picture naming (clear) and sentence reading (clear)). Some are 
produced in “clear” speech style to enhance intelligibility for potential listeners 
(picture naming (clear) and sentence reading (clear), conversational speech (clear)), 
others are produced without trying to enhance intelligibility (e.g. conversational 
speech). We therefore predicted that the type of speaking style used in the low 
variability training set may affect performance. For this reason, we tested 
subsamples of participants (40 per training type, sample size determined a priori via 
a power analyses) on each of the four low variability training conditions (high 
variability training stimuli remained the same for all of these subsamples). Since the 
effect of high versus low variability training was present in 7 out of the 8 identities at 
were trained across participants in Experiment 1a, we opted to not counterbalance 
the two sets of identities used for training and distractor voices at test in this study. 
As in Experiment 1a, participants learned 4 new identities each, 2 based on high 
variability training, the other 2 on the of types of low variability training. The 
assignment of which identities were trained for the high versus low variability training 
was counterbalanced across participants. 
 
Procedure 
Procedure was the same as described in Experiment 1a. 
 




Figure 3 Summary of old/new recognition performance for learned identities in Experiment 1b. a) 
Accuracy for high versus low variability training is plotted averaged across all identities and all 
versions of the low variability training. b) Accuracy for high versus low variability training is 
plotted averaged across all identities by the different low variability training types. c) Accuracy for 
high (H) versus low (L) variability training is plotted averaged across the different low variability 
training types by the different identities. Due to the counterbalancing of low variability training 
types and assignments of high vs low variability stimuli to the trained voices, each individual bar 
in panel b) and c) shows the data of 20 participants. Boxes show the 95% confidence intervals, 
dots indicate the mean accuracy per participant.  
 
Confirmatory analyses 
As in Experiment 1a, we assessed the effect of high variability training on accuracy 
for the learned identities (i.e. not taking the data from the distractor identities into 
account). We again ran a binomial generalised linear mixed model (GLMM) using 
lme4 (Bates, Maechler, Bolker & Walker, 2014) in the R environment (R Core Team, 
2013). This model was almost identical to the one used in Experiment 1a, where 
training type (high vs low variability) was defined as a fixed effect. The 
counterbalancing (of assignments of identities to high or low variability training sets) 
was entered as a fixed effect in this experiment since it only had two levels in this 
study. Participant, speaker and stimulus were entered as random effects. In the 
current model, we additionally added type of low variability training as a random 
effect. Type of training had an effect on accuracy (coefficient of -.51, SE = .05) and 
the comparison of the full and null model was significant (χ2[1] = 96.356, p < .001). 
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Accuracy was thus higher for identities learned through high variability training (68% 
correct vs 58% correct; Figure 3a). High variability training was advantageous for all 
4 identities (Figure 3c). 
 
Exploratory analyses 
We further explored whether this effect differed across the different low variability 
training conditions. For this purpose, we ran 4 GLMMs. For each GLMM we included 
only one subgroup of the participant sample, split by the type of low variability 
training they received (N = 40 per group). The models again included training type 
and counterbalancing as fixed effects and participant, speaker and stimulus as 
random effects. These models confirmed that there was a significant effect of 
training for 3 of the 4 low variability training types (all coefficients < -.36, all χ2[1] > 
12.26, all ps < .001), but not for conversational speech (Session 1) (coefficient of -
.11, SE = .11, χ2[1] = 1.26, p = .263; see Figure 3b). 
 
Discussion 
In Experiment 1b, we tested whether high variability advantages may arise when 
listeners are required to generalise from learned stimuli to stimuli located in a 
previously unheard location of the within-person voice space of an identity. 
Specifically, we used an experimental design in which test items did not overlap in 
speaking style and recording session with the items that listeners had heard during 
training. In Experiment 1a, where test and training stimuli overlapped in speaking 
style and time of recording – and most clearly so for low variability training conditions 
– we found a high variability disadvantage. In contrast, in Experiment 1b, we now 
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find a high-variability advantage. This advantage was apparent for all of the different 
identities and relative to 3 out of the 4 different training conditions.  
 
The only subsample of participants that showed no advantage for high variability 
training were those whose experienced low variability training from conversational 
speech. This is the only speaking style that was not produced in adverse 
communication conditions (i.e. that would elicit clear speech from speakers to 
increase intelligibility): all other conditions either required speakers to imagine 
communication with a hearing-impaired person or indeed to communicate in real 
time with a conversation partner struggling to understand their speech (due to their 
speech being noise-vocoded; Hazan & Baker, 2010). These conditions thus elicited 
speech intended to increase intelligibility. By contrast, the conversational speech 
task did not impose any adverse communication conditions – and, crucially, neither 
did the read sentences used during test. We would thus speculate that the similarity 
between training and test items for these conditions may have been higher, 
enhancing test performance. Specifically, listeners may have needed to bridge less 
of a gap between test and training items, diminishing the high-variability training 
advantage (see Experiment 1a). 
  
Experiment 2 
In Experiment 2, we took a different approach to implementing a contrast between 
high and low variability training. In this study, both stimulus sets include naturally 
varying items. We retained the high variability stimulus sets from Experiment 1a: In 
these sets, all items are unique. For the low variability stimulus sets, variability was 
limited through presenting participants with only subsets of items from the high 
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variability sets, which were repeated during training to match the overall exposure to 
high variability (see Murphy et al., 2015 for faces). Variability here is therefore 
manipulated based on the assumption that each item includes novel variability, and 
that repeating items limits listeners’ exposure to this novel variability. In contrast to 
the manipulations of high versus low variability in Experiment 1a and 1b, the type of 
variability remains constant in Experiment 2 (high variability stimulus sets, spanning 
different speaking style and recording sessions) but the amount of variability is 
reduced. If high variability training is advantageous for identity learning, we should 
see better performance for voice identities that have been learned through high 
variability training. If performance is matched across training types, or worse for 
identities learned via high variability exposure, we can conclude that there is no clear 




66 participants were recruited from Prolific.ac based on the same criteria as in 
Experiment 1a and 1b and were paid for their time. The study was approved by the 
departmental ethics committee at Speech, Hearing and Phonetic Sciences at 
University College London. All participants were provided with an information sheet 
and completed a consent form before the start of the study. We intended to test a 
sample of 60 participants following a power analysis using the simr package in R 
(Green & McLeod, 2016). This power analysis indicated that this sample size would 
be adequate to detect an effect of a similar size to the one detected in Experiment 1a 
for the main contrast of low vs high variability training. There was no overlap in 
participants between Experiment 1a, Experiment 1b and Experiment 2 and no 
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participants in Experiment 2 had taken part in any of the pilot studies associated with 
this set of studies. Six participants were excluded from this sample: 2 participants 
failed to give the correct response for more than 20% of vigilance trials, another 
participant’s overall performance was more than 3 standard deviations below the 
mean performance of the sample and 3 participants did not perform significantly 
better than chance ( 95% confidence intervals) for the last 20% trials of Training 2. 
The final participant sample thus included 60 participants (mean age: 27.05 years, 
SD = 6.2 years; 38 female). 
 
Stimuli 
Stimulus sets for both the high variability training sets and the test stimulus set were 
the same as in Experiment 1a. Low variability training sets were created from 
subsets of the items used in the high variability training sets. Thus, low variability 
training sets also include items from across the 5 sessions. However, only one item 
per speaking style was included, and repeated during training to match the relative 
exposure to the different speaking styles present in the high variability training sets 
(see Figure 1): 1 item from Session 1 (6 repetitions), 1 item from Session 2 (6 
repetitions), 1 from Session 3 (4 repetitions), 2 items from Session 4 (1 item from the 
picture naming task, 1 read sentence; 2 repetitions each) and 2 from Session 5 (1 
item from the picture naming task, 1 read sentence; 2 repetitions each). 
 
Procedure 
The procedure was identical to that reported for Experiment 1, with only the items for 
the low variability training sets differing between experiments. 
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Results 
Figure 4 Summary of old/new recognition performance for learned identities in Experiment 2. a) 
Accuracy for high versus low variability training plotted averaged across all identities. b) 
Accuracy for high (H) versus low (L) variability training broken down by identity. Due to the 
counterbalancing of trained and distractor identities and assignments of high vs low variability 
stimuli to the trained voices, each individual bar shows the data of 15 participants. Boxes show 
the 95% confidence intervals, dots indicate the mean accuracy per participant.  
 
Confirmatory analyses 
To assess the effect of high variability training on accuracy for the learned identities 
(i.e. not taking the data from the distractor identities into account), we ran a GLMM 
that was identical to the one reported for Experiment 1a: Training type (high vs low 
variability) was defined as a fixed effect. Participant, speaker, stimulus as well as 
counterbalancing were entered as random effects. This confirmed that the type of 
training had an effect on accuracy (coefficient of 0.18, SE = .09) and that the 
comparison of the full and null model was significant (χ2[1] = 3.93, p = .047). 
Accuracy was thus higher for identities learned through high variability training (75% 
correct vs 70% correct; Figure 4a). This is the opposite of what we found in 
Experiment 1a. We note that the overall accuracy for the high variability condition is 
very similar across the two experiments using the same high variability training and 
test stimuli (74% in Experiment 1a and 75% in Experiment 2). 
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Exploratory analyses 
In line with the analyses reported in Experiment 1a, we further explored whether this 
effect differed across the individual voice identities. Figure 4b indicates that the trend 
showing a high variability advantage can be observed for only 4 out of the 8 
identities. There appears to be a large advantage for high variability training for 2 
identities (ID1 and ID2), which is likely to drive the result toward indicating an overall 
advantage for high variability training. As in Experiment 1a, we therefore ran a 
GLMM including speaker and training as fixed effects alongside the interaction 
between speaker and training. This model shows that there was again a significant 
interaction between speaker and training and the comparison of the full and null 
model was significant (χ2[13] = 47.35, p < .001). This interaction again reflects that 
the effect differs across the different identities. This underlines the observation that 
the overall high variability advantage is driven by the two identities. Despite the 
presence of a significant speaker x training interaction in Experiment 1a, there was 
consistency in the direction of the effect for 7 out of the 8 speakers – the lack of 
consistency in Experiment 2 suggests much greater speaker effects that should 
temper the interpretation of the overall high-variability training advantage. 
 
Discussion 
Experiment 2 used a different definition for the high vs low variability comparison: in 
contrast to the definition employed in Experiment 1a and 1b, both high- and low 
variability training sets included items from across different speaking styles (see 
Figure 1). While the high variability training set still included 24 unique items, the low 
variability training set included only 6 unique items, repeated a number of times to 
match the relative exposure to the different speaking styles in the high variability set. 
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We found an overall advantage for high variability training. However, when looking at 
performance for the individual voice identities, the high variability training advantage 
(defined here as performance for identities trained through high variability exposure 
numerically exceeding performance for identities trained through low variability 
exposure) is only apparent for 4 out of the 8 voice identities. Indeed, the overall 
effect appears to be mainly driven by 2 identities (ID1 and ID2). For both of these 
identities, the low variability conditions stand out as having the worst performance 
out of all of the speakers (at chance level [50%]). Performance for the high variability 
conditions was overall well matched to performance for the same identities in 
Experiment 1a and 1b (~60-70% across all experiments). We inspected the accuracy 
for these two identities for all trials of Training 2 to further explore the origin of these 
results (NB feedback was provided during this training, so the overall accuracy 
cannot be meaningfully interpreted): Listeners’ accuracy for ID1 and ID2 was 57% 
and 58% respectively. While these are the lowest scores across all 8 identities 
numerically, they do not stand out in comparison to accuracy for the remaining 
voices (62%-79%). This therefore indicates that listeners were able to learn the 
voices in the context of the training. 
 
We propose that the small number of items included in the low variability training set 
resulted in poor representations of these speakers’ voices (in relation to the test 
sets). Due to the relatively sparse training materials (only 6 unique items), listeners 
were apparently unable to compensate for these poor representations as they may 
have done for the high variability training sets including a larger number of unique 
items. If this is the case, this finding does not so much show a high variability 
advantage but a cost for this particular type of low variability training: representations 
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formed based on items that provide only sparse coverage of the speaker’s within-
person voice space may be fragile. Distances between the different sounds may be 
too large for listeners to adequately interpolate between them. Alternatively, the 
small number of unique items being repeated several times across training may have 
led listeners to form mostly exemplar-based representations, offering little scope for 
generalisation. While this did not affect performance for 6 out of the 8 tested 
identities, it appears that listeners could not successfully generalise from training to 
test for those 2 identities. These poor representations thus lead to a low variability 
training disadvantage, where some representations were not functional enough to 
allow listeners to recognise new recordings from the corresponding voice identities 
above chance level. Why this was the case for only these two identities remains 
unclear. However, we note that this effect is likely a stimulus set effect and not an 
effect of the two specific voice identities: accuracy for these two voice identities was 
comparable to the other 6 identities for both the low and high variability conditions in 
Experiment 1a and 1b. Overall, we conclude that Experiment 2 does not offer 
convincing evidence for a high variability training advantage. 
 
General Discussion 
In the current set of experiments, we tested whether high variability training can be 
advantageous in comparison to low variability training when learning new voice 
identities. Across three experiments, we find mixed evidence. In Experiment 1a, 
where low variability training stimuli and test stimuli fully overlapped in terms of 
speaking style and time of recording, we found a disadvantage for high variability 
training. In Experiment 1b, where none of the training stimuli overlapped with test 
stimuli, we found a high variability advantage. In Experiment 2, we implemented a 
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different interpretation of high versus low variability training by contrasting training 
sets of unique items in the high variability conditions with training sets comprising a 
smaller number of repeated stimuli in the low variability condition. Through, in effect, 
manipulating the amount of variability listeners experience in this experiment, we 
found a small advantage for high variability training; however, this appear to have 
been the result of stimulus set-specific effects.  
 
Taken together, Experiment 1a and 1b suggest that high variability training may not 
be advantageous when training and test stimuli are similar to each other and thus do 
not require listeners to generalise to previously unexposed locations of a person’s 
within-person voice space. Indeed, if the similarity between training and test stimuli is 
very high, low variability training may become advantageous (see Experiment 1a): in 
these cases, listeners get much exposure to the “right” kind of variability, which then 
provided a good match at test. However, high variability exposure during learning 
may be advantageous for listeners in the context of adaptively generalising from 
previously experienced to previous unexposed types of variability in a voice. Here, 
listeners may be better able to generalise because they already expect the voice to 
vary as a result of having been exposed to a wide range of the voice’s potential 
variability. These findings and interpretation align with findings in the visual domain 
showing that the degree of category variability affects whether ambiguous or critical 
exemplars falling between two categories are perceived as part of one category or 
the other (e.g. Sakamoto, Love & Jones, 2006; Stewart & Chater, 2002). 
Alternatively, it could also be argued that listeners exposed to high variability training 
have more successfully abstracted the diagnostic, stable features of the voices due 
to greater exposure to the within-person variability. Whether the effects reported 
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here occur based on decision making criteria or based on the nature of the 
representation formed cannot be answered within our study but this question 
warrants further research. 
 
Two of our experiments did not show conclusive evidence for high variability 
advantages in voice identity learning. This stands somewhat in contrast to evidence 
from the face perception literature, where consistent high variability advantages are 
reported. Divergent findings between face and voice processing are of interest in the 
context of a literature that has mainly stressed the parallels between the two 
modalities (Campanella & Belin, 2007; Yovel & Belin, 2013). While we aimed to 
design our study to be broadly comparable to studies reporting high variability 
training advantages for face identity perception, there are nonetheless many 
differences between our experiments and face perception studies that may explain 
why we may not have found a consistent advantage for high variability training 
across all experiments. Aside from differences in the stimuli and the specific study 
designs, such divergent findings may originate from general differences in the nature 
of face and voice perception and/or the time course of learning in these two 
modalities. For example, better performance on identity perception tasks for faces 
compared to voices has been widely reported (e.g. Barsics, 2014; Stevenage & Neil, 
2014). It could therefore be the case that the differences in findings across 
modalities arise from the differential difficulty of processing (and learning) information 
from voices in the context of identity perception. If we assume that all mechanisms 
underpinning voice and face identity processing are similar but that voice learning is 
more challenging, the learning and test phases of otherwise similar face- and voice-
based tasks may tap into different stages of identity learning. It has been shown that 
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within-person variability has detrimental on voice identity perception when dealing 
with unfamiliar voices (e.g. Lavan et al., 2018a). As noted above, the lack of a clear 
effect for Experiment 2 could there be explained by listeners struggling to cope with 
the within-person variability when trying to form a robust, abstracted representation 
due to the limited duration of exposure and/or number of unique items they were 
presented with during training (see for example the chance-level performance for ID1 
and ID2 in Experiment 2). For faces, where identity learning may be generally faster, 
a broadly similar level of exposure as used in our experiments may have been 
sufficient to form a stable enough representation to overcome the detrimental effects 
of variability (e.g. Jenkins et al., 2011). Once the detrimental effects of within-person 
variability have been at least partially overcome by establishing such an initial 
representation, exposure to (high) variability may then become helpful in forming 
more robust representations. This line of argument may tie in with reports from the 
phonetic training literature (where listeners are trained to discriminate/recognise 
linguistic sounds): here, studies report that the high variability advantage is present 
for reasonably successful learners whereas less successful learners were 
disadvantaged by high variability training (Perrachione, Lee, Ha & Wong, 2011; 
Sadakata & McQueen, 2014). Thus, it could be the case that if the task is relatively 
easy for participants, they could cope with more variability and even benefit from it, 
whereas if the task is more difficult (e.g. faces versus voices, successful vs 
unsuccessful learners, easy-to-learn voices vs hard-to-learn voices) high variability 
may not confer advantages or may indeed be costly. 
 
We note that we opted to use speech stimuli because these are most representative 
of what listeners experience of human voices on a daily basis and manipulated the 
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amount of type of variability in our experiments via changes in the number of 
speaking styles, unique items and recording times included within the different 
training conditions. Voices, however, vary in any number of ways that were not 
manipulated in the current study (e.g. Lavan et al., 2018 for a review of variability in 
the voice). It is possible that the kind of variability we contrasted within our stimuli 
may not be the most relevant type of variability used during voice identity learning, 
such that effects high variability training may in fact not be reliably detected with our 
stimuli. For example, items in both of our training sets included full meaningful 
utterances. In the context of voice learning, a substantial amount of information is 
encoded in such stimuli, with listeners being able to sample a large number of 
phonemes from each voice identity in both high and low variability 
training conditions. It has previously been proposed that the accuracy of recognition 
of familiar voices is closely related to stimulus content as indexed by the number of 
phonemes and that this is possibly more influential than simply increasing stimulus 
duration (e.g. Bricker & Pruzansky, 1966). Future work defining high versus low 
variability training based on different types and sources of variability present in 
voices will be necessary to build up a more comprehensive account of its effect on 
voice identity learning and perception. 
 
The question whether high variability training is advantageous during learning has 
been asked in a number of different contexts in the auditory domain: studies have 
explored the effects of high variability training when learning to perceive new 
phonetic contrasts (e.g. /r/ and /l/ in Japanese listeners; Lively, Logan & Pisoni, 
1993), learning the meaning of new words in a foreign language (Barcroft & 
Sommers, 2005, Sommer & Barcroft, 2006, 2007) and for the learning of native 
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dialects (Clopper & Pisoni, 2004). Voice (and similarly face) identity learning is thus 
only a small part of the expansive literature. These other literatures may provide 
further insights into how to further probe this question as there a number of ways in 
which high variability training could be advantageous during voice identity learning 
that the current set of studies has not yet addressed. In general, only little is known 
so far about how representations of individual identities are formed from variable 
signals (but see Lavan et al., 2019). Variable signals are however exactly what we 
encounter in everyday life, when we learn to recognise a new person. We therefore 
believe that this warrants further work looking at the nature of within-person 
variability in voices and how this variability affects and interacts with voice identity 
perception and learning on different timescales. 
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