Abstract. Suppose E is a subset of the unit circle T and H ∞ ⊂ L ∞ is the Hardy subalgebra. We examine the problem of finding the distance from the characteristic function of E to z n H ∞ . This admits an alternate description as a dual extremal problem. Precise solutions are given in several important cases. The techniques used involve the theory of Toeplitz and Hankel operators as well as the construction of certain conformal mappings.
Introduction
The linear extremal problem Λ(ψ) := sup
where b(H 1 ) is the unit ball of the classical Hardy space H 1 [8, 16] on the open unit disk D and ψ is in L ∞ of the unit circle T, has been studied by many different authors over the last century (see [13] for a brief survey and a list of references). For some historical context, let us mention an early result due to Fejér [10] , which says that for any complex numbers c 0 , c 1 , . . . , c n one has
where H is the Hankel matrix (blank entries to be treated as zeros)
and H denotes the operator norm of H (i.e., the largest singular value of H). In the special case when c j = 1, 0 ≤ j ≤ n, Egerváry [9] obtained explicit formulae for Λ and for the extremal function F . Fejér's result was generalized by Nehari in terms of Hankel operators (see [22] , [24, Theorem 1.1.1] and (2.7) below). We refer the reader to [8, 16, 17] for further references.
It is also known [4, 13] that for each ψ ∈ L ∞ the supremum in (1.1) is equal to 2) which is a quadratic extremal problem posed over the unit ball of the Hardy space H 2 . For rational ψ there are techniques in [4, 13] which lead not only to the supremum in (1.1) but also to the extremal function F for which the supremum is attained. For general ψ ∈ L ∞ the supremum is difficult to compute and the extremal function may not exist or, even when it does exist, it may not be unique.
In this paper we discuss the family of extremal problems corresponding to
where E is a Lebesgue measurable subset of T, χ E denotes the characteristic function of E, and n ∈ Z. We are thus interested in the quantities Λ n (E) := sup
If we note that Λ n (T) = sup
" F (n − 1) , one may interpret (1.4) as asking how large can be the contribution of the set E to the (n − 1)st Fourier coefficient of an H 1 function?.
The main results of this paper are as follows. Using Hankel operators and distribution estimates for harmonic conjugates, we first show in Section 3 that if E has Lebesgue measure |E| ∈ (0, 2π) then Λ n (E) = 1 2 , n ≤ 0. For n ≥ 1, we obtain some general estimates in Section 4. The central part of the paper is contained in Section 5, where we use a conformal mapping argument, along with our Hankel operator techniques, to obtain a formula for Λ n (I) when n ≥ 1 and I is an arc of the circle T. It is remarkable that in the case n = 1 the formula is explicit and may be extended to any measurable set E ⊂ T with |E| ∈ (0, 2π] (as shown in Section 7); namely, we have
For n ≥ 2 and arbitrary measurable sets E, one obtains an upper bound for Λ n (E).
Our work stems, perhaps somewhat surprisingly, from additive number theory. As noted in [21, p. 325] , an approach to the Goldbach conjecture using the Hardy-Littlewood circle method requires a bound on the expressions
where e(x) = exp(2πix), f is a certain polynomial in e(x), and m is a particular disjoint union of sub-intervals of [0, 1] . With slight adjustments in notation, one observes that problems of the form (1.2), where ψ is given by (1.3), are of some relevance to estimating the quantity in (1.5). A similar approach, where the exponent 2 replaced by 3 in (1.5), was famously used by I. M. Vinogradov in his celebrated proof that every sufficiently large odd integer is the sum of three primes. Needless to say, we do not expect our results to help solve the Goldbach conjecture. We merely point out how these extremal problems are of interest outside complex analysis and operator theory.
Preliminaries
For p ∈ [1, ∞], we let L p represent the standard Lebesgue spaces on the circle (with respect to normalized Lebesgue measure), with the integral norms · p for finite p and with the essential supremum norm · ∞ for L ∞ . Let C := C(T) denote the complex valued continuous functions on T with the supremum norm · ∞ . We let H p denote the classical Hardy spaces and H ∞ denote the space of bounded analytic functions on D. As is standard, we identify H p with a closed subspace of L p via non-tangential boundary values on T. See [8, 16] for a thorough treatment of this.
For f ∈ L 1 and n ∈ Z, let
denote n-th the Fourier coefficient of f and let
denote the harmonic conjugate of f . In what follows, E will be a Lebesgue measurable subset of the unit circle T. We use |E| to denote the (non-normalized) Lebesgue measure on T so that |E| ∈ [0, 2π], so that |I| coincides with arc length whenever I is an arc on T. We will use E − to denote the closure of E.
Just so we are not dealing with trivialities in our extremal problem Λ n (E), we first dispose of the endpoint cases |E| = 0 and |E| = 2π. Indeed
2)
A natural first step in considering any linear extremal problem is to identify the corresponding dual extremal problem. In this case (see [16] for the details), we can use the tools of functional analysis to rephrase the original extremal problem in (1.1) as the dual extremal problem
It turns out that the above inf can be replaced by a min [20, p. 146]. Since
we see, for a fixed set E ⊂ T, that
A quick review of the definition of Λ n shows that it is invariant under rotation. In other words,
The key to our investigation is the fact that Λ n (E) can also be expressed in terms of the norm of a certain Hankel operator.
2.1. Hankel operators. The Hankel operator with symbol ϕ ∈ L ∞ is defined to be 
. By Nehari's theorem (see [22] [24, Theorem 1.1.1]),
from which we conclude, via (2.4), that
where
We also make use of the formula
for the essential norm of H ϕ , that is, the distance to the compact operators [24, 1.5.3] . Here H ∞ + C denotes the uniformly closed algebra {h + f : h ∈ H ∞ , f ∈ C} endowed with the supremum norm. The Toeplitz operator T ϕ with symbol ϕ ∈ L ∞ is defined to be
where P + is the orthogonal projection of L 2 onto H 2 . The following two results play a key role. The first one is an immediate consequence of [24, Thm. 7.5 .5] and its proof. (i) If H u e < H u and u ∞ = dist(u, H ∞ ), then u has constant absolute value almost everywhere. (ii) If u has constant absolute value almost everywhere, the Toeplitz operator T u is Fredholm, and ind T u > 0, then
The second one is from [7] (see also [24, Lemma 2.12. For each λ < 1 there is a constant C λ > 0 such that if f is real valued and f ∞ ≤ π/2 then
If f is continuous, then for any µ > 0 there exists a constant C f,µ > 0 such that 1 2π
Given a real-valued function f ∈ L ∞ , we apply (2.13) and Markov's inequality
for a positive measure σ, to the function
, we may choose λ < 1 such that
At this point, after some rewriting, we get
where C is a constant which is independent of y > 0. Similarly, if f is continuous, we obtain from (2.14) that for any µ > 0 there exists a C µ > 0 such that
This next result of Stein and Weiss is an exact formula for the distribution function for χ E [29] .
Lemma 2.17. If E is a Lebesgue measurable subset of T then
e πy − e −πy .
An essential computation.
Putting this all together, we are now ready to prove the following important lemma which is useful in our analysis of a certain family of Hankel operators. It is likely that this next result is already well-known as a 'folk theorem', although we are unable to find a specific reference for it.
Lemma 2.18. If E is a Lebesgue measurable subset of T and |E| ∈ (0, 2π),
where u is real-valued and b is a real constant, the inequality
holds almost everywhere T whence
for any 0 < β < 1. According to (2.15), the first term on the right hand side of (2.19) is majorized by
for some α < 1 and C > 0. Now choose β < 1 such that β/α > 1, and then µ > 0 such that (1 − β)µ > π. Applying (2.16), it follows that the right hand side of (2.19) decreases in y at least as fast as exp(−aπy) for some a > 1, while, by Lemma 2.17, the order of decrease of the left hand side is exactly exp(−πy). This leads to a contradiction if y → ∞ which proves the lemma.
Lemma 2.20. If E is a Lebesgue measurable subset of T and |E| ∈ (0, 2π), then
Proof. Since the Hankel matrix H z n χ E is obtained from H χ E by either eliminating or inserting a finite number of columns, we conclude that
by (2.9) and Lemma 2.18. 
which immediately yields (2.21).
Truncated Toeplitz operators.
In order to study Λ n (E) for n ≥ 1, we require a few facts about truncated Toeplitz operators, a class of operators whose study was spurred by a seminal paper of Sarason [28] (see [15] for a current survey of the subject). Although much of the following can be phrased in terms of large truncated Toeplitz matrices [3] , the arguments involve reproducing kernels and conjugations which are more natural in the setting of truncated Toeplitz operators [4, 6, 13] . For n ≥ 1, a simple computation with Fourier series shows that
is the finite dimensional vector space of polynomials of degree at most n − 1. For ψ ∈ L ∞ we consider the corresponding truncated Toeplitz operator
where P n is the orthogonal projection of L 2 onto (z n H 2 ) ⊥ . With respect to the orthonormal basis {1, z, z 2 , · · · , z n−1 } for (z n H 2 ) ⊥ the matrix representation of A n,ψ is the Toeplitz matrix ( ψ(j − k)) 0≤j,k≤n−1 .
It is easy to see that the map C n : (z n H 2 ) ⊥ → (z n H 2 ) ⊥ , defined in terms of boundary functions by
is a conjugate-linear, isometric, involution (i.e., a conjugation). Viewed as a mapping of functions on D, the conjugation C has the explicit form
Moreover, it is also known that A n,ψ satisfies A * n,ψ = C n A n,ψ C n , (i.e., A n,ψ is a complex symmetric operator [11, 12] ). Consequently,
See [13] for a proof of the preceding result.
3. Evaluation of Λ n (E) for n ≤ 0
It turns out that we can compute Λ n (E) exactly for n ≤ 0. In this setting, Λ n (E) is, to a large extent, independent of n and the set E itself. Much of the groundwork for this next result has already been done in Section 2.
, n ≤ 0. Proof. By duality, note that for any n ≤ 0 we have
2 . The last inequality follows since the constant function g ≡ 1 2 belongs to H ∞ . To establish the reverse inequality, we observe that
by Lemma 2.20.
Although Theorem 3.1 is quite definitive, its proof is not constructive. It is therefore of interest to see if, whenever we are presented with a subset E of T with |E| ∈ (0, 2π) and an > 0, we can explicitly construct a function F in the unit ball of H 1 for which the quantity 1 2πi E F (ζ)ζ n dζ comes within of 1 2 . For general n and E, this is most likely an extremely difficult problem. However, in the special case where n = 0 and E is a finite union of arcs, the following method of S. Ja. Khavinson [17, p. 18 ] furnishes a relatively explicit sequence of functions for which this occurs.
Fix
is an outer function which maps D onto the open upper half-plane H and satisfies arg g = πχ E almost everywhere on T. The function
is therefore inner and satisfies ϕ(E) = H ∩ T [14] . Now fix > 0 and let Ω denote the rectangle with vertices
Letting Γ denote the boundary of Ω, oriented in the positive sense, we note that the length of Γ is (Γ) = and get 4. Estimating Λ n (E) for n ≥ 1
Although we were able to explicitly evaluate Λ n (E) for n ≤ 0, the situation for Λ n (E) with n ≥ 1 is substantially more complicated. At this point, we are able to provide a variety of general estimates, along with explicit evaluations in a few very special cases (see Section 5) . We start with a simple, but relatively crude, estimate.
Theorem 4.1. If E is a Lebesgue measurable subset of T with |E| ∈ (0, 2π) and n ≥ 1, then
In particular, it follows that
for each fixed n ≥ 1.
Proof. From (2.5) we know that
. On the other hand, setting F (z) = z n−1 in the definition (1.4) yields
which establishes the lower bound in (4.2).
To get the upper bound, we first observe that Λ n (E) ≤ 1 by definition. Suppose, to get a contradiction, that Λ n (E) = 1. Since Λ n (E) = Hzn χ E , it follows from Lemma 2.20 that
In light of the fact, from (2.7), that
it follows from Lemma 2.10 (i) thatz n χ E has unit absolute value almost everywhere on T, and this is obviously not true. This proves the upper bound in (4.2).
For n ≥ 1, the lower bound in (4.2) is somewhat crude. The following result is more precise and can be used to obtain numerical estimates of Λ n (E). 
where F n denotes the Fejér kernel
.
Proof. With n ≥ 1 and α ∈ [−π, π] fixed, let ξ = e iα and let 
where we have used the fact that χ E and F n are both nonnegative.
Remark 4.6. Although not directly related to our investigations, it is worth noting that the proof of Theorem 4.3 can be used to obtain the well-known fact that the norm of the Toeplitz operator T ψ on H 2 is given by T ψ = ψ ∞ . Indeed, computations similar to (4.5) lead to
for almost every ξ in T. Therefore T ψ = ψ ∞ , as claimed.
It is easy to see that for any ψ ∈ L ∞ we have lim n→∞ dist(ψ, z n H ∞ ) = ψ ∞ . Indeed, assume dist(ψ, z n H ∞ ) = ψ−z n g n ∞ (as noted in Section 2, the distance is attained). If P(ψ) is the Poisson extension of ψ inside D (see, for instance, [16] ), then
Since g n ≤ 2 ψ , we have z n g n (z) → 0 for any z ∈ D, whence
In particular, it follows that lim n→∞ Λ n (E) = 1 whenever E is a Lebesgue measurable subset of T with |E| ∈ (0, 2π]. Under certain circumstances, we can obtain a better estimate for the speed of this convergence.
Proposition 4.7. If E is a Lebesgue measurable subset of T which contains a non-degenerate arc, then
Without loss of generality, we may assume that E contains the circular arc I from e −iα to e iα where α ∈ (0, π). In light of Theorem 4.3 we conclude that
. Question 4.8. Suppose that E is a totally disconnected subset of T which has positive measure (for instance, if E is a 'fat Cantor set'). What can be said about the rate at which Λ n (E) tends to 1?
Example 4.9. We remark that we are free to maximize the lower bound (4.4) with respect to the parameter α ∈ [−π, π]. If t ∈ (0, π) and E t denotes the arc of T from e −it to e it then evaluating the right hand side of (4.4) when α = 0 gives us the integral 1 2π
This integral can be computed directly yielding the following lower estimates
From the estimate
in (4.2) we observe that the above lower estimates only become meaningful when the right hand sides of the above expressions are greater then 1 2 (which will happen when t is bounded away from 0). As noted in (2.6), the above estimates hold for any arc of T with length 2t.
The case of the arc
Suppose that α ∈ (0, π) and let I α = {e it : t ∈ (−α, α)}. We assume n ≥ 1. It is known [20, p. 146] that the infimum in (2.4) is attained. We will compute the minimizing function, thus obtaining a formula for Λ n (I α ) which is explicit when n = 1. As noted in (2.6), our formula will hold not only for I α but for any arc of T with length 2α. Moreover, we will see in Section 7 that for n = 1 it can be extended to any measurable set.
Conformal maps. We will use the notation (ζ, η)
for ζ = η ∈ T to denote the sub-arc of T from ζ to η in the positive direction. travels the short way around.
For fixed n ≥ 1 and r ∈ [
This domain O n,r is obtained as follows. The pre-image of the closed unit disk centered at 1 r via the mapping z → z n has n components (see Figure  1a) . We form O n,r by removing from D the component containing 1 (see Figure 1b) . Then O n,r is a simply connected domain which is symmetric with respect to R. For n ≥ 1 note that O n,1/2 = D. Also note that
We let w ± n,r be the two 'corners' of ∂O n,r characterized by
Lemma 5.3. Suppose α ∈ (0, π). For every n ≥ 1 there exist an r n,α ∈ ( 1 2 , 1) and a conformal homeomorphism
such that Φ n,α (0) = 0 and, denoting Φ n,α to also be its continuous extension to D − , we have Φ n,α (e ±iα ) = w ± n,rn,α .
Proof. Fix n ≥ 1 and r ∈ ( Since O n,r is symmetric with respect to R, it is easy to see that ϕ r (z) satisfies the same conditions, and thus by uniqueness, we have ϕ r (z) = ϕ r (z). In particular, ϕ r ((−1, 1)) ⊂ R. We also see that ϕ r extends continuously to T and satisfies the conditions
Finally, again by uniqueness, ϕ 1/2 (z) = z, i.e., ϕ 1/2 is the identity map. If r k , r ∈ [ 1 2 , 1) and r k → r, one sees first that the domains O n,r k and O n,r satisfy the hypothesis of the Carathéodory kernel theorem [25, Theorem 1.8] and thus ϕ r k (z) → ϕ r (z) for all z ∈ D. Then O n,r k and ϕ r k satisfy the hypotheses of [25, Corollary 2.4], whence it follows that ϕ r k → ϕ r uniformly on T. See Figure 2 for an illustration of the dependence of the domain O n,r on the parameter r.
In particular, for our fixed α ∈ (0, π), the map from [ 1 2 , 1) to C defined by r → ϕ r (e iα ) is continuous.
Recalling thatˇ (e iα , e −iα ) goes from e iα to e −iα the long way around T and, similarly,ˇ (w + n,r , w − n,r ) goes from the upper corner w + n,r to the lower corner w − n,r the long way around T, suppose that r ∈ [ Suppose now that (5.4) is true for every r ∈ [ 1 2 , 1). For a sequence r k → 1, the functions 1
form a normal family in the domain Ω n := " C \ˇ (e −iπ/3n , e iπ/3n ), the intersection of the decreasing (see (5.2)) domains
By passing to a subsequence, we may assume that (Φ r k − 1) −1 converges uniformly on compact subsets of Ω n . Thus Φ r k converges uniformly on compact subsets of Ω n to some analytic function g. Since Φ r (0) = 0 and ϕ r (−1) = −1 for all r, we must have g(0) = 0 and g(−1) = −1. Thus g is a non-constant analytic function and so g must be open. On the other hand, if
then the image of Φ r k is contained in ‹ O n,r k . We will now derive a contradiction and show that g is not an open map. Indeed, the image of g is contained in
and this last set contains 0 in its boundary. But since g(0) = 0, we see that g cannot be an open map. It now follows that (5.4) cannot be true for every r ∈ [ , then ϕ rn,α (e ±iα ) = w ± n,r . Indeed, by taking a sequence r k r n,α one sees that |ϕ rn,α (e ±iα )| = 1. If, say, Arg(ϕ rn,α (e iα )) > Arg w + n,r , then, by continuity, this would happen for all r > r n,α in a small neighborhood of r n,α , which is easily seen to contradict the definition of r n,α . It follows that r n,α and Φ n,α = ϕ rn,α satisfy the requirements of the lemma.
Remark 5.5. The uniqueness of r n,α and Φ n,α subject to the conditions in Lemma 5.3 is a consequence of Theorem 5.6 (see below), since it is shown in its proof that r n,α = dist(z n χ Iα , H ∞ ), and that Φ n,α is uniquely defined by prescribing values at the three points 0, e −iα and e iα .
5.2.
The heart of the matter. We have now arrived at the main part of our argument which requires some technical details of Hankel and Toeplitz operators. Here is our main result. Proof. Fix α and n and let I = I α and define ϕ := r n,α Φ n n,α . From Lemma 5.3 it follows that ϕ is analytic on D, continuous on D − , and satisfies ϕ(ˇ (e iα , e −iα )) ⊂ r n,α T and ϕ(ˇ (e −iα , e iα )) ⊂ 1 + r n,α T (see Figure 3) . Therefore, the function u : T → C defined by
has constant absolute value equal to r n,α . Also observe that ϕ has a zero of order n at the origin allowing us to write ϕ = z n ϕ 1 and thus
We want to apply Lemma 2.10 to u. First, u has constant absolute value on T. Second T u = TznT ϕ−χ I (5.7) and so T u is Fredholm if and only if T ϕ−χ I is Fredholm. Third, since ϕ is continuous we can use (2.9) and Lemma 2.20 to see that H ϕ−χ I e = H ϕ−χ I e = H χ I e = 1 2 < r n,α . It now follows from Lemma 2.11 that T ϕ−χ I is Fredholm.
To compute the index of T u , note that ϕ − χ I is piecewise continuous, with two discontinuity points at e −iα and e iα . By [27, Theorems 1 and 2] we know that (i) the harmonic extension P(ϕ − χ I )(r, t) of ϕ − χ I is bounded away from zero in some annulus {z : 1 − < |z| < 1}; (ii) for any fixed r ∈ (1 − , 1) the curve t → P(ϕ − χ I )(r, t) has the same winding number with respect to 0; (iii) the index of T ϕ−χ I is equal to minus this winding number. The compute this winding number, notice that the circles of radius r n,α centered at 0 and 1 intersect at the two points r n,α e ±iβ where cos β = 1 2rn,α . We denote by γ the curve obtained by considering the curve (ϕ − χ I )(T) and then making it into a closed curve by adding, in the appropriate places, the segments [r n,α e iβ − 1, r n,α e iβ ] and [r n,α e −iβ , r n,α e −iβ − 1] (see Figure 4 ). This last curve has winding number n − 1 with respect to the origin and so by (5.7) ind T u = ind Tzn + ind T ϕ−χ I = n + (1 − n) = 1.
To finish, Lemma 2.10 (ii) tells us that
which proves the theorem. 6. An explicit computation for n = 1
When n = 1 one can make explicit computations. In this case
(see Figure 5 ) and the corresponding conformal homeomorphisms can be computed in closed form, leading to a precise formula for Λ 1 (I α ), where
Theorem 6.1. For α ∈ (0, π) we have
Ä e iα z−e 2iα e iα z−1
where we have taken the principal branch of the power π π+2α . Therefore,
Proof. Define
It is easily checked, using the notation in Section 5, that
then ϕ is a conformal homeomorphism from D to the upper half plane H, while (see, for instance, [18, page 48] ), w is a conformal homeomorphism from H to O 1,r 1,α . We have Φ 1,α = w • ϕ, and one can check directly that Φ 1,α (0) = 0 and Φ 1,α (e ±iα ) = e ±iβ . Thus Φ 1,α satisfies the conditions of Lemma 5.3.
For instance,
It also follows from (6.2) that α → Λ 1 (I α ) is an increasing function.
Question 6.3. Is α → Λ n (I α ) an increasing function for every n?
Question 6.4. When E is an arc and n = 1, is the supremum in (1.4) attained?
Remark 6.5. When n > 1, it does not seem possible to obtain explicit formulas for Φ n,α and r n,α .
More general sets
The following lemma was proved by Nordgren [23] (see also [5, Theorem 7.4.1, Remark 9.4.6]).
Lemma 7.1. If θ is an inner function with θ(0) = 0, then θ is measure preserving as a transformation from T to itself.
The next result appears in [26, Appendix] . We include the proof for completeness.
Theorem 7.2. If E ⊂ T is a measurable set and I ⊂ T is an arc with |I| = |E|, then there exists an inner function θ, with θ(0) = 0, such that θ −1 (I) and E are equal almost everywhere.
Proof. We may assume 0 < |E| < 2π. Let v be the harmonic extension to D of χ E and byṽ its harmonic conjugate. Define S := {z ∈ C : 0 < Re z < 1}, δ 0 := {z ∈ C : Re z = 0}, δ 1 := {z ∈ C : Re z = 1}; then ψ := v + iṽ is an analytic map from D to S, such that the nontangential limit ψ(e it ) is almost everywhere in δ 1 for e it ∈ E and in δ 0 for e it ∈ T \ E.
If τ : S → D is the Riemann map that satisfies τ (ψ(0) = 0, then I 0 := τ (δ 0 ) and I 1 := τ (δ 1 ) are complementary arcs on T, while ϕ := τ • ψ is an inner function that satisfies ϕ(0) = 0. Moreover, we have (up to sets of measure 0) E ⊂ ϕ −1 (I 1 ) and T \ E ⊂ ϕ −1 (I 0 ). Apply Lemma 7.1 to the inner function ϕ to see that |ϕ −1 (I 0 )| = |I 0 |, |ϕ −1 (I 1 )| = |I 1 |, whence |ϕ −1 (I 0 ) ∪ ϕ −1 (I 1 )| = 2π. It follows then that (up to sets of measure 0) E = ϕ −1 (I 1 ) and T \ E = ϕ −1 (I 0 ). We also have |I| = |E| = |I 1 | and therefore the required inner function θ can be obtained by composing ϕ with a rotation that maps I 1 onto I.
When |∂E| = 0, an explicit formula for θ may be obtained from [1, Proposition 2.1].
Theorem 7.3. Suppose E ⊂ T, |E| ∈ (0, 2π). Then for any n ≥ 1 we have Λ n (E) ≤ Λ n (ˇ (e −i|E|/2 , e i|E|/2 )).
Moreover, Λ 1 (E) = Λ 1 (ˇ (e −i|E|/2 , e i|E|/2 )) = r 1,|E|/2 .
Recall that the definition of r n,α is given in Theorem 6.1.
Proof. Let
I :=ˇ (e −i|E|/2 , e i|E|/2 ) and θ be corresponding inner function produced by Theorem 7.2. Then θ is measure preserving and χ I • θ = χ E . If g ∈ z n H ∞ , then g • θ ∈ z n H ∞ , and obviously
By taking the infimum with respect to all g ∈ z n H ∞ , we obtain dist(χ E , z n H ∞ ) ≤ dist(χ I , z n H ∞ ), or Λ n (E) ≤ Λ n (I).
To prove the opposite inequality in the case of Λ 1 , note, from the fact that θ is measure preserving, that, if F is in the unit ball of H 1 , then F • θ is also in the unit ball of H 1 . Moreover, 1 2π
By taking the supremum of the absolute value with respect to all F in the unit ball of H 1 , we obtain Λ 1 (I) ≤ Λ 1 (E), which is the desired inequality.
