Abstract. In this two-part paper we introduce the notion of a stable code and give a new upper bound on the normalized covering radius ofa code. The main results are that, for fixed k and large n, the minimal covering radius t[n, k] is realized by a normal code in which all but one of the columns have multiplicity l; hence tin + 2, k] t[n, k] + for sufficiently large n. We also show that codes with n _-< 14, k -< 5 or dmin 5 are normal, and we determine the covering radius of all proper codes of dimension k _-< 5. Examples of abnormal nonlinear codes are given. In Part we investigate the general theory of normalized covering radius, while in Part II [this Journal, 8 (1987), pp. 619-627] we study codes of dimension k -< 5, and normal and abnormal codes.
, [9] , 10] for further background information).
Before describing the new results, we define the normalized coveting radius, which as we shall see is easier to work with than the coveting radius itself. Let C have generator matrix G. In general, G may contain repeated columns. We assume throughout, however, that no column of G is zero. Let a be the number of distinct columns occurring in G, and let m i, ma be their multiplicities, with m + + ma n. Then R>--i= and, following [10] , we define the normalized covering radius o of C to be
(1) a generator matrix for C. If C is stable, o(C) o(C). As an illustration, consider the code C withgeneratormatfix 111 000 00 00 11 000 111 00 00 11 000 000 11 00 11 000 000 00 11 11 (with multiplicities 3, 3, 2, 2, 2), encountered in the proof of Theorem 27 of [2] . The contracted code ( has generator matrix ( 0), and is stable with p 0, so C has coveting radius 0 + [mi/2] 5. Stable codes are normal (see Theorem 4) . Theorems 6 and 7 give improved upper bounds on p. Section 5 considers how increases when the multiplicities of the columns are increased, subject to the constraint that the parities ofthe multiplicities are unchanged. More precisely, fix an [nB, k] projective code B (i.e., one with distinct columns), and consider all [n, k] codes C with ( B. For sufficiently large n, Oo(B) maxc o(C) and o,(B) minc p(C) are independent of n.
Theorem 8 investigates how rapidly oo(B) can be reached. Theorem 9 shows that o, (B) can be realized by a normal code having a very special structure, in which all columns have multiplicity except for one column that has large multiplicity. Furthermore a normal code C has o,(C) o(C) (see Theorem 11) .
For fixed k and large n, the minimal coveting radius of any [n, k] code is given by t[n, kl =-+ mien o,(B)-where B ranges over the projective codes of dimension k or k (equation (52)). It follows (see Theorem 12) that, for large n, t[n, k] can be attained by a normal code having the above-mentioned special structure. This establishes Conjectures A and D of [2] for sufficiently large n. A heuristic justification for the special structure of these codes is given at the end of 6 of Part II.
Codes of dimension k =< 4 were studied in [10] . We have now determined the coveting radius of every projective code of dimension 5. If C is any [n, 5] Table 2 (a) of Part II gives upper and lower bounds on p, and enables one to write down the coveting radius of any code C for which the contracted code has dimension _-< 5, with an error of at most 1, when only the length and dimension of C are known. For example, suppose C is a [3000, 12] code for which is a [20, 5] code. From Table  2 (a) of Part II we see that 7 -< p(C) 9, or in other words (using (2) Normal codes. Let C be a linear or nonlinear code of length n and coveting radius R. For l, n and a 0, let C ) denote the subset ofcodewords (c, Cn) of C with ci a, and for an arbitrary x e F let
) is nonempty, and let f)(x) n otherwise. Then
is called the norm of C with respect to the ith coordinate. If (3) Ni)<=N for at least one coordinate i, we say that C has norm N, and coordinates for which (3) holds are called acceptable, the other coordinates being unacceptable. Finally, C is normal if it has norm N satisfying (4) N_-< 2R + 1, and is otherwise abnormal. It follows from the definition that if C has norm N, it also has norm N + 1, N + 2, .... We take N as small as possible. For any code,
Many other properties of the norm will be found in [3] . The meanings of three terms in this paper differ from those used in certain earlier works, as will be indicated in footnotes. The new definitions seem preferable. This definition of norm is the one used in [2] , [10] and the manuscript of [3] . The definition given in the published version of [3] turns out to be less satisfactory.
choice ofa generator matrix.) By reordering the coordinates (ifnecessary) we may assume that the first m columns of C are identical, then the next m2 columns, and so on. We partition the codewords c e C as (7) c (C(1), C (2), c(a)),
where length (c(i)) mi. Correspondingly, we partition an arbitrary vector x e F as (8) X--(X(1), ,x(a)), where length (x(i)) mi. The height of x ") is defined to be (9) hi=ht(xti))=wt(xti))- [3] .
The determination of the coveting radius of codes of low dimension is greatly facilitated by the observation that for many of these codes p does not increase when pairs of identical columns are adjoined to the generator matrix. We call C stable if it has this A different definition of contracted code was used in [2] .
property, or more precisely if
We shall see, for example, that all codes of dimension k =< 3 are stable.
In view of Theorem l(b), adjoining pairs of identical columns from outside the subspace ofPG(2, k-1) spanned bythe columns of Chas no effect on p, so such columns can be ignored when investigating the stability of C. The method ofpivoting, introduced in VII of [ 10] , is a useful technique for getting upper bounds on o(C) (which are often tight), and leads to Theorem 6. Consider C to be formed from the simplex code Sk with appropriate multiplicities mi, with length n mi. We partition vectors of F into blocks as in (7), (8) . We choose a coordinate Q(1 <-Q -< 2 
m'e mR + ms for QRS a line in PG(2, k-1).
In particular, the number of distinct columns in Cto with odd multiplicity, say, is equal to the number of lines QTU for which one of mT and mu is odd and the other even.
We return to the problem of reducing the distance from x to C. 
o(C) -<-+ o(CtoQ),
i.e.,
P(k)(ml follow if we show that (32)
We also know (by counting the odd columns in Fig. 1 It is sometimes useful to know how long it would take to saturate B, if pairs of identical columns were added to B so as to drive t9 up to tgoo(B) as quickly as possible. Proof Let us arrange the coordinates of Sk SO that the coordinates of B appear first. The set of vectors (hi,'", h2 k_ 1) satisfying (39), (40) (with ri for =< _-< nn, 7re 0 otherwise) and (45) is a finite set H (depending on B but not on n).
For fixed large n with n nn(mod 2), we consider all [n, k] codes C for which C B. Such a code C is defined by its multiplicities m l, and choose an r such that f(r) M.
After these preliminaries we come to the heart of the proof. Suppose n is large (specifically, we need n > 2 k max {ai}), and p*(B) ptk)(m, The following theorem determines which of these two possibilities occurs. THEOREM 10. Let C be any code for which the contracted code is the [11, 5] assigning multiplicities 1, 1, 1, 1, m, 1, . .., (m odd) to the columns of(50) we obtain an infinite sequence of[n rn + 10, 5] codes with p 3 and coveting radius R 3 + [m/2] (n 5)/2, for odd n >_-11. Figure 2 shows the case of length 23. These codes are optimal coverings, for it is proved in Theorem 22 of [3] We next show that in fact kn k or k-1, and that there is a normal code C" C[n, k] in which all but one of the columns has multiplicity 1. Finally, let C" A2i +1 () Fk-kn. Then n nB CR (C") CR (Ai + ,) <= -x -x-+ p,(B), z z since k >= kB + 1, with equality only if k kB + and A2i is early. Therefore k kB + 1, and C" e C[n, k] has the desired multiplicities. This completes the proof of (a) and (b). To prove (c) we observe that the best choice for B in (52) is independent of n, and when n increases to n + 2, the fight-hand side of (52) increases by 1.
Remarks.
(1) This theorem establishes Conjectures A and D of [2] for sufficiently large n. (2) If the optimal code C is obtained by adjoining 2l columns to B, then C has length n nB + 2l and coveting radius R p,(B) + l. We can write this as An optimal coveting code has the property that the codewords are constructed so as to be not too far from an arbitrary n-tuple x. This is a difficult task for n )) k, since we are using only 2 k vectors to cover 2 n vectors. We may say informally that codes with the structure described in Theorem 12(b) do this by matching x very carefully on a small number (ns) of coordinates, and just using an average on the rest (see Fig. 2 ). (4) This special structure also greatly simplifies the process of finding the closest codeword to a given x.
