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Abstrakt
V prvn´ı cˇa´sti bakala´rˇske´ pra´ce je vysveˇtlena podstata testova´n´ı statisticky´ch hypote´z.
Konkre´tneˇ je zde detailneˇ vysveˇtlen test neza´vislosti prˇi diskre´tn´ım rozdeˇlen´ı a jeho mozˇna´
aplikace na rea´lny´ch datech.
Druha´ cˇa´st je veˇnova´na sledova´n´ı stability procesu pomoc´ı regulacˇn´ıch diagramu˚, ktere´
slouzˇ´ı prˇedevsˇ´ım k posouzen´ı, zda je proces stabiln´ı, nebo zda je mimo kontrolu. Veˇtsˇ´ı
d˚uraz je kladen na odvozen´ı konstrukce neˇktery´ch diagramu˚. Na datech z rea´lne´ho procesu
jsou pak aplikova´ny vhodne´ diagramy a provedeny testy vymezitelny´ch prˇ´ıcˇin.
Bakala´rska´ pra´ce je souca´st´ı resˇen´ı projektu MSˇMT Ceske´ republiky cˇ´ıs. 1M06047 Cent-
rum pro jakost a spolehlivost vy´roby.
Summary
The principle of the statistic hypothesis testing is explained in the first part of this ba-
chelor thesis. Specifically, there is explained into depth the independency test for discrete
probability distribution and its possible application on the real data.
The second part of this bachelor thesis is dedicated to the monitoring of the stability
process, using the control charts that are primarily used for assessing the process to
be stable or beyond control. The focus is especially on chosen construction diagrams
deduction. The suitable diagrams are then applied on the real process data, and later
there are implemented tests of definable causes.
The bachelor’s thesis was supported by project from MSTM of the Czech Republic no.
1M06047 Center for Quality and Reliability of Production.
Kl´ıcˇova´ slova
Neza´vislost, regulacˇn´ı diagram, regulacˇn´ı meze
Keywords
Independence, control chart, control limits
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1 U´vod
V kazˇde´m rea´lne´m procesu se skutecˇne´ hodnoty od pozˇadovany´ch v urcˇite´ mı´ˇre liˇs´ı.
Nejsou-li tyto odchylky pod kontrolou, mohou zp˚usobit, zˇe vy´sledek procesu neodpov´ıda´
nasˇim pozˇadavk˚um. Na´sledkem toho mu˚zˇe by´t sn´ızˇeny´ zisk nebo r˚ust ztra´t. Abychom
vymezili prˇ´ıcˇiny teˇchto nezˇa´douc´ıch aspekt˚u, a pokud mozˇno jim v budoucnu prˇedesˇli,
uzˇ´ıva´me metody SPC (Statistic Process Control). Jako hlavn´ı na´stroje teˇchto metod slouzˇ´ı
prˇedevsˇ´ım regulacˇn´ı diagramy.
Pra´ce obsahuje teoreticky´ na´vod pro konstrukci neˇktery´ch regulacˇn´ıch diagramu˚. Jejich
aplikace je pak demonstrova´na na datech z pokeru, ktere´ si lze prˇedstavit jako analogi´ı
dat z neˇjake´ho vy´robn´ıho procesu (vy´robn´ı linka). Na vy´skyt mozˇny´ch poruch v procesu
poukazuj´ı testy vymezitelny´ch prˇ´ıcˇin. Na za´kladeˇ r˚uzny´ch statistik je pak snaha tyto
poruchy vysveˇtlit a pokud mozˇno vhodny´m za´sahem do procesu teˇmto porucha´m prˇedej´ıt.
Jako statisticky´ na´stroj ke konstrukci diagramu˚ a test˚u statisticky´ch hypote´z je vyuzˇ´ıva´no
programu Minitab 15.
Cˇa´st pra´ce je zde take´ veˇnova´na testova´n´ım statisticky´ch hypote´z. V u´vodu te´to ka-
pitoly je strucˇneˇ popsa´n za´kladn´ı princip testova´n´ı statisticky´ch hypote´z. Velky´ d˚uraz
je kladen na odvozen´ı testovac´ı statistiky pro test hypote´zy neza´vislosti prˇi diskre´tn´ım
rozdeˇlen´ı. Realizace testu je pak prova´deˇna na datech z pokeru. C´ılem je oveˇrˇit, zda´ r˚uzne´
faktory, jako je typ herny nebo kvalita startovn´ı kombinace, statisticky ovlivnˇuj´ı na´sˇ pro-
ces. Na za´kladeˇ tohoto testu lze pak posoudit, zda je trˇeba rozliˇsovat neˇktere´ kombinace
nebo herny.
2
2 Data
2.1 Pu˚vod dat
Jelikozˇ ma´m velice bohatou databa´zi dat z vlastn´ıho procesu, rozhodl jsem se pouzˇ´ıt
pro demonstraci pouzˇit´ı regulacˇn´ıch diagramu˚ a testova´n´ı statisticky´ch hypote´z sva´ vlastn´ı
data. Jde o modern´ı pokerovou karetn´ı hru nazy´vanou Texas Hold’em No Limit, ktera´ je
v dnesˇn´ı dobeˇ velky´m fenome´nem. Jedna´ se o konecˇnou nekooperativn´ı hru 2-10 hra´cˇ˚u
s nulovy´m soucˇtem tj. hry, kdy mnozˇina vsˇech strategi´ı je konecˇna´, hra´cˇi mezi sebou
nemohou uzav´ırat koalice, a celkovy´ uzˇitek pro vsˇechny zu´cˇastneˇne´ hra´cˇe a pro kazˇdou
kombinaci strategi´ı je roven nule. Pravidla te´to hry zde nebudeme hloubeˇji rozeb´ırat.
2.2 Porˇ´ızen´ı dat a trˇ´ıdeˇn´ı
Podrobne´ za´znamy vesˇkery´ch parti´ı odehrany´ch online, jezˇ jsem se zu´cˇastnil, jsou
ukla´da´ny do textovy´ch soubor˚u, z ktery´ch lze zjistit cely´ pr˚ubeˇh parti´ı. Tyto soubory lze
”prˇecˇ´ıst”pomoc´ı pokerovy´ch softwar˚u jako je PokerTracker a Holdem Manager. Celkova´
databa´ze v softwaru PokerTracker cˇ´ıta´ informace zhruba o 700000 parti´ıch odehrany´ch
ve 4 r˚uzny´ch herna´ch ovsˇem prˇi r˚uzny´ch pocˇtech hra´cˇ˚u a r˚uzny´ch sa´zkovy´ch limitech. Je
proto trˇeba data protrˇ´ıdit. Omez´ıme se pouze na cash game partie ze 3 r˚uzny´ch heren
odehrane´ v rozmez´ı jednoho roku na stolech pro maxima´lneˇ 6 hra´cˇ˚u prˇi dane´m limitu. Jizˇ
protrˇ´ıdeˇne´ data je trˇeba exportovat do Minitabu. Partie setrˇ´ıd´ıme podle:
1. startovn´ı kombinace a herny, v ktere´m byly odehra´ny
Pozna´mka. Data trˇ´ıdeˇna´ podle startovn´ı kombinace budou pouzˇita k testova´n´ı statis-
ticky´ch hypote´z. Pocˇet parti´ı odehrany´ v herneˇ FTP (Full Tilt Poker) je 38206, kdy bylo
provedeno trˇ´ıdeˇn´ı podle startovn´ı kombinace prˇi za´kladn´ıch sa´zka´ch $5/10 a strukturˇe
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NL 5-max s nejvysˇsˇ´ım na´kupem 100BB. Tento pocˇet byl vsˇak zredukova´n o partie hrane´
z 1. pozice a o situace, kdy hru otv´ıral jiny´ hra´cˇ z 1. pozice. Redukce byla pomeˇrneˇ slozˇiteˇ
provedena v PokerTrackru odfiltrova´n´ım pra´veˇ teˇchto parti´ı. U´cˇelem bylo prˇeve´st hry z 6-
maxu na 5-max, nebot’ data z herny OnGame pocha´z´ı ze stol˚u pro maxima´lneˇ 5 hra´cˇ˚u
oproti ostatn´ım herna´m.
V herneˇ ONG (OnGame) bylo odehra´no 124834 her opeˇt prˇi za´kladn´ıch sa´zka´ch $5/10
a strukturˇe NL 5-max s nejvysˇsˇ´ım na´kupem 100BB, cozˇ prˇedstavuje nejveˇtsˇ´ı cˇa´st cele´
databa´ze.
Herna Party obsahuje 11573 her, ale prˇi za´kladn´ıch sa´zka´ch $3/6 a strukturˇe NL 5-
max s nejvysˇsˇ´ım na´kupem 100BB. Zde bylo opeˇt potrˇeba prove´st stejnou redukci jako
u 1. herny. Za´kladn´ı sa´zky se zde o neˇco liˇs´ı oproti prˇedchoz´ım herna´m. Tento rozd´ıl by
vsˇak nemeˇl mı´t velky´ vliv.
2. Trˇ´ıdeˇn´ı podle jednotlivy´ch da´vek (sessions) a herny
Pozna´mka. Data trˇ´ıdeˇna´ podle da´vek budou pouzˇita pro regulacˇn´ı diagramy. Protozˇe
se na obeˇ herny bude d´ıvat zvla´sˇt’ jako na cˇasovy´ pr˚ubeˇh procesu, nen´ı nutna´ komplikovana´
u´prava, jako v prˇedchoz´ım deˇlen´ı. Hernou Party se zde nebudeme da´le zaby´vat pro jej´ı
maly´ pocˇet da´vek.
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3 Na´hodna´ velicˇina a jej´ı rozdeˇlen´ı
Na´hodnou velicˇinou (vzhledem k jevove´mu poli A) rozumı´me zobrazen´ı X : Ω → R,
kdy pro kazˇde´ x ∈ R plat´ı {ω : X(ω) ≤ x} ∈ A. Ω je mnozˇina vsˇech elementa´rn´ıch jev˚u.
Na´hodna´ velicˇina ma´ funkce a charakteristiky, ktere´ jsou uvedeny naprˇ´ıklad v knize [1].
3.1 Vybrana´ diskre´tn´ı rozdeˇlen´ı
3.1.1 Binomicke´ rozdeˇlen´ı
Necht’ n je prˇirozene´ cˇ´ıslo a p ∈ (0, 1). Prˇedpokla´dejme, zˇe na´hodna´ velicˇina X naby´va´
pouze hodnot 0, 1, . . . , n s pravdeˇpodobnostmi
P (X = k) =
(
n
k
)
pk(1− p)n−k, k = 0, 1, . . . , n.
PakX ma´ binomicke´ rozdeˇlen´ı [1]. Znacˇ´ımeX ∼ Bi(n, p). Strˇedn´ı hodnotaX je EX = np
a rozptyl DX = np(1− p). Je-li n = 1, jde o tzv. alternativn´ı rozdeˇlen´ı A(p).
Veˇta 3.1. Necht’ Xn ∼ Bi(n, p), kde p ∈ (0, 1). Pak pro n→∞ plat´ı
Xn − np√
np(1− p)
A→ N(0, 1),
kde N(0, 1) znacˇ´ı norma´ln´ı rozdeˇlen´ı viz odstavec 3.2.1.
D˚ukaz. Viz [1] str. 335.
3.1.2 Multinomicke´ rozdeˇlen´ı
Jedna´ se o zobecneˇne´ binomicke´ rozdeˇlen´ı. Prˇedstavme si urnu a v n´ı kulicˇky k barev,
k ≥ 2. Pravdeˇpodobnost vytazˇene´ kulicˇky i -te´ barvy je pi, i = 1, . . . , k, prˇicˇemzˇ
pi ∈ (0, 1),
∑
i
pi = 1.
Vybereme n-kra´t s vracen´ım po jedne´ kulicˇce. Xi je pocˇet kulicˇek i=te´ barvy, ktere´ byly
takto vybra´ny. Zrˇejmeˇ Xi ∼ Bi(n, pi) Oznacˇ´ıme X = (X1, . . . , Xk)′ a p = (p1, . . . , pk)′.
Sdruzˇene´ rozdeˇlen´ı teˇchto velicˇin nazveme multinomicke´ [1] a znacˇ´ıme X ∼M(n; p). Plat´ı
P (X1 = x1, ..., Xk = xk) =
n!
x1!...xk!
px11 ...p
xk
k
pro
x1 ∈ {0, 1, ..., n},
∑
i
xi = n.
Veˇta 3.2. Necht’ X = (X1, . . . , Xk) ∼M(n; p1, . . . , pk). Pak Pearsonova statistika
χ2 =
k∑
i=1
(Xi − npi)2
npi
ma´ pro n→∞ rozdeˇlen´ı χ2(k − 1).
D˚ukaz. Viz [1] str. 270.
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3.1.3 Poissonovo rozdeˇlen´ı
Necht’ na´hodna´ velicˇina X naby´va´ pouze hodnot 0, 1, . . . s pravdeˇpodobnostmi
P (X = k) =
λk
k!
e−λ, k = 0, 1, . . . ,
kde λ > 0 je parametr. Rˇ´ıka´me, zˇe X ma´ Poissonovo rozdeˇlen´ı [1] s parametrem λ
a znacˇ´ıme X ∼ Po(λ). Strˇedn´ı hodnota X je EX = λ a rozptyl DX = λ.
3.2 Vybrana´ spojita´ rozdeˇlen´ı
3.2.1 Norma´ln´ı (Gaussovo) rozdeˇlen´ı
Na´hodna´ velicˇina X ma´ norma´ln´ı rozdeˇlen´ı [6], je-li hustota pravdeˇpodobnosti tvaru
f(x) =
1
σ
√
2pi
e−
(x−µ)2
2σ2 ,
kde µ ∈ R a σ2 > 0 jsou nezna´me´ parametry. Znacˇ´ıme X ∼ N(µ, σ2). Strˇedn´ı hodnota X
je EX = µ a rozptyl DX = σ2.
3.2.2 Rozdeˇlen´ı χ2
Necht’ na´hodne´ velicˇiny X1, X2, . . . , Xn jsou neza´visle´ a Xi ∼ N(0, 1), i = 1, . . . , n,
pak na´hodna´ velicˇina
Y = X1
2 +X2
2 + · · ·+Xn2
ma´ rozdeˇlen´ı χ2 [6] o n stupn´ıch volnosti a znacˇ´ıme χ2(n). Strˇedn´ı hodnota Y je EY = n
a rozptyl DY = 2n.
4 Testova´n´ı hypote´z
Prˇedpokla´dejme na´hodny´ vy´beˇr X = (X1, . . . , Xn)
′ s rozdeˇlen´ım, ktere´ ma´ distribucˇn´ı
funkci F (x,θ), kde θ je z parametricke´ho prostoru Θ ⊂ R a X je obor hodnot X ⊂ Rn.
Zaved’me:
nulovou hypote´zu
H0 : θ ∈ Θ0 ⊂ Θ,
alternativn´ı hypote´zu
H1 : θ ∈ Θ1 ⊂ Θ,
prˇicˇemzˇ Θ0 ∩Θ1 = ∅, Θ0 ∪Θ1 = Θ.
Je-li mnozˇina Θ0 jednobodova´, pak H0 se nazy´va´ jednoducha´ nulova´ hypote´za. Je-li
mnozˇina Θ1 jednobodova´, pak H1 se nazy´va´ jednoducha´ alternativn´ı hypote´za.
Je trˇeba rozhodnout o platnosti H0 nebo H1 na za´kladeˇ na´hodne´ho vy´beˇru X. Statis-
ticky´ test je rozhodovac´ı pravidlo, ktere´ na´hodne´ho vy´beˇru X prˇiˇrad´ı pra´veˇ jedno rozhod-
nut´ı ze 2 mozˇnost´ı: hypote´za H0 se zamı´ta´, nebo se H0 nezamı´ta´. Pokud H0 zamı´tneme,
prˇestozˇe plat´ı, dojde k chybeˇ I. druhu. Naopak pokud H0 nezamı´tneme, prˇestozˇe neplat´ı,
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dojde k chybeˇ II. druhu. Testy se konstruuj´ı tak, aby pravdeˇpodobnost chyby I. druhu
byla nejvy´sˇe α ∈ (0, 1). Horn´ı hranice pro chybu I. druhu
α = sup
θ∈Θ
P (X ∈ Wα)
se nazy´va´ hladina vy´znamnosti testu a Wα ⊂ X je kriticky´ obor testu definovany´ vztahem
Wα = {x ∈ X : H0 zamı´ta´me,X = x} .
Tedy H0 zamı´ta´me ⇔ X = x ∈ Wα.
Oznacˇme da´le chybu II. druhu
β(θ) = P (X ∈ Wα|H0 neplat´ı) θ ∈ Θ,
ktera´ uda´va´ pravdeˇpodobnost, zˇe nezamı´tnemeH0, kdyzˇH0 neplat´ı Neˇkdy se take´ pouzˇ´ıva´
silofunkce testu 1− β(θ).
Mı´sto porovna´n´ı hodnoty testovac´ıho krite´ria s kriticky´mi hodnotami se pro rozho-
dova´n´ı o nulove´ hypote´ze pouzˇ´ıva´ te´zˇ p-hodnota, zejme´na prˇi pouzˇit´ı statisticke´ho soft-
ware. Jedna´ se o nejveˇtsˇ´ı hladinu vy´znamnosti, prˇi ktere´ jesˇteˇ H0 zamı´ta´me. Tedy H0
zamı´ta´me ⇔ p ≤ α.
4.1 Test neza´vislosti prˇi diskre´tn´ım rozdeˇlen´ı
Necht’ na´hodny´ vektor X = (Y, Z)′ ma´ diskre´tn´ı rozdeˇlen´ı a na´hodna´ velicˇina Y naby´va´
hodnot 1, . . . , r a velicˇina Z hodnot 1, . . . , c. Prˇedpokla´dejme, zˇe byl uskutecˇneˇn vy´beˇr
o rozsahu n z tohoto rozdeˇlen´ı. Pocˇet prˇ´ıpad˚u, kdy se ve vy´beˇru vyskytla dvojice (i, j)
oznacˇ´ıme nij. Zrˇejmeˇ nij je empiricka´ cˇetnost. Matici (nij) se rˇ´ıka kontingencˇn´ı tabulka
a na´hodna´ velicˇina nij ma´ sdruzˇene´ multinomicke´ rozdeˇlen´ı pravdeˇpodobnosti s parame-
trem n a pravdeˇpodobnostmi
pij = P (Y = i, Z = j).
Oznacˇme margina´ln´ı pravdeˇpodobnosti
p.j =
∑
i
pij, pi. =
∑
j
pij
a margina´ln´ı cˇetnosti
n.j =
∑
i
nij, ni. =
∑
j
nij.
Plat´ı ∑
i
ni. =
∑
j
n.j = n.
Z
Y 1 · · · c ∑
1 n11 · · ·n1c n1.
· · · · · · · · · · · · · · ·
r nr1 · · ·nrc nr.∑
n.1 · · ·n.c n
Z
Y 1 · · · c ∑
1 p11 · · · p1c p1.
· · · · · · · · · · · · · · ·
r pr1 · · · prc pr.∑
p.1 · · · p.c 1
Kontingencˇn´ı tabulka Matice pravdeˇpodobnost´ı
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Rˇekneme, zˇe na´hodne´ velicˇiny Y a Z jsou neza´visle, pokud plat´ı
F (y, z) = Fy(y)Fz(z),
kde F (y, z) je sdruzˇena´ distribucˇn´ı funkce na´hodne´ho vektoru (Y, Z) a Fy(y), Fz(z) jsou
margina´ln´ı distribucˇn´ı funkce velicˇiny Y a Z.
Veˇta 4.1. Diskre´tn´ı na´hodne´ velicˇiny Y a Z jsou neza´visle´, pra´veˇ kdyzˇ pro vsˇechny dvojice
(i, j) plat´ı
pij = pi.p.j, i = 1, . . . , r, j = 1, . . . , c.
Hypote´za neza´vislosti H0 ma´ tvar
H0 : pij = pi.p.j, pro ∀(i, j), i = 1, . . . , r, j = 1, . . . , c.
Nezna´me´ parametry jsou p1.,. . . ,pr−1. a p.1, . . . , p.c−1. Parametry pr. a p.c lze snadno
dopocˇ´ıtat z ostatn´ıch margina´ln´ıch pravdeˇpodobnost´ı. Mu˚zˇeme je take´ odhadnout pomoc´ı
pˆi. =
ni.
n
, i = 1, . . . , r,
pˆ.j =
n.j
n
, j = 1, . . . , c.
Podle veˇty 3.2 pouzˇijeme Pearsonovu statistiku
χ2 =
k∑
i=1
(Xi − npi)2
npi
.
Mı´sto Xi zde p´ıˇseme nij a za pi dosad´ıme odhad pˆij = pˆi.pˆ.j. Dosta´va´me
χ2 =
r∑
i=1
c∑
j=1
(nij − ni.n.jn )2
ni.n.j
n
. (1)
Tato statistika ma´ asymptoticky rozdeˇlen´ı χ2 s pocˇtem stupnˇ˚u volnosti (r − 1)(c − 1).
Hypote´zu H0 o neza´vislosti velicˇin Y a Z zamı´tneme na hladineˇ vy´znamnosti α, pokud
χ2 ≥ χ21−α[(r − 1)(c− 1)].
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Prˇ´ıklad 1. V karetn´ı hrˇe bylo odehra´no 2017 parti´ı. V kazˇde´ partii jsou rozda´ny 2 karty.
Prˇedpokla´dejme, zˇe hra´cˇ mohl dostat pouze 2 r˚uzne´ kombinace karet AKs nebo AKo.
Podle tab. 1 prˇi kombinaci AKs vyhra´l 435 parti´ı a prohra´l 100. Prˇi kombinaci AKo
vyhra´l 1168 a prohra´l 314. Testujme hypote´zu, zda vy´sledek partie a kombinace karet
jsou neza´visle´ znaky.
Kombinace
Vy´sledek AKs AKo celkem
vy´hra 435 1168 1603
prohra 100 314 414
celkem 535 1482 2017
Tabulka 1: Vy´sledky
Hladinu vy´znamnosti α vol´ıme standartneˇ 0,05. Pouzˇijeme testovac´ı statistiku z rov-
nice (1)
χ2 =
2∑
i=1
2∑
j=1
(nij − ni.n.jn )2
ni.n.j
n
.
Po dosazen´ı dosta´va´me hodnotu χ2 = 1, 501. Jelikozˇ je tato hodnota mensˇ´ı nezˇ
χ21−α[(2− 1)(2− 1)] = 3, 841,
hypote´zu, zˇe vy´sledek partie a kombinace karet Aks a Ako jsou neza´visle´ znaky, ne-
zamı´ta´me na hladineˇ vy´znamnosti α = 0, 05. Z teˇchto dat vyply´va´, zˇe dane´ 2 kombinace
nejsou statisticky vy´znamne´ vzhledem k vy´sledku partie, proto nebudu da´le rozliˇsovat
Aks od Ako.
Pozna´mka. Kombinace Aks a Ako jsou diskutova´ny mezi hra´cˇi. Neˇkterˇ´ı tyto kombinace
prˇi ,,all-inu preflop”rozliˇsuj´ı a da´vaji jim o dost veˇtsˇ´ı va´hu, ktera´ je podle tohoto testu
statisticky nevy´znamna´. Je mozˇne´, zˇe se dopousˇt´ıme chyby II. druhu, kdy hypote´zu ne-
zamı´ta´me, prˇestozˇe plat´ı.
Analogicky pro kombinace AQs a AQo ma´me tabulku
Kombinace
Vy´sledek AQs AQo celkem
vy´hra 344 927 1271
prohra 156 545 701
celkem 500 1472 1972
Tabulka 2: Vy´sledky
Zde dosta´va´me χ2 = 5, 526 > 3, 841. Tedy hypote´zu, zˇe vy´sledek partie za´vis´ı na typu
kombinace AQs a AQo, zamı´ta´me na hladineˇ vy´znamnosti 0,05.
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Prˇ´ıklad 2. Ve 3 r˚uzny´ch herna´ch byl odehra´n r˚uzny´ pocˇet parti´ı, ktere´ jsme schopni
rozdeˇlit podle startovn´ı kombinace do 7 kategori´ı. Prvn´ı kategorie prˇedstavuje kombi-
nace nejvysˇsˇ´ı kvality, naopak 7. obsahuje kombinace, ktere´ se hra´vaj´ı velice zrˇ´ıdka. Takto
rozdeˇlene´ pocˇty parti´ı prˇedstavuje kontingencˇn´ı tab. 3
Kvalita
Herna I II III IV V VI VII celkem
FTP 1090 1154 1862 2534 2079 2072 31749 42540
ONG 3228 3333 5450 7674 6165 6040 92944 124834
Party 337 369 534 787 656 677 9893 13253
celkem 4655 4856 7846 10995 8900 8789 134586 180627
Tabulka 3: Pocˇty odehrany´ch parti´ı
Zde je ovsˇem manua´ln´ı pocˇ´ıta´n´ı, jako v prˇedchoz´ım prˇ´ıkladu, pomeˇrneˇ zdlouhave´.
Vyuzˇijeme proto programu Minitab, ktery´ urcˇ´ı p-hodnotu a χ20,95(12).
Obra´zek 1: Test neza´vislosti v Minitabu
Protozˇe podle obra´zku 1 je p = 0, 731 > α, hypote´zu, zˇe kvalita startovn´ı kombi-
nace neza´vis´ı na herneˇ, nezamı´ta´me na hladineˇ vy´znamnosti α = 0, 05. Pokud by vysˇla
p-hodnota, takova´, zˇe bychom hypote´zu zamı´tli, jednalo by se o podva´deˇn´ı neˇktere´ herny.
Za´vislost vysˇla statisticky nevy´znamna´. Detailneˇjˇs´ımi vy´sledky testu se budem zaby´vat
v prˇ´ıˇst´ım odstavci, kde uzˇ je za´vislost statisticky vy´znamna´.
Pozna´mka. Jedna´ se o analogicky´ prˇ´ıklad z praxe, kde mı´sto herny ma´me naprˇ´ıklad
vy´robn´ı linku a mı´sto pocˇtu her pocˇet vy´robk˚u. Pod kategoriemi bychom si mohli prˇedstavit
naprˇ´ıklad jednotlive´ smeˇny. Zde by na´s zaj´ımalo, zda pomeˇrna´ produkce v 7 r˚uzny´ch
smeˇna´ch je stejna´.
Doposud nemeˇlo smysl prova´deˇt redukci podle kapitoly 2.2. Pracovalo se tedy s nezre-
dukovany´mi daty .
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Nyn´ı zkusme do takto vytvorˇene´ tabulky dosadit mı´sto pocˇtu odehrany´ch parti´ı pocˇet
vyhrany´ch parti´ı. Prˇedpokla´da´me, zˇe vy´sledkem mu˚zˇe by´t bud’ prohra nebo vy´hra. Vy-
chaz´ıme zde z protrˇ´ıdeˇny´ch dat podle kapitoly 2.2. Budeme se zaby´vat ota´zkou, zda pocˇet
vyhrany´ch parti´ı prˇi r˚uzny´ch kategori´ıch neza´vis´ı na typu herny. Dosta´va´me kontingencˇn´ı
tabulku 4.
Kvalita
Herna I II III IV V VI VII celkem
FTP 817 700 953 1078 702 509 2236 6995
ONG 2679 2213 2988 3400 2178 1569 6657 21684
Party 254 236 241 350 256 193 1036 2566
celkem 3750 3149 4182 4828 3136 2271 9929 31245
Tabulka 4: Pocˇty vyhrany´ch parti´ı
Prˇi zpracova´n´ı teˇchto dat v minitabu dosta´va´me
Obra´zek 2: Test neza´vislosti vy´her v Minitabu
Na obra´zku 2 u kazˇde´ herny prˇedstavuje prvn´ı rˇa´dek hodnoty z tabulky 4, druhy´ rˇa´dek
ocˇeka´vane´ hodnoty (expected counts), ktere´ se snadno urcˇ´ı prˇ´ımo ze vztahu nij =
ni.n.j
n
,
ktery´ plyne z veˇty 4.1. Trˇet´ı rˇa´dek prˇedstavuj´ı hodnoty χ2ij =
(nij−ni.n.jn )2
ni.n.j
n
, vycha´zej´ıc´ı
z rovnice (1). Jejich soucˇtem z´ıska´me χ2ij(DF ). Pokud by se prvn´ı rˇa´dek rovnal druhe´mu,
pak by ve trˇet´ım rˇa´dku byly pouze nuly.
Protozˇe v tomto prˇ´ıpadeˇ vy´cha´z´ı p = 0, 000 < α, hypote´zu, zˇe pocˇet vyhrany´ch parti´ı
prˇi r˚uzny´ch kategori´ıch neza´vis´ı na herneˇ, zamı´ta´me na hladineˇ vy´znamnosti α = 0, 05.
Vsˇimneˇme si vsˇak r˚uznosti velikosti hodnot χ2ij. Cely´ vy´sledek nejv´ıce ovlivnˇuje herna
Party. Proto provedu chi-kvadra´t test pro prvn´ı 2 herny zvla´sˇt’ viz obra´zek 3.
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Obra´zek 3: χ2-test pro FTP a ONG
V tomto prˇ´ıpadeˇ vsˇak tuto hypote´zu nezamı´ta´me. P -value je zde dostatecˇneˇ vysoke´
cˇ´ıslo. Z tohoto testu usuzuji, zˇe v obou herna´ch dosahuji podobny´ch vy´sledk˚u, a nen´ı
trˇeba se domn´ıvat, zˇe by hra´cˇska´ u´rovenˇ byla v jedne´ z nich podstatneˇ vysˇsˇ´ı.
V prˇ´ıpadeˇ herny Party, ktera´ zahrnuje podstatneˇ me´neˇ parti´ı, jsem se mohl chybneˇ
domn´ıvat, zˇe u´rovenˇ hra´cˇ˚u je stejna´ prˇi sa´zka´ch 3/6 a 5/10. Bohuzˇel nejsou potrˇebna´ data
k oveˇrˇen´ı te´to hypote´zy.
Prˇi zpracova´n´ı te´to kapitoly bylo cˇerpa´no z [1],[7],[8].
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5 Regulacˇn´ı diagramy
Regulacˇn´ı diagramy, zna´me´ take´ jako Shewhartovy diagramy, jsou ve statisticke´m
rˇ´ızen´ı jakosti na´stroje statisticke´ regulace procesu (SPC z anglicke´ho Statistic Process
Control). Jedna´ se o grafy, ktere´ se pouzˇ´ıvaj´ı ke zna´zorneˇn´ı cˇasove´ho pr˚ubeˇhu procesu
(prˇedstavovany´ neˇjakou meˇrˇenou velicˇinou nebo velicˇinami, ktere´ jej charakterizuj´ı). Pro-
ces, ve ktere´m nen´ı trˇeba prˇistupovat k za´sah˚um, nazy´va´me stabiln´ı. Z diagramu je mozˇne´
udeˇlat za´veˇr, zda je chova´n´ı procesu stabiln´ı, nebo zda je mimo kontrolu. Existuje zde
analogie s testova´n´ım hypote´z. Regulacˇn´ı diagram je v podstateˇ test hypote´zy, zˇe proces
je stabiln´ı.
Pro kazˇdy´ diagram je trˇeba sestavit statisticky´ model. Necht’ W je zkusˇebn´ı statistika,
ktera´ popisuje mı´ru kvality, o kterou se zaj´ıma´me. Jej´ı strˇedn´ı hodnotu oznacˇ´ıme µw
a smeˇrodatnou odchylku σw. Pak center line CL, upper control limit UCL a lower control
limit LCL jsou da´ny vztahy
CL = µw, (2)
UCL = µw + kσw, (3)
LCL = µw − kσw, (4)
kde k je konstanta, ktera´ uda´va´ vzda´lenost od centra´ln´ı linie vyja´drˇenou ve smeˇrodatny´ch
odchylka´ch. Standartneˇ se vol´ı k = 3. Tedy pokud bude mı´t velicˇina W norma´ln´ı rozdeˇlen´ı
a k zvol´ıme 3, pak
P (W ∈ (LCL,UCL)) = 0, 9973. (5)
Hodnoty LCL a UCL nazy´va´me regulacˇn´ımi mezemi vymezuj´ıc´ı regulacˇn´ı pa´smo.
5.1 Za´kladn´ı prˇedpoklady pro regulacˇn´ı diagramy
• Konstantn´ı strˇedn´ı hodnota procesu
• Konstantn´ı rozptyl
• Neza´vislost dat (Povolena pouze slaba´ autokorelace)
• Normalita rozdeˇlen´ı dat nebo alesponˇ symetrie (Pro spojita´ data. Oveˇrˇujeme tes-
tova´n´ım hypote´z.)
5.2 Konstrukce
1. Pro sledovanou cˇasovou rˇadu, o ktere´ prˇedpokla´da´me, zˇe je stabiln´ı, vybereme podle
obra´zku 5 vhodny´ typ regulacˇn´ıho diagramu.
2. Oveˇrˇ´ıme platnost prˇedpoklad˚u vybrane´ho regulacˇn´ıho diagramu.
3. Sestroj´ıme statisticky´ model. Obycˇejneˇ odhadneme strˇedn´ı hodnotu a rozptyl, ze
ktery´ch urcˇ´ıme hodnoty CL, LCL, UCL, jezˇ jsou nezbytne´ pro konstrukci regulacˇn´ıho
diagramu.
4. Do tohoto regulacˇn´ıho diagramu pak vyna´sˇ´ıme dalˇs´ı data z procesu a sledujeme
vy´skyt ’zvla´sˇtn´ıch prˇ´ıpad˚u’ pomoc´ı test˚u vymezitelny´ch prˇ´ıcˇin (kapitola 5.3).
5. Nalezneme prˇ´ıcˇinu, ktera´ zp˚usobila zvla´sˇtn´ı prˇ´ıpad.
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5.3 Testy vymezitelny´ch prˇ´ıcˇin
Slouzˇ´ı k detekci poruch a zmeˇn. Jedna´ se o 8 nejpouzˇ´ıvaneˇjˇs´ıch a usta´leny´ch situac´ı
(viz obra´zek 4), kdy je mozˇne´ uvazˇovat o neˇjake´m za´sahu do procesu. Pravdeˇpodobnost
vy´skytu teˇchto prˇ´ıpad˚u v regulovane´m procesu s daty o norma´ln´ım rozdeˇlen´ı je velice
mala´. Pro tyto testy je dobre´ rozdeˇlit regulacˇn´ı pa´smo na 3 pa´sma A, B a C. V regulacˇn´ım
diagramu je pa´smo C u centra´ln´ı prˇ´ımky do vzda´lenosti ±σ. Pa´smo B je vneˇ pa´sma C do
vzda´lenosti ±2σ, tedy do varovny´ch mez´ı a pa´smo A je vneˇ pa´sma B azˇ do vzda´lenosti
±3σ.
1. Jedna hodnota lezˇ´ı mimo regulacˇn´ı meze. Nejcˇasteˇji se jedna´ o chybne´ meˇrˇen´ı, cˇi
odlehlou hodnotu procesu. Opakuje-li se na jedne´ straneˇ, mu˚zˇe j´ıt o asymetricke´
rozdeˇlen´ı. Opakuje-li se na obou strana´ch, mu˚zˇe j´ıt o zvy´sˇen´ı nestability procesu
nebo rozptylu dat.
2. Deveˇt po sobeˇ jdouc´ıch hodnot je na te´zˇe straneˇ od centra´ln´ı linie. Nejsp´ıˇse zp˚usobeno
posunut´ım strˇedn´ı hodnoty nebo sn´ızˇen´ım rozptylu.
3. Sˇest po sobeˇ jdouc´ıch hodnot monoto´nneˇ roste cˇi klesa´. Pravdeˇpodobneˇ se jedna´
o autokorelovany´ proces.
4. 14 hodnot v rˇadeˇ alternuje. Nestabiln´ı proces. Mu˚zˇe j´ıt o vymysˇlena´ data.
5. Dva ze trˇ´ı po sobeˇ jdouc´ıch hodnot lezˇ´ı v pa´su A. Varova´n´ı prˇed mozˇny´m prˇekrocˇen´ım
regulacˇn´ıch mez´ı. Mozˇne´ nesplneˇn´ı normality dat.
6. Cˇtyrˇi z peˇti po sobeˇ jdouc´ıch hodnot lezˇ´ı v pa´smu B nebo vzda´leneˇjˇs´ım od centra´ln´ı
linie. Pravdeˇpodobne´ posunut´ı strˇedn´ı hodnoty. Varova´n´ı prˇed mozˇny´m prˇekrocˇen´ım
regulacˇn´ıch mez´ı. Mozˇne´ nesplneˇn´ı normality dat.
7. Patna´ct hodnot v rˇadeˇ za sebou lezˇ´ı v pa´smu C nad nebo pod centra´ln´ı prˇ´ımkou.
Nejsp´ıˇs dosˇlo ke sn´ızˇen´ı variability. Mu˚zˇe j´ıt o vymysˇlena´ data.
8. Ani jeden z osmi bod˚u v rˇadeˇ za sebou nelezˇ´ı v pa´smu C. Mozˇne´ zvy´sˇen´ı variability.
Pozna´mka. Vsˇech 8 test˚u vymezitelny´ch prˇ´ıcˇin se uzˇ´ıva´ pro spojitou velicˇinu. Pokud
je sledovana´ velicˇina diskre´tn´ıho typu, pouzˇ´ıvaj´ı se pouze prvn´ı 4 z nich.
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Obra´zek 4: 8 za´kladn´ıch test˚u vymezitelny´ch prˇ´ıcˇin podle CˇSN ISO 8258 [10]
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5.4 Deˇlen´ı
Obra´zek 5: Rozdeˇlen´ı regulacˇn´ıch diagramu˚ podle pouzˇit´ı
5.5 Vybrane´ diagramy pro atributy
Sledovany´m parametrem je diskre´tn´ı velicˇina, tedy atribut. V mnoha prˇ´ıpadech lze
sledovanou velicˇinu rozdeˇlit pouze do dvou kategori´ı: vyhovuj´ıc´ı a nevyhovuj´ıc´ı. Z vy´beˇru
o velikosti n lze z´ıskat celkovy´ pocˇet nevyhovuj´ıc´ıch (Defects) D ∼ Bi(n, p). Pod´ıl nevy-
hovuj´ıc´ıch jednotek je pak
pˆ =
D
n
. (6)
Jedna´ se o odhad parametru p, ktry´ uda´va´ pravdeˇpodobnost vy´skytu nevyhovuj´ıc´ıch
jednotek. Snadno lze uka´zat, zˇe rozptyl
σ2pˆ =
p(1− p)
n
a strˇedn´ı hodnota
µpˆ = p.
Z veˇty 3.1 plyne, zˇe velicˇiny
U1 =
D − np√
np(1− p) , (7)
U2 =
pˆ− p√
1
n
p(1− p)
(8)
maj´ı prˇiblizˇneˇ norma´ln´ı rozdeˇlen´ı N(0,1). V technicke´ praxi se uzˇ´ıva´ podmı´nky [8]
np(1− p) > 9. (9)
Pozna´mka. U2 vznika´ z U1 dosazen´ım npˆ za D.
16
5.5.1 Regulacˇn´ı diagram p
Je urcˇen pro sledova´n´ı pod´ılu nevyhovuj´ıc´ıch jednotek pˆ z neˇjaky´ch da´vek velikosti n,
ktery´ je da´n vztahem (6).
Z rovnice (2) dosta´va´me
CL = µpˆ = p.
Z rovnice (3) a (4) ma´me
UCL = p+ 3
√
p(1− p)
n
,
LCL = p− 3
√
p(1− p)
n
.
Avsˇak v realne´m procesu je p vzˇdy nezna´me a mus´ı byt odhadnuto pomoc´ı
p =
1
m
m∑
i=1
pˆi, (10)
kde m je pocˇet da´vek a pˆi =
Di
n
, prˇicˇemzˇ Di znacˇ´ı pocˇet nevyhovuj´ıc´ıch v jednotlive´ da´vce
rozsahu n. Dosta´va´me statisticky´ model
CL = p,
UCL = p+ 3
√
p(1− p)
n
,
LCL = p− 3
√
p(1− p)
n
.
Do tohoto diagramu vynasˇ´ıme pod´ıly nevyhovuj´ıc´ıch jednotek pˆi.
Pozna´mka. Pokud by v neˇjake´m prˇ´ıpade vysˇlo LCL za´pore´, nastav´ıme tuto hodnotu na
nulu. Pozorovana´ velicˇina pˆ ∈ < 0, 1 > . Analogicky postupujeme, pokud UCL > 1.
5.5.2 Regulacˇn´ı diagram np
Je urcˇen pro sledova´n´ı pocˇt˚u nevyhovuj´ıc´ıh jednotek (naprˇ. vad) z neˇjaky´ch da´vek.
Opeˇt jsme schopni sestavit
CL = µD = np,
UCL = np+ 3
√
np(1− p),
LCL = np− 3
√
np(1− p).
Stejneˇ jako u diagramu p je potrˇeba odhadnout parametr p pomoc´ı p viz rovnice (10).
Vy´sledny´ statisticky´ model, ktery´ na´m urcˇuje regulacˇn´ı diagram np, je
CL = np,
UCL = np+ 3
√
np(1− p),
LCL = np− 3
√
np(1− p).
Do tohoto diagramu vynasˇ´ıme pocˇet nevyhovuj´ıc´ıch jednotek Di. Diagram je nevhodny´,
pokud jednotlive´ da´vky nejsou stejne´ velikosti n.
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5.5.3 Prˇ´ıklad pouzˇit´ı diagramu˚ pro atributy
. Pouzˇijeme data setrˇ´ıdeˇna´ podle jednotlivy´ch da´vek z herny FTP viz odstavec 2.2. V
kazˇde´ da´vce je da´n pocˇet prohrany´ch parti´ı, cozˇ lze povazˇovat za pocˇet zmetk˚u D. Pro
snadneˇjˇs´ı posuzova´n´ı zvla´sˇtn´ıch prˇ´ıcˇin se omez´ıme na m da´vek, kde pocˇet parti´ı n, tj.
velikost da´vky, je alesponˇ 50. Neˇktere´ hodnoty jsou zaznamena´ny v tabulce 5.
Da´vka Prohry D Celkem n Da´vka Prohry D Celkem n
1 107 132 . . .
2 787 991 . . .
3 109 142 . . .
4 149 176 103 89 101
5 139 161 104 228 273
6 552 676 105 291 359
7 416 502 106 696 827
8 113 131 107 88 110
9 203 255 108 691 847
10 134 176 109 167 206
. . . 110 120 169
. . . 111 36 44
. . . 112 = m 49 52
Tabulka 5: Data z herny FTP pro diagram p
Protozˇe velikost da´vek nen´ı konstantn´ı a sledujeme pod´ıly proher, pouzˇijeme diagram
p, ktery´ vy´cha´z´ı z
CL = p,
UCLi = p+ 3
√
p(1− p)
ni
,
LCLi = p− 3
√
p(1− p)
ni
.
Prˇi graficke´m zna´zorneˇn´ı vyna´sˇ´ıme pod´ıly Di
ni
. Kazˇdy´ takovy´ pod´ıl pak ma´ sve´ vlastn´ı
regulacˇn´ı meze.
Konstrukci provedeme v Minitabu, ktery´ vyuzˇ´ıva´ podmı´nky (9). Tedy pokud pro
da´vku plat´ı nip (1− p ) ≤ 9, pak da´vka nebude pouzˇita ke konstrukci diagramu p.
Je trˇeba take´ pouzˇ´ıt prvn´ı 4 testy vymezitelny´ch prˇ´ıcˇin pro atributy. Body, ktere´
teˇmito testy neprojdou, se vyznacˇ´ı cˇervenou barvou a je jim prˇiˇrazeno cˇ´ıslo, ktere´ uda´va´
typ nesplneˇne´ho testu.
Z diagramu na obra´zku 6 lze usoudit, zˇe se jedna´ o mı´rneˇ nestabiln´ı proces. Pravdeˇ-
podobnost, zˇe bod se vyskytne mimo meze je zhruba 0, 3%. Body, na ktere´ upozornˇuje
test 1, je trˇeba interpretovat. Veˇtsˇ´ı mnozˇstv´ı teˇchto bod˚u se nacha´z´ı na jedne´ straneˇ od
centra´ln´ı linie, cozˇ mu˚zˇe by´t cˇa´stecˇneˇ zp˚usobeno nesymetricˇnosti binomicke´ho rozdeˇlen´ı.
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Obra´zek 6: Diagram p pro pod´ıly proher z herny FTP
Obra´zek 7: Detailn´ı informace o bodech pod CL, ktere´ nesplnily test 1 v herneˇ FTP
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Stejnou konstrukci provedeme i pro data z herny ONG, kde m = 290.
Da´vka Prohry Di Celkem ni Da´vka Prohry Di Celkem ni
1 92 116 . . .
2 150 188 . . .
3 60 78 . . .
4 54 61 281 101 129
5 203 242 282 288 352
6 164 199 283 526 623
7 203 253 284 104 122
8 48 61 285 246 300
9 147 177 286 255 309
10 223 269 287 110 133
. . . 288 101 124
. . . 289 76 92
. . . 290 45 56
Tabulka 6: Data z herny ONG pro diagram p
Podobneˇ jako u herny FTP se v prˇ´ıpadeˇ herny ONG jedna´ o mı´rneˇ nestabiln´ı proces
viz obra´zek 8.
Na za´kladeˇ obra´zk˚u 7 a 9 se pokusme vysveˇtlit body mimo regulacˇn´ı meze, na ktere´
poukazuj´ı oba diagramy. V prˇ´ıpadeˇ teˇchto bod˚u pod centra´ln´ı prˇ´ımkou se dalo intuitivneˇ
tusˇit, zˇe se hra´cˇ cˇasteˇji zapojoval do hry. To meˇlo za na´sledek daleko agresivneˇjˇs´ı styl
hry, ktery´ naprˇ´ıklad popisuje statistika PFR (pre-flop raise). Vsˇimneˇme si take´ statistiky
WinRate, ktera´ obsahuje prˇeva´zˇneˇ kladna´ cˇ´ısla. Agresivneˇjˇs´ı styl tedy meˇl prˇeva´zˇneˇ pozi-
tivn´ı efekt na zisk. Mus´ıme vsˇak by´t opatrn´ı, protozˇe mensˇ´ı pocˇet prohrany´ch parti´ı mohl
by´t zp˚usoben prˇ´ıchodem kvalitneˇjˇs´ıch startovn´ıch kombinac´ı nebo slabsˇ´ımi hra´cˇi u stol˚u.
V prˇ´ıpadeˇ bod˚u mimo regulacˇn´ı meze lezˇ´ıc´ı pod centra´ln´ı linii se jedna´ o nezˇa´douc´ı
efekt, protozˇe WinRate zde naby´va´ prˇeva´zˇneˇ za´porny´ch hodnot. Je zde trˇeba upozornit
na dobu trva´n´ı teˇchto da´vek, kterou popisuje statistika Minutes Played. Oproti bod˚um
lezˇ´ıc´ı mimo meze nad centra´ln´ı prˇ´ımkou je zde podstatneˇ vysˇsˇ´ı doba trva´n´ı kazˇde´ da´vky,
cozˇ lze povazˇovat za jednu z hlavn´ıch prˇ´ıcˇin zp˚usobuj´ıc´ıch nestabilitu. Prˇi takto dlouhy´ch
sessions (da´vka´ch) nelze udrzˇet patrˇicˇnou pozornost, a tedy klesa´ i vy´kon. V budoucnu je
nutne´ se takovy´m da´vka´m vyvarovat.
Prˇ´ıcˇinu nesplneˇn´ı testu 2 neumı´me interpretovata na za´kladeˇ dostupny´ch statistik.
Pozna´mka. V kapitole 4.1 bylo oveˇrˇeno, zˇe nen´ı trˇeba rozliˇsovat hernu FTP a ONG
z hlediska prohrany´ch parti´ı. Data z obou heren pro p-diagram by mohla by´t spojena
a vyna´sˇena pouze v jednom diagramu. Spojen´ı teˇchto dat by vsˇak bylo na´rocˇne´, protozˇe
v neˇktery´ch prˇ´ıpadech bylo hra´no na obou herna´ch ve stejny´ cˇas.
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Obra´zek 8: Diagram p pro pod´ıly proher z herny ONG
Obra´zek 9: Detailn´ı informace o bodech, ktere´ nesplnily test 1 v herneˇ ONG
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5.6 Vybrane´ diagramy pro spojite´ velicˇiny
5.6.1 Regulacˇn´ı diagramy x-bar,R nebo S
Pouzˇ´ıvaj´ı se pro data z´ıskana´ meˇrˇen´ım, ktera´ lze rozdeˇlit do m raciona´ln´ıch podskupin.
Prˇedpokla´da´ se, zˇe vsˇechny podskupiny obsahuj´ı stejny´ pocˇet meˇrˇen´ı n. Vsˇechna meˇrˇen´ı
lze zapsat do matice m×n. Rˇa´dky te´to matice prˇedstavuj´ı jednotlive´ podskupiny. Odhad
strˇedn´ı hodnoty meˇrˇene´ velicˇiny z i-te´ podskupiny oznacˇ´ıme X i pro i = 1, . . . ,m. Pro sle-
dovan´ı X pouzˇ´ıva´me diagram x-bar (x-pr˚umeˇr). Proces variability mu˚zˇe by´t kontrolova´n
pomoc´ı R diagramu nebo S diagramu. Za´lezˇ´ı na rozsahu podskupin n.
Nyn´ı si odvod´ıme za´kladn´ı konstrukci diagramu x-bar vycha´zej´ıc´ı z rozpeˇt´ı R (angl.
range). Ze vztah˚u (2),(3) a (4) vycha´z´ı
CL = µX ,
UCL = µX + kσX ,
LCL = µX − kσX .
Strˇedn´ı hodnotu µX je nutno odhadnout
µˆX =
1
m
m∑
i=1
n∑
j=1
xij =
1
m
m∑
i=1
X i = X,
kde xij prˇedstavuje nameˇrˇenou hodnotu (na´hodny´ vy´beˇr) s rozptylem σ
2 a strˇedn´ı hod-
notou µ = µX . Da´le zaved’me relativn´ı rozpeˇt´ı (z angl. relative range)
W =
R
σ
. (11)
Kdyzˇ rozpeˇt´ı R je na´hodna´ velicˇina, pak i W je na´hodna´ velicˇina. Podstatne´ je, zˇe para-
metry velicˇiny W , tj. naprˇ´ıklad jej´ı strˇedn´ı hodnota d2 a smeˇrodatna´ odchylka d3, byly
spocˇteny pro r˚uzny´ pocˇet n. Lze je nale´zt v [10]. Neˇktere´ z nich obsahuje obra´zek 10.
Z rovnice (11) plyne
µR = E(R) = d2σ, (12)
σR =
√
D(R) =
√
d3
2σ2 = d3σ. (13)
Definujme rozpeˇt´ı i-te´ da´vky
Ri = max
j,k=1,...,n
|xij − xik| i = 1, . . . ,m.
Strˇedn´ı hodnotu µR odhadneme pomoc´ı
R =
1
m
m∑
i=1
Ri.
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Obra´zek 10: Koeficienty pro diagramy x-bar,R
Z rovnice (12) plyne
σˆ =
R
d2
. (14)
Protozˇe
σX =
√
D(X) =
√
σ2
n
=
σ√
n
,
pak odhad
σˆX =
σˆ√
n
=
R
d2
√
n
.
Koeficient k standartneˇ zvol´ıme 3. Centra´ln´ı linie a regulacˇn´ı meze pro diagram x-bar
vycha´zej´ıc´ı z rozpeˇt´ı R jsou
CL = X,
UCL = X +
3
d2
√
n
R = X + A2R,
LCL = X − 3
d2
√
n
R = X − A2R.
K diagramu se take´ sestrojuje diagram R pro kontrolu variability procesu. Nyn´ı se
pokus´ıme zkonstruovat jeho regulacˇn´ı meze a centra´ln´ı linii pomoc´ı
CL = µR,
UCL = µR + 3σR,
LCL = µR − 3σR.
23
Vyuzˇijeme vztah˚u (12),(13),(14) a odhadneme parametry µR a σR pomoc´ı
µˆR = d2σˆ = R
a
σˆR = d3σˆ =
d3
d2
R.
Potom
CL = R,
UCL = R +
3d3
d2
R = (1 +
3d3
d2
)R,
LCL = R− 3d3
d2
R = (1− 3d3
d2
)R.
Polozˇ´ıme-li
D3 = (1− 3d3
d2
)
a
D4 = (1 +
3d3
d2
),
pak centra´ln´ı linie a regulacˇn´ı meze pro diagram R jsou
CL = R, UCL = D4R, LCL = D3R,
kde D3 a D4 jsou tabelovane´ hodnoty viz obza´zek 10.
V neˇktere´m prˇ´ıpadeˇ by mohlo vyj´ıt LCL za´porne´. Vyna´sˇene´ hodnoty Ri vsˇak za´porne´
by´t nemohou. V takove´ situaci je proto trˇeba nastavit LCL na nulu.
Diagramy x-bar a R konstruujeme soucˇasneˇ. Pokud by se variabilita procesu v cˇase
meˇnila, pak by regulacˇn´ı meze pro x-bar mohly by´t chybne´.
Rozsah
Podskup. 1 · · · n X R
1 x11 · · ·x1n X1 R1
· · · · · · · · · · · · · · · · · ·
m xm1 · · ·xmn Xm Rm
Tabulka 7: Data pro konstrukci diagramu x-bar a R
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Obra´zek 11: Prˇ´ıklad graficke´ho zna´zorneˇn´ı diagramu x-bar
Obra´zek 12: Prˇ´ıklad graficke´ho zna´zorneˇn´ı diagramu R
Pokud je rozsah podskupiny n > 6, pouzˇ´ıva´ se diagram x-bar vycha´zej´ıc´ı ze smeˇrodatne´
odchylky S [9]. Odvozen´ı CL,LCL a UCL lze nale´zt v [4]. Pro tento diagram plat´ı
CL = X UCL = X + 3
S
c4
√
n
LCL = X − 3 S
c4
√
n
,
kde c4 je konstanta bl´ızka´ 1 a S je odhad smeˇrodatne´ odchylky S, pro ktery´ plat´ı
S =
1
m
m∑
i=1
Si =
1
m
m∑
i=1
1
n− 1
n∑
j=1
(X i − xij)2.
K tomuto diagramu se konstruuje namı´sto diagramu R diagram S, ktery´ je urcˇen [4]
CL = S, UCL = S + 3
S
c4
√
1− c24, LCL = S − 3S
c4
√
1− c24.
Rozsah
Podskup. 1 · · · n X S
1 x11 · · · x1n X1 S1
· · · · · · · · · · · · · · · · · ·
m xm1 · · · xmn Xm Sm
Tabulka 8: Data pro konstrukci diagramu x-bar a S
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Obra´zek 13: Graficke´ zna´zorneˇn´ı diagramu x-bar
Obra´zek 14: Graficke´ zna´zorneˇn´ı diagramu S
5.6.2 Regulacˇn´ı diagram I-MR
Je vhodny´ pro situace, kdy z neˇjake´ho d˚uvodu nen´ı u´cˇelne´ stanovova´n´ı podskupin. Je
citliveˇjˇs´ı na porusˇen´ı prˇedpokladu normality dat nezˇ ostatn´ı diagramy. Skla´da´ se ze dvou
diagramu˚ I (x-individual) a MR (moving range). MR slouzˇ´ı pro posouzen´ı variability.
Do diagramu I jsou vyna´sˇeny prˇ´ımo nameˇrˇene´ hodnoty. K sestrojen´ı tohoto diagramu je
opeˇt potrˇeba stanovit
CL = µX ,
UCL = µX + 3σX ,
LCL = µX − 3σX .
Pro stanoven´ı odhad˚u nejprve definujme klouzave´ rozpeˇt´ı
MRi = |xi − xi−1| , i = 2, . . . ,m,
kde xi je nameˇrˇena´ hodnota s rozptylem σ
2 a strˇedn´ı hodnotou µ. Da´le zaved’me relativn´ı
klouzave´ rozpeˇt´ı
WM =
MR
σ
. (15)
Statisticke´ vlastnosti klouzave´ho rozpeˇt´ı MR jsou stejne´ jako u rozpeˇt´ı R podskupiny
o rozsahu n = 2. Uzˇit´ım vztahu (14) a tabulky na obra´zku 10 dosta´va´me odhad smeˇrodatne´
odchylky σ
σˆ =
MR
d2
=
MR
1, 128
,
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kde
MR =
1
m− 1
m∑
i=2
MRi.
Centra´ln´ı linie a regulacˇn´ı meze pro diagram I jsou
CL = X,
UCL = X + 3
MR
d2
= X + 3
MR
1, 128
, (16)
LCL = X − 3MR
d2
= X − 3 MR
1, 128
.
Obdobneˇ jako diagram R se konstruuje diagram pro klouzave´ rozpeˇt´ı MR z
CL = MR,
UCL = D4MR = 3, 267MR, (17)
LCL = D3MR = 0.
5.6.3 Prˇ´ıklad pouzˇit´ı diagramu˚ pro spojitou velicˇinu
. Pouzˇijeme data setrˇ´ıdeˇna´ podle jednotlivy´ch da´vek viz odstavec 2.2. Kazˇde´ da´vce je
prˇiˇrazen zisk X (WinRate), ktery´ lze prˇirovnat k vy´sledku neˇjake´ho meˇrˇen´ı. Pro snadneˇjˇs´ı
posuzova´n´ı zvla´sˇtn´ıch prˇ´ıcˇin se opeˇt omez´ıme na m da´vek, kde pocˇet parti´ı n, tj. velikost
da´vky, je alesponˇ 50.
a) Data z herny FTP
Da´vka WinRate X MR Da´vka WinRate X MR
1 26, 47 − . . .
2 −9, 43 35, 9 . . .
3 −7, 08 2, 3 . . .
4 47, 84 54, 9 103 10, 23 14, 4
5 67, 11 19, 2 104 9, 04 23, 0
6 5, 94 61, 1 105 9, 35 5, 7
7 −12, 27 18, 2 106 9, 26 1, 8
8 −27, 86 15, 5 107 6, 69 40, 9
9 1, 64 29, 5 108 9, 18 39, 5
10 0, 33 1, 3 109 9, 43 4, 6
. . . 110 10, 06 12, 2
. . . 111 12, 03 43, 6
. . . 112 8, 29 76, 1
Tabulka 9: Data z herny FTP pro diagram I −MR
Jelikozˇ nen´ı d˚uvod sestavovat podskupiny, pouzˇijeme diagram I-MR, ktery´ se konstru-
uje ze vztah˚u (16),(17). Prˇed jeho konstrukc´ı nejprve oveˇrˇ´ıme normalitu dat. Vyuzˇijeme
implementovane´ho Kolmogorov-Smirnova testu v Minitabu.
Protozˇe podle obra´zku 15 je p < 0, 010 < α, hypote´zu, zˇe velicˇina X ma´ norma´ln´ı
rozdeˇlen´ı, zamı´ta´me na hladineˇ vy´znamnosti α = 0, 05. Abychom mohli pouzˇ´ıt diagram
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Obra´zek 15: Kolmogorov-Smirn˚uv test normality dat z herny FTP
I −MR, je potrˇeba prove´st vhodnou transformaci hodnot X. Ukazuje se, zˇe pouzˇit´ım
Johnsonovi transformace lze hodnoty X prˇeve´st na data o norma´ln´ım rozdeˇlen´ı. Vı´ce
o te´to transformaci lze nale´zt v [11].
Obra´zek 16: Kolmogorov-Smirn˚uv test normality dat z herny FTP po Johnsonoveˇ transformaci
Z testu na obra´zku 16 vy´cha´z´ı pro transformovana´ data p > 0, 150 > α. Hypote´zu, zˇe
transformovana´ velicˇina X ′ ma´ norma´ln´ı rozdeˇlen´ı, nezamı´ta´me na hladineˇ vy´znamnosti
α = 0, 05. Pokud by vsˇechny hodnoty lezˇely prˇesneˇ na prˇ´ımce vyznacˇene´ na obra´zku 16,
teoreticke´ kvantily by byly totozˇne´ s empiricky´mi a p-hodnota by byla rovna 1.
Podle obra´zku 17 lze vyhodnotit proces z herny FTP za stabiln´ı a nen´ı potrˇeba do neˇj
nijak zasahovat. Prosˇel vsˇemi 8 testy vymezitelny´ch prˇ´ıcˇin kromeˇ jednoho bodu, ktery´ lze
povazˇovat za na´hodny´ jev vzhledem k mnozˇstv´ı da´vek.
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Obra´zek 17: Diagram I −MR pro data z herny FTP po Johnsonoveˇ transformaci
b) Data z herny ONG
Nejprve opeˇt oveˇrˇ´ıme normalitu dat pomoc´ı Kolmogorov-Smirnova testu v Minitabu.
Protozˇe podle obra´zku 18 je p < 0, 010 < α, hypote´zu, zˇe velicˇina X ma´ norma´ln´ı
rozdeˇlen´ı, zamı´ta´me na hladineˇ vy´znamnosti α = 0, 05. Pro pouzˇ´ıt diagramu I −MR, je
potrˇeba opeˇt prove´st Johnsonovu transformaci hodnot X.
Obra´zek 18: Kolmogorov-Smirn˚uv test normality dat z herny ONG
Protozˇe podle obra´zku 18 je p < 0, 010 < α, hypote´zu, zˇe velicˇina X ma´ norma´ln´ı
rozdeˇlen´ı, zamı´ta´me na hladineˇ vy´znamnosti α = 0, 05. Pro pouzˇ´ıt diagramu I −MR, je
potrˇeba opeˇt prove´st Johnsonovu transformaci hodnot X.
Podle obra´zku 19 vy´cha´z´ı pro transformovana´ data p > 0, 150 > α. Hypote´zu zˇe
transformovana´ velicˇina X ′ ma´ norma´ln´ı rozdeˇlen´ı, nezamı´ta´me na α = 0, 05.
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Da´vka WinRate X MR Da´vka WinRate X MR
1 6, 81 − . . .
2 48, 62 41, 8 . . .
3 17, 21 31, 4 . . .
4 −118, 43 135, 6 281 9, 93 24, 7
5 16, 69 135, 1 282 −0, 48 10, 4
6 26, 41 9, 7 283 5, 72 6, 2
7 7, 19 19, 2 284 −11, 06 16, 8
8 −15, 60 22, 8 285 17, 25 28, 3
9 3, 08 18, 7 286 7, 03 10, 2
10 8, 08 5 287 0, 12 6, 9
. . . 288 −7, 46 7, 6
. . . 289 −4, 83 2, 6
. . . 290 −4, 87 0, 03
Tabulka 10: Data z herny ONG pro diagram I −MR
Obra´zek 19: Kolmogorov-Smirn˚uv test normality dat z herny ONG po Johnsonoveˇ transformaci
Diagram I −MR podle obra´zku 20 poukazuje na rˇadu bod˚u, ktere´ neprosˇly testem 2
tj. deveˇt po sobeˇ jdouc´ıch hodnot je pod centra´ln´ı lini´ı. Vsˇimneˇme si, zˇe podle obra´zku
21 maj´ı vsˇechny tyto body za´porny´ zisk (WinRate). Zrˇejmeˇ se jedna´ o negativn´ı aspekt,
ktery´ je potrˇeba interpretovat. Pro hlubsˇ´ı analy´zu je vhodne´ vyhledat detaily teˇchto da´vek
v PokerTrackru, kde je mozˇne´ vsˇechny partie znovu prˇehra´t. Ukazuje se, zˇe prˇ´ıcˇinou je
selha´n´ı lidske´ho faktoru. Vlivem nedodrzˇen´ı spra´vne´ zˇivotospra´vy a hran´ı nadmeˇrne´ho
pocˇtu her v kra´tke´m cˇasove´m rozmez´ı docha´zelo k poklesu vy´konu, a tedy k pravidelny´m
chyba´m, cozˇ vedlo k vy´razny´m ztra´ta´m na zisku. Pokud by se tento jev v procesu vysky-
toval cˇasteˇji, bylo by trˇeba prˇikrocˇit k systematicky´m zmeˇna´m.
Proces lze povazˇovat za stabiln´ı. C´ılem tohoto regulacˇn´ıho diagramu bylo prˇedevsˇ´ım
pouka´zat na vy´skyt nezˇa´douc´ıch prˇ´ıpad˚u.
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Obra´zek 20: Diagram I −MR dat z herny ONG po Johnsonoveˇ transformaci
Obra´zek 21: Detailn´ı informace o bodech, ktere´ nesplnily test 2
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Obra´zek 22: Chybneˇ pouzˇity´ diagram I −MR pro nenorma´ln´ı data z herny FTP
Obra´zek 23: Chybneˇ pouzˇity´ diagram I −MR pro nenorma´ln´ı data z herny ONG
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6 Za´veˇr
Bakala´rˇska´ pra´ce u´vodn´ı kapitolou seznamuje cˇtena´rˇe s daty. Podrobneˇ je zde vysveˇtleno
trˇ´ıdeˇn´ı dat, ktere´ je nezbytne´ k testova´n´ı neˇktery´ch statisticky´ch hypote´z a pro pouzˇit´ı
regulacˇn´ıch diagramu˚.
Ve trˇet´ı kapitole, ktera´ je veˇnova´na shrnut´ı za´kladn´ıch pojmu˚, jsou definova´na vesˇkera´
rozdeˇlen´ı pravdeˇpodobnosti na´hodne´ velicˇiny, ktera´ se v pra´ci vyskytuj´ı. Uzˇitecˇna´ je veˇta
o Pearsonove´ statistice, jezˇ je nezbytnou soucˇa´st´ı prˇi odvozen´ı testovac´ı statistiky pro test
neza´vislosti.
Ve cˇtvrte´ kapitole se pra´ce zaby´va´ testova´n´ım statisticky´ch hypote´z. Na zacˇa´tku te´to
kapitoly jsou zavedeny za´kladn´ı pojmy z oblasti testova´n´ı hypote´z jako je nulova´ hy-
pote´za, alternativn´ı hypote´za, chyba I. druhu, chyba II. druhu, hladina vy´znamnosti testu
cˇi p-hodnota. V dalˇs´ı cˇa´sti je c´ılem zave´st test neza´vislosti prˇi diskre´tn´ım rozdeˇlen´ı. Nej-
prve je definova´na kontingencˇn´ı tabulka, ktera´ se vyuzˇ´ıva´ v obou prˇ´ıkladech. Pote´ je
zavedena hypote´za neza´vislosti a odvozen tvar testovac´ı statistiky. V prˇ´ıkladu 1 je for-
mulova´n a na´zorneˇ rˇesˇen jednoduchy´ prˇ´ıklad 2 r˚uzny´ch karetn´ıch kombinac´ı, ktery´m je
prˇiˇrazen vy´sledek tj. vy´hra cˇi prohra. Uka´zalo se, zˇe na za´kladeˇ vsˇech parti´ı prˇi stejne´ hern´ı
strukturˇe je mezi kombinacemi AKs a AKo statisticky nevy´znamny´ rozd´ıl. V prˇ´ıkladu 2
nezamı´ta´me hypote´zu, zˇe herny prˇi rozda´va´n´ı karet podva´d´ı. Da´le se ukazuje, zˇe vzhledem
k pocˇtu vyhrany´ch parti´ı nen´ı trˇeba od sebe rozliˇsovat hernu FTP a ONG. Tento vy´sledek
je pak uzˇitecˇny´ prˇi vyhodnocova´n´ı p-diagramu v kapitole 5. U herny Party, ktera´ se jev´ı
jako za´visla´ v˚ucˇi FTP a ONG, je nutna´ urcˇita´ obezrˇetnost. To vsˇak mu˚zˇe by´t zp˚usobeno
chybnou u´vahou, zˇe sa´zky 3/6 a 5/10 lze povazˇovat, co se ty´cˇe hern´ı u´rovneˇ, za totozˇne´.
Nizˇsˇ´ı sa´zky zpravidla obsahuj´ı vysˇsˇ´ı pocˇet slabsˇ´ıch hra´cˇ˚u.
Neobsa´hlejˇs´ı a za´rovenˇ u´strˇedn´ı kapitolou jsou regulacˇn´ı diagramy. Na u´vod je popsa´no
jejich za´kladn´ı uzˇit´ı a vysveˇtlen pojem stabiln´ı proces. Da´le je strucˇneˇ popsa´n obecny´ po-
stup vytva´rˇen´ı diagramu˚. K sestaven´ı statisticke´ho modelu kazˇde´ho regulacˇn´ıho diagramu
je potrˇeba prˇedevsˇ´ım stanovit regulacˇn´ı meze a centra´ln´ı linii. Nezbytny´m na´strojem pro
identifikaci poruch v procesu jsou testy vymezitelny´ch prˇ´ıcˇin, ktere´ jsou da´ny normou [10].
Jejich realizace je pak uka´za´na na prˇ´ıkladech. Volba regulacˇn´ıho diagramu se prova´d´ı na
za´kladeˇ obra´zku 5. Rozliˇsuj´ı se 2 za´kladn´ı typy diagramu˚: pro atributy, cˇi pro spojitou
velicˇinu. Pro obeˇ varianty jsou vybra´ny konkre´tn´ı diagramy. Du˚sledneˇ je pak provedeno
odvozen´ı regulacˇn´ıch mez´ı a centra´ln´ı linie, ktere´ v mnohy´ch ucˇebnic´ıch chyb´ı, cˇi nen´ı zcela
matematicky korektn´ı. Ke kazˇde´mu typu je uveden prˇ´ıklad pouzˇit´ı na pokerovy´ch datech.
Jako prˇ´ıklad diagramu pro atributivn´ı data je zkonstruova´n diagram p, kde se vyna´sˇ´ı
pod´ıly proher ku velikosti da´vky (session). Veliksot jedne´ session se pohybuje okolo 320
parti´ı. Pomoc´ı testu vymezitelny´ch prˇ´ıcˇin se poukazuje na ma´lo pravdeˇpodobne´ zmeˇny v
procesu. Nejvy´znamneˇjˇs´ı z nich jsou prˇ´ıpady, kdy pod´ıly proher prˇesahuj´ı horn´ı regulacˇn´ı
meze. Uka´zalo se, zˇe prˇ´ıcˇinou je hran´ı nadmeˇrneˇ dlouhy´ch sessions, ktery´m je trˇeba se v
budoucnu vyvarovat. Pro sledova´n´ı zisku v cˇase je zkonstruova´n diagram I-MR pro in-
dividua´ln´ı hodnoty. Protozˇe p˚uvodn´ı data nejsou norma´ln´ı, je nutnost prove´st vhodnou
transformaci. Zde na rozd´ıl od diagramu p nev´ıme, zda je nutne´ rozliˇsovat herny FTP a
ONG. Za stabiln´ı proces mu˚zˇeme povazˇovat Winrate z herny FTP. V prˇ´ıpadeˇ herny ONG
se proces take´ jev´ı jako stabiln´ı, nicme´neˇ test 2 zde upozornˇuje na obdob´ı, kdy dosˇlo k
vy´znamny´m ztra´ta´m na zisku.
Ukazuje se, zˇe regulacˇn´ı diagramy pouzˇite´ ke zpracova´n´ı pokerovy´ch dat opravdu po-
ukazuj´ı na neˇktere´ zvla´sˇtn´ı prˇ´ıpady. Ocˇeka´val jsem vsˇak, zˇe teˇchto prˇ´ıpad˚u odhal´ı v´ıce.
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