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A GENERAL MECHANISM OF DIFFUSION IN
HAMILTONIAN SYSTEMS: QUALITATIVE RESULTS
MARIAN GIDEA:, RAFAEL DE LA LLAVE;, AND TERE SEARA5
Abstract. We present a general mechanism to establish the existence
of diffusing orbits in a large class of nearly integrable Hamiltonian sys-
tems. Our approach relies on successive applications of the ‘outer dy-
namics’ along homoclinic orbits to a normally hyperbolic invariant man-
ifold. The information on the outer dynamics is encoded by a geomet-
rically defined map, referred to as the ‘scattering map’.
We find pseudo-orbits of the scattering map that keep advancing
in some privileged direction. Then we use the recurrence property of
the ‘inner dynamics’, restricted to the normally hyperbolic invariant
manifold, to return to those pseudo-orbits. Finally, we apply topological
methods to show the existence of true orbits that follow the successive
applications of the two dynamics.
This method differs, in several crucial aspects, from earlier works.
Unlike the well known ‘two-dynamics’ approach, the method we present
relies on the outer dynamics alone. There are virtually no assumptions
on the inner dynamics, as its invariant objects (e.g., primary and sec-
ondary tori, lower dimensional hyperbolic tori and their stable/unstable
manifolds, Aubry-Mather sets) are not used at all.
The method applies to unperturbed Hamiltonians of arbitrary de-
grees of freedom that are not necessarily convex. In addition, this
mechanism is easy to verify (analytically or numerically) in concrete
examples, as well as to establish diffusion in generic systems.
We include several applications, such as bridging large gaps in a priori
unstable models in any dimension, and establishing diffusion in cases
when the inner dynamics is a non-twist map.
1. Introduction
In this paper we develop a general but simple method to show the ex-
istence of diffusing orbits in nearly integrable Hamiltonian systems in any
dimension. The main requirement for the system is to have a normally hy-
perbolic invariant manifold whose stable and unstable manifolds intersect
transversally along a transverse homoclinic manifold. In this setting, one
Key words and phrases. Arnold diffusion; normally hyperbolic invariant manifolds;
shadowing.
: Research of M.G. was partially supported by NSF grant DMS-0635607, and by the
Alfred P. Sloan Foundation grant G-2016-7320.
; Research of R.L. was partially supported by NSF grant DMS-1500943.
5 Research of T.S. was partially supported by Russian Scientific Foundation grant 14-
41-00044.
1
2 MARIAN GIDEA, RAFAEL DE LA LLAVE, AND TERE SEARAF
can geometrically define a map on the normally hyperbolic invariant man-
ifold, referred to as the scattering map [DdlLS08], which accounts for the
‘outer’ dynamics along homoclinic orbits. The scattering map assigns to the
foot-point of an unstable fiber the foot-point of a stable fiber, provided the
two fibers meet at a unique point in the homoclinic manifold. On the ‘inner
dynamics’, defined by the restriction to the normally hyperbolic invariant
manifold, we only require to satisfy Poincare´ recurrence.
The main results of this paper can be summarized as follows:
(i) For every pseudo-orbit1 obtained by successively applying the scatter-
ing map, there exists a true orbit that shadows it (its intermediate points
follow the pseudo-orbit). The statement is given in Theorem 3.1.
(ii) For a large class of nearly integrable Hamiltonian systems, which sat-
isfy some verifiable conditions that occur generically, there exist diffusing
orbits that travel a distance that is independent of the size of the pertur-
bation. More precisely, there exists a vector field whose integral curves
approximate the pseudo-orbits of the scattering map. If this vector field is
non-trivial at some point, then there exists an integral curve that travels a
distance of order 1 within the normally hyperbolic invariant manifold, and
hence a pseudo-orbit of the scattering map that goes along that curve. As-
suming the inner dynamics satisfies Poincare´ recurrence, there also exists a
true orbit that shadows it. The statement is given in Theorem 3.6.
(iii) A general type of the shadowing lemma, needed to establish the
above results. This lemma says that for every infinite pseudo-orbit generated
by alternatively applying the scattering map and the inner dynamics for
sufficiently long time, there exists a true orbit that shadows that pseudo-
orbit. The statement is given in Lemma 3.11.
The above results remain valid if one considers several transverse ho-
moclinic manifolds rather than a single one, and hence several scattering
maps. They also remain valid if one considers a sequence of manifolds (which
may be of different topologies) chained via different heteroclinic connections,
which can also be described via scattering maps.
For the purpose of establishing the existence of diffusing orbits, the as-
sumption that the inner dynamics satisfies Poincare´ recurrence on some
bounded domain can be eliminated. If there is no such domain, then there
exist diffusing orbits determined just by the inner dynamics.
As a concrete application of this method we obtain a qualitative result
on the existence of diffusing orbits in a priori unstable Hamiltonian systems
(see [CG94]) of any dimension, under verifiable conditions on the perturba-
tion that are generically satisfied, and under some mild conditions on the
unperturbed system. In particular, the unperturbed Hamiltonian does not
need to be convex. The main requirement on the Hamiltonian system is
that we can compute perturbatively the scattering map.
1In this paper we use the term pseudo-orbit in the sense of an orbit of an iterated
function system or poly-system; see [Mar08].
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The salient features of the mechanism outlined above are the following:
(1) We do not require any information on the inner dynamics. In par-
ticular, we can obtain diffusing orbits whose action variable crosses
resonant surfaces of any multiplicity.
This is a significant departure from previous approaches which rely
on a detailed analysis of the invariant objects for the inner dynamics:
primary KAM tori, secondary tori, lower dimensional hyperbolic tori
and their stable and unstable manifolds, Aubry-Mather sets, etc. In
fact, we do not need the inner dynamics to satisfy a twist condition,
which is a key assumption in previous geometric and variational
approaches. In particular, the present mechanism does not present
the large gap problem.
(2) The normally hyperbolic invariant manifold as well as its stable and
unstable manifolds can be of arbitrary dimensions.
(3) We can take advantage of the existence of several scattering maps.
(4) Our method can be applied to concrete systems – e.g, the planar
elliptic restricted three-body problem, the spatial circular restricted
three-body problem –, and, further, can be implemented in computer
assisted proofs. See the related papers [CGDlL17, DGR16].
(5) Although the main application in this paper is on diffusion in a priori
unstable systems, we expect that this method can be useful when
applied to a priori stable systems, as well as to infinite dimensional
systems, once the existence of suitable normally hyperbolic invariant
manifolds (called normally hyperbolic cylinders in [KZ12a, KZ12b,
BKZ11, Mar13]) and their homoclinic channels is established. See
Remark 3.10.
We compare our method here with some previous approaches to the dif-
fusion problem, for different types of Hamiltonian systems.
It is customary to distinguish between geometric methods and variational
methods. The method in this paper is geometric, so we first compare it with
some related approaches.
For nearly integrable Hamiltonian systems of two-and-a-half degrees of
freedom, the existence of diffusion has been established via geometric meth-
ods in [DdlLS00, DdlLS06a], by using the existence of KAM tori, primary
and secondary, along the normally hyperbolic invariant manifold. The per-
turbation in [DdlLS06a] is assumed to be a trigonometric polynomial in
the angle variable, but [DH09] eliminates this assumption. The integrable
Hamiltonian is not assumed to be convex, which seems to be the standard as-
sumption in many variational approaches. Similar type of results have been
obtained in [GdlL06b, GdlL06a] with the use of the method of correctly-
aligned windows. This allows to simplify the proofs, and to obtain explicit
estimates on the diffusion speed.
The case of higher dimensional Hamiltonian systems poses a difficulty
that is not present in the case of two-and-a-half degrees of freedom: there are
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points where the resonances have higher multiplicity. The technique involved
in [DdlLS00, DdlLS06a] uses heavily that in the neighborhood of resonances
of multiplicity 1 one can introduce a normal form which is integrable and can
be analyzed with great accuracy to obtain secondary tori. Unfortunately,
it is well known that multiple resonances, that is, resonances of multiplicity
greater or equal than 2, lead to normal forms that are not integrable and
require other techniques to be analyzed (see [Hal97, Hal99]).
In [DdlLS16a] the authors adapted the methods used in two-and-a-half
degrees of freedom to show instability in higher dimensions. Their approach
relies on the basic fact that multiple resonances happen in subsets of codi-
mension greater than 1 in the space of actions and therefore the diffusing
trajectories can contour them.
Now we mention some other types of approaches to the diffusion problem.
Geometric methods based on normally hyperbolic invariant manifolds
that use the separatrix map rather than the scattering map appear in
[BT99, Tre02b, Tre02a, Tre02c, Tre04, Tre12, Pif06, PT07]. Other geomet-
ric methods have been applied in [Bou12, DdlLS03, Kal03, dlL04, GT08,
DGdlLS08a, Mar13, Zha11].
Several authors have used variational methods (either local variational
methods or global variational methods) alone or in combination with geo-
metric methods, to obtain results on diffusion. This is the case, for example,
in [Bes96, Bes97, Mat04, Mat12, CY04, CY09, Ber08, Che12, CX15, BKZ11,
KZ12a, KZ12b, KZ14, BCV01]. We mention the paper [Ten82] who suggests
several other mechanisms that should be at play. It seems to be a very chal-
lenging problem to make rigorous the heuristic discussions on statistical and
quantitative properties of different instability mechanisms in the heuristic
literature [Chi79, LT83, Ten82].
We also acknowledge that many of the methods and ideas that appear in
the works on the Arnold diffusion problem are owed to John Mather, whose
influence to the field cannot be overstated [Mat04, Mat10, Mat12].
The structure of this paper is as follows. In Section 2 we review some
background on normally hyperbolic invariant manifolds, scattering map,
and recurrent dynamics. In Section 3 we provide two general results on
the existence of diffusing orbits – Theorem 3.1 and Theorem 3.6 –, as well
as some corollaries. We also provide a general shadowing lemma – Lemma
3.11 – that is used in proving these results. An application to establish the
existence of diffusing orbits in a class of nearly integrable a priori unstable
Hamiltonian systems that are multi-dimensional both in the center and in
the hyperbolic directions is given in Section 4. A novelty is that the unper-
turbed system corresponds to a Hamiltonian which is not necessarily convex,
and that the inner dynamics does not need to satisfy a twist condition. Sec-
tion 5 contains the proofs of the results stated in Section 3. An Appendix
with definitions and tools that are utilized in the paper is included for the
convenience of the reader.
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2. Background
In this section, we cover some standard material that will be used in the
statement of the results. All the material will be well known to experts.
2.1. Normally hyperbolic invariant manifolds and scattering maps.
Consider a discrete-time dynamical system given by the action of a Cr-
smooth map f on a Cr-smooth manifold M , of dimension m, where r ě 1.
Assume that Λ is a normally hyperbolic invariant manifold (NHIM) in
M , of dimension nc: this means that the tangent bundle of M restricted to
Λ splits as a Whitney sum of sub-bundles TM|Λ “ TΛ ‘ E
u ‘ Es which
are invariant under Df , and that pDfq|u expands more than pDfq|TΛ, while
pDfq|Es contracts more than pDfq|TΛ. We also assume that Λ is compact
or that f is uniformly Cr in a neighborhood of Λ. The rather standard
definition is given in Appendix A.
In the sequel we assume that the stable and unstable bundles associated to
the normally hyperbolic structure have dimensions nu, ns ą 0, respectively,
where nc ` nu ` ns “ m. (In many applications concerning diffusion in
nearly integrable Hamiltonian systems we have nu “ ns “ n and nc “ even
number, hence m “ even number.)
Remark 2.1. In the general theory of normally hyperbolic manifolds one does
not have the above restriction on dimensions, but for symplectic systems,
this is natural. We also note that in the symplectic case, it is natural to
assume that the stable and unstable rates [Fen74] and that the forward rates
in the tangent direction are the same. In such a case, one has automatically
that the invariant manifold is symplectic. See [DdlLS08].
The normal hyperbolicity of Λ implies that there exist stable and unstable
invariant manifolds W spΛq, W upΛq of Λ. The exponential contraction and
expansion rates of Df along the stable and unstable bundles, and on TΛ,
determine an integer ℓ with 0 ă ℓ ď r, such that Λ is Cℓ-smooth, andW spΛq,
W upΛq are Cℓ´1-smooth. The stable and unstable manifoldsW spΛq, W upΛq
are foliated by stable and unstable fibers W spxq, W upxq, respectively, with
x P Λ, which are Cr-smooth 1-dimensional manifolds. The corresponding
foliations are however only Cℓ´1-smooth. See Appendix A.
From now on we assume that r and the normally hyperbolic structure are
so that ℓ ě 2.
Let Γ ĎW spΛqXW upΛq be a Cℓ´1-smooth homoclinic manifold. Consider
the wave maps
Ω´ : Γ ĂW upΛq Ñ Ω´pΓq Ď Λ, Ω´pxq “ x´,(2.1)
Ω` : Γ ĂW spΛq Ñ Ω`pΓq Ď Λ, Ω`pxq “ x`,(2.2)
where x´ is the unique point in Λ such that x P W upx´q, and x` is the
unique point in Λ such that x PW spx`q.
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Under certain restrictions on Γ, which are given explicitly in Appendix A,
the wave maps Ω˘ are Cℓ´1-diffeomorphisms from Γ to their images. Such
a homoclinic manifold is referred to as a homoclinic channel.
Assuming that Γ is a homoclinic channel, one can define a Cℓ´1 diffeo-
morphism
σ : Ω´pΓq Ñ Ω`pΓq, given by σ “ Ω` ˝ pΩ´q´1,
where Ω´pΓq,Ω`pΓq are open sets in Λ. That is, σpx´q “ x`, for every
x´ P Ω´pΓq defined as above. The mapping σ is referred to as the scattering
map associated to the homoclinic channel Γ. For details on this set-up and
general properties of the scattering map see Appendix A.
We shall note that there is no actual orbit of the system that goes from x´
to σpx´q “ x`. Rather, the geometric object that corresponds to σpx´q “
x` is the heteroclinic orbit tfnpxqunPZ of x, which approaches asymptotically
fnpx´q backwards in time, as nÑ ´8, and respectively fnpx`q forward in
time, as n Ñ `8. We remark that, if we denote by σΓ the scattering map
associated to the homoclinic channel Γ, then for each k P Z, fkpΓq is also a
homoclinic channel, and the corresponding scattering map σf
kpΓq is related
to σΓ by the invariance relation
(2.3) σf
kpΓq “ fk ˝ σΓ ˝ f´k.
While σΓ and σf
kpΓq are technically different scattering maps, they are ge-
ometrically the same, as they are defined via the same homoclinic channel
(up to iterations by the map f). Of course, homoclinic channels that are
not obtained from one another via iteration yield, in general, to scattering
maps that are geometrically different.
In many examples, the scattering map can be computed explicitly via per-
turbation theory [DdlL00, DdlLS06a, DdlLS06b], or numerically [CDMR06,
DGR13, DGR16, CGDlL17].
2.2. Normally hyperbolic invariant manifolds and scattering maps
in a symplectic perturbative setting. Assume now that pM,ωq is a
symplectic manifold, and fε : M Ñ M is a C
r-family of symplectic maps,
where ε P pε0, ε0q, for some ε0 ą 0.
For example, one can think of fε as being the time-1 map associated to
the Hamiltonian flow φt,ε corresponding to a Hamiltonian Hε : M Ñ R of
the form
(2.4) Hε “ H0 ` εH1,
where H0 is an integrable Hamiltonian; in this case the maps fε with ε ‰ 0
can be viewed as ε-perturbations of the map f0, which is the time-1 map for
the unperturbed Hamiltonian flow of H0.
Assume that there exists a normally hyperbolic invariant manifold Λε Ď
M for fε, of even dimension nc, for all ε P p´ε0, ε0q, and that dimW
upΛεq “
nc`nu “ dimW
spΛεq “ nc`ns. Assume that Λε is symplectic and denote
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by J the linear operator associated to ω|Λε by the metric. Then the map fε
is also symplectic on Λε.
Assume that for each ε P p´ε0, ε0q there exists a homoclinic channel
Γε for fε that depends C
ℓ´1-smoothly on ε. Then the scattering map σε :
Ω´pΓεq Ñ Ω
´pΓεq is also symplectic and C
ℓ´1 (see [DdlLS08, DGdlLS08b]).
Now we assume that Λε can be parametrized via a C
ℓ-diffeomorphism
kε : Λ0 Ñ Λε, for ε P p´ε0, ε0q, where Λ0 is the normally hyperbolic manifold
for the unperturbed map f0, and k0 “ IdΛ0 . This happens, for example,
when the Λε’s are obtained by the persistence of normal hyperbolicity under
sufficiently small perturbations (see [DdlLS06a]).
Via the parametrizations kε, each map fε induces a map f˜ε on Λ0 by
f˜ε “ k
´1
ε ˝ pfεq|Λε ˝ kε.
The scattering map σε : Ω
´pΓεq Ă Λε Ñ Ω
`pΓεq Ă Λε can also be
expressed in terms of the reference manifold Λ0 by
σ˜ε : k
´1
ε pΩ
´pΓεqq Ă Λ0 Ñ k
´1
ε pΩ
`pΓεqq Ă Λ0
given by
σ˜ε “ k
´1
ε ˝ σε ˝ kε.
We will refer to the map σ˜ε also as the ‘scattering map’.
In this setting, one also has an unperturbed scattering map σ0 on the
unperturbed manifold Λ0, associated to the homoclinic channel Γ0 contained
in the intersection between the stable and unstable manifolds of Λ0. Of
course, in the unperturbed case one has σ˜0 “ k
´1
0 ˝σ0 ˝ k0 “ σ0. Expressing
both the perturbed and the unperturbed scattering map as maps on the
same (unperturbed) manifold is quite advantageous, as one can compare
them relative to the same coordinate system.
For a Hamiltonian system Hε as in (2.4), [DdlLS08] provides a perturba-
tive formula for the scattering map:
(2.5) σ˜ε “ σ˜0 ` εJ∇S ˝ σ˜0 `Opε
2q
where S is a real valued Cℓ-function on Λ0 that can be computed explicitly in
terms of convergent integrals of the perturbation evaluated along homoclinic
trajectories of the unperturbed system (see [DdlLS08, GDlL16]):
S pxq “ lim
TÑ`8
ż 0
´T
„
dHε
dε |ε“0
˝ φt ˝
´
ΩΓ0´
¯´1
˝ σ´10 pxq(2.6)
´
dHε
dε |ε“0
˝ φt ˝ σ
´1
0 pxq

dt
` lim
TÑ`8
ż T
0
„
dHε
dε |ε“0
˝ φt ˝
´
ΩΓ0`
¯´1
pxq
´
dHε
dε |ε“0
˝ φtpxq

dt.
Here φt “ φt,0 is the flow corresponding to the unperturbed Hamiltonian H0.
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Note that, by definition, there exists z P Γ0 such that φtpzq is a hetero-
clinic orbit, or, equivalently, z P W uppσ0q
´1pxqq X W spxq. Therefore, the
formula (2.6) can also be written as:
S pxq “ lim
TÑ`8
ż 0
´T
„
dHε
dε |ε“0
˝ φtpzq ´
dHε
dε |ε“0
˝ φtpσ
´1
0 pxqq

dt(2.7)
` lim
TÑ`8
ż T
0
„
dHε
dε |ε“0
˝ φtpzq ´
dHε
dε |ε“0
˝ φtpxq

dt.
The normal hyperbolicity of Λ0 ensures that φtpzq´φtpσ
´1
0 pxqq and φtpzq´
φtpxq converge to zero exponentially fast as t Ñ ¯8 respectively. This
makes the integral in (2.7) absolutely convergent with its derivatives.
In some cases it is possible that, when ε “ 0, the stable and unstable
manifolds of Λ0 coincide, i.e., W
upΛ0q “ W
spΛ0q. In these cases, one usu-
ally uses first order perturbation theory to establish the splitting of the
manifolds. Using an adapted Melnikov method, in [DdlLS06a, GDlL16] it
is shown that, under appropriate conditions, for 0 ă |ε| ! 1, one can find a
transverse intersection of W upΛεq with W
spΛεq along a manifold Γε, which
extends smoothly to a homoclinic manifold Γ0 as εÑ 0. While the limiting
manifold Γ0 is not a transverse intersection, the scattering map σε depends
smoothly on ε, and thus extends smoothly to a well defined map σ0 on Γ0.
The special case when σ0 “ Id, which occurs in many examples, will be
considered in Section 4, where a more explicit formula for the function Spxq
is given in terms of the so-called Melnikov potential.
2.3. Recurrence. We briefly recall here the definition of recurrent points
and the Poincare´ Recurrence Theorem, which will be needed later.
Definition 2.2. A point x P Λ is said to be recurrent for a map f on Λ, if
for every open neighborhood U Ď Λ of x, fkpxq P U for some k ą 0 large
enough.
Theorem 2.3 (Poincare´ Recurrence Theorem). Suppose that µ is a measure
on Λ that is preserved by f , and D Ă Λ is f -invariant with µpDq ă 8. Then
µ-almost every point of D is recurrent.
Instead of the Poincare´ Recurrence Theorem, in the arguments below we
can use the following weaker statement on recurrence.
Proposition 2.4. Suppose that µ is a measure on Λ that is preserved by f ,
and D Ă Λ is f -invariant with µpDq ă 8. Then for every open set U Ď D,
there exists n ě 1 such that fnpUq X U ‰ H; moreover, n can be chosen
arbitrarily large.
3. Main results
The aim of this section is to provide a master theorem – Theorem 3.1 –
that guarantees the existence of diffusing orbits in a general framework.
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3.1. Shadowing of pseudo-orbits of the scattering map. The main
result of this section is:
Theorem 3.1 (Shadowing Lemma for Orbits of the Scattering Map). As-
sume that f : M Ñ M is a sufficiently smooth map, Λ Ď M is a normally
hyperbolic invariant manifold with stable and unstable manifolds which in-
tersect transversally along an homoclinic channel Γ Ď M , and σ is the
scattering map associated to Γ.
Assume that f preserves a measure absolutely continuous with respect to
the Lebesgue measure on Λ, and that σ sends positive measure sets to positive
measure sets.
Let txiui“0,...,n be a finite pseudo-orbit of the scattering map in Λ, i.e.,
xi`1 “ σpxiq, i “ 0, . . . , n ´ 1, n ě 1, that is contained in some open set
U Ď Λ with almost every point of U recurrent for f|Λ. (The points txiui“0,...,n
do not have to be themselves recurrent.)
Then, for every δ ą 0 there exists an orbit tziui“0,...,n of f in M , with
zi`1 “ f
kipziq for some ki ą 0, such that dpzi, xiq ă δ for all i “ 0, . . . , n.
The proof of this result, given in Subsection 5.1, uses the given pseudo-
orbit of the scattering map, and the recurrence property of the inner dy-
namics, to produce another pseudo-orbit that intertwines the scattering map
and the inner dynamics. Then a shadowing lemma type of result – Lemma
3.11 below – yields a true orbit of the system.
To apply Theorem 3.1, one needs to find orbits of the scattering map that
follow desired itineraries. For example, one may wish to find a pseudo-orbit
of the scattering map that travels a ‘long distance’ in Λ. If such a pseudo-
orbit is found, Theorem 3.1 yields a true orbit that also travels the same
large distance.
We emphasize that Theorem 3.1 is very general, as the requirements on
the scattering map and on the inner dynamics are automatically satisfied in
many situations. If M is endowed with a symplectic form ω, ω|Λ is symplec-
tic, and f is also symplectic, then f|Λ is symplectic and the scattering map
σ is also symplectic (see [DdlLS08]). Thus, f and σ are volume preserving,
and Theorem 3.1 applies.
We have the following remarkable dichotomy. Then either:
I. The inner map f|Λ has an invariant open set U containing the domain
of the scattering map, and on which there is Poincare´ Recurrence.
Under generic conditions, the scattering map has a pseudo-orbit that
travels a long distance within U . Applying Theorem 3.1 yields the ex-
istence of a true orbit which travels a long distance as well. Therefore
we obtain diffusion by intertwining the inner and outer dynamics.
II. There is no open set of finite measure in Λ that is invariant under
f|Λ. Hence there are orbits of f that leave every open set in Λ, thus
traveling long distances. Therefore we obtain diffusion by the inner
map f|Λ alone.
In both alternatives we obtain diffusing orbits.
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A precise formulation of this dichotomy is given in Corollary 3.7.
Note that in Theorem 3.1 we do not require that f satisfies a twist condi-
tion, which seem to be essential in many other works. In general, non-twist
maps of the annulus have regions where standard methods such as KAM
theory and Aubry-Mather theory do not apply (see [dCNGM97, DdlL00]).
Indeed, in Theorem 3.1, we do not need to make any qualitative assump-
tion for the map f . In particular, we do not care of whether the map has
KAM tori that are close enough. That is, the mechanism presented here
does not present the large gap problem.
Theorem 3.1 extends naturally to the case of finitely many scattering
maps rather than a single one. Suppose that there exists a finite collection
of homoclinic channels Γj ĎM , for j P t1, . . . , Lu, for some positive integer
L. Let σj : Ω
´pΓjq Ñ Ω
`pΓjq be the scattering map associated to Γj , for
j “ 1, . . . , L.
Using many scattering maps in arbitrary order rather than just one is very
advantageous to prove diffusion. Iterating a single map has obstructions for
large scale motions (e.g., KAM tori). Having several maps, it is very hard
to find objects that are invariant for all of them. See [DdlLS00, GdlL06b,
GR07, GdlLar, Bol06, BM06, Mar08].
Theorem 3.2. Assume that f : M Ñ M , Λ Ď M , Γj Ď M and σj ,
j “ 1, . . . , L, are as above. Assume that f preserves a measure absolutely
continuous with respect to the Lebesgue measure on Λ and that each σj send
positive measure sets to positive measure sets. Let txiui“0,...,n be a finite
sequence of points of the form xi`1 “ σαipxiq in Λ, where αi P t1, . . . , Lu
for i “ 0, . . . , n ´ 1, which is contained in some open set U Ď Λ with the
property that almost every point of U is recurrent for f|Λ. Then, for every
δ ą 0 there exists an orbit tziui“0,...,n of f in M , with zi`1 “ f
kipziq for
some ki ą 0, such that dpzi, xiq ă δ for all i “ 0, . . . , n.
Remark 3.3. In general situations, one has an abundance of homoclinic or-
bits. By the Smale-Birkhoff Homoclinic Orbit Theorem the existence of a
single transverse homoclinic orbit implies the existence of infinitely many
transverse homoclinic orbits that are geometrically distinct. Thus one is
able to define many scattering maps.
In applications, using several scattering maps rather than a single one
can be very advantageous. In astrodynamics, for example, the existence
of multiple homoclinic intersections can be exploited to obtain diffusion
[DKdlRS14, FGKR16] and to increase the versatility of space missions. See,
e.g., [CGDlL17, DGR16].
Remark 3.4. Using several scattering maps can also be useful to prove dif-
fusion in generic systems. In some perturbative problems, e.g., as in Section
4, the scattering map can be computed in terms of convergent integrals of
the perturbation evaluated along a homoclinic of the unperturbed system.
One can ensure that the scattering map has non-trivial effects by verify-
ing that such an integral is non-zero. Thus, given a perturbation, one can
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slightly modify it, using a bump function supported in some tubular neigh-
borhood of the homoclinic, to obtain a nearby perturbation for which the
corresponding scattering map exhibits the desired non-trivial effects. Hav-
ing available multiple homoclinics, one can use bump functions supported in
disjoint tubular neighborhoods of each of these homoclinics to obtain mul-
tiple scattering maps that exhibit different types of non-trivial behaviors.
See, e.g., [CY04, CY09, GdlLar, GDlL16].
Remark 3.5. The results above also generalize to the case of several NHIM’s.
If
Γ1,2 ĎW
u
Λ1
XW sΛ2
is a heteroclinic channel between two NHIM’s Λ1,Λ2, we can define a scat-
tering map
σ1,2 : Ω
´pΓ1,2q Ď Λ1 Ñ Λ2
in a similar fashion to the case of a single NHIM. If we are given a chain of
manifolds Λi, i “ 1, . . . , n, and scattering maps
σi,i`1 : Ω
´pΓi,i`1q Ď Λi Ñ Λi`1, i “ 1, . . . , n ´ 1,
then we can shadow orbits of the form yi`1 “ σi,i`1pyiq, with yi P Λi and
yi`1 P Λi`1, for i “ 1, . . . , n ´ 1. Such scattering maps appear in the study
of double resonances [Mat12, BKZ11, KZ12a, KZ12b]. We hope to come
back to this problem.
Another problem where one has scattering maps between two different
normally hyperbolic invariant manifolds is the problem of two rocking blocks
under periodic forcing [GHS14].
3.2. A qualitative mechanism of diffusion in nearly integrable Hamil-
tonian systems. We now describe several situations when we can construct
pseudo-orbits of the scattering map that travel a significant distance within
the normally hyperbolic invariant manifold, and so Theorem 3.1 can be ap-
plied to obtain true orbits nearby. More concrete conditions that yield such
orbits in some concrete examples appear in Section 4.
We consider the perturbative setting described in Section 2.2, where fε :
M Ñ M is a symplectic map, Λε Ď M is a normally hyperbolic invariant
manifold (not necessarily compact) for fε, Γε is a homoclinic channel for fε,
and σε : Ω
´pΓεq Ñ Ω
`pΓεq is the corresponding scattering map, for ε P
pε0, ε0q. We assume that Λε is described via a parametrization kε : Λ0 Ñ Λε,
and let pf˜εq|Λ0 “ k
´1
ε ˝ pfεq|Λε ˝ kε, σ˜ε “ k
´1
ε ˝ σε ˝ kε. We also assume that
Λ0 “ B
d ˆTd, and that we have a system of action-angle coordinates pI, φq
on Λ0 with I P B
d and φ P Td, where Bd Ď Rd is a disk in Rd or Bd “ Rd.
Here Td “ Rd{Zd.
Below, in Theorem 3.6, we will use the perturbative formula for the scat-
tering map (2.5) with σ˜0 “ Id, and with a slightly more general first order
perturbation term of the scattering map. This allows to apply the result
of Theorem 3.6 to more degenerate cases, where second order perturbation
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theory is necessary to detect the transversality between the stable and un-
stable manifolds, or to the so-called ‘a priori stable’ case, where the Melnikov
potential can be exponentially small in ε. See Remark 3.10.
Theorem 3.6. Assume that for all ε P p´ε0, ε0q, there exists a scattering
map σε, defined in a domain U :“ k
´1
ε pΩ
´pΓεqq Ă Λ0, such that
(3.1) σ˜ε “ Id` µpεqJ∇S ` gpµpεqq, gpµpεqq “ opµpεqq,
where S is some real valued Cℓ-function on U Ă Λ0, and gpµpεqq, µpεq are
some Cℓ-functions, being defined on p´ε0, ε0q with µp0q “ 0; by gpµpεqq “
opµpεqq we mean that limεÑ0 gpµpεqq{µpεq “ 0.
Suppose that J∇Spx˜0q ‰ 0 at some point x˜0 P U Ă Λ0.
Let γ˜ : r0, 1s Ñ Λ0 be an integral curve through x˜0 for the vector field
J∇S. Suppose that there exists a neighborhood Uγ˜ Ă U of γ˜pr0, 1sq in Λ0
such that a.e. point in Uγ˜ is recurrent for f˜ε|Λ0. Let γε “ kε ˝ γ˜ be the
corresponding curve in Λε.
There exists ε1 ą 0 sufficiently small, and a constant K ą 0, such that
for every ε P p´ε1, ε1qzt0u and every δ ą 0, there exists an orbit tziui“0,...,n
of fε in M , with n “ Opµpεq
´1q, such that for all i “ 0, . . . , n´ 1,
zi`1 “ f
ki
ε pziq, for some ki ą 0,
and for all i “ 0, . . . , n, we have
dpzi, γεptiqq ă δ `Kpµpεq ` |gpµpεqq{µpεq|q, for ti “ i ¨ µpεq,
where 0 “ t0 ă t1 ă . . . ă tn ď 1.
The proof of this theorem is given in Subsection 5.2.
We will refer to a solution curve γ˜ in Λ0 as in the statement of Theorem
3.6, or to its corresponding curve γε “ kεpγ˜q in Λε, as a ‘scattering path’, as
it represents an approximation of an orbit of the scattering map. See Fig. 1.
So the previous result can be stated that, given any scattering path, there
exits a true orbit of the system that shadows it. Since one can typically find
a scattering path for which the action variable changes by some positive
distance independent of ε, implicitly one can find a true orbit for which
the action variable changes by Op1q; this is stated precisely in the following
corollary.
There exists a sufficiently small neighborhood VΛε of Λε in M such that
for every point z P VΛε there exists a unique point z
1 P Λε which is the
closest point to z. The point z1 is the image of some unique point z˜ P Λ0 via
kε, i.e., z
1 “ kεpz˜q. We denote by Ipzq the I-coordinate of the corresponding
point z˜ P Λ0, i.e., Ipzq :“ Ipz˜q.
Corollary 3.7. Assume that a scattering map σε as in Theorem 3.6 is
given. If J∇S is transverse to some level set tI “ I˚u in Λ0 at some point
pI˚, φ˚q Ă U , then there exist 0 ă ε1 ă ε0 and ρ ą 0, such that for every
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0 ă ε ă ε1 there exists an orbit tziui“0,...,n of fε, such that
}Ipznq ´ Ipz0q} ą ρ.
The proof of Corollary 3.7 is given in Subsection 5.3.
Remark 3.8. Let us note that the diffusion orbit tziui“0,...,n obtained in
Corollary 3.7 does not necessarily follow a given pseudo-orbit of the scatter-
ing map. If the dynamics given by fε has diffusing orbits, these are the ones
obtained in the corollary. In case the dynamics of fε remains in a bounded
set, we need to follow the pseudo-orbits of the scattering map σε to obtain
the diffusing ones.
Remark 3.9. We note that, in order to obtain a trajectory that achieves
a change in the I-variable of order Op1q, the scattering map needs to be
applied n “ Opµpεq´1q times. However, the true orbit that achieves the
Op1q-change in the I-variable follows not only the scattering map but also
some recursive orbit segments of the inner dynamics, as in the proof of
Theorem 3.1. Since these recursive orbit segments of the inner dynamics
are obtained by invoking the Poincare´ recurrence theorem, the above result
does not yield an estimate for the time required to follow the inner dynamics,
hence does not directly lead to an estimate on the diffusion time.
Remark 3.10. The condition that the unperturbed scattering map is the
identity, i.e., σ˜0 “ Id, is naturally satisfied in some examples, e.g., in the a
priori unstable system in Section 4. The function µpεq is associated to the
size of the splitting of W upΛεq, W
spΛεq.
In the example in Section 4, we have µpεq “ ε and gpµpεqq “ Opε2q in
the generic case. Nevertheless, in some degenerate cases, it can happen
that, up to first order in ε, the perturbed stable and unstable invariant
manifolds of Λε coincide. In these cases it is necessary to go to second order
perturbation theory to distinguish them and therefore µpεq “ ε2 and S in
(2.7) has a different expression (not given here) in terms of the second order
variationals along the unperturbed homoclinic orbit.
Another special situation occurs in the so-called ‘a priori stable’ systems,
where the unperturbed system is completely integrable without any hyper-
bolic structure. In those cases, the a priori unstable structure appears after
some first order partial averaging near simple resonances, giving rise to a
system of the form H˜0ε ` H˜
1
ε . Therefore the analogue of the unpertubed
homoclinic orbit φtpzq, which appears in the formulas of the scattering map
(2.7), is ε-dependent, i.e., φt,εpzq. The splitting between the stable and
unstable manifolds behaves differently from the a priori unstable case with
respect to the perturbation parameter. Concretely, we have:
σ˜ε “ Id` J∇S ` gpµpεqq,
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where:
S px, εq “ lim
TÑ`8
ż 0
´T
”
H˜1ε ˝ φt,εpzq ´ H˜
1
ε ˝ φt,εpxq
ı
dt
` lim
TÑ`8
ż T
0
”
H˜1ε ˝ φt,εpzq ´ H˜
1
ε ˝ φt,εpxq
ı
dt.
and S and g satisfy:
S px, εq “ Opµpεqq, gpµpεqq “ opµpεqq.
If the system is analytic there is an exponentially small splitting of the
separatrices and therefore µpεq “ Opεp expp´qε´rqq, for some p, q, r P Q,
as in [BFGS12]. Nevertheless, to obtain the behaviour of the error function
gpµpεqq in general analytic a priori stable systems is still an open and difficult
question. If the system is only smooth one usually has µpεq “ εp, for p ě 2.
Besides the above comments, we want to stress that, once a formula like
(3.1) is stablished, the results of Theorem 3.6 remain true.
3.3. Shadowing of pseudo-orbits obtained by interspersing the in-
ner dynamics with scattering maps. In this section we provide a rather
general shadowing lemma-type of result that is needed for the proof of The-
orem 3.1.
Let Λ be a NHIM as in the Subsection 2.1. There are two maps defined
acting on Λ: the scattering map σ – the outer dynamics –, which is typically
defined on some sub-domain of Λ, called Ω´pΓq in Section 2.2, and the
restriction of f to Λ – the inner dynamics. In principle, one can act on Λ
by applying either map in any succession, however this does not yield true
orbits of the system but only pseudo-orbits.
The shadowing lemma below says that for every pseudo-orbit obtained
by alternately applying a single scattering map and some power of the inner
map, there exists a true orbit of the system that shadows that pseudo-orbit.
The pseudo-orbits that we consider are of the form yi`1 “ f
mi ˝ σ ˝ fnipyiq.
The resulting shadowing orbits are of the form zi`1 “ f
mi`nipziq, where zi
is δ-close to yi for all i. We point out that we do not claim that all points of
the orbit tfnpz0quně0 are close to those of the pseudo-orbit, but only some
points corresponding to some intermediate times, and this is the sense in
which we understand shadowing orbits here.
The orders of the iterates ni and mi are required to satisfy certain condi-
tions. Each power ni is required to be larger than some threshold value n
˚,
which depends on δ, and each power mi is required to be larger than some
threshold value m˚i , which depends on the history of the pseudo-orbit up to
that point, that is, on all previous powers n0, n1, . . . , ni´1, ni, m0, . . . ,mi´1
that were utilized in the previous segments of the pseudo-orbit from y0 to yi.
Intuitively, mi, ni quantify the lengths of time for which we follow a homo-
clinic trajectory associated to the scattering map, forward, and respectively
backwards, in time, from Γ to a neighborhood of Λ.
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Lemma 3.11 (Shadowing Lemma for Pseudo-Orbits of the Scattering Map
and the Inner Dynamics). Assume that f : M Ñ M is a Cr-map, r ě r0,
Λ ĎM is a normally hyperbolic invariant manifold, Γ ĎM is a homoclinic
channel, and σΓ : Ω´pΓq Ñ Ω`pΓq is the scattering map associated to Γ.
Assume that Λ and Γ are compact.
Then, for every δ ą 0 there exists n˚ P N depending on δ, and a family
of functions m˚i : N
2i`1 Ñ N, i ě 0, depending on δ, such that, for every
pseudo-orbit tyiuiě0 in Λ of the form
(3.2) yi`1 “ f
mi ˝ σΓ ˝ fnipyiq,
for all i ě 0, with ni ě n
˚ and mi ě m
˚
i pn0, . . . , ni´1, ni,m0, . . . ,mi´1q,
there exists an orbit tziuiě0 of f in M such that, for all i ě 0,
zi`1 “ f
mi`nipziq,
and
dpzi, yiq ă δ.
The proof of Lemma 3.11 is given in Subsection 5.4.
Notice that, of course, the functions n˚, m˚i are defined only after we
choose δ, so, they depend on δ. We emphasize that the sequence yi in (3.2)
is contained in Λ so that the map f that appears in the definition of yi can
be taken to be f |Λ. The reason why we refer to the sequence tyiu in (3.2)
as a ‘pseudo-orbit’ is that yi`1, yi are close to the end points of a segment
orbit of the full map.
Indeed if we consider the point pi “ pΩ
Γ
´q
´1fnipyiq we see that f
´nippiq
and f´nipfnipyiqq “ yi would be close since they are in the same unstable
fiber and ni is large. We also see that σ
Γfnipyiq “ Ω
Γ
`ppiq. Therefore,
fmippiq and f
mi ˝σΓ ˝ fnipyiq will be close since they are in the same stable
fiber.
Therefore, the sequence tyiu is approximated by a concatenation of seg-
ments of orbits Oi “ tf
jppiqu
mi
j“´ni
. The mismatches at the ends of these
segments of orbits are clearly small.
It would be natural to try to use a hyperbolic shadowing theorem to
close this pseudo-orbit. Unfortunately, with the present hypothesis, we do
not have any information on the expanding or contracting properties of the
map along the directions tangent to Λ, and standard hyperbolic shadowing
theorems do not seem to apply. We have to give a different proof and
introduce the condition that the mi’s grow.
The above Lemma 3.11 can be immediately extended to the case of count-
ably many scattering maps. Suppose that there exists an infinite collection
of homoclinic channels Γj ĎM , for j P N, and let
σj : Ω
´pΓjq Ñ Ω
`pΓjq
be the scattering map associated to Γj, for j P N.
Lemma 3.12. Assume that f : M Ñ M , Λ Ď M , Γj Ď M and σj , are as
above, for j P N. Assume that Λ and Γj are compact.
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Then, for every δ ą 0 there exist two families of functions, n˚i : N
i Ñ N
and m˚i : N
2i`1 ˆ Ni`1 Ñ N, both depending on δ, for i ě 0, such that, for
every pseudo-orbit tyiuiě0 in Λ of the form
yi`1 “ f
mi ˝ σαi ˝ f
nipyiq,
where ni ě n
˚pα0, . . . , αi´1q, mi ě m
˚pn0, . . . , ni,m0, . . . ,mi´1, α0, . . . , αiq
for all i ě 0, there exists an orbit tziuiě0 of f in M such that, for all i ě 0,
zi`1 “ f
mi`nipziq,
and
dpzi, yiq ă δ.
Remark 3.13. Even if it is not explicitly written in Lemma 3.11, n˚ and m˚i
also depend on the hyperbolic structure, and in particular on the angle of
intersection between W upΛq with W spΛq along Γ.
Remark 3.14. Note that Lemma 3.11 does not use any symplectic structure.
It is valid for general maps. Hence, the results obtained from it remain valid
for dissipative perturbations of Hamiltonian systems. Of course, when the
perturbations are Hamiltonian we can obtain stronger results.
Remark 3.15. We note that results related to Lemma 3.11 appear in [GR12,
DGR13, GT14]. In comparison to our lemma, [GR12, DGR13] make some
geometric assumptions on the inner dynamics, and [GT14] considers only
finite pseudo-orbits.
4. Existence of diffusing trajectories in nearly integrable a
priori unstable Hamiltonian systems
As an application, we show the existence of diffusing orbits in a large class
of nearly integrable a priori unstable Hamiltonian systems that are multi-
dimensional both in the center and in the hyperbolic directions. The model
below is an extension of those considered in [DdlLS06a, DH09, DdlLS16a].
Let
Hεpp, q, I, φ, tq “ h0pIq `
nÿ
i“1
˘
ˆ
1
2
p2i ` Vipqiq
˙
` εH1pp, q, I, φ, t; εq.(4.1)
where pp, q, I, φ, tq P Rn ˆ Tn ˆ Rd ˆ Td ˆ T1.
We make the following assumptions:
(A1.) The functions h0, H1 and Vi, i “ 1, . . . , n, are uniformly C
r for
r ě r0.
(A2.) Each potential Vi : T
n Ñ R, i “ 1, . . . , n, is 1-periodic in qi
and has a non-degenerate global maximum at 0, and hence each ‘pendulum’
˘
`
1
2
p2i ` Vipqiq
˘
has a homoclinic orbit to p0, 0q, parametrized by pp0i ptq, q
0
i ptqq,
t P R.
To formulate the next assumption (A3), which has two parts (A3.a) and
(A3.b), we need to introduce some other tools.
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‚ Let Λ˜0 “ tpp, q, I, φ, tq | p “ q “ 0u. By (A2) there is a family of
homoclinic orbits for the whole system of penduli given by
pp0pτ ` t1¯q, q0pτ ` t1¯qq “
`
p01pτ1 ` tq, . . . , p
0
npτn ` tq,
q01pτ1 ` tq, . . . , q
0
npτn ` tq
˘
,
where τ “ pτ1, . . . , τnq P R
n, and 1¯ “ p1, . . . , 1q P Rn.
‚ Let Γ˜0 Ď tpp
0pτq, q0pτq, I, φ, tq | τ P Rn, I P Rd, φ P Td, t P T1u be a
homoclinic channel for which we can define a scattering map σ˜0 on
Λ˜0.
‚ Let the Poincare´ function (or Melnikov potential) associated to the
homoclinic manifold Γ˜0 be:
Lpτ, I, φ, sq “ ´
ż 8
´8
“
H1pp
0pτ ` t1¯q, q0pτ ` t1¯q, I, φ ` ωpIqt, s` t; 0q
´H1p0, 0, I, φ ` ωpIqt, s` t; 0q
‰
dt.
(4.2)
where ωpIq “ Bh0{BI.
The first part of the assumption (A3) is:
(A3.a) The perturbation H1 is 1-periodic in t and satisfies some explicit
non-degeneracy conditions as described below. Assume that there exists a
set U´ :“ I ˆ J Ă Rd ˆ Td`1, such that I is a ball in Rd, and for any
values pI, φ, sq P U´, the map
τ P Rn Ñ Lpτ, I, φ, sq P R
has a non-degenerate critical point τ˚, which is locally given, by the implicit
function theorem, by
τ˚ “ τ˚pI, φ, sq.
To formulate the next assumption we need to introduce some other tools.
‚ Let the auxiliary functions
(4.3) LpI, φ, sq “ Lpτ˚pI, φ, sq, I, φ, sq, L˚pI, θq “ LpI, θ, 0q.
We regard L˚pI, θq as a function on the set
DompL˚q “ tpI, θq P Rd ˆ Td | Ds P T1 s.t. pI, θ ` ωpIqs, sq P U´u.
The second part of the assumption (A3) is:
(A3.b) Assume that the reduced Poincare´ function L˚pI, θq satisfies that
J∇L˚pI, θq is transverse, relative to Rd ˆ Td, to the level set tI “ I˚u at
some point pI˚, θ˚q “ pI˚, φ˚ ´ ωpI˚qsq, with pI˚, φ˚, sq P U
´. That is:
(4.4)
BL˚
Bθ
pI˚, θ˚q ‰ 0.
We note that the integral in (4.2) is similar to that in (2.6) and (2.7), as
it concerns the average effect of the perturbation H1 on a homoclinic orbit
of the unperturbed system.
18 MARIAN GIDEA, RAFAEL DE LA LLAVE, AND TERE SEARAF
The result below states that, for all small enough regular perturbations
satisfying (4.4), there exist trajectories that travel Op1q with respect to the
I-coordinate, that is, they travel a distance relative to the I-coordinate that
is independent of the size of the perturbation. This phenomenon is referred
to as Arnold diffusion.
Theorem 4.1. Assuming the conditions A1-A3, there exists ε0 ą 0, and
ρ ą 0 such that, for each ε P p0, ε0q, there exists a trajectory xptq of the
Hamiltonian flow of Hamiltonian (4.1) and T ą 0 such that
}IpxpT qq ´ Ipxp0qq} ą ρ.
Remark 4.2. We emphasize some advantages of Theorem 4.1 in comparison
to the main results of [DdlLS06a, DH09, DdlLS16a, GR12]:
‚ Both the phase space of h0 and that of the system of penduli are
multi-dimensional.
‚ We do not assume a convexity condition on the unperturbed Hamil-
tonian H0pI, φ, p, qq “ h0pIq `
ř
i“1,...,n˘pp
2
i {2 ` Vipqiqq, which is
typically required when using variational methods.
‚ We do not assume that h0 satisfies a non-degeneracy condition that
I ÞÑ Bh0{BI is a diffeomorphism, or a convexity condition that
B2h0{BIiBIj is strictly positive/negative definite. In the lack of such
conditions, one cannot apply the KAM theorem, hence cannot con-
struct transition chains of KAM tori. Also, Aubry-Mather theory
cannot be applied.
‚ We do not assume that H1 is a trigonometric polynomial. Moreover,
we note that condition (A3) is satisfied by a Cr open and dense set
of perturbations H1.
In the method of [DdlLS16b] one needs to check a different condi-
tion (which is clearly generic) around every first order resonance. In
concrete systems, when one is interested in a practical problem (e.g.,
in the three-body problem) and not in generic statements, the veri-
fication of the mechanism of [DdlLS16b] is possible, albeit tedious.
With the present method, the verification in concrete systems of
interest is much more straightforward, see e.g., [CGDlL17].
From now on, we make the following notation convention. When we
say that some error term is bounded by a constant, or by Opεaq, or by
Opεa lnpεbqq we mean uniformly on some compact set.
Proof of Theorem 4.1. We describe the geometric structures that organize
the dynamics, following [DdlLS06a, DdlLS16a]. We emphasize that, once the
geometric set-up is laid out, the dynamics argument to show the existence
of diffusing orbits is very different.
The time-dependent Hamiltonian in (4.1) is transformed into an autonomous
Hamiltonian by introducing a new variable A, symplectically conjugate with
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t, obtaining the pn` d` 1q degrees of freedom Hamiltonian system
(4.5)
H˜εpp, q, I, φ,A, tq “ h0pIq `
nÿ
i“1
˘
ˆ
1
2
p2i ` Vipqiq
˙
`A` εH1pp, q, I, φ, t; εq.
The variable A does not play any dynamical role, as it does not appear in
any of the Hamiltonian equations for any of the variables, including itself.
With an abuse of notation, we denote
Λ˜0 :“ tpp, q, I, φ,A, tq | p “ q “ 0, I P I, A P R, pφ, tq P T
d`1u.
This is a normally hyperbolic invariant manifold for the extended Hamil-
tonian flow, which is diffeomorphic to pRd ˆ Tdq ˆ pRˆ Tq.
We fix an energy manifold tH˜ε “ h˜u for some h˜, and restrict to a Poincare´
section tt “ su for the Hamiltonian flow. The resulting manifold is a p2n `
2dq-dimensional manifold which we denote Mǫ. The first return map to Mε
of the Hamiltonian flow is a Cr-differentiable map denoted fǫ.
The manifold
Λ0 :“ tpp, q, I, φq | p “ q “ 0, I P I, φ P T
du ĎM0,
is a normally hyperbolic invariant manifold for f0, which is independent of
the section tt “ su. Note that Λ0 is diffeomorphic to R
d ˆ Td.
Thus, both Λ˜0 and Λ0 are non-compact.
Note that the restriction of f0 to Λ0 is an integrable map, as f0p0, 0, I, φq “
p0, 0, I, φ`ωpIqq, and Λ0 is foliated by invariant d-dimensional tori given by
tI “ ctu.
Choose a closed ball B¯RpI˚q in the action space R
d, such that J∇L˚pI, θq
is transverse, relative to DompL˚q, to each action level set tI “ I0u – which
is an invariant torus –, with I0 P B¯RpI˚q.
Denote
Λ˜10 : “ tpp, q, I, φ,A, tq | p “ q “ 0, I P B¯RpI˚q, A P R, pφ, tq P T
d`1u,
Λ10 : “ tpp, q, I, φq | p “ q “ 0, I P B¯RpI˚q, φ P T
du,
which are normally hyperbolic invariant manifolds with boundary for the
flow, and respectively for the map, corresponding to I P B¯RpI˚q.
Consider now the perturbed Hamiltonian system. Using a Cr-differentiable
bump function we can modify the Hamiltonian H˜ε to another Hamilton-
ian H˜ε that coincides with the original one for all pp, q, I, φ,A, tq with I P
B¯RpI˚q, and coincides with H0 for all pp, q, I, φ,A, tq with I outside of some
open ball BR1pI˚q Ě B¯RpI˚q, with R
1 ą R. For all ε sufficiently small
there exists a normally hyperbolic invariant manifold Λ˜ε for the flow of the
modified Hamiltonian H˜ε. The manifold Λ˜ε is diffeomorphic to Λ˜0 via a C
ℓ-
smooth parametrization k˜ε : Λ˜0 Ñ Λ˜ε, with k˜0 “ Id. Using this parametriza-
tion, we can describe Λ˜ε in terms of the coordinates pI, φ,A, tq P Λ˜0. Simi-
larly, there exists a Cℓ smooth parametrization kε : Λ0 Ñ Λε, with k0 “ Id.
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The manifold Λ˜ε is not unique, as it depends on the modificated Hamilton-
ian vector field of Hamiltonian H˜ε, but what is important for us is that the
extended Hamiltonian H˜ε, coincides with H˜ε at the points with I P B¯RpI˚q.
Therefore, as we will find an orbit of H˜ε whose action will stay in I P B¯RpI˚q,
this orbit will also be a real orbit of H˜ε.
Let
Λ˜1ε : “ tk˜εpp, q, I, φ,A, tq | p “ q “ 0, I P B¯RpI˚q, A P R, pφ, tq P T
d`1u,
Λ1ε : “ tkεpp, q, I, φq | p “ q “ 0, I P B¯RpI˚q, φ P T
du,
be the normally hyperbolic manifolds for the perturbed flow, and respec-
tively for the perturbed map, corresponding to I P B¯RpI˚q. They are not
invariant, but only locally invariant. The local invariance means, e.g., in the
case of Λ1ε, that there exists a neighborhood V of Λ
1
ε in Mε, such that any
orbit of fε that stays in V for all time is actually contained in Λ
1
ε. The neigh-
borhood V can be chosen independent of ε. The manifold Λ1ε is compact and
symplectic (see [DdlLS08]).
Condition (A3) allows one to define a scattering map σε : Ω
´pΓεq Ñ
Ω`pΓεq, with Ω
´pΓεq,Ω
`pΓεq Ď Λ
1
ε. We will restrict to a homoclinic channel
Γε that is compact.
As mentioned before, it is more convenient to express the scattering map
σε as a map on Λ0, via σ˜ε “ k
´1
ε ˝ σε ˝ kε. By hypothesis (A.3), we have
U´ Ď dompσ˜εq “ k
´1
ε pΩ
´pΓεqq. In a similar fashion, we consider f˜ε “
k´1ε ˝ fε|Λε ˝ kε on Λ0.
The papers [DdlLS08, DGdlLS08b, GdlL06a] show that condition (A3.a)
implies that the scattering map can be expressed as follows
σ˜εpI, φq “ pI, φq ` εJ∇L
˚pI, φ´ ωpIqsq `Opε2q,
which is of the form (3.1) with µpεq “ ε, and gpµpεqq “ ε2. Of course, both
the scattering map σ˜ε and the Poincare´ map f˜ε depend on the chosen section
t “ s. Therefore we can apply Theorem 3.6 for the normally hyperbolic
invariant manifold Λε and the scattering map σ˜ε. Since we are actually
restricting ourselves to the locally invariant manifold Λ1ε Ď Λε, which is
contained in the domain where the modified Hamiltonian H˜ε coincides with
H˜ε, the diffusing orbits that we obtain correspond to diffusing orbits of H˜ε.
The function L˚ involved in condition (A3) plays the role of the function
S in Theorem 3.6. Condition (4.4) amounts to J∇L˚ being transverse to one
level set of the variable I, and hence the results of Theorem 3.6, and specially
the results of Corollary 3.7 give us the existence of a real orbit which satisfies
the required inequality for a suitable value ρ ą 0 independent of ε. 
Remark 4.3. For the above result, we do not require the non-degeneracy
condition that I ÞÑ ωpIq “ Bh0{BI is a diffeomorphism. Note that in the case
when d “ 1 such a non-degeneracy condition implies that f˜ε is a monotone
twist map relative to the pI, φq coordinates. In our case, we allow f˜ε to be
a non-twist map, which happens, for instance if h0pIq “ I
n with n ě 3 odd.
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It is well known that non-twist maps arise in many concrete models, e.g.,
in magnetic fields of toroidal plasma devices (such as tokamaks, which have
reversed magnetic shear), models of transport by traveling waves in shear
flows with zonal flow, and models of satellite orbits near critical inclination.
Unlike twist maps, non-twist maps have regions where the KAM theorem
and the Aubry-Mather theory do not apply; see [dCNGM97, DdlL00] and
the references listed therein.
5. Proofs of the Main Results
5.1. Proof of Theorem 3.1. Denote by µ the measure referred in the
statement of the theorem, which is absolutely continuous with respect to
the Lebesgue measure on Λ. Then f preserves µ, and, σ takes positive
measure sets onto positive measure sets.
Choose a small open disk B0 of x0 in Λ, with B0 Ď U such that Bi :“
σipB0q Ď U , and diampBiq ď δ{2, for all i “ 0, . . . , n. For the given pseudo-
orbit txiu of σ, with xi`1 “ σpxiq, we have that xi P Bi for all i. We will
use Poincare´ recurrence to produce a new pseudo-orbit tyiu, with yi`1 “
fmi ˝ σ ˝ fnipyiq, where mi, ni are as in Lemma 3.11, such that yi P Bi for
all i, and hence dpyi, xiq ď δ{2. Invoking Lemma 3.11 will provide us with
a true orbit tziu with zi`1 “ f
mi`nipziq, such that dpzi, yiq ď δ{2, hence
dpzi, xiq ă δ.
We first establish some basic facts about recurrent points.
5.1.1. First recurrence property. For an open set B Ď U Ď Λ, a subset
A Ď B of positive measure in B, and k˚ ą 0, we define
P k
˚
pA,Bq “ tx P A | pfk
˚
qtpxq P B for some t ě 1u.
The set P k
˚
pA,Bq Ă A consists of the recurrent points of A that return to
B under some positive iteration of fk
˚
. Since µ-a.e. point in U is recurrent,
andB Ď U , Poincare´ recurrence for the map fk
˚
implies that P k
˚
pA,Bq Ď A
has full measure in A, hence is of positive measure itself.
For each x P P k
˚
pA,Bq we denote by tminpxq the smallest positive integer
t ě 1 with pfk
˚
qtpxq P B. Let
Θ “ tτ ě 1 | Dx P P k
˚
pA,Bq s.t. tminpyq “ τu
be the set of the return times to B. For each τ P Θ, let
(5.1) P k
˚
τ pA,Bq “ tx P P
k˚pA,Bq | tminpyq “ τu
be the set of points with a prescribed return time τ P Θ, under fk
˚
. Since
Pk˚pA,Bq “
Ť
τě1 P
k˚
τ pA,Bq, with the sets P
k˚
τ pA,Bq mutually disjoint, it
follows that there exists τ˚ ě 1 such that µpP k
˚
τ˚ pA,Bqq ą 0. Since f
k˚ is
area preserving, µpfk
˚τ˚pP k
˚
τ˚ pA,Bqq “ µpP
k˚
τ˚ pA,Bqq ą 0.
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Thus, every point in P k
˚
τ˚ pA,Bq Ď A Ď B will return to a point in B
under fk
˚τ˚ . The set
(5.2) Qk
˚
τ˚pB,Aq :“ f
k˚τ˚pP k
˚
τ˚ pA,Bqq Ď B
has positive measure in B. In terms of f , every point in P k
˚
τ˚ pA,Bq Ď A Ď
B will return to a point in Qk
˚
τ˚pA,Bq Ď B in exactly k
˚τ˚ ě k˚ iterates.
5.1.2. Second recurrence property. Consider now two open sets B Ď U and
B1 “ σpBq Ď U . Let A be a subset of B of positive measure. By the
above, P k
˚
τ˚ pA,Bq and Q
k˚
τ˚pA,Bq are positive measure subsets of B. Since
the scattering map σ sends positive measure sets onto positive measure sets,
it follows that
(5.3) A1 :“ σpQk
˚
τ˚pA,Bqq Ă B
1
is a positive measure subset of B1.
5.1.3. Inductive construction of pseudo-orbits. Starting with B0, we con-
struct inductively a nested sequence of subsets Σi Ă B0 of positive measure
of B0, such that each set is carried onto a positive measure subset of Bi,
i “ 1, . . . , n, via successive applications of some large powers of f inter-
spersed with applications of σ.
Use Lemma 3.11 for δ{2, and consider the value n˚ depending on δ{2 as
provided by this lemma. Let A0 :“ B0, let τ0 ě 1 such that P
n˚
τ0
pA0, B0q Ă
A0 (see (5.1)) has positive measure, and
Σ0 :“ P
n˚
τ0
pA0, B0q Ď A0.
Consider the set Qn
˚
τ0
pA0, B0q Ď B0 (see (5.2)), which has positive measure.
Then consider the set A11 :“ σpQ
n˚
τ0
pA0, B0qq Ď B1 (see (5.3)), which has pos-
itive measure in B1. Let n0 :“ n
˚τ0 and consider the value m
˚
0 “ m
˚
0pn0q
given by Lemma 3.11 for δ{2. There exists τ 10 ě 1 such that the set
P
m˚
0
τ 1
0
pA11, B1q Ď A
1
1 Ď B1 (see (5.1)) has positive measure. Then the set
Q
m˚
0
τ 1
0
pA11, B1q Ď B1 (see (5.2)) also has positive measure in B1.
Each point y1 P Q
m˚
0
τ 1
0
pA11, B1q is of the form y1 “ f
m˚
0
τ 1
0px1q, for some
x1 P Pm
˚
τ 1
0
pA11, B1q and τ
1
0 ě 1; each such x
1 is of the form x1 “ σpxq for
some x P Qn
˚
τ0
pA0, B0q; and each such x is of the form x “ f
n˚τ0py0q for
some y0 P P
n˚
τ0
pA0, B0q “ Σ0 and τ0 ě 1. Denote m0 :“ m
˚
0τ
1
0 and A1 :“
Q
m˚
0
τ 1
0
pA11, B1q Ď B1. Thus, each y1 P A1 can be written as
(5.4) y1 “ f
m0 ˝ σ ˝ fn0py0q
for some y0 P Σ0, n0 ě n
˚ and m0 ě m
˚, where m0 “ m
˚
0τ
1
0 and n0 “ n
˚τ0.
Denote by Σ1 the set of points y0 P Σ0 which correspond, via (5.4), to
some point y1 P A1. We obviously have Σ1 Ď Σ0. The preliminary facts
established above show that Σ1 is a positive measure subset of B0.
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Assume that at the j-th step we have constructed a subset Aj Ď Bj,
which has positive measure in Bj , such that each point yj P Aj is of the
form
(5.5) yj “ f
mj´1 ˝ σ ˝ fnj´1 ˝ . . . ˝ fm0 ˝ σ ˝ fn0py0q,
some y0 P A0 Ă B0, with n0 ě n
˚, . . . , nj´1 ě n
˚, andm0 ě m
˚
0 , . . . ,mj´1 ě
m˚j´1, where n
˚ and the m˚k’s are as in Lemma 3.11. Let Σj be the set of
points y0 for which the corresponding yj given by (5.5) is in Aj. We assume
that Σj Ď Σj´1 Ď . . . Ď Σ0, and that Σj is a positive measure subset of B0.
It follows from the above preliminaries that, for some τj ě 1, the sets
Pn
˚
τj
pAj , Bjq Ď Bj and Q
n˚
τj
pAj , Bjq Ď Bj “ f
n˚τj pPn
˚
τj
pAj , Bjqq
have positive measure. Each point y P Pn
˚
τj
pAj , Bjq returns to a point in
Qn
˚
τj
pAj , Bjq Ď Bj after exactly n
˚τj iterates of f . Denote nj :“ n
˚τj. Since
σ is measure preserving, the set A1j`1 :“ σpQ
n˚
τj
pAj , Bjqq Ă Bj`1 has positive
measure in Bj`1. Letm
˚
j , depending on δ{2 and on n0, . . . , nj,m0, . . . ,mj´1,
be as in the Lemma 3.11. There exists τ 1j ě 1 such that P
m˚j
τ 1j
pA1j`1, Bj`1q Ď
A1j`1 Ď Bj`1 and Q
m˚j
τ 1j
pA1j`1, Bj`1q Ď Bj`1 have positive measure. Each
point y P P
m˚j
τ 1j
pA1j`1, Bj`1q returns to a point in Q
m˚j
τ 1j
pA1j`1, Bj`1q Ď Bj`1
after exactly m˚j τ
1
j iterates of f . Denote Aj`1 “ Q
m˚j
τ 1j
pA1j`1, Bj`1q, which is
of positive measure. Then each point yj`1 P Aj`1 is of the form
(5.6) yj`1 “ f
mj ˝ σ ˝ fnjpyjq
for some yj P Aj , where nj “ n
˚τj ě n
˚ and mj “ m
˚
j τ
1
j ě m
˚
j , with
τj, τ
1
j ě 1.
Since yj is of the form (5.5), then
(5.7) yj`1 “ f
mj ˝ σ ˝ fnj ˝ . . . ˝ fm0 ˝ σ ˝ fn0py0q,
for some y0 P Σ0, with n0 ě n
˚, . . . , nj´1 ě n
˚, and m0 ě m
˚
0 , . . . ,mj ě m
˚
j .
Denoting by Σj`1 the set of points y0 P Σ0 that yield points yj`1 given by
(5.8), we obtain that Σj`1 Ď Σj is of positive measure. This completes the
induction step.
5.1.4. Shadowing of pseudo-orbits. At the n-th step we obtain a nested se-
quence of sets Σ0 Ě Σ1 Ě ¨ ¨ ¨ Ě Σn, such that each set Σj, j “ 0, . . . , n, has
positive measure in B0. Each point y0 P Σn generates a pseudo-orbit of the
form
(5.8) yj`1 “ f
mj ˝ σ ˝ fnjpyjq,
for j “ 0, . . . , n ´ 1, where nj ,mj are as in Lemma 3.11. By construction,
each point yj is inside Bj hence dpyj, xjq ă δ{2. Then Lemma 3.11 provides
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the existence of an orbit tzjuj“0,...,n with zj`1 “ f
mj`nj pzjq, such that
dpzj , yjq ă δ{2. Hence dpzj , xjq ă δ for all j. 
Remark 5.1. In the proof of Theorem 3.1, instead of using the Poincare´ re-
currence theorem we can use the weak recurrence property given by Proposi-
tion 2.4. Starting with B10 “ B0, there exists n0 ě n
˚ such that
fn0pB10q X B
1
0 ‰ H. The set B˜
1
0 “ f
n0pB10q X B
1
0 is an open set in B
1
0, and
σpB˜10q Ď B1. There exists m0 ě m
˚
0 such that f
m0pσpB˜10qq X σpB˜
1
0q ‰ H.
The set B11 :“ σpf
m0pσpB˜10qqXσpB˜
1
0qq is an open set in B1. The construction
can be continued recursively as before. Given the open set B1j Ď Bj obtained
at the end of the pj ´ 1q-th step, at step j we construct B˜1j “ f
njpB1jq XB
1
j
for nj ě n
˚, σpB˜1jq Ď Bj`1, and B
1
j`1 :“ f
mjpσpB˜1jqq X σpB˜
1
jq ‰ H for
mj ě m
˚
j . The initial points y0 P B0 which generate pseudo-orbits of the
form (5.8), for j “ 0, . . . , n´ 1, form an open set Σn Ď B0.
This approach yields explicit estimates of the return times to B1j and
σpB˜1jq, given by Op1{µpB
1
jqq and Op1{µpσpB˜
1
jqqq, respectively. These esti-
mates on the return time, together with the data on the hyperbolic expan-
sion/contraction rates and on the angle of intersection between the stable
and unstable manifolds (see Remark 3.13), can be used to obtain explicit –
but far from optimal – estimates on the diffusion time.
5.2. Proof of Theorem 3.6. We notice that (3.1) is reminiscent of the
forward Euler method with step µpεq for ordinary differential equations.
As J∇Spx˜0q ‰ 0 at some point x˜0 P U Ă Λ0, we know that the solution
(5.9)
d
dt
γ˜ptq “ J∇S ˝ γ˜ptq
with γ˜p0q “ x˜0 is not a constant solution. Let’s denote γ˜ptq “ φpt, x˜0q
where φpt, xq is the flow of (5.9). Consider n “ tµ´1u, where µ “ µpεq is the
parameter which appears in (3.1), and t¨u denotes the floor function. Define
two sequences:
y˜i “ γ˜ptiq “ φp∆t, y˜i´1q, x˜i “ σ˜εpx˜i´1q, i “ 1, 2, . . . , n, x˜0 “ y˜0,
where ti “ iµ and ∆t “ µ. We will use two facts.
On one hand, applying Gronwall Lemma to the vector field (5.9), there
exists a constant K1 ą 0 such that:
(5.10) }φp∆t, y˜q ´ φp∆t, y˜1q} ď eK1µ}y˜ ´ y˜1}, for y˜, y˜1 P Uγ˜ .
On the other hand, also by (3.1), calling
g˜pµq “ |gpµq|{µ “ op1q,
there exists a constant K2 ą 0 which is independent of µ, ε such that
(5.11) }σ˜εpx˜q ´ φp∆t, x˜q} ď K2µpµ` g˜pµqq, for x˜ P Uγ˜ .
Now one easily obtains that, by (5.11),
}x˜1 ´ y˜1} “ }σ˜εpx˜0q ´ φpµ, x˜0q} ď K2µpµ ` g˜pµqq
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and, consequently, x˜1 P Uγ˜ .
Now, using again (5.10) and (5.11)
}x˜2 ´ y˜2} “ }σ˜εpx˜1q ´ φpµ, y˜1q} ď }σ˜εpx˜1q ´ φpµ, x˜1q} ` }φpµ, x˜1q ´ φpµ, y˜1q}
ď K2µpµ` g˜pµqq ` e
K1µ}x˜1 ´ y˜1} ď K2µpµ ` g˜pµqqp1 ` cq.
where we denote by c “ eK1µ ą 1.
Consequently, x˜2 P Uγ˜ . Now we proceed by induction. We assume that,
for some 0 ď i ď n, one has that
}x˜i ´ y˜i} ď K2µpµ` g˜pµqqp1 ` c` c
2 ` ¨ ¨ ¨ ` ci´1q.
Using again (5.10) and (5.11) we obtain:
}x˜i`1 ´ y˜i`1} “ }σ˜εpx˜iq ´ φpµ, y˜iq} ď }σ˜εpx˜iq ´ φpµ, x˜iq} ` }φpµ, x˜iq ´ φpµ, y˜iq}
ď K2µpµ` g˜pµqq ` e
K1µ}x˜i ´ y˜i}
ď K2µpµ` g˜pµqqp1 ` c` c
2 ` ¨ ¨ ¨ ` ciq.
Therefore, using that c “ eK1µ, that c ´ 1 “ eK1µ ´ 1 ě K1µ, and that
n “ tµ´1u, for i “ 0, 1, . . . , n, we have that:
}x˜i ´ y˜i} ď K2µpµ` g˜pµqq
ci ´ 1
c´ 1
ď
K2
K1
pµ ` g˜pµqqei K1µ ď
K2
K1
pµ` g˜pµqqeK1 .
(5.12)
As µ “ µpεq “ opεq, there exists ε1, such that if 0 ă ε ď ε1, we obtain that
the sequence x˜i of the scattering map is also in Uγ˜ and is pµ ` g˜pµqq-close
to the orbit γ˜:
x˜i`1 “ σ˜εpx˜iq P Uγ˜ Ă Λ, dpγ˜ptiq, x˜iq ă Kpµpεq ` g˜pµpεqqq, i “ 0, . . . , n,
where K˜ “ K2
K1
eK1 , and n “ tµ´1u depends on ε, for the increasing sequence
of parameters ti “ iµ P r0, 1s, i “ 0, . . . , n. The points x˜i represent an orbit
of σ˜ε in Λ, therefore the points xi “ kεpx˜iq, represent an orbit of σε in Λε,
satisfying dpxi, γεptiqq ă Kpµpεq ` g˜pµpεqqq, where γε “ kε ˝ γ˜ and K is a
new constant. This orbit x˜i lies inside the set Uγε “ kεpUγ˜q Ď Λε, where a.e.
point is recurrent for pfεq|Λε . See Figure 1.
We now apply Theorem 3.1 for the orbit pxiqi“0,...,n of the scattering map
σε on Λε, where xi “ kεpx˜iq, and we obtain that, for any δ ą 0 there exists
an orbit zi`1 “ f
ki
ε pziq of fε, which satisfies dpzi, xiq ă δ, i “ 0, . . . , n.
Therefore we obtain that
dpzi, γεptiqq ă δ `Kpµpεq ` g˜pµpεqqq.

5.3. Proof of Corollary 3.7. By continuity, since J∇S is transverse to one
level set of the variable I in Λ, it is transverse to a Op1q-family of level sets
of the variable I. More precisely, there exist two compact disks Dd Ď Bd,
Ed Ď Td, of radii independent of ε, such that J∇S is transverse to each
level set tI “ Iau at σ˜0pIa, φaq for Ia P D
d, φa P E
d.
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γ(t)
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x1
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Uγ
Λ0
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∼
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∼
Figure 1. A scattering path and a nearby orbit of the scat-
tering map.
Let ∆ “ Dd ˆEd and let
∆8 “
ď
ně0
f˜nε p∆q.
Note that ∆ Ď ∆8 and that ∆8 is positively invariant, i.e., f˜εp∆
8q Ď ∆8.
We have the following dichotomy:
I. Either µp∆8q “ 8,
II. Or µp∆8q ă 8.
Case I implies right away that for every N ą 0, there there exists an orbit
pf˜nε px˜qqně0 of f˜ε in Λ for which }Ipf˜
kN px˜qq ´ Ipx˜q} ą N , for some kN ě 0.
It follows immediately that there exist orbits of fε as in the statement of
the corollary. Notice that in this case we obtain diffusing orbits only by
applying the inner dynamics; we do not have to use the scattering map.
Now we consider Case II. Since µp∆8q ă 8 we can apply the Poincare´
Recurrence Theorem, so for every open set U Ď ∆, almost every point of U
is recurrent.
By the assumption on the scattering map, we have that for each pI0, φ0q P
Dd ˆ Ed, the curve γ˜ptq, t P r0, 1s, obtained by integrating the vector field
J∇S with initial condition at pI0, φ0q is transverse to every level set tI “ Iau
at a point γ˜ptq “ pIptq, φptqq, where pIptq, φptqq P Dd ˆ Ed “ ∆, for all
t P r0, 1s and all 0 ă ε ă ε1. Thus, there exists ρ0 ą 0, independent of ε,
such that
}Ipγ˜p1qq ´ Ipγ˜p0qq} ą ρ0.
Choose an ε1 as in Theorem 3.6 and fix an ε P p0, ε1q. Choose 0 ă δ ă
ρ0{4, and restrict ε1 if necessary in such a way thatKpµpεq`|gpµpεqq|{µpεqq ď
δ and let ρ “ ρ0 ´ 4δ ą 0. Theorem 3.6 implies that there is an orbit
pziqi“0,...,n of fε such that dpz0, γεp0qq ă 2δ and dpzn, γεp1qq ă 2δ. Thus, we
have }Ipznq ´ Ipz0q} ą ρ0 ´ 4δ “ ρ. 
A GENERAL MECHANISM OF DIFFUSION IN HAMILTONIAN SYSTEMS 27
5.4. Proof of Lemma 3.11. We provide two proofs of Lemma 3.11.
The first proof uses the topological method of correctly aligned windows
(see Appendix C), and is constructive, in the sense that it provides an ex-
plicit algorithm to detect orbits with prescribed itineraries. It can also be
used to provide quantitative estimates for the diffusion time (see Remark
3.13 and Remark 5.1).
The second proof uses the obstruction argument, and is shorter.
5.4.1. A proof of Lemma 3.11 using correctly aligned windows.
5.4.1.A. Outline. We will construct windows that are correctly aligned, and
utilize them in two different ways: first, to define the integers n˚ and m˚i
that appear in the statement of the lemma, and second, to show that, for
a given pseudo-orbit as in the statement of the lemma, there exists a true
orbit that shadows it.
For the first part, starting with a homoclinic point, we define a pair
of ‘prototype’ windows that are correctly aligned, with one window in a
neighborhood of some negative iterate of the homoclinic point, and another
window in a neighborhood of some positive iterate of the homoclinic point.
There are conditions on the number of such iterates which provide us with
the integer n˚. Then we consider a second homoclinic point and we construct
a second pair of ‘prototype’ windows, in a similar fashion. To make the
second window from the first pair correctly aligned with the first window
from the second pair, we need to apply a sufficiently large number of iterates
that is no less than some integer m˚. When this construction is repeated
i times, it provides us with an integer m˚i that depends on all previous
windows.
For the second part, there is given a pseudo-orbit generated by alterna-
tively applying the scattering map and the inner dynamics; the orders of the
iterates of the inner map are required to satisfy conditions that depend on
the integers n˚ and m˚i . Then, the above mentioned windows can be used to
construct a sequence of correctly aligned windows along the pseudo-orbit.
The existence of an orbit that follows these windows, and, in particular,
shadows the given pseudo-orbit, follows from the shadowing property of
correctly aligned windows (Theorem C.4).
We proceed in several steps.
5.4.1.B. Choice of balls. We choose a system of linearized coordinates (see
Appendix B), given by h : UΛ Ñ VΛ, so that VΛ is contained in a δ-
neighborhood of Λ.
By the compactness of Λ, there exists δ1 ą 0 such that, whenever xc P Λ,
}vu}, }vs} ă δ1, and 0 ă ρc, ρu, ρs ă δ1, the image of
(5.13) Bρcpxcq ˆBρupvuq ˆBρspvsq Ď UΛ
under h is contained in VΛ, and has diameter less than δ{2.
We choose and fix ρc, ρu, ρs as in (5.13).
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By the normal hyperbolicity of Λ, there exist 0 ă λ´ ă λ` ă µ
´1
` ă
µ´1´ ă 1 such that for each pair of balls Bρupvuq Ď E
u
x and Bρspvsq Ď E
s
x,
with x P Λ, we have
Bρuµ´pDf|Eupvuqq Ď Df|EupBρupvuqq Ď Bρuµ`pDf|Eupvuqq,
Bρsλ´pDf|Espvsqq Ď Df|EspBρspvsqq Ď Bρsλ`pDf|Espvsqq.
(5.14)
5.4.1.C. Lambda Lemma. Consider a homoclinic channel Γ and the corre-
sponding scattering map σ :“ σΓ : Ω´pΓq Ñ Ω`pΓq.
Let p P Γ and let p´, p` P Λ be the unique points for which W upp´q X
W spp`q X Γ “ tpu. For given k´, k`, denote:
f´k
´
pp´q “ hpx´c , 0, 0q, f
´k´ppq “ hpx´c , v
´
u , 0q,
fk
`
pp`q “ hpx`c , 0, 0q, f
k`ppq “ hpx`c , 0, v
`
s q.
Due to the compactness of Γ and the exponential contraction of the unsta-
ble (stable) fibers under negative (positive) iterates of f , there exists n˚ ą 0
sufficiently large such that for every k´ ě n˚, k` ě n˚ we have
(i) The point f´k
´
ppq P W upf´k
´
pp´qq satisfies }v´u } ă ρu ă δ1. This
implies that f´k
´
ppq P VΛ and is pδ{2q-close to f
´k´pp´q;
(ii) The point fk
`
ppq P W spfk
`
pp`qq satisfies }v`s } ă ρs ă δ1. This
implies that fk
`
ppq P VΛ and is pδ{2q-close to f
k`pp`q.
Since Γ is an homoclinic channel, W spp`q is transverse to W upΛq at p,
and W upp´q is transverse to W spΛq at p.
We apply two versions of the Lambda Lemma [HPPS70, FM00, CG08,
CW15, Sab15], and derive two transversality properties. The first version
is concerned with the asymptotic behavior of the backwards iterates of an
pnsq-dimensional manifold transverse to W
upΛq. The second version is con-
cerned with the asymptotic behavior of the forward iterates of an pnu`ncq-
dimensional manifold transverse to W spxq where x P Λ.
5.4.1.C.I. First application of the Lambda Lemma. First we apply the Lambda
Lemma to the pnsq-dimensional manifold W
spp`q passing through the point
p. There exists a family of pnsq-dimensional compact disks
D
s
k´ppq ĂW
spp`q
centered at p, such that f´k
´
pDs
k´
ppqq approaches, in the C1-topology as
k´ Ñ8, a disk of fixed radius in W spf´k
´
pp´qq and centered at f´k
´
pp´q.
Denote
(5.15) Dspf´k
´
ppqq :“ f´k
´
pDsk´ppqq ĂW
spf´k
´
pp`qq
the disk centered at f´k
´
ppq which is asymptotic to a moving disk of fixed
size in W spf´k
´
pp´qq.
Choose k´ large enough and Ds
k´
ppq sufficiently small so thatDspf´k
´
ppqq
is contained in hpBρcpx
´
c qˆBρup0qˆBρsp0qq and is δ{2-close toW
spf´k
´
pp´qq
in the C1-topology.
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Due to the compactness of Λ and Γ, the size of the disk Dspf´k
´
ppqq can
be chosen independently of p P Γ and of k´.
5.4.1.C.II. First transversality property. SinceDs
k´
ppq is transverse toW upΛq
at p:
(5.16) Dspf´k
´
ppqq is transverse to W upΛq at f´k
´
ppq, for any k´ ě n˚.
5.4.1.C.III. Second application of the Lambda Lemma. We now apply the
Lambda Lemma to the pnc ` nuq dimensional manifold W
upΛq at the point
f´k
´
ppq, which is is transverse to W spf´k
´
pp`qq at f´k
´
ppq. In particular
it is transverse to Dspf´k
´
ppqq.
There exists a family of pnc ` nuq-dimensional disks
D
cu
k´,k`pf
´k´ppqq ĎW upΛq,
centered at f´k
´
ppq, with each disk being a neighborhood of f´k
´
ppq in
W upΛq, such that each fk
``k´pDcu
k´,k`
pf´k
´
ppqqq approaches, in the C1-
topology as k` Ñ8, a disk of fixed size in the unstable directions, contained
in W upΛq and centered at fk`pp`q, as k` Ñ 8.
If we choose k´ and k` large enough and fixed, for every disk
(5.17) Dcupf´k
´
ppqq :“ hpBρ´c px
´
c q ˆBρ´u pv
´
u q ˆ t0uq Ď D
cu
k´,k`pf
´k´ppqq
with ρ´c ą 0, ρ
´
u ą 0 small enough, we have that f
k``k´pDcupf´k
´
ppqqq
is δ{2-close, in the C1-topology, to some disk of the form hpBρ`c px
`
c qq ˆ
B
ρ`u
p0q ˆ t0uq contained in W upΛq, for some ρ`u ą 0, ρ
`
c ą 0. Denote by:
(5.18) Dcupfk
`
ppqq :“ fk
``k´pDcupf´k
´
ppqqq.
We have that ρ`u ą 0 depends on ρ
´
u , ρ
´
c , but is independent of k
´ and k`
provided they are large enough, and ρ`c ą 0 depends on ρ
´
u , ρ
´
c , k
´, k`. For
k´, k` fixed, the smaller ρ´u , ρ
´
c , the smaller ρ
`
u ą 0, ρ
`
c ą 0.
Here we should note that, whileDcupf´k
´
ppqq is defined via the h-coordinates
which are only C0, it is in fact contained in W upΛq, so it is embedded in
a C1-disk. Hence we can measure its distance away from W upΛq in terms
of the C1-topology. Also, note that Dcupfk
`
ppqq&W spfk
`
pp`qq. We derive
the following:
5.4.1.C.IV. Second transversality property. For k` sufficiently large and fixed,
there exist ρ`u ą 0 and ρ
`
c ą 0 such that for each z
`
c P Bρ`c px
`
c q, w
`
u P
Bρ`u p0q,
(5.19) Dcupfk
`
ppqq is topologically transverse to hptz`c uˆtw
`
u uˆBρsp0qq,
where ρs is defined in (5.13).
See [GR03] for a definition of topological transversality. Since the lin-
earized coordinates h are C0, the ns-disks h ptz
`
c u ˆ tw
`
u u ˆBρsp0qq in (5.19)
are only C0. This is why we have to use the notion of topological transver-
sality rather than the differentiable one. Property (5.19) holds true for
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the following reasons. The ns-disks h ptz
`
c u ˆ tw
`
u u ˆBρsp0qq depend in a
C0-fashion on z`c and w
`
u . For z
`
c “ x
`
c and w
`
u “ 0 the correspond-
ing ns-dimensional disk is a part of the stable fiber W
spfk
`
pp`qq, which is
differentiably transverse to the pnc`nuq-dimensional disk D
cupfk
`
ppqq. Dif-
ferentiable transversality implies topological transversality, and topological
transversality is C0-stable.
Property (5.19) implies that
(5.20) πc,uph
´1pDcupfk
`
ppqqq Ě Bρ`c px
`
c q ˆBρ`u p0q,
where πc,u is the projection onto the pc, uq-subspace of pE
u ‘ EsqΛ relative
to the h-coordinate system.
Due to the compactness of Λ and Γ, ρ`u can be chosen independently of
p P Γ and of k´, k`, provided they are large enough, but will depend on
ρ´u , ρ
´
c , whereas ρ
`
c can be chosen independently of p P Γ, but will depend
on ρ´u , ρ
´
c , k
´, k`.
5.4.1.D. Choice of n˚. Fix δ ą 0, and let n˚ ą 0 sufficiently large so that the
conditions in Section 5.4.1.C hold. We impose additional conditions on n˚.
Since Γ is compact we can choose n˚ ą 0 such that for every k´ ě n˚ and
every p P Γ, the ns-dimensional compact disk D
spf´k
´
ppqq given in (5.15)
always satisfies the transversality condition (5.16). In other words, k´ can
be chosen uniformly with respect to p P Γ. This n˚ is the number that
appears in the statement of Lemma 3.11.
Fix such an n˚ depending on δ, and which is independent of p P Γ.
For a fixed choice of p P Γ and of k´ ą n˚, let Dcupf´k
´
ppqq be the disk
attached to f´k
´
ppq described in (5.17), for some ρ´c ą 0, ρ
´
u ą 0. For every
k` ě n˚, the pk´`k`q-th iterate of Dcupf´k
´
ppqq, denoted by Dcupfk
`
ppqq
in (5.18), satisfies (5.19) and (5.20) for some ρ`u , ρ
`
c . The power k
` can be
chosen uniformly with respect to p P Γ, and for k` fixed, the parameters
ρ`u , and ρ
`
c depend on ρ
´
c and ρ
´
u .
It is also important to note that k`, ρ`u , ρ
`
c also depend on the angle
of the intersection between W upΛq and W spΛq at p P Γ. When the an-
gle of intersection is small, the radii ρ`u , ρ
`
c need to be chosen sufficiently
small. However, our argument is only qualitative, and making quantitative
estimates on the dependence of this product of disks on the angle of inter-
section is beyond the purpose of this paper. Since Γ is compact, there exists
a positive lower bound for the angle of intersection, and thus we can make
the choices of k´, k` uniform for all points p P Γ.
5.4.1.E. Prototype windows. For δ ą 0 fixed, choose and fix n˚ ą 0 as in
Section 5.4.1.C. Consider a point p in the homoclinic channel Γ. For fixed
k´, k` ě n˚ consider a pair of disks: the ns-dimensional D
spf´k
´
ppqq as in
(5.15) and the pnc ` nuq-dimensional D
cupfk
`
ppqq as in (5.18).
We make the following claim:
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5.4.1.E.I. Claim on m˚. There exists m˚ ě 0 depending on the size of the
disks Dspf´k
´
ppqq and Dcupfk
`
ppqq, such that for every m ě m˚, and every
k1´ ě n˚, if p1 P Γ is such that
p1´ “ fk
1´`mpp`q,
then there exists a triplet of windows W´, W`, W 1´ with the following
properties:
‚ W´ is contained in a δ{2-neighborhood of f´k
´
ppq and therefore in
a δ-neighborhood of f´k
´
pp´q;
‚ W` is contained in a δ-neighborhood of fk
`
pp`q;
‚ W 1´ is contained in a δ{2-neighborhood of f´k
1´
pp1q and therefore
in a δ-neighborhood of f´k
1´
pp1´q;
‚ W´ is correctly aligned with W` under fk
´`k`;
‚ W` is correctly aligned with W 1´ under fm´k
`
;
‚ the sizes of the windowsW´, W`, W 1´ do not depend on the points
p, p1 P Γ; the size of W` depends only on the size of W´ and on
k´, k`; and the size of W 1´ depends only on the size of W` and on
m and k`.
In the above, p´, p` satisfy W upp´q XW spp`q X Γ “ tpu, and p1´, p1`
satisfy W upp1´q XW spp1`q X Γ “ tp1u. We will refer to W´, W`, W 1´ as
prototype windows as we will use them in the next section to construct an
infinite sequence of correctly aligned windows, as described in the outline.
5.4.1.E.II. Construction of W´. First we construct the window W´ about
f´k
´
ppq “ hpx´c , v
´
u , 0q, where }v
´
u } ă δ1 (see (5.13)). Consider the pnsq-
dimensional disk Dspf´k
´
ppqq through f´k
´
ppq given in (5.15), and the
pnc ` nuq-dimensional disk D
cupfk
`
ppqq through fk
`
ppq given in (5.18).
To the point f´k
´
ppq we attach the pnc ` nuq-dimensional disk
Dcupf´k
´
ppqq “ f´k
`´k´pDcupfk
`
ppqqq, of fixed size independent of p;
see (5.18).
Then choose a C0-family of ns-dimensional disks D
spqq of fixed size inde-
pendent of p, with q P Dcupf´k
´
ppqq, satisfying the following conditions:
‚ for q “ f´k
´
ppq the corresponding disk Dspqq “ Dspf´k
´
ppqq is
contained in Dspf´k
´
ppqq;
‚ for each q P Dcupf´k
´
ppqq, we have
fk
``k´pDspqqq Ă h
`
tz`c u ˆ tw
`
u u ˆBρsp0q
˘
q,
where z`c P Bρ`c px
`
c q, w
`
u P Bρ`u p0q are defined as in (5.19).
Observe that, by construction, for each q P Dcupf´k
´
ppqq, Dspqq is topolog-
ically transverse to Dcupf´k
´
ppqq.
Thus, the pnc`nuq-dimensional diskD
cupf´k
´
ppqq is contained inW upΛq,
the ns-dimensional disk D
spf´k
´
ppqq is pδ{2q-close, in the C1-topology, to
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W spf´k
´
pp´qq, and each disk fk
``k´pDspqqq is topologically transverse to
Dcupfk
`
ppqq.
We define the windowW´ and its exit and entry sets pW´qexit, pW´qentry,
respectively, by:
W´ “
ď
qPDcupf´k´ ppqq
D
spqq,
pW´qexit “
ď
qPBDcupf´k´ ppqq
D
spqq,
pW´qentry “
ď
qPDcupf´k´ ppqq
BDspqq.
(5.21)
Furthermore, we choose the sizes of Dcupf´k
´
ppqq and of Dspqq, for q P
Dcupf´k
´
ppqq, such thatW´ is contained in a pδ{2q-neighborhood of f´k
´
ppq,
hence every point in W´ is δ-close to f´k
´
pp´q.
We note that W´ is a window; see Remark C.2.
In Section 5.4.1.E.III below we will impose additional conditions on the
sizes of Dcupf´k
´
ppqq and of Dspqq.
We take a forward iterate fk
``k´pW´q of W´. The point f´k
´
ppq is
mapped by fk
``k´ onto fk
`
ppq. For k` ě n˚ we have fk
`
ppq P VΛ. The set
fk
``k´pW´q is still a window, being a homeomorphic copy of W´ under
fk
``k´, with the exit and entry sets being defined by transporting the exit
and entry sets of W´, respectively, through fk
``k´.
In fact, by construction
fk
´`k`pW´q “
ď
qPDcupf´k´ ppqq
fk
´`k`pDspqqq.
(5.22)
5.4.1.E.III. Construction of W`. We define a new window W` Ď VΛ about
fk
`
pp`q “ hpx`c , 0, 0q such that f
k``k´pW´q is correctly aligned with W`
under the identity map, or, equivalently, W´ is correctly aligned with W`
under fk
``k´. This new window will be a product of disks in the linearized
coordinates h. The construction follows below.
The image set Dcupfk
`
ppqq :“ fk
``k´pDcupf´k
´
ppqqq is a pnc ` nuq-
dimensional disk through fk
`
ppq that is pδ{2q-close to W upΛq; see (5.18).
This disk is transverse to W spfk
`
pp`qq. Also denote:
Dspfk
`
pqqq :“ fk
``k´pDspqqq, q P Dcupf´k
´
ppqq.
For a given choice of the size of Dcupf´k
´
ppqq we require ρ`c ą 0, ρ
`
u ą 0
to be sufficiently small, so that (5.19) and (5.20) hold. We also require that
ρ`c , ρ
`
u ă δ1.
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Then we choose 0 ă ρ`s ă δ1, and require that all disks D
spqq are small
enough so that
(5.23) πs
”
h´1
´
Dspfk
`
pqqq
¯ı
Ď int
”
B
ρ`s
p0q
ı
,
for all q P Dcupf´k
´
ppqq.
For future reference, we also have to set a lower bound for the sizes of the
disks Dspqq, q P Dcupf´k
´
ppqq. There exist δ2 ą 0 defined by the property
that
(5.24) intrπsph
´1pDspqqqqs Ě Bδ2p0q,
for all q P Dcupf´k
´
ppqq.
We now define the second ‘prototype’ window W` around fk
`
pp`q to be
given in the h-coordinates by
W` “hrBρ`c px
`
c q ˆBρ`u p0q ˆBρ`s p0qs,
pW`qexit “h
”
BBρ`c px
`
c q ˆBρ`u p0q ˆBρ`s p0q
YBρ`c px
`
c q ˆ BBρ`u p0q ˆBρ`s p0q
ı
,
pW`qentry “hrB
ρ`c
px`c q ˆBρ`u p0q ˆ BBρ`s p0qs.
By the product property of correct alignment Lemma C.5, the choices
that we made imply that W´ is correctly aligned with W` under fk
``k´ .
It is useful at this point to summarize the inter-dependence of the param-
eters involved in the construction of the windows W´ and W` so that they
are correctly aligned under fk
´`k`.
‚ The quantities ρ`c , ρ
`
u , ρ
`
s from above can be chosen independently
of the point p P Γ, but they depend on k´, k` on the sizes of the
disks involved in the definition of the window W´.
‚ The powers k´, k` can be chosen arbitrarily large with k´ ě n˚,
k` ě n˚, where n˚ depends only on δ and not on p P Γ.
‚ The disks Dcupf´k
´
ppqq and Dcupfk
`
ppqq, and implicitly the param-
eters ρ`c , ρ
`
u , depend on k
´, k`. In particular, for fixed k´, k`, the
parameters ρ`c , ρ
`
u depend on the size of the disk D
cupf´k
´
ppqq;
the smaller the disk Dcupf´k
´
ppqq is, the smaller ρ`c , ρ
`
u need to be
chosen. This is due to the coupling of the center and hyperbolic dy-
namics, which mixes the center and unstable directions when iterated
along homoclinic orbit. That is, the center and unstable directions of
a disk are not preserved when the disk is iterated along a homoclinic
orbit, as they ‘get mixed’, therefore, the image of a center-unstable
rectangle iterated along the stable manifold of a point does not re-
main a rectangle anymore, as the rectangle ‘gets distorted’.
‚ The disks Dspqq, q P Dcupf´k
´
ppqq, and implicitly the parameter
δ2 in (5.24), depend on k
´, k`. The sizes of these disks can be
chosen independently of the size of the disk Dcupf´k
´
ppqq, provided
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this is sufficiently small. That is, if Dcupf´k
´
ppqq is replaced by a
smaller disk D˜cupf´k
´
ppqq Ă Dcupf´k
´
ppqq, then we simply restrict
the family of disks Dspqq to those q P D˜cupf´k
´
ppqq, without having
to modify the size of the disks Dspqq.
‚ The parameter ρ`s can be chosen independently of k
´, k`, provided
that the disks Dspf´k
´
pqqq, q P Dcupf´k
´
ppqq, are chosen small
enough,
5.4.1.E.IV. Choice of m˚. Now we need to show that there exists a number
m˚ with the property that for every m ě m˚ and every k1´ ě n˚, and for
every point p1 P Γ with p1´ “ fm`k
1´
pp`q, we can construct a window W 1´
near f´k
1´
pp1q in a similar way in which we have constructed W´, such that
W` is correctly aligned with W 1´ under fm´k
`
.
Since the power m´k` should be non-negative, we first require m˚ ě k`.
We also fix k1` “ k` ě n˚.
A key observation is that, since W` is a window of product type relative
to the h-coordinates, the image fm
1
pW`q is also a window of product type
relative to the h-coordinates, for any iterate fm
1
, provided that fkpW`q
remains in the domain VΛ of the map h for 0 ď k ď m
1. This is due to the
fact that, relative to the linearized coordinates, the map f is conjugate to
Nf (see Apendix B).
Even in the case when fm
1
pW`q does not entirely remain in VΛ (e.g., it
‘escapes’ in the unstable directions), fm
1
pW`qXVΛ contains a sub-window of
product type, say W˜ . If this window W˜ is correctly aligned withW 1´ under
the identity map, it immediately follows that fm
1
pW`q itself is correctly
aligned withW 1´. So for all practical purposes we can assume that fm
1
pW`q
stays in VΛ.
We now take δ1 from (5.13) and δ2 from (5.24). By (5.14), there exists
m˚ ě k` large enough so that form1 ě m˚´k`, fm
1
phptx`c uˆBρ`u p0qˆt0uqq
contains a disk in W uphptfm
1
px`c qu ˆ t0uˆ t0uqq of radius δ1 relative to the
h-coordinates, that is:
(5.25) intrfm
1
phptx`c u ˆBρ`u p0q ˆ t0uqqs Ě h
´
tfm
1
px`c qu ˆBδ1p0q ˆ t0u
¯
,
and fm
1
phptx`c uˆt0uˆBρ`s p0qqq is contained in a disk inW
sphptfm
1
px`c quˆ
t0u ˆ t0uqq of radius δ2, that is:
(5.26) fm
1
”
hptx`c u ˆ t0u ˆBρ`s p0qq
ı
Ď intrhptfm
1
px`c qu ˆ t0u ˆBδ2p0qqs,
Observe that the parameter δ2 in (5.24) depends on k
1´ and k1` “ k`.
Fix m˚ with these properties. Note that m˚ depends, in particular, on
the size of the unstable component Bρ`u p0q of the previous window W
`,
which in turn depends on the size of the disk Dcupf´k
´
ppqq that is used in
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the construction of the first window W´; the smaller the radius ρ`u is, the
larger m˚ needs to be chosen in order to satisfy (5.25).
5.4.1.E.V. Construction of W 1´. Letm ě m˚ and let m1 “ m´k`. Assume
that p1 P Γ is such that p1´ “ fm`k
1´
pp`q. We construct a third window
W 1´ near f´k
1´
pp1q, in a similar way to the construction of W´, such that
W` is correctly aligned under fm
1
with W 1´.
Consider the point f´k
1´
pp1q P W upf´k
1´
pp1´qq.
Choose a sufficiently small pnc ` nuq-dimensional disk D˜
cupf´k
1´
pp1qq Ď
Dcu
k1´,k1`
pf´k
1´
pp1qq in W upΛq such that it contains the point f´k
1´
pp1q and
it satisfies the following condition:
(5.27)
πc,urh
´1pD˜cupf´k
1´
pp1qqqs Ď intrh´1 ˝ fm
1
˝ hpBρ`c px
`
c q ˆBρ`u p0q ˆ t0uqs.
The size of the disk D˜cupf´k
1´
pp1qq can be chosen to depend only on the
window W`, on m1 and δ1 in (5.13), and independently of the point p
1 P Γ.
Then we choose a C0-family of ns-dimensional disks D˜
spq1q, with q1 P
D˜cupf´k
1´
pp1qq, such that for δ2 in (5.24)
(5.28) intrπsph
´1pD˜spq1qqqs Ě Bδ2p0q,
for all q1 P D˜cupf´k
1´
pp1qq, and when q1 “ f´k
1´
pp1q,
D˜
spf´k
1´
pp1qq ĂW spf´k
1´
pp1`qq.
As we pointed out earlier, the parameter δ2 is independent of the choice of
the disk D˜cupf´k
1´
pp1qq, provided this is sufficiently small, and only depends
on k1´ and k1` “ k`. For fixed k1´, k1`, and δ2 sufficiently small, a family
of disks D˜spq1q satisfying (5.28) can always be constructed.
Conditions (5.26) and (5.28) imply that the projection of each D˜spq1q, for
q1 P D˜cupf´k
1´
pp1qq, onto the stable coordinates contains the stable compo-
nent of fm
1
pW`q inside it, that is
(5.29) intrπsph
´1pD˜spq1qqqs Ě h´1 ˝ fm
1
˝ hptz`c u ˆ t0u ˆBρ`s p0qq,
for all z`c P Bρ`c px
`
c q.
The window W 1´ is then defined similarly to W´, by
W 1´ “
ď
q1PD˜cupf´k1´ pp1qq
D˜
spq1q,
W 1
exit
“
ď
q1PBD˜cupf´k1´ pp1qq
D˜
spq1q,
W 1
entry
“
ď
q1PD˜cupf´k1´ pp1qq
BD˜spq1q.
(5.30)
Conditions (5.27) and (5.29) imply that the product property of correct
alignment applies – Lemma C.5 –, and hence we obtain thatW` is correctly
aligned under fm
1
withW 1´. An important point to keep in mind is that we
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Figure 2. Construction of windows.
have no control on the size of the pnc`nuq-dimensional disk D˜
cupf´k
1´
pp1qq
involved in the construction W 1´. We choose this disk so that its center-
unstable part is contained in the center-unstable component of fm
1
pW`q.
Thus, the size of the disk D˜cupf´k
1´
pp1qq utilized in the construction W 1´
may be smaller than the size of the disk Dcupf´k
1´
ppqq utilized in the con-
struction of W´.
A schematic representation of the construction of the triplet of windows
W´,W`,W 1´ constructed so far is shown in Figure 2.
We anticipate that, in order to continue this construction of triplets of
correctly aligned windows starting from W 1´, the number of iterates m1˚
that we need to choose at the next step, in order to satisfy (5.25), may
need to be larger than m˚. Without further conditions on the dynamics,
we cannot guarantee a uniform choice of m˚ to work for all steps of the
construction. In Appendix D we show an example, which was kindly com-
municated to us by Dmitry Turaev, showing that a ‘uniform’ version of this
shadowing lemma is not true in general.
5.4.1.F. Definition of m˚i . Let p0 P Γ be an arbitrary homoclinic point, and
let n0 ě n˚. We construct a pair of windows W
´
0 in a δ{2-neighborhood
of f´n0pp0q, and W
`
0 in a δ-neighborhood of f
k`pp`0 q, where k
` ě n˚ is
fixed, such that W´0 is correctly aligned with W
`
0 under f
n0`k`. Then, the
procedure in Section 5.4.1.E.IV provides an m˚0 “ m
˚
0pn0q that depends on
A GENERAL MECHANISM OF DIFFUSION IN HAMILTONIAN SYSTEMS 37
W´0 andW
`
0 , and implicitly on n0, and is independent of p0 P Γ. Inductively,
if m˚0 , . . . m
˚
i´1 have been defined, let
n0 ě n
˚, . . . , ni´1 ě n
˚, ni ě n
˚,
m0 ě m
˚
0pn0q,
¨ ¨ ¨
mi´1 ě m
˚
i´1pn0, . . . , ni´1,m0, . . . ,mi´2q.
(5.31)
Let
p0, . . . , pi P Γ,
such that fnj`mj´1pp`j´1q “ p
´
j for j “ 1, . . . , i.
Let
W´0 ,W
`
0 ,W
´
1 , . . . ,W
´
i ,W
`
i ,
be a sequence of correctly aligned windows, constructed as above, such that
W´j´1 in a δ{2-neighborhood of f
´nj´1ppj´1q, W
`
j´1 in a δ-neighborhood of
fk
`
pp`j´1q, W
´
j´1 is correctly aligned with W
`
j´1 under f
nj´1`k
`
, and W`j´1
is correctly aligned with W´j under f
mj´1´k`, for j “ 1, . . . , i.
Then the procedure in Section 5.4.1.E.IV provides an
m˚i “ m
˚
i pn0, . . . , ni´1, ni,m0, . . . ,mi´1q
as in the statement of Lemma 3.11, that depends on W´0 , . . . ,W
`
i , and im-
plicitly on n0, . . . , ni´1, ni,m0, . . . ,mi´1, but is independent of p0, . . . , pi´1 P
Γ.
5.4.1.G. Construction of an infinite sequence of correctly aligned windows.
Take a pseudo-orbit tyiuiě0 as in the statement of Lemma 3.11. We
implicitly assume that fnipyiq is in the domain Ω
´pΓq of σ, and hence σ ˝
fnipyiq is in the range Ω
`pΓq of σ. ThusW upfnipyiqqXW
spσpfnipyiqqXΓ “
tpiu for some uniquely defined homoclinic point pi P Γ. Fix k
` ě n˚.
Starting with the homoclinic point p0 we construct inductively an infinite
sequence of correctly aligned windows along the pseudo-orbit,
W´0 ,W
`
0 ,W
´
1 , . . . ,W
´
i ,W
`
i ,W
´
i`1,W
`
i`1, . . . ,
such that for each i ě 0 we have (choosing p´i “ f
nipyiq, p
`
i “ σpf
nipyiqq,
k´i “ ni, and k
` fixed)
‚ W´i lies within a δ-neighborhood of yi;
‚ W`i lies within a δ-neighborhood of f
k` ˝σ ˝fnipyiq, where ni ě n
˚;
‚ W´i is correctly aligned with W
`
i under f
k``ni ,
‚ W´i`1 lies within a δ-neighborhood of yi`1 “ f
mi ˝ σ ˝ fnipyiq;
‚ W`i is correctly aligned with W
´
i`1 under f
mi´k
`
, where mi ě m
˚
i .
The shadowing property of correctly aligned windows – Theorem C.4 –
implies that there exists a point z0 P W
´
0 whose forward orbit visits all
windows in the prescribed order. In particular, the orbit points given by
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zi`1 “ f
mi`nipziq, satisfy zi P W
´
i for all i ě 0. Since each W
´
i is contained
inside a δ-neighborhood of yi, it follows that dpzi, yiq ă δ for all i ě 0. 
5.4.2. A proof of Lemma 3.11 using the obstruction property. In this section
we give an alternative proof of Theorem 3.11.
5.4.2.A. Outline. The proof is based on the construction of a nested sequence
of closed balls Bi`1 Ă Bi in a neighborhood of the first point of the pseudo-
orbit y0, such that taking z0 P Bk “
Ş
0ďiďkBi one has that z0 P Bδpy0q
and zi`1 “ f
mi`nipz0q P Bδpyi`1q for i “ 0, 1 . . . , k, for any k P N.
Moreover, taking z0 P B8 “
Ş
iě0Bi ‰ H, one has that zi`1 P Bδpyi`1q
for any i P N.
The argument will be done by induction.
We will define the value of n˚, m˚ at every step of the induction process.
We will see that n˚ can be taken once and for all but m˚ will depend on the
previous choices, but is independent of the given sequence yi.
5.4.2.B. Choice of n˚ and m˚. Consider the homoclinic channel Γ and the
corresponding scattering map σ : Ω´pΓq Ñ Ω`pΓq. We will choose δ ą 0
and consider VΛ and VΓ contained in neighborhoods of size δ of the compact
manifolds Λ and Γ, respectively.
We define n˚ “ n˚pδq the same number as in subsection 5.4.1.C. In par-
ticular, given any point p P Γ, for any n P N with n ě n˚, one has that
f˘nppq P VΛ. Moreover, this property also holds for points in W
u,spΛq X VΓ
when iterating them backwards or forward respectively.
Moreover, we will modify n˚ to have the following additional property.
Assume we have p P Γ and let p´, p` P Λ be the unique points for which
W upp´q XW spp`q X Γ “ tpu.
(1) Let a point x P W spf´k
´
pp´qq and B Ă Bδpf
´k´pp´qq be any ball
centered at x of fixed radius ρ ą 0 small enough. Then we have that
B Ă VΛ, x P B XW
spf´k
´
pp´qq ‰ H.
As W spp`q intersects tramsversaly W upΛq at the homoclinic point
p, by the Lambda Lemma there exists a point x¯ PW spp`qXVΓ such
that f´k
´
px¯q P B if k´ ą n˚. The value of n˚ depends on ρ, which is
fixed once for all, and also on the angle of intersection of the stable
and unstable manifolds of Λ along Γ which, by the hypothesis of
compactness, is bounded bellow by a fixed quantity.
(2) By continuity, there exists a ball V Ă VΓ centered at x¯ such that
f´k
´
px¯q P f´k
´
pV q Ă B.
The value of n˚ will be fixed from now on. Now we explain how we choose
m˚ at every step of the process.
Assume that we also have p1 P Γ and p1´, p1` with the same properties as
p and p´, p`, and such that fm`k
1´
pp`q “ p1´. Equivalently
(5.32) p` “ f´pk
1´`mqpp1´q
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Take the point x¯ P W spp`q and the ball x¯ P V Ă VΓ centered at x¯ . Then
choose k` ě n˚. The value of k` will be fixed along the process.
(1) We know that fk
`
px¯q P Bδpf
k`pp`qqXVΛXW
spfk
`
pp`qq, and there
exists a ball U centered at fk
`
px¯q such that:
U Ă Bδpf
k`pp`qq Ă VΛ,
fk
`
px¯q P U XW spfk
`
pp`qq ‰ H,
f´k
`
pUq Ă V.
(2) As, by (5.32), fk
`
pp`q “ f´pk
1´`m´k`qpp1´qq, the ball U satisfies
fk
`
px¯q P U XW spf´pk
1´`m´k`qpp1´qqq ‰ H.
(3) Now we apply the Lambda Lemma to U ; we know that W spp1`q
intersects transversallyW upΛq at p1, and therefore, if k1´`m´k` ą
m˚ big enough (depending of the size of U), there exists x¯1 PW spp1`q
such that: f´pk
1´`m´k`qpx¯1q P U .
(4) By continuity, there exists a ball centered at x¯1 P V 1 Ă VΓ, such that
f´pk
1´`m´k`qpV 1q Ă U .
Summarizing: Given a point x P W spf´k
´
pp´qq and a ball B centered at x
of fixed radius ρ ą 0 small enough with the property that
B Ă Bδpf
k´pp´qq Ă VΛ,
x P B XW spf´k
´
pp´qq ‰ H,
we have produced:
(1) For k´ ě n˚, a ball V Ă VΓ, centered at a point x¯ P W
spp`q X VΓ
such that f´k
´
pV q Ă B.
(2) For k` ě n˚, and fixed, a ball U Ă Bδpf
k`pp`qq Ă VΛ centered at
the point fk
`
px¯q PW spfk
`
pp`qq X U such that f´k
`
pUq Ă V .
(3) For k1´ ` m ´ k` ě m˚, a ball V 1 Ă VΓ, centered at a point x¯
1 P
W spp1`q X VΓ such that f
´pk1´`m´k`qpV 1q Ă U .
(4) Moreover, as k1´ ě n˚ we can also ensure f´k
1´
pV 1q Ă Bδpf
k1´pp1´qq.
The values of k`, k´, k1´ are taken bigger than n˚, which is already fixed,
but the value of m˚ depends on the size of U and m˚ ą n˚, but it is
independent of the points p, p1, p˘, pp1q˘. As the balls U , V will decrease in
size during the induction process, the value of m˚ will incresase depending
of the previous iterates.
5.4.2.C. Inductive construction. Now we begin the construction of the shad-
owing orbit tziu once the pseudo-orbit tyiu is given. The required values
of n˚, k`, are fixed (one can use, for instance, k` “ n˚) and m˚i does not
depend of the given pseudo-orbit, but only on the numbers ni,mj.
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The first step in the induction procedure is done separately because it
requires a slightly different reasoning. In this first step, p´ “ fn0py0q,
p` “ σpfn0py0qq, and k
´ “ n0.
(1) Choose x0 PW
spy0q and B0 be any ball centered at x0 of fixed radius
ρ ą 0 such that
B0 Ă Bδpy0q Ă VΛ,
x0 P B0 XW
spy0q ‰ H.
As W upΛq&W spσpfn0py0qqq at an homoclinic point that we call p0,
by the Lambda Lemma there exists a point x¯0 PW
spσpfn0py0qqqXVΓ
such that f´n0px¯0q P B0 if n0 ě n
˚.
(2) By continuity, there exists a ball V0 Ă VΓ centered at x¯0 such that
(5.33) f´n0pV0q Ă B0 Ă Bδpy0q Ă VΛ.
Now we proceed with the second step of the induction procedure:
(1) By the definition of n˚, as x¯0 P W
spσpfn0py0qqq X VΓ, as k
` ě n˚,
we know that
fk
`
px¯0q PW
spfk
`
pσpfn0py0qqqq XBδpf
k`pσpfn0py0qqqq Ă VΛ.
(2) By continuity, there is a ball U1 centered at f
k`px¯0q such that:
U1 Ă Bδpf
k`pσpfn0py0qqqq Ă VΛ,
fk
`
px¯0q P U1 XW
spfk
`
pσpfn0py0qqqq,
f´k
`
pU1q Ă V0.
(5.34)
(3) Recall that y1 “ f
m0pσpfn0py0qqq, and therefore f
k`pσpfn0py0qqq “
fk
`´m0py1q.
(4) The next step is the application of the Lambda Lemma. Now p1´ “
fn1py1q, p
1` “ σpfn1py1qq and k
1´ “ n1. As W
upΛq intersects
transversally W spσpfn1py1qqq at an homoclinic point that we will
call p1, if we take n1 ą k
` ě n˚ and m0 ą m
˚
0 , where m
˚
0 is the
value m˚ given in the general step and depends on the size of U1 and
therefore on n0, one has that n1`m0´k
` ą k``m0´k
` “ m0 ą m
˚
0
and there exists x1 P W
spσpfn1py1qqq and a ball V1 centered at x1
such that:
f´n1px1q P f
´n1pV1q Ă Bδpy1q,(5.35)
f´pn1`m0´k
`qpx1q P f
´pn1`m0´k`qpV1q Ă U1.(5.36)
(5) If we now take B1 “ f
´pn0`n1`m0qpV1q, we have, using (5.36), (5.34),
(5.33), that:
B1 “ f
´pn0`n1`m0qpV1q “ f
´n0´k` ˝ f´n1´m0`k
`
pV1q
Ă f´n0´k
`
pU1q Ă f
´n0pV0q Ă B0.
(5.37)
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Moreover, if we take z0 P B1 it satisfies, by (5.37) and (5.35) and
using that B0 Ă Bδpy0q:
z0 P Bδpy0q,
fn0`m0pz0q P f
´n1pV1q Ă Bδpy1q.
Once we have done the two first steps, we can proceed with the general
induction step.
Assume we have built the sequence x¯i P W
spσpfnipyiqqq X VΓ, a ball
Vi Ă VΛ centered at x¯i, i “ 0, . . . j and Ui`1 a ball centered at f
k`px¯iq, for
ni ą k
` ě n˚ and mi ě m
˚
i , for i “ 0, . . . , j, with the properties:
‚ f´nipViq Ă Bδpyiq,
‚ f´pni`mi´1´k
`qpViq Ă Ui,
‚ Ui`1 Ă Bδpf
k`pσpfnipyiqqqq,
‚ fk
`
px¯iq P Ui`1,
‚ f´k
`
pUi`1q Ă Vi.
We also assume that we have x¯j`1 P Vj`1 X W
spσpfnj`1pyj`1qqq, such
that
‚ f´nj`1pVj`1q Ă Bδpyj`1q,
‚ f´pnj`1`mj´k
`qpVj`1q Ă Uj`1.
Let
Bj`1 “ f
´nj`1 ˝ f´
řj
i“0mi`nipVj`1q,
and we have that Bj`1 Ă Bj Ă Bj´1 Ă ¨ ¨ ¨ Ă B0.
To proceed, first we look for a ball Uj`2 centered at f
k`px¯j`1q such that:
Uj`2 Ă Bδpf
k`pσpfnj`1pyj`1qqqq,
fk
`
px¯j`1q P Uj`2 XW
spfk
`
σpfnj`1pyj`1qqq,
f´k
`
pUj`2q Ă Vj`1.
The value of k` and n˚ are fixed, but the size of Uj`2 depends on the size
of Vj`1 and therefore on the previous steps. Then, applying the Lambda
Lemma, using that yj`2 “ f
mj`1pσpfnj`1pyj`1qq,W
upΛqq&W spσpfnj`2pyj`2qqq
at a point pj`2, we will find x¯j`2 P W
spσpfnj`2pyj`2qqq and a ball Vj`2 Ă VΓ
centered at x¯j`2 such that, if nj`2 ą k
` ě n˚, and mj`1 ą m
˚
j`1, then
‚ f´nj`2pVj`2q Ă Bδpyj`2q,
‚ f´pnj`2`mj`1´k
`qpVj`2q Ă Uj`2.
Observe that the value m˚j`1 is the general value m
˚ that now depends
on the size of Uj`2, and therefore of all the previous steps.
Finally, define
Bj`2 “ f
´
řj
k“0mk`nk ˝ f´nj`2´mj`1´nj`1pVj`2q.
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Then, we have:
f´nj`2´mj`1´nj`1pVj`2q “ f
´nj`1´n˚ ˝ f´nj`2´mj`1`n
˚
pVj`2q
Ă f´nj`1´n
˚
pUj`2q Ă f
´nj`1pVj`1q.
(5.38)
Therefore
Bj`2 Ă f
´
řj
k“0mk`nk ˝ f´nj`1pVj`1q “ Bj`1.
This finishes the induction procedure. Observe that if z0 P
Ş
0ďiďj Bj and
we consider the orbit zi`1 “ f
mi`mipziq we have that:
‚ z0 P B0 Ă Bδpy0q.
‚ For all i “ 0, . . . j, z0 P Bi, and therefore, by the definition of Bi,
zi “ f
n0`m0`¨¨¨`ni´1`mi´1pz0q P f
´nipViq Ă Bδpyiq.
To finish the proof we just point out that, the definition of m˚j`1 depends of
the size of the balls Uj`1 but not on the points yj themselves. Therefore, if
another pseudo-orbit is given with the same indexes ni,mj the same choices
of n˚ and m˚i will work. 
5.4.3. Remarks.
Remark 5.2. In the proof of Lemma 3.11 given in Section 5.4.1, we have
constructed windows W´i ,W
`
i ,W
´
i`1 in VΛ such that f
tpW`i q Ď VΛ for all
0 ď t ď mi ´ k
`, so the corresponding segment of the shadowing orbit
of zi stays in VΛ for this entire time. Thus, the construction in the proof
of the lemma enables one to find shadowing orbits that stay close to Λ
for any sufficiently long time intervals, between two consecutive homoclinic
excursions.
Remark 5.3. Lemma 3.11 provides a true forward orbit that shadows a
given forward pseudo-orbit. The current proofs do not allow for immedi-
ately extending this result for bi-infinite orbits. We remark that there is no
assumption on the inner dynamics given by f|Λ. In the proof given in Sec-
tion 5.4.1, the alignment of windows in the center directions was achieved
by defining, at each step of the construction, the center component of W´i`1
as a ball inside some forward image of the center-component of W`i . Thus,
the consecutive balls in the center direction can get smaller and smaller in
size as i increases. So if we try to continue the procedure in backwards
time, the center-components of the windows W`i , i ď 0, may get bigger and
bigger in size. Thus, we may loose control on the shadowing trajectory, that
is, the resulting shadowing orbit does not follow δ-closely the prescribed
pseudo-orbit.
Remark 5.4. Statements related to Lemma 3.11 appear in [DGR16, DGR13,
GR12]. The main difference is that the statements in these papers assume
certain geometric conditions on the inner dynamics.
There is also a related version of the Shadowing Lemma in [GT14], but
only for finite pseudo-orbits; moreover, those pseudo-orbits are subject to
certain conditions that are very different from ours.
A GENERAL MECHANISM OF DIFFUSION IN HAMILTONIAN SYSTEMS 43
Remark 5.5. It is interesting to note that the geometric proof of Lemma 3.11
given in Section 5.4.2 works in infinite dimensions. One only needs to sub-
stitute the compactness assumptions by the assumption that the regularity
of the maps – and hence of the manifolds are uniform.
Indeed, infinite dimensional versions of the theory of normally hyperbolic
manifolds appear in [BLZ08, SZ03]. An infinite dimensional version of the
inclination lemma appears in [dlLOP11]. Note also that the nested balls
arguments also works in infinite dimensions when the space we consider is
reflexive (or the dual of Banach space). It suffices to note that by Banach-
Alaoglu theorem, balls are compact in the weak˚-topology.
Appendix A. Normally hyperbolic invariant manifolds and the
scattering map.
In this section we recall the background on normally hyperbolic invari-
ant manifolds and the definition of the scattering map and its geometric
properties.
The main references for normally hyperbolic manifolds are [Fen72, Fen74,
HPS77, Pes04]. Even if the definitions of [Fen72, Fen74] and [HPS77] are not
completely equivalent, the results that we use are very basic and appear in
both treatments as well as in several subsequent treatments [BLZ00, BLZ08].
The properties of the scattering map appear in [DdlLS08].
Let f : M Ñ M a Cr map on a Cr-differentiable manifold M . Assume
that there exists a manifold Λ ĎM that is a normally hyperbolic invariant
manifold for f . We will assume that the derivatives of f are uniformly
continuous and uniformly bounded in a neighborhood of Λ. This is, of
course, automatic if Λ is a compact manifold and many of the results are
stated only for compact manifolds, but as remarked in [HPS77, BLZ00,
BLZ08], only the uniform continuity and uniform boundedness is needed.
We recall that, following [Fen72, Fen74, HPS77, Pes04] we say that a
Λ Ă M is a hyperbolic manifold if exists a splitting of the tangent bundle
of TM into Df -invariant sub-bundles
TM “ Eu ‘ Es ‘ TΛ,
and there exist a constant C ą 0 and rates
(A.1) 0 ă λ` ă η´ ď 1 ď η` ď µ´,
such that for all x P Λ we have
v P Esx ô }Df
k
x pvq} ď Cλ
k
`}v} for all k ě 0,
v P Eux ô }Df
k
x pvq} ď Cµ
´k
´ }v} for all k ď 0,
v P TxΛô }Df
k
x pvq} ď Cη
k
`}v}, }Df
´k
x pvq} ď Cη
´k
´ }v}, for all k ě 0.
(A.2)
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IfDfpxq,Df´1pxq are uniformly bounded, we have that there are opposite
inequalities, namely there exist λ´ ď λ` and µ` ě µ´ such that
v P Esx ùñ }Df
k
x pvq} ě Cλ
k
´}v} for all k ě 0,
v P Eux ùñ }Df
k
x pvq} ě Cµ
´k
` }v} for all k ď 0.
(A.3)
Note that, of course, if the inequalities (A.2), (A.3) hold for some rates,
they also hold for other rates λ˜˘, µ˜˘, η˜˘ satisfying (A.1) such that
(A.4) rλ´, λ`s Ă rλ˜´, λ˜`s, rµ´, µ`s Ă rµ˜´, µ˜`s, rη´, η`s Ă rη˜´, η˜`s.
Clearly, the bounds for the λ˜˘, µ˜˘.η˜˘ are less sharp than those for the
original values.
If we change the metric in the manifold M by an equivalent metric, the
rates λ˘, η˘, µ˘ are not altered, but the constant C can be modified. A
standard construction [HPS77] shows that, for any rates that satisfy (A.4)
with strict inclusions, we can find a metric (called adapted metric ) equiv-
alent to and as smooth as the original one in such a way that C “ 1 both
in (A.2) and in (A.3). See [CFL03] for a discussion of adapted metrics for
(A.3). Hence, for theoretical purposes (including in this paper) one can
assume that C “ 1 in both (A.2) and (A.3).
In the case when f is symplectic, it is natural to consider hyperbolic
manifolds with the property that
η´ “ 1{η`, λ` “ 1{µ´, and also
λ´ “ 1{µ`.
(A.5)
As shown in [DdlLS08], normally hyperbolic invariant manifolds for sym-
plectic maps with the restricted exponents as in (A.5) enjoy many geometric
properties (e.g. the map restricted to the manifold is symplectic). Note how-
ever that, even for symplectic maps there are normally hyperbolic invariant
manifolds that satisfy the general definition but not (A.5). A notable exam-
ple is the stable manifold of a NHIM, which is normally hyperbolic according
to the general definition (this plays an important role in [Fen72]) but does
not satisfy (A.5) and, indeed, the map restricted to it is not symplectic.
Assume that there exists an integer ℓ ą 0 such that
ℓ ď minpr, log λ´1´ { log η
´1
` , log η´{ log µ`q.
Then Λ is Cℓ-differentiable, and its stable and unstable manifolds W spΛq,
W upΛq are Cℓ-differentiable manifolds. See [Rob71].
The manifolds W spΛq, W upΛq are foliated by stable and unstable man-
ifolds of points W spzq, W upz1q respectively, with z, z1 P Λ, which are Cr-
differentiable manifolds. The foliations are Cℓ´1-differentiable. For each
x PW spΛq there exists a unique x` P Λ such that x P W spx`q, and for each
x P W upΛq there exists a unique x´ P Λ such that x P W upx´q. We define
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the wave maps:
Ω` : W spΛq Ñ Λ by Ω`pxq “ x`
Ω´ : W upΛq Ñ Λ by Ω´pxq “ x´.
The maps Ω` and Ω´ are Cℓ´1-smooth.
We assume that there exists a transverse homoclinic manifold Γ Ď M ,
which is Cℓ´1-differentiable. This means that Γ ĎW upΛqXW spΛq and, for
each x P Γ, we have
TxM “ TxW
upΛq ` TxW
spΛq,
TxΓ “ TxW
upΛq X TxW
spΛq.
(A.6)
We assume the additional conditions that for each x P Γ we have
TxW
spΛq “ TxW
spx`q ‘ TxΓ,
TxW
upΛq “ TxW
upx´q ‘ TxΓ,
(A.7)
where x´, x` are the uniquely defined points in Λ corresponding to x. Fol-
lowing [DdlLS08], we say that Γ is transverse to the foliations and therefore
Ω´,Ω` restricted to Γ are diffeomorphisms. We call Γ an a homoclinic
channel. Hence, we can define a scattering map
σ : Ω´pΓq Ñ Ω`pΓq, σ “ Ω` ˝ pΩ´q´1,
which is a diffeomorphism from Ω´pΓq to Ω`pΓq.
If σpx´q “ x`, then there exits a unique x P Γ such that W upx´q X
W spx`q X Γ “ txu. Note that the backwards orbit f´npxq of x in M is
asymptotic to the backwards orbit f´npx´q in Λ, and the forward orbit
fmpxq of x in M is asymptotic to the forward orbit fmpx`q in Λ.
Appendix B. Linearized coordinates
We will construct all windows used in Section 5.4.1 in linearized coordi-
nates, which will be recalled below, following [PS70].
Let Λ be a normally hyperbolic invariant manifold for f in M . There
exists an open neighborhood VΛ of Λ in M , an open neighborhood UΛ of the
zero section of pEu ‘ Esq|Λ, and a homeomorphism h from UΛ to VΛ such
that for every pxc, vu, vsq P pEu ‘ Esq|Λ
ph´1 ˝ f ˝ hqpxc, vu, vsq “ Nfpxc, vu, vsq “ pf|Λpx
cq,Dfpxcq|Eu‘Espv
u, vsqq.
Via this coordinate system, each point p P VΛ can be written uniquely
through pxc, vu, vsq for some xc P Λ, vu P Eu, vs P Es, as p “ hpxc, vu, vsq.
In the linearized coordinates, the map f is conjugate with the normal
mappingNf|Eu‘Es of f in a neighborhood of Λ. Hence, iterating a rectangle
in these coordinates by the map f , for an arbitrary number of times, is
equivalent to iterating the rectangle by the normal mapping Nf .
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Appendix C. Correctly aligned windows
We review briefly the topological method of correctly aligned windows.
We follow [ZG04] (see also [GR03, GdlL06b]).
Definition C.1. An pm1,m2q-window in an m-dimensional manifold M ,
where m1 `m2 “ m, is a a C
0-homeomorphism χ from some open neigh-
borhood dompχq of r0, 1sm1 ˆr0, 1sm2 in Rm1ˆRm2 to an open subset impχq
of M , together with the homeomorphic image W “ χpr0, 1sm1 ˆ r0, 1sm2q,
and with a choice of an ‘exit set’
W exit “ χ pBr0, 1sm1 ˆ r0, 1sm2q
and of an ‘entry set’
W entry “ χ pr0, 1sm1 ˆ Br0, 1sm2q .
Remark C.2. Alternatively, we can define a window as a C0-family of m1-
dimensional disks attached to an m2-dimensional disk, i.e.,
W “
ď
qPDm1
Dm2pqq,
with Dm1 being some fixed m2-dimensional disk, and D
m2pqq being m1-
dimensional disks depending in a C0-fashion on q P Dm1 . In which case
W exit “
ď
qPDm1
BDm2pqq
W entry “
ď
qPBDm1
Dm2pqq.
In the sequel, when we refer to a window we mean the set W together
with the underlying local parametrization χ.
Definition C.3. Let W1 and W2 be pm1,m2q-windows, let χ1 and χ2 be
the corresponding local parametrizations. Let f be a continuous map on M
with fpimpχ1qq Ď impχ2q, and let fχ “ χ
´1
2 ˝ f ˝ χ1. We say that W1 is
correctly aligned with W2 under f if the following conditions are satisfied:
(i) There exists a continuous homotopy h : r0, 1sˆpr0, 1sm1ˆr0, 1sm2q Ñ
Rm1 ˆ Rm2 , such that the following conditions hold true
h0 “ fχ,
hpr0, 1s, Br0, 1sm1 ˆ r0, 1sm2q X pr0, 1sm1 ˆ r0, 1sm2q “ H,
hpr0, 1s, r0, 1sm1 ˆ r0, 1sm2q X pr0, 1sm1 ˆ Br0, 1sm2 q “ H,
(ii) There exists y0 P r0, 1s
m2 such that the map Ay0 : r0, 1s
m1 Ñ Rm1
defined by Ay0pxq “ πm1 ph1px, y0qq satisfies
Ay0 pBr0, 1s
m1q Ď Rm1zr0, 1sm1 ,
degpAy0 , 0q ‰ 0,
where πm1 : R
m1 ˆ Rm2 Ñ Rm1 is the projection onto the first
component, and degp¨, 0q is the Brouwer degree of a map at 0.
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The following is a shadowing lemma type of result for correctly aligned
windows.
Theorem C.4. Let f :M ÑM be a homeomorphism, Wi be a collection of
pm1,m2q-windows in M , and ttiu be a collection of positive integers, where
i P Z. If Wi is correctly aligned with Wi`1 under f
ti for each i, then there
exists a point p PW0 such that
pf ti ˝ . . . ˝ f t0qppq PWi`1 for all i.
Moreover, if for some k ą 0 we have ti`k “ ti and Wi`k “ Wi for all i,
then the point p can be chosen periodic of period t0 ` . . . ` tk´1.
The correct alignment satisfies a natural product property. Given two
windows and a map, if each window can be written as a product of window
components, and if the components of the first window are correctly aligned
with the corresponding components of the second window under the appro-
priate components of the map, then the first window is correctly aligned
with the second window under the given map. The details can be found in
[GdlL06b].
We describe the product property in a special case, which corresponds to
the situation considered in the paper.
Let f :M ÑM be a homeomorphism of the m-dimensional manifold M .
Denote by Bkρ pxq the k-dimensional closed ball of radius ρ centered at the
point x in Rk. Assume that c, u, s P N are such that c`u`s “ m, and write
each x P Rm as x “ pxc, xu, xsq, with xc P Rc, xu P Ru, and xs P Rs. Let p1,
p2 be two points in M , and let χ1, χ2 be two systems of local coordinates
about p1, p2, respectively. Relative to these coordinate systems, we write
p1 “ pp
c
1, p
u
1 , p
s
1q and p2 “ pp
c
2, p
u
2 , p
s
2q.
Lemma C.5. Given two sets, W1 in the local chart around p1, and W2 in
the local chart around p2, such that, in the corresponding local coordinates,
we have
W1 “ B
c
ρc
1
ppc1q ˆB
u
ρu
1
ppu1q ˆB
s
ρs
1
pps1q,
W2 “ B
c
ρc
2
ppc2q ˆB
u
ρu
2
ppu2q ˆB
s
ρs
1
pps2q,
for some ρc1, ρ
u
1 , ρ
s
1, ρ
c
2, ρ
s
2, ρ
u
2 ą 0. Let
W exit1 “ BB
c
ρc
1
ppc1q ˆB
u
ρu
1
ppu1q ˆB
s
ρs
1
pps1q
YBcρc
1
ppc1q ˆ BB
u
ρu
1
ppu1q ˆB
s
ρs
1
pps1q,
W
entry
1 “B
c
ρc
1
ppc1q ˆB
u
ρu
1
ppu1q ˆ BB
s
ρs
1
pps1q,
W exit2 “ BB
c
ρc
2
ppc2q ˆB
u
ρu
2
ppu2q ˆB
s
ρs
2
pps2q
YBcρc
2
ppc2q ˆ BB
u
ρu
2
ppu2q ˆB
s
ρs
2
pps2q,
W
entry
2 “B
c
ρc
2
ppc2q ˆB
u
ρu
2
ppu2q ˆ BB
s
ρs
2
pps2q.
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Assume that the map f , written in local coordinates, satisfies the following
conditions relative to W1 and W2:
πc ˝ fpB
c
ρc
1
ppc1q ˆ tp
u
1u ˆ tp
s
1uq Ě B
c
ρc
2
ppc2q,
πu ˝ fptp
c
1u ˆB
u
ρu
1
ppu1q ˆ tp
s
1uq Ě B
u
ρu
2
ppu2q,
πs ˝ fptp
c
1u ˆ tp
u
1u ˆB
s
ρs
1
pps1qq Ď B
s
ρs
2
pps2q,
where πc, πu, πs denote the standard projections onto R
c, Ru, Rs respectively.
Then W1 and W2 are pc`u, sq-windows, and W1 is correctly aligned with
W2 under f .
This lemma is an immediate consequence of Proposition 3 in [GdlL06b].
Appendix D. An example of D. Turaev
We are very grateful to Dmitry Turaev who provided to us an example
that shows that a ‘uniform-time’ version of the shadowing lemma analogue
of Lemma 3.11 is not true in general.
This example shows that the requirement that
mi ě m
˚
i pn0, . . . , ni´1,m0, . . . ,mi´1q
in Lemma 3.11 cannot be replaced by mi ě m
˚, where m˚ is a constant.
Example D.1. Let M “ R3, f : M Ñ M be a C1-map, and Λ be a straight
line in M that is a normally hyperbolic invariant manifold for f as follows.
There exists a system of coordinates px, u, vq in a neighborhood V of Λ in
M , with x P R representing the coordinate on Λ, and u P R and v P R
the contracting and expanding directions, respectively, and a corresponding
open set U Ď R3 of the form
U “ tpx, u, vq : x P R, |u| ă 3{2, |v| ă 3{2u,
such that for p “ px, u, vq P U , the map f is of the form fpx, u, v, xq “
px1, u1, v1q where
(D.1) x1 “ x` puvq2, u1 “ u{2, v1 “ 2v.
Thus Λ corresponds to u “ v “ 0, and for each point p “ px, 0, 0q P Λ,
W sppq “ tpx, u, 0qu and W uppq “ tpx, 0, vqu. Moreover, f|Λ “ Id, and
fpW s,uppqq “ W s,uppq for every p P Λ, that is, f leaves invariant the stable
and unstable fibers.
Assume thatW upΛq andW spΛq intersect transversally along a homoclinic
manifold
Γ´ “ tpx, u, vq : u “ 0, v “ 1u,
which is a line, and that for some power q ą 0 the map f q is of the form
f qpx, u, vq “ px2, u2, v2q,
(D.2) x2 “ x` 1, u2 “ 1` u, v2 “ v ´ 1.
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Thus f qpΓ´q “ Γ` “ tpx, u, vq : u “ 1, v “ 0u, and the corresponding
scattering map σ : ΛÑ Λ is of the form
(D.3) σpx, 0, 0q “ px` 1, 0, 0q.
Assume that for every δ ą 0 there exists n˚ such that for every pseudo-
orbit yi`1 “ f
ni ˝ σpyiq with ni ě n
˚ there exists a true orbit zi`1 “ f
nipziq
such that dpzi, yiq ă δ for all i. Take δ ą 0 small and a corresponding n
˚
sufficiently large. Choose and fix a pseudo-orbit yi`1 “ f
ni ˝ σpyiq with
ni “ n “ n
˚ for all i ě 0. Let yi “ pxi, 0, 0q. Since f|Λ “ id and σ shifts the
x-coordinate by 1-unit, we have
(D.4) xi`1 “ xi ` 1,
Assume that there is an orbit zi`1 “ f
npziq whose points are δ-close to
the corresponding points yi. Let zi “ px
1
i, ui, viq. Shadowing would imply
that for all i ě 0 we have
(D.5) |x1i ´ xi| ă δ, |ui| ă δ, |vi| ă δ.
First we show that one of the iterations fkpziq with 0 ă k ă n must lie
outside the neighborhood U of Λ (i.e., the orbit between zi and zi`1 makes
an excursion along the homoclinic). Indeed, note that as long as the orbit
of zi lies in the neighborhood U the product uv stays constant by (D.1), so
if the orbit between zi and zi`1 stays in U for all time, then
x1i`1 “ x
1
i ` npuiviq
2.
Also by (D.1), we must have |vi| ă
3
2n`1
, so |x1i`1 ´ x
1
i| ă
9n
4n`1
u2i which
contradicts (D.5) and (D.5) if δ is small. Thus, the orbit between zi and
zi`1 must leave at some point f
k`1pziq the neighborhood U .
Thus, for each i ě 0 there exists a positive integer ki ă n ´ q such that
the first ki iterations of zi stay in U , the next q iterations stay outside U
following the homoclinic and returning to U , and the last n´q´ki iterations
stay in U again. For the first ki iterations the product uv stays equal to
uivi, and for the last n ´ q ´ ki iterations the product stays constant and
equals to ui`1vi`1 (see (D.1)). Thus, by (D.1), (D.2)
(D.6) x1i`1 “ x
1
i ` 1` kipuiviq
2 ` pn ´ q ´ kiqpui`1vi`1q
2
Using (D.1), since zi leaves U after ki ă n´ q forward iterations we have
|vi| ą 3{2
n´q`2 for all i,
and since zi leaves U after n´ q ´ ki ď n´ q negative iterations
|ui| ą 3{2
n´q`2 for all i.
Therefore,
puiviq
2 ą 1{24n for all i,
hence (D.6) implies
x1i`1 ą x
1
i ` 1` pn´ qq{2
4n ě x1i ` 1` 1{2
4n,
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thus
x1i`1 ą x
1
0 ` i` ip1{2
4nq.
By (D.4)
xi “ x0 ` i,
the distance between x1i and xi grows without bound as i grows, for any
choice of x0 and x
1
0, so the shadowing property will be broken after finitely
many iterations, for any choice of the constant n.
Remark D.2. The idea of this counter-example is that the dynamics off Λ
differs from the dynamics restricted to Λ by some fixed amount of shift that
depends on the u-, v-coordinates of a point. Thus the shift between the
points of the pseudo-orbit (which lie on Λ) and the points of a shadowing
orbit that takes the same number of iterates between successive points keeps
increasing by the fixed amount of shift at every step, and the pseudo-orbit
and the shadowing orbit end up being far apart. If we allow that the number
of iterates between successive points of the pseudo-orbit to vary, as it is the
case in Lemma 3.11, we can arrange that the shadowing orbit gets closer
and closer to Λ, which makes the amount of shift between its points and the
points of the pseudo-orbit getting smaller and smaller at every step. More
precisely, in the above example we consider a shadowing orbit zi`1 “ f
nipziq
with ni sufficiently large and depending on i, the above estimates yield an
error term between x1i`1 and xi`1 of the order
iÿ
k“0
ni{2
4ni ,
which can be made arbitrarily small by choosing, for instance, n0 sufficiently
large and ni increasing at a linear rate.
Remark D.3. The proof of Lemma 3.11 uses the existence of a linearized
system of coordinates h in a neighborhood of Λ (cf. [PS70]). In the Example
D.1, such a system of coordinates is given by
hpx, u, vq “
$’’’&
’’’%
´
x` ln |u|´ln |v|
2 ln 2
puvq2, u, v
¯
, for u, v ‰ 0;
px, u, 0q, for v ‰ 0
px, 0, vq, for u ‰ 0,
px, 0, 0q, for u “ v “ 0.
Indeed, note that
h ˝ fpx, u, vq “hpx` puvq2, u{2, 2vq
“
ˆ
x` puvq2 `
ˆ
ln |u| ´ ln |v|
2 ln 2
´ 1
˙
puvq2, u{2, 2v
˙
“
ˆ
x`
ˆ
ln |u| ´ ln |v|
2 ln 2
˙
puvq2, u{2, 2v
˙
“Nf ˝ hpx, u, vq.
.
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