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1Contributions a` l’e´tudes des partitions spectrales minimales
Re´sume´
Ce travail porte sur le proble`me des partitions minimales, a` l’interface entre the´orie spectrale
et optimisation de forme. Une introduction ge´ne´rale pre´cise le proble`me et pre´sente des re´sultats,
principalement duˆs a` B. Helffer, T. Hoffmann-Ostenhof et S. Terracini, qui sont utilise´s dans le
reste de la the`se.
Le premier chapitre est une e´tude spectrale asymptotique du laplacien de Dirichlet sur une
famille de domaines en dimension deux qui tend vers un segment. L’objectif est d’obtenir une
localisation des lignes nodales dans la limite des domaines minces. En appliquant les re´sultats de
Helffer, Hoffmann-Ostenhof et Terracini, on montre ainsi que les domaines nodaux des premie`res
fonctions propres forment des partitions minimales.
Le deuxie`me chapitre e´tudie les valeurs propres de certains ope´rateurs de Schro¨dinger sur un
domaine plan avec condition au bord de Dirichlet. On conside`re des ope´rateurs qui ont un poten-
tiel e´lectrique nul et un potentiel magne´tique d’un type particulier, dit d’Aharonov-Bohm, avec
des singularite´s en un nombre fini de points appele´s poˆles. On de´montre que les valeurs propres
de´pendent continuement des poˆles. Dans le cas de poˆles distincts et e´loigne´s du bord, on prouve
que cette de´pendance est analytique lorsque la valeur propre est simple. On exprime de plus une
condition suffisante pour que la fonction qui aux poˆles associe une valeur propre pre´sente un point
critique. On utilise alors la caracte´risation magne´tique des partitions minimales pour montrer que
l’e´nergie minimale est une valeur critique d’une de ces fonctions.
Le troisie`me chapitre est un article e´crit en collaboration avec Virginie Bonnaillie-Noe¨l. Il porte
sur une famille d’exemples, les secteurs angulaires de rayon unite´ et d’ouverture variable, dont on
tente de de´terminer les partitions minimales. On applique pour cela les the´ore`mes ge´ne´raux rappele´s
dans l’introduction afin de de´terminer les partitions nodales qui sont minimales. On s’inte´resse plus
particulie`rement aux partitions minimales en trois domaines. En appliquant les ide´es du deuxie`me
chapitre, on montre que pour certaines valeur de l’angle, il n’existe aucune partition minimale qui
soit syme´trique par rapport a` la bissectrice du domaine. D’un point de vue quantitatif, on obtient
des encadrements pre´cis de l’e´nergie minimale.
Le quatrie`me chapitre consiste en l’e´tude des partitions minimales de tores plats dont on fait
varier le rapport entre longueur et largeur. On utilise une me´thode nume´rique tre`s diffe´rente de
celle du troisie`me chapitre, base´e sur un article de B. Bourdin, D. Bucur et E´. Oudet. Elle consiste
en une relaxation suivie d’une optimisation par un algorithme de gradient projete´. On peut ainsi
tester des re´sultats the´oriques ante´rieurs. Les re´sultats pre´sente´s sugge`rent de plus la construction
explicite de familles de partitions (en liaison avec des pavages du tore) qui donnent une nouvelle
majoration de l’e´nergie minimale.
Un dernier chapitre de perspectives pre´sente plusieurs applications possibles des me´thodes
de´crites dans la the`se.
Mots-cle´s : The´orie spectrale, partitions minimales, domaines nodaux, hamiltonien d’Aharonov-
Bohm, simulations numeriques, me´thode des e´le´ments finis, me´thode des diffe´rences finies, optimi-
sation.
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Abstract :
This work is concerned with the problem of minimal partitions, at the interface between spectral
theory and shape optimization. A general introduction gives a precise statement of the problem
and recall results, mainly due to B. Helffer, T. Hoffmann-Ostenhof and S. Terracini, that are used
in the rest of the thesis.
The first chapter is an asymptotic spectral study of the Dirichlet Laplacian on a familly of
two-dimensional domains converging to a line segment. The aim is to localize the nodal lines when
the domains become very thin. With the help of the results of Helffer, Hoffmann-Ostenhof, and
Terracini, we then show that the nodal domains of the first eigenfunctions give minimal partitions.
The second chapter studies the eigenvalues of some Schro¨dinger operators on a domain with
Dirichlet boundary conditions. We consider operators that have no electric potential and a so-
called Aharonov-Bohm magnetic potential, which has singularities at a finite number of points
called poles. We prove that the eigenvalues are continuous functions of the poles. When the poles
are distinct and far from the boundary, we prove that this function is analytic, assuming the
eigenvalue is simple. We also give a sufficient condition for the function to have a critical point.
Using the magnetic characterization of minimal partitions, we show that the minimal enery is a
critical value for one of these functions.
The third chapter in an article written in collaboration with Virginie Bonnaillie-Noe¨l. It studies
minimal partitions for sectors of unit radius with a variable angular opening. We apply the general
results presented in the introduction, together with numerical computations, to determine nodal
partitions that are minimal. We focus on partitions into three domains. Using ideas from the second
chapter, we show that, for some values of the angle, there is no minimal partition that is symmetric
with respect to the bisector. Form a quantitative point of view, we obtain precise bounds on the
minimal energy.
The fourth chapter studies the minimal partitions of flat tori in function of the ratio between
width and length. We use a numerical method that is quite different from chapter three, and is
based on an article by B. Bourdin, D. Bucur, and E´. Oudet. It consists in a relaxation of the
problem, followed by optimization with the help of a projected gradient algorithm. The results
shown here additionally suggest explicit families of partitions, which consist in tilings of tori by
polygons, that give upper bounds on the minimal energy.
In the last chapter we consider several possible applications of the methods described in the
thesis.
Keywords : Spectral theory, minimal partitions, nodal domains, Aharonov-Bohm Hamiltonian,
numerical simulations, finite element method, finite difference method, optimization.
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Chapitre 0
Introduction
L’objet de cette the`se est d’e´tudier les proprie´te´s des partitions spectrales minimales de do-
maines de dimension 2, ouverts de R2 ou surfaces. Afin de mieux comprendre le proble`me, nous
commenc¸ons par rappeler les de´finitions et les proprie´te´s de ces objets. Nous re´sumons aussi les liens
entre ces partitions minimales et diffe´rents proble`mes spectraux, et donnons une liste d’exemples.
Nous de´crivons ensuite diffe´rentes me´thodes nume´riques qui ont e´te´ applique´es a` la recherche de
ces partitions minimales. Le plan de la the`se, ainsi que les principaux re´sultats, sont enfin pre´sente´s
dans la section 0.7.
0.1 Partitions minimales
0.1.1 De´finitions
Rappelons tout d’abord quelques notations et re´sultats de ge´ome´trie spectrale (voir par exemple
[24]). Dans cette section, M de´signe une varie´te´ a` bord, connexe, compacte, de dimension n et munie
d’une me´trique riemannienne (nous nous inte´resserons plus particulie`rement au cas n = 2). Nous
n’excluons pas le cas ∂M = ∅. Nous notons toujours ∆ l’ope´rateur de Laplace-Beltrami sur M .
L’extension de Friedrichs de l’ope´rateur diffe´rentiel −∆ agissant sur l’ensemble des fonctions C∞ a`
support compact dans M est note´e −∆DM . Il s’agit d’un ope´rateur autoadjoint positif. Son domaine
est H2(M)∩H10 (M), c’est a` dire l’ensemble des fonctions H2 qui ve´rifient une condition de Dirichlet
sur le bord. Le spectre de −∆DM est dans ce cas constitue´ d’une suite de valeurs propres positives
tendant vers l’infini, chacune de multiplicite´ finie.
Nous notons
0 ≤ λ1(M) < λ2(M) ≤ λ3(M) ≤ · · · ≤ λk(M) ≤ . . . ,
ces valeurs propres, range´es par ordre croissant et compte´es avec multiplicite´.
Rappelons que la valeur propre λ1(M) est simple et que les fonctions propres associe´es ne changent
pas de signe sur M . Sauf mention explicite du contraire, les termes valeur propre et fonction propre
doivent eˆtre compris dans la suite comme valeur propre de −∆DM et fonction propre de −∆DM .
Dans la suite, k de´signe un entier supe´rieur ou e´gal a` 1. Les objets que nous conside´rons sont
appele´s k-partitions de M .
De´finition 0.1.1. Une k-partition D = {D1, . . . , Dk} de M est un ensemble, de cardinal k, de
parties de M deux a` deux disjointes. Les Di sont appele´s domaines de la partition. Une k-partition
est dite connexe (resp. ouverte) lorsque tous ses domaines sont connexes (resp. ouverts). Nous
notons Pk(M) l’ensemble des k-partitions connexes et ouvertes de M .
Dans la suite, sauf mention explicite du contraire, les termes k-partition et partition de´signent
un e´le´ment de Pk(M). Notons que cette de´finition ne correspond pas a` la notion ensembliste
usuelle de partition, puisque la re´union de tous les domaines n’est pas ne´cessairement e´gale a` M .
Le proble`me e´tudie´ dans cette the`se consiste a` trouver des partitions qui minimisent certaines
e´nergies, que nous allons maintenant de´finir. Dans la suite, p de´signe un nombre re´el supe´rieur ou
e´gal a` 1, ou bien ∞.
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De´finition 0.1.2. Soit D une k-partition de M . De´finissons la p-e´nergie Λk,p(D) par
Λk,p(D) =
(
1
k
k∑
i=1
λ1(Di)
p
)1/p
si 1 ≤ p < +∞ ,
Λk,∞(D) = max
1≤i≤k
λ1(Di) sinon.
Nous noterons plus simplement Λk = Λk,∞ et nous l’appellerons plus simplement l’e´nergie de
la partition.
Remarque 0.1.1. Afin de pouvoir de´finir λ1(D) lorsque D est un ouvert quelconque de M , sans
faire d’hypothe`se de re´gularite´ sur le bord de D , nous utilisons la de´finition variationnelle
λ1(D) = inf
u∈H10 (D)\{0}
‖∇u‖2L2(D)
‖u‖2L2(D)
ou` H10 (D) est de´fini comme l’adhe´rence dans H
1(D) de l’ensemble C∞c (D) .
Remarque 0.1.2. Pour toute partition D, limp→∞ Λk,p(D) = Λk,∞(D), ce qui montre la cohe´rence
de nos notations.
Cette e´nergie sera e´tudie´e plus en de´tail dans le cadre du chapitre 4. De´finissons maintenant
les proble`mes de minimisation que nous allons e´tudier.
De´finition 0.1.3. Pour 1 ≤ p ≤ ∞ , nous de´finissons
Lk,p(M) = infD∈Pk(M)
Λk,p(D) .
De´finition 0.1.4. Une k-partition D de M est dite p-minimale si
Λk,p(D) = Lk,p(M) .
Le cas p = ∞ faisant l’objet d’une attention particulie`re dans cette the`se, nous utiliserons
parfois Λk pour Λk,∞, Lk pour Lk,∞ et minimale pour ∞-minimale.
0.1.2 Existence
Nous conside´rons le cas ou` Ω est un ouvert de R2. Il n’est pas e´vident que les k-partitions
p-minimales telles que de´finies dans la de´finition 0.1.4 existent. Ce re´sultat a` e´te´ de´montre´ par
diffe´rents auteurs selon plusieurs me´thodes.
Il y a d’abord un re´sultat tre`s ge´ne´ral duˆ a` Bucur-Butazzo-Henrot [15], qui donne l’existence
de partitions minimales dans le cadre des quasi-ouverts sans toutefois montrer que ces minimiseurs
sont des ouverts. Nous renvoyons a` [34] pour la de´finition des quasi-ouverts.
Dans l’article [16], L. A. Caffarelli et F. H. Lin conside`rent une version affaiblie du proble`me
de l’existence d’une k-partition 1-minimale, dans le cas ou` M est un ouvert borne´ Ω de Rn a` bord
C∞. Ils recherchent
Mk(Ω) = inf
{
1
k
k∑
i=1
λ1(Di), Di ⊂ Ω quasi-ouvert et Di ∩Dj = ∅ pour i 6= j
}
,
et conside`rent alors le proble`me auxiliaire
Nk(Ω) = inf
{
k∑
i=1
∫
Ω
|∇vi|2 dx, v = (v1, . . . , vk) ∈ H10 (Ω,Σ) avec
∫
Ω
|vi|2 dx = 0
}
ou` Σ est le sous-ensemble singulier de Rk de´fini par ∪ki=1Li avec
Li = {v = (v1, . . . , vk) ∈ Rk, vj = 0 pour j 6= i} .
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Ils montrent l’existence de v ∈ H10 (Ω,Σ) re´alisant le minimum. Ils concluent en montrant l’e´quiva-
lence des deux proble`mes de minimisation. Si v ∈ H10 (Ω,Σ) re´alise Nk(Ω), alors les Di = {vi > 0}
sont des quasi-ouverts deux a` deux disjoints qui re´alisent Mk(Ω). Re´ciproquement, si (D1, . . . , Dk)
est une famille de k quasi-ouverts disjoints qui re´alise le minimum Mk(Ω), et si, pour chaque Di,
vi est la fonction propre re´elle positive associe´e a` λ1(Di), alors v = (v1, . . . , vk) re´alise le minimum
Nk(Ω). La preuve d’existence d’une k-partition 1-minimale est comple´te´e par la de´monstration du
fait que v a un repre´sentant Lipschitzien (donc continu). Si nous choisissons ce repre´sentant, les
ensembles Di = {vi > 0} sont ouverts.
Dans l’article [18], e´crit inde´pendamment du pre´ce´dent, M. Conti, S. Terracini et G. Verzini traitent
le cas p ≥ 1 lorsque M est un ouvert borne´ de Rn a` frontie`re C∞, et obtiennent des re´sultats
de re´gularite´ plus forte, tre`s proches de la re´gularite´ de´montre´e pour les ensembles nodaux des
fonctions propres. Ils conside`rent le proble`me affaibli :
Qk(Ω) = inf
{
1
k
k∑
i=1
λ1(Di)
p, Di ⊂ Ω mesurable et Di ∩Dj = ∅ pour i 6= j
}
.
La caracte´risation variationnelle des valeurs propres du laplacien de Dirichlet permet d’e´crire
Qk(Ω) = inf
{
1
k
k∑
i=1
(‖∇ui‖2L2(Ω)
‖ui‖2L2(Ω)
)p
, ui ∈ H10 (Ω) et uiuj = 0 si i 6= j
}
.
Il est facile de voir que la fonctionnelle a` minimiser de´pend de fac¸on semi-continue infe´rieure du
k-uplet (u1, . . . , uk) pour la topologie faible H
1. La compacite´ faible de H10 (Ω) permet alors d’af-
firmer l’existence d’un k-uplet minimiseur (u∗1, . . . , u
∗
k). Les domaines D
∗
i = {ui > 0} sont alors
minimiseurs. Nous pouvons a priori seulement affirmer que les Di sont quasi-ouverts. Le fait qu’il
soient ouverts est de´duit d’un re´sultat de re´gularite´ sur les solutions d’un syste`me d’ine´galite´s
diffe´rentielles, de´montre´s dans [19].
La re´gularite´ (en un sens que nous pre´cisons dans la suite) de toute partition minimale est
un re´sultat de Helffer-Hoffmann-Ostenhof-Terracini [32] obtenu en 2008. Les auteurs de [19] ne
de´montraient en effet que l’existence d’une partition minimale re´gulie`re. La de´finition de la re´gularite´
ne´cessite d’introduire la de´finition de la frontie`re d’une partition que nous donnerons dans la sous-
section 0.2.2 mais commenc¸ons par quelques proprie´te´s plus topologiques.
0.1.3 Premie`res proprie´te´s de re´gularite´
Nous donnons maintenant une liste de proprie´te´s, qui semble de´couler de fac¸on naturelle des
de´finitions, mais dont la de´monstration est en fait parfois plus de´licate (voir [32]). Ces proprie´te´s
ne sont pas toutes de´montre´es dans le cas de la dimension 3 .
Remarquons tout d’abord que, selon la de´finition 0.1.1, toute k-partition d’un ouvert Ω d’une
varie´te´ M est aussi une k-partition de M . Nous en de´duisons imme´diatement une proprie´te´ de
monotonie.
Proposition 0.1.1. Si Ω est un ouvert d’une varie´te´ M, alors Lk,p(M) ≤ Lk,p(Ω) .
Il est naturel, compte tenu de la monotonie des valeurs propres par rapport au domaine, d’imag-
iner que les partitions minimales de M vont remplir M autant que possible. Bien que la re´union
des domaines d’une k-partition p-minimale de M ne soit pas e´gale a` M , ces domaines recouvrent
presque toute la varie´te´ M . Nous introduisons la de´finition suivante.
De´finition 0.1.5. Une k-partition D de M est dite comple`te 1 lorsque
M = Int
 k⋃
i=1
Di
 \ ∂M ,
ou` IntA de´signe l’inte´rieur d’un ensemble A.
1. En anglais : ’Strong’ dans la terminologie de [32]
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Le re´sultat suivant semble naturel compte tenu de la de´croissance des valeurs propres du lapla-
cien de Dirichlet par rapport a` l’inclusion des domaines. Il est en fait difficile et est toujours ouvert
en dimension 3.
The´ore`me 0.1.1. Toute k-partition p-minimale de M est comple`te.
Remarque 0.1.3. L’aspect complique´ de la de´finition 0.1.5 est ne´cessaire pour prendre en compte
des bords ∂M irre´guliers (par exemple avec un segment rentrant). Si nous supposons que ∂M est de
classe C1 par morceaux, nous pouvons remplacer l’e´galite´ dans cette de´finition par M = ∪ki=1Di .
Remarquons que l’on de´duit facilement du the´ore`me 0.1.1 la croissance stricte de la suite
(Lk(M))k≥1 .
Proposition 0.1.2. Pour tout 1 ≤ p ≤ ∞, tout entier k ≥ 1 ,
Lk,p(M) < Lk+1,p(M) .
De´monstration. Il existe D = {D1 , . . . , Dk , Dk+1} une (k + 1)-partition p-minimale de M .
Quitte a` changer la nume´rotation des domaines, on peut supposer que λ1(Dk+1) ≥ λ1(Di) pour
i ∈ {1 , . . . , k} . Alors D′ = {D1 , . . . , Dk} est une k-partition (non comple`te) de M telle que
Λk,p(D′) ≤ Λk+1,p(D) = Lk+1,p(M) . La partition D′ n’e´tant pas comple`te, on de´duit du the´ore`me
0.1.1 qu’elle n’est pas p-minimale et donc que Λk,p(D′) > Lk,p(M) .
Les e´nergies que nous conside´rons sont croissantes par rapport au parame`tre p . En effet, la
proposition suivante se de´duit imme´diatement de l’ine´galite´ de Ho¨lder (voir le chapitre 4).
Proposition 0.1.3. Soit D une k-partition de M . Soit p ≤ q ≤ ∞ . Alors Λk,p(D) ≤ Λk,q(D) .
Corollaire 0.1.4. Soit p ≤ q ≤ ∞ . Alors Lk,p(M) ≤ Lk,q(M) .
Le cas p = ∞ pre´sente des proprie´te´s spe´ciales. La notion suivante joue un roˆle essentiel dans
la suite.
De´finition 0.1.6. Une k-partition D = {D1, . . . , Dk} est dite e´quispectrale si tous les λ1(Di) sont
e´gaux.
Dans ce cas cette valeur commune est l’e´nergie de D que nous avons introduite : Λk(D) =
Λk,∞(D) .
Remarque 0.1.4. Si D est une k-partition e´quispectrale, Λk,q(D) = Λ(D) pour tout 1 ≤ q ≤ ∞ .
Le re´sultat suivant est assez intuitif au vu de de´croissance des valeurs propres du laplacien par
rapport a` l’inclusion des domaines, si nous supposons les partitions re´gulie`res. Sa de´monstration
de´pend donc de la re´gularite´ des partitions.
Proposition 0.1.5. Toute k-partition ∞-minimale est e´quispectrale.
Une k-partition p-minimale n’est pas en ge´ne´ral e´quispectrale si 1 ≤ p <∞ . Nous pouvons en
revanche de´finir une valeur de transition.
Proposition 0.1.6. Supposons qu’il existe une k-partition p-minimale D∗ de M qui soit e´quispectrale.
Alors D∗ est q-minimale pour tout p ≤ q ≤ ∞.
De´monstration.
Notons D∗ = {D∗1 , . . . , D∗k}. Soit p ≤ q ≤ ∞. Soit D = {D1, . . . , Dk} une k-partition de M . Alors,
d’apre`s la proposition 0.1.3, Λk,p(D) ≤ Λk,q(D) . Par de´finition, Λk,p(D∗) ≤ Λk,p(D) . La partition
D∗ e´tant e´quispectrale, nous avons, d’apre`s la remarque 0.1.4, Λk,p(D∗) = Λk,q(D∗) .
Ainsi Λk,q(D∗) ≤ Λk,q(D) .
La proposition 0.1.6 rend pertinente la de´finition suivante.
De´finition 0.1.7. Appelons exposant de transition, et notons p(k,M), l’infimum des 1 ≤ p ≤ ∞
tels qu’il existe une k-partition p-minimale e´quispectrale.
Notons qu’il est a priori possible que p(k,M) = ∞ . L’article de [29] donne un exemple (le
triangle e´quilate´ral), en utilisant un crite`re de p-minimalite´ d’une partition nodale, dans le cas ou`
1 ≤ p <∞ . Ce point sera de´taille´ dans le quatrie`me chapitre.
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0.2 Frontie`re d’une partition
Nous allons maintenant pre´ciser la notion de re´gularite´ des partitions. Nous commenc¸ons par
des rappels sur celle des ensembles nodaux.
0.2.1 Rappels sur les ensembles nodaux
Rappelons d’abord un certain nombre de re´sultats classiques sur les fonctions propres de −∆DM .
Cet expose´ reprend [17] pour le cas ∂M = ∅ et [44] pour le cas ge´ne´ral M a` bord C∞. Dans la
suite, u de´signe une fonction propre de −∆DM . Remarquons d’abord que la the´orie des ope´rateurs
diffe´rentiels elliptiques implique la re´gularite´ des fonctions propres.
Proposition 0.2.1. La fonction u est dans C∞(M) .
De´finition 0.2.1. De´finissons N (u), l’ensemble nodal de u, comme l’adhe´rence dans M de
u−1({0}) .
De´finition 0.2.2. Les domaines nodaux de u sont les composantes connexes de M \ N (u) . La
partition nodale associe´e a` u est l’ensemble des domaines nodaux de u .
Remarquons que la partition nodale associe´e a` u est ouverte et connexe. Nous allons montrer
qu’elle est en fait beaucoup plus re´gulie`re. Tout d’abord, le principe d’unicite´ forte ve´rifie´ par les
ope´rateurs diffe´rentiels elliptiques du second ordre interdit aux fonctions propres d’avoir un ze´ro
d’ordre infini.
Proposition 0.2.2. Soit v ∈ C∞(M) telle que (∆DM +λ)v = 0 , avec λ ∈ R . Supposons qu’il existe
x ∈M tel que ∂αv(x) = 0 , pour tout multi-indice α , dans un syste`me de coordonne´es. Alors v = 0
sur M .
Remarquons que la proposition pre´ce´dente inclut le cas x ∈ ∂M , plus de´licat que le cas x ∈M .
Au voisinage d’un ze´ro de u (qui est ne´cessairement d’ordre fini), l’e´quation aux valeurs propres
donne des informations sur le de´veloppement de Taylor de u .
Proposition 0.2.3. Soit x ∈ N (u) tel que ∇u(x) = 0 . Plac¸ons nous dans les coordonne´es ex-
ponentielles sur M au voisinage de x . Il existe un entier d ≥ 2 et un polynoˆme Hd homoge`ne
harmonique re´el de degre´ d tel que
u(x+ ξ) = Hd(ξ) +O
(|ξ|d+1) .
De´monstration.
Nous traitons le cas x ∈M , laissant de coˆte´ le cas x ∈ ∂M pour simplifier. Notons ξ = (ξ1, ξ2) un
syste`me de coordonne´es exponentielles au voisinage de x (x ayant pour coordonne´es 0). L’ope´rateur
de Laplace-Beltrami s’e´crit ∂2ξ1 + ∂
2
ξ2
dans ces coordonne´es. Posons U(ξ) = u(y) pour tout y au
voisinage de x. Notons λ la valeur propre correspondant a` u .Nous avons donc
(∂2ξ1 + ∂
2
ξ2 + λ)U = 0 ,
au voisinage de 0 .
Soit d ≥ 2 l’ordre (fini) d’annulation de U en 0 . Le de´veloppement de Taylor en 0 de U s’e´crit
U(ξ) = Hd(ξ) +O
(|ξ|d+1) ,
avec Hd un polynoˆme homoge`ne re´el de degre´ d .
Nous en de´duisons que
(∂2ξ1 + ∂
2
ξ2 + λ)U(ξ) = (∂
2
ξ1 + ∂
2
ξ2)Hd(ξ) +O
(|ξ|d−1) ,
d’ou`
(∂2ξ1 + ∂
2
ξ2)Hd(ξ) = 0 .
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En utilisant ce de´veloppement de Taylor, il est prouve´ dans [17, 44] qu’au voisinage d’un point
critique de u dans N (u) , nous pouvons choisir un syste`me de coordonne´es adapte´ a` la description
de N (u).
Proposition 0.2.4. Soit x ∈ N (u) tel que ∇u(x) = 0 . Reprenons les notations de la proposi-
tion 0.2.3. Si x ∈M (resp. x ∈ ∂M), il existe un C1-diffe´omorphisme Φ d’un voisinage de x dans
M dans un voisinage de 0 dans R2 (resp. dans R+ × R) tel que
i. DΦ(x) est une matrice de rotation (nous pouvons meˆme imposer DΦ(x) = Id si x ∈M) ;
ii. pour tout y au voisinage de x, u(y) = Hd(Φ(y)).
Supposons que x ∈ N (u) et que ∇u(x) = 0. Si x ∈M , il existe donc un voisinage ouvert U de
x dans M et un voisinage ouvert V de 0 dans R2 tel que N (u) ∩ U = Φ−1(Z ∩ V), ou`
Z = {ζ ∈ R2, Hd(ζ) = 0} ,
avec les notations de la proposition 0.2.3. Si x ∈ ∂M , la meˆme proprie´te´ est valable avec U un
voisinage de x dans M et V un voisinage de 0 dans R+ × R . Le polynoˆme Hd e´tant homoge`ne et
harmonique de degre´ d, il existe a ∈ C∗ tel que
Hd(ζ) = Re
(
a(ζ1 + iζ2)
d
)
.
Notons a = Aeiφ. Plac¸ons nous dans les coordonne´es polaires (ρ, θ) telles que
ζ1 + iζ2 = ρe
iθ .
Alors
Z =
{
(ρ cos(θ), ρ sin(θ)), ρ ≥ 0 et θ = pi
2d
− φ+ ppi
2d
avec 0 ≤ p ≤ 2d− 1
}
.
Re´sumons dans un the´ore`me les informations que nous avons obtenues sur l’ensemble nodal de
u.
The´ore`me 0.2.1.
i. L’ensemble M ∩ N (u) est localement une courbe C∞, sauf en un ensemble fini Si de points,
appele´s points singuliers inte´rieurs.
ii. A` chaque point x ∈ Si est associe´ un entier pair ν(x) ≥ 4 tel que dans un voisinage de x,
l’ensemble N (u) soit la re´union de ν(x) demi-courbes de classe C1 ayant leur extre´mite´ en x.
iii. L’ensemble Sb = ∂M ∩N (u) est fini. Les points de Sb sont appele´s points singuliers au bord.
Pour tout z ∈ Sb, il existe un entier ρ(z) ≥ 1 tel qu’au voisinage de z, l’ensemble N soit la
re´union de ρ(z) demi-courbes C1 contenues dans M qui rencontrent ∂M en z .
iv. En chaque point de Si, les demi-courbes forment des angles e´gaux.
v. En chaque point de Sb, les demi-courbes et ∂M forment des angles e´gaux.
Les points de l’ensemble S = Si ∪ Sb sont appele´s points singuliers.
0.2.2 Re´gularite´
Les partitions minimales ont des proprie´te´s de re´gularite´ qui les font ressembler aux partitions
nodales. Comme dans le cas des partitions nodales, nous disposons des re´sultats les plus pre´cis
dans le cas de la dimension 2. Il faut noter qu’il est possible de modifier un domaine D d’une
partition, par exemple en lui enlevant un nombre fini de points, sans changer la valeur propre
λ1(D). Les re´sultats de re´gularite´ que nous allons e´noncer ne seront donc valables que pour un
certain repre´sentant d’une classe d’e´quivalence. De´finissons maintenant la relation d’e´quivalence
adapte´e a` cette e´tude. Pour tout ouvert connexe D de M , nous notons uD l’unique fonction propre
C∞ associe´e a` λ1(D) telle que ‖uD‖L2(D) = 1 et uD > 0 sur D, prolonge´e par 0 sur M \D .
De´finition 0.2.3. Deux k-partitions D = {D1, . . . , Dk} et D′ = {D′1, . . . , D′k} de M sont dites
e´quivalentes lorsqu’il existe une permutation σ de l’ensemble d’indices {1, . . . , k} telle que uD′i =
uDσ(i) dans H
1
0 (M) pour tout 1 ≤ i ≤ k .
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Nous allons maintenant de´finir un objet, associe´ a` une partition comple`te, qui ge´ne´ralise l’ensem-
ble nodal.
De´finition 0.2.4. Nous de´finissons la frontie`re N (D) d’une partition comple`te D par
N (D) =
k⋃
i=1
∂Di ∩M .
Remarque 0.2.1. Si D est la partition nodale d’une fonction propre u, alors N (D) = N (u) .
De´finissons maintenant une notion d’ensemble re´gulier, base´e sur les proprie´te´s de l’ensemble
nodal d’une fonction propre.
De´finition 0.2.5. Supposons que M est de dimension 2. Nous disons qu’un ensemble ferme´ N ⊂
M est re´gulier s’il ve´rifie les proprie´te´s suivantes.
i. L’ensemble Ω ∩ N est localement une courbe C1,1− = ∩α<1C1,α, sauf en un ensemble fini Si
de points, appele´s points singuliers inte´rieurs.
ii. A` chaque point x ∈ Si est associe´ un entier ν(x) ≥ 3 tel que dans un voisinage de x, l’ensemble
N soit la re´union de v(x) demi-courbes de classe C1,+ = ∪α>0C1,α ayant leur extre´mite´ en x.
iii. L’ensemble Sb = ∂M ∩ N est fini. Les points de Sb sont appele´s points singuliers au bord.
Pour tout z ∈ Sb, il existe un entier ρ(z) ≥ 1 tel qu’au voisinage de z, l’ensemble N soit la
re´union de ρ(z) demi-courbes C1,+ contenues dans M qui rencontrent ∂M en z.
iv. En chaque point de Si, les demi-courbes forment des angles e´gaux.
v. En chaque point de Sb, les demi-courbes et ∂M forment des angles e´gaux.
Les points de l’ensemble S = Si ∪ Sb sont appele´s points singuliers.
De´finition 0.2.6. Une k-partition D est dite re´gulie`re si elle est comple`te et si sa frontie`re N (D)
est un ensemble re´gulier.
Nous pouvons maintenant e´noncer le the´ore`me de re´gularite´ de´montre´ dans [16, 32].
The´ore`me 0.2.2. Toute k-partition p-minimale de M est e´quivalente a` une k-partition re´gulie`re.
Les partitions minimales posse`dent une proprie´te´ supple´mentaire, qui de´coule de la monotonie
de la premie`re valeur propre par rapport a` l’inclusion des domaines.
De´finition 0.2.7. Une k-partition comple`te D = {D1, . . . , Dk} de M est dite parcimonieuse 2
lorsqu’elle ve´rifie la proprie´te´ suivante. Si x ∈ N (D) \S, et si N (D) = Di ∩Dj au voisinage de x,
alors i 6= j.
Cette proprie´te´ signifie qu’une portion re´gulie`re de la frontie`re se´pare des domaines distincts,
ou encore que les domaines de la partition ne pre´sentent pas de fentes. La figure 1(b) illustre
deux exemples de partitions re´gulie`res non parcimonieuses.
Si une k-partition re´gulie`re e´quispectrale D = {D1, . . . , Dk} de M n’est pas parcimonieuse,
il existe une k-partition d’e´nergie infe´rieure. En effet, la suppression des fentes dans un domaine
Di diminue λ1(Di). Si nous supprimons les fentes dans tous les domaines ou` elles existent, nous
diminuons l’e´nergie de ces domaines, sans changer le nombre total de domaines de la partition.
Quitte a` agrandir certains domaines aux de´pens des domaines pour laquelle l’e´nergie est plus petite,
nous obtenons une partition d’e´nergie infe´rieure. Re´sumons cette dicussion par une proposition.
Proposition 0.2.5. Toute partition minimale de M est parcimonieuse.
2. ’Nice’ dans la terminologie de [28]
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•
•
•
•
(a) 2-partition d’un ouvert Ω
non simplement connexe.
• ••
(b) 2-partition d’un tore de dimen-
sion deux.
Figure 1 – Exemples de partitions re´gulie`re non parcimonieuses.
0.2.3 Proprie´te´s de la frontie`re
Proprie´te´s topologiques
La topologie de la varie´te´ M impose des contraintes sur la frontie`re d’une partition p-minimale.
Nous allons en expliciter certaines dans le cas n = 2. De fac¸on plus ge´ne´rale, les proprie´te´s que
nous allons e´noncer a` l’aide de formules d’Euler sont valables pour toute partition re´gulie`re, et
meˆme pour toute partition dont la frontie`re ve´rifie les proprie´te´s i. a` iii. de la de´finition 0.2.5 (la
proprie´te´ des angles e´gaux n’est pas ne´cessaire, une transversalite´ suffit).
The´ore`me 0.2.3. Soit D = {D1, . . . Dk} une k-partition re´gulie`re. En reprenant les notations de
la de´finition 0.2.5, nous avons la relation suivante :
χ(M) +
∑
x∈Si
(
ν(x)
2
− 1
)
+
∑
z∈Sb
ρ(z)
2
=
k∑
i=1
χ(Di) , (0.2.1)
ou`, pour tout ouvert D contenu dans M , χ(D) est la caracte´ristique d’Euler-Poincare´ de D .
Nous renvoyons a` Hatcher [25] pour la de´finition de la caracte´ristique d’Euler-Poincare´. Notons
simplement qu’il s’agit d’un invariant topologique : deux varie´te´s home´omorphes ont la meˆme
caracte´ristique. Donnons aussi quelques exemples :
– pour une sphe`re χ = 2 ,
– pour un tore de dimension 2 , χ = 0 ,
– plus ge´ne´ralement, pour une surface ferme´e de genre g (que nous pouvons nous repre´senter
comme une sphe`re a` laquelle nous avons ajoute´ g anses), χ = 2− 2g ,
– pour tout ouvert de R2 simplement connexe, χ = 1 ,
– plus ge´ne´ralement, pour tout ouvert de R2 home´omorphe a` un disque perce´ de N trous,
χ = 1−N .
De´monstration. Bien qu’il existe une preuve purement combinatoire de ce the´ore`me, nous suivrons
[30] en utilisant la formule de Gauss-Bonnet (voir par exemple [21]). Pour tout 1 ≤ i ≤ k, la frontie`re
de Di est la re´union d’un nombre fini mi de composantes connexes C
i
1, . . . , C
i
p, . . . , C
i
mi , chacune se
de´composant en un nombre fini d’arcs re´guliers. Nous notons alors ni le nombre de points anguleux
contenus dans ∂Di, la` ou` deux arcs re´guliers se rencontrent. Nous notons θ
i
1, . . . , θ
i
q, . . . , θ
i
ni les
angles inte´rieurs correspondants. La formule de Gauss-Bonnet applique´e au domaine Di donne
mi∑
p=1
∫
Cip
κ(s) ds+
∫∫
Di
K dσ +
ni∑
q=1
(pi − θiq) = 2piχ(Di) ,
ou` κ de´signe la courbure ge´ode´sique et K la courbure gaussienne. Si nous faisons maintenant la
somme de toutes ces relations pour 1 ≤ i ≤ k , nous trouvons
k∑
i=1
mi∑
p=1
∫
Cip
κ(s) ds+
∫∫
M
K dσ +
k∑
i=1
ni∑
q=1
(pi − θiq) = 2pi
k∑
i=1
χ(Di) . (0.2.2)
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Conside´rons maintenant le premier terme du membre de gauche de la relation (0.2.2) . Toutes les
composantes connexes de N (D) qui ne sont pas contenues dans ∂M sont parcourues deux fois dans
des sens oppose´s. Nous avons donc
k∑
i=1
mi∑
p=1
∫
Cip
κ(s) ds =
∫
∂M
κ(s) ds .
Le troisie`me terme de l’e´galite´ (0.2.2) peut eˆtre e´value´ en sommant sur chaque point singulier de
N (D). Si x ∈ Si, la somme de tous les angles inte´rieurs relatifs a` x vaut 2pi, et ces angles sont au
nombre de ν(x). Si z ∈ Sb, la somme de tous les angles inte´rieurs relatifs a` z vaut pi, et ces angles
sont au nombre de ρ(x) + 1 . Ainsi
k∑
i=1
ni∑
q=1
(pi − θiq) =
∑
x∈Si
(ν(x)pi − 2pi) +
∑
z∈Sb
((ρ(z) + 1)pi − pi) .
Nous obtenons donc∫
∂M
κ(s) ds+
∫∫
M
K dσ +
∑
x∈Si
(ν(x)pi − 2pi) +
∑
z∈Sb
ρ(z)pi = 2pi
k∑
i=1
χ(Di) .
En appliquant la formule de Gauss-Bonnet a` la varie´te´ M tout entie`re, nous trouvons∫
∂M
κ(s) ds+
∫∫
M
K dσ = 2piχ(M) ,
d’ou`
2piχ(M) +
∑
x∈Si
(ν(x)pi − 2pi) +
∑
z∈Sb
ρ(z)pi = 2pi
k∑
i=1
χ(Di) .
Nous obtenons le re´sultat voulu en divisant cette e´galite´ par 2pi .
Dans le cas d’un ouvert de R2, une formulation e´quivalente, que nous pouvons trouver par
exemple dans [36], peut eˆtre utile.
The´ore`me 0.2.4. Supposons que Ω est un ouvert, avec ∂Ω de classe C1 par morceaux, contenu
dans le plan ou dans une varie´te´ riemannienne de dimension 2 simplement connexe (par exemple
la sphe`re S2). Soit D une k-partition re´gulie`re. Reprenant les notations de la de´finition 0.2.5, nous
avons la relation
k =
∑
x∈Si
(
ν(x)
2
− 1
)
+
∑
z∈Sb
ρ(z)
2
+ 1− b0 + b1 , (0.2.3)
ou` b0 est le nombre de composantes connexes de ∂M et b1 le nombre de composantes connexes de
N (D) ∪ ∂M .
De´monstration. La formule (0.2.3) s’obtient en appliquant la formule (0.2.1) a` une partition auxili-
aire construite a` partir de D. Nous avons besoin du fait topologique suivant (valable pour le plan et
pour une varie´te´ topologique ferme´e de dimension 2) : les composantes connexes du comple´mentaire
d’un graphe ferme´ connexe sont simplement connexes. Construisons maintenant un ensemble ferme´
N ′ a` partir de N (D) . Pour ce faire, ajoutons un point z sur une partie re´gulie`re de chaque com-
posante connexe deN (D∪∂M) . Relions ensuite ces points par b1−1 courbes simples qui ne coupent
pas N (D) en d’autres points, telles que l’ensemble N ′ obtenu en ajoutant ces courbes a` N (D soit
connexe. Notons D′j , avec 1 ≤ j ≤ k′ les composantes connexes de M \ N et D′ = {D′1, . . . D′k′}
la partition comple`te de M correspondante (nous avons, par construction, N (D′) = N ′) . Selon
la remarque faite au de´but de la preuve, les ouverts D′j sont simplement connexes. De plus, cha-
cune des b1 − 1 courbes ajoute´es traverse un domaine Di qui n’est pas simplement connexe, et ne
de´coupe donc pas ce domaine en plusieurs composantes connexes. Ainsi k′ = k , et il existe une
nume´rotation des domaines de D′ telle que pour chaque 1 ≤ i ≤ k , D′i est l’unique domaine de
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D′ tel que D′i ⊂ Di . Notons que la caracte´ristique d’Euler-Poincare´ de M est 2 − b0, ou` b0 est le
nombre de composantes connexes de ∂M . Appliquons la formule (0.2.1) a` la partition D′ :
2− b0 +
∑
x∈S′i
(
ν(x)
2
− 1
)
+
∑
z∈S′b
ρ(z)
2
=
k∑
i=1
χ(D′i) . (0.2.4)
Pour tout 1 ≤ i ≤ k , le domaine D′i est simplement connexe, donc χ(D′i) = 1. Le membre de droite
de l’e´galite´ est donc k. Chacun des b1 − 1 courbes que nous avons rajoute´es a deux extre´mite´s.
Chaque extre´mite´ est soit un point singulier inte´rieur x′ pour lequel ν(x′) = 3 , soit un point
singulier au bord z′ pour lequel ρ(z′) = 1 . Dans tous les cas, chaque courbe ajoute´e augmente de
1 la valeur du membre de gauche pour D . Nous obtenons
1− b0 + b1 +
∑
x∈Si
(
ν(x)
2
− 1
)
+
∑
z∈Sb
ρ(z)
2
= k . (0.2.5)
Nous allons donner quelques corollaires de ces formules ge´ne´rales dans des cas simples.
Corollaire 0.2.6. Si D = {D1, . . . Dk} est une k-partition re´gulie`re d’un tore plat T2 = (R/Z)2, ,∑
x∈Si
(
ν(x)
2
− 1
)
=
k∑
i=1
χ(Di) . (0.2.6)
Remarquons que si D est une partition re´gulie`re d’un ouvert Ω contenu dans T2, la formule
(0.2.3) n’est en ge´ne´ral pas valable. Nous avons contre-exemple en conside´rant la k-partition
Dk(1, 1) de T2 avec k ≥ 1, qui jouera un roˆle important au chapitre 4 (voir dans cette introduction
la de´finition 0.5.2). Dans ce cas, b0 = 0 , b1 = k , Si = Sb = ∅ .
Corollaire 0.2.7. Si D = {D1, . . . Dk} est une k-partition re´gulie`re de la sphe`re S2.
k =
∑
x∈Si
(
ν(x)
2
− 1
)
+ b1 + 1 , (0.2.7)
et
2 +
∑
x∈Si
(
ν(x)
2
− 1
)
=
k∑
i=1
χ(Di) . (0.2.8)
0.3 Lien avec les partitions nodales
0.3.1 Re´sultats de Courant et Pleijel
De´finition 0.3.1. Pour toute fonction propre u, de´finissons ν(u) comme le nombre de domaines
nodaux de la fonction u.
Un re´sultat simple mais fondamental de R. Courant donne une borne supe´rieure sur ν(u) pour
toute fonction propre u .
The´ore`me 0.3.1. Si u est une fonction propre associe´e a` la valeur propre λk(M),
ν(u) ≤ k .
Afin de clarifier la preuve, et de re´utiliser le re´sultat ulte´rieurement, nous le formulons de fac¸on
plus ge´ne´rale dans le cadre des partitions e´quispectrales.
Proposition 0.3.1. Soit D une k-partition re´gulie`re et e´quispectrale de M . Alors
λk(M) ≤ Λ(D) .
De plus, Λ(D) = λk(M) si, et seulement si, D est la partition nodale d’une fonction propre associe´e
a` λk(M).
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De´monstration. Notons D = {D1, . . . , Dk} . Pour tout j ∈ {1 , . . . , k} , notons uDj ∈ L2(Dj)
l’unique fonction propre normalise´e et a` valeurs positives associe´e a` λ1(Di) . Pour tout (a1, . . . , ak) ∈
Rk \ {0} , la fonction u = a1uD1 + . . . akuDk est dans H10 (M) \ {0} ,
‖u‖2L2(M) = a21‖uD1‖L2(M) + . . . a2k‖uDk‖L2(M) = a21 + . . . a2k ,
et
‖∇u‖2L2(M) = a21‖∇uD1‖L2(M) + . . . a2k‖∇uDk‖L2(M) = (a21 + . . . a2k)Λ(D) .
Ainsi
‖∇u‖2L2(M)
‖u‖2L2(M)
= Λ(D) .
Soient u1, . . . uk−1 des fonctions propres a` valeurs re´elles, respectivement associe´es aux valeurs
propres
λ1(M) , . . . , λk−1(M) .
Les relations d’orthogonalite´ 〈u, ui〉 = 0 pour i ∈ {1 , . . . , k − 1} , forment un syste`me de k − 1
e´quations a` k inconnues, a` coefficient re´els. Il existe donc (a∗1, . . . , a
∗
k) ∈ Rk \ {0} tels que, pour
tout i ∈ {1 , . . . , k − 1} , la fonction u∗ = a∗1uD1 + . . . a∗kuDk est orthogonale a` ui . D’apre`s la
caracte´risation variationnelle des valeurs propres,
λk(M) ≤
‖∇u∗‖2L2(M)
‖u∗‖2L2(M)
= Λ(D) .
De plus, l’e´galite´ a lieu si, et seulement si, u∗ est une fonction propre associe´e a` la valeur propre
λk(M). Dans ce cas, D est la partition nodale associe´ a` u∗.
Afin de prouver le the´ore`me 0.3.1, il suffit de remarquer que si u est une fonction propre associe´e
a` la valeur propre λ, la partition nodale de u est une ν(u)-partition re´gulie`re et e´quispectrale,
d’e´nergie λ. La proposition 0.3.1 montre alors que le rang de λ est au moins ν(u). Il nous est utile
de distinguer les fonctions propres pour lesquelles l’e´galite´ a lieu dans le the´ore`me 0.3.1.
De´finition 0.3.2. Une fonction propre u associe´e a` la valeur propre λ est dites Courant-stricte
lorsque λ = λν(u)(M) .
Dans le cas ou` M est un ouvert Ω de R2, borne´ et a` bord C1 par morceaux, A˚. Pleijel a de´montre´
dans [42] que seul un nombre fini de valeurs propres ont des fonctions propres Courant-strictes.
Afin de pre´senter ce re´sultat sous une forme quantitative, nous introduisons une nouvelle de´finition.
De´finition 0.3.3. Notons Lk(M) la plus petite valeur propre dont l’espace propre contient une
fonction non nulle ayant k domaines nodaux. S’il n’existe aucune fonction propre ayant k domaines
nodaux, posons Lk(M) =∞.
Remarquons qu’en utilisant cette notation, le the´ore`me 0.3.1 est e´quivalent a` l’ine´galite´
λk(M) ≤ Lk(M) .
Proposition 0.3.2. Si Ω est un ouvert borne´ de R2,
Lk(Ω)|Ω|
k
≥ pij20,1 ,
ou` j0,1 est le premier ze´ro positif de la fonction de Bessel de premie`re espe`ce J0 .
De´monstration. Soit u une fonction propre associe´e a` Lk(Ω) telle que ν(u) = k . Soit D =
{D1 . . . , Dk} la partition nodale de u . Comme
∑k
1=1 |Di| ≤ |Ω| (nous avons en fait e´galite´ puisque
la partition est comple`te), il existe 1 ≤ i0 ≤ k tel que |Di0 | ≤ |Ω|/k . D’apre`s l’ine´galite´ de Faber-
Krahn, λ1(Di0) est supe´rieure ou e´gale a` la premie`re valeur propre du laplacien de Dirichlet sur le
disque de meˆme aire. Ainsi
kpij20,1
|Ω| ≤
pij20,1
|Di0 |
≤ λ1(Di0) = Lk(Ω) .
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Rappelons d’autre part un re´sultat sur le comportement asymptotique de la k−ie`me valeur
propre, duˆ a` H. Weyl.
The´ore`me 0.3.2. Si Ω est un ouvert borne´ re´gulier de R2,
lim
k→∞
λk(Ω)|Ω|
k
= 4pi .
La proposition 0.3.2 implique
lim inf
k→∞
Lk(Ω)|Ω|
k
≥ pij20,1 .
Comme pij20,1 > 4pi , la comparaison avec le the´ore`me 0.3.2 montre que Lk(Ω) > λk(Ω) pour k assez
grand.
Remarque 0.3.1. Il a e´te´ observe´ (voir [4]) que nous avons en fait
lim inf
k→∞
Lk,1(Ω)|Ω|
k
≥ pij20,1 .
Nous en tirons les re´sultats pre´ce´dents graˆce a` l’ine´galite´ (0.3.3) et au corollaire 0.1.4.
Remarque 0.3.2. Le re´sultat de Pleijel a e´te´ ame´liore´ quantitativement par Bourgain [14] et
Steinerberger [43]. L’estimation de Bourgain s’e´crit, avec nos notations,
lim inf
k→∞
Lk(Ω)|Ω|
k
≥ 4pi
(
4
j20,1
− 3.10−9
)−1
.
Remarque 0.3.3 (Conjecture hexagonale).
Il est conjecture´ (Van der Berg, Caffarelli-Lin [16]) qu’en fait
lim inf
k→∞
Lk,1(Ω)|Ω|
k
≥ λ1(Hex1) , (0.3.1)
ou` Hex1 est l’hexagone re´gulier d’aire 1.
Des ve´rifications nume´riques de cette conjecture ont e´te´ obtenues par Bourdin-Bucur-Oudet [13]
(voir aussi Bonnaillie-Helffer-Vial [8]).
Cette conjecture semble tre`s difficile a` de´montrer. En revanche, en remarquant que lorsque
k est grand, nous pouvons obtenir une bonne approximation d’une partition minimale en faisant
une approximation inte´rieure de Ω par une re´union d’hexagones re´guliers, nous obtenons la borne
supe´rieure
lim sup
k→+∞
Lk(Ω)
k
≤ λ1(Hex1)|Ω| .
La partie de´licate est donc la borne infe´rieure.
lim inf
k→+∞
Lk(Ω)
k
≥ λ1(Hex1)|Ω| .
(ou sa forme plus forte (0.3.1)), qui impliquerait
lim
k→+∞
Lk(Ω)
k
=
λ1(Hex1)
|Ω| , (0.3.2)
ou
lim
k→+∞
Lk,1(Ω)
k
=
λ1(Hex1)
|Ω| .
Ces limites constituent ce qui est appele´ la conjecture hexagonale.
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0.3.2 Partitions nodales minimales
D’apre`s la proposition 0.1.5, toute partition minimale est e´quispectrale. C’est aussi le cas pour
toute partition nodale. E´tant donne´e une partition minimale, nous pouvons donc nous demander
quand elle est nodale. Introduisons deux de´finitions lie´es a` la topologie de la partition.
De´finition 0.3.4. Soit D = {D1, . . . , Dk} une k-partition re´gulie`re de M . Soient 1 ≤ i < j ≤ k.
Les domaines Di et Dj sont dits voisins lorsque
Int
(
Di ∪Dj
) \ ∂M
est un ouvert connexe de M .
Remarque 0.3.4. La de´finition 0.3.4 formalise l’ide´e intuitive de deux domaines en contact par
une partie du bord non re´duite a` un point. Ici encore, l’apparition de ∂M dans la de´finition est
ne´cessaire pour prendre en compte un bord irre´gulier. Si nous supposons ∂M de classe C1 par
morceaux, la condition Int
(
Di ∪Dj
)
connexe suffit.
De´finition 0.3.5. Une k-partition re´gulie`re de M est dite bipartie lorsqu’il est possible, avec
deux couleurs seulement, de colorier chaque domaine de sorte que deux domaines voisins aient des
couleurs diffe´rentes.
Il est clair que la partition nodale d’une fonction propre u est bipartite : il suffit d’associer une
couleur a` chaque signe de u. Il est de´montre´ dans [32] que la re´ciproque est vraie pour une partition
minimale.
The´ore`me 0.3.3. Soit D une partition minimale de M . Si D est bipartie, elle est nodale.
Le re´sultat qui suit, de´montre´ dans [32], e´nonce a` quelle condition une partition minimale est
nodale.
The´ore`me 0.3.4. Pour tout entier k ≥ 1,
λk(M) ≤ Lk(M) ≤ Lk(M) . (0.3.3)
Si Lk(M) = Lk(M) ou Lk(M) = λk(M), alors λk(M) = Lk(M) = Lk(M) . Dans ce cas, toutes
les k-partitions minimales de M sont nodales.
Faisons quelques commentaires sur ce re´sultat fondamental.
Une partition minimale e´tant e´quispectrale d’e´nergie Lk(M), l’ine´galite´ λk(M) ≤ Lk(M) de´coule
de la proposition 0.3.1.
L’ine´galite´ Lk(M) ≤ Lk(M) de´coule des de´finitions de Lk(M) et Lk(M).
Ces deux ine´galite´s ont une conse´quence importante. Supposons qu’il existe une fonction pro-
pre Courant-stricte associe´e a` λk(M). Alors, par de´finition de Lk(M), λk(M) ≥ Lk(M) , et par
conse´quent λk(M) = Lk(M) = Lk(M) . Nous avons donc de´montre´ la proposition suivante, qui va
nous eˆtre tre`s utile.
Proposition 0.3.3. Si u est une fonction propre Courant-stricte associe´e a` λk(M) , la partition
nodale de u est minimale et Lk(M) = λk(M) .
Supposons maintenant que Lk(M) = λk(M). La proposition 0.3.1 montre alors que toute k-
partition minimale de M est nodale. Ceci implique Lk(M) ≤ λk(M), et donc les e´galite´s λk(M) =
Lk(M) = Lk(M), comme nous venons de le voir. Le point le plus de´licat de la preuve du the´ore`me
0.3.4 consiste donc a` montrer que si Lk(M) = Lk(M) alors Lk(M) = λk(M). Ceci revient a` dire
qu’une k-partition minimale nodale est ne´cessairement associe´e a` la k−ie`me valeur propre.
0.4 Ope´rateur d’Aharonov-Bohm
0.4.1 Ge´ne´ralite´s
De´finitions
Afin de poursuivre l’e´tude des relations entre partitions nodales et partitions minimales, nous
allons de´finir les ope´rateurs d’Aharonov-Bohm. Ils proviennent de l’article [2], ou` est e´tudie´e l’action
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sur une fonction d’onde d’un champ magne´tique concentre´ en un point. Ils ont fait ensuite l’objet de
nombreuses e´tudes mathe´matiques, par exemple [5, 38, 27, 3, 37, 41]. Leurs liens avec les partitions
minimales ont e´te´ e´tudie´s dans [7, 39, 6, 31]. Dans cette section, nous supposons que la varie´te´ M
est un ouvert borne´ connexe de R2, note´ Ω.
Soit X0 = (x
1
0, x
2
0) ∈ R2 et α ∈ R. Nous de´finissons un champ de vecteur de classe C∞ sur
Ω \ {X0} par
AX0α (x) =
α
|x−X0|2 (−x
2 + x20, x
1 − x10) .
Plus ge´ne´ralement, pour tout N entier supe´rieur ou e´gal a` 1, X = (X1, . . . , XN ) ∈ R2N et α =
(α1, . . . , αN ) ∈ RN , posons
AXα (x) =
N∑
i=1
AXiαi (x) .
Le champ de vecteur AXα est de classe C
∞ sur ΩX = Ω \ {X1, . . . , XN} . De fac¸on ge´ne´rale,
nous de´finissons le laplacien magne´tique associe´ a` un champ de vecteurs ∈ C∞(ΩX,R2) comme
l’extension de Friedrichs de l’ope´rateur diffe´rentiel (−i∇ − A)2 agissant sur C∞c (ΩX) et nous le
notons −∆A. Nous de´finissons alors l’ope´rateur d’Aharonov-Bohm associe´ a` X et α comme −∆AXα
et nous le notons −∆Xα . Il s’agit d’un ope´rateur autoadjoint positif. Remarquons que la de´finition
que nous avons choisie impose une condition de Dirichlet sur ∂Ω. Ceci correspond au proble`me des
partitions minimales que nous e´tudions ; une condition de Neumann peut eˆtre plus pertinente pour
mode´liser d’autres proble`mes, par exemple en supraconductivite´.
Invariance de jauge
De´finition 0.4.1. Une transformation de jauge agit sur les couples champ de vecteurs-fonction
par (A, u) 7→ (A∗, u∗) avec {
u∗ = ψu ,
A∗ = A− i∇ψψ ;
ou` ψ est une fonction dans C∞(ΩX,C) telle que |ψ| = 1, appele´e fonction de jauge.
Deux champs de vecteurs sont dits e´quivalents lorsqu’ils se de´duisent l’un de l’autre par une trans-
formation de jauge.
E´tant donne´es les relations
Curl A∗ = Curl A
et
|u∗|2 = |u|2 ,
ni le champ magne´tique associe´ a` A ni la densite´ de probabilite´ associe´e a` u ne sont modifie´s par
une transformation de jauge. En revanche, deux champs de vecteurs de´finis sur ΩX auxquels est
associe´ le meˆme champ magne´tique ne sont pas ne´cessairement e´quivalents. Ceci est duˆ au fait
que ΩX n’est pas ne´cessairement simplement connexe. C’est la` l’origine de l’effet Aharonov-Bohm,
de´crit pour la premie`re fois dans [2]. Donnons un crite`re pour l’e´quivalence de deux champs de
vecteurs, tire´ de [27].
Lemme 0.4.1. Soit A ∈ C∞(Ωα,R2) . Le champ de vecteurs A est e´quivalent a` 0 si, et seulement
si,
1
2pi
∮
γ
A(s) · ds (0.4.1)
est un entier pour tout lacet γ contenu dans ΩX.
Il est facile de voir qu’une transformation de jauge laisse invariant le spectre d’un laplacien
magne´tique. e´tant donne´e une fonction de jauge ψ, l’application line´aire U : u 7→ u∗ de L2(ΩX)
dans lui-meˆme est unitaire. De plus, U(C∞c (ΩX)) = C
∞
c (ΩX) , et il est facile de ve´rifier l’identite´
−∆A∗ ◦ U = U ◦ (−∆A) .
Le re´sultat ge´ne´ral qui suit (conse´quence de la de´finition de l’extension de Friedrichs d’un ope´rateur
syme´trique) assure que le laplacien magne´tique −∆A∗ est unitairement e´quivalent a` −∆A.
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Proposition 0.4.2. Soit T : D(T ) → H un ope´rateur line´aire dense, syme´trique et positif de
l’espace de Hilbert H, S : D(S) → H un autre ope´rateur line´aire et U : H → H un ope´rateur
unitaire tels que
i) U(D(T )) = D(S) ,
ii) U ◦ T = S ◦ U|D(T ) .
Alors S est dense, positif et syme´trique. Notons Tˆ (resp. Sˆ) l’extension de Friedrichs de T (resp.
S), q (resp. p) la forme sesquiline´aire associe´e et Q (resp. P) son domaine. Alors
i) U(Q) = P ,
ii) q = p ◦ U ,
iii) U(D(Tˆ )) = D(Sˆ) ,
iv) U ◦ Tˆ = Sˆ ◦ U|D(Tˆ ) .
Domaine de forme
Nous explicitons maintenant le domaine de forme, note´ QXα , de l’ope´rateur −∆Xα . Ces re´sultats
ont de´ja` e´te´ traite´s dans plusieurs articles ante´rieurs, voir le chapitre 2 pour les re´fe´rences. Nous les
donnons sans de´monstrations. L’outil principal de l’analyse est une ine´galite´ similaire a` l’ine´galite´
classique de Hardy, valable pour les fonctions de QXα .
Lemme 0.4.3. Soient X ∈ R2 et α ∈ R \ Z. Pour tous 0 ≤ ρ1 < ρ2 et toute fonction dans QXα ,∫
C(X,ρ1,ρ2)
|u|2
|x−X|2 dx ≤ dist(α,Z)
−2
∫
C(X,ρ1,ρ2)
∣∣(−i∇−AXα )u∣∣2 dx . (0.4.2)
ou`
C(X, ρ1, ρ2) = {x ∈ R2; ρ1 < |x−X| < ρ2} .
On de´duit de ce re´sultat et des proprie´te´s classiques de l’espaceH1(Ω) la caracte´risation suivante
du domaine de forme QXα .
The´ore`me 0.4.1. Notons HXα l’espace fonctionnel
HXα = {u ∈ L2(Ω); (−i∇−AXα )u ∈ L2(Ω)} ,
muni du produit scalaire naturel. Alors, HXα est un espace de Hilbert, et l’injection HXα ⊂ L2(Ω)
est compacte. De plus , il existe une application γ0 : HXα → L2(∂Ω) continue, telle que pour toute
fonction u ∈ C∞c (Ω \ {X1, . . . , XN}), γ0u = u|∂Ω. Une fonction u dans L2(Ω) est dans QXα si, et
seulement si, u ∈ HXα et γ0u = 0 .
Remarque 0.4.1. Examinons de plus pre`s la nature de l’espace HXα , en supposant pour simplifier
que le potentiel a un seul poˆle, c’est a` dire que AXα = A
X
α avec X ∈ R2 et α ∈ R. Si X /∈ Ω,
alors HXα = H1(Ω). Si X ∈ Ω , la situation est diffe´rente selon que α ∈ Z ou non. Si α /∈ Z , alors
HXα ⊂ H1(Ω) et u ∈ H1(Ω) est dans HXα si, et seulement si,
u
|x−X| ∈ L
2(Ω) .
Conside´rons maintenant le cas ou` α ∈ Z . De´finissons les coordonne´es polaires (ρ, θ) centre´es en
X, c’est a` dire que pour tout x = (x1, x2) ∈ R2 ,{
x1 − x10 = ρ(x) cos(θ(x)) ,
x2 − x20 = ρ(x) sin(θ(x)) .
On de´finit la fonction ψ ∈ C∞(ΩX) par ψ(x) = eiαθ(x) (cette fonction est bien de´finie car α ∈ Z).
Alors ψ est une fonction de jauge et la transformation de jauge associe´e envoie AXα sur 0 . Ainsi,
la transformation u 7→ ψu e´tablit un isomorphisme entre HXα et H1(Ω) . Mais ψ ∈ H1(Ω) si, et
seulement si, α = 0 . Ainsi, si α ∈ Z \ {0} , HXα n’est pas contenu dans H1(Ω) .
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0.4.2 Proprie´te´s spectrales
Spectre des ope´rateurs d’Aharonov-Bohm
Nous venons de voir que les ope´rateurs −∆Xα sont autoadjoints, positifs, a` re´solvante compacte.
Leur spectre est donc constitue´ de valeurs propres re´elles positives de multiplicite´ finie. Notons
λ1(X,α) ≤ λ2(X,α) ≤ · · · ≤ λk(X,α) ≤ . . . ,
la suite de ces valeurs propres range´es par ordre croissant et compte´es avec multiplicite´s.
Fonctions propres KX-re´elles
Les fonctions propres de −∆Xα associe´es a` une valeur propre λk(X,α) sont en ge´ne´ral des
fonctions a` valeurs complexes. Si u est une telle fonction propre, l’ensemble u−1({0}) est en ge´ne´ral
constitue´ de points isole´s de Ω. Dans le cas ou` αi ∈ Z+1/2 pour tout 1 ≤ i ≤ N , nous allons de´finir
une classe particulie`re de fonctions propres u pour lesquelles l’ensemble u−1({0}) a une structure
analogue a` l’ensemble nodal d’une fonction propre re´elle de −∆DΩ . Nous allons noter A = AXα afin
d’alle´ger les notations. Soit ψ une fonction de jauge de´finie sur le domaine ΩX . De´finissons un
ope´rateur antiline´aire K de L2(Ω) dans lui-meˆme par
Ku = ψ u ,
pour u ∈ L2(Ω).
Pour toute fonction u ∈ C∞c (Ω), un calcul direct donne(−∆Xα ◦K −K ◦ (−∆Xα ))u = 2 (2iψA−∇ψ) · ∇u+ (2iψdiv(A)−∆ψ)u .
Or div(AXα ) = 0 dans ΩX. Comme nous avons fait l’hypothe`se que 2αi ∈ Z pour tout 1 ≤ i ≤ N ,
il existe une fonction de jauge ψ de´finie sur ΩX telle que
−iψ∇ψ = 2AXα .
Dans la suite, fixons une telle fonction de jauge et notons KX l’ope´rateur K associe´.
De´finition 0.4.2. Une fonction u ∈ L2(Ω) est dite KX-re´elle lorsque KXu = u .
Les calculs pre´ce´dents montrent que les ope´rateurs −∆Xα et KX commutent. Ainsi, −∆Xα
pre´serve les fonctions propres KX-re´elles On peut donc choisir pour −∆Xα une base de fonctions
propres KX-re´elles.
Le choix de la fonction de jauge introduit une ambigu¨ıte´ dans la de´finition des fonctions KX-
re´elles. Supposons ne´anmoins que ϕ est une autre fonction dans C∞(ΩX) telle que |ϕ| = 1 et
−iϕ∇ϕ = 2AXα . Alors
∇
(
ϕ
ψ
)
=
ψ∇ϕ− ϕ∇ψ
ψ2
=
ϕ
ψ
(∇ϕ
ϕ
− ∇ψ
ψ
)
= 0 .
L’ouvert ΩX e´tant connexe, nous en de´duisons qu’il existe ω ∈ C tel que ϕ = ωψ (et nous avons
en fait |ω| = 1). Soit ρ tel que ρ2 = ω . Notons K ′Xu = ϕu . Si la fonction u ve´rifie K ′Xu = u si,
et seulement si, KX(ρ
−1u) = ρ−1u. La notion de fonction KX-re´elle est donc bien de´finie a` une
constante multiplicative de module 1 pre`s.
Structure des lignes nodales
Supposons que αi ∈ Z + 1/2 pour tout 1 ≤ i ≤ N . Dans ce paragraphe, u est une fonction
propre KX-re´elle de −∆Xα .
Remarquons que N (u) peut contenir des points Xi avec 1 ≤ i ≤ N et des points de ∂Ω .
Rappelons d’abord que loin des poˆles, N (u) ressemble localement a` l’ensemble nodal d’une fonction
propre re´elle du laplacien.
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Proposition 0.4.4. Si x ∈ ΩX∩N (u) , il existe un entier d ≥ 2 , un polynoˆme homoge`ne de degre´
d harmonique et re´el Hd et un nombre complexe ω avec |ω| = 1 tel que
u(x+ ξ) = ωHd(ξ) +O
(|ξ|d+1) .
De´monstration. Soit ψ la fonction de jauge associe´e a` l’ope´rateur de conjugaison KX. La fonction
propre u a e´te´ choisie telle que Ku = u, c’est a` dire ψu = u, sur ΩX. Pour r > 0 assez petit, il
existe une fonction C∞ de´finie sur B(x, r) telle que ϕ2 = ψ sur B(x, r). Fixons r et ϕ. Alors la
fonction v = ϕu, de´finie sur B(x, r) est re´elle. De plus, comme
∇ϕ = −AXα
sur B(x, r), nous avons
(∆ + λk(X,α))v = 0 ,
au sens des distributions.
D’apre`s la proposition 0.2.3, il existe un entier d ≥ 2 et un polynoˆme homoge`ne de degre´ d
harmonique et re´el tel que
v(x+ ξ) = Hd(ξ) +O
(|ξ|d+1) .
Nous obtenons le re´sultat voulu en posant ω = ϕ(x) .
Nous allons maintenant rappeler sans de´monstration un the´ore`me sur l’allure locale de N (u)
au voisinage d’un poˆle Xi ∈ Ω . Il est de´montre´ dans l’article [3].
The´ore`me 0.4.2. Soit (r, θ) des coordonne´es polaires locales au voisinage de x, telle que r(x) = 0 .
Il existe un entier d ≥ 0, A ∈ C \ {0} et θ0 ∈ R tels que
u(y) = Ard+1/2eiθ cos ((d+ 1/2)(θ − θ0)) +O
(
rd+1
)
.
Nous en de´duisons un re´sultat qui donne la description des lignes nodales au voisinage d’un
poˆle Xi ∈ Ω.
Proposition 0.4.5. En reprenant les notations du the´ore`me 0.4.2, il existe des coordonne´es locales
(ρ, ϕ) au voisinage de Xi telles que ρ(y) ∼ r(y) et ϕ(y) ∼ θ(y) lorsque y tend vers Xi et
u(y) = Aρd+1/2eiϕ cos ((d+ 1/2)(ϕ− θ0)) .
Ainsi l’ensemble nodal de u au voisinage de Xi consiste en 2d + 1 demi-courbes re´gulie`res qui
se rencontrent en Xi en formant des angles e´gaux.
Les re´sultats pre´ce´dents donnent une description locale de l’ensemble N (u). Nous allons main-
tenant en e´noncer une proprie´te´ topologique globale.
Proposition 0.4.6. Soit γ un lacet re´gulier contenu dans ΩX . Supposons que γ est en position
ge´ne´rale par rapport a` N (u) , c’est a` dire qu’il ne coupe N (u) que transversalement sur des portions
de courbe re´gulie`re. Notons n(γ) le nombre (fini) d’intersections de γ avec N (u). Alors l’entier n(γ)
est pair si
1
2pi
∫
γ
AXα ds ∈ Z ,
et impair si
1
2pi
∫
γ
AXα ds ∈ Z+ 1/2 .
Remarquons que cette proprie´te´ globale est en cohe´rence avec le fait, visible dans la proposi-
tion 0.4.5, qu’un nombre impair de lignes nodales se rencontrent en un poˆle.
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0.4.3 Interpre´tation ge´ome´trique
Reveˆtement a` deux feuillets
Dans le cas ou` αi ∈ Z + 1/2 pour tout 1 ≤ i ≤ N , il est possible d’adopter une vision plus
ge´ome´trique de l’ope´rateur −∆Xα . La famille X e´tant donne´e, nous lui associons un reveˆtement
riemannien a` deux feuillets de l’ouvert ΩX (conside´re´ comme un varie´te´ riemannienne a` bord). Les
valeurs propres de l’ope´rateur de Laplace-Beltrami (avec condition de Dirichlet) sur ce reveˆtement
se re´partissent alors naturellement en deux familles, dont l’une est constitue´e des valeurs propres
de l’ope´rateur −∆DΩ et l’autre des valeurs propres de l’ope´rateur −∆Xα .
Indiquons d’abord comment construire le reveˆtement a` deux feuillets. Nous suivons la construc-
tion indique´e dans [27]. Notons Ω∞X le reveˆtement universel de ΩX, et Π
∞
X : Ω
∞
X → ΩX la projection
canonique. De´finissons sur Ω∞X la structure riemannienne obtenue par image re´ciproque de celle
induite par la me´trique euclidienne sur ΩX. Deux points x1 et x2 de Ω
∞
X sont dits e´quivalents, ce
que nous notons x1Rx2 , lorsque
Π∞X (x1) = Π
∞
X (x2) ,
et pour tout lacet γ reliant x1 et x2 dans Ω
∞
X ,
1
2pi
∫
Π∞X ◦γ
AXα (s) · ds ∈ Z .
Remarquons que, puisque curl AXα = 0 et Ω
∞
X est simplement connexe, la quantite´
1
2pi
∫
Π∞X ◦γ
AXα (s) · ds
ne de´pend pas du choix de γ .
Pour tout x ∈ ΩX, la relation d’e´quivalence R de´coupe (Π∞X )−1(x) en deux classes. Le quotient
Ω˜X de Ω
∞
X parR, muni de la structure riemannienne canonique, est donc un reveˆtement riemannien
a` deux feuillets de ΩX. Notons Π : Ω˜X → ΩX la projection canonique.
De´finissons enfin une syme´trie de la varie´te´ Ω˜X. Pour tout x ∈ Ω˜X, posons δ(x) = y, avec
Π∞X (x) = y et x 6= y. De fac¸on intuitive, l’application δ fait passer d’un feuillet du reveˆtement
a` l’autre. Nous avons bien suˆr δ2 = Id. Une fonction u de Ω˜X dans C est dite syme´trique (resp.
antisyme´trique) lorsque u ◦ δ = u (resp. u ◦ δ = −u) . Si nous notons S (resp. A) l’ensemble des
fonctions de L2(Ω˜X) syme´triques (resp. antisyme´triques), nous avons la de´composition orthogonale
L2(Ω˜X) = S ⊕A .
La figure 2 qui suit donne une repre´sentation du reveˆtement dans le cas d’un seul poˆle.
Valeurs propres syme´triques et antisyme´triques
Notons −∆˜ l’ope´rateur de Laplace-Beltrami avec conditions de Dirichlet sur Ω˜X . L’ope´rateur
−∆˜ pre´serve les fonctions syme´triques et antisyme´triques. Le spectre de −∆˜ est donc la re´union
des spectres des ope´rateurs −∆˜|S et −∆˜|A . Le spectre de −∆˜|S est e´gal au spectre de −∆DΩ . En
effet, a` chaque fonction u de´finie sur ΩX correspond une unique fonction u˜ de´finie sur Ω˜X telle que
u˜ = u ◦ Π , et vice-versa. En particulier, a` chaque fonction propre syme´trique de −∆˜ correspond
une fonction propre de −∆DΩ , et vice-versa.
Le spectre de −∆˜|A est e´gal au spectre de l’ope´rateur −∆Xα . Nous allons prouver ce re´sultat,
en obtenant au passage une interpre´tation ge´ome´trique de l’ope´rateur antiline´aire KX. Notons A˜
le champ de vecteur AXα ◦ Π, de´fini sur Ω˜X. La varie´te´ Ω˜X e´tant simplement connexe, il existe
une fonction de jauge ϕ˜ de´finie sur Ω˜X telle que −iϕ˜−1∇ϕ˜ . Remarquons que par construction du
reveˆtement Ω˜X, la fonction ϕ˜ est antisyme´trique.
De´finissons l’ope´rateur line´aire R : L2(Ω˜X)→ A par
Ru =
1√
2
ϕ˜−1u˜ ,
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Figure 2 – Reveˆtement a` deux feuillets.
ou` u˜ = u ◦Π .
Nous pouvons ve´rifier directement que R est bijectif, unitaire, que R(C∞c (ΩX)) = C
∞
c (Ω˜X) et que
pour tout u ∈ C∞c (ΩX) , −∆˜ ◦Ru = R ◦ (−∆)u .
La proposition 0.4.2 implique alors que les ope´rateurs −∆Xα et −∆˜|A sont conjugue´s par l’ope´rateur
unitaire R . Il est naturel, lors de l’e´tude de −∆˜|A , de se restreindre a` des fonctions antisyme´triques
re´elles. Ces fonctions sont caracte´rise´es par la proprie´te´ Γu = u, avec Γ l’ope´rateur de conjugaison
complexe. L’image re´ciproque de l’ensemble des fonctions syme´triques re´elles par R est l’ensemble
des fonctions invariantes par l’ope´rateur antiline´aire R−1 ◦ Γ ◦R .
De´terminons ce dernier ope´rateur. La fonction ϕ˜2 , de´finie sur Ω˜X, est syme´trique. Il existe donc
une unique fonction ψ de´finie sur ΩX , telle que ϕ˜
2 = ψ ◦ Π . Alors, ψ ∈ C∞(ΩX), |ψ| = 1 et
−iψ−1∇ψ = 2AXα . De plus, pour tout u ∈ L2(ΩX) , R ◦ Γu = 1/
√
2ϕ˜−1Γu˜ = Rv avec v = ψu .
Ainsi R−1 ◦ Γ ◦ Ru = ψΓu . Nous retrouvons l’ope´rateur KX construit a` partir de la fonction de
jauge ψ . Notons que l’ambigu¨ıte´ que nous avons mise en e´vidence dans la de´finition de KX apparaˆıt
aussi dans la de´finition de R, qui repose sur le choix de la fonction de jauge ϕ˜ .
Remarque 0.4.2. Les travaux de Luc Hillairet et de ses collaborateurs (voir [35]) contiennent un
point de vue e´quivalent avec le formalisme d’une varie´te´ a` points coniques.
0.4.4 Caracte´risation magne´tique des partitions minimales
L’article [31] montre que toute partition minimale est une partition nodale associe´e a` un certain
ope´rateur d’Aharonov-Bohm. Le principal re´sultat de cet article peut eˆtre re´sume´ dans le the´ore`me
suivant.
The´ore`me 0.4.3. Supposons que l’ouvert Ω est diffe´omorphe a` un disque perce´ d’un nombre fini
de trous. Supposons que D = {D1, . . . , Dk} est une k-partition minimale de Ω. Il existe un nombre
fini de points X1, . . . , XN de R2 tels que D est la partition nodale d’une fonction propre KX-re´elle
u de l’ope´rateur −∆Xα , avec
X = {X1 . . . , XN}
et
α = (1/2, . . . , 1/2) .
De plus, la fonction propre u est associe´e a` la valeur propre λk(X,α).
Ce re´sultat signifie que toute partition minimale d’un ouvert du plan est nodale, a` condition
de rajouter suffisamment de poˆles avec un flux normalise´ e´gal a` 1/2. La proposition 0.4.5 montre
que nous devons rajouter un poˆle a` l’emplacement de chaque point singulier inte´rieur x de D pour
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lequel ν(x) est impair. La proposition 0.4.6 montre que nous devons ajouter un poˆle dans chaque
composante connexe U (chaque trou de Ω) de R2 \ Ω telle que l’entier∑
y∈Sb∩∂U
ρ(y)
est impair (c’est a` dire telle qu’un nombre impair de courbes du bord de la partition touchent ∂U).
L’article [31] montre que ces conditions ne´cessaires sont en fait suffisantes.
0.5 Exemples de partitions minimales
0.5.1 Ge´ne´ralite´s
Nous pre´sentons dans cette section les re´sultats obtenus dans la de´termination de partitions min-
imales pour certains ouverts borne´s et varie´te´s riemanniennes de dimension 2. Avant de pre´senter
une liste d’exemples, conside´rons de manie`re ge´ne´rale les me´thodes qui ont e´te´ employe´es. La
premie`re me´thode consiste a` de´terminer les ensembles nodaux de fonctions propres Courant-strictes.
Ce sont des partitions minimales d’apre`s la proposition 0.3.1. Ceci limite l’e´tude a` des ouverts ou des
varie´te´s tre`s syme´triques, sur lesquelles l’e´quation aux valeurs propres se re´duit a` deux e´quations
diffe´rentielles par se´paration des variables. Il faut toutefois faire attention aux valeurs propres
de multiplicite´ ≥ 2. Les domaines rectangulaires sont l’exemple le plus simple de cette situation.
Nous pouvons aussi traiter le cas d’un disque. Dans les cas ou` les k-partitions minimales ne sont
pas nodales, il est parfois possible de les e´crire comme projections d’une partition nodale sur un
reveˆtement riemannien d’ordre fini Mˆ de M . Il faut alors combiner des arguments topologiques afin
de de´terminer la forme des rele`vements sur Mˆ des k-partitions minimales sur M , et l’application
de la proposition 0.3.1 sur Mˆ ou des versions plus raffine´es (fonctions propres Courant-strictes
avec syme´trie). Cette me´thode a e´te´ applique´e avec succe`s par B. Helffer, T. Hoffmann-Ostenhof
et S. Terracini pour de´terminer les 3-partitions minimales de la sphe`re S2 et par B. Helffer et
T. Hoffmann-Ostenhof pour de´terminer les k-partitions minimales d’un tore plat suffisamment fin.
0.5.2 Rectangles
Supposons que M est l’ouvert de R2 de´fini par R(a, b) =]0, a[×]0, b[ , avec 0 < b ≤ a . Posons,
pour m, n ∈ N∗ ,
um,n(x, y) = sin
(mpix
a
)
sin
(npiy
b
)
et
λm,n(a, b) = pi
2
(
m2
a2
+
n2
b2
)
.
Alors um,n est une fonction propre associe´e a` la valeur propre λm,n(a, b).
De plus, la famille (umn,)(m,n)∈N∗×N∗ est une base hilbertienne de R(a, b). Le spectre de R(a, b)
est donc l’ensemble {λm,n(a, b), (m,n) ∈ N∗ × N∗}.
Pour chaque (m,n) ∈ N∗×N∗, la multiplicite´ de λm,n(a, b) est le nombre de couples (r, s) ∈ N∗×N∗
tel que
m2
a2
+
n2
b2
=
r2
a2
+
s2
b2
.
Notons en particulier que si le rapport b/a est irrationnel, toutes les valeurs propres sont simples.
Le the´ore`me 0.3.1 permet de de´terminer les partitions minimales pour tout rectangle suffisamment
fin.
De´finition 0.5.1. Pour 0 < b ≤ a et un entier k ≥ 2, de´finissons la k-partition Dk(a, b) =
{D1, . . . Dk} par
Di =
]
i− 1
k
a,
i
k
a
[
×]0, b[ ,
pour 1 ≤ i ≤ k .
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Remarquons que Dk(a, b) est la partition nodale associe´e a` la fonction propre
uk,1(x, y) = sin
(
kpix
a
)
sin
(piy
b
)
.
Proposition 0.5.1. La k-partition Dk(a, b) de R(a, b) est minimale si, et seulement si,
b
a
≤
√
3
k2 − 1 ,
et alors
Lk(R(a, b)) = pi2
(
k2
a2
+
1
b2
)
.
Si de plus
b
a
<
√
3
k2 − 1 ,
Dk(a, b) est l’unique k-partition minimale de R(a, b) .
De´monstration. Si b/a ≤√3/(k2 − 1), alors λk,1(a, b) ≤ λ2,1(a, b) .
Nous en de´duisons que
λk,1(a, b) = λk(R(a, b)) .
La fonction propre uk,1 est donc Courant-stricte, et la partition Dk(a, b) est nodale par la propo-
sition 0.3.1.
Si de plus b/a <
√
3/(k2 − 1), la valeur propre λk,1(a, b) = λk(R(a, b)) est simple. Selon le
the´ore`me 0.3.4 , toute partition minimale est la partition nodale d’une fonction propre associe´e a`
λk(R(a, b)). Toute partition minimale est donc e´gale a` Dk(a, b) .
Le the´ore`me 0.3.4 nous dit aussi que la partition nodale du carre´ C = R(1, 1) associe´e a la
fonction propre
u2,2 = sin(2pix) sin(2piy)
est minimale, et donc que
L4(C) = 8pi2 .
En revanche, la partition D3(1, 1) n’est pas une 3-partition minimale de C, ce qui implique
L3(C) < 10pi2 .
Remarquons que cette dernie`re majoration est loin d’eˆtre optimale. D’apre`s la proposition 0.1.2,
L3(C) < L4(C) = 8pi2 .
Il est conjecture´ dans [7] que les 3-partitions minimales de C sont les partitions nodales associe´es
a` la troisie`me valeur propre de l’ope´rateur d’Aharonov-Bohm avec un poˆle X = (1/2, 1/2), situe´
au centre, de flux 1/2 . La valeur propre associe´e λ3(X, 1/2) a e´te´ e´value´e nume´riquement a` l’aide
de la me´thode des e´le´ments finis par Virginie Bonnaillie-Noe¨l (voir e´galement les premiers calculs
dans [8]). Nous conjecturons donc
L3(C) = λ3(X, 1/2) ' 33.534 .
0.5.3 Disque
La situation dans le cas du disque est analogue a` celle du carre´. Notons B le disque ouvert dans
R2 de centre 0 et de rayon 1 . Les calculs de valeurs propres et de fonctions propres sont possibles
par se´paration des variables en coordonne´es polaires, et utilisent des fonctions de Bessel (voir par
exemple [1, 40, 20]). Nous utiliserons la notation standard suivante :
Pour tout ν > 0 et tout entier m ≥ 1 , jν,m de´signe le m-ie`me ze´ro strictement positif de la fonction
de Bessel de premie`re espe`ce Jν .
Nous de´duisons de ces calculs et du the´ore`me 0.3.4 que la partition du disque en deux demi-disques
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est minimale, avec L2(B) = j1,1 . Nous en de´duisons aussi que la partition du disque en 4 secteurs
angulaires e´gaux est minimale et que L4(B) = j2,1 .
Il est conjecture´ dans [32] que la partition de B en 3 secteurs angulaires e´gaux est minimale. Cette
partition est aussi la partition nodale associe´e a` la 3-ie`me valeur propre de l’ope´rateur d’Aharonov-
Bohm ayant un poˆle en 0 avec un flux 1/2 . Il est encore possible de calculer les valeurs propres et
les fonctions propres de cet ope´rateur par se´paration de variables en coordonne´es polaires, a` l’aide
des fonctions de Bessel. Nous conjecturons ainsi L3(D) = j3/2,1 .
(a) 2-partition minimale
(Λ2 = j1,1 ' 3.831706).
(b) 3-partition candidate
(Λ3 = j3/2,1 ' 4.493406).
(c) 4-partition minimale
(Λ4 = j2,1 ' 5.135622).
Figure 3 – Partitions du disque unite´.
0.5.4 Tores
Supposons que M est le tore (R/aZ)× (R/bZ) , avec 0 < b ≤ a . Dans la suite, nous notons ce
tore T (a, b) pour abre´ger. Il existe une projection canonique de Z2 sur T (a, b), que nous noterons
Π. Pour tous p, q ∈ N∗ × N∗, il existe une projection canonique de T (pa, qb) sur T (a, b), que nous
noterons Πp,q. Les valeurs propres de l’ope´rateur de Laplace-Beltrami se calculent par se´paration
des variables. Elles sont de la forme
λm,n(a, b) = 4pi
2
(
m2
a2
+
n2
b2
)
,
avec m, n ∈ N∗ .
Il existe une famille canonique de fonctions propres dont la re´union est une base hilbertienne.
Si m = n = 0, (x, y) 7→ 1 .
Si m > 0 et n = 0 ,
• (x, y) 7→ cos ( 2mpixa ) ,
• (x, y) 7→ sin ( 2mpixa ) .
Si m = 0 et n > 0 ,
• (x, y) 7→ cos ( 2npiyb ) ,
• (x, y) 7→ sin ( 2npiyb ) .
Enfin, si m > 0 et n > 0 ,
• (x, y) 7→ cos ( 2mpixa ) cos ( 2npiyb ) ,
• (x, y) 7→ cos ( 2mpixa ) sin ( 2npiyb ) ,
• (x, y) 7→ sin ( 2mpixa ) cos ( 2npiyb ) ,
• (x, y) 7→ sin ( 2mpixa ) sin ( 2npiyb ) .
La multiplicite´ de la valeur propre λm,n(a, b) de´pend de a , b , m et n . En particulier, si le rapport
b/a est irrationnel, λm,n(a, b) est de multiplicite´ 1 si m = n = 0 , de multiplicite´ 2 si m = 0 et
n > 0 ou bien m > 0 et n = 0 et de multiplicite´ 4 si m > 0 et n > 0 .
Ici encore, la connaissance des valeurs propres et des fonctions propres permet de de´terminer
certaines partitions minimales a` l’aide du the´ore`me 0.3.4. Notons que le tore est invariant par le
groupe des translations τα,β(x, y) 7→ (x + α, y + β) , qui commutent avec l’ope´rateur de Laplace-
Beltrami. Toute k-partition donne donc naissance a` une famille de k-partitions de meˆme e´nergie
lorsqu’on lui applique ce groupe.
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De´finition 0.5.2. Pour k ≥ 2 , de´finissons la k-partition Dk(a, b) = {D1, . . . , Dk} de T (a, b) par
Di = Π
(]
i− 1
k
a,
i
k
a
[
×]0, b[
)
,
pour 1 ≤ i ≤ k .
Nous avons
Λk(Dk(a, b)) = k
2pi2
a2
.
L’application directe du the´ore`me 0.3.4 donne le re´sultat suivant.
The´ore`me 0.5.1. Si k est un entier pair, la partition Dk(a, b) est minimale si, et seulement si,
b
a
≤ 2
k
.
Nous avons alors
Lk(T (a, b)) =
k2pi2
a2
.
Remarquons que si k est pair et que b/a < 2/k , toute k-partition minimale de T (a, b) est de
la forme τα,0 (Dk(a, b)) avec α ∈ R . En effet, si b/a ≤ 2/k , le the´ore`me 0.3.1 nous dit que toute
partition est la partition nodale d’une fonction propre associe´e a` la valeur propre k2pi2/a2 . Si de
plus b/a < 2/k , cette valeur propre est de multiplicite´ 2 , et son espace propre est engendre´ par les
fonctions
• (x, y) 7→ cos (kpixa ) ,
• (x, y) 7→ sin (kpixa ) .
Lorsque l’entier k est impair, la partition Dk(a, b) n’est pas bipartie et donc pas nodale, bien
que son bord ne contienne aucun point critique. B. Helffer et T. Hoffman-Ostenhof ont montre´
dans [30] le re´sultat suivant.
The´ore`me 0.5.2. Si k est un entier impair et si
b
a
<
1
k
,
la partition Dk(a, b) est minimale. Nous avons alors
Lk(T (a, b)) =
k2pi2
a2
.
De´monstration. Nous ne donnons pas le de´tail de l’argument contenu dans [30], mais nous en
pre´sentons les grandes lignes afin d’illustrer les me´thodes de´crites de fac¸on ge´ne´rale dans la sous-
section 0.5.1. La premie`re e´tape consiste a` montrer que si D = {D1, . . . , Dk} est une k-partition
dont l’un des domaines Di0 est home´omorphe a` un disque, Λ(D) ≥ pi2/b2 . Les auteurs appliquent
pour cela une syme´trisation de Steiner au domaine Π−1(Di0) contenu dans R2 et en de´duisent que
λ1(Di0) ≥ pi2/b2 . Dans une deuxie`me e´tape, ils conside`rent D∗, k-partition minimale de T (a, b).
Selon l’e´tape pre´ce´dente, aucun des domaines de D∗ n’est home´omorphe a` un disque si b/a < 1/k .
Les auteurs montrent alors, en appliquant la formule d’Euler (0.2.6), que N (D∗) ne contient aucun
point singulier. Une analyse topologique que nous ne de´taillons pas montre que D∗ se rele`ve en une
2k-partition Dˆ∗ de T (2a, 2b) , telle que Λ2k(Dˆ∗) = Λk(D∗) .
Le cas pair implique que
Λ2k(Dˆ∗) ≥ k2pi2/2 .
Ainsi, Dk(a, b) est minimale si b/a < 1/k .
On discutera l’optimalite´ de ce re´sultat dans le chapitre 4 .
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Figure 4 – 3-partition minimale de S2.
0.5.5 Sphe`re
Les valeurs propres de l’ope´rateur de Laplace-Beltrami sur la sphe`re unite´ S2 de dimension 2
se calculent en utilisant les coordonne´es sphe´riques. D’apre`s le the´ore`me 0.3.4, les 2-partitions
minimales de la sphe`re sont les partitions en deux he´misphe`res. Nous avons donc
L2(S2) = λ2(S2) = 2 .
En fait ces partitions sont e´galement les partitions 1-minimales, ce qui implique
L2,1(S2) = 2 .
Ce dernier re´sultat est duˆ a` Friedland-Hayman-Bishop (voir les re´fe´rences dans [26]).
B. Helffer, T. Hoffmann-Ostenhof et S. Terracini ont de´termine´ dans [33] la 3-partition minimale
de la sphe`re S2. C’est, a` rotation pre`s, la partition en Y constitue´e de trois domaines, chacun
de´limite´ par deux me´ridiens de S2 d’e´cart angulaire 2pi/3. Elle est repre´sente´e sur la figure 4. Ainsi,
L3(S2) = 15/4 .
Bishop a aussi conjecture´ que L3,1(S2) = 15/4 mais ce proble`me est a` notre connaissance ouvert.
0.6 E´tude nume´rique
E´tant donne´ la difficulte´ the´orique du proble`me de de´termination des partitions minimales, il
est naturel d’avoir recours a` des me´thodes nume´riques, a` la fois dans un but de confirmation des
hypothe`ses et dans un but d’exploration. Cette recherche nume´rique est l’objet d’une partie de
cette the`se. La pre´sente section rappelle des e´tudes ante´rieures dont nous allons nous inspirer.
0.6.1 Approches spectrales
Nous allons tout d’abord e´tudier les me´thodes qui rame`nent le proble`me de partition minimale
a` un proble`me spectral. Nous les appliquerons a` la recherche des 3-partitions minimales d’un ouvert
simplement connexe du plan. Nous avons besoin pour cela de connaˆıtre les diffe´rentes topologies
possibles pour une 3-partition re´gulie`re.
Topologies des 3-partitions
Soit Ω un ouvert du plan que nous supposerons dans la suite simplement connexe. Nous nous
inte´ressons au proble`me de de´terminer les 3-partitions minimales de Ω.
Conside´rons une 3-partition minimale D = {D1, D2D3} , et cherchons a` de´terminer sa topologie.
Pour ce faire, nous posons une hypothe`se supple´mentaire de ge´ne´ricite´ : pour tout point singulier
inte´rieur x, ν(x) = 3 , et pour tout point singulier au bord y, ρ(y) = 1. Appliquons maintenant la
formule (0.2.3) a` ce proble`me. Dans le cas pre´sent, b0 = 1 , donc 1 − b0 + b1 = b1 . L’entier b1 ne
peut prendre que les valeurs 1, 2 ou 3.
Dans le cas b1 = 3, il n’existe ni point singulier inte´rieur ni point singulier au bord. L’ensemble
N (D) est donc constitue´ de courbes re´gulie`res simples, ferme´es et disjointes contenues dans Ω.
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Comme la partition a trois domaines, seules deux configurations topologiques sont possibles (voir
figures 5(a) et 5(b) 3). Ces deux partitions sont bipartites.
Conside´rons maintenant le cas b1 = 2 . L’ensemble N (D) contient alors deux points singuliers,
et nous pouvons de´composer l’e´tude en trois cas.
i. Il y a deux points singuliers au bord et pas de point singulier inte´rieur. Le seul type topologique
possible est alors repre´sente´ sur la figure 5(c). C’est une partition bipartie.
ii. Les 3-partitions avec un point singulier au bord et un point singulier inte´rieur n’existent pas.
iii. Il n’y a aucun point singulier au bord et deux points singuliers inte´rieurs. Le seul type
topologique possible tel que la 3-partition soit parcimonieuse est repre´sente´ sur la figure 5(d).
Conside´rons enfin le cas b1 = 1. L’ensemble N (D) contient alors quatre points singuliers. Remar-
quons que puisque ∂Ω ∪ N (D) est connexe, il existe au moins un point singulier au bord. Il en
existe en fait au moins deux, car sinon la partition ne serait pas parcimonieuse. Nous pouvons donc
de´composer l’e´tude en trois cas.
i. Il y a deux points singuliers au bord et deux points singuliers inte´rieurs. L’unique type
topologique possible est repre´sente´ sur la figure 5(e).
ii. Il y a trois points singuliers au bord et un point singulier inte´rieur. L’unique type topologique
possible est repre´sente´ sur la figure 5(f).
iii. Il y a quatre points singuliers au bord et aucun point singulier inte´rieur. L’unique type
topologique possible est repre´sente´ sur la figure 5(g). La partition correspondante est bipartie.
D2
D1
D3
•a b•
(a) Pas de point singulier.
D1
D2
D3
•a b•
(b) Pas de point singulier.
D1
D2
D3
•a b•
(c) Deux points singuliers
au bord.
D3 D2
D1
•a b••x0 x1•
(d) Deux points singuliers
inte´rieurs.
D1
D3
D2
•a b•
x0
•
x1
•
(e) Deux points sin-
guliers inte´rieurs et deux
au bord.
D3
D2
D1
•a b•x0•
(f) Un point singulier
inte´rieurs et trois au
bord.
D3
D1
D2
•a b•
(g) Quatre points sin-
guliers au bord.
Figure 5 – Types topologiques de 3-partitions.
Graˆce au the´ore`me 0.3.4, nous savons que les partitions minimales sont bipartites si, et seulement
si, elle sont nodales. Nous retenons donc trois types topologiques possibles, repre´sente´s sur les figures
5(d), 5(e) et 5(f), pour une 3-partition minimale non-nodale. Ce sont a` ces partitions non-nodales
que nous allons maintenant nous inte´resser.
3. Nous remercions l’auteur de la figure 5, G. Vial, de nous avoir aimablement autorise´ a` la reproduire ici.
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0.6.2 Recherche de 3-partitions minimales syme´triques
Supposons maintenant que l’ouvert Ω dont nous recherchons une 3-partition minimale posse`de
un axe de syme´trie d. Il est alors naturel de commencer par restreindre l’e´tude aux partitions
syme´triques. Cette de´marche a e´te´ applique´e au rectangle et au disque par V. Bonnaillie-Noe¨l, B.
Helffer, T. Hoffmann-Ostenhof et Gre´gory Vial dans les articles [7, 8].
Supposons que D = {D1, D2, D3} est une 3-partition minimale qui, de plus, est syme´trique. En
partant des trois types topologiques que nous avons retenus, nous obtenons six configurations
possibles, repre´sente´es sur la figure 6 dans le cas ou Ω est un secteur (cet exemple fait l’objet du
troisie`me chapitre). Nous faisons l’hypothe`se supple´mentaire que la partition minimale est de la
forme (f1) ou (f2), c’est a` dire qu’elle n’a qu’un seul point singulier inte´rieur.
(d1) (e1) (f1)
O M
X0 X1• •• •
O M
X0 X1• •• •
O M
X0• ••
(d2) (e2) (f2)
O M
X0
X1
• •
•
•
O M
X0
X1
• •
•
•
O M
X0• ••
Figure 6 – Diffe´rents types de 3-partitions syme´triques non-bipartite.
Choisissons des coordonne´es telles que l’axe de syme´trie d ait pour e´quation y = 0 . Nous posons
alors Ωh = Ω∩{y > 0} , Γh = ∂Ω∩{y > 0} et Ω∩{y = 0} = [O,M ]. Nous utilisons ici les notations
[O,M ] = {(1− t)O + tM ; t ∈ [O,M ]} ,
]O,M [ = {(1− t)O + tM ; t ∈]O,M [} .
Pour tout X ∈ [O,M ], de´finissons sur Ωh deux proble`mes aux valeurs propres avec conditions au
bord mixtes :
Neumann-Dirichlet Dirichlet-Neumann
(ND)

−∆u = λu dans Ωh ,
∂nu = 0 sur ]O,X[ ,
u = 0 sur Γh∪]X,M [ ,
(DN)

−∆u = λu dans Ωh ,
u = 0 sur Γh∪]O,X[ ,
∂nu = 0 sur ]X,M [ .
Notons (λNDk (X)) et (λ
DN
k (X)) les suites de valeurs propres correspondantes, range´es par ordre
croissant et compte´es avec multiplicite´.
Pour chercher une partition minimale de Ω, les auteurs de [7, 8] calculent, en fonction du
parame`tre X, une fonction propre re´elle associe´e a` λND2 (X) et λ
DN
2 (X) . Ils syme´trisent ensuite
par rapport a` l’axe d la partition nodale de cette fonction propre (qui est une partition de Ωh) afin
d’obtenir une partition de Ω.
Pour bien comprendre ce dernier point, fixons notre attention sur le proble`me Neumann-
Dirichlet (ND). Les auteurs de [7, 8] constatent nume´riquement qu’une fonction propre uNDX as-
socie´e a` λND2 (X) a une ligne nodale qui relie Γh , la partie supe´rieure du bord de Ωh , au segment
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]O,M [ . Notons Y ND(X) ∈]O,M [ le point ou` cette ligne nodale rencontre ]O,M [. Nous devons
alors distinguer trois situations.
i. Si Y ND(X) ∈]X,M [, nous obtenons une 2-partitions de Ω apre`s syme´trisation de la partition
nodale de uNDX .
ii. Si Y ND(X) ∈]O,X[, nous obtenons bien une 3-partition de Ω apre`s syme´trisation de la par-
tition nodale de uX , mais cette partition n’est pas parcimonieuse : la portion de frontie`re
]Y ND(X), X] ne se´pare pas deux domaines diffe´rents. La partition obtenue ne peut donc eˆtre
minimale.
iii. Si Y ND(X) = X, nous obtenons une 3-partition de Ω apre`s syme´trisation. Cette partition est
re´gulie`re si les trois demi-courbes qui se rencontrent en X forment des angles e´gaux. Elle est
dans ce cas un candidat a` eˆtre une partition minimale.
Pour trouver un bon candidat a` eˆtre une partition minimale, les auteurs de [7, 8] font varier le
point X dans l’ensemble ]O,M [ . Ils calculent pour chaque X la ligne nodale de la fonction uNDX
par la me´thode des e´le´ments finis sur Ωh, et recherchent ainsi un point X0 tel que Y
ND(X0) = X0 .
Un tel point e´tant trouve´, la syme´trisation par rapport a` d de la partition nodale de uNDX0 est une
3-partition syme´trique de Ω , d’e´nergie λND2 (X0) , du type indique´ par (f2) sur la figure 6.
0.6.3 Exemples d’applications
Conside´rons le rectangle R(1, b), avec 0 < b ≤ 1 . Nous avons vu que lorsque b ≤ √3/8,
L3(R(1, b)) = pi2(9+1/b2) et la partition D3(1, b) (voir la de´finition 0.5.1) est minimale. La partition
D3(1, b) est meˆme l’unique partition minimale lorsque b <
√
3/8. Si en revanche b >
√
3/8 ,
les 3-partitions minimales de R(1, b) ne sont pas nodales. L’article [7] pre´sente un me´canisme
possible d’apparition d’une 3-partition minimale non-nodale. Plac¸ons-nous dans le cas b =
√
3/8 .
A` condition d’avoir trois domaines nodaux, toute partition nodale d’une fonction propre associe´e
a` λ3,1(1, b) est une 3-partition minimale. La valeur propre λ3,1(1, b) e´tant de multiplicite´ 2 , cela
engendre de nombreuses partitions minimales. Parmi celles-ci, il n’en existe que deux pour lesquelles
deux lignes nodales se rencontrent en un point du bord : celles associe´es aux fonctions propres
(x, y) 7→ sin (3pix) sin
(
pi
√
8
3
y
)
± sin (pix) sin
(
2pi
√
8
3
y
)
.
Lorsque b =
√
3/8 + ε , avec ε > 0 et proche de 0 , les auteurs de [7] recherchent une 3-partition
minimale non-nodale proche d’une de ces deux partitions nodales et obtenue par de´formation.
Un candidat naturel est une partition D dont la frontie`re N (D) ne contient qu’un seul point
singulier inte´rieur X , d’ordre 3 , situe´ pre`s du point d’ordre 2 dans l’ensemble nodal pre´ce´dent. En
supposant de plus que X est situe´ sur l’axe de syme´trie {y = 1/2} , nous retrouvons le cas e´tudie´ a`
la sous-section 0.6.2. L’article pre´sente alors une se´quence de de´formations plausible, constitue´e de
candidats a` eˆtre des 3-partitions minimales. Cette se´quence est repre´sente´e sur la figure 7 (apre`s
rotation du rectangle d’un quart de tour). Remarquons en particulier que pour b = 1, le point X0
est au centre du carre´. La partition obtenue a alors la meˆme e´nergie que le candidat pre´sente´ a` la
fin de la sous-section 0.5.2.
V. Bonnaillie-Noe¨l a effectue´ une e´tude nume´rique similaire sur l’exemple d’une ellipse de demi-
grand axe 1 et de demi-petit axe b, en prenant b comme parame`tre. Les re´sultats de cette e´tude sont
pre´sente´s sur la figure 8. La troisie`me fonction propre du laplacien de Dirichlet sur une ellipse tre`s
aplatie sur son grand axe semble eˆtre Courant-stricte. Plus pre´cise´ment, sa partition nodale paraˆıt
consister en trois domaines, de´limite´s par des lignes nodales presque perpendiculaires au grand axe,
et distribue´es syme´triquement par rapport au petit axe. Ceci sera explique´ par l’e´tude asymptotique
mene´e dans le premier chapitre. Si la 3-partition nodale associe´e a` la troisie`me fonction propre est
bien Courant-stricte, alors c’est une 3-partition minimale d’apre`s la proposition 0.3.3.
Lorsque le parame`tre b augmente, la troisie`me fonction propre n’est plus Courant-stricte. La
me´thode explique´e dans la sous-section 0.6.2 fourni alors une famille de candidats (syme´triques)
a` eˆtre des 3-partitions minimales. Cette famille de´bute encore avec des partitions ayant un point
triple proche du bord, puis ce point se de´place vers le centre au fur et a` mesure que b augmente.
Lorsque b = 1 (l’ellipse est alors un cercle), le point triple est au centre, et la partition obtenue est
celle dont nous avions conjecture´ qu’elle e´tait minimale dans la sous-section 0.6.2.
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(a) 3-partitions bipartites
(b) 3-partitions non-bipartites
Figure 7 – E´tude nume´rique de la 3-partition minimale d’un rectangle.
(a) 3-partitions bipartites
(b) 3-partitions non-bipartites
Figure 8 – E´tude nume´rique de la 3-partition minimale d’une ellipse.
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0.6.4 Me´thode du gradient
Principe de la me´thode
Dans la section pre´ce´dente, nous avons pre´sente´ une me´thode parame´trique pour la recherche
de partitions minimales ayant une topologie impose´e et e´ventuellement une syme´trie. Nous al-
lons maintenant exposer une me´thode ite´rative, introduite par Bourdin-Bucur-Oudet dans [13]
qui s’affranchit de ces hypothe`ses. Elle repose sur une strate´gie de relaxation du proble`me par
pe´nalisation, puis sur une me´thode du gradient projete´. Elle a e´te´ applique´e au cas p = 1 dans
[13], mais peut s’e´tendre a` 1 ≤ p <∞, ce qui sera fait dans les calculs mene´s au quatrie`me chapitre.
Exposons d’abord la me´thode de relaxation utilise´e dans [13]. Soit Ω un ouvert connexe, borne´
et re´gulier de R2 . Nous remplac¸ons les k-partitions de Ω par des k-uplets de fonctions mesurables
sur Ω, que nous interpre´terons finalement comme des fonctions indicatrices.
De´finition 0.6.1. L’ensemble des k-uplets admissibles est
Fk(M) = {F = (f1, . . . , fk) : fi : M → [0, 1] mesurable,
k∑
i=1
fi(x) = 1 p.p.} .
A` chacun de ces k-uplets, on associe une e´nergie qui de´pend d’une constante ε > 0 . Cette
e´nergie est calcule´e a` partir d’une version relaxe´e du proble`me aux valeurs propres.
De´finition 0.6.2. Soit f : Ω→ [0, 1] une fonction mesurable. On de´finit
λ1(f, ε) = inf
u∈H10 (M)\{0}
∫
Ω
(|∇u|2 + 1ε (1− f)u2) dx∫
Ω
u2 dx
.
Remarquons que λ1(f, ε) est la premie`re valeur propre de l’ope´rateur −∆ + ε−1(1− f), de´finie
au sens variationnel.
De´finition 0.6.3. Soit F = (f1, . . . , fk) ∈ Fk(M) . L’e´nergie de F est de´finie par
Mk,ε(F) = 1
k
k∑
i=1
λ1(fi, ε) .
De´finition 0.6.4. L’e´nergie optimale est
Mk,ε(Ω) = infF∈Fk(Ω)
Mk,ε(F) .
Le principe de la me´thode d’optimisation utilise´e dans [13] consiste a` fixer 0 < ε  1 et a`
calculer nume´riquement Mk,ε(Ω) ainsi qu’un k-uplet optimal associe´ F = (f1, . . . , fk) ∈ Fk(Ω) .
Une approximation des domaines d’une k-partition 1-minimale est alors donne´e par les supports
des fi, pour 1 ≤ i ≤ k . Cette me´thode repose sur le re´sultat de convergence suivant, prouve´ dans
[13].
Proposition 0.6.1. Pour tout entier k ≥ 2 , limε→0Mk,ε(Ω) = Lk,1(Ω) .
Imple´mentation et re´sultats
Afin de traiter nume´riquement le proble`me d’optimisation de la de´finition 0.6.4, les auteurs de
[13] en donnent une version discre´tise´e, sur laquelle ils proce`dent a` une optimisation. Ils remplacent
le laplacien qui intervient dans la de´finition 0.6.2 par son approximation discre`te, obtenue a` l’aide
de la me´thode des diffe´rences finies. Ils utilisent ensuite une me´thode de gradient projete´ afin de
minimiser la version discre`te de l’e´nergie de´finie en 0.6.3. Ceci est expose´ en plus grand de´tail dans
le quatrie`me chapitre. Dans l’article, le cas ou` Ω est le carre´ ]0, 1[2 avec condition de Dirichlet est
e´tudie´. Les auteurs traitent aussi le cas du tore (R/Z)2 , que nous pouvons voir comme le carre´
]0, 1[2 avec conditions aux bords pe´riodiques.
Bourdin, Bucur et Oudet ont ainsi utilise´ cette me´thode pour confirmer la conjecture hexag-
onale, sous la forme (0.3.2), lorsque Ω est un carre´. Pour un grand nombre de cellules (jusqu’a`
512), la partition optimale obtenue ressemble, a` l’inte´rieur du carre´, a` un pavage par des hexagones
re´guliers. La condition de Dirichlet introduit bien suˆr une distorsion de ce pavage pre`s du bord.
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0.7 Organisation de la the`se
0.7.1 E´tude asymptotique des ensembles nodaux pour des domaines
minces
Le premier chapitre de cette the`se s’inte´resse a` la question de trouver des ouverts pour lesquels
les k-partitions minimales (k e´tant un entier donne´) sont nodales. D’apre`s la proposition 0.3.3, la
partition nodale d’une fonction propre Courant-stricte est minimale. Comme nous l’avons vu, ce
re´sultat fournit des partitions minimales de domaines ou` valeurs propres et fonctions propres sont
calculables (disque, rectangles, tores, . . .). Le nombre de tels domaines est toutefois limite´.
Le cas du rectangle, e´tudie´ dans la sous-section 0.5.2, met en e´vidence un phe´nome`ne inte´ressant.
Si nous fixons un entier k ≥ 2 , les k-partitions minimales du rectangle R(a, b) sont nodales de`s que
le rapport b/a est assez petit. De fac¸on explicite, les k-partitions minimales sont nodales de`s que
b
a
≤
√
3
k2 − 1 .
Une k-partition minimale est toujours donne´e par les domaines nodaux de la fonction propre
uk,1(x, y) = sin
(
kpix
a
)
sin
(piy
b
)
.
C’est meˆme l’unique k-partition minimale lorsque b/a <
√
3/(k2 − 1) . Elle correspond a` la division
de R(a, b) en k bandes, limite´es par des lignes nodales verticales. Notons que les abscisses de ces
lignes nodales sont donne´es par les ze´ros de la fonction
ϕ(x) = sin
(
kpix
a
)
,
et que ϕ est une fonction propre de l’ope´rateur
− d
2
dx2
sur ]0, a[ ,
avec conditions de Dirichlet.
Nous pouvons alors nous demander si ce phe´nome`ne se produit aussi pour d’autres domaines,
pour lesquels des expressions explicites des valeurs propres et vecteurs propres ne sont pas accessi-
bles. Essayons de formuler le proble`me de fac¸on plus pre´cise. Supposons que Ω est un ouvert borne´
de R2, posse´dant un axe de syme´trie que nous identifierons a` l’axe Ox. Conside´rons la famille
d’ouvert Ωε , de´finis, pour ε > 0 , par
Ωε =
{
(x1, x2) ;
(
x1,
x2
ε
)
∈ Ω
}
.
Nous voulons e´tudier les fonctions propres et valeurs propres du laplacien de Dirichlet sur Ωε
lorsque ε tend vers 0, c’est a` dire lorsque les domaines s’aplatissent sur leur axe de syme´trie.
Plus spe´cifiquement, nous de´sirons montrer que, pour un entier k ≥ 1 donne´, la k-e`me valeur
propre devient simple, et la fonction propre correspondante a k domaines nodaux. Pour ce faire,
nous cherchons a` montrer qu’asymptotiquement, les domaines nodaux de la k-e`me fonction propre
sont se´pare´s par des courbes presque verticales. De plus, nous voulons montrer que les points
d’intersection de ces courbes avec l’axe Ox sont asymptotiquement de´termine´s par un proble`me
spectral de dimension 1 : ils sont proches des ze´ros d’une fonction propre pour un proble`me de
Sturm-Liouville sur Ox.
Nous allons montrer un re´sultat de cette nature dans le premier chapitre, en faisant certaines
hypothe`ses sur l’ouvert Ω . Donnons en maintenant une formulation pre´cise.
Soient a et b des nombres re´els strictement positifs et h une fonction de classe C∞ de ]− a, b[
dans R. Supposons que h(t) > 0 pour tout t ∈]− a, b[ , et que 0 est pour h un point de maximum
strict non de´ge´ne´re´. Pour tout ε > 0 , de´finissons le domaine ouvert Ωε de R2 par
Ωε =
{
(x1, x2) ∈ R2 ; −a < x1 < b et − εh(x1) < x2 < εh(x1)
}
.
Nous posons, pour alle´ger les notations, λk(ε) = λk(Ωε) .
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The´ore`me 0.7.1. Pour tout entier k ≥ 1 , il existe εk > 0 tel que, si 0 < ε ≤ εk , les valeurs propres
λ`(ε) pour ` = 1, . . . , k sont distinctes, et les fonctions propres associe´es sont toutes Courant-
strictes.
Notons que les hypothe`ses autorisent h(−a) = 0 , ou h(b) = 0 . Le cas d’une famille d’ellipses
s’aplatissant sur leur grand axe est donc contenu dans le the´ore`me 0.7.1 : il suffit de choisir a = b = 1
et h(t) =
√
1− t2 .
Afin de prouver le the´ore`me 0.7.1, nous calculons des de´veloppements asymptotiques des valeurs
propres et fonctions propres du laplacien de Dirichlet sur le domaine Ωε , lorsque ε tend vers 0 .
Nous donnons une preuve de ces de´veloppements par souci de comple´tude, mais ils ont de´ja` e´te´
de´montre´s ante´rieurement. Les premiers termes ont e´te´ obtenus par L. Friedlander et M. Solomyak
dans l’article [23], et des de´veloppements a` tout ordre par D. Borisov et P. Freitas. Ces auteurs
ont e´tudie´ le cas des domaines plan dans [11], celui des domaines de Rd (d ≥ 1) dans [12]. Notre
de´monstration est partiellement diffe´rente de celle de ces articles, et utilise l’approximation semi-
classique applique´e aux ope´rateurs de Schro¨dinger. De plus, nous proce´dons a` des estimations
d’erreurs supple´mentaires, dans des normes de Sobolev. Nous de´duisons de ces dernie`res des es-
timations d’erreurs uniformes, apre`s applications des injections de Sobolev. Nous pouvons alors
utiliser ces estimations uniformes pour localiser les lignes nodales. Cette dernie`re e´tape s’inspire
de l’article [22] de P. Freitas et D. Krejcˇiˇr´ık. Ces auteurs e´tudient le cas d’un voisinage tubulaire
d’une courbe, diffe´rent de celui que nous conside´rons.
0.7.2 Spectre des ope´rateurs d’Aharonov-Bohm
Le premier chapitre de cette the`se se concentre sur les k-partitions nodales de familles de
domaines et recherche des conditions qui assurent qu’elles sont minimales pour k fixe´. Supposons
maintenant que Ω est un ouvert de R2, borne´, a` bord re´gulier, qui ne posse`de pas de k-partition
minimale nodale (k ≥ 3). Supposons que D est une partition minimale de Ω. D’apre`s le the´ore`me
de caracte´risation magne´tique des partitions minimales, que nous avons rappele´ (the´ore`me 0.4.3),
il existe un potentiel magne´tique AXα de type Aharonov-Bohm, avec
α = (1/2 , . . . , 1/2) ,
tel que D est la partition nodale d’une fonction propre KX-re´elle de l’ope´rateur d’Aharonov-Bohm
−∆Xα , associe´e a` la valeur propre λk(X,α) .
Cette caracte´risation nous a incite´ a` e´tudier la de´pendance du spectre des ope´rateurs d’Aharonov-
Bohm en fonction des poˆles, que nous pre´sentons dans un second chapitre. Par exemple, pour com-
prendre la transition entre partitions minimales nodales et non-nodales, il semble utile d’e´tudier a`
quelles conditions les valeurs propres λk(X,α) tendent vers les valeurs propres λk(Ω) du laplacien
de Dirichlet sur Ω .
Conside´rons d’abord le cas d’un seul poˆle X ∈ Ω, auquel est associe´ un flux re´duit 1/2. Sup-
posons que ce poˆle tende vers le bord exte´rieur de Ω. Si ce poˆle appartient au bord exte´rieur de
Ω, une transformation de jauge montre que λk(X, 1/2) = λk(Ω) . Si la valeur propre λk(X, 1/2)
de´pend continuement de X, on doit s’attendre a` ce que λk(X, 1/2) tende vers λk(Ω) .
Conside´rons maintenant le cas de deux poˆles X1 et X2 dans Ω, auxquels sont associe´s des flux
re´duits 1/2. Si X1 = X2, on se rame`ne au cas d’un seul poˆle avec un flux re´duit 1. On a alors, par
transformation de jauge,
λk((X1, X2), (1/2, 1/2)) = λk(Ω) .
Supposons encore une de´pendance continue. Alors, si X1 et X2 tendent vers un meˆme point X, on
s’attend a` ce que λk((X1, X2), (1/2, 1/2)) tende vers λk(Ω) .
Nous de´montrons dans ce chapitre un the´ore`me ge´ne´ral, qui contient tous les cas pre´ce´dents.
The´ore`me 0.7.2. Pour tout entier k ≥ 1 et tout α ∈ RN , la fonction X 7→ λk(X,α) est continue
sur R2N .
Remarquons que les difficulte´s dans la de´monstration du the´ore`me pre´ce`dent proviennent pre´ci-
se´ment des phe´nome`nes que nous voulons e´tudier : convergence d’un poˆle vers le bord ou fusion
de deux poˆles. Si nous les e´vitons, la the´orie classique de perturbation des ope´rateurs autoadjoints
permet d’obtenir une bien plus grande re´gularite´, du moins dans le cas d’une valeur propre simple.
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The´ore`me 0.7.3. Notons e1 = (1, 0) et e2 = (0, 1) les vecteurs de la base canonique de R2. Soient
X ∈ R2N , et un entier k ≥ 1, tels que Xi /∈ ∂Ω pour tout 1 ≤ i ≤ N , Xi 6= Xj pour tous i 6= j , et
λk(X,α) est une valeur propre simple. La fonction
(t1, t2, . . . , t2N−1, t2N ) 7→ λk((X1 + t1e1 + t2e2, . . . , XN + t2N−1e1 + t2Ne2),α)
est alors analytique au voisinage de 0 .
Notons enfin que la de´monstration du pre´ce´dent the´ore`me peut eˆtre modifie´e afin de donner le
re´sultat suivant.
The´ore`me 0.7.4. Soient α ∈ RN et X ∈ R2N . Fixons 1 ≤ i ≤ N , avec Xi ∈ Ω . De´finissons,
pour tous v ∈ R2, t ∈ R , et tout entier k ≥ 1
X(t) = (X1, . . . , Xi + tv, . . . , XN )
et λk(t) = λk(X(t),α) .
Supposons que la valeur propre λk(0) est simple, et admet une fonction propre KX-re´elle ayant au
moins trois lignes nodales qui se rencontrent en Xi . Alors λ
′
k(0) = 0 .
Ce dernier re´sultat nous indique que les partitions minimales correspondent a` des points cri-
tiques de la fonction X 7→ λk(X,α) (voir aussi [39, 10] pour une autre de´monstration et des
re´sultats comple´mentaires).
0.7.3 Partitions minimales d’un secteur
Le travail pre´sente´ dans le troisie`me chapitre a e´te´ re´alise´ en collaboration avec V. Bonnaillie-
Noe¨l [9]. Nous nous inte´ressons aux partitions minimales de secteurs
Σα =
{
(ρ cos θ, ρ sin θ) : 0 < ρ < 1 and − α2 < θ < α2
}
,
en fonction de l’ouverture angulaire α ∈ (0, 2pi] .
Nous noterons λk(α) la k-ie`me valeur propre du secteur et u
α
k une fonction propre associe´e.
Nous commenc¸ons par de´terminer pour quels angles les k-partitions minimales sont nodales.
Nous montrons que pour tout k, les k-partitions minimales sont nodales pour α petit. Nous remar-
quons de plus que, dans ce cas, les k-partitions minimales sont radiales.
Proposition 0.7.1. Il existe une suite de´croissante (α1k)k≥1 de re´els contenus dans (0, 2pi) tels
que, pour tout k ≥ 1 et tout 0 < α < α1k , il existe une unique k-partition minimale de Σα, qui est
nodale. Cette partition est la partition nodale de uαk , et on a alors
Lk(Σα) = λk(α), ∀α ∈ (0, α1k) .
La preuve de cette proposition repose sur l’expression explicite des valeurs propres du laplacien
de Dirichlet sur le secteur et d’une base de fonctions propres. Ces calculs font intervenir les fonctions
de Bessel de premie`re espe`ce. Nous obtenons alors le re´sultat de´sire´ a` l’aide de de´veloppements
asymptotiques des ze´ros de ces fonctions. Notons que ce re´sultat ne rentre pas dans le cadre de
l’e´tude asymptotique du premier chapitre.
Nous trouvons e´galement, pour certaines valeurs de k, des k-partitions minimales nodales pour
α proche de 2pi.
Proposition 0.7.2. Il existe des re´els 0 < α22 ≤ α23 ≤ α24 ≤ α25 < 2pi tels que, pour tout α ∈
[α2k, 2pi], la partition nodale associe´e a` la fonction propre u
α
k est une k-partition minimale. On a
par conse´quent
Lk(Σα) = λk(α), ∀α ∈ [α2k, 2pi], ∀k ∈ {2 , . . . , 5} .
On en de´duit que pour 2 ≤ k ≤ 5 et α ∈ (α2k, 2pi], la k-partition minimale est un de´coupage en k
secteurs de meˆme ouverture angulaire.
De plus, pour k ≥ 6, la k-partition obtenue en de´coupant Σα en k secteurs e´gaux n’est minimale
pour aucune valeur de α.
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Nous nous inte´ressons ensuite plus particulie`rement aux 3-partitions minimales. Les re´sultats
ci-dessus nous disent a` quelles conditions sur α les 3-partitions minimales de Σα sont nodales.
Proposition 0.7.3. Si α ∈ (0, α13] ∪ [α23, 2pi], alors L3(Σα) = λ3(α) et toutes les 3-partitions
minimales sont nodales. Si α ∈ (α13, α23), alors λ3(α) < L3(Σα) < L3(Σα) et aucune 3-partition
minimale n’est nodale. Nume´riquement, α13 ' 0.1579pi ' 0.4961 et α23 ' 0.7761pi ' 2.4382 .
Nous recherchons alors des candidats pour les 3-partitions minimales dans le cas ou` elles ne
sont pas nodales, c’est a` dire lorsque α ∈ (α13, α23) . Nous commenc¸ons par rechercher ces candidats
parmi les 3-partitions qui sont syme´triques par rapport a` la droite {y = 0} . Suivant la me´thode
pre´sente´e dans la sous-section 0.6.1, nous nous ramenons a` un proble`me spectral pour le laplacien
sur un demi-secteur, avec conditions au bord mixtes. Les calculs nume´riques montrent que seule
la condition mixte Neumann-Dirichlet, correspondant au cas (f2) de la figure 6, permet d’obtenir
de bon candidats. Ces calculs dans le cas syme´trique ame´liorent les bornes supe´rieures connues sur
L3(Σα).
Nous re´sumons ces re´sultats nume´riques sous la forme d’un graphe (voir figure 9) qui donne
un encadrement de l’e´nergie minimale L3(Σα) en fonction de l’angle α ∈ (α13, α23) . Les courbes
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Figure 9 – Encadrement de L3(Σα) en fonction de α.
annote´es par λ1,3 et λ3,1 sur cette figure majorent L3(Σα) , et donc majorent L3(Σα) . La courbe
de λND2 correspond a` l’e´nergie des meilleurs candidats syme´triques, et fournit une bien meilleure
majoration de L3(Σα) . Notons que λ
DN
2 , qui est l’e´nergie de l’autre type possible de partition
syme´trique avec un point singulier, est toujours plus grande que λND2 .
Dans le cas α = pi/3 , nous nous inspirons des simulations nume´riques pour construire une
3-partition syme´trique dont la frontie`re est constitue´e de segments de droites et dont les sous-
domaines ont tous la meˆme aire. Nous exhibons ainsi un candidat pour L3(Σpi/3).
Nous utilisons enfin l’approche du reveˆtement a` deux feuillets, ou de fac¸on e´quivalente l’approche
des ope´rateurs d’Aharonov-Bohm avec flux 1/2 , afin de trouver des candidats non syme´triques.
Pour α = α13 + ε , avec ε > 0 et proche de 0 , nous obtenons par cette me´thode des candidats
d’e´nergie infe´rieure a` celle des partitions syme´triques pre´ce´demment obtenues. Ceci re´fute l’ide´e
que tout domaine syme´trique admet une 3-partition minimale syme´trique. A` notre connaissance
c’est le premier contre-exemple connu. Les re´sultats de ces calculs nume´riques correspondent aux
points annote´s par λAB3 sur la figure 9.
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0.7.4 Partitions minimales pour une famille de tores
Nous e´tudions dans le quatrie`me chapitre les k-partitions minimales des tores T (a, b) , avec
0 < b ≤ a (voir la section 0.5.4). Nous rappelons les re´sultats de B. Helffer et T. Hoffmann-
Ostenhof, selon lesquels la partition Dk(a, b) , qui de´coupe le tore T (a, b) en k bandes identiques
dans le sens de la longueur, est minimale si le rapport b/a est assez petit,
Une de nos motivations est d’e´tudier ce que deviennent les partitions minimales lorsque le
rapport b/a augmente. Nous nous inte´ressons en particulier aux valeurs de ce rapport pour lesquelles
la partition Dk(a, b) cesse d’eˆtre minimale. Plus pre´cise´ment, nous de´finissons, pour tout entier k ,
les valeurs de transitions
bk = sup{b > 0 ; ∀ 0 < b′ < b ,Dk(1, b′) est une k-partition minimale de T (1, b′)}
et
bk = sup{b > 0 ; Dk(1, b) est une k-partition minimale de T (1, b)} .
Les re´sultats de la sous-section 0.5.4 impliquent que bk = bk = 2/k pour tout entier k pair, et que
bk ≥ 1/k pour tout entier k impair. En nous inspirant des me´thodes de [30], nous aboutissons a` la
conjecture suivante.
Conjecture 0.7.5. Pour tout k ≥ 3 impair,
bk =
2√
k2 − 1 .
Nous pre´sentons de plus, pour k = 3 , des candidats a` eˆtre des 3-partitions minimales de
T (1, 1/
√
2) . Ces candidats sont obtenus comme projection sur T (1, 1/
√
2) de 6-partitions nodales
sur le reveˆtement a` deux feuillets T (2, 1/
√
2) .
Pour tester ces conjectures et pour chercher des partitions minimales lorsque le rapport b/a est
grand, nous avons besoin d’une me´thode d’optimisation efficace. Nous avons adapte´ la me´thode
utilise´e par Bourdin, Bucur et Oudet dans [13], que nous avons de´ja` rappele´e a` la sous-section 0.6.4.
Nous lui avons apporte´ quelques modifications. L’article [13] portait uniquement sur l’optimisation
de l’e´nergie Λk,1 . Nous avons e´tendu la me´thode aux e´nergies Λk,p , avec 1 ≤ p <∞ . Nous avons
de plus rajoute´ une e´tape de construction d’une k-partition a` partir du re´sultat de l’optimisation,
et de calcul de l’e´nergie de cette k-partition par la me´thode des diffe´rences finies, sans relaxation.
Nous avons applique´ cette me´thode d’optimisation a` la recherche des k-partitions de T (1, b) ,
pour k = 3 , 4, 5 , et pour une large gamme de valeurs de b. Nous avons en particulier effectue´
des simulations plus nombreuses au voisinage des valeurs de transition (connues ou conjecture´es).
Les re´sultats semblent cohe´rents avec la conjecture 0.7.5. Les e´nergies calcule´es ame´liorent les
majorations connues sur l’e´nergie minimale. De plus, les figures obtenues sugge`rent des candidats
pour certaines partitions minimales
Guide´s par les calculs nume´riques, nous avons cherche´ a` obtenir des majorations de l’e´nergie
minimale en testant des exemples de k-partitions. Nous construisons des familles de k-partitions,
pour k = 3 , 4, 5 , qui sont des pavages du tore par des polygones identiques. Ces pavages ve´rifient
de plus la proprie´te´ des angles e´gaux a` tous leurs sommets. Pour certains k et certaines valeurs du
rapport b/a , nous obtenons ainsi des partitions visuellement tre`s proches des meilleurs candidats
obtenus a` l’aide de l’algorithme d’approximation. Dans d’autres cas, ces pavages ne semblent pas
optimaux. Quoiqu’il en soit, la premie`re valeur propre du laplacien de Dirichlet sur le domaine
polygonal donne une majoration de l’e´nergie minimale. Nous la calculons par la me´thode des
e´le´ments finis, et comparons la majoration obtenue avec celle des e´tapes pre´ce´dentes.
La construction de ces pavages nous conduit a` une se´rie de conjectures sur les e´nergies minimales
pour les partitions du tore T (1, 1) . Les majorations des e´nergies minimales sont imme´diates a` partir
de la de´finition. Pour e´noncer ces conjectures, conside´rons des domaines hexagonaux tels que celui
repre´sente´ sur la figure 10. Nous supposons que les coˆte´s oppose´s de ce domaine sont paralle`les et
que tous ses angles inte´rieurs valent 2pi/3 . Nous supposons e´galement qu’il a quatre coˆte´s e´gaux.
Conjecture 0.7.6. Notons Hex31,1 un domaine du type de celui repre´sente´ sur la figure 10, avec
L =
1√
2
− 1
3
√
6
et ` =
√
2
3
√
3
.
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Figure 10 – Domaine de pavage hexagonal.
On a
L3(T (1, 1)) = λ
D
1 (Hex
3
1,1) .
Conjecture 0.7.7. Notons Hex41,1 un domaine du type de celui repre´sente´ sur la figure 10, avec
L =
1
2
− 1
4
√
3
et ` =
1
2
√
3
.
On a
L4(T (1, 1)) = λ
D
1 (Hex
4
1,1) .
Les calculs nume´riques semblent enfin indiquer que la 5-partition de T (1, 1) par des carre´s,
repre´sente´e sur la figure 11, est minimale. Ceci peut se traduire en une conjecture.
1
3
5
5
2
44
1
3
Figure 11 – 5-partition de T (1, 1).
Conjecture 0.7.8.
L5(T (1, 1)) = 10pi
2 .
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Chapitre 1
E´tude spectrale d’un domaine
mince
1.1 Introduction
1.1.1 Motivation
Notons Ω un ouvert de Rd borne´ et suffisamment re´gulier (disons lipschitzien) et −∆DΩ l’exten-
sion de Friedrichs du laplacien de Dirichlet sur Ω. Rappelons que l’ope´rateur −∆DΩ est autoadjoint,
positif et a une re´solvante compacte. Notons (λk(Ω))k≥1 la suite de ses valeurs propres, range´es par
ordre croissant et compte´es avec multiplicite´. Soit u une fonction propre a` valeurs re´elles, associe´e
a` la valeur propre λk(Ω). Le re´sultat classique de Courant (voir par exemple [4]) donne une borne
sur le nombre de domaines nodaux de u.
The´ore`me 1.1.1 (Courant).
Soit k ∈ N∗. Si u est une fonction propre de −∆DΩ associe´e a` la valeur propre λk(Ω), alors u a au
plus k domaines nodaux.
B. Helffer, T. Hoffmann-Ostenhof et S. Terracini ont montre´ dans l’article [13] que, si la fonction
u dans le the´ore`me 1.1.1 a k domaines nodaux (on dit alors qu’elle est Courant-stricte), l’ensemble
de ses domaines nodaux est une k-partition minimale de Ω. Le re´sultat que nous voulons de´montrer
nous a e´te´ inspire´ par l’e´tude d’exemples pour lesquels valeurs propres et fonctions propres sont
connues (par exemple rectangles, tores ou secteurs angulaires). Nous cherchons a` montrer que
pour un domaine donne´, un entier k e´tant fixe´, il est possible, sous certaines hypothe`ses, d’aplatir
suffisamment ce domaine pour que les k premie`res valeurs propres soient simples, et leurs fonctions
propres associe´es Courant-strictes.
Hormis les exemples explicites contenus dans les articles [13, 11, 1], un premier re´sultat de cette
nature a e´te´ obtenu par P. Freitas et D. Krejcˇiˇr´ık, dans le cas d’un voisinage tubulaire d’une courbe
contenue dans Rd, avec d ≥ 1 (voir [6]). Le but de ce travail est de de´montrer un re´sultat analogue
pour des familles d’ouverts de R2 d’un type diffe´rent.
1.1.2 Formulation du proble`me
Fixons le cadre de notre e´tude. Soient a et b des nombres re´els strictement positifs et h une
fonction de classe C∞ de ]−a, b[ dans R. Supposons que h(t) > 0 pour tout t ∈]−a, b[ et que 0 est
pour h un point de maximum strict non de´ge´ne´re´. Pour tout ε > 0, de´finissons le domaine ouvert
Ωε de R2 par
Ωε =
{
(x1, x2) ∈ R2 ; −a < x1 < b et − εh(x1) < x2 < εh(x1)
}
.
Nous posons, pour alle´ger les notations, λk(ε) = λk(Ωε). Nous allons de´montrer la proposition
suivante.
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The´ore`me 1.1.2. Pour tout entier k ≥ 1, il existe εk > 0 tel que, si 0 < ε ≤ εk , les valeurs propres
λ`(ε) pour ` = 1, . . . , k sont distinctes, et les fonctions propres associe´es sont toutes Courant-
strictes.
Notons que les hypothe`ses autorisent h(−a) = 0, ou h(b) = 0, ou les deux a` la fois. Le cas d’une
famille d’ellipses s’aplatissant sur leur grand axe est donc contenu dans le the´ore`me 1.1.2 : il suffit
de choisir a = b = 1 et h(t) =
√
1− t2 .
L’e´tude du comportement asymptotique des valeurs propres pour un domaine de largeur pro-
portionnelle a` ε, lorsque ε tend vers 0, a e´te´ faite par L. Friedlander et M. Solomyak dans l’article
[7], ou` les premiers termes du de´veloppement asymptotique sont donne´s. Des de´veloppements a`
tout ordre ont e´te´ obtenus par D. Borisov et P. Freitas, pour des domaines plan dans [2] et pour
des domaines contenus dans Rd (d ≥ 1) dans [3].
Nous reprenons la me´thode de ces deux articles pour obtenir des de´veloppements formels en
puissances de ε1/2. Nous donnons en revanche une preuve diffe´rente du fait que ces de´veloppements
formels donnent bien des de´veloppements asymptotiques. Notre preuve utilise l’approximation
semi-classique des valeurs propres et fonctions propres d’un ope´rateur de Schro¨dinger (voir [5,
14, 9]).
Nous de´montrons ensuite l’analogue d’ine´galite´s elliptiques classiques, dans des espaces de
Sobolev adapte´s au proble`me. Apre`s application des injections de Sobolev, nous en de´duisons
la convergence uniforme des fonctions propres approche´es et de leurs de´rive´es. Nous pouvons alors
reprendre les arguments de [6] pour localiser les ensembles nodaux.
1.1.3 Perspectives
La me´thode pre´sente´e ici peut s’adapter a` d’autres contextes. L’ide´e centrale reste de conside´rer
une famille de proble`mes spectraux, sur des domaines bidimensionnels de plus en plus minces, et
de montrer que sa limite est caracte´rise´e par un proble`me spectral de dimension 1.
Nous pourrions ainsi remplacer la condition de Dirichlet par une condition de Neumann, sur un
seul des bords ou sur les deux a` la fois. Nous obtiendrions un re´sultat analogue au the´ore`me 1.1.2.
Nous pourrions aussi conside´rer des domaines s’aplatissant sur un cercle et non sur un segment,
comme des cylindres ou des anneaux. Le proble`me limite serait alors un proble`me de Sturm-
Liouville pe´riodique. Les conditions au bord pourraient alors eˆtre de plusieurs types : Dirichlet
ou Neumann sur les deux bords, ou Dirichlet sur un bord et Neumann sur l’autre. Il est aussi
possible de conside´rer des familles de tores de plus en plus minces. Notons que dans tous ces cas, le
proble`me limite impose un nombre pair de domaines nodaux pour les premie`res fonctions propres.
Nous montrerions ainsi, si k est un entier pair, que pour un domaine assez mince, la k-partition
minimale consiste en un de´coupage en k bandes verticales.
Il devrait e´galement eˆtre possible de trouver les k-partitions minimales, pour k impair, sur un
tore suffisamment mince, ou sur un cylindre suffisamment mince avec conditions de Neumann sur
les bords. Il suffirait pour cela d’utiliser les arguments topologiques invoque´s par B. Helffer et T.
Hoffmann-Ostenhof dans [12, 10]. Nous pourrions ainsi montrer que les k-partitions minimales se
rele`vent en 2k-partitions, sur un reveˆtement a` deux feuillets du domaine. Nous pourrions alors
utiliser nos re´sultats asymptotiques sur les ensembles nodaux. Nous montrerions ainsi que pour un
domaine assez mince, la k-partition minimales consiste en un de´coupage en k bandes verticales.
1.2 Construction formelle d’un quasi-mode
1.2.1 Reformulation du proble`me
La construction de valeurs propres et de fonctions propres approche´es du laplacien est simplifie´e
dans des coordonne´es adapte´es. Remarquons tout d’abord que l’aire de l’ouvert Ωε tend vers 0
lorsque ε tend vers 0, et donc, d’apre`s l’ine´galite´ de Faber-Krahn, les valeurs propres λk(ε) tendent
vers +∞. Comme nous le verrons dans la suite, il est plus judicieux de conside´rer l’ope´rateur
−ε2∆DΩε , ce qui revient a` multiplier les valeurs propres par ε2 sans changer les fonctions propres.
Notons
µk(ε) = ε
2λk(ε) .
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Nous allons chercher un de´veloppement en puissances de ε (non ne´cessairement entie`res) de µk(ε),
et ce faisant nous construirons des fonctions propres approche´es.
Nous devons nous attendre (et cela sera justifie´ dans l’e´tude de convergence faite dans les
sections 1.3 et 1.4) a` ce que seule la connaissance de la fonction h au voisinage du point de
maximum 0 soit ne´cessaire pour cette construction formelle. Il est alors plus simple pour l’analyse
qui va suivre d’e´tudier le laplacien sur un ouvert Ω˜ε modifie´ :
Ω˜ε =
{
(x1, x2) ∈ R2 ; −εh˜(x1) < x2 < εh˜(x1)
}
.
Dans cette de´finition, nous appelons h˜ une fonction de C∞(R,R) qui ve´rifie les proprie´te´s suivantes
h˜|[−a/2,b/2] = h|[−a/2,b/2] , (1.2.1)
∀t ∈ R , 0 < c ≤ h˜(t) ≤ C = h(0) , (1.2.2)
et
∀t ∈ R\]− a, b[ , h˜(t) = h∞ < C . (1.2.3)
On suppose aussi que 0 est un point de maximum strict pour h˜ .
Notons que les conditions impose´es sont quelque peu arbitraires, l’essentiel e´tant que 0 reste
un point de maximum strict, que h˜ co¨ıncide avec h sur un voisinage de 0, et qu’elle ait en −∞ et
+∞ une limite supe´rieure strictement infe´rieure a` h(0) et une limite infe´rieure strictement posi-
tive. Notons e´galement que l’ope´rateur −∆D
Ω˜ε
n’est pas a` re´solvante compacte et que son spectre
essentiel n’est pas vide. Nous verrons ne´anmoins que le bas du spectre de −∆D
Ω˜ε
est constitue´ de
valeurs propres sous le spectre essentiel qui approximent les λk(ε) .
Le changement de variables {
y1 = ε
−1/2x1 ,
y2 =
x2
εh˜(x1)
, (1.2.4)
e´tablit une bijection entre Ω˜ε et
Π = R×]− 1, 1[ .
Calculons le laplacien dans les nouvelles coordonne´es. Par la re`gle de de´rivation des fonctions
compose´es, nous avons
∂x1 = ε
−1/2∂y1 −
h˜′(x1)
εh˜(x1)2
x2∂y2 ,
∂x2 =
1
εh˜(x1)
∂y2 ,
ou encore, comme x2 = εh˜(ε
1/2y1)y2 ,
∂x1 = ε
−1/2∂y1 −
h˜′(ε1/2y1)
h˜(ε1/2y1)
y2∂y2 ,
∂x2 =
1
εh˜(ε1/2y1)
∂y2 .
Posons, pour t ∈ R ,
θ(t) =
h˜′(t)
h˜(t)
et
κ(t) =
1
h˜(t)2
.
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Apre`s changement de variables, l’ope´rateur diffe´rentiel −ε2∆ de´fini sur Ω˜ε avec conditions de
Dirichlet est unitairement e´quivalent a` l’ope´rateur
S(ε) = −κ(ε1/2y1)∂2y2 − ε
(
∂y1 − ε1/2y2θ(ε1/2y1)∂y2
)2
, (1.2.5)
de´fini sur Π avec conditions de Dirichlet.
Dans cette section nous donnons un de´veloppement formel des valeurs propres et fonctions
propres de cet ope´rateur. Nous retrouvons les re´sultats ante´rieurs pre´sente´s dans [2]. La me´thode
utilise´e s’inspire e´galement de l’approximation semi-classique expose´e dans [9].
1.2.2 De´veloppement formel de l’ope´rateur
D’apre`s les hypothe`ses faites sur la fonction h, les fonctions θ et κ admettent comme de´veloppement
de Taylor en 0
θ(t) ∼
∑
n≥1
θkt
n
et
κ(t) ∼ κ0 +
∑
n≥2
κnt
n
avec κ2 > 0.
Posons de plus
θ(t)2 ∼
∑
n≥2
γnt
n.
En de´veloppant le terme de droite de la relation (1.2.5), nous trouvons
S(ε) = −ε∂2y1 + 2ε3/2y2θ(ε1/2y1)∂y1∂y2−
(κ(ε1/2y1) + ε
2y22θ(ε
1/2y1)
2)∂2y2+
ε2y2(θ
′(ε1/2y1)− θ(ε1/2y1)2)∂y2 . (1.2.6)
En utilisant la formule (1.2.6) et les de´veloppements de Taylor pre´ce´dents, nous obtenons alors un
de´veloppement formel en puissances de ε1/2 de l’ope´rateur S(ε).
Ce de´veloppement s’e´crit
S0 +
∑
n≥2
εn/2Sn ,
avec
S0 = −κ0∂2y2 ,
S2 = −∂2y1 − κ2y21∂2y2 ,
S3 = −κ3y31∂2y2 ,
et, pour tout n ≥ 4,
Sn = 2y
n−3
1 y2θn−3∂y1∂y2 − (κnyn1 + yn−41 y22γn−4)∂2y2 + ((n− 3)θn−3 − γn−4)yn−41 y2∂y2 .
Posons S1 = 0 afin de simplifier les formules qui suivent. Il est naturel de chercher un de´veloppement
en puissances de ε1/2 d’une valeur propre et d’une fonction propre, c’est a` dire deux se´ries formelles∑
n≥0
εn/2µn
et ∑
n≥0
εn/2vn(y1, y2)
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telles que le produit de Cauchy formel∑
n≥0
εn/2 (Sn − µn))
∑
n≥0
εn/2vn

soit nul.
Pour pre´ciser nos re´sultats, nous introduisons :
De´finition 1.2.1. Notons H le sous-espace de L2(Π) engendre´ par les fonctions de la forme
(y1, y2) 7→ f(y1)g(y2) ,
avec f ∈ S(R), g ∈ C∞([−1, 1]) et g(−1) = g(1) = 0 .
Nous allons de´montrer le re´sultat suivant.
Proposition 1.2.1. Il existe une suite de nombres re´els, note´e (µn)n≥0, et une suite de fonctions
dans H, note´e (vn)n≥0 , telles que pour tout n ≥ 0,∑
p+q=n
(Sp − µp) vq = 0 , (1.2.7)
et la fonction v0 n’est pas identiquement nulle.
1.2.3 Premiers termes du de´veloppement
Supposons l’existence d’un de´veloppement de la forme indique´e dans la proposition 1.2.1. Pour
n = 0, l’e´quation (1.2.7) donne (−κ0∂2y2 − µ0) v0(y1, y2) = 0 .
avec les conditions de Dirichlet v0(y1,−1) = v0(y1, 1) = 0 pour tout y1 ∈ R .
Il est facile de voir que cette e´quation, ajoute´e aux conditions v0 ∈ H et v0 6= 0 , implique que µ0
est une valeur propre de l’ope´rateur −κ0 d2dy22 sur ]− 1, 1[ , avec conditions de Dirichlet. La fonction
v0 est alors de la forme
v0(y1, y2) = ϕ0(y1)ψ0(y2) ,
ou` ψ0 est une fonction propre associe´e a` la valeur propre µ0 , et ϕ0 une fonction dans S(R).
Choisissons ψ0 de norme 1. Remarquons qu’il existe un entier j ≥ 1 tel que
µ0 = κ0
pi2j2
4
.
Notons e´galement que la fonction ϕ0 reste inde´termine´e. Nous supposons seulement qu’elle n’est
pas nulle. Nous la fixerons dans la suite.
Pour n = 1, l’e´quation (1.2.7) donne(−κ0∂2y2 − µ0) v1(y1, y2)− µ1ϕ0(y1)ψ0(y2) = 0 .
Conside´rons la situation a` y1 fixe´. Alors la fonction y2 7→ µ1ϕ0(y1)ψ0(y2) est dans l’image de
l’ope´rateur −κ0∂2y2 −µ0 . D’apre`s l’alternative de Fredholm, cet espace est l’orthogonal de ψ0 dans
L2(] − 1, 1[). La fonction ϕ0 n’e´tant pas identiquement nulle, nous trouvons µ1 = 0 . Nous en
de´duisons que la fonction v1 est de la forme
v1(y1, y2) = ϕ1(y1)ψ0(y2) ,
avec ϕ1 une fonction dans S(R) a` de´terminer.
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Pour n = 2, l’e´quation (1.2.7) donne(−κ0∂2y2 − µ0) v2(y1, y2) + (−∂2y1 − κ2y21∂2y2 − µ2)ϕ0(y1)ψ0(y2) = 0 .
Nous trouvons donc(−κ0∂2y2 − µ0) v2(y1, y2) = −(−∂2y1 + κ2µ0κ0 y21 − µ2
)
ϕ0(y1)ψ0(y2) .
Pour tout y1 dans R, le membre de droite de l’e´quation de´finit une fonction de y2 qui appartient
a` l’orthogonal de ψ0, d’apre`s l’alternative de Fredholm. Ainsi, pour tout y1,〈(
−∂2y1 +
κ2µ0
κ0
y21 − µ2
)
ϕ0(y1)ψ0(y2), ψ0(y2)
〉
L2y2
(]−1,1[)
= 0 .
Autrement dit, (
− d
2
dy21
+
κ2µ0
κ0
y21 − µ2
)
ϕ0(y1) = 0 .
Le re´el µ2 est donc une valeur propre de l’ope´rateur − d2dy21 + (κ2µ0/κ0)y
2
1 , qui est un oscillateur
harmonique sur R . Il existe donc un entier k ≥ 1 tel que
µ2 = (2k − 1)
√
κ2µ0/κ0 .
La fonction ϕ0 est une fonction propre associe´e a` µ2 (de´finie a` une constante multiplicative pre`s).
Alors pour (y1, y2) ∈ Π, (−κ0∂2y2 − µ0) v2(y1, y2) = 0 .
Nous en de´duisons que v2 est de la forme v2(y1, y2) = ϕ2(y1)ψ0(y2), avec ϕ2 une fonction dans
S(R). A` ce stade la fonction ϕ2 n’est pas encore de´termine´e.
Remarquons que dans ces premie`res e´tapes, nous avons eu a` choisir deux parame`tres entiers j
et k plus grands que 1 et a` fixer une constante multiplicative pour le terme v0. Nous allons montrer
que la construction peut eˆtre mene´e jusqu’a` un ordre arbitraire, quelque soit ce choix initial.
1.2.4 De´veloppement a` un ordre quelconque
Afin de de´montrer l’existence d’un de´veloppement a` tout ordre par re´currence, nous allons
pre´ciser sous quelle forme nous recherchons les fonctions vn. Notons ψ0 une fonction dans C
∞([−1, 1])
telle que ψ0(−1) = ψ0(1) = 0 et (−∂2y2 − µ0)ψ0(y2) = 0 , avec µ0 ∈ R . De´finissons H0 comme
l’ensemble des fonctions w ∈ H telles que
〈w(y1, y2), ψ0(y2)〉L2y2 (]−1,1[) = 0 ,
pour tout y1 ∈ R .
C’est un sous-espace de H , dont il est facile de montrer qu’il est engendre´ par les fonctions de la
forme
(y1, y2) 7→ f(y1)g(y2) ,
avec f ∈ S(R), g ∈ C∞([−1, 1]), g(−1) = g(1) = 0 et 〈g, ψ0〉L2(]−1,1[) = 0 .
Nous voulons de´montrer par re´currence la proposition 1.2.1 en imposant
vn(y1, y2) = ϕn(y1)ψ0(y2) + wn(y1, y2) , (1.2.8)
avec ϕn ∈ S(R) et wn ∈ H0 .
Nous avons construit µ0 et v0 convenables dans la sous-section pre´ce´dente. Pour poursuivre la
re´currence il suffit de de´montrer la proposition suivante.
Proposition 1.2.2. Soit un entier N ≥ 2. Supposons donne´s
(i) des re´els µn pour 0 ≤ n ≤ N ,
(ii) des fonctions ϕn dans S(R) pour 0 ≤ n ≤ N − 2 ,
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(iii) des fonctions wn dans H0 pour 0 ≤ n ≤ N ,
tels que (−∂2y2 − µ0)ψ0(y2) = 0 , µ1 = 0 et (−∂2y1 + (κ2µ0/κ0)y21 − µ2)ϕ0(y1) = 0 .
Alors il existe µN+1 ∈ R, ϕN−1 ∈ S(R) et wN+1 ∈ H0 telles que pour toutes ϕN et ϕN+1 dans
S(R), ∑
p+q=N+1
(Sp − µp) vq = 0 , (1.2.9)
ou` les fonctions vn sont de´finies par l’e´quation (1.2.8).
De´monstration. Nous allons tout d’abord raisonner par conditions ne´cessaires. Supposons qu’il
existe µN+1, ϕN−1 et wN+1 convenables. Alors pour toutes ϕN et ϕN+1,(−κ0∂2y2 − µ0) vN+1(y1, y2) = − ∑
p+q=N+1, p≥1
(Sp − µp) vq(y1, y2) .
D’apre`s l’alternative de Fredholm, ceci implique que pour tout y1 ∈ R ,〈 ∑
p+q=N+1, p≥1
(Sp − µp) vq(y1, y2), ψ0(y2)
〉
L2y2
(]−1,1[)
= 0 .
Nous avons suppose´ que S1 = 0 et µ1 = 0. Ainsi〈 ∑
p+q=N+1, p≥2
(Sp − µp) vq(y1, y2), ψ0(y2)
〉
L2y2
(]−1,1[)
= 0 . (1.2.10)
Or
(S2 − µ2) vN−1 = (S2 − µ2)ϕN−1(y1)ψ0(y2) + (S2 − µ2)wN−1(y1, y2)
= ψ0(y2)
(−∂2y1 + κ2µ0y21)ϕN−1(y1) + w˜N−1(y1, y2) ,
avec
w˜N−1(y1, y2) = (S2 − µ2)wN−1(y1, y2) .
La fonction wN−1(y1, y2) est suppose´e appartenir a` H0 et s’e´crit donc
wN−1(y1, y2) =
∑
i∈I
fi(y1)gi(y2)
avec I fini, fi ∈ S(R) et gi ∈ C∞([−1, 1]), gi(−1) = gi(1) = 0 et 〈gi, ψ0〉 = 0 .
(S2 − µ2)wN−1(y1, y2) = −
∑
i∈I
f ′′i (y1)gi(y2)− κ2
∑
i∈I
y2i fi(y1)g
′′
i (y2)− µ2wN−1(y1, y2) .
Par conse´quent,
〈(S2 − µ2)wN−1(y1, y2), ψ0(y2)〉L2y2 (]−1,1[) = 0 .
Ainsi l’e´quation (1.2.10) devient(−∂2y1 + κ2µ0y21)ϕN−1(y1)
= −
〈 ∑
p+q=N+1, p≥3
(Sp − µp) vq(y1, y2), ψ0(y2)
〉
L2y2
(]−1,1[)
. (1.2.11)
D’apre`s l’alternative de Fredholm, ceci implique〈〈 ∑
p+q=N+1, p≥3
(Sp − µp) vq(y1, y2), ψ0(y2)
〉
L2y2
(]−1,1[)
, ϕ0(y1)
〉
L2y1
(R)
= 0 .
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c’est a` dire, d’apre`s le the´ore`me de Fubini et puisque v0(y1, y2) = ϕ0(y1)ψ0(y2) ,
µN+1 =
∑
p+q=N+1, 3≤p≤N
〈(Sp − µp) vq, v0〉L2(Π) + 〈SN−1v0, v0〉L2(Π) .
Nous avons trouve´ la valeur de µN+1 en raisonnant par conditions ne´cessaires. Supposons
maintenant que µN+1 ait e´te´ choisi comme indique´ ci-dessus. Nous allons alors montrer l’existence
de fonctions ϕN−1 et wN+1 convenables.
D’apre`s l’alternative de Fredholm, il existe une fonction ϕN−1 dans L2(R) qui ve´rifie l’e´quation
(1.2.11). Si l’on impose que cette fonction soit orthogonale a` ϕ0, alors il y a une unique solution.
De plus, e´tant donne´ que le second membre de (1.2.11) est dans S(R) (en tant que fonction de y1),
ϕN−1 est dans S(R) par re´gularite´ de l’oscillateur harmonique (voir par exemple [8]).
Il reste a` montrer l’existence de wN+1. Posons
F (y1, y2) =
∑
p+q=N+1, p≥2
(Sp − µp)wq(y1, y2) .
La fonction F peut s’e´crire
F (y1, y2) =
∑
j∈J
fj(y1)Gj(y2) ,
ou` J est un ensemble fini, fj ∈ S(R) et Gj ∈ C∞([−1, 1]). Par notre choix de µN+1 et ϕN−1, nous
avons, pour tout y1 ∈ R ,
〈F (y1, y2), ψ0(y2)〉L2y2 (]−1,1[) = 0 .
Il est alors facile de voir que nous pouvons imposer 〈Gj , ψ0〉L(]−1,1[) pour tout j ∈ J dans la
de´composition pre´ce´dente. D’apre`s l’alternative de Fredholm et la re´gularite´ de l’ope´rateur −∂2y2
(avec conditions de Dirichlet) sur ] − 1, 1[, il existe, pour tout j ∈ J une unique fonction gj dans
C∞([−1, 1]) telle que gj(−1) = gj(1) = 0 , 〈gj , ψ0〉L2(]−1,1[) = 0 et (−∂2y2 − µ0)gj = Gj . Alors la
fonction de H de´finie par
wN+1(y1, y2) =
∑
j∈J
fj(y1)gj(y2)
est dans H0 et permet de ve´rifier (1.2.9).
1.3 De´veloppement des valeurs propres
Nous allons maintenant montrer que les se´ries formelles de´finies dans la section 1.2 donnent
des de´veloppements a` un ordre arbitrairement e´leve´ des valeurs propres µk(ε). Si j et k sont des
entiers naturels non nuls, (µj,kn )n≥0 et (v
j,k
n )n≥0 de´signeront les se´ries formelles ve´rifiant (1.2.7)
pour lesquelles
µj,k0 = κ0
j2pi2
4
,
et
µj,k2 = (2k − 1)
√
κ2µ
j,k
0
κ0
=
(2k − 1)jpi
2
√
κ2 .
Nous poserons, pour tous entiers k ≥ 1 et N ≥ 0 ,
νk,N (ε) =
N∑
n=0
εn/2µ1,kn .
Proposition 1.3.1. Pour tous entiers k ≥ 1 et N ≥ 0,
µk(ε) = νk,N (ε) +O
(
ε(N+1)/2
)
. (1.3.1)
Nous allons de´montrer cette proposition en deux e´tapes.
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1.3.1 Localisation du spectre
Proposition 1.3.2. Soient k ≥ 1 et N ≥ 2 des entiers. Il existe des constantes εk,N > 0 et
Ck,N ≥ 0 telles que, pour tout ε ∈]0, εk,N ] ,]
νk,N (ε)− Ck,N ε(N+1)/2, νk,N (ε) + Ck,N ε(N+1)/2
[
∩ σ (−∆DΩε) 6= ∅ .
De´monstration. Fixons k ≥ 1 et N ≥ 2. Afin de simplifier les notations, nous poserons dans la
suite de cette de´monstration
µn = µ
1,k
n ,
vn = v
1,k
n ,
et
ν(ε) = νk,N (ε) .
La preuve repose sur la construction d’un vecteur propre approche´, a` partir des de´veloppements
formels, et sur le re´sultat suivant, qui est une conse´quence du the´ore`me spectral.
Proposition 1.3.3. Soit T un ope´rateur autoadjoint (non ne´cessairement borne´) sur un espace
de Hilbert H. Alors pour tous u ∈ D(T ) et λ ∈ C,
‖u‖dist (λ, σ (T )) ≤ ‖(T − λ)u‖ .
Proce´dons a` la construction du vecteur propre approche´. Fixons une fonction χ telle que
i. χ ∈ C∞(R) ,
ii. ∀t ∈ R, 0 ≤ χ(t) ≤ 1 ,
iii. supp(χ) ⊂]− a/2, b/2[ ,
iv. ∀t ∈]− a/4, b/4[, χ(t) = 1 .
Soit N ≥ 1 et posons
sε(y1, y2) =
N∑
n=0
εn/2vn(y1, y2) ,
et
vε(y1, y2) = χ(ε
1/2y1)sε(y1, y2) . (1.3.2)
Lemme 1.3.4. Il existe des constantes ε0 > 0 et C ≥ 0 telles que pour tout 0 < ε ≤ ε0,
‖(S(ε)− ν(ε)) vε‖L2(Π) ≤ Cε(N+1)/2 . (1.3.3)
De´monstration.
(S(ε)− ν(ε)) vε(y1, y2) = Aε(y1, y2) +Bε(y1, y2)
avec
Aε(y1, y2) = χ(ε
1/2y1) (S(ε)− ν(ε)) sε(y1, y2)
et
Bε(y1, y2) =
[
S(ε), χ(ε1/2y1)
]
sε(y1, y2) .
Nous utilisons la de´finition usuelle du commutateur : [U, V ] = U ◦ V − V ◦ U .
Alors
Aε(y1, y2) = χ(ε
1/2y1)
(
N∑
n=0
εn/2 (Sn − νn) +Rε
)
sε(y1, y2) ,
avec
Rε = S(ε)−
N∑
n=0
εn/2Sn .
Ainsi
Aε(y1, y2) = χ(ε
1/2y1)
(
N∑
n=0
εn/2 (Sn − µn)
)(
N∑
n=0
εn/2vk(y1, y2)
)
+ χ(ε1/2y1)Rεsε(y1, y2) ,
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c’est a` dire
Aε(y1, y2) = χ(ε
1/2y1)
(
N∑
n=0
εn/2
( ∑
p+q=n
(Sp − µp) vq(y1, y2)
))
+ χ(ε1/2y1)
 2N∑
n=N+1
εn/2
 ∑
p+q=n, p≤N, q≤N
(Sp − µp) vq(y1, y2)

+ χ(ε1/2y1)Rεsε(y1, y2) . (1.3.4)
Par construction des se´ries formelles (µn) et (vn), le premier terme du membre de droite de
l’e´quation (1.3.4) est nul. Le deuxie`me terme est clairement O
(
ε(N+1)/2
)
en norme L2. Il reste
a` estimer la norme L2 de χ(ε1/2y1)Rεsε(y1, y2) .
Rappelons que
S(ε) = −ε∂2y1 + 2ε3/2y2θ(ε1/2y1)∂y1∂y2
−
(
κ(ε1/2y1) + ε
2y22θ(ε
1/2y1)
2
)
∂2y2 + ε
2y2
(
θ′(ε1/2y1)− θ(ε1/2y1)2
)
∂y2 .
Remarquons que le support de la fonction y1 7→ χ(ε1/2y1) est contenu dans l’ouvert ]−ε−1/2a/2, ε−1/2b/2[×]−
1, 1[. Par construction de la suite (Sn) et d’apre`s l’ine´galite´ de Taylor-Lagrange, il existe des con-
stantes positives C1,2 , C2,2 et C2 telles que
∣∣∣∣∣χ(ε1/2y1)
(
S(ε)−
N∑
n=0
εn/2Sn
)
sε(y1, y2)
∣∣∣∣∣
≤ C2,2 ε(N+1)/2(|y1|N+1 + |y1|N−3|y2|2)|∂2y2sε(y1, y2)|
+ C1,2 ε
(N+1)/2|y(N−2)/21 y2∂y1∂y2sε(y1, y2)|
+ C2 ε
(N+1)/2|y(N−3)/21 y2∂y2sε(y1, y2)|.
Or, par construction de la suite (vn), les fonctions ∂y1∂y2sε(y1, y2), ∂
2
y2sε(y1, y2) et ∂y2sε(y1, y2)
sont sommes de termes de la forme
εn/2f(y1)g(y2)
avec n ∈ N , f ∈ S(R) et g ∈ C∞([−1, 1]) .
Ainsi
‖Aε(y1, y2)‖L2(Π) = O
(
ε(N+1)/2
)
.
Remarquons enfin que la norme L2 de Bε(y1, y2) est a` de´croissance rapide en ε. En effet, par
construction de la suite (vn), Bε(y1, y2) est une somme de termes de la forme
εn/2χ(`)(ε1/2y1)f(y1)g(y2)
avec n ∈ N , ` ∈ {1, 2} , f et g inde´pendantes de ε telles que f ∈ S(R) et g ∈ C∞([−1, 1]) .
Or∫
Π
∣∣∣χ(`)(ε1/2y1)f(y1)g(y2)∣∣∣2 dy
≤
∥∥∥χ(`)∥∥∥
L∞(R)
(∫ 1
−1
|g(y2)|2 dy2
)(∫
R\]−ε−1/2a/2,ε−1/2b/2[
|f(y1)|2 dy1
)
.
Comme f ∈ S(R), il existe, pour tout β > 0 , une constante Cβ ≥ 0 telle que∫
R\]−ε−1/2a/2,ε−1/2b/2[
|f(y1)|2 dy1 ≤ Cβ εβ .
La norme L2 de Bε(y1, y2) est donc somme de termes a` de´croissance rapide.
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Afin de terminer la de´monstration de la proposition 1.3.2, il suffit de transporter dans L2(Ωε)
les estimations faites dans L2(Π). Pour cela, nous devons ve´rifier que le changement de variables
(1.2.4) induit un isomorphisme entre les espaces L2 conside´re´s, avec un controˆle de la norme par
rapport a` ε . Posons
Πε,loc =
{
(y1, y2) ∈ Π ; −ε−1/2a/2 < y1 < ε1/2b/2
}
,
et
Ωε,loc = {(y1, y2) ∈ Ωε ; −a/2 < y1 < b/2} .
L’application
Φ : Πε,loc → Ωε,loc
(y1, y2) 7→ (ε1/2y1, εh(ε1/2y1)y2)
de´finit un changement de variable lisse et borne´ de Πε,loc dans Ωε,loc , c’est a` dire que Φ est bijective,
avec Φ ∈ C∞ (Πε,loc) et Φ−1 ∈ C∞ (Ωε,loc). Nous en de´duisons que l’application
Φ∗ : L2(Πε,loc) → L2(Ωε,loc)
v 7→ v ◦ Φ−1
est un isomorphisme d’espace de Hilbert. Nous obtenons alors plus pre´cise´ment, en appliquant les
ine´galite´s (1.2.2) et la formule de changement de variables,
c ε−3/4‖v‖L2(Πε,loc) ≤ ‖Φ∗v‖L2(Ωε,loc) ≤ C ε−3/4‖v‖L2(Πε,loc) (1.3.5)
pour tout v ∈ L2(Πε,loc) .
Soit ε > 0. Nous notons encore vε le vecteur propre approche´ de´fini par l’e´quation (1.3.2).
Conside´rons la restriction vε,loc de vε a` Πε,loc . Posons uε,loc = Φ
∗ vε,loc et de´signons par uε le
prolongement par 0 de uε,loc a` Ωε. Alors uε ∈ C∞(Ωε),
‖uε‖L2(Ωε) ≥ c ε−3/4‖vε‖L2(Π) ,
et ∥∥(−ε2∆DΩε − ν(ε))uε∥∥L2(Ωε) ≤ C ε−3/4 ‖(S(ε)− ν(ε)) vε‖L2(Π) .
Ainsi, d’apre`s la proposition 1.3.3,
dist
(
ν(ε), σ
(−ε2∆DΩ )) ≤ Cc ‖(S(ε)− ν(ε)) vε‖L2(Π)‖vε‖L2(Π) .
Comme
lim
ε→0
‖vε‖L2(Π) = ‖v0‖L2(Π) = 1 ,
on obtient
dist
(
ν(ε), σ
(−ε2∆DΩε)) = O (ε(N+1)/2) .
1.3.2 Minoration des valeurs propres
Proposition 1.3.5. Soit un entier k ≥ 1. Il existe des constantes εk > 0 et Ck ≥ 0 telles que,
pour tout 0 < ε < εk ,
ν1,k2 (ε)− Ck ε3/2 ≤ νk(ε) ,
c’est a` dire
κ0
pi2
4
+ (2k − 1)pi
2
√
κ2 ε− Ck ε3/2 ≤ νk(ε) . (1.3.6)
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De´monstration. Nous allons de´montrer l’ine´galite´ (1.3.6) par monotonie du spectre des ope´rateurs
autoadjoints. Par le changement de variables{
z1 = ε
−1/2x1 ,
z2 =
x2
εh0
,
on envoie les domaines Ωε et Ω˜ε sur les domaines Uε et U˜ε respectivement, avec
Uε =
{
(z1, z2) ∈ R2 ; ε−1/2a < z1 < ε−1/2b et − h(ε
1/2z1)
h0
< z2 <
h(ε1/2z1)
h0
}
,
et
U˜ε =
{
(z1, z2) ∈ R2 ; h˜(ε
1/2z1)
h0
< z2 <
h˜(ε1/2z1)
h0
}
.
Remarquons que l’on a les inclusions Uε ⊂ U˜ε ⊂ Π. Notons T (ε) l’ope´rateur de´fini par
T (ε) = −ε∂2z1 − κ0∂2z2 ,
sur Uε avec conditions de Dirichlet.
Plus pre´cise´ment, nous de´finissons T (ε) comme l’extension de Friedrichs de l’ope´rateur diffe´rentiel
−ε∂2z1 − κ0∂2z2 agissant sur l’espace C∞c (Uε). Il est unitairement e´quivalent a` −ε2∆DΩε .
Pour tout α > 0 et 0 < ε < 1, de´finissons l’ope´rateur T (α, ε) par
T (α, ε) = −ε∂2z1 − εακ0∂2z2 +
(1− εα)pi
4h˜(ε1/2z1)2
,
sur Π avec conditions de Dirichlet.
Plus pre´cise´ment, T (α, ε) est l’extension de Friedrichs de l’ope´rateur diffe´rentiel correspondant
agissant sur l’espace C∞c (Π).
Lemme 1.3.6. Pour tout α > 0 et 0 < ε ≤ 1 ,
T (α, ε) ≤ T (ε) . (1.3.7)
L’ine´galite´ pre´ce´dente est entendue au sens des ope´rateurs autodjoints, c’est a` dire que les domaines
ve´rifient l’inclusion D(T (ε)) ⊂ D(T (α, ε)), et que pour tout u ∈ D(T (ε)) ,
〈T (α, ε)u, u〉L2(Π) ≤ 〈T (ε)u, u〉L2(Π) .
De´monstration. Par construction des ope´rateurs T (ε) et T (α, ε), il suffit de montrer que C∞c (Uε) ⊂
C∞c (U˜ε) et que 〈T (α, ε)u, u〉L2(Π) ≤ 〈T (ε)u, u〉L2(Π) pour tout u ∈ C∞c (Uε) .
L’inclusion est e´vidente. Soit maintenant u ∈ C∞c (Uε) . Alors u ∈ C∞c (U˜ε) ⊂ C∞c (Π) et
〈T (ε)u, u〉 =
∫
Uε
(−ε∂2z1 − κ0∂2z2)uu¯ dz = ∫U˜ε (ε|∂z1u|2 + κ0|∂z2u|2) dz
=
∫
U˜ε
(
ε|∂z1u|2 + (1− εα)κ0|∂z2u|2 + εακ0|∂z2u|2
)
dz .
Or
∫
U˜ε
κ0|∂z2u|2 dz =
∫ +∞
−∞
∫ h˜(ε1/2z1)h0
− h˜(ε1/2z1)h0
κ0|∂z2u|2 dz2
 dz1 ≥
∫ +∞
−∞
∫ h˜(ε1/2z1)h0
− h˜(ε1/2z1)h0
pi2κ0h
2
0
4h˜(ε1/2z1)2
|u|2 dz2
 dz1 ,
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et par conse´quent
〈T (ε)u, u〉 ≥
∫
Π
(
|∂z1u|2 + (1− εα)
pi2
4h˜(ε1/2z1)2
|u|2 + εακ0|∂z2u|2
)
dz .
Calculons maintenant un de´veloppement asymptotique des premie`res valeurs propres de T (α, ε).
Nous allons pour cela e´tudier l’ope´rateur
P (α, ε) = −ε∂2z1 + (1− εα)
pi2
4h˜(ε1/2z1)2
sur ]−∞,+∞[ .
Nous nous appuyons sur l’approximation harmonique d’un ope´rateur de Schro¨dinger, expose´e de
fac¸on de´taille´e et ge´ne´rale dans [5, 14, 9] (dans le cas de la dimension finie quelconque et de puits
multiples).
Nous pouvons de´duire de ces re´fe´rences le cas particulier suivant.
Soit H(η), avec η > 0, l’ope´rateur de´fini sur R par
H(η) = −η2∂2t + V (t) .
La fonction V est suppose´e ve´rifier
i. V ∈ C∞(R) ,
ii. V (0) = 0 ,
iii. ∀t 6= 0, V (t) > 0 ,
iv. V ′′(0) > 0 ,
v. lim inf |t|→+∞ V (t) > 0 .
Notons H0(η) l’approximation harmonique de H(η), de´finie par
H0(η) = −η2∂2t +
V ′′(0)
2
t2 ,
et (ω0k(η))k≥1 la suite des valeurs propres de H0(η).
The´ore`me 1.3.1. Pour tout entier k ≥ 1, il existe ηk > 0 et Ck > 0 tels que, pour tout 0 < η < ηk ,
l’ope´rateur H(η) posse`de au moins k valeurs propres.
De plus, si nous notons ω`(η) la `-e`me valeur propre pour 1 ≤ ` ≤ k ,∣∣ω`(η)− ω0` (η)∣∣ ≤ Ck η3/2 .
Ce the´ore`me donne un de´veloppement asymptotique des premie`res valeurs propres de P (α, ε).
En effet, le changement de variable z1 = ε
−1/2t montre que P (α, ε) est unitairement e´quivalent a`
l’ope´rateur
(1− εα)
(
−
(
ε√
1− εα
)2
∂2t +
pi2
4h˜(t)2
)
.
Appliquons maintenant le the´ore`me 1.3.1, avec
V (t) =
pi2
4h˜(t)2
− κ0pi
2
4
.
Nous obtenons le re´sultat suivant.
Lemme 1.3.7. Pour tout entier k ≥ 1, il existe εk > 0 et Ck > 0 tels que, pour tout 0 < ε < εk,
l’ope´rateur P (α, ε) posse`de au moins k valeurs propres.
De plus, si nous notons ω`(α, ε) la `-e`me valeur propre pour 1 ≤ ` ≤ k ,∣∣∣∣ω`(α, ε)− (1− εα)κ0pi24 + (2`− 1)pi2√κ2ε√1− εα
∣∣∣∣ ≤ Ckε3/2 .
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Afin d’en de´duire le spectre de T (α, ε), nous allons utiliser une conse´quence du the´ore`me spec-
tral, qui donne le spectre d’un produit tensoriel d’ope´rateurs (voir [15, Thm VIII.33]).
Proposition 1.3.8. Soit T1 (resp. T2) un ope´rateur autoadjoint de´fini sur l’espace de Hilbert H1
(resp. H2). Posons
T = T1 ⊗ IdH2 + IdH1 ⊗ T2 .
Alors T est un ope´rateur autoadjoint sur H = H1 ⊗H2 et
σ(T ) = σ(T1) + σ(T2) .
Notons que nous utilisons la de´finition de [15] pour le produit tensoriel : H1⊗H2 est le comple´te´
du produit tensoriel alge´brique.
Nous pouvons appliquer ce re´sultat avec H1 = L2(R), T1 = P (α, ε), H2 = L2 (]−1, 1[) et
T2 = −εακ0∂2y2 , puisque l’on a alors H = H1⊗H2 = L2(Π) et T = T (α, ε). Fixons k ≥ 1 et εk > 0
comme dans le lemme 1.3.7. Alors l’ope´rateur T (α, ε) admet les valeurs propres
µj,`(α, ε) = ω`(α, ε) + ε
ακ0
j2pi2
4
,
pour j ≥ 1 et 1 ≤ ` ≤ k .
Si l’ine´galite´
µ1,k(α, ε) < ω1(α, ε) + ε
ακ0pi
2 = µ2,1(α, ε) ,
est ve´rifie´e, les valeurs propres µ1,`(α, ε) pour ` = 1, . . . , k sont les k premie`res, et elles sont simples.
Or, d’apre`s le lemme 1.3.7,
µ1,k(α, ε) = κ0
pi2
4
+ (2k − 1)√κ2 pi
2
ε+O
(
εβ
)
,
et
µ2,1(α, ε) = κ0
pi2
4
+ 3κ0
pi2
4
εα +
√
κ2
pi
2
ε+O
(
εβ
)
,
ou` β = min(3/2, 1 + α) .
A` condition d’avoir α < 1 (on peut par exemple fixer α = 1/2), l’ine´galite´
µ1,k(α, ε) < µ2,1(α, ε)
est re´alise´e pour ε assez petit.
Re´sumons la discussion ci-dessus en une proposition.
Proposition 1.3.9. Si 0 < α < 1, si k ≥ 1, il existe εk > 0 et Ck > 0 tels que, pour tout
0 < ε ≤ εk, l’ope´rateur T (α, ε) a au moins k valeurs propres.
De plus, si nous notons µ`(α, ε) la `-e`me valeur propre pour 1 ≤ ` ≤ k ,∣∣∣∣µ`(α, ε)− (κ0pi24 − (2`− 1)√κ2 pi2 ε
)∣∣∣∣ ≤ Ck ε3/2 .
D’apre`s la relation (1.3.7) nous avons l’ine´galite´ µ1,`(ε) ≤ µ`(ε) pour 0 < ε < εk et 1 ≤ ` ≤ k.
Ceci de´montre la proposition 1.3.5.
1.3.3 Conclusion
Soient k ≥ 1 et N ≥ 0. D’apre`s la proposition 1.3.2, nous pouvons fixer εk > 0 et Ck ≥ 0 tels
que, pour tout 1 ≤ ` ≤ k, l’ensemble]
ν`,N (ε)− Ck,Nε(N+1)/2, ν`,N (ε) + Ck,Nε(N+1)/2
[
∩ σ (−∆DΩε)
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contient au moins un e´le´ment.
D’autre part, l’ine´galite´ (1.3.6) montre que, pour ε assez petit, cet ensemble ne peut contenir qu’un
e´le´ment, qui est la `-e`me valeur propre de −ε2∆DΩε . Nous avons donc montre´ la proposition 1.3.1,
que l’on peut reformuler de fac¸on plus explicite.
Proposition 1.3.10. Pour tous entiers k ≥ 1 et N ≥ 0, il existe εk,N > 0 et Ck,N ≥ 0 tels que
les valeurs propres µ`(ε) pour 1 ≤ ` ≤ k et 0 < ε ≤ εk,N sont deux a` deux distinctes et ve´rifient
|µ`(ε)− ν`,N (ε)| ≤ Ck,N ε(N+1)/2 . (1.3.8)
1.4 De´veloppement des fonctions propres
1.4.1 Convergence dans L2(Ω)
Nous reprenons les notations de la section 1.3. Pour tous entiers k ≥ 1 et N ≥ 0, et tout re´el
ε > 0, posons uk,N,ε = Φ
∗ vk,N (ε). Notons Pk(ε) le projecteur orthogonal de L2(Ωε) sur l’espace
propre pour −ε2∆DΩε associe´ a` la valeur propre µk(ε).
Proposition 1.4.1. Pour tous k ∈ N∗, N ∈ N∗,
‖uk,N,ε − Pk(ε)uk,N,ε‖L2(Ωε)
‖uk,N,ε‖L2(Ωε)
= O
(
ε(N−1)/2
)
. (1.4.1)
De´monstration. Rappelons une conse´quence du the´ore`me spectral.
Lemme 1.4.2. Si T est un ope´rateur autoadjoint sur un espace de Hilbert H, si λ ∈ σ(T ) et
u ∈ D(T ) ∩ E(λ)⊥ (ou` E(λ) est l’espace propre associe´ a` λ), alors
‖u‖dist(λ, σ(T ) \ {λ}) ≤ ‖(T − λ)u‖ .
D’apre`s l’e´tude faite dans la section 1.3, il existe εk > 0 et ck > 0 telles que, pour tout re´el
0 < ε ≤ εk,
ck ε ≤ dist(µk(ε), σ(−ε2∆DΩε) \ {µk(ε)}) .
La preuve de la proposition 1.4.1 est alors une simple application de l’ine´galite´ triangulaire et
des estimations (1.3.3) et (1.3.8). Nous avons
ck ε ‖(Id− Pk(ε))uk,N,ε‖L2(Ωε)
≤ dist(µk(ε), σ(−ε2∆DΩε) \ {µk(ε)}) ‖(Id− Pk(ε))uk,N,ε‖L2(Ωε)
≤ ∥∥(−ε2∆DΩε − µk(ε)) (Id− Pk(ε))uk,N,ε∥∥L2(Ωε) .
Or∥∥(−ε2∆DΩε − µk(ε)) (Id− Pk(ε))uk,N,ε∥∥L2(Ωε) = ∥∥(−ε2∆DΩε − µk(ε))uk,N,ε∥∥L2(Ωε)
≤ ∥∥(−ε2∆DΩε − µk,N (ε))uk,N,ε∥∥L2(Ωε) + |µk,N (ε)− µk(ε)|‖uk,N,ε‖L2(Ωε) .
Reprenons les notations de la sous-section 1.3.1. Le but de ce travail e´tant d’e´tudier les ensembles
nodaux des fonctions propres associe´es a` µk(ε), nous conside´rerons la fonction Pk(ε)uk,N,ε , ou son
image re´ciproque par Φ .
Afin de travailler avec des fonctions a` support contenu dans Ωε,loc , nous les multiplions par la
fonction de troncature χ, introduite dans la preuve de la proposition 1.3.2. De fac¸on plus explicite,
posons pour k ∈ N∗, N ∈ N et ε > 0 ,
wk,N,ε(y1, y2) = Φ∗ (χ(x1)Pk(ε)uk,N,ε) (y1, y2) = (χPk(ε)uk,N,ε) ◦ Φ(y1, y2) . (1.4.2)
Nous avons le re´sultat suivant.
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Proposition 1.4.3. Pour tous entiers k ≥ 1 et N ≥ 0 ,
‖vk,N,ε − wk,N,ε‖L2(Π) = O
(
ε(N−1)/2
)
.
De´monstration. Compte tenu des ine´galite´s (1.3.5), il suffit de montrer que
‖uk,N,ε(x1, x2)− χ(x1) (Pk(ε)uk,N,ε) (x1, x2)‖L2(Ωε) = O
(
ε(2N−5)/5
)
,
et d’utiliser l’encadrement (1.3.5).
Nous avons
‖uk,N,ε(x1, x2)− χ(x1) (Pk(ε)uk,Nε) (x1, x2)‖L2(Ωε)
≤ ∥∥(1− χ(x1))uk,N,ε(x1, x2)‖L2(Ωε) + ‖χ(x1) ((Id− Pk(ε))uk,N,ε) (x1, x2))∥∥L2(Ωε) .
Or
‖χ(x1)uk,N,ε(x1, x2)− (Pk(ε)uk,N,ε) (x1, x2))‖L2(Ωε)
≤ ‖uk,N,ε(x1, x2)− (Pk(ε)uk,N,ε) (x1, x2)‖L2(Ωε)
et il est facile de montrer (en revenant sur Π) que
‖(1− χ(x1))uk,N,ε(x1, x2)‖L2(Ωε) = O (ε∞) .
1.4.2 Convergence dans les espaces de Sobolev
Rappelons que notre but est la localisation des ensembles nodaux d’une fonction propre associe´e
a` µk(ε). Nous devrons pour cela controˆler l’e´cart entre un vecteur propre approche´ et sa projection,
dans la norme C1. Compte tenu des injections de Sobolev, il nous suffira de controˆler cet e´cart
dans la norme H3. Ceci va eˆtre re´alise´ en plusieurs e´tapes.
Convergence dans H1(Ωε)
Gardons les notations de la sous-section 1.4.1.
Proposition 1.4.4. Pour tous entiers k ≥ 1 et N ≥ 0,
‖∇ (uk,N,ε − Pk(ε)uk,N,ε)‖L2(Ωε)
‖uk,N,ε‖L2(Ωε)
= O
(
ε(N−3)/2
)
. (1.4.3)
De´monstration. Posons
ζk,N,ε = uk,N,ε − Pk(ε)uk,N,ε
et
rε = −ε2∆ζk,N,ε . (1.4.4)
Alors
rε =
(−ε2∆− µk,N (ε))uk,N,ε + (µk,N (ε)− µk(ε))uk,N,ε + µk(ε)ζk,N,ε .
Par conse´quent,
‖rε‖L2(Ωε) = O
(
ε(2N−5)/4
)
.
Multiplions les deux membres de l’e´quation (1.4.4) par ζk,N,ε et faisons une inte´gration par partie.
Nous trouvons
ε2 ‖∇ζk,N,ε‖L2(Ωε) =
∫
Ωε
rεζk,N,ε .
Nous en de´duisons l’estimation voulue par l’ine´galite´ de Cauchy-Schwarz.
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Ce re´sultat peut se transporter sur Π, ou` il servira de point de de´part a` notre e´tude de conver-
gence.
Proposition 1.4.5. Pour tous entiers k ≥ 1 et N ≥ 0 ,
‖vk,N,ε − wk,N,ε‖H1(Π) = O
(
ε(N−1)/2
)
.
De´monstration. D’apre`s la de´finition de wk,Nε et les ine´galite´s (1.3.5), il suffit de montrer
‖∇(uk,N,ε(x1, x2)− χ(x1) (Pk(ε)uk,N,ε) (x1, x2)‖L2(Ωε) = O
(
ε(2N−5)/4
)
.
Or
uk,N,ε − χ(x1)Pk(ε)uk,N,ε = χ(x1) (uk,N,ε − Pk(ε)uk,N,ε) + (1− χ(x1))uk,N,ε , (1.4.5)
d’ou`
∇(uk,N,ε − χ(x1)Pk(ε)uk,Nε) =
χ(x1)∇ (uk,N,ε − Pk(ε)uk,N,ε) + (uk,N,ε − Pk(ε)uk,N,ε)∇χ
+∇(1− χ)uk,N,ε + (1− χ)∇uk,N,ε .
Or
‖χ(x1)∇ (uk,N,ε − Pk(ε)uk,N,ε) ‖L2(Ωε) ≤ ‖∇ (uk,N,ε − Pk(ε)uk,N,ε) ‖L2(Ωε) ,
‖ (uk,N,ε − Pk(ε)uk,N,ε)∇χ‖L2(Ωε) ≤ ‖∇χ‖L∞(Ωε)‖uk,N,ε − Pk(ε)uk,N,ε‖L2(Ωε) ,
et il est facile de montrer (en revenant sur Π) que
‖∇(1− χ)uk,N,ε‖L2(Ωε) = O (ε∞) ,
et
‖(1− χ)∇uk,N,ε‖L2(Ωε) = O (ε∞) .
En utilisant les estimations (1.4.1) et (1.4.3), nous obtenons le re´sultat voulu.
Afin de montrer la convergence des de´rive´es d’ordre supe´rieur, nous allons utiliser des estima-
tions elliptiques.
Estimations elliptiques
Pour tout ε > 0, l’ope´rateur diffe´rentiel S(ε) sur Π s’e´crit, sous forme divergence,
S(ε) = − 1
h˜(ε1/2y1)
div
((
εh˜(ε1/2y1) −ε1/2h˜′(ε1/2y1)εy2
−ε1/2h˜′(ε1/2y1)εy2 1h˜(ε1/2y1) +
h˜′(ε1/2y1)2
h˜(ε1/2y1)
(εy2)
2
)
∇
)
. (1.4.6)
Nous allons donner une version des ine´galite´s elliptiques classiques qui fait apparaˆıtre leur de´pendance
par rapport a` ε. Pour ce faire, donnons d’abord quelques de´finitions et lemmes techniques. De´finissons
un ope´rateur diffe´rentiel
P (y, ∂y, ε) = −div (A(y, ε)∇) .
Dans cet ope´rateur,
A(y, ε) =
(
ε1/2 0
0 1
)
A0(ε
1/2y1, εy2)
(
ε1/2 0
0 1
)
avec z 7→ A0(z) une fonction de classe C∞, borne´e ainsi que toutes ses de´rive´es. On suppose de
plus que z 7→ A0(z) ve´rifie une condition de stricte ellipticite´, c’est a` dire qu’il existe une constante
c > 0 telle que
∀z ∈ Π, ∀ξ ∈ R2, c ‖ξ‖2 ≤ ξTA0(z)ξ .
Afin d’expliciter les de´pendances par rapport a` ε, introduisons une norme adapte´e a` cet ope´rateur.
66 CHAPITRE 1. E´TUDE SPECTRALE D’UN DOMAINE MINCE
De´finition 1.4.1. Pour tous p ∈ N et ε > 0 , de´finissons la norme ‖v‖Hpε (Π) d’une fonction
v ∈ Hp(Π) par les relations de re´currence
i. ∀v ∈ L2(Π), ‖v‖H0ε (Π) = ‖v‖L2(Π) ,
ii. ∀p ∈ N, ∀v ∈ Hp+1(Π) , ‖v‖2
Hp+1ε (Π)
= ‖ε1/2∂y1v‖2Hpε (Π) + ‖∂y2v‖2Hpε (Π) + ‖v‖2Hpε (Π) .
De´montrons un lemme technique qui va nous permettre d’utiliser cette norme.
Lemme 1.4.6. Pour tout entier naturel p, toute fonction ρ : R → R de classe C∞, borne´e ainsi
que toutes ses de´rive´es, il existe une constante C(ρ, p) telle que
∀ε ∈]0, 1[ , ∀v ∈ Hp(Π), ‖ρ(ε1/2y1)v(y1, y2)‖Hpε (Π) ≤ C(ρ, p)‖v(y1, y2)‖Hpε (Π) .
De´monstration. Nous allons proce´der par re´currence. Soit ρ une fonction convenable. Posons C0 =
‖ρ‖L∞(R). Alors pour toute v ∈ L2(Π),
‖ρ(ε1/2y1)v(y1, y2)‖L2(Π) ≤ C0‖v(y1, y2)‖L2(Π) .
Supposons la proprie´te´ vraie au rang p. Soit ρ une fonction convenable et v ∈ Hp+1(Π). Alors
‖ρ(ε1/2y1)v(y1, y2)‖2Hp+1ε (Π) = ε‖ρ(ε
1/2y1)∂y1v(y1, y2) + ε
1/2ρ′(ε1/2y1)v(y1, y2)‖2Hpε (Π)
+ ‖ρ(ε1/2y1)∂y2v(y1, y2)‖2Hpε (Π) + ‖ρ(ε1/2y1)v(y1, y2)‖2Hpε (Π).
Nous avons
‖ρ(ε1/2y1)∂y1v(y1, y2) + ε1/2ρ′(ε1/2y1)v(y1, y2)‖2Hpε (Π) ≤ 2‖ρ(ε1/2y1)∂y1v(y1, y2)‖2Hpε (Π)
+ 2‖ε1/2ρ′(ε1/2y1)v(y1, y2)‖2Hpε (Π).
Ainsi, par hypothe`se de re´currence,
‖ρ(ε1/2y1)∂y1v(y1, y2) + ε1/2ρ′(ε1/2y1)v(y1, y2)‖2Hpε (Π) ≤ 2C(ρ, p)2 ‖∂y1v(y1, y2)‖2Hpε (Π)
+ 2 εC(ρ′, p)2 ‖v(y1, y2)‖2Hpε (Π),
‖ρ(ε1/2y1)∂y2v(y1, y2)‖Hpε (Π) ≤ C(ρ, p)‖∂y2v(y1, y2)‖Hpε (Π) ,
et
‖ρ(ε1/2y1)v(y1, y2)‖Hpε (Π) ≤ C(ρ, p)‖v(y1, y2)‖Hpε (Π) .
Nous en de´duisons l’existence de C(ρ, p+ 1) telle que, pour tout v ∈ Hp+1(Π),
‖ρ(ε1/2y1)v(y1, y2)‖2Hp+1ε (Π) ≤ C(ρ, p+ 1)‖v(y1, y2)‖Hp+1ε (Π) .
Proposition 1.4.7. Il existe des constantes C0 ≥ 0 et 0 < ε0 ≤ 1 telles que, pour tout 0 < ε ≤ ε0 ,
toutes v ∈ H10 (Π) et f ∈ L2(Π) telles que
P (y, ∂y, ε)v = f
(au sens des distributions), nous avons
‖v‖H1ε ≤ C0 ‖f‖L2(Π) .
De´monstration. Par densite´ de C∞c (Π) dansH
1
0 (Π), l’e´quation au sens des distributions P (y, ∂y, ε)v =
f admet la formulation variationnelle suivante :
∀ϕ ∈ H10 (Π) ,
∫
Π
(∇v(y))T A(y, ε)∇ϕ(y) dy =
∫
Π
f(y)ϕ(y) dy .
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En particulier, ∫
Π
(∇v(y))T A(y, ε)∇v(y)dy =
∫
Π
f(y)v(y) dy .
Par construction de A(y, ε), nous avons
c
∥∥∥∥( ε1/2 00 1
)
∇v(y)
∥∥∥∥2 ≤ (∇v(y))T A(ε, y)∇v(y) ,
pour tout y dans Π .
Ainsi
c
∥∥∥∥( ε1/2 00 1
)
∇v
∥∥∥∥2
L2(Π)
≤ ‖f‖L2(Π) ‖v‖L2(Π) ,
d’apre`s l’ine´galite´ de Cauchy-Schwarz.
Par l’ine´galite´ de Poincare´ (applique´e dans la direction de l’axe des y2), il existe une constante
K ≥ 0 telle que, pour tout ϕ ∈ H10 (Π) ,
‖v‖L2(Π) ≤ K ‖∂y2v‖L2(Π) .
Nous en de´duisons que
c
∥∥∥∥( ε1/2 00 1
)
∇v
∥∥∥∥
L2(Π)
≤ N ‖f‖L2(Π) ,
et donc qu’il existe C ≥ 0 telle que
‖v‖H1ε ≤ C ‖f‖L2(Π) .
Nous allons maintenant de´montrer une ine´galite´ elliptique ad-hoc, qui nous permettra de
mesurer l’e´cart entre les vecteurs propres approche´s et leur projection sur les espaces propres cor-
respondant. Afin de simplifier la de´monstration (en e´vitant de recourir a` la me´thode des quotients
diffe´rentiels), nous allons faire des hypothe`ses de re´gularite´ tre`s fortes, mais qui seront ve´rifie´es
dans le proble`me e´tudie´.
Proposition 1.4.8. Soit p ∈ N . Il existe des constantes Cp ≥ 0 et 0 < εp ≤ 1 telles que, pour
tout 0 < ε ≤ εp , toutes v ∈ H10 (Π) et f ∈
⋂
`≥0H
`(Π) telles que
P (y, ∂y, ε)v = f , (1.4.7)
on a
‖v‖Hp+2ε (Π) ≤ Cp ‖f‖Hpε (Π) .
De´monstration. Nous allons de´montrer le re´sultat par re´currence sur p. Soit ε > 0, f ∈ ⋂`≥0H`(Π)
et v une solution. Notons que par les the´ore`mes classiques de re´gularite´ elliptique, v ∈ ⋂`≥0H`(Π) ⊂
C∞(Π). Alors ∂2y1u ∈ H10 (Π). D’apre`s la formulation faible de (1.4.7),∫
Π
(∇v(y))T A(y, ε)∇∂2y1v(y) dy =
∫
Π
f(y)∂2y1v(y) dy .
Une inte´gration par partie donne∫
Π
(∇v(y))T A(y, ε)∇∂2y1v(y) dy
=
∫
Π
(∇∂y1v(y))T A(ε, y)∇∂y1v(y) dy +
∫
Π
(∇v(y))T ∂y1A(y, ε)∇∂y1v(y) dy .
Par construction de A(ε, y) ,
c
∥∥∥∥( ε1/2 00 1
)
∇∂y1v
∥∥∥∥2
L2(Π)
≤
∫
Π
(∇∂y1v(y))T A(ε, y)∇∂y1v(y)dy .
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De plus,
∂y1A(ε, y) =
(
ε1/2 0
0 1
)
ε1/2∂z1A0(ε
1/2y1, y2)
(
ε1/2 0
0 1
)
d’ou` l’existence d’une constante C telle que∣∣∣∣∫
Π
(∇v(y))T ∂y1A(y, ε)∇∂y1v(y) dy
∣∣∣∣
≤ C
∥∥∥∥( ε1/2 00 1
)
∇v
∥∥∥∥
L2(Π)
∥∥∥∥( ε1/2 00 1
)
∇
(
ε1/2∂y1v
)∥∥∥∥
L2(Π)
.
Nous de´duisons de ces ine´galite´s, et de l’ine´galite´ de Cauchy-Schwarz, que
c
∥∥∥∥( ε1/2 00 1
)
∇∂y1v
∥∥∥∥2
L2(Π)
≤ C
∥∥∥∥( ε1/2 00 1
)
∇v
∥∥∥∥
L2(Π)
∥∥∥∥( ε1/2 00 1
)
∇
(
ε1/2∂y1v
)∥∥∥∥
L2(Π)
+ ‖f‖L2(Π)
∥∥∂2y1v∥∥L2(Π) .
En multipliant les deux coˆte´s de l’e´quation par ε, et en appliquant la proposition 1.4.7, nous
obtenons l’ine´galite´
c
∥∥∥∥( ε1/2 00 1
)
∇ε1/2∂y1v
∥∥∥∥2
L2(Π)
≤ C ε ‖f‖L2(Π)
∥∥∥∥( ε1/2 00 1
)
∇
(
ε1/2∂y1v
)∥∥∥∥
L2(Π)
+ ‖f‖L2(Π)
∥∥ε∂2y1v∥∥L2(Π) .
Comme ε ≤ 1 et ∥∥ε∂2y1v∥∥L2(Π) ≤
∥∥∥∥( ε1/2 00 1
)
∇ε1/2∂y1v
∥∥∥∥
L2(Π)
,
nous en de´duisons l’existence d’une constante C telle que
‖ε∂2y1v‖L2(Π) ≤ C ‖f‖L2(Π);
‖ε1/2∂y1∂y2v‖L2(Π) ≤ C ‖f‖L2(Π).
Il reste a` majorer ‖∂2y2v‖L2(Π), et nous allons pour cela utiliser l’e´quation (1.4.7). Nous trouvons,
en de´veloppant,
εa1,1(ε
1/2y1, εy2)∂y2v
2 + 2ε1/2a1,2(ε
1/2y1, εy2)∂y1∂y2v + a2,2(ε
1/2y1, εy2)∂
2
y2v
+ ε3/2∂z1a1,1(ε
1/2y1, εy2)∂y1v + ε∂z1a1,2(ε
1/2z1, εy2)∂y2v
+ ε3/2∂z2a1,2(ε
1/2y1, εy2)∂y1 + ε∂z2a2,2(ε
1/2y1, εy2)∂y2v = f ,
ou`
A0(z) =
(
a1,1(z) a1,2(z)
a1,2(z) a2,2(z)
)
.
D’apre`s les hypothe`ses faites sur A0, les fonctions z 7→ ai,j(z) sont borne´es, ainsi que leurs de´rive´es,
et pour tout z ∈ Π, c ≤ a2,2(z) . Nous en de´duisons qu’il existe C telle que
‖∂2y2v‖L2(Π) ≤ C ‖f‖L2(Π) .
Soit maintenant un entier p ≥ 0, supposons que la proprie´te´ est vraie au rang p. Soit f ∈⋂
`≥0H
`(Π) et v ∈ H10 (Π) une solution. Alors
P (y, ∂y, ε)∂y1v + [∂y1 , P (y, ∂y, ε)] v = ∂y1f .
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Or il est facile, en utilisant l’hypothe`se de re´currence, de ve´rifier que
‖[∂y1 , P (y, ∂y, ε)] v‖Hp+1ε (Π) ≤ C ‖f‖Hpε (Π) .
Nous en de´duisons, par l’hypothe`se de re´currence, que
‖∂y1v‖Hp+2ε (Π) ≤ C ‖f‖Hp+1ε (Π) .
Ceci implique que pour tout multi-indice α = (α1, α2), avec |α| ≤ k + 3 et α1 ≥ 1,
‖εα1/2∂αy v‖L2(Π) ≤ C ‖f‖Hp+1ε (Π) .
Il ne reste qu’a` majorer ‖∂p+3y2 v‖L2(Π) par un terme en ‖f‖Hp+1ε (Π). Ceci est re´alise´ en utilisant
l’e´quation
∂p+1y2 P (y, ∂y, ε)v = ∂
p+1
y2 f .
Application
Nous allons maintenant utiliser les re´sultats pre´ce´dents afin de montrer un controˆle de l’e´cart
entre les vecteurs propres et leurs approximations, dans la norme H3ε . Comme nous le verrons dans
la section suivante, ce controˆle est suffisant pour localiser les lignes nodales.
Nous avons introduit au de´but de la sous-section 1.3.1 la fonction de troncature χ . Nous aurons
besoin, dans notre raisonnement, d’introduire deux nouvelles fonctions de troncature, e´gales a` 1
au voisinage de 0, le support de chacune e´tant contenu dans l’ensemble ou` la pre´ce´dente vaut 1.
De fao¸n pre´cise, fixons des fonctions χ1 et χ2 telles que
i. χi ∈ C∞(R) et 0 ≤ χi ≤ 1 pour i ∈ {1, 2} ,
ii. suppχ1 ⊂ ]−a/4, b/4[ ,
iii. ∀t ∈ ]−a/8, b/8[ , χ1(t) = 1 .
iv. suppχ2 ⊂ ]−a/8, b/8[ ,
v. ∀t ∈ ]−a/16, b/16[ , χ2(t) = 1 .
Posons enfin, pour tout k ∈ N∗ et ε > 0,
δ0k,N,ε = wk,N,ε − vk,N,ε ,
δ1k,N,ε = χ1(ε
−1/2y1) (wk,N,ε − vk,N,ε) ,
δ2k,N,ε = χ2(ε
−1/2y1) (wk,N,ε − vk,N,ε) .
Lemme 1.4.9. Pour tous entiers k ≥ 1 et N ≥ 2, on a
‖δ2k,ε‖H3ε (Π) = O(ε(N−1)/2) .
De´monstration. Remarquons que, d’apre`s l’e´quation (1.4.6), l’ope´rateur S(ε) s’e´crit
1
h˜(ε−1/2y1)
P (y, ∂y, ε) ,
avec h˜ borne´e sur R et P (y, ∂y, ε) ve´rifiant les hypothe`ses de la proposition 1.4.8.
D’apre`s la proposition 1.4.8 et le lemme 1.4.6, il nous suffit donc de montrer que
‖S(ε)δ2k,N,ε‖H1ε (Π) = O(ε3/2) .
Nous allons proce´der re´cursivement. Tous d’abord, d’apre`s les propositions 1.4.3 et 1.4.5,
‖δ0k,N,ε‖L2 = O(ε(N−1)/2) ,
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et
‖δ0k,N,ε‖H1ε = O(ε(N−1)/2) .
Calculons alors S(ε)δ1k,N,ε .
On trouve
S(ε)δ1k,N,ε = [S(ε), χ1(ε
1/2y1)]δ
0
k,N,ε + χ1(ε
1/2y1)S(ε)δ
0
k,N,ε .
Il est facile de ve´rifier, en utilisant la de´finition de la norme H1ε , qu’il existe une constante C,
inde´pendante de ε, telle que∥∥∥[S(ε), χ1(ε−1/2)]δ0k,N,ε∥∥∥
L2(Π)
≤ C ‖δ0k,N,ε‖H1ε (Π) .
On en de´duit que ∥∥∥[S(ε), χ1(ε1/2y1)]δ0k,N,ε∥∥∥
L2(Π)
= O(ε(N−1)/2) .
D’autre part, le support de χ1 e´tant contenu dans l’ensemble {t ∈ R ; χ(t) = 1} , on a, d’apre`s la
de´finition de wk,N,ε ,
χ1(ε
1/2y1)S(ε)δ
0
k,N,ε = χ1(ε
1/2y1) (µk(ε)wk,N,ε − S(ε)vk,N,ε) .
On peut e´crire la relation pre´ce´dente sous la forme
χ1(ε
1/2y1)S(ε)δ
0
k,N,ε = χ1(ε
1/2y1)µk(ε)(wk,N,ε − vk,N,ε)
+ χ1(ε
1/2y1)(µk(ε)− νk,N (ε))vk,N,ε − χ1(ε1/2y1)(S(ε)− νk,N (ε))vk,N,ε .
On a
‖χ1(ε1/2y1)µk(ε)(wk,N,ε − vk,N,ε)‖L2(Π) = O(ε(N−1)/2) ,
et il est facile de voir, en utilisant les expressions explicites de la section 1.3, que∥∥∥χ1(ε1/2y1) ((µk(ε)− νk,N (ε))vk,N,ε − (S(ε)− νk,N (ε))vk,N,ε)∥∥∥
L2(Π)
= O(ε(N−1)/2) .
On en de´duit que ∥∥S(ε)δ1k,N,ε∥∥L2 = O (ε(N−1)/2)
et donc, d’apre`s la proposition 1.4.8 et le lemme 1.4.6, que∥∥δ1k,N,ε∥∥H1ε = O(ε(N−1)/2) .
Calculons enfin S(ε)δ2k,N,ε . On trouve
S(ε)δ2k,N,ε = [S(ε), χ2(ε
1/2y1)](wk,N,ε − vk,N,ε) + χ2(ε1/2y1)µk(ε)(wk,N,ε − vk,N,ε)
+ χ2(ε
1/2y1)(µk(ε)− νk,N (ε))vk,N,ε − χ2(ε1/2y1)(S(ε)− νk,N (ε))vk,N,ε .
Le support de χ2 e´tant contenu dans l’ensemble {t ∈ R ; χ1(t) = 1} , cette e´quation s’e´crit
S(ε)δ2k,N,ε = [S(ε), χ2(ε
1/2y1)]χ1(ε
1/2y1)(wk,N,ε − vk,N,ε)
+ χ2(ε
1/2y1)µk(ε)χ1(ε
1/2y1)(wk,N,ε − vk,N,ε) + χ2(ε1/2y1)(µk(ε)− νk,N (ε))vk,N,ε
− χ2(ε1/2y1)(S(ε)− νk,N (ε))vk,N,ε ,
c’est a` dire
S(ε)δ2k,N,ε = [S(ε), χ2(ε
1/2y1)]δ
1
k,N,ε + χ2(ε
1/2y1)µk(ε)δ
1
k,N,ε
+ χ2(ε
1/2y1)(µk(ε)− νk,N (ε))vk,N,ε − χ2(ε1/2y1)(S(ε)− νk,N (ε))vk,N,ε .
En utilisant le fait que
‖δ1k,N,ε‖H1ε = O(ε(N−1)/2) ,
on en conclut que
‖S(ε)δ2k,N,ε‖H3ε = O(ε(N−1)/2) .
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1.5 Localisation des ensembles nodaux
Nous allons maintenant conclure notre e´tude en de´montrant le the´ore`me 1.1.2. Pour k ∈ N∗ et
ε > 0, posons
vk,ε = vk,4,ε ,
wk,ε = wk,4,ε ,
δk,ε = χ2(ε
1/2y1) (wk,ε − vk,ε) = δ2k,4,ε .
Lemme 1.5.1. Soit k ∈ N∗. Il existe 0 < εk ≤ 1 et Ck ≥ 0 tels que, pour tout 0 < ε ≤ εk,
‖δk,ε‖L∞(Π) ≤ Ck ε1/2 ;
‖∂y1δk,ε‖L∞(Π) ≤ Ck ;
‖∂y2δk,ε‖L∞(Π) ≤ Ck ε1/2 .
De´monstration. Afin d’alle´ger la re´daction, la lettre C de´signera dans la suite des constantes
inde´pendantes de ε, qui peuvent changer d’une ligne a` l’autre. D’apre`s le lemme 1.4.9,
‖δk,ε‖H3ε (Π) ≤ C ε3/2 ,
et donc
‖δk,ε‖H2ε (Π) ≤ C ε3/2 .
Or par de´finition de la norme H2ε (Π), nous avons imme´diatement
ε‖δk,ε‖H2(Π) ≤ ‖δk,ε‖H2ε (Π) ,
et par conse´quent
‖δk,ε‖H2(Π) ≤ Cε1/2 .
L’injection de Sobolev H2(Π) ⊂ L∞(Π) nous donne alors
‖δk,ε‖L∞(Π) ≤ Cε1/2 .
De plus, ‖δk,ε‖H3ε (Π) majore ‖ε∂2y1∂y2δk,ε‖L2(Π) , ‖ε1/2∂y1∂2y2δk,ε‖L2(Π) et ‖∂3y2δk,ε‖L2(Π). Nous en
de´duisons que
‖∂y2δk,ε‖H2ε (Π) ≤ C ε3/2 .
La meˆme injection de Sobolev que pre´ce´demment donne
‖∂y2δk,ε‖L∞(Π) ≤ C ε1/2 .
Rappelons quelques re´sultats e´le´mentaires a` propos de l’oscillateur harmonique. Notons (hk)k≥1
une base de fonctions propres pour l’ope´rateur
−∂2t +
κ2pi
2
4
t2
sur R, associe´e a` la suite de valeurs propres(
(2k − 1)√κ2 pi
2
)
k≥1
.
Nous savons que, pour k ≥ 1, la fonction hk a k − 1 racines re´elles, que l’on notera
ak1 < · · · < akk−1 .
Ces racines sont simples, c’est a` dire que h′k(a
k
` ) 6= 0 pour ` ∈ {1, . . . , k − 1}.
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Lemme 1.5.2. Pour tout entier k ≥ 1, il existe εk > 0 et deux suites finies de re´els (bk` )0≤`≤k−1
et (ck` )0≤`≤k−1 telles que
bk0 < c
k
0 < a
k
1 < b
k
1 < c
k
1 < a
k
2 < · · · < akk−1 < bkk−1 < ckk−1
et, pour tout 0 < ε < εk et tout ` ∈ {0, 1, . . . , k−1}, la fonction wk,ε ne s’annule pas sur l’ensemble
Ak` =
[
bk` , c
k
`
]× ]−1, 1[ .
De plus, wk,ε a des signes alterne´s sur les A`, ` ∈ {0, . . . , k − 1}.
De´monstration. Posons
v0k(y1, y2) = hk(y1) cos
(piy2
2
)
.
C’est le premier terme du de´veloppement pre´sente´ dans la section 1.2. Les termes suivants de ce
de´veloppement sont des fonctions dans la classe H, multiplie´es par des puissances de ε1/2. Nous en
de´duisons que si
ζk,ε = χ(ε
1/2y1)
(
vk,ε − v0k
)
,
alors
‖ζk,ε‖L∞(Π) ≤ Cε1/2
et
‖∂y2ζk,ε‖L∞(Π) ≤ Cε1/2 .
Nous pouvons donc remplacer vk,ε par v
0
k dans l’e´nonce´ du lemme 1.5.1. Posons dans la suite
δ0k,ε = χ(ε
1/2y1)
(
v0k − wk,ε
)
.
Fixons maintenant deux suites finies de re´els (bk` )1≤`≤k et (a
k
` )1≤`≤k qui ve´rifient les hypothe`ses
de l’e´nonce´.
Pour ε assez petit,
−ε−1/2a/32 < bk0 et ckk−1 < ε−1/2b/32 .
Alors χ(ε1/2y1) = 1 pour tout y1 ∈
[
bk` , c
k
`
]
et donc
δ0k,ε(y1, y2) = v
0
k(y1, y2)− wk,ε(y1, y2)
pour tout (y1, y2) ∈
[
bk0 , c
0
k
]× ]−1, 1[.
D’autre part, il existe ck > 0 tel que, pour tout y1 ∈
⋃k−1
`=0
[
bk` , c
k
`
]
, |hk(y1)| ≥ ck.
Montrons que pour tout (y1, y2) ∈
⋃k−1
`=0
[
bk` , c
k
`
]× ]−1, 1[,
|v0k(y1, y2)| ≥ ckdist(y2, {−1, 1}) .
Supposons d’abord que v0n(y1, y2) > 0 (c’est a` dire que hn(y1) > 0) et que y2 < 0.
Nous avons alors
∂y2v
0
k(y1, t) = −
pi
2
hk(y1) sin
(
pit
2
)
≥ −pick
2
sin
(
pit
2
)
pour tout t ∈ ]−1, y2[ . Ainsi
v0k(y1, y2) =
∫ y2
−1
∂y2v
0
k(y1, t) dt ≥ −
pick
2
∫ y2
−1
sin
(
pit
2
)
dt .
Nous en de´duisons que
v0k(y1, y2) ≥ ck cos
(piy2
2
)
≥ ck(y2 + 1) ,
la dernie`re ine´galite´ s’obtenant par concavite´. Les autres cas se traitent de la meˆme manie`re.
Nous pouvons montrer, par une majoration analogue a` la minoration pre´ce´dente, que, pour
(y1, y2) ∈ Π ,
|v0k(y1, y2)− wk,ε(y1, y2)| ≤ ‖∂y2δ0k,ε‖L∞(Π)dist(y2, {−1, 1}) ≤ Ck ε1/2dist(y2, {−1, 1}) .
Si ε est assez petit pour que
Ck ε
1/2 < ck ,
wk,ε a le signe de v
0
k sur les ensembles A
k
` , pour 0 ≤ ` ≤ k − 1 .
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Soit k ∈ N∗. Quitte a` la diminuer, supposons que la constante εk ve´rifie a` la fois la proprie´te´
du lemme pre´ce´dent et celle de la proposition 1.3.10. Soit 0 < ε < εk. La fonction wk,ε a alors au
moins k domaines nodaux dans Π. En changeant de coordonne´es, cela implique que Pk(ε)uk,4,ε a
au moins k domaines nodaux dans Ωε. Comme l’espace propre pour −ε2∆DΩε pour la valeur propre
µk(ε) est de dimension 1, nous avons montre´ que toute fonction propre associe´e a` µk(ε) a au moins
k domaines nodaux dans Ωε. Elle en a au plus k par le the´ore`me de Courant. Elle en a donc
exactement k, c’est a` dire qu’elle est Courant-stricte.
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Chapitre 2
Eigenvalues variations for
Aharonov-Bohm operators
2.1 Introduction
Aharonov-Bohm operators have been introduced in [1] as models of Schro¨dinger operators
with a localized magnetic field. A lot of work has been done to study them in a mathematically
rigorous way. The following list is not intended to be exhaustive. The general study of Schro¨dinger
operators with a magnetic potential was initiated in [22, 3]. References [4, 24, 16, 2] study the case
of a non-simply connected domain where a zero magnetic field is created by a non-zero magnetic
potential (in this context the so-called Aharonov-Bohm effect, first described in [1], appears).
Exactly solvable examples of Aharonov-Bohm operators have also been considered in [21, 28], where
spectra, eigenfunctions, and scattering matrices are given explicitly thanks to special functions. The
papers [7, 27, 5, 17] deal with Aharonov-Bohm operators in the context of minimal partitions (see
[18] for a definition of the latter object). In particular, reference [17] shows that for any minimal
partition, one can construct a suitable magnetic potential such that the partition consists in the
nodal domains of an eigenfunction of the corresponding Aharonov-Bohm operator. The search for
minimal partitions is also a motivation of the paper [5], where eigenvalues and eigenfunctions of
an Aharonov-Bohm operator on the square with a moving singularity are investigated numerically.
One of the aims of the present work is to justify and generalize some observations made in this
paper.
We define these operators as follows. Let ω be an open and connected set in R2. As usual,
we denote by C∞c (ω) the set of smooth functions compactly supported in ω. Generally speaking,
let us consider a magnetic potential, that is to say a vector field A ∈ C∞(ω,R2). We define the
sesquilinear form sA by
sA(u, v) =
∫
ω
(−i∇−A)u · (−i∇−A)v dx
the quadratic form qA by
qA(u) = sA(u, u)
and the norm ‖ · ‖A by
‖u‖2A = ‖u‖2L2(ω) + qA(u)
for u and v in C∞c (ω).
The form domain QA associated with A is defined as the completion of C∞c (ω) under ‖ · ‖A .
According to Friedrichs’s Theorem, there exists a unique self-adjoint extension −∆A of the densely
defined, symmetric, and positive differential operator (−i∇−A)2 acting on C∞c (ω) whose domain
DA is contained in QA (see e.g. [29]). We call it the magnetic Hamiltonian on ω associated with
A (note that we are imposing a Dirichlet boundary condition).
In the following, we denote by Ω an open, bounded, and connected set in R2 with a Lipschitz
boundary ∂Ω. For v = (v1, v2) ∈ R2, we note v⊥ = (−v2, v1). For X ∈ R2, α ∈ R , and x ∈ R2\{X},
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we define
AXα (x) =
α
|x−X|2 (x−X)
⊥ . (2.1.1)
In the rest of the paper, N is an integer, X = (X1, . . . , XN ) an N -tuple of points in R2, with
Xi 6= Xj for i 6= j (at least for now), and α = (α1, . . . αN ) ∈ RN . Let us denote by ΩX the open
set Ω \ {X1, . . . , XN}. We define the Aharonov-Bohm potential associated with X and α as the
vector field
AXα =
N∑
i=1
AXiαi . (2.1.2)
Let us point out that the Xi’s can be in R2 \ Ω, and in particular in ∂Ω. The Aharonov-Bohm
operator associated with X and α is the magnetic Hamiltonian −∆AXα on ΩX. We denote it by
−∆Xα .
Let us briefly consider the physical interpretation of the Aharonov-Bohm potential. Generally
speaking, for a smooth magnetic potential A : Ω → R2 the magnetic field is seen as a vector
orthogonal to the plane R2, with magnitude
B(x) = Curl A(x) = ∂x1A1(x)− ∂x2A2(x) . (2.1.3)
Applying this relation to the potential AXα , in the sense of distributions on R2, we find
Curl AXα =
N∑
i=1
αiδXi (2.1.4)
with δXi the Dirac measure at the point Xi. Furthermore, it follows directly from the definition of
AXα that for any closed loop γ in R2 \ ∪Ni=1{Xi},∮
γ
AXα (s) ds = 2pi
N∑
i=1
indγ(Xi)αi , (2.1.5)
where indγ(Xi) is the winding number of γ around Xi. If Bi is a small disk centered at Xi such
that Xj /∈ Bi for j 6= i,
αi =
1
2pi
∫
Bi
B
(this equation makes sense since B is a measure). We call αi the normalized flux at Xi.
We will show, with the help of a gauge transformation of the magnetic potential, that if α′−α ∈
ZN the operators −∆Xα and −∆Xα′ are unitarily equivalent. In particular, if α ∈ ZN the operator
−∆Xα is unitarily equivalent to the Dirichlet Laplacian on Ω, which we denote by −∆DΩ . We denote
by (λDk (Ω))k≥1 the sequence of eigenvalues of −∆DΩ , counted with multiplicity. Unitary equivalence
with −∆DΩ will be further studied in the paper.
For completeness, we will give a proof of the following property of the form domain QXα , which
follows from Hardy-type inequalities proved in [24, 2, 26].
Theorem 2.1.1. Let HXα be defined as
HXα = {u ∈ L2(Ω); (−i∇−AXα )u ∈ L2(Ω)}
with the natural scalar product. Then HXα is a Hilbert space compactly embedded in L2(Ω). Fur-
thermore, there exists a continuous mapping γ0 : HXα → L2(∂Ω) such that for any u ∈ C∞c (Ω \
{X1, . . . , XN}), γ0u = u|∂Ω . A function u in L2(Ω) belongs to QXα if, and only if, u ∈ HXα and
γ0u = 0 .
As a consequence of the compact embedding, the spectrum of −∆Xα consists in a sequence
of real eigenvalues converging to +∞. Let (λk(X,α))k≥1 be this sequence, the eigenvalues being
arranged in increasing order and counted with multiplicity. We are interested in the functions
X 7→ λk(X,α). Let us note that according to our definition of AXα , λk(X,α) is defined only for
X ∈ R2N such that Xi 6= Xj for i 6= j. To state the following result, it is convenient to extend
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the function X 7→ λk(X,α) to R2N . We define λk(X,α) as the k-th eigenvalue of the operator
−∆Yβ , where the M -tuple Y = (Y1, . . . , YM ) contains once, and only once, each point appearing
in X = (X1, . . . , XN ) and where β = (β1, . . . , βM ) with
βj =
∑
i,Xi=Yj
αi
for each 1 ≤ j ≤ M . For instance, with this definition, λk((X1, X2, X3), (α1, α2, α3)) with X1 =
X2 6= X3 is λk((X1, X3), (α1 + α2, α3)).
Theorem 2.1.2. For any given k ≥ 1 and α ∈ RN , the function X 7→ λk(X,α) is continuous in
R2N .
Let us note that this result is stronger than it may appear at first glance. In particular, it
implies continuity of the eigenvalues in the case of one point tending to the boundary of Ω, or in
the case of coalescing points.
Additional regularity is easily obtained when the poles are distinct and far from the boundary.
We will prove the following result.
Theorem 2.1.3. Let e1 = (1, 0) and e2 = (0, 1) be the vectors of the canonical basis of R2. Assume
that X ∈ R2N and k ≥ 1 are such that Xi /∈ ∂Ω for 1 ≤ i ≤ N , Xi 6= Xj for i 6= j , and λk(X,α)
is a simple eigenvalue. Then the function
(t1, t2, . . . , t2N−1, t2N ) 7→ λk((X1 + t1e1 + t2e2, . . . , XN + t2N−1e1 + t2Ne2),α)
is analytic in a neighborhood of 0 in R2N .
In general, an eigenfunction u of the operator −∆Xα is complex-valued and the set u−1({0})
consists in isolated points of Ω. However, in the case where αi ∈ Z + 1/2 for all 1 ≤ i ≤ N , we
can define a class of eigenfunctions for which the notion of nodal set is meaningful. To this end,
as in [16], we define a suitable unitary antilinear operator KX (see Section 2.5) and call KX-real a
function u such that KXu = u . If u is a KX-real eigenfunction, the set u
−1({0}) is locally a regular
curve, except at the poles and maybe at a finite number of points where curves cross. By analogy
with the terminology used for real eigenfunctions of the operator −∆DΩ , we call u−1({0}) the nodal
set and its component curves the nodal lines. Following a suggestion of Susanna Terracini, we have
studied the derivatives of an eigenvalue with respect to a pole when at least three nodal lines of
an associated KX-real eigenfunction meet at this pole. It has already been shown in [27] that if
the function Y 7→ λk(Y, 1/2) has a critical point at X and if λk(X, 1/2) is simple, an associated
KX-real eigenfunction u has at least three nodal lines meeting at X. By modifying the proof we
have given of Theorem 2.1.3 and using results from [2] on the structure of the nodal set, we prove
the converse.
Theorem 2.1.4. Let α ∈ RN and X ∈ R2N . Let us fix 1 ≤ i ≤ N with Xi ∈ Ω. For v ∈ R2,
t ∈ R , and k ≥ 1, we define
X(t) = (X1, . . . , Xi + tv, . . . , XN )
and λk(t) = λk(X(t),α). Let us assume that λk(0) is simple and has a KX-real eigenfunction u
with at least three nodal lines that meet at Xi. Then λ
′
k(0) = 0.
During the writing of this work, S. Terracini showed us a preliminary version of the paper
[10]. It contains a similar continuity result, restricted to the case of one pole and assuming Ω to
be simply connected with a C∞ boundary. It also contains a stronger version of Theorem 2.1.4.
The main contribution of our paper is in the generality of Theorem 2.1.2, which allows us to treat
coalescing poles, and in the use of the Kato-Rellich regular perturbation theory to give a simpler
proof of Theorem 2.1.4.
The paper is organized as follows. We first recall the definition of a gauge transformation of
the magnetic potential, and the fact that it preserves the spectrum of the associated magnetic
Hamiltonian. We then give a sufficient condition for −∆Xα to be unitarily equivalent to −∆DΩ .
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We recall a Hardy-type inequality from [2], some of its consequences, and a non-concentration
inequality for functions in QXα . We use these results to characterize the form domain of Aharonov-
Bohm (Theorem 2.1.1). In a second part, we show the continuity of the eigenvalues with respect to
the poles (Theorem 2.1.2). We then apply this theorem to some examples : we study the limits of
the eigenvalues when the operator has a pole moving toward the boundary of the domain (Corollary
2.4.4) or two poles moving toward one another (Corollary 2.4.5). We then show the analyticity of
the eigenvalues with respect to the poles under some restrictive conditions (Theorem 2.1.3), and
consider their critical points (Theorem 2.1.4). In the last section, we discuss the connection of these
results with spectral minimal partitions.
I would like to thank my advisors, Virginie Bonnaillie-Noe¨l and Bernard Helffer, for directing me
toward this subject, and for many suggestions and corrections. Virginie Bonnaillie-Noe¨l also sent
me the numerical computations and pictures used in Section 2.6. I benefited greatly from exchanges
with Susanna Terracini and Luc Hillairet. In particular, Lemma 2.3.4 and the method used to prove
Theorem 2.1.2 are taken from unpublished notes kindly communicated by Luc Hillairet.
2.2 Gauge transformations
2.2.1 Definition and basic properties
We briefly recall some classical properties of gauge transformations. They will be useful in
proving our main results.
Definition 2.2.1. A gauge transformation acts on pairs vector field-function as (A, u) 7→ (A∗, u∗)
with {
A∗ = A− i∇ψψ ,
u∗ = ψu ,
where ψ ∈ C∞(ω,C) satisfies |ψ| = 1. The function ψ is called a gauge function on ω. Two vector
potentials are said to be gauge equivalent when the second one can be obtained from the first one
by a gauge transformation.
Since
Curl A∗ = Curl A
and
|u∗|2 = |u|2 ,
neither the magnetic field nor the probability distribution are changed by a gauge transformation.
On the other hand, due to the possible multiple connectedness of ω, two magnetic potentials on
ω giving the same magnetic field are not necessarily gauge equivalent. Let us give an equivalence
criterion (from [16]).
Lemma 2.2.2. Let A ∈ C∞(ω,R2). It is gauge equivalent to 0 if, and only if,
1
2pi
∮
γ
AXα (s) ds (2.2.1)
is an integer for any loop γ contained in ω.
Let us check that the spectrum of a magnetic Hamiltonian is invariant under a gauge transfor-
mation. A gauge function ψ being given, the mapping U : u 7→ u∗ from L2(ω) into itself is unitary
and U(C∞c (ω)) = C
∞
c (ω). A direct calculation shows that the identity
−∆A∗ ◦ U = U ◦ (−∆A)
holds on C∞c (ω). As a consequence of the general principle stated below (which follows directly
from the definition of the Friedrichs extension), we conclude that the quadratic forms qA and qA∗ ,
as well as the operators −∆A and −∆A∗ , are equivalent through U .
Proposition 2.2.3. Let T : D(T )→ H be a densely defined, positive, and symmetric operator on
the Hilbert space H , S : D(S)→ H another operator and U : H → H a unitary mapping such that
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i) U(D(T )) = D(S) ,
ii) U ◦ T = S ◦ U|D(T ) .
Then S is densely defined, positive, and symmetric. Furthermore, let Tˆ (resp. Sˆ) be the Friedrichs
extension of T (resp. S). The corresponding quadratic form is denoted by q (resp. p) and its domain
by Q (resp. P). Then
i) U(Q) = P ,
ii) q = p ◦ U ,
iii) U(D(Tˆ )) = D(Sˆ) ,
iv) U ◦ Tˆ = Sˆ ◦ U|D(Tˆ ) .
This result is a particular case of [25, Theorem 1.2].
2.2.2 Comparison with the Dirichlet Laplacian
Let us assume that the set R2 \ Ω can be written as the reunion of a finite number K + 1 of
closed and connected sets D1 , Dj , . . . , DK , with Dj bounded for 1 ≤ j ≤ K and D0 unbounded.
Let us consider an Aharonov-Bohm potential AXα . For 0 ≤ j ≤ K, let us define
Φ(Dj) =
∑
Xk∈Dj
αk
the total normalized flux through Dj .
Proposition 2.2.4. If Φ(Dj) is an integer for each bounded connected component Dj of R2 \ Ω
and if, for each 1 ≤ i ≤ N such that Xi ∈ Ω , αi is an integer, then −∆Xα is unitarily equivalent to
the Dirichlet Laplacian on Ω .
De´monstration. Let us first show that for any loop γ contained in ΩX ,
1
2pi
∮
γ
AXα (s) ds
is an integer. We apply Formula (2.1.5). The winding number of γ around any point contained in
D0 is 0. For each 1 ≤ j ≤ K, the winding number of γ around all the points in Dj is the same. We
denote it by nj . Let us finally note A = {1 ≤ i ≤ N ; Xi ∈ Ω} . We get the formula
1
2pi
∮
γ
AXα (s) ds =
∑
i∈A
indγ(Xi)αi +
K∑
j=1
njΦ(Dj) .
The left-hand side is obviously an integer if the hypotheses of the proposition are satisfied. Ac-
cording to Lemma 2.2.2, this implies that AXα is gauge equivalent to 0. The Aharonov-Bohm
Hamiltonians −∆Xα and −∆X0 are therefore unitarily equivalent. The form domain QX0 of −∆X0 is
the closure under the H1-norm of C∞c (ΩX). Since points in R2 have an H1-capacity equal to zero
(see e. g. [19, Chap. 3]), QX0 = H10 (Ω) and −∆X0 = −∆DΩ .
2.3 Form domain of an Aharonov-Bohm operators
2.3.1 A Hardy-type inequality
In this section, we prove Theorem 2.1.1. Let us recall a useful result from [24]. The statement
and the proof that we give are taken from [2].
Lemma 2.3.1. Let X ∈ R2 and α ∈ R \ Z . For every 0 ≤ ρ1 < ρ2 and u ∈ C∞c (R2 \ {X}),∫
C(X,ρ1,ρ2)
|u|2
|x−X|2 dx ≤ dist(α,Z)
−2
∫
C(X,ρ1,ρ2)
∣∣(−i∇−AXα )u∣∣2 dx , (2.3.1)
with
C(X, ρ1, ρ2) = {x ∈ R2; ρ1 < |x−X| < ρ2} .
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De´monstration. For simplicity, let us assume that X = 0. We denotes by (er, eθ) the orthonormal
basis associated to the polar coordinates (r, θ). Then(−i∇−AXα )u = −i∂ru er − 1r (i∂θ + α)u eθ ,
and thus ∣∣(−i∇−AXα )u∣∣2 = |∂ru|2 + 1r2 |(i∂θ + α)u|2 .
Discarding the positive term |∂ru|2, integrating, and using a polar change of variables, we get∫
C(0,ρ1,ρ2)
∣∣(−i∇−AXα )u∣∣2 dx ≥ ∫ ρ2
ρ1
rdr
∫ 2pi
0
dθ
r2
|(i∂θ + α)u|2 .
Let us define, for n ∈ Z and ρ1 < r < ρ2, the Fourier coefficient
cn(r) =
1
2pi
∫ 2pi
0
u(r, θ)e−inθ dθ .
For ρ1 < r < ρ2 and 0 < θ < 2pi, we find, by summing the Fourier series,
u(r, θ) =
∑
n∈Z
cn(r)e
inθ
and
∂θu(r, θ) =
∑
n∈Z
incn(r)e
inθ .
According to Parseval’s Formula,∫
C(0,ρ1,ρ2)
|u|2
r2
dx = 2pi
∫ ρ2
ρ1
1
r2
(∑
n∈Z
|cn(r)|2
)
r dr
and ∫
C(0,ρ1,ρ2)
∣∣(−i∇−AXα )u∣∣2 dx ≥ 2pi ∫ ρ2
ρ1
1
r2
(∑
n∈Z
|n− α|2|cn(r)|2
)
r dr .
Inequality (2.3.1) is then obvious.
Corollary 2.3.2. If αi /∈ Z for each 1 ≤ i ≤ N , then HXα is continuously embedded in H1(Ω).
De´monstration. Let u ∈ QXα . Let us choose r > 0 such that, for all i 6= j , r < |Xi −Xj | . Let us
fix 1 ≤ i ≤ N . Since
∇u = i (−i∇−AXα)u+ iAXαu ,
we obtain
|∇u|2 ≤ 2 ∣∣(−i∇−AXα)u∣∣2 + 2 ∣∣AXαu∣∣2 ,
and then ∫
B(Xi,r)
|∇u|2 dx ≤ 2
∫
B(Xi,r)
∣∣(−i∇−AXα)u∣∣2 dx+ 2 ∫
B(Xi,r)
∣∣AXαu∣∣2 dx .
Inequality (2.3.1) implies that∫
B(Xi,r)
|u|2
|x−Xi|2 dx ≤ dist(αi,Z)
−2
∫
B(Xi,r)
∣∣(−i∇−AXiαi )u∣∣2 dx .
Up to a gauge transformation on B(Xi, r), we can assume that A
X
α = A
Xi
αi , and we deduce∫
B(Xi,r)
∣∣AXαu∣∣2 dx ≤ α2i dist(αi,Z)−2 ∫
B(Xi,r)
∣∣(−i∇−AXα)u∣∣2 dx .
This shows that on Ω ∩ ∪Ni=1B(Xi, r), the H1-norm is controlled by the norm ‖ · ‖αX . But this is
also true on Ω \ ∪Ni=1B(Xi, r), since
∣∣AXα ∣∣ is bounded on this set. This concludes the proof.
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2.3.2 A non-concentration inequality
We now establish a non-concentration result. It is a slight variation on an inequality that was
communicated to us by Luc Hillairet. A similar result is proved in [20, Lem. 3.2.]. Let us first give
it for H1-functions.
Lemma 2.3.3. For any 0 < ν < 1, there exists a constant Cν ≥ 0 such that, for all u ∈ H1(R2) ,
x0 ∈ Ω , and r > 0 ,
‖u‖L2(B(x0,r)) ≤ Cν rν ‖u‖H1(R) (2.3.2)
where
B(x0, r) = {x ∈ R2; |x− x0| < r} .
De´monstration. The proof is a direct application of the embedding H1(R2) ⊂ Lp(R2) , valid for
any 2 ≤ p <∞. Let u ∈ H1(R2) . According to the Ho¨lder inequality,
∫
B(x0,r)
|u|2 dx ≤ |B(x0, r)|1/q
(∫
B(x0,r)
|u|2q′ dx
)1/q′
≤ |B(x0, r)|1/q‖u‖2L2q′ (R2)
for any q and q′ greater than 1 such that 1/q + 1/q′ = 1 . We chose q = 1/ν , and obtain∫
B(x0,r)
|u|2 dx ≤ C1 r2ν ‖u‖2
L
2
1−ν (R2)
,
where C1 is a constant depending only on ν. Since H
1(R2) is continuously embedded in L
2
1−ν (R2),
we finally get ∫
B(x0,r)
|u|2 dx ≤ C2 r2ν ‖u‖2H1(R2),
where C2 is a constant depending only on ν.
We now extend this result to functions in the form domain QXα in the case ν = 1/2.
Lemma 2.3.4. There exists a constant C ≥ 0 such that, for any x0 ∈ Ω, r > 0, and u ∈ QXα ,
‖u‖2L2(B(x0,r)) ≤ C r
(
‖u‖2L2(R2) + ‖(−i∇−AXα )u‖2L2(R2)
)
. (2.3.3)
De´monstration. Let us first consider the case where u ∈ C∞c (ΩX) . Then |u| ∈ H1(R2) and in-
equality (2.3.2) yields
‖u‖2L2(B(x0,r)) ≤ C r
(
‖u‖2L2(R2) + ‖∇|u|‖2L2(R2)
)
for some constant C independent of u and r. According to the diamagnetic inequality, |∇|u|(x)| ≤∣∣(−i∇−AXα )u(x)∣∣ for almost every x ∈ R2. We obtain
‖u‖2L2(B(x0,r)) ≤ Cr
(
‖u‖2L2(R2) + ‖(−i∇−AXα )u‖2L2(R2)
)
.
Since QXα is defined as the closure of C∞c (ΩX) for the norm ‖ · ‖αX , the inequality still holds for
functions in QXα .
2.3.3 Characterization of the form domain
We now give a proof of Theorem 2.1.1.
Lemma 2.2.2 shows that up to a unitary transformation in L2(Ω), we can assume that αi /∈ Z for
all 1 ≤ i ≤ N . We have seen that in this case HXα is continuously embedded in H1(Ω). Since H1(Ω)
is compactly embedded in L2(Ω) (see [15, Chap 4, Sec. 6] for the case of a Lipschitz boundary),
we have proved the compact embedding QXα ⊂ L2(Ω) . Furthermore, we can chose as γ0 the usual
boundary trace operator (c.f. [15, Chap. 4, Sec. 3]).
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We now characterize the form domain QXα . Since any function in QXα is the limit in the norm
‖ · ‖αX of a sequence of functions in C∞c (ΩX), it obviously satisfies u ∈ HXα and γ0u = 0 .
Let us now consider u ∈ HXα such that γ0u = 0 . To prove that u ∈ QXα , it suffices to show that
we can find a function in C∞c (ΩX) arbitrarily close to u in the norm ‖ · ‖αX . Let us first note that
being in HXα and satisfying a Dirichlet boundary condition are local properties, preserved under the
multiplication by a smooth function. By a standard partition of unity argument, we need only to
prove the result in the neighborhood of one pole. Furthermore, up to a local gauge transformation,
we can always assume that AXα is of the form
AXα (x) =
α
|x−X|2 (x−X)
⊥
with α /∈ Z .
We are left with two simple cases to study.
Case 1 (interior point).
Let us assume that X = 0 and that Ω = B(0, 1). Inequality (2.3.1) shows that u/|x| is in
L2(B(0, 1)). Now let us fix a sequence (χm) of smooth function on R2 satisfying
i) 0 ≤ χm ≤ 1 ,
ii) χm = 1 on R2 \B(0, 1m ) ,
iii) χm = 0 on B(0,
1
2m ) ,
iv) |∇χm| ≤ Cm ,
with C a constant that does not depend on m.
Let us define um = χmu. Then
‖um − u‖2L2(B(0,1)) ≤ 2
∫
B(0, 1m )
|u|2 dx
and
‖(−i∇−A0α)(um − u)‖2L2(B(0,1)) ≤ 2
∫
B(0, 1m )
|(−i∇−A0α)u|2 dx+ 2
∫
B(0, 1m )
|∇χm|2|u|2 dx .
Considering that∫
B(0, 1m )
|∇χm|2|u|2 dx ≤
∫
B(0, 1m )
C2m2|u|2 dx ≤ C2
∫
B(0, 1m )
|u|2
|x|2 dx ,
we get
lim
m→∞ ‖(−i∇−A
0
α)(um − u)‖2L2(B(0,1)) = 0 .
We can therefore pick um close enough to u in the norm ‖ · ‖α0 , and then, since um ∈ H10 (B(0, 1) \
B(0, 12m )), pick ϕ ∈ C∞c (B(0, r) \B(0, 1m )) close enough to um in the norm ‖ · ‖0α .
Case 2 (boundary point).
We now assume that X = 0 and that
Ω = {(x1, x2) ∈ B(0, 1) ; x2 > f(x1)}
with f :]− 1, 1[7→ R a Lipschitz function such that f(0) = 0 .
Since Ω is a simply connected open set that does not contain 0, we can assume, up to a gauge
transformation, that α = 0 . It remains to see that any u ∈ H1(Ω) such that γu = 0 on ∂Ω (γ
being the usual boundary trace) is the H1-limit of a sequence of functions in C∞c (Ω). But in the
case of Lipschitz boundaries, those are simply two equivalent characterizations of H10 (Ω) (c.f. [19,
Chap. 3]).
The characterization of Theorem 2.1.1 is of course standard, but it plays a central part in the
proof of Theorem 2.1.2, and we have therefore included it for completeness. Let us briefly comment
on the condition (−i∇ − AXα )u ∈ L2(Ω) for a function u ∈ QXα . Far from the poles, it reduces
to the condition that u is locally in H1. In a neighborhood of a pole Xi, its meaning depends on
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the normalized flux αi. If αi /∈ Z, Inequality (2.3.1) shows that u is locally in H1 (as seen in the
proof of Corollary 2.3.2), with the additional integrability condition u/|x−Xi| ∈ L2(Ω). If αi ∈ Z,
the condition means that there is a local gauge transformation ψ such that u∗ = ψu is locally in
H1 (as seen in the proof of Proposition 2.2.4), but does not mean that u is locally in H1. Indeed
this is not the case as soon as αi 6= 0, because then the function (r, θ) 7→ eiαiθ (expressed in polar
coordinates) is not H1 in a neighborhood of 0. The fact that we have a characterization that is
valid for all normalized flux allows us to prove the continuity of the eigenvalues when several poles,
each with a non-integer flux, coalesce into a single pole with integer flux.
2.4 Continuity with respect to the poles
2.4.1 Main statement
Let us first restate Theorem 2.1.2.
Proposition 2.4.1. Let (Xn)n≥1 be a sequence of points in R2N such that Xn → X when n→ +∞.
Then, for each k ≥ 1, λk(Xn,α)→ λk(X,α) when n→ +∞.
The proof is based on two key lemmas which will be stated and proved in the next subsections.
2.4.2 An extraction lemma
The following lemma is the central part of the proof of Proposition 2.4.1. Its proof uses the
weak compactness of the unit ball of H1, the non-concentration result of Lemma 2.3.4, and the
characterization of the form domain QXα given in Theorem 2.1.1.
Lemma 2.4.2. Let (λn)n≥1 be a sequence of eigenvalues associated with −∆Xnα and (un)n≥1 a
sequence of corresponding normalized eigenfunctions. Assume that λn → λ when n → +∞. Then
there is a strictly increasing sequence of integers (np)p≥1 and a function u ∈ QXα such that
i) u is an eigenfunction of −∆Xα associated with the eigenvalue λ,
ii) unp → u when p→∞ in L2(Ω) (strongly),
iii) unp(x)→ u(x) when p→∞ for almost every x in Ω.
De´monstration. For m ≥ 1, we define Sm = ∪Ni=1B(Xi, 1m ) and Ωm = Ω \ Sm. Let us fix m ≥ 1.
Then, for any integer n large enough so that Ωm does not contain any point of X
n,
‖un‖L2(Ωm) ≤ 1
and
‖(−i∇−AXα )un‖2L2(Ωm) ≤ 2‖(−i∇− iAX
n
α )un‖2L2(Ωm) + 2‖AX
n
α −AXα‖2L∞(Ωm)‖un‖2L2(Ωm) .
We have
‖(−i∇−AXnα )un‖2L2(Ωm) ≤ ‖(−i∇−AX
n
α )un‖2L2(Ω) = λn ≤ sup
q≥1
λq ,
lim
n→∞ ‖A
Xn
α −AXα‖L∞(Ωm) = 0 ,
and
‖AXα‖L∞(Ωm) <∞ .
As a consequence, the sequence (un)n≥1 is bounded in H1(Ωm). Due to the weak compactness of
the unit ball of H1(Ωm), we can extract from (un)n≥1 a subsequence that converges weakly to
u ∈ H1(Ωm). According to Rellich’s Theorem, H1(Ωm) is compactly embedded in L2(Ωm). We
can therefore extract from the preceding subsequence a subsequence that converges strongly to u
in L2(Ωm), and also (up to one further extraction) that converges to u almost everywhere in Ωm.
After applying a diagonal extraction procedure, we obtain a subsequence (unp)p≥1 of (un)n≥1
and a function u defined almost everywhere in Ω such that for each m ≥ 1, unp → u when p→ +∞
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weakly in H1(Ωm), strongly in L
2(Ωm), and almost everywhere in Ωm. We have, for each m ≥ 1,
each p ≥ 1, ∫
Ωm
|unp |2 dx ≤
∫
Ω
|unp |2 dx = 1
and ∫
Ωm
|(−i∇−AXα )unp |2 dx ≤ 2 sup
q≥1
λq + 2 sup
Ωm
|AXnα −AXα |2 .
Passing to the limit p→ 0, we get ∫
Ωm
|u|2 dx ≤ 1
and ∫
Ωm
|(−i∇−AXα )u|2 dx ≤ 2 sup
q≥1
λq .
We deduce that u ∈ L2(Ω), with ‖u‖L2(Ω) ≤ 1, and that (−i∇−AXα )u , as a distribution on ΩX,
belongs to L2(Ω).
For m ≥ 1, let us note Γm = ∂Ω ∩ ∂Ωm. For p ≥ 1, we have γ0unp = 0 on Γm. Since (unp)p≥1
converges weakly to u in H1(Ωm), (γ0unp)p≥1 converges weakly to γ0u in L
2(Γm) and therefore
γ0u = 0 on Γm. Since ∪∞m=1L2(Γm) = L2(∂Ω), we have shown γ0u = 0 . According to Theorem
2.1.1, u ∈ QXα .
Let us check that u is a weak solution of the eigenvalue equation. Let ϕ be a C∞-function with
support in ΩX . There exists m ≥ 1 such that supp(ϕ) ⊂ Ωm. For p large enough,∫
Ω
unp (−i∇−AXnpα )2ϕdx = λnp
∫
Ω
unp ϕdx .
Since (−i∇−AXnpα )2ϕ converges uniformly on Ω to (−i∇−AXα )2ϕ, we get,∫
Ω
u (−i∇−AXα )2ϕdx = λ
∫
Ω
uϕdx
and therefore ∫
Ω
(−i∇−AXα )u · (−i∇−AXα )ϕdx = λ
∫
Ω
uϕdx .
By definition of QXα , the preceding relation can be extended to any ϕ ∈ QXα .
It remains to check that u is not the trivial solution. To this end, we use the non-concentration
property of Lemma 2.3.4 to show that (unp)p≥1 converges in L
2(Ω) to u. Indeed, if ε > 0, there
exists m large enough so that, for all p ≥ 1,∫
Sm
|unp(x)|2 dx ≤
CN
m
(
sup
q≥1
λq + 1
)
≤ ε ,
where C is the constant appearing in Inequality (2.3.3), N is the number of balls composing Sm,
and 1/m the radius of these balls.
Let us pick such a m. Then
‖u− unp‖L2(Ω) ≤ ‖u− unp‖L2(Ωm) + ‖u− unp‖L2(Sm)
so
‖u− unp‖L2(Ω) ≤ ‖u− unp‖L2(Ωm) + ‖u‖L2(Sm) + ‖unp‖L2(Sm) .
Hence we get
‖u− unp‖L2(Ω) ≤ ‖u− unp‖L2(Ωm) + 2 ε .
Since limp→∞ ‖u− unp‖L2(Ωm) = 0, we have, for p large enough,
‖u− unp‖L2(Ω) ≤ 3 ε .
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2.4.3 End of the proof of the continuity
We now prove Proposition 2.4.1, using the max-min characterization of the eigenvalues of −∆Xα .
We still need a simple lemma.
Lemma 2.4.3. Let (Xn)n≥1 be such that Xn → X when n→∞. Then, for each k ≥ 1,
lim sup
n→∞
λk(X
n,α) ≤ λk(X, α) .
De´monstration. According to the Min-Max Formula, for any Y ∈ R2N ,
λk(Y, α) = inf
ϕ1,...,ϕk∈C∞c (ΩY)
max
u∈vect(ϕ1,...,ϕk)
‖(−i∇−AYα )u‖2
‖u‖2 .
Let us pick ε > 0. We fix a family ϕ1, . . . , ϕk ∈ C∞c (ΩX) such that
max
u∈vect(ϕ1,...,ϕk)
‖(−i∇−AXα )u‖2
‖u‖2 ≤ λk(X,α) + ε .
For every n ≥ 1, large enough that supp(ϕi) ⊂ ΩXn for each 1 ≤ i ≤ k, let us set
µn = max
u∈vect(ϕ1,...,ϕk)
‖(−i∇−AXnα )u‖2
‖u‖2 .
Let us fix vn ∈ vect(ϕ1, . . . , ϕk) such that ‖vn‖ = 1 and ‖(−i∇−AXnα )vn‖2 = µn . Let µ be a limit
point of (µn)n≥1, with µ = limp→∞ µnp . Since vect(ϕ1, . . . , ϕk) has finite dimension, we can, up
to a subsequence, assume that there exists v ∈ vect(ϕ1, . . . , ϕk) such that vnp → v in L2(Ω) when
p→∞. Since the ϕi’s are supported away from X, it is easily seen that in that case
(−i∇−AXnpα )vnp → (−i∇−AXα )v
in L2(Ω) when p→∞ .
Therefore
µ = lim
p→∞µnp =
‖(−i∇−AXα )v‖2
‖v‖2 ≤ λk(X,α) + ε .
We have proved that
lim sup
n→∞
µn ≤ λk(X,α) + ε .
Since λk(X
n,α) ≤ µn for all n ≥ 1, we obtain
lim sup
n→∞
λk(X
n,α) ≤ λk(X,α) + ε .
We get the desired result by letting ε tend to 0.
We now complete the proof of Proposition 2.4.1 by induction. Let us first consider the case
k = 1. According to Lemma 2.4.3,
lim sup
n→∞
λ1(X
n,α) ≤ λ1(X,α) .
The sequence (λ1(X
n,α))n≥1 is therefore bounded. According to Lemma 2.4.2, its limit points are
eigenvalues of −∆Xα . This implies
λ1(X,α) ≤ lim inf
n→∞ λ1(X
n,α) .
We conclude that
lim
n→∞λ1(X
n,α) = λ1(X,α) .
Let k ≥ 2. We assume that for 1 ≤ j ≤ k − 1, limn→∞ λj(Xn,α) = λj(X,α) . For each n ≥ 1,
1 ≤ j ≤ k, we fix ujn an eigenfunction of −∆X
n
α associated with λj(X
n,α) such that ‖ujn‖ = 1.
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Lemma 2.4.2 tells us that, up to a subsequence, we can assume that for each 1 ≤ j ≤ k−1, ujn → uj
when n→∞, where uj is an eigenfunction of−∆Xα associated with the eigenvalue λj(X,α). Now let
us assume that λ is a limit point for the sequence (λk(X
n,α))n≥1 , with λ = limp→∞ λk(Xnp ,α) .
Up to a subsequence, uknp → uk in L2(Ω) when p → ∞, where uk is an eigenfunction of −∆Xα
associated with λ (always according to Lemma 2.4.2). For each 1 ≤ j ≤ k− 1, each n ≥ 1, we have
〈ujnp , uknp〉 = 0 .
Passing to the limit in L2(Ω) (up to extraction), we get
〈uj , uk〉 = 0 ,
and therefore
λk(X,α) ≤ λ .
We have proved that
λk(X,α) ≤ lim inf
n→∞ λk(X
n,α) ,
which, together with Lemma 2.4.3, gives
lim
n→∞λk(X
n,α) = λk(X,α) .
2.4.4 Some applications
In the following, we fix k ≥ 1. Our first result deals with one point moving toward the boundary
of the domain. To state it, we assume that Ω satisfies the hypothesis of Subsection 2.2.2 and we
use the same notation. Let us consider an Aharonov-Bohm operator with only one pole X ∈ R2.
We have already noticed that the winding number of any path γ contained in Ω is zero around
any point in D0 and, for each 1 ≤ i ≤ N , is the same around all the points in Di. According to
Lemma 2.2.2, this implies that the function X 7→ λk(X, 1/2) is constant on each of the Di. For
each 1 ≤ i ≤ N , let us note λik(Ω) the value λk(X,α) for X ∈ Di. Theorem 2.1.2 gives the following
convergence result.
Corollary 2.4.4. Let X be a point in ∂Ω and (Xn)n≥1 be a sequence of points in Ω converging
to X. Then,
1. if X ∈ ∂D0, limn→∞ λk(Xn, α) = λDk (Ω) ,
2. if X ∈ ∂Di with 1 ≤ i ≤ N , limn→∞ λk(Xn, α) = λik(Ω) .
Let us now consider an Aharonov-Bohm operator with two poles X and Y , whose respective
normalized flux are α and β. We restate Theorem 2.1.2 in that case.
Corollary 2.4.5. If X ∈ Ω, and (Xn)n≥1, (Y n)n≥1 are sequences of points in Ω converging to X,
then, for each k ≥ 1,
lim
n→∞λk ((X
n, Y n), (α, β)) = λk(X,α+ β) .
If α = β = 1/2, λk(X,α+ β) = λ
D
k (Ω) according to Proposition 2.2.4.
2.5 Analyticity with respect to the poles
We now turn to the proof of Theorem 2.1.3. Let us first give a brief outline. For
t = (t1, t2, . . . , t2N−1, t2N ) ∈ R2N , we note X1(t) = X1 + t1e1 + t2e2, . . . , XN (t) = XN +
t2N−1e1 + t2Ne2, and X(t) = (X1(t), . . . , XN (t)). We construct a suitable unitary mapping
U(t) : L2(Ω) → L2(Ω) such that qXα ◦ U(t)−1 is an analytic family of type (a) with respect to
the variable t in the sense of Kato (cf [23, Chap 4., Sec.5]). The theorem is then a direct applica-
tion of the Kato-Rellich regular perturbation theory.
Let us first construct U(t). For r > 0 and 1 ≤ i ≤ N , we note Bi = B(Xi, r) and B′i =
B(Xi, r/2). We choose r small enough so that Bi ∩ ∂Ω = ∅ and Bi ∩Bj = ∅ for i 6= j. Next we fix,
for each 1 ≤ i ≤ N , a smooth function χi satisfying
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i. 0 ≤ χi ≤ 1 ;
ii. χi = 1 on B
′
i ;
iii. χi = 0 on R2 \Bi .
We then note
Vt(x) =
N∑
i=1
χi(x)(t2i−1e1 + t2ie2)
and
Φt(x) = x+ Vt(x) .
Using the inverse function theorem and the mean value inequality, it is easy to check that, for
|t| small enough, Φt is a smooth diffeomorphism that sends Ω onto itself. Furthermore, we have
Φt(Xi) = Xi(t) for 1 ≤ i ≤ N . We now define U(t) : L2(Ω)→ L2(Ω) by
U(t)v = J((Φt)
−1
)1/2v ◦ (Φt)−1 ,
with J((Φt)
−1
) = |det(D((Φt)−1))| .
The map U(t) is unitary and satisfies U(t)(C∞c (ΩX(t))) = C
∞
c (ΩX) .
For u ∈ C∞c (ΩX), we define rt(u) = qX(t)α ((U(t))−1u) . We note A = AXα and At = AX(t)α for
better readability. A straightforward computation gives the formula
rt(u) =
∫
Ω
∣∣∣−iJ(Φt)1/2(D(Φt)T )−1∇(J(Φt)−1/2u)−At ◦ Φtu∣∣∣2 dx .
We can then write
rt(u) =
∫
Ω
|(−i∇−A)u+ E(Φt)(−i∇−A)u+ F (Φt)u|2 dx , (2.5.1)
with
E(Φt) = (D(Φt)
T )
−1 − Id
and
F (Φt) = (D(Φt)
T )
−1
A−At ◦ Φt − iJ(Φt)1/2(D(Φt)T )−1∇(J(Φt)−1/2) .
Let us note that limt→0 supΩ |E(Φt)| = 0 . Let us also note that |F (Φt)| is uniformly bounded when
t tends to 0. The difficulties in the proof of this latter assertion only appear in the neighborhood
of a pole Xi, where A has a singularity. Since the poles are far from each other, it is enough to
prove the assertion in the case of one pole. We assume
A(x) = α
(x−X)⊥
|x−X|2 .
We note B = B(X, r), B′ = B(X, r/2). Let us note v(t) = t1e1 + t2e2 for concision. If x ∈ B′,
Φt(x) = x+ v(t), and therefore
F (Φt(x)) = A(x)−At(Φt(x)) = α
(
(x−X)⊥
|x−X|2 −
(x+ v(t)−X − v(t))⊥
|x+ v(t)−X − v(t)|2
)
= 0 .
If x /∈ B′, we have |x −X| ≥ r/2. We can chose t = (t1, t2) small enough so that, for all y ∈ R2,
|Φt(y)− y| ≤ r/8. In that case,
|Φt(x)− Φt(X)| ≥ |x−X| − |x− Φt(x)| − |Φt(X)−X| ≥ r/2− r/8− r/8 = r/4 .
This shows that both |A(x)| and |At(x)| are bounded by 4|α|/r for t small enough. Therefore,
there exists a constant C, independent of x and t, such that |F (Φt)(x)| ≤ C for t small enough.
Expanding Equation (2.5.1), we find
rt(u) = q
X
α (u) + 2Re
(∫
Ω
(−i∇+ A)uTE(Φt)(−i∇+ A)u dx
)
+ 2Re
(∫
Ω
(−i∇+ A)u · F (Φt)u dx
)
+
∫
Ω
‖F (Φt)u‖2 dx .
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We have ∣∣∣∣Re(∫
Ω
(−i∇+ A)uTE(Φt)(−i∇+ A)u dx
)∣∣∣∣ ≤ sup
Ω
|E(Φt)| ‖(−i∇+ A)u‖2 ,
and ∫
Ω
|F (Φt)u|2 dx ≤ sup
Ω
|F (Φt)|2‖u‖2L2(Ω) .
Applying the Cauchy-Schwarz and Young inequalities, we find∣∣∣∣2Re(∫
Ω
(−i∇+ A)u · F (Φt)u dx
)∣∣∣∣
≤ 2 ‖(−i∇+ A)u‖L2(Ω) ‖F (Φt)u‖L2(Ω) ≤
1
2
‖(−i∇+ A)u‖2L2(Ω) + 2 ‖F (Φt)u‖2L2(Ω) .
From that we deduce
|rt(u)− qXα (u)| ≤
(
2 sup
Ω
‖E(Φt)‖+ 1
2
)
qXα (u) + 3 sup
Ω
|F (Φt)|2‖u‖2L2(Ω) .
We conclude that there exist 0 < a < 1 and b ≥ 0, independent of u, such that, for t small enough,
|rt(u)− qXα (u)| ≤ aqXα (u) + b‖u‖2L2(Ω) .
The family of forms t → rt is therefore uniformly qXα -bounded for t in a neighborhood of 0.
According to standard results on the perturbation of sesquilinear sectorial forms (c.f. [23, Th. VI-
1.33]), this means that the form domain of rt(u) is equal to QXα for all t small enough. It is obvious
that for u ∈ QXα , rt(u) depends analytically on t. The family t→ rt therefore depends analytically
on t in the sense of Kato. Theorem 2.1.3 is a consequence of the general perturbation theory.
Let us now give a proof of Theorem 2.1.4. We first give a precise definition of a KX-real
eigenfunction, as announced in the introduction. We assume in the rest of this section that αi ∈
Z + 1/2 for all 1 ≤ i ≤ N . According to Lemma 2.2.2, there exists a gauge function ψ defined on
ΩX such that −iψ∇ψ = 2AXα . Let us fix such a ψ. We define KX by
KXu = ψ u ,
and say that a function u is KX-real if KXu = u .
A direct calculation shows that
−∆Xα ◦KX = KX ◦ (−∆Xα ) .
We can therefore choose a basis of KX-real eigenfunctions for −∆Xα . We will use the local descrip-
tion of the nodal lines of a KX-real eigenfunction of −∆Xα given in [2] (see also [27]).
Theorem 2.5.1. Let α ∈ (Z + 1/2)N and X ∈ R2N . Let us fix 1 ≤ i ≤ N with Xi ∈ Ω. Let
k ≥ 1 and assume that u is a KX-real eigenfunction associated with λk(X,α). Let (r, θ) be the
polar coordinates centered at Xi in a neighborhood of Xi. There exist a non-negative integer m and
C1 functions f and g such that
f(0) 6= 0 ,
u(x) = rm+1/2f(x) ,
and
u(x) = rm−1/2g(x) .
Furthermore, 2m+ 1 is the number of nodal lines meeting at Xi.
The basic idea of the proof of Theorem 2.1.4 is the following. We construct a family of dif-
feomorphisms Φh that depends on a parameter h > 0. Using the Feynman-Hellmann formula, we
compute λ′k(0) (which does not depend on h) as an integral I(h) depending on h. We then use
Theorem 2.5.1, with m ≥ 1, to show that limh→0 I(h) = 0 .
To simplify notation, let us assume Xi = 0 . Let us first construct a family of diffeomorphisms
Φh,t that allows us to write the eigenvalue problem on the fixed domain ΩX. We fix r > 0 such
that B(0, r) ⊂ Ω and Xj /∈ B(0, r) for j 6= i. We then fix a vector field V ∈ C∞(R2,R2) such that
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1. V(x) = v if x ∈ B(0, r/2) ,
2. V(x) = 0 if x /∈ B(0, r) ,
We then define, for t > 0 , Φh,t(x) = x+ tV(h
−1x), and X(t) = Φh,t(X). It is easy to see that for
any fixed h > 0, for |t| small enough, Φh,t is a family of diffeomorphisms such that Φh,t(Ω) = Ω. As
in the proof of Theorem 2.1.3, we define the family of unitary operators U(h, t) : L2(ω) → L2(Ω)
by
U(h, t)v = J(Φ−1h,t)
1/2v ◦ Φ−1h,t ,
and the family of sesquilinear forms rh,t = q
X(t)
α ◦U(h, t)−1. The same reasoning as in the proof of
Theorem 2.1.3 shows that t 7→ qh,t is analytic in the sense of Kato in a neighborhood of 0. We can
therefore apply the Feynman-Hellmann formula :
λ′k(0) =
1
‖u‖2L2(Ω)
∂trt,h(u)|t=0 . (2.5.2)
We set A = AXα , A(h, t) = A
X(t)
α , and otherwise keep the notations used in the proof of Theorem
2.1.3. We have
rh,t(u) = q
X
α (u) + 2Re
(∫
Ω
(−i∇+ A)uTE(Φh,t)(−i∇+ A)u dx
)
+ 2Re
(∫
Ω
(−i∇+ A)u · F (Φh,t)u dx
)
+
∫
Ω
‖F (Φh,t)u‖2 dx .
We apply Equation (2.5.2) to the preceding expression.
Since Φh,t(x) = x+ tV
(
x
h
)
, we find
DΦh,t(x) = Id+
t
h
DV
(x
h
)
.
We deduce
∂tE(Φh,t)|t=0(x) = ∂t
(
(D(Φh,t)
T )
−1)
|t=0
= − 1
h
(DV)
T
(x
h
)
.
We also have
J(DΦh,t)(x) = det
(
Id+
t
h
DV
(x
h
))
,
which gives
∂t(J(DΦh,t)(x))|t=0 =
1
h
Tr (DV)
(x
h
)
.
From this we deduce
∂t
(
∇x
(
J(DΦh,t)
−1/2
)(x
h
))
|t=0
= ∇x
(
∂t
(
J(DΦh,t)
−1/2
)(x
h
)
|t=0
)
= ∇x
(
− 1
2h
Tr(DV)
(x
h
))
= − 1
2h2
∇xTr(DV)
(x
h
)
.
We obtain
∂tF (Φh,t)(x)|t=0 = ∂t
(
(D(Φt)
T )
−1
A(x)−Ah,t ◦ Φh,t(x)
)
|t=0
− 1
2h2
∇xTr(DV)
(x
h
)
.
For |x| ≤ hr/2, we have Φh,t(x) = x+ v. We therefore have
(D(Φt)
T )
−1
A(x)−Ah,t ◦ Φh,t(x) = 0
and
∂t
(
(D(Φt)
T )
−1
A(x)−Ah,t ◦ Φh,t(x)
)
|t=0
= 0 .
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We now do the computations for |x| > hr/2 . We write
A = αi
x⊥
|x|2 + A
′ ,
where A is smooth on a neighborhood of 0 .
We have
∂t
(
(x+ tV(x/h))⊥
|x+ tV(x/h)|2
)
|t=0
=
1
|x|2 −
x ·V(x/h)
|x|4 x
⊥ .
We conclude that there exists a constant C, such that for all h > 0 and all x ∈ Ω,∣∣∣∂tE(Φh,t)(x)|t=0∣∣∣ ≤ Ch
and ∣∣∣∂tF (Φh,t)(x)|t=0∣∣∣ ≤ Ch2 .
We have
∂trh,t(u)|t=0 = 2Re
(∫
Ω
(−i∇+ A)uT∂tE(Φh,t)|t=0(−i∇+ A)u dx
)
+ 2Re
(∫
Ω
(−i∇+ A)u · ∂tF (Φh,t)|t=0u dx
)
+
∫
Ω
∥∥∥∂tF (Φh,t)|t=0u∥∥∥2 dx .
We deduce immediately
|∂trh,t(u)|t=0| ≤
2C
h
‖(−i∇+ A)u‖2L2(B(0,hr))+
2C
h2
‖(−i∇+ A)u‖L2(B(0,hr) ‖u‖L2(B(0,hr)) + C
2
h4
‖u‖L2(B(0,hr)) .
According to Theorem 2.5.1, there exist an integer m ≥ 0 and C1-functions f and g such that in
a neighborhood of 0 ,
u(x) = |x|m+1/2f(x)
and
(−i∇+ A)u = |x|m−1/2g(x) ,
where f(0) 6= 0 and 2m+ 1 is the number of nodal lines meeting at 0 .
From this we deduce the estimates∫
B(0,hr)
|u|2 dx = O (h2m+3) ,
∫
B(0,hr)
|(−i∇+ A)u|2 dx = O (h2m+1) ,
and finally
|∂trh,t(u)|t=0| = O
(
h2m−1
)
.
Since we have assumed that at least three nodal lines meet at 0, we have in fact m ≥ 1 and we
deduce
|∂trh,t(u)|t=0| = O (h) .
Since this holds for all h > 0 and since the left-hand side does not depend on h, we obtain
∂trh,t(u)|t=0 = 0 ,
which concludes the proof.
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The Kato-Rellich perturbation theory gives some information in the case when λk(X,α) is not
simple. Let us denote by m the multiplicity of λk(X,α). Let us fix an N -tuple (v1, . . . ,vN ) of
vectors in R2. For any t in R , we note
X(t) = (X1 + tv1, . . . ,N +tvN ) .
There exist m functions t 7→ λ1(t), . . . , t 7→ λm(t) (not necessarily distinct), analytical in a neigh-
borhood of 0, such that for 1 ≤ j ≤ m, λj(0) = λk(X,α) and λj(t) is an eigenvalue of the operator
−∆X(t)α . There also exist m analytical functions t 7→ uj(t) from a neighborhood of 0 to L2(Ω) such
that ‖uj(t)‖L2(Ω) = 1 and uj(t) is an eigenfunction associated with λj(t) . They can be chosen so
that uj(t) is KX-real.
Furthermore, the Feynman-Hellmann formula then tells us that
λ′j(0) = 〈∂t(−∆X(t)α )|t=0 uj(0) , uj(0)〉 .
Let us now fix 1 ≤ i0 ≤ N and consider the case where vi = 0 for all i 6= i0 (we only move the
point Xi0) and αi0 ∈ Z + 1/2. Assume that there exists 1 ≤ j0 ≤ m such that uj0(0) is KX-real
and has at least three nodal lines meeting at Xi. The proof of Theorem 2.1.4 applies ; we obtain
λ′j0(0) = 0 . However, the existence of a KX-real eigenfunction associated with λk(X,α) with at
least three nodal lines meeting at Xi0 is a priori not enough to ensure the existence of 1 ≤ j0 ≤ m
such that λ′j0(0) = 0 .
2.6 Perspectives
One motivation of this work was the investigation of the properties of spectral minimal parti-
tions. A k-partition of Ω, with k an integer, is a set {D1, . . . , Dk} of k disjoint, connected, open
sets contained in Ω. It is said to be minimal if the quantity
max
1≤i≤k
λD1 (Di)
is minimal among all the k-partitions.
This problem has been the subject of various investigations in recent years (see e.g. [12, 14, 13, 11,
18, 27, 17]). In particular, the paper [18], by S. Terracini, B. Helffer, and T. Hoffmann-Ostenhof
shows that a minimal partition of Ω exists for any integer k provided ∂Ω is sufficiently regular.
It also proves regularity properties of minimal partitions. The paper [17], by B. Helffer and T.
Hoffmann-Ostenhof, establishes a connection between minimal partitions and nodal partitions for
an Aharonov-Bohm operator, that we can summarize in the following statement. We recall that a
nodal domain of aKX-real eigenfunction u of−∆Xα is a connected component of the set Ω\u−1({0}).
Theorem 2.6.1. Let us assume that Ω is a connected (possibly with holes) regular open set. Let
k ≥ 1 be an integer and {D1, . . . , Dk} be a minimal k-partition. There exist a finite number of
points X1, . . . , X` in R2 such that {D1, . . . , Dk} is the nodal partition (i.e. the set of all nodal
domains) of a KX-real eigenfunction u of −∆Xα , with
X = (X1, . . . , X`)
and
α = (1/2, . . . , 1/2).
Furthermore, u is associated with the eigenvalue λk(X,α).
Roughly speaking, this result shows that a minimal partition is nodal, provided that we add
enough poles with a normalized flux of 1/2. Let us note that we may have to add poles both in
Ω and in R2 \ Ω . One can indeed define the boundary of a sufficiently regular partition (which
is roughly the union of the boundary of all the Di’s), and it has almost the same properties as
the nodal set of a real eigenfunction of −∆DΩ . However, there may be singular points where an
odd number of lines meet. We have to add a pole at these points. In the case where Ω is not
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simply connected, we may also have to add a pole in some holes (i.e. in some bounded connected
components of R2 \ Ω).
Theorem 2.6.1 allows us to give a spectral characterization of minimal partitions. Let us note
Lk(Ω) = infD
max
1≤i≤k
λi(Di) ,
with D = {D1, . . . , Dk} a k-partition. If X ∈ R2N and α = (1/2, . . . , 1/2), we denote by Lk(X,α)
the smallest eigenvalue of −∆Xα that has a KX-real eigenfunction with k nodal domains. If there
is no such eigenfunction, we set Lk(X,α) = +∞. Then
Lk(Ω) = inf
N≥1
inf
X∈R2N
Lk(X,α) .
Since each pole has a normalized flux of 1/2, the only unknown is the number and the positions of
the poles. Let us assume that for someN , X realizes this minimum. There is aKX-real eigenfunction
u associated with λk(X,α) whose nodal partition is a minimal k-partition. If we assume additionally
that λk(X,α) is simple, X is a critical point for the function Y 7→ λk(Y,α). Indeed, if 1 ≤ i ≤ N ,
there are two possible cases.
– Xi ∈ R2 \ Ω. In that case λk(Y,α) = λk(X,α) if Yj = Xj for j 6= i and Yi is close enough
to Xi.
– Xi ∈ Ω. In that case at least three nodal lines of u meet at Xi. Therefore, according to
Theorem 2.1.4, Xi is a critical point for the function
Y 7→ λk((X1, . . . , Xi−1, Y,Xi+1, . . . , XN ),α) .
The paper [17] gives the magnetic characterization. The fact that X is a critical point had been
proved in the case N = 1 for the minimal 3-partitions of a simply connected domain in [27]. As far
as we know, this property had not yet been stated for a general k-partition.
The identification of spectral minimal partitions with nodal partitions for Aharonov-Bohm
operators was used in [7, 8, 5, 9, 6] to investigate numerically minimal 3-partitions of some examples
of convex open sets Ω (rectangles, square, finite tilings by regular hexagons, disk, and sector). More
precisely, the authors compute the third eigenvalue of an Aharonov-Bohm operators with one
moving pole X ∈ Ω and a normalized flux 1/2, and some associated KX -real eigenfunction. This
method relies on the assumption that the boundary of a minimal 3-partition of Ω contains only one
interior singular point. This is supported, in the examples considered, by numerical computations
(see [8]). The computation, made by V. Bonnaillie-Noe¨l, use a finite elements method applied to a
double covering of the domain (see [5] for details).
Note that in these papers, it is assumed that Ω has at least one axis of symmetry, denoted
by d. It is then reasonable, as in [7, 8], to look for partitions with the same symmetry, which
implies X ∈ d. Then, as shown in [7], the spectrum of −∆X1/2 is the union of the spectra of two
eigenvalue problems with mixed Dirichlet and Neumann conditions. To write these problems, we
choose the coordinates in such a way that d is the axis {y = 0}. We note Ω+ = Ω ∩ {y > 0} ,
Γ+ = ∂Ω ∩ {y > 0} , and Ω ∩ {y = 0} = [O,M ] , with O = (0, 0) and M = (m, 0). For x ∈ [0,m] ,
we note X = (x, 0) the corresponding point of [O,M ]. The Dirichlet-Neumann problem reads −∆u = λu in Ω
+ ,
u = 0 on [O,X] ∪ Γ+ ,
∂nu = 0 on (X,M) ;
(2.6.1)
and the Neumann-Dirichlet problem reads −∆u = λu in Ω
+ ,
∂nu = 0 on (O,X) ,
u = 0 on [X,M ] ∪ Γ+ .
(2.6.2)
The authors then move the point X along the axis of symmetry [O,M ]. For each X, they
compute the nodal set of a real eigenfunction associated with the second eigenvalue for both mixed
problems ; they look for X = X0 such that this nodal set consists in a line joining X0 with Γ
+.
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As far as we know, there is no proof that such a point exist, but numerical evidence was found by
the authors in all the cases considered so far. When such an X0 is found, they obtain a 3-partition
of Ω by symmetrization with respect to {y = 0}. Let us note λk(x) = λk(X, 1/2) for k ≥ 1 and
x ∈ [0,m]. Section 2.4 shows that the function x 7→ λk(x) is continuous in [0,m] and analytic in
(0,m). As proved in [7], to a point X0 = (x0, 0) as above corresponds an eigenfunction u associated
with λ3(X0, 1/2) that has three nodal lines meeting at X0. Let us assume that λ3(X0, 1/2) is
simple. Then, according to Theorem 2.1.4, x0 is a critical point for the function x 7→ λ3(x).
But the eigenvalue x 7→ λ3(x) is also the eigenvalue of either Problem 2.6.1 or Problem 2.6.2.
According to basic monotonicity results, the function x 7→ λ3(x) is increasing (resp. decreasing) in
a neighborhood of x0 in the Dirichlet-Neumann (resp. Neumann-Dirichlet) case. The point x0 is
therefore a point of inflexion for the function x 7→ λ3(x). This result has consequences in the search
for minimal 3-partitions. Indeed, one has to compute the nodal set of an eigenfunction associated
with λ3(x) only if x is a point of inflexion. However, since locating an inflexion point is difficult in
practice, one is left with a range of values for x to test.
Let us present a numerical example, taken from [9]. The method is applied to a circular sector of
angular opening pi/3 and radius 1. It is found that only the Neuman-Dirichlet problem permits the
construction of a 3-partition. It is represented schematically on Figure 2.1, after symmetrization.
The Neumann boundary condition is applied on the part ]O,X0[ of the boundary, represented
O M
X0• ••
Figure 2.1 – Neuman-Dirichlet problem on a sector.
by a dashed grey line. The Dirichlet boundary condition is applied on the part [X0,M ] of the
boundary, represented by a solid grey line. Figure 2.2 shows the second eigenvalue as a function of
x. Numerically, it is found that for x0 ' 0.64, the nodal set of the second eigenfunction consists in a
line fromX0 to the upper boundary. Figure 2.3 shows the 3-partition obtained after symmetrization.
It is also the nodal set of a KX0-real eigenfunction associated with λ3(X0, 1/2). This partition is
the best candidate known so far in this example.
We hope that further study of the spectral properties of Aharonov-Bohm operators with mul-
tiple poles and half-integer normalized flux will give more information about spectral minimal
partitions. In particular, one should further investigate the case where the eigenvalue λk(X,α) is
not simple. We would be interested in a necessary condition that the point X should satisfy, relative
to the function Y 7→ λk(Y,α), when λk(X,α) has multiplicity at least two and there exists an
associated KX-real eigenfunction u whose nodal domains form a minimal k-partition.
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Chapitre 3
Spectral minimal partitions of a
sector
3.1 Introduction
In this article, we are interested in the properties of the ’minimal’ k-partitions of an open set Ω
by k disjoint open sets Di (i = 1, . . . , k) in Ω. These partitions are minimal in the sense that they
minimize the maximum over i = 1, . . . , k of the lowest eigenvalue of the Dirichlet realization of the
Laplacian in Di. Similar problems naturally appear in Biomathematics, to characterize the final
states of competition-diffusion systems (e.g. in [11]). In the case of 2-partitions, it is well known
that the partition by the nodal domains of a second eigenfunction gives a minimal 2-partition. For
k ≥ 3, although general properties of these minimal partitions have been proved in [7, 9, 8, 17], the
minimal k-partitions are generally not known, even for simple domains (see however [17, 4, 18, 15]
for some particular examples). The aim of this paper is to exhibit, in the case of angular sectors,
some candidates to be minimal k-partitions and to estimate the minimal energy by establishing
more accurate bounds than the previously existing ones.
3.1.1 Notations and known results
Let us first state the definition of a minimal partition and review briefly known results about this
object that will be useful in our study. In the following, Ω is an open, bounded, and connected set
in R2. We assume that ∂Ω satisfies some regularity properties. Following [17], we can for example
assume that ∂Ω is compact, piecewise C1,+ and that Ω satisfies the uniform cone property.
Definition 3.1.1. For any integer k ≥ 1, a k-partition is a finite set
D = {Di : 1 ≤ i ≤ k}
of open, connected and mutually disjoint subsets of Ω. The Di’s are called the domains of the
k-partition. The k-partition D is called strong if
Int
 k⋃
i=1
Di
 \ ∂Ω = Ω.
The set of all k-partitions is denoted by Pk.
If we do not want to specify the number of domains, we simply speak of a partition.
For any bounded open set ω ∈ R2, the sequence (λk(ω))k≥1 denotes the eigenvalues of the
Dirichlet Laplacian on ω, in increasing order and counted with multiplicity. Let us now define the
energy of a partition and state the minimization problem we are concerned.
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Definition 3.1.2. With any k-partition D = {Di : 1 ≤ i ≤ k}, is associated the energy
Λk(D) = max
1≤i≤k
λ1(Di).
For any integer k ≥ 1, we set
Lk(Ω) = infD∈Pk
Λk(D). (3.1.1)
A partition D ∈ Pk such that Λk(D) = Lk(Ω) is called a minimal k-partition.
The following existence result for the minimization problem (3.1.1) was proved in [7, 9, 8]. Let
us notice that similar existence results were previously proved in a more general setting in [6].
Theorem 3.1.3. For any integer k ≥ 1, there exists a minimal k-partition of Ω. Furthermore,
minimal partitions are strong.
Let us now deal with the regularity of the minimal partition.
Definition 3.1.4. If D = {Di : 1 ≤ i ≤ k} is a strong partition, its boundary set is defined by
N(D) =
k⋃
i=1
Ω ∩ ∂Di.
The partition D is called regular if its boundary set satisfies the following properties. First, it is
constitued of a finite number of simple regular curves that meet in Ω at interior singular points
and meet ∂Ω at boundary singular points. Additionally, the curves meeting at an interior singular
point form equal angles, and the curves hitting a boundary singular point and ∂Ω form equal angles.
As proved in [17], we have the following regularity result :
Theorem 3.1.5. For any k ≥ 1, minimal k-partitions are regular (up to zero capacity sets).
We give additional definitions that help us to describe the topology of a partition.
Definition 3.1.6. Let D = {Di : 1 ≤ i ≤ k} be a strong partition. Two domains Di and Dj are
said to be neighbors if Int
(
Di ∪Dj
) \ ∂Ω is connected.
A strong partition is called bipartite if one can color its domains, using only two colors, in such a
way that two neighbors have a different color.
Let us recall some definitions and results from the spectral theory of the Laplacian. They are
used throughout the paper. Let u be an eigenfunction for the Dirichlet Laplacian.
Definition 3.1.7. We call nodal set of u the set
N(u) = {x ∈ Ω : u(x) = 0}.
The connected components of Ω \ N(u) are called the nodal domains of u. The number of nodal
domains is denoted by µ(u). The set
{Di : 1 ≤ i ≤ µ(u)},
where the Di’s are the nodal domains of u, is a regular partition of Ω, called the nodal partition
associated with u.
The following result was proved by Courant (cf. [10]).
Theorem 3.1.8. Let k ≥ 1 and u be an eigenfunction associated with λk(Ω), then µ(u) ≤ k.
Following [17], we introduce a new definition.
Definition 3.1.9. Let k ≥ 1. An eigenfunction u for the Dirichlet Laplacian associated with λk(Ω)
is said to be Courant-sharp if µ(u) = k.
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To give some upper-bound for Lk(Ω), it could be interesting to use k-partitions obtained from
eigenfunctions. Thus, we introduce a new spectral element.
Definition 3.1.10. For k ≥ 1, Lk(Ω) is the smallest eigenvalue of the Dirichlet Laplacian that
has an eigenfunction with k nodal domains. If there is no such eigenvalue, we set Lk(Ω) = +∞.
With this notation, Theorem 3.1.8 reads as the inequality λk(Ω) ≤ Lk(Ω). We can now give
two results of [17] that link minimal and nodal partitions.
Theorem 3.1.11. A minimal partition D is nodal if, and only if, it is bipartite.
Theorem 3.1.12. For any integer k ≥ 1,
λk(Ω) ≤ Lk(Ω) ≤ Lk(Ω).
Furthermore, if Lk(Ω) = Lk(Ω) or λk(Ω) = Lk(Ω), then
λk(Ω) = Lk(Ω) = Lk(Ω),
and in this case, any minimal k-partition is nodal.
Let us point out a few consequences of Theorem 3.1.12.
Remark 3.1.13. A nodal partition associated with a Courant-sharp eigenfunction is minimal.
Remark 3.1.14. Minimal 2-partitions are nodal. Indeed, let u be an eigenfunction associated with
λ2(Ω). The function u is orthogonal to the eigenspace for λ1(Ω) and thus has at least two nodal
domains. It has at most two nodal domains by Courant’s theorem. It is therefore Courant-sharp,
which implies that L2(Ω) = λ2(Ω) and that any minimal 2-partition of Ω is nodal.
3.1.2 Main results
In this article, we are concerned with the minimal k-partitions of angular sectors. For 0 < α ≤
2pi, we set
Σα =
{
(ρ cos θ, ρ sin θ) : 0 < ρ < 1 and − α2 < θ < α2
}
.
This domain is the circular sector of opening α. We denote by (λk(α))k≥1 the eigenvalues of the
Dirichlet Laplacian on Σα, in increasing order and counted with multiplicity. Due to the inclusion
of the form domains and the min-max principle, the function α 7→ λk(α) is decreasing for any
k ≥ 1.
In Section 3.2, we recall explicit formulas for the spectrum of the Dirichlet Laplacian on Σα and
determine the minimal 2-partitions. Furthermore, we establish in Proposition 3.2.3 when the k-
partition constituted of k equal angular sectors is minimal, according to α and k. In particular,
such a partition can never be minimal for k ≥ 6.
In Section 3.3, we prove in Proposition 3.3.1 that for any k, the minimal k-partition is nodal as
soon as α is small enough. In Sections 3.4-3.6, we focus on 3-partitions. First, we determine when
minimal 3-partitions are nodal (Section 3.4). Then, Section 3.5 deals with non nodal symmetric
minimal 3-partitions, with some remarks about the particular case α = pi/3. In these two sections,
we prove the following result :
Theorem 3.1.15. There exists 0 < α13 < α
2
3 < 2pi such that
– L3(Σα) = λ3(α), when α ∈ (0, α13] ∪ [α23, 2pi],
– Let Lsym3 (α) be the infimum of the energy Λ3(D) when we minimize among the partitions in
P3 which are symmetric according to the bissector axis. Then
λ3(α) < L3(Σα) ≤ Lsym3 (α) < L3(α), ∀α ∈ (α13, α23).
This last upper-bound is better than Theorem 3.1.12 and the improvement is quantified in
Figure 3.12.
Then we use a double covering approach in Section 3.6. In this way, we refute the seemingly natural
conjecture that any domain with an axis of symmetry has a minimal 3-partition that is symmetric,
and find some non-symmetric candidates.
Finally we give in Section 3.7 some negative results for minimal k-partitions when k = 4, 5, 6 and
give configurations of partitions that are never minimal.
100 CHAPITRE 3. SPECTRAL MINIMAL PARTITIONS OF A SECTOR
3.2 Nodal partitions
3.2.1 Explicit eigenmodes
The eigenvalues and eigenfunctions of the Dirichlet Laplacian in Σα can be computed exactly
using separation of variables (see e.g. [10, chap. 5, sec. 5]). We recall the results.
Proposition 3.2.1. The eigenmodes (λm,n(α), u
α
m,n) of the Dirichlet Laplacian on the angular
sector Σα are given by
λm,n(α) = j
2
m piα ,n
, (3.2.1)
uαm,n(ρ, θ) = Jm piα (jm
pi
α ,n
ρ) sin(mpi( θα +
1
2 )), (3.2.2)
where jm piα ,n is the n-th positive zero of the Bessel function of the first kind Jm
pi
α
.
De´monstration. In polar coordinates, the Laplacian reads
−∂2ρ −
1
ρ
∂ρ − 1
ρ2
∂2θ .
Let us look for an eigenpair (λ, u) of the Dirichlet Laplacian on Σα where λ > 0 and u is not
identically zero. Using a separation of variables, we set u(ρ, θ) = ϕ(ρ)ψ(θ), this yields
−ψ
′′(θ)
ψ(θ)
=
ρ2
ϕ(ρ)
(
ϕ′′(ρ) +
1
ρ
ϕ′(ρ) + λϕ(ρ)
)
.
According to the Dirichlet conditions, ψ(−α2 ) = ψ(α2 ) = 0. Therefore there exists an integer m ≥ 1
such that, up to a constant multiplicative factor,
ψ(θ) = sin
(mpi
α
(
θ +
α
2
))
.
Then, we get
ϕ′′(ρ) +
1
ρ
ϕ′(ρ) +
(
λ− m
2pi2
α2ρ2
)
ϕ(ρ) = 0.
If we set
ν =
pi
α
, λ = ω2, t = ωρ, f(t) = ϕ(ρ),
we recognize the Bessel differential equation
f ′′(t) +
1
t
f ′(t) +
(
1− m
2ν2
t2
)
f(t) = 0.
The function u is assumed to be in H1(Σα) and to satisfy the Dirichlet boundary condition. This
implies that f is proportional to the Bessel function of the first kind Jmν and that ω is a zero of
Jmν .
We have obtained a family of eigenmodes (λm,n(α), u
α
m,n) indexed by m ≥ 1 and n ≥ 1. More
precisely, we have the expressions (3.2.2)–(3.2.1). We can check that the set {uαm,n}m,n is orthogonal
and spans L2(Σα). Therefore there is no other eigenvalue.
Corollary 3.2.2. For any k ≥ 2 and α ∈ (0, 2pi], we have the first estimate
λk(α) ≤ Lk(α) ≤ Lk(Σα) ≤ inf{λm,n(α) : mn = k}.
De´monstration. It is enough to use Theorem 3.1.12, Proposition 3.2.1 and to notice that for any
m ≥ 1, n ≥ 1, and α ∈ (0, 2pi], the eigenfunction uαm,n has mn nodal domains.
In Figure 3.1 are plotted some eigenvalues λm,n(α) for 1 ≤ m ≤ 7, 1 ≤ n ≤ 4, and α ∈ (0, 2pi].
These eigenvalues are computed with the Matlab software and the fslove command to determine
the zero jmν,n of the implemented Bessel functions.
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Figure 3.1 – λm,n(α) vs. α/pi for 1 ≤ m ≤ 7, 1 ≤ n ≤ 4.
3.2.2 Minimal nodal partition
Proposition 3.2.3. For 2 ≤ k ≤ 5, we define
α2k = inf{α ∈ (0, 2pi] : λk,1(α) < λ1,2(α)}.
Then for any α ∈ [α2k, 2pi], the nodal partition associated with uαk,1 is a minimal k-partition and we
have
Lk(Σα) = λk,1(α).
For 2 ≤ k ≤ 5 and α ∈ (α2k, 2pi], the minimal k-partition consists then of k angular sectors with
the same aperture.
For k ≥ 6, any k-partition constituted of k angular sectors is never minimal.
De´monstration. Let us use the expression of the eigenvalues given in (3.2.1) and compare λm,1(α)
with λ1,2(α), computed with the Matlab software, in Figure 3.2.
We have
λk,1(2pi) < λ1,2(2pi) for k = 2, . . . , 5.
By continuity of α 7→ λk,1(α), the real number α2k is well defined for 2 ≤ k ≤ 5, and for any
α ∈ (α2k, 2pi], we have
λk,1(α) < λ1,2(α) for k = 2, . . . , 5.
Using the definition of α2k, we have
λk(α) = λk,1(α), ∀α ∈ (α2k, 2pi].
Since uαk,1 has k nodal domains, it is Courant-sharp and its nodal partition, composed of k equal
angular sectors, is minimal according to Remark 3.1.13.
For k ≥ 6, we observe that λk,1(α) > λ1,2(α) for any α ∈ (0, 2pi]. Then λk,1(α) > λk(α), the
eigenfunction uαk,1 is not Courant-sharp, and its nodal partition is not minimal.
Still assuming k ≥ 6, let us prove by contradiction that a k-partition Dk = (D1, . . . , Dk) with
Di angular sector cannot be minimal. Let us assume that it is minimal. Then the aperture for
each sector must be the same, otherwise we could decrease the energy by increasing some angles
and decreasing others. The partition Dk is therefore nodal, associated with uk,1, and thus not
minimal.
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Figure 3.2 – λm,1(α) vs. α/pi for 1 ≤ m ≤ 7, compared with λ1,2(α).
3.2.3 Minimal 2-partition
According to Remark 3.1.14, we know that
L2(Σα) = λ2(α), ∀0 < α ≤ 2pi.
Furthermore a minimal 2-partition is given by the nodal partition associated with λ2(α).
To be more precise, for α < α22, λ2(α) is simple and equal to λ1,2(α) and for α > α
2
2, λ2(α) is
simple and equal to λ2,1(α). For α < α
2
2 and α > α
2
2, there is a unique minimal 2-partition, given
by the nodal domains of uα1,2 and u
α
2,1 respectively. Thus we have
Proposition 3.2.4.
L2(Σα) =
{
λ1,2(α) for 0 < α ≤ α22,
λ2,1(α) for α
2
2 ≤ α ≤ 2pi.
Figure 3.3 gives the unique minimal 2-partition when α 6= α22.
0 < α < α22 α
2
2 < α ≤ 2pi
L2(Σα) = λ1,2(α) L2(Σα) = λ2,1(α)
Figure 3.3 – Minimal 2-partition on Σα.
We notice that the eigenfunction uα1,2 is symmetric with respect to the axis {y = 0} while uα2,1
is antisymmetric.
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Let us determine α22 and the associated eigenvalue using (3.2.1). We set ν = pi/α
2
2 and j = jν,2 =
j2ν,1. The pair (ν, j) is a solution of the (nonlinear) system{
Jν(j) = 0,
J2ν(j) = 0.
We can solve this system numerically by any iterative method. The initial values must be chosen
so that j is indeed the second zero of Jν and the first of J2ν . In practice we find approximations of
j and ν thanks to Figure 3.2 and use them as initial values. We get
α22 ' 0.3541 pi ' 1.1125,
λ2(α
2
2) ' 90.7745.
For α = α22, λ2(α) = λ1,2(α) = λ2,1(α) has a two-dimensional eigenspace and the nodal domains
of any nonzero linear combination of uα1,2 and u
α
2,1 give a minimal 2-partition (see Figure 3.4). The
eigenfunctions were computed by using the Finite Element Library Me´lina [19]. We then used the
Matlab software to compute linear combinations of two eigenfunctions and to catch the nodal
lines of the new function.
t = 0 t = 0.2 t = 0.3516 t = 0.4 t = 0.6 t = 0.8 t = 1
Figure 3.4 – Minimal 2-partitions obtained as nodal partitions of (1− t)uα1,2 + tuα2,1, α = α22.
3.3 Minimal partition for small angles
For sufficiently small angles, the minimal k-partition is nodal as explained in the following
proposition.
Proposition 3.3.1. Let k ≥ 2, we define
α1k := inf{α ∈ (0, 2pi] : λ1,k(α) ≥ λ2,1(α)}. (3.3.1)
Then α1k > 0 and for any 0 < α < α
1
k, there is a unique minimal k-partition of Σα, which is nodal,
and more precisely consists of the nodal sets of uα1,k.
De´monstration. Using [12], we determine the asymptotic expansion of the n-th zero jν˜,n of the
Bessel function Jν˜ for large ν˜ :
jν˜,n = ν˜ − 2−1/3anν˜1/3 +O
(
ν˜−1/3
)
.
Here an is the n-th negative zero of the Airy function Ai. Together with (3.2.1) and the relation
ν˜ = mpi/α, this yields an asymptotic expansion for the eigenvalues :
λm,n(α) =
m2pi2
α2
+ 22/3|an|
(mpi
α
)4/3
+O
(
α−2/3
)
. (3.3.2)
Let k ≥ 2 be an integer. The asymptotic expansion (3.3.2) implies that for α small enough,
λ1,k(α) < λ2,1(α). Then the real number α
1
k defined by relation (3.3.1) is strictly positive. For
α ∈ (0, α1k), we have λ1,k(α) < λ2,1(α) and therefore the first k eigenvalues of the Dirichlet
Laplacian on Σα are λ1,1(α), . . . , λ1,k(α). These eigenvalues are simple. Let u
α
1,1, . . . , u
α
1,k be the
associated eigenfunctions defined by (3.2.2). The eigenfunction uα1,k has k nodal domains and
therefore is Courant-sharp. According to Theorem 3.1.13, the nodal partition associated with uα1,k
is minimal. Furthermore, the eigenspace associated with λα1,k has dimension 1 and thus this partition
is unique.
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Figure 3.5 – λ1,k(α) vs. α/pi for 1 ≤ k ≤ 10, compared with λ2,1(α).
Figure 3.5 gives the first ten eigenvalues λ1,k(α) compared with λ2,1(α) and shows the critical
angles α1k. We have
α12 = α
2
2,
α1k < α
2
k, for k = 3, . . . , 5.
Then we deduce from Propositions 3.2.3 and 3.3.1 the estimate of the energy of a minimal k-
partition
Proposition 3.3.2. For any 2 ≤ k ≤ 5,
Lk(Σα) = λk(α), ∀α ∈ (0, α1k] ∪ [α2k, 2pi],
λk(α) < Lk(Σα) < Lk(α), ∀α ∈ (α1k, α2k).
Remark 3.3.3. Using the asymptotic expansion, we deduce that λ1,k(α) ≤ λk,1(α) as soon as α
is small enough. Let k be a prime number, we define
βk = inf{α ∈ (0, 2pi] : λ1,k(α) ≥ λk,1(α)}. (3.3.3)
Then , we have β2 = α
1
2 = α
2
2 and
Lk(Σα) ≤
{
λ1,k(α) if 0 < α ≤ βk,
λk,1(α) if βk ≤ α ≤ 2pi.
3.4 Minimal nodal 3-partition
This section is devoted to the proof of the first point of Theorem 3.1.15.
As in the case of the 2-partition, we estimate numerically the transition angles α13, α
2
3, β3 :
α13 ' 0.1579 pi ' 0.4961, λ3(α13) ' 303.9139,
α23 ' 0.7761 pi ' 2.4382, λ3(α23) ' 55.1671,
β3 ' 0.3533 pi ' 1.1098, L3(β3) ' 163.3786.
Proposition 3.3.2 and Remark 3.3.3 give estimates for L3(Σα) illustrated in Figure 3.6 :
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– for 0 < α ≤ α13, L3(Σα) = λ3(α) = λ1,3(α),
– for α13 < α ≤ β3, λ2,1(α) = λ3(α) < L3(Σα) < L3(Σα) = λ1,3(α),
– for β3 ≤ α ≤ β2, λ2,1(α) = λ3(α) < L3(Σα) < L3(Σα) = λ3,1(α),
– for β2 ≤ α < α23, λ1,2(α) = λ3(α) < L3(Σα) < L3(Σα) = λ3,1(α),
– for α23 ≤ α ≤ 2pi, L3(Σα) = λ3(α) = λ3,1(α).
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Figure 3.6 – Lower and upper bounds for L3(Σα).
If α ≤ α13 or α ≥ α23, the eigenvalue λ3(α) has a Courant-sharp eigenfunction. According to
Remark 3.1.13, L3(Σα) = λ3(α) and the minimal 3-partition is nodal, given by the nodal sets of an
eigenfunction associated with λ3(α). On the other hand, if α
1
3 < α < α
2
3, no minimal 3-partition is
nodal. Table 3.1 gives the nodal partition associated with the third eigenfunction. We notice that
the eigenfunctions uα1,3 and u
α
3,1 are symmetric with respect to the axis {y = 0}.
0 < α ≤ α13 α13 < α < α12 α12 < α < α23 α13 ≤ α ≤ 2pi
L3(Σα) = λ1,3(α) λ2,1(α) < L3(Σα) λ1,2(α) < L3(Σα) L3(Σα) = λ3,1(α)
minimal 3-partition minimal 3-partition
Table 3.1 – Nodal partition associated with λ3(α) on Σα.
Let us now look at the transition angles α13 and α
2
3. For such angles, the minimal 3-partition is
no more unique.
Figure 3.7 represents the nodal partitions of some linear combination (1− t)uα1,3 + tuα2,1 for α = α13.
There is a transition between a 2-partition and a 3-partition. When we have a 3-partition, it
is a minimal one since the eigenfunction is associated with λ3(α) and then Courant-sharp (see
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Remark 3.1.13). Notice that the function uα1,3 is symmetric with respect to the y-axis whereas the
function uα2,1 is antisymmetric. Thus, by considering linear combinations, we break the symmetry
of the 3-partition and exhibit some minimal 3-partitions which are non symmetric.
Minimal
3-partition
t = 0 t = 0.2 t = 0.4 t = 0.49
t = 0.6 t = 0.8 t = 1
Figure 3.7 – Nodal partitions of (1− t)uα1,3 + tuα2,1, α = α13.
The following proposition gives information about the transition in the linear combinations between
2-partition and 3-partition.
Proposition 3.4.1. There are eigenfunctions associated with λ3(α
1
3) whose nodal set has a bound-
ary singular point with two nodal lines which hit at this point. The polar coordinates of this boundary
singular point is either (ρc, α
1
3/2) or (ρc,−α13/2) with ρc ' 0.6558.
De´monstration. We recall that
λ3(α
1
3) = λ1,3(α
1
3) = λ2,1(α
1
3).
We set
ν =
pi
α13
, j = jν,3 = j2ν,1.
Any associated eigenfunction is of the form
u(ρ, θ) = aJν(jρ) cos(νθ) + bJ2ν(jρ) sin(2νθ),
where a and b are coefficients to be determined. It can be factorized as
u(ρ, θ) = J2ν(jρ) cos(νθ)
(
a
Jν(jρ)
J2ν(jρ)
+ 2b sin(νθ)
)
.
Let us define
v(ρ, θ) = a
Jν(jρ)
J2ν(jρ)
+ 2b sin(νθ).
We are looking for values of a and b for which v has a zero that is also a singular point. The
equation ∇v(ρ, θ) = 0 can be solved and yields{
θc = ±α13/2,
ρc ' 0.6558.
Thanks to the equation v(θc, ρc) = 0, we then find a and b up to a common multiplicative factor.
Similarly, Figure 3.8 gives the nodal partition associated with the linear combination (1 −
t)uα1,2 + tu
α
3,1 for α = α
2
3. In this case, the functions u1,2 and u3,1 are both symmetric with respect
to the y-axis. Then any linear combination satisfies this symmetry too. As previously, we observe a
transition between a 2-partition and a 3-partition. When we have a 3-partition, it is still a minimal
one. We can characterize the transition between 2-partition and 3-partition :
Proposition 3.4.2. There are eigenfunctions associated with λ3(α
2
3) for which the point of coor-
dinates (1, 0) is a boundary singular point. Two nodal lines meet at this point.
De´monstration. This proposition is proved in the same way than Proposition 3.4.1.
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Minimal 3-partition
t = 0 t = 0.2 t = 0.4 t = 0.5169 t = 0.6 t = 0.8 t = 1
Figure 3.8 – Nodal partition of (1− t)uα1,2 + tuα3,1, α = α23.
3.5 Minimal symmetric 3-partitions
In this section, we prove the second point of Theorem 3.1.15. We restrict ourselves to symmetric
3-partitions and analyze the minimization problem with that additional condition. We study each
possible symmetric configuration and exhibit better upper-bounds for the energy L3(Σα) and also
give new candidates to be minimal 3-partitions. This approach was used in [5] to catch symmetric
candidates for the square and the disk.
Looking at nodal minimal 3-partitions obtained in Section 3.4, we observe that for any α ∈ (0, α13]∪
[α23, 2pi], there exists a symmetric minimal 3-partition. Now, we exhibit symmetric candidates to be
minimal symmetric 3-partitions for α ∈ (α13, α23). We refer to [5] to explain the possible symmetric
configurations. Using the Euler formula (cf. [14]), there are only three configurations, represented
in Figure 3.9, for the minimal 3-partition when α13 < α < α
2
3 :
(a) The 3-partition has one interior singular point X0, which is necessarily on the symmetry axis.
(b) The 3-partition has two interior singular points X0, X1 and no boundary singular point.
(c) The 3-partition has two interior singular points and two boundary singular points. Moreover
∂D1 ∩∂D2 consists of two curves, each one joining one boundary singular point to one interior
singular point.
In configurations (b) and (c), the interior singular points X0, X1 (and boundary singular points for
case (c)) are either on the symmetry axis, or symmetric to each other.
3.5.1 Partitions with one interior singular point
Let us first consider configurations of type (a). To catch such configuration, it is enough to deal
with the half-domain Σ+α = Σα ∩ {y > 0} and look at 2-partitions on this half-domain. The main
advantage is that the minimal 2-partitions are nodal ; to determine them, it is enough to compute
the second eigenfunction. The unknown parameter is the position of the singular point Xα0 . Thus
we compute the second eigenvector of the Neumann-Dirichlet and Dirichlet-Neumann Laplacian
on Σ+α and move the singular point all along the axis {y = 0} ; we denote by xα the abscissa of the
singular point Xα0 and by λ
ND
2 (xα) and λ
DN
2 (xα) the second eigenvalue of the Neumann-Dirichlet
and Dirichlet-Neumann Laplacian respectively (see Figures 3.9(a1) and 3.9(a2)) :
Neumann-Dirichlet Dirichlet-Neumann
(a1)

−∆ϕ = λϕ in Σ+α ,
∂nϕ = 0 on [O,X
α
0 ],
ϕ = 0 elsewhere.
(a2)

−∆ϕ = λϕ in Σ+α ,
∂nϕ = 0 on [X
α
0 ,M ],
ϕ = 0 elsewhere,
For each mixed problem, the nodal line of the second eigenvector meets the axis {y = 0} at a point
of abscissa denoted by yND(xα) and y
DN (xα) respectively. The choice of the interior singular point
Xα0 gives a 3-partition after symmetrization if and only if
– yND(xα) ≥ xα in the Neumann-Dirichlet case,
– yDN (xα) ≤ xα in the Dirichlet-Neumann case.
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(a1) (b1) (c1)
O M
X0• ••
O M
X0 X1• •• •
O M
X0 X1• •• •
(a2) (b2) (c2)
O M
X0• ••
O M
X0
X1
• •
•
•
O M
X0 X1• •• •
Figure 3.9 – Configuration of the non bipartite symmetric minimal 3-partition.
We compute the eigenmodes associated with the mixed problems (a1)–(a2) by using the Finite
Element Library Me´lina [19]. Figure 3.10 gives examples of nodal partitions for several values of
xα. The Dirichlet condition on the boundary are represented in blue line and the Neumann condition
in red dotted line. The nodal line is plotted in black. For the Neumann-Dirichlet configuration (see
Figure 3.10(a)), we obtain a 2-partition after symmetrization if xα is too large. If xα is such that
xα < y
ND(xα), we obtain a 3-partition whose energy can be reduced by removing the Dirichlet line
(Y ND(xα), X
α
0 ) (where Y
ND(xα) is the point of coordinates (y
ND(xα), 0)) in this subdomain of
the partition. We can make a similar analysis in the Dirichlet-Neumann case (see Figure 3.10(b)).
yND(xα) > xα y
ND(xα) < xα
3-partition 2-partition
(a) Neumann-Dirichlet condition.
yDN (xα) > xα y
DN (xα) < xα
2-partition 3-partition
(b) Dirichlet-Neumann condition.
Figure 3.10 – Examples of nodal partition for the mixed problems.
Since the function x 7→ λND2 (x) is decreasing with x and x 7→ λDN2 (x) is increasing with x, the
optimal singular points are :
xNDα = max{xα : yND(xα) ≥ xα}, xDNα = min{xα : yDN (xα) ≤ xα}. (3.5.1)
For numerical simulations, we use the discretization
α ∈ { k100pi, 16 ≤ k ≤ 77} and xα ∈ { j100 , 0 ≤ j ≤ 100}.
We denote by x˜NDα and x˜
DN
α the singular points defined by (3.5.1) for a discretization xα ∈ { j100 , 0 ≤
j ≤ 100}. Figure 3.11 represents these singular points according to α.
The 3-partitions obtained after symmetrization give upper-bounds for L3(α) as illustrated in
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Figure 3.11 – x˜NDα and x˜
DN
α vs. α ∈ {kpi/100, 16 ≤ k ≤ 77}.
Figure 3.12. We observe that the energy for the Neumann-Dirichlet Laplacian (green curve) is
smaller than the one obtained with the Dirichlet-Neumann Laplacian (cyan curve) and smaller
than L3(α) (red and pink curves). Thus using Theorem 3.1.12, we deduce
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Figure 3.12 – Upper-bound of L3(Σα) using symmetric partitions.
Proposition 3.5.1. For any α ∈ (α13, α23),
λ3(α) < L3(Σα) ≤ Lsym3 (α) < L3(α),
with Lsym3 (α) := min(λ
DN
2 (x
DN
α ), λ
ND
2 (x
ND
α )) = λ
ND
2 (x
ND
α ).
Looking at Figure 3.12, this new upper-bound Lsym3 (α) (represented by the green curve) is
much more accurate than the previously known upper-bound L3(α) represented by the red and
pink curves. Figure 3.13 gives examples of minimal symmetric 3-partitions of type (a) for several
angles. We denote by Dsymα the best candidate obtained like this.
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Figure 3.13 – Best candidates for symmetric 3-partition.
3.5.2 Partitions with two interior singular points
We have now to deal with the other configurations (b) and (c). Then, as illustrated in Figure 3.9,
the two interior singular points X0 and X1 are either on the axis {y = 0}, or symmetric to each
other. Their coordinates are therefore :
1. X0 = (x0, 0) and X1 = (x1, 0) in case (b1) or (c1),
2. X0 = (x0, y0) and X1 = (x0,−y0) in case (b2) or (c2).
Let us first rule out configurations (b2) and (c2) :
Lemma 3.5.2. Let α ∈ (α13, α23) and Dα be a minimal 3-partition. We assume that this partition
is symmetric with respect to the y-axis. Then the interior singular points are necessarily on the
axis {y = 0}.
De´monstration. This is clear for configuration of type (a) and we have used this property previously.
Let us now assume that the partition Dα is of type (b2) or (c2). Then, since D+α = Dα ∩ {y > 0}
is a 3-partition with Neumann condition on the symmetry axis {y = 0}, we infer, by the min-max
principle,
Λ3(Dα) ≥ λN3 (α),
where λN3 (α) is the third eigenvalue on Σ
+
α with Neumann condition on {y = 0} and Dirichlet
condition elsewhere. But λN3 (α) = λ1,3(α) if α
1
3 < α ≤ β3 and λN3 (α) = λ3,1(α) if β3 ≤ α < α23,
that is to say
λN3 (α) = L3(α), ∀α ∈ (α13, α23).
Using Proposition 3.5.1 and Figure 3.12, we observe that for any α ∈ (α13, α23), we find a symmetric
3-partition Dsymα of type (a1) such that
Λ3(Dsymα ) < L3(α) ≤ Λ3(Dα).
Thus Dα cannot be a minimal 3-partition.
We have then reduced the study to configurations (b1) and (c1). The associated mixed problems
read
Neumann-Dirichlet-Neumann Dirichlet-Neumann-Dirichlet
(b1)

−∆ϕ = λϕ in Σ+α ,
∂nϕ = 0 on [O,X
α
0 ] ∪ [Xα1 ,M ],
ϕ = 0 elsewhere,
(c1)

−∆ϕ = λϕ in Σ+α ,
∂nϕ = 0 on [X
α
0 , X
α
1 ],
ϕ = 0 elsewhere.
Using the results of Subsection 3.5.1 for the configuration (a), we can restrict the possible critical
points for configuration (c1) :
Proposition 3.5.3. Let D = (D1, D2, D3) be a symmetric 3-partition of type (c1) with the interior
singular points Xα0 and X
α
1 of coordinates (x0, 0) and (x1, 0). We assume either x0 < x1 ≤ xNDα ,
or xDNα ≤ x0 < x1. Then this partition cannot be minimal.
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De´monstration. We assume that x0 < x1 < x
ND
α and that D1 ⊂ {y > 0} and D+3 = D3 ∩ {y >
0} 6= ∅. Then the partition D+ = (D1, D+3 ) satisfies the Dirichlet-Neumann-Dirichlet problem (c1)
and we have then, by the min-max principle,
Λ3(D) ≥ λDND2 (x0, x1),
with λDND2 (x0, x1) the second eigenvalue of the Dirichlet-Neumann-Dirichlet Laplacian (c1) on
Σ+α . By monotonicity due to the Dirichlet condition and since x0 < x1 ≤ xNDα , we have
λDND2 (x0, x1) > λ
ND
2 (x1) ≥ λND2 (xNDα ) = Lsym3 (α) ≥ L3(α).
Thus the partition D can not be minimal.
The proof is similar if we assume xDNα ≤ x0 < x1.
Figure 3.11 gives an approximation at 1/100 for xNDα and x
DN
α and thus the location for possible
interior singular points for configuration (c1).
When we search for candidates of type (b1) or (c1) numerically, we use the discretization
α ∈ { k100pi, 16 ≤ k ≤ 77} and Xαk = (xαk , 0), xαk ∈ { j100 , 0 ≤ j ≤ 100}, k = 0, 1.
As in [5] for the square and the disk, the second eigenfunction associated with these mixed prob-
lems never produces a configuration of type (b) or (c). Then the mixed Neumann-Dirichlet problem
provides the best symmetric candidates for any α ∈ (α13, α23).
This concludes the proof of Theorem 3.1.15.
3.5.3 Angular sector of opening α = pi/3
Let us analyze more specifically the case α = pi/3. Using the approach developed in Subsec-
tion 3.5.1, the best candidate obtained is represented in Figure 3.14 with x˜NDpi/3 = 0.64 (we recall
that for the numerics, xα ∈ {k/100, 0 ≤ k ≤ 100}). It seems that the nodal lines are straight lines.
This is compatible with the equal angle properties : At the interior singular point, the nodal lines
have to meet with angle 2pi/3 whereas the nodal lines meet the boundary at right angles.
Figure 3.14 – Symmetric candidate for Σpi/3.
Let us try to understand some properties of such a partition. We reproduce this 3-partition of
Σpi/3 by rotation of ±pi/3 and ±2pi/3 to tile the disk. Figure 3.15 represents this tiling of the disk.
Let us compare the areas of the subdomains (Ω1,Ω2,Ω3) of the partition of Σpi/3, assuming that
the nodal lines are straight lines. We denote by A the interior singular point of coordinates (L, 0).
Let B be the boundary singular point of coordinates L/4(3,
√
3) and C its symmetric point with
respect to the axis {y = 0}. The area of the total disk Disk equals A(Disk) = pi. The area of the
regular hexagon plotted in red in Figure 3.15 is
A(Hex) = 3
√
3
2
L2.
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Hex
Ω1
Ω2
Ω3
D
O
A
B
C
Figure 3.15 – Tiling of the disk with the 3-partition of Figure 3.14.
We deduce
A(Ω1) =
√
3L2
4
.
Let us now compute the area of Ω2. We have
A(Ω2) = 1
12
(A(Disk)−A(Hex)) = 2pi − 3
√
3L2
24
.
With L = 0.64, we obtain
A(Ω1) ' 0.177 and A(Ω2) ' 0.173.
Since the accuracy on L is 10−2, this gap is not significant. Let us determine now for which value
of L we have the equality :
A(Ω1) = A(Ω2)⇐⇒
√
3L2
4
=
2pi − 3√3L2
24
⇐⇒ L =
√
2pi
9
√
3
' 0.634 875.
In this case, we have A(Hex) = pi/3.
This result is coherent with the discretization step for xα which equals 1/100. Therefore it seems
that the areas of every domains of the partition are equal.
3.6 Laplacian on the double covering
The method proposed in Section 3.5 can only catch symmetric candidates. However, we have
seen in Figure 3.7 that for the angle α = α13, there exists non symmetric minimal 3-partitions.
So we would like to find a method to catch non symmetric candidates. The method we use now
was introduced in [4] to explain why we find two symmetric configurations with the same energy
in the square. Let us explain this method. Let us go back to a general bounded open and simply
connected set Ω with piecewise C1,+ boundary. In the non nodal case, there are three topological
types possible for a minimal 3-partition of such a domain. They are given by configuration (a),
(b), and (c) in Section 3.5, removing the symmetry assumption. As suggested by the numerical
study of the symmetric case, we only look for minimal partitions of type (a). Then, there is an
interior singular point where three half-curves meet. Following [4], we consider a double Riemannian
covering of the domain Ω punctured by this point. We then look for a minimal partition of Ω as
the projection of a nodal partition of the double covering.
3.6.1 Double covering of the domain
We will give a rather informal description of the double covering. Let us consider a point X0 ∈ Ω.
We denote Ω \ {X0} by ΩX0 . We now choose a simple regular curve γ contained in Ω that links X0
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to a point in ∂Ω. We consider two copies of Ω\γ that we glue in such a way that a side of γ on one
sheet is connected to the opposite side on the other sheet (cf. Figure 3.16). The resulting object is
a two dimensional manifold with boundary, that we denote by Ω˜X0 , with a natural projection map
Π : Ω˜X0 → ΩX0 . It is a double covering of ΩX0 , that we equip with the Riemannian metric lifted
from ΩX0 through Π. A rigorous and general construction is explained in [13]. In particular, it can
be shown that the result does not depend on the choice of γ.
 
 


 
 


 
Ω˜X0
G
X0
Π
1 2
γ
2 1
γ
X0
X0
ΩX0
Figure 3.16 – Double covering of ΩX0 .
3.6.2 Symmetric and antisymmetric eigenvalues
Let us now define a mapping G from Ω˜X0 onto itself, called the deck map. For any X1 ∈ Ω˜X0 ,
G(X1) is the only element X2 ∈ Ω˜X0 such that X2 6= X1 and Π(X2) = Π(X1). Intuitively, the
mapping G moves points from one sheet of the double covering to the other one. We have of course
G2 = Id. A function f : Ω˜X0 → C is said to be symmetric if f ◦ G = f and antisymmetric if
f ◦ G = −f . If we call S (resp. A) the space of functions in L2(Ω˜X0) that are symmetric (resp.
antisymmetric), we have the orthogonal decomposition :
L2(Ω˜X0) = S ⊕A.
We call lifted Laplacian the Laplace-Beltrami operator on Ω˜X0 with Dirichlet boundary condition.
The lifted Laplacian preserves symmetric and antisymmetric functions. We can therefore choose a
basis of eigenfunctions for each subspace S and A. Their reunion is a basis of eigenfunctions for
L2(Ω˜X0). The eigenvalues associated with a symmetric (resp. antisymmetric) eigenfunction will be
called symmetric (resp. antisymmetric). The symmetric eigenvalues are actually the eigenvalues of
the Dirichlet Laplacian on Ω, since any symmetric eigenfunction is lifted from an eigenfunction on
ΩX0 . We call the antisymmetric eigenvalues Aharonov-Bohm eigenvalues, denoted by λ
AB
k , since
they can be considered as the eigenvalues of a so-called Aharonov-Bohm operator with pole at
X = X0 and flux Φ = 1/2 (cf. [1, 13, 2, 21]).
Let us now consider a nodal partition D = {Di : 1 ≤ i ≤ `} associated with an antisymmetric
eigenfuction u. The image of a domain of D by the deck map G is another domain where u has
the opposite sign. We can therefore group together the domains of D in pairs {Di, Dj} such that
Di ∩Dj = ∅ and Π(Di) = Π(Dj). The set Π(D) = {Π(Di) : 1 ≤ i ≤ `} is then a strong k-partition
of Ω, with 2k = ` (we deduce in particular that ` is even). Furthermore, contrary to D, the partition
Π(D) is not necessarily bipartite. We will use this to build non nodal candidates to be a minimal
k-partition.
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Consequently, if we find for some α a singular point X such that there exists an antisymmetric
eigenfunction with 6 nodal domains and associated with λ6((˜Σα)X) such that
λ6((˜Σα)X) < Λ3(Dsymα ),
then the symmetric 3-partition Dsymα is not minimal. Indeed, the projection of this sixth eigen-
function on the first sheet is a 3-partition whose energy is less than Λ3(Dsymα ).
We have another way of checking that a 3-partition is not minimal. According to [16, Remark 5.2],
a minimal 3-partition must be Courant-sharp for the Aharonov-Bohm operator, that is to say, its
energy must be λAB3 .
Let us now combine the double covering approach and the results of Section 3.5 to obtain more
information. The first result consists in invalidating possibly some candidates of type (a1) ob-
tained in Subsection 3.5.1. Let us use the best candidates obtained in Subsection 3.5.1. For any
α ∈ {kpi/100, 16 ≤ k ≤ 76}, we compute the first eigenvalues of the Dirichlet Laplacian on the
double covering (˜Σα)X with X = (x˜
ND
α , 0) and we split the spectrum between the symmetric
eigenvalues λk(Σα) and the antisymmetric ones λ
AB
k ((Σα)X). Figure 3.17 gives the first seven
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Figure 3.17 – λj((Σ˜α)X), with X = (x˜
ND
α , 0), α ∈ { kpi100 , 16 ≤ k ≤ 76, 1 ≤ j ≤ 7}.
eigenvalues on (˜Σα)X and the nodal partition of the eigenfunctions are represented on Figure 3.18
for several α. We notice that
Λ3(Dsymα ) = λ7((˜Σα)X) = λAB4 ((Σα)X) > λ5((˜Σα)X) = λAB3 ((Σα)X), for α = 16pi/100,
Λ3(Dsymα ) = λ7((˜Σα)X) = λAB4 ((Σα)X) > λ6((˜Σα)X) = λAB3 ((Σα)X), for α = 17pi/100,
Λ3(Dsymα ) = λ6((˜Σα)X) = λAB3 ((Σα)X), for α ∈ { kpi100 , k = 18, . . . , 76}.
Consequently, the minimal symmetric 3-partition Dsymα is not minimal for α = 16pi/100 and α =
17pi/100.
To make simulations, we use the techniques we have previously explained in [3] : this consists in
meshing the double covering for the domain and using the Finite Element Library Me´lina (see
[19]).
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α = kpi100 λ2((Σ˜α)X) λ3((Σ˜α)X) λ4((Σ˜α)X) λ5((Σ˜α)X) λ6((Σ˜α)X) λ7((Σ˜α)X)
k = 16
k = 17
k = 18
k = 20
k = 31
k = 35
k = 40
k = 50
Figure 3.18 – Nodal partition associated with λj((Σ˜α)X), X = (x˜
ND
α , 0), α =
kpi
100 , 2 ≤ j ≤ 7.
3.6.3 Numerical simulations for non symmetric candidates
Let us consider an angle α = α13 + ε with ε very small and positive. We have seen that the
3-partition Dsymα is not minimal when ε is small enough.
We would like to use the double covering approach to catch some non symmetric candidates. For
any point X ∈ Ω, we compute the first six eigenvalues of the Dirichlet Laplacian on the double
covering (˜Σα)X . The symmetric eigenvectors are those of the Dirichlet Laplacian on Σα and we
are interested in the antisymmetric ones. We move the puncturing point on Σα and hope to find a
3-partition given by the 6-th eigenfunction of the Dirichlet Laplacian on (˜Σα)X .
Proposition 3.4.1 gives us an idea to localize the puncturing point X. Starting with Σα for
α = α13, we can pick an eigenfunction whose nodal set has a boundary singular point with polar
coordinates (ρc, α
1
3/2). Its nodal partition has three domains and a boundary singular point at
(ρc, α
1
3/2) where two lines meet. We recall that at a singular point, nodal lines satisfy the equal an-
gle property. We can use this property to localize a possible singular point for Σα with α = α
1
3 + ε.
If the minimal 3-partition for Σα has a singular point on the boundary {y = x tan α2 } with only
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one nodal line reaching this point, then this nodal line is normal to the boundary at the singular
point. If ε is very small, the distance between this singular point and the origin should be close to
ρc.
When the angle is increasing, this approximation is not efficient. For α = pi/3, the boundary sin-
gular point seems to have polar coordinates (ρ3, pi/6) with ρ3 = L
√
3/2 ' 0.5498.
For numerical computations, we choose X on some perpendicular axes to the boundary (see Fig-
ure 3.19) :
X ∈ {Xk = (1− k100 )Cρ + k100Aρ, 0 ≤ k ≤ 100},
where Cρ and Aρ are the points of coordinates
Cρ = ρ(cos
α
2 , sin
α
2 ) and Aρ = ρ(1/ cos
α
2 , 0), Eˆwith ρ ∈ {0.54 + k/50, k = 0, . . . , 6}.
Then we catch a 3-partition among the 6-th eigenfunction of the Dirichlet Laplacian on (˜Σα)X .
With this method, we obtain, for several values of α, new partitions DABα better than the minimal
symmetric 3-partition Dsymα obtained by the mixed Neumann-Dirichlet approach (see Figure 3.20).
Figure 3.19 – Localization of the puncturing point for numerical simulations, α = 0.5.
α = 0.5 α = 16pi100 α =
pi
6 α =
17pi
100
Λ3(DABα ) = 300.895 Λ3(DABα ) = 298.787 Λ3(DABα ) = 281.93 Λ3(DABα ) = 273.691
Λ3(Dsymα ) = 302.663 Λ3(Dsymα ) = 300.190 Λ3(Dsymα ) = 282.012 Λ3(Dsymα ) = 273.685
Figure 3.20 – Candidates for the minimal 3-partition of Σα.
For different sectors, we proceed in the same way and obtain new candidates whose energy is
represented in orange color in Figure 3.12 (see also Figure 3.20). We obtain a better candidate
than the symmetric one for angles close to α13 and especially for α = 16pi/100 and α = pi/6. For
larger angles, the double covering approach gives candidates whose energy is so close to those of
the symmetric candidates that we cannot be affirmative. This is probably due to the fact that the
best candidate obtained by the double covering approach has an interior singular point close to (or
on) the symmetry axis for larger α and then, by continuity, the eigenvalues are close to those of
the mixed Neumann-Dirichlet Laplacian.
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Notice that for α = α23, all candidates in Figure 3.8 are symmetric. This encourages us to make
the conjecture :
Conjecture 3.6.1. There exists α33 such that
– for α ∈ (α13, α33), the minimal 3-partitions are non symmetric,
– for α ∈ (α33, α23), any minimal 3-partition is symmetric.
3.7 Negative results for minimal k-partitions, k = 4, 5, 6
3.7.1 4-partition
Figure 3.21 represents the eigenvalues λm,n(α) for (m,n) = (1, 4), (2, 2), (4, 1) and λ4(α) given
by (3.2.1) computed with the Matlab software and illustrates the lower and upper bounds for
L4(Σα) :
λ4(α) ≤ L4(Σα) ≤ min(λ1,4(α), λ2,2(α), λ4,1(α)).
Since λ2,2(α) > λ4(α), partitions having the topology of u2,2 and illustrated in Figure 3.22 cannot
be minimal for any α.
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Figure 3.21 – Lower and upper bounds for L4(Σα).
Figure 3.22 – Non minimal 4-partition.
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3.7.2 5-partition
Since k = 5 is a prime number, we only have the bounds given by Proposition 3.3.2 and
Remark 3.3.3 :
L5(α) = λ5(α) for α ∈ (0, α15] ∪ [α25, 2pi],
λ5(α) < L5(α) < L5(Σα) ≤ min(λ1,5(α), λ5,1(α)) for α ∈ (α15, α25).
Figure 3.23 illustrates these estimates using the Matlab software.
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Figure 3.23 – Lower and upper bounds for L5(Σα).
3.7.3 6-partition
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Figure 3.24 – Lower and upper bounds for L6(Σα).
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Using Figure 3.24 (obtained by the Matlab software), we notice that
min(λ2,3(α), λ3,2(α), λ6,1(α)) > λ6(α), ∀α ∈ (0, 2pi].
Thus candidates of the types illustrated in Figure 3.25 (i.e. having the topologies of the eigenfunc-
tions u2,3, u3,2 and u6,1) are never minimal.
Figure 3.25 – Non minimal 6-partitions.
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Chapitre 4
Spectral minimal partitions for a
family of tori
4.1 Introduction
This paper studies the minimal partitions D = {Di : 1 ≤ i ≤ k} of a two-dimensional flat torus
T (a, b) = (R/aZ)× (R/bZ) ,
with 0 < b ≤ a , into k open, connected, and mutually disjoint subsets, with k ≥ 1 an integer. We
look for partitions for which the energy
max
1≤i≤k
λ1(Di)
is minimal, where λ1(Di) is the lowest eigenvalue of the Dirichlet Laplacian on Di . This problem
was studied by Bernard Helffer, Thomas Hoffmann-Ostenhof, and Susanna Terracini in [11], where
existence and regularity were proved for a large class of domains. In the case of the torus, B. Helffer
and T. Hoffmann-Ostenhof showed, in [10], that when the ratio b/a is small enough, a minimal
k-partition is obtained by dividing the torus in k equal strips along its length.
One of the motivations of this work is to investigate the nature of minimal partitions when the
ratio b/a increases. In particular, we are interested in the value of the ratio for which the ’vertical’
partition defined above is no longer minimal. We present some conjectures on these transitions
values, inspired by the methods in [10].
To check these conjectures, and to look for minimal partitions when the ratio b/a is larger, we
need an efficient optimization procedure. We have adapted the method presented by Blaise Bourdin,
Dorin Bucur and E´douard Oudet in [2]. Our numerical computations support the conjectures, give
better upper bounds for the optimal energy, and produce some quite remarkable candidates to be
minimal partitions. .
Inspired by the preceding numerical computations, we have constructed families of k-partitions,
for k = 3 , 4, 5 , that are tilings of the torus by isometric polygons. These tilings additionally satisfy
a geometrical constraint, the so-called ’equal angle property’. For some k, and some values of the
ratio b/a, we obtain in this way partitions that closely resemble the best candidates produced by
the optimization algorithm. In some other cases, the tilings seem not to be optimal. In any case,
however, the first eigenvalue of the Dirichlet Laplacian on the fundamental domain of the tiling
gives an upper bound for the optimal energy.
The paper is organized in the following way. In Section 4.2, we recall the fundamental properties
of minimal partitions. In Section 4.3, we recall the results of [10] for the flat torus. In section 4.4,
we present a heuristic method, inspired by [10], to compute the transition value for a/b . We also
present some candidates to be minimal partitions, in connection with the nodal set of eigenfunction
of the Laplacian on T (a, b) . In Section 4.5, we study other versions of the energy, corresponding
to the replacement of the `∞-norm by a `p-norm. We discuss the minimality of the partitions
obtained in Section 4.4 with respect to this new energy. These other definitions of the energies are
121
122 CHAPITRE 4. SPECTRAL MINIMAL PARTITIONS FOR A FAMILY OF TORI
used in the numerical method described in the following sections. In Section 4.6, we describe the
numerical method that we have used, and study its performance. The results of the implementation
of this method are presented in Section 4.7. For a fixed k (k = 3 , 4 , 5), the algorithm gives
some candidates for a minimal k-partition of T (a, b), with b/a ∈]0, 1[. We test more values of b/a
around the conjectured transition values. The computations of Section 4.7 suggest the existence
of hexagonal tilings of some tori. In Section 4.8, we construct such families of tilings by three,
four, or five isometric hexagons, for a certain range of values of b/a . We compute the energy of
these partitions, and compare them to the formerly obtained bounds. This work allows us to give
bounds on the optimal energy that are better than the already known ones. In some cases, we even
conjecture the value of this optimal energy.
I would like to thank my advisors, Virginie Bonnaillie-Noe¨l and B. Helffer, for their guidance
and their encouragements. I also thank V. Bonnaillie-Noe¨l and E´. Oudet for their help with the
numerical methods.
4.2 Minimal partitions
4.2.1 Definitions
Let us first state the definition of a minimal partition, and review briefly known results about
this object. In the following, M is a compact two-dimensional Riemannian manifold without bound-
ary. The following definitions and results are taken from [11]. Our statements are somewhat sim-
plified due to the absence of a boundary.
Definition 4.2.1. For any integer k ≥ 1, a k-partition is a family
D = {Di : 1 ≤ i ≤ k}
of k open, connected, and mutually disjoint subsets of M . The Di’s are called the domains of the
k-partition.
The set of all k-partitions is denoted by Pk.
If we do not want to specify the number of domains, we simply use the term partition. For
any open set ω ⊂ M , the sequence (λk(ω))k≥1 denotes the eigenvalues of the Laplace-Beltrami
operator, restricted to ω, with Dirichlet boundary conditions. They are arranged in increasing
order and counted with multiplicity.
Definition 4.2.2. With any k-partition D = {Di : 1 ≤ i ≤ k} is associated the energy
Λk(D) = max
1≤i≤k
λ1(Di) .
We are concerned in this paper with minimizing for fixed k this energy over all k-partitions of
T (a, b) , for different values of b/a.
Definition 4.2.3. For any integer k ≥ 1, we set
Lk(M) = infD∈Pk
Λk(D) .
A partition D ∈ Pk such that Λk(D) = Lk(M) is called a minimal k-partition.
The following existence result is proved in the papers [4, 6, 5].
Theorem 4.2.4. For any integer k ≥ 1, there exists a minimal k-partition of M .
These papers in fact prove a stronger result, namely the existence of a regular minimal partition
in the sense of Subsection 4.2.2.
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4.2.2 Properties of minimal partitions
Following [11], let us now define a regular partition.
Definition 4.2.5. The k-partition D = {Di : 1 ≤ i ≤ k} is called strong if
k⋃
i=1
Di = M .
Definition 4.2.6. If D = {Di : 1 ≤ i ≤ k} is a strong partition, its boundary is defined by
N(D) =
k⋃
i=1
∂Di .
Definition 4.2.7. A strong partition D is called regular if the following properties are satisfied :
(i) The set N(D) is locally a C1,1− = ∩α<1C1,α curve, except in the neighborhood of a finite set
{xi : 1 ≤ i ≤ `}. The elements of this set are called singular points.
(ii) For each 1 ≤ i ≤ `, there is an integer νi ≥ 3 such that, in a neighborhood of xi, the set N(D)
is the union of νi half curves of class C
1,+ = ∪α>0C1,α, which meet at xi.
(iii) At each singular point, the half curves meet with equal angles.
As proved in [11], we have the following regularity result :
Theorem 4.2.8. For any k ≥ 1, minimal k-partitions are strong and regular (up to zero capacity
sets).
We give additional definitions that help us to describe the topology of a partition.
Definition 4.2.9. Let D = {Di : 1 ≤ i ≤ k} be a strong partition. Two domains Di and Dj are
said to be neighbors if Int
(
Di ∪Dj
)
is connected.
Definition 4.2.10. A strong partition is called bipartite if one can color its domains, using only
two colors, in such a way that two neighbors have different colors.
Let us recall some definitions and results from the spectral theory of the Laplace-Beltrami
operator, used in all the following sections.
Let u be an eigenfunction for the Laplace-Beltrami operator.
Definition 4.2.11. We call nodal set of u the set
N(u) = {x ∈M : u(x) = 0} .
The connected components of M \ N(u) are called the nodal domains of u. The number of nodal
domains is denoted by µ(u). Let Di, for 1 ≤ i ≤ µ(u), be the nodal domains of u. The set
{Di : 1 ≤ i ≤ µ(u)} ,
is a strong partition of M , called the nodal partition associated with u.
The following result was proved by Courant (cf. [7]).
Theorem 4.2.12 (Courant).
If k ≥ 1 and u is an eigenfunction associated with λk(M),
µ(u) ≤ k .
Following [11], we introduce a new definition.
Definition 4.2.13. Let k ≥ 1. An eigenfunction u for the Laplace-Beltrami operator, associated
with λk(M), is said to be Courant-sharp if µ(u) = k.
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To give a upper-bound of Lk(M), one can use k-partitions obtained from eigenfunctions. To
make it explicit, we introduce a new spectral element.
Definition 4.2.14. For k ≥ 1, Lk(M) is the smallest eigenvalue of the Dirichlet Laplacian that
has an eigenfunction with k nodal domains. If there is no such eigenvalue, we set Lk(M) = +∞.
With this notation, Theorem 4.2.12 reads as the inequality
λk(M) ≤ Lk(M) .
We can now give two results of [11] that link minimal and nodal partitions.
Theorem 4.2.15. A minimal partition is nodal if, and only if, it is bipartite.
Theorem 4.2.16. For any integer k ≥ 1,
λk(M) ≤ Lk(M) ≤ Lk(M) .
Furthermore, if Lk(M) = Lk(M) or λk(M) = Lk(M), then
λk(M) = Lk(M) = Lk(M) ,
and in this case, any minimal k-partition is nodal.
Let us point out a few consequences of Theorem 4.2.16.
Remark 4.2.17. A nodal partition associated with a Courant-sharp eigenfunction is minimal.
Remark 4.2.18. Minimal 2-partitions are nodal. Indeed, let u be an eigenfunction associated with
λ2(M). The function u is orthogonal to the eigenspace for λ1(M), and thus has at least two nodal
domains. It is therefore Courant-sharp, which implies that L2(M) = λ2(M), and that any minimal
2-partition of M is nodal.
4.2.3 Euler formula for partitions
The topology of the underlying manifold creates constraints on the minimal k-partitions. Let
us give a result, taken from [10], in the particular case of a two-dimensional flat torus. It can be
generalized to other manifolds (see Theorem 0.2.16).
Proposition 4.2.19. Let T be a two-dimensional flat torus and D = {Di : 1 ≤ i ≤ k} a strong
regular k-partition of T . Let {xj : 1 ≤ j ≤ `} be the set of singular points. For 1 ≤ j ≤ `, let νj be
the number of half-lines meeting at xj. Then
∑`
j=1
(νj
2
− 1
)
=
k∑
i=1
χ(Di) , (4.2.1)
where χ(Di) is the Euler-Poincare´ characteristic of Di.
The partition D does not need to satisfy all the properties of Definition 4.2.7 for the formula
(4.2.1) to hold. It is valid even if the regular parts of the boundary do not meet with equal angles
at the singular points.
We can use Proposition 4.2.19 to get information about the singular points.
Proposition 4.2.20. Let D = {Di ; 1 ≤ i ≤ k} be a strong regular k-partition and {xj ; 1 ≤ j ≤ `}
the set of its singular points. We have the inequality
` ≤ 2 k .
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De´monstration. We have νj ≥ 3 for 1 ≤ j ≤ `, and therefore
∑`
j=1
(νj
2
− 1
)
≥ `
2
.
On the other hand χ(Di) ≤ 1 for 1 ≤ i ≤ k, and therefore
k∑
i=1
χ(Di) ≤ k .
Equation (4.2.1) gives the desired result.
Proposition 4.2.21. Let D = {Di ; 1 ≤ i ≤ k} be a strong regular k-partition and {xj ; 1 ≤ j ≤ `}
the set of its singular points. Let us assume that νj = 3 for all j ∈ {1 , . . . , `}. The integer ` is
even.
De´monstration. The sum
∑k
i=1 χ(Di) is an integer. According to the hypothesis, we have
∑`
j=1
(νj
2
− 1
)
=
`
2
.
Therefore, according to Equation (4.2.1), ` is even.
We conjecture that the hypothesis ν = 3 for all singular points is generically satisfied for a
minimal k-partition.
The two propositions above show that a strong regular 3-partition for which ν = 3 for all
singular points has 0, 2, 4, or 6 singular points.
4.3 The case of a thin torus
4.3.1 Eigenmodes
We recall that we denote by T (a, b) the torus (R/aZ) × (R/bZ). We denote by (λk(a, b))k≥1
the sequence of the eigenvalues of the Laplace-Beltrami operator on T (a, b), counted with multi-
plicity. In the rest of this paper we study the minimal k-partitions of T (a, b), and give bounds on
Lk(T (a, b)), according to the ratio b/a.
In order to apply Theorem 4.2.16, we need to determine the eigenmodes of the torus, which are
easy to compute using a separation of variables method and the periodic boundary conditions.
Proposition 4.3.1. The eigenvalues of T (a, b) are of the form
λm,n(a, b) = 4pi
2
(
m2
a2
+
n2
b2
)
,
with m and n in N. For each pair (n,m), there is a canonical basis of eigenfunctions.
If m = n = 0, (x, y) 7→ 1 .
If m > 0 and n = 0 ,
• (x, y) 7→ cos ( 2pimxa ) ,
• (x, y) 7→ sin ( 2pimxa ) .
If m = 0 and n > 0 ,
• (x, y) 7→ cos ( 2pinyb ) ,
• (x, y) 7→ sin ( 2pinyb ) .
Finally, if m > 0 and n > 0 ,
• (x, y) 7→ cos ( 2pimxa ) cos ( 2pinyb ) ,
• (x, y) 7→ cos ( 2pimxa ) sin ( 2pinyb ) ,
• (x, y) 7→ sin ( 2pimxa ) cos ( 2pinyb ) ,
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• (x, y) 7→ sin ( 2pimxa ) sin ( 2pinyb ) .
The following notation is useful to state our results.
Definition 4.3.2. For each pair (m,n) ∈ N2, we denote by Em,n the vector space in L2(T (a, b))
spanned by the basis of eigenfunctions canonically associated with λm,n(a, b) in Proposition 4.3.1.
4.3.2 Minimal partitions
We first consider a very simple k-partition.
Definition 4.3.3. For 0 < b ≤ a and k ≥ 1, we denote by Dk the k-partition of T (a, b) with
domains
Di =
]
i− 1
k
a,
i
k
a
[
× ]0, b[ , for i = 1, . . . , k .
We have
Λk(Dk) = k2pi2.
Let us note that any partition obtained from Dk by translation has the same energy. Further-
more, if k is an even integer, with k = 2`, the partition Dk, and all the partitions obtained from
Dk by translation, are nodal partitions of functions in E`,0 \ {0} .
We now ask for which values of b/a the partition Dk is minimal, among all the k-partitions of
the torus T (a, b). In our study, we consider separately the case where the integer k is even and
the case where it is odd. If k is even, the answer to our question is obtain by a direct application
of Theorem 4.2.16. Contrary to the even case, we do not know, when k is odd, all the values of
b/a for which Dk is minimal . However, a more complicated analysis, performed by B. Helffer and
T. Hoffmann-Ostenhof in [10], gives a range of values for which Dk is minimal. .
Proposition 4.3.4. Let k be an even integer, k = 2`. If b/a ≤ 1/` , the partition Dk is a minimal
k-partition of T (a, b).
Furthermore, if b/a ≤ 1/` , Dk is, up to a translation, the only minimal k-partition of T (a, b) .
Finally, if b/a > 1/`, the partition Dk is not minimal.
When b/a = 1/`, we will see in Section 4.4 that Dk is not the only minimal partition of T (a, b) .
De´monstration. We have noticed that Dk is the nodal partition of an eigenfunction u associated
with the eigenvalue λ`,0(a, b) . According to Remark 4.2.16, it suffices to prove that if b/a ≤ 1/`, u
is Dk . If b/a ≤ 1/`, the lowest eigenvalues of T (a, b) are
λ0,0(a, b) < λ1,0(a, b) < · · · < λ`−1,0(a, b) < λ`,0(a, b) ≤ λ0,1(a, b)
with respective multiplicities 1, 2, . . . , 2, 2, 2. There are therefore 2`−1 = k−1 eigenvalues, counted
with multiplicity, that are smaller than λ`,0(a, b), thus λ`,0(a, b) = λk(a, b). This proves that u is a
Courant-sharp eigenfunction.
If b/a < 1/`, then E`,0 is the eigenspace associated with λ`,0(a, b). We have seen that
Lk(T (a, b)) = λ`,0(a, b) .
Then, according to Theorem 4.2.16, minimal k-partitions are nodal partitions of functions in E`,0.
If we consider the two eigenfunctions, defined in Proposition 4.3.1, that span E`,0, we see that the
nodal partition of any combination of these two eigenfunctions is a translation of Dk.
If b/a > 1/`, then λ0,1(a, b) < λ`,0(a, b), and λ0,1(a, b) is of multiplicity 2. Furthermore, we still
have
λ0,0(a, b) < λ1,0(a, b) < · · · < λ`−1,0(a, b) < λ`,0(a, b) ,
with respective multiplicities 1 , 1 , 2 , . . . , 2 , 2 . We conclude that there are at least 2`+ 1 = k+ 1
eigenvalues, counted with multiplicities, that are strictly smaller than λ`,0(a, b) . If Dk, a nodal
partition whose energy is λ`,0(a, b) , was minimal, we would have, according to Theorem 4.2.16,
λ`,0(a, b) = λk(a, b) , leading to a contradiction.
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The authors of [10] showed that it is useful, in order to better understand minimal partitions
of T (a, b), to see if one can lift them as nodal partitions on a suitable Riemannian covering. Let
us describe precisely what this means. The torus T (a, b) can be defined as the quotient of the
plane R2 by the group of translations generated by the vectors (a, 0) and (0, b). This construction
provides a canonical projection map Π0 : R2 → T (a, b). For any pair (m,n) ∈ N2 with m ≥ 1 and
n ≥ 1, we can define the torus T (ma, nb) in the same way. The map Π0 can then be factorized
into Π0 = Π2 ◦ Π1 with Π1 : R2 → T (ma, nb) and Π2 : T (ma, nb) → T (a, b). We have obtained a
canonical Riemannian covering of T (a, b) by T (ma, nb). We will always denote by Π the associated
projection map (the context should leave no ambiguity). Using these objects, we can now study
the minimal k-partitions of T (a, b), with k an odd integer.
Proposition 4.3.5. Let k > 1 be an odd integer. If ba <
1
k , then Dk is a minimal k-partition of
T (a, b).
De´monstration. Without loss of generality, we assume a = 1. The result is proved in [10]. Let
us review briefly the arguments. They assume b < 1/k and consider an optimal k-partition D of
T (1, b). They note that Lk(T (1, b)) ≤ Λk(D) = k2pi2. Using this a priori bound and a Steiner
symmetrization argument, they prove that no domain of D is homeomorphic to a disk. They
use this fact to show that D can be lifted to a 2k-partition Dˆ on T (2, 2b) through the canonical
projection map Π. The partitions D and Dˆ have the same energy. Applying Proposition 4.3.4, they
get L2k(T (2, 2b)) = k
2pi2, and therefore Λk(D) ≥ k2pi2.
4.4 Transitions
4.4.1 Definition
Definition 4.4.1. Let k ≤ 1. We define the transition values bk and bk by
bk = sup{b > 0 ; ∀b′ ∈]0, b[ ,Dk is a minimal k-partition of T (1, b′)}
and
bk = sup{b > 0 ; Dk is a minimal k-partition of T (1, b)} .
We have for bk the equivalent definition
bk = inf{b > 0 ; Dk is not a minimal k-partition of T (1, b)} .
Obviously we have bk ≤ bk .
Using Proposition 4.3.4 and Proposition 4.3.5, we have immediately
Proposition 4.4.2.
If k is even, bk = bk = 2/k.
If k is odd, bk ≥ 1/k.
We are interested in finding bk and bk for k odd, and also in understanding the transitions from
Dk to another minimal partition when b becomes greater than bk .
4.4.2 Heuristic analysis for b3
In this subsection, we present a conjecture on the value of b3, based on a heuristic analysis of
the possible deformations of the partition D3.
To explain our reasoning, it is useful to go back to a similar analysis for the case of a rectangle
with Dirichlet boundary conditions, explained in [1].
Let us consider the open set
R(a, b) =]0, a[×]0, b[
in R2. The eigenvalues of the Dirichlet Laplacian on R(a, b) are
λRm,n(a, b) = pi
2
(
m2
a2
+
n2
b2
)
,
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with the associated orthogonal basis of eigenfunctions
uRm,n(x, y) = sin
(mpix
a
)
sin
(npix
b
)
.
If b/a <
√
3/8 ,
λR3,1(a, b) < λ
R
1,2(a, b) ,
and therefore
λ3 (R(a, b)) = λR3,1(a, b) ,
and this eigenvalue is simple. In that case, the eigenfunction uR3,1 is Courant-sharp, and therefore,
according to Remark 4.2.17, its nodal partition is minimal. To be more explicit, the 3-partition
with domains
Di =
]
i− 1
3
a ,
i
3
a
[
× ]0 , b[ ,
for i ∈ {1 , 2 , 3} , is minimal. Since the eigenvalue λ3 (R(a, b)) is simple, Theorem 4.2.16 implies
that there is no other minimal 3-partitions.
If b/a =
√
3/8 ,
λR3,1(a, b) = λ
R
1,2(a, b) ,
and therefore
λ3 (R(a, b)) = λR3,1(a, b) = λR1,2(a, b) .
In that case, λ3 (R(a, b)) has multiplicity 2. The nodal partition of uR3,1 is still a minimal 3-partition,
but it is no longer unique. If an eigenfunction associated with λ3 (R(a, b)) has three nodal domains,
its nodal partition is minimal.
If
√
3/8 < b/a ≤ 1 ,
λR2,1(a, b) ≤ λR1,2(a, b) < λR3,1(a, b) ,
and therefore
λ3 (R(a, b)) = λR1,2(a, b) .
The eigenvalue λ3 (R(a, b)) is simple if
√
3/8 < b/a < 1, and it has multiplicity 2 if b/a = 1 .
In any case, if
√
3/8 < b/a ≤ 1 , the eigenfunctions associated with λ3 (R(a, b)) have two nodal
domains. Theorem 4.2.16 then shows that a minimal 3-partition of R(a, b) is not nodal. According
to Theorem 4.2.15, it is therefore not bipartite. We can then show that it has at least one interior
singular point.
The authors of [1] conjecture that if
b
a
=
√
3
8
+ ε ,
with ε > 0 small enough, a minimal 3-partition of R(a, b) is ’close’ to some minimal 3-partition of
R(a,√3/8 a) . We recall that a minimal 3-partition D of R(a, b) has an interior singular point. The
corresponding nodal minimal 3-partition of R(a,√3/8 a) must be both close to D and bipartite.
The boundary of R(a,√3/8 a) must therefore contain a point where two nodal lines meet. We find
only two possible nodal partitions of R(a,√3/8 a) , associated with the eigenfunctions
(x, y) 7→ 2 sin
(
3pix
a
)
sin
(piy
b
)
± sin
(pix
a
)
sin
(
2piy
b
)
.
Two nodal lines of the preceding eigenfunctions meet on the boundary of R(a, b), either at the
point (a/2, 0) or at the point (a/2, b). The deformation mechanism seems to start from one of these
partitions with one singular point at which two nodal lines meet and move this singular point inside
the domain (see Figure 4.1).
We now try to use the example of the rectangle to understand which deformation of the nodal
partition gives the transition to a non nodal partition in the case of the torus. By definition of b3 ,
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Figure 4.1 – Deformation mechanism for rectangles.
the partition D3 is a minimal 3-partition of T (1, b) for b < b3. We recall that D3 can be lifted to
D6, a nodal 6-partition of T (2, b), by the canonical projection map Π.
We conjecture that for b = b3 , all minimal 3-partitions of T (2, b) are lifted to nodal 6-partitions
of T (2, b). We also conjecture that there exist minimal 3-partitions of T (1, b) that are not transla-
tions of D3. This implies that the nodal 6-partition of T (2, b3) obtained after lifting is associated
with an eigenvalue of multiplicity larger than 2.
As this alone is not enough to determine b3, we make additional conjectures. Let us first note
that for 0 < b < b3 , the nodal 6-partition on T (2, b), obtained after lifting the minimal partition
D3 , is associated with the antisymmetric eigenfunction
u(x, y) = sin
(
3pix
a
)
.
By antisymmetric, we mean that u(x+1, y) = −u(x, y) . Geometrically, this means that u◦σ = −u ,
σ being the deck-map associated with the covering
Π : T (2, b)→ T (1, b) .
Conjecture 4.4.3. All minimal 3-partitions of T (1, b3) can be lifted to nodal 6-partitions of T (2, b3)
associated with antisymmetric eigenfunctions.
If all these conjectures are satisfied, there must exist (m,n) 6= (3, 0) such that
λm,n(2, b3) = λ3,0(2, b3) ,
and the eigenfunction um,n is antisymmetric. Let us note that this last condition simply means
that m is odd. We finally conjecture that the transition from D3 to another type of partition occur
for the smallest b that satisfies the previous property.
We find that the smallest suitable b satisfies
λ1,1(2, b) = λ3,0(2, b) ,
that is to say
4pi2
(
1
4
+
1
b2
)
= 9pi2 .
All this leads us to the conjecture
b3 =
1√
2
.
By analogy with the case of the rectangle, we can make a guess on the shape of the minimal
3-partition on T (1, b), with b = 1/
√
2 + ε , and ε > 0 close to 0. Assuming some continuity of the
shape of the minimal partitions with respect to b, we can conjecture a plausible mechanism for the
transition from D3 to another type of partition. We start from a 3-partition of T (1, 1/
√
2) whose
boundary contains singular points. We recall that the boundary is the projection on T (1, 1/
√
2) of
the nodal set of an eigenfunction on T (2, 1/
√
2). As a consequence, an even number of lines meet
at each singular point. The image of this 3-partition of T (1, 1/
√
2) by the mapping
(x, y) 7→
(
x,
1/
√
2 + ε
1/
√
2
y
)
130 CHAPITRE 4. SPECTRAL MINIMAL PARTITIONS FOR A FAMILY OF TORI
is a 3-partition of T (1, 1/
√
2+ε) . We conjecture that, by a small deformation of this last partition,
we obtain a minimal 3-partition of T (1, 1/
√
2+ε). We also conjecture that this deformation splits a
singular point, where an even number of lines meet, into two singular points, where an odd number
of lines meet (cf Figure 4.21 for numerical simulations with b close to 1/
√
2).
4.4.3 Examples of 3-partitions
Assuming b3 = 1/
√
2 , we obtain L3(T (1, 1/
√
2)) = 9pi2. In this subsection, we study families
of 3-partitions with energy 9pi2, and look for those that have singular points.
To obtain these partitions, let us consider the eigenspace of the Laplace-Beltrami operator
on T (2, 1/
√
2) associated with the eigenvalue 9pi2 . It has dimension 6, and is spanned by the
eigenfunctions
(x, y) 7→ cos (3pix) ,
(x, y) 7→ sin (3pix) ,
(x, y) 7→ cos (pix) cos (2√2piy) ,
(x, y) 7→ cos (pix) sin (2√2piy) ,
(x, y) 7→ sin (pix) cos (2√2piy) ,
(x, y) 7→ sin (pix) sin (2√2piy) .
Due to this high multiplicity, there is a great variety of possible nodal partitions for an eigenfunction
associated with the eigenvalue 9pi2.
Let us note that all the functions in the list above are antisymmetric. This means that every
eigenfunction associated with the eigenvalue 9pi2 is antisymmetric. As a consequence, if u is such
an eigenfunction on T (2, 1/
√
2) and has 6 nodal domains, the projection of its nodal partition is a
3-partition of T (1, 1/
√
2). Furthermore, this partition has the energy 9pi2.
We will not give all the possible nodal 6-partitions of T (2, 1/
√
2) , but Figure 4.2 presents some
examples that possess singular points. In Figure 4.2(b),
α = 3
√
3−√3√
3 + 1
' 1.18 .
Other examples can be obtained by the obvious translations and symmetries. There are other
examples, not obtained in this way, that we have not represented.
(a) Nodal set of u(x, y) = sin(3pix) +
sin(pix) sin(2
√
2piy).
(b) Nodal set of u(x, y) = cos(3pix) +
α sin(pix) sin(2
√
2piy) .
(c) Nodal set of u(x, y) = cos(3pix) −
cos(pix) cos(2
√
2piy) + sin(pix) sin(2
√
2piy).
Figure 4.2 – Examples of nodal 6-partitions of T (2, 1/
√
2).
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4.4.4 Examples of minimal 4-partitions
According to Proposition 4.3.4, b4 = b4 = 1/2. Any nodal partition of T (1, 1/2) associated
with the eigenvalue 16pi2 that has four nodal domains is therefore minimal. The eigenspace of
the Laplace-Beltrami operator on T (1, 1/2) associated with the eigenvalue 16pi2 is spanned by the
eigenfunctions
(x, y) 7→ cos (4pix) ,
(x, y) 7→ sin (4pix) ,
(x, y) 7→ cos (4piy) ,
(x, y) 7→ sin (4piy) .
This allows us to compute a series of nodal patterns, represented on Figure 4.3. Let us note that
(a) Nodal set of u(x, y) = sin (4pix) . (b) Nodal set of u(x, y) =
2 sin(4pix) + sin (4piy) .
(c) Nodal set of u(x, y) = sin(4pix) +
sin (4piy) .
(d) Nodal set of u(x, y) = sin(4pix)+
2 sin (4piy) .
(e) Nodal set of u(x, y) = sin (4piy) .
Figure 4.3 – Examples of nodal partitions of T (1, 1/2).
up to symmetries and translations, there is only one nodal set, represented on Figure 4.3(c), that
contains singular points. The associated nodal partition is a 4-partition, and is therefore minimal.
We conjecture that this partition is a starting point for the appearance of non-nodal 4-partitions
of T (1, b) when b = 1/2+ε, with 0 < ε 1 . More precisely, we conjecture that each singular point
of order four splits into two singular points of order three (see Subsection 4.7.2 and Figure 4.25 for
numerical simulations).
4.4.5 Generalization
We can apply the heuristics of Subsection 4.4.2 to the determination of bk for any odd integer
k ≥ 3 . According to this reasoning, the transition value bk should be the smallest b such that the
eigenvalue λk,0(2, b) of the Laplace-Beltrami operator has a multiplicity strictly greater that 2 .
Furthermore, there should exist an antisymmetric eigenfunction, associated with λk,0(2, b) , which
is not a linear combination of the functions (x, y) 7→ cos (kpix) and (x, y) 7→ sin (kpix) . This leads
us to the conclusion that bk should be solution of the equation (in b)
λk,0(2, b) = λ1,1(2, b) .
Conjecture 4.4.4. For any odd integer k ≥ 3 ,
bk =
2√
k2 − 1 .
This would be an improvement on Proposition 4.4.2. In particular, we conjecture that b5 =
1/
√
6 . As in Subsection 4.4.2, we try to build a nodal 10-partition of T (2, 1/
√
6) (associated with
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the eigenvalue 25pi) with singular points on its boundary. The projection on T (1, 1/
√
6) of such a
partition would give a good candidate for a minimal 5-partition T (1, 1/
√
6) that could be deformed
into a minimal 5-partition of T (1, 1/
√
6 + ε), with 0 < ε 1 . An example of a nodal 10-partition
of T (2, 2/
√
6) with ten singular points is represented in Figure 4.4. Numerical simulations are
presented in Subsection 4.7.3.
Figure 4.4 – Example of a nodal 10-partition of T (2, 1/
√
6) (nodal set of u(x, y) = cos(5pix) +
sin(pix) sin(2pi
√
6y)− cos(pix) cos(2pi√6y)).
4.5 Comparison for different energies
In Section 4.4, we have found several 3-partitions of T (1, 1/
√
2), obtained as projections of
nodal 6-partitions of T (2, 1/
√
2). In this section, we test the minimality of these partitions with
respect to other energies than Λk. This is related to the stability of these partitions for the numer-
ical algorithm introduced in Section 4.6.
4.5.1 A minimality criterion for nodal partitions
Let us define other energies, that appear in the numerical study and in [3, 2]. In this section,
M denotes a two-dimensional Riemannian manifold without boundary.
Definition 4.5.1. For any 1 ≤ p < ∞ and k ≥ 1, if D = {Di, 1 ≤ i ≤ k} is a k-partition, we
define
Λk,p(D) =
(
1
k
k∑
i=1
λ1(Di)
p
) 1
p
.
Let us note that if we set Λk,∞(D) = Λk(D) for any fixed k-partition D, we have a consistent
definition in the following sense :
lim
p→∞Λk,p(D) = Λk,∞(D) .
Definition 4.5.2. For any 1 ≤ p ≤ ∞ and k ≥ 1,
Lk,p(M) = inf{Λk,p(D), D ∈ Pk} .
Proposition 4.5.3. If D = {Di, 1 ≤ i ≤ k} is a k-partition and 1 ≤ p < q ≤ ∞ ,
Λk,p(D) ≤ Λk,q(D) .
De´monstration. This is a direct consequence of the Ho¨lder inequality for finite sequences.
If q <∞ , we set r = q/p ≥ 1 and s such that 1/r + 1/s = 1 . We get
1
k
k∑
i=1
λ1(Di)
p ≤
(
1
k
k∑
i=1
λ1(Di)
pr
)1/r (
1
k
k∑
i=1
1s
)1/s
,
which gives (
1
k
k∑
i=1
λ1(Di)
p
)1/p
≤
(
1
k
k∑
i=1
λ1(Di)
q
)1/q
.
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The case q =∞ follows from (
1
k
k∑
i=1
λ1(Di)
p
)1/p
≤ max
1≤i≤k
λ1(Di) .
Corollary 4.5.4. For k ≥ 1 and 1 ≤ p < q ≤ ∞ , Lk,p(M) ≤ Lk,q(M).
Corollary 4.5.5. Let k ≥ 1 and ≤ p < q ≤ ∞. Let D be a k-partition such that Λk,p(D) =
Lk,p(M). If D is an equipartition, i.e. if all λ1(Di) for 1 ≤ i ≤ k are equal, then Lk,q(M) =
Lk,p(M).
De´monstration. Let us note λ the common value of all the λ1(Di). For all 1 ≤ r ≤ ∞, Λk,r(D) = λ.
In particular, Λk,p(D) = Λk,q(D) = λ. Let us now pick D′ ∈ Pk. According to Proposition 4.5.3,
Λk,p(D′) ≤ Λk,q(D′) ,
and by minimality
λ = Lk,p(M) ≤ Λk,p(D′) .
We conclude that
Λk,q(D) = λ ≤ Λk,q(D′) ,
and therefore Λk,q(D) = Lk,q(D).
Definition 4.5.6. For k ≥ 1, the transition exponent p(k,M) is the infimum of the 1 ≤ p ≤ ∞
such that there exists an equipartition D ∈ Pk with Λk,p(D) = Lk,p(M).
Let us note that this definition makes sense since, for p = ∞, any minimal partition is an
equipartition. For p ≥ p(k,M), Lk,p(Ω) = Lk,p(k,M)(M). This implies that for p ≥ p(k,M),
any minimal k-partition for the energy Λk,p is also a minimal partition for Λk, and therefore an
equipartition.
We cannot a priori say that p(k,M) < ∞ for all M . We now explain some ideas from [9]
to exhibit an open, bounded, and connected set Ω ⊂ R2 such that p(2,Ω) = ∞. Since all nodal
partitions are equipartitions, the authors start from a nodal partition and look for a necessary
condition satisfied if it is minimal for Λk,p, with 1 ≤ p <∞.
For the sake of simplicity, we consider the case of a nodal 2-partition, D = {D1, D2}, of a
simply connected regular domain Ω. It is completely defined if the boundary between D1 and D2
is given. We call this boundary Γ. It is a curve, regular inside Ω, which may or may not touch
∂Ω. We have assumed that D is a nodal partition. Let us note u the corresponding eigenfunction,
and λ the corresponding eigenvalue. In that case λ1(D1) = λ1(D2) = λ and u|D1 (resp. u|D2) is an
eigenfunction associated with λ1(D1) (resp. λ1(D2)).
Let us fix 1 ≤ p ≤ ∞. We want to study how the energy Λ2,p(D) changes under a deformation
of the partition D. Let s 7→ X(s) be a regular vector field, defined on Γ, with support in Ω ∩ Γ.
For t small, we note Γt = {s+ tX(s) ; s ∈ Γ}. We define the new partition D(t) = {D1(t), D2(t)} ,
where D1(t) and D2(t) are the two connected components of Ω \ Γt , such that D1(0) = D1 and
D2(0) = D2. We note λ
(1)(t) = λ1(D1(t)) and λ
(2)(t) = λ1(D2(t)). Let n(s) be the unit vector at s,
normal to Γ, and oriented from D1 to D2. According to the classical Hadamard variation formula
(see e.g. [13]), we have,
(λ(1))
′
(0) = − 1‖u‖2L2(D1)
∫
Γ
∣∣∣∣∂u∂n
∣∣∣∣2 (X(s) · n(s)) ds
and
(λ(2))
′
(0) =
1
‖u‖2L2(D2)
∫
Γ
∣∣∣∣∂u∂n
∣∣∣∣2 (X(s) · n(s)) ds .
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We set Λ(t) = Λ2,p(D(t)) .
We have
Λ′(0) =
1
2
(
λ(1)
′
(0)(λ(1)(0))
p−1
+ λ(2)
′
(0)(λ(2)(0))
p−1)(1
2
(
(λ(1)(0))
p
+ (λ(2)(0))p
)) 1p−1
,
and therefore
Λ′(0) =
1
2
(
λ(1)
′
(0) + λ(2)
′
(0)
)
.
This finally implies
Λ′(0) =
1
2
(
1
‖u‖2L2(D2)
− 1‖u‖2L2(D1)
)∫
Γ
∣∣∣∣∂u∂n
∣∣∣∣2 (X(s) · n(s)) ds .
A necessary condition for D to be minimal for the energy Λ2,p is therefore
‖u‖L2(D1) = ‖u‖L2(D2) .
This result is easily generalized in the following way.
Proposition 4.5.7. If a nodal k-partition D = {D1, . . . , Dk} of a domain Ω , given by the eigen-
function u, is minimal for the energy Λk,p, then ‖u‖L2(Di) must be the same for all 1 ≤ i ≤ k.
The paper [9] then shows that if T is an equilateral triangle of side 2/3, λD2 (T ) = 28pi2 and there
exists a corresponding eigenfunction u with two nodal domains D1 and D2 such that ‖u‖L2(D1) 6=
‖u‖L2(D2). According to the preceding criterion, for any 1 ≤ p <∞, the partition D = {D1, D2} is
not minimal, and therefore L2,p(T ) < λD2 (T ). But according to Remark 4.2.18, L2,∞(T ) = λD2 (T ).
Corollary 4.5.5 then implies that p(2, T ) =∞.
4.5.2 Application to the torus
We now apply the criterion of Proposition 4.5.7 to the partitions found in Section 4.4. In that
subsection, we have build examples of equispectral 3-partitions of T (1, 1/
√
2) which we conjecture
to be minimal for the energy Λ3,∞ . They were obtained as projections on T (1, 1/
√
2) of nodal
6-partitions of T (2,
√
2) . While these partition are not nodal, the reasoning leading to the criterion
in Proposition 4.5.7 can be applied to this case. Let us consider a 3-partition D = {D1 , D2 , D3}
of T (1, 1/
√
2) that is the projection of a nodal 6-partition of T (2, 1/
√
2),
D = {D1 , . . . , D6, } ,
given by a real antisymmetric eigenfunction u on T (2, 1/
√
2) .
If D is p-minimal, with 1 ≤ p < ∞, then ‖u‖L2(Di) is the same for all 1 ≤ i ≤ 6. Let us note
that, since u is antisymmetric, u2 is symmetric, and therefore there exists a unique function f
defined on T (1, 1/
√
2) such that f = u2 ◦ Π on T (2, 1/√2). To simplify the notation, we denote
this function f by u2 . This allows us to rewrite the preceding criterion : if D is p-minimal, with
1 ≤ p <∞ , then ∫
D1
u2 dxdy =
∫
D2
u2 dxdy =
∫
D3
u2 dxdy . (4.5.1)
The nodal 6-partition of T (2, 1/
√
6) represented on Figure 4.2(c) has nodal domains that are all
isometric. Therefore, the 3-partition of T (1, 1/
√
2) obtained by projection satisfies the minimality
criterion (4.5.1). The 3-partitions corresponding to Figures 4.2(a) and 4.2(b) are represented on
Figure 4.5.
Numerical computations with the Matlab software show that for the partition represented on
Figure 4.5(a), ∫
D1
u2 dxdy =
∫
D3
u2 dxdy <
∫
D2
u2 dxdy .
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D1 D3
D2
(a) 3-partition with one critical
point.
D1
D2D3
D3
(b) 3-partition with two critical
points
Figure 4.5 – Examples of 3-partition of T (1, 1/
√
2) .
More precisely, we find ∫
D1
u2 dxdy =
∫
D3
u2 dxdy ' 0.0768 ,
and ∫
D2
u2 dxdy ' 0.1116 .
We conclude that this 3-partition is not minimal for the energy Λ3,p, for any 1 ≤ p <∞ .
For the partition represented on Figure 4.5(b), we find that∫
D1
u2 dxdy =
∫
D2
u2 dxdy <
∫
D3
u2 dxdy .
More precisely, we find ∫
D1
u2 dxdy =
∫
D2
u2 dxdy ' 0.0752 ,
and ∫
D2
u2 dxdy ' 0.0929 .
This 3-partition is also not minimal for the energy Λ3,p, for any 1 ≤ p <∞ .
We have found a regular equispectral 3-partition of T (1, 1/
√
2), whose energy is 9pi2, that can,for
any p, be deformed into a 3-partition with lower p-energy. This implies the following result.
Proposition 4.5.8. For any 1 ≤ p <∞, L3,p(T (1, 1/
√
2)) < 9pi2.
Assuming that Conjecture 4.4.4 is true, we have L3(T (1, 1/
√
2)) = 9pi2 . According to Proposi-
tion 4.5.8, we would therefore have p(3, T (1, 1/
√
2)) =∞ .
This could explain some difficulties encountered by the numerical method of Section 4.6, where
the ∞-energy is replaced by a p-energy, for b close to 1/√2.
4.6 Numerical method
4.6.1 Relaxed formulation
Continuous version
Our numerical investigations are based on the method introduced by Bourdin-Bucur-Oudet
in [2]. In this paper, the authors study the minimization of the sum of the eigenvalues. This
corresponds to the minimal energy Lk,p(M) with p = 1 in the notation of Section 4.5. We generalize
this method to deal with Lk,p(M) for 1 ≤ p < ∞. To approach the energy Lk(M), corresponding
to the case p =∞ , we search for the energy Lk,p(M) with 1 < p <∞ large enough. Note that this
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method can succeed only if p(k,M) <∞. Let us note that in [2], the authors also study partitions
D = {Di : 1 ≤ i ≤ k} that are minimal for the energy
k∑
j=1
λn(Dj)
with n > 1. Here, we will not consider this energy.
Let us give now more details about this method. Following [2], we replace the original opti-
mization problem with a relaxed formulation.
As we have already mentioned, the first step consists in replacing, for a k-partition D, the
energy Λk(D) with an energy Λk,p(D) for p 1. It is justified by the following statement, proved
in [11].
Proposition 4.6.1. Let k ≥ 1. The minimal energy Lk,p(M) is increasing with respect to p and
limp→+∞ Lk,p(M) = Lk(M).
The second step consists in replacing k-partitions with k-tuples of functions.
Definition 4.6.2. For k ≥ 1, the set of admissible k-tuples is given by
Fk(M) = {F = (f1, . . . , fk) : fi : M → [0, 1] measurable,
k∑
i=1
fi(x) = 1 a.e.} .
To compute the energy of such a k-tuple, we define a relaxed version of the eigenvalue problem.
Definition 4.6.3. Let f : M → [0, 1] be a measurable function and ε be a positive constant. The
quantity λ1(f, ε) is defined as the first eigenvalue of the operator −∆ + ε−1(1 − f). To be more
precise, λ1(f, ε) is defined by the Rayleigh quotient
λ1(f, ε) = inf
u∈H10 (M)\{0}
∫
M
(|∇u|2 + 1ε (1− f)u2) dxdy∫
M
u2 dxdy
.
Definition 4.6.4. Let F = (f1, . . . , fk) be an admissible k-tuple, and let us fix p ≥ 1 and ε > 0.
We define the energy of F as
Mk,p,ε(F) =
(
1
k
k∑
i=1
λ1(fi, ε)
p
) 1
p
. (4.6.1)
Definition 4.6.5. Let p ≥ 1, k ≥ 1, and ε > 0, the minimal energy is
Mk,p,ε(M) = infF∈Fk(M)
Mk,p,ε(F) . (4.6.2)
The parameter ε can be seen as a penalization of the overlapping of the supports of the functions
fi. More precisely, [2] shows the following result
Proposition 4.6.6. Let F = (f1, . . . , fk) be a k-tuple that solves the optimization problem (4.6.2).
Then it satisfies the following property :
for all i ∈ {1 , . . . , k}, fi(x) = 0 or fi(x) = 1 for almost every x in M .
The penalization approach is justified by an adaptation of a result in [2] :
Proposition 4.6.7. Let k ≥ 1 . Then limε→0Mk,p,ε(M) = Lk,p(M) .
This suggests a method for determining numerically a minimal k-partition for Lk(M), for a
given domain M and integer k. We fix p 1 and 0 < ε 1. The numerical method consists first
in computing an approximation of a minimal admissible k-tuple
F = (f1, . . . , fk)
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for the optimization problem (4.6.2). We then take the sets
Di = {x ∈M ; fi(x) = 1}
as domains of an approximate minimal partition.
Let us point out that to make this procedure effective, we need to specify how we represent
the function fi numerically, and how we construct the domain Di from this representation. This
question is addressed in Subsections 4.6.1 and 4.6.2.
Note that we present here the implementation of the method in the case of the torus T (1, b)
but we can extend it to any domain, even domain with boundary conditions.
Discretization
We replace problem (4.6.2) by a discrete version.
We approximate the torus T (1, b) by a m × n grid of points in the rectangle [0, 1] × [0, b] (with a
constant step in each direction). Let us note N = mn the total number of points.
An admissible k-tuple of functions is represented, in this setting, by a N × k matrix Φ, whose
columns φ1, . . . , φk contain the values of the functions f1, . . . , fk at each point of the grid. For
1 ≤ i ≤ k and 1 ≤ I ≤ N , we will sometimes denote the element [Φ]I,i by [φi]I if we want to focus
on the vector φi.
We impose the following constraints on Φ :
• ∀1 ≤ i ≤ k, ∀1 ≤ I ≤ N, 0 ≤ [Φ]I,i ,
• ∀1 ≤ I ≤ N, ∑ki=1[Φ]I,i = 1 .
Let us give a geometric formulation of these conditions. For k ≥ 1 , we define the simplex Sk in Rk
by
Sk = {(x1, . . . , xk) ; 0 ≤ xi ,
k∑
j=0
xi = 1} .
We can express the constraints as ([Φ]I,1, . . . , [Φ]I,k) ∈ Sk for 1 ≤ I ≤ N .
Let us now define the energy that we optimize numerically. With each column φ ∈ {[Φ]I,j , 1 ≤
j ≤ k}, we associate λ˜1(φ, ε) the lowest eigenvalue of the matrix
L+
1
ε
(IdN −Diag(φ)) ,
which we will take as an approximation of λ1(f, ε).
In this formula,
• φ is an N × 1 vector,
• L is the first order finite difference approximation of −∆ on a m × n grid with periodic
boundary conditions 1,
• IdN is the N ×N identity matrix,
• Diag(φ) is the N ×N diagonal matrix such that for 1 ≤ I ≤ N , [Diag(φ)]I,I = φI .
In the following, we denote by U(φ, ε) an eigenvector associated with λ˜1(φ, ε).
Finally, we replace the energy M(p, k, ε,F) by its discrete version :
M˜(p, k, ε,Φ) =
(
1
k
k∑
i=1
λ˜1(φi, ε)
p
) 1
p
. (4.6.3)
Optimization method
We want to minimize M˜(p, k, ε,Φ) with respect to the Nk variables [Φ]i,I , under the constraint
([Φ]I,1, . . . , [Φ]I,1) ∈ Sk for 1 ≤ I ≤ N . Since we use a projected gradient algorithm, we need to
compute the derivatives of the function M˜(p, k, ε,Φ). This is done in [2].
1. To deal with other geometries or boundary conditions, we only have to change the matrix L.
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Proposition 4.6.8. For all ε > 0 and N × 1 vector φ,
∂λ˜1
∂[φ]I
= −1
ε
[U(φ, ε)]2I
‖U(φ, ε)‖2 .
A straightforward calculation, using Proposition 4.6.8, gives the derivatives of the energy.
Proposition 4.6.9. For all p ≥ 1, k ≥ 1, ε > 0, and N × k matrix Φ ,
∂M˜
∂[Φ]I,i
(p, k, ε,Φ) = −p
k
1
ε
λ˜1(p, k, ε, φi)
p−1M˜(p, k, ε,Φ)1−p
[U(φi, ε)]
2
I
‖U(φi, ε)‖2
.
To make the convergence easier, we adopt the multistep procedure described in [2], which
seems empirically very effective 2. We begin with applying the projected gradient algorithm on a
very small grid, starting from a randomly generated Φ. For these first steps, we do not use the
orthogonal projection operator but the so-called simple projection operator Sk .
Definition 4.6.10. Let k ≥ 1. The simple projection operator on the simplex Sk is defined by
[Skx]i =
|xi|∑k
j=1 |xj |
,
for each x ∈ Rk and 1 ≤ i ≤ k .
Once this step has converged, we double the number of points in the grid and extend the optimal
Φ to the new grid by linear interpolation. We reiterate the same procedure, using the interpolated
Φ as a starting point. Once we have repeated this step a certain number of times, we perform one
last iteration using the orthogonal projection operator.
In practice, coefficients in the final Φ are either 0 or 1. There is, as far as we know, no proof of
this fact in this discrete version but it is coherent with Proposition 4.6.6. Taking it for granted, we
can interpret each column of the matrix Φ as the discretization of the characteristic function of a
set. This gives us a discrete k-partition of the grid : we find k subsets (D˜i)1≤i≤k of points of the
the grid. From these subsets, we construct, in Subsection 4.6.2, a k-partition (Di)1≤i≤k of T (1, b)
and compute its energy.
4.6.2 Construction of a k-partition and computation of its energy
The implementation of the iterative gradient algorithm gives us a discrete k-partition (D˜i)1≤i≤k
and a numerical relaxed energy M˜(p, k, ε,Φ) (see (4.6.3)). To approximate Lk,p(T (1, b)), we have
now two further steps :
– Construction of a partition of a k-partition D = (Di)1≤i≤k of T (1, b) from (D˜i)1≤i≤k,
– Computation of the associated energy Λk,p(D).
This work has been done in collaboration with V. Bonnaillie-Noe¨l.
Let us explain these points a little more. We recall that the result of the optimization algorithm
is a N × k matrix. Here N = mn , with m × n the dimensions of the grid used to represent the
torus. Each column of this matrix contains the value 0 or 1. Furthermore, if 1 ≤ I ≤ N , only one
of the entries
[φ1]I , . . . , [φk]I ,
is equal to 1. From the column φi, we only have values at the point of the grid. This not completely
determine a partition of T (1, b). Therefore we must choose a method to construct a k-partition
D = (Di)1≤i≤k from the data in the matrix Φ.
Let us explain the form of the partition that we construct. Since we want to keep the same size
of discretization and since the torus is represented with a m×n grid, we construct the subdomains
Di of the new partition as the union of elementary cells, of the form[
p− 1
m
,
p
m
]
×
[
q − 1
n
b ,
q
n
b
]
,
2. We thank E´douard Oudet for giving us detailed explanations on this point.
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with 1 ≤ p ≤ n and 1 ≤ q ≤ n .
Then we compute the first eigenvalue of the Dirichlet Laplacian of each domain Di , 1 ≤ i ≤ k,
by a finite difference method. We can then, for any 1 ≤ p ≤ ∞ , compute an approximation of the
energy Λk,p (D) without relaxation.
We present now three approaches to construct partitions and their numerical implementation
with the Matlab software. The results of these different methods will be indexed by an integer
j = 1, 2, 3. We explain these methods for p =∞ but they can be generalized to any p ∈ [1,+∞].
In the rest of this section, we use a convenient graphical representation of the data in the matrix
Φ. Let us explain it on an example. We choose m = 7, n = 6 (therefore N = 42) and k = 3. Points
in the grid are indexed from left to right and from bottom to top, as shown on Figure 4.6(a). A
1 2 3 4 5 6 7
8 9 10 11 12 13 14
15 16 17 18 19 20 21
22 23 24 25 26 27 28
29 30 31 32 33 34 35
36 37 38 39 40 41 42
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
(a) Indexing of the points of the grid.
3 3 1 1 1 3 3
2 2 1 1 1 2 2
2 2 2 1 1 2 2
2 2 2 1 1 2 2
3 3 1 1 1 3 3
3 3 1 1 1 3 3
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
(b) Representation of a 7× 6 matrix.
Figure 4.6 – Graphical representation of a discrete partition.
matrix Φ of the type produced by the optimization algorithm is represented in the following way :
for 1 ≤ I ≤ N and 1 ≤ i ≤ k, if [φi]I = 1, we label the point indexed by I by the integer i (see
Figure 4.6(b)).
Rough domain extraction
Let us now describe a first naive method. We give a procedure to compute the energy, which
implicitly defines a procedure to construct the approximate partition. For each 1 ≤ i ≤ k, we
construct the domain Di by imposing a Dirichlet condition at each point of index I such that
[φi]I = 0 . To be more precise, we extract a matrix L
(i) from the matrix L, with the following rules.
– For some integers I, 1 ≤ I ≤ N , we remove the column I and the line I from L, so that we
still have a square symmetric matrix.
– We remove column I and line I from L if, and only if, [φi]I = 0.
For each 1 ≤ i ≤ k, we compute the first eigenvalue µ1(i) of L(i) and the quantity
Λ˜
(1)
k = max
1≤i≤k
µ1(i).
This method has a geometrical interpretation, that we now explain on the example of Fig-
ure 4.6(b). For each i ∈ {1 , 2 , 3}, the matrix L(i) is the finite difference approximation of the
Dirichlet Laplacian on a domain D
(1)
i described in Figure 4.7.
In this example, as can be seen on Figure 4.7, the domains D
(1)
i overlap. Therefore these domains
do not constitute a partition in the sense of Definition 4.2.1. The energy Λ˜
(1)
k defined in equation
(4.6.2) will probably be lower than Lk(T (1, b)).
Consequently this method is not well adapted for our problem.
Construction of the boundary : rough approach
Let us now describe a second method. It is based on the fact that the energy Λk(D) of a k-
partition D of the torus T (1, b) can be seen as the first eigenvalue of the Dirichlet Laplacian on the
140 CHAPITRE 4. SPECTRAL MINIMAL PARTITIONS FOR A FAMILY OF TORI
D
(1)
1
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
D
(1)
2
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
D
(1)
3
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
Domain D
(1)
1 . Domain D
(1)
2 . Domain D
(1)
3 .
Figure 4.7 – Domains obtained by the first method.
(non-connected) domain
T (1, b) \N(D) ,
with N(D) defined in Definition 4.2.6. We construct a discrete version of the boundary, extract
from L the finite difference matrix of the Laplacian, with Dirichlet conditions on this discrete
boundary, and compute the eigenvalues of this matrix.
We first describe a simple idea. For each 1 ≤ I ≤ N , we say that the point of the grid of index
I is on the boundary if there exists a neighbor of I, whose index we denote by J , such that I and
J are labelled with different integers in {1 , . . . , k} .
We have to precise what we mean by neighbor. The neighbor of a point on the grid are the
points immediately above, below, to the left, or to the right. Let us note that we take into account
the periodic boundary condition. For instance, on Figure 4.6(a), the neighbors of the point 10 are
the points 7, 3, 9, and 11, the neighbors of the point 6 are the points 13, 41, 5, and 7, etc.
The domains limited by this discrete boundary form a partition denoted by
D(2) =
{
D
(2)
1 , . . . , D
(2)
k
}
.
We denote by λ˜1(D
(2)
i ) the finite difference approximation of the first eigenvalue of the Dirichlet
Laplacian on D
(2)
i . We then define a second version of the approximate energy :
Λ˜
(2)
k = max
1≤i≤k
λ˜1(D
(2)
i ) .
Let us study this method on the example of Figure 4.6(b). The discrete boundary is represented
on Figure 4.8.
     
     
   
      
     
   
Figure 4.8 – Boundaries of the partition with the second method.
The three domains of the approximate partition are represented on Figure 4.9. These domains
form a 3-partition in the sense of Definition 4.2.1. However this partition is not strong. The ap-
proximate energy Λ˜
(2)
k defined by Equation (4.6.2) therefore gives a too coarse upper-bound for
Lk(T (1, b)).
We now modify this approach in order to obtain a strong partition.
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D
(2)
1
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
D
(2)
2
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
D
(1)
3
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
Domain D
(2)
1 . Domain D
(2)
2 . Domain D
(2)
3 .
Figure 4.9 – Domains obtained by the second method.
Construction of the boundary : refined approach
Let us now describe a third approach to compute the energy, also based on the computation
of the boundary of a partition. For more clarity, we explain it only in the case of the matrix Φ
described on Figure 4.6(b).
We can imagine each point of the grid to be the center of a rectangular cell, which is of the
form [
p− 1/2
m
,
p+ 1/2
m
]
×
[
q − 1/2
n
b ,
q + 1/2
n
b
]
,
with 0 ≤ p ≤ m− 1 and 1 ≤ q ≤ n . This new mesh (which is in some sense a dual mesh of the first
one) is represented on Figure 4.10(a). The torus can, in our example, be divided in three domains
3 3 1 1 1 3 3
2 2 1 1 1 2 2
2 2 2 1 1 2 2
2 2 2 1 1 2 2
3 3 1 1 1 3 35
3 3 1 1 1 3 3
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
(a) Dual mesh.
3 3 1 1 1 3 3
2 2 1 1 1 2 2
2 2 2 1 1 2 2
2 2 2 1 1 2 2
3 3 1 1 1 3 3
3 3 1 1 1 3 3
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
• • • • • • •
(b) Associated partition.
Figure 4.10 – Partition obtained with the third method.
D
(3)
1 , D
(3)
2 , D
(3)
3 . For each i ∈ {1 , 2 , 3} , the domain D(3)i is the union of all the cells whose center
is labelled by the integer i. This time,
D(3) =
{
D
(3)
1 , D
(3)
2 , D
(3)
3
}
is a strong 3-partition in the sense of Definition 4.2.1. This partition is represented on Figure
4.10(b).
We can then define and compute the boundary of the partition. It is a union of some edges of
the cells : an edge of a cell is in the boundary if, and only if, it separates two cells that belong to
different domains. To construct the boundary, we consider each cell successively. An edge of one
cell is added to the boundary if the cell on the other side is labelled by a different integer. Actually,
since all the cells are considered in turn, it is enough to look at the right and upper edges (for
instance) of each cell. Let us finally note that by translating the boundary by the vector
v =
(
− 1
2m
,− b
2n
)
,
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we can use the points of the original grid to represent the boundary. This refined boundary, in
the example considered, is represented on Figure 4.11. As in the second method, we construct a
    
  
 
     
 
 
Figure 4.11 – Boundaries of the partition with the third method.
partition denoted by
D(3) =
{
D
(3)
1 , . . . , D
(3)
k
}
.
Let λ˜1(D
(3)
i ) be the finite difference approximation of the first eigenvalue of the Dirichlet Laplacian
on D
(3)
i . We define the associated energy :
Λ˜
(3)
k = max
1≤i≤k
λ˜1(D
(3)
i ) .
In the following, we use this third method and omit the index (3) in the notation.
4.6.3 Implementation of the method
Algorithm
Let us sum up the algorithm we implement to catch candidates to be minimal k-partition.
We fix J be the number of steps, ε > 0, p ≥ 1.
Initialization
– Let m(1), n(1) be two integers
– Let Φ(1) = (φ
(1)
1 , . . . , φ
(1)
k ) be a random matrix of size N
(1) × k with N (1) = m(1)n(1).
– Construct a uniform mesh the torus T (1, b) with N (1) = m(1) × n(1) points
– Implement the matrices L(1) + ε−1
(
IdN(1) −Diag(φi)(1)
)
, for i = 1, . . . , k
– Apply the projected gradient algorithm with the initial data Φ(1) to obtain a new matrix
Φ(1) (see Proposition 4.6.9)
Induction For j = 2, . . . , R
– m(j) = 2m(j−1), n(j) = 2n(j−1), N (j) = 4N (j−1)
– Construct Φ(j) by interpolation of Φ(j−1) in the uniform refined mesh with N (j) points
– Implement the matrix L(j) + ε−1
(
IdN(j) −Diag(φ(j)i )
)
, for i = 1, . . . , k
– Apply the projected gradient algorithm with the initial data Φ(j) to obtain a new matrix
Φ(j)
Finalisation
– Orthogonal projection with Φ(J)
– Construction of a k-partition D by the third method
– Compute the energy Λ˜k
Performance of the method
We now present the results of a concrete implementation of the algorithm with the Matlab
software. We analyze two simulations. Let us deal with the example k = 5 and b = 0.46 . We chose
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the following values for the parameters :
p = 5, ε = 10−4, J = 5, n(1) = 16, m(1) = 16.
In particular, the first step of the computations is done on a 16× 16 grid and, after four successive
refinements, the last step is done on a 256 × 256 grid. Let us explain how we decide the stopping
of the projected gradient algorithm at each step. For 1 ≤ j ≤ J , we denote by Φ(j,r) the matrix Φ,
at the step j, after r iterations of the projected gradient algorithm. In this notation, the projected
gradient algorithm stops when one of the two following conditions is met :
– 1kN
∑
I,i
∣∣∣Φ(j,r+1)I,i − Φ(j,r)I,i ∣∣∣ < δ , where δ is a fixed threshold,
– r ≥ R, where R is the maximal number of iterations, chosen beforehand.
In the present examples, we have fixed δ = 10−6 and R = 500 .
The differences between the two examples illustrate how different initial data produce a different
behavior of the algorithm, and different results. Using the values of the parameters fixed above,
we have started from a random initial data, different in each case. In the first case, summarized on
Figures 4.12, 4.14, and 4.16, the algorithm has given a better candidate for a minimal 5-partition
than in the second case, summarized on Figures 4.13, 4.15, and 4.17.
Figures 4.12 and 4.13 show the first eigenvalue of the Dirichlet Laplacian on each domain of
the partition, as a function of the steps in the algorithm. This eigenvalue is computed by a finite
difference method, without relaxation, as explained in Subsection 4.6.2. These curves show, in two
different ways, that the first simulation gives a better candidate than the second. We recall first
that a minimal partition is necessarily equispectral. A good candidate should therefore have the
same first eigenvalue for each of its domain, up to numerical errors. In the first case, as we can
see on Figure 4.12, the first eigenvalues seem to converge to a common limit when the number of
steps increases. But Figure 4.13 shows that this is not true in the second case : the first eigenvalues
on each domain remain distinct. Furthermore, when we compare the minimal energy given by the
algorithm in each case, we find Λ˜5 ' 219 in the first and Λ˜5 ' 229 in the second.
1 1.5 2 2.5 3 3.5 4 4.5 5
210
215
220
225
230
235
240
245
250
Figure 4.12 – Energy vs. number of steps, first case.
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1 1.5 2 2.5 3 3.5 4 4.5 5
200
210
220
230
240
250
260
Figure 4.13 – Energy vs. number of steps, second case.
Differences between the two cases are also visible on Figures 4.14 and 4.15. These figures show,
for each of the five steps of the method, a picture of the partition given by the projected gradient
algorithm. On Figure 4.14, we see that the domains gradually take the same shape in the first case.
Figure 4.15 shows that different shapes appear in the second case.
Figure 4.14 – Partitions vs. number of steps, first case.
Figure 4.15 – Partitions vs. number of steps, second case.
Figures 4.12, 4.13, 4.14, and 4.15 show, for each step, the results of the projected gradient
algorithm. To understand better the difference between the two cases, we now study the iterations
of this algorithm at each step. On Figures 4.16 and 4.17 are shown, for each step j, the relaxed
eigenvalue λ˜1(φ
(j,r)
i , ε) for i = 1 , . . . , 5 and the relaxed energy M˜(p, k, ε,Φ
(j,r)) as functions of r.
On Figure 4.16, the eigenvalues and the energy seem to converge quite well to a common limit,
but they remain distinct on Figure 4.17. The way the projected gradient algorithm stops also show
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that we have a better convergence in the first case. Let us focus on the last step of both cases. We
see on Figure 4.16 that in the first case, the projected gradient algorithm performs 95 iterations
during this last step. This means that the algorithm stops because the `1-norm of the difference
between two successive ΦJ,r is lower than the threshold value δ = 10−6. In the second case, the
algorithm performs 500 iterations, the maximal number that we have imposed. Therefore, it stops
before reaching convergence.
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Figure 4.16 – Energies at each step vs. iteration of the gradient method (first case).
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Figure 4.17 – Energies at each step vs. iteration of the gradient method (second case).
We have thus seen a weakness of this optimization algorithm. All the other parameters being
equal, it converges rapidly to a good candidate for some initial data, whereas for others, it termi-
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nates without reaching convergence. To overcome this problem, we have made several simulations,
starting for different random initial data. We have also tested some particular initial data, for ex-
ample the results of previous optimizations for different values of b. In any case, we cannot accept
a result of the optimization algorithm without precaution. We must check whether the algorithm
has converged, and compare the energy of the resulting partition with other simulations for the
same values of the parameters.
4.7 Numerical study of transitions
Let us now apply the algorithm for some k to bound from above Lk(T (1, b)) and to catch
candidates to be minimal k-partition according to the values for b. In the following subsections, we
analyze each situation k = 3, 4, 5 . We use the following values for the parameters :
p = 5, ε = 10−4, J = 5, n(1) = 16, m(1) = 16.
Since J = 5, we refine four times the initial mesh to obtain finally a 256× 256 mesh.
By convention, we label the partition D = (Di)1≤i≤k obtained with the optimization algorithm
such that
Λk(D) = λ1(D1) ≥ λ1(D2) ≥ . . . ≥ λ1(Dk).
4.7.1 3-partitions of the torus T (1, b)
Using the partition D3 introduced in Definition 4.3.3, we have
L3(T (1, b)) ≤ 9pi2, ∀b ∈ (0, 1]. (4.7.1)
In the case of the 3-partition, we know from Proposition 4.4.2, that b3 ≥ 1/3 (therefore (4.7.1)
is an equality for b < 1/3). We have conjectured in Subsection 4.4.2 that b3 = 1/
√
2 ' 0.707. We
compare this conjecture with the numerical computations realized with the previous algorithm. Let
us focus on the case 1/3 < b < 1/
√
2. We make computations for b ∈ {j/50, j = 17, . . . , 34}. As
shown in Figure 4.18, we obtain the partition D3 of Definition 4.3.3, which validates the conjecture.
Let us analyze more closely the interval around 1/
√
2. Applying the algorithm as previously
gives the results presented in Figure 4.19 for b ∈ {j/100, j = 71, . . . , 81}. These partitions D′ =
(D′i)1≤i≤3 seems to have two singular points and two isometric subdomains D
′
1, D
′
2. We observe
numerically
λ˜1(D
′
3) < λ˜1(D
′
1) ' λ˜1(D′2), Λ˜3(D′) = λ˜1(D′1).
In these configurations (Figure 4.19), the gap between λ˜1(D3) and the other eigenvalues is suffi-
ciently significant to think that such partitions are not minimal. For example, when b = 0.81, we
have
λ˜1(D
′
1) ' 81.123, λ˜1(D′2) ' 81.036, λ˜1(D′3) ' 73.646.
To obtain better candidates, we can test the algorithm with other random initial conditions.
In the case b = 0.81, Figure 4.20 gives the results for two random conditions Φ. The partition
D′′ = (D′′i )1≤i≤3 represented on Figure 4.20(b) seem to consist in three isometric subdomains and
we have
λ˜1(D
′′
1 ) ' 78.032, λ˜1(D′′2 ) ' 78.030, λ˜1(D′′3 ) ' 78.024.
This is close to an equipartition (which is a necessary condition to have a minimal 3-partition).
The energy of partition D′′ is smaller than those of D′ and we obtain therefore a better upper-bond
for L3(T (1, b)).
Figure 4.20 shows that the results of the optimization algorithm depend strongly on the initial
data. This suggests to make new simulations with imposed initial matrix Φ. In Figure 4.21, we use
as initial condition for Φ the matrix obtained after the second iteration that leads to partition D′′
(Figure 4.20(b)). Figure 4.22 compares the upper bound (4.7.1) with the energies of partitions D′
of Figure 4.19 and D′′ of Figure 4.21, for b ∈ {j/100, j = 71, . . . , 81}. The partitions of Figure 4.21
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(a) a = 1, b = 0.34 (b) a = 1, b = 0.36 (c) a = 1, b = 0.38 (d) a = 1, b = 0.40
(e) a = 1, b = 0.42 (f) a = 1, b = 0.44 (g) a = 1, b = 0.46 (h) a = 1, b = 0.48
(i) a = 1, b = 0.50 (j) a = 1, b = 0.52 (k) a = 1, b = 0.54 (l) a = 1, b = 0.56
(m) a = 1, b = 0.58 (n) a = 1, b = 0.60 (o) a = 1, b = 0.62 (p) a = 1, b = 0.64
(q) a = 1, b = 0.66 (r) a = 1, b = 0.68 (s) a = 1, b = 0.70
Figure 4.18 – 3-partitions obtained by the algorithm, b ∈ {j/50, j = 17, . . . , 34}.
are thus better. According to the values of b, the best candidates produced by the optimization
algorithm are of two types :
– Partitions D3 for b ≤ 0.71. This does not contradict the conjecture since 1/
√
2 ' 0.707 is
very close to 0.71 and we have made several approximations.
– For 0.72 ≤ b ≤ 0.81, it seems that we have a tiling with isometric hexagons.
Computations for larger b are given in Figure 4.23 and produce hexagon tilings of the torus
T (1, b). Such tilings will be discussed in Section 4.8. Figure 4.24 represents the graph of Λ˜3 for the
best partitions we obtained according to b ∈ {j/50, j = 15, . . . , 32} ∪ {j/100, j = 66, . . . , 100}.
148 CHAPITRE 4. SPECTRAL MINIMAL PARTITIONS FOR A FAMILY OF TORI
(a) a = 1, b = 0.71 (b) a = 1, b = 0.72 (c) a = 1, b = 0.73 (d) a = 1, b = 0.74
(e) a = 1, b = 0.75 (f) a = 1, b = 0.76 (g) a = 1, b = 0.77 (h) a = 1, b = 0.78
(i) a = 1, b = 0.79 (j) a = 1, b = 0.8 (k) a = 1, b = 0.81
Figure 4.19 – 3-partitions for b ∈ {j/100, j = 71, . . . , 81} with random initial conditions.
(a) Λ˜(D′) ' 81.123 (b) Λ˜(D′′) ' 78.032
Figure 4.20 – 3-partitions for b = 0.81 with two random initial conditions.
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(a) a = 1, b = 0.7 (b) a = 1, b = 0.71 (c) a = 1, b = 0.72 (d) a = 1, b = 0.73
(e) a = 1, b = 0.74 (f) a = 1, b = 0.75 (g) a = 1, b = 0.76 (h) a = 1, b = 0.77
(i) a = 1, b = 0.78 (j) a = 1, b = 0.79 (k) a = 1, b = 0.8
Figure 4.21 – 3-partitions for b ∈ {j/100, j = 7, . . . , 8} with imposed initial condition.
0.71 0.72 0.73 0.74 0.75 0.76 0.77 0.78 0.79 0.8 0.81
78
80
82
84
86
88
90
92
Figure 4.22 – Comparison of the energy of three types of 3-partitions for b ∈ {j/100, j =
71, . . . , 81} (D3 in red, D′ in blue and D′′ in magenta).
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(a) a = 1, b = 0.82 (b) a = 1, b = 0.84 (c) a = 1, b = 0.86 (d) a = 1, b = 0.88
(e) a = 1, b = 0.9 (f) a = 1, b = 0.92 (g) a = 1, b = 0.94 (h) a = 1, b = 0.96
(i) a = 1, b = 0.98 (j) a = 1, b = 1
Figure 4.23 – 3-partitions for b ∈ {j/50, j = 41, . . . , 50}.
4.7.2 4-partitions of the torus T (1, b)
Proposition 4.4.2 shows that we have b4 = 1/2. Then, using also Proposition 4.3.4, we know
that D4 (see Definition 4.3.3) is a minimal 4-partition only for b ∈ (0, 1/2]. In any case, we have
L4(T (1, b)) ≤ 16pi2, ∀b ∈]0, 1],
with equality if and only if b ∈]0, 1/2]. Figure 4.25 focuses on the transition b4. The simulations,
starting from random initial data, give the partitions D4 for b ≤ 0.51. For b = 0.52, we obtain
a deformation the D4. Theoretically, we know that the minimal 4-partition is not bipartite for
b > 1/2. The results are therefore not satisfying for b = 0.51 and b = 0.52. Nevertheless, for
b ≥ 0.53 (see Figures 4.25–4.27), we obtain new candidates constituted of four isometric hexagons.
Such tilings will be studied theoretically in Section 4.8. When b increases, the hexagonal tiling
seems to be stretched in the vertical direction. Note that when b = 1, we have a symmetry with
respect to x = y.
The convergence of the algorithm to non-minimal partitions for b = 0.51 and b = 0.52 seems
to be caused by a bad choice of the initial data. Figure 4.26 shows the results of other simulations
for b = 0.51 and b = 0.52 . Rather than using a random initial data, these two simulations start
from the matrix Φ obtained after the second step of the previous simulation for b = 0.53 . The
optimization algorithm then gives 4-partitions with isometric hexagonal domains, whose energy is
lower than the previous partitions.
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L3=9!
2
"1(Hex(b))
Numerical estimates
Figure 4.24 – Upper bounds of L3(T (1, b)) according to b (9pi
2 in red, λ1(Hex) in magenta,
numerical simulations in blue).
(a) a = 1, b = 0.48 (b) a = 1, b = 0.49 (c) a = 1, b = 0.50 (d) a = 1, b = 0.51
(e) a = 1, b = 0.52 (f) a = 1, b = 0.53 (g) a = 1, b = 0.54 (h) a = 1, b = 0.55
Figure 4.25 – 4-partition for b ∈ {j/100, j = 48, . . . , 55}.
(a) a = 1, b = 0.51 (b) a = 1, b = 0.52
Figure 4.26 – 4-partition for b ∈ {j/100, j = 51, 52} with imposed initial condition.
Figure 4.28 gives the computed energy Λ˜4 for b ∈ {j/100, j = 48, . . . , 100} and compare it with
16pi2.
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(a) a = 1, b = 0.60 (b) a = 1, b = 0.65 (c) a = 1, b = 0.70
(d) a = 1, b = 0.75 (e) a = 1, b = 0.80 (f) a = 1, b = 0.85
(g) a = 1, b = 0.90 (h) a = 1, b = 0.95 (i) a = 1, b = 1
Figure 4.27 – 4-partition for b ∈ {j/20, j = 12, . . . , 20}.
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Figure 4.28 – Upper bounds of L4(T (1, b)) according to b ∈ {j/100, j = 48, . . . , 100} (16pi2 in
red, λ1(Hex) in magenta, numerical simulations in blue)
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4.7.3 5-partitions of the torus T (1, b)
Using Proposition 4.4.2, we have b5 ≥ 1/5. It was conjectured in Subsection 4.4.2 that b5 =
1/
√
6 ' 0.408 . Using partition D5 (see Definition 4.3.3), we still have
L5(T (1, b)) ≤ 25pi2, ∀b ∈ (0, 1]. (4.7.2)
Simulations for b ∈ {j/50, j = 9, . . . , 20} are represented in Figure 4.29 and we always find the
D5 partition. This supports the conjectured value for b5.
(a) a = 1, b = 0.18 (b) a = 1, b = 0.20 (c) a = 1, b = 0.22
(d) a = 1, b = 0.24 (e) a = 1, b = 0.26 (f) a = 1, b = 0.28
(g) a = 1, b = 0.30 (h) a = 1, b = 0.32 (i) a = 1, b = 0.34
(j) a = 1, b = 0.36 (k) a = 1, b = 0.38 (l) a = 1, b = 0.40
Figure 4.29 – 5-partitions for b ∈ {j/50, j = 9, . . . , 20}.
Starting from a random initial condition for Φ, we find the partition D5 for 0.4 ≤ b ≤ 0.43 and
the partitions given in Figure 4.30 for b = 0.44, 0.45, 0.46.
(a) a = 1, b = 0.44 (b) a = 1, b = 0.45 (c) a = 1, b = 0.46
Figure 4.30 – Examples of 5-partitions.
For b ≥ 0.46, we represent some numerical results in Figures 4.31 and 4.32. As for the 3-partition,
the partitions with isometric subdomains produce better upper bounds than the partitions of
Figure 4.30. The analysis of the hexagonal tiling will be addressed in Section 4.8.
If we use as initial condition for Φ what we obtain in the case b = 0.46 of Figure 4.31, we generate
better candidates given in Figure 4.33.
Figure 4.34 gives upper-bounds for L5(T (1, b)) using the computations.
Let us comment a little more Figure 4.32 for b ∈ {j/100, j = 95, . . . , 100}. The tiling with five
hexagons seems to be deformed into a tiling with five squares as b tends to 1. These tilings will be
described with more details in Section 4.8. In the following, we call order of a singular point the
number of regular half-lines that meet at this point, that is to say the integer ν in the notation of
Definition 4.2.7. The mechanism of transition from a hexagonal tiling to a square tiling seems to
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(a) a = 1, b = 0.46 (b) a = 1, b = 0.50 (c) a = 1, b = 0.55 (d) a = 1, b = 0.60
(e) a = 1, b = 0.65 (f) a = 1, b = 0.70 (g) a = 1, b = 0.75 (h) a = 1, b = 0.80
(i) a = 1, b = 0.85 (j) a = 1, b = 0.90
Figure 4.31 – 5-partition for b = 0.46 and b ∈ {j/20, j = 10, . . . , 18}.
(a) a = 1, b = 0.95 (b) a = 1, b = 0.96 (c) a = 1, b = 0.97
(d) a = 1, b = 0.98 (e) a = 1, b = 0.99 (f) a = 1, b = 1
Figure 4.32 – 5-partition for b ∈ {j/100, j = 95, . . . , 100}.
be the fusion of two singular points of order three into one singular point of order four. Since the
equal angle property is always satisfied for the singular points of a minimal partition, this could be
accomplished, assuming some continuity of the deformation, if all the regular parts of the boundary
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(a) a = 1, b = 0.40 (b) a = 1, b = 0.41 (c) a = 1, b = 0.42
(d) a = 1, b = 0.43 (e) a = 1, b = 0.44 (f) a = 1, b = 0.45
Figure 4.33 – 5-partition for b = 0.4, . . . , 0.45 with imposed initial condition.
are straight lines. Therefore, if b is close to 1, the boundary of the minimal partition should contain
curved regular part, and thus differ from a hexagonal tiling with straight edges.
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Figure 4.34 – Upper bounds of L5(T (1, b)) according to b ∈ {j/100, j = 18, . . . , 100} (25pi2 in
red, λ1(Hex) in magenta, numerical simulations in blue).
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4.8 Examples of partitions
4.8.1 Generalities
The partitions obtained in Section 4.7, with the help of the optimization algorithm, present
some striking features. It seems that, if b is large enough, the optimization algorithm produces a
k-partition of T (1, b) whose domains are isometric and have a hexagonal shape (except for k = 5
and b = 1). Furthermore, its boundary seems to consist of straight lines joining the singular points.
We are not able to prove these properties. However, finding regular partitions of the torus that
satisfy them, as well as the equal angle property at each singular point, is a purely geometrical
problem.
We can therefore determine partitions closely resembling those of Section 4.7. While we are not
able to prove that they are minimal, they provide at least upper bounds for Lk(T (1, b)). Using a
finite element method to compute the lowest eigenvalue of the Dirichlet Laplacian on the polygonal
tiling domain, we estimate numerically these upper-bounds and compare them to the former ones.
This is done with a better accuracy than for the partitions in Section 4.7.
Let us note that the partitions we are looking for are well known geometrical objects, called
tilings of the torus (see e.g. [8]). In the context of these geometric studies, a singular point of the
boundary is usually called a vertex, a regular portion of the joining two vertices is called an edge,
and a domain is called a face. For the sake of brevity, we will use this terminology in the following.
In the rest of this section, we construct tilings of T (1, b) with k faces, where 0 < b ≤ 1 , and
k ∈ {3 , 4 , 5} . We consider candidates D that satisfy the following properties.
– The faces of D are isometric hexagons.
– At each vertex of D, the edges meet with equal angles.
In our study, we will make additional hypotheses, inspired by the the computations in Section 4.7.
They will be made explicit when they are used.
4.8.2 Hexagonal tilings
Topological parameters
As suggested by the computation in Section 4.7, we focus on tilings of the torus by hexagons.
Let us fix 0 < b ≤ 1, and an integer k. Let us assume that there exists a tiling D = {D1, . . . , Dk} of
T (1, b) by hexagons. We now explain how to give a precise description of such a tiling. As before,
we consider T (1, b) as the quotient of the plane R2 by the rectangular lattice Z × bZ . We denote
by Π : R2 7→ T (1, b) the canonical projection map. The tiling D is lifted, through Π , into a tiling
of the plane, that we denote by D̂. More precisely, for any i ∈ {1, . . . , k} , Π−1(Di) consists in an
infinite number of connected components. The set of all the connected components of all the sets
Π−1(Di), for 1 ≤ i ≤ k, is the tiling D̂. Each domain of D̂ is a hexagon.
Let us consider a domain of the tiling D̂, denoted by Hex, represented on Figure 4.35.
Since Hex is a tiling domain, we can divide its sides in pairs of parallel segments of the same
length :
– A1A2 and A4A5, of length c1,
– A2A3 and A5A6, of length c2
– A3A4 and A1A6, of length c3.
We denote by v1 (resp. v2) the vector
−−−→
A1A5 (resp.
−−−→
A1A3).
Let us denote by e1 = (1, 0) and e2 = (0, 1) the canonical basis of R2. Since, by construction,
the lattice Zv1 + Zv2 is projected by Π to a lattice of the torus T (1, b), Ze1 + Z(be2) must be a
sublattice of Zv1 + Zv2. Let us denote by S = (sij) ∈M(2,Z) the matrix that satisfies{
e1 = s1,1v1 + s2,1v2 ,
be2 = s1,2v1 + s2,2v2 .
(4.8.1)
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A2
A1
A6
A5
A4
A3
c1
c2
c3
v1
v2•
•
•
•
•
•
Figure 4.35 – A hexagonal tiling domain.
Let us call Par the parallelogram spanned by the vectors v1 and v2 . It has the same area as
Hex. The area of Par is easy to compute with a determinant :
|Par| = |det(v1,v2)| = bdet(S−1) det(e1, e2) = b
det(S)
.
Let us now call k the number of domains of D, the original tiling of T (1, b). Each domain of the
original partition D has area |Hex| , and therefore
k|Hex| = b . (4.8.2)
We obtain det(S) = k .
The matrix S gives a topological description of the tiling D .
Geometrical parameters
We now give geometrical conditions that Hex must satisfy in order to be a tiling domain of
T (1, b) .
Let us go back to Figure 4.35. We denote by θ the angle (e1,
−−−→
A2A1) . Let us consider the vertex
A2 as the point of origin, denoted by O. Let us consider all the edges meeting at O (see Figure
4.36).
O
C1
C2
C3
c1
c2
c3
θ1
θ2
θ3
•
•
•
•
Figure 4.36 – Geometrical parameters of a tiling.
The equal angle property at O implies θ1 = θ ,θ2 = θ + 2pi3 ,
θ3 = θ +
4pi
3 .
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With this notation, we can write the vectors v1 and v2 in the canonical coordinates :
v1 =
(
c2 cos(θ2)− c3 cos(θ3)
c2 sin(θ2)− c3 sin(θ3)
)
, v2 =
(
c2 cos(θ2)− c1 cos(θ1)
c2 sin(θ2)− c1 sin(θ1)
)
.
The system (4.8.1) becomes, in the canonical coordinates,
−s2,1 cos(θ1) c1 + (s2,1 + s1,1) cos(θ2) c2 − s1,1 cos(θ3) c3 = 1 ,
−s2,1 sin(θ1) c1 + (s2,1 + s1,1) sin(θ2) c2 − s1,1 sin(θ3) c3 = 0 ,
−s2,2 cos(θ1) c1 + (s2,2 + s1,2) cos(θ2) c2 − s1,2 cos(θ3) c3 = 0 ,
−s2,2 sin(θ1) c1 + (s2,2 + s1,2) sin(θ2) c2 − s1,2 sin(θ3) c3 = b .
(4.8.3)
If we were able, for a given b ∈]0, 1] , to determine all the parameters θ ∈ [0, 2pi[ and
(s1,1 , s1,2 , s2,1 , s2,2 , s1,1) ∈ Z4 such that there exist c1, c2, and c3 that satisfy the system (4.8.3)
with ci > 0 for i ∈ {1 , 2 , 3}, we could describe all the tilings of T (1, b) by isometric hexagons.
However, this problem seem to be difficult, and we will not attempt to solve it.
We will instead use the system (4.8.3) to generate examples of k-partitions of a torus by isometric
hexagons. We start by fixing the matrix S. We are guided in our choice by the pictures obtained
in Section 4.7. Then, we use the angle θ as a parameter. For a given value of θ , we use the first
three lines of (4.8.3) to compute c1, c2 and c3. This can be done assuming that the matrix
Q(S, θ) =
 −s2,1 cos(θ) (s2,1 + s1,1) cos (θ + 2pi3 ) −s1,1 cos (θ + 4pi3 )−s2,1 sin(θ) (s2,1 + s1,1) sin (θ + 2pi3 ) −s1,1 sin (θ + 4pi3 )−s2,2 cos(θ) (s2,2 + s1,2) cos (θ + 2pi3 ) −s1,2 cos (θ + 4pi3 )

is invertible. We then use the last line of System (4.8.3) to compute b.
Let use note that the method described above produces a tiling of a torus if the following
conditions are met. For the chosen S and θ, the matrix Q(S, θ) must be invertible, and, denoting
by (c1, c2, c3) the solution of the system formed by the fist three lines of (4.8.3), we must have
ci > 0 for all i ∈ {1 , 2 , 3}. Furthermore, the fourth line of (4.8.3) must give a b that belongs to
]0, 1] .
In the examples that we will consider, we only obtain tilings of the torus by hexagons associated
with a given matrix S for a limited range of value of the parameter θ. To this limited range of θ
corresponds a limited range of b’s such that there exists a tiling of T (1, b) by hexagons associated
with the matrix S. All this will be made explicit in the following subsection in the case of 3-
partitions and 5-partitions. We will treat the simpler case of 4-partitions by a different method.
4.8.3 Hexagonal 3-partitions
We use the notation of Subsection 4.8.2. As suggested by the numerical results in Subsec-
tion 4.7.1, we assume that
S =
(
s1,1 s1,2
s2,1 s2,2
)
=
(
2 1
−1 1
)
. (4.8.4)
Table 4.1, computed with the Matlab software, gives c1 , c2 , c3 , and b as functions of θ . The
corresponding 3-partitions of T (1, b) are represented in Figure 4.37.
In practice, we are interested in a bounded range of values for θ gives positive c1 , c2 , c3 , and
b , with b ≤ 1 . We will now determine explicitly this range, denoted ]θmin3 , θmax3 [.
A first bound is obtained by considering a suitable tiling of T (1, 1) . In Section 4.7, we have
obtained numerically a 3-partition of T (1, 1) that seems to be a tiling by hexagons. Furthermore,
each tiling domain seems to have an axis of symmetry, parallel to the line x + y = 0 . Assuming
such a tilling exists, let us try to determine the corresponding θ , c1 , c2 , and c3 . Let us consider
a hexagonal tiling domain. We say that the sides of this domain that are parallel to the line
x + y = 0 have length c1 . We can chose a point of origin such that θ = −pi/4 (see Figure 4.38).
By symmetry, we have c2 = c3. Let us now consider the corresponding hexagonal tiling domain,
represented on Figure 4.39. Using the notation of this figure, we have L = c1 , H = 2 sin(pi/3) c2 ,
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θ c1 c2 c3 b
−0.785 0.571 0.272 0.272 1
−0.775 0.550 0.239 0.284 0.925
−0.764 0.531 0.208 0.295 0.854
−0.754 0.513 0.180 0.305 0.790
−0.743 0.498 0.153 0.314 0.729
−0.732 0.484 0.127 0.323 0.672
−0.722 0.471 0.103 0.330 0.619
−0.712 0.460 0.803 0.337 0.569
−0.701 0.450 0.586 0.343 0.522
−0.691 0.441 0.381 0.349 0.478
−0.681 0.433 0.019 0.354 0.436
−0.670 0.425 0 0.358 0.396
Table 4.1 – Hexagonal tilings with three faces as a function of θ.
b = 1 b = 0.925 b = 0.854
b = 0.790 b = 0.729 b = 0.672
b = 0.619 b = 0.569 b = 0.522
b = 0.478 b = 0.436 b = 0.396
Figure 4.37 – Hexagonal tilings of the torus T (1, b) with three faces.
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O
C1
C2
C3
•
•
•
•
Figure 4.38 – Tiling of T (1, 1) by three hexagons.
H
h
L
Figure 4.39 – A hexagonal tiling domain of T (1, 1), for k = 3 .
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and h = c1 cos(pi/3) . Figure 4.38 shows that we have
3H =
√
2 ,
and
2L+ 2h =
√
2 .
We find
H =
√
2
3
.
Since H = 2 tan(pi/3)h, we have
h =
1
3
√
6
.
Finally,
L =
1√
2
− 1
3
√
6
.
This gives the values
c1 =
1√
2
− 1
3
√
6
,
and
c2 = c3 =
1
3
√
6
.
We can check that these values are indeed solutions of the system (4.8.3), with θ = −pi/4 and
b = 1. This shows that a tiling satisfying our hypothesis exist. We therefore choose
θmin3 = −pi/4 ,
as a bound for the range of values of θ that we will explore.
The other bound can be determined by considering the last tiling represented in Figure 4.37.
It is a degenerate case, in which the torus is covered by three parallelograms. It is easy to compute
ϕ
ψ
Figure 4.40 – Tiling of T (1, bc3) by three parallelograms.
the corresponding critical length bc3 . Let us consider Figure 4.40. Using the notation on this figure,
we have tan(ϕ) = bc3 and tan(ψ) = 2 b
c
3 . We also have ϕ+ ψ = pi/3 . The addition formula for the
tangent function yields √
3 =
3 bc3
1 + 2 (bc3)
2
,
and finally
bc3 =
√
11−√3
4
. (4.8.5)
The corresponding θ is equal to −ψ. Therefore, we have
θmax3 = − arctan
(√
11−√3
2
)
.
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Let us note that for b < bc3 , we cannot find a hexagonal tiling of T (1, b) associated with the
matrix S defined by Equation (4.8.4). However, since bc3 is smaller that the conjectured transition
value 1/
√
2, we find a new upper bound on L3(T (1, b)) for b ∈ [1/
√
2, 1] . The numerical computation
of this upper bound as a function of b is shown on Figure 4.24.
We now summarize the above discussion in a proposition.
Proposition 4.8.1. Let us note
bc3 =
√
11−√3
4
.
For b3c < b ≤ 1 , there exists a tiling of T (1, b) by three hexagons, whose associated matrix is
S =
(
s1,1 s1,2
s2,1 s2,2
)
=
(
2 1
−1 1
)
.
Let us note Hex31,b the corresponding hexagonal tiling domain. We have, for b ∈]bc3, 1] ,
L3(T (1, b)) ≤ min(9pi2, λ1(Hex31,b)) . (4.8.6)
Remark 4.8.2. The numerical computations of Figure 4.24 indicate that when b is greater than
1/
√
2 but close to 1/
√
2, λ1(Hex
3
1,b) is greater than 9pi
2 . An hexagonal tiling of the type we have
considered is therefore not an optimal partition of T (1, b) for b close to the conjectured transition
value. This supports the idea that, for b close to 1/
√
2, the boundary of a minimal partition is not
made uniquely of straight lines joining the singular points, but contains curved regular parts. In
support of this idea, Figure 4.24 also shows that for b close to 1/
√
2, the numerical simulations
give candidates with an energy lower than λ1(Hex
3
1,b).
4.8.4 Hexagonal 4-partitions
In the case k = 4 , the numerical computations in Subsection 4.7.2 suggest, as a candidate for a
minimal partition, a very simple tiling of the torus by four hexagons. It is presented on Figure 4.41.
It is easy to determine the shape of the corresponding hexagonal domain, represented on Figure
Figure 4.41 – Tiling of the torus by 4 hexagons.
4.42. We find immediately
L =
1
2
√
3
,
and
h =
1
4
√
3
.
Considering Figure 4.41, we see that b = 2(H + h). A tiling of this type is therefore possible only
if b is greater than the critical value
bc4 =
1
2
√
3
.
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L
h
pi
3
H
1
4
Figure 4.42 – A hexagonal tiling domain of T (1, b), for k = 4 .
Proposition 4.8.3. Let us note
bc4 =
1
2
√
3
.
For b4c < b ≤ 1 , there exists a tiling of T (1, b) by four hexagons, with a pair of vertical sides. Let
us note Hex41,b the corresponding hexagonal tiling domain. We have, for b ∈]bc4, 1] ,
L4(T (1, b)) ≤ min(16pi2, λ1(Hex41,b)) . (4.8.7)
Since bc4 < b4 = 1/2, we obtain a new upper bound on L4(T (1, b)) for b ∈ [1/2, 1] . The numerical
computation of this upper bound as a function of b is shown on Figure 4.28. Remark 4.8.2 also
applies here, with the additional observation that 16pi2 cannot be the minimal energy for b > 1/2
by Proposition 4.3.4.
4.8.5 Hexagonal 5-partitions
We use again the notation of Subsection 4.8.2. In the case k = 5, the numerical computations
of Section 4.7.3 suggest
S =
(
s1,1 s1,2
s2,1 s2,2
)
=
(
3 −1
−1 2
)
. (4.8.8)
Table 4.2 gives c1, c2, c1 and b as functions of θ. The corresponding 3-partitions of T (1, b) are
θ c1 c2 c3 b
−1.484 0 0.244 0.220 0.233
−1.473 0.019 0.248 0.218 0.273
−1.463 0.040 0.253 0.214 0.315
−1.452 0.627 0.259 0.210 0.362
−1.442 0.875 0.266 0.204 0.414
−1.432 0.115 0.274 0.199 0.471
−1.421 0.145 0.284 0.192 0.534
−1.411 0.179 0.295 0.183 0.605
−1.400 0.217 0.308 0.174 0.684
−1.390 0.260 0.324 0.163 0.776
−1.379 0.309 0.343 0.149 0.880
−1.369 0.365 0.365 0.134 1
Table 4.2 – Hexagonal tilings with five faces as a function of θ.
represented in Figure 4.43.
We are again interested in a bounded range of values for θ, that we denote by [θmin5 , θ
max
5 ] .
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b = 0.233 b = 0.273 b = 0.315
b = 0.362 b = 0.414 b = 0.471
b = 0.534 b = 0.605 b = 0.684
b = 0.776 b = 0.880 b = 1
Figure 4.43 – Hexagonal tilings of the torus T (1, b) with five faces.
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The first picture of Figure 4.43 shows a degenerate case : a tiling of the torus by five paral-
lelograms. We can directly compute the corresponding critical value for b. Let us consider Figure
4.44. Using the notation on this figure, we have tan(ϕ) = 3 bc5, tan(ψ) = 2 b
c
5, and ϕ+ψ = pi/3. We
ϕ
ψ
Figure 4.44 – Tiling of T (1, bc5) by five parallelograms.
obtain
5 bc5
1− 6 (bc5)2
= −
√
3 ,
and finally
bc5 =
√
97− 5
12
√
3
.
With our notation, θ = −ψ . Therefore
θmin3 = − arctan
(√
97− 5
4
√
3
)
.
The case b = 1 gives a second bound. Numerically (see Table 4.2), it seems that, in that case,
c1 = c2 . Let us assume that this is the case, and let us try to derive the values of c1, c3, and θ
from this hypothesis. Considering the second and third equations of System (4.8.3), we see that
c1 = c2 6= 0 is possible only if the determinant∣∣∣∣∣∣
sin(θ1) + 2 sin(θ2) −3 sin(θ3)
− sin(θ1) + cos(θ2) cos(θ3)
∣∣∣∣∣∣
is zero.
This gives the equation
3
√
3 tan(θ)2 + 30 tan(θ) + 13
√
3 = 0 .
Taking into account the condition −pi/2 < θ < 0, we find
tan(θ) = − 5√
3
− 2 . (4.8.9)
We finally obtain
θmax5 = − arctan
(
2 +
5√
3
)
.
The values of c1, c2, and c3 can then be computed. We have assumed c1 = c2. We have(
c1
c3
)
∈ ker
(
2
√
3 cos(θ) 3 sin(θ) + 3
√
3 cos(θ)
−5 cos(θ)−√3 sin(θ) − cos(θ) +√3 sin(θ)
)
.
This implies (
c1
c3
)
∈ ker
(
2
√
3 3 tan(θ) + 3
√
3
−5−√3 tan(θ) −1 +√3 tan(θ)
)
.
Using Equation (4.8.9), we conclude that there exists a constant a0 > 0 such that(
c1
c3
)
= a0
(
6 + 2
√
3
2
√
3
)
.
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The area of the hexagonal tiling domain can therefore be written
2 sin
(pi
3
)
cos
(pi
3
)
c21 + 2c1 sin
(pi
3
)
c3 = 9 a
2
0
(
2 +
√
3
)
.
Since the area of the tiling domain is 1/5 , we finally get
c1 = c2 =
1 +
√
3√
15
√
2 +
√
3
,
and
c3 =
1√
15
√
2 +
√
3
.
It can be shown that c1 , c2 , c3 , and θ
max
5 satisfy System (4.8.3) for b = 1. This shows that the
torus T (1, 1) is indeed covered by five copies of the corresponding hexagonal tiling domain.
Let us summarize our results in the case k = 5 in a proposition.
Proposition 4.8.4. Let us note
bc5 =
√
97− 5
12
√
3
.
For b5c < b ≤ 1 , there exists a tiling of T (1, b) by three hexagons, whose associated matrix is
S =
(
s1,1 s1,2
s2,1 s2,2
)
=
(
3 −1
−1 2
)
.
Let us note Hex51,b the corresponding hexagonal tiling domain. We have, for b ∈]bc5, 1] ,
L5(T (1, b)) ≤ min(25pi2, λ1(Hex51,b)) . (4.8.10)
Since bc5 < 1/
√
6, we obtain a new upper bound on L4(T (1, b)) for b ∈ [1/
√
6, 1] . The numerical
computation of this upper bound as a function of b is shown on Figure 4.34. Remark 4.8.2 also
applies to this case.
4.8.6 A square 5-partition
When looking for the minimal 5-partition T (1, 1), the algorithm of Section 4.6 gives the result
presented on Figure 4.45. As shown on Figure 4.46, this figure can be seen as a tiling of T (1, 1) by
Figure 4.45 – 5-partition of T (1, 1) (result of the optimization algorithm).
five squares. We observe that each domain of the partition is a neighbor of every other domains.
This implies that the domains of this partition cannot be colored with less than five colors, if we
want two neighboring domains to have different colors. This partition is not bipartite, and therefore
not nodal.
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1
3
5
5
2
44
1
3
Figure 4.46 – Tiling of T (1, 1) by five squares.
1
2
3
4
5
6
7
8
9
10
10 5
9
8
2 7
Figure 4.47 – Tiling of T (2, 1) by ten squares.
Let us now consider the 10-partition obtained after lifting the 5-partition of Figure 4.46 on the
torus T (2, 1) . It is represented on Figure 4.47. This partition is clearly not bipartite. For instance,
the domain (labelled by) 1 on Figure 4.47 is a neighbor of domain 2, which is a neighbor of domain
3, which is itself a neighbor of domain 1. At least three colors are therefore needed to color this
partition in such a way that two neighboring domains have different colors. In particular, this
partition cannot be nodal.
Finally, let us consider the 20-partition obtained after lifting the 5-partition of Figure 4.46 on
the torus T (2, 2). It is represented on Figure 4.48. This last partition is obviously bipartite. To see
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
10 5
9
8
10
15
19 14
Figure 4.48 – Tiling of T (2, 2) by twenty squares.
it we can, on Figure 4.48, color the domains with an even index using one color, and those with an
odd index using another.
The 20-partition of T (2, 2) seen on Figure 4.48 is actually nodal. It is associated with the
following eigenfunction of the Laplace-Beltrami operator on T (2, 2) :
u(x, y) = 2 sin(pi(2x− y)) cos(pi(x+ 2y)) =
sin(3pix) cos(piy) + cos(3pix) sin(piy) + sin(pix) cos(3piy)− cos(pix) sin(3piy).
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The associated eigenvalue is 10pi2 ' 98.6960, to be compared with the result of the numerical
optimization : Λ3 ' 98.1771.
The eigenfunction u is not Courant-sharp. Indeed, after ordering the eigenvalues given by Propo-
sition 4.3.1, we see that
10pi2 = λ26(T (2, 2)) ,
while u has 20 nodal domains.
However, as in [12], we can define a new notion of a Courant-sharp eigenfunction, that takes
into account the symmetries of T (2, 2), and can be applied to the eigenfunction u.
Let us define two operations on the torus T (2, 2), in the standard coordinates :
τx : (x, y) 7→ (x+ 1, y) ,
τy : (x, y) 7→ (x, y + 1) .
We define four subspaces of L2(T (2, 2)), according to the symmetries of the functions under the
actions of τx and τy :
H++ = {u ∈ L2(T (2, 2))|u ◦ τx = u and u ◦ τy = u} ,
H−+ = {u ∈ L2(T (2, 2))|u ◦ τx = −u and u ◦ τy = u} ,
H+− = {u ∈ L2(T (2, 2))|u ◦ τx = u and u ◦ τy = −u} ,
H−− = {u ∈ L2(T (2, 2))|u ◦ τx = −u and u ◦ τy = −u} .
Those subspaces are stable under the action of the Laplace-Beltrami operator −∆. Furthermore,
we have the orthogonal decomposition
L2(T (2, 2)) = H++ ⊕H−+ ⊕H+− ⊕H−− .
The spectrum of the Laplace-Beltrami operator −∆ on T (2, 2) can therefore be split into four
sequences, according to those symmetries :
(λk) = (λ
++
k ) ∪ (λ−+k ) ∪ (λ+−k ) ∪ (λ−−k ) .
Let us note that the sequence (λ++k ) is actually the spectrum of −∆ on T (1, 1). We recall that the
eigenvalues of −∆ on T (2, 2) are
λm,n = pi
2(m2 + n2) .
The following list gives some eigenvalues of −∆ on T (2, 2), with the corresponding symmetries.
λ (m,n) multiplicity symmetries
0 (0, 0) 1 ++
pi2 (1, 0) 2 −+
pi2 (0, 1) 2 +−
2pi2 (1, 1) 4 −−
5pi2 (1, 2) 4 −+
5pi2 (2, 1) 4 +−
8pi2 (2, 2) 4 ++
9pi2 (3, 0) 2 −+
9pi2 (0, 3) 2 +−
10pi2 (3, 1) 4 −−
10pi2 (1, 3) 4 −−
Thus 10pi2 = λ−−5 (with multiplicity 8).
We have shown the following property of the eigenfunction u.
Proposition 4.8.5. The eigenfunction u is Courant-sharp among the eigenfunctions in H−− ,
that is to say,
i. u ∈ H−− ,
ii. u is associated with the eigenvalue λ−−5 ,
iii. the projection on T (1, 1) of the nodal set of u divides T (1, 1) into five connected components.
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(a) 3-partition. (b) 4-partition. (c) 4-partition.
Figure 4.49 – Candidates for minimal k-partitions of T (1, 1) .
4.9 Conclusion
4.9.1 Transitions
We have studied in this work the transition values bk and bk defined in Subsection 4.4.1, when
k is an odd integer. We have presented a heuristic argument, inspired by the idea in [10] of lifting
minimal partitions to nodal partitions on coverings, that leads to the conjecture
bk =
2√
k2 − 1 .
Our numerical simulations support this conjecture in the cases k = 3 and k = 5.
Assuming the preceding conjecture to be true, we have also explored, in the case k = 3, a
mechanism, inspired by [1], predicting the appearance of minimal 3-partitions with singular points
when b becomes larger than b3. For b = b3, we have constructed examples of 3-partitions of T (1, b)
with energy 9pi2 as projections of nodal 6-partitions of T (2, b) . We have looked for partitions that
have singular points of order four, which can split into two singular points of order three when
b increases. Because we have considered an eigenspace of dimension six, more types of partitions
are possible than in the case of the rectangle, treated in [1]. Our numerical simulations singled
out a partition of T (1, b) into three rectangles, which can be deformed into a 3-partition with
six singular points and three isometric, possibly curved, hexagonal domains when b increases.
We have obtained a similar partition of T (1,
√
6) into five rectangles by the same method, and
have exhibited numerically its deformation into a partitions with five hexagonal, possibly curved,
domains when b increases. We have found a similar deformation mechanism, supported by our
numerical simulations, in the case k = 4 , around b4 = 1/2 ,.
For k = 3 , 4 , 5 , we have improved the formerly known upper bounds of Lk(T (1, b)) by con-
structing explicit examples of partitions : hexagonal tilings of T (1, b). See Figures 4.24, 4.28, and
4.34 for numerical computations of these upper bounds.
4.9.2 The case of T (1, 1)
For k = 3 and k = 4, we have found in particular a k-partition of T (1, 1) into k isometric
hexagons, represented on Figures 4.49(a) and 4.49(b), that seems to be minimal (according to
numerical simulations).
For k = 5, we have found a square tiling of T (1, 1), represented on Figure 4.49(c), that seems
to be minimal and gives the upper bound 10pi2 of L5(T (1, 1)). In support of the minimality of this
partition, we have shown that it satisfies a generalized Courant-sharp condition inspired by [12].
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Chapitre 5
Perspectives
Nous conside´rons en guise de conclusion quelques directions possibles pour l’e´tude future des
partitions minimales. Comme nous l’avons mis en e´vidence dans l’introduction, et comme l’indique
l’article [8], de nombreuses questions restent ouvertes. Nous nous inte´ressons ici a` celles qui peuvent
eˆtre aborde´es par une extension des me´thodes utilise´es dans cette the`se. Nous suivons l’ordre
d’exposition de la the`se en conside´rant d’abord l’e´tude asymptotique des domaines nodaux, puis les
ope´rateurs d’Aharonov-Bohm et enfin la me´thode d’optimisation nume´rique du quatrie`me chapitre.
Nous pre´sentons en comple´ment une condition ne´cessaire pour la minimalite´ des partitions, tire´e
de l’article [3], qui pourrait eˆtre utilise´e pour tester nos re´sultats.
5.1 E´tude asymptotique des domaines minces
5.1.1 Tores
Rappelons que tout d’abord les re´sultats obtenus par Helffer et Hoffmann-Ostenhof dans l’article
[11], que nous avons expose´s dans le quatrie`me chapitre. Pour tout b ∈]0 , 1] , nous de´finissons le
tore plat
T (1, b) = (R/Z)× (R/bZ)
et, pour tout entier k ≥ 1, la k-partition Dk(b) = {D1 , . . . , Dk} avec, pour i ∈ {1 , . . . , k} ,
Di =
]
i− 1
k
,
i
k
[
×]0, b[
dans les coordonne´es standard. Notons que cette partition a pour e´nergie Λk(Dk(b)) = k2pi .
E´nonc¸ons maintenant les re´sultats de´montre´s dans [11]. Tout d’abord, si k est pair et b ≤ 2/k, la
partition Dk(b) est minimale. De plus, dans le cas ou` b < 2/k , Dk(b) est, a` une translation pre`s,
l’unique partition minimale. Enfin, si k est impair et que b < 1/k, la partition Dk(b) est minimale.
Notons que la valeur 1/k dans ce dernier e´nonce´ n’est probablement pas optimale, comme nous
l’avons vu dans le quatrie`me chapitre.
Il semble possible, moyennant quelques modifications, d’e´tendre ces re´sultats a` des tores plus
ge´ne´raux. Nous pouvons en effet reprendre les arguments utilise´s dans [11], en remplac¸ant le calcul
explicite des valeurs propres par un calcul de de´veloppements asymptotiques analogue a` celui du
deuxie`me chapitre. Nous allons pre´ciser cette ide´e et esquisser un sche´ma de de´monstration dans
un cas simple.
Conside´rons la sous-varie´te´ Tε de R3 donne´e par la description parame´trique suivante : x(ε, θ, ϕ) = cos(θ) (1 + εf(θ) cos(ϕ)) ,y(ε, θ, ϕ) = sin(θ) (1 + εf(θ) cos(ϕ)) ,
z(ε, θ, ϕ) = εf(θ) sin(ϕ) ,
ou` 0 < ε < 1 et f : R→ R est une fonction 2pi-pe´riodique de classe C∞ telle qu’il existe δ > 0 tel
que, pour tout θ ∈ R,
δ ≤ f(θ) ≤ 1 .
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Les varie´te´s Tε sont des tores de grand rayon 1 et dont le petit rayon est module´ par la fonction f
et multiplie´ par le facteur de dilatation ε. La me´trique induite sur Tε par la me´trique euclidienne
de R3 est de´crite dans les coordonne´es (θ, ϕ) par la matrice
g(ε, θ, ϕ) =
(
hθ(ε, θ, ϕ)
2 0
0 hϕ(ε, θ, ϕ)
2
)
,
avec
hθ(ε, θ, ϕ) =
√
(1 + ε f(θ) cos(ϕ) )
2
+ ε2f ′(θ)2 ,
et
hϕ(ε, θ, ϕ) = ε f(θ) .
Notons qu’en raison de notre choix de coordonne´es, la matrice g est diagonale, puisque les vecteurs
(∂θx , ∂θy , ∂θz) et (∂ϕx , ∂ϕy , ∂ϕz) sont orthogonaux. Ceci simplifie beaucoup les calculs.
L’ope´rateur de Laplace-Beltrami sur la varie´te´ Tε s’e´crit, dans les coordonne´es (θ, ϕ) ,
∆ =
1
hθ hϕ
(
∂θ
(
gϕ
hθ
∂θ
)
+ ∂ϕ
(
hθ
hϕ
∂ϕ
))
.
Suivant la convention usuelle, nous notons (λk(Tε)k≥1 la suite des valeurs propres de cet ope´rateur,
compte´es avec multiplicite´, et (uk)k≥1 une base orthonorme´e forme´e de fonctions propres.
Nous recherchons maintenant une approximations des valeurs propres et fonctions propres
de −∆ sur Tε pour ε petit. Nous donnons ici un argument heuristique, qui devra bien entendu
eˆtre remplace´ par une e´tude asymptotique rigoureuse. Pour ε petit, nous faisons l’approximation
hθ(ε, θ, ϕ) ≈ 1, qui entraˆıne l’approximation suivante pour l’ope´rateur de Laplace-Beltrami :
−∆ ≈ Pf,ε = − 1
f(θ)
∂θ (f(θ)∂θ)− 1
ε2f(θ)2
∂2ϕ .
Nous avons ainsi approche´ l’ope´rateur −∆ par un ope´rateur a` variables se´pare´es dans les coor-
donne´es (θ, ϕ) . Pour ε petit, les premie`res fonctions propres de Pfε ne de´pendent pas de ϕ. Ce
sont les fonctions propres de l’ope´rateur diffe´rentiel en θ de´fini sur R/2piZ
− 1
f(θ)
d
dθ
(
f(θ)
d
dθ
)
,
ou plus pre´cise´ment de sa re´alisation Qf comme ope´rateur autoadjoint sur l’espace de Hilbert
L2 (R/2piZ , f(θ)dθ ) .
Les premie`res valeurs propres de Qf donnent donc une approximation des premie`res valeurs
propres de −∆.
Notons (µk)k≥1 la suite des valeurs propres de Qf , et (vk)k≥1 une base orthonorme´e associe´e.
Notons que l’on a, dans le cas pre´sent, µ1 = 0 et v1 = ±1/2pi. Les fonctions vk sont de classe
C∞. De plus, d’apre`s la the´orie des proble`mes de Sturm-Liouville pe´riodiques et re´guliers (voir par
exemple [7]), nous avons les proprie´te´s suivantes.
– Pour tout ` ≥ 1 , µ2`−1 < µ2`+1 . Notons que ceci implique que les valeurs propres sont de
multiplicite´ au plus 2 .
– Pour tout ` ≥ 1, les fonctions v2` et v2`+1 ont 2` ze´ros dans (R/2piZ) .
Nous pouvons alors noter, pour tout ` ≥ 1, (θ2`j )1≤j≤2` la suite des ze´ros de v2` et (θ2`+1j )1≤j≤2` la
suite des ze´ros de v2`+1 .
Nous nous attendons a` ce que, pour un entier k ≥ 1 fixe´, lorsque ε tend vers 0 , la valeur propre
λk(Tε) tende vers µk, et que les lignes nodales de uk tendent vers les cercles de´finis par θ = θ
k
j .
Ceci impliquerait en particulier que, pour ε petit, uk a k domaines nodaux si k et pair et k − 1 si
k est impair.
Supposons ces re´sultats asymptotiques de´montre´s. Alors, si k est un entier pair, la valeur propre
λk(Tε) posse`de, pour ε assez petit, une fonction propre associe´e Courant-stricte. Le crite`re fonda-
mental rappele´ dans l’introduction implique alors que la partition nodale associe´e a` cette fonction
est minimale, et donc que Lk(Tε) = λk(Tε) .
5.1. E´TUDE ASYMPTOTIQUE DES DOMAINES MINCES 173
Il semble alors possible de reprendre la de´marche de [11] pour traiter le cas ou` k est impair.
Avant toute chose, notons Tε,2 le reveˆtement riemannien a` deux feuillets de Tε obtenu en doublant
Tε dans la direction des θ . Nous pouvons remarquer que Tε,2 est une varie´te´ riemannienne de
dimension deux, mais pas une sous-varie´te´ de R3. Nous voulons montrer que, pour k impair fixe´,
pour ε assez petit, Lk(Tε) = λ2k(Tε,2), et la projection sur Tε de la partition nodale d’une fonction
propre Courant-stricte et antisyme´trique associe´e a` λ2k(Tε,2) est une k-partition minimale.
Nous conside´rerons, dans un premier temps, une k-partition minimale D de Tε. Il faudrait alors
montrer, en utilisant des arguments topologiques et une ine´galite´ de re´arrangement, que pour ε
assez petit, la partition D se rele`ve en une 2k-partition D2 de Tε,2 , d’e´nergie Lk(Tε). Nous applique-
rions alors les arguments asymptotiques pre´ce´dents a` la varie´te´ Tε,2 . Ceci de´montrerait que pour ε
assez petit, L2k(Tε,2) = λ2k(Tε,2), et que toute partition nodale Courant-stricte associe´e est min-
imale. En particulier, nous obtiendrions alors λ2k(Tε,2) ≤ Lk(Tε) . Dans une dernie`re e´tape, nous
remarquerons que, par construction de la varie´te´ Tε,2 , les fonctions propres associe´es a` λ2k(Tε,2)
sont antisyme´triques. Nous pouvons alors voir que la projection sur Tε,2 d’une 2k-partition nodale
associe´e λ2k(Tε,2) est une k-partition de Tε,2 d’e´nergie λ2k(Tε,2). A` supposer que nous soyons par-
venus a` montrer que λ2k(Tε,2) ≤ Lk(Tε) , par l’e´tude sur le reveˆtement mene´e a` l’e´tape pre´ce´dente,
nous aboutirions a` la conclusion voulue.
5.1.2 Domaines cylindriques
Il est sans doute e´galement possible d’e´tendre a` un cadre plus ge´ne´ral les re´sultats de´montre´s
par Helffer et Hoffmann-Ostenhof dans [10]. Rappelons tout d’abord ces re´sultats. Nous conside´rons
la varie´te´ cylindrique
C = (R/Z)× R
munie de la me´trique plate standard, et nous de´finissons l’ouvert Cε , pour tout ε > 0 , par les
ine´galite´s −ε/2 < y < ε/2 dans les coordonne´es standard. Nous nous inte´ressons alors au proble`me
des partitions minimales de Cε lorsque l’on impose une condition de Neumann sur chacun des bords
Γ−ε = {y = −ε/2} et Γ+ε = {y = ε/2}.
Helffer et Hoffmann-Ostenhof ont montre´ que, pour un entier k ≥ 1 donne´ la partition de Cε en
k bandes verticales est minimale lorsque la largeur ε est assez petite. Si k est pair, ceci correspond
a` une partition nodale pour le laplacien sur Cε (avec condition de Neumann sur Γ−ε et Γ+ε ), associe´e
a` la k-ie`me valeur propre. Si k est impair, ceci correspond a` la projection d’une partition nodale
associe´e a` la 2k-ie`me valeur propre sur le reveˆtement a` deux feuillets de Cε ,
Cε,2 = (R/2Z)×
]
−ε
2
,
ε
2
[
.
Nous allons maintenant expliquer l’extension envisage´e. Donnons-nous f et g des fonctions de
classe C∞ de R/Z dans R , telles que f(x) < g(x) pour tout x ∈ R/Z . Pour tout ε > 0 , nous
de´finissons l’ouvert Cf,g,ε de C par l’e´quation ε g(x) < y < ε f(x) . Nous notons Γf,ε = {y =
ε f(x)} et Γg,ε = {y = ε g(x)} les bords supe´rieur et infe´rieur de cet ouvert. Nous notons enfin
LNk (Cf,gε) l’e´nergie minimale pour les k-partitions avec conditions de Neumann sur Γf,ε et Γg,ε et
(λNk (Cf,gε))k≥1 la suite des valeurs propres du laplacien avec conditions de Neumann sur Γf,ε et
Γg,ε , compte´es avec multiplicite´.
En reproduisant la de´marche expose´e en de´tail dans la sous-section pre´ce´dente, qui combine
une e´tude asymptotique, un passage au reveˆtement, une ine´galite´ de re´arrangement et des argu-
ments topologiques , nous devrions pouvoir de´montrer des re´sultats analogues a` ceux de [10]. Nous
obtiendrions tout d’abord que si k ≥ 1 est un entier pair, la partition nodale associe´e a` λNk (Cf,g,ε)
est minimale pour ε assez petit. Elle correspondrait a` un de´coupage en bandes presque verticales.
Si k ≥ 1 est un entier impair, il nous faudrait utiliser le reveˆtement a` deux feuillets
Cf,g,ε,2 = (R/2Z)× ]ε f2(x) , ε g2(x)[ ,
ou` f2 et g2 sont les rele`vements sur R/2Z des fonctions f et g . Nous de´montrerions alors que pour
ε assez petit, LNk (Cf,g,ε) = λN2k(Cf,g,ε,2). Nous de´montrerions e´galement que la projection sur Cf,g,ε
de la partition nodale de Cf,g,ε,2 associe´e a` λ2k(Cf,g,ε,2) est une k-partition minimale.
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5.2 Ope´rateurs d’Aharonov-Bohm sur les varie´te´s
5.2.1 Tores plats
La fin du quatrie`me chapitre sugge`re qu’il est possible d’e´tendre aux tores plats de dimension
deux le the´ore`me de Helffer et Hoffmann-Ostenhof, pre´sente´ dans l’article [12] selon lequel toute
partition minimale d’un domaine ouvert, borne´ et re´gulier de R2 est une partition nodale pour un
certain ope´rateur de type Aharonov-Bohm. Conside´rons, pour fixer les ide´es, le tore T2 = (R/Z)2 .
La ge´ne´ralisation e´voque´e plus haut ne´cessiterait la construction d’un potentiel magne´tique adapte´,
c’est a` dire d’un champ de vecteurs x 7→ A(x) de´fini sur T2 prive´ d’un nombre fini de poˆles. Nous
demandons qu’a` chaque poˆle soit associe´ un flux re´duit ±1/2, que ∇ × A = 0 en dehors de ces
poˆles et que la partition minimale soit une partition nodale pour l’ope´rateur
−∆A = (−i∇−A)2 ,
ou` ∇ est le gradient covariant sur T2 .
La construction d’un tel potentiel A dans le cas du tore pose plusieurs proble`mes techniques.
Tout d’abord, il ne peut y avoir un unique poˆle avec un flux re´duit non nul. En effet, tout chemin
ferme´ faisant une fois le tour de ce poˆle dans le sens direct pourrait eˆtre de´forme´ continuement
en un chemin ferme´ faisant le tour de n’importe quel autre point de T2 dans le sens indirect. La
condition ∇ × A = 0 implique que la circulation de A sur ces deux chemins serait la meˆme, et
nous arriverions a` une contradiction. Le potentiel vecteur A a donc au moins deux poˆles. Si A
a exactement deux poˆles, le raisonnement pre´ce´dent montre que les flux re´duits en chacun de ces
poˆles sont oppose´s. Nous pouvons e´galement montrer que les poˆles ayant un flux re´duit n + 1/2,
avec n ∈ Z, sont en nombre pair.
Il nous faut donc une me´thode pour construire le potentiel vecteur associe´ a` deux poˆles X1 et
X2 , de flux re´duit respectifs −1/2 et 1/2 . Afin de pre´ciser cet objectif, indiquons une premie`re
approche, qui va se heurter a` un proble`me. Nous de´finissons le potentiel
A0(x) = −1
2
(x−X1)⊥
|x−X1|2 +
1
2
(x−X1)⊥
|x−X1|2
sur R2 \ {X1, X2}. Si la se´rie ∑
(m,n)∈Z2
A0(x+me1 + ne2)
convergeait, sa somme serait un champ de vecteurs de pe´riodes e1 et e2. La projection de cette
somme sur T2 serait alors un potentiel vecteur adapte´. Malheureusement, la se´rie de´finie ci-dessus
ne converge pas.
L’ide´e de construire un champ de vecteurs doublement pe´riodique sur R2 peut ne´anmoins eˆtre
mise en œuvre a` l’aide de fonctions elliptiques. Pour ce faire, nous interpre´tons R2 comme le plan
complexe C et notons zj = x1j + ix2j le nombre complexe associe´ au point Xj = (x1j , x2j ), pour
j = 1, 2 . A` un point quelconque x = (x1, x2) de R2 est associe´ le nombre complexe z = x1 + ix2.
Nous posons alors
A(x) = (<(f(z)),−=(f(z))) ,
ou` f est une fonction me´romorphe sur C, de pe´riodes 1 et i, ayant des poˆles en z1 et et z2 avec
pour re´sidus respectifs −1/2 et 1/2 . Une telle fonction peut eˆtre construite a` l’aide de la fonction
P de Weierstrass, de´finie par
P(z) =
1
z2
+
∑
(m,n)∈Z2\{0}
(
1
(z −m− in)2 −
1
(m+ in)2
)
(voir par exemple [5]). Il suffit en effet de poser
f(z) =
1
2
P′
(
z2−z1
2
)
P
(
z − z2−z12
)−P ( z2−z12 ) .
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Le potentiel A ainsi construit a pour pe´riodes e1 et e2 et a des poˆles en X1 et X2, avec
flux re´duits respectifs −1/2 et 1/2. De plus, les conditions de Cauchy-Riemann sur la fonction f
impliquent ∇×A = 0 en dehors des poˆles. La projection du potentiel A sur T2 ve´rifie donc toutes
les proprie´te´s voulues. Notons que des constructions semblables ont de´ja` e´te´ expose´es dans [16],
par Iwai et Yabu.
Un autre proble`me est mis en e´vidence par le dernier exemple du quatrie`me chapitre (voir figure
4.46). Bien que la frontie`re de cette partition ne contienne aucun point d’ordre impair, elle n’est pas
nodale, car elle n’est pas bipartie. Nous ne pouvons donc pas choisir comme potentiel A = 0 . Nous
avons montre´, dans la sous-section 4.8.6, que le rele`vement de cette partition sur le reveˆtement a`
quatre feuillets de T2 e´tait nodale. Ceci revient a` dire que la partition est nodale pour l’ope´rateur
−∆A avec A = (pi, pi). La topologie du tore implique que la circulation de ce potentiel sur certains
chemins ferme´s n’est pas nulle, bien qu’il n’ait pas de poˆle.
Il semble finalement possible de reproduire la de´monstration de l’article [12] afin d’obtenir le
re´sultat suivant : si D est une partition minimale de T2, il existe un potentiel vecteur A tel que D
soit une partition nodale associe´e a` l’ope´rateur −∆A . Pour obtenir ce potentiel, nous divisons tout
d’abord l’ensemble des points singuliers d’ordre impair en paires. Remarquons que ceci est toujours
possible, puisque la formule d’Euler expose´e dans l’introduction implique que les points singuliers
d’ordre impair sont en nombre pair. A` chaque paire de points, nous associons un potentiel sur T2
prive´ de ces points, de flux re´duit −1/2 sur l’un des points et 1/2 sur l’autre. Nous faisons la somme
de tous ces potentiels. Nous ajoutons enfin a` cette somme le champ de vecteur constant (pi, 0) , ou
(0, pi) , ou les deux.
5.2.2 Ge´ne´ralisation : varie´te´s riemanniennes de dimension deux
Il devrait eˆtre possible de ge´ne´raliser les constructions faites sur le tore a` des varie´te´s quelcon-
ques, meˆme si nous n’aurons pas en ge´ne´ral de formules explicites du type de celles utilisant des
fonctions elliptiques. Une approche e´quivalente serait de conside´rer l’ope´rateur de Laplace-Beltrami
sur un reveˆtement de la varie´te´ de de´part, et de de´composer le spectre suivant les syme´tries des
fonctions propres correspondantes, ge´ne´ralisant ainsi l’analyse de la sous-section 4.8.6 (voir aussi
[9]). Si la frontie`re de la partition contient des points singuliers impairs, le reveˆtement adapte´ sera
une varie´te´ riemannienne posse´dant des points coniques (voir par exemple [14, 15]).
5.3 Applications possibles de l’algorithme d’optimisation
5.3.1 E´tude de la de´pendance en p des partitions
L’algorithme d’optimisation e´labore´ par Bourdin, Bucur et Oudet dans l’article [4] recherche
des k-partitions 1-minimales, c’est a` dire minimale pour l’e´nergie Λk,1. Cette e´nergie est de´finie
comme la moyenne des premie`res valeurs propres du laplacien de Dirichlet sur chaque sous-domaine.
Nous nous sommes inte´resse´s dans cette the`se aux k-partitions minimales pour l’e´nergie Λk, qui est
de´finie comme le maximum des valeurs propres. Pour rechercher des candidats, nous avons e´tendu
l’algorithme pre´sente´ dans [4] aux e´nergies Λk,p de´finies, pour 1 ≤ p < ∞, comme la norme `p du
k-uplet forme´ par les valeurs propres. Nous avons ensuite cherche´ des partitions minimales pour
Λk,p avec p  grand , en pratique p = 5 dans les exemples pre´sente´s. Cette de´marche est justifie´e
par le re´sultat, de´montre´ dans [13], selon lequel, pour tout domaine Ω et tout entier k ,
lim
p→∞Lk,p(Ω) = Lk(Ω) .
Il serait inte´ressant d’e´tudier nume´riquement, pour un domaine Ω et un entier k fixe´, l’e´volution
de Lk,p(Ω) et des partitions minimales en fonction de p. Comme nous l’avons vu dans le quatrie`me
chapitre, il existe un exposant de transition p(k,Ω) (e´ventuellement infini) telle que les k-partitions
p-minimales sont e´quispectrales pour p > p(k,Ω). Nous pourrions e´tudier cet exposant de transition
dans des cas simples, par exemple celui du carre´ pour k ∈ {2 , . . . , 5}.
L’e´tude nume´rique des partitions 1-minimales du carre´ a e´te´ faite dans l’article [6] par Babin,
Cybulski etHo lyst, par des me´thodes diffe´rentes de celles expose´es dans cette the`se. Nous pourrions
comparer ces re´sultats a` ceux obtenus avec l’algorithme d’optimisation de Bourdin, Bucur et Oudet.
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5.3.2 Domaines plans
L’algorithme d’optimisation a e´te´ applique´ dans cette the`se a` des tores plats de´finis, pour
0 < b ≤ 1, par
T (1, b) = (R/Z)× (R/bZ) .
Nous pre´voyons d’appliquer cet algorithme a` des (approximations de) domaines plan borne´s con-
tenus dans R2. Le but de ces calculs serait de ve´rifier certaines conjectures obtenues par d’autres
me´thodes, et de rechercher des candidats dans des situations nouvelles.
Un exemple particulie`rement inte´ressant serait l’e´tude d’une famille de rectangles de´pendants
d’un parame`tre b ∈]0, 1] et de´finis par
R(1, b) =]0, 1[×]0, b[ .
On sait que lorsque b est assez petit, les partitions en bandes e´gales selon la longueur sont minimales.
Dans le cas des 3-partitions, Bonnaillie-Noe¨l, Helffer, Hoffmann-Ostenhof et Vial ont fait, dans [2, 3],
une e´tude de la transition depuis la 3-partition en trois bande jusqu’a` des partitions minimales
non-nodales. Ces e´tudes s’appuient cependant sur deux hypothe`ses faites a` propos des partitions
minimales : elles ne posse`dent qu’un seul point critique, et elles ont un axe de syme´trie.
L’application de l’algorithme d’optimisation permettrait d’e´tudier la transition pour des k-
partitions sans faire d’hypothe`se sur leur nature ge´ome´trique ou topologique. Il faudrait commencer
par e´tudier les cas k ∈ {3 , 4 , 5}, comme pour le tore.
Le cas b = 1 pre´sente un inte´reˆt particulier, puisque Bonnaillie-Noe¨l, Helffer et Hoffmann-
Ostenhof ont trouve´ dans ce cas une famille de 3-partitions candidates a` eˆtre minimales. Elles
correspondent a` des partitions nodales pour un ope´rateur d’Aharonov-Bohm avec un poˆle situe´
au centre du carre´ et un flux re´duit 1/2. Il convient de ve´rifier si l’algorithme d’optimisation
s’approche d’un e´le´ment de cette famille. De plus, l’article [1] contient une conjecture portant sur
les 5-partitions que l’algorithme permettrait de tester.
5.3.3 Domaines cylindriques
Dans cette the`se, l’algorithme est utilise´ uniquement avec des conditions aux limites pe´riodiques
sur la frontie`re du domaine. Nous avons e´voque´ ci-dessus les conditions de Dirichlet. Il est e´galement
possible d’imposer des conditions de Neumann. Nous pouvons ainsi adapter l’algorithme d’opti-
misation au proble`me e´tudie´ par Helffer et Hoffmann-Ostenhof dans l’article [10], que nous avons
expose´ dans la sous-section 5.1.2. Ici encore, le re´sultat the´orique de [10] nous assure que la parti-
tion en bandes e´gales selon la longueur est minimale lorsque la hauteur du cylindre est petite. Nous
pouvons ensuite mener la meˆme e´tude de de´formation que dans le cas du tore ou du rectangle.
5.3.4 Extensions et limitations de l’algorithme
L’algorithme d’optimisation peut en the´orie eˆtre applique´ a` un domaine quelconque (par exem-
ple un disque, une ellipse, un secteur angulaire). Nous pourrions ainsi rechercher nume´riquement
des partitions minimales de ces domaines et les comparer aux conjectures et re´sultats asymptotiques
pre´sente´s dans cette the`se.
Nous pouvons toutefois noter une limitation de cette me´thode. Notons Ω le domaine e´tudie´.
Comme nous l’avons expose´ dans le quatrie`me chapitre (en suivant [4]), l’algorithme d’optimisation
remplace le proble`me des partitions minimales par une formulation relaxe´e, qui fait intervenir le
laplacien sur Ω . Nous utilisons ensuite une discre´tisation du laplacien par les diffe´rences finies. Le
calcul de l’e´nergie relaxe´e est donc assez pre´cis dans le cas des rectangle ou des tores, mais le sera
moins pour des domaines plus ge´ne´raux ayant des frontie`res non rectilignes. Notons ne´anmoins que
ce meˆme proble`me se pose de´ja`, dans le cas d’un domaine rectangulaire, lorsque nous calculons
l’e´nergie (sans relaxation) de la partition obtenue a` l’aide de l’algorithme d’optimisation. En effet, la
discre´tisation par les diffe´rences finies n’est a priori pas adapte´e aux sous-domaines de la partitions
que nous avons construite. Les valeurs propres de ces sous-domaines ne sont donc pas calcule´es
avec une tre`s grande pre´cision.
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5.4 Tests nume´riques sur des partitions candidates
5.4.1 Partitions du tore
L’article [13], par Helffer, Hoffmann-Ostenhof et Terracini, contient une condition ne´cessaire
que doivent ve´rifier les partitions minimales. En effet, d’apre`s [13], toute partition extraite d’une
partition minimale est elle-meˆme minimale. Ceci implique en particulier que toute partition mini-
male d’un domaine est aussi une partition minimale du domaine obtenu en imposant des conditions
de Dirichlet sur une partie de la frontie`re de la partition (on obtient en ge´ne´ral des domaines avec
fissures). Conside´rons une partition minimale D d’un domaine Ω et notons N (D) la frontie`re de
D . Il est possible de choisir un sous-ensemble N ′ de N (D) tel que D soit une partition bipartie du
domaine avec fissures Ω′ = Ω \ N ′ . Nous avons vu d’autre part que D est une partition minimale
de Ω′ . Le the´ore`me fondamental de [13] nous assure que D est une partition nodale associe´e a` une
valeur propre Courant-stricte du laplacien de Dirichlet sur Ω′ .
Comme le montre l’article [3], par Bonnaillie-Noe¨l, Helffer et Vial, cette condition est accessible
a` une ve´rification nume´rique. Les auteurs de cet article cherchent a` ve´rifier que la partition d’une
re´union d’hexagones en ses hexagones constituants est minimale. Ils conside`rent une re´union de
k hexagones et re´alisent un maillage du domaine obtenu en enlevant assez d’areˆtes pour que la
partition en les hexagones constituants soit bipartie. Ils calculent alors, par la me´thode des e´le´ments
finis, les valeurs propres et fonctions propres de ce domaine, et ve´rifient que la k-ie`me fonction
propre a pour domaines nodaux les hexagones constituants.
Nous pouvons appliquer ce test afin de de´terminer si les pavages du tore indique´s par les re´sultats
de l’algorithme d’optimisation et calcule´s au quatrie`me chapitre peuvent eˆtre des partitions mini-
males.
5.4.2 Partitions de la sphe`re
Le test pre´sente´ dans la sous-section pre´ce´dente peut aussi eˆtre applique´ a` des partitions
re´gulie`res de la sphe`re. Il permettrait par exemple d’e´tudier la conjecture selon laquelle les faces
d’un te´trae`dre sphe´rique forment une 4-partition minimale de S2 , la sphe`re unite´ de dimension
deux.
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