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ABSTRACT
Light manipulation via nanoantennas, especially plasmonic nanoantennas, is an
exciting new eld, which aims to provide the same benets at optical frequen-
cies as those given by standard antennas in the radio and microwave frequency
regimes. While at lower frequencies metals behave as perfect conductors, with
negligible eld penetration and absorption, at optical frequencies the electro-
magnetic eld is able to excite plasmons which combine the electromagnetic
wave with electronic excitations, giving raise to new properties such as high
scattering and eld connement.
is thesis focuses on understanding the physical principles of plasmonic
nanoantennas and calculating their properties analytically, by deriving the so-
lution for the scattering from cuboidal nanoantennas, and computationally,
by presenting an improved discrete dipole approximation on cuboidal point
lattices. A theory of scattering from anisotropic particles is derived, showing
multiple plasmon resonance and dierent peaks shis changing the background
index, enabling the study of the magneto-optical eect on nanoparticles, with
potential applications in nanospectroscopy, light manipulation and optical sen-
sors. Plasmonic nanoparticles are studied numerically in order to enhance light
absorption in thin lm silicon solar cells and to enhance the anti-reection
coating properties of triple junction III-V quantum well high eciency solar
cells to increase scattering. Finally, plasmonic nanoantennas are also used ex-
perimentally to enhance the photoluminescence and decrease the lifetime of
silicon quantum dots for light emitting device applications.
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1INTRODUCTION
1.1 preface
Light manipulation is an exciting topic given that all major technological ad-
vances are due to our understanding and control of electromagnetic phenomena.
Light is just a small part of the electromagnetic spectrum and yet is incredibly
important since it is visible to our eyes. It is also the most important source
of energy input to our planet, thanks to the Sun. Light contains the highest
frequencies that can be used in widespread applications (e.g. in telecommunica-
tion, therefore limiting the data rate) since using higher frequencies (UV, X-rays
and γ-rays) electromagnetic waves presents signicant technological challenges,
also because of the damage they can cause to living organisms exposed to them.
Moreover, most of the semiconductors have a band-gap in the energy range of
light and, therefore, can absorb and emit light eciently. Unfortunately there
is a signicant mismatch of more than two orders of magnitude between the
size of an atom and the wavelength of light and, therefore, coupling between
these two entities is weak [1]. Enhancing the interaction of light and matter and
manipulating light are of great importance to develop new, or more ecient,
technologies in a variety of elds, such as LEDs, integrated optics and photonics,
solar cells, lasers and so on [2].
Plasmonics, which takes advantage of the interaction between electromag-
netic waves and free electrons in metals [3], thanks to its high eld enhancement
and sub-wavelength connement beyond the diraction limit, has emerged as a
promising eld for light manipulation and enhancing light-matter interaction
thanks to three fundamental elements: the availability of increasing computing
power for numerical modelling, the development of highly sensitive optical
characterization techniques, and the availability of advanced nanofabrication
tools to build nanostructures. When light or a charged beam is incident on
a metal, surface plasmons, which are coherent oscillations of the conduction
electrons at the interface between the metal and its dielectric environment, can
be generated. eir electromagnetic eld decay exponentially along the perpen-
dicular direction to the interface, while they propagate along as surface waves.
anks to their sub-diraction limit connement, enhanced near eld, and their
response, all of which strongly depends on the geometry and the environment,
surface plasmons have currently found many promising applications in high
sensitivity spectroscopy such as surface enhanced Raman scattering [4], sensing
[5], imaging [6], sub-wavelength waveguides [7] and solar cells [8].
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1.2 motivations
Our understanding of a given physical topic is deeply linked to our ability to
calculate and predict the underlying phenomena giving rise to a particular
behaviour and to compare the theoretical results obtained with an experiment.
In the case of plasmonics, the availability of increasing computing power for
numerical modelling has enabled the study of increasingly complex geometries,
which would be too dicult to treat analytically. Indeed, analytical solutions are
computationally much faster than numerical simulations and provide important
physical insights on the relationships between dierent variables of the system
considered. In plasmonics, analytical solutions are available only for simple
geometries such as spheres, innite cylinders and planar structures.
Motivated by the challenge of precisely calculating the optical response of
other shapes, this thesis partially focuses on the development of an analytical
theory to describe the scattering from rectangular cuboidal nanoparticles. From
this result, an extended and improved formulation of the discrete dipole ap-
proximation (DDA), which is a rigorous numerical technique to simulate the
electromagnetic response of a system, is presented, allowing the use of re ctan-
gular cuboidal lattices and enabling more accurate calculations with a better
discretization of the geometry under study. e theory of scattering from a
cuboid is then extended to the case of anisotropic materials, showing new physi-
cal phenomena, such as multiple resonances and dierent peaks shis changing
the background index, and enabling the study of the magneto-optical eect
on nanoparticles, which are extremely interesting for sensing or nanophotonic
device applications.
Motivated by the need for improved and cheaper solar cells to meet the
increasing demand for energy from renewable sources, this thesis furthermore
focuses on thin-lm silicon solar cells coupled with nanoparticles arrays. Dif-
ferent congurations of the position of the nanoparticles arrays in the cell are
studied numerically, showing a 46.7% increase in the short circuit photo-current
from the absorption in the silicon layer compared to a cell with just a standard
anti-reection coating. Furthermore, the thesis focuses on numerical simula-
tions of a novel double layer anti-reection coating for high eciency triple
junction III-V solar cells with embedded aluminium nanoparticles to reduce
reection and increase light scattering at high angles for optical trapping, show-
ing a 1% enhancement in the integrated transmittance weighted with the solar
spectrum (AM 1.5G) and increased light scattering compared with the reference
cell without nanoparticles.
Finally, the thesis focuses on experimental work coupling light emitting
silicon quantum dots to plasmonic nanoantennnas to enhance their light emis-
sion, for photonic applications on silicon, showing a signicant enhancement
of photoluminescence (PL) and a modication in the lifetime.
1.3 scope of the thesis
In the latter sections of this Chapter, an introduction to the electromagnetics of
metals is given, together with the available numerical simulations methods.
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Chapter 2 describes the derivation of an analytical formula to calculate the
cross section and internal eld of rectangular cuboidal nanoparticles, composed
of either metals or dielectrics, and placed inside a medium. e main assump-
tion in the calculations is that the eld inside the cuboid is constant, but is
corrected for the charges at the vertices. In contrast to antenna theory and to the
eective wavelength picture, the position and width of the dipolar resonance of
a rectangular cuboidal plasmonic nanoantenna is shown to scale non-linea rly
with its length, width and height. Moreover, it is shown that the quality fac tor
calculated for dierent sizes varies signicantly with size, in contrast to the
quasi-static approximation which predicts invariance. Analytical expressions
that provide a tool for direct and precise calculation of the dipolar plasmon
resonance which can be applied to the antenna design process are presented.
ese expressions enable both physical insight and the quick exploration of a
wide range of parameters to tailor the plasmon resonance response or scatter-
ing by nanoparticles, for either metals or dielectrics, for numerous promising
applications in optical sensors, photovoltaics and light emitting device design.
Chapter 3 describes an extension of the discrete dipole approximation (DDA)
to rectangular cuboidal lattices using a new formulation of the polarizability for
each lattice element. is polarizability formulation (cuboidal lattice with depo-
larization, in short CLD) is shown to be more accurate in the computation of the
extinction, scattering and absorption cross sections when simulating dielectrics,
compared to other available and commonly used expressions of the polarizabil-
ity. is can be used to reduce the number of dipoles used and, therefore, the
computation time, while achieving the same accuracy of other formulations.
e CLD formulation is applied to the Mie scattering problem, comparing the
results with other DDA formulations, as well as to the Mie analytical s olution,
for metal and dielectric spheres. Metal cubes are also simulated, comparing
dierent formulations. e aim is to provide a prescription for the dipole po-
larizability for a cuboidal point lattice for metals and dielectrics, superseding
other formulations of the polarizability, which, moreover, are available only for
cubical lattices. is allows one to have lattices with unit cells of dierent sizes
and aspect ratios, enabling a more accurate discretization of specic geometries,
e.g. curved shapes, and the treatment of problems with large eld variations
(using lattice renement).
Chapter 4 describes a general theory of scattering from anisotropic nano-
particles. Using anisotropic materials causes dramatic changes to scattering
from the nanoparticles, producing many interesting new physical phenomena,
such as multiple resonances and dierent peaks shis for each resonance due
to a change in the background environment, and enabling the study of the
magneto-optical eect on nanoparticles, which are extremely interesting for
sensing or nanophotonic device applications. e cases of anisotropic spherical
and cuboidal particles are treated in details.
Chapter 5 presents numerical simulations of thin lm silicon solar cells with
an anti-reection coating and scattering nanoparticles arrays made of dierent
materials (metal or dielectric). e eect of the position of the nanoparticles
arrays in the cell is investigated (i.e. on top of the silicon layer, below or bot h),
together with the eects of the size of the nanoparticles and the pitch of the
arrays. An enhancement of over 46% in the short circuit photo-current density
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is obtained, compared to the cell without nanoparticles. is result is extremely
signicant for the fabrication of aordable, highly ecient thin-lm silicon
solar cells. Moreover, a novel double layer anti-reection coating which embeds
aluminium nanoparticles arrays for high eciency triple junction III-V solar
cells is presented. e coating, compared to a fully optimized double layer
anti-reection coating without nanoparticles, has increased scattering and light
trapping and produces 1% more integrated transmittance (weighted with the
solar spectrumAM 1.5G) compared with the reference cell with a fully optimized
double layer anti-reection coating without nanoparticles. e increased scatter-
ing at high angles and light trapping, allows for the use of a thinner top junction,
which in space applications is a priority to reduce performance degradation
from radiation damage.
Chapter 6 describes experimental work undertaken to enhance the light
emission and decrease the lifetime from silicon nanocrystals using plasmonic
nanoantennas. e photoluminescence (PL) of silicon nanocrystals implanted
in silica with rectangular gold nanoantennas fabricated on top via electron beam
lithography (EBL) have been studied. An enhanced PL emission up to 7 times
and a reduction of the lifetime up to 12% is reported. An estimated enhancement
of the radiative decay rate of 7.8 times is obtained. ese results can be useful to
design novel devices based on quantum emitters.
Finally, conclusions and an outlook are discussed in Chapter 7.
1.4 electromagnetics of metals
is thesis mostly concerns the electromagnetics of metals, specically their
properties at the nanoscale [9]. Experimentally, at dierent wavelengths bulk
metals show quite dierent behaviours. At frequencies much lower than the
visible they are highly reective. is prevents electromagnetic waves from
propagating through them and, for this reason, they are commonly employe d
as cladding layers to construct waveguides and resonators up to the far infrared.
From the near infrared to the visible the eld penetration of the incident
electromagnetic waves is higher, causing high dissipation. e high absorption
forbids the scaling to these frequencies of devices that work at low frequencies
[3]. At ultraviolet and higher frequencies the metals behave like dielectrics, thus
they allow the propagation of electromagnetic waves with varying degrees of
absorption, depending on their specic electronic properties [3].
In particular the alkali metals show an excellent agreement with the free
electron model (Drude model), thus exhibiting transparency at frequencies
higher that the plasma frequency.
e physical description of these phenomena is entirely given by Maxwell’s
equations and the complex dielectric function ε(ω), which is dierent for every
material.
Maxwell’s equations can be written as:
∇ ⋅ B = 0, ∇×H = Jext + ∂D∂t ,
∇× E = − ∂B∂t , ∇ ⋅D = ρext , (1.1)
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where ext indicates the external charges that drive the system. e magnetizing
eld,H, and the electric displacement,D, are dened by the relations:
D = ε0E + P, (1.2a)
H = 1
µ0
B −M, (1.2b)
where ε0 is the electric permittivity and µ0 is the magnetic permeability of
the vacuum,M is the magnetization and P is the electric polarization. From
standard electromagnetism it is known that the electric polarization P is linked
to the internal charges ρint by the relation ∇ ⋅ P = −ρint .
e conservation of charge ∇ ⋅ Jint = − ∂ρ int∂t links the electric polarization
and the internal current density as:
Jint = ∂P∂t , (1.3)
and by the denition of conductivity, σ , the internal current density Jint and the
electric eld E are connected by the relation:
Jint = σE. (1.4)
For a linear, isotropic medium the relations between the elds can be written
as:
D = εε0E, (1.5a)
B = µµ0H, (1.5b)
where µ = 1 for non-magnetic media.
It is understood that equations 1.5a and 1.4 are valid only for temporally
and spatially non dispersive media (i.e. not for metals, since their response is
strongly dependent on the frequency). In the general case the expressions are:
D(r, t) = ε0∫ dt′dr′ε(r′ − r, t′ − t)E(r′, t′), (1.6a)
Jint(r, t) = ∫ dt′dr′σ(r′ − r, t′ − t)E(r′, t′), (1.6b)
from which, in the case of a local response ε(r, t) = εδ(4)(r, t), it is possible
to obtain again Eq. 1.5a. By taking the Fourier transform ∫ dtdr e i(K⋅r−ωt) and
turning the convolution into a multiplication, Eq. 1.6 simplies to:
D(K,ω) = ε0ε(K,ω)E(K,ω), (1.7a)
Jint(K,ω) = σ(K,ω)E(K,ω). (1.7b)
is derivation does not take into account the existence of the magnetic
eld since the additional term due to the magnetic eld B is relativistically
suppressed by a factor v/c compared to the term with the electric eld E. In
typical conditions this factor is around 10−10, therefore, it can reasonably be
neglected [10].
e interaction of electromagnetic waves withmetals can be simplied in the
limit of spatially local interaction. is condition is met when the wavelength λ
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is large compared to any characteristic length of the medium such as the size of
the unit cell and the mean free path of the electrons. is situation is generally
satised up to the ultraviolet frequencies for metals, i.e. for wavelength larger
than 10−7m, and it implies that ε(K = 0,ω) = ε(ω). When this condition is not
satised one has to resort to more complicated non local theories [11].
1.4.1 Drude model
e aim of the Drude model is to describe the optical properties of metals in
a classical and simple picture. Metals are thought of as a mixture of a lattice
of xed ions and electrons, as many as the valence of the atoms, to guarantee
charge neutrality. e electrons move freely with in the background of ions and
can interact with external electromagnetic elds.
e interactions between dierent electrons is not taken into account apart
from introducing a damping constant γ dened as γ = 1τ where τ is the relaxation
time of the electron, i.e. a parameter that in the classical picture means the mean
time the electrons travel freely before colliding with some ions that randomize
their velocities. e underlining, indeed apparently drastic, assumptions of
the Drude model of no interaction between collision, that the electrons expe-
rience collisions with a probability per unit time γ = 1τ and that they achieve
thermal equilibrium with the surrounding only through collision are unrealistic.
Fortunately, however, the model gives, in most cases, a good quantitative result.
It is possible to write a simple equation of motion for an electron that inter-
acts with an external electric eld E as:
mx¨ +mγx˙ = −eE. (1.8)
Assuming a harmonic time dependence of the driving eld E = E0e−iωt the
steady state solution of the motion of the electrons is of the form x = x0e−iωt.
Substituting into Eq. 1.8 one can obtain:
x0 = e
m(ω2 + iγω)E0, (1.9)
and inserting P = −enx into Eq. 1.2a and by using Eq. 1.5a it is possible to obtain:
ε(ω) = 1 − ω
2
p
ω2 + iγω , (1.10)
where ω2p = ne2ε0m , is the plasma frequency of the material and it depends on the
number density of electrons, n, the electric charge, e, and the eective mass, m.
In the previous equation, for ω >> ωp, ε → 1. is is not the case for several
metal (e.g. Cu, Ag, Au) since for them the d electrons in the ion cores give
an important contribution to the polarization. is can be taken into account
by adding another term to the polarization P∞ = ε0(ε∞ − 1)E, where usually
1 ≤ ε∞ ≤ 10, to obtain:
ε(ω) = ε∞ − ω
2
p
ω2 + iγω . (1.11)
Table 1.1, as an example, shows the coecient for gold and silver used for
the calculation of the dielectric function using the Drude model.
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Gold (Au)
ε∞ ωp [Hz] γ [Hz]
10.7026 1.3748 ⋅ 1016 1.1738 ⋅ 1014
Silver (Ag)
ε∞ ωp [Hz] γ [Hz]
4.039 1.39077 ⋅ 1016 3.13999 ⋅ 1014
Table 1.1: Coecients of the Drude model used in Eq. 1.11 for gold (Au) and silver (Ag).
1.5 surface plasmons polaritons
Plasmons are the collective excitation quanta of the conduction electrons in a
material, i.e. the plasma oscillations [9]. Dierent types exist, volume plasmons,
that are longitudinal oscillation of the electron gas and can be excited only by
charged particles, surface and localized surface plasmon polaritons, that strictly
speaking will be called SPPs and localized SPPs, because of their fundam ental
dierences to volume plasmons. Polaritons are in fact electromagnetic waves
coupled with polarization carrying excitations, which, in case of SPPs, are t he
conduction electrons.
Specically, SPPs are electromagnetic waves trapped on the surface of a con-
ductor by their interaction with the free electrons, propagating at the interface
and with evanescent decay in the direction normal to the surface. e most sim-
ple geometry in which they arise is the interface of two materials with opposite
signs of the real part of their dielectric permittivity, i.e. between conductors and
insulators, and they are able to concentrate light in subwavelength dimensions,
leading to an electric eld enhancement. SPPs arise in planar, ideally innite,
structures, whereas localized SPPs are produced in conned structures, e.g.,
spheres. e derivation of the SPPs solution starts from Maxwell’s equations,
from which it is possible to obtain the wave equation:
∇
2E −
ε
c2
∂2E
∂t2
= 0. (1.12)
By solving Eq. 1.12 for eld with a time harmonic dependence E(r, t) =
E(r)e−iωt the Helmholtz equation is obtained:
∇
2E + k20εE = 0, (1.13)
where k0 = ωc is the wave vector of the wave propagating in vacuum. e
Helmholtz equation can be solved, as an example, in a one dimensional problem,
i.e. with ε(z) varying only in the spatial coordinate z, with the wave propagating
in the x direction and the coordinate z = 0 corresponding to the interface
between the conductor and the insulator. e propagating wave is described
by the formula E(x , y, z) = E(z)e ikSPx , where the complex number kSP = kx ,
also called the propagation constant, corresponds to the component of the wave
vector of the SPP in the direction of propagation.
e interaction of the conduction electrons with the electromagnetic waves
causes the wave vector kSP of the SPP to be larger than that of a photon of the
same frequency ω = 2πν and wavevector k0, with ω/k0 = c, propagating in
the free space. By obtaining the solutions of Eq. 1.13 for the two materials at
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a) b)
Figure 1.1: a) SPP at the interface between a metal and a dielectric, where the combined electro-
magnetic wave and polarization charges are shown. b) Dispersion relation for SPPs shows the
momentum mismatch between the light line and the SPPs, which have a greater momentum
than a free space photon for the same frequency. Adapted by permission from Macmillan
Publishers Ltd: [12] ©(2003)
the interface and by imposing the the continuity of the elds, as dictated by
Maxwell’s equation, it is possible to derive the dispersion relationship of the
SPPs as:
kSP = k0
√
εdεm
εd + εm , (1.14)
where εd and εm are the dielectric constant of the dielectric and the metal
respectively. Eq. 1.14 is valid either for real or complex values of the dielectric
constant, i.e. for metals with and without attenuation. From the analysis of the
boundary conditions it is possible to demonstrate that SPPs exist only with TM
polarization. Fig. 1.1 shows the combined electromagnetic wave and polarization
charges for an SPP at the interface between a metal and a dielectric and the the
SPPs dispersion relation.
In order to avoid any confusion, for TE polarization (p-polarization), the
electromagnetic wave has the electric eld vector parallel to the plane dened
by the direction of propagation of the wave and normal to the incident plane
(when incidence is not orthogonal), and orthogonal for TE (s-polarization).
1.5.1 Localized surface plasmons
As it was mentioned, SPPs are propagating electromagnetic waves on a con-
ductor/dielectric interface coupled to the electron plasma. Localized surface
plasmons (LSPs) instead are non propagating excitations of the electron plasma
of metal nanostructures coupled with the electromagnetic eld and can be
excited by direct light illumination.
e dynamics of the electrons in small curved structures are changed by the
eective force that arises at the interface between the metal and the dielectric,
leading to the formation of natural resonant frequencies and eld enhancement
both inside and outside the particle. e resonant frequencies depend on the
particle shape and size and, apart for some particular shapes, e.g., spheres, rigor-
ous analytical solutions do not exist. In general, to describe the electromagnetic
behaviour of these structures, one has to resort to computational methods. e
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Figure 1.2: Light scattering from a sphere.
electromagnetic interaction between particles in ensembles leads to a further
complication of the problem since it causes a modication, sometimes dramatic,
of the resonances.
In this thesis I will mostly deal with localized surface plasmonmodes excited
on nanoparticles.
1.6 mie theory
An important exact analytical solution for light scattering is that from spheres,
obtained in 1908 by Gustav Mie [9].
e sphere problemwas treated before by others. PeterDebye, in his doctoral
dissertation, during the same time, considered the problem of the radiation
pressure exerted to small particles, but Ludvig Lorenz is perhaps the rst that
developed the solution, although it is not easy to establish who was the rst.
Mie’s eort was directed to understand the change in color in absorption and
scattering of colloidal water solutions of small gold particles [13]. e scattering
problem is shown schematically in Fig. 1.2.
e idea used exploits the symmetry of the problem by introducing spheri-
cal polar (r, θ , ϕ) coordinates to represent the electric eld E(r, θ , ϕ) and the
magnetizing eldH(r, θ , ϕ) as a function of the new coordinates, then it used
an algebraic manipulation to represent the elds as a sum of two subeld: one
with the radial component Er = 0 called magnetic wave, the other the radial
component Hr = 0 called electric wave [14].
Maxwell’s equations, shown in Eq. 1.1, and the boundary conditions, given
by Eq. 1.15, for the tangential component of the elds at the boundary of the
sphere give a set of ordinary dierential equations, that can be solved for the
two subelds in the form of innite series. In the formulas, quantities referred
to the sphere are denoted by II, those referred to the medium by I [14].
E
(I)
tang = E(II)tang
H
(I)
tang = H(II)tang
} when r = a. (1.15)
Indicating with E(i) and H(i) the incident electromagnetic eld, that is
assumed to be a plane wave, and withE(w) andH(w) the eld inside the sphere,
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the boundary conditions impose the existence of the scattered eld E(s) and
H(s) so it can be written:
E = E(i) + E(s) outside the sphere
= E(w) within the sphere
⎫⎪⎪⎬⎪⎪⎭ , (1.16)
and similar expressions for the magnetizing eld [14].
Several constants can be introduced to better express the formulas that are
obtained. In all the expressions a is the radius of the sphere and λ0 denotes the
wavelength of the incident plane wave.
k(I) = 2πλ0
√
ε(I), k(II) = 2πλ0
√
ε(II),
nˆ = k(II)
k(I)
, q = k(I)a. (1.17)
Mie obtained then that the scattered eld can be expressed in terms of the
coecients eBl and mBl as:
eBl = nˆψ
′
l(q)ψl(nˆq) − ψl(q)ψ′l(nˆq)
nˆζ
′
l(q)ψl(nˆq) − ζl(q)ψ′l(nˆq) ,
mBl = nˆψl(q)ψ′l(nˆq) − ψ′l(q)ψl(nˆq)
nˆζl(q)ψ′l(nˆq) − ζ ′l(q)ψl(nˆq) ,
(1.18)
where the functions ψl(ρ), χl(ρ) e ζl(ρ) are dened in terms of the Bessel and
Neumann functions as:
ψl(ρ) =√piρ
2
Jl+ 1
2
(ρ),
χl(ρ) = −√piρ
2
Nl+ 1
2
(ρ),
ζl(ρ) = ψl(ρ) − iχl(ρ).
(1.19)
e Bessel function Jν(z), also called of the rst kind, and the Neumann
function Nν(z), also called Bessel function of the second kind, are dened
according to the Handbook of Mathematical Functions [15].
ese coecients can be used to express the extinction, scattering cross
sections. e last relation comes from the denition of the extinction.
σext = 2pi
k(I)2
R
∞∑
l=1
(2l + 1) (eBl + mBl) ,
σsca = 2pi
k(I)2
∞∑
l=1
(2l + 1) (∣eBl ∣2 + ∣mBl ∣2) ,
σabs = σext − σsca .
(1.20)
e equations shown in 1.21 are the expressions of the obtained scattered
electric eld E(s). e ones obtained for the magnetization eldH(s) are similar.
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E
(s)
r = E0
k(I)2
cosϕ
r2
∞∑
l=1
i l+1(2l + 1)eBl ζl(k(I)r)P(1)l (cos θ),
E
(s)
θ = − E0k(I)2 cosϕr2 ∞∑l=1 i l+1 2l + 1l(l + 1) [eBl ζ ′l(k(I)r)P′(1)l (cos θ) sin θ−−imBl ζl(k(I)r)P(1)l (cos θ) 1sin θ ] ,
E
(s)
ϕ = − E0k(I) sinϕr ∞∑l=1 i l+1 2l + 1l(l + 1) [eBl ζ ′l(k(I)r)P(1)l (cos θ) 1sin θ−−imBl ζl(k(I)r)P′(1)l (cos θ) sin θ] .
(1.21)
In the above expressions P
(m)
l (x) are the associated Legendre functions solutions
of the dierential equation [(1 − x2) y′]′ + [l(l + 1) − m2
1−x2
] y = 0. Form = 0 the
dierential equation simplies to give as solutions the Legendre polynomials
Pl(x).
Mie’s result is one of the few cases for which there is a theoretical sol ution,
together with multilayered spheres, ellipsoids and innitely long cylinders [13].
1.7 electromagnetic fields simulations
For real world applications, numerical techniques to solve Maxwell’s equations
are necessary since most of the problems are intractable analytically. Com-
putational electromagnetics typically involves a spatial discretization of the
problem’s domain in a grid and the calculation of the electric and magnetic
eld at each point of the grid. Depending on the approach taken to discretize
Maxwell’s equations, dierent methods with their advantages and disadvantages
are obtained.
e two main classes of methods are based on the integral or the dierential
form of Maxwell’s equations. e discrete dipole approximation (DDA) is an
example of integralmethods, whereas the nite-dierence time-domain (FDTD)
and the nite element method (FEM) are dierential methods.
In the DDA, which will be treated in detail on Chapter 3, the target geometry
can be thought as being approximated by a nite collection of dipoles, where the
fundamental equation is derived from discretizing the volume integral equation
for the electric eld.
In the FDTD method, the time-dependent Maxwell’s equations are directly
solved using a time-stepping algorithm in a lattice [16, 17]. A set of nite-
dierence equations is obtained, for a cubical lattice, by positioning the electric
and magnetic eld components about a unit cell of the lattice and evaluating the
two eld at alternate half-time steps. e nite-dierence formulation of the
FDTDmethod allows to model arbitrary surfaces and interiors of dielectric and
metallic objects, with no special modications required to satisfy the boundary
conditions at the media interfaces, which are implicitly satised by the equations
themselves.
e FEMmethod (albeit a number of dierent methods go under this name,
while here is briey outlined only the so called Galerkin method) is a powerful
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technique for solving partial dierential equations (PDE) [18, 19]. e method
involves three dierent ideas:
• transforming the PDE boundary value problem into an equivalent form,
called variational or weak, for which dierent methods to solve it than
those used for the original problem can be applied;
• using the Galerkin method to produce the best approximation, which is
a solution to a nite-dimensional system of equations, to the previous
variational problem from a given approximating subspace;
• when the approximating subspace in the Galerkin method is chosen to
be a subspace of piecewise polynomial functions, the resulting algorithm
is computationally ecient and eective.
e FEMmethod can be used eciently even when the number of unknowns is
very large and the resulting solution can be very accurate.
In this thesis, all the FDTD simulations have been carried our using the
commercial soware Lumerical, while FEM simulations have been done using
COMSOL. For both soware, to set up a simulation one rst denes the geom-
etry, the material properties, the boundary conditions, the excitation source
and the eld monitors, using the soware interface or a script. Aer this the
simulation is launched, which will run until a convergence criterion is satised.
For both COMSOL and Lumerical, the electromagnetic wave equations which
are solved using their respective method are built in.
To ensure the correctness of all the simulations carried out with these so-
ware, the results from the models were compared with a relevant analytical
solution, obtaining an excellent agreement.
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2SCATTERING FROM
NANOANTENNAS
2.1 introduction
Antenna technology, which was developed for radio and micro-wave frequen-
cies, manipulates the electromagnetic eld on a subwavelength scale, providing
a means to interface propagating and localized elds [1]. e control of light,
however, has typically been accomplished using devices much larger than the
wavelength, such as lenses, mirrors, gratings, etc, and, therefore, has been intrin-
sically limited by diraction. Recently, advances in nano-optics and plasmonics
have enabled the creation of nanoscale antennas that work at optical frequencies,
with the aim to create analogous devices to those that work at larger wavelengths.
Nanoantennas have been shown to have many possible applications, such
as in enhancing light-emitter interactions [2], high-resolution microscopy and
spectroscopy [3], optical sensors [4–9], THz plasmonics [10], photovoltaics and
solar cells [11–14], solid state lighting [15], and lasing [16]. In particular, the
eect of a nanoantenna on emitters is explained in detail in section 6.1.
Much of the research is focused on plamonic nanoantennas, thanks to their
high eld localization and intensity, albeit, in general, nanoantennas can bemade
also from dielectrics [17]. In chapter 5, dielectric and metallic nanoantennas
will be used to improve the performance of thin-lm silicon and triple junction
III-V solar cells.
Currently, much research is focused on scaling the established concepts
of antenna theory to the optical regime to facilitate optical antenna design.
One of the main diculties is that at optical frequencies the incident radiation
penetrates into themetal and is not perfectly reected. is gives rise to coherent
oscillations of the free-electron gas, i.e. to a plasmon resonance [18], as explained
in section 1.5. e response of a metal at optical frequencies is, therefore, very
dierent from that of a perfect conductor, as is assumed in antenna theory.
In order to obtain meaningful results at optical frequencies, it is then nec-
essary to take into account the dielectric function of the metal. For metallic
spheres, Mie theory, introduced in section 1.6, provides the solution of the
scattering problem, while very few other geometries can be solved analytically,
oen with some approximations. Fuchs and Ruppin demonstrated a method
to calculate the electromagnetic cross sections of cubes in the electrostatic
limit [19, 20] although this method does not consider radiative damping or
any other retardation eects. In general, no solutions are available for other
geometries. erefore, electromagnetic simulation methods such as FDTD or
FEM, introduced in section 1.7, are generally used to calculate the properties of
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nanoantennas. A simple analytical description of the scattering from rectangu-
lar cuboidal antennas (or any other shaped scatterer [21]) could allow a deeper
understanding and it would provide a simple method for studying the scattering
phenomena without resorting to complex and time consuming simulations.
Cubic [14, 22–24], or generally rectangular cuboidal [7, 8, 25–27], single
nanoparticles, dimers [28–30] or arrays of nanoparticles of dierent shapes
have been widely studied due to their tunability and ease of fabrication. For
rod nanoantennas, an eective wavelength picture has been derived, in which
the optical antenna no longer responds to the external wavelength, but to a
shorter eective wavelength λe f f which depends on the material properties via
a linear relationship λe f f = n1 + n2[λ/λp], where λp is the plasma wavelength
and n1 and n2 are coecients that depend on the properties of the antenna and
the surrounding dielectric [31]. is picture is more eective in the infra-red
regime [32] but it fails to provide an accurate solution in the interesting range
of optical frequencies, where structures are usually in the range of 100 nm or
less. Moreover, under the quasi-static approximation, theory predicts that the Q
factor is determined solely by the complex dielectric function of the metal and
is independent of the nanostructure form or dielectric environment [33]. It will
be shown that this is not the case for rectangular cuboidal nanoantennas usually
used, due mainly to radiation losses, which are neglected in the quasi-static
approximation.
In this chapter, general analytical formulae for the calculation of the scat-
tering properties of a rectangular cuboid (which, from now on, will be simply
referred as cuboid) inside a medium are provided, in the assumption that the
eld inside the cuboid is constant, corrected for the charges at the vertices. e
formulae can be applied for anymaterial for which the dielectric function ε(ω) is
known, provided that the material is isotropic. e extension of these formulae
to anisotropic materials will be treated in Chapter 4. From these formulae, the
scaling of the position and width and of the value of the peak of the extinction
eciency of the resonance with the length, width and height of the cuboid is
considered.
e results improve upon those given by the eective wavelength model for
metal structures smaller than 100 nm and illustrate the scaling and behaviour
of the Q factor of the resonance, highlighting its change with the nanostructure
geometry. e results have been compared for a wide range of geometrical
parameters against nite element method (FEM) simulations using COMSOL,
obtaining a very good agreement.
2.1.1 Formalism
Consider a rectangular cuboid of volumeV placed with its centre at the origin,
as shown in Fig. 2.1, with length La = 2a, width Lb = 2b and height Lc = 2c. e
cuboid is composed of a material with a complex, wavelength dependent, di-
electric function ε and is surrounded by a background material with a dielectric
constant εB. e incident electromagnetic eld is a plane wave E(r) = E0e ikBz,
where, in all the following, it will be assumed the time varying dependence of
the eld is given by e−iωt. e electric eld E0 is along the x direction and the
wave-vector in the background is kB =√εBk0 =√εBω/c.
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A rst analytical expression is obtained using the Meier-Wokaun approach
[34]. Later the result is improved by means of the Green’s function formal-
ism. is formalism [35, 36] has been used in order to obtain an expression
for the scattered eld in the far eld under the assumption that the electric
eld inside the cuboid is constant and is given by the eld at the central point
previously obtained with the Meier-Wokaun approach. e eld at the central
point is calculated by considering the eects of depolarization in the volume
and of the charges induced at the vertices. is can be considered as the zero
order of a modal expansion and as an educated guess conrmed a posteriori.
It is important to point out that it is modelled only the dipolar order and, sec-
ondly, that using the experimental dielectric functions of metals instead of the
Drude formula (particularly in gold), the resonances higher than the dipolar
are strongly suppressed by the losses, making this assumption a good approxi-
mation. Moreover this approximation is reasonable considering the small scale
of the nanoparticles and the fact that gives the exact solution for a small sphere
[34].
Electric eld inside the nanoantenna
Starting from the Meier-Wokaun [34] approach for a sphere, the electric eld
inside a cuboidal nanoparticle can be approximated by considering the necessary
corrections due to the induced charges (see the appendix at the end of the
Chapter). e electric eld inside the nanoantenna may then be expressed as:
Ex ,int = E0
1 − ε−εB
4πεB
[−2Ω − δ + k2B
2
β + 16
3
ik3Babc] , (2.1)
where E0 is the incident eld, Ω is the solid angle subtended by the side perpen-
dicular to the polarization axis of the cuboid (the x-axis in this case), i.e. the
side Lb-Lc (see Fig. 2.1a), which gives the singular contribution of the dyadic
[36], and is expressed by:
Ω = 4 arcsin⎛⎝ bc√(a2 + b2)(a2 + c2)⎞⎠ , (2.2)
β is the dynamic geometrical depolarization factor, dened by Eq. 2.13 in the
appendix section. For a cube, it is expressed by βcube ≈ 12.6937a2. δ is a term
that takes into account the polarization charges at the planar ends of the cuboid
orthogonal to the x direction, and is expressed by:
δ = 8abc(a2 + b2 + c2)3/2 εBε . (2.3)
Lastly, the term 16
3
ik3Babc constitutes the radiative correction to the eld. Note
that Eq. 2.1 takes into account the eect of depolarization from all dipole mo-
ments surrounding the centre [34].
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Dipolar approximation
e above expression for the internal electric eld can be used together with the
dipolar expressions for the scattering and extinction cross sections:
σsca = k
4
B
6pi
∣α∣2, (2.4)
and
σext = kBI(α), (2.5)
respectively, along with the polarizability α, obtained from the dipole moment
p = ε0εBαE0, and dened as:
α = 8abc (ε − εB)Ex ,int
εBE0
= 8abc
εB
ε−εB
− 1
4pi [−2Ω − δ + k2B2 β + 163 ik3Babc] , (2.6)
to obtain very simple expressions for the cross sections, with the absorption
cross section dened as σabs = σext − σsca.
Far-eld scattering
Although the eld inside the nanoantenna allows us to derive simple dipolar
formulae for the scattering, absorption and extinction cross sections, a more
accurate result is obtained by now considering scattering in the far eld using the
Green’s function formalism, since in this case is not assumed that the scatterer
is a point dipole. Starting with Eq. 2.17 and considering the eld inside the
nanoantenna given by Eq. 2.1, the scattering cross section is obtained as:
σsca = 1
E20
∫
S
dS r2 ∣EFFsca∣2 = k40 ∣∆ε∣215piE20 { 863a2b2c2[1260 − k2B(84a2 + 168b2 + 168c2)++ k4B(3a4 + 9b4 + 9c4 + 4a2b2 + 4a2c2 + 6b2c2)]∣Ex ,int ∣2},
(2.7)
where ∆ε = ε − εB. A derivation is shown in the appendix section at the end of
the Chapter. e extinction cross section is also obtained from the scattered
eld by means of the optical theorem using Eq. 2.20.
σext = 4pi
k2BE0
R [−ikBr
e ikBr
Ex ,sca] x ,y=0
z→+∞
= − k20
kBE0
R[i∆εEx ,int] (8abc − 4k2B
3
abc3) ,
(2.8)
whereR is the real part. e absorption cross section is calculated by using the
expression σabs = σext − σsca.
In order to compare with simulation results, the case of gold (Au) nanoan-
tennas is considered. e dielectric function of the Au has been expressed using
Drudemodel, which ts well to the experimental dielectric function but neglects
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Figure 2.2: Comparison between the extinction eciencies σex t/(La ⋅ Lb) for cuboids of length,
width and height equal to 40, 70 and 110 nm (as indicated) calculated from our theory (Eq. 2.8,
solid black line), the dipolar approximation (Eq. 2.4 and 2.5, dashed blue line) and the ones
obtained by FEM simulations (dotted red line). e dimensions of either La , Lb , Lc which
are not indicated in the inset on each gure are equal to 60 nm. e smaller peaks appearing
between 450 nm and 500 nm in the numerical simulation curves are higher order modes.
2.5, dashed blue line) and the same obtained by FEM simulations (dotted red
line). To avoid numerical errors due to the discontinuity at the surface in the
FEM simulations, all sharp corners and edges of the cuboid have been slightly
smoothed by spherical or cylindrical surfaces of radius R = L/10 where L is
the shortest side length. e total scattering cross sections were obtained by
integrating the scattered power ux over an enclosing spherical surface outside
the cuboid, while the absorption cross sections were determined by integrating
the Ohmic heating within the cuboid. Each numerical simulation curve shows a
strong dipolar resonance, as well as several weakhigher order resonant modes.
As shown in Fig. 2.1 and 2.2, theory and FEM simulations are generally in
good agreement. Both expressions (2.8, 2.5) give good informations about the
plasmonic resonance. In particular, Eq. 2.8 predicts well the position of the
main dipolar plasmon resonance peak and very well its width and strength for
particles of only few nm tomore than 100 nm. It can also be seen that our model
works better for larger particles, while, for smaller ones, a small blue-shi of the
resonance of approximately 20 nm can be noted. is is due to the fact that the
constant eld approximation does not exactly capture the excited modes inside
the cuboid.
e good agreement of these analytical results with complex simulations
means that the analytic expression provides a simple, quick, yet accurate method
of evaluating the eect of varying size parameters on the plasmon resonance.
For example, one can study the behaviour of the resonance when varying the
cube side length. Interestingly, one discovers that the plasmon resonance peak
shis non-linearly with the length, as shown very clearly by Fig. 2.3, which
shows the extinction eciency, σext/L2, for cubes of dierent side length L as a
function of the wavelength. As expected, the resonance red-shis and broadens
when increasing the length of the structure, due to the increases in the eective
wavelength and radiative losses, respectively. From Fig. 2.3 one can see the
existence of two scaling regimes, one non-linear for side lengths smaller than
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Figure 2.3: Colour plot of the extinction eciency σex t/L
2 of cubes of dierent side length L
against the wavelength. e peak of the plasmon resonance shows a non-linear shi with length
up to 80 nm. Results are calculated using Eq. 2.8
approximately 80 nm and one linear for side lengths larger than that.
It is also possible to check quickly the tuning of the plasmon resonance to
a desired position by changing any of the three dimensions of the cuboid. In
particular, as shown in Fig. 2.4, the plasmon resonance position scales non-
linearly when changing the length, width and height of the cuboid, in contrast
to the predictions of the eective wavelength model which show a linear scaling
with the length. In particular, the squeezing of the width and height causes a
signicant red-shi of the resonance.
ese results are important to establish design rules for transferring antenna
technology to the optical regime. is technique can then be extended to
complex designs composed, for instance, of many antenna rods such as Yagi-
Uda antennas.
Another interesting parameter to characterize a plasmon resonance is the
quality (Q) factor, which is inversely proportional to the width of the resonance.
Fig. 2.5a shows a colour plot of the Q factor with changing length, La, and width,
Lb, with a xed height Lc = 50 nm. e region with La < 40 nm shows the
highest Q factor, above 35, while the lowest Q factor of about 10 is in the region
with La > 60 nm and Lb > 40 nm. For sensing applications, it is oen important
to tune the plasmon resonance to a specied region and to have a resonance
with the highest Q factor achievable in order to have the greatest sensitivity.
Quasi-static theory predicts that, with losses occurring only in the metal part of
the nanostructure, the Q factor may be expressed as:
Q = ω
2ε′′
dε
′
dω
= ω
3
γ(ω2 + γ2) , (2.10)
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Figure 2.5: a) Colour plot of the Q factor of the plasmon resonance for cuboids, changing the
length La and width Lb with height Lc = 50 nm. b) Q factor of the plasmon resonance for
cuboids, changing the length La between 10 nm and 120 nm, with Lb = Lc = 50 nm. Quasi-static
theory is always above the values from our theory, because it neglects radiation losses. Results
are calculated using Eq. 2.8
where ε
′
and ε
′′
are the real and imaginary parts of ε, respectively, and the
denition of ε from the Drude model (Eq. 2.9) has been used. Note that Eq. 2.10
neglects losses due to radiation, which eectively increase the loss coecient
ε
′′
, making the Q factor smaller. Fig. 2.5b shows the comparison between the
results predicted by Eq. 2.10 and the values calculated using our formalism from
Q = ω/∆ω, where ∆ω is the FWHM of the plasmon resonance, for cuboids of
dierent side lengths. e quasi-static theory always produces values above
those from our theory because it neglects radiation losses, and, in the worst case,
can be o by up to a factor of 2 compared to the value from our theory.
Another important parameter for sensing is the gure of merit (FOM)[9],
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Figure 2.6: Maximum of the extinction eciency σex t/(La ⋅ Lb) at the plasmon resonance for
cuboids, changing length La , width Lb and height Lc . Results are calculated using Eq. 2.8
which is dened as FOM = ∂λ∂n/∆λ, where ∆λ is the resonance width and ∂λ∂n is
the shi of the resonance wavelength upon a change of the refractive index of the
surroundingmedium n. Clearly, for a known background refractive index, upon
a shi ∂n of its value which causes a shi of the peak of the plasmon resonance
∂λ, Eq. 2.8 makes it possible to obtain ∂λ∂n and the width of the resonance ∆λ. In
this way a direct and useful method to obtain the FOM is obtained.
Finally, it is considered how the maximum of the extinction eciency,
σext/(La ⋅ Lb), shown in Fig. 2.6 varies with changing length, width and height.
is provides important information on how to increase the extinction eciency
at resonance for the same volume ofmaterial. Changing the length La, the extinc-
tion eciency monotonically increases, in some cases to very large values (over
40), whereas changing the width Lb has the inverse eect, since large values are
obtained only for small widths. Changing the height Lc has a small mixed eect
with an increase or decrease for smaller height Lc depending of the values of
the length and width. is can be used for the fabrication of strongly scattering
nanoantennas, with low absorption, since it shows the marginal contribution of
a change in size of each dimension.
2.3 conclusions
In summary, I have derived analytical expressions for the extinction, scattering,
and absorption cross sections of a rectangular cuboid, showing a non-linear
scaling of the plasmon resonance position, width and extinction eciency. is
enables one to precisely downscale antenna designs to optical frequencies by
enabling a convenient calculation of the dipolar plasmon resonance. Moreover,
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the formalism can be applied to the design of strongly scattering nanoantennas
with low absorption and to the analysis of operational parameters such as the Q
factor and FOM. In fact, the Q factor is shown to change signicantly with the
dimensions of the cuboid, in contrast to the quasi-static approximation, which
predicts invariance with size. is enables the simultaneous tailoring of the Q
factor of the plasmon resonance and of the FOM for sensing applications.
2.4 appendix
Near-Field
In the following calculations, the polarization of the cuboid is assumed to be
homogeneous in its volume. Obviously, this is not strictly correct for a cuboid,
but the result will be corrected to take into account the induced charges at the
vertexes. In more detail, the polarization is given by:
P = ε0(ε − εB)(E0 + Edep), (2.11)
where Edep is the depolarization eld generated by the matter surrounding
a point in the volume. Following Meier and Wokaun [34], the electric eld
produced by a retarded dipole dp(r) oriented along x at the centre of the
cuboid parallel to the x axis, is expressed by:
dEdep,x = 1
4πε0εB
[ 1
r3
(3 cos2 θ − 1) + k2B
2r
(cos2 θ + 1) + 2
3
ik3B]PxdV . (2.12)
By changing coordinates and integrating this expression over the cube, three
terms are obtained. e rst term is Eq. 2.2, the second is β expressed by:
k2B
2
β = ∫
c
−c
∫
b
−b
∫
a
−a
k2B
2
√
x2 + y2 + z2 (1 + x2x2 + y2 + z2) dxdydz =
= k2B {4c [a arctanh(√a2 + b2 + c2b ) − c arctan( abc√a2 + b2 + c2)+
+ b arctanh(√a2 + b2 + c2
a
)] − 4b2 arctan( ac
b
√
a2 + b2 + c2)++ 2ab log(c +√a2 + b2 + c2) + 2ac log(b +√a2 + b2 + c2)+
+ 4bc log(a +√a2 + b2 + c2) − 4ac arctanh(√a2 + b2 + c2
b
)−
− 4bc arctanh(√a2 + b2 + c2
a
) − 2ab log(√a2 + b2 + c2 − c)−
−2ac log(√a2 + b2 + c2 − b) − 4bc log(√a2 + b2 + c2 − a)} ,
(2.13)
which is analytical, but with a rather long expression. e third term can
be integrated in a simple way to give 16
3
ik3Babc, which takes into account the
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radiative correction to the eld. In this way it can be obtained:
Edep,x = 1
4πε0εB
[−2Ω + k2B
2
β + 16
3
ik3Babc]Px . (2.14)
By considering also the eect of polarization charges at the planar ends of
the cuboid and orthogonal to the x direction, another term in the expression
of Edep,x appears. Using equation P ⋅ n = σ where σ is the surface charge at the
planar ends and n is the external normal vector, it is possible to obtain that the
charge at the surfaces, which it is considered concentrated at each vertex, is
given by q = Pxbc for each vertex, where q is positive in the x = a and negative
in the x = −a planar surfaces. e contribution to the eld along x at the centre
of the cuboid given by the charges at the vertices is:
Evert,x = − 8
4piε0ε
abcPx(a2 + b2 + c2)3/2 , (2.15)
where the projection along x of the electric eld generated by the charges is
taken into account. erefore the expression of the depolarizing eld becomes:
E
′
dep,x = Edep,x + Evert,x =
= 1
4piε0εB
[−2Ω + k2B
2
β +
16
3
ik3Babc −
8abc(a2 + b2 + c2)3/2 εBε ]Px . (2.16)
Using the expression of 2.11 and by dening δ as Eq. 2.3, the expression of
Eq. 2.1 is obtained, which gives a corrected expression that takes into account
the induced charges at the surface of the cuboid. e eect of this term is a
slight red-shi the plasmon resonance.
Far-Field
Consider the expression of the scattered eld given by the Green’s formulation,
where
↔
GFF is the Green’s function in the far eld:
EFFsca(r) = ∫
V
dr′
↔
GFF k
2
0 ∆ε E(r′) = ∫
V
dr′
e ikBR
4piR
[↔I −RR
R2
] k20 ∆ε E(r′), (2.17)
where R = r − r′, R = ∣r − r′∣ and ∆ε = ε − εB, were ε is the dielectric function of
the antenna and εB that of the surrounding medium.
Given that the structure is symmetric in the x − z and y − z planes, it can be
shown that the electric eld fulls the following symmetry relationships:⎧⎪⎪⎨⎪⎪⎩Ex(x) = Ex(−x)Ex(y) = Ex(−y) ;
⎧⎪⎪⎨⎪⎪⎩Ey(x) = −Ey(−x)Ey(y) = −Ey(−y) ;
⎧⎪⎪⎨⎪⎪⎩Ez(x) = −Ez(−x)Ez(y) = Ez(−y) , (2.18)
which are valid for each z = constant plane. e main assumption is that the
eld inside the cuboid is given by Eq. 2.1. With this assumption and by doing
the approximations of 1/R ≈ 1/r, R ≈ r − r′ cos γ, where γ is the angle between r
and r′ and is dened as cos γ = (xx′ + yy′ + zz′)/(rr′), and [1 − RR
R2
] ≈ [1 − rr
r2
]
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since the higher order terms generate contributions that go to zero faster than
1/r2 which are negligible in the far eld, one obtains:
EFFsca = e
ikBrk20 ∆ε
4πr
[↔I −rr
r2
]E int ∫
V
dr′e−ikBr
′ cos γ . (2.19)
Considering an internal electric eld only along the x direction (see Fig. 2.1)
E int = (Ex ,int , 0, 0) (that means an isotropic material), it is possible to derive
the following expressions of the scattered electric eld in the far eld by direct
integration of each term of the exponential series up to O(k3B):
EFFx ,sca = e
ikBrk20 ∆ε
4πr
{[1 − x2
r2
]Ex ,int (8abc − 4k2B
3r2
[a3bcx2 + ab3cy2 + abc3z2])} ,
EFFy,sca = e
ikBrk20 ∆ε
4πr
{− yx
r2
Ex ,int (8abc − 4k2B
3r2
[a3bcx2 + ab3cy2 + abc3z2])} ,
EFFz,sca = e
ikBrk20 ∆ε
4πr
{−zx
r2
Ex ,int (8abc − 4k2B
3r2
[a3bcx2 + ab3cy2 + abc3z2])} .
(2.20)
From the scattered eld, Eq. 2.7 and 2.8 give the scattering and extinction cross
sections.
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3DISCRETE DIPOLE
APPROXIMATION
3.1 introduction
ediscrete-dipole approximation (DDA) [1–4] is a powerful technique used for
computing the scattering and absorption by particles of arbitrary geometry and
material. e DDA has been used for many dicult scattering problems, thanks
to the development of ecient algorithms and the availability of inexpensive
computing power, and has been extensively studied, with numerous advances
such the use of the complex-conjugate gradient (CCG) and the fast-Fourier-
transform (FFT) to permit the solution of problems involving large values of N,
the number of point dipoles [1, 5, 6].
Indeed, the computational complexity of the method scales, depending on
the method used, asO(N3) using direct inversion, asO(NiterN2) using iterative
solvers such as the CCG or as O(NiterN logN) using iterative solvers together
with the FFT technique, where Niter is the number of iterations of the solver.
Usually, a high number of dipoles, N , is needed to achieve convergence, so
the use of iterative solvers can speed up the computations signicantly when
Niter << N . However, in general, iterative methods converge in O(N) iterations
and convergence is not guaranteed, although in most cases convergence to the
required level of accuracy is obtained for Niter << N [7].
It is, therefore, of great interest to develop a method of reducing the number
of dipoles needed in the computation while obtaining similar accuracy, since it
would give a very signicant speed up to the calculations. In this chapter the
DDA technique is extended to use a general cuboidal point lattice by employing
a formula for the polarizability of the cuboidal dipole element that takes into
account the depolarization, which is accurate up to 100 nm in size at optical
frequencies.
In this thesis this formulation of the polarizability for the DDAwill be called
the “cuboidal lattice with depolarization" or, in short, CLD.e polarizability
formulation has been derived in Chapter 2, albeit in the following calculation
the correction due to the charges at the vertices is not taken into account. e
extension to anisotropic materials, using a cuboidal lattice, can be readily done
using the formulae shown in Chapter 4.
Several dierent formulations of the polarization for the DDA for a cubic
lattice have been proposed in the past, in order to describe the polarization o f
each cubic element. e most commonly used are the lattice dispersion relation
(LDR) [8], ltered coupled dipoles (FCD) [9], integration of Green’s tensor (IGT)
which is analytical to the second order (IGTSO) [10, 11] and Clausius-Mossotti
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with radiative corrections (RRC). In case of cubical lattice the CLD gives the
same result as the IGTSO formulation, so it can be considered an extension
of the IGTSO to non-equidimensional lattices. As will be shown, the CLD
polarizability formulation is more accurate in the computation of the extinction,
scattering and absorption cross sections, when simulating dielectrics, compared
to other available and commonly used expressions of the polarizability. is
increase in accuracy is only due to an improved formulation of the polarizability,
since in all cases the interaction term is taken to be dipole-dipole. e improved
accuracy can be used to reduce the number of dipoles N used and, therefore,
the computation time while achieving the same accuracy of other formulations.
Additionally, the CLD formulation works as well as the other formulations in
case of metals, and in particular it will be shown that works well when localized
surface plasmons are excited, making it possible to study the plasmon resonance
of metal nanoparticles [7, 12–14] for many promising applications such as en-
hancing light emission [13, 15], THz plasmonics [16], etc., albeit the DDA is
generally not well suited, as the complex refractive index ∣m∣ = ∣√ε∣≫ 1, and the
DDA has been shown to have decreased accuracy and increased computational
time as the refractive index m is increased [1]. In fact, it has long been known
that the DDA has several deciencies in simulating materials with refractive
index m ≫ 1 or R(m) ≪ 1, and several techniques have been proposed to
overcome this limitation [17]. Compared to other simulation techniques such as
FDTD, it has been shown that the DDA is faster only for relatively small values
of the refractive index m [18].
In this Chapter is provided a prescription for the dipole polarizability for a
cuboidal point lattice for metals and dielectrics, superseding other formulations
of the polarizability, which, moreover, are available only for cubical lattices. is
allows one to have lattices with unit cells of dierent sizes and aspect ratios,
enabling a more accurate discretization of specic geometries, e.g. curved
shapes, and the treatment of problems with large eld variations (using lattice
renement). In order to compare the results obtained to the other available
formulation of the polarizability, calculations will be restricted to cubical lattices.
is is the rst DDA formulation that uses an analytical expression for the
polarizability of a rectangular cuboidal point lattice since, previously, similar
calculations were done by numerical integration of the Green’s tensor to express
the polarizability [10, 19], which is computationally more expensive.
3.2 the discrete-dipole approximation
A general aim is to calculate the scattering and absorption properties of an
object of arbitrary geometry. Exact solutions of the scattering problem from
Maxwell’s equations are available only for special geometries such as spheres,
spheroids [20, 21], and innite cylinders. Numerical methods, such as the DDA,
are required for other geometries. e DDA aims to approximate a continuum
object by a nite array of polarizable points. e polarizable points acquire a
dipole moment in response to the local electric eld, while the dipoles interact
with one another via their electric eld.
e theoretical base for DDA, which was rst introduced by Purcell and
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Pennypacker [2], is summarized by Draine and Flatau [1, 3]. A more general
and rigorous theory based on the Green’s function formulation is summarized
by Yurkin and Hoekstra [4]. Given that the dielectric properties of a substance
can be directly related to the polarizabilities of the individual atoms of which it
is composed, and that the continuum representation of a solid is appropriate
on length scales that are large compared to the interparticle spacing, it may
expected that an array of polarizable points can accurately approximate the
response of a continuum object on length scales that are large compared to the
interdipole separation. In the case of a nite array of point dipoles the scattering
problem can be solved exactly, so the unique approximation of the DDA is
the replacement of the continuum object by an array of N-point dipoles. It is
worth noting that the DDA result converges to the exact value with rening
discretizations, therefore, it is a rigorous method to solve Maxwell’s equations
[22].
To solve the problem requires specifying both the geometry, that is the loca-
tion of the dipoles (r j, j = 1, ...,N) and the point dipole polarizabilities α j. In
case of a monochromatic incident wave, a self-consistent solution for the polar-
ization P j can be found and from these P j the absorption and scattering cross
sections are obtained. e DDA can be readily applied to anisotropic materials
given that the point dipole polarizabilities may be tensors. Moreover, the DDA
can treat materials with nonzero magnetic susceptibility, such as bianisotropic
materials [23], and can be used to calculate magneto-optical spectra [24].
3.2.1 e problem of the polarizability
In theDDA, each dipole represents the dipolemoment of a particular subvolume
of the scattering object. In order to approximate the target geometry (e.g., a
sphere, a cube, etc.) with a nite number of dipoles one may generate several
meshes, dened by the coordinates of each of the lattice points, with the aim
to best capture the geometry, subject to the number of points in the dipole
array not being so large as to be computationally prohibitive. Given the list sites
j = 1, ...,N , considering that each of the sites represents a subvolume of material
respectively centered on the site with its corresponding volume Vj, a dipole
polarizability, α j, which can be a tensor in the most general case, is assigned to
each of them.
e DDA can be thought of as a scattering problem, i.e. nding the values
of the polarization P j for the target array of point dipoles ( j = 1, ...,N) with
polarizabilities α j, located at the positions r j, with E j being the electric eld at
r j due to the incident eld E inc, j = E0 exp(ikB ⋅ r j − iωt), where kB = ω/c√εB =
k0
√
εB and εB is the background dielectric constant, plus the contribution of the
scattered eld from the other N − 1 surrounding dipoles, following the approach
summarized by Draine and Flatau [1, 3].
e same problem can be treated in the more general framework of the
Green’s function [4, 25], which has the advantage of making all the assumptions
more clear. From the denition of the Green’s tensor:
E(r) = E inc(r) +∫
V
dr′GB(r, r′) ⋅ k20 ∆ε(r′)E(r′), (3.1)
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where the Green’s tensor is solution of the wave equation with a point source
term:
∇×∇×GB(r, r′) − k20εBGB(r, r′) = 1 δ(r − r′), (3.2)
and introducing the discretized eld E i = E(r i), the discretized Green’s tensor
GBi , j = GB(r i , r j) and the discretized dielectric contrast ∆εi = ε(r i) − εB, the
electric eld inside the scatterer can be written as a system of linear equations:
E i = E inc,i + N∑
j=1, j≠i
GBi , j ⋅ k
2
B
∆ε j
εB
E jVj +M i ⋅
∆εi
εB
E i − L ⋅
∆εi
εB
E i , i = 1, ...,N , (3.3)
with the self term M i dened as:
M i = k2B lim
δV→0
∫
Vi−δV
dr′GB(r i , r′), (3.4)
and with the source dyadic L, which depends on the shape of the exclusion
volume δV used to eliminate the singularity of the integrand, as derived in detail
by Yaghjian [26]. By dening the polarizability tensor as:
α i = Vi ∆ε
εB
(I + (Li −M i) ∆ε
εB
)−1 , (3.5)
it is possible to formulate the DDA problem as:
E inc,i = α−1i P i − k2B
N∑
j=1, j≠i
G i , jP j, i = 1, ...,N , (3.6)
where the Green’s tensor has the explicit form of:
GB(r i , r j) = [(I − RR
R2
) − 1 − ikBR
k2BR
2
(I − 3RR
R2
)] exp(ikBR)
4πR
, (3.7)
with R = ∣R∣ = ∣r i − r j∣, and the denition of the polarization has been used:
P i = ∆εi
εB
ViE i . (3.8)
Clearly, choosing dierent types of cells with the same volume yields a dierent
value of the polarizability α. For a cubical cell, neglecting the self termM i , the
well-known Clausius-Mossotti (CM) polarizability is obtained:
αCMi = 3d3 εi − εBεi + 2εB , (3.9)
where d is the size of the cubical cell. In this form the CM polarizability does not
satisfy energy conservation, therefore, in order to satisfy the optical theorem,
the radiative reaction correction (RRC) is normally added to obtain [27]:
αRRCi = α
CM
i
1 − 1
6π ik
3
Bα
CM
. (3.10)
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ere are many other types of prescriptions for the polarizability which can be
used in the DDA to describe a cubical lattice, and they can be normally reduced
to the CM+RRCwith higher order corrections. One of themost commonly used
is the lattice dispersion relation (LDR), introduced by Draine and Goodman [8],
which was determined as the polarizability for which plane waves propagate in
the same way as in a medium with a given refractive index in an innite lattice
of point dipoles. Another is the ltered coupled dipoles (FCD) [9], where the
Green’s function and the susceptibility are sampled using an antialiasing lter in
order to obtain an analytical expression of the self term M i . In the integration
of Green’s tensor (IGT) technique [10], a Weyl expansion of the Green’s tensor
is performed in order to evaluate numerically the term L −M.
All these formulations of the polarizability with the self term M i ≠ 0 dier
in the way they take into account the eect of the depolarization on each cell
element due to the matter surrounding the centre of the cell. is eect is
of considerable importance to achieve good convergence for relatively larger
values of the spacing between dipoles, i.e. for a smaller number of dipoles N ,
however it tends to zero for N → ∞ (Vj → 0). erefore all formulations of
the polarizability, for N high enough, are equivalent since they converge to the
same result, but practically, for the computation, using a good approximation of
the polarizability is very important. However these formulations (except for the
IGT for which a numerical integration on a cuboid is possible) are applicable
just for a cubical lattice and not for a more general cuboidal lattice, which may
be more suitable for modelling some situations, such as objects with dierent
aspect ratios.
In Chapter 2, a prescription of the polarizability that considers the depolar-
ization, valid for a general cuboidal lattice, which was calculated analytically by
integration of the Green’s function expansion on a cuboidal element [28], has
been proposed. For a cube, this formulation gives the same result as the IGT
formulation to the second order (IGTSO) [11]. e polarizability of a cuboidal
subvolume of length La = 2a, width Lb = 2b and height Lc = 2c, for incident
light polarized along the length, is:
α = 8abc
εB
ε−εB
− 1
4π [−2Ω + k2B2 β + 163 ik3Babc] , (3.11)
where Ω is dened as:
Ω = 4 arcsin⎛⎝ bc√(a2 + b2)(a2 + c2)⎞⎠ , (3.12)
and β is the dynamic geometrical depolarization factor, dened as:
β = ∫
c
−c
∫
b
−b
∫
a
−a
1√
x2 + y2 + z2 (1 + x2x2 + y2 + z2) dxdydz, (3.13)
which has an analytical expression [28]. For a cube, it is expressed by:
βcube = 16 [log(√3 + 1√
3 − 1) − π6 ] a2 ≈ 12.6937a2. (3.14)
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e polarizability for incident light polarized along the other directions (i.e.
along the width and height) can beobtained from Eq. 2.6 by a simple permuta-
tion of the labels a, b and c respectively, for the length, width and height. ese
expressions have been shown to predict well the polarizability of cuboids up to
100 nm in size but for the following DDA calculations a smaller discretization
will be considered [28]. ere are two obvious criteria on the discretization
spacing for the validity of the DDA: the rst is that the lattice spacing between
the dipoles is small compared to the incident wavelength in the target material
and the second is that the lattice spacing is small enough to describe the shape
of the object satisfactorily.
From the polarizations P j, calculated solving Eq. 3.6, the extinction, scatter-
ing and absorption cross sections can be obtained. e extinction cross section
is calculated using:
σext = kB∣E0∣2 N∑j=1 I (E inc, j ⋅ P j). (3.15)
e absorption cross section can be obtained by summing the rate of energy
dissipation by each of the dipoles and, by including the radiative correction, it
can be shown to be:
σabs = kB∣E0∣2 N∑j=1 {I (E j ⋅ P j) − 16pi k3BP j ⋅ P j} , (3.16)
where z is the complex conjugate of z. e scattering cross section can then
be obtained as the dierence between the extinct ion and the absorption cross
sections but, when the absorption is dominant, it requires both of the cross
sections to be calculated to high accuracy [1].
3.3 results and discussion
For all the following calculations a modied version of ADDA [11, 29] which
implements the CLD polarizability has been used. e results obtained with the
CLD polarizability were the same as the ones using the IGTSO, implemented in
ADDA.is is understandable since both methods are based on the integration
of the Green’s function on a lattice element. e advantage of the CLD is to
provide an analytical expression valid for a general cuboidal lattice in order to
avoid a numerical integration as in the IGT. To validate the results, the DDA
calculations using the CLD polarizability for a cubic lattice have been compared
with the other available prescriptions for the polarizability, in particular the RRC,
FCD and LDR. When simulating spheres the results were compared with Mie
theory. For the comparisons, the case of gold (Au) and dielectric (refractive index
m = 2) nanoantennas in vacuum (εB = 1) have been considered. e dielectric
function of the Au has been expressed using the Drude model, which ts well
to the experimental dielectric function but neglects the interband transition
region. Note that this is chosen only for convenience during the comparison.
In fact, the DDA works with an arbitrary dielectric function, ε, and therefore
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Figure 3.1: Comparison between the extinction cross sections, calculated using Mie theory and
the DDA with CLD polarizability, of (a) gold (Au) and (b) dielectric (refractive index m = 2)
spheres of radii R = 50 nm, 100 nm and 150 nm placed in vacuum (εB = 1). eDDA calculations
were done with a xed number of dipoles per lambda (Dpl = 100). e spectra for gold spheres
show a well dened localized plasmon resonance.
also with any experimental dielectric function. In particular, gold has been
simulated using the following expression:
ε(ω) = ε∞ − ω2P
ω(ω + iγ) , (3.17)
where ε∞ = 10.7026, ωP is the plasma frequency (ωP = 1.3748 ⋅ 1016 Hz) and γ is
the collision frequency (γ = 1.1738 ⋅ 1014 Hz).
Fig. 3.1 shows the comparison of the extinction cross section for gold and
dielectric spheres of dierent sizes using the DDA with CLD polarizability
and Mie theory with a xed number of dipoles per lambda (Dpl = 100). e
agreement is very good, and, as expected, is better for dielectrics, because
of the inherent limitations of the DDA. In all cases the spectra show a well
dened localized surface plasmon resonance. In Fig. 3.2 the relative error
(∣σ − σMie ∣/σMie) in the extinction cross section for gold and dielectric spheres
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of radius R = 150 nm for dierent prescriptions of the polarizability (RRC, CLD,
FCD and LDR), changing the number of dipoles per lambda (Dpl), is compared.
is rigorous comparison is possible thanks to the exact values of the cross
sections provided by Mie theory. e relative error has been averaged across the
entire range of wavelengths, i.e. from 300 nm to 800 nm. e relative errors at
each wavelength are shown in Fig. 3.3 for a xed number of dipoles per lambda
(Dpl = 10). For dielectrics, the CLD prescription has the lowest relative error,
followed by FCD and LDR, with the RRC last. For metals, all prescriptions have
a similar behaviour. It is worth to highlight the fact that this improvement is only
due to the formulation of the polarizability and that changing the interaction
term in the DDA may also improve the accuracy [10, 17], but that is outside of
the scope of this study.
Metal and dielectric cubes of dierent eective radii have been also simulated
(Fig. 3.4) using the DDA with dierent prescriptions for the polarizability, again
with a xed number of dipoles per lambda (Dpl = 100). is plot clearly show
that for a high number of dipoles per lambda the dierence between the results
obtained using dierent polarizabilities is negligible, since the eect of the self
term M i goes to zero, as the lattice spacing is reduced.
Finally, in Fig 3.5, the absorption cross section for gold spheres and cubes
have been calculated and compared with Mie theory in case of spheres and
between dierent prescriptions of polarizability for cubes, with a xed number
of dipoles per lambda (Dpl = 100). e relative error in the absorption is larger
at longer wavelengths since the the dielectric constant (∣ε∣) is larger at those
wavelengths, therefore the eective wavelength is smaller, requiring a smaller
discretization. Also for the absorption, at a high enough number of dipoles
per lambda, the dierence between dierent prescriptions of polarizability is
negligible.
In general, the case of a dielectric particle is simulated by the DDAmuch
better than that of a metal, as the DDA is limited to simulating materials with
a large refractive index. is is because for dielectrics there are not as large
a variation of the eld between the inside and outside of the structure as in
metals and therefore the discretization done by the DDA is able to mimic more
precisely the actual eld. Indeed, the higher accuracy at relatively low Dpl of the
DDA calculations with CLD polarizability that involve dielectrics compared to
other formulations of the polarizability for the DDA can be very useful for large
simulations (for example, for simulations involving many dierent scatterers,
where one is eectively limited by the computation time in the number of dipoles
for each scatterer).
3.4 conclusions
In summary, I have extended the discrete-dipole approximation to the case
of a cuboidal point lattice (DDA with CLD polarizability) with an accurate
expression of the polarizability of each cuboidal element. Compared to the
DDA using other formulations of the polarizability such as the FCD, LDR or
RRC, and in case of dielectrics, this formulation has been shown to have the
lowest relative error for a small number of dipoles per lambda. Moreover, the
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Figure 3.2: Comparison of the averaged relative error (compared toMie theory) in the extinction
cross section (σex t) for (a) a gold and (b) dielectric (refractive index m = 2) sphere of radius
R = 150 nm for dierent prescriptions of the polarizability, changing the number of dipoles
per lambda (Dpl). e relative error has been averaged across the entire range of wavelengths,
i.e. from 300 nm to 800 nm. For dielectrics, the CLD prescription has the lowest relative
error, followed by FCD and LDR, with the RRC last. For metals, all prescriptions have similar
behaviour.
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Figure 3.3: Comparison of the relative error (compared to Mie theory) in the extinction cross
section (σex t) for (a) a gold and (b) dielectric (refractive indexm = 2) sphere of radius R = 150
nm for dierent prescriptions of the polarizability, with a xed low number of dipoles per
lambda (Dpl = 10). For dielectrics, the CLD prescription has the lowest relative error, followed
by FCD and LDR, with the RRC last. For metals, all prescriptions have similar behaviour.
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Figure 3.4: Comparison between the extinction cross sections, calculated using the DDA with
dierent prescriptions for the polarizability, of (a) gold (Au) and (b) dielectric (refractive index
m = 2) cubes of eective radii Re f f = 50 nm, 100 nm and 150 nm placed in vacuum (εB = 1).
e DDA calculations were done with a xed number of dipoles per lambda (Dpl = 100). e
spectra for gold cubes show a well dened localized plasmon resonance. e smaller peaks arise
due to higher order modes than the main dipolar peak [30].
analytical extension to a cuboidal point lattice enables one to overcome the
limitation of using a cubic lattice with the same element size, and this may be
more suitable for specic simulations, e.g. with elongated geometries or with
large eld variations. is result enables the improvement of simulations on
many technologically promising elds such as optical sensors, photovoltaic and
light emitting devices.
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4SCATTERING FROM ANISOTROPIC
NANOPARTICLES
4.1 introduction
Understanding light scattering from particles is important because of its ap-
plication to many natural phenomena which are shared by many disciplines,
e.g. photonics, astrophysics, atmospheric physics, remote sensing [1, 2]. e
majority of solid materials available in nature are anisotropic, e.g. those made
of orientational molecules, where the anisotropy is due to the lack of symmetry
of the atomic structure. Understanding the role of anisotropy is of particular
interest for many applications.
Previous investigations have focused on the surprising properties of aniso-
tropic materials [3–7], especially in two kinds of anisotropic media: Cartesian
and Radial. Some novel properties that were discovered are the sharply asym-
metric reection eect [8], negative refractive index behaviour [9] and optical
cavity made by indenite anisotropic medium [10]. Radial anisotropic materials
are interesting when considering spherical particles due to symmetry consid-
erations [11]. e spherical invisibility cloaks have been achieved with such
material [12]. Although many properties of anisotropic materials have been
explored, numerical methods [13], such as the DDA [14–16] or T-matrix [17],
are the only available solution for non-spherical particles. Moreover, the rig-
orous analytical methods available to treat Cartesian anisotropic spheres can
be cumbersome, due to their complex implementations, and unneeded when
studying nanoparticles at optical frequencies, due to their small size [13, 18–20].
In this Chapter an analytical theory of light scattering from Cartesian aniso-
tropic spherical and cuboidal particles of small size, either metallic or dielectric,
considering the eect of the background media, is presented. e derivation of
theory follows similar calculations to the ones explained in Chapter 2 in order
to calculate the scattering from cuboidal particles. I will show that anisotropy
causes, generally, two additional dipolar peaks in the cross sections to appear
and that these two peaks are much less sensitive to changes of the background
environment compared to the main dipolar peak. is eect can have signif-
icant implications for optical sensors, where the dierent wavelengths of two
of the peaks can be monitored to measure any change in the background. A
generalized resonance condition in matrix form is also derived, which can pre-
dict multiple resonances for specic geometries and materials, e.g. localized
surface plasmons loss compensation with gainmaterials [21]. From the scattered
eld, the polarization of the scattered light in the forward direction and in any
other direction is calculated to enable the study of polarization rotation caused
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by anisotropy in nanoparticles, such as the magneto-optical eect [22]. is
result can have interesting applicat ions for light manipulation, such as optical
switching.
4.2 scattering by a cartesian
anisotropic particle
In all the following, it will be assumed that our incident electromagnetic eld is
a plane wave E(r) = E0e ikBz, where the implicit the time varying dependence
of the eld is given by e−iωt . e electric eld E0 = (E0, 0, 0) is taken along the
x direction and the wave-vector in the background medium is kB = √εBk0 =√
εBω/c. By taking the electric eld along x there is no loss of generality since
the permittivity tensor can be expressed in a new basis via a rotation matrix
R using the following transformation T ′ = R−1TR. e anisotropic particle
occupies a volume V and it is placed with its centre at the origin. It will be
shown how to calculate the scattering, extinction and absorption cross sections
of the particle embedded into a medium, considering the case of a spherical or
cuboidal particle, using the Green’s function formalism. e expression of the
scattered eld will be also derived.
4.2.1 Scattered eld
Consider the Green’s function formula in the far eld, which can be written as:
↔
GFF= e
ikBR
4πR
[↔I −RR
R2
] , (4.1)
where R = r−r′ and R = ∣r − r′∣. e scattered eld in the far eld for anisotropic
materials is therefore:
EFFsca = ∫
V
dr′
↔
GFF k
2
0
↔
∆ε E(r′) = ∫
V
dr′
e ikBR
4πR
[↔I −RR
R2
] k20 ↔∆ε E(r′). (4.2)
For an anisotropic material, the polarization is given by P = ε0
↔
∆ε E = ε0(↔ε−εB ↔I )E, where ↔ε is a tensor of rank 2 and ↔I is the identity. In general, the
incident eld causes an internal electric eld E int = (Ex ,int , Ey,int , Ez,int), so the
polarization is given by:
⎛⎜⎝
Px
Py
Pz
⎞⎟⎠ = ε0
⎛⎜⎝
εxx − εB εxy εxz
εyx εyy − εB εyz
εzx εzy εzz − εB
⎞⎟⎠
⎛⎜⎝
Ex ,int
Ey,int
Ez,int
⎞⎟⎠ =
= ε0
⎛⎜⎝
(εxx − εB)Ex ,int + εxyEy,int + εxzEz,int
εyxEx ,int + (εyy − εB)Ey,int + εyzEz,int
εzxEx ,int + εzyEy,int + (εzz − εB)Ez,int
⎞⎟⎠ .
(4.3)
e main assumption in the following is that the internal eld is taken to be
constant inside the particle, which is rigorous only for a sphere in the quasi-static
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approximation. As shown in Chapter 2, this approximation generally works well
also for small cuboidal particles.
Using the approximations 1/R ≈ 1/r and R ≈ r − r′ cos γ in Eq. 4.2, where
γ is the angle between r and r′, and by removing the term [1 − RRR2 ] ≈ [1 − rrr2 ]
from the integral since the higher order terms generate contributions that go to
zero faster than 1/r2 which are negligible in the far eld, one obtains:
EFFsca = e
ikBrk20
4πr
[↔I −rr
r2
]∫
V
dr′e−ikBr
′ cos γ
↔
∆ε E int . (4.4)
By writing Eq. 4.4 for the generic internal eld and using Eq. 4.3, one obtains
for the x component of the electric eld:
EFFx ,sca = e
ikBrk20
4πε0r
{[1 − x2
r2
]Px − xy
r2
Py − xz
r2
Pz}∫
V
dr′e−ikBr
′ cos γ . (4.5)
Similar expressions can be obtained for the y and z components of the scattered
electric eld.
Using the identity cos γ = (xx′+yy′+zz′)/(rr′) and since small particles are
considered, the term e−ikBr
′ cos γ = ∑∞l=0 (−ikBr′ cos γ)ll ! can be approximated further
by using the denition of an exponential. is leave us to evaluate integrals of
the type ∫V dr′r′l cosl γ. Using the denition of the scalar product they can be
expressed as:
∫
V
dr′r′l cosl γ = 1
r l ∫V dr
′(xx′ + yy′ + zz′)l . (4.6)
e integrals clearly depend on the shape of particle considered and, in particular,
I will evaluate the case of spherical and cuboidal particles to obtain an expression
for the scattered eld.
4.2.2 Calculation of the cross sections
Aer expressing the scattered eld in the far eld, the scattering cross section
can be obtained using the formula:
σsca = 1
E20
∫
S
dS r2 ∣EFFsca∣2 = 1E20 ∫S dS r2 (∣EFFx ,sca∣2 + ∣EFFy,sca∣2 + ∣EFFz,sca∣2), (4.7)
where S is a spherical surface in the limit r → +∞.
e extinction cross section can be calculated using the optical theorem:
σext = 4pi
k2B
R[X ⋅ nE0]z→+∞; x ,y=0, (4.8)
where nE0 is the vector dened as nE0 = (1, 0, 0) and the scattering amplitude X
is dened as:
Esca = − e
ikBr
ikBr
XE0. (4.9)
Finally, the absorption cross section can be expressed simply as σabs = σext −
σsca.
63
4.2.3 Internal eld
e internal eld in the volume of the particle can be expressed, in the assump-
tion that the polarization of the particle is homogeneous throughout its volume,
by the following equation:
P = ε0(↔ε −εB ↔I )E int = ε0(↔ε −εB ↔I )(E0 + Edep), (4.10)
where Edep is the depolarization eld generated by the matter surrounding a
point in the volume.
e eld Edep can be determined by assigning a dipole moment dp(r) =
PdV to each volume element, calculating the retarder dipolar eld dEdep gen-
erated at the specic point and integrating over the entire volume, following
the Meier and Wokaun approach [23]. For instance, the electric eld produced
by a retarded dipole dp(r) oriented along x in spherical coordinates can be
expressed as:
Er = 2 cos θ
4πε0εB
e ikBr
r
k2B [ 1k2Br2 − ikBr] ∣dp∣, (4.11)
Eθ = sin θ
4πε0εB
e ikBr
r
k2B [ 1k2Br2 − ikBr − 1] ∣dp∣, (4.12)
with Eϕ = 0.
e projection of the electric eld along the x direction is:
E∥ = Er cos θ − Eθ sin θ . (4.13)
In particular, considering the point at the centre of the particle and the com-
ponent of dEdep parallel to the x axis generated by the polarization component
Px , the expression is:
dEx ,dep = 1
4πε0εB
[ 1
r3
(3 cos2 θ − 1) + k2B
2r
(cos2 θ + 1) + 2
3
ik3B]PxdV . (4.14)
Similar expressions are obtained for the y and z components. ese expression
have to be integrated over the volume of the particle to obtain the value of Edep.
It is worth noting that the electric eld component orthogonal to the direction of
the polarization component considered is always anti-symmetric and therefore,
for symmetrical particles such as spheres and cuboids, the integration gives 0.
Aer integration, the following expression can be written:
Edep =
↔
M P, (4.15)
using the corresponding denition of
↔
M given by the Eq. 4.15.
↔
M clearly depends
on the shape of the particle and it is diagonal tensor for a cuboidal particle and
a scalar for a sphere. By using Eq. 4.10 it is possible to obtain the following
expression of the polarization in terms of the incident electric eld:
P = (↔I −ε0 ↔∆ε↔M)−1 ε0 ↔∆ε E0, (4.16)
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from which the following expression of the internal eld can be obtained:
E int =
↔
∆ε
−1 (↔I −ε0 ↔∆ε↔M)−1 ↔∆ε E0. (4.17)
It is understood that the inverse matrices
↔
∆ε
−1
and (↔I −ε0 ↔∆ε↔M)−1 have to exist
for the calculation of the above expressions. e condition
↔
M= (ε0 ↔∆ε)−1, where
Eq. 4.17 diverges, is indicative of new resonances that can be excited for certain
particle geometries and materials. For spheres and cuboids, it requires a matrix
↔
∆ε with eigenvalues having a negative imaginary part, i.e. gain materials. In case
of spheres, the eigenvalues of
↔
∆ε have to be all the same, while for the cuboids, in
general, they have to be dierent. It is worth noting that a rotation of the particle
acts as an orthogonal transformation on the permittivity tensor
↔
∆ε, therefore
it doesn’t change the positions of the peaks but only their relative intensity.
is fact can be demonstrated by using Sylvester’s determinant theorem. In
the following analysis, the Euler angles with the following matrix denition to
indicate a rotation will be used:
R(φ,θ ,ψ) =
⎛⎜⎝
cosψ − sinψ 0
sinψ cosψ 0
0 0 1
⎞⎟⎠
⎛⎜⎝
1 0 0
0 cos θ − sin θ
0 sin θ cos θ
⎞⎟⎠
⎛⎜⎝
cosφ − sinφ 0
sinφ cosφ 0
0 0 1
⎞⎟⎠ .
(4.18)
From Eq. 4.4 of the scattered eld it is possible to derive the polarization
state and intensity of the scattered light. In particular, for scattering in the
forward z direction, the ratio between the polarization amplitudes along y and
x is expressed by:
Ay
Ax
= Py
Px
. (4.19)
is ratio is the same in the backward scattered eld case and it denes the
complex Kerr rotation [24] caused by the particle. e polar magneto-optical
eect (PMOKE) and the transverse magneto-optical eect (TMOKE) from
single particles can be calculated from the above equations [24]. e modulus
square gives the ratio of the intensities. Similar expressions can be derived
for the scattering along the other axis. It is worth noting that, in general, the
polarization fractions exhibit as many peaks as the cross sections but they appear
at dierent, shorter, wavelengths. erefore, for metal particles, it is not always
possible to excite a plasmon resonance and at the same time be at the peak for
preferential scattering into a certain polarization state.
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4.3 scattering by a cartesian
anisotropic sphere
By integrating Eq. 4.14 over a sphere of radius a the following expression of
↔
M,
which is a scalar in this case, is obtained:
M = 1
3ε0εB
[−1 + k2Ba2 + 23 ik3Ba3] . (4.20)
Eq. 4.20 can be used to calculate the corresponding expressions of the polariza-
tion and internal eld using Eq. 4.16 and 4.17. e integralof Eq. 4.6 evaluated
over a sphere, gives its volume for l = 0, zero for l = 1 for symmetry reasons,
and, for l = 2, the expression:
1
r2 ∫V dr
′(xx′ + yy′ + zz′)2 = 1
r2 ∫V dr
′x2x′2 + y2y′2 + z2z′2 =
= 1
r2
4
15
πa5(x2 + y2 + z2) = 4
15
πa5,
(4.21)
where the integration can be simply carried out in spherical coordinates. e
higher order terms for l > 2 can be calculated using the same technique but, for
small particles, they give a negligible contribution. erefore, using Eq. 4.4, the
expression for the scattered electric eld in the far eld can be expressed as:
EFFsca = e
ikBrk20
3ε0r
(a3 − k2Ba5
10
)[↔I −rr
r2
]P. (4.22)
e scattering cross section can be calculated using Eq. 4.7, where all the integrals
can be carried out using spherical coordinates, giving the expression:
σsca = 2pik
4
0
675ε20E
2
0
a6 (10 − k2Ba2)2 (∣Px ∣2 + ∣Py∣2 + ∣Pz∣2) . (4.23)
e calculation of the extinction cross section using Eq. 4.8 gives:
σext = 4pik
2
0
3kBε0E0
a3R(−iPx)(1 − k2Ba2
10
) . (4.24)
4.4 scattering by a cartesian
anisotropic cuboid
e calculations carried out for a sphere can be also carried out analytically in
the case of a cuboidal particle. A cuboid of volume V placed with its centre at
the origin with length equal to La = 2a, width equal to Lb = 2b and height equal
to Lc = 2c, is considered. By integrating Eq. 4.14 over the cuboidal particle, the
following components of
↔
M, which is a diagonal tensor, are obtained:
Mxx = 1
4piε0εB
[−2Ωa,b,c + k2B
2
βa,b,c + 16
3
ik3Babc] , (4.25)
Myy = 1
4piε0εB
[−2Ωb,a,c + k2B
2
βb,a,c + 16
3
ik3Babc] , (4.26)
Mzz = 1
4piε0εB
[−2Ωc,b,a + k2B
2
βc,b,a + 16
3
ik3Babc] , (4.27)
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where Ωa,b,c is expressed by:
Ωa,b,c = 4 arcsin⎛⎝ bc√(a2 + b2)(a2 + c2)⎞⎠ , (4.28)
and βa,b,c has an analytical expression given by Eq. 2.13 [25], which in case of a
cube is:
βcube = 16 [log(√3 + 1√
3 − 1) − π6 ] a2 ≈ 12.6937a2. (4.29)
A correction that takes into account the charges at the vertices, using in this
case the Coulomb’s law for anisotropic media [26], may be added to Eq. 4.25,
4.26 and 4.27 [25]. e expression of
↔
M is used to calculate the corresponding
expressions of the polarization and internal eld using Eq. 4.16 and 4.17. e
integral of Eq. 4.6, evaluated over the cuboid, as previously for the case of a
sphere, gives its volume for l = 0, zero for l = 1 for symmetry reasons, and, for
l = 2, the expression:
1
r2 ∫V dr
′(xx′ + yy′ + zz′)2 = 1
r2 ∫V dr
′x2x′2 + y2y′2 + z2z′2 =
= 8
3r2
[a3bcx2 + ab3cy2 + abc3z2] . (4.30)
As explained, the higher order terms (l > 2) give a negligible contribution for
small particles. erefore, using Eq. 4.4, the expression for the scattered electric
eld in the far eld is given by:
EFFsca = e
ikBrk20
4πε0r
(8abc − 4k2B
3r2
[a3bcx2 + ab3cy2 + abc3z2]) [↔I −rr
r2
]P. (4.31)
e scattering cross section can be calculated using Eq. 4.7, where all the
integrals can be carried out using spherical coordinates, giving the following
expression:
σsca = k
4
0
piε20E
2
0
( 8
945
a2b2c2 {[(3a4 + 4a2b2 + 4a2c2 + 9b4 + 6b2c2 + 9c4)k4B−− (84a2 + 168b2 + 168c2)k2B + 1260]∣Px ∣2 + [(9a4 + 4a2b2 + 6a2c2++ 3b4 + 4b2c2 + 9c4)k4B − (168a2 + 84b2 + 168c2)k2B + 1260]∣Py∣2++ [(9a4 + 6a2b2 + 4a2c2 + 9b4 + 4b2c2 + 3c4)k4B − (168a2 + 168b2++84c2)k2B + 1260]∣Pz∣2}) .
(4.32)
e calculation of the extinction cross section using Eq. 4.8 gives:
σext = k
2
0
kBε0E0
a3R(−iPx)(8abc − 4k2B
3
abc3) . (4.33)
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Figure 4.1: Extinction cross section calculated using Eq. 4.24 for anisotropic gold spheres with
the permittivity tensor dened in Eq. 4.35, for spheres of radii R = 5, 20, 40 nm and background
medium εB = 1.
4.5 results and discussion
For the calculations shown in this section, a general permittivity tensor, obtained
by multiplying the dielectric function of gold with a constant matrix to study
an anisotropic metal, has been used. e dielectric function of Au has been
expressed using Drude model, which ts well to the experimental dielectric
function but neglects the interband transit ion region. Note that this is chosen
only as an example, since the model works with an arbitrary dielectric function
and therefore also with any experimental dielectric function and that the chosen
permittivity tensor doesn’t intend to model any existing material. In particular,
gold was simulated using the following expression:
εAu(ω) = ε∞ − ω2P
ω(ω + iγ) , (4.34)
where ε∞ = 10.7026, ωP is the plasma frequency (ωP = 1.3748 ⋅ 1016 Hz) and γ is
the collision frequency (γ = 1.1738 ⋅ 1014 Hz). e multiplying matrix was chosen
to give the following permittivity tensor:
↔
∆ε =
⎛⎜⎝
εAu − εB 0.7εAu 0.5εAu
0.7εAu εAu − εB 0.3εAu
0.5εAu 0.3εAu εAu − εB
⎞⎟⎠ . (4.35)
e results of the calculations for spheres of radii R = 5, 20, 40 nm using our
theory is shown in Fig. 4.1.
In Fig. 4.2 is shown the ratio of the polarization intensity
Iy
Ix
= ∣ PyPx ∣2 for an
anisotropic gold sphere of radius R = 20 nm . e incident polarization is along
the x direction. e peaks of the polarization ratio are at 519, 502 and 418 nm,
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Figure 4.2: Ratio of the polarization intensity
I y
Ix
= ∣ Py
Px
∣
2
for an anisotropic gold sphere of radius
R = 20 nm and background medium εB = 1. e incident polarization is along the x direction.
e peaks of the polarization ratio are at 519, 502 and 418 nm, blue-shied compared to the
peaks of the extinction cross section, shown in Fig. 4.1b.
blue-shied compared to the peaks of the extinction cross section, shown in Fig.
4.1b, which are at 592, 506 and 470 nm. e rotation of the polarization with
the given permittivity tensor is very strong, and most of the light scattered in
the forward direction is polarized along y near the peaks.
It has been previously explained that, under rotation of the particle, the
wavelengths of the peaks don’t change but just the relative intensity of the peaks.
In Fig. 4.3 it is shown the value of the extinction cross section at the peaks for
an anisotropic sphere of radius R = 20 nm under rotation, changing all (φ, θ ,ψ)
Euler angles, dened by Eq. 4.18, and only the angle φ. e wavelength of the
three peaks is 592, 506 and 470nm respectively, as shown in Fig. 4.1. Peaks can
appear and disappear depending on the rotation of the particles, therefore, the
intensity of the peaks can be useful tomeasure the state of rotation of anisotropic
particles of known composition and their positions can then give information
about their size and material.
Considering now the eect of changing the environment around the particle,
Fig. 4.4 shows the position and value of the extinction cross section peaks for an
anisotropic sphere of radius R = 20 nm with changing background permittivity.
As expected, increasing the background permittivity red-shis the position of
the peaks and the magnitude of the extinction is increased. It is worth noting
that the change in peak wavelength position is linear with the background
permittivity and has much steeper slope for the main dipolar peak at 592 nm,
while the other two peaks are less sensitive. is result can be very useful for
the fabrication of optical sensors based on anisotropic particles, which then can
rely on monitoring the wavelength dierence between two of the peaks.
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Figure 4.3: Value of the extinction cross section at the peaks for an anisotropic gold sphere of
radius R = 20 nm and background medium εB = 1 under rotation, changing all (φ, θ ,ψ) Euler
angle (a) and only the angle φ (b). e wavelength of the three peaks is 592, 506 and 470 nm
respectively. e frequencies of the peaks do not change under rotation of the particle.
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Figure 4.4: Value of the extinction cross section at the peaks (a) and wavelength position of
the peaks (b) for an anisotropic gold sphere of radius R = 20 nm changing the background
permittivity εB . e wavelength of the three peaks is 592, 506 and 470 nm respectively with
εB = 1.
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Figure 4.5: Extinction cross section of anisotropic gold cuboids with length La = 10, 40, 80 nm
and background medium εB = 1, with width Lb and height Lc equal to 40 nm. In gure b is
shown the extinction cross section for a cube with side equal to L = 40 nm.
eextinction cross section of anisotropic cuboidswith dierent side lengths
has also been calculated. Fig. 4.5 shows the results for cuboids of dierent lengths
La = 10, 40, 80 nm , with width, Lb, and height, Lc, equal to 40 nm. As can be
seen from the gure, the change in the resonance positions with the length is
not monotonic, i.e. increasing the length doesn’t always cause a red-shi or an
increase in magnitude of all the peaks. is is in contrast to the case of isotropic
cuboids shown in Chapter 2 [25].
To investigate this further, the change of the value and of the position of
the peaks of the extinction cross section while changing the length, width and
height, keeping the other dimensions xed and equal to 40 nm has been studied
systematically.
As shown in Fig. 4.6, the change in the magnitude of the extinction peaks
shows a complex dependence with the width and height. For isotropic particles,
an increase reducing the width and a small increase increasing the height was
shown in Chapter 2. For the case of the change of the wavelength position of the
peaks, shown in Fig. 4.7, demonstrates that the positions of the two additional
resonances are almost unchanged by a change in any given dimension of the
particle and that the main resonance has a minimum wavelength. ese results
can be very useful for the fabrication of tailored anisotropic nanoparticles for
light manipulation and for their experimental characterization.
4.6 conclusions
In summary, I have derived a general analytical theory to describe light scattering
from anisotropic particles of small size and given the analytical formula to
describe the scattering from spherical and cuboidal particles. Anisotropy, in
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Figure 4.6: Value of the extinction cross section at the peaks for anisotropic gold cuboids
changing the length (a), width (b) and height (c), keeping the other dimensions xed and equal
to 40 nm. e wavelength used to indicate each peak is that of the peaks of extinction cross
section for a cube with side equal to L = 40 nm , shown in Fig. 4.5b. e background medium
is εB = 1.
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Figure 4.7: Wavelength position of the peaks of the extinction cross section for anisotropic gold
cuboids changing the length (a), width (b) and height (c), keeping the other dimensions xed
and equal to 40 nm. e wavelength used to indicate each peak is that of the peaks of extinction
cross section for a cube with side equal to L = 40 nm , shown in Fig. 4.5b. e background
medium is εB = 1.
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general, is shown to cause additional peaks in the cross sections. A formula
for the Kerr rotation is given and it is shown that the peaks in the polarization
rotation are in general at dierent wavelengths compared to the peaks of the
cross sections. I have shown that a rotation of an anisotropic particle with
a general permittivity tensor does not change its resonance frequencies but
only the intensity of the peaks in the cross sections. Moreover, a change in the
background permittivity is shown to cause dierent shis in the cross section
peaks. For cuboidal particles, the scaling with the length, width and height of
the magnitude and position of the extinction cross section have been calculated.
ese results can have many interesting applications in optical sensors and light
manipulation.
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5NANOPARTICLE ARRAYS FOR
INCREASED LIGHT ABSORPTION
IN SOLAR CELLS
5.1 introduction
Photovoltaic (PV) power generation has the potential to meet increased energy
demand from renewable sources and has displayed remarkable growth in recent
years [1]. Despite this expansion, a reduction of investment costs on PV systems
or an increase in the eciency of the solar cells is still required to be competitive
compared to other energy sources. Currently, the majority of the silicon solar
cells are based on silicon wafers with thickness between 180-300 µm in order to
fully absorb the entire solar spectrum [2] and a signicant part of their cost is due
to the fabrication and processing of the semiconductor itself. One approach to
signicantly reduce costs is the use of thin-lm solar cells, with lm thicknesses
in the range of 1-2 µm, which use much less semiconductor material. However,
a thin-lm solar cell is optically thin so it shows decreased absorption, especially
in the intense 600-1100 nm spectral range of the solar spectrum. Methods of
increasing the absorption in thin Si lms is an attractive prospect for improving
the cost eciency of solar energy production.
Additionally, the cost eciency of solar energy production can be increased
by using highly ecient solar cells under light concentration. Light concentra-
tion is able to increase the eciency of solar cells due to the logarithmic increase
of the open circuit voltage, Voc , with the light intensity. eoretically, a detailed
balance calculation, known as the Shockley-Queisser limit for single junction
cells [3], and subsequently extended to multi junction [4], limits the perfor-
mance of solar cells under 1 sun irradiance to 30% for a single junction, 42% for
dual and 49% for triple junction. Under the highest possible light concentration,
these eciencies are 40% (single), 55% (dual), and 63% (triple junction) [4].
Triple junction III-V solar cells, normally used for space applications in satellites
due to their high cost, have reached eciencies above 40% and are currently
investigated for concentrated photovoltaics (CPV) terrestrial applications.
e Shockley-Queisser limit takes into account losses due to radiative re-
combination and the transparency of the solar cell. In each absorber, with
energy threshold given by the band gap of the material, the incident photons
above the band gap energy are absorbed, promoting, for each photon, a valence
band electron into the conduction band and generating an electronhole in the
valence band. e excited electrons have the energy distribution of the absorbed
photons but they rapidly (ps time) lose energy in the form of heat via thermali-
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sation with the material lattice. Across the solar cell a voltage appears, which, in
the radiative limit, causes the thermalised electrons to either recombine with a
valence band hole emitting a photon or to be extracted as an electrical current.
Increasing the built-in voltage increase the radiative recombinations at a point,
the open circuit voltage (Voc), in which no current can be extracted. Losses
due to the transparency of the solar cell from photons below the band gap of
the semiconductor considered and to the energy lost of photons above and
beyond the band gap are called spectrum losses and represent the majority of
the losses in solar cells. e overall eciency of a single junction solar cell varies
with the band gap, with a maximum electrical eciency atEg = 1.32 eV of 30%
under 1 sun illumination, 30% losses due to photons with energies below the
band gap, 20% due to thermalisation losses and the rest due to thermodynamic
losses. Other eects such as limited mobility and non-radiative recombination
in the semiconductor can reduce the limiting eciency. Photon upconversion
for energies below the band gap or downconversion for energies above it, hot
electrons capture, impurity photovoltaic and thermophotovoltaic cells, multiple
exciton generation are currently being studied to exceed the limit [5].
is limit does not take into account losses due to reection or poor light
absorption which further decrease the eciency of solar cells since they are
theoretically avoidable. Because of their strong interaction with light [6–10],
metal and dielectric nanoparticle arrays [11], have recently been studied in order
to improve anti-reection and absorption properties of standard and thin lm
solar cells [12–15]. e understanding is that scattering from the nanoparticles
can increase the eective optical path length in the cell and enhance its light
trapping properties. In fact, angular randomization of the scattered light can
increase light absorption in an optical medium up to a factor of 4n2, where n is
the real part of the refractive index of the medium [16, 17]. e light absorption
enhancement limit can be further exceededwhenhaving a local density of optical
states (LDOS) higher than the bulk material [18]. e absorption enhancement
is obtained via micron-sized [19] or nano-sized [20–24] texturing of the solar
cells. Particles on top of the substrate have also been shown to exhibit resonances
that preferentially scatter in the substrate, decreasing the reectivity [13, 14].
e aim of this Chapter is to use nanoparticle arrays to improve the absorp-
tion and light trapping properties of optimized solar cells. e rst section
will show the enhancement of the photocurrent in thin lm solar cells, with
an optimized single layer anti-reection coating, due to nanoparticle arrays on
top and below the cell, while the second section will show the enhanced optical
transmission in triple junction III-V solar cells with a fully optimized double
layer anti-reection coating. Double layer anti-reection coatings are extremely
high performance structures and are dicult to improve in terms of reducing
their reectivity. In this case the aim was to introduce scattering to increase
the optical path length of light into the device below while maintaining low
reectivity.
For the case of thin lm silicon solar cells, the nanoparticle array below the
cell is shown to play a signicant role in providing enhanced light absorption
by creating a standing wave due to the interference between the incident and
the back reected wave, thanks to diraction from the nanoparticle array [25],
and not just scattering from single particles. Clearly, in order to maximize the
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absorption, the objective is to obtain a standing wave that peaks inside the
silicon absorber.
anks to a simple model of the interference, the standing wave pattern
inside the silicon layer caused by diraction/scattering from arrays of nanopar-
ticles placed on the bottom of the cell can be predicted and explained. In the
following section it is compared the benet of using metal and dielectric nano-
particles in dierent positions of the solar cell and is explained how to obtain
the best absorption enhancement for a thin lm absorber. Since using metal
nanoparticles results in signicantly higher scattering at the expenses of higher
parasitic losses compared to dielectrics, physical understanding of parasitic
losses is required in order to control and minimize them [26, 27]. Our simple
interferencemodel was also used to select a range for the geometrical parameters
of the cell, which was modelled via full eld electromagnetic simulations.
For the case of triple junction cells, shown in section 5.3, the enhancement
of the transmission is shown to be due to the preferential scattering into the sub-
strate of the particles at the resonance. In this case, due to designing limitations,
only the possibility of using an array of particles on top of the cell in dierent
positions inside the anti-reection coating was considered.
5.2 thin-film silicon solar cells
I have simulated via nite element method (FEM) a 1 µm thick silicon cell with
a glass (SiO2, n = 1.52) anti-reection (AR) coating and dierent nanoparticle
arrays placed on top and bottom of the cell. e simulations take into account
only the optical properties of the cell. Taking into account also the electrical
proprieties was shown to give very similar results when using semiconductor
materials with good diusion length, such as crystalline silicon [28, 29]. e
structure, without nanoparticles, is a multilayer solar cell composed from top
to bottom by the following layers: vacuum, 120 nm glass AR coating, 1 µm of
silicon, 130 nm of glass and an aluminium back-reector. e incident light is
coming from the top at normal incidence. e nanoparticle arrays were placed
either on top of the glass AR layer, embedded on it 10 nm above the silicon layer
or embedded in the bottom glass layer at 10 nm below the silicon layer, before the
aluminium back-reector, as shown schematically in Fig. 5.2a. e nanoparticle
arrays are composed of cylinders of height h = 40 nm, with a varying radius
R and pitch, of either metal (aluminium) or dielectric (silicon, titanium oxide,
aluminium oxide and silicon nitride). Cylindrical particles were used as they
are easy to fabricate and were shown to have better scattering properties above
a substrate compared to spheres [30]. Aluminium (Al) particles [12, 13, 31, 32]
and titanium oxide (TiOx) [14] particles were previously shown to reduce the
reectivity and enhance absorption compared to standard AR coatings. Silicon
(Si), titanium oxide (TiOx), aluminium oxide (AlOx) and silicon nitride (SiNx)
were used to compare dierent dielectrics. In the following calculations the
optical constants from Palik were used [33]. Plots of the real and imaginary part
of the refractive index for all the materials used are shown in Fig. 5.1.
As shown schematically in Fig. 5.2a, considering the case of particles placed
only on top of the glass anti-reection coating (1), embedded in the top glass
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Figure 5.1: (a) Real part and (b) imaginary part of the refractive index for titanium oxide
(TiOx, black), aluminium oxide (AlOx, red), silicon nitride (SiNx, green), silicon (Si, blue) and
aluminium (Al, cyan).
anti-reection coating (2), only on bottom of the cell, i.e. embedded on the glass
layer below the silicon layer and above the aluminium reector (3), and with
nanoparticle arrays on top and bottom in the two dierent conguration (em-
bedded or not) (4). When having two particle arrays, i.e. on top and bottom, the
cases of having a top dielectric array and the other metallic were considered. e
case of the cell without particles was used as the reference for comparison. e
physical quantities monitored are the reectance of the cell and the absorption
in the silicon layer and in the nanoparticles.
Compared to the reference cell with no nanoparticles, which have an opti-
mized quarter-wave glass AR coating, it will be shown that having nanoparticles
on top and bottom with top embedded Si particles and bottom Al particles
signicantly increases the integrated optical absorption in the silicon layer, over
the useful solar spectrum (AM 1.5G), producing a short circuit photocurrent
enhancement of 46.7%. A photocurrent enhancement of 29.4% is obtained
with just the aluminium nanoparticle array on the bottom of the cell. It will be
shown that having an array of particles on the bottom of the cell broadly reduces
the reectance from the cell and increases the absorption in the silicon due to
diracted modes which strongly modify the standard Fabry-Perot resonances
of the cell, creating standing waves with high eld localization. e highest
absorption enhancement is seen when the peaks of the standing wave are inside
the silicon layer and when the eld has a minimum in the particles, i.e. the
parasitic losses are reduced. e top array broadly reduces the reectance due
to the excitation of resonances and preferential coupling into the substrate. is
result is signicant in general for the design of thin-lm solar cells with light
trapping properties to increase absorption.
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5.2.1 Results and discussion
In our simulations nanoparticle arrays with dierent pitches (150, 200 and
250 nm), composed by cylindrical nanoparticles of dierent radii (40, 50, 60,
70 and 80 nm) and materials (Al, Si, TiOx, AlOx and SiNx) were considered.
e arrays of nanoparticles were placed in dierent positions of the cell (top,
top embedded, bottom), considering the two available combinations (top and
bottom, top embedded and bottom) when having one array on top and one
below with the same particle radius, for the same pitch. For the case of two
metal particles, simulations considering dierent particle radii independently
for each array (top and bottom), for the same pitch, were carried out. In general,
due to the losses caused by the top metal particle, it is better to have smaller
nanoparticles on top and, in that case, a small enhancement was seen compared
to the casewith just particles on the bottom. However, having a dielectric particle
on top is better due to reduced reectance and losses. Due to the symmetry of
the structure and thanks to the periodicity, each simulation involved just one
quarter of the unit cell. e case of the cell without nanoparticles was taken as
the reference.
e absorption in the silicon layer of the cell, in the nanoparticle arrays
and the reectance as a function of the incident wavelength was obtained from
the simulations. e absorption in the silicon layer was weighted with the
solar spectrum to calculate the corresponding short circuit current density
Jsc. It is worth noting that a certain enhancement in the absorption does not
correspond to the same enhancement in the short circuit photocurrent since the
solar spectrum is not at. e short circuit current density is calculated using
the the following formula:
Jsc = qe
hc ∫
λmax
λmin
λ QE(λ)A(λ) S(λ) dλ, (5.1)
where qe is the elementary charge, λ is the wavelength, λmin and λmax dene the
range of wavelengths considered (300 to 1100 nm in our case), h is the Planck
constant, c is the speed of light, QE(λ) is the internal quantum eciency in the
absorbing silicon layer which is assumed constant and equal to 1, S(λ) is the
solar spectrum AM 1.5G and A(λ) is the absorption in the silicon layer. It is
understood that Jsc , with the assumption of QE = 1, is the maximum achievable
and, in the following, will be taken as our gure of merit to compare the eect
of having arrays of nanoparticles in the solar cell. e value of the short circuit
current density Jsc = 12.98mA/cm2 for the reference cell, i.e. the cell without
nanoparticles, was obtained.
e main results are summarized in Fig. 5.2, which shows a schematic of
the structure of the silicon cells and the values of the photocurrent enhance-
ment calculated using Eq. 5.1 from the absorption in the silicon layer, com-
pared to a cell without nanoparticles, for cells with nanoparticle arrays in dif-
ferent positions. e positions considered are top aluminium particles (red
(1), Jsc = 12.17mA/cm2), top embedded aluminium particles (green (2), Jsc =
14.18mA/cm2), bottom aluminium particles (blue (3), Jsc = 16.80mA/cm2),
top embedded silicon particles and bottom aluminium particles (cyan (4),
Jsc = 19.05mA/cm2). e calculated photocurrent for each conguration is
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Figure 5.2: a) Schematic of the positions considered for the nanoparticle arrays: top aluminium
particles (red (1), pitch 250 nm, radius 40 nm), top embedded aluminium particles (green (2),
pitch 250 nm, radius 80 nm), bottom aluminium particles (blue (3), pitch 250 nm, radius 80 nm),
top embedded silicon particles and bottom aluminium particles (cyan (4), pitch 250 nm, radius
80 nm). b) Photocurrent enhancement calculated using Eq. 5.1 from the absorption in the
silicon layer, compared to a cell without nanoparticles, for cells with nanoparticle arrays in
dierent positions. e calculated photocurrent for each conguration is normalized to that
of the cell without nanoparticles and integrated across the entire range of wavelengths from
300 nm to 1100 nm using the AM 1.5G solar spectrum, considering only the absorption in the
silicon layer. e results shown are the best obtained for that particular position of the particles,
varying pitch of the array and the radius of the particles.
normalized to that of the cell without nanoparticles and integrated across the
entire range of wavelengths from 300 nm to 1100 nm using the AM 1.5G solar
spectrum, considering only the absorption in the silicon layer. e results shown
are the best obtained for that particular position of the particles, varying pitch
of the array and the radius of the particles.
e wavelength dependent spectra in Fig. 5.3 shows the absorption spectra
(Siabs) in the silicon layer, reectance spectra (R) and particle absorption spectra
(Pabs) for the cases shown in Fig. 5.2, for cells with nanoparticle arrays in dierent
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positions. Compared to the reference, the spectra with the top aluminium
particles (1) show a slight reduction on the absorption into the silicon layer due
to parasitic absorption in the particle below 400 nm, while the reectance above
that is almost unchanged. e case with the top embedded aluminium particles
(2) shows a signicant reduction in the reectance due to Fabry-Perot resonances
but the additional light is mostly absorbed by the array of nanoparticles. e
case with the bottom aluminium particles (3) shows a further reduction in the
reectance, mostly in the range between 500 and 1000 nm and a signicant
increase in the light absorbed in the silicon layer. e best result is obtained for
the case with top embedded silicon particles and bottom aluminiumparticles (4),
which shows a further reduction in the reectance in the range between 300 and
500 nm with some additional absorption in the particles limited to the 300 and
400 nm range. It is worth noting that, even if the silicon is a broadband absorber,
the silicon nanoparticles embedded on top showmost of the absorption between
300 and 400 nm due to the large imaginary part of the dielectric function of
silicon at these wavelengths and to their size, which allows the excitation of
plasmon polaritons similar to metals [34], while the aluminium nanoparticles
below the silicon layer broadly absorb above 500 nm due to the Fabry-Perot
resonances.
e appearance of Fabry-Perot resonances in the absorption in the silicon
layer are predicted and explained using a simple interferencemodel that consider
the diracted light from the aluminium nanoparticle array on the bottom of
the cell. Fig. 5.4 shows the electric eld intensity inside the cell, normalized to
the incident eld, at dierent wavelengths and the corresponding, predicted
interference pattern. emodel considers the interference along the thickness of
the cell between the incident planewave of wave-vector k and thewave diracted
by the array of wave-vector kd . Due to diraction from the grating of periodicity
(pitch) L, the wave-vector of the diracted light can be written as kd =√k2 − k2g ,
where kg = 2π/L is the wave-vector of the grating, which is horizontal and can
have positive or negative sign. Due to the metal reection, the diracted wave
has an additional phase of π compared to the incident wave. e interference
between these two waves is the cause of the electric eld intensity patterns. e
peaks in the absorption in the silicon layer are obtained when the standing wave
is fully contained inside the silicon layer with a node at the interfaces, whereas
the minima are obtained when peaks appear at the interfaces. Moreover, at the
maximum in the absorption in the silicon layer the average electric eld intensity
inside the silicon layer is highest and the eld prole showsmore high peaks that
at a minimum. As an example, Fig. 5.4 shows a colour map for the electric eld
at a maximum (λ = 750 nm) and a minimum (λ = 775 nm) in the silicon layer
absorption, with the corresponding calculated interference pattern using our
interference model. An example of the modes which are sustained by the top
embedded silicon nanoparticles are also shown for the wavelength λ = 370nm.
e eld localization around the particles and the scattering into the silicon
layer are visible. e interference model predicts very well the standing wave
pattern inside the silicon layer at the maximum and minimum in the silicon
absorption, enabling a quick optimization of the pitch of the array and thickness
of the silicon layer.
In order to clearly demonstrate the eect of the interference due to dirac-
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Figure 5.3: (a) Absorption spectra (Siabs) in the silicon layer, (b) reectance spectra (R) and (c)
particles absorption spectra (Pabs) for the cases shown in Fig. 5.2, for cells with nanoparticle
arrays in dierent positions. e positions considered are top aluminium particles (red (1), pitch
250 nm, radius 40 nm), top embedded aluminium particles (green (2), pitch 250 nm, radius
80 nm), bottom aluminium particles (blue (3), pitch 250 nm, radius 80 nm), top embedded
silicon particles and bottom aluminium particles (cyan (4), pitch 250 nm, radius 80 nm). e
reference cell without nanoparticle arrays is shown by the black line. e particles absorption
spectra is the sum of the absorption on the top and bottom particles. e percentages are
calculated from the total incident light intensity.
tion, the wavelength dependent spectra in Fig. 5.5 shows the absorption spectra
(Siabs) in the silicon layer, reectance spectra (R) and particles absorption spec-
tra (Pabs) for top embedded TiOx particles and bottom aluminium particles
of radius R = 70 nm for dierent pitches of the arrays: 150 nm (red), 200 nm
(green), 250 nm (blue). e reference cell without nanoparticle arrays is shown
by the black line. Clearly, for the reference cell, the particles absorption is zero.
e particles absorption spectra is the sum of the absorption on the top and
bottom particles. e percentages are calculated from the total incident light
intensity. e increase in the pitch is shown to increase the strength of the
Fabry-Perot resonances due to a better match of the in-plane momentum of
the arrays for the range of wavelengths considered. Moreover, the particles
absorption does not change signicantly with the pitch, in contrast with the
reectance. is clearly demonstrates that the decrease in the reectance is
mostly due to the appearance of diraction modes at a specic pitch.
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Figure 5.4: (a) Colour map of the electric eld intensity, normalized to the incident eld, inside
the solar cell with bottom aluminium particles (pitch 250 nm, radius 80 nm) for the wavelength
λ = 750 nm and the corresponding (d) interference pattern inside the silicon layer predicted
by the interference model. (b) Colour map of the electric eld intensity, normalized to the
incident eld, inside the solar cell with bottom aluminium particles (pitch 250 nm, radius
80 nm) for the wavelength λ = 775 nm and the corresponding (e) interference pattern inside the
silicon layer predicted by the interference model. (c) Colour map of the electric eld intensity,
normalized to the incident eld, inside the solar cell with top embedded silicon particles and
bottom aluminium particles (pitch 250 nm, radius 80 nm) for the wavelength λ = 370 nm.
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Figure 5.5: (a) Absorption spectra (Siabs) in the silicon layer, (b) reectance spectra (R) and (c)
particles absorption spectra (Pabs) for top embedded TiOx particles and bottom aluminium
particles of radius R = 70 nm for dierent pitches of the arrays: 150 nm (red), 200 nm (green),
250 nm (blue). e reference cell without nanoparticle arrays is shown by the black line. e
particles absorption spectra is the sum of the absorption on the top and bottom particles. e
percentages are calculated from the total incident light intensity.
Considering the eect of altering the dimension of the nanoparticles, the
wavelength dependent spectra in Fig. 5.6 shows the absorption spectra (Siabs)
in the silicon layer, reectance spectra (R) and particles absorption spectra
(Pabs) for top embedded TiOx particles and bottom aluminium particles of pitch
250 nm for dierent radii of the particles: 80 nm (black), 70 nm (red), 60 nm
(green), 50 nm (blue), 40 nm (cyan). e particles absorption spectra is the sum
of the absorption on the top and bottom particles. e percentages are calculated
from the total incident light intensity. e increase in size of the nanoparticles
is shown to red-shi the Fabry-Perot peaks, which can be explained with the
increase of the size of the particles which have plasmonic resonances coupled to
the Fabry-Perot.
Finally, considering the case of changing the material of the top particles,
Fig. 5.7 shows the absorption spectra (Siabs) in the silicon layer, reectance
spectra (R) and particles absorption spectra (Pabs) for top embedded particles
and bottom aluminium particles of radius R = 80 nm and pitch 250 nm for
dierent material of the top embedded particles: AlOx (red), SiNx (green), TiOx
(blue), Si (cyan). e reference cell without nanoparticle arrays is shown by the
86
050
100
0
50
100
400 600 800 1000
0
50
100
P a
bs
 
[%
]
R 
[%
]
Si
a
bs
 
[%
]
 
Wavelength [nm]
 
 
 
 
  80 nm  70 nm  60 nm  50 nm  40nm
 
 
 
 
 
 
(a)
(b)
(c)
Figure 5.6: (a) Absorption spectra (Siabs) in the silicon layer, (b) reectance spectra (R) and (c)
particles absorption spectra (Pabs) for top embedded TiOx particles and bottom aluminium
particles of pitch 250 nm for dierent radii of the particles: 80nm (black), 70nm (red), 60nm
(green), 50nm (blue), 40nm (cyan). e particles absorption spectra is the sum of the absorp-
tion on the top and bottom particles. e percentages are calculated from the total incident
light intensity.
black line. e particles absorption spectra is the sum of the absorption on the
top and bottom particles. e percentages are calculated from the total incident
light intensity. Using embedded silicon nanoparticles is shown to result in the
lowest reectance and the highest absorption in the silicon layer compared to
the other dielectrics. It is worth noting that TiOx, AlOx and SiNx have very
small absorption above 400 nm. e reduced reectance obtained using silicon
nanoparticles can be explained by the absence of any optical constants mismatch
between the scattering particle and the absorbing layer, being the same material,
and by the highest index contrast with the embedding glass layer compared to
the other materials.
5.3 triple junction iii-v solar cells
In the following I focus the attention to triple junction III-V solar cells [5],
which were simulated using FEM with COMSOL to improve their optimized
double layer anti-reection coating by increasing scattering, using an aluminium
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Figure 5.7: (a) Absorption spectra (Siabs) in the silicon layer, (b) reectance spectra (R) and (c)
particles absorption spectra (Pabs) for top embedded particles and bottom aluminium particles
of radius R = 80 nm and pitch 250 nm for dierent materials of the top embedded particles:
AlOx (red), SiNx (green), TiOx (blue), Si (cyan). e reference cell without nanoparticle arrays
is shown by the black line. e particles absorption spectra is the sum of the absorption on the
top and bottom particles. e percentages are calculated from the total incident light intensity.
nanoparticle array. e aims are to demonstrate that an aluminium nanoparticle
array can improve a fully optimized double layer anti-reection coating for III-V
solar cell by increasing scattering without an overall increase in reectance. e
increased scattering and light trapping, especially for the top junction, would be
very useful for space application since it would enable to use thinner junctions,
reducing the deterioration due to radiation damages from cosmic rays, therefore
improving cells longevity. In fact, lattice defects induced by high energy particles
cause a signicant decrease in the power output of solar cells over their lifetime
since they act as recombination centres or trapping centres for the carriers
[35]. Moreover, increasing light trapping is attractive for other reasons such
as reduced material costs, increased eciency due to a reduced number of
defects leading to lower non-radiative recombinations and potentially a reduced
number of quantum wells while maintaining the same absorption. e use
of quantum wells (QWs) is known to extend the absorption edge to a longer
wavelength than the value of a cell without QWs, improving current matching
in triple junction cells. e improved current matching can also be obtained
with light trapping, without the drawbacks of using a large number of QWs
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(necessary for sucient light absorption) such as reduced open circuit voltage
and ll factor [36].
Our triple junction solar cell, from top to bottom, is composed by 60 nm
of aluminium oxide (AlOx, 1st layer), 60 nm of titanium oxide (TiOx, 2st layer),
a window layer of 30 nm of aluminium indium phosphide (AlInP), the top
junction of indium gallium phosphide (InGaP, Eg = 1.9 eV ), the middle junction
of indium gallium arsenide (InGaAs, Eg = 1.4 eV) and the bottom junction of
germanium (Ge, Eg = 0.67 eV ) with several other layers in between the junctions.
e thicknesses of the anti-reection coating are optimized to minimize the
overall reectance. Since the actual cell is several hundred microns thick and,
therefore, beyond our simulation capabilities using FEM, our model included
only the anti-reection coating and the top part of the rst junction (600 nm).
Due to symmetry, the simulations involved just one quarter of the cell. e
reectance, transmittance below the AlInP window layer and the absorption in
the particles was monitored. All the light transmitted below the windows layer
is assumed to be entirely absorbed by the cell. e array of nanoparticles, with
pitch of 100, 150 or 200 nm, was placed in dierent position of the cell, i.e. on
top of the cell, embedded in the 1st layer (AlOx) or in the 2nd layer (TiOx) of the
anti-reection coating. e nanoparticles are cylinders of 30 nm height with
radii of 20, 25, 30, 35, 40 nm.
5.3.1 Results and discussion
e overall results are summarized in Fig. 5.8, which shows a schematic of the
triple junction cell, with the aluminium nanoparticle array in dierent positions
of the anti-reection coating, and the results of the integrated transmittance
enhancement weighted, across the entire range of wavelengths from 300 nm
to 1500 nm, with the solar spectrum (AM 1.5G), normalized with to the solar
cell without nanoparticle array. e transmittance is measured below the AlInP
window layer and it is assumed to be fully absorbed by the triple junction
cell. e results shown are the best obtained for that particular position of the
particles, varying pitch of the array and the radius of the particles. e best result
overall is obtained by having the array of nanoparticles on the top of the cell,
with a 1% enhancement in the transmittance, while having an array in the 1st or
2nd layer causes some losses even in the case with small nanoparticles and a large
pitch. e enhancement of the transmittance is modest since double layer anti-
reection coating are extremely optimized and dicult to improve. It is worth
noting that the main aim of the study was to demonstrate increased scattering
from the nanoparticle array. Scattering from single aluminium spheres have
been been calculated using Mie theory and, for the range of sizes considered,
is approximately between 2 to 3 times the value of the absorption and slightly
red-shied.
Comparing now the wavelength dependent spectra for cells having the
nanoparticle array in dierent positions, Fig. 5.9 shows the transmittance spec-
tra (T) below the AlInP window layer, reectance spectra (R) and particles
absorption spectra (Pabs) for the cases shown in Fig. 5.8. e positions consid-
ered are on top of the cell, embedded in the 1st layer (AlOx) and embedded
in the 2nd layer (TiOx). e transmittance spectra is almost at with perfect
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Figure 5.8: a) Schematic of a triple-junction III-V solar cell top part showing the aluminium
nanoparticle array in dierent positions of the anti-reection coating: on top of the cell (red,
pitch 200 nm, radius 30 nm), embedded in the 1st layer (AlOx, green, pitch 200 nm, radius
20 nm) and embedded in the 2nd layer (TiOx, blue, pitch 200 nm, radius 20 nm). b) Integrated
transmittance enhancement weighted, across the entire range of wavelengths from 300 nm to
1500 nm, with the solar spectrum (AM 1.5G), normalized to the solar cell without nanoparticle
array. e transmittance is measured below the AlInP window layer and it is assumed to be fully
absorbed by the triple junction cell. e results shown are the best obtained for that particular
position of the particles, varying pitch of the array and the radius of the particles.
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Figure 5.9: (a) Transmittance spectra (T) below the AlInP window layer, (b) reectance spectra
(R) and (c) particles absorption spectra (Pabs) for the cases shown in Fig. 5.8, for cells with a
nanoparticle array in dierent positions. e positions considered are on top of the cell (red,
pitch 200 nm, radius 30 nm), embedded in the 1st layer (AlOx, green, pitch 200 nm, radius
20 nm) and embedded in the 2nd layer (TiOx, blue, pitch 200 nm, radius 20 nm). e reference
cell without nanoparticle array is shown by the black line. e percentages are calculated from
the total incident light intensity.
transmittance except to the signicant absorption below 500 nm due to the
absorption in the anti-reection coating. e reectance of the double layer
anti-reection coating without array shows two minima at around 400 nm and
800 nm and increases at shorter and larger wavelengths. e case with an array
on top shows increased reectance and absorption in the particles just below
400 nm due to the plasmon resonance of the particles, while for an array in the
1st or 2nd layer the resonance is red-shied by the higher background index. e
particles absorption can exhibit multiple peaks due to higher order modes. In
general, it was shown that, for wavelengths above the plasmon resonance, the
transmittance can be increased by the presence of the nanoparticles due to the
preferential scattering of the particles into the high-index substrate. On the
opposite, a reduced transmittance is observed below and at the resonance due
to destructive interference with the incident wave [37].
Considering the case of increasing coverage by changing the pitch of the
array, Fig. 5.10 shows the transmittance spectra (T) below the AlInP window
layer, reectance spectra (R) and particles absorption spectra (Pabs) for cells
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Figure 5.10: (a) Transmittance spectra (T) below the AlInP window layer, (b) reectance spectra
(R) and (c) particles absorption spectra (Pabs) for cells with a nanoparticle array in the 1
st layer
(AlOx) for dierent pitches, with the same radius 30 nm of the particles. e pitches considered
are 100 nm (red), 150 nm (green) and 200 nm (blue). e reference cell without nanoparticle
array is shown by the black line. e percentages are calculated from the total incident light
intensity.
with a nanoparticle array in the 1st layer (AlOx) for dierent pitches, with the
same radius 30nm of the particles. e pitches considered are 100nm, 150 nm
and 200 nm. For smaller pitches the reectance is increased by the increased
surface covering of the aluminium. e absorption in the particles blue-shis
reducing the pitch due to the long range radiative dipolar interaction [38]. An
optimal pitch is expected as a consequence of a trade-o between smaller pitch
with increased reectance and larger pitch with overall low scattering.
Comparing now the eect of the size of the particles, Fig. 5.11 shows the
transmittance spectra (T) below the AlInP window layer, reectance spectra (R)
and particles absorption spectra (Pabs) for cells with a nanoparticle array in the
1st layer (AlOx) for dierent radii of the particles, with the same pitch 200nm .
e radii considered are 20, 25, 30, 35, 40 nm. By increasing the particle radius
the plasmon resonance is higher and red-shied, as predicted by theory. As
explained, at the plasmon resonance, a destructive interference eect with the
incident wave causes higher reectance and, therefore, lower transmittance.
An optimal radius is expected as a consequence of a trade-o between smaller
particles with increased absorption compared to scattering and larger particles
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Figure 5.11: (a) Transmittance spectra (T) below the AlInP window layer, (b) reectance spectra
(R) and (c) particles absorption spectra (Pabs) for cells with a nanoparticle array in the 1
st layer
(AlOx) for dierent radii of the particles, with the same pitch 200 nm . e radii considered are
20, 25, 30, 35, 40 nm. e reference cell without nanoparticle array is shown by the black line.
e percentages are calculated from the total incident light intensity.
with red-shied resonance in a useful part of the solar spectrum. In fact, the
rationale for using Al nanoparticles compared to other metals such as Au or
Ag, which have a resonance in the visible spectrum, is to have the plasmon
resonance blue-shied, therefore reducing parasitic absorption [12].
5.4 conclusions
In summary, metal nanoparticle arrays of metal (aluminium) and dielectrics
(silicon, titanium oxide, aluminium oxide and silicon nitride) of dierent radius,
pitch and position on the top and bottom part of a thin-lm silicon solar cells
with anti-reection coating in order to improve light trapping and absorption
was studied. I have shown an increase in the short circuit photo-current in
the absorbing silicon layer over the useful solar spectrum (AM 1.5G) for a
1 µm thick silicon cell of 46.7% when the nanoparticle arrays are placed on
the top and bottom of the cell with dielectric (Si) particles on top and metal
(Al) particle on bottom. A photo-current enhancement of 29.4% is shown
with just the aluminium nanoparticle array on the bottom of the cell. e
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enhancement in the photocurrent was explained by the mechanism of broad
reectance reduction of the cell by the bottom arrays via multiple Fabry-Perot
resonances thanks to a simple interference model that consider the eect of the
incident and scattered/diracted light from the particles array. e top array
is shown to broadly reduce the reectance due to resonances excitation and
preferential scattering into the substrate. Together with resonances excitation,
these two combined eects are signicant in general for the design of thin-lm
solar cells with light trapping properties to increase the absorption in order to
improve cells performance.
Moreover, an improved double layer anti-reection coating for III-V solar
cell with an array of aluminium nanoparticles to increase scattering and light
trapping, in dierent positions inside the anti-reection coating and with dier-
ent pitches and radii of the particles was studied. An increase in the integrated
transmittance enhancement weighted with the solar spectrum (AM 1.5G) of
1% was obtained with particle on top of the cell with 200 nm pitch and 30 nm
radius, increasing also the light scattering and trapping in the top junction. e
increased scattering and light trapping, especially for the top junction, is very
useful for space application since it would enable to use thinner top junction,
which suer the most deterioration due to radiation damage from cosmic rays,
improving cells longevity.
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6INTERACTION BETWEEN
EMITTERS AND NANOANTENNAS
6.1 interaction between emitters and
nanoantennas
Electromagnetic elds in the radio andmicro-wave frequencies can be controlled
using antennas, which are very important instruments in modern technology.
e diculties of making antennas that operate at optical frequencies are mostly
due to the need for small scale fabrication, demanding accuracies on the nm scale,
and material challenges. Direct scaling is impossible due to the optical response
ofmetals. In fact, at optical frequencies, metals behave very dierently since their
response is dictated by the collective electron oscillations, i.e. plasmons, which
they sustain, due to the increasing penetration depth of the electromagnetic
eld in the metal, making the study of their specic modes necessary.
e eect of nanoantennas is to modify the interaction between an emitter
or absorber enabling a more ecient energy transfer between the propagating
eld and the localized electromagnetic eld. e receiver or emitter, being an
atom, ion, molecule or defect centre in a solid, is subject to the laws of quantum
mechanics. erefore the antenna provides a way of controlling light-matter
interaction down to the level of single quantum systems, not only by modifying
the properties of the receiver/emitter, such as the transition rates, but also, as in
the case of strong interaction, their energy levels [1].
e description of the antenna-emitter system can be carried out by intro-
ducing the concept of the local density of optical states (LDOS), which can be
expressed using the Green’s function tensor
↔
G [2]. Single emitters, placed at the
position r, can be described in the perturbation limit as a two level system, for
which it is known from Fermi’s golden rule that the total decay rate is given by:
Γ = πω
3h̷ε0
∣⟨g∣pˆ∣e⟩∣2 ρp(r0,ω), (6.1)
where ⟨g∣pˆ∣e⟩ is the transition dipole moment between the emitter’s excited state∣e⟩ and the ground state ∣g⟩, ω is the angular frequency. ρp denotes the partial
LDOS, which can be expressed using the dyadic Green’s function of the system
as:
ρp(r0,ω) = 6ω
πc2
[np ⋅ Im {↔G (r0, r0,ω)}] , (6.2)
where np is the unit vector pointing along p. e Green’s function in Eq. 6.2 is
dened implicitly by the electric eldE at the observation point r generated by
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a dipole p at r0 by:
E = 1
ε0
ω2
c2
↔
G (r, r0,ω)p. (6.3)
e total LDOS is derived assuming that the quantumemitter has a randomly
oriented dipole axis, therefore by averaging Eq. 6.2 one obtains:
ρ(r0,ω) = ⟨ρp(r0,ω)⟩ = 2ω
πc2
Im {Tr [↔G (r0, r0,ω)]} . (6.4)
Although it has been shown that a rigorously correct calculation of the LDOS
must take into account both the electric and magnetic eld Green functions,
this derivation is correct at frequencies close to the material resonances such as
plasmon resonances [3].
In the absence of an antenna, for a quantum emitter in free space, one
obtains the total local density of states as ρ(r0,ω) = ω2/(π2c3), and the decay
rate as Γ0 = ω3 ∣⟨g∣pˆ∣e⟩∣2 /(3πε0h̷c3). Compared to free space, the decay rate of
an emitter can be modied by the change of the local environment due to the
presence of the antenna, which is generally known as the Purcell eect [4]. e
origin of this change is due to the self reaction on the emitter of the radiation
emitted which is scattered back by the environment and interacts again with
its source. If the nanoantenna supports LSPs in a range of frequencies that
overlaps with the emission frequency of the emitter, the LDOS will depend on
the strength of the plasmonic resonance. In other words, photons from the
emitter will have the option to either being emitted into free space or excite a
LSPs, which can then scatter back into free space.
In the simple case of a nanoantenna which sustains a single mode, the
plasmonic excitation can be modelled through a Lorentzian function peaked at
the resonance wavelength λres [4, 5]. In this approximation, the ratio between
the total decay rate of the emitter in the presence, Γ, and absence, Γ0, of the
nanoantenna at the resonance wavelength is expressed by:
Γ
Γ0
= 3
4π2
(λres
n
)3R(Q
V
) , (6.5)
where n is the refractive index of the backgroundmedium,Q is the quality factor
and V is the mode volume of the LSP resonance, calculated according to Sauvan
et al. [6]. e mode volume according to this denition is generally a complex
number and takes into account losses and dispersion which are signicant for
metals. erefore, modes which are spectrally narrow and spatially conned
lead to the highest enhancement in the radiative decay rate. In order to measure
the eciency of emitters, the intrinsic quantum yield can be introduced:
η0 = Γ
0
rad
Γ0
= Γ
0
rad
Γ0rad + Γ0int loss , (6.6)
which represents the probability that an emitter will emit one photon aer being
excited.
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e terms Γ0int loss accounts for the energy lost due to intrinsic non-radiative
channels such as, for example, in case of molecules, via the excitation of rota-
tional or vibrational levels. As discussed above, the presence of a nanoantenna
alters the environment of an emitter, changing its radiative properties and mod-
ifying the quantum yield, which can be written as:
η = Γrad
Γ
= Γrad
Γrad + Γ0int loss + Γloss , (6.7)
where, in this system, three dierent decay channels appear: the radiative rate,
Γrad , the non-radiative rate due to the losses on the antenna and the environment,
Γloss, and the non-radiative rate due to the intrinsic losses of the emitter, Γ
0
int loss.
From the total decay rate Γ, the transition lifetime τ = 1/Γ can be calculated.
Equivalently, the eect of a nanoantenna on the emitter can be seen in terms
of changes of the power uxes to and from the emitter, as explained in the
following.
e power dissipated by a classical dipole, which model our emitter, with
angular frequency ω, can be obtained from Poynting’s theorem as:
P = πω
2
12ε0
∣p∣2ρp(r0,ω), (6.8)
which, using the expression of the power dissipated by a dipole in free space
given by P0 = ∣p∣2ω4/(12πε0c3), yields the LDOS in terms of the power emitted
by a dipole in the two dierent environments:
ρp(r0,ω) = ω2
π2c3
P
P0
. (6.9)
e power P accounts for the total dissipated power, which includes the
power radiated, Prad , and the power dissipated as heat or via other mechanisms,
Ploss. erefore the eciency of the antenna is given by:
εrad = Prad
P
= Prad
Prad + Ploss . (6.10)
e intrinsic quantum yield of an emitter, i.e. in the absence of the antenna,
which can be introduced in order to distinguish between the power dissipated
by the antenna and the emitter, is dened as:
η0 = P
0
rad
P0rad + P0int loss . (6.11)
Comparing Eqs. 6.1 and 6.8 the following interesting results, which connects
the formulation of the quantum yield in terms of transition rates and in term of
power emitted and dissipated, can be obtained:
P
Γ
= ∣p∣2∣ ⟨g∣pˆ∣e⟩ ∣2 ħω4 , (6.12)
where is important to distinguish between the transition dipole and the classical
dipole and to highlight that Γ is the transition rate between the excited and the
ground state and not the photon emission rate.
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Figure 6.1: Quantum yield enhancement, η/η0, for emitters with dierent intrinsic quantum
eciencies, η0, placed in the vicinity of a gold bowtie nanoantenna. ree dierent congu-
rations, as shown in the top right of the gure, are considered: a) the emitter is located at the
antenna gap and is oriented parallel to its longest axis; b) the emitter is parallel to the antenna
axis and located 5 nm away from its edge; c) the emitter is situated in the gap of the antenna but
oriented normally to the symmetry plane of the system. Insets: electric-eld intensity on the
same logarithmic scale for the three congurations at resonance. Adapted by permission: [5]
©(2010).
Introducing Eq. 6.11 into Eq. 6.10 yields the following equation:
εrad = Prad/P0rad
Prad/P0rad + Pint loss/P0rad + [1 − η0]/η0 . (6.13)
From the previous equation, for an emitter with no intrinsic loss, i.e. with ηi = 1,
the antenna can only reduce the eciency, since its presence adds another
channel for losses, Pint loss, whereas the presence of the antenna can be benecial
for emitters with relatively low quantum yield.
e position of the emitter and its orientation are very important in de-
termining the magnitude of the quantum yield enhancement, due to dierent
couplings to the dipole emission and the plasmonic modes of the nanoantenna.
Fig. 6.1 shows the results of FDTD calculations of the quantum yield enhance-
ment, η/η0, experienced by a dipole emitter in the vicinity of a gold-bowtie
nanoantenna. Overall a quantum yield enhancement is seen only for relatively
poor emitters (η0 < 0.1) and only for specic orientations of the dipole moment,
e.g. along the length of the antenna.
An antenna has also the important eect of shaping the direction of the
radiation. Recent studies showed that an antenna provides wide control over
the direction and polarization of the emitted radiation [7, 8].
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From considerations obtained using the reciprocity theorem it can be shown
[1, 9] that excitation enhancement is proportional to the radiative enhancement,
that means:
Γexc
Γ0exc
∝ Γrad
Γ0rad
, (6.14)
where the proportionality factor is a function of the polarization and directivity
of the antenna. A corresponding equation in term of power can be written using
Eq. 6.12.
At excitation, an antenna shows an eective area A, which corresponds to the
area of the incident radiation that interacts with it, which is formally equivalent
to the absorption cross section σA, and is dened as:
A(θ , ϕ) = Pexc
I
= σA(θ , ϕ), (6.15)
where Pexc is the power that excites the receiver and I is the intensity of the
radiation coming from the (θ , ϕ) direction. In the absence of an antenna the
absorption cross section of a two-level system is bounded by σ l imA = 3λ2/(2pi).
Typical values for molecules and quantum dots are of the order of σA = 1 nm2.
An antenna increases the light intensity that falls on a target and therefore
improves its absorption cross section by the amount given by:
σA = σ0A
∣np ⋅ E∣2∣np ⋅ E0∣2 . (6.16)
e enhancement depends on the local intensity enhancement factor and several
studies have shown that intensity enhancement of the order of 104, . . . , 106 are
obtainable [5, 10, 11].
Overall, the uorescence enhancement, S, which can be obtained due to a
nanoantennas is:
S = η
η0
∣np ⋅ E∣2∣np ⋅ E0∣2 , (6.17)
where two dierent eects contribute to the enhancement: the increase in the
local electromagnetic eld, improving the eective absorption cross section
of the emitter, and the quantum yield enhancement, which is related to the
modication of the LDOS in the environment around the emitter.
e eect of an antenna can fall in two dierent regimes: “weak interaction”,
where the modications of the transition rates depend only on the change of
the LDOS and “strong interaction”, where the highly localized eld opens up
dierent mechanisms such as multipole or momentum-forbidden transitions,
when the momentum of a photon is not longer negligible compared to the
electron momentum due to connement eects.
In free space the momentum of a photon with energy Eph = h̷ω is pph =
h̷ω/c. For an unbound electron of the same energy the momentum is pe =[2m∗c2/(h̷ω)]1/2, a factor of 102 − 103 grater than the photon momentum. For a
typical electronic transition the photon momentum can, therefore, be neglected,
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i.e. optical transitions are vertical in an electronic band diagram. On the other
hand, near an antenna, the photon momentum no longer has the value in free
space.
Due to the localization of the electromagnetic eld the momentum associ-
ated with the photons has a broad distribution of width pph = πh̷/∆, where ∆
is the spatial connement, and can be as small as few nm. As such the photon
momentum can increase by a factor of approximately 100, which is in the range
of the electron momentum and gives rise to diagonal transitions in an electronic
band diagram without the assistance of phonons.
In all the previous derivation, the eld operator Aˆ of the matrix element⟨ f ∣pˆ ⋅ Aˆ∣i⟩ has been assumed to be constant on the quantum states ∣i⟩ and ∣ f ⟩,
giving the standard dipole selection rule. In the case of very high localization of
the electromagnetic eld, when A can no longer be assumed to be constant, the
matrix element can be expressed as a multipole series. It has been shown that
the higher order multipoles have dierent selection rules, adding additional
transition channels to the system [12, 13]. In our case, because of the relatively
low eld enhancement and gradient, the interaction regime is weak.
6.2 nanoantennas simulation
Nanoantennas, when they are resonant with the absorption and emission fre-
quencies of emitters, enhance the energy transfer between the propagating and
the localized electromagnetic eld and vice versa, increasing the light-matter
interaction with single quantum systems.
Nanoantennas can be fabricated using a variety of methods, materials and ge-
ometries and, due to the dierent behaviour of metals at optical frequencies, are
more complex to study because of the presence of surface modes, i.e. plasmons.
6.2.1 Nanoantenna simulations
A typical nanoantenna, which has been studied extensively, is a dimer composed
by two parallelepipeds. Such structure shows a strong plasmonic resonance and
a high enhancement in the gap. Simulations were used to predict the eect of
such nanoantenna on a buried layer of nanocrystals, as in the case of implanted
samples.
Simulations have been carried out using Lumerical, a nite dierence time
domain (FDTD) soware package, which is able to accurately calculate the time
evolution of the electromagnetic eld.
e structure which was simulated is shown in Fig. 6.2. It is composed of
two parallelepipeds of gold of L (in x) x 50 nm (in y) x 50 nm (in z), where
L is the length of the nanoantenna. e length L was varied between 110 and
150 nm in order to tune the plasmon resonance. e gap between the two
parallelepipeds was also varied between 20 to 50 nm for a xed length, L = 120
nm. As shown in Fig. 6.2, the nanoantenna is placed on glass, separated by a
distance of 10 nm from a buried layer of nanocrystals. e layer of nanocrystals
is 5 nm thick and has been modelled as an eective medium with a refractive
index running from 1.5 to 1.9. e case of light polarized along the length of the
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Figure 6.2: Example of the geometry used to simulate the nanoantenna. (a) View from the side
and (b) in prospective. Two parallelepipeds of gold (in dark yellow) are placed on glass (in dark
sky-blue, with n = 1.5), with a buried layer (in sky-blue), 5 nm thick, of nanocrystals located at a
distance of 10 nm from the surface, is present.
antenna and orthogonal to it have been considered. Fig.6.3 shows an example
of the high intensity of the electromagnetic eld which develops around the
nanoantenna at the excitation wavelength (λ = 405 nm) and at the resonance
frequency (λ = 794 nm). e rst set of simulations consisted in changing the
length L of the nanoantenna between 110 nm and 150 nm, with 10 nm step, with
a xed gap of 50 nm and a xed n = 1.75 for the layer of nanocrystals. At 120
nm, the nanoantenna shows a resonance at approximately 800 nm for incident
light polarized along the length of the antennas, which is near the broad silicon
nanocrystals PL peak between 600-900 nm and at 600 nm for incident light
polarized orthogonal to the length of the antennas. erefore, the length L =
120 nm was chosen for the subsequent simulations. Fig. 6.4 shows the plasmon
resonance of the antennas for varying gap size with incident light polarized
along the length of the antennas and orthogonal to it. e shi of the plasmon
resonance due to changes of the gap size is relatively small, compared to the
width of the resonance.
Since silicon and glass have dierent refractive indexes, respectively 3.7 and
1.5 at 800 nm, a layer of nanocrystals with dierent implantation density, in the
eective medium approximation, will have a dierent value of the refractive
index. For standard implants the value is typically between 1.6 and 1.9. To
study the change of the electromagnetic eld in the layer for dierent value of n,
simulations have been carried out with n = 1.5, 1.6, 1.75 and 1.9. For higher values
of the refractive index the eld enhancement decreases, albeit by a relative small
value (less than 10% of the maximum). e plots shown in Fig. 6.5 gives an
example of the results obtained from the simulations, which can be summarized
as follows: going to smaller gaps, the average of the eld enhancement in the
layer of nanocrystals decreases, possibly due to higher metal losses, however the
peak intensity of the electric eld is higher. e resonance frequency is also seen
to decrease for smaller gap sizes. Finally, as can also be seen in Fig. 6.3, the eld
enhancement is low and has a minimum approximately under the centre of each
arm of the nanoantenna, which means that the nanocrystals placed under the
nanoantenna are going to interact very slightly with the incident eld compared
to the case when they are placed in the gap between the antennas.
Given the results from simulations, for our samples the expected excitation
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Figure 6.3: Example of eld plots showing the electric eld intensity along the nanoantenna, at
the excitation wavelength (a, λ = 406.5 nm) and at the resonance wavelength (b, λ = 794.6 nm),
on top of a glass substrate with n = 1.5. e length of the nanoantenna is L = 120 nm, with a gap
of 50 nm. e plot is done in logarithmic scale. e concentration of the electromagnetic eld
in the thin layer of nanocrystals, located between -15 nm ≤ Z ≤ -10 nm, and having n = 1.75, is
visible. e incident light is polarized along the length of the antennas.
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Figure 6.4: Plots of 1 − T where T is the light transmission for (a) incident light polarized along
the length of the antennas and (b) orthogonal to the length of the antenna for varying gap sizes.
e antennas have a length of 120 nm.
Figure 6.5: Example of the results obtained from the simulations of nanoantennas. e incident
light is polarized along the length of the antennas. a) Logarithm of the electric eld intensity
(∣E∣2/∣E0∣
2), averaged over the layer of nanocrystal (n = 1.75), along the length and on the centre
of the nanoantenna, with L = 120 nm and a gap of 50 nm. b) Logarithm of the electric eld
intensity (∣E∣2/∣E0∣
2), averaged over the layer of nanocrystal (n = 1.75), orthogonal to the length
and on the centre of the nanoantenna, with L = 120 nm and a gap of 50 nm. c) Variation of the
resonance frequency of a nanoantenna depending on the dimension of the gap. e refractive
index of the layer of nanocrystals is 1.75, the length of the nanoantenna is L = 120 nm. d)
Logarithm of the electric eld intensity (∣E∣2/∣E0∣
2), averaged over the layer of nanocrystal (n =
1.75) and along the length, on the centre of the nanoantenna, with L = 120 nm varying the size
of the gap.
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enhancement is negligible (λ = 405 nm) whereas the signicant change in the
LDOS at the emission wavelength (λ ≈ 800 nm, which can be approximated
with the eld enhancement at the same wavelength [14], which is much quicker
to calculate) is expected to produce a modication of the transition rates and
an enhancement of the PL from the silicon nanocrystals.
6.3 silicon nanocrystals as emitters
Silicon is a very important material for today’s industries as it dominates the
eld of microelectronics, which has produced huge technological achievements
in many dierent elds. Silicon is also a good optical material, with a high
refractive index, making it suitable for the fabrication of waveguides and others
optical devices. Silicon, however, has poor light emitting properties in bulk
form, being an indirect band gap semiconductor with a short non-radiative
lifetime [15–18].
In fact, electron-hole pairs in bulk silicon have a very long radiative lifetimes,
in the millisecond range, whereas the non-radiative lifetime due to defects,
even in electronic grade silicon, is only few nanoseconds. is yields a very
low internal quantum eciency of ≈ 10−6 at room temperature. Furthermore
to achieve population inversion, which is needed for lasing, high excitation is
necessary, activating non-radiative process such as Auger recombination or free
carrier absorption [15].
Auger recombination is a non-radiative, three particle process where an
excited electron (or hole) recombines with an hole (or electron), transferring
its excess energy to another electron (or hole). For a high carrier injection rate
in silicon the Auger mechanism is the dominant process, since its probability
is directly proportional to the number of the excited carriers. e second phe-
nomenon is free carrier absorption, in which excited carriers absorb photons
and thus increase the optical losses. A scheme of all the processes is shown in
Fig. 6.6.
A surprisingly intense PL at room temperature in the visible from porous
silicon, which is obtained by electrochemical etching of silicon in diluted aque-
ous or ethanoic HF solution, was rst discovered by Canham in 1990 [19]. e
reason for this bright PL is due to the formation of silicon nanocrystals,which
are 3D conned quantum dots (QD), during the electrochemical etching process
[16]. Additionally, embedded silicon nanocrystals can be produced by thermal
annealing of silicon rich silicon oxide (SRSO).
e emission properties of silicon nanocrystals are due to the quantum
connement of excitons in a defect free region, which reduces the probability
of interaction with non-radiative centre. e PL emission is known to be dom-
inated by two mechanisms, i.e. the radiative recombination can either occur
inside the nanocrystals via quantum connement or outside at an interface state.
e relative contribution of each mechanism and their respective dependence
with the size of the nanocrystal is still not well understood [20].
By localizing the electron-hole wavefunctions, quantum connement, causes
a better overlap between them, producing an increase of the radiative decay
rate. Furthermore connement has another important eect: it makes possible
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Figure 6.6: Schematic energy band structureof silicon. e arrows indicate the various recom-
bination paths for the excited electrons and absorption processes. In black: indirect absorption.
On red: indirect radiative recombination with the assistance of a phonons. In blue: non-radiative
recombination. In green: Auger recombination. In orange: free-carrier absorption. Adapted by
permission from IEEE: [16] ©(2009).
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to shi the emission wavelength by changing the nanocrystals’ size. Tunable
emission in the visible is in fact achievable, albeit with a wide emission band,
between 600-900 nm. As shown in Fig. 6.7, decreasing the nanocrystal’s size
blueshis its emission because of quantum connement, whereas increasing
the annealing temperature, or the time, or the silicon concentration, causes an
increase of the nanocrystal’s size, red-shiing its emission [21].
e decay measured by time-resolved PL from silicon nanocrystals typically
shows a non-exponential behaviour, which is generally agreed to occur due to
the complexmechanism involving the electron-hole pair recombination [20, 22].
erefore, multi-exponential or stretched-exponential models are used to t the
experimental data. e value of the decay time have been shown to be practically
constant with the emission energy and that excitation migration occurs between
smaller (luminescence donor) and larger (luminescence acceptors) nanocrystals,
eectively causing the long lifetime emission from the largest nanocrystals [22].
Quantum conned silicon is available in dierent forms. For instance porous
silicon has been studied extensively for its easy fabrication process, but its
disordered state and its surface reactivity with chemical agents, which cause
uncontrolled time dependent properties, make it ill suitable for real device
applications.
On the other hand, silicon nanocrystals embedded in silica are a good can-
didate for photonics, because of their stability, robustness and full compatibility
with CMOS technology.
Embedded silicon nanocrystals are produced starting from silicon rich sili-
con oxide (SRSO), which can be formed by deposition, sputtering, ion implanta-
tion, cluster deposition etc., followed by a thermal annealing, which causes the
phase separation of the silicon excess into small nanocrystals. e duration of
this thermal treatment, its temperature and the excess of silicon in the SRSO all
determine the nal sizes of the nanocrystals’ clusters and their size dispersion
[15, 17, 23].
e size dispersion is partially the reason for the silicon nanocrystals broad
PL peak. Indeed most of the PL broadening has been demonstrated to be
intrinsic. Its origin is still unclear but some authors support it being an eect of
the conned exciton recombination, while some others believe being a defect
recombination eect assisted by centres which form at the interface between the
silicon nanocrystals and the dielectric [21]. A recentwork involving spectroscopy
on single nanocrystals have shown a complex picture involvingmany competing
recombination processes, such as surface states, phonon coupling, multi-exciton
interactions, and Auger eects [24].
Optical gain in silicon, long thought to be impossible, was obtained rst by
Pavesi and co-workers from implanted silicon nanocrystals followed by anneal-
ing [25]. is important result caused a large interest in silicon nanocrystals for
their potential application in photonics, being the rst step for the construction
of a silicon laser. e net optical gain seen (≈ 104 cm−1) was of the same order
as that of self-assembled direct-bandgap quantum dots.
Subsequently, optical gain in Si nanocrystals has been shown using dierent
types of measurement, for example through the superlinear increase of the PL
intensity, through measurement of the amplied spontaneous emission in a
waveguide and through probe amplication under high pumping [25–27].
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Figure 6.7: Silicon nanocrystals formation from silicon rich silicon oxide, structure and PL
spectrum. Adapted by permission: [21] ©(2009).
Silicon nanocrystals have been used for the fabrication of LED devices,
obtaining at rst eciencies of a fraction of percent. e main diculty in
obtaining ecient LEDs is the ecient injection of carriers.
Impact excitation is the most common electrical injection method, in which
energetic electrons tunnel through the dielectric and, by impact, excite electron-
hole pairs inside the nanocrystals which recombine radiatively with an emission
spectrum very similar to standard PL. e main drawbacks of this mechanism
are its low eciency (maximum quantum eciency of 0.1%) and the damage it
creates in the dielectric due to the high energy electron current.
Recently, a more ecient injection mechanism has been devised which
inject electrons and holes from the same semiconductor channel in a sequential
process, in contrast to the simultaneous injection of carriers which occurs in
pn-junction based LEDs [28].
Silicon nanocrystals have also been studied coupled to other emitters such
as erbium or other rare earth ions. Erbium doped bre ampliers are a well es-
tablished technology used in long-haul optical transmission lines but they show
three major limitations: Er3+ ions interact non radiatively when in pair, they
have a small excitation cross section, and they need a pump power specically
tuned to an exact electronic transition. erefore in actual applications long,
lightly doped bre are used coupled to expensive pumps [15].
A high ecient coupling is observed when silicon nanocrystals are placed in
close proximity to erbium ions, increasing the small excitation cross section of
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Figure 6.8: An illustration of the quantum cutting process in the nanocrystal and erbium
system. a) 1) A nanocrystal is excited by a UV photon, which excites one of its electrons to the
conduction band to high energy. 2) e electron loses its excess energy exciting a erbium ion
in the proximity via Auger process. 3) e erbium ion emits a photon. 4) e excitation of a
second erbium ion occurs again via Auger process. Adapted by permission fromMacmillan
Publishers Ltd: [32] ©(2008).
rare earth ions and enabling broadband pumping while reducing the length of
bres, have been under intense investigation. In sample made by ion implanta-
tion in silica, the sensitizing eciency has been shown to increase exponentially
with decreasing silicon nanocrystals mean diameter and that defect states in
the silica matrix act also as sensitizer [29, 30]. Quantum eciencies greater
than 60% have been demonstrated for the energy transfer along with a ve
order of magnitude increase of the excitation cross section [15, 31]. e nature
of the interaction mechanism in such a system is still controversial and more
fundamental studies are needed to characterize it.
Signicantly, the quantum slicing of photons, which is a process that pro-
duces two lower energy photons from a higher energy one, has been shown
to occur in erbium and nanocrystal systems as well as between nanocrystals.
is eect is key towards real world applications such as means to beat the
Shockley-Queisser limit of silicon solar cells or realising entangled photons
sources [32].
In this process the transfer of energy from one highly excited nanocrystal to
two or more rare earth ions (or nanocrystals) occurs, as shown in Fig. 6.8. For
solar cell applications neodymium would be the target rare earth ion since its
emission wavelengths, which peak at 900 nm and 1060 nm, are suitable to be
captured eciently by silicon solar cells [33].
Enhancement of the emission from silicon nanocrystals using plasmonic
structures has been already demonstrated at Caltech [34]. ey used a quartz
sample where silicon nanocrystals were made via ion implantation. Via a step
etch with an HF aqueous solution, 9 steps of 2.5 nm each were created on
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the surface of the sample, across the implanted region, to vary the distance
between the silicon nanocrystals and the plasmonic structures placed on top.
Subsequently a nanoporous lm of gold was produced on top of the sample by
selective dissolution of Ag on an Au/Ag lm.
In standard PL intensity measurements, the intensity enhancement, com-
pared to a reference sample, varied as a function of the distance between the
gold and the silicon nanocrystal layer, with a peak PL at approximately 10 nm
and an enhancement factor of around 4.5. is enhancement is considered
promising because their particular system contained contributions from a large
number of non interacting nanocrystals and was, therefore, not optimized.
From their model and using the experimental data obtained, Biteen et. al.
were able to predict a possible enhancement of two orders of magnitude for the
case of a single, uniform, nanocrystal monolayer resonant with the nanoporous
gold.
As discussed, all previously conducted studies leave much space for an
increased understanding of silicon nanocrystal’s behaviour in order to increase
their emission intensity when coupled to rare earth ions and/or plasmonic
structures, for the fabrication of more optimized devices. As will be explained
in the next part, my research eorts were directed towards developing a more
ecient way to couple silicon nanocrystals and plasmonics structures in order
to enhance their emission.
6.4 photoluminescence and lifetime
experiments and its apparatus
Samples were characterized using a uorescence optical microscope shown
schematically in Fig. 6.9.
In this setup the light coming from a LDH-D-C-405 pulsed/continuous wave
picosecond laser diode of 405 nm wavelength (PicoQuant) is sent to the sample,
via an inverted optical microscope (Nikon Ti-U), in a position which can be
scanned electronically using a dual axis piezostage (PI). e PL coming from
the sample goes through a beamsplitter and a bandpass lter which eliminates
the laser light.
e remaining PL, which has a larger wavelength than the excitation light, is
then sent either to a PerkinElmer silicon avalanche photodiode (APD) photon
counting module or to a spectrometer (Pixis 100 Princeton Instruments) with a
silicon charge coupled device (CCD) using a beamsplitter or a mirror.
e silicon APD can be connected to either a time correlated single photon
counting (TCSPC) module PicoHarp 300 (PicoQuant), for the measurement of
lifetimes between hundreds of nanoseconds to tens of microseconds (minimum
time bins width 4 ps), or to a NanoHarp 250 (PicoQuant) counting card (multi-
channel scaler/photon counter), which has a larger usable time span of up to
2.15 s but reduced ability to measure fast decaying emitters (minimum time bins
width 4 ns), useful for very slow decaying emitters such as silicon nanocrystals.
TCSPC is a powerful technique which is able to reconstruct the decay prole
from an emitter by multiple excitation event out from single photons event.
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Figure 6.9: A schematic gure of our PL and lifetime setup. Adapted by permission. Figure
courtesy of Prof. Achim Hartschuh, LMUMunich.
emost simple way to measure the decay prole of an emitter is to record the
time dependent intensity prole in the time domain aer a short excitation, e.g.
commonly a laser pulse. However, practical problems prevent the application of
this technique in all situations. In fact, the decay curve from an emitter can last
only some hundreds of picoseconds, making it dicult for standard electronics
to sample such short transient.
Indeed other problems can arise such the weakness of the signal or the fact
that the emission can consist of just a few photons. TCSPC solves all these issues
by collecting the data over multiple cycles. As shown in in Fig. 6.9 the time
dierence between the excitation and emission is measured by the electronics
which act like a stopwatch. e occurrence of a photon at a particular time is a
random process and it is described by the emission probability of the emitter.
Photon counts corresponding to a specic time bin are drawn in a histogram
against the corresponding time, typically producing a decay curve with an
exponential behaviour.
In case of PL measurements the excitation laser is driven in continuous
wave mode and the light is sent directly to the spectrometer. For lifetime me a-
surements the laser is used in pulsed mode, either with a selectable repetition
frequency in the range from 80 MHz to 31.25 kHz, or in external trigger mode.
In our case, since the lifetime of silicon nanocrystals is rather long, of the order
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of several tens of microsecond up to milliseconds, it is necessary to pulse the
laser at low repetition frequency to prevent the piling up of dierent histograms
by using the external trigger. e probability of two photons emitted at the same
time is low given the low signal intensity and that many excitation cycles do not
produce a photon.
With a multi-channel scaler/photon counter, albeit limited in the minimum
time bins width compared to TCSPC, photons from uorescence decays are
counted and binned over time over multiple excitations, to give, on average, the
decay prole of the emitters. Because many photons can be collected during the
same excitation, this technique is generally faster than TCSPC.
For the acquisition of each spectra, the procedure followed consisted rst
of maximizing the PL intensity with the APD by moving the piezostage to a
specic point (e.g. an antenna) in the PL map and monitoring the signal until
no further improvement could be obtained. e focus was checked during the
PL mapping process to ensure the sharpest possible image was taken. Secondly,
the PL was send to the spectrometer by means of a removable mirror. Each
spectra taken incorporated a correction due to the background noise for the
corresponding acquisition time. e spectra were further normalized using the
corresponding measured response of the system (spectrometer, microscope and
other optics), determined using a calibration source (Ocean Optics).
6.5 coupling silicon nanocrystals and
plasmonic structures
Coupling of silicon nanocrystals to plasmonic structures can be done in a large
variety of ways. For plasmonic structures, the aim is to place the nanocrystals in
the vicinity of the specic structure, which means a distance of few tens of nm
or less from it. In fact, only for such close distances, the interaction is strong
enough, due to the near eld enhancement, to produce noticeable changes in
the emission properties of nanocrystals.
Ideally, all the nanocrystals are placed within the interaction distance from
the structure. If they are not, any measurement will be the sum of two con-
tributions, one coming from the interacting nanocrystals and the other from
the remainder. In the latter scenario, the contribution from non-interacting
nanocrystals can be strong enough to hinder the capability to detect any en-
hancement of the PL or lifetime. Secondly, to study the interaction over dierent
coupling regimes, it is desirable to have the capability to modify the distance
between the structure and the nanocrystals in a controlled manner.
Two dierent approaches can be followed. One in which an ensemble of
nanocrystals ismade to interactwith plasmonic structures. e serious challenge
of this approach is that the strong dependence of the coupling turns in a sensitive
dependence on geometry and composition, resulting in large variations in
properties between samples. In the other approach, single nanocrystals are
made to interact with plasmonic structures, which can results in a much more
clear picture of the interaction. e challenge in this case is the complexity of
manipulating matter at the nanoscale in a precise manner.
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An example of the latter approach seen in a recent paper by Ratchford et al.
[35] in which is explored the coupling between a single CdSe/ZnS QD and single
gold nanoparticles, varying the distance using an AFM as a nanomanipulation
tool. e distance is varied in a systematic and reversible manner, measuring the
change in the lifetime and PL in the process. As the eect of the non radiative
energy transfer from the QD to the gold nanoparticles, which becomes the
dominant decay channel, a dramatic reduction of the total lifetime from about
30 ns to well below 1 ns is seen. In the case of silicon nanocrystals, their long
lifetime is a further challenge, since it limits the number of photons that a single
emitter can produce. A very sensitive setup and a longer acquisition time are
necessary to improve the collection of photons by a factor 102-103, making such
experiment very complex in practice.
e complexity of the experiment is further increased by the specic plas-
monic structures taken into consideration. ese may be single particles, an-
tennas, arrays, rough surfaces or some other structures. In the case of PL
measurements, the aim is to concentrate the pump light coming from the far
eld in a near eld region around the nanocrystals and to stimulate them to
radiate back their emission eciently. For this purpose, the structure has to
be in resonance with the pump light, which is chosen around the peak of the
absorption band of the emitter, and with the PL produced by the emitter.
For our experiment dierent coupling methods have been considered: mix-
ing colloidal gold nanoparticles with silicon nanocrystals in solution, spin coat-
ing or drop casting silicon nanocrystals and gold nanoparticles on substrates,
spin coating silicon nanocrystals on a sample with randomly created gold par -
ticles obtained via thermal annealing of a thin gold lm and, in the case of
implanted samples, to fabricate plasmonic structures on top of the nanocrystal
layer.
For the case of mixing colloidal solution of nanoparticles, it is possible to
calculate that, unless the particles are functionalized via chemical means so that
they attract each other, an extremely high concentration of nanoparticles would
be needed to obtain particles close enough to interact. For gold nanoparticles,
that concentration is more than two orders of magnitude before they start to
precipitate. Spin coating or drop casting nanoparticles on a substrate may look
more suitable but, unfortunately, working with solutions of silicon nanocrystals
presents the disadvantage that silicon nanocrystals in solution tend to form large
(micron size) clusters in most solvents and, therefore, it is dicult to obtain a
system composed by a nanoparticle and few tens of nanocrystals.
For our experiment, it was found that themost suitablemethod is to fabricate
plasmonic structures on top of a nanocrystals layer, which is obtained via ion
implantation.
6.5.1 Implanted samples
Silica samples implanted with silicon to form nanocrystals have ideal properties
for the coupling with plasmonic structure. Since the nanocrystals are embedded
in a silica matrix, they are stable and robust. Nanocrystals made by ion implan-
tation are tunable in size and concentration, by varying the conditions during
preparation. Ion implantation is a standard technique used in the semiconduc-
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tor industry to dope materials and therefore the implantation process is fully
compatible with the fabrication of devices in modern foundries.
For samples made by ion implantation, nanocrystals areusually found in a
buried layer several hundreds of nanometres from the surface, depending on the
implantation energy. erefore the interaction with any plasmonic structures
fabricated on top of them is possible only aer etching part of the surface.
e etching can be done using chemical methods, such as using hydrouoric
acid (HF) or reactive ion etch (RIE). Such sample make it possible to vary the
interaction distance with a step etch, as done by Biteen et al. [34].
Implanted samples have been fabricated at the University of Surrey. PL
and lifetime measurements have been carried out on the sample without any
plasmonic structure. e etch of the samples (when relevant), in order to couple
the buried nanocrystals with a plasmonic structure, was carried out using HF at
the facilities of the London Centre for Nanotechnology (LCN). Subsequently,
nanoantenna arrays fabricated via EBL have been placed on top of the samp le
in order to precisely study the coupling which develops with the nanocrystals.
In the following are presented the results for one of the samples measur ed.
e sample was implanted with silicon ions at 10 keV with a uence of 2 ⋅ 1016
cm−2. e ions distribution follows a Gaussian prole inside the silica matrix,
with average depth of 14.9 nm and σ = 6.4 nm, as determined through SRIM
(Stopping and Range of Ions in Matter) calculations. e sample was annealed
at 1100 ○C for 300 s in nitrogen (N2), followed by forming gas (N2 + 5%H2)
at 500 ○C for 300 s. Since this sample had a shallow implant no HF etch was
needed, so the arrays of nanoantennas were directly fabricated on top.
6.5.2 Nanoantennas fabrication
Electron beam lithography (EBL) is the rst choice in case one wants to produce
an highly precise geometry for the particles array, e.g., withmonodispersed parti-
cles, or with desired particles distances, shapes, sizes and patterns, given its high
resolution but low throughput. e process typically involves the spin coating of
approximately 200 nm of electron sensitive resist, usually polymethylmethacry-
late (PMMA), on a clean conductive substrate, e.g., an indium-tin oxide (ITO)
or a gold covered glass. Alternatively, espacer, a conductive water-soluble charge
dispersing material, can be used if necessary. e process is followed by the
exposure of the coated glass to the electron beam to produce the desired pattern,
the chemical development of the exposed resist and the plasma ashing, the
coating of the sample by thermal evaporation with the desired thickness of
metal at slow rate 1-2 nm ⋅ s−1) and the chemical removal of the remaining resist
lm by chemical means, also called li-o. As summarized in Fig. 6.10, 200 nm
of PMMA are spin coated at 3500 rpm, followed by a post spin bake at 155○ for 5
minutes. A layer of espacer, were a conductive polymer is the main ingredient,
is then spun on the sample at 1200 rpm and baked at 100○ for 60-90 s in order to
prevent charging, since the silica substrate is not conductive. Aer the write, the
sample is developed in methyl isobutyl ketone (MIBK): isopropyl alcohol (IPA)
for 60 s, followed by a 30 s rinse in IPA. e sample is then plasma ashed at 10
W for 3 minutes to remove any residual PMMA. Aer this, thermal evaporation
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Figure 6.10: Schematic of the steps involved in the EBL process. e sample is spin coated
with PMMA and espacer, followed by electron beam write, development, plasma ash, thermal
evaporation of gold (Au) and li-o on acetone.
of a gold (Au) lm of 50 nm thickness is carried out, then the sample is soaked
in acetone to remove any remaining PMMA and excess gold.
All the sample processing was carried out by Dr. Tyler Roschuk using the
facilities at the London Centre for Nanotechnology (LCN) for etching and evap-
oration and the EBL machine (Raith e-line) at Imperial College. Aer the EBL
step, some sample were directly imaged with a scanning electron microscope
(SEM) to make sure that the antennas were present and had thecorrect dimen-
sions. Fig. 6.11 shows an image of an antenna array and of single dimer antenna.
Several samples were fabricated using the same technique but most of them did
not show any PL enhancement due to HF etching step, when was needed to
bring the nanocrystals close to the surface, because of the implantation depth.
In fact it is dicult to calibrate the etching so that the layer with the implanted
nanocrystal is close to the surface at a distance of just few nm, which is required
in order to have some interaction between the antennas and the nanocrystals,
as shown previously in the simulation. For most of the sample either the etch-
ing was to deep, removing also the layer with the nanocrystals, so that no PL
was measured, or was to shallow, which caused no PL enhancement since the
antennas and the nanocrystals were too far apart.
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Figure 6.11: a) SEM image of an array of antennas. e pitch between the antennas is 2 µm. b)
SEM image of a single dimer antenna with nominal dimensions of 120 nm length x 50 nm width
x 50 nm height.
6.6 measurements on silicon
nanocrystals and plasmonic
antennas
e optical characterization of the implanted sample with the silicon nanocrys-
tals and the plasmonic antennas has been carried out with two dierent tech-
niques. e antennas have been measured via dark eld spectroscopy while the
nanocrystals via photoluminescence (PL). ese two techniques are comple-
mentary since they give dierent information on the two components of the
system. In fact dark eld is able to measure the plasmon resonance while PL
looks only at the emission of the system aer optical excitation.
6.6.1 Dark eld imaging
e nanoantennas fabricated via EBL have been characterized using dark eld
spectroscopy to measure their scattering and plasmon resonance response. In a
dark eld setup, shown in Fig. 6.12, white light coming from an halogen lamp,
which can be polarized along the desired direction, is incident at high angle
on the sample, from where the scattered light is collected using a microscope
objective. e incident angle of the incident beam is chosen to be large enough so
that the specular reection from the sample is not collected by the objective. e
light collected by the objective can be further selected using another polarizer
before being measured via a spectrometer or a camera, however, this was not
used in the measurements presented. e dark eld response of a dimer antenna
presents two main peaks, which can be excited depending on the polarization
of the incident light.
As shown in the spectra in Fig. 6.15, light polarized along the length of the
antennas (0○) excited a plasmonic mode along the length of the two bars, and
that mode peaks at 800 nm, whereas light polarized orthogonal to the length of
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Figure 6.12: Schematic of a dark eld setup. e light coming from a lamp is incident at high
angle on a sample. e scattered light is collected by a microscope objective and sent to the
detection, but not the specular reection.
Figure 6.13: Schematic showing the polarization directions compared to the nanoantenna. a)
Light is polarized along the length of the antennas (0○). b) Light is polarized orthogonal to the
length of the antennas (90○).
Figure 6.14: Dark eld images of an array of antennas under: a) light polarized along the length
of the antennas (0○), b) light polarized orthogonal to the length of the antennas (90○).
the antennas excite a mode along the width of the bars, and that mode peaks at
600 nm, as shown previously in the simulations. e dierence between the
two types of mode can be clearly seen in the images taken by an optical camera
under polarized light, shown in Fig. 6.14, where, for light polarized along the
length of the antennas (0○), the antennas scatter mostly red and they appear
red-yellow (because the eye is not sensitive above 700 nm), whereas for light
polarized orthogonal to the length of the antennas (90○), the antennas scatter
mostly green and they appear green.
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Figure 6.15: Dark eld spectra of a single antenna when the incident light is polarized along
the length of the antenna (0○, red line) and orthogonal to the length of the antenna (90○, black
line). e dark eld intensity is normalized to the same value for both cases.
6.6.2 PL enhancement of silicon nanocrystals
e PL coming from an implanted sample with silicon nanocrystals and plas-
monic antennas fabricated by EBL was measured with our PL setup, described
in section 6.4. e mapping was carried using a piezostage scan of the sam-
ple. Spectra were taken on specic points, such, for example, single antennas.
During the measurement it was possible to select both the input polarization,
i.e. of the incident laser, and the output polarization, i.e. of the PL measured.
Fig. 6.16 shows the mapping of the PL emitted by the silicon nanocrystals for
incident light polarized along the length of the antenna (polarization 0○) and
orthogonal to the length to the antenna (polarization 90○) and the spectra taken
on a single antenna for the two dierent states of polarization. In this case all PL
was collected and measured, regardless of polarization. When the incident light
is polarized along the length of the antenna the PL emission is almost unchanged
compared to the case without antenna. In case of incident light polarized or-
thogonal to the length of the antenna the spectra show an intense PL emission
between 500 nm to 650 nm, which, at its peak, is 7 times higher than without an
antenna. e opening up of a new radiative recombination path for the silicon
nanocrystal to emit, thanks to the interaction with the orthogonal plasmonic
mode of the antenna, is interesting as it leads to a signicant PL enhancement.
is polarization dependent emission results in emission in a spectral range not
accessible by reducing the size of the nanocrystals via blue-shiing thanks to
quantum connement and lower energy losses (due to the emission centred at
580 nm) compared to the normal radiative recombination path which peaks at
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Figure 6.16: Mapping of the PL emitted by the silicon nanocrystals with a nanoantenna array
on top for (a) incident light polarized along the length of the antenna (polarization 0○) and
for (b) incident light polarized orthogonal to the length to the antenna (polarization 90○). c)
Comparison of the spectra of the PL intensity measured on dierent spots, without antenna
(black line), on antenna with 0○ incident polarization (red line) and on the same previous
antenna with 90○ incident polarization (green line). e 0○ incident polarization is the direction
along the length of the antennas.
around 750 nm.
e output polarization was also checked with the incident polarization or-
thogonal to the length of the antennas. Fig. 6.17 shows the PL spectra measured
for dierent states of the output polarization. As it is shown, the emission is
completely polarized with the direction orthogonal to the length of the antenna
(90○) and the new peak disappear when the analyser is rotated in the direction
along the antennas (0○). In this case the obtained PL enhancement is more
than 4 times and the peak is even higher than the main PL emission from the
nanocrystals.
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Figure 6.17: Comparison of the PL intensity spectra measured on the same antenna for dierent
output polarizations, 0○ (blue line), 50○ (red line) and 90○ (black line). e polarization of the
incident eld is at 90○, i.e. is orthogonal to the antenna.
6.6.3 Lifetime measurements on silicon nanocrystals
Fig. 6.18 shows the lifetime of the silicon nanocrystals on and o the antenna
which was measured using the Pico or Nanoharp systems. e lifetime acquisi-
tion time was 3600 s, due to the long lifetime of the silicon nanocrystals. For
such long acquisition it is a signicant challenge to keep the setup aligned due
to the dri of the sample. e measurement was taken using the PL emitted by
the sample ltered with a 40 nm wide bandpass lter centred at 660 nm. e
ltered PL is centred at the emission peak of the additional PL coming from the
antenna. e lifetime curves were tted using a double exponential model to
extract the decay lifetimes [20, 22].
e equation of the model is:
N(t) = A1e−t/τ1 + A2e−t/τ2 . (6.18)
A double exponential model is needed since a single exponential model is unable
to separate the fast and slow component of the decay curves. e values obtained
by the t are summarized in Table 6.1. Overall a reduction of the total lifetime
of about 12% has been obtained, i.e. Γ/Γ0 = 1.12 clearly demonstrating the
interaction between the silicon nanocrystal and the nanoantenna. However, the
total lifetime reduction cannot account for the PL increase without a signicant
change in the radiative lifetime. In fact the PL enhancement, according to Eq.
6.17, is proportional to the quantum yield enhancement, which is given by:
η
η0
= Γrad
Γ0rad
Γ0
Γ
. (6.19)
123
0 50 100 150 200
1E-3
0.01
0.1
1
Co
u
n
ts
 
 
 
time [µs]
 On Antenna
 Off Antenna
Figure 6.18: Lifetime of the silicon nanocrystals on an antenna (red line) and o the antenna
(black line). e measurement was taken using the PL emitted by the sample lteredwith a 40
nm wide bandpass lter centred at 660 nm.
O antenna
A1 τ1 [µs] A2 τ2 [µs]
2965 ± 11 2.50 ± 0.02 2477 ± 9 19.39 ± 0.07
On antenna
A∗1 τ
∗
1 [µs] A
∗
2 τ
∗
2 [µs]
2329 ± 10 2.25 ± 0.02 1872 ± 8 17.15 ± 0.07
Table 6.1: Lifetime values obtained by tting the measured lifetime curves on and o the antenna
using the double exponential model of Eq. 6.18.
Since the simulations presented in section 6.2.1 don’t predict any enhancement
in the excitation cross section, the PL enhancement can be explained only by
the quantum yield enhancement. erefore, given a PL enhancement of 7 times,
the enhancement of the radiative decay rate Γrad/Γ0rad due to the nanoantenna,
according to Eq. 6.19, is equal to 7.8.
A measurement of the quantum yield of the nanocrystals on and o the
antenna would have been important to conrm this situation but it would have
required a dierent setup, which is able to collect all the photons from the sample.
It is important to point out that an imperfect measure of the lifetime due to
unavoidable alignment errors increases, according to Eq. 6.19, the estimated
enhancement of the radiative rate. In fact, since the lifetime acquisition takes a
signicant amount of time and there is a constant dri of the focused laser spot,
a signicant amount of the acquisition may be spent o the antenna, resulting
in a lower measured lifetime reduction. On the opposite, an eect that can
decrease the estimated enhancement of the radiative rate is the directivity of
the nanoantennas. In fact, it was not possible to measure experimentally the
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angular PL distribution on and o the antenna with our PL setup, therefore the
high PL enhancement on the antenna could have been caused by increased light
extraction and scattering in the direction of the detection.
6.7 conclusions
In summary, the coupling between silicon nanocrystals and plasmonic nano-
antennas has been investigated experimentally. An enhancement of the PL
emission of over 7 times, with a dependence on the incident laser excitation
polarization and the output polarization is reported. A lifetime reduction of 12%
was also observed. An estimated enhancement of the radiative decay rate due to
the antenna of 7.8 times is obtained. e signicant PL enhancement obtained,
together with lifetime reduction, spectral change depending on polarization,
emission in a spectral range not accessible by reducing the size of the nanocrys-
tals via blue-shiing thanks to quantum connement and lower energy losses
compared to the normal radiative recombination path can be useful to design
novel devices based on quantum emitters.
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7SUMMARY AND OUTLOOK
e work presented in this thesis deals with the calculation of the scattering
properties of nanostructures for a wide range of applications, such as optical sen-
sors, solar cells and light emitting devices. In brief, the following advancements
have been achieved.
• I have derived analytical formulae for the calculation of the scattering
properties of a rectangular cuboid inside a medium, in the assumption
that the eld inside the cuboid is constant, corrected for the charges at
the vertices. I have shown that, in contrast to antenna theory and to
the eective wavelength picture, the position and width of the dipolar
resonance of a rectangular cuboidal plasmonic nanoantenna scales non-
linearly with its length, width and height. Moreover, I have shown that the
quality factor calculated for dierent sizes varies signicantly with size,
in contrast to the quasi-static approximation, which predicts invariance.
• I have derived a new polarizability formulation (cuboidal lattice with
depolarization or CLD) for the discrete-dipole approximation, used for
computing scattering and absorption by particles of arbitrary geometry
and material. e CLD formulation extends the DDA to the case of
a rectangular cuboidal point lattice. e new formulation is shown to
be more accurate in the computation of the extinction, scattering and
absorption cross sections, when simulating dielectrics, compared to other
available and commonly used expressions of the polarizability. is can
be used to reduce the number of dipoles N used in the calculation and,
therefore, the computation time while achieving the same accuracy of
other formulations.
• I have derived a general theory of scattering from anisotropic nanoparti-
cles and treated in detail the case of spherical and cuboidal particles.
Anisotropy is shown to cause dramatic changes to scattering from a
nanoparticle, producing many interesting new physical phenomena, such
as multiple resonances and dierent peak shis due to a change in the
background environment, and enabling the study of the magneto-optical
eect on nanoparticles, which are extremely interesting for sensing or
nanophotonic device applications.
• I have simulated thin lm silicon solar cells with an anti-reection coating
and scattering nanoparticle arrays of dierent materials. e eect of
position of the nanoparticle arrays in the cell has been investigated (on
top of the silicon layer, on bottom or both), together with the size of the
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nanoparticles and the pitch of the arrays. An enhancement of over 46% in
the short circuit photo-current is obtained considering just the absorption
in the active silicon region, compared to a cell without nanoparticles.
• I have simulated a novel double layer anti-reection coating which em-
beds aluminium nanoparticle arrays for high eciency triple junction
III-V solar cells. e coating, compared to a fully optimized double layer
anti-reection coating without nanoparticles, has 1% more integrated
transmittance (weighted with the solar spectrum AM 1.5G) compared
with the reference cell with a fullyoptimized double layer anti-reection
coating without nanoparticles. Moreover having the nanoparticles in-
crease scattering at a high angle and light trapping, and allows for the
use of a thinner junction in the top cell, which in space applications is a
priority to reduce performance degradation from radiation damage.
• I have shown my own experimental investigation of the coupling between
silicon nanocrystals and plasmonic nanoantennas. An enhancement of
the PL emission of over 7 times is shown, with a dependence on the
incident laser excitation polarization and the output polarization. A life-
time reduction of 12% was also observed. An estimated enhancement of
the radiative decay rate due to the antenna of 7.8 times is obtained. e
signicant PL enhancement obtained, together with lifetime reduction,
spectral change depending on polarization, emission in a spectral range
not accessible by reducing the size of the nanocrystals via blue-shiing
thanks to quantum connement and lower energy losses compared to
the normal radiative recombination path can be useful to design novel
devices based on quantum emitters.
is work leaves space for future investigations on the following aspects.
• Consider an improved expression of the interaction term in the discrete
dipole approximation (DDA) together with the improved formulation
which uses a cuboidal lattice. e cuboidal lattice formulation could also
be applied to specic geometries using lattice renement.
• Study the resonance condition of particles, also with gain, composed of
existing anisotropic materials with tunable anisotropy, such as magneto-
optic materials. e tuning of the anisotropy with the magnetic eld, for
example, would enable to modify the direction and intensity of scattering
for many possible applications.
• Simulate and understand the case of nanoparticle arrays on top and bot-
tom with dierent periodicity for the two arrays, dierent types of par-
ticles and using other materials. Moreover, considering a relative shi
between the array would be interesting to study if any interaction takes
place between the array and if the arrays can be tuned in and out of phase.
III-V triple junction solar cells could be further optimized considering
the thicknesses of the absorbing layers, possibly reducing the number
of quantum wells. More exotic cell designs such as, for example, with
nanoparticles embedded in the tunnel junctions, tuned for the specic
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absorption in each cell could be studied. In general, light scattering and
trapping in solar cells is an important path to increase the cost eciency
of cells, thanks to the high limit in the absorption enhancement of 4n2
given by thermodynamics, whichmoreover can be exceeded by increasing
the LDOS compared to the bulk material.
• Understand and explain the polarization dependence of the PL emis-
sion from silicon nanocrystals interacting with nanoantennas and the
PL enhancement mechanism (radiative enhancement or else). A more
fundamental understanding of the physical system can be achieved by
improving the silicon nanocrystals fabrication process in order to have
them monodisperse, free standing and defect free. In general, it is in-
teresting to tailor the emission of silicon nanocrystal by modifying the
absorption and the emission, opening up additional radiative channels
via the interaction with nanoantennas, and the results can be applied to
any other emitter.
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