We propose a novel closed-loop control strategy of turbulent flows using machine learning methods in a model-free manner. This strategy, called Machine Learning Control (MLC), allows -for the first time -to detect and exploit all enabling nonlinear actuation mechanisms in an un-supervised automatic manner. In this communication, we focus on MLC applications for in-time control of experimental shear flows and demonstrate how it outperforms state-of-the-art control. In particular, MLC is applied to three different experimental closed-loop control setups: (1) the TUCOROM mixing layer tunnel, (2) the Görtler PMMH water tunnel with a backward facing step, and (3) the LML Boundary Layer wind tunnel with a separating turbulent boundary layer. In all three cases, MLC finds a control which yields a significantly better performance with respect to the given cost functional as compared to the best previously tested open-loop actuation. We foresee numerous potential applications to most nonlinear multiple-input multiple-output (MIMO) flow control problems, particularly in experiments. In particular, the model-free architecture of MLC enables its application to a large class of complex nonlinear systems in all areas of science.
I. Introduction
Controlling turbulent mixing layers is a topic of large academic interest and equal industrial importance. Most aerodynamics applications, e.g. flows around ground and air vehicles, exhibit turbulent free or wallbounded shear layers. The manipulation of these shear layers is often necessary for drag reduction, lift increase and other goals. Academically, mixing layers are one of the hardest benchmarks comprising many fundamental and technical challenges that one can encounter in flow control. These challenges comprise (1) the broadband frequency dynamics of the sensors, even without actuation, (2) the convective nature of the flow leading to large time-delays between actuation and downstream sensing, and (3) the frequency cross-talk between actuation and flow response. Examples of such frequency cross-talk are vortex pairing leading to lower frequencies or the normal cascade affecting the higher frequencies.
Control theory has a well established framework for stabilization of fixed points based on a local linearization of the system under consideration.
1, 2 Unfortunately, for complex systems one has generally not the authority to stabilize these fixed points. This applies in particular to a turbulent mixing layer with high dynamic dimensionality and dominant frequency cross-talk. In principle, every control can be derived from the full nonlinear model using optimal control. In practice, the computation cost makes it generally an undoable task, particularly in experiments. A reduced-order model can be used to save on the computational load. However, the multiple frequency cross-talk in the shear layer makes this task doable only in rare conditions, and aiming only at few of the largest structures. In general, one does not have the necessary knowledge of the system behavior to tailor such a model for all the relevant mode interactions. Whichever model is chosen, it is often too detailed to be computable in an experiment or not sufficiently comprehensive to resolve the unknown nonlinear mechanism that one wants to exploit. This leaves a wide range of conditions for which no model-based approach is viable for complex-system control.
We recently developed an unsupervised generic methodology based on machine learning, called Machine Learning Control (MLC), which can exploit arbitrary non-linearities in complex systems. We present here a review of our corresponding MLC-based control of free-and wall-bounded shear layers. The proposed machine learning control constitutes a paradigm shift from model-based to model-free closed-loop in-time control design. 3, 4 In this study, we will first review existing closed-loop turbulence control approaches and MLC for use in experiments (Section II). The MLC methodology is described in Section III. Sections IV, V and VI concern three different closed-loop shear flow experiments using MLC. Section IV describes the TUCOROM mixing layer control experiment at PPRIME (Poitiers, France). Section V outlines the separation control behind a backward-facing step at PMMH (ESPCI, Paris, France), and Section VII deals with a separating mitigation of a turbulent boundary layer at LML (Lille, France). Finally, the results are summarized with directions of future research in section VII.
II. Assessment of closed-loop control approaches for turbulent shear flow experiments
Most closed-loop flow control studies fall in one of two categories. The first type is a stabilization of an oscillatory laminar flow based on linear or locally linearized models. The second type is an adaptive optimization of a working open-loop control. The available studies of in-time control of turbulent flows are sparse. Figure 1 offers a necessarily simplified perspective on the physics of flow control design.
Many laminar shear flows generally show one or few frequencies. The actuation frequency (input) will be recorded by the sensors (output). Steady solutions at low Reynolds numbers have an actuation dynamics which may approximately satisfy a superposition principle: The sum of two actuations yields the sum of the individual responses in the sensors. In this case, a linear model approximates the flow behavior and can be used for linear control design. At larger Reynolds number, periodic vortex shedding may have evolved due to an instability and can be limited by an amplitude saturation mechanism. In this case, the superposition principle is not valid any more, but control may be based on a locally linearized model. Generally the base flow parameterizes the linear model.
5, 6
Continuing with the right side of figure 1, turbulent flows exhibit a broadband frequency dynamics seen by the sensors already in the natural case. A periodic forcing will change the whole spectrum due to frequency cross-talk, like vortex pairing (inverse cascade) or the normal cascade to smaller structures. It is a non-trivial challenge to frame this actuation response in a reduced-order model. In many studies, a periodic forcing is optimized in a model-free adaptive manner (see right-most column of figure 1). In some cases, the nonlinear frequency cross-talk can be modeled and exploited for a 'dynamic linearization' leading to a linear control law. One example is a turbulent flow which is dominated by a natural shedding frequency which is mitigated by a different actuation frequency. 7 In this case, the flow 8 can be described by generalized mean-field model. For more complex dynamics, the search for a model-based control strategy constitutes a large challenge. stabilization of a flow requires a model for the actuation response. The model may resolve all features of the flow (white-box model, like a CFD discretization), only the coherent structures (gray-box model, like a POD model) or only the input-output relationship (black-box model represented, for instance, by a transfer function). For each of these models a number of control design strategies can be applied, as indicated in the figure. Model-based adaptive control requires even a lower minimum level of resolution, e.g. a steady-state map for the actuation response with dependency on the actuation frequency or amplitude. This allows already for fast reference tracking. Model-free adaptive control only requires a qualitative understanding of the effect of the actuation parameters. Frequencies often exhibit a local extremum in the cost function, thus enabling extremum-seeking control. The effect of amplitudes may saturate after a certain level. In this case, a slope-seeking control may assure that the actuation energy is not wasted in the asymptotic regime. Few experiments work with in-time control. In virtually all of these cases, opposition or phasor control is assumed and the parameters are optimized in a parametric study. The considered MLC is the first model-free in-time control strategy which leads to arbitrary control laws at the expense of a learning phase.
Finally, we assess model-based and model-free in-time control strategies for applicability in an experiment in terms of effectiveness versus complexity ( figure 3 ). White-box models have, by definition, the necessary resolution of enabling nonlinearities for control, but the corresponding control is computationally too expensive for an experiment. Gray-and white-box model generally lead to on-line capable control laws, but can only incorporate a small number of well understood nonlinearities. There is a large chance that the best control opportunities from nonlinear terms have not been incorporated. In previous studies, we have presented some demonstrating examples. 
III. Machine Learning Control
Machine Learning Control 3 is based on genetic programming (GP). GP is an evolution regression algorithm which includes both genetic algorithms and neural networks. We consider the following dynamical system formulation:
with b the control to be determined by minimizing the cost functional J. The process is illustrated in figure 4 . A first generation (j = 1, over m generations) of i = 1 . . . n control law candidates (called individuals) b
(s) is randomly generated by assembling user defined functions (e.g. (+, −, /, ×, tanh(x), f (x, y, z)), with f an arbitrary function) as expression-trees. Each control law is then evaluated with respect to the cost Figure 4 . Control design using MLC. During a learning phase, each control law candidate proposed by MLC is evaluated by the dynamical system or experimental plant. At the end of each generation, the breeding process (center part) uses recopy, crossover and mutation to create the next generation to be evaluated. The lower part shows how the search space is explored. The search space is represented by a simplified 2D view of the variation of J over the possible individuals. Looking at an individual that arrived in a yellow area (with lower J values), we can retrace how genetic programming converged by looking at some parents individuals from previous generations. The dotted purple arrows denote mutation. These are responsible for large scale exploration of the search space. The blue arrows denote a crossover which is responsible for local exploration, often around a local minimum for performing individuals. For the sake of clarity, only one parent is represented.
functional of the control problem. Then, based on the cost function value of each individual, individuals are selected in order to enter the breeding process. A tournament is used in order to achieve the selection: a random selection of individuals enters the tournament, the individual with the lower J value is chosen. The lower the value, the higher the probability to be selected, but individuals with higher J values still have the possibility to enter the breeding process. Choosing the number of individuals that enter a tournament allows to adjust how selective the evolution process is. Selected individuals are replicated, crossed and mutated in order to generate the next generation. Crossover and mutations are two different ways to explore the search space. Mutations replace a part of an expression-tree by a whole new random sub-tree. This allows to introduce some new material in the population and thus to enhance the diversity which is a key factor for evolution. On the other hand, crossovers are mixing the material of selected individuals. As illustrated by the lower part of the figure 4, mutations account for larger search space exploration while crossovers allows optimization around a neighborhood. New individuals are bred until the next generation is filled. The entire process is iterated for m generations until the theoretical minimum of the cost functional is reached (which is, in general, not possible) or until the optimization is stalled.
Contrary to most GP applications, the MLC solution is aimed at being determined by using experimental evaluation of each proposed candidate, which imposes some constraints on the algorithm. First of all, while parallel computing is widely used to decrease drastically the time consumption due to the evaluation of m × n individuals, the use of parrallel experiments is not common. This implies that the time needed to evaluate one individual and prepare for the next one has to be as reduced as possible to decrease the total experimental time, both for potential availability of the plant and accessories and for potential drift in the experimental conditions. On the other hand experiments come with measurement noise and possible punctual measurement outliers, especially over long acquisition campaigns. The evaluation time is then to be chosen as a compromise between the accuracy of discrimination between individuals and total experimental time. To compensate for the lack of accuracy of the cost functional evaluation, the best individuals are evaluated again a number of time and the value is averaged. This ensures that the quality of the ranking between individuals is better for the most important individuals and at the same time, it removes potential outliers. Having a "bad" individual with a low cost functional value is extremely prejudicial to the process, as it would stir the whole population in its neighborhood of the search space, damaging the whole convergence process.
IV. Control of a turbulent mixing layer
The first experimental implementation of MLC has been achieved in the TUCOROM mixing layer demonstrator (figure 5a). The goal of the experiment was to enhance the mixing properties of the mixing layer. The hot-wire rake is placed at 500 mm downstream of separating plate to capture the structures in the shear layer. The spacing of the hot-wire probe is δy = 8 mm.
IV.A. Experimental Setup
The TUCOROM (named after the ANR project TUrbulence COntrol and Reduced Order Modeling) mixing layer demonstrator consists in a dual turbine wind tunnel which allows to set two different velocities on each part of a splitter plate with a velocity ratio U 1 /U 2 = 3 and Reynolds number based on the initial mixing layer thickness between 500 and 2000. The test section is 3 m long with a section of 1 × 1 m 2 . Inside the splitter plate 96 micro-jets allow to blow in the streamwise direction. A rake of 24 hot wires is placed at 500 mm downstream of the splitter plate. The sensors used for the genetic programming are the velocity fluctuations for 9 sensors across the shear layer velocity gradient, while all 24 sensors are used for the evaluation of a given control law. MLC is applied on the configuration described in figure 5b with the following cost functional J:
where s i represents the hot wire signal from hot wire i, s i its fluctuation and · T the average over the evaluation time T . W can be interpreted as the width of the fluctuation profile at the considered position. MLC is applied with (+, −, ×, /, sin, cos, exp, tanh, log) as elemental functions for the expression-trees.
IV.B. Results
Many parameters for both the experiment and MLC have been tested. 9 We display the results for the configuration of figure 5b at the Reynolds number of 500 with the cost functional (4). Figure 6a V. Control of a separated flow using Real-Time PIV MLC has been applied in the PMMH water tunnel (figure 7a) on a separated flow over a backward facing step with the goal to reduce the recirculation zone.
V.A. Experimental Setup
The PMMH water tunnel is gravity driven, allowing to reach speeds up to 15 cm.s −1 . In the current experiment (figure 7b) a backward facing step of height h = 1.5 cm is placed in the L × l × h = 80 × 15 × 20 cm test section. The Reynolds number of operation is Re h = U ∞h/ν = 1350. Actuation is achieved thanks to a slotted jet which can perform either blowing or suction at 45 degrees in the direction of the flow. A real-time PIV system 11, 12 is used to compute flow fields at 42 Hz. The sensor used for MLC is the ratio between controlled and natural recirculation area of the recirculation in the PIV plane:
where u is the streamwise velocity component, H the Heavyside function and A 0 = 1/T T 0
A uncont (t)dt is the time-averaged recirculation area for the uncontrolled flow. The goal functional is aimed at minimizing a) b) Figure 7 . a: Photograph of the PMMH experiment. b: Experimental configuration. A slotted jet is situated just upstream of the separation allowing to achieve blowing or suction in the boundary layer. A laser sheet is placed in the symmetry plane allowing to achieve real-time PIV and extract the reversed flow region area.
the backflow region and then the recirculation area, while penalizing the actuation cost:
with b the control command (a signed value proportional to the flow rate through the jet) and γ = 3/2 a penalization coefficient.
V.B. Results
The MLC process converges after 8 generations of 500 individuals. Figure 8a shows the time series of natural and MLC controlled flow. The law found by MLC ensures a 58% reduction of the recirculation area, quite similarly to the best open-loop control at that Reynolds number. While the best open-loop case is an harmonic forcing around the vortex shedding frequency (1 Hz), a frequency analysis of the control signal for the MLC case shows a dominant frequency around 0.1 Hz indicating that two different physical processes are used for the same reduction. Once again, shifting the operating conditions shows that the closed-loop control determined by MLC is much more robust than any open-loop forcing (figure 8b): for both Re h = 900 and 1800, MLC control manages to reduce the recirculation significantly (more than 50% while the same open-loop forcing is inefficient with less than 10% reduction out of the conditions where it has been designed). A detailed study of this experiment will be available.
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VI. Wall turbulence control
MLC has been applied in the wall-turbulence wind tunnel at LML (figure 9a) with the goal to reattach the flow after the natural separation point.
VI.A. Experimental Setup
The LML wall-turbulence wind tunnel is a 1 × 2 m 2 test section wind tunnel operated with a flow velocity up to 10 m.s the pressure gradient of the upcoming boundary layer. A sharp edge is placed at the end of the ramp in order to force a separation of the flow at this fixed position. The actuation is made of 6 mm diameter angled jets (35 • pitch angle, 125
• skew angle) placed throughout the span, upstream of the separation in order to produce an optimal array of co-rotating streamwise vortices in the boundary layer.
14 These can be triggered in an on/off mode using electro-valves with a maximal frequency of 300 Hz. Hot films are placed in the descending part of the bump in order to record the wall friction at that position. These are used as sensors for the MLC process. Three hot films are selected thanks to their sensitivity during previous open-loop and closed-loop attempts. We define the sensors signals as:
, with i = A, B, C,
and h i the raw voltage output of sensor i, h i0 the average voltage for the uncontrolled case (corresponding to a separated flow and low friction) and h i,max the average voltage for the most efficient forcing, leading to maximal friction, in the case of constant blowing. As can be seen, the effectiveness of the actuation in reattaching the flow is characterized here by maximizing the wall friction (it was verified in previous experiments 14 that the sign of the wall friction does not play a role). The goal functional used in this a) b) experiment is aimed at maximizing the friction while penalizing the actuation cost:
with b the actuation value (0 or 1) and γ = 2 a penalization coefficient. Sensors A, B and C are hot-films placed the closest to the separation line at different spanwise position. Finally a PIV plane is set-up in the symmetry plane to assess the effectiveness of the reattachment.
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VI.B. Results
Different parameters and conditions have been tried and will be summed-up in an upcoming communication.
In the described case, natural, constantly forced and MLC controlled time series of the A sensor and filtered actuation are displayed in figure 10a. According to (8) and (7), the J value for the natural case is infinite. We observe a 33% reduction of J in the MLC case compared to the constant blowing actuation (figure 10b). Nevertheless figure 10a indicates that the friction is lower in the MLC case than in the constant blowing case (though the reattachment is effective, see figure 11 ). All previous studies have shown that at the selected operating conditions, the influence of the frequency in the actuation is limited. The parametric study with respect to the duty cycle of an harmonic forcing reveals that above a certain frequency the relation between duty cycle and friction is monotonic with a positive slope. In few words, the more you blow, the more you re-attach. Previous control attempts revealed that the constant blowing is actually the best control configuration with respect to wall friction.
14 By penalizing the actuation strength in the control objective function, we actually select an operating point (which is reproducibly reached by several successive attempts) while applying the MLC process. All the control laws selected by MLC exhibit the same behavior: a rather high frequency content in the actuation signal with an average duty cycle around 70%. a) b) Figure 11 . Cartographies of backflow coefficient χ, the ratio of the negative over positive value for the streamwise velocity at the considered point. 15 a: Uncontrolled flow. b: MLC controlled flow. The separation has been drastically reduced. For both cases the iso-line at χ = 50 % has been traced.
VII. Conclusions and future directions
In this communication, Machine Learning Control (MLC) has been successfully applied to three different experimental facilities producing shear flows. MLC constitutes a paradigm shift in the closed-loop control design by allowing to find effective in-time control laws without the need for a model. Thus, MLC bypasses a structural weak point of the control strategies relying on linear or linearized models for turbulence which is dominated by nonlinearities.
Previously, MLC has proved to be efficient to control nonlinear dynamical systems exhibiting key features of the turbulence such as frequency cross-talk and chaos.
3 In this communication, we present results for three shear flow control experiments. The goal was to improve the width of a mixing layer and to mitigate separation for the wall-bounded flows. Actuation was performed upstream of the separation point and sensing downstream. MLC has outperformed the best periodic actuation with respect to the employed cost functional. In addition, MLC has significantly added robustness to control for a range of operating conditions. In particular, following results were achieved:
• The TUCOROM mixing layer demonstrator: MLC found a robust closed-loop control law which achieved a 70% increase of the mixing layer width with respect to the natural benchmark. By comparison with the best open-loop experiment, an additional 20 % increase of the mixing layer width is achieved at only 50% of the actuation cost. Similar results were obtained for different flow conditions and MLC parameters.
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• The Görtler PMMH water tunnel with a backward facing step flow: Here, MLC was able to yield a robust control law reducing the recirculation bubble by 50%. Intriguingly, MLC employed a novel flapping mode manipulation mechanism, as the sensor was blind to Kelvin-Helmholtz vortices. This outperforms open-loop control for which the efficiency decreases rapidly as the flow conditions change. The cost functional of MLC -averaging over several flow conditions and penalizing actuation -was 57% better than the one of the natural benchmark and 46% better than the value of the best open-loop actuation.
• The LML Boundary Layer Wind Tunnel: MLC was able to optimize the cost efficiency of the control to achieve higher skin friction after a triggered separation. With respect to the cost functional, MLC was 30% better than the best open-loop actuation.
Overall, MLC allows to enhance the goal of the control, increase robustness and achieve lower actuation power. In the chosen experiments, MLC had to overcome large technical challenges:
• experiments are subjected to measurement uncertainties;
• the sensors and actuators were far from optimized for a known closed-loop control mechanism,
• the large convective delays from actuation to sensors is a usual hindrance in closed-loop control design,
• changes of flow conditions during the evaluation time has to be taken into account,
• many different systems have been used to implement the algorithm, considering sensing, acting, computing the control value and interacting with the genetic programming algorithm.
• the flows considered have no obvious closed-loop control mechanisms, due to broadband turbulence or other non-linear mechanisms. The situation is completely different from wake stabilization 16 with phasor control as winning strategy or skin friction reduction 17 with opposition control as key enabler.
We believe MLC will open the doors to the control of a large class of hitherto too challenging non-linear high dimensional systems and, at the same time, point to the enabling non-linear mechanisms that need to be triggered. Foreseeable applications of MLC include any existing active control experiments, for instance aerodynamic optimization of cars and trucks, reduction of load variation in wind-turbines, gas-turbines aeroengines, reduction of aeroacoustic noise, heat-exchangers, chemical mixers and medical applications. The authors actively pursue these directions.
Appendix: System identification and linear models of mixing layer experiments
The merits of machine learning control become clear when one considers the limitations of linear system identification for strongly nonlinear systems. In this section, we investigate the ability of linear models to capture the input-output relationship in the experimental mixing layer from Sec. IV. There are many system identification techniques to obtain reduced-order models. 18 We employ the eigensystem realization algorithm (ERA), 19 which has been shown to yield balanced models. 20 Since it is difficult to obtain impulseresponse experiments, we collect hot-wire measurements for a pseudo-random actuation sequence and use the observer/Kalman filter identification (OKID) 21 to approximate the impulse response. A more extensive study of these linear models is presented in Ref.
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The system identification actuation sequence consists of pseudo-random blowing, inspired by Ref., 22 where the jets are turned on or off for a random interval of time. The hold time is sampled from a Poisson distribution with λ = 4 and an average hold time of 0.05 seconds. In addition, hot-wire measurements for 300 identical experimental runs are collected and phase averaged. The hot-wire rake consists of 19 sensors and is located 500mm downstream of the splitter plate. The actuation signal and the phase-averaged hot-wire measurements are shown in Fig. 12 . It is important to note that the phase-averaged measurements filter out important flow nonlinearities, which comprise a significant portion of the kinetic energy. Therefore, even perfect model reconstruction of the phase-averaged signal in Fig. 12 would only capture limited features of the full nonlinear flow. The ERA/OKID model reconstruction and error are shown in Fig. 13 . Although the reconstructed signal captures some important features of the measurement data, the reconstruction error is on the same order of magnitude as the mean fluctuations. The experimental data exhibits stronger mixing than the model data, as seen in the magnitude of the fluctuations. Figure 14 shows the estimated impulse responses from OKID, also referred to Markov parameters, for various hot-wire channels. The close agreement between the Markov parameters and the ERA model indicates that the model order, r = 15, is sufficiently high to capture these linear phenomena. However, the large error in Fig. 13 indicates that even the phase-averaged data contains strong nonlinearities. This suggests that there are two types of flow nonlinearity that must be considered in model-based approaches. First, there are irregular, transient events that are averaged out in the phase averaging procedure. Second, there are reliable, regular nonlinear flow events in response to the actuation signal that appear in the phase-averaged measurements. The linear ERA/OKID models only captures the small fraction of the phase-averaged flow response which may be considered linear.
The ERA/OKID model frequency responses are shown for each hot-wire in Fig. 15 . There are strong resonant frequencies observed in the flow, seen in the magnitude plot. The phase plot also captures the time-delay between actuation and hot wire measurements, which can also be seen in Fig. 14 . The poor agreement of ERA/OKID models with phase-averaged measurements limit the usefulness of these models for the full nonlinear flow. Moreover, the phase-averaging procedure already filters out many important nonlinear features. However, it will still be interesting to investigate the use of these linear models for model-based closed loop control in the future. 
