Motivation: We explore the problem of constructing near-perfect phylogenies on bi-allelic haplotypes, where the deviation from perfect phylogeny is entirely due to homoplasy events. We present polynomialtime algorithms for restricted versions of the problem. We show that these algorithms can be extended to genotype data, in which case the problem is called the near-perfect phylogeny haplotyping (NPPH) problem. We present a near-optimal algorithm for the H1-NPPH problem, which is to determine if a given set of genotypes admit a phylogeny with a single homoplasy event. The time-complexity of our algorithm for the H1-NPPH problem is O(m 2 (n + m)), where n is the number of genotypes and m is the number of SNP sites. This is a significant improvement over the earlier O(n 4 ) algorithm. We also introduce generalized versions of the problem. The H(1, q)-NPPH problem is to determine if a given set of genotypes admit a phylogeny with q homoplasy events, so that all the homoplasy events occur in a single site. We present an O(m q+1 (n + m)) algorithm for the H(1,q)-NPPH problem.
INTRODUCTION
Though the genomic sequence is mostly similar from individual to individual, each individual differs from others in some locations. Studying these variations will help in understanding, diagnosis, and treatment of many genetically inherited diseases. Single Nucleotide Polymorphisms (SNPs) are the most common genetic variations observed. SNPs are loci in the human genome where multiple variants exist at a high enough frequency (>0.05) that the position can be considered polymorphic within the population. Each individual variant in a SNP location is called an allele. It is estimated [HapMapConsortium, 2003] that there are as many as 10 million SNPs in the human genome, which translates to a density of one SNP every three hundred base pairs of DNA. More than 99% of the SNPs in the human genome are bi-allelic.
The human genome is diploid, meaning that in each cell there are two copies of each chromosome. Due to the bi-parental nature of heredity in diploid organisms, one of these copies is derived from the mother and the other is derived from the father. Each of these copies is called a haplotype. As we are interested in only the SNP locations in the genome, a haplotype that covers a region of the chromosome with m SNPs is generally represented as a binary vector of length m. The values 0 and 1 represent the two alleles of each SNP. A genotype gives combined information about the two haplotypes, and is represented by a length-m vector over the alphabet f0‚ 1‚ 2g. In a genotype g, if g[i] is 0 or 1, it implies that the two haplotypes (h, h 0 ) for g are homozygous in the ith SNP with the 0-allele or the 1-allele, respectively. If g[i] ¼ 2, it implies that the ith SNP is heterozygous in g. i.e., either h[i] ¼ 0 and h 0 ½i ¼ 1, or h[i] ¼ 1 and h 0 ½i ¼ 0. With the current technology, the cost associated with empirically collecting haplotype data is prohibitively expensive. Therefore, only the un-ordered bi-allelic genotype data is collected through empirical means. This necessitates computational techniques for inferring haplotypes from genotypes. Given n genotypes over m SNP sites, the haplotype inference (HI) problem is to find a pair of haplotypes for each genotype, so that combining the two haplotypes results in the genotype. This problem is also referred to as the phase problem in genotyping. For each genotype, we want to find the most likely pair of haplotypes that might have combined to form the genotype. The haplotype inference problem was first introduced by Clark (1990) . Subsequently, multiple formulations were introduced, with different definitions for the optimum solution. Most formulations are based on parsimony, perfect phylogeny or maximum likelihood. A comprehensive survey of the many different variations of the HI problem is provided by Bonizzoni et al. (2003) .
Perfect phylogeny
Under the coalescent model of evolution, all the individuals in a population have a common ancestor. Applying the standard infinite sites assumption to the coalescent model leads to the perfect phylogeny model of evolution, which assumes that each site can mutate only once. A perfect phylogeny T for n haplotypes over m SNPs is a tree in which each of the m SNPs labels exactly one edge in T. Each vertex in T is labeled by a haplotype vector. Each of the n haplotypes must label some vertex in the tree.
Applying the coalescent model to the Haplotype Inference problem, Gusfield (2002) introduced a perfect phylogeny formulation of the problem, called the PPH(Perfect Phylogeny Haplotyping) problem. The perfect phylogeny formulation requires that all the haplotypes that resolve the given set of genotypes describe a perfect phylogeny. The perfect phylogeny model is justified by the block structure of the human genome and the validity of the infinite sites assumption. Gusfield et al. (2002) presented an O(nm 2 ) algorithm for the PPH problem by reduction to the graph realization problem. Bafna et al. (2002) presented a direct solution that takes OðnmaðnmÞÞ time. Recently, three independent O(nm) algorithms (Liu and Zhang, 2004; Ding et al., 2005; Mukherjee, 2005, 2006) have been developed for the PPH problem.
Imperfect phylogeny
Biological data rarely, if ever, conforms to perfect phylogeny because of repeated mutations and recombinations. However, the deviations from perfect phylogeny are expected to be small within a 'block' of the human genome. When the deviations from perfect phylogeny are small, the phylogenies can be referred to as nearperfect phylogenies. The term 'homoplasy event' is used to refer to a repeated/back mutation. The problem of constructing near perfect phylogenies with multiple homoplasy events has been tackled before (Fernandez-Baca and Lagergren, 2003) . The complexity of their algorithm for constructing near perfect phylogenies on a set of n haploid taxa is given by Oðnm q 2 q 2 r 2 Þ, where r is maximum number of alleles in any site, and q is the number of repeated/back mutations. In this paper, we are only concerned with bi-allelic SNP data, and hence r ¼ 2. Even in case of bi-allelic data, the above algorithm is clearly impractical for values of q as small as four. Recently Sridhar et al. (2005) proposed a more practical algorithm for binary data with complexity ðq þ pÞ OðqÞ nm þ Oðnm 2 Þ where p is the number of characters that share four gametes with some other character.
In this paper, we deal with restricted versions of the near-perfect phylogeny problem on both haplotype and genotype data and present polynomial time algorithms for these problems. Song et al. (2005) have introduced a restricted version of the near-perfect phylogeny haplotyping problem that allows a single homoplasy event. They specifically defined the problem on genotype data and called the problem the H1-Imperfect Phylogeny Haplotyping (H1-IPPH) problem. The notation 'H1' indicates that there is a single homoplasy event in the phylogeny. The acronym IPPH has previously been used (Halperin and Karp, 2004; Kimmel and Shamir, 2005) to refer to the Incomplete Perfect Phylogeny Haplotyping problem. Therefore, in this paper, we rename the problem as the H1-Near-Perfect Phylogeny Haplotyping problem (H1-NPPH). Song et al. (2005) first identify the column with the homoplasy event, construct a perfect phylogeny T 0 for the remaining columns, and then convert T 0 into an H1-NPP T that includes the column with the homoplasy event. In converting T 0 into T, the procedure followed by Song et al. (2005) is to remove pairs of edges from T 0 and carry out certain tests on the disconnected subtrees produced as a result of removing the pair of edges from T 0 . The overall complexity of the algorithm is O(n 4 ). Our fundamental approach is similar to that presented in Song et al. (2005) . However, we observe that removing pairs of vertices from T 0 leads to a faster algorithm than removing pairs of edges from T 0 . This observation leads to a faster O(m 2 (n + m)) algorithm that can be easily extended to handle multiple homoplasy events. Based on this observation, we present a generalized framework for constructing near-perfect phylogenies(NPPs) that involve multiple homoplasy events, both for haplotype and genotype data. We define an H(1, q) NPP as a near-perfect phylogeny involving q homoplasy events in a single site. Similarly, a H(p, q) -NPP is a near perfect phylogeny in which at most p sites have homoplasy events, with at most q homoplasy events in each site. Under this notation, a near-perfect phylogeny with a single homoplasy is denoted as the H(1, 1)-NPP.
In Section 2.1, we present polynomial-time algorithms for constructing near-perfect phylogenies for haplotype data. In Section 2.2, we extend these algorithms to deal with genotype data. Testing an implementation of our H1-NPPH algorithm on simulated data, we show that our algorithm is extremely fast while having comparable accuracy to that of the popular PHASE (Stephens et al., 2001) program.
METHODS AND ALGORITHMS

Constructing Near-Perfect Phylogenies from haplotype data
In the following, we present polynomial-time algorithms for restricted versions of Near-Perfect Phylogeny (NPP) problem. In all the problems that we describe in this section, the input is an n · m matrix M over the alphabet {0, 1}, where the columns c 1 ‚ c 2 ‚ . . . ‚ c m indicate sites and the rows r 1 ‚ r 2 ‚ . . .‚ r n indicate samples. Given that the matrix M does not admit a perfect phylogeny, we want to construct a near-perfect phylogeny for M that is the closest to a perfect phylogeny. We use the terms 'column' and 'site' interchangeably in the rest of this paper. Throughout this paper, we assume that the deviations from perfect phylogeny are only due to violations of the infinite sites assumption-i.e, due to recurrent or back mutations. The algorithms we present construct un-rooted phylogenies. There is no distinction between a recurrent mutation and a back mutation in an un-rooted phylogeny.
We define the following terms. An ordered pair of values (a,b), a 2 f0‚1g, b 2 f0‚1g, is said to be induced by a pair of ordered columns ði‚ jÞ if there is a row r in M such that M½r‚i ¼ a and M½r‚ j ¼ b. The set of ordered pairs induced by a pair of columns ði‚ jÞ is denoted by Iði‚jÞ. According to the wellestablished four-gamete test [11] , the matrix M does not admit a perfect phylogeny if jIði‚ jÞj ¼ 4 for any pair of columns ði‚ jÞ. We say that two columns i and j conflict with each other if jIði‚ jÞj ¼ 4. A conflict graph G c ¼ ðV‚ EÞ is a graph in which each vertex v i 2 V corresponds to a column c i in M. An edge ðv i ‚v j Þ is in E if the sites c i and c j conflict with each other.
The general definition of a phylogeny is that the phylogeny is a tree in which the leaves represent the input taxa. In this paper, we are constructing character-based phylogenies, and hence we are only interested in the topology of the phylogeny. Therefore we use the term phylogeny to refer to an edge and vertex labeled tree T. Each edge in T is labeled by a site in M, and indicates a mutation in that site. An example of a phylogeny is shown in Figure 1 . Each vertex in the phylogeny is labeled by a 0-1 vector of length m, Constructing near-perfect phylogenies with multiple homoplasy events e515 and indicates the state of each site at the vertex. For any vertex v, we denote the vertex label of v as L(v). Since T is a phylogeny for M, for each row r in M, there must be a vertex v such that LðvÞ ¼ M½r. This mapping of a row r to a vertex v is represented using the notation v(r) ¼ v. Multiple rows in M might map to the same vertex in T, and some vertices in T might not represent any row in M. Notice that the phylogeny in Figure 1 is not a perfect phylogeny. There are two edges in T labeled with column c 1 .
Removing a set of vertices S c from any tree T divides T into a set of connected (trivial or non-trivial) components denoted by T /Sc . Note that, since T is a tree, each connected component T i 2 T /Sc will also be a tree. For any connected component T i of T, we define RðT i Þ as the set of rows of M that map to any vertex in T i . A column c is said to be non-polymorphic in T i if the column c has the same state in each row r 2 RðT i Þ. For example, refer to Figure 2a , which is the same phylogeny as in Figure 1 . The three connected components produced by removing the vertices x and y in Figure 2a are shown in Figure 2b (in dotted regions). In the matrix M, the row r 2 maps to T 1 , r 3 maps to T 2 , and the set of rows fr 4 ‚r 5 g map to T 3 . All the columns are non-polymorphic in T 1 and T 2 . However, columns c 5 and c 1 are polymorphic in T 3 . Columns c 2 , c 3 and c 4 are non-polymorphic in T 3 .
2.1.1 The H1-NPP construction problem In the following, we describe the conditions under which a given set of haplotypes admit an H1-NPP. There are efficient algorithms to determine if the matrix M admits a perfect phylogeny. When M does not admit a perfect phylogeny, the problem is to construct an H1-NPP for the matrix M, or determine that M does not admit an H1-NPP. For simplicity, we call the H1-NPP construction problem as the H1-NPP problem in the rest of the paper.
Let M be a matrix that does not admit a perfect phylogeny, but admits an H1-NPP. Let c b be the column with the recurrent mutation. Let T be the H1-NPP for M. By definition, if an edge ðu‚ vÞ is labeled by a site i, it implies that LðuÞ½i ¼ LðvÞ½i. Clearly, there will be two edges in T that are labeled with c b . Let the two edges be ðu‚ vÞ and ðw‚ xÞ, as shown in Figure 3 . We call the path between the two vertices v and w as the recurrent mutation path, or RMP. Let S be the set of all sites, i.e., S ¼ fc 1 ‚ c 2 ‚ . . .‚ c m g. Let S RMP be the set of sites that label an edge in RMP. Let S e be the set of sites other than c b that are not in RMP. i.e., S e ¼ S À fS RMP [ fc b gg. THEOREM 1. Every site c 2 S RMP conflicts with c b , and every site c 2 S e does not conflict with c b . It can similarly be shown that every site c 2 S e will not conflict with c b . Sites c 2 , c 3 and c 4 in Figure 3 are examples of such sites. Å As explained before, T /fu‚ v‚ w‚ xg is the set of connected components generated by removing vertices u, v, w and x from T. Removing the vertices u, v, w and x removes both the edges labeled with c b from T. Therefore, no connected component in T /fu‚ v‚ w‚ xg will have an edge labeled with c b . Therefore, the column c b will be non-polymorphic within any connected component T i 2 T /fu‚ v‚ w‚ xg .
We will now state and prove a theorem that gives the necessary and sufficient conditions for a haplotype matrix to admit a H1-NPP. Let M be a matrix such that M does not admit a perfect phylogeny, but the matrix M 0 produced by removing a column c b from M admits a perfect phylogeny T 0 . Since the rows in M correspond one-to-one with rows in M 0 , the rows in M can be mapped to vertices in T 0 . It will be helpful to visualize the matrix M as the matrix M 0 with a single column c b appended as the rightmost column of M. We state the following theorem: THEOREM 2. The matrix M admits an H1-NPP iff there are two vertices x and y in T 0 such that the site c b is non-polymorphic in every connected component in T 0 /fx;yg . Figure 4a , where k ¼ dðxÞ þ dðyÞ À 1, dðxÞ is the degree of x and dðyÞ is the degree of y in T 0 . We show that we can construct an H1-NPP T for M by expanding the vertices x and y into edges labeled with c b . We start with an empty tree T. We replace x with two new vertices x 0 , x 1 , and y with two new vertices y 0 and y 1 , and add two edges ðx 0 ‚ x 1 Þ and ðy 0 ‚y 1 Þ, both labeled with c b . The two vertices x 0 and x 1 are labeled based on the label of the vertex x in T 
Similarly, each component from T jþ2 to T k are connected to either y 0 or y 1 by an edge, as shown in Figure 4b . If T jþ1 is non-empty, there will be vertices v 1 and v 2 in T jþ1 so that ðx‚v 1 Þ and ðy‚ v 2 Þ are edges in T 0 . If Lðv 1 Þ½c b ¼ 0, we can introduce the edges ðx 0 ‚ v 1 Þ and ðy 0 ‚v 2 Þ in T. If Lðv 1 Þ½c b ¼ 1, we can introduce the edges ðx 1 ‚ v 1 Þ and ðy 1 ‚ v 2 Þ in T. If T jþ1 is empty (i.e., if x and y are adjacent in T 0 ), we can arbitrarily introduce either the edge ðx 0 ‚ y 0 Þ or ðx 1 ‚ y 1 Þ in T. Therefore, all the edges in T 0 can be inserted back into T in addition to the two edges labeled with c b . Every row in M can be mapped to a vertex in T, and hence T is an H1-NPP for M. This proves that the existence of the two vertices x and y is a sufficient condition for the matrix M to admit an H1-NPP.
To prove that the existence of the two vertices x and y is a necessary condition, assume that a given matrix M admits an H1-NPP T. We prove that there must be two vertices x and y in T so that T Theorem 2 allow us to determine if a given matrix M admits an H1-NPP and lead to an efficient algorithm to construct a H1-NPP solution for the given matrix M. The heart of the algorithm consists of determining the vertices x and y satisfying Theorem 2 and expanding the nodes into edges labeled with c b . We have already observed the following properties of the conflict graph G c :
The conflict graph G c for M must have a single non-trivial connected component and there must be at most one vertex with degree greater than one in the conflict graph. If there is any vertex with degree greater than one in G c , c b must be that column. If the conflict graph is a single edge connected by two sites, c b must be one of the two sites.
Let M 0 be the matrix produced by removing the column c b from M. All the sites connected to c b in the conflict graph must form a path P in the perfect phylogeny T 0 for the matrix M 0 .
Let e 1 and e 2 be the two terminal vertices of the path P in T 0 . The site c b should be non-polymorphic in each connected component T i 2 T 0 /{e 1 ,e 2 }.
These properties lead to an algorithm for the construction of an H1-IPP for M.
Algorithm Steps
(1) Build the conflict graph G c for M. If G c has more than one non-trivial connected component or if there is more than one vertex in G c with degree greater than 1, M does not admit an H1-NPP. Otherwise proceed to Step 2.
(2) Select the column c b . c b will be the column with degree greater than 1 in G c . If the connected component in G c is a single edge, arbitrarily pick any of the two vertices that form the edge. (6) Expand the vertices x and y into the edges ðx 0 ‚ x 1 Þ and ðy 0 ‚ y 1 Þ, both labeled with the column c b . Build the phylogeny T as described in the proof of Theorem 2. Figure 5 illustrates the algorithm. Figure 5a shows a matrix M with nine sites and ten rows. The conflict graph G c for M is shown in Figure 5b . From the conflict graph, it is clear that removing column c 3 will result in a perfect phylogeny. The perfect phylogeny T 0 after removing c 3 is shown in Figure 5c . The site c 3 conflicts with sites c 5 and c 7 , Hence the path defined by the edges labeled with c 5 and c 7 should be the path between the two mutations in site c 3 . Hence the vertices x and y in Figure 5c must be replaced by the edges ðx 0 ‚ x 1 Þ and ðy 0 ‚y 1 Þ in Figure 5d . In Figure 5c , the edges labeled with c 1 , c 2 , c 4 and c 5 are incident in x. In Figure 5d , the edges c 1 and c 2 are incident on x 1 and c 4 and c 5 are incident on x 0 , becauseof the state of c 3 in r 5 , r 6 , r 4 and r 2 , respectively. The row r 3 now maps to x 0 , since M½r 3 ‚ c 3 ¼ 0. Similarly the edges out of y in T 0 are distributed between the vertices y 0 and y 1 in T.
Complexity Analysis
Building the conflict graph G c takes Oðnm 2 Þ time. Finding the connected components in G takes OðmÞ time using depth-first search. Constructing the 2.1.3 Multiple homoplasy events in a single site An extension of the H1-NPP problem is the case when multiple homoplasy events within the same site are allowed. This situation occurs quiet frequently with true haplotype data. For example, the site 16519 in human mtDNA is expected to have mutated multiple times. We call this problem the Hð1‚qÞ-NPP problem. Formally, the Hð1‚qÞ-NPP problem is to construct a phylogeny for the input taxa in which a single site has mutated at most q þ 1 times, where q is an integer greater than 0. The solution to the Hð1‚qÞ-NPP problem is an obvious extension of the solution to the H1-NPP problem. As before, the conflict graph G c for M must have a single connected component, and there should be a single site c b with degree greater than 1 within this connected component. We can build a perfect phylogeny T 0 for the matrix M 0 obtained by removing the column c b from M. Now, we need to find if there are q þ 1 (or fewer) vertices in T 0 so that expanding each one of these q þ 1 vertices into an edge labeled with c b will result in a phylogeny T for M. This can be done by testing all possible combinations of q þ 1 vertices in T 0 to check if they can lead to an Hð1‚qÞ-NPP solution. A set Q of q þ 1 vertices admits an Hð1‚qÞ-NPP solution if each component in T 0 /Q is nonpolymorphic in c b . For any set of vertices Q, this can be tested in OðmÞ time. We repeat this procedure for values of q starting from 1 to a given maximum value k for q. There are exactly m vertices in T 0 , and there are ð m qþ1 Þ ffi m qþ1 ways in which q þ 1 vertices can be selected from the m vertices. Therefore, in theory, the complexity of the algorithm is Oðnm 2 þ m qþ2 Þ for a given q. In practice, however, the algorithm can be implemented to run much faster. The following observations reduce the search space significantly: Let S c be the set of sites in G c that are adjacent to c b . Each one of the q þ 1 vertices selected for expansion must be incident on an edge labeled with a site in S c . Therefore, the q þ 1 vertices have to be selected out of l vertices, where l m is the number of distinct vertices in T 0 that are incident on a edge labeled with a site in S c . In general, if the degree of c b in G c is d, l will be less than or equal to 2d. Let V a be the set of vertices in T 0 that are incident on an edge in S c .
Let T c be the subtree(or forrest) in T 0 formed exclusively by the sites in S c . All the leaves of T c must always be selected for expansion into edges labeled with c b . Let V l be the leaves of T c in T 0 .
Let m c ¼ jV a j, and let m g ¼ jV p [ V l j. The actual number of sets Q that need to be searched is given by ð mcÀmg qþ1Àmg Þ. Hence, for any matrix M, q will be greater than or equal to m g À 1.
2.1.4. Allowing homoplasy events in multiple sites Extending the problem even further, we define the Hðp‚qÞ-NPP problem. An Hðp‚ qÞ-NPP is a phylogeny in which at most p sites have homoplasy events, with at most q homoplasy events in each site. The conflict graph in this case will have multiple connected components and/or multiple vertices with degree greater than 1.
Let G c 0 be the graph obtained by removing all degree-0 vertices from G c . If the matrix M is to admit an Hðp‚ qÞ-NPP, G c must have a vertex cover with size less than or equal to p. If such a vertex cover C is found, removing the vertices in C from G C 0 will result in a graph with no non-trivial connected components. We will be able to construct a perfect phylogeny T 0 for the vertices in S À C. Once T 0 is constructed, adding any site in C to T 0 is an Hð1‚qÞ-NPP problem.
A necessary (but not sufficient) condition for the existence of an Hðp‚ qÞ solution is that for each site i 2 C, the set of sites fS À Cg [ fig must have a Hð1‚qÞ solution. However, adding multiple sites in C to T 0 is a more difficult problem. Even if each of the p sites in C can be added to T 0 to form Hð1‚qÞ-NPPs, it does not necessarily imply that the matrix M has an Hðp‚qÞ-NPP solution. For example, refer to Figure 6 . The conflict graph for matrix M in Figure 6a is shown in Figure 6b . The tree T 0 after removing c 10 and c 11 is shown in Figure 6c . A Hð1‚2Þ-NPP can be constructed by adding either c 10 or c 11 to T 0 , but there is no Hð2‚2Þ-NPP that includes both c 10 and c 11 .
Therefore, to solve the Hðp‚ qÞ-NPP problem, we need to determine if there is a way to combine the p individual Hð1‚qÞ-NPP solutions into a Hðp‚ qÞ-NPP solution. For each site i in C, let Q i be the set of vertices in T 0 which have to be expanded into edges labeled with site i in order to add the site i to T 0 to form an Hð1‚qÞ-NPP. For each vertex x in T 0 , let P x ¼ fijx 2 Q i g.
DEFINITION.
A site i 2 C is fully specified at a vertex x 2 T 0 with respect to an Hð1‚ qÞ solution consisting of the vertices Q i if any one of the following conditions are satisfied:
(1) At least one row in M maps to the vertex x.
(2) The vertex x is in a connected component T x 2 T 0 /Q i , and at least one row in M maps to a vertex in T x . Let x and y be two vertices that are adjacent to each other in T 0 . We define that the two vertices x and y are pair-wise independent with respect to a set of Hð1‚qÞ solutions for the sites in C if all of the following conditions are satisfied:
(1) Every site i 2 P x is fully specified with respect to Q i at the vertex y (2) Every site j 2 P y is fully specified with respect to Q j at the vertex x.
(3) jP x \ P y j ¼ 0.
A vertex x in T 0 is defined to be isolated ( w.r.to the given set of Hð1‚qÞ solutions) if x is pair-wise independent with all the vertices adjacent to it. R.Vijaya Satya et al.
e518
Each vertex x in T 0 must be replaced by a phylogeny T x over the sites in P x . The phylogeny T x should be a phylogeny where the taxa include the following:
The states of the sites in P x in each row (if any) of M that map to the vertex x.
For each site y adjacent to x, the state of the sites in P x at the vertex y.
For example, the vertex x in Figure 6 should be replaced by a phylogeny T x over the sites fc 10 ‚ c 11 g, where the taxa are f00‚01‚10‚11g.
When the vertex x is isolated, it can be trivially shown that the following conditions hold true:
(1) All the node labels that must label some node in the phylogeny T x are known.
(2) For any vertex y adjacent to x, there will be a vertex u in T x and a vertex v in T y such that LðuÞ ¼ LðvÞ. Therefore, the edge ðx‚ yÞ in T 0 can be replaced by the edge ðu‚ vÞ in a phylogeny that includes all the vertices in C, and edge ðu‚ vÞ will not require any more mutations than the edge ðx‚ yÞ.
When any vertex x in T 0 is not isolated, and/or if T x is not a perfect phylogeny, the Hðp‚ qÞ-NPP problem is quiet complicated. The phylogenies T x and T y that replace adjacent vertices will be interdependent, and replacing the edge ðx‚yÞ with an edge between some node in T x and some node in T y might incur additional cost. For example, refer to Figure 7 . Let x and y two vertices adjacent to each other with jP x \ P y j ¼ 3. Let i, j and k be the sites that are common in P x and P y , and let T x be the phylogeny shown in Figure 7a and T y be the phylogeny shown in Figure 7b . As there are no common vertices in T x and T y , connecting a vertex in T x to a vertex in T y requires at least one additional mutation in the sites i, j or k. We leave the unrestricted Hðp‚ qÞ-NPP problem as an open problem. However, when the following conditions are satisfied, there is a simple solution to the Hðp‚qÞ-NPP problem:
Each vertex in T 0 is isolated with respect to the given set of Hð1‚qÞ solutions.
For each vertex x in T 0 , the phylogeny T x that must replace the vertex x is a perfect phylogeny.
When the above two conditions are satisfied, each vertex x can be simply replaced by the perfect phylogeny T x . As x is isolated, each edge incident on the vertex x in T 0 can be replaced by an edge incident on some vertex in T x , without incurring any additional cost.
Complexity
Finding all vertex covers in G c with size at most p takes exponential time with respect to p. Assuming the size of G c is OðmÞ, finding all such vertex covers takes Oðm pþ1 Þ time. For each vertex cover, we need to construct the initial perfect phylogeny T 0 , and find a Hð1‚qÞ-NPP solution for each site in C. If the set of Hð1‚qÞ-NPP solutions satisfy the conditions described above, replacing each vertex in T 0 by a perfect phylogeny takes OðnpÞ time. Hence the over all complexity of the restricted version of the problem is Oðnm 2 þ m pþ1 þ hpm qþ2 Þ time, where h is the number of distinct vertex covers of G c with size less than or equal to p.
Special scenarios
A special situation arises when each non-trivial connected component in G c has at most one site with degree greater than 1. In that case, p will be equal to the number of non-trivial connected components in G c . The set C is fixed. This reduces the problem to p completely independent Hð1‚qÞ-NPP problems that can be solved in Oðnm 2 þ pm qþ2 Þ time. In general, each connected component in G c that is either a single edge or involves a single vertex with degree greater than 1 will reduce the effective value of p by 1.
Near-Perfect Phylogeny Haplotyping
In case of the NPPH problem, the input is a set of genotypes. The aim in general is to construct a set of haplotypes that are the most likely explanation for the given set of genotypes. Parsimony is widely accepted as the most accurate criterion to reconstruct the phylogeny. Therefore, the aim is to obtain, out of all possible explanations for the given genotypes, the set of haplotypes that admit a phylogeny with the least number of recurrent mutations.
The H1-NPPH problem
We formally state the H1-NPPH problem as follows. We are given an n · m genotype matrix A over the alphabet f0‚1‚2g. Each row in A represents a genotype. As before, the columns represent SNP sites. The aim is to construct a 2n · m haplotype matrix M such that:
(1) Each row r in A is a result of combining the rows r and r 0 in M (2) The matrix M admits an H1-NPP.
The solution to the H1-NPPH problem is very similar to that for the H1-NPP problem, except that it might not be possible to fully construct the conflict graph for a genotype matrix. In a genotype matrix A, an ordered pair of values (a,b), a 2 f0‚1g, b 2 f0‚1g is in Iði‚ jÞ for a pair of columns ði‚ jÞ if If two columns i and j are '2' in some genotype, the states of i and j in the two haplotypes for the genotype could be either fð0‚0Þ‚ ð1‚1Þg or fð0‚1Þ‚ð1‚0Þg. Therefore, we might not be able to completely specify Iði‚ jÞ. Iði‚ jÞ can be completely specified only in two situations: when jIði‚ jÞj ¼ 4 because of rows in A in which either the column i or the column j is not '2', or when there are no rows in A in which both i and j are '2'. Hence, though we might be able to construct some edges in the conflict graph in G c , we might not be able to construct all the edges in G c . Therefore, we need other ways to find the column c b that has a recurrent mutation. One obvious procedure for finding c b is to remove each column from A, and check if the rest of the matrix admits a perfect phylogeny. If we can find such a column c b , then there might be a H1-NPPH solution for A. This is the procedure used in Song et al. (2005) to find the column c b . We adopt the same procedure to find c b . Then, we propose our new algorithm to construct H1-NPPH solution.
Once the column c b is found, we can build the perfect phylogeny T 0 for the matrix A 0 obtained by removing c b from A. In general, the matrix A 0 might have multiple perfect phylogenies. Chung and Gusfield (2002) have empirically shown that the likelihood for the phylogeny being unique increases quickly with the number of genotypes. In the following, we assume that A 0 has a unique perfect phylogeny T 0 . If A 0 admits multiple perfect phylogenies, the following procedure has to be repeated for each such perfect phylogeny.
Using the phylogeny T 0 , we construct the haplotype matrix M 0 for A 0 . We denote the rows of A 0 by r 1 ‚r 2 ‚ . . .‚r n and the corresponding pairs of rows in M 0 as r 1 ‚ r 0 1 ‚ r 2 ‚r 0 2 ‚ ::‚r n ‚r 0 n . The matrix M should now be built by adding Fig. 7 . An example of phylogenies (a) T x and (b) T y that must replace two adjacent vertices x and y when x and y are not independent. The node labels of each node over three sites i, j and k are shown.
Constructing near-perfect phylogenies with multiple homoplasy events e519 the column c b to M 0 . We can also assign values to some rows in column c b of the matrix M. In a row r i of A, if A½r i ‚c b is either 0 or 1, then both the haplotypes for this row will also be either 0 or 1, respectively, in column c b . We can then set
, but we can not determine which one of them must be 0 for M to admit an H1-NPP. We call such a pair of rows ðr i ‚ r 0 i Þ in M as an ambiguous pair. Thus the problem of determining whether A admits an H1-NPP solution reduces to determining whether there is an assignment of values to each such ambiguous pair so that matrix M admits an H1-NPP.
Each row in M 0 (and hence in M) can be mapped to a vertex in T 0 . As in the H1-NPP case, we represent this mapping using the notation nðr i Þ ¼ v, where r i is a row in M, and v is a vertex in T 0 . For any vertex v in T 0 , zero or more rows in M can map to vertex v.
The underlying idea of our algorithm is based on Theorem 1. We need to identify two vertices x and y, if they exist, such that each connected component in T 0 /fx‚ yg is non-polymorphic with respect to c b . We will show how to use this property to actually obtain an assignment of values to each ambiguous pair of rows in M. We arbitrarily choose two vertices x and y in T 0 and construct a graph G a ¼ ðV‚ EÞ, where the vertices in V correspond one-to-one to connected components in T If G a is two colorable given the current coloring of the vertices, each un-colored vertex in G a can be assigned a color (value) of 0 or 1. When a vertex v i is assigned a value a 2 f0‚1g, we can assign M½r‚ c b ¼ a for every row r such that nðrÞ is in T i and M½r‚ c b is un-assigned. After every unknown entry in column c b of M is filled like this, each connected component T i 2 T 0 /fx‚ yg will be non-polymorphic in c b , and hence T 0 can be converted into an H1-NPP T for M. Figure 8 shows each step of the procedure. A matrix A is shown in 8a. The perfect phylogeny after removing column c 3 from A is shown in Figure 8b and r 6 , respectively. The connected component T 3 can not directly be assigned any color, since no unambiguous row maps to it. It can be seen that G a is two-colorable, and the only possible coloring is to assign color 0 to T 3 . The final H1-NPP T is shown in Figure 8e .
The fundamental problem now is how to find the two sites x and y in T 0 . In case of the H1-NPP problem in Section 2.1, the conflict graph G c could be constructed, RMP could be deduced from G c , and the two vertices x and y could be directly selected as the terminal ends of RMP. In case of the H1-NPPH problem, since we can not construct the conflict graph completely (unless in very obvious special scenarios), we must exhaustively search for the vertices by checking each pair of vertices in T 0 . Since there are exactly m vertices in T 0 , there will Oðm 2 Þ pairs of vertices that we need to check. For each pair of vertices, the graph G a can be constructed in Oðn þ mÞ time, allowing parallel edges. Since there are at most OðnÞ edges in G a (at most one for each row in A), the connected components in G a can be identified in Oðn þ mÞ time using depth-first search. Two-coloring of G a can be obtained in Oðn þ mÞ time using breadth-first search. Hence, the overall complexity of the algorithm is Oðm 2 ðn þ mÞÞ. It might seem that the Oðn 4 Þ algorithm of [Song et al. (2005) might perform better if m > n. However, m can never be greater than OðnÞ without having duplicate columns in M. This is because even if each of the 2n haplotypes are distinct, there can be no more than 4n À 4 edges in the tree. With only one homoplasy event, each column except c b has to label a distinct edge, and hence there can be at most 4n À 3 distinct columns in the matrix M. If the matrix M has more than 4n À 3 distinct columns, it will not admit an H1-NPP.
On the other hand, n can be as high as Oðm 2 Þ. Hence, our algorithm has better time-complexity than the previous Oðn 4 Þ algorithm for any value of n and m.
Making use of the conflict graph
The conflict graph provides useful information that can be utilized to speed up the above algorithm. Even though it might not be possible to build the conflict graph completely, we can 
Inferring the recurrent mutation path
From the discussion in Section 2.1, it is clear that the set S c of sites adjacent to c b in the conflict graph must all lie in a path in T 0 . Let S c ¼ fc 1 ‚ c 2 ‚c 3 g, and let all three of them lie in a path in T 0 , as shown in Figure 9 . If the matrix A admits an H1-NPP, the path between the two vertices x and y that are selected to be expanded must clearly include all the sites in S c . Therefore, one of them (say, x) has to be in T 1 and the other (say, y) has to be in T 2 , as shown in Figure 9 . Therefore, the conflict graph can be effectively used to reduce the pairs ðx‚ yÞ that need to be checked. The following is another interesting result: LEMMA 1. The sites in S c must form a contiguous path in T 0 if the matrix A admits an H1-NPP.
i.e, the sites c 1 , c 2 and c 3 must form a contiguous path, instead of a broken path as depicted in Figure 9 . We do not provide a formal proof for Lemma 1 as we do not directly use it in this paper.
Using the ambiguous pairs more effectively
For any ambiguous pair of rows ðr‚ r 0 Þ in M, the path between the vertices nðrÞ and nðr 0 Þ must include an edge (in general, an odd number of edges) labeled with c b . This means that any pair of vertices x and y in T 0 that are a possible solution must be such that nðrÞ and nðr 0 Þ are not in the same connected component T i 2 T 0 /fx‚ yg . The following lemma states this property formally:
LEMMA 2. For any two vertices x and y in T 0 that can be expanded to form a H1-NPPH solution for matrix A, the path between the vertices nðrÞ and nðr 0 Þ for every ambiguous pair ðr; r 0 Þ must include the vertex x or y or both. Hence the two vertices x and y can not lead to an H1-NPPH solution for the matrix A. Therefore, for any pair of vertices x and y in T 0 that can be expanded into an H1-NPPH solution for matrix A, the path between the vertices nðrÞ and nðr 0 Þ for every ambiguous pair ðr‚ r 0 Þ must include the vertex x or y or both. Å Lemma 2 can be used to avoid checking some vertex pairs. Let R be the set of rows in A such that A½r‚ c b ¼ 2 for every r 2 R. Let R x R be the set of rows in A such that, for every r 2 R x , the path between the vertices nðrÞ and nðr 0 Þ in T 0 includes the vertex x in T 0 . Similarly, let R y be the corresponding set of rows for the vertex y in T 0 . The pair of vertices x and y can not be a solution unless R ¼ R x [ R y .
The H(1, q)-NPPH problem
The solution for the Hð1‚qÞ-NPPH problem is a simple extension to the solution for the H1-NPPH problem. All the discussion above applies to Hð1‚qÞ-NPPH problem, with the only difference being that instead of finding a pair of vertices x and y, we need to find a set of q þ 1 vertices Q so that T 0 can be converted into an Hð1‚qÞ-NPP T by expanding each one of q þ 1 vertices in Q into an edge labeled with c b .
In case of the Hð1‚qÞ-NPP problem, we could use G c to narrow down the possible sets of vertices for Q. We can not do the same thing here, since G c is not complete. Therefore, we need to try all-possible sets of vertices of size q þ 1. There are ð m qþ1 Þ such possible sets of vertices. For each set, testing if the set of vertices form a solution is identical to the procedure for the H1-NPPH problem-we build the graph G a in which each vertex represents a connected component in T 0 /Q . As before, two vertices v i and v j have an edge between them if there is an ambiguous pair ðr‚ r 0 Þ in M so that the vertex nðrÞ is in v i and the vertex nðr 0 Þ is in v j . We need to test if the graph G a is two-colorable. As in the case of the Hð1‚qÞ-NPP problem, This algorithm can be implemented to run in Oðnm 2 þ m qþ1 ðn þ mÞÞ time.
2.2.4
The H(p, q)-NPPH problem Like the Hðp‚ qÞ-NPP problem, the Hðp‚ qÞ-NPPH problem can be viewed as a set of Hð1‚qÞ-NPPH problems. We first need to find a set of p columns C so that the matrix A 0 obtained by removing the columns in C from A has a perfect phylogeny T 0 . Once T 0 is constructed, we can solve for each of the sites in C as an Hð1‚qÞ-NPPH problem. The haplotype matrix M can be constructed for a given set of Hð1‚qÞ-NPP solutions, and the Hðp‚ qÞ-NPPH problem on the matrix A will be equivalent to the Hðp‚ qÞ-NPP problem on the matrix M. However, if any site i 2 C has multiple Hð1‚qÞ-NPP solutions, there will be multiple such matrices M, and the matrix A will admit an Hðp‚ qÞ-NPP if Constructing near-perfect phylogenies with multiple homoplasy events e521 any one of those matrices admit a Hð1‚qÞNPP. The time complexity of the algorithm will be similar to that of the Hðp‚qÞ-NPP algorithm.
RESULTS
We have implemented our algorithm for the H1-NPPH problem in C++. In this section, we compare the performance of our algorithm to that of PHASE (Stephens et al., 2001 ) using simulated data.
To generate the simulated data, we follow the same procedure as in Song et al. (2005) . We first generate homoplasy-free haplotype matrices with minimum allele frequency (MAF) ! 2% using the program MS (Hudson, 2002) . In each matrix, we introduce a homoplasy column by randomly selecting two vertices in the perfect phylogeny for the dataset and expanding the two vertices into edges labeled with the newly introduced column. We ensure that the newly introduced column has a MAF ! 2% by selecting two non-adjacent vertices for expansion. Finally, we construct the genotype matrix by pairing consecutive rows in the haplotype matrix.
The results are summarized in Tables 1 and 2 . We provide two measures of accuracy. The first measure, the standard error, is the ratio of the genotypes that are incorrectly inferred to the total number of genotypes in the data set. The second measure is simply the percentage of mis-phased 2s. We used 100 datasets for each problem size. The run-times and error-rates shown are averages for the hundred datasets.
DISCUSSION
The algorithms and problem formulations we introduced here are applicable in a wide a variety of problems encountered in genome variation studies and population genetics. With the help of simulated data, we demonstrated that the algorithms are applicable and practical in case of the haplotype inference problem. We believe that these algorithms will also be practical for phylogenetic reconstruction problems in general. Specifically, the algorithms will be extremely useful for inferring phylogenies for haploid genomes, like mtDNA and the human Y-chromosome.
