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a b s t r a c t
We consider 2-factors with a bounded number of components in the n-times iterated line
graph Ln(G). We first give a characterization of graph G such that Ln(G) has a 2-factor
containing at most k components, based on the existence of a certain type of subgraph
in G. This generalizes the main result of [L. Xiong, Z. Liu, Hamiltonian iterated line graphs,
DiscreteMath. 256 (2002) 407–422].We use this result to show that theminimumnumber
of components of 2-factors in the iterated line graphs Ln(G) is stable under the closure
operation on a claw-free graph G. This extends results in [Z. Ryjáček, On a closure concept
in claw-free graphs, J. Combin. Theory Ser. B 70 (1997) 217–224; Z. Ryjáček, A. Saito, R.H.
Schelp, Closure, 2-factors and cycle coverings in claw-free graphs, J. Graph Theory 32 (1999)
109–117; L. Xiong, Z. Ryjáček, H.J. Broersma, On stability of the hamiltonian index under
contractions and closures, J. Graph Theory 49 (2005) 104–115].
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1. Introduction
In this paper we consider finite undirected simple graphs and follow the notation and terminology of [1].
We consider the line-graph operation on graphs. The line graph L(G) of a graph G is the graph with vertex set E(G), in
which two vertices are adjacent if, and only if, the corresponding edges have a common endvertex in G. The n-time iterated
line graph Ln(G) is defined to be L(Ln−1(G)), and we assume that E(Ln−1(G)) is not empty. An even graph is a graph in which
every vertex has an even degree. A connected even graph is called a circuit. A circuit with at least three vertices is called an
Eulerian graph. A set of vertices S is said to dominate G if each edge of G has at least one endvertex in S. A subgraph H of G
is called a dominating subgraph of G if V (H) dominates G. Harary and Nash-Williams [7] showed that for a connected graph
G with at least three edges, L(G) has a hamiltonian cycle if and only if G has a dominating circuit. This characterization has
beenwidely usedwhenwe study the properties of cycles in line graphs and iterated line graphs, see [4]. Gould andHynds [6]
extended the characterization, and gave a criterion for L(G) to have a 2-factorwith a specified number of components. In [14],
Xiong and Liu considered iterated line graphs and gave a characterization of the graphs G for which Ln(G) is hamiltonian,
for n ≥ 2, which has been used to study the hamiltonian index, i.e., the minimum integer k such that Lk(G) is hamiltonian,
e.g. in [15,12] and [16]. The result in [5] suggests that it is not easy to give a characterization of the graphs G, such that Ln(G)
has a 2-factor with exactly k components. In this paper, we consider a variation of this problem, and give a characterization
of the graphs G such that Ln(G) has a 2-factor containing, at most, k components. This result extends a result of [14].
Ryjáček [10] introduced a closure, whichworkswell in the class of claw-free graphs. A vertex x ∈ V (G) is locally connected
if the neighborhood of x induces a connected graph in G. For x ∈ V (G), the graph G′x obtained from G by adding the edges
in {yz: y, z ∈ N(x)} is called the local completion of G at x. Let cl(G) be a graph obtained from G by recursively performing
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local completion at a locally connected vertex with incomplete neighborhood, as long as this is possible. Ryjáček proved
in [10] that cl(G) is uniquely determined, regardless of the order in which the vertices chosen for local completion, and if G
is claw-free, then cl(G) is a line graph. Since every line graph is claw-free, this implies that Ryjáček’s closure is closed in the
class of claw-free graphs. He also proved that the hamiltonicity of a claw-free graph G is equivalent to the hamiltonicity of
its closure cl(G).
After the publication of [10], properties of cl(G) have beenwidely studied, e.g. in [2,8,9,11,15], and in the survey paper [3].
In [11], it was proved that a claw-free graphG has a 2-factorwith atmost k components if and only if cl(G) has a 2-factorwith
atmost k components. In Section 3, wewill extend this result to iterated line graphs and show that Ln(G) of a claw-free graph
G has a 2-factor containing at most k components if and only if Ln(cl(G)) has a 2-factor containing at most k components.
As noted in the first part of this section, for graph-theoretic notation not explained in this paper, we refer the reader
to [1]. Let G = (V , E) be a graph with vertex set V and edge set E. For a nonnegative integer k, we define Vk(G) by
Vk(G) = {x ∈ V (G): dG(x) = k}, where dG(x) is the degree of x in G. A branch in G is a nontrivial path in which
each inner vertex has degree two and neither endvertex has degree two. Let B1(G) be the set of branches in which at
least one endvertex has degree one. Given two subgraphs G1 and G2, we define the distance dG(G1,G2) between G1 and
G2 by dG(G1,G2) = min{dG(x1, x2): x1 ∈ V (G1), x2 ∈ V (G2)}. We denote by w(G) the number of the components
of G. For subgraphs G1, G2, . . . ,Gk, their union G1 ∪ G2 ∪ · · · ∪ Gk is the subgraph whose vertex set and edge set are
V (G1) ∪ V (G2) ∪ · · · ∪ V (Gk) and E(G1) ∪ E(G2) ∪ · · · ∪ E(Gk), respectively. We use x1x2 · · · xcx1 to denote a cycle of length
c. We denote by α(G) and diam(G) the independence number and the diameter of G, respectively.
For e ∈ E(G), we denote by V (e) the set of endvertices of e, and for F ⊆ E(G), we define V (F) by V (F) = ⋃e∈F V (e). For
a graph G and a subset F ⊂ E(G), we define G− F by G− F = (V (G), E(G)− F), and for a subgraph H of G, we define H + F
by H+ F = (V (H)∪V (F), E(H)∪ F). If F consists of a single edge e, we write G− e and H+ e instead of G−{e} and H+{e},
respectively.
For S ⊆ V (G), we denote by G[S] the subgraph of G induced by S. In this paper, we also consider the subgraph induced
by a set of edges. For F ⊆ E(G), the subgraph H defined by V (H) = V (F) and E(H) = F is said to be the subgraph induced
by F , and is denoted by G[F ]. When we simply refer to an ‘‘induced subgraph’’, it means the subgraph induced by a set of
vertices.
For S ⊆ V (G), we define E¯G(S) by E¯G(S) = {e ∈ E(G): V (e) ∩ S 6= ∅}. In other words, E¯G(S) is the set of edges in G that
are incident to some vertex in S. If S = {x}, we write E¯G(x) instead of E¯G({x}). We adopt the same notation for a subgraph: if
H is a subgraph of G, we write E¯G(H) instead of E¯G(V (H)). Note that if S1, S2 ⊆ V (G), then E¯G(S1 ∪ S2) = E¯G(S1)∪ E¯G(S2), and
if S1 ⊆ S2, then E¯G(S1) ⊆ E¯G(S2). A subgraph H is a dominating subgraph of G if and only if E¯G(H) = E(G). When the graph G
under consideration is obvious from the context, we often omit the subscript, and simply write E¯(S), E¯(x) and E¯(H) instead
of E¯G(S), E¯G(x) and E¯G(H), respectively. A path that starts from a vertex u and ends at a vertex v is called a uv-path.
In the subsequent sections, we frequently take the symmetric difference of a graph and a cycle. Let H be a subgraph of a
graph G, and let C be a cycle in G. Then we define H 4 C by H 4 C = (V (H)∪ V (C), E(H)4 E(C)), where A4 B denotes the
symmetric difference of the sets A and B. Note that if H is an even graph, then H 4 C is also an even graph, but H 4 C may
have more components than H .
2. Iterated line graphs containing a 2-factor with at most k cycles
For a graph G of order at least three, define C(G) by
C(G) =
{{x} if G is a star with center x
V (G) if G is not a star.
A subgraph H of a graph G is called a k-system that dominates if it is comprised of k edge-disjoint stars and circuits
H1, . . . ,Hk such that the stars have order at least four, and
⋃k
i=1 C(Hi) dominates G.
Theorem 1 (Gould and Hynds, [6]). Let G be a graph such that each component of G has at least three edges. Then L(G) has
a 2-factor with exactly k components if and only if G has a k-system that dominates.
We let EUkn(G) denote the set of subgraphs H of G satisfying the following five conditions:
(I) H is an even graph;
(II) V0(H) ⊆⋃i≥3 Vi(G) ⊆ V (H);
(III) |E(b)| ≤ n+ 1 for any branch bwith E(b) ∩ E(H) = ∅;
(IV) |E(b)| ≤ n for any branch b inB1(G);
(V) H can be decomposed into at most k pairwise vertex-disjoint subgraphs H1, . . . ,Ht (t ≤ k) such that for every j and for
every induced subgraph F of Hj with ∅ 6= V (F) ( V (Hj), it holds dG(F ,Hj − V (F)) ≤ n− 1.
Xiong and Liu proved the following.
Theorem 2 (Xiong and Liu, [14]). Let G be a connected graph with at least three edges. Then for n ≥ 2, Ln(G) is hamiltonian if
and only if EU1n (G) 6= ∅.
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The following theorem in this, which extends Theorem 2, is our main result in this section,.
Theorem 3. Let G be a connected graph with at least three edges and let k be a positive integer. Then for n ≥ 2, Ln(G) has
a 2-factor with at most k components if and only if EUkn(G) 6= ∅.
Theorem 3 follows easily from the following two theorems.
Theorem 4. Let G be a connected graph with at least three edges and let n and k be two integers with n ≥ 2 and k ≥ 1. Then
EUkn(L(G)) 6= ∅ if and only if EUkn+1(G) 6= ∅.
Theorem 5. Let G be a connected graph with at least three edges. Then L2(G) has a 2-factor with at most k components if and
only if EUk2(G) 6= ∅.
Before proving Theorems 4 and 5, we prove several preparatory lemmas.
Lemma 6. Let n and k be integers with n ≥ 2 and k ≥ 1. Let G be a connected graph with EUkn(G) 6= ∅. Take H ∈ EUkn(G) and
pairwise vertex-disjoint subgraphs H1, . . . ,Ht with H = ⋃ti=1 Hi satisfying the condition (V) in the definition of EUkn(G), such
that
(1) t is as small as possible, and
(2) H contains as few isolated vertices as possible, subject to (1).
Then
• dG(Hj1 ,Hj2) ≥ n for each j1, j2 with 1 ≤ j1 < j2 ≤ t. In particular, each Hj is a union of components of H, and• if G is claw-free, then H has no isolated vertex.
Proof. LetH = {H1, . . . ,Ht}. Assume, by contradiction, that dG(Hj1 ,Hj2) ≤ n − 1 for some j1, j2 with 1 ≤ j1 < j2 ≤ t . Let
H0 = Hj1 ∪ Hj2 andH ′ = (H − {Hj1 ,Hj2}) ∪ {H0}. By the minimality of t , there exists Hi ∈ H ′ and an induced subgraph F
of Hi such that ∅ 6= V (F) ( V (Hi) and dG(F ,Hi − V (F)) ≥ n. Then Hi 6∈ H , and hence Hi = H0. Suppose V (F) ∩ V (Hj1) 6= ∅
and V (Hj1) − V (F) 6= ∅. Then since H satisfies condition (V), dG(F ,Hj1 − V (F)) ≤ n − 1. Since V (Hj1) ⊆ V (H0), we
have dG(F ,H0 − V (F)) ≤ n − 1, a contradiction. Thus, we may assume that V (F) ∩ V (Hj1) = ∅ or V (Hi1) ⊆ V (F).
Similarly, we may assume that V (F) ∩ V (Hj2) = ∅ or V (Hj2) ⊆ V (F). Since V (F) 6= ∅, by symmetry, we may assume
that V (F)∩ V (Hj1) 6= ∅. Thus, V (Hj1) ⊆ V (F). If V (F)∩ V (Hj2) 6= ∅, then V (Hj2) ⊆ V (F), which implies V (F) = V (H0). This
is a contradiction. Therefore, V (F)∩V (Hj2) = ∅, and hence V (F) = V (Hj1). Then V (H0)−V (F) = V (Hj2) and by assumption,
dG(F ,H0 − F) = dG(Hj1 ,Hj2) ≤ n− 1. This is a contradiction and the first conclusion of the lemma follows.
Now assume that G is claw-free and H has an isolated vertex x0. Without loss of generality, we may assume that
x0 ∈ V (H1). Let NG(x0) = {x1, x2, . . . , xs}. By (II) of the definition of EUkn(G), s ≥ 3. Since G is claw-free, {x1, x2, . . . , xs}
is not an independent set in G. We may assume that x1x2 ∈ E(G) and define H ′ by H ′ = H 4 x0x1x2x0. We shall prove that
H ′ ∈ EUkn(G). Since H ′ is obtained from H by taking the symmetric difference with a cycle, H ′ is an even graph and hence
satisfies (I). Since {x0x1, x0x2} ∩ E(H) = ∅, dH ′(v) ≥ dH(v) for each v ∈ V (H) and hence V0(H ′) ⊆ V0(H). Since H ∈ EUkn(G),
V0(H) ⊆ ⋃i≥3 Vi(G) and hence V0(H ′) ⊆ ⋃i≥3 Vi(G). On the other hand, since V (H) ⊆ V (H ′) and⋃i≥3 Vi(G) ⊆ V (H), we
have
⋃
i≥3 Vi(G) ⊆ V (H ′), and H ′ satisfies (II).
Let P be a branch of Gwith E(P) ∩ E(H ′) = ∅ and assume |E(P)| ≥ n+ 2. If E(P) ∩ E(H) 6= ∅, then x1x2 ∈ E(P) ∩ E(H).
Since |E(P)| ≥ n+ 2 ≥ 3, either dG(x1) = 2 or dG(x2) = 2. However, since x1x2 ∈ E(H) and H is an even graph, this implies
x0x1 ∈ E(H) or x0x2 ∈ E(H). This contradicts x0 ∈ V0(H). Thus, E(P) ∩ E(H) = ∅. However, this contradicts condition (III)
for H ∈ EUkn(G). Therefore, H ′ satisfies (III). We can prove (IV) by a similar argument.
Let H ′1 = H1 4 x0x1x2x0 and H ′j = Hj (2 ≤ j ≤ t). Assume dG(F ,H ′j − V (F)) ≥ n for some H ′j , 1 ≤ j ≤ t , and some
induced subgraph F of H ′j with ∅ 6= V (F) ( V (H ′j ). Since H1, . . . ,Ht satisfy (V), we have j = 1. If V (H1) ∩ V (F) 6= ∅ and
V (H1)− V (F) 6= ∅, then since H1 satisfies (V), we have dG(F ,H ′1 − V (F)) ≤ n− 1, a contradiction. Thus, V (H1) ∩ V (F) = ∅
or V (H1) ⊆ V (F). By symmetry, we may assume V (H1) ∩ V (F) = ∅. Then V (F) ⊆ {x1, x2} and hence x0 ∈ V (H ′1) − V (F),
which implies dG(F ,H ′1 − V (F)) = 1 ≤ n− 1, a contradiction. Thus, H ′ satisfies (V), and hence H ′ ∈ EUkn(G). Now we have
seen that H ′1, . . . ,H ′t satisfy condition (V) and V0(H ′) = V (H0) − {x0}. But this contradicts the choice of H . Therefore, the
second conclusion of the lemma follows. 
In this paper, we say that a circuitH in a graph G is nontrivial if either |V (H)| ≥ 3 orH consists of a single vertex of degree
at least three in G.
Lemma 7. Let H be a nontrivial circuit. Then there exists a cycle C in L(G) such that
(1) V (C) = E¯(H), and
(2) for each ef ∈ E(C), the common endvertex of e and f lies in V (H).
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Proof. SupposeH = {x} and dG(x) ≥ 3. Then E¯(x) induces a complete graph of order at least three in L(G) and its hamiltonian
cycle satisfies (1) and (2). Therefore, we may assume |V (H)| ≥ 3. Then H is Eulerian. Let e1e2 · · · em be a sequence of the
edges ofH in the order of an Eulerian closed trail. Then C0 = e1e2 · · · eme1 is a cycle in L(G)with V (C0) = E(H). Let ej = xj−1xj
(1 ≤ j ≤ m) and xm = x0.
For i ≥ 1, if Ci−1 is defined, let E¯(xi)− V (Ci−1) = {fi,1, . . . , fi,ti} (ti ≥ 0) and let Ci be the cycle in L(G) obtained from Ci−1
by inserting fi,1 · · · fi,ti between ei and ei+1. Let C = Cm.
We claim that for each i, 1 ≤ i ≤ m,
(a) V (Ci) = E(H) ∪
(⋃i
j=1 E¯(xj)
)
, and
(b) if ef ∈ E(Ci) and x is the common endvertex of e and f , then x ∈ V (H).
We proceed by induction on i. If i = 0, then (a) is obvious, and if ef ∈ E(C0), then {e, f } ⊆ E(H) and hence (b) follows.
Suppose i ≥ 1. Then by the induction hypothesis, V (Ci−1) = E(H) ∪ E¯(x1) ∪ · · · ∪ E¯(xi−1) and hence
V (Ci) = V (Ci−1) ∪
(
E¯(xi)− V (Ci−1)
) = E(H) ∪ E¯(x1) ∪ · · · ∪ E¯(xi).
Let ef ∈ E(Ci) and let x be the common endvertex of e and f in G. If ef ∈ E(Ci−1), then x ∈ V (H) holds by the induction
hypothesis. Otherwise, by the construction of Ci, we have x = xi, and hence, x ∈ V (H). Thus, the claim follows.
Now since
⋃m
i=1 E¯(xi) = E¯(H), we have V (C) = E¯(H) and if ef ∈ E(C) and x is the common endvertex of e and f in G,
then x ∈ V (H). 
For a nontrivial circuit H of G, we call a cycle C in L(G) satisfying conditions (1) and (2) in Lemma 7 a line-graph image
of H .
Lemma 8. Let H1 and H2 be vertex-disjoint nontrivial circuits in a graph G of order at least three, and let C1 and C2 be line-graph
images of H1 and H2, respectively. Then C1 and C2 are edge-disjoint in L(G).
Proof. Assume, to the contrary, that C1 and C2 share an edge ef in L(G). Let x be the common endvertex of e and f . Then
since C1 is a line-graph image of H1, x ∈ V (H1). Similarly, x ∈ V (H2). This is a contradiction since V (H1) ∩ V (H2) = ∅. 
Lemma 9 (Xiong and Liu, [14]). Let b = u1u2 · · · us (s ≥ 3) be a path of G and let ei = uiui+1. Then b is a branch of G if and
only if b′ = e1e2 · · · es−1 is a branch of L(G).
Lemma 10 (Xiong and Liu, [14]). Let G be a connected graph and let H be an Eulerian subgraph of the line graph L(G). Then there
exists a subgraph C of G such that
(1) C is an even graph,
(2) V0(C) ⊆⋃i≥3 Vi(G),
(3) for any two components C0, C00 of C, there exists a sequence of components C0 = C1, C2, . . . , C s = C00 of C such that
dG(Ci, Ci+1) ≤ 1 for all 1 ≤ i ≤ s− 1, and
(4) E(C) ⊆ V (H) ⊆ E¯(C).
We call the subgraph C in the above lemma a pre-image of H .
Lemma 11. Let k be a positive integer, and let G be a claw-free graph. Then the following two statements are equivalent.
(1) G has an m-system that dominates for some m ≤ k.
(2) G has a dominating even subgraph H with at most k components such that all of which are Eulerian.
Proof. By definition, a dominating even subgraphwithm components is anm-system that dominates. Therefore, (2) implies
(1). We prove that (1) implies (2). Let H be anm-system that dominates for somem ≤ k. Then H can be decomposed intom
mutually edge-disjoint stars and circuits H1, . . . ,Hm such that
⋃m
i=1 E¯(C(Hi)) = E(G). We choose H and H1, . . . ,Hm so that
(a) m is as small as possible, and
(b) the number of stars in {H1, . . .Hm} is as small as possible, subject to (a).
We claim that none of H1, . . . ,Hm is a star. Assume, to the contrary, that H1 is a star. Let V (H1) = {x0, x1, . . . , xs}, where
x0 is the center of H1. Since |H1| ≥ 4, s ≥ 3. Since G is a claw-free graph, {x1, . . . , xs} is not an independent set in G. We may
assume x1x2 ∈ E(G). Let H ′ = x0x1x2x0.
Suppose x1x2 6∈ E(H). ThenH ′ andHi are edge-disjoint for each i ≥ 2. Since C(H1) = {x0} ⊆ C(H ′) and {x0x3, . . . , x0xs} ⊆
E¯(H ′), H ′ ∪ (⋃mi=2 Hi) is an m-system that dominates, and it contains fewer stars than H . This contradicts the choice (b) of
H . Thus, we have x1x2 ∈ E(H). Without loss of generality, x1x2 ∈ E(H2).
Assume H2 is a circuit. Let H ′2 = H2 4 x0x1x2x0 = (H2 − x1x2) ∪ {x0x1, x0x2}. Then H ′2 is also a circuit. Moreover,
C(H ′2) = V (H2) ∪ {x0} = C(H1) ∪ C(H2) and {x0x3, . . . , x0xs} ⊆ E¯(x0). Thus, H ′2 ∪
(⋃m
i=3 Hi
)
is an (m − 1)-system that
dominates. This contradicts the minimality of m. Therefore, H2 is not a circuit, and hence it is a star. In this case, x1 or x2,
say x1, is the center of H2. Then C(H1) ∪ C(H2) = {x0, x1} ⊆ C(H ′) and E(H1) ∪ E(H2) ⊆ E¯(H ′). Therefore, H ′ ∪
(⋃m
i=3 Hi
)
is an (m− 1)-system that dominates, which again contradicts the minimality ofm. Therefore, the claim follows. Hence (2)
follows. 
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Now we prove Theorems 4 and 5
Proof of Theorem 4. First, we prove the ‘‘if’’ part. Suppose H ∈ EUkn+1(G). Then H satisfies (I)–(IV) in the definition of
EUkn+1(G). Moreover, by Lemma 6, we can take H to be decomposable into at most k pairwise vertex-disjoint subgraphs
H1, . . . ,Ht (t ≤ k) such that
• for each j and for every induced subgraph F with ∅ 6= V (F) ( V (Hj), it holds dG(F ,Hj − V (F)) ≤ n and
• dG(Hj1 ,Hj2) ≥ n+ 1 for each j1, j2 with 1 ≤ j1 < j2 ≤ t .
In particular, eachHj is the union of some components ofH . LetHj,1,Hj,2, · · · ,Hj,sj be the components ofHj. By conditions
(I) and (II), each Hj,i is a nontrivial circuit. Then by Lemma 7, there exists a line-graph image C ′j,i of Hj,i in L(G). Let
H ′j =
⋃sj
i=1 C
′
j,i and H
′ = ⋃tj=1 H ′j . By Lemma 8, C ′j,i’s (1 ≤ j ≤ t , 1 ≤ i ≤ sj) are mutually edge-disjoint even subgraphs, and
hence H ′ is also an even subgraph.
By construction, H ′ has no isolated vertex. Let e = uv ∈ ⋃i≥3 Vi(L(G)). Since dL(G)(e) ≥ 3, dG(u) ≥ 3 or dG(v) ≥ 3. By
symmetry, we may assume dG(u) ≥ 3. Since⋃i≥3 Vi(G) ⊆ V (H), u ∈ V (H), which implies u ∈ V (Hj,i) for some j and i. Then
e ∈ E¯(Hj,i) = V (C ′j,i) ⊆ V (H ′). Thus,
⋃
i≥3 Vi(L(G)) ⊆ V (H ′) and H ′ satisfies (II).
In order to prove (III), let P ′ = e1e2 · · · el be a branch of L(G)with E(P ′) ∩ E(H ′) = ∅. We claim |E(P ′)| = l− 1 ≤ n+ 1.
If l ≤ 4, then the conclusion is obvious as n ≥ 2. Hence we may assume l ≥ 5. Let ei = xi−1xi (1 ≤ i ≤ l). Then by Lemma 9,
P = x0x1 · · · xl is a branch of G. Assume E(P) ∩ E(H) 6= ∅. Then ei0 ∈ E(Hj,i) for some i0, 1 ≤ i0 ≤ l, and some j and i with
1 ≤ j ≤ t and 1 ≤ i ≤ sj. Since l ≥ 5, we may assume that xi0 is an inner vertex of P . Then dG(xi0) = 2, which yields
E¯(xi0) = {ei0 , ei0+1}. Since xi0 ∈ V (Hj,i), ei0ei0+1 ∈ E(C ′j,i). This contradicts E(P ′)∩ E(H ′) = ∅. Hence E(P)∩ E(H) = ∅. Since
H ∈ EUkn+1(G), |E(P)| ≤ n+ 2, and hence |E(P ′)| = l− 1 ≤ n+ 1. Thus (III) follows. We can prove (IV) in a similar way.
We prove that for every j and for every induced subgraph F ′ with ∅ 6= V (F ′) ( V (H ′j ) it holds dL(G)(F ′,H ′j − V (F ′)) ≤
n − 1. Assume, by contradiction, that dL(G)(F ′,H ′j − V (F ′)) ≥ n for some j and some induced subgraph F ′ of H ′j with
∅ 6= V (F ′) ( V (H ′j ). Since n ≥ 2, F ′ is the union of some, but not all, of the components of H ′j . Since each component of H ′j
is the union of some C ′j,i’s, there exists a non-empty proper subset I of {1, 2, . . . , sj} with F ′ =
⋃
i∈I C
′
j,i. Let F =
⋃
i∈I Hj,i.
Then dG(F ,Hj− V (F)) ≤ n. This implies that there exists i1 ∈ I and i2 ∈ {1, 2, . . . , sj}− I with dG(Hj,i1 ,Hj,i2) ≤ n. Let P be a
shortest path joining Hj,i1 and Hj,i2 in G. Then the length of P is at most n, and L(P) is a path of length at most n− 1 joining
E¯(Hj,i1) and E¯(Hj,i2). Hence dL(G)(F
′,H ′j − V (F ′)) ≤ n− 1, a contradiction. Therefore, H ′ ∈ EUkn(L(G)).
Conversely, suppose EUkn(L(G)) 6= ∅, and let H ′ ∈ EUkn(L(G)). Then H ′ satisfies conditions (I)–(IV) in the definition of
EUkn(L(G)), and since L(G) is claw-free, by Lemma 6 we may assume that H
′ can be decomposed into at most k pairwise
vertex-disjoint subgraphs H ′1, . . . ,H ′t (t ≤ k) which satisfy
• for each j and for every induced subgraph F ′ of H ′j with ∅ 6= V (F ′) ( V (H ′j ), it holds dL(G)(F ′,H ′j − V (F ′)) ≤ n − 1,
1 ≤ j ≤ t
• dL(G)(H ′j1 ,H ′j2) ≥ n for each j1, j2 with 1 ≤ j1 < j2 ≤ k, and• all components of H are Eulerian.
Since H ′ is an even subgraph, each H ′j is also an even subgraph. Let C
′
j,1, . . . , C
′
j,sj
be the components of H ′j . Then each C
′
j,i
is an Eulerian subgraph. By Lemma 10, there exists a pre-image Cj,i of C ′j,i. Let H0 =
⋃t
j=1
⋃sj
i=1 Cj,i.
We claim that if x ∈ ⋃i≥3 Vi(G) − V (H0), then dG(x, V (H0)) = 1. Let e1, e2, e3 be three distinct edges incident to x, and
let ei = xxi (i = 1, 2, 3). Then dL(G)(ei) ≥ 2 (i = 1, 2, 3). If e1, e2 and e3 all have degree two, then dG(x) = 3, and x1, x2
and x3 all have degree one. Then since G is connected, G ' K1,3. Thus L(G) ' C3 and hence H0 consists of a single vertex x,
which contradicts x 6∈ V (H0). Therefore, we may assume dL(G)(e1) ≥ 3. Since⋃i≥3 Vi(L(G)) ⊆ V (H ′), e1 ∈ V (H ′) and hence
e1 ∈ V (C ′j,i) for some j and i. Since V (C ′j,i) ⊆ E¯(Cj,i), e1 ∈ E¯(Cj,i), which implies that {x, x1} ∩ V (Cj,i) 6= ∅. Thus, we have
dG(x, Cj,i) = 1.
Let H0j =
⋃sj
i=1 Cj,i (1 ≤ j ≤ t). For x ∈
⋃
i≥3 Vi(G) − V (H0), define α(x) by α(x) = min{j: dG(x,H0j ) = 1}. Then α is a
mapping from
⋃
i≥3 Vi(G)− V (H0) to {1, 2, . . . , t}. Let Hj = (V (H0j ) ∪ α−1(j), E(H0j )) and H =
⋃t
j=1 Hj.
We claim H ∈ EUkn+1(G). Since C ′j,i is a component of H ′j and H ′1, . . . ,H ′t are pairwise vertex-disjoint, E(Cj1,i1)∩E(Cj2,i2) ⊆
V (C ′j1,i1) ∩ V (C ′j2,i2) = ∅ for each (j1, i1), (j2, i2) with (j1, i1) 6= (j2, i2). Therefore, Cj,i’s (1 ≤ j ≤ t , 1 ≤ i ≤ sj) are
pairwise edge-disjoint. Since each Cj,i is an even subgraph and α−1(j) is the set of isolated vertices in Hj, the subgraph H is
even, and (I) follows. Since each Cj,i is a pre-image of C ′j,i, V0(H0) ⊆
⋃
i≥3 Vi(G). Further, V (H) − V (H0) =
⋃t
j=1 α−1(j) =⋃
i≥3 Vi(G)− V (H0). Therefore, V0(H) ⊆
⋃
i≥3 Vi(G) ⊆ V (H), and (II) follows.
Let P = x0x1 · · · xl be a branch of G with E(P) ∩ E(H) = ∅. We claim l = |E(P)| ≤ n + 2. This is obvious if l ≤ 4. Hence
we may assume l ≥ 5. Let ei = xi−1xi (1 ≤ i ≤ l) and let P ′ = e1e2 · · · el. Then by Lemma 9, P ′ is a branch of of L(G). Assume
E(P ′)∩E(H ′) 6= ∅. Then ei0ei0+1 ∈ E(C ′j,i) for some i0, j and iwith 1 ≤ i0 ≤ l−1, 1 ≤ j ≤ t and 1 ≤ i ≤ sj. If dG(xi0−1) ≥ 3 and
dG(xi0+1) ≥ 3, then l = 2, a contradiction. Thus,wemay assume that dG(xi0−1) = dG(xi0) = 2. Since ei0 ∈ V (C ′j,i), ei0 ∈ E¯(Cj,i).
So we may assume that xi0 ∈ V (Cj,i). If dCj,i(xi0) ≥ 2, then dG(xi0) = dCj,i(x0) and ei0 ∈ E(Cj,i) ⊆ E(H). This contradicts the
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assumption. Therefore, since Cj,i is an even graph, xi0 ∈ V0(Cj,i). However, since dG(xi0) = 2, this contradicts condition (2)
in the definition of a pre-image. Therefore, we have E(P ′)∩ E(H ′) = ∅. Since H ′ ∈ EUkn(L(G)), |E(P ′)| = l− 1 ≤ n+ 1. Thus,
we have |E(P)| = l ≤ n+ 2. Similarly, we can prove that if P ∈ B1(G), then |E(P)| ≤ n+ 1.
In order to prove (V), assume dG(F ,Hj − V (F)) ≥ n + 1 for some j and some induced subgraph F of Hj with ∅ 6=
V (F) ( V (Hj). Since n ≥ 2, this implies that dG(F ,Hj − V (F)) ≥ 2, and F is a union of some, but not all, components of
Hj. If V (F) ∩ V (Cj,i) 6= ∅ and V (Cj,i) 6⊆ V (F), by condition (3) of the definition of a pre-image, we can take components
C ′ ⊆ V (F) ∩ V (Cj,i) and C ′′ ⊆ V (Cj,i) − V (F) with dG(C ′, C ′′) = 1, which implies that dG(F ,Hj − V (F)) = 1 < n,
a contradiction. This implies that either V (Cj,i) ⊆ V (F) or V (Cj,i) ∩ V (F) = ∅. Therefore, we may assume that F =
Cj,1 ∪ Cj,2 ∪ · · · ∪ Cj,p ∪ F0, where p < sj and F0 ⊆ α−1(j). Assume 1 ≤ p < sj. Since {H ′1, . . . ,H ′t} satisfies (V) in L(G),
it follows that dL(G)
(⋃p
i=1 C
′
j,i,
⋃t
i=p+1 C
′
j,i
) ≤ n − 1. This implies that L(G) has a path P ′ = e0e1 · · · em (where m ≤ n − 1,
and ei ∈ V (L(G)) = E(G), 0 ≤ i ≤ m) with e0 ∈ V (C ′j,i0) and em ∈ V (C ′j,i1) for some i0 and i1 with 1 ≤ i0 ≤ p and
p+1 ≤ i1 ≤ t . Since V (C ′j,i0) ⊆ E¯(Cj,i0), e0 ∈ E¯(Cj,i0), which implies that V (e0)∩V (Cj,i0) 6= ∅. Similarly, V (em)∩V (Cj,i1) 6= ∅.
Let Q = G[{e0, e1, . . . , em}]. Then Q is a connected subgraph of G with V (Q ) ∩ V (Cj,i0) 6= ∅, V (Q ) ∩ V (Cj,i1) 6= ∅. Since Q
is a connected graph with |E(Q )| = m+ 1 ≤ n, we have dG(F ,Hj − V (F)) ≤ n, a contradiction. Therefore, we may assume
that p = 0 or p = sj. Since dG(F ,Hj − V (F)) = dG(Hj − V (F), F), we may assume p = 0. Let x ∈ V (F) ⊆ α−1(j). So, there
exists some Cj,i with dG(x, Cj,i) = 1 ≤ n. Therefore, even if p = 0, we still have dG(F ,Hj − F) ≤ n. This is a contradiction,
and {H1, . . . ,Ht} satisfies (V). Therefore, we have H ∈ EUkn+1(G). 
Proof of Theorem 5. First, we prove the ‘‘if’’ part. Let H ∈ EUk2(G). Then H satisfies conditions (I)–(IV) of EUk2(G), and H can
be decomposed into at most k vertex-disjoint subgraphs H1, . . . ,Ht (t ≤ k) such that
• for every j and for every induced subgraph F of Hj with ∅ 6= V (F) ( V (Hj), it holds dG(F ,Hj − V (F)) ≤ 1.
LetHj,1, . . . ,Hj,sj be the components ofHj. By conditions (I) and (II), eachHj,i is a nontrivial circuit of G. Thus, by Lemma 7,
Hj,i has a line-graph image C ′j,i in L(G). Let C
′
j =
⋃sj
i=1 C
′
j,i, and let C
′ =⋃tj=1 C ′j .
Since {Hj,i: 1 ≤ j ≤ t, 1 ≤ i ≤ sj} is a set of vertex-disjoint subgraphs of G, {C ′j,i: 1 ≤ j ≤ t, 1 ≤ i ≤ sj} is a set of pairwise
edge-disjoint subgraphs of L(G) by Lemma 8. Since each C ′j,i is a cycle, C ′ is an even subgraph of L(G).
We claim that C ′j is connected for each j, 1 ≤ j ≤ t . Assume, by contradiction, that C ′j is disconnected, and let F ′
be a component of C ′j . Since each C
′
j,i is a cycle, we may assume that F
′ = C ′j,1 ∪ C ′j,2 ∪ · · · ∪ C ′j,s (1 ≤ s < sj). Let
F = Hj,1 ∪ Hj,2 ∪ · · · ∪ Hj,s. Then F is an induced subgraph of H with ∅ 6= V (F) ( V (Hj). Thus, dG(F ,Hj − V (F)) = 1.
This implies that dG(Hj,i1 ,Hj,i2) = 1 for some i1, i2 with 1 ≤ i1 ≤ s < i2 ≤ sj. Therefore, there exists an edge e = ab in G
with a ∈ V (Hj,i1) and b ∈ V (Hj,i2), which means E¯(Hj,i1) ∩ E¯(Hj,i2) 6= ∅. However, this implies that V (C ′j,i1) ∩ V (C ′j,i2) 6= ∅.
This is a contradiction, and the claim follows.
We next claim that C ′ is a dominating subgraph of L(G). Assume, by contradiction, that L(G) has an edge ef that does not
belong to E¯(C ′). Then {e, f } ∩ V (C ′) = ∅. Let x be the common endvertex of e and f in G. If dG(x) ≥ 3, then by condition
(II) of EUk2(G), x ∈ V (H). But this implies that x ∈ V (Hj,i) for some j and i, and hence {e, f } ⊆ E¯(Hj,i) = V (C ′j,i) ⊆ V (C ′), a
contradiction. Therefore, dG(x) = 2. Let e = xx1 and f = xx2. If dG(x1) ≥ 3, then again by (II), x1 ∈ V (H), which implies that
e ∈ V (C ′), a contradiction. Therefore, dG(x1) ≤ 2. Similarly, dG(x2) ≤ 2. If dG(x1) = dG(x2) = 1, then G ' K1,2 since G is
connected, which implies |E(G)| < 3. This contradicts the assumption of the theorem. If dG(x1) = dG(x2) = 2, then x1xx2
is a part of a branch, say b, in G with |E(b)| ≥ 4 and E(b) ∩ E(H) = ∅. This contradicts the condition (III) in the definition
of EUk2(G). If dG(x1) = 2 and dG(x2) = 1, then x1xx2 is a part of a branch b with |E(b)| ≥ 3 and b ∈ B1(G). This contradicts
the condition (IV) in the definition of EUk2(G). We have a similar contradiction if dG(x) = 1 and dG(x2) = 2. Therefore, C ′ is
a dominating subgraph of L(G).
Now we see that C ′ is a t-system that dominates in L(G), and hence L2(G) has a 2-factor with t components (t ≤ k).
Conversely, suppose L2(G) has a 2-factor with at most k components. Since L(G) is claw-free, L(G) has a dominating
even subgraph H ′ with at most k components, of which every component is Eulerian by Lemma 11. Let H ′1, . . . ,H ′t be the
components of H ′ (t ≤ k). By Lemma 10, there exists a pre-image H0i of H ′i . Let H0 =
⋃t
i=1 H
0
i . For j1, j2 with 1 ≤ j1 < j2 ≤ t ,
E(H0j1) ∩ E(H0j2) ⊆ V (H ′j1) ∩ V (H ′j2) = ∅. Hence H01 , . . . ,H0t are pairwise edge-disjoint.
We claim that dG(x,H0) ≤ 1 for each x ∈ ⋃i≥3 Vi(G). Let e1, e2, e3 be three distinct edges incident to x. Let ei = xxi
(i = 1, 2, 3). Then e1e2 ∈ E(L(G)) = E¯(H ′) and hence {e1, e2} ∩ V (H ′) 6= ∅. We may assume e1 ∈ V (H ′1). Then e1 ∈ E¯(H01 ),
which implies {x, x1} ∩ V (H01 ) 6= ∅. Thus, the claim follows.
For each vertex x ∈ ⋃i≥3 Vi(G) − V (H0), define α(x) by α(x) = min{i: dG(x,H0i ) = 1}. Then α is a mapping from⋃
i≥3 Vi(G)− V (H0) to {1, . . . , t}. Define Hi by Hi = (V (H0i ) ∪ α−1(i), E(H0i )), and let H =
⋃m
i=1 Hi.
We claim that H ∈ EU2n (G). Since H01 , . . . ,H0t are pairwise edge-disjoint even subgraphs and
⋃t
i=1 α−1(i) is a set of
isolated vertices in H , H is an even subgraph, and (I) follows. Since H0j is a pre-image of H
′
j , V0(H
0) = ⋃tj=1 V0(H0j ) ⊆⋃
i≥3 Vi(G). And since V (H)− V (H0) =
⋃t
j=1 α−1(j) =
⋃
i≥3 Vi(G)− V (H0), we have V0(H) ⊆
⋃
i≥3 Vi(G) ⊆ V (H).
Let P be a longest branch of G with E(P) ∩ E(H) = ∅. Let P = x0x1 · · · xl, and let ei = xi−1xi (1 ≤ i ≤ l). Then
{x1, . . . , xl−1} ∩ V (H) = ∅. Therefore, if l ≥ 4, {e2, e3} ∩ V (H) = ∅, and hence e2e3 6∈ E¯(H ′). This contradicts the fact
that H ′ is a dominating subgraph of L(G). Therefore, l ≤ 3, and (III) follows. We can prove (IV) by a similar argument.
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We prove (V). Assume, by contradiction, that dG(F ,Hj − V (F)) ≥ 2 for some j, 1 ≤ j ≤ t and for some induced subgraph
F of Hj. Then F is the union of some, but not all, of which the components of Hj. Let Hj,1, . . . ,Hj,sj be the components of H
0
j .
Then we may assume without loss of generality that F = Hj,1 ∪ · · · ∪ Hj,p ∪ F0, where 0 ≤ p ≤ sj and F0 ⊆ α−1(j). If
1 ≤ p < sj, then by condition (3) of the definition of a pre-image, we can take Hj,i1 and Hj,i2 with 1 ≤ i1 ≤ p < i2 ≤ sj with
d(Hj,i1 ,Hj,i2) = 1. However, this implies that dG(F ,Hj − V (F)) = 1, a contradiction. Therefore, by the symmetry between F
and Hj − V (F), we may assume p = 0. So, ∅ 6= F ⊆ α−1(j). Take x ∈ F0. Then since x ∈ α−1(j), we have dG(x,Hj) = 1. This
again implies dG(F ,Hj − V (F)) = 1, a contradiction. Therefore, H satisfies (V), and we have H ∈ EUk2(G). 
Corollary 12. Let G be a connected graph and let n ≥ 2 an integer. Then the minimum number of components of 2-factors in
Ln(G) is equal to the minimum number k such that EUkn(G) 6= ∅.
Clearly Corollary 12 extends Theorem 2.
3. Stability of the minimum number of cycles of 2-factor in iterated line graphs
In this section, we prove that for a claw-free graph G and a positive integer n, Ln(G) has a 2-factor with at most k
components if and only if Ln(cl(G)) has a 2-factor with at most k components. First, we make three simple observations.
The first one is just an easy remark, but it will be useful in the subsequent arguments.
Lemma 13. Let G′ be a graph and let G be a spanning subgraph of G′. Let H be a subgraph of G. If H is a dominating subgraph
of G′, then H is also a dominating subgraph of G.
The next observation is also easy.
Lemma 14. A connected graph with independence number at most two has diameter at most three.
Proof. Let G be a connected graph of independence number at most two. Assume G has a pair of vertices u and v with
dG(u, v) = 4, and let P = a0a1 · · · al (a0 = u and a4 = v) be a shortest path from u to v. Then the set {a0, a2, a4} is an
independent set of G. This is a contradiction. 
The following observation was made by Ryjáček [10].
Lemma 15 (Ryjáček, [10]). Let G be a claw-free graph, and let x be a locally connected vertex of G. Then G′x is also a claw-free
graph.
Now we prove the main theorem of this section. We first deal with the case n = 1.
Theorem 16. Let G be a connected claw-free graph. Then L(G) has a 2-factor containing at most k components if and only if
L(cl(G)) has a 2-factor containing at most k components.
Theorem 16 immediately follows from the following theorem.
Theorem 17. Let G be a connected claw-free graph, and let x be a locally connected vertex of G. Then L(G) has a 2-factor with at
most k components if and only if L(G′x) has a 2-factor with at most k components.
Proof. Let E0 = E(G′x)− E(G).
First, we prove the ‘‘only if’’ part. Since G is claw-free, by Theorem 1 and Lemma 11 G has a dominating even subgraph
H with at most k components. Let E1 = E0 − E¯G′x(H). Since E(G) = E¯G(H) ⊆ E¯G′x(H), if E1 = ∅, then H is a dominating
even subgraph of G′x. Therefore, we may assume E1 6= ∅. We first claim that E1 consists of independent edges. Assume the
contrary, and let e and f be a pair of distinct edges in E1 that share an endvertex. Then we can write e = uv and f = vw.
Since e, f ∈ E0, {u, v, w} ⊂ NG(x) and {uv, vw} ∩ E(G) = ∅. Since G is claw-free, uw ∈ E(G). Then since E¯G(H) = E(G),
uw ∈ E¯G(H) and hence {u, w} ∩ V (H) 6= ∅. However, this implies that {e, f } ∩ E¯G′x(H) 6= ∅, a contradiction. Thus, the claim
follows.
Note that for each uv ∈ E1, {u, v} ∩ V (H) = ∅, and hence {xu, xv} ∩ E(H) = ∅. For each e = uv ∈ E1, let
T (e) = {uv, xu, xv} and letH ′ = H+⋃e∈E1 T (e). Then by construction E¯G′x(H ′) = E(G′x). We have seen that T (e)∩E(H) = ∅
for every e ∈ E1. Since E1 is independent, T (e1) ∩ T (e2) = ∅ for each e1, e2 ∈ E1 with e1 6= e2. Therefore, H ′ is a dominating
even subgraph of G′x. Let e0 = u0v0 ∈ E1. Since u0 6∈ V (H) and xu0 ∈ E(G) = E¯G(H), we have x ∈ V (H). Therefore, H ′ has
the same number of components as H , and hence L(G′x) has a 2-factor with at most k components.
Next, we prove the ‘‘if’’ part. Suppose L(G′x) has a 2-factor with at most k components. Then G′x has a dominating even
subgraph H ′ with at most k components. We choose H ′ so that |E(H ′)∩ E0| is as small as possible. If E(H ′)∩ E0 = ∅, then by
Lemma 13, H ′ is a dominating even subgraph of G, and hence L(G) has a 2-factor with at most k components. Therefore, we
may assume E(H ′) ∩ E0 6= ∅. Let e1 = uv ∈ E(H ′) ∩ E0.
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We first claim x ∈ V (H ′). Assume x 6∈ V (H ′). Then {xu, xv} ⊆ E(G)− E(H ′). Let H ′1 = H ′4 uxvu = (H ′ − uv)+ {xu, xv}.
Then H ′1 is an even subgraph of G with the same number of components as H ′. Since V (H1) ⊆ V (H ′1), H ′1 is a dominating
even subgraph of G′x with E(H ′1 ∩ E0) = E(H ′ ∩ E0) − {e1}. This contradicts the minimality of |E(H ′) ∩ E0|. Hence we have
x ∈ V (H ′). Let C ′0 be the component of H ′ with x ∈ V (C ′0).
Let K = G[NG(x) ∪ {x}] and let K0 = K − x be the subgraph induced by the vertex set V (K) \ {x}. Since G is claw-
free, the independence number α(K0) ≤ 2, and since x is a locally connected vertex, K0 is connected. Then by Lemma 14,
diam(K0) ≤ 3, and hence there exists a uv-path P of length two or three in K0.
We claim the following.
Claim 1. Let Q be a uv-path in K and let C ′ be the cycle in G′x obtained from Q by adding the edge uv. Let H ′1 = H ′ 4 C ′. Then
not all the vertices in Q belong to the same component of H ′1. In particular, E(H ′) ∩ E(Q ) 6= ∅.
Proof. Assume that all the vertices in V (Q ) belong to the same component of H ′1. Then for the number of components we
have that ω(H ′1) ≤ ω(H ′) ≤ k. Since H ′ is an even graph, H ′1 is also an even graph. Further, since V (H ′) ⊆ V (H ′1), H ′1 is a
dominating subgraph of G′x. However, since E(H ′1) ∩ E0 = E(H ′) ∩ E0 − {uv}, we have a contradiction with the minimality
of |E(H ′) ∩ E0|.
If E(H ′) ∩ E(Q ) = ∅, then H ′1 = (H ′ − uv) + E(Q ). Then Q is a path in H ′1 and hence all the vertices in V (Q ) belong to
the same component, a contradiction. 
Applying Claim 1 to the path uxv, we have {ux, xv} ∩ E(H ′) 6= ∅. By symmetry we may assume ux ∈ E(H ′). Now we
consider two cases, based on the length of P .
Case 1. The length of P is two.
Let P = uwv. Applying Claim 1 to the path P = uwv, we have {uw,wv} ∩ E(H ′) 6= ∅. We distinguish the following two
subcases.
Subcase 1.1. uw ∈ E(H ′).
First, suppose wx ∈ E(H ′). If vx ∈ E(H ′), then {ux, wx, vx} ⊆ E(H ′ 4 uwvu), and hence u, w and v belong to the same
component of H ′4uwvu. This contradicts Claim 1. Thus, we have vx 6∈ E(H ′). But in this case, {uw,wx, xv} ⊆ E(H ′4uxvu)
and again u, x and v belong to the same component of H ′ 4 uxvu, contradicting Claim 1. Therefore, we havewx 6∈ E(H ′).
If xv 6∈ (H ′), then {ux, wx, vx} ⊆ E(H ′4uwxvu), a contradiction. Thus, vx ∈ E(H ′). However, in this case, {uw,wx, xv} ⊆
E(H ′ 4 uxwvu). This is again a contradiction, and the theorem follows in this subcase.
Subcase 1.2. uw 6∈ E(H ′)
In this case, vw ∈ E(H ′). If wx 6∈ E(H ′), then {ux, xw,wv} ⊆ E(H ′ 4 uwxvu), and if vx 6∈ E(H ′), then {ux, xv, vw} ⊆
E(H ′ 4 uwxvu). Thus, we have a contradiction in either case, and hence we have {wx, vx} ⊆ E(H ′). However, in this case,
we have {ux, wx, vw} ⊆ E(H ′ 4 uwvu), a contradiction. Therefore, the theorem follows.
Case 2. The length of P is three.
Let P = uw1w2v. We distinguish the following two subcases.
Subcase 2.1. vx ∈ E(H ′).
If |{uw1, w1w2, w2v} ∩ E(H ′)| ≤ 1, then |{uw1, w1w2, w2v} ∩ E(H ′ 4 uw1w2vu)| ≥ 2. Then since {xu, xv} ⊆ E(H ′),
u,w1,w2 and v belong to the same component ofH ′4uw1w2vu, a contradiction. Therefore, |{uw1, w1w2, w2v}∩E(H ′)| ≥ 2.
Ifw1w2 6∈ E(H ′), then {uw1, vw2} ⊂ E(H ′). If xw2 6∈ E(H ′), then the edge set {ux, w1w2, xw2, w2v} ⊆ E(H ′4uw1w2xvu).
If xw2 ∈ E(H ′), then {ux, xw2, xv,w1w2} ⊆ E(H ′ 4 uw1w2vu). Hence we have a contradiction in either case. Therefore, we
havew1w2 ∈ E(H ′). By symmetry, we may assume uw1 ∈ E(H ′).
If xw1 6∈ E(H ′), then {ux, xw1, w1w2, xv} ⊆ E(H ′4uw1xw2vu), a contradiction. Thus,we have xw1 ∈ E(H ′). Now if xw2 ∈
E(H ′), then {ux, w1x, w2x, vx} ⊆ E(H ′ 4 uw1w2vu), and if xw2 6∈ E(H ′), then {ux, xw2, w2w1, xv} ⊆ E(H ′ 4 uw1xw2vu).
Both contradict Claim 1, and the theorem follows in this subcase.
Subcase 2.2. vx 6∈ E(H ′).
Supposew1w2 ∈ E(H ′). If xw1 6∈ E(H ′), then {ux, xw1, w1w2, xv} ⊆ E(H ′4uw1xvu), a contradiction. Hence xw1 ∈ E(H ′).
If xw2 6∈ E(H ′), then the edge set {xu, xw1, xw2, xv} ⊆ E(H ′ 4 uw1w2xvu), a contradiction. Thus, we have xw2 ∈ E(H ′). But
now {ux, xw2, w2w1, xv} ⊆ E(H ′ 4 uw1xvu). This is again a contradiction. Therefore, we havew1w2 6∈ E(H ′).
If xw2 6∈ E(H ′), then {xu, xw2, w2w1, xv} ⊆ E(H ′4uw1w2xvu), a contradiction. Hence xw2 ∈ E(H ′). Ifw2v 6∈ E(H ′), then
{ux, xw2, w1w2, w2v} ⊆ E(H ′4uw1w2vu), a contradiction. Thus,w2v ∈ E(H ′). However, in this case {ux, w1w2, w2v, xv} ⊆
E(H ′ 4 uw1w2xvu). This is a final contradiction, and the theorem follows. 
Next we consider the n-iterated line graphs for n ≥ 2.
Theorem 18. Let G be a connected claw-free graph and let n be an integer with n ≥ 2. Then Ln(G) has a 2-factor containing at
most k components if and only if Ln(cl(G)) has a 2-factor containing at most k components.
As in the case n = 1, we have only to prove the following theorem.
Theorem 19. Let G be a claw-free graph and let x be a locally connected vertex of G. Further, let n be an integer with n ≥ 2.
Then Ln(G) has a 2-factor with at most k components if and only if Ln(G′x) has a 2-factor with at most k components.
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We prove one more preparatory lemma, before we prove Theorem 19.
Lemma 20. Let G be a graph and let x be a locally connected vertex of G. Let P be a path in G′x of length at least three. Then
(1) P is a branch of G′x if and only if P is a branch of G, and
(2) P ∈ B1(G′x) if and only if P ∈ B1(G).
Proof. Both (1) and (2) are trivial if G′x = G. Thus, we may assume that G′x 6= G. Since x is a locally connected vertex of G, the
neighborhoodNG(x) induces a noncomplete connected graph,which implies that dG(x) = |NG(x)| ≥ 3. Let E0 = E(G′x)−E(G).
(1) First, we prove the ‘‘if’’ part. Let P = x0x1 · · · xl. Since P is a branch of G, dG(x0) 6= 2, dG(xl) 6= 2, dG(xi) = 2 (1 ≤ i ≤ l−1)
and since P is a path, we have x0 6= xl. Assume x ∈ V (P). Then since dG(x) ≥ 3, we may assume x = x0. Then x1 ∈ NG(x).
Since NG(x) induces a connected graph of order at least three, dG[NG(x)](x1) ≥ 1, which implies x2 ∈ NG(x). However, since
l ≥ 3, we have that l = 3 and x = x0 = x3. This is a contradiction. So, x 6∈ V (P). Then NG(x) ∩ {x1, x2, . . . , xl−1} = ∅,
and hence NG′x(xi) = NG(xi) (1 ≤ i ≤ l − 1). Further, if dG(x0) ≥ 3, then dG′x(x0) ≥ dG(x0) ≥ 3 and if dG(x0) = 1, then
dG′x(x0) = dG(x0) = 1. Similarly, dG(xl) 6= 2. Therefore, P is a branch of G′x.
Next, we prove the ‘‘only if’’ part. Suppose P = x0x1 · · · xl is a branch of G′x. Since dG(x) ≥ 3, every vertex in NG(x) ∪ {x}
has degree at least three in G′x. Therefore, {x1, . . . , xl−1} ∩
(
NG(x) ∪ {x}
) = ∅. This yields NG(xi) = NG′x(xi) = {xi−1, xi+1}
(1 ≤ i ≤ l− 1). Assume that dG(x0) = 2. Since dG′x(x0) 6= 2, x0 ∈ NG(x). However, again since G[NG(x)] is a connected graph
of order at least three, we have dG[NG(x)](x0) ≥ 1 and hence x1 ∈ NG(x)∪ {x}, a contradiction. Therefore, we have dG(x0) 6= 2.
Similarly, dG(xl) 6= 2. Thus, P is a branch of G.
We can prove (2) by similar arguments. 
Proof of Theorem 19. If G′x = G, then the theorem holds trivially. Therefore, we may assume that G′x 6= G. Then G[NG(x)] is
a connected noncomplete graph and hence dG(x) ≥ 3. Let E0 = E(G′x)− E(G).
Suppose that Ln(G) has a 2-factor with at most k components. Then EUkn(G) 6= ∅. Let H0 ∈ EUkn(G), by Theorem 3. Since
dG(x) ≥ 3, by condition (II), x ∈ V (H0). Since H0 ∈ EUkn(G), by Lemma 6, H0 can be decomposed into t mutually vertex-
disjoint subgraphs H01 , . . .H
0
t (t ≤ k) such that
(a) dG(F ,H0j − V (F)) ≤ n− 1 for each H0j , 1 ≤ j ≤ t , and every induced subgraph F with ∅ 6= V (F) ( V (H0j ), and
(b) dG(H0j1 ,H
0
j2
) ≥ n for each H0j1 , H0j2 with 1 ≤ j1 < j2 ≤ t .
We may assume that x ∈ V (H01 ). Define H1, . . . ,Ht by H1 = (V (H01 ) ∪ NG(x), E(H01 )) and Hj = H0j (2 ≤ j ≤ t). We claim
that H =⋃ti=1 Hi ∈ EUkn(G′x).
SinceH is obtained fromH0 by adding vertices in NG(x)−V (H01 ) as isolated vertices,H is an even graph, and condition (I)
follows. By construction, V0(H) = V0(H0)∪(NG(x)−V (H0)). SinceH0 ∈ EUkn(G), V0(H0) ⊆
⋃
i≥3 Vi(G) ⊆
⋃
i≥3 Vi(G′x). Since
dG(x) ≥ 3, we have the neighborhood NG(x) ⊆ ⋃i≥3 Vi(G′x). Therefore, V0(H) ⊆ ⋃i≥3 Vi(G′x). On the other hand, by the
definition of local completion,
⋃
i≥3 Vi(G′x)−
⋃
i≥3 Vi(G) ⊆ NG(x) ⊆ V (H), and since H0 ∈ EUkn(G),
⋃
i≥3 Vi(G) ⊆ V (H0) ⊆
V (H). Therefore,
⋃
i≥3 Vi(G′x) ⊆ V (H) and condition (II) follows.
Let P be a branch of Gwith E(P) ∩ E(H) = ∅. Since E(H) = E(H0), the intersection E(P) ∩ E(H0) = ∅. If |E(P)| ≥ n+ 2,
then n+ 2 ≥ 4, and by Lemma 20, P is a branch of G, and since H0 ∈ EUkn(G), we have |E(P)| ≤ n+ 1, a contradiction. Thus
H satisfies condition (III). We can prove (IV) by a similar argument.
Assume dG(F ,Hj0 − V (F)) ≥ n for some Hj0 , 1 ≤ j0 ≤ t , and some induced subgraph F of Hj0 with ∅ 6= V (F) ( V (Hj0).
Since H0j = Hj for 2 ≤ j ≤ t , we have j0 = 1. If V (H01 ) ∩ V (F) 6= ∅ and V (H01 )− V (F) 6= ∅, then by condition (a),
dG(F ,H1 − V (F)) ≤ dG(F [V (H01 ) ∩ V (F)],H01 − V (F)) ≤ n− 1,
a contradiction. Thus, we have V (H01 ) ∩ V (F) = ∅ or V (H01 ) ⊆ V (F). We may assume V (H01 ) ∩ V (F) = ∅. So, V (F) ⊆ NG(x).
Then since x ∈ V (H01 ), dG(F ,Hj − V (F)) = 1 ≤ n − 1. This is a contradiction, and hence H1, . . . ,Ht satisfy (V). Therefore,
H ∈ EUkn(G′x), and Ln(G′x) has a 2-factor with at most k components.
Conversely, suppose Ln(G′x) has a 2-factor with at most k components. Then EUkn(G′x) 6= ∅. Since G′x is claw-free, by
Lemma 6 we can take H ′ ∈ EUkn(G′x) such that
(a’) H ′ can be decomposed into at most t vertex-disjoint subgraphs H ′1, . . . ,H ′t (t ≤ k) such that for every j and for every
induced subgraph F of H ′j with ∅ 6= V (F) ( V (H ′j ) it holds dG′x(F ,H ′j − V (F)) ≤ n− 1, and dG′x(H ′j1 ,H ′j2) ≥ n for each H ′j1
and H ′j2 with 1 ≤ j1 < j2 ≤ t , and
(b’) H ′ contains no isolated vertex.
We take H ′ so that |E(H ′) ∩ E0| is as small as possible.
Suppose E(H ′) ∩ E0 = ∅. Then H ′ is a subgraph of G and it is even. By (b’), V0(H ′) = ∅, and⋃i≥3 Vi(G) ⊆ ⋃i≥3 Vi(G′x) ⊆
V (H ′). Let P be a branch of G with E(P) ∩ E(H ′) = ∅. If |E(P)| ≥ n + 2, then n + 2 ≥ 4, and by Lemma 20, P is a branch of
G′x. This contradicts H ′ ∈ EUkn(G′x). Thus, |E(P)| ≤ n+ 1. Similarly, if P ∈ B1(G), then |E(P)| ≤ n.
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Let F be an induced subgraph of H ′j (1 ≤ j ≤ t) with ∅ 6= V (F) ( (H ′j ). Since dG′x(F ,H ′j − V (F)) ≤ n − 1 by the first
condition of (a’), there exists a path P = x0x1 · · · xl in G′x with x0 ∈ F , xl ∈ V (H ′j )− V (F) and l ≤ n− 1. We may assume that
{x1, . . . , xl−1} ∩ V (H ′j ) = ∅. Then by the second condition of (a’), {x1, . . . , xl−1} ∩ V (H ′) = ∅. Since
⋃
i≥3 Vi(G′x) ⊆ V (H ′),
{x1, . . . , xl−1} ⊆ V2(G′x). Since NG(x) ∪ {x} ⊆
⋃
i≥3 Vi(Gx), {x1, . . . , xl−1} ∩ NG(x) = ∅. Then E(P) ∩ E0 = ∅ and hence P is a
path in G. This implies dG(F ,H ′j − V (F)) ≤ n− 1. Therefore, H ′ ∈ EUkn(G) and the theorem follows.
Suppose E(H ′)∩ E0 6= ∅, and let e = uv ∈ E(H ′)∩ E0. Then {u, v} ⊆ NG(x). Since dG′x(x) ≥ 3, x ∈ V (H ′). We may assume
that x ∈ V (H ′1). Since {u, v} ⊆ V (H ′) and dG′x(u, x) = dG′x(v, x) = 1 < n, it follows that {u, v} ⊆ V (H ′1) by the second
condition of (a’).
By Lemma 14, there exists a uv-path P of length at most three in G[NG(x)].
We claim the following.
Claim 2. Let Q be a uv-path in G[NG(x) ∪ {x}]. Then H ′1 4 (Q + uv) contains an isolated vertex.
Proof. Assume H ′1 4 (Q + uv) contains no isolated vertex. Then let H1 = H ′1 4 (Q + uv), Hj = H ′j (2 ≤ j ≤ t), and
H = H1 ∪ · · · ∪ Ht .
Since dG(x) ≥ 3, NG(x) ∪ {x} ⊆ ⋃i≥3 Vi(G′x) ⊆ V (H ′). Since x ∈ V (H ′1) and NG(x) ∪ {x} induces a complete graph in G′x,
the second condition of (a’) implies NG(x) ⊆ V (H ′1). Thus V (H1) = V (H ′1), and hence V (H) = V (H ′). Since H ′1 is an even
graph, H is also an even graph.
Since H ′ ∈ EUkn(G′x) and H contains no isolated vertex,
∅ = V0(H) ⊆
⋃
i≥3
Vi(G) ⊆ V (H ′) = V (H).
Let P = x0x1 · · · xl be a branch of G′x with E(P) ∩ E(H) = ∅. Since NG(x) ∪ {x} ⊆
⋃
i≥3 Vi(G′x), {x1, . . . , xl−1} ∩ (NG(x) ∪
{x}) = ∅. Since V (Q ) ⊆ NG(x) ∪ {x}, E(P) ∩ E(H ′) = ∅. Since H ′ ∈ EUkn(G′x), |E(P)| ≤ n + 1. Thus, H satisfies (III). By
a similar argument, we can prove that H satisfies (IV). Since V (Hj) = V (H ′j ) for each j with 1 ≤ j ≤ t , H1, . . . ,Ht satisfy
condition (a’). Therefore, H ∈ EUkn(G′x) and it satisfies conditions (a’) and (b’). Moreover, since uv ∈ E(H ′), we have that
E(H) ∩ E0 = E(H ′) ∩ E0 − {uv}. This contradicts the minimality of |E(H ′) ∩ E0|, and the claim follows. 
We consider two cases.
Case 1. P has length two.
Let P = uwv. By Claim 2, H ′1 4 uwvu has an isolated vertex. If u is isolated, then since H ′1 is an even graph, {uv, uw} ⊆
E(H ′1) and ux 6∈ E(H ′1). Again by Claim 2, H ′14 uxvu has an isolated vertex, which implies xv ∈ E(H ′1) andwv 6∈ E(H ′1). Thus,
since {ux, wv} ∩ E(H ′1) = ∅, {ux, vw} ⊆ E(H ′1 4 uxwvu) and hence H ′1 4 uxwvu has no isolated vertex. This contradicts
Claim 2, and hence u is not an isolated vertex of H ′1 4 uwvu. Similarly, v is not an isolated vertex of H ′1 4 uwvu. Therefore,
w is an isolated vertex of H ′14 uwvu, which implies {uw,wv} ⊆ E(H ′1) and xw 6∈ E(H ′1). Since neither u nor v is an isolated
vertex of H ′1 4 uwvu, dH ′1(u) ≥ 4 and dH ′1(v) ≥ 4. Then since xw 6∈ E(H ′1), H ′1 4 uwxvu has no isolated vertex. This is a
contradiction, and the theorem follows in this case.
Case 2. P has length three.
Let P = uw1w2v. By Claim 2, H ′1 4 uw1w2vu has an isolated vertex. If u is isolated, then uw1 ∈ E(H ′1) and xu 6∈ E(H ′1).
Then since neither u nor x is an isolated vertex of H ′14uxvu, v is its isolated vertex, and hence xv ∈ E(H ′1) and vw2 6∈ E(H ′1).
Hence,H ′14uxw2vu has no isolated vertex, a contradiction. Thus, u is not an isolated vertex ofH ′14uw1w2vu. By symmetry,
v is not its isolated vertex, and we may assume thatw1 is its isolated vertex. Then {uw1, w1w2} ⊆ E(H ′1) and xw1 6∈ E(H ′1).
Since u is not an isolated vertex of H ′ 4 uw1w2vu and {uv, uw1} ⊆ E(H ′1), E¯H ′1(u) 6= {uv, uw1}. Then u is not an isolated
vertex ofH ′14uw1xvu. Sincew1x 6∈ E(H ′1), v is an isolated vertex ofH ′14uw1xvu. This implies vx ∈ E(H ′1) and vw2 6∈ E(H ′1).
Then H ′1 4 uw1xw2vu has no isolated vertex. This is a final contradiction, and the theorem follows. 
Concluding remark
We say that an invariant t(G) of a graph G is stable if t(G) = t(cl(G)). Theorem 18 shows that the minimum number of
components of a 2-factor of an n-iterated line graph is stable in the class of claw-free graphs. This implies a result of [15]
saying that the hamiltonian index of a claw-free graph is stable. In particular, the 2-factor index (see [13]), i.e., theminimum
number k such that Lk(G) has a 2-factor, is a stable invariant in the class of claw-free graphs.
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