The combination of pixels and superpixels has been widely used for image segmentation, where the pixels and superpixels are segmented together. These combination methods can obtain more robust results by using more informative superpixel features. However, since the superpixel may not accurately capture the details for the small and slender regions, the results of these combination methods are often label inconsistent with the objects. Furthermore, these methods also fall into expensive time cost due to introducing more interactions between pixels and superpixels. To overcome the above problems, in this paper, we propose an interactive image segmentation method based on multi-layer graph constraints. The relationships between pixels/superpixels and labels are introduced into the conventional combination framework to further improve the segmentation accuracy. The segmentation model is constructed based on the estimation of probabilities of pixels and superpixels by a nonparametric learning framework. Then the probabilities of pixels and superpixels are updated iteratively by utilizing the game theory based optimization strategy. Experiments on challenging data sets demonstrate that the proposed method can obtain better segmentation results than the state-of-the-art methods.
Introduction
As a low-level computer vision task, image segmentation is very important for many high level applications [1] [2] [3] [4] in computer vision. The problem of image segmentation can be interpreted as dividing an image into different regions, where pixels belonging to the same region should have consistent features. Though various image segmentation methods have been proposed, it is still a challenging problem due to the abroad types of images and large demands on users.
Generally, the segmentation methods can be classified into unsupervised, semi-supervised and full supervised approaches. Recently, the semi-supervised methods, in which the user is allowed to provide a few seeds to represent the label information, have gained much popularity. These methods are very practical in many applications, because the user can add his intention during the segmentation. During last decades, many interactive image segmentation methods have been proposed, such as graph cuts [5] [6] [7] [8] [9] [10] , random walk [11] [12] [13] [14] , shortest path [15] [16] [17] and so on. In graph cuts models, the image is represented by a weighted graph. Then the segmentation problem is translated to find a minimum cut in the constructed s/t graph via a maximum flow computation [18] . In random walk models, the labels of unseeded pixels are estimated based on the seed propagation on a relationship graph. In shortest path models, the distances of the paths between unseeded and seeded pixels are measured firstly. Then one unseeded pixel is assigned the foreground label if there is a shorter path from this pixel to a foreground seed than to any 3 background seeds. In general, the above methods are very sensitive to the seed's quantity and location. If enough seeds are provided, good results can be obtained. However, when the number of seeds is limited, it is hard to get satisfactory results and the user needs to pay more efforts. To solve the above problem, many methods [19] [20] [21] [22] [23] [24] based on image regions obtained by unsupervised segmentation algorithms (superpixels) have been proposed, in which pixels within the same superpixel are considered to share the same labels. Compared with pixel-level based methods, the superpixel based methods can usually obtain more robust results by using more informative features. However, the results of these methods are generally affected by the qualities of superpixels. In fact, the situations that superpixels are not consistent with boundaries often arise in nature images. So the "hard" constraints between pixels and superpixels often lead to over-segmentation results.
Many methods [25] [26] [27] [28] [29] combine multiple segmentations produced by one unsupervised segmentation algorithm such as mean shift [30] with different parameters to overcome the shortcomings of the hard constraint. In the Robust P n model [25] , by using condition random filed in a principled manner, the hidden soft constraints between pixels and multiple superpixels are utilized for the segmentation. Furthermore, the quality of each superpixel is also measured to reduce the influence of "bad" superpixels. However, this method only explores how the superpixel impacts pixel labeling regardless of the inherent relationships between superpixels and pixels.
Based on the Robust P n model, many combination segmentation methods have been developed [27] [28] [29] , where in their framework the pixels and superpixels are segmented together. In [27] [28] , the spectrum based models are utilized to segment the pixels and superpixels together. In [29] , a nonparametric learning model is utilized to estimate the likelihoods of pixels and superpixels.
These pixel-superpixel combination methods can obtain better results than classic interactive methods such as graph cuts and random walk with fewer seeds. However, since the superpixel may not accurately capture the details for the small and slender regions, the results of these combination methods are often label inconsistent with the objects. Furthermore, due to the introduction of more interactions between pixels and superpixels, these methods are also limited to the expensive algorithm cost. For example, the method in [29] has a heavy burden to solve the inversion of an over-large matrix.
To solve the above problems, in this paper, we propose an interactive image segmentation 4 method based on multi-layer graph constraints. The relationships between pixels/superpixels and labels are introduced to overcome the label inconsistent of the conventional combination methods.
Then the multi-layer connections among the pixel-layer, superpixel-layer and label-layer are fused for the segmentation. A nonparametric learning framework is utilized to estimate the probabilities of pixels and superpixels, respectively. The optimization of the proposed segmentation energy function is considered as a game theory problem, where the probabilities of pixels and superpixels are updated iteratively until convergence. The proposed method can obtain high-quality segmentation results with more accurate object details, less user's interactions, and lower time cost. As shown in Fig. 1 , in the first two columns only one pixel-seed is selected for each label, and in the last two columns the trimap is used for the challenging image with slender objects. It can be seen that satisfactory results can be produced shown in row 2 nd . 
Pixel-superpixel combination model
The problem of interactive segmentation can be regarded as estimating the labels of unseeded pixels based on seeded pixels. The similarities of all pairwise pixels are usually used to propagate the relationships between seeded and unseeded pixels. If one unseeded pixel has high similarity with the foreground seeds, then it is likely belonging to the foreground. The weight of pixels xi and xj is always defined as a typical Gaussian function:
where i c denotes the intensity feature at pixel xi and  is a constant that controls the strength of the weight.
i  represents the neighborhood of xi . Then the energy function of the probabilities for pixels with respect to the label {1,...L} l  can be naturally defined as follows
where X N represents the number of all the pixels in the image, and il  is the probability of the pixel xi belonging to the label l . The right term is the matrix form of the middle term, where Under the assumption the nodes in L and  are ordered such that seeded nodes are first and unseeded nodes are second [11] , then the equation (2) can be decomposed into: 
denotes the label for the marked pixel xi . Finally, the unlabeled pixels are assigned the labels with maximum probabilities.
Fig . 3 The graph of multi-layer relationships between pixels and superpixels, where the top is the pixel-based layer, and the below is the superpixel-based layer. X  represents the pairwise weights between neighboring pixels, Y  represents the full connected weights of all superpixels and XY  represents the weights of inter-layer connections between pixels and superpixels. S denotes the number of superpixel layers.
As the above description, the relationships between pixels are used to estimate the labels of the unmarked pixels in the pixel-level based methods. However, the similarities between pixels are not accurate enough, which makes the segmentation sensitive to the seeds' quantity and location.
To improve the robustness of the segmentation, the superpixels obtained by unsupervised segmentation algorithms are successfully combined with pixels. The graph of multi-layer relationships between pixels and superpixels can be generally described in Fig. 3 , where the top of the graph shows the pixel-based layer composed of all pixels in the image, and the below one shows the superpixel-based layer formed by one unsupervised algorithm with different parameters or different unsupervised algorithms.
The pairwise neighboring weights X  inside the pixels have been described in equation (1) .
Unlike the adjacent connections of pixels, the long-range connections between superpixels are usually considered, which is helpful in propagating the labeling cues of each region to the whole image areas. The full relationships between any two superpixels are typically defined as follows:
where i c is the mean color of the pixels in the superpixel 
Based on the above connections, two quadratic cost functions are designed in [29] to estimate the likelihoods probabilities, one corresponds to the learning of pixel likelihoods and the other corresponds to the superpixel likelihoods: (2) which is based on the relationships inside the pixel/superpixel layer. The second term imposes the constraint for seeds that each seed should be assigned to the initial label. The third term utilizes the relationships between pixels and superpixels. These two functions influence each 8 other and a nonparametric optimization method is used to obtain the likelihood probability of each pixel. For more details, please refer to [29] .
Though the combination of pixels and superpixels can lead to more informative results, there still exist some problems which can be summarized as the following two aspects, one is the inconsistency with the label information caused by the inaccurate superpixel constraint especially in many small regions, and the other is the increasing algorithm burden due to the introduction of more interactions.
The proposed model
Generally, the interactive segmentation methods should satisfy the following two conditions, one is the aim of extracting accurate object details and the other is the segmentation should not be sensitive to the seeds. The combination of pixels and superpixels can improve the robustness to seeds. To further improve the segmentation accuracy, in this paper, we introduce the relationships between pixels/superpixels and labels into the conventional combination framework, and fuse the multi-layer connections among the pixel-layer, superpixel-layer, and label-layer together for the segmentation.
Construction of Graph
We construct an undirected graph ( , ) G V E  with pixels, superpixels and labels as nodes 

correspond to the relationships between pixels/superpixels and labels, respectively. S represents the number of multiple superpixel layers. 1 ) X E : the connections among neighborhood pixels. The weights between pixels X  were defined in equation (1); 2) Y E : the full connections of superpixels. The weights between superpixels Y  were defined in equation (5); 3) XY E : the connections between the pixel-based layer and the superpixel-based layer. It is used to describe the relationships of pixels to their corresponding superpixels. The weights between pixels and superpixels XY  were defined in equation (6) x and the label l is defined as follows:
where dim is the dimension of 
where s l Y is the set that consists of superpixel seeds with the label l . The normalization operation is also used for the unseeded superpixels. By these connections, it is possible to transfer the relationships between superpixels and labels. In the one seed experiments, the weight
simply defined based on the Euclidean distance between each superpixel and the superpixel-seed to approximately test the impact with/without the label constraint.
Estimation of probability
Based on the definition of the multi-layer relationships among pixels, superpixels and labels in Section 3.1, we can simultaneously estimate all pixels and superpixels probabilities for each label based on the initial seeds.
We firstly define the cost function of pixels probabilities with respect to a label l as follows:
where the first term ,P X l  is the pixel-level constraint that two neighboring pixels should have the same label if their color features are similar. The second term ,H X l  is the soft superpixel consistency that a pixel probability should be similar to its corresponding superpixel probability.  is degenerated to equation (7) if  is set to 0.
Then we define the cost function of superpixels probabilities with respect to a label l as follows:
)
where the first term ,P 
Optimization
The two cost functions () 
From Eq. (14), it can be seen that  is a ( + ) ( + ) 
1) Probabilities for pixels
For the probabilities of pixels l  (player 1), we define: ( , ) F p p with respect to l  , and set to zero, we can get:
Then from Eq. (18), we can obtain the value of l  as: 
where || L denotes the number of labels. 14 
2) Probabilities for superpixels
For the probabilities of superpixels l z (player 2), we define:
Differentiating 2 1 2 ( , ) F p p with respect to l z , and set to zero, we can get:
Then From Eq. (22), we can obtain the value of l z as:
is a symmetric matrix with size YY NN  .
3) Convergence analysis
As pointed in [32] , under the following constraints on 
It can be seen that the proposed convex functions ( (2 2 ) 2 ) ( 2 )
Due to the fact that 0 . Though it is an iterative strategy of the proposed method, we can find that B is not associated with l z from Eq. (19) . Therefor B can be regarded as a fixed matrix and we only need to compute its inverse matrix once in all iterative steps. So the proposed method has a lower time complexity than the simultaneous convex optimization theoretically.
Consequently, the proposed algorithm for image segmentation can be summarized as follows:
Step 1. Initialization Initializing the seeds, the size of the neighborhood, the controlling parameters ( , ) sr hh of mean shift algorithm to generate multiple over-segmentations, the coefficients  ,  and  to control the relationships of pixel-superpixel and pixel/superpixel-label, the constants  and  . Based on the seeds information, initializing the value of l z . 
Experiments
Following [25] , the multiple over-segmentations (superpixels) were generated by varying the parameters of the mean shift algorithm [30] . Two parameters ( , ) (5) and (6) was set to 60 and  in equations (8) and (9) was set to a high value (=10 5 ) to impose each seed belonging to its initial label. The coefficients  ,  and  are used to control the degrees in equations (10) and (11) . We experimentally set these three coefficients  ,  and  as 0.002 , 0.2 and 0.001, respectively. The 8-neighborhood system was used for the pixel-level relationships.
We compared the performance of our method with the state-of-the-art methods [7] [11] [29] on the Berkeley segmentation data set [33] which consists of 500 natural images and Microsoft GrabCut database [34] which consists of 50 images with trimaps and ground truth segmentations.
The "Lasso" form of trimaps provided by the Microsoft GrabCut database [34] contain the public seeds information, where pixels with gray value 255/64 correspond to the foreground/background seeds, respectively (examples were shown in the first row of Fig. 6 ). The Microsoft GrabCut database can evaluate the problem of extracting accurate object details, which has been widely 17 used for quantitative segmentation comparison with state-of-the-art methods. The error rates are utilized as the measurement of accuracy for segmentation, which is defined as the ratio of the number of wrongly labeled pixels to the total number of unlabeled pixels. The misclassified pixels are identified by the difference between the ground truth images and the segmentation results.
For a clear description, Table 1 lists all the parameter settings for the comparable methods, including random walk (RW) [11] , extended graph cuts (GrabCut) [7] and nonparametric higher-order (NHO) [29] . Notably, graph cuts based methods can only solve the two-class segmentation problem. In the multi-class segmentation experiments, we implement the - expansion algorithm [35] in GrabCut [7] to solve the multi-class problem. Table 1 Conclusion of parameters for random Walk (RW) [11] , GrabCut [7] and nonparametric higher-order (NHO) [29] .
Method Parameter Value RW [11] The constant  in Eq. (1) 90 GrabCut [7] The regularization parameter 50
The number of Gaussian components 5
NHO [29] ( , ) (7) 0.002  in Eq. (7) 0. 2 We firstly demonstrated the quality of our method on the Microsoft GrabCut database [34] . Table 2 summarizes the error rates achieved by various methods. The mean, standard deviation (Std) and the average rank after the Friedman statistical test [38] [39] (with a significance level of 0.05) of error rates for RW [11] , GrabCut [7] , NHO [29] , the proposed segmentation energy function with the simultaneous convex optimization [29] (SCO), and our method are obtained from our implementation, and the average error rates of others are quoted directly from the best results reported in literature. Comparing with the state-of-the-art methods, we can observe that SCO and our method achieve very low error rate, which proofs the effectiveness of the proposed multi-layer graph based segmentation model. Comparing the results between SCO and our method, it can be seen that almost the same results are obtained, which proofs the effectiveness of the proposed optimization algorithm. Table 2 Comparison of error rates of the proposed method and other methods with the Microsoft GrabCut database.
Mean  standard deviation (Std) (%) and the average rank after the Friedman statistical test [38] [39] (with a significance level of 0.05) of error rates for RW [11] , GrabCut [7] , NHO [29] , SCO, and our method are obtained from our implementation, and the average error rates (%) of other methods are quoted directly from the best results reported in literature.
Methods
Error rate The Friedman test [38] [39] was conducted to compare the performances of multiple methods.
This test exposes the average rank of each individual method as the output. In this statistical test, null hypothesis, H 0 affirms the equal behavior of the comparable methods. Hence, under H 0 , each method possesses equal rank, which confirms that each method is equally efficient with others.
The alternative hypothesis, H 1 endorses the difference in performances among the comparable methods. The average ranks for RW [11] , GrabCut [7] , NHO [29] , SCO, and our method are listed in Table 2 accepted. Furthermore, the small p-value (close to zero) validates the rejection of H 0 and confirms the acceptance of H 1 , which substantiates the significant difference in behavior among the comparable methods. Fig. 5 shows the comparison of the error rate for each image by applying RW [11] (green line), GrabCut [7] (blue line), NHO [29] (cyan line) and our method (red line). It should be noted that all these results are obtained based on the same seeds provided by the Microsoft GrabCut database, so it is reasonable to compare with the methods reported in literature.
19 Fig. 5 Comparison of the error rate of each image in the Microsoft GrabCut database [34] of RW [11] (green line), GrabCut [7] (blue line), NHO [29] (cyan line) and our method (red line).
Fig . 6 illustrates the example segmentations on the Microsoft GrabCut database, which shows that our method produces high-quality segmentation results. For example, our method can detect the legs of the sheep with a few seeds in the first column. In the second column, we can find that the arms of the people can be well detected and the segmentation boundary is also very smooth in our method. Figs. 7-8 also show the segmentation results and error rates on the Microsoft GrabCut database by using our method. These quantitative and qualitative comparisons confirm the accuracy of our method. [11] , GrabCut [7] , NHO [29] and our method, respectively. Fig. 7 The segmentation results and error rates on the Microsoft GrabCut database using our method.
21 Fig. 8 The segmentation results and error rates on the Microsoft GrabCut database using our method. Fig. 9 Comparison of the segmentation results with only one pixel-seed for each label. The first column shows original images with one foreground pixel-seed (red) and one background pixel-seed (green). Columns 2-4 show the segmentation results by random walk [11] with pixel-level information, nonparametric higher-order [29] with pixel-superpixel information, and our method with multi-layer combination information. [11] , (c) GrabCut [7] , (d) NHO [29] and (e) our method.
Figs. 9-11 present the comparison of our method with the state-of-the-art interactive segmentation methods on the natural images selected from the Berkeley segmentation data set [33] . Figs. 9-10 show the two-class segmentation results. In Fig. 9 , only one pixel-seed is selected for each label, where the first column shows the original images with one foreground pixel-seed (red) and one background pixel-seed (green), columns 2-4 show the segmentation results by applying RW [11] with pixel-level information, NHO [29] with pixel-superpixel information, and our method with multi-layer combination information. It can be seen that our method can obtain more satisfactory results even with one pixel-seed. The two-class segmentation with a few scribbles is shown in Fig. 10 , where (a) is the input images with scribbles for foreground (red line) and background (blue line), and (b)-(e) are the results of RW [11] , GrabCut [7] , NHO [29] and our method, respectively. Fig. 11 shows the multi-class segmentations of the four methods, where (a) 23 is the input images with scribbles representing the red, green and blue labels. (b)-(e) are the segmentation results applied by RW [11] , GrabCut [7] , NHO [29] and our method, respectively.
From (b), we can find that RW [11] gets bad segmentation results due to lacking enough seeds.
Compared with GrabCut [7] in (c), NHO [29] obtains more satisfactory results even with a few seeds due to the utilizing of the superpixel cues. However, the results of NHO are not accurate enough especially for slender objects. Our method gets high-quality segmentation results with accurate object details, which benefits from the superpixel and label learning. results applied by RW [11] , GrabCut [7] , NHO [29] and our method, respectively.
Discussion

Parameter Settings
The parameters  ,  and  are used to control the influence of each term in Eqs. (10, 11) .
The parameter K in Eqs. (8, 9) represents the number of the Gaussian components in the GMM.
In this section, we analyzed the effects on the segmentation results when varying these parameters. 
Sensitivity analysis
Similar to the evaluation of Kim et al. [29] , we analyzed the sensitivity of our method with respect to seed quantity and placement. The standard segmentations were produced from the initial trimaps provided by the Microsoft GrabCut database. Then some seeds were randomly taken from 0.5% to 50% of total seed quantity. The perturbed segmentations were recomputed from these selected seeds and compared with the standard segmentations. 
Complexity consideration
The proposed algorithm works iteratively until convergence. The iteration step for each image in the Microsoft GrabCut database is shown in Fig. 15 . The average iteration step of all the 50 test images is 6.44. Fig. 16 shows the comparison of running times for RW [11] , GrabCut [7] , NHO [29] , SCO and our method on 20 test images with size 321 481  or 481 321  in the Microsoft GrabCut database on an Intel Xeon CPU running at 2.0 GHz in MATLAB. The time cost of NHO [29] , SCO, and our method does not include the over-segmentation step which takes about 4.0 s for the mean shift algorithm [30] to generate three over-segmentations. It can be seen that the time costs of NHO, SCO, and our method are larger than the pixel-level based methods due to the utilizing of superpixel. The cost of SCO is a bit larger than NHO because of the computation of the relationship between pixel/superpixel and label. Our method has a lower time cost than SCO and NHO due to the effectiveness of the proposed optimization method based on game theory. As discussed above, the main time cost of these three algorithms focuses on solving the inversion of a large matrix. The time complexity of the proposed algorithm is Table 5 . 16 Running times of RW [11] , GrabCut [7] , NHO [29] , SCO, and our method on 20 test images in the Microsoft GrabCut database with size 321 481  or 481 321  . 
Conclusion
In this paper, we have proposed an interactive image segmentation method by fusing the multi-layer connections among pixel-layer, superpixel-layer and label-layer together. The relationships between pixels/superpixels and labels are utilized as the label constraints to further improve the segmentation accuracy. Then for the optimization of the proposed segmentation energy function, we update the probabilities of pixels and superpixels iteratively until convergence based on game theory. The performance of our method is tested on the challenging data sets. The segmentation results demonstrate that our method can produce high-quality segmentations with accurate object details. However, several adjusting parameters need to be manually set based on the experimental results, which would make the proposed algorithm less robust for the practical applications. Therefore, our future work will focus on how to automatically get the adaptive optimal parameters for each image. 
