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Abstract
The detection of frequent patterns such as motifs and higher aggregates is of paramount interest in biology and invests many
other applications of automated discovery. The problem with its variants is usually plagued with computational burden. A related
difﬁculty is posed by the fact, that due to the sheer mole of candidates, the tables and indices at the outset tend to be bulky, un-
manageable, and ultimately uninformative. For solid patterns, it is possible to compact the size of statistical indices by resort to
certain monotonicities exhibited by popular scores. The savings come from the fact that these monotonicities enable one to partition
the candidate over-represented words into families in such a way that it sufﬁces to consider and weigh only one candidate per family.
In this paper, we study the problem of extracting, from given source x and error threshold k, substrings of x that occur unusually
often in x within k substitutions or mismatches. Speciﬁcally, we assume that the input textstring x of n characters is produced by
an i.i.d. source, and design efﬁcient methods for computing the probability and expected number of occurrences for substrings of
x with (either exactly or up to) k mismatches. Two related schemes are presented. In the ﬁrst one, an O(nk) time preprocessing of
x is developed that supports the following subsequent query: for any substring w of x arbitrarily speciﬁed as input, the probability
of occurrence of w in x within (either exactly or up to) k mismatches is reported in O(k2) time. In the second scheme, a length or
length range is arbitrarily speciﬁed, and the above probabilities are computed for all substrings of x having length in that range, in
overall O(nk) time.
Further, monotonicity conditions are introduced and studied for the probability and expected frequency of a substring under
extension, increased number of errors, or both. Over intervals of constant frequency count, these monotonicities translate to some
of the scores in use, thereby reducing the size of tables at the outset and enhancing the process of discovery. These latter derivations
extend to patterns with mismatches an analysis previously devoted to exact patterns.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction and summary
The problem of extracting unusually frequent or rare patterns from observed sequences arises ubiquitously in ap-
plications and has been the subject of much study in Molecular Biology. The quest for unusual patterns in a given
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sequence or family of sequences may take up several different ﬂavors, depending on the assumptions about the source
and on the characterization and structure of the patterns themselves (cf. the quoted literature and references therein).
In the simplest possible characterization, the patterns being sought are solid substrings of the text, perhaps of un-
restricted length. Since the text itself may host at most O(n2) different substrings from amongst the O(2n) possible
ones, this limitation is conducive to compact descriptors and efﬁcient constructions (see, e.g., [3]). Unfortunately,
some patterns of high interest in biology are fragmented into two or more constituent segments, intermixed with gaps
or don’t care characters. Thus, the extraction of solid patterns only provides a basis or seed for the more articulate
vocabularies. Over the years, several different characterizations have been proposed for such gapped or multiple pat-
terns, often referred to as motifs. In one such characterization, a motif is a sequence of m positions such that at each
position each character from (some subset of) the alphabet may occur with a given probability or weight. This can
be described by a suitable matrix or proﬁle, where columns correspond to positions and rows to alphabet characters
(see, e.g., [12,15]).
In a different characterization, of which the lineage could be ascribed to the theory of error correcting codes, a motif
is a pattern w of length m and an occurrence of it is any string at a distance of k, the distance being measured in terms of
errors or alterations that the pattern can undergo. For example, errors may consist of elementary insertions, deletions
or substitutions of characters. In the Hamming variant, only substitutions are allowed, and they may be made to occur
either anywhere along the string or at some a priori ﬁxed set of positions. In this second case, the motif may be described
as a string over the alphabet  ∪ {.}, where “.” denotes the don’t care character (see, e.g., [14,18]).
Just as there is a repertoire of options in deﬁningmotifs, the problem of their extraction or discoverymay be posed and
pursued in a variety of fashions. In contrast to the discovery of solid patterns, however, all of the available approaches
present some intrinsic exponential buildup that often translates into unbearable computational overhead. In a nutshell,
the difﬁculty with gapped motifs is two-fold: on the one hand, the transitivity of pair-wise matching that makes fast
string matching possible does not carry over to mismatches, hence to approximate string matching; on the other, the
number of gapped patterns in a text grows itself exponentially with length, which makes searching prohibitive in most
cases.
It is customary to partition the approaches to discovery into two main classes, both presenting advantages and
disadvantages. In the ﬁrst class, the sample string is tested for occurrences of each and every motif in a family of a
priori generated, abstract models or templates. This is methodologically sound but may pose daunting computational
burdens. The second class of approaches assumes that the search may be limited to substrings in the sample or to some
more or less controlled neighborhood of those substrings. This may be less ﬁrm methodologically but brings about
time and space savings. Some hybrid variants consist of postulating or building the models by inference from their
incarnations in the sample itself. We refer to the quoted sample of literature for details.
In this paper, we study the approach that consists of extracting from given n-characters source x and error threshold
k, substrings of x that occur unusually often in x within k mismatches. To quantify “unusually often” for a substring
w of x, this is measured by comparing, e.g., the observed frequency and the expected number of occurrences for w
with (either exactly, or up to) k mismatches. We assume the string x is produced by a source that emits characters with
i.i.d. probabilities. We show that an O(nk) time pre-processing of x sufﬁces to predispose an index that will return,
for any integer k and query substring w of x, the probability and expected number of occurrences with (either exactly
or up to) k mismatches of w in x. Any such off-line query will require time O(k2), irrespective of w. We also exhibit
an on-line, O(nk) time and linear space method for computing the probability and expected number of occurrences
with (either exactly or up to) k mismatches of all substrings of x of a given length or length range. Next, and based on
these developments, we derive and study the monotonicity of those parameters when the substring is extended, or the
number or errors is increased, or both changes occur. Much as it happens for solid patterns [1–3], such monotonicities
translate to some of the popular scores in use, thereby enabling us to distribute the candidate over-represented words
into equivalence classes or families, in such a way that it sufﬁces to consider and weigh only one candidate per family.
Perhaps even more interestingly, the conditions we derive make it possible to identify such candidates before any
value of expectation is computed. The collection of these developments supports thus the design of data structures and
algorithms for the efﬁcient discovery, allocation and visualization of over-represented motifs of the kind considered
here.
The rest of this paper is organized as follows. In the next two sections, following preliminary deﬁnitions and
assumptions, we give efﬁcient computations for motif probabilities and expectations. The monotonicities of these and
related parameters are established in Section 3. Section 4 wraps-up our constructions and concludes the paper.
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2. Preliminaries
Throughout this paper, a motif is a pair (w, k) where w is a string of characters from an alphabet  and k is the
number of errors or mismatches allowed on w. Thus, the pair (w, k) identiﬁes a family of strings over , whereas the
same string belongs in general to more than one family. We will use w(k) to refer to a string in (w, k). To avoid clutter
in notation, we will let the context specify whether k denotes the maximum or exact number of errors. When k = 0 we
talk of solid strings or patterns.
Given a textstring x and a length range m ±  with constant , we are interested in particular in the efﬁcient
construction of a tableW(x) containing all motifs (w, k) of length between m −  and m +  and such that w is a
substring of x, together with their individual probabilities, and expected number of occurrences. In practical applications
such as, e.g., regulatory sequence detection, values of m ≈ 10–15 and  ≈ 3–6 are typical. As mentioned, the above
expectations combine with frequency counts to yield some of the z-scores in use. Since W(x) can be quite bulky,
we will be interested later in reducing the size of the table, by limiting it to entries representing local maxima w.r.t.
the score.
We use capital letters to denote random strings and variables. In particular, X = X1X2X3 . . . Xn denotes a ran-
dom textstring produced by a source which emits symbols from  under i.i.d. assumptions, i.e., the Xi are emitted
independently and according to the same distribution. This is denoted by P [Xi = s ∈ ] = ps = pi∀i, with obvious
meaning.
For an observed pattern y = y1y2 . . . ym, the probability of y is P(y) = p1p2 . . . p|y|, which is also the expected
value of the indicator variable Zi |y, taking value 1 when y occurs beginning at position i in X and 0 otherwise. Thus,
E[Zi |y] = E[Z1|y] = P(y). The random variable representing the number of occurrences of y in X is
Z|y =
n−m+1∑
i=1
Zi |y.
In the following, and whenever this causes no confusion, we will use E[y] shorthand for E[Z|y]=∑n−m+1i=1 E[Zi |y]=
(n − m + 1)P (y). Likewise, we will use Pk(y) for P(y(k)), Ek[y] for E[y(k)].
3. String probabilities and their correction factors
With linear-time preprocessing of a standard preﬁx computation on the textstring x, it is trivial to compute the
probability or expected number of occurrences of any substring of x in constant time. The pre-processing consists of
building the array
A[i] =
i∏
h=1
ph, i = 1, 2, . . . , n
with A[0]=1, so that, for instance, for any pair (b, e) of positions, the probability of x¯=x[b . . . e] is P(x¯)=∏ei=bpi =
A[e]/A[b − 1] and
E[x¯] = A[e]
A[b − 1] (|x| − e + b).
The same computation for patterns having exactly k mismatches with x[b...e] risks to incur exponential cost, since
we need to tally all of the
( |x¯|
k
)
ways to position k mismatches in x¯. One key to a less expensive, incremental approach
is through resort to the notion of correction factor. As an example, consider the pattern y = abaabaa on  = {a, b}
and let P(y) = papbpapapbpapa = p5ap2b . A mutation in the ﬁrst position would change y into y′ = bbaabaa, with
associated probability:
P(y′) = pbpbpapapbpapa = pa
pa
pbpbpapapbpapa = pb
pa
papbpapapbpapa = pb
pa
P (y).
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We deﬁne fa =pb/pa as the correction factor for the character a. More in general, if a character s is allowed to mutate
into any one of the characters in the subset s ⊆ , we deﬁne the s-correction factor for s as∑
s′∈s ps′
ps
.
Hereafter, we assume for simplicity that s = \{s} for all characters of  and set the correction factor
fs =
∑
s′∈\{s}ps′
ps
.
Clearly, if pˆ = P(y) is the probability of y, the probability of any string y′ differing from y due to the change
of a character s is obtained by multiplying P(y) by the correction factor for s. In the example above, the change in
probability is the same when the error occurs at any of the positions 1,3,4,6,7. For the remaining position we would
have to multiply P(y) by fb. In conclusion, if y is a substring of a text x, the probability of occurrence in x of a string y′
differing from y in exactly one position is:P1(y)=nafapˆ+nbfbpˆ= pˆ(nafa +nbfb), andE1[y]=E[y](nafa +nbfb).
Thus, (nafa +nbfb) is the global correction factor for the probability of y occurring with exactly one error. This notion
of global correction factor generalizes naturally for any number k of errors.
If we were to compute explicitly probabilities and expectations for occurrences of y with exactly k errors, we would
have to add terms relative to all possible choices of k positions among m, which entails a complexity of O(mk). For
small, such as in DNA, some improvement is obtainable by distributing errors among the at most || characters rather
that the m positions. In our example string, for instance, we have na = 5 and nb = 2 and the probability of occurrences
with two mismatches is
(
5
2
)
f 2a +
(
2
2
)
f 2b +
1∑
i=1
(
5
i
)(
2
2 − i
)
f iaf
2−i
b
= 10f 2a + f 2b + 10fafb.
The dominant term in the calculation for k errors is the one involving all the characters of the alphabet, and it requires
|| − 1 nested cycles totaling O(k||−1) time.
Besides being expensive, neither one of these approaches lends itself to supporting efﬁcient off-line queries or iterated
computations where, e.g., the probabilities of occurrences with (up to) k mismatches of all m-character substrings of a
text are sought. The approach presented next solves the ﬁrst problem at a cost of O(k2) time per arbitrary off-line query,
following an O(kn) time pre-processing of the text. Based on this, we will also build later a sliding-window solution
to the second problem, working in time O(kn) and linear space.
3.1. Text pre-processing
Given a text x of length n, and a ﬁxed number of errors k, we build a [k × n] matrix A whose generic entry A[i][j ]
is the correction factor to be applied to the probability of string x[1 . . . j ] with exactly i errors. Matrix A is readily
computed in time O(kn) by dynamic programming. Indeed, the correction factor for k errors in a word y is the value by
which the probability of word y must be multiplied to take the errors into account. The idea is then to compute these
factors for consecutive preﬁxes of x and increasing values of the number of errors.
Lemma 1. With fx[j ] the correction factor of x[j ], the following holds:
A[i][j ] =
⎧⎪⎨
⎪⎩
1 if i = 0 and ∀j,
0 if i 	= 0 and j < i,
fx[1] if i = j = 1,
A[i][j − 1] + A[i − 1][j − 1]fx[j ] if i > 0 and j > i.
Proof. Consider ﬁrst the boundary conditions. For i = 0 there is no error, hence the correction factor is 1.
If i 	= 0 and j < i the correction factor, and consequently the probability of the preﬁx x[1 . . . j ] to occur with i
errors, must be 0. This is because the number of errors is larger than the string length, an obviously impossible event.
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Fig. 1. Computing A[i][j ].
Table 1
Computing the matrix A for x = abccb and k = 4
i a b c c b
0 1 1 1 1 1
1 fa fa + fb (fa + fb) + fc (fa + fb + fc) + fc (fa + fb + fc + fc) + fb
2 0 fafb (fafb) + (fa + fb)fc [fafb + (fa + fb)fc] + (fa + fb + fc)fc [fafb + (fa + fb)fc + (fa + fb + fc)fc]+(fa + fb + fc + fc)fb
3 0 0 (fafb)fc (fafbfc) + [fafb + (fa + fb)fc]fc fafbfc + [fafb + (fa + fb)fc]fc + [fafb+(fa + fb)fc + (fa + fb + fc)fc]fb
4 0 0 0 (fafbfc)fc fafbfcfc + [fafbfc] + [(fafb) + (fa + fb)fc]fcfb
The last boundary condition covers the trivial case of 1 error occurring in a string consisting of just one symbol. The
global correction factor in this case is clearly the correction factor of that symbol.
The recurrence (see also Fig. 1) states then that the correction factor to be applied to x[1...j ], when i errors are
allowed, comes from two tributaries:
1. The symbol at position j is correct and exactly i errors occur in x[1 . . . j − 1].
2. There is an error at position j and exactly i − 1 errors in x[1 . . . j − 1]. 
Table 1 shows the entries of the matrix A for the string x = abccb and k = 4.
3.2. Processing
Let Ck(b, e) be the global correction factor to be applied to substring x¯ = x[b . . . e] in order to obtain the probability
of x¯ when exactly k errors are imposed. Thus, pˆCk(b, e)=P(x¯k) and this value depends on string x and on the indices
(b, e).
Lemma 2. C0(b, e) = 1.
For k > 0, Ck(b, e) = A[k][e] −∑k−1i=0A[k − i][b − 1] × Ci(b, e).
Proof. That C0(b, e) = 1 is obvious. Consider ﬁrst C1(b, e). In order to compute it, it sufﬁces to take the correction
factor for text x[1...e] and subtract the errors contributed by positions that lie outside and to the left of y. Thus,
C1(b, e) = A[1][e] − A[1][b − 1] · C0(b, e).
Consider now the case k = 2. By construction, A[2][e] contains the correction factor for x[1...e] with 2 errors. From
this value we need to subtract the following:
• the contribution A[2][b − 1] of 2 errors occurring in positions which precede b;
• the contribution due to 1 error occurring in x[1...b − 1] and 1 error occurring in x[b...e].
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Fig. 2. The possible partitions of k errors between the segments x[1, b − 1] and x[b, e] which must be subtracted from A[k, e].
Thus, the ﬁnal correction factor is
C2(b, e) = A[2][e] − A[2][b − 1] · C0(b, e) − A[1][b − 1] · C1(b, e).
Continuing in this fashion we obtain, for general k:
Ck(b, e) = A[k][e] −
k−1∑
i=0
A[k − i][b − 1] · Ci(b, e)
which is the formula of the claim. 
In other words, we subtract from the correction factor of the preﬁx x[1 . . . e] with k errors all contributions formed
by k − i errors occurring before the starting position b of the string, and i errors occurring within the string itself, for
0 i < k (see Fig. 2). This leaves us with the contribution due to exactly k errors occurring within the boundaries of
the string.
Lemma 3. Once the matrix A has been built, the computation of the correction factor for y with 1, 2, . . . , k errors
takes O(k2) steps.
Proof. We exhibit an algorithm based on the previous lemma that fulﬁlls the claim.
1. array C[0…k]
2. C[0]= 1;
3. for i= 1 to k
4. Sum= 0
5. for j= 0 to i-1
6. Sum= Sum+A[i-j][b-1]C[j]
7. C[i]= A[i][e]-Sum
The values C[j ] at row 6 have been already computed in the previous cycles, so that line requires constant time. The
total complexity is then charged by the two nested cycles, leading to an O(k2) algorithm. 
Unlike that of the methods described earlier, this time complexity is independent from both the alphabet size and the
pattern length.
Note that in order to computeCk(b, e)we also computeCi(b, e), 0 ik, so that in timeO(k2)we actually determine
the value for k consecutive correction factors. On average, the time needed to compute a single factor is thus O(k).
In conclusion, after O(kn) time and space pre-processing of the text, it is possible to obtain in O(k2) time, from input
initial and ﬁnal position of any substring of the text, the correction factor for that substring. Combined with probabilities
and length, this also yields the desired probability and expected frequency with mismatches for that substring, at no
extra cost. For any ﬁxed length m, the algorithm above supports also the computation of correction factors for all
m-character substrings of text x in O(nk2) time. However, we can achieve a substantial improvement in both time and
space for this case. The on-line algorithm presented next proceeds by dynamically adjusting the desired values in a
sliding window of any given ﬁxed length m. To avoid clutter in notation we assume m>k, but this constraint can be
removed without penalty.
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First, note that a recurrence similar to the one used to compute the correction factor A[i][j ] from A[i − 1][j ] and
A[i − 1][j − 1] can be used to derive the correction factor of a string w′ = x[b . . . e + 1] from the correction factor of
the string w = x[b . . . e]. Indeed, we have C0(b, e + 1) = 1 and, for k > 0:
Ck(b, e + 1) = Ck(b, e) + Ck−1(b, e)fx[e+1]. (1)
Lemma 4. C0(b + 1, e) = 1; for k > 0, Ck(b + 1, e) = Ck(b, e) − Ck−1(b + 1, e)fx[b].
Proof. Observe that Ck(b, e)=Ck(e, b), i.e., computing the Ck’s for a string from left to right or from right to left will
not change their values. Therefore, the correction factors of the stringw are related to those of the stringw′′=x[b+1...e]
by the formula:
C0(b, e) = 1; Ck(b, e) = Ck(b + 1, e) + Ck−1(b + 1, e)fx[b] for k > 0,
which is equivalent to the one in the claim. 
Triggered by the “universal” initial condition C0 = 1, Lemma 4 enables us to extract in succession the Ci(b+ 1, e)’s
values from the Ci(b, e)’s, for consecutive values of i = 1, 2, . . . , k. At that point, we can apply Eq. (1), rewritten as
Ck(b + 1, e + 1) = Ck(b + 1, e) + Ck−1(b + 1, e)fx[e+1]
to similarly compute the Ci(b + 1, e + 1)’s.
Clearly, the process takes twice k steps and requires knowledge of asmany auxiliary values, hence the computation for
all m-character strings completes in O(nk) time and O(k) auxiliary space. By extending this treatment to all substrings
of length m ±  would enable us to weigh W(x) within these bounds. As mentioned, the table at the outset risks
to be too bulky, hence we address next monotonicities that shall enable us to neglect part ofW(x) without loss of
information.
4. Monotonicities
We begin by making an assumption that limits the skewedness on our probability distributions in exchange for some
useful consequences. The assumption is quite reasonable for genomic as well as general applications.
Assumption 1. pa
∑
s∈\{a}ps .
As an immediate consequence of this assumption, we get
Property 1. fa1 ∀a ∈ .
Property 2. A[i][j ]0 ∀i, j .
Property 2 follows from the observation that only positive values are added in our algorithm, once A[i][j ] = 0 for
i < j , and A[1][1] is positive.
As we have seen, a recurrence similar to the one used to compute A[i][j ] can be used to compute correction factors
of the string x[b . . . e] from that of x[b . . . e − 1]. Speciﬁcally, we have
Ck(b, e) = Ck(b, e − 1) + Ck−1(b, e − 1) · fx[e]. (2)
This shows that correction factors are always non-negative, and in fact that they are in positive for words longer than
the number of errors k.
Property 3. Ck(w)0 ∀k,w and Ck(w)> 1 ∀w : |w|k > 0.
Ck(b, e) is the correction factor to be applied to string x[b...e] in order to allow for exactly k errors. It is natu-
ral to extend the notion of correction factor to the case where one wants to consider at most k errors in a string.
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The corresponding expression for x[b...e] is obtained by taking the sum of all the correction factors from 0 to k:
C¯k(b, e) =
k∑
i=0
Ci(b, e). (3)
We discuss next some properties of monotonicity of correction factors both for the case (ECF) of exactly k errors as
well as for the case (UCF) of up to k errors. We are speciﬁcally interested in the behavior of these factors for a word
under each one of the following scenarios:
1. the word length is increased, keeping error number ﬁxed;
2. the number of errors is increased, keeping word size ﬁxed;
3. both word length and number of errors are increased.
We set w = v · a where w, v ∈ ∗ and a ∈  and study ﬁrst Ck . We shall make frequent use in our proofs of Eq. (2)
that is reported below in the crisper version:
Ck(w) = Ck(v) + Ck−1(v)fa . (4)
Lemma 5. For w = va, Ck(w)Ck(v).
Proof. From Eq. (4), considering Property 1 we have Ck(w) = Ck(v) + Ck−1(v)faCk(v) + Ck−1(v). By Property
2, Ck−1(v)0. We can conclude that Ck(w)Ck(v) + Ck−1(v)Ck(v). 
Lemma 6. For w = va, Ck(w)Ck−1(v).
Proof. By the argument in the previous Lemma, since Ck(v)0 we also have: Ck(w)Ck(v) + Ck−1(v)Ck−1(v).

A counterexample will show that, in general, the correction factor is not monotonically increasing when the number
of errors allowed is increased while the length of the string is kept ﬁxed. To see this, assume that the characters of 
have the same probability. Hence:
ps1 = ps2 = · · · = ps|| = p =
1
|| and fs1 = fs2 = · · · = fs|| = f = || − 1.
In this special case, for a word w we have
Ck(w) =
( |w|
k
)
f k .
We claim that there is a value k¯ for k such that the correction factor is monotonically increasing for k k¯ and mono-
tonically decreasing for k > k¯. To determine k¯, observe that by the deﬁnition of Ck(w) we have
Ck(w)<Ck+1(w) 
⇒
( |w|
k
)
f k <
( |w|
k + 1
)
f k+1 
⇒ f > k + 1|w| − k .
Hence Ck(w)<Ck+1(w) holds for
k <
|w|f − 1
f + 1 .
Combined with its symmetric argument, this leads to conclude that, with k¯ = (|w|f − 1)/(f + 1), we have:{
Ck(w)<Ck+1(w) for k k¯,
Ck(w)>Ck+1(w) for k > k¯.
ThusCk(w) is bi-tonic in this case. Our counterexample suggests that monotonicitymight be preservedwithin restricted
ranges of errors. If we apply the above to almost-evenly distributed DNA strands, for instance, we have ={a, c, g, t},
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f =3 and k¯=(3|w|−1)/4. Hence forwords of length 16we can assume the correction factor to increasemonotonically
up to 11 errors, which is a very large fraction of the string length for most practical purposes. In addition, we also get
that for 12k16 the correction factor is monotonically decreasing.
A more general formula expressing k¯ must depend on the distribution and might be hard to come by. However, our
next lemma establishes an acceptable lower bound for k¯, that corresponds to half the length of the string w.
Lemma 7. Ck(w)Ck−1(w) ∀k |w|/2.
Proof. Let w = w1w2...wm. The inequality holds for k = 1, since C0(w) = 1 and
C1(w) =
m∑
i=1
fi
m∑
i=1
1 = m1 = C0(w).
The contribution of each position in this case is the correction factor of the character occupying that position. Hence
we obtain a set of (m1 ) = m terms, which may be expressed as
C1 = (f1, f2, ..., fm).
For k=2, we obtain a set of (m2 )=m(m−1)/2 terms, where each term results from the combination of the characters at
two positions ofw, say,wi andwj , and consists of the product of the corresponding correction factors fifj . Speciﬁcally,
the set of contributions for k = 2 is given by
C2 = (f1f2, f1f3, . . . , f1fm, f2f3, . . . , f2fm, . . . , fm−1fm).
Since ∀i fi1, then fifj = fjfifi ∀i, j , so that for every term f in C1 we have at least one element f¯ of C2 such
that f¯ f . This argument propagates from one C to the next for as long as the number of terms increases. But the
number of terms is given by the binomial coefﬁcients, hence our condition is preserved only for values of k up to k/2.
We conclude that |w|/2 is always safe as a lower bound for k¯. 
We consider next the modiﬁed correction factor C¯k(w) deﬁned in Eq. (3). Interestingly, monotonicity holds here
with no restrictions.
Lemma 8. C¯k(w)C¯k(v); C¯k(w)C¯k−1(w); C¯k(w)C¯k−1(v).
Proof. From Eq. (3) and that of Lemma 5, it immediately follows that
C¯k(w) =
k∑
i=0
Ci(w)
k∑
i=0
Ci(v) = C¯k(v),
leading to the ﬁrst inequality. We also have from Eq. (3):
C¯k(w) =
k∑
i=0
Ck(w) = Ck(w) +
k−1∑
i=0
Ci(w) = Ck(w) + C¯k−1(w)C¯k−1(w)
which establishes the second inequality. The third inequality follows from the previous two, whence:
C¯k(w)C¯k(v)C¯k−1(v). 
We now turn to probabilities of strings with errors. By deﬁnition, the probability of occurrence for string w when k
errors are allowed is given by the product of that string probability and its correction factor when k errors occurs:
Pk(w) = P(w)Dk(w),
where Dk(w) is either Ck(w) or C¯k(w) depending on whether we are considering ECFs or UCFs. Our next lemma can
be stated in terms of Dk(w) but when D = C the additional assumption that |w|/2>k is needed.
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Lemma 9. With w = va, (a ∈ ), it is Pk(w)Pk(v), and Pk(w)Pk−1(w).
Proof. By deﬁnition, P(w) = P(v) · pa where w = va. From Eq. (4) and the deﬁnition of fa , it follows:
Pk(w) = paP (v)(Dk(v) + Dk−1(v)fa)
= paP (v)Dk(v) + Dk−1(v)P (v)pa ×
∑
s 	=aps
pa
.
Since, by Lemmas 7 and 8, Dk(v)Dk−1(v), we obtain the inequality:
Pk(w)paP (v)Dk(v) + P(v)Dk(v) ×
∑
s 	=a
ps .
By the deﬁnition of Pk(w) we ﬁnally have
Pk(w)paPk(v) + Pk(v) ×
∑
s 	=a
ps = Pk(v) ×
∑
s∈
ps = Pk(v).
From Lemmas 7 and 8 we have:
Pk(w) = P(w)Dk(w)P(w)Dk−1(w) = Pk−1(w). 
Our analysis of monotonicities is summarized in the following
Theorem 10. Under both ECF and UCF, for any w = vz and any integer k < |w|/2:
Ek(w)Ek(v), (5)
Ek(w)Ek−1(w). (6)
Proof. By Lemma 9, Pk(w)Pk(v). For any two substrings v and w = vz of x, the number of possible occurrences
of v and w are, respectively, |x| − |v| + 1 and |x| − |w| + 1 = |x| − |v| − |z| + 1, whence Ek(w) = (|x| − |v| + 1 −
|z|)Pk(w)(|x| − |v| + 1)Pk(v) = Ek(v). The second inequality is an immediate consequence of Lemma 9. 
5. Monotone scores
The degree of surprise associated with the recurrence of a word or motif in a sequence or family of sequences is
measured by some z-score that takes into account the observed and expected frequencies, perhaps normalized by some
parameter such as expectation or higher moments. Some of the basic scores in use are
z1(w) = F(w) − E(w); z2(w) = F(w)
E(w)
; z3(w) = F(w) − E(w)√
Var(w)
; z4(w) = (F (w) − E(w))
2
E(w)
,
where F denotes frequency, E expected frequency and Var variance. The expression and computation of the expected
values, moments and related scores of signiﬁcance depend substantially on the particular notion used. For sequence
families, the frequency of a pattern can be deﬁned in at least two ways, depending on whether we count the total
number of pattern occurrences or the number of sequences containing each at least one occurrence of that pattern. In
this paper, attention is restricted to notions involving the total number of occurrences, whether in a single sequence
or sequence family (the latter being reduced to a singleton thru concatenation of its members), and using no higher
moments. Whereas the ﬁrst one of our restrictions is not hard to forfeit, the efﬁcient computation of scores involving
variance and higher moments have proved to represent a serious algorithmic challenges even for solid patterns [2,3].
In appropriate synergy with frequencies, the monotonicity of expectations extends to the related scores. In particular,
such scores are monotone over intervals of constant frequency. Here we limit consideration to this simplest case,
however, much broader domains of monotonicity can be identiﬁed through the interplay of expectation and frequency
and are under study.
For our application, we add k as a subscript to indicate the number of errors. Thus, e.g., Fk(w) is the number of
observed subwords of x at a distance k from w. As there is no substantial difference in our computation whether k is
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Table 2
Sample table size reductions for exactly k errors
m = 12 m = 13 m = 14 m = 15 m = 16 m = 17
k = 0 # entries 34,853 34,846 34,839 34,832 34,825 34,818
# runs 5015 4994 4987 4982 4977 4974
Avg. length 6.93 6.97 6.98 6.99 6.99 6.99
% saving 85.35 85.61 85.67 85.69 85.70 85.71
k = 1 # entries 3326 1108 332 106 42 18
# runs 543 200 66 24 10 4
Avg. length 2.30 2.33 2.36 2.33 2.20 2.00
% saving 21.20 23.92 27.11 30.19 28.57 22.22
k = 2 # entries 13,119 8186 3847 1398 474 156
# runs 1106 6880 605 261 95 32
Avg. length 2.27 2.30 2.32 2.30 2.27 2.22
% saving 10.72 15.95 20.72 24.25 25.52 25.00
k = 3 # entries 22,949 18,075 13,156 8230 3960 1522
# runs 1171 1204 1211 1072 635 263
Avg. length 2.20 2.24 2.25 2.26 2.29 2.30
% saving 6.14 8.23 11.55 16.46 20.70 22.54
Table 3
Sample table size reductions for up to k errors
m = 12 m = 13 m = 14 m = 15 m = 16 m = 17
k = 0 # entries 34,853 34,846 34,839 34,832 34,825 34,818
# runs 5015 4994 4987 4982 4977 4974
Avg. length 6.93 6.97 6.98 6.99 6.99 6.99
% saving 85.35 85.61 85.67 85.69 85.70 85.71
k = 1 # entries 34,853 34,846 34,839 34,832 34,825 34,818
# runs 5538 5192 5051 5006 4989 4980
Avg. length 5.92 6.59 6.86 6.95 6.98 6.99
% saving 78.13 83.29 85.02 85.50 85.63 85.67
k = 2 # entries 34,853 34,846 34,839 34,832 34,825 34,818
# runs 5909 5940 5625 5279 5090 5016
Avg. length 4.04 4.84 5.76 6.45 6.80 6.93
% saving 51.51 65.50 76.81 82.66 84.70 85.38
k = 3 # entries 34,853 34,846 34,839 34,832 34,825 34,818
# runs 5073 5802 6064 6050 5703 5310
Avg. length 2.65 3.26 3.97 4.77 5.67 6.40
% saving 24.08 37.60 51.69 65.49 76.55 82.33
the exact or maximum number of errors we make here no distinction of treatment nor belabor this point further. We
only need to discuss the computation of Fk(w) for all words of x of size |w| = m ± . This is done by established
techniques in O(nk) or even expected sublinear time (see, e.g., [4,9,10]). There are O(n) subwords of length m in x,
whence the total computation considering  ﬁxed is O(n2k) or expected O(n2). This information can be organized in
the n× (2+ 1) tableW(x) at the outset, such that the frequencies of substrings of length [m− ...m+ ] beginning
at position i form the ith column of the table. Looking now at every single column will sufﬁce to ﬁrm the intervals of
monotonicity for F, whence only one extreme in each class is retained and weighed with expectation and score. The
overall cost is O(n2k) or expected O(n2), depending on the method used.
As an illustration, Tables 2 and 3, display the results of computations performed on a sequence of n = 5000 bases
randomly generated according to a genomic distribution (speciﬁcally: pa =pt =0.30; pc =pg =0.20, the approximate
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base composition of yeast nuclear chromosomes), for various values of m and  = 3. For each triplet (m, k, ), the
substrings of length comprised betweenm− andm+were considered in succession, and the number of occurrences
of each string with exactly (left half of the table) or upto (right part) k errors were computed. The elimination of entries
with zero frequency led to the table sizes reported under “# entries”. From these, runs of identical counts corresponding
to consecutive extensions of a same substring were identiﬁed and compacted each to a single entry. With reference to
Table 2, for instance, the leftmost column at k = 1 states that of all substrings of length from 9 to 15 only 3326 had a
non-zero F1 value. Of these, 16% consisted of runs with an average length of 2.3 characters. Using one representative
entry per run yields a 21.20% reduction in the size of the table. For comparison, the number of strings having length
in this range is 1,073,741,824.
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