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Abstract — This paper presents the empirical comparison of 
boosting implementation by reweighting and resampling 
methods. The goal of this paper is to determine which of the 
two methods performs better. In the study, we used four 
algorithms namely: Decision Stump, Neural Network, Random 
Forest and Support Vector Machine as base classifiers and 
AdaBoost as a technique to develop various ensemble models. 
We applied 10-fold cross validation method in measuring and 
evaluating the performance metrics of the models. The results 
show that in both methods the average of the correctly 
classified and incorrectly classified are relatively the same. 
However, average values of the RMSE in both methods are 
insignificantly different. The results further show that the two 
methods are independent of the datasets and the base classier 
used. Additionally, we found that the complexity of the chosen 
ensemble technique and boosting method does not necessarily 
lead to better performance.  
Keywords - AdaBoost; ensemble based system; machine 
learning; resampling; reweighting 
 
 
I. INTRODUCTION 
 
Adaptive boosting is a family of boosting algorithm. It is 
a meta-learning technique that operates on several weak 
classifiers. Boosting has its roots in Probably 
Approximately Correct (PAC) learning framework that was 
first introduced by Valiant [1]. However, AdaBoost as a 
technique was first proposed by Freud and Schapire [2] in 
1995.It has received significant attention in recent years due 
to its ability to train and improve the performance of other 
classifiers also referred to as weak classifiers.  
AdaBoost forms a strong classifier by combining the 
outputs of the weak classifiers. It has many potential 
applications [2] [3] [4] and has been used successfully in 
many areas such as text classification, natural language 
processing, drug discovery and computational biology [5] 
vision and object recognition [6] medical diagnosis [7] and 
industrial chemical fault diagnosis [8]. The primary goal of 
AdaBoost as an ensemble classifier is to improve the 
accuracy of the base classifier by constructing ensemble 
decision rules [1] [2] [3] [9] that produce a strong classifier 
and perform better when they are combined than random 
guessing.  The details of the algorithm have reported in the 
literature [2] [4] [9]. However, to address the limitation of 
the algorithm several variations of the algorithm have been 
proposed that uses different sigmoid functions that attempts 
to optimize performance of the algorithm during training.        
AdaBoost can train its base classifiers using reweighting 
or by resampling method. However, only base classifiers 
that are designed to handle learning by reweighting during 
learning can use reweighing method. Therefore, many 
learning algorithms are defaults to boosting by resampling 
during training. There is no concrete evidence which of 
these two methods perform better. In boosting by 
reweighting, AdaBoost assigns weight to each training 
sample and adjusts the weights based on performance 
during iteration process. The base classifiers with poor 
predictions have their weights increased for further training 
in the next iteration and those with good predictions have 
their weighs reduced. This process is repeated iteratively 
until a stopping condition is met. On the other hand, during 
learning by resampling: weights are not passed to weak 
classifiers instead the training data is resampled with 
replacement to reflect the weights change. This method 
unlike reweighting method does not require very large data. 
It achieves boosting goal by concentrating on the 
subsequent classifiers on the samples that the previous weak 
classifier misclassified thereby adaptively increasing the 
probability of sampling with replacement of misclassified 
class for the next classifier.   
The final output of either of the training methods is a 
linear combination of the generated base rules. The decision 
rules must be a general-purpose algorithm that has practical 
value in terms of efficiency, resources requirements and 
adaptable to a broad class of learning problems [4]. In this 
study we carried out several simulations using boosting by 
reweighting and boosting by resampling to find out which 
of the two implementation methods perform better. We used 
15 different datasets obtained from the UCI repository, 
WEKA library and health sector. We applied decision tree, 
neural network, random forest and support vector machine 
algorithms as committee of classifiers trained by AdaBoost. 
In this paper, we presented and tested several ensemble 
models by implementing the two methods that AdaBoost 
can use in training its base classifiers namely reweighting 
and resampling. The rest of this manuscript is organized as 
follows: section 1 is a brief description of AdaBoost and 
related work. Section 2 contains experimental settings. 
Sections 3 describes the experimental methodology. Section 
4 is a brief discussion of results and in section 5 we 
highlight the conclusion and future work. 
 
 
II. OVERVIEW AND RELATED WORK 
 
A. Brief History of AdaBoost 
 
AdaBoost was originally introduced by Freund [3] in 
1995 as a classifier that uses induction method. It converts 
and combines series of weak learners into a better and 
stronger classifier than randomly selecting classifiers. It was 
later experimented and tested [2] [10] by the authors and 
other users. This has led to the introduction of many 
variants of the algorithm like AdaBoost.M2 [10], 
LogitBoost [11] SoftBoost [12] BrownBoost [4], etc. that 
uses different loss or objective functions. Many of these 
variants were introduced as enhancements [9] to resolve 
some of the limitations that AdaBoost faces. Some of these 
variants are currently available for regression and 
classification problems. In many cases the variants address 
binary and multi-class predictor problems. Studies show that 
AdaBoost is sensitive to noisy data and outliers but 
less susceptible to overfitting problem than other learning 
algorithms [4] [13]. The generalization error of the base 
learners can be controlled in terms of its training errors [2]. 
AdaBoost is greedy in the sense that it builds up a strong 
classifier incrementally by optimizing the weights and 
adding one weak classifier at a time during training. 
However, AdaBoost itself is not a learning algorithm but a 
meta-learning technique that tends to improve the 
performance of other algorithms known as the weak learners 
by weighting or resampling and combining them to form a 
stronger classifier. Boosting algorithms in general performs 
two main functions firstly, it chooses the training samples. 
Secondly it combines the trained multiple weak classifiers 
into a single and stronger classifier. 
In general, AdaBoost algorithm can be visualized as a 
Neural Network algorithm in which the weak and the strong 
learners form the hidden and output parts of the model 
respectively as shown in Fig 1. The activation function that 
AdaBoost use depend the loss function of the variant; it can 
be used for classification or regression tasks.  AdaBoost 
works by applying the weak learner sequentially to 
weighted versions of the data thereby more weight is given 
to samples that were misclassified in previous rounds. 
AdaBoost uses the subset of training data in training its base 
classifiers which are combined to form the final classifier. 
The weak learner can be any classification or regression 
algorithm, but it is common to use a CART (Classification 
and Regression Tree) model. One of the advantages of 
AdaBoost algorithm is that it does not require the 
knowledge of the base classifier and can therefore train base 
learners as all classifiers are designed to handle boosting by 
resampling. However, the actual performance of boosting is 
dependent on the data as well as the base classifier used in 
developing the model.  
Like other algorithms, Robert Schapire [4] noted that 
AdaBoost can fail to perform well under insufficient data 
when the learning algorithms are set to achieve at least 50% 
accuracy which is in consistency with the algorithm’s 
theory. 
 
 
 
Figure 1 AdaBoost as a Neural Network algorithm with activation 
functions, hidden and output layers  are the base classifiers and F(.) is 
the summation function that combines the weak classifiers into a strong and 
more accurate classifier. 
 
 
B. Previous and Related Work 
     
There have been a few attempts in comparing boosting by 
reweighting and boosting by resampling methods. Despite 
this, there is still a disagreement among many authors which 
of the methods performs better.   
     In their empirical study, Bauer and Kohavi [14] observed 
that Arc-x4 behaves differently than AdaBoost if 
reweighting is used instead of resampling method which 
shows a fundamental but not a conclusive difference. In a 
similar study, Quinlan [15] as cited by Bauer and Kohavi 
[14] reported better results when using boosting with 
reweighting method compared with boosting with 
resampling method. However, Quinlan’s study was only 
based on implementations of algorithms that support 
samples by weighted instances. This, according to the 
author, is a direct implementation of the reweighting theory. 
      In another study, Souza and Matwin [16] used 
resampling with substitution instead of reweighting 
approach on many weak classifiers and datasets. The 
authors found a significant improvement with resampling 
compared with reweighting method. Contrarily, Botha [17] 
comparison of the two methods shows that boosting by 
reweighting can improve performance over resampling.  In a 
similar study carried out by Seiffert et al. [18], which 
compare the two methods, the authors found out that 
boosting by resampling performs better than boosting by 
reweighing method. 
 
   
III. EXPERIMENTAL SETTING 
 
A. Datasets Description  
 
In this study, we used AdaBoost.M1 variant and 15 
different datasets. The incident datasets were obtained from 
the London Ambulance Service (LAS).  Other datasets used 
in the study were obtained from UCI [19] repository and 
WEKA library. The datasets were selected from different 
application domains based on data types, tasks and attributes 
to obtain a generalized comparison of the two boosting 
methods. We used four different types of classification 
models namely the Decision Stump, Neural Network, 
Random Forest and Support Vector Machine as base 
classifiers. We also used stratified 10-fold cross validation 
method to compare the performance and prediction accuracy 
of the ensemble models. The details of the datasets used are 
as presented in Figure 2. 
 
 
Figure 2 Descriptions of experimental datasets. 
 
B. Base Modes: the Weak Classifiers 
 
Decision Stumps - Boosting with decision stumps is 
quite popular in data mining and have been shown to 
achieve better performance compared to unbounded 
decision trees due to their simplicity. It has also been used 
in bagging technique. It consists of a one-level decision tree 
and one internal node which are connected to the terminal 
nodes. It makes prediction based on the value of a single 
input feature [20]. Decision stumps have been used as a base 
classifier in various machine learning models such as Viola-
Jones’ face detection framework that employs AdaBoost as 
a main classifier [6]. 
Artificial Neural Network (ANN) - The artificial neural 
networks are a family of artificial intelligence models 
like the biological brain used in solving prediction and 
classification tasks. ANN is capable of estimating complex 
and non-linear functions that depend on many inputs. It is 
generally presented as systems of interconnected neurons 
that exchange messages between each other. In this study, 
we used multilayer perception (MLP) with back-
propagation which is a popular architecture of ANN [21].  
During the simulation, we observed that ANN models took 
longer time to run compared with other models in all 
experimental datasets. This could due to the complexity of 
algorithm’s architecture such as the number of neurons, 
number hidden layers and other parameter settings. Like 
AdaBoost, ANN connections have numeric weights that can 
be changed thereby making neural networks adaptive to 
inputs and capable of learning and solving complex 
problems [20]. 
Random Forest – Random forest is an ensemble of 
several decision trees. Like AdaBoost, Random forest is a 
meta-estimator algorithm that fits several decision tree 
classifiers on various sub-samples of the dataset. It operates 
by constructing many decision trees at training time. It then 
outputs the class that is the mode of the classes as mean 
prediction of the individual trees [20]. 
Support Vector Machine (SVM) - SVM has its roots in 
statistical learning theory and represents the decision 
boundary using a subset of the training examples known as 
support vector [22]. It is a discriminative classifier and is 
formally defined by separating hyperplanes. It has been 
successfully used for many classification and regression 
analysis problems. In SVM, new examples of data are 
mapped into a separating hyperplane and are predicted to 
belong to a category based on which side of the hyperplane 
the data falls on [20] [23]. Empirical studies show that SVM 
works well with high-dimensional data and avoids the 
dimensionality problem algorithm problem. 
 
 
IV. EXPERIMENTAL METHODOLOGY 
 
During the study, all implementations were carried out 
using WEKA package (Waikato Environment for 
Knowledge Analysis) [20] software. WEKA is an open data 
mining suite implemented in JAVA for data classification, 
clustering, regression and visualization. We run the 
simulations on an Intel Core i5-3210M CPU 2.5GHz PC, 
equipped with 6.00 GB of RAM Windows 8.1 64-bit 
machine using various algorithmic settings of the boosting 
method and the base classifiers. The detail of the datasets 
used in the study is as presented in Fig. 2. 
In the experimental setup, we used 100 independent 
iterations, 10-fold cross validation, 4 base learners, and 15 
benchmark datasets. Each dataset is divided into 10 parts, 9 
parts are used to train the model and 1 part is used to test the 
model. This method has the advantage of using all the 
datasets for both training and testing the model thereby try 
to avoid overfitting problem for each prediction model. 
Empirical study shows that stratified cross-validation tend 
to generate comparison results with lower bias and lower 
variance [24].  It involves splitting the original dataset into 
10 folds of equal size. Nine parts are used for training and 
the tenth part using for testing.  The learning dataset is used 
for acquiring rules and the validation dataset is used for 
validating the rules. The process is then carried out ten 
times. 
a) For each fold train the classifier using all the folds 
except one ( ).   
b) Use the left-out fold to test the model by 
calculating the cross-validation metrics  
c) Run the  cross validation run several 
times (in our case 10 times) 
d) Average the cross-validation metrics across the 
subsets to get the final cross validation metrics. 
The following learning algorithms were implemented as 
base classifiers during the simulation process: Decision 
Stumps, Neural Network, Random Forest and Support 
Vector Machine as described in the previous section. The 
base classifiers were selected based on their popularity [19], 
diverse applications [4], availability in experimental 
simulation [20], ability to handle training by reweighting 
and the classifier’s cost matrix compatibility with the 
training data.  
In the study, we used the original version of AdaBoost 
algorithm i.e. AdaBoost.M1 as proposed by [2] as the 
boosting technique. There are two main reasons for using 
this version of the algorithm. Firstly, to have a generalized 
experimental set up that is independent of any AdaBoost 
variant.  Secondly, to have an experimental conclusion that 
is based on the original version of the algorithm which 
serves as a primary algorithm for other variants.  
Despite efforts  made to minimize limitations that might 
affect the research there were a few constraints within which 
the research was carried out. Firstly, the research was based 
on secondary datasets, errors in datasets and missing data 
cannot be ruled out. Secondly, various parameters were 
configured to meet the needs of the experimental simulation. 
Changes to parameter settings can significantly affect the 
simulation results. Thirdly, the success of AdaBoost lies on 
the assumption that the errors of the individual models are 
uncorrelated because of diversity among the base classifiers. 
However, in practice the errors are highly correlated, 
therefore the reduction in overall error is generally small.  
Fourthly, all the successive models were weighted by their 
success during training.  
In the study, five evaluation metrics were used namely: 
classification accuracy (CA), Kappa Statistics, RMSE, ROC 
and PRC. The evaluation of the RMSE and the accuracy are 
as represented in (1) and (2) respectively.  
 
 
 
(1) 
 
 
  
 
(2) 
  
where, is observed and are modeled values respectively,  
True Positives (TP), True Negative (TN), False Positive 
(FP) and the False Negative (FN) are used in evaluating the 
performance of the models. To empirically compare the two 
methods of AdaBoost implementations described in this 
paper we conducted several experimental simulations as 
detailed in the previous sections. 
 
 
Figure 3 Comparison results:  Boosting by reweighting and boosting by 
resampling. Each column contains the evaluation metric used in the study. 
 
 
V. RESULTS AND DISCUSSIONS 
 
The average metric performance of boosting by 
reweighting and boosting by resampling is as illustrated in 
Fig. 3.  This is based on the on following criterions: 
Classification accuracy ( ), Kappa Statistic ( ), Root 
Mean Error , ROC Area and PRC Area .   
 
A. Classification Accuracy (CA) 
As shown in Figure 3 the classification accuracy of 
reweighting method is 73.375% and that of resampling 
method is 73.575%. This indicates a performance difference 
of 0.2%. The performance accuracy of boosting by 
reweighting and boosting by resampling of the models used 
in study are as illustrated in Fig.  4 and Fig. 5 respectively. 
 
 
Figure 4 Classification Accuracy: Boosting by reweighting 
 
 
Figure 5 Classification Accuracy:  Boosting by resampling 
 
 
 
B. Kappa Statistics (KS) 
 
In term of Kappa Statistics boosting by reweighting and 
boosting by resampling have an average value of 0.306 and 
0.341 respectively. This shows a difference of 0.035 between 
the two methods. These are illustrated in Fig. 6 and Fig. 7 
respectively. 
 
 
Figure 6 Kappa Statistics: Boosting by reweighting 
 
 
Figure 7 Figure 6 Kappa Statistics : Boosting by resampling 
 
 
C. PRC-Area  
 
When reweighting was used as a method of boosting the 
average PRC-Area is 0.719, on the other hand using 
resampling as method of boosting the value of PRC-Area is 
0.727. This show a difference of 0.008 between the two 
methods.  The PRC-Area of boosting by reweighting and 
boosting by resampling is illustrated graphically in Fig. 8 
and Fig. 9 respectively. 
 
 
Figure 8 PRC-Area Boosting by reweighting 
 
 
Figure 9 PRC-Area Boosting by resampling 
 
D. RMSE  
 
In term of RMSE metric, Table 3 shows that boosting by 
reweighting has value of 0.326 while boosting by 
resampling has an RMSE value of 0.325. Comparing the 
two methods it shows a difference of 0.001. These are 
shown graphically in Fig. 10 and Fig. 11 respectively. 
 
 
Figure 10 RMSE - Boosting by reweighting 
 
 
Figure 11 RMSE - Boosting by resampling 
 
 
E. ROC-Area 
 
The value of ROC-Area for boosting by reweighing and 
resampling methods are 0.721 and 0.731 respectively. This 
shows that performance difference between the two methods 
is 0.001. Graphically, these are illustrated in Fig. 12 and 
Fig. 13 respectively. 
 
 
Figure 12 ROC-Area Boosting by reweighting 
 
 
Figure 13 ROC-Area Boosting by resampling 
 
 
VI. CONCLUSION REMARKS AND FUTURE WORK 
 
In this paper, we tested and presented boosting 
implementation by reweighting and resampling methods. 
We applied Decision Stump, Neural Network, Random 
Forest and Support Vector Machine as base classifiers and 
AdaBoost as a boosting technique. We compare and 
evaluate performance of the two methods using healthcare 
and bioinformatics and other benchmark datasets obtained 
from the UCI repository. 
The results of our study show that average performance 
of correctly classified by reweighting is 73% and that of 
boosting by resampling is 74%. Also, there are negligible 
differences in the KS, PRC-A, ROC-A and RMSE values.  
However, the results of the study show ANN ensemble 
models requires more time in training its base classifiers due 
to the complexity of the models.  However, the study shows 
that the complexity of ANN ensemble models does not 
necessarily lead to better performance when compared to 
other ensemble models. 
In the future, we intend to explore the influence of weak 
learner combination methods on performance and prediction 
accuracy of ensemble models. Investigation will also 
include the performance effect of algorithmic setting on 
boosting implementation methods. 
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