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1 Generaltheory of polymerization kineticsand phase
separation of polymer melts
1.1 Introduction
Block copolymers have been at the front of polymer research for more than two
decades now and if anything, the interest in these materials has only increased in
recent years. A strong incentive comes from the current focus on nanostructured ma-
terials, due in no small part to the constant push to smaller patterns in micro- and
nanotechnology. So far, mostly metals and inorganic semiconductors are used due to
their stability and suitability for processing. However, organic compounds and poly-
mers could offer new options for economic processing, for smaller structures, or even
for ﬂexible circuit boards [1].
Due to the covalent bonding between chemically different chain molecules, typical
for block copolymers, the omnipresent tendency for phase separation inevitably leads
to self-organized structures of nano-size length scale [2, 3, 4]. Functional nanostruc-
tured materials are obtained in a natural way by incorporating functionality, such as
conductivity, in one of the blocks.
Over the years, the research in the area of block copolymers has evolved from sim-
ple diblock-, triblock- and linear multiblock copolymers to block copolymers with
a more complex architecture, such as star copolymers, H-shaped copolymers, comb
copolymers, rod-coil copolymers, etc . The synthetic activities go hand in hand with
experiments andtheory [4,5,6,7,8,9,10]. Theoretically, the ﬁrstsystematicanalysis
of the phase diagram of diblock copolymers was presented by Leibler in his seminal
1980 Macromolecules paper. His description is based on a Landau free energy expan-
sion in terms of the appropriate order parameter, i.e. the spatial composition. Con-
sequently, his approach is restricted to the so-called weak segregation limit (WSL),
where by deﬁnition the interface between successive domains is diffuse; locally the
composition deviates only slightly from the average composition. This approach has
in the mean time been applied to a variety of different block copolymers, i.e. poly-
disperse multiblock copolymers [11, 12, 13, 14, 15], starblock copolymers [16, 14],
comb copolymers [14], rod-coil copolymers [17], gradient copolymers [18], etc. The
weak segregation limit implies that the theory should only work well in the region of
the phase diagram close to the critical point. However, since the Landau approach
is a mean-ﬁeld approach, difﬁculties arise because of the importance of ﬂuctuations
near a critical point. Fortunately, the role of ﬂuctuations in pure polymer systems (i.e.
those that do not contain an additional low molecular weight component) are far less
important thaninlow molecularweight ﬂuids[19]. Nevertheless, the ﬂuctuations turn
the predicted continuous isotropic state
￿ lamellar structure transition at the critical
point into a weak ﬁrst-order transition. Of course, the ﬂuctuations also stabilize the
homogeneous state, thus driving the order-disorder transition to a lower temperature2 Section 1
[20].
In binary block copolymer systems, i.e. those involving only two kinds of chemi-
cally different monomers, the essential parameter is the Flory-Huggins c-parameter.
For a simple diblock copolymer of total length N, the onset of microphase separa-
tion occurs at cN
￿ 10
￿ 5 for large N [10, 20]. Far away from the critical point for
cN
￿ 100, we are entering the strong segregation regime (SSL) where the interface
between the different domains is very sharp. Theories have also been developed to
deal with this regime [4, 8]. The classical microphase separated morphologies are
the spherical, cylindrical and lamellar morphologies. The transition between these
structures depends on the relative volume fraction f of the minority block. A very
simple interface per volume argument leads to values of f = 0.16 resp. 0.32 for the
spherical-cylindrical and cylindrical-lamellar transition.
The large region in between the weak and strong segregation limit is called the inter-
mediate segregation regime. In recent years numerical schemes have been developed
to deal with this regime as well [21]-[25]. Besides the classical morphologies, just
mentioned, more complex morphologies, such as the bicontinuous gyroid structure,
are also possible. One of the successes of the intermediate segregation approach has
been the delineation of the region in the phase diagram where these structures should
be observed. The most complete phase diagram to date for simple diblock coplymers
is given in the next ﬁgure.
Figure 1: The phase diagram of diblock copolymers calculated by self-consistent
mean ﬁeld theory. Adapted from Matsen & Bates [26]
In this thesis, we will focus on the relation between the kinetics of formation, respec-Section 1 3
tively destruction of copolymers, and the resulting phase separated morphology. The
corresponding schemes are:
Copolymerization kinetics
￿ copolymer composition
￿ phase diagram (sections 1,
2, and 3)
respectively,
Copolymer destruction
￿ copolymer composition
￿ phase diagram (section 4).
In the parts of this work devoted to the kinetics we will concentrate on a broader
class of copolymers, namely the tapered copolymers which are linear polymers with
a variable monomer composition along the chain. Block copolymers are a boundary
case of tapered copolymers where the composition variation has a stepwise character.
Also random and correlation random copolymers form boundary cases of the tapered
copolymer class.
The ﬁrst section of this work describes the general theory for the kinetics of multi-
component copolymerization. We are interested in so-called “living” systems which
are systems which have no termination and the macromolecules can grow to indeﬁ-
nite size. As an example system we shall use the anionic method of copolymerization
which has been studied extensively [27]. The system is assumed to be homogeneous
at all times during the polymerization (ideal stirring).
For most of this work we will consider closed systems, which means that all the
monomers, the initiators and the solvent are in a closed reaction vessel. Therefore all
monomers will polymerize simultaneously, but because of the different reactivities of
the monomers the resulting polymers will be far from chemically homogeneous in
general.
We will study extensively binary systems, where two monomer species are present.
By simultaneous copolymerization of these two monomers we will in general obtain
a so-called “tapered” or gradient copolymer[28]- [43]. The tapered nature of
suchcopolymersisduetoadriftinfreemonomercomposition duringpolymerization.
The drift in free monomer composition in turn is caused by the different reactivities
of the macro-ions towards the different monomers.
In binary anionic copolymerization the composition of the obtained chains can be
described by three parameters, the two reactivity ratios and the initial free monomer
composition. In principle, the composition of the chains can be varied within a wide
range of possibilities by carefully choosing these three parameters. Unfortunately, the
precise inﬂuenceof temperature, solvent and counter-ion on the reactivity ratios is not
fully known yet. Therefore, in practice the reactivity ratios are difﬁcult to control.
Theory has been developed in this work to describe the spinodal decomposition of ar-
bitrary linear polymer mixtures. In the case of diblock copolymers this theory leadsto
analytically treatable results. In the case of tapered copolymers this kind of analytical
treatment is not possible due to the large polydispersity in composition. Therefore,
thetheoreticalframework hasbeenextendedtomake calculationsonanypolydisperse
copolymer melt possible. Three different methods have been developed differing in4 Section 1
the number and type of assumptions and approximations made.
A detailed study of the mean ﬁeld phase diagram for a general system has been per-
formed based on the theory developed by Leibler [10], where the expansion coefﬁ-
cients were calculated within certain approximations.
1.2 Kinetics of m-component copolymerization
We consider the homogeneous copolymerization of an arbitrary number of
monomers, m, conducted by an anionic mechanism as an example of living copoly-
merization. Commonly accepted assumptions [27]- [47] for the correspondingkinetic
model are
1) Chain transfer and chain termination reactions are absent.
2) The constants kab, representing the rate of the addition of monomers of type b to
macro-ions with a type terminal units, do not depend on the degree of polymerization
l of the macro-ion for any a and b (the Flory Principle).
3) The duration of the initiation stage, when the concentration of growing chains
attains a stationary value R0, was found to be far less than their propagation time.
Therefore we can assume the initiation to be instantaneous and eliminate it from
consideration when performing kinetic calculations.
Within the framework of such a kinetic model the set of material balance equations,
describing the change with time t of the concentrations Ra
￿
l
￿ of the growing chains
with a-type terminal unit and number of units l, will read
dRa
￿
l
￿
dt
￿ Ma
m
å
b
￿ 1
kbaRb
￿
l
￿ 1
￿
￿
￿ Ra
￿
l
￿
m
å
b
￿ 1
kabMb (1)
This set should be closed with the equations for the free monomer concentrations Ma
dMa
dt
￿
￿
m
å
b
￿ 1
kbaRbMa where Ra
￿
¥
å
l
￿ 1
Ra
￿
l
￿ (2)
The fractions ra of macro-ions with a type active centers (terminal units) in the
system can be determined by the expression [48]
ra
￿
Ra
R0
￿ xaBa
kaa
m
å
b
￿ 1
xbBb
kbb
￿ 1
(3)
where the numerator is a uniform polynomial of the degree
￿
m
￿ 1
￿ with re-
spect to the components x1
￿
￿
￿
￿
￿
￿ xa
￿
￿
￿
￿
￿
￿ xm of the vector x, each of which, xa
￿
Ma
￿ M
￿
a
￿ 1
￿
￿
￿
￿
￿
￿
￿ m
￿ , is equal to the molar fraction of free monomers of type a
in the reaction system. The polynomials xaBa
￿
x
￿ , whose coefﬁcients depend solelySection 1 5
on the reactivity ratios rab
￿ kaa
￿ kab
￿
a
￿ b
￿ 1
￿
￿
￿
￿
￿
￿
￿ m
￿ , can be found from the solu-
tion of the set of linear equations for Ra, obtained by the summation over l of all
terms of Eq (1). The differential equations for Ra are reducible to algebraic equations
coinciding with those which describe the fractions ra of the active centres in the pro-
cesses of free-radical copolymerization. A simple graph-theoretic algorithm has been
presented [48, 49] which makes it possible to write down the polynomials xaBa in
a form convenient for the calculation of their values at any given composition of the
monomer mixture x. Explicit expressions for Ba in the case of binary and ternary
polymerization will be given furtheron, i.e. Eqs (24) and (18). The evolution of the
monomer composition with the molar conversion p
￿ 1
￿ M
￿ M0 is described by the
solution of the set of equations
￿
1
￿ p
￿
dxa
dp
￿ xa
￿ Xa
￿
x
￿
￿ xa
￿
0
￿
￿ x0
a
￿
a
￿ 1
￿
￿
￿
￿
￿
￿
￿ m
￿ (4)
where the following designations are used
Xa
￿ Pa
P
￿ P
￿
m
å
a
￿ 1
Pa
￿ Pa
￿ xaBaˆ sa
￿ ˆ sa
￿
m
å
b
￿ 1
r
￿ 1
abxb (5)
Eqs (4), which can be easily derived from Eqs (2) with allowance for Eq (1) and Eq
(3), are familiar from the theory of free-radical copolymerization [50, 48] where X
represents the instantaneous composition of a copolymer formed at a given monomer
mixture composition x. However, for the process of ”living” copolymerization the
vector X has a different meaning, which will be explained below in more detail.
In order to describe the kinetics of “living” anionic copolymerization it is necessary
to write down the equation for the rate of the change of the conversion p with time t
dp
dt
￿
￿
1
￿ p
￿ Roå
a å
b
kabraxb
￿
￿
1
￿ p
￿ Roå
a
xaBaˆ sa å
a
xaBa
kaa
￿ 1
(6)
which can be obtained by summing both sides of Eqs (2) over a . The integration
of Eq (6) along with Eqs (3)-(5) permits one to ﬁnd the kinetic curve p
￿
t
￿ of the
polymerization process.
The evolution withtimeof the distribution rl
a
￿ Ra
￿
l
￿
￿ R0 of growingpolymer chains
with a type terminal units and length l is obtainable from the solution of the set of
kinetic Eqs (1) which can be conveniently rewritten in integral form
rl
b
￿
t
￿
￿
t
0
dhå
g
rl
￿ 1
￿
h
￿ kgbMb
￿
h
￿ exp
￿
t
h
sb
￿
x
￿ dx
￿
l
￿ 2
￿ (7)
r1
b
￿
t
￿
￿ vbexp
￿
t
0
sb
￿
x
￿ dx ,where sa
￿ å
b
kabMb
￿ kaaMˆ sa
where vb is the initial fraction of type b active centres. It can be readily shown that
the distribution rl
a
￿
t
￿
￿ ra
￿
t
￿ of macro-ions of any a-th type in the limit l
￿ ¥ can be6 Section 1
described by the Poisson formula and the only parameter in this distribution is lmp,
which is equal to the average length ¯ l of growing chains and increases linearly with
conversion from 0 up to maximum value lm
￿ M0
￿ R0. At ¯ l
￿ lmp
￿
￿
￿ 1 the Poisson
distribution is known [51] to be very narrow, being the narrower the greater ¯ l is. This
circumstance forms the theoretical basis for the assumption made for copolymers of
practical importance to regard them as being monodisperse in length. This important
conclusionisidenticaltothe onewhichFlorymademanyyearsago[52]whendealing
with ”living” homopolymerization.
In the case of our interest of copolymerization at ¯ l
￿
￿
￿ 1, the polydispersity of the
formed macro-ions may in ﬁrst approximation be neglected not only in chemical size
l but in chemical composition as well. This assertion is quite evident, bearing in mind
that the products of ”living ” copolymerization are composed of chains of the same
length l, which have grown under perfectly identical conditions [53].
In the absence of a strongly pronounced interchain inhomogeneity (InterCI) the
copolymers synthesized up to high conversions by an anionic mechanism may exhibit
substantial intrachain inhomogeneity (IntraCI). This fact is characterized in a simple
way by means of the vector-function P
￿
i
￿ whose components Pa
￿
i
￿ at a
￿ 1
￿
￿
￿
￿
￿
￿
￿ m
are the probabilities for a monomeric unit positioned at i units distance from the be-
ginning of a randomly chosen chain to be of type a. The zeroth vector component
P0
￿
i
￿ is equal to the probability for the chain chosen at random to have less than i
units. In the absence of polydispersity in length of the macro-ions, this zeroth com-
ponent P0
￿
i
￿ is zero for all i
￿ l and unity for all i
￿ l.
It is now of interest to discuss the fundamental distinction in the character of the
behavior of the vector-function P
￿
i
￿ between chains of copolymers synthesized by a
free-radical and a living mechanism.
For theproductsofradicalcopolymerization prepared ataﬁxed conversion, the vector
P
￿
i
￿ rapidly tends to the vector X of the instantaneous copolymer composition with
the growth of i1. Already at values i
￿ 10 the discrepancy between P and X is, as
a rule, almost indistinguishable [54]. The initial portion of the macromolecule may
well be neglected, because it is so small compared to the whole chain. Thus we
may consider P
￿
i
￿
￿ X
￿
i
￿ over all its length. To ﬁnd the average composition of all
copolymers present in the reaction mixture at conversion p,
￿ X
￿ , it is necessary to
average its instantaneous value X over all conversions p
￿ preceding p
￿ Xa
￿
￿
1
p
p
0
Xadp
￿
￿ x0
a
￿
￿
1
￿ p
￿ xa
p
￿
a
￿ 1
￿
￿
￿
￿
￿
￿
￿ m
￿ (8)
where the dependence of the monomer composition x on conversion p is obtained
from the solution of Eqs (4).
1Note that the growth in i has no noticeable effect on the converison p due to the small number of
chains which grow simultaneously for the case of free-radical copolymerization.Section 1 7
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Figure 2: Examples of the shape of the polymer composition (XA
￿
p
￿ ) versus the con-
version (p) for some binary systems.
In the processes of ”living” copolymerization the character of the change of the prob-
abilities Pa
￿
i
￿ resembles the curve a in Fig 2 only when the process is conducted
with an initial composition x0 close to an azeotropic one. In such cases the free
monomer composition remains constant during most of the polymerization process.
Only at the end of the polymerization process, the free monomer composition and
thus the (instanteneous) polymer composition will differ signiﬁcantly from the rest of
the polymer as is depicted in curve d. In other cases the probabilities Pa
￿
i
￿ exhibit
a dependence on i with a length scale comparable with the length l of the macro-
molecules [55], which is depicted in Fig 2 curve c. As an other example, curve b
depicts an ideal block copolymer. Within the framework of the approach discussed
it can be rigorously shown that the value of the probability Pa
￿
i
￿ for the products of
anionic copolymerization exactly coincides with the component Xa
￿
p
￿ of the vector
of instantaneous composition of a copolymer formed by the free-radical mechanism
provided the value of conversion is p
￿ i
￿ lm.
In terms of the approximation discussed, the solution of the problem of ﬁnding the
composition and sequence distribution of the products of “living” copolymerization
can be reduced to one already solved in the theory of free-radical copolymerization.
Thus, the fraction of units of type a in a copolymer synthesized by an anionic mech-8 Section 1
anism can be calculated using expression (8), while for dyad fractions the following
formulae are valid [50, 56, 48]
1
l
l
0
Pa
￿
i
￿ nab
￿
i
￿ di
￿ 1
p
p
0
Xa
￿
x
￿
p
￿
￿
￿
￿ nab
￿
x
￿
p
￿
￿
￿
￿ dp
￿
￿ P
￿
MaMb
￿ (9)
where nab
￿
x
￿ are the elements of the transition probability matrix of the Markov
chain describing the instantaneous sequence distribution of monomeric units in
macromolecules obtained in the course of free-radical copolymerization at monomer
feed composition x. Eq 9 is a special case of the general relationship according to
which the probability of any sequence containing several units in the products of both
”living” and free-radical copolymerization is the same for identical values of the re-
activity ratios and conversion.
1.3 Kinetics of binary anionic copolymerization
For the case of binary copolymerization (two components) an alternative approach
towards the kinetics is possible. Instead of starting from the general material balance
equations (1,2), we will use the Markovian nature of the polymerization process to
derive an equation for the composition of the polymer chain as a function of the
conversion.
In the well-established ﬁrst order Markov model for polymerization, the reactivity
of a formed macro-ion towards a certain monomeric species depends only on the
last monomer added to the macro-ion (polymeric chain) and the monomeric species
which is to be added (ideal or ultimate model [57]). In this model all the internal and
external parameters which are important for the statistics, such as monomer types,
temperature, solvent, etc, can be summarized into three parameters, rA, rB, and x0.
The parameters rA and rB are the reactivity ratios of the monomers with respect to
chains (macro-ion) ending in a monomeric unit of type A (rA) or type B (rB).
rA
￿ kAA
kAB
rB
￿ kBB
kBA
(10)
The parameters kab denote the reactivities of monomers of type b with respect to a
polymer chain (macro-ion) ending in a monomeric unit of type a. We assume that
these quantities do not depend on the chain length of the already formed polymer
[27]. The parameter x0 denotes the initial free monomer composition and is deﬁned
as the relative (number) fraction of monomeric units of type A.
With the Markovian statistics, a so-called Markov matrix, M, is associated2, which is
2Due to the drift in monomer composition, the Markov matrix is in general a function of the conversion.Section 1 9
a 2x2 matrix with the following elements:
M
￿ MAA MBA
MAB MBB
MAA
￿ rAxA
rAxA
! xB MBA
￿ xA
xA
! rBxB
MAB
￿ xB
rAxA
! xB MBB
￿ rBxB
xA
! rBxB
(11)
The parameters xA and xB denote the free monomer fractions of both monomers at a
given conversion and it holds that xA
" xB
￿ 1.
It is good to note that stochastic matrices, such as M, where the column-sum of the
elements is 1 for each column, always have at least one eigenvalue equal to 1. The
eigenvector of the matrix M which belongs to the eigenvalue 1 (
#p), which is some-
times called ‘steady-state vector’, is given by:
pA
￿ xA
￿
rAxA
" xB
￿
rAx2
A
" rBx2
B
" 2xAxB
pB
￿ 1
￿ pA
￿ xB
￿
xA
" rBxB
￿
rAx2
A
" rBx2
B
" 2xAxB
(12)
This “steady-state vector” can be identiﬁed as the instanteneous polymer composi-
tion.
Due to the differences in reactivities of the different monomer species, a drift in com-
position of the free monomers is expected. The conversion p is deﬁned as the number
of monomeric units which have been built into the polymeric chains with respect to
the total number of monomeric units. The conversion is a monotonically increasing
function of the polymerization time and will grow from p
￿ 0 at zero polymerization
time to p
￿ 1 for inﬁnite polymerization time.
A differential equation can be derived which describes the relation between the frac-
tion of free monomer A, xA, and the conversion, p.
dxA
dp
￿ xA
￿ pA
￿
xA
￿
1
￿ p
(13)
with boundary condition xA
￿
p
￿ 0
￿
￿ x0.
This differential equation can be solved and the following implicit solution is ob-
tained:
1
￿ p
￿ xA
x0
a 1
￿ xA
1
￿ x0
b xA
￿ x
￿
x0
￿ x
￿
g
(14)
with
a
￿ rB
1
￿ rB
￿ b
￿ rA
1
￿ rA
￿ g
￿ rArB
￿ 1
￿
1
￿ rA
￿
￿
1
￿ rB
￿
(15)
The so-called azeotropic composition, x
￿
￿ 1
￿ rB
2
￿ rA
￿ rB, is the composition of the free
monomer mixture at which no drift in composition during the polymerization process
will occur; to put it in other words, when xA is equal to x
￿
the composition of the free
monomer mixture will remain constant.
More information about this copolymerization model can be found in Chapter 6 of
[58]. The equations which were derived in this section can also be found from the10 Section 1
generalized equations given previously (derivation is in appendix C). It must be noted
that the kinetic models for anionic copolymerization and free-radical copolymeriza-
tion are very similar, but the interpretation of the quantity
#p is different for both cases.
In the case of anionic copolymerization the quantity
#p
￿
p
￿ denotes the composition of
the part of the chain formed at the conversion interval
￿
p;p
" dp
￿ , whereas in the case
of free-radical copolymerization the quantity
#p
￿
p
￿ denotes the (average) composition
of the chains formed (initiated and terminated) in the interval
￿
p;p
" dp
￿ .
1.4 Phase portraits and classiﬁcation
The binary copolymer system has only relatively few parameters and can therefore be
investigated completely. Four different phase portraits, presenting the generalized
behaviour of the free monomer mixture composition as a function of conversion,
can occur. These four different phase portraits are given in Fig 3. They are the
parametric plots of the composition-versus-conversion plots shown in Fig 4. The
arrows indicate the direction of increasing conversion, the open circles correspond to
repelling azeotropes and the closed circles correspond to attracting azeotropes.
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Figure 3: The four possible phase portraits for binary copolymerizationSection 1 11
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Figure 4: Composition of the free monomer mixture (xA) as a function of the converi-
son p for the four different cases of ﬁgure 3. The initial free monomer composition
(x0) is equal to 0
￿ 5. I: rA
￿ 10, rB
￿ 0
￿ 2, II: rA
￿ 0
￿ 2, rB
￿ 10, III: rA
￿ 20, rB
￿ 10
(x
￿
￿ 0
￿ 321 attracting), IV: rA
￿ 0
￿ 1, rB
￿ 0
￿ 2 (x
￿
￿ 0
￿ 471 repelling)
The classiﬁcation diagram demonstrating which of the four above cases will occur
for given rA and rB is extremely simple in this case and is given in Fig 5.
Thus we can distinguish three topologically different areas. Firstly, the tapered areas
(I and II), where the resulting polymer will be more or less diblock like and the
“amount of taperedness” depends on the difference between rA and rB. The more
different these quantities are, the more pronounced the diblock nature of the resulting
polymer is.
Secondly, the region IV which we will call the alternating region, because in the poly-
mer the monomers will have a tendency to alternate, i.e., an A monomer is followed
by a B monomer, which is followed by an A monomer, etc.
The last region in Fig (5) III, which corresponds to correlated random multiblock
copolymers, is unaccesible for real monomers. At least there is no known pair of
monomers which has both rA and rB larger than unity.12 Section 1
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Figure 5: The classiﬁcation diagram for binary copolymerization. The dashed bound-
ary lines denote bifurcations.
1.5 Ternary copolymers
In section 3 a ternary (three component) system will be investigated. In that sec-
tion we will be mostly interested in ﬁnding regimes where during the polymerization
process the fractions of free monomers will have an oscillating behavior in time.
In this subsection we will explain brieﬂy how to calculate the free monomer fractions
and the composition of the resulting polymer as a function of the polymerization time.
For a more complete discussion about ternary copolymerization see [48, 49].
The general scheme for ﬁnding the dependence of the free monomer fractions xa
￿
t
￿
on polymerization time (t) was presented in [48]. For three components it is given by
the following set of equations:
dxa
dt
￿ xa
￿ Xa
￿
#x
￿
￿ xa
￿
0
￿
￿ x0
a
￿ p
￿ 1
￿ e
￿ t (16)Section 1 13
Xa
￿
#x
￿
￿ Da
D
￿ Da
￿ xaBa
￿
#x
￿ sa
￿
#x
￿
￿ sa
￿
#x
￿
￿
3
å
b
￿ 1
aabxb (17)
x1B1
￿ a21a31x2
1
" a21a32x1x2
" aa23a31x1x3
x2B2
￿ a12a31x1x2
" a12a32x2
2
" aa13a32x2x3
x3B3
￿ a13a21x1x3
" a12a23x2x3
" aa13a23x2
3 (18)
The parameters aab are the inverse reactivity ratios deﬁned by aab
￿ kab
￿ kaa
￿
1
￿ rab. Six independent aab parameters are present.
This scheme boils down to a set of three coupled nonlinear ﬁrst order differential
equations which can be solved easily by for instance a Runge-Kutta algorithm [59].
A simple example is presented in Fig 6.
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Figure 6: The dependence of the free monomer composition (solid lines) and the
instantaneous polymer composition (dashed lines) versus polymerization time (t) or
conversion (p) for an example ternary system with a12
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￿ 20 and x1
￿
0
￿
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￿
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￿
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1.6 Semibatch polymerization
The main results of this section are to be published in:
“Theoretical treatment of copolymers showing intramolecular inhomo-
geneity: products of ‘living’ anionic copolymerization”, S.I. Kuchanov,
C.Kok and G. ten Brinke, Macromolecules [60].
The polymerization systems we discussed so far were all closed systems; nothing
was added or removed during polymerization. In a semibatch polymerization pro-
cess monomers are added 3 to the polymerization vessel during the polymerization
process, but nothing is removed from the vessel. The polymerization volume in the
vessel will therefore increase. This polymerization technique will give additional
possibilities to control the shape of the composition-conversion curve. In this sub-
section we will give the equations which control this compositional behavior. The
equations will become equal to those previously given (e.g. Eqs (13) and (17)) when
the ﬂow rate of adding new monomers is taken to be zero. The equations follow from
the kinetic equations of the polymerization and the material balance (conservation of
monomers).
Some new quantities must be introduced. The total number of free monomeric units
of a certain type a is denoted by Na. The concentration of this monomeric species
is denoted by Ma. The volume of the system at a given time is denoted byV, the ﬂow
rate is given by q, the composition of the incoming ﬂow is given by
#xin, and the total
concentration of monomers in the incoming ﬂow is given by Min.
The total incoming ﬂux of monomers of type a is denoted by
2 a and is given by
2 a
￿ qMinxin
a
￿ qMin
a (19)
The material balance equation for monomers of type a can be written down:
dNa
dt
￿
2 a
￿ å
b
kbaRbMaV (20)
where Rb is the concentration of living macro-ions which active ends are of type b.
Summing this equation over a and dividing by V gives the equation which controls
the total free monomer concentration M
￿ åaMa during polymerization:
dM
dt
￿ 1
q
Min
￿ M
￿ å
a å
b
kbaRbMa (21)
The quantity q
￿ V
￿ q is equivalent to the residence time in CSTR4-type polymeriza-
tions [61].
3The monomer are usually added as a concentrated solution, so also some solvent is added.
4Continuously Stirred Tank ReactorSection 1 15
Rewriting this gives an equation for the free monomer composition variation during
polymerization:
dxa
dt
￿ 1
q
Min
M
xin
a
￿ xa
" Rxa
￿
S
￿ Sa
￿ (22)
where R is the total concentration of free macro-ions5. The quantities S and Sa are
given by S
￿ åaxaSa and Sa
￿ åbkbarb
￿
#x
￿ . The quantities rb
￿
#x
￿ are the fractions
of macro-ions which active ends are of type b. These quantities are known to depend
only on the fractions of free monomers xa and the kinetic parameters kab.
ra
￿
#x
￿
￿
Ra
R
￿ xaBa
kaa å
b
xbBb
kbb
-1
(23)
The quantities Ba can be obtained by a graph theorical method described in [49]. For
two component systems the quantities Ba are given by
B1
￿ 1
r2
￿ k21
k22
B2
￿ 1
r1
￿ k12
k11
(24)
For three component systems the quantities Ba are given in (18).
For such semi-open systems the conversion is a rather ill-deﬁned quantity and instead
we will use the average chain length as a means to denote the progress of the poly-
merization. In principle the chains can grow to inﬁnite length in this polymerization
method, because of the feed of monomers. However due to the dilution of the active
centers (macro-ions) the rate of polymerization drops6. The average chain length l is
the ratio of the number of consumed monomers over the number of active centers.
l
￿
t
￿
￿ V0M0
"
t
0Min
￿
t
￿
3
￿ q
￿
t
￿
3
￿ dt
￿
4
￿ M
￿
t
￿ V
￿
t
￿
R0V0 (25)
where the superscript 0 denotes the initial values.
Some examples of polymer compositions which are obtainable with this polymer-
ization technique are given in section 2.7. In Appendix B it is investigated how the
average chain length behaves as a function of time for homopolymerization and con-
stant ﬂow.
1.7 Calculating the scattering properties
It is known that scattering properties and spinodal decomposition are closely related
subjects. A scattering experiment probes the sample for dominant length scales.
5The total number of macro-ions is constant during polymerization because no termination reac-
tions are present in the kinetic model we apply, but the volume increases in time.
6We assume ideal stirring, so viscosity plays no important role in the discussion16 Section 1
When by changing some external parameter (e.g. temperature) a composition ﬂuc-
tuation of a certain wave length becomes stable, i.e. this ﬂuctuation will lower the
free energy, this can be easily detected by a scattering experiment, because a diverg-
ing peak at a scattering vector q connected to this length scale emerges. The onset
of stability of composition ﬂuctuations of a certain length scale is called the binodal.
A closely related concept is the spinodal, which denotes the absolute unstability of
the disordered phase (see subsection 1.7.3). Here, we will focus mainly our atten-
tion on binary copolymers and we want to calculate the scattering properties of these
copolymers in the melt7.
As discussed by Degennes [19], the existence of a scattering peak in a scattering ex-
periment does not necessarily mean that the system is phase separated. For block
copolymers, due to the existence of a natural (small) length scale in the system,
namely the radius of gyration usually, the system will have a peak even if the sys-
tem is homogeneous in time and spatial average 8. This is due to the connectivity of
the polymer monomers. In the neighbourhood of a certain A-monomer for instance
will be an instanteneous (small) surplus of A-monomers, because of the neighbour-
ing A-monomers in the same block as that particular A-monomer. This is called the
“correlation hole effect”.
1.7.1 Introduction to averages
It is assumed that the polymer chains grow throughout the total polymerization time.
So initiation is instantaneous and and no termination occurs during polymerization
time. In this approximation, the monomer index i is proportional to the conversion
p. The monomer index is the number of the monomer counted from the start of the
chain.
The number of monomers per chain, l, obeys a Poisson distribution. The average
number of monomers per chain at full conversion
￿ l
￿ can be easily calculated
by dividing the total number of (consumed) monomers by the number of initiator
molecules. In practice,
￿ l
￿ is very large and the Poisson distribution is very sharply
peaked around l
￿
￿ l
￿ , so monodispersity in chain length can be assumed9.
It is necessary to introduce some kind of representation of the polymer chains to do
calculations. Therefore we represent the chains by functions sa
￿
i
￿ , which are deﬁned
by:
sa
￿
i
￿
￿ 1 if monomer i is of type a
0 if monomer i is not of type a (26)
7Note that the polymerization process is taken place in solution while the scattering properties are
studied in the melt.
8It is not only necessary to have a natural length scale, but there has to be a contrast at this length
scale. This contrast is in blockcopolymers achieved by the contrast between the different blocks.
9The molecular weight distribution can be calculated to be Mw
5 Mn
6 1
7 1
5 lSection 1 17
We introduce two kinds of averages:
1. Intramolecular: the average is taken within one chain over all the monomers of
this chain.
￿ quantity
￿
￿
1
l
l
å
i
￿ 1
quantity
2. Intermolecular: the average is taken over all the chains in the system.
quantity
￿
åchainsquantity
#chains
We introduce an average chainwhich is represented by sa
￿
i
￿ , which can be calculated
quiteeasilybysolvingEq(14) numerically. Notethatwiththeassumptionsmadehere
the following identity holds sa
￿
i
￿
￿ pA
￿
p
￿ i
￿ l
￿ ).
1.7.2 Correlation functions and approximations
To calculate the scattering properties of a polymer melt, we need to calculate the
so-called correlation functions of the unperturbed ideal single chain. If the chain is
sufﬁciently long, it will obey random walk statistics in the melt (the Flory principle)
which makes the mathematics managable. The second order correlation function will
sufﬁce for the moment, because this function determines the scattering.
The second order correlation function for polydisperse polymer systems [62] is de-
ﬁned by:
Gab
￿
q
￿
￿ 1
l
l
å
i
￿ 1
l
å
j
￿ 1
sa
￿
i
￿ sb
￿
j
￿ e
￿
9
8 a2q2
: 6
;
=
< i
￿ j
<
￿ (27)
where q is an inverse length scale (scattering vector, see next subsection) and a is the
length of a polymer segment 10. A segment should be taken sufﬁciently long so that
the random walk statistics is valid, and for the theory to work properly a sufﬁciently
large number of segments must be present in the chain. In the rest of this work we
will use the terms “monomer” or “segment” for this fundamental building block of
the polymer and the above condition is implicitly assumed (freely jointed chain).
The calculation of the correlation functions has to be performed by a computer. The
quantity sa
￿
i
￿ sb
￿
j
￿ is extremely difﬁcult (expensive in CPU time) to calculate in the
polydisperse case of tapered copolymers. The only quantity which can be directly
calculated is the average of a single s-function (sa
￿ pa in (12)) and averages of
products of s-functions can only be calculated by Monte Carlo simulation, in which
10For systems which are polydisperse in length, special care must be taken in the averaging over
the system Gab
> q
?
A
@ 1
l lGab
> q
?18 Section 1
many (trial) chains are constructed and for those chains the functions sa
￿
i
￿ sb
￿
j
￿
can be calculated for arbitrary i and j. Then those functions are averaged over all
chains. To get a fairly acurate results for such an average many chains have to be
constructed. Therefore an approximation is necessary. The simplest attempt to obtain
amanagableapproximationfor sa
￿
i
￿ sb
￿
j
￿ istoassume the internalcorrelationlength
to be negligible. In this approximation we can write:
sa
￿
i
￿ sb
￿
j
￿
￿ sa
￿
i
￿ sb
￿
j
￿
￿
i
B
￿ j
￿ (28)
This approximation proves to function properly if r1r2
￿ 1, but in many cases when
this condition is not met, this approximation works poorly. A better approximation is
needed in that case.
It is known that for homogeneous, i.e. non-tapered, chains the Markov chain nature
can be mathematically formulated as
sa
￿
i
￿ sb
￿
j
￿
￿ sa Mj
￿ i
ab
￿
i
￿ j
￿ (29)
The Markov matrix M has two eigenvalues, namely l and 1, where l is deﬁned by:
l
￿ MAA
" MBB
￿ 1
￿
4
C
l
C
E
D
1
￿
￿
￿ (30)
The (unnormed) eigenvector of M belonging to the eigenvalue l is given by el
￿
￿
￿ 1
￿ 1
￿ T and the (unnormed) eigenvector belonging to the eigenvalue 1 is given by
e1
￿
￿ 1
￿ MBB
1
￿ MAA
￿ 1
￿ T. The matrix M can now be diagonalized in the following way:
M
￿ ELE
￿ 1 with E
￿
1
￿ MBB
1
￿ MAA
￿ 1
1 1
and L
￿ 1 0
0 l (31)
The matrix M can be subdivided into two parts.
M
￿ E
1 0
0 0
"
0 0
0 l E
￿ 1
￿ C
" ˜ M
￿ (32)
It is now easy to see that Mk
￿ C
" ˜ Mk, where the matrix ˜ Mk will converge to zero
rapidly for increasing k.
Because of the tapering present in the system, the matrix M will not be constant
between the monomers i and j. It will be assumed that the part of M which takes
the intrachain correlations into account ( ˜ M) will be negligible for large k
￿ j
￿ i and
will therefore hardly change on the length scale of interest. To put it in other words:
the correlation length µ
￿
￿
￿
logl
￿
￿ 1 is much smaller than the chain length l. The
elements of the matrixC can be identiﬁed with sb
￿
j
￿ . So it holds
sa
￿
i
￿ sb
￿
j
￿
￿ sa
￿
i
￿ sb
￿
j
￿
" ˜ M
￿
i
￿ j
￿ i
ab
￿
i
￿ j
￿
￿ (33)Section 1 19
where the matrix ˜ M
￿
j
￿ is given by
˜ M
￿
i
￿ k
￿ l
￿
i
￿ k
8 MAA
8 i
;
￿ 1
;
l
8 i
;
￿ 1
8 1
￿ MBB
8 i
;
F
;
l
8 i
;
￿ 1
8 1
￿ MAA
8 i
;
F
;
l
8 i
;
￿ 1
8 MBB
8 i
;
￿ 1
;
l
8 i
;
￿ 1
￿ (34)
The ‘crude’ approximation (28) can be found by taking l
￿ 0. In appendix E a
rigorous derivation can be found.
Special care should be taken for the case of i
￿ j (so-called self-correlation). It fol-
lows easily that
sa
￿
i
￿ sb
￿
i
￿
￿ dabsa
￿
i
￿
￿
￿
This is due to the fact that the function sa
￿
i
￿ can only take values equal to 1 or 0, and
these two values are equal to their squares.
For the third and higher orders this extended approximation can also be used, e.g.:
sa
￿
i
￿ sb
￿
j
￿ sg
￿
k
￿
￿ sa
￿
i
￿ sb
￿
j
￿
" ˜ M
j
￿ i
ab
￿
i
￿ sg
￿
k
￿
" ˜ M
k
￿ j
bg
￿
j
￿
￿
i
￿ j
￿ k
￿
(35)
Careful permutations with respect to i, j, and k have to be used to calculate the third
order correlation function (35).
1.7.3 Spinodal decomposition
An important concept in copolymer theory is the so-called spinodal decomposition.
Below a certain temperature the copolymer system becomes absolutely unstable with
respect to ﬂuctuations of a certain length scale. If the system is unstable with re-
spect to ﬂuctuations of an inﬁnite length scale, the system will macrophase separate
and macroscopically large domains will appear which are in excess of certain com-
ponents. This will normally turn the polymer melt opaque. If the system is unstable
with respect to ﬂuctuations of a ﬁnite length scale, the system will microphase sep-
arate and domains will be formed with size of the order of the radius of gyration of
the polymer molecules11 which will have an excess of one of the monomer species
present in the polymer molecules.
Spinodal decomposition can be measured by various scattering techniques, for in-
stance X-ray scattering, neutron scattering, etc. The scattering intensity as a function
of the scattering vector q can be derived to be:
I
￿
q
￿
￿
￿
a1
￿ a2
￿ 2
H
￿
q
￿
￿
￿ 2c
￿ (36)
11This only holds for diblock-likemolecules; for multiblock copolymers the phase separation length
scale will be on the the order of the raduis of gyration of a block which will be much smaller that the
radius of gyration of the entire molecule.20 Section 1
where
￿
a1
￿ a2
￿ 2 is the contrast between the two monomer species and c is the Flory-
Huggins parameter describing the effective repulsion between different monomers
and which is inversely proportional to the temperature. The function H
￿
q
￿ is the so-
called (inverse) scattering function which is connected to the correlation functions of
an ideal single chain [10]. Within the so-calles Random Phase Approximation (RPA),
it is given by
H
￿
q
￿
￿ åabGab
￿
q
￿
C
G
￿
q
￿
C
￿ (37)
where Gab are the elements of the correlation matrix G and
C
G
C
denotes the deter-
minant of G. The expressions for the ideal correlation matrix elements were given
previously in Eq (27). The scattering vector q is an inverse length scale.
The shape of the function H
￿
q
￿ and the position of its minima determine the type
of phase separation which will prevail. Normally in block copolymers the function
H
￿
q
￿ has a single minimum, but cases are known with two distinct minima [63].
If the function H
￿
q
￿ has an absolute boundary minimum at q
￿ 0, the system will
usually macrophase separate upon cooling (i.e. increasing c); this is normally called
the trivial branch of the spinodal. If the function H
￿
q
￿ has an absolute minimum at
q
￿ 0, the system will microphase separate upon cooling; this is called the non-trivial
branch of the spinodal. The q-value at which the function H
￿
q
￿ attains its absolute
minimum is denoted by q
￿
.
At elevated temperatures the parameter c is small and what is more important smaller
than H
￿
q
￿
￿ 2 (for all q), which is independent of the temperature. Therefore the de-
nominator of (36) is positive and the scattering intensity is relatively low. If the
temperature is decreased, the parameter c increases and the difference H
￿
q
￿
G
￿ 2c be-
comes smaller and the scattering intensity increases. If the temperature decreases
even further the difference between H
￿
q
￿ and 2c becomes zero for a certain value
of q (namely q
￿ q
￿
) and the scattering intensity diverges. At this temperature the
system becomes unstable with respect to ﬂuctuations of a length scale inversely pro-
portional to q
￿
. This temperature is denoted by the spinodal temperature (Ts) and the
corresponding c-value is called the critical c-value (cc).
Mathematically these quantities are deﬁned by the following expressions. For the
non-trivial branch
dH
￿
q
￿
dq q
￿ q
H
￿ 0
d2H
￿
q
￿
dq2
q
￿ q
H
￿ 0 cc
￿ H
￿
q
￿
￿
￿ 2 (38)
and for the trivial branch
cc
￿ H
￿
0
￿
￿ 2 (39)Section 1 21
1.7.4 Self correlations
For polymers of ﬁnite length, as are considered in this work, the so-called self corre-
lation plays an important role, especially for boundary cases like q
￿ 0 or q
￿ ¥. The
self correlation is studied in detail in this section for both the approximated cases and
the exact case.
We start again from the deﬁnition of the correlation function:
Gab
￿
q
￿
￿ 1
l
l
å
i
￿ 1
l
å
j
￿ 1
sa
￿
i
￿ sb
￿
j
￿ e
￿
9
8 a2q2
: 6
;
=
< i
￿ j
<
￿ (40)
Exact case
First we will examine the case q
￿ 0 (i.e. phase separation on an inﬁnite length, the
so-called macrophase separation) for the exact case.
Gab
￿
0
￿
￿ 1
l
l
å
i
￿ 1
l
å
j
￿ 1
sa
￿
i
￿ sb
￿
j
￿
￿ 1
l
l
å
i
￿ 1
l
å
j
￿ 1
sa
￿
i
￿ sb
￿
j
￿
￿ 1
l
l
å
i
￿ 1
l
å
j
I
￿ i
sa
￿
i
￿ sb
￿
j
￿
"
1
l
l
å
i
￿ 1
sa
￿
i
￿ dab (41)
where use has been made of the relation sa
￿
i
￿ sb
￿
i
￿
￿ sa
￿
i
￿ dab. The last term of Eq
(41) is the self correlation term (i
￿ j). Normally it is an order l smaller than the main
term of the RHS of Eq (41), but in certain cases it will dominate the behavior of the
vertex function H
￿
q
￿ (Eq (37) due to cancellation of the main term.
From Eq (41) we can easily ﬁnd the speciﬁc quantities GAA, GAB, and GBB.
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By the same line of reasoning we ﬁnd GBB to be:
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and GAB is given by
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It is now trivial to see that the numerator of the scattering function (37) is given by
å
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which should be true for any binary system with monodispersity in length12. Its
denominator13 is given by
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Thus the scattering function (37) for q
￿ 0 is given by:
H
￿
0
￿
￿ 1
lvar
￿
￿ sA
￿
￿
￿
(59)
12for systems which are polydisperse in length it can be shown that åabGab
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In the case of monodispersity in composition the quantity var
￿
￿ sA
￿
￿
￿
￿ 0 and
H
￿
0
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￿ ¥ which is in agreement with general principles which prevent the occur-
rence of macrophase separation in (completely) monodisperse systems.
The correlation functions for q
￿ ¥ are much easier. In this case the exponential in
the deﬁnition of the correlation function (27) is zero except for the self correlation
term. Thus
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and thus the scattering function is given by
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Approximated case
For the approximated case it is assumed that sa
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Substitution of q
￿ 0 yields for the speciﬁc correlation functions GAA, GAB, and GBB:
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ThusH
￿
0
￿
￿ ¥andmacrophaseseparationisimpossibleinthisapproximation, which
is obvious from the fact that the approximation assumes all chains in the system to be
equaland thusprohibitingmacrophase separationwhichrequiresat leasttwodifferent
species (chains) in the system.24 Section 1
If we substitute q
￿ ¥ into (66) we obtain:
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The scattering function is therefore given by
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1.8 Higher order correlations
In order to obtain information about the spatial structure of the microphase separated
morphology, it is neccesary to calculate the third and the fourth order vertex func-
tions. These vertex functions are connected to the third and fourth order correlation
functions of the non-interacting ideal copolymer chains. The connection between the
correlation functions and the vertex function has been derived by Leibler [10] for the
case of monodisperse diblock copolymers. This derivation can be extended to our
polydisperse system. Because of the polydispersity in the system, a so-called “non-
local” term in the fourth order vertex will appear, which was not present in Leibler’s
monodisperse treatment [64].
We introduce a function g
￿
#q
￿ with:
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￿
￿
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￿
￿ e
￿ a2q2
: 6
￿
1.8.1 Third order correlation function
The third order correlation function for a system which is monodisperse in length (all
chains have length l) is given by:
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The “ﬁrst harmonics approximation” (FHA) consists of the assumption that all rel-
evant scattering vectors
#qi have the same length, i.e.,
C
#q1
C
￿
C
#q2
C
￿
C
#q3
C
￿ q
￿
. The
validity of this approximation is discussed in [65]. In this approximation, the only
possible combination of three vectors which sum to zero is given in the next ﬁgure.
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\
]
]
]
]
^
_
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#q3
Figure 7: Triplet of
#q’s which sum to zero
This approximation makes the calculation much easier. The formulae for Gijk be-
comes now
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1.8.2 Fourth order correlation function
For the fourth order correlation function Gabgd
￿
#q1
￿
#q2
￿
#q3
￿
#q4
￿ the same formulaeas for
the third order apply. But because now more indices are present more permutations
are possible and an additional complication comes from the fact that even in the ﬁrst
harmonics approximation not all sums of two vectors are equally long.
The fourth order correlation function is given by:
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In the ﬁrst harmonics approximation it holds
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the following parameters:
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It can be shown that in a three dimensional space it holds h1
" h2
" h3
￿ 4.14 Thus
in the FHA only three parameters, q, h1, and h2, are necessary to describe the fourth
order correlation function.
1.8.3 Landau free energy expansion
The Landau free energy F is a functional of the order parameter y
￿
#x
￿ . The order
parameter describes the deviation of the composition of the polymer mixture from
the homogeneous state. It is deﬁned by:
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￿
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where the function f
￿
#x
￿ denotes the monomer-A-fraction at a speciﬁc (coarse-
grained) spatial coordinate
#x and
￿
=
￿
￿
￿
￿
￿
c
￿ is a spatial average over the system. A certain
degree of coarse graining is assumed.
The Landau free energy expansion assumes that the system is nearly homogeneous
so that the order parameter y
￿
#x
￿ is small and so the free energy can be written as a
14Note that this only holds if
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power series in y
￿
#x
￿ . This is the so-called “Weak Segregation Limit” (WSL). After
Fourier transformation, the Landau free energy expansion looks as follows
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The coefﬁcients, Gi
￿
#q1
￿
￿
￿
￿
￿
￿
￿
#qi
￿ , are called the ith order vertex functions. These ver-
tex functions are connected to the correlation functions. This connection will be
explained in a following subsection.
It is well-known that it sufﬁces to take only contributions up to fourth order into
account. For more details about the general underlying theory see [10, 53, 12].
1.8.4 Spatial symmetries
We assume that the order parameter y
￿
#x
￿ has a certain spatial symmetry. In this work
we will only consider the ﬁrst harmonics approximation (FHA) 15. This means that
only the ﬁrst shell of reciprocal lattice vectors is taken into account. As a conse-
quence, all the reciprocal lattice vectors have the same length,
C
# Qk
C
￿ q
￿
, where q
￿
denotes the q-value for which the second order vertex function attains its minimum16.
So we can write y
￿
#x
￿ as a sum of plane waves
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where the Qk’s are the reciprocal lattice vectors of the symmetry of interest, n is the
number of different reciprocal lattice vectors, the fk’s are freely choose-able phase
shifts, and yn is the amplitude of the order parameter for this speciﬁc symmetry.
In the ﬁrst harmonics approximation four different spatial structures can occur: dis-
ordered (dis), lamellar (lam), hexagonal (hex) and body centered cubic (bcc).
1.8.5 Landau expansion coefﬁcients for the different spatial structures
Substitution of (88) in (87) and taking only contributions up to fourth order into ac-
count gives:
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n (89)
15The FHA takes most of the free energy contributions up to fourth order in y into account, but two
additional contribution of this order are present in the second harmonics and should in principle be
taken into account to be consistent. These two additional contribution are normally neglected because
their prefactors are argued to be small.
16except in awkward cases like [11]28 Section 1
structure n reciprocal lattice vectors
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Table 1: Parameters of the different symmetries
where yn denotes the amplitude of the order parameter and the value of n depends on
the symmetry of the order parameter. The values of the angles fk in (88) are absorbed
in the parameters gi. The constant term F0 in Eq (87) can be taken zero, because it
will play no role in the determination which of the spatial symmetries is the stable
one. The absolute value of the third order coefﬁcient must be taken, because we want
to minimize the free energy F and by doing the transformation y
￿
￿ y, it can be
seen that the third order contribution should always be negative.
For the different symmetries given in Table (1), equations can be derived for the
parameters gi
￿
n
￿ .
The second order coefﬁcient g2 is conveniently chosen to be independent of the sym-
metry.
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The third order coefﬁcient g3 depends on the number of triplets of vectors in the ﬁrst
harmonics sphere which add up to zero.
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where R is the rotation operator over an angle of 120 degrees.
For the fourth order coefﬁecient, the following equations can be derived:
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where the function ˜ G4 is deﬁned by:
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with
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￿ h3 deﬁned by (85).
These different contributions to g4 can also be depicted in graphs:
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Figure 8: Quadruplets of vectors contributing to the fourth order coefﬁcient
The ﬁrst three contributions are ﬂat, but the fourth is not. The vector
#q2 points out of
the paper towards the viewer and the vector
#q3 points into the paper.
1.8.6 Vertex functions and diagrams
The vertex functions appearing in (87) are connected to the correlation functions. The
derivation of these equations is rather elaborate and can be found in the literature, e.g.
[66], [10], [67].
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In the deriviation of this equation, use has been made of the incompressibility of the
system.
The higher order vertices can be derived in a similar way:
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These expressions can be depicted in diagrams as shown in Figs (9) and (10).
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Figure 9: The second and third order diagrams in ﬁrst harmonics approximationSection 1 31
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Figure 10: Fourth order diagrams in ﬁrst harmonics approximation
These diagrams can be interpreted in the following way. The dot connecting the
vectors represent the correlation functions of the noninteracting ideal chains. The
number of vectors connected to this correlation function is equal to its order and the
sum of all vectors which come together in a dot must be zero. The vectors themselves
represent the functions za
￿
#q
￿ .
1.9 Detailed look at the Landau expansion
We want to look into detail at the Landau free energy expansion for a given symmetry
given by Eq (89), which is repeated here (V is taken to be unity).
Fn
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￿
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￿ y2
n
￿
C
g3
￿
n
￿
C
y3
n
" g4
￿
n
￿ y4
n (99)
To ﬁnd extrema of this function with respect to y we have to look at its derivatives
with respect to y and ﬁnd its zeroes.
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￿ 3
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￿
n
￿
C
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n
" 4g4
￿
n
￿ y3
n
￿ 0 (100)
What can be seen easily is that yn
￿ 0 is always an extremum. Additional extrema
can occur depending on the value of the parameter b
￿ g2g4
g2
3
. Seven distinct cases can
be distinguished:
1. b
￿ 9
32: single minimum at y
￿ 0
2. b
￿ 9
32: inﬂection point at y
￿ 0
3. 1
4
￿ b
￿ 9
32: second minimum at y
￿ 032 Section 1
4. b
￿ 1
4: both minima have same value (binodal or ODT)
5. 0
￿ b
￿ 1
4: minimum at y
￿ 0 is lower than that at y
￿ 0, but both minima are
separated by a maxium (meta-stability)
6. b
￿ 0: disappearance of the separating maximum (spinodal)
7. b
￿ 0: stable ordered structure
These cases are plotted in Fig 11
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Figure 11: The seven shapes of the Landau polynomial with g3
￿ g4
￿ 1 and g2
￿ 1
(1), g2
￿ 0
￿ 28125 (2), g2
￿ 0
￿ 27 (3), g2
￿ 0
￿ 25 (4), g2
￿ 0
￿ 18 (5), g2
￿ 0 (6), g2
￿
￿ 0
￿ 1
(7)
Because G2, g3, and g4 are temperature independent, it is shown in Fig 11 that by
decreasing the temperature (increasing c) it is possible to go from case 1 to case 7.
This corresponds to a ﬁrst order phase transistion, because a jump in the position of
the absolute minimum, ymin, occurs at the binodal.
So far it has been assumed that g3
B
￿ 0, but if we set g3 equal to zero a different picture
arises.Section 1 33
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Figure 12: The three shapes of the Landau polynomial for g3
￿ 0 and g4
￿ 1; curve 2
corresponds to the spinodal
In the case g3
￿ 0, a continuous transition from ymin
￿ 0 to ymin
￿ 0 occurs and
therefore the phase transition is second order. The spinodal and the binodal coincide
in this point. The volume fraction x0 for which g3 is zero, is therefore special and
it is called the “critical point”. This critical point plays an important role when one
wants to reﬁne the mean ﬁeld theory used so far by introducing so-called “ﬂuctuation
corrections” [66]. It can be shown that linear binary copolymers must always have an
odd number of critical points. For adiblock copolymers itcan be seenfrom symmetry
that a critical point exists at x0
￿ 0
￿ 5.34 Section 1
1.10 Markov process method
The main results of this section are to be published in:
“Theoretical treatment of copolymers showing intramolecular inhomo-
geneity: products of ‘living’ anionic copolymerization”, S.I. Kuchanov,
C.Kok and G. ten Brinke, Macromolecules [60].
In previous sections we assumed that all chains have equal length. This assumption
is equivalent to the assumption that all chains grow in the same environment and
the monomer index i is strictly equal to plm.17 In reality the chain growth will be a
stochastic process, where some chains will initially start to grow fast and some chain
will grow slowly. On average the monomer index will be equal to plm, but this is
not true for individual chains. In this section we will derive a theory which describes
more realistically the polymerization process.
To obtain expressions for such a polymerization model, we have to introduce an ad-
ditional label t to the monomers inside a polymeric chain which describes the time
at which this particular monomer was polymerized into the polymer. This label t
will not have an inﬂuence on the physical properties of the ﬁnal polymer, because the
ﬁnal system does not remember the “when” of polymerization. Only the distribution
of unlabeled units
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￿
t
￿
￿
t
0
Qi
a
￿
t
￿ dt
￿
i
￿ 2
￿ , P1
a
￿
t
￿
￿ va (101)
has physical meaning18.
The inﬁnitesimal probability dPi
a
￿
t;t
￿ to ﬁnd at a time t at the i-th position of a
polymer chain an a-th type unit being formed within the interval from
￿
t
￿ t
" dt
￿ is
determined by the expression
dPi
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￿
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￿
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￿ (102)
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where hs
￿
t
￿ t
￿ is the step-function equal to 1 at t
￿ t and to 0 at t
￿ t.
The functions Qi
a
￿
t
￿
￿
a
￿ 1
￿
￿
￿
￿
￿
￿
￿ m
￿ which are convenient to consider as components
of the vector
#Qi
￿
t
￿ , are the probability densities to ﬁnd at the i-th position in a poly-
mer chain a unit of a particular type a with label t. These functions comply with the
following recurrence relationship
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￿
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t
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￿
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￿ Kba
￿
h
￿ t
￿
￿
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￿ (103)
17The quantity lm is used for the average chain length at full conversion and is equal to N, which
will be used mostly in monodisperse cases.
18The quantity na was introduced on page 7.Section 1 35
where the following designation is used
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￿ t
￿
￿ exp
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h
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￿
x
￿ dx kbaMa
￿
t
￿ (104)
This relationship is obtainable immediately from (7), (102) provided the designations
in the formerare changed l
￿ i,t
￿ t and bothits partsare summedoverthe subscript
b being preliminary multiplied by the factor kbaMa
￿
t
￿ .
The matrix K
￿
h
￿ t
￿ with the elements (104) plays for this stochastic process the role
identical to that performed by the matrix of transitions Mab for the Markov chain.
Thus, the expression Kba
￿
h
￿ t
￿ at a
B
￿ 0 has the meaning of the conventional prob-
ability to go from a state
￿
b
￿ h
￿ by polymerization of a single monomer to the state
￿
a
￿ t
￿ .
The components of the vector
#Qi
￿
t
￿ , prescribing in accordance with (101) the distri-
bution
#Pi
￿
t
￿ , can be found in line with (103) as a result of the effect upon
#Q1 of the
operator
~
8 i
￿ 1
; which represents the
￿
i
￿ 1
￿ -th power of the matrix-integral operator
~ with kernel (104). Its spectrum19 predetermines the character of the behaviour of
the distribution Pi
￿
t
￿ at different instances of copolymerization.
As emphasized in the foregoing under the condition ¯ l
￿ lmp
￿
￿
￿ 1, the variable i may
be considered to be continuous and thus the distribution ri
b can be approximated by a
monodisperse one rb
￿
p
￿
￿ d
￿
i
￿ lmp
￿
￿ . Within the framework of this approximation the
recourse to formulas (102), (101) and (6) results in the following simple expression
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￿
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￿ hs
￿
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￿ (105)
where p represents the conversion of monomers at the moment t whereas the depen-
denceXa
￿
p
￿ isregardedtobeknown fromthetheoryoffree-radicalcopolymerization
according to Eqs (4), (5).
The description of chemical structure of the macromolecules of copolymers may be
accomplished in two fashions. The ﬁrst of them is carried out by setting the prob-
abilities of sequences Uk containing k
￿ 2
￿ 3
￿
￿
￿
￿
￿ monomeric units. As distinct from
this traditional way sometimes it is more convenient to describe the sequence distri-
bution in linear copolymers in terms of so-called chemical correlators [50, 68]. The
simplest among them, Yab
￿
k
￿ , is the joint probability to ﬁnd two randomly chosen
monomeric units on the same macromolecule which are separated by an arbitrary se-
quence Uk [69], where one the monomers is of type a and the other of type b. This
correlator plays an important role in the thermodynamics of solutions and blends of
heteropolymers since its generating function
￿
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￿
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￿
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¥
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￿
k
￿ xk
! 1 (106)
19The spectrum of an operator is the set of its eigenvalues.36 Section 1
enters into the expression for the spinodal [69]. Except for normalization factors Eq
106 is identical to Eq 27 because
Yab
￿
k
￿
￿ å
i
sa
￿
i
￿ sb
￿
i
" k
￿
￿
￿ (107)
It is possible to deﬁne a three-point chemical correlator Yabg
￿
k1
￿ k2
￿ as a joint proba-
bility to ﬁnd three randomly chosen units of type a, b, and g respectively divided by
arbitrary sequences comprising k1 and k2 units. The gf of this correlatorWabg
￿
x1
￿ x2
￿
enters into the equations for ﬁnding critical points of solutions and blends of het-
eropolymers [69]. In a similar manner it is possible to deﬁne n-point chemical cor-
relators. The knowledge of the gf of n-point chemical correlators is necessary in the
calculation of the coefﬁcients of the expansion of the Landau free energy [69]. All
these gf can be found in a standard way provided the expression for the Generating
Functional ofChemicalCorrelators (GFCC) isknown. Forexamplethe gfofthe two-
point correlator (106) is expressed through the second-order variational derivative of
the GFCC
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(108)
Similarly, the gf of the chemical correlator of any order is expressible through the
variational derivative of the same order of the GFCC, taken with respect to the vector-
functions s1
￿
t1
￿
￿ s2
￿
t2
￿
￿
￿
￿
￿
￿
￿ , all components of which are equal to unity.
The GFCC of astochastic Markovianprocess of conventional movement alongchains
of labeled units, describing the products of anionic copolymerization, has the follow-
ing appearance
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￿ dx (110)
Substituting of the functional (109) into formula (108) will lead to the following ex-
pression for the gf of the two-point correlators
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where the designation is used
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whiletheelementsLab ofthematrix Lcanbefoundfromthesolution ofthefollowing
set of the integral Volterra equations
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Knowing the vector-function
#Q
￿
h
￿ and the matrix-function L
￿
x;h
￿ t
￿ one can also
ﬁnd the gf of the three-point correlator
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as well as any other, the algorithm of the construction of which is evident.
The equations presented above for ﬁnding the gf of the chemical correlators of
copolymers synthesized by an anionic mechanism are exact within the framework
of the kinetic model chosen. Of major interest in the application of the gf (111) for
the calculation of the scattering intensity of solutions and blends of these polymers,
as it will be demonstrated in Section 2, are the values of the argument x close to unity.
For such values of x, i.e., at 0
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￿ 1, in the case ¯ l
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have the following approximate solution
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Under this approximation the components (112) of the vector
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￿
h
￿ are given by
Qa
￿
h
￿
￿ lmXa
￿
p
￿
h
￿
￿
￿
dp
dh
(116)
Making use of the Eq (6) one may conveniently switch when performing particular
calculations from integration over time to that over conversion, which leads to the
following simple approximate expression for the gf (111)
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Extention of this expression to multipoint correlators is quite apparent.38 Section 1
1.11 Transformation to numerically friendly equations
To do computational calculations with the equations given in the previous subsection
it proves to be useful to transform these equationsfrom the time domain to the conver-
sion domain. In the conversion domain all the neccesary integrals can be performed
over a bounded interval which is numerically much more favorable than in the time
domain where these integrals have to be peformed over an unbounded interval for
full conversion (t
￿ ¥). Thus the equations given in the previous subsection will be
repeated here in their conversion domain form.
Additional labels p1
￿ p2
￿
￿
￿
￿
￿
￿ are used instead of the greek characters t, h, x which
denotethe conversions atwhichcertainmonomersare addedtothemacro-ions. These
labels are artiﬁcal and will be integrated out later on to obtain physical quantities.
We need to deﬁne a function ˜ sa (not to be confused with an earlier s deﬁnition which
described the polymer composition) which denotes the rescaled number of monomers
of type a which are consumed at a certain conversion p.
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From Eq 6 follows that the quantity F
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Notethat allthe equationshavebeentransformed fromtimespaceto conversion space
by using Eq (6). The quantities with a tilde (˜) are equal to the untilded quantities
divided by the factor R0F
￿
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; . Note also the
difference between ˆ s and ˜ s in Eq 119.
1.11.1 K-operator
We can now redeﬁne the transition operator kernel ˜ K 20
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The relevance of the ˜ K-operator kernel can be seen from the equations which gov-
ern the composition of the chains at a certain position i after a certain conversion
p (Pi
a
￿
p
￿ ). To calculate this function we need to introduce the function ˜ Qi
a
￿
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￿ dp1
which denotes the probability of ﬁnding at position i of a chain a monomer of type a
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which was added in the conversion interval
￿
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￿ . This function is given by
the recurrence relationship
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with
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￿
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￿
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￿
(na is fraction of inital (macro)ions formed from the ﬁrst monomer with the initiator).
The function Pi
a
￿
p
￿ can now be found by integration over the artiﬁcal label p1.
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This equation proves to be very difﬁcult to calculate numerically, due to the existence
of an integral in the exponent (Eq (120) and the recurrent nature of Eq (121).
1.11.2 Correlation function
For the correlation functions a similar expression can be found
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The quantity y
￿ exp
￿
￿ a2q2
￿ 6
￿ is a rescaling of the inverse length scale.
The transistion operator ˜ Lab kernel 21 can be found by solving the following Volterra
equation
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p2 (which follows from Eq (123)).
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1.11.3 Solving the Volterra equation
Eq (125) is rather complicated to solve numerically as are most Volterra equations
[70, 71]. Fortunately in this case the kernel operator ˜ K is seperable.
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Substitution of Eq (126) into Eq (125) gives
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dividing both sides by Ha
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￿ and differentiating towards p1 gives
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where L
￿ab
￿
y;p1
￿ p2
￿ denotes differentiation towards p1 (i.e. the ﬁrst p parameter).
The minus sign stems from the fact that differentiation is performed with respect to
the lower bound of the integral.
Rewriting this into a linear differential equation form gives:
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We can use the following identities
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to further simplify the differential equation to
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The boundary conditions connected to the differential Eq (131) are
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This linear ﬁrst order set of differential equations can be solved easily.
1.12 Spinodal decomposition in ternary copolymer melts
The spinodal of an m-component system can be constructed in the long chain approx-
imation, i.e. changing summations in (27) into integrations and neglecting intrachain
correlations (µ
￿ N in section 1.7.2). The equations are given in appendix D. For
three components the spinodal condition is given by:
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In this elaborate set of equations, the solution of the kinetic equations (17), Xa
￿
p
￿
is substituted and the spinodal then only depends on the three c-parameters describ-
ing the energetic penalties for mixing pairs of different monomers. In the simplest
approximation, these c-parameters are inversely proportional to temperature. In this42 Section 1
approximation, we can set cab
￿ eab
T for given eab
22 and solve the system (135) for
the critical temperature Tc at which all three equations in (135) are satisﬁed by the
use of an iterative method. An example result of such a calculation is given in section
2.6.
22The quanties eab now only depend on the chemical nature of the chosen monomerpair a and
b. The parameters eab have the dimension of temperature and can be considered as twice the q-
temperature of the monomer-pair a
W b.Section 2 43
2 The phase behavior of tapered copolymers
The main results of this section are to be published in:
“Theoretical treatment of copolymers showing intramolecular inhomo-
geneity: products of ‘living’ anionic copolymerization”, S.I. Kuchanov,
C.Kok and G. ten Brinke, Macromolecules [60].
In a recent article of Aksimentiev et al [18], the phase behavior of general gradient
copolymers was discussed. They used as example systems, gradient copolymers with
a predescribed shape of the composition along the chain and used for those shapes
simple mathematical functions. We on the other hand start from the kinetic equations
of copolymerization and derive from these equations the shape of the composition
gradient. In the article of Aksimentiev et al. only the long-chain approximation is ap-
plied where all the intrachain correlations are neglected and the correlation functions
are calculated with an integral formalism. In this section we will study the validity of
the long-chain approximation and compare its results with the more rigorous Markov
Chain (MC) approach and the fully rigorous Markov Process (MP) approach. We will
use the sum formalism to calculate the correlation functions.
The theoretical model described in the previous sections has been implemented in a
computer program. Due to computer time limitations certain extra approximations
have been used to obtain results for the morphological phase diagrams where it is
necessary to calculate the fourth order correlation functions.
The mean-ﬁeld theory described before is known to work well in the case of long
chains (i.e., large N). In the computer program N-values of the order of several hun-
dreds are manageable, but because for the calculation of morphological phase dia-
grams the computation time scales with order N4 it is obvious that longer chains are
not possible to calculate with the hardware available. It is therefore of importance to
investigate the inﬂuence of the limited chain length.
The free energy expression (89) for a given value of the composition x0 must be sim-
ulataneously minimized with respect to q, yn, and n (i.e., the symmetry) for ﬁxed
c-value to see which morphology is the thermodynamically stable one. The vertex
functions G3 and G4 are in principle independent of c, but indirect via the minimal-
ization of q they could depend on c and therefore should be recalculated for different
values of c. The calculation of the vertex functions is by far the most time consuming
operation, so this is not a feasible scheme. The approximation we made was to as-
sume the free energy to have its minimum at the value of q
￿ q
￿
. At this value of q the
second order vertex function has its minimum. This approximation assumes that the
second order contribution to the free energy dominates the higher order contributions.
The validity of this approximation is investigated in appendix A.
Forthe calculationofthespinodalsandthe criticalpointsonlycorrelationfunctionsof44 Section 2
ordertwo or threeare necessaryand the (average)polymer length canbe chosen much
larger for the approximated approaches. The numerical stability of the differential
equation (131) which is necessary to calculate for the Markov Process approach is
decaying rapidly for average chain lengths over several hundreds, therefore limiting
its applicability to relatively short chains. All the phase diagrams are calculated only
with the Markov Chain approximation.
In the ﬁrst subsection we investigate brieﬂy which types of composition gradients
can be made experimentally. The next subsection deals with four model composition
gradients to examine the difference between the spinodals calculated by the three
different calculation methods (AP/MC/MP). In the following subsections we will use
exclusively the Markov Chain (MC) method and the inﬂuence of the chain length and
the amount of tapering is studied for this approach. The ﬁnal subsections will discuss
the position of the critical point and the complete morphological phase diagram.
2.1 The shape of the composition gradient
In Fig 13a the theoretical dependence PA
￿
i
￿ is presented for macromolecules of the
copolymer of styrene and isoprene prepared by an anionic polymerization technique
at the values of reactivity ratios rA
￿ 0
￿ 03, rB
￿ 26 found earlier [72] for this sys-
tem. Because of the large discrepancy in the values rA and rB two clear cut domains
can be observed for curve a in Fig 13, separated by a rather sharp boundary. The
ﬁrst of these regions corresponds to the statistical copolymer of isoprene and styrene
with a small fraction of the latter, whereas the second one corresponds to almost pure
styrene homopolymer. With increasing discrepancy between the reactivity ratios the
tapered block copolymer will bear closer resemblance to the ideal block copolymer,
which proﬁle is depicted in Fig 2b. If the discrepancy between rA and rB decreases
the boundary between the two blocks will become more and more fuzzy while these
blocks themselves will degenerate as the fractions of the incorporated and the orig-
inal monomeric units become comparable. In the latter case we will obtain grad-
ual copolymers with a smoothly changing dependence Pa
￿
i
￿ (curve b in Fig 13) in-
stead of tapered block copolymers. Such copolymers can be obtained by varying the
monomeric species or the synthesis conditions (temperature, solvent, catalyst). It is
well-known that, for instance, adding a minute amount of polar material (e.g. THF)
to the (nonpolar) solvent leads to a dramatic shift in reactivity ratios and the resulting
polymers will be much more gradual like.
To quantitatively compare the degree of intramolecular inhomogeneity of binary an-
ionic copolymers it is convenient to introduce the parameter
d
￿
1
l
l
0
Pa
￿
i
￿
￿
￿ za
2
di (145)
whose value coincides with the dispersion of the composition distribution of the free-Section 2 45
radical copolymerization products
s2
￿
1
p
p
0
Xa p
￿
￿
J
￿ Xa
￿
2dp
￿ (146)
at values of the reactivity ratios r1, r2 and conversion identical to those of the anionic
process. For copolymers with distributions PA
￿
i
￿ , presented in Fig 13, the parameter
d equals, respectively, 0
￿ 19(a), 0
￿ 079(b), 0
￿ 17(c), 0
￿ 008(d). Under the rise in in-
tramolecular inhomogeneity, the parameter d increases from d
￿ 0 for homogeneous
polymers to a maximum possible d
￿ 1
￿ 4 in the case of (symmetric) ideal block
copolymers.
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Figure 13: Examples of the shape of the polymer composition versus the conversion
for systems of styreen and either isoprene or butadiene. The polymer composition is
the instanteneous styrene composition of the polymer formed at conversion p. Curve
a: styrene/isoprene (rA
￿ 0
￿ 03, rB
￿ 26), curve b: styrene/butadiene in cyclohexane
with K counter-ion (rA
￿ 3
￿ 3, rB
￿ 0
￿ 12), curve c: styrene/butadiene in cyclohexane
with Li counter-ion (rA
￿ 0
￿ 004, rB
￿ 12
￿ 9), curve d: styrene/butadiene in toluene
with Na counter-ion (rA
￿ 0
￿ 41, rB
￿ 0
￿ 29)46 Section 2
2.2 Spinodal decomposition: comparing the calculation methods
In this subsection we will investigate the validity of the approximated methods and
establish roughly for which part of the parameter space kab
￿ N the approximated
methods work accurately.
As example systems we will use the following set of systems. For an initial com-
position x0
￿
￿ 0
￿ 2; 0
￿ 5; 0
￿ 8
￿ , the shapes of the polymer composition gradients are
depicted in Figs 14-16.
The system with label I (rA
￿ 100
￿ rB
￿ 0
￿ 01) is almost an ideal block copolymer,
system II (rA
￿ 20
￿ rB
￿ 0
￿ 1) is a tapered block copolymer, system III (rA
￿ 2
￿ rB
￿
0
￿ 1) is a gradual copolymer, and system IV (rA
￿ 0
￿ 41
￿ rB
￿ 0
￿ 29, curve d from
Fig 13) is almost homogeneous for x0
￿ 0
￿ 5, which is very close to the azeotrope at
x0
￿ 0
￿ 54.
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Figure 14: The instantaneous polymer composition versus the conversion for four
different polymer systems at initial composition x0
￿ 0
￿ 2; rA
￿ 100
￿ rB
￿ 0
￿ 01 (I),
rA
￿ 20
￿ rB
￿ 0
￿ 1 (II), rA
￿ 2
￿ rB
￿ 0
￿ 1 (III), rA
￿ 0
￿ 41
￿ rB
￿ 0
￿ 29 (IV)Section 2 47
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Figure 15: The instantaneous polymer composition versus the conversion for four
different polymer systems at initial composition x0
￿ 0
￿ 5; rA
￿ 100
￿ rB
￿ 0
￿ 01 (I),
rA
￿ 20
￿ rB
￿ 0
￿ 1 (II), rA
￿ 2
￿ rB
￿ 0
￿ 1 (III), rA
￿ 0
￿ 41
￿ rB
￿ 0
￿ 29 (IV)
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Figure 16: The instantaneous polymer composition versus the conversion for four
different polymer systems at initial composition x0
￿ 0
￿ 8; rA
￿ 100
￿ rB
￿ 0
￿ 01 (I),
rA
￿ 20
￿ rB
￿ 0
￿ 1 (II), rA
￿ 2
￿ rB
￿ 0
￿ 1 (III), rA
￿ 0
￿ 41
￿ rB
￿ 0
￿ 29 (IV)48 Section 2
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Figure 17: The spinodals of a tapered system with parameters rA
￿ 100, rB
￿ 0
￿ 01
for the three different calculation methods and three different (average) chain lengths.
In this case the approximated (AP) and the Markov Chain (MC) method coincide.
Three lines are plotted for the Markov Process (MP) method for different values of
the parameter S1 (see text).
In the Markov chain model in principle all four kinetic constants kab can determine
the phase behavior of the resulting polymer. This would give four degrees of freedom,
but one degree of freedom can be ignored, because an overall factor in the four kinetic
constants determines the growth velocity and this will have no effect on the physical
and chemical properties of the ﬁnal product. The three remaining degrees of freedom
are the two reactivity ratios rA and rB deﬁned before and an asymmetryfactor S1 given
by
S1
￿ kAA
" kAB
å
ab
kab
￿ (147)
The asymmetry factor denotes the relative reactivity of an A-type macro-ion towardsSection 2 49
either monomer.
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Figure 18: The spinodals of a tapered system with parameters rA
￿ 20, rB
￿ 0
￿ 1 for
the three different calculation methods and three different (average) chain lengths.
Three lines are plotted for the Markov Process (MP) method for different values of
the parameter S1 (see text).
In Fig 17 the spinodal curves are plotted for the system with rA
￿ 100 and rB
￿
0
￿ 01. For the short polymers with an average length of 50 the difference between the
approximated results23 and the Markov process result is quite big due to the relatively
high polydispersity in chain length for such systems. The lowest value of cN for the
polydisperse systems (MP) is even below the value of 10, so even below the value for
ideal block copolymers. It is well-known for polydisperse systems that they exhibit a
smaller critical c value than the equivalent monodisperse system, because the longer
23For Bernoullian polymers with rArB
6 1 the Markov chain and the long chain approximation in
the sum formalism coincide.50 Section 2
chains in the polydisperse system phase separate more easily and induce the rest of
the system into the phase separated state.
The inﬂuence of the asymmetry parameter S1 is considerably for the small chain
lengths. For longer chains (N
￿ 200 and N
￿ 1000) the difference between the ap-
proximated results and the Markov process results vanishes and also the inﬂuence of
the parameter S1 becomes negligible.
In Fig 18 the spinodal curves are plotted for the system with rA
￿ 20 and rB
￿ 0
￿ 1.
The reduced difference between the “blocks” and the fuzzy transistion region in Fig
13 curve II leads to a reduced tendency to phase separate and thus to higher values
for cN in comparison to Fig 17.
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Figure 19: The spinodals of the system of styrene and butadiene with parameters
rA
￿ 0
￿ 41, rB
￿ 0
￿ 29 for the three different calculation methods and three different
(average) chain lengths. The value of the parameter S1 is 0
￿ 974.
In Fig 19 the spinodal of the system of styrene and butadiene in toluene with a sodium
counter-ion (see Fig 13.d) is plotted for various (average) chain lengths. For such sys-Section 2 51
tems, close to the azeotrope (x
￿
￿ 0
￿ 54), the long chain approximation fails, because
the dominant length scale of phase separation will in such cases be much smaller than
the total chain length. In the long chain length approximation all differences on small
length scales are averaged out; therefore making it impossible for the system to phase
separate on such length scales24. The Markov chain and the Markov process method
take these length scales into account. For the mostly alternating polymer of styrene
and butadiene, this will lead to a much lower critical c-value than in the long chain
length approximation. Close to the azeotrope all the calculation methodslead to unre-
alistically high c-values, indicating that polymers systhesised under such conditions
will not phase separate at any experimentally reachable temperature.
2.3 Spinodal decomposition: inﬂuence of chain length
In the previous subsection we discussed the validity of the Markov chain approxima-
tion with respect to the rigorous Markov process method and the long chain approx-
imation. Because from a numerical point of view the Markov chain method is no
more demanding than the long chain approximation and far less demanding than the
Markov process method, we will from now on only use the Markov chain method for
the further investigation of the phase behavior properties of tapered copolymers. In
this subsection we will investigate the inﬂuence of the polymer length on the spinodal
in this approximation and see for which chain length the limit of inﬁnite chain length
is approached within a certain accuracy.
The easiest spinodal to calculate is for the system of Bernoullian type polymers (rB
￿
1
￿ rA), because for these polymers no intrachain (chemical) correlations are present
(l
￿ 0 in Eq (30)). Therefore ﬁnite-size effects (other than the polydispersity in chain
length) of the polymer chains are expected to be small.
In Fig 20 the spinodal curves are plotted for several polymer systems with identical
chemical parameters (rA
￿ 100
￿ rB
￿ 0
￿ 01) but different chain lengths. From Fig
15. It can be seen that for this set of parameters the resulting polymer will be nearly
diblock like (for x0
￿ 0
￿ 5). The value for Nc at the spinodal for x0
￿ 0
￿ 5 is approx-
imately 11 which is in agreement with earlier results obtained by Leibler [10] for
symmetric diblock copolymers (Ncs
￿ 10
￿ 49). It is clear that all the spinodal curves
nearly fall on top of each other, therefore proving that the chain length plays an unim-
portant role for such polymers25. To put it in other words, already for short chains the
Markov chain approach will coincide with the long chain approximation. For such
polymers it is not necessary to take the Markov chain nature into account and the sys-
24The length scale which is dominant in alternating polymers is the one connected with a q-value of
¥. Because the smallest intrinsic length scale in the model is the monomer length, the value of q
6 ¥
is related to this length scale.
25Itisimportant to notethat inthisapproximationweassumethe polymerchains tobe monodisperse
in lengthandin theprevioussubsection weshowedthatthepolydispersity inchain lengthcan markedly
decrease the spinodal value of Nc for short polymers.52 Section 2
tem can be considered as monodisperse in composition and the sum formalism and
the integral formalism coincide already for small polymers.
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Figure 20: The spinodal curve for the Bernoullian polymer with rA
¥ 100 and rB
¥
0
ƒ 01 for various values of the polymer length N
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Figure 21: The spinodal curve for the Markovian polymer with r1
¥ 20 and r2
¥ 0
ƒ 1
for various values of the polymer length N
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The spinodal for the Markovian polymers shown in Fig 21 shows that if the com-Section 2 53
position proﬁle of a polymer is not symmetrical (which can be seen from Fig 15.II)
the spinodal is also not symmetrical in x0
¥ 0
ƒ 5. The minimum of the spinodal is
shifted upward to Ncs
¥ 13
ƒ 93 at x0
¥ 0
ƒ 51 for chains of length 1000 compared to
cNs
¥ 10
ƒ 49 for diblock copolymers. This upward shift is due to the reduced differ-
ence between the polymer ends (see Fig 15.II), which will give a reduced tendency to
phase separate.
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Figure 22: The spinodal curve for the Markovian polymer withr1
¥ 2 and r2
¥ 0
ƒ 1 for
various values of the polymer length N
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The polymers for which the spinodals are plotted in Fig 22 (Fig 15.III) have an even
more asymmetrical composition proﬁle and the gradient of the polymer proﬁle is very
smooth. The resulting spinodals are really asymmetrical and shifted upwards. The
minimum is approximately at x0
¥ 0
ƒ 38 with Ncs
¥ 39
ƒ 3 for N
¥ 1000. The much
larger spinodalvalues for the c-parameter prove the fact that tapered copolymers have
a reduced tendency to microphase separate and thus in a mixture with homopolymers
they are less likely to form micelles. This may increase the compatibilizing power of
such copolymers.
The large intrachain correlations (µ
‡ 1) are the reason for the relatively slow con-
vergence of the curves with respect to the chain lengths. To put it in other words, for
such polymers much longer chain lengths are required for the spinodal to converge to
the one which is independent of N.54 Section 2
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Figure 23: The spinodal curve for the Markovian polymer with r1
¥ 0
ƒ 41 and r2
¥
0
ƒ 29 for various values of the polymer length N
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Figure 24: The spinodal values for Nc for x0
¥ 0
ƒ 5 for various degrees of tapering
and various r1r2-values. The chain length N is 1000.
The spinodals plotted in Fig 23 are very peculiar. These spinodals correspond to the
copolymer of styrene and butadiene, which were polymerized with a sodium-based
initiator in toluene [73]. The peculiar shape of the spinodals is due to the fact that in
this system a (repelling) azeotrope is present (x
„
¥ 0
ƒ 55) and thus systems with initialSection 2 55
conditions close to this azeotrope will have a proﬁle which is almost homogeneous
(see Fig 15.IV). Such polymers will have a very high spinodal c-value. For ﬁnite
polymers the maximum value of the quantity Nc is given by N
2
” sA
»
‰
… 1
￿
” sA
»
9
¿ (see Eq
(65)). This explains the plateau around x
„ and also explains why the plateau value
shifts up with increasing N. For inﬁnite chain length the spinodal will diverge at
x
¥ x
„ .
In Fig 24 the spinodal values for c are plotted for tapered copolymers with compo-
sition x0
¥ 0
ƒ 5. In the Bernoullian case (r1r2
¥ 1) for small values of r1 the poly-
mer will have a weakly varying proﬁle and thus the corresponding spinodal c-value
will be high. As r1 increases, the polymer will become more and more diblock like
and the corresponding spinodal c-value converges to a much smaller constant value
(Ncs
￿ 10
ƒ 5).
For the Markovian polymers with r1r2
¥ 0
ƒ 1 the polymer is already quite diblock like
for small values of r1, because r2 is much smaller than unity. Thus for these polymers
the spinodal values of the c-parameter are already much lower for small values of r1
compared to Bernoullian polymers.
For Markovian polymers with r1r2
¥ 9
ƒ 5 a maximum in the spinodal value of c oc-
curs at r1
¥ r2
¥
￿
` 9
ƒ 526. At the point r1
¥ r2
¥
￿
` 9
ƒ 5 the polymer has no tapering
anymore, because a stable azeotropic point exists at x
„
¥ 0
ƒ 5, which is equal to the
initial composition. The polymers can therefore no longer phase separate at a length
scale comparable to the polymer length, because no composition differences exist
at this length scale. The polymers can however phase separate at the much smaller
length scale connected to the blocklength. Because this phase separation involves
only several monomeric units (l µ r1) and not the whole chain, the spinodal value of
the quantity Nc is large due to the fact that it is expected that lc is of order 10 and
N
ˆ l
˜ 1. If r1 is much larger than
` 9
ƒ 5 and thus r2
¯ r1 the system becomes tapered
again and eventually diblock-like and the quantity Ncs goes to a constant value with
increasing values of r1. The same result holds in the case that r1
˘
M
` 9
ƒ 5, because of
symmetry in r1 and r2 (NB: Most of this region is not plotted in Fig 24).
The spinodal shown in Fig 25 is connected to a system where both reactivity ratios
are larger than unity. As can be seen, this system exhibits remarkable behavior close
to the attracting azeotrope x
„ . Close to this azeotrope the tapering is very small and
the system becomes a so-called correlated random copolymer. This means that it will
become a multiblock copolymer where the blocklengths obey a Flory distribution.
One would expect the phase separation to be dominated by length scales comparable
to the blocklengths, which is true for monodisperse multiblock copolymers, but the
polydispersity of the system leads to a value of q
„ which is equal to zero. Normally
this would denote macrophase separation, i.e., phase separation on a macroscopical
26This maximum will also occur in the other two cases, but is deliberately not plotted, because for
such polymers, where r1
˙ r2
¨ 1, the “bad” behavior of the spinodal is expected like in the case which
is plotted in Fig 2356 Section 2
scale. But as was shown in [11], the fourth order contributions to the free energy
diverge for small values of q and thus the free energy will have a minimum at values
of q larger than zero. The system will thus microphase separate. Unfortunately no
known pair of monomers has both reactivity ratios larger than unity, so these kind of
systems can not be made directly by anionic copolymerization, but must be made by
pre-polymerization and consecutive linking of the premade blocks.
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Figure 25: The spinodal curve for the Markovian polymer with r1
¥ 50 and r2
¥ 60.
The solid line corresponds to Ncs and the dashed line correpsonds to the value of q
„ .
The polymer length N is thousand.
2.4 The position of the critical point for tapered copolymers
For tapered copolymers it can already be seen from Fig 4 that the compositional
symmetry between the two monomers, which is present in diblock copolymers (f
˝
1
˛ f
ˇ A
˝ B) is broken. Therefore it is to be expected that the critical point will no
longer be at x0
¥ 0
ƒ 5. We can calculate the position of the critical point by solving
the equation g3
¥ 0. For Bernoullian polymers (r2
¥ 1
ˆ r1) the position of the critical
point is plotted in Fig 26.
From this ﬁgure it can be seen that for weakly tapered molecules (r1 around 2) the
critical point is far away from a half due to the large compositional asymmetry be-
tween the monomers. As the value of r1 increases the polymer becomes more and
more diblock-like and the position of the critical point shifts towards a half. If the
value of r1 is close to unity, the sytem will become more and more compositionally
symmetrical and the ciritical point will go to the value of a half.Section 2 57
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Figure 26: The position of the critical point for various Bernoullian polymers ( r2
¥
1
ˆ r1)
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Figure 27: The position of the critical point for various Markovian polymers for
constant values of r1 (N
¥ 200)
For non-Bernoullian polymers the inﬂuence of the parameter r1r2 is also investigated.58 Section 2
If r1r2 is equal to one, the Markovian statistics goes over into Bernoullian. If r1r2 is
far from the value one, large intrachain correlations play an important role.
Forsmallvaluesofr1, theinﬂuenceoftheparameterr1r2 onthe positionofthecritical
point is much more pronounced than for larger values of r1. In the case that r2
¥ r1
the monomers are compositionally symmetrical and the position of the critical point
is at x0
¥ 0
ƒ 5. The oscillations in the critical value for larger values of r2 are probably
due to the breakdown of the q
¥ q
„ assumption, because both r1 and r2 are larger than
unity and as was shown in [11] and already discussed in the previous subsection, the
assumption q
¥ q
„ fails for such polymers.
2.5 Phase diagrams of tapered copolymers
The phase diagrams for various tapered copolymers can be constructed. In the ﬁrst
harmonic approximation (FHA), only the three classical structures, lamelar, hexag-
onal (cylindrical), and body centered cubic (spherical), can occur, besides obviously
the disordered state. The line in the phase diagram which separates the disordered
from the ordered states (most likely the bcc state) is called the order-disorder line or
binodal. Just above this line the ordered state has a lower free energy than the disor-
dered state, but the disordered state is still meta-stable, because it is not possible to
go directly from the disordered state into the ordered state and only nucleation can let
the system go into the ordered state (area between lines number 4 and 5 in Fig 11).
At the spinodal (line 5), the maximum in free energy between the ordered and the
disordered state disappears and the disordered state becomes completely unstable.
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Figure 28: The phase diagram for the diblock copolymerSection 2 59
The phase diagram depicted in Fig 28 was already calculated by Leibler [10] in 1980.
It contains the three classical phases bcc, hex, and lam. At increasing the c-parameter
from low values (high temperature), the binodal is reached at a certain value for c and
the system will microphase separate (ODT) to a bcc-phase. This is due to the fact that
the bcc-phase has the highest value for the ODT-coefﬁcient a
¥
g2
3
g4, which determines
the distance between the spinodal and the binodal for a particular sysmmetry, see Eqs
(91) and (92). Only in the critical point where all the third order coefﬁcients are zero,
at the ODT the system goes from the disordered phase directly into the lamelar phase
because this phase has the lowest fourth order coefﬁcient (Eq (92)) 27.
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Figure 29: The phase diagram for the tapered copolymer with r1
¥ 20 and r2
¥ 0
ƒ 1
and N
¥ 200
In Fig 29 the phase diagram is plotted for the tapered copolymer with parameters
r1
¥ 20, r2
¥ 0
ƒ 1. The main differences between this ﬁgure and the previous ﬁgure
for the diblock copolymer is the fact that the tapered phase diagram is a little bit
asymmetric and slightly shitfed upwards. The tapered copolymers have a slightly
decreased tendency to phase separate and therefore the ODT shifts towards higher
values for Nc.
27Only if the angular dependence of the fourth order vertexfunctions is small, it can be seen from eq
(92) that g4
￿ 1
￿
￿
￿ g4
￿ 3
￿
￿
￿ g4
￿ 6
￿ . This fact is true for diblock copolymers, but in general it is something
which has to be investigated and which is not assumed in the calculation of the phase diagrams for
tapered copolymers.60 Section 2
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Figure 31: The phase diagram for the tapered copolymer styrene-butadiene with r1
¥
0
ƒ 41 and r2
¥ 0
ƒ 29 and N
¥ 200
The polymer for which the phase diagram is plotted in Fig 30 has a much less pro-
nounced composition gradient along the chain and is much more compositionallySection 2 61
asymmetric which is also reﬂected in the phase diagram. The ODT is shifted upward
considerably with respect to the ODT of the diblock copolymer.
In Fig 31 the phase diagram is plotted for the copolymer of styrene and butadiene
which were polymerized with a sodium initiator in toluene. Close to the azeotrope at
x
¥ 0
ƒ 55 the phase boundary lines go to unrealistically high values and are therefore
not depicted in the ﬁgure. The system has two critical points28 and all three clas-
sical symmetries can occur on both sides of the azeoptrope. The ODT is shifted to
relatively high values in comparison to the diblock copolymer.
2.6 The spinodal of a ternary copolymer system
In this subsection we will investigate brieﬂy the phase behavior of ternary polymer
systems. Only the spinodal decomposition will be examined.
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Figure 32: The (schematic) phase portrait for a ternary polymer system with a12
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InFig 32the phasetrajectoriesfor anexampleternarysystem areplotted29. The phase
trajectories are the lines along which the free monomer composition drifts during
polymerization. The dashed lines, which are called separatrices, are the boundaries of
28These are the points where the phase boundaries between the different symmetries coincide.
29The number 14 in the ﬁgure is the number of this type of phase portrait given in the full classiﬁ-
cation of ternary compolymerization [48]62 Section 2
the area in initial composition where all trajectories go to the same stable point at full
conversion. If an initial composition is chosen very close to one of such separatrices,
the chemical and physical nature will depend quite a lot on which side of the seperatix
the actual initial composition is. Very minor inhomogeneities in the free monomer
compostion can lead to a very polydisperse ﬁnal product when, for instance, stirring
is insufﬁcient.
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Figure 33: The spinodal temperature versus the initial composition for an exampla-
tory ternary polymer system with a12
¥ a21
¥ 2, a13
¥ a31
¥ 10, and a32
¥ a23
¥ 20
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From Fig 33 it can be seen that the initial monomer composition has a very large
effect on the spinodal temperature. If the initial composition is chosen close to one
of the azeotropes (denoted by open and closed circles for repelling and attracting
azeoptropes respectively) the spinodal temperature will be very low and microphase
separation will not occur at reachable temperatures. The glass transition temperature
will in such cases be higher than the spinodal temperature and thus phase separa-
tion will be impossible. If the initial composition is chosen relatively far from the
azeotropes a much higher spinodal temperature is obtained and the system will read-
ily phase separate. It depends of course on the application whether this is desirable or
not.Section 2 63
2.7 The composition proﬁle of a semibatch system
Finally, we will brieﬂy consider a semibatch system. Only a system with a constant
monomer feed is investigated.
0
ª 1000 2000
monomer index
￿
0
0.2
0.4
0.6
0.8
1
c
o
m
p
o
s
i
t
i
o
n
￿
Figure 34: Example of a proﬁle in a semibatch process with kinetic parameters (in
(l/(mol s))k11
¥ 20
ƒ 0, k12
¥ 0
ƒ 3, k21
¥ 0
ƒ 9, and k22
¥ 0
ƒ 5 andexperimental parameters
xin
¥ 0
ƒ 9, x0
¥ 0
ƒ 1, q
¥ 1
ƒ 0 l/s,V0
¥ 50 l, M0
¥ 10 mol/l, R0
¥ 0
ƒ 01 mol/l, Min
¥ 1
ƒ 0
mol/l. The maximum polymerization time is 800 s. The solid line in the polymer
composition and the dashed line is the free monomer composition.
The proﬁle and free monomer composition depicted in Fig 34 are constructed for the
following experimental setup. A reaction vessel is ﬁlled with 50 liters of monomer
solution with a total monomer concentration of 10.0 mol/l and a composition of 10%
A-monomer and 90% B-monomer . A constant feed of 1.0 l/s is applied in which the
monomer concentration is 1.0 mol/l and a composition of 90% A-monomer and 10%
B-monomer. The initial initator concentration is 0.01 mol/l. The kinetic parameters
are chosen as follows: k11
¥ 20
ƒ 0, k12
¥ 0
ƒ 3, k21
¥ 0
ƒ 9, and k22
¥ 0
ƒ 5.
Initially the polymerization reaction involves mostly the A-type monomer due to its
higher reactivity and the solution is initially depleted of A-monomers; thus initially
both the dashed and the solid lines go down. Due to the dilation of the polymerization
reaction both by the dilution of the active species and the relative decrease of the more
reactive A-species after some time, the inward ﬂow of A-monomers exceeds (relative
to the B-monomers) the consumption of A-monomers by the polymerization. Thus
the relative amount of A-monomers increases and both the dashed and the solid lines64 Section 2
go up. For inﬁnite polymerization time one expects the monomer composition and
the monomer concentration to go to a constant as well (see appendix B), because
the active species become inﬁnitely diluted and the polymerization rate drops to a
constant.Section 3 65
3 Oscillations in ternary copolymerization
The main results of this section are accepted for publication as:
“Application of the theory of dynamical systems for nonlinear analysis
of multicomponent copolymerization”, S.I. Kuchanov, C. Kok and G.
ten Brinke, Non-linear analysis, [74].
3.1 Introduction
Copolymerization is of utmost practical importance since a great deal of synthetic
heteropolymers are obtained just by this method. The polymer chain growth in the
course of copolymerization may proceed via either a radical or an anionic mecha-
nism. In the ﬁrst case the time of macromolecule formation is markedly less than the
duration of the polymerization process, while in the second case these time scales are
comparable. This peculiarity alone is responsible for the qualitative distinctions in
chemical structure of heteropolymers formed. The products of radical copolymeriza-
tion represent a mixture of macromolecules of diverse chemical composition. This
latter is characterized by the vector
￿X
￿ p
Ł with components Xa
￿ p
Ł
Ø
￿ a
¥ 1
'
￿
ƒ
￿
ƒ
￿
ƒ
Œ
' m
Ł ,
equal to the fractions of monomeric units Ma of types a
¥ 1
'
￿
ƒ
￿
ƒ
￿
ƒ
º
' m in polymer chains
formed at overall conversion of monomers p. Many important service properties of
the copolymerizationproductssuchas, forinstance, theirtransparency and thermosta-
bility, arepredetermined by the character of the evolution of acopolymer composition
￿X
￿ p
Ł with conversion p [48].
In order to ﬁnd the dependence of
￿X on p it is necessary to solve two different prob-
lems: statistical and dynamical. The ﬁrst one consists in ﬁnding the vector-function
￿p
￿
￿x
Ł which establishes the correlation between instantaneous copolymer composition
and the composition of monomer mixture
￿x at the moment of this copolymer forma-
tion. Vector
￿x has components xa
￿ a
¥ 1
'
￿
ƒ
￿
ƒ
￿
ƒ
Œ
' m
Ł equal to mole fractions of monomers
Ma in a reaction system. Within the framework of the commonly accepted kinetic
model of copolymerization it was shown [49] that a component pa
￿
￿x
Ł of the vector
￿p
￿
￿x
Ł is the ratio of two uniform polynomials of degree m with respect to the compo-
nents of vector
￿x with coefﬁcients whose values have been tabulated for many hun-
dreds of particular systems [75]. The last circumstance opens up fresh opportunities
for the employment of the method of mathematical modeling for the optimization of
the copolymerization processes. Inasmuch as
￿X
￿ p
Ł
¥
￿
￿p
￿
￿x
￿ p
Ł
￿
Ł , the task of ﬁnding the
sought for dependence
￿X
￿ p
Ł reduces to the solution of the set of ordinary differential
equations
dxa
dt
¥ xa
˛ pa
￿
￿x
Ł
￿
￿ a
¥ 1
'
￿
ƒ
￿
ƒ
￿
ƒ
º
' m
Ł p
¥ 1
˛ e
￿ t (148)
describing the drift of monomer mixture composition
￿x in the course of the copoly-66 Section 3
merization process.
The dynamics of anionic copolymerization is also described by equations (148) with
the only distinction that here the vector-function
￿X
￿ p
Ł will have a different mean-
ing than in the radical copolymerization case. In the anionic process polymer chains
start their growth virtually simultaneously and ﬁnish growing as soon as complete
exhaustion of monomers occurs. During such a living anionic copolymerization a
macromolecule length l
¥ lmp is proportional to the conversion, where lm is a con-
stant equal to the ratio of overall concentration of monomers to the concentration of
polymer chains. Hence Xa
￿ i
ˆ lm
Ł has the sense of the probability for a monomeric
unit, located at the distance i from the beginning of polymer chain, to be of type a.
In other words the components of vector-function
￿X
￿ p
Ł describe the proﬁles Pa
￿ i
Ł of
the distribution of different types of units along the macromolecules. These proﬁles
control many properties of the products of living copolymerization including their
ability to undergo phase separation [60].
Below we will present some general qualitative results of the analytical analysis of
Eq (148) in terms of the theory of dynamic systems and then we will proceed to
more detailed discussion of auto-oscillation regimes in the course of the processes of
three-component copolymerization.
3.2 General results
The phase space of the dynamic system (148) is an m-simplex x1
￿
ƒ
￿
ƒ
￿
ƒ
￿ xm
¥ 1,
which represents a straight line segment with unit length (m
¥ 2), regular triangle
(m
¥ 3), regular tetrahedron (m
¥ 4), etc. The drift of monomer feed composition
￿x during m-component copolymerization can be presented as the movement of the
point inside an m-simplex along some trajectory parameterized by the value of p or
t. When p
￿ 1 (i.e. t
￿ ¥) the trajectory asymptotically tends to an attractor, the
simplest among which is a stationary point (SP). It was rigorously proved [76] that
the number of such points inside the m-simplex can not be more than one. The same
refers to SPs positioned on any k-subsimplex (k
¥ 1
'
￿
ƒ
￿
ƒ
￿
ƒ
º
' m
˛ 1) lying at the m-simplex
boundary. Moreover, for the coordinates of all SPs (internal and boundary ones) of
dynamic system (1) simple analytical formulas were derived [48]. The type of an SP
is deﬁned [77] by the eigenvalues of the Hess matrix of the right-hand parts of Eqs
(148) calculated at the SP at hand.
A general algorithm [49], formulated in terms of graph theory for determining the co-
efﬁcients of characteristic equation of the above Hess matrix was realized as the com-
puter program enablingto ﬁnd the spectrumof this matrix for the copolymerization of
up to six monomers. This program provides the possibility to calculate principal sta-
tistical characteristics describing the products of multicomponent copolymerization
as well as to predict some of their important properties.Section 3 67
3.3 Terpolymerization
Under copolymerization of three monomers, the vector components pa are deter-
mined by the following formulas
pa
¥
Da
D
' D
¥
3
å
a
￿ 1
Da
' Da
¥ xaBasa (149)
with
Ba
¥
3
å
b
￿ 1
Babxb sa
¥
3
å
b
￿ 1
aabxb
Bab
¥
a21a31 a32a21 a23a31
a31a12 a12a32 a13a32
a21a13 a12a23 a13a23
where aab and aba are the reciprocal values of the reactivity ratios rab and rba [75],
characterizing the binary copolymerization of monomers Ma and Mb. Proceeding
from the impossibility for any pair of kinetic parameters rab and rba to exceed unity
simultaneously, an exhaustive classiﬁcation was carried out of all types of phase por-
traits describing the dynamics of terpolymerization [1]. Among the 15 possible types
of these portraits the most intriguing ones from the point of view of the theory of
dynamic systems are those three which have no stable SPs at the boundary of the tri-
angle (see Fig 35). The apices of the triangle are always SPs due to the nature of the
problem and the existence of SPs on the boundaries of the triangle are connected to
the corresponding binary copolymerization problems.
In these systems, where kinetic parameters satisfy the inequality
￿ aab
˛ 1
Ł
￿
￿ aba
˛ 1
Ł
￿
￿
0 for all combinations of indices a and b, all SPs situated in the apices of the triangle
are saddles. Consequently, the triangle sides form here the separatrix contour which
can be either an attractor or a repeller for the trajectories inside the triangle. These
cases correspond to negative and positive values of parameter L, respectively [1]
L
¥
￿ 1
˛ a12
Ł
￿
￿ 1
˛ a23
Ł
￿
￿ 1
˛ a31
Ł
￿
￿ 1
˛ a13
Ł
￿
￿ 1
˛ a32
Ł
￿
￿ 1
˛ a21
Ł (150)
For the systems depicted on Fig 35 theinternal SP is not asaddle, because its Poincare
index is equal to
￿ 1 [77]. The stability of this stationary point
￿x
¥
￿x
„ , whose coordi-
nates are determined by the expressions
x
„a
¥
D
„a
D
„
' D
„
¥
3
å
a
￿ 1
D
„a
' D
„a
¥ wa
3
å
b
￿ 1
B
†
abwb (151)
with
B
†
ab
¥
a12a13 a12a23 a13a32
a13a21 a21a23 a23a31
a12a31 a21a32 a31a32
wa
¥
Da
D68 Section 3
D
¥ 1
˛
K
￿ a12a21
￿ a13a31
￿ a23a32
Ł
￿ a12a23a31
￿ a13a32a21
D1
¥ 1
˛
K
￿ a21
￿ a31
￿ a23a32
Ł
￿ a23a31
￿ a32a21
D2
¥ 1
˛
K
￿ a12
￿ a32
￿ a13a31
Ł
￿ a31a12
￿ a13a32
D3
¥ 1
˛
K
￿ a13
￿ a23
￿ a12a21
Ł
￿ a12a23
￿ a21a13
depends on the sign of the real part of the roots of the characteristic equation of the
Hess matrix at the SP under consideration
l2
￿ a1l
￿ a2
¥ 0 (152)
This SP will be a stable or an unstable focus when a1
æ 0 or a1
˘ 0, respectively,
where the coefﬁcient a1 is given by formula
a1
¥
3
å
a
￿ 1
wa
˛ 1
˛
3
å
a
￿ 1
3
å
b
￿ 1
￿ d
„ab
˛ d
„aa
Ł x
„ax
„b where d
„ab
¥
s
„aB
†
ab
D
„
(153)
Hence within the subspace of kinetic parameters aab , where at the boundaries of
the 3-simplex (triangle) only saddle SPs occur, there are two bifurcation manifolds
of codimension 1 on which the rearrangements of the phase portraits take place. The
ﬁrst of these manifolds, L
¥ 0, corresponds to the bifurcation of either the separation
of the limit cycle from the separatrix contour or the conﬂuence of this cycle with the
contour. Such a bifurcation is accompanied by the change of the separatrix contour
stability. The second manifold, a1
¥ 0, corresponds to the well-known Hopf bifurca-
tion[77], whenthecreation ordisappearanceof thelimit cyclehappens atthe moment
of the change of the focus stability. Sufﬁcient conditions a1
˘ 0, L
æ 0 have been
formulated [78, 48] for the existence of a limit cycle which for the dynamic system
(148), (149) is always stable because the inequalities a1
æ 0 and L
˘ 0 are in this
system mutually exclusive.Section 3 69
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Figure 35: Phase portraits whose numbers are 1 (I), 15 (II), and 2 (III) in accordance
with general classiﬁcation of terpolymerization dynamics [1].
Let us exemplify the above formulated results by considering the particular model
system where the number of external parameters is reduced from six to two, a and b,
one of them being more while the other less than unity
a12
¥ a23
¥ a31
¥ a a13
¥ a32
¥ a21
¥ b (154)
The inner SP for this system is a focus, which is located here in the center of the
triangle
￿ x
„1
¥ x
„2
¥ x
„3
¥ 1
ˆ 3
Ł and its stability is governedby the signof the expression
a1
¥
3
1
￿ a
￿ b
￿
3ab
a2
￿ b2
￿ ab
˛ 2 (155)
The Hopf bifurcation happens here on the line
3
￿ a2
￿ b2
￿ ab
Ł
￿ 3ab
￿ 1
￿ a
￿ b
Ł
¥ 2
￿ 1
￿ a
￿ b
Ł
￿
￿ a2
￿ b2
￿ ab
Ł (156)70 Section 3
which can be presented in parametric form
a
¥
x
2
1
￿
6
˛ 3x
5x
￿ 2
b
¥
x
2
1
￿
6
˛ 3x
5x
￿ 2
(157)
where the value of the parameter x falls within the interval 1
ˆ 2
￿ x
￿ 2. Expression
(150) has in the particular case under examination an extremely simple appearance
L
¥
￿ 1
˛ a
Ł 3
￿
￿ 1
˛ b
Ł 3 (158)
as well as the condition of bifurcation of the change of the separatrix contour stability
a
￿ b
¥ 2 (159)
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Figure 36: Bifurcation diagram of two-parametric terpolymerization (7) inside the
strips (1
˘ a
˘ ¥
' 0
˘ b
˘ 1) and (0
˘ a
˘ 1
' 1
˘ b
˘ ¥). The roman numbers
indicate the types of phase portraits in Fig. 35.
The bifurcation diagram of a terpolymerization system described by two kinetic pa-
rameters (154) is shown in Fig 36. Under their alteration, at the moment of the transi-
tion from the region (I) to the region (II), soft generation of a stable limit cycle
￿x
„
￿
￿ t
Ł
occurs, along which at
ıa1
ı
¯ 1 the mole fractions of monomers change according to
expression
x
„a
￿ t
Ł
¥
1
3
￿ Asin
￿ wt
￿ f0
￿
2p
3
a
Ł
￿ a
¥ 1
' 2
' 3
Ł (160)
Here f0 stands for an arbitrary phase constant, A represents small amplitude whose
value is proportional to
ıa1
ı 1
￿ 2, while w is the frequency of harmonic oscillationsSection 3 71
equal to a
1
￿ 2
2 . Once the expression for the coefﬁcient a2 of Eq (152) at a1
¥ 0 is
found, it is easy to get formula
w
¥
2
˛ x
5x
￿ 2
(161)
describing the alteration of the frequency of harmonic auto-oscillations (160) along
the curve (157). On this curve the value of w monotonically grows from the
value equal to zero on the diagonal a
¥ b
¥ 1
￿ x
¥ 2
Ł up to the maximum value
w
¥ 7
˛ 4
` 3
‡ 0
ƒ 267 at the point where one of the parameters a or b is unity,
while the second parameter equals
￿
` 3
˛ 1
Ł
￿
ˆ 2
‡ 0
ƒ 366.
The instantaneous copolymer composition in the close vicinity of the bifurcation
curve a1
¥ 0 oscillates harmonically with the same frequency as the monomer mix-
ture composition does. However oscillations of
￿X
„
￿ t
Ł show a phase lag as compared
with oscillations of
￿x
„
￿ t
Ł , and the amplitude of the former is larger than that of the
latter
X
„ a
￿ t
Ł
¥
1
3
￿ A 1
￿ w2sin
￿ wt
￿ f0
￿
2p
3
a
￿ arctanw
Ł (162)
As the point on the bifurcation diagram (Fig 36) moves away from the curve (157)
into the region (II) the oscillations become unharmonic, whereas the deviation of the
monomer mixture and the copolymer compositions from their average values ceases
to be small.
3.4 Anionic copolymerization
The above reported theoretical results can be employed also for describing the dy-
namics of "living" copolymerization proceeding by an anionic mechanism. The
molecules formed will be virtually identical while their intramolecular inhomogene-
ity is characterized by proﬁles Pa
￿ i
Ł
¥ Xa
￿ i
ˆ lm
Ł of the distribution of monomeric
units Ma
￿ a
¥ 1
'
￿
ƒ
￿
ƒ
￿
ƒ
º
' m
Ł along chains. Inherent feature of such gradient copolymers
is a microphase separation leading to the formation of equilibrium spatially periodical
structures [18]. The dynamic system (148) due to its nonlinearity may have several
stable SPs, each possessing its own basin of attraction. A situation is conceivable
therewith when two specimens of the gradient copolymer just slightly differing in av-
erage composition will have perfectly distinct proﬁles of monomeric units and, as a
consequence, will differ substantially in their performance properties. To such a sit-
uation there evidently corresponds the case when a pair of initial points
￿x0 of system
(148) is positioned on either side of the boundary separating the basins of attractionof
two different SPs. The above-mentioned nontrivial behavior of a copolymer system
may be exempliﬁed by the results of calculations of the terpolymerization presented
in Fig 37 for the system with three attractors, which are SPs located in the trian-
gle apices. The qualitative distinction in the appearance of monomeric unit proﬁles72 Section 3
of three specimens of copolymers just slightly differing in overall composition, de-
picted on this ﬁgure, results in a pronounced discrepancy in their thermodynamical
properties. So, for instance, the temperature Ts, above which a terpolymer melt un-
dergoes spinodal decomposition (responsible for the formation of spatially periodic
structures) may vary essentially. For the three specimens whose proﬁles are pre-
sented on Fig 37, the values of the spinodal temperature, as the calculation shows
[60], equal T
… 2
¿
s
¥ 800K, T
… 3
¿
s
¥ 53K, and T
… 4
¿
s
¥ 658K. These quantities are found
for lm
¥ 500 at values of Q-temperatures, Qab, (characterizing the intensity of pair in-
teractions between monomeric units of types a and b) are Q12
¥ 300K, Q13
¥ 600K,
and Q23
¥ 460K.
3.5 Conclusions
For the ﬁrst time the possibility is theoretically predicted of the existence of regimes
of anionic terpolymerization whose products are macromolecules with periodic com-
position proﬁles along polymer chains. The efﬁciency of nonlinear analysis is shown
for revealing nontrivial peculiarities of thermodynamic behavior of multicomponent
copolymers.Section 3 73
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Figure 37: The phase portrait of terpolymerization system with reactivity ratios r12
¥
r21
¥ 1
ˆ 2, r13
¥ r31
¥ 1
ˆ 10, and r23
¥ r32
¥ 1
ˆ 20 and the proﬁles of copolymer
composition for initial monomer feed composition x0
1
¥ 0
ƒ 1;x0
2
¥ 0
ƒ 5;x0
3
¥ 0
ƒ 4 (2),
x0
1
¥ 0
ƒ 1;x0
2
¥ 0
ƒ 42;x0
3
¥ 0
ƒ 48 (3), and x0
1
¥ 0
ƒ 1;x0
2
¥ 0
ƒ 3;x0
3
¥ 0
ƒ 6 (4). The solid line
indicates monomer type 1, the dashed line monomer type 2, and the dash-dotted line
monomer type 3.74 Section 3Section 4 75
4 Destruction of diblock copolymers
The main results of this section are published as:
“Molecular inhomegeneity and amplitude of scattering of the products
of diblock copolymer degradation”, C.Kok, S.I. Kuchanov and G. ten
Brinke, Macromolecules, 33 (19), 2000, pp. 7195-7206 [79].
4.1 Introduction
The investigation of the degradation processes of polymers is of utmost signiﬁcance
for macromolecular chemistry [80, 81]. The chemical transformation of polymers in-
duced by their fragmentation usually leads to an unwanted deterioration of the service
properties of polymericmaterials. The change of someimportant statistical character-
istics of a polymer sample (e.g., its molecular weight distribution, MWD, describing
the molecular inhomogeneity of homopolymers) due to the degradation of polymer
chains is obviously responsible for this deterioration. On the other hand, for some
applications, such as biomedical, degradation may even be often a desirable property
[82, 83]. However, also in that case knowledge of the evolution of the performance
properties is essential. In the case of binary diblock copolymers, the macromolecules
differ in numbers l1 and l2 of monomeric units M1 and M2 which unambiguously
characterize their size l
¥ l1
￿ l2 and chemical composition z1
¥ l1
ˆ l
' z2
¥ l2
ˆ l . The
joint distribution of molecules for size and composition, (SCD), describes the molec-
ular inhomogeneity. To the authors’ knowledge no attempts to consider theoretically
the evolution of such a SCD in the course of the process of diblock copolymer degra-
dation have been undertaken so far. For homopolymer analogues, though more sim-
ple, the problem of the alteration of the MWD of the products of degradation was
tackled [84, 85, 86].
A speciﬁc feature of diblock copolymers is the possibility of phase separation during
degradation. This phenomenon results from an appreciable increase in composition
inhomogeneity due to the contribution of homopolymers, whose fractions progres-
sively increase with the growth of the degradation depth. When this factor prevails
over the decrease of the average size of the macromolecules, which favors the stabil-
ity of the homogeneous state, the system may exhibit phase separation. The capacity
to predict such a destruction induced phase transition, which may lead to a loss of
transparency of the polymer system and a deterioration of some of its performance
properties, is of indisputable practical interest because polymeric materialsare known
to undergo degradation during their processing and aging. The opposite situation is
also quite conceivable when in the course of degradation the interplay of the above76 Section 4
two factors will cause the annihilation of spatially periodic structures formed in melts
of diblock copolymers. Revealing the conditions of such annihilation by means of
mathematical modeling constitutes a challenging task when predicting the properties
of advanced polymer materials based on block copolymers.
The most straightforward way to measure the thermodynamic miscibility of polymer
liquids isviascatteringtechniques, namely, light, X-rayorneutronscattering[87, 88].
Measuring the angular dependence of the static structure factor provides valuable
information on the thermodynamic state of a polymer liquid. The calculation of this
dependence within the framework of the random phase approximation (RPA) was
reported for block copolymers of different architecture [89, 90, 91]. However, with
respect to the products of their degradation such a calculation has not been done so
far. Its inherent peculiarity consists in the fact that to have this problem solved it is
necessary to ﬁrst ﬁnd the dependence on time of the SCD of macromolecules being
formed during the degradation process of the initial block copolymer system.
The solution of this problem of statistical chemistry of polymers will be discussed
in the next section of this paper. In the third section the equations will be derived
which describe within the framework of RPA the evolution of the structure factor of
the products of degradation of diblock copolymers with an arbitrary distribution of
block lengths. Furthermore, equations describing the spinodal and the Lifshitz points
in the melt of such copolymers will be presented. The last section will be devoted to
the illustration of the applicability of the general theory developed to the degradation
of diblock copolymers whose block length distributions are either monodisperse or
exponential.
4.2 Statistical Chemistry of Degraded Diblock Copolymers
The theoretical investigation of diblock copolymer degradation requires as a ﬁrst
step to write down a kinetic scheme for the chemical transformations of the macro-
molecules. Belowwe willconsider randomchainscissionratherthanadepolymeriza-
tion mechanism of degradation [80], assuming that the Flory principle works. This
means that any intramolecular bond entering into the a-th type block
￿ a
¥ 1
' 2
Ł is
broken within an inﬁnitely small interval of time dt with inﬁnitesimal probability
kadt. Consequently, the model comprises only two kinetic parameters, k1 and k2 ,
being the chemical bond cleavage rate constants of bonds of the ﬁrst and the second
type, respectively. This simplest model of degradation, based on the applicability of
the fundamental Flory principle, is most widespread in polymer chemistry. However,
violation of this principle can occur in some systems due to, for instance, shear acting
on macromolecules.
If a diblock copolymer molecule, whose block lengths are l1 and l2, is designated as
¤ l1
' l2
“ , the kinetic scheme of the molecular reactions will beSection 4 77
¤ l1
' l2
“
k1l1
￿ l
œ1
' l2
￿ l
œ
œ 1
' 0
' l
œ1
￿ l
œ
œ 1
¥ l1
' l2
ß 0 (163)
¤ l1
' l2
“
k2l2
￿ l1
' l
œ2
￿ 0
' l
œ
œ 2
' l
œ2
￿ l
œ
œ 2
¥ l2
' l1
ß 0
Let C1
￿ l1
Ł , C2
￿ l2
Ł and C12
￿ l1
' l2
Ł denote the dimensionless concentrations of the ho-
mopolymers
¤ l1
' 0
“ and
¤ 0
' l2
“ , and diblock copolymer
¤ l1
' l2
“ (reduced to the overall
concentration of monomeric units) which are present in the reaction system at time
t. The kinetic equations for these concentrations corresponding to scheme (Eq (163))
read
dC12
￿ l1
' l2
Ł
dt
¥ k1
¥
l1
C12
￿ x1
' l2
Ł dx1
￿ k2
¥
l2
C12
￿ l1
' x2
Ł dx2
˛
K
￿ k1l1
￿ k2l2
Ł C12
￿ l1
' l2
Ł
(164)
dC1
￿ l1
Ł
dt
¥ k1
¥
0
dl2
¥
l1
C12
￿ x1
' l2
Ł dx1
￿ 2k1
¥
l1
C1
￿ x1
Ł dx1
˛ k1l1C1
￿ l1
Ł (165)
dC2
￿ l2
Ł
dt
¥ k2
¥
0
dl1
¥
l2
C12
￿ l1
' x2
Ł dx2
￿ 2k2
¥
l2
C2
￿ x2
Ł dx2
˛ k2l2C2
￿ l2
Ł (166)
These equations will be solved below under the following initial conditions
C0
12
￿ l1
' l2
Ł
¥ Y0f0
1
￿ l1
Ł f0
2
￿ l2
Ł
O
' C0
1
￿ l1
Ł
¥ C0
2
￿ l2
Ł
¥ 0 (167)
where f0
a
￿ la
Ł represents the MWD of the a-th type blocks
￿ a
¥ 1
' 2
Ł in the initial
copolymer while Y0
¥ P0
ˆ M stands for the ratio of the concentrations of all its
molecules P0 to the concentration M of monomeric units involved in them. Evi-
dently, Y0 is nothing but the reciprocal number average degree of polymerization l
0
of the initial copolymer system. As for the functionC0
12
￿ l1
' l2
Ł , its assumed factoriza-
tion (Eq (167)) suggests the independence of the length distributions of the different
types of blocks. This condition is likely to hold for most ways of diblock copoly-
mer synthesis. In case of the presence of some fraction of homopolymers (typical
for commercial block copolymers) in a specimen undergoing degradation, the initial
condition (Eq (167)) admits the extension allowing for this circumstance.
The solution of the Cauchy problem (Eqs (164) - (167)), given in the Appendix, may
be presented as follows78 Section 4
C12
￿ l1
' l2
Ł
¥ C12 f1
￿ l1
Ł f2
￿ l2
Ł
O
' where C12
¥ C0
12
¥ Y0 (168)
Ca
￿ la
Ł
¥ Ca fh
a
￿ la
Ł
￿ a
¥ 1
' 2
Ł
￿
' where Ca
¥ kaXal
0
t
¥ Zat (169)
Here f1
￿ l1
Ł and f2
￿ l2
Ł denote the MWD of blocks of monomeric units M1 and M2 at
time t
fa
￿ la
Ł
¥ exp
￿
￿
˛ tala
Ł f0
a
￿ la
Ł
￿ ta
¥
la
f0
a
￿ x
Ł dx
￿ a
¥ 1
' 2
Ł (170)
whereas fh
1
￿ l1
Ł and fh
2
￿ l2
Ł are the MWDs of the ﬁrst and second type homopolymers
fh
a
￿ la
Ł
¥
exp
￿
￿
˛ tala
Ł
l
0
a
¥
la
￿
1
￿ ta
￿ x
˛ la
Ł
=
￿ f0
a
￿ x
Ł dx
￿ a
¥ 1
' 2
Ł (171)
In expressions 168 - 171 use is made of the following designations
ta
¥ kat
' t
¥ k1l
0
1
￿ k2l
0
2 t
' l
0
a
¥ Xal
0
' Za
¥
kaXa
k1X1
￿ k2X2
(172)
Here l
0
a stands for the number average length of the a-th type block in the initial
block copolymer, where the molar fractions of units M1 and M2 are X1 and X2. These
quantities, Xa, representing number average values of the degradation products’ com-
position, remain unchanged in the course of degradation. The same property is also
inherent to the overall concentrationC12 (Eq (168)) of block copolymer molecules.
It is possible to separate homopolymers formed as a result of the degradation process
from block copolymers by means of a chromatographic technique. Consequently,
by plotting the experimental dependencies on time of the concentration of the two
homopolymers formed during the degradation of the initial block copolymer one can
ﬁnd the values of both kinetic parameters, k1 and k2, characterizing the model at hand.
A comparison of the MWDs of these homopolymers calculated by Eq (171) with the
experimental MWDs allows a veriﬁcation of the adequacy of the degradation model
chosen. Such a comparison is easier to realize with respect to the statistical moments
of the MWD than with respect to the very distribution itself. Explicit formulas for
them can be derived (see Appendix) provided analytical expressions are known for
the generating functions g0
a
￿ p
Ł of the MWD f0
a
￿ la
Ł of blocks in the initial diblock
copolymer. The simplest criterion for the applicability of the model of random degra-
dation is the proportionality of the overall concentration of homopolymer molecules,
Ca, to the degradation time t. Proceeding from Eq (169), it is easy to determine theSection 4 79
constant of degradation ka from the slope of the straight line ofCa versus t. Recourse
to the cross-fractionation method [92, 93] provides the possibility to separate block
copolymer macromolecules by their size l
¥ l1
￿ l2, irrespective of composition. The
equation allowing to ﬁnd the distribution fs
12
￿ l
Ł of the block copolymer molecules for
l can be derived analytically (see Appendix).
4.3 Statistical Physics of Degraded Diblock Copolymers
In order to calculate within the framework of the RPA the scattering intensity I
￿ q
Ł of
a melt of an arbitrary incompressible mixture of macromolecules with two blocks of
different types of monomeric units M1 and M2, it is possible to resort to well-known
relations [89, 90, 91, 94].
I
￿ q
Ł
¥
M
￿ a1
˛ a2
Ł
2
D
￿ q
Ł
' D
￿ q
Ł
¥ H
￿ q
Ł
G
˛ 2c (173)
H
￿ q
Ł
¥
X11
￿ X22
￿ 2X12
X11X22
˛ X2
12
(174)
whereqrepresentsthemodulusofthescatteringwave vector, a1 and a2 arethescatter-
ing lengths of units M1 and M2, while c is the Flory-Huggins interaction parameter.
As for the elements kab
¥ MXab of the structure matrix, their dependence on q is
deﬁned by the expressions
Xaa
￿ q
Ł
¥ 2
¥
0
Cb
adla
la
0
dh
h
0
dxexp
￿
˛ Qx
￿
￿ a
¥ 1
' 2
Ł (175)
X12
￿ q
Ł
¥
¥
0
¥
0
C12
￿ l1
' l2
Ł dl1dl2
l1
0
dh1
l1
￿ l2
l1
dh2exp
￿
˛ Q
￿ h2
˛ h1
Ł
=
￿ (176)
where the following designations are employed
Q
¥
a2q2
6
Cb
a
￿ la
Ł
¥ Ca
￿ la
Ł
￿ Y0fa
￿ la
Ł (177)
for the dimensionless square of the wave vector q with monomeric unit size a as
a scale and dimensionless concentration Cb
a
￿ la
Ł of the a-th type blocks with la
monomeric units. Knowing the Laplace transform of this function, Cb
￿ p
Ł , it is easy
to ﬁnd the diagonal elements of the structure matrix80 Section 4
Xaa
￿ Q
Ł
¥
2
Q2 Cb
a
￿ Q
Ł
G
˛ Cb
a
￿ 0
Ł
￿ XaQ
￿ a
¥ 1
' 2
Ł (178)
In conformity with Eq (177), Cb
a
￿ p
Ł represents a linear combination of generating
functions ga
￿ p
Ł and gh
a
￿ p
Ł of distributions fa
￿ la
Ł (Eq (170)) and fh
a
￿ la
Ł (Eq (171)),
the expressions for which are derived in the Appendix. Making use of expressions
293 and 294 as well as of the relations 177 and 178 we get the ﬁnal expression for the
matrix elements X11
￿ Q
Ł and X22
￿ Q
Ł
Xaa
￿ Q
Ł
¥
2Y0
Qa
2 g0
a Qa
˛ 1
￿ l
0
aQa
' Qa
¥ Q
￿ ta (179)
Justin thesame way bymeans ofthe expressions(176), (168), and(293), the equation
for the nondiagonal elements of the structure matrix
X12
￿ Q
Ł
¥ X21
￿ Q
Ł
¥
Y0
Q1Q2
1
˛ g0
1 Q1 1
˛ g0
2 Q2 (180)
can be derived. To switch to natural scales of the values of the variables, it is conve-
nient to use variables la
ˆ l
0
a rather than la. In terms of these rescaled variables, Eqs
(179) and (180) assume the form
Xaa
￿ y
Ł
¥
2l
0X2
a
￿ ya
Ł
2 g0
a
￿ ya
Ł
￿
˛ 1
￿ ya
￿ a
¥ 1
' 2
Ł (181)
X12
￿ y
Ł
¥ X21
￿ y
Ł
¥
l
0X1X2
y1y2
1
˛ g0
1
￿ y1
Ł 1
˛ g0
2
￿ y2
Ł (182)
Here additional designations are introduced
ya
¥ l
0
aQa
¥ Xay
￿ Zat
' y
¥ Ql
0
¥ q2R2
G
' R2
G
¥
a2l
0
6
(183)
where the dimensionless time t and the parameter Za have, consequently, the mean-
ing of the average number of cleavages per macromolecule and the fraction of these
cleavages occurring in a-th type blocks. In the expressions 181 and 182 g0
a
￿ p
Ł stands
for thegenerating functionof thestochasticvariable la
ˆ l
0
a distribution inmoleculesof
the initial block copolymer. Substituting expressions 181 and 182 for the elements of
the structure matrix into Eq (174) enables one to ﬁnd the expression for the scattering
intensity (Eq (173)) of the products of a diblock copolymer degradation at arbitrary
depth of this reaction. Examples of the employment of this expression, derived forSection 4 81
arbitrary MWDs of blocks for lengths, will be provided in the next Section where we
specialize to systems with speciﬁed MWDs.
An important element of a phase diagram is the spinodal, i.e., a hypersurface within
the space of external parameters of a system where the latter looses local stability of
the spatially-homogeneous state. The mathematical condition of the spinodal, where
the amplitude of scattering (Eq (173)), becomes inﬁnite is as follows
Hm
¥ 2c
' where Hm
￿ min
q H
￿ q
Ł
¥ H
￿ q
„
Ł (184)
The function H
￿ q
Ł (Eq (174)) can reach its minimum value Hm either at zero wave
vector, q
„
¥ 0, or at q
„
￿
¥ 0. In the ﬁrst case we deal with the trivial branch of the
spinodal, whereas in the second case we deal with its nontrivial branch. Equations
for these hypersurfaces within the parametric space read, respectively,
1
Ł 2c
¥ H
￿ 0
Ł 2
Ł 2c
¥ H
￿ q
„
Ł
O
' H
œ
￿ q
„
Ł
¥ 0 H
œ
œ
￿ q
„
Ł
æ 0 (185)
where H
œ
￿ q
Ł and H
œ
œ
￿ q
Ł denote the ﬁrst and the second order derivatives of the func-
tion H
￿ q
Ł . The trivial and nontrivial branches of the spinodal are separated by the
Lifshitz point hyperline which can be found using the equations
2c
¥ H
￿ 0
Ł
￿
' H
œ
œ
￿ 0
Ł
¥ 0
' H
œ
œ
œ
œ
￿ 0
Ł
æ 0 (186)
For the system under consideration, the function H (Eq (174)) depends on q only
through the variable y
¥ q2R2
G so that for theoretical considerations it is convenient
to use the function
￿
￿ y
Ł
￿
￿ q2R2
G
¥ H
￿ q
Ł instead of H
￿ q
Ł
￿
ƒ The derivatives of
these functions are connected by simple relations
H
œ
￿ q
Ł
¥ 2qR2
G
￿
œ
￿ y
Ł
O
' H
œ
œ
￿ q
Ł
¥ 2R2
G 2y
￿
œ
œ
￿ y
Ł
￿
￿
œ
￿ y
Ł (187)
which allows to rewrite Eq (185) for the spinodal in terms of the function
￿
￿ y
Ł
1
Ł 2c
¥
￿
￿ 0
Ł 2
Ł 2c
¥
￿
￿ y
„
Ł
O
'
￿
￿
œ
￿ y
„
Ł
¥ 0
'
￿
￿
œ
œ
￿ y
„
Ł
æ 0 (188)
and Eq (186) for the Lifshitz point
2c
¥
￿
￿ 0
Ł
O
'
￿
œ
￿ 0
Ł
¥ 0
'
￿
￿
œ
œ
￿ 0
Ł
æ 0 (189)
The function
￿ depending on the variable y
¥ q2R2
G (Eq (183)) and the dimensionless
time t (Eq (172)) is also controlled by a set of external parameters both chemical and
physical in nature. To the chemical parameters, the reactivity ratio r
¥ k1
ˆ k2 belongs,
characterizing the difference in stability of the chemical bonds involved in blocks of82 Section 4
different type. More appropiate for numerical calculations is the kinetic parameter
U1
¥ 1
˛ U2
¥ k1
ˆ
O
￿ k1
￿ k2
Ł , since its value lies within the interval [0,1]. The set
comprising the composition of the initial block copolymer X and the parameters of
the MWD of its blocks belongs to the physical parameters.
The theory developed above allows us to answer at least two questions of practical in-
terest. The ﬁrstquestion, which is relevant to the thermodynamics of reacting ”living”
systems, is whether the loss of thermodynamic stability of the initial homogeneous
state will happen in the course of the degradation process. And, if so, will it occur at
zero or non-zero wave vector q
„ ? The second question is what the spinodal will be
of the ”dead” system comprising the products of the degradation of the initial block
copolymer formed during a speciﬁed time of degradation. This system being cooled
with a rate perceptibly exceeding that of degradation will reach the spinodal at a cer-
tain temperatureTs. The answerto the second questionfor a known dependenceof the
parameter c on temperature enables us to reveal a region of those values of external
parameters inside which the polymer specimen can be cooled to a ﬁxed temperature
T with no loss in local stability of its spatially homogeneous state. Otherwise stated,
it enables us to ﬁnd the area of the parametric space where Ts
˘ T.
It is natural to start the examination of the evolution of the spinodal in the course of
degradation with the analysis of its appearance in the melt of the initial block copoly-
mer. To this end expressions may be used for the function
￿
￿ y
Ł and its derivative
￿
œ at point y
¥ 0
￿
￿ 0
Ł
¥
K1X2
1
￿ K2X2
2
￿ 2X1X2
l
0
￿ X1X2
Ł
2
￿ K1K2
˛ 1
Ł
'
￿
￿
œ
￿ 0
Ł
¥
D
￿ X
Ł
3
￿ X1X2
Ł
2
￿ K1K2
˛ 1
Ł
2 (190)
D
￿ X
Ł
¥ K
œ1K2
1X1
￿ X1
￿ K2X2
Ł
2
￿ K
œ2K2
2X2
￿ K1X1
￿ X2
Ł
2 (191)
˛ 3
￿ K1X1
￿ K2X2
Ł
O
￿ X1
￿ K2X2
Ł
O
￿ K1X1
￿ X2
Ł
The coefﬁcients of the cubic polynomial (Eq (191)) are controlled exclusively by
polydispersity coefﬁcients Ka and K
œa of the MWD of a-th type blocks
￿ a
¥ 1
' 2
Ł in
the initial copolymer which are related to number average, Pna, weight average, Pwa
'
and z-average, Pza
' degrees of polymerization of these blocks by simple relationships
Ka
￿
Pwa
Pna
¥
l2
a
lala
K
œa
￿
Pza
Pwa
¥
l3
ala
l2
al2
a
(192)
Here for simplicity superscript ”0” is omitted from the designation of the n-order
statistical moments ln
a
￿ n
¥ 1
' 2
' 3
Ł of the MWD f0
a
￿ la
Ł .
The sign of the quantity D is of central importance for the spinodal analysis. Thus,
for instance, in case of monodisperse block copolymers the spinodal is known[10] toSection 4 83
have no trivial branch at all. Will polydisperse copolymer contain such a branch? A
necessary condition for this is the positiveness of D. If the function
￿
￿ y
Ł has no more
than one minimum, then the implementation of the inequality D
æ 0 is not only a nec-
essary but also a sufﬁcient condition for a spatially-homogeneous state of a system
to loose its stability just at zero wave vector value during cooling. For systems ex-
hibiting such a typical behavior of the function
￿
￿ y
Ł , zeroes of the polynomial D
￿ x
Ł
(Eq (191)) inside the unit interval
￿ 0
' 1
Ł correspond to the Lifshitz points dividing this
unit segment into intervals within each of which the quantity D does not change its
sign. Those intervals where it is positive or negative correspond to trivial or nontrivial
spinodal branches, respectively. To ﬁnd them recourse should be made to Eqs (188),
(190), and (191) while it is possible to calculate the Lifshitz points using Eq (189).
All initial diblock copolymers (proceeding from the shape of their spinodal c
¥
FS
￿ X
Ł ) can be subdivided into 4 types according to the number of roots i
¥ 0
' 1
' 2
' 3
of polynomial D
￿ x
Ł (Eq (191)) inside the unit interval. This number may be even or
odd depending on whether the quantity d
¥
￿ K
œ1
˛ 3
Ł
O
￿ K
œ2
˛ 3
Ł is positive or negative.
Consequently, the condition d
˘ 0 is sufﬁcient for the existence of at least one Lifshitz
point and, thus, for the existence of a trivial branch of the spinodal c
¥ FS
￿ X
Ł .
In order to reveal how many roots polynomial D
￿ x
Ł (Eq (191)) has inside the unit
segment it is necessary to calculate the sign of the expression
￿
¥ B2C2
˛ 4AC3
˛ 4B3D
˛ 27A2D2
￿ 18ABCD (193)
where the following designations are employed
A
¥ K
œ1
˛ 3 K2
1
' B
¥ K1 2K
œ1K1K2
￿ K
œ2K1K2
2
˛ 3
￿ K1K2
￿ K2
￿ 1
Ł (194)
C
¥ K2 K
œ1K2
1K2
￿ 2K
œ2K1K2
˛ 3
￿ K1K2
￿ K1
￿ 1
Ł
' D
¥ K
œ2
˛ 3 K2
2
If
￿
˘ 0 then polynomial D
￿ X
Ł has only one root having a physical meaning. Con-
versely, when
￿
æ 0 the number of such roots coincides with the number of sign
reversals in the sequence A,B,C,D deﬁned in (Eq (194)). Hence, the question of clas-
siﬁcation of conceivable spinodal forms may be considered as settled.
Concluding this Section it is pertinent to point out unambiguously the correlation
between the shape of curves H
￿ q
Ł and I
￿ q
Ł . So, every minimum of the ﬁrst one
corresponds to a maximum of the second one. This means that when measuring the
angular dependence of the amplitude of scattering it is possible to predict at which
particular spinodal branch, trivial or nontrivial, the system will loose the stability of
the spatially-homogeneous state under cooling. Essentially, it is possible to carry out
the scattering experiments at a temperature which is higher than that corresponding
to the cloud point curve. The advantages of performing these experiments in the
region of absolute thermodynamic stability of the homogeneous state instead of in
the metastable region are beyond any doubt.84 Section 4
4.4 Applications
The distribution of the blocks for lengths in an initial copolymer is evidently prede-
termined by the conditions of its synthesis. If the block formation follows the mech-
anism of ”living” anionic polymerization, their distribution is close to monodisperse,
i.e. it is described by the Dirac delta-function
f0
a
￿ la
Ł
¥ d
￿ Na
˛ la
Ł
￿
' g0
a
￿ ya
Ł
¥ exp
￿
º
˛ Naya
Ł
O
' ˆ g0
a
￿ ya
Ł
¥ exp
￿
￿
˛ ya
Ł (195)
where Na is the number of units involved in an a-th type block. When blocks are
prepared by the methods of free-radical polymerization or polycondensation, their
distribution is often a nearly exponential one
f0
a
￿ la
Ł
¥ eaexp
￿
￿
˛ eala
Ł
O
' g0
a
￿ ya
Ł
¥
1
1
￿ l
0
aya
' g0
a
￿ ya
Ł
¥
1
1
￿ ya
(196)
where ea
¥ 1
ˆ l
0
a is the reciprocal average number of units in an a-th type block.
Polydispersity coefﬁcients (Eq (192)) of the monodisperse (Eq (195)) and the Flory
distribution (Eq (196)) are, respectively
1
Ł Ka
¥ K
￿a
¥ 1 2
Ł Ka
¥ 2
' K
￿a
¥
3
2
(197)
Proceeding from Eqs (170) or (293) it is possible to derive the expressions
fa
￿ la
Ł
¥ exp
￿
￿
˛ tala
Ł
￿
d
￿ Na
˛ la
Ł
￿ tahs
￿ Na
˛ la
Ł
=
￿ (198)
fa
￿ la
Ł
¥ eaexp
￿
￿
˛ eala
Ł
O
' where ea
¥ ea
￿ ta (199)
characterizing, respectively, the evolution of initial distributions (Eq (195) and Eq
(196)) of the a-th type blocks for lengths la in the course of the degradation. Hence-
forward hs stands for the Heaviside step function. The MWD of homopolymers
formed during the degradation process of monodisperse and exponentially distributed
blocks are described by the following formulas
fh
a
￿ la
Ł
¥
exp
￿
￿
˛ tala
Ł
Na
￿
1
￿ ta
￿ Na
˛ la
Ł
=
￿ hs
￿ Na
˛ la
Ł (200)
fh
a
￿ la
Ł
¥ eaexp
￿
￿
˛ eala
Ł (201)
which may be readily derived using the expression 171 or 294 with allowance for Eq
(195) and Eq (196), respectively. Noteworthy, the distributions Eqs (199) and (201),Section 4 85
unlike Eqs (198) and (200), coincide with one another and with the initial distribution
(Eq (196)) upon the replacement in the latter of the parameter ea by ea. General
formulas 295 and 296 in case of monodisperse blocks yield the following expressions
for the statistical characteristics of the degradation products
la
¥
Na
qa
1
˛ e
￿ qa
' s2
a
¥
N2
a
q2
a
1
˛ 2qae
￿ qa
˛ e
￿ 2qa
' where qa
¥ Nata
(202)
Ph
na
¥
Na
q2
a
qa
˛ 1
￿ e
￿ qa
' Kh
a
¥
2qa qa 1
￿ e
￿ qa
˛ 2 1
˛ e
￿ qa
qa
˛ 1
￿ e
￿ qa 2 (203)
Analogous formulas for exponentially distributed blocks read
la
¥ Ph
na
¥ e
￿ 1
a
' s2
a
¥ e
￿ 2
a
' Kh
a
¥ 2 (204)
Below we will consider three types of initial diblock copolymers
I
Ł MD
￿ MD II
Ł MD
￿ F III
Ł F
￿ F (205)
composed of monodisperse blocks (MD) and those characterized by the Flory expo-
nential distribution (F). The SCD of the products of degradation of these copolymers
is described by the expression
f12
￿ l
' z
Ł
¥ l f1
￿ lz1
Ł f2
￿ lz2
Ł (206)
where the pair of functions f1
￿ l1
Ł and f2
￿ l2
Ł are picked out of {Eq (198),Eq (199)},
depending on the type of initial copolymers (Eq (205)). So, for instance, to get
an idea of the evolution of the distribution (Eq (206)) for type III it is possi-
ble to turn to Fig 38. An interesting peculiarity of this evolution is the fact that
under the condition
￿ X2
˛ X1
Ł
O
￿ U2
˛ U1
Ł
æ 0 a unique instant of time does exist,
t
„
¥
￿ X2
˛ X1
Ł
O
￿ U1X1
￿ U2X2
Ł
O
ˆ
Ø
￿ X1X2
￿ U2
˛ U1
Ł
￿
Ł , when the SCD (Eq (206)) does not
depend on composition z (Fig 38.2), therefore degenerating into a one-dimensional
distribution
f12
￿ l
' z
Ł
¥ e 2lexp
￿
￿
˛ el
Ł
O
' where e
¥ e1
¥ e2
¥
￿ U2X2
˛ U1X1
Ł
l
0
￿ U2
˛ U1
Ł X1X2
(207)
Substituting into formula (293) expressions (195) and (196) for g0
a results in the
Laplace transforms of the distributions for the block length la in degraded copolymer86 Section 4
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Figure 38: Contourplots (equal height lines) of the Size(l)-Composition(z
¥ z1) Dis-
tribution (SCD) (Eq (206)) of degraded diblock copolymers of type III (double Flory
distribution) at values of parameter U
¥ U1
¥ k1
ˆ
O
￿ k1
￿ k2
Ł
¥ 1
ˆ 10 and initial com-
position X
¥ X1
¥ 1
ˆ 3 at rescaled times (Eq (172)) t=0(1), 1.19(2), 2.38(3). Darker
regions correspond to larger probabilities.Section 4 87
molecules. Further, making use of formula (297) it is possible to derive expressions
for the distribution of these molecules fs
12
￿ l
Ł for their size l for the three types (Eq
(205)) of initial copolymers
I
Ł fs
12
￿ l
Ł
¥ exp
￿ -t1N1-t2N2
Ł d
￿ l-N
Ł (208)
￿
t1exp
￿ -t1l
Ł
t2
˛ t1
¤ t2hs
￿ N1-l
Ł
˛ t1exp
￿
￿ t1-t2
Ł N2
￿
￿
hs
￿ l-N2
Ł
G
˛ hs
￿ l-N
Ł
=
￿
“
￿
t2exp
￿ -t2l
Ł
t1
˛ t2
¤ t1hs
￿ N2-l
Ł
˛ t2exp
￿
￿ t2-t1
Ł N1
￿
￿
hs
￿ l-N1
Ł
G
˛ hs
￿ l-N
Ł
=
￿
“
II
Ł fs
12
￿ l
Ł
¥
e2
e2
˛ t1
¤ t1exp
￿ -t1l
Ł hs
￿ N1-l
Ł
￿ exp
￿
￿
˛ e2l
Ł
￿
e2exp
￿
￿ e2
˛ t1
Ł N1
￿ hs
￿ l-N1
Ł
￿
˛ t1
￿
“ (209)
III
Ł fs
12
￿ l
Ł
¥
e1e2
e2
˛ e1
￿
exp
￿ -e1l
Ł
G
˛ exp
￿ -e2l
Ł
=
￿ (210)
The random variable l
¥ l1
￿ l2, being the sum of two independent random variables
l1 and l2, has the center l1
￿ l2 and the dispersion s2
1
￿ s2
2, where la and s2
a were
determined abovefor monodisperse(Eq(202))and exponentially distributed (Eq 204)
blocks.
The integration of expression (206) over the variable l results in the one-dimensional
distribution fc
12
￿ z
Ł of the degradation products which for the initial diblock copoly-
mer of type III takes the form
fc
12
￿ z
Ł
¥
e1e2
￿ e1z1
￿ e2z2
Ł
2 (211)
Owingtoitsmonotonicitythisfunction reachesitsmaximumvalueatoneofthe edges
of the unit segment z1
￿ z2
¥ 1. This edge corresponds to the a-th homopolymer for
which the value of the parameter ea is least. The composition distribution (Eq (211))
is controlledbyonlyoneparameterwhichis theratiobetweenthe quantitiese1 and e2.
The more they differ the narrower this distribution is. The largest composition inho-
mogeneity occurs for e1
¥ e2, when any value of block copolymer composition turns
out tobe equiprobable. Inorderfor this caseto berealized duringthe degradationpro-
cess it is necessary and sufﬁcient for the initial copolymer to contain in excess those
units whose blocks are more prone to the cleavage. The mathematical condition for
this is the inequality
￿ X2
˛ X1
Ł
O
￿ k2
˛ k1
Ł
æ 0. If this condition is met, then the block
copolymer composition inhomogeneity ﬁrst rises in the beginning of the degradation
up to the moment t
„
¥
￿ X2
˛ X1
Ł
O
￿ U1X1
￿ U2X2
Ł
O
ˆ X1X2
￿ U2
˛ U1
Ł , when the quantities
e1 and e2 become equal to one another, and then starts to decrease. Conversely, if the
inequality
￿ X2
˛ X1
Ł
￿
￿ k2
˛ k1
Ł
˘ 0 holds then the composition distribution (Eq (211))
gets monotonically narrower during the whole degradation process.88 Section 4
As for the distribution (Eq (210)) of the size of the degradation products of macro-
molecules of type III, the evolution of its width in case
￿ X2
˛ X1
Ł
O
￿ k2
˛ k1
Ł
æ 0 pro-
ceeds in opposite direction as compared to the alteration of the width of the com-
position distribution (Eq (211)). This conclusion ensues from the analysis of the
expression
K
¥ 2 1
˛ e1
ˆ e2
￿ e2
ˆ e1
￿ 2
(212)
for the polydispersity coefﬁcient of distribution (Eq (210)). It decreases from the
value K0
¥ 1
￿ X2
1
￿ X2
2 at t
¥ 0 up to the value K
„
¥ 3
ˆ 2 at t
¥ t
„ and thenrises tend-
ing to the quantity K¥
¥ 1
￿ U2
1
￿ U2
2. Conversely, in case
￿ X2
˛ X1
Ł
O
￿ k2
˛ k1
Ł
˘ 0 the
coefﬁcient (Eq (212)) changes monotonically from K0 to K¥. Examples, demonstrat-
ing the above mentioned regularities of the evolution of one-dimensional distributions
for size l or for composition z, are provided in Fig 39.
Turning to the amplitude of scattering of the degradation products, it is necessary to
present the expressions for the elements of the structure matrix. To this end recourse
should be made to the general expressions Eqs (181) and (182) in which the functions
Eq (195) and/or Eq (196) should be substituted depending on the type (Eq (205)) of
the initial block copolymer. In case of type I, the formulas will bear resemblance
to those derived earlier [10] concerning the phase behavior of monodisperse diblock
copolymers
Xaa
￿ y
Ł
¥ NX2
ag
￿ ya
Ł
￿ a
¥ 1
' 2
Ł
￿
' g
￿ x
Ł
¥
2
x2 x
˛ 1
￿ e
￿ x (213)
X12
￿ y
Ł
¥ NX1X2h
￿ y1
Ł h
￿ y2
Ł
O
' h
￿ x
Ł
¥
1
x
1
˛ e
￿ x (214)
where the dependence of the variable ya on the wave vector modulus and time was
determined above (Eq (183)). For the initial copolymers pertaining to type II we have
X11
￿ y
Ł
¥ l
0X2
1g
￿ y1
Ł
O
' X22
￿ y
Ł
¥ 2l
0X2
2
￿ 1
￿ y2
Ł
￿ 1 (215)
X12
￿ y
Ł
¥ l
0X1X2h
￿ y1
Ł
O
￿ 1
￿ y2
Ł
￿ 1 (216)
while for those of type III
Xaa
￿ y
Ł
¥ 2l
0
X2
a
￿ 1
￿ ya
Ł
￿ 1
￿ a
¥ 1
' 2
Ł (217)
X12
￿ y
Ł
¥ l
0
X1X2
￿ 1
￿ y1
Ł
￿ 1
￿ 1
￿ y2
Ł
￿ 1 (218)Section 4 89
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Figure 39: One-dimensional sections of Size(l)-Composition(z
¥ z1) Distribution
(SCD) (Eq (206)), describing the distribution for composition (a) and size (b) of de-
graded diblock copolymer of type III (double Flory). Values of the parameters U
and X and rescaled times t are the same as those presented in Fig 38, i.e, U
¥ 1
ˆ 10,
X
¥ 1
ˆ 3, and t=0(1), 1.19(2), 2.38(3).90 Section 4
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Figure 40: Classiﬁcation diagram characterizing qualitative peculiarities of the de-
pendence of the reduced temperature ˆ T
¥
100Tmax
l
0Q
on the reduced degradation time t
for diblock copolymers of type I, II, and III (Eq (205)). Corresponding explanation is
provided in the text and further illustrated in Figs 41-43.
The key problem to be investigated when considering ”living” systems is the depen-
dence on time of the quantity H
￿ 1
m , which is the reciprocal of Hm (Eq (184)). This
quantity is equal to the ratio Tmax
ˆ Q of the maximum temperature Tmax for which
the loss of thermodynamic stability of the homogeneous state happens to the Flory
temperature Q. The temperature Q is deﬁned as the temperature at which the Flory-
Huggings parameter c, describing the monomer-monomer interactions, reaches a
value of a half. If during the degradation the value Tmax in its growth exceeds the
temperature of the experiment T, the reaction system becomes absolutely unstable
with respect to small composition ﬂuctuations (spinodal decomposition).Section 4 91
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Figure 41: Reduced temperature ˆ T versus reduced degradation time t (Eq (172)) in
different regions of the classiﬁcation diagram (Fig 40): white region (a), gray region
(b), and black region (c). The point where the curve ˆ T
￿ t
Ł reaches its maximum value
is denoted by an open square, whereas the Lifshitz point is represented by a ﬁlled
circle. The curves presented in this ﬁgure are calculated for diblock copolymers of
type I at the following values of the parameters: (a) X=0.4; U=0.8; (b) X=0.4; U=0.1;
(c) X=0.3; U=0.4
Let us consider ﬁrst the degradation of type I (Eq (205)) copolymer. In this case, the
unit squareof possible values ofparameters X1
¥ X andU1
¥ U maybe separatedinto
three kinds of regions (Fig 40.I) concerning the shape of the curves characterizing the
dependence of Tmax on the degradation time (see Fig 41). Whereas in the white region
of Fig 40.I this dependence is monotonic, in the other two regions, gray and black,
the function Tmax
￿ t
Ł has a maximum. The distinction between the latter two regions
consists in the fact that in the gray area the Lifshitz point is situated to the right of the
maximum, while in the black area it is located to the left of it. On the borderlines,
dividing the regions of different colors, bifurcations of three types depicted in Fig
42 occur. Among them there is the nontrivial bifurcation occuring on the border
between the white and the black regions at the intersection of which the location of
the maximum of the curve Tmax
￿ t
Ł changes discontinuously from tm
¥ 0 (in the white
region) to tm
￿
¥ 0 (in the black region). When moving along the borderline X
¥ 1
ˆ 2
from U
¥ 0 to U
¥ 1
ˆ 2 the time tL of reaching the Lifshitz point monotonically92 Section 4
decreases from 5
ƒ 778 to 3
ƒ 785. An analogous decrease of tL takes place along the
borderline between the gray and the black regions when within the interval 0
ƒ 327
￿
X
￿ 1
ˆ 2 the quantity tL changes from 4
ƒ 772 to 3
ƒ 785. Along the third borderline,
U
¥ 1
ˆ 2, the character of the change of tL is analogous to that mentioned above, i.e..
the value of tL decreases from ¥ to 3
ƒ 785 as X changes from 0 to 1
ˆ 2. The above
mentioned regularities of the behavior of tL at the borderlines of diagram I of Fig
40 are illustrated in Fig 43. In the point of intersection of all three borderline curves
￿ X
¥ 1
ˆ 2
' U
¥ 1
ˆ 2
Ł , the dependence Tmax
￿ t
Ł has the appearance shown in Fig 42,
where ˆ T
￿ 0
Ł
¥
100Tmax
… 0
¿
Ql
0
¥ 4
ƒ 76.
2 4 6 8 10
4
4.5
5
T
3
t
1
2
Figure 42: The dependence of the reduced temperature ˆ T versus the reduced degrada-
tion time t on the boundaries between the different regions of classiﬁcations diagram
40.I. (1) white-black boundary (X=0.35; U=0.5) (2) white-gray boundary (X=0.5;
U=0.1) (3) gray-black boundary (X=0.35; U=0.1) The dashed curve corresponds to
the point(X=0.5; U=0.5) belongingto all threeboundaries. The pointwherethe curve
ˆ T
￿ t
Ł reaches its maximum value is denoted by an open square, whereas the Lifshitz
point is represented by a ﬁlled circle.
The diagram presented in Fig 40 allows us to predict the possible phase behavior
of the products of the degradation of the type I block copolymers in the course
of degradation at ﬁxed temperature. If the values of the external parameters XSection 4 93
and U are located within the white region of this diagram the homogeneous state
of the system remains locally stable for the whole period of degradation. When
these parameters fall into the gray region of the diagram there is a small interval
Tmax
￿ 0
Ł
˘ T
˘ Tmax
￿ tm
Ł of values of temperature where the system looses the sta-
bility of its homogeneous state at nonzero vector. Within the black region the above
interval gets noticeably wider. Along with it there is, however, another temperature
interval, Tmax
￿ tL
Ł
˘ T
˘ Tmax
￿ tm
Ł , where the system looses its stability at zero wave
vector. In other words it can approach within the black region either the nontrivial or
the trivial branch of the spinodal.
tL
0.2 0.4 0.6 0.8 1
4.0
4.5
5.0 2
X, U
3
1
Figure 43: The values of the time of reaching the Lifshitz point tL along the bound-
aries between the regions of diagram 3.I. The numbering of the curves here corre-
spond to those used for the designations of these boundaries in Fig 42.
The dependence of the quantities tm and tL on X is depicted in Fig 4.4. The value
of tL is a smooth function of X, which diverges for X
￿ 0 or 1. The value of tm,
however, has a discontinuous derivative at the gray/black boundary, which is denoted
by X
„ , which isalso thepoint wheretm
¥ tL. For X
æ 0
ƒ 5 the value oftL is identically
zero. The value of X
„
¥ 0
ƒ 419.94 Section 4
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Figure 44: Dependence of the reduced time of reaching the maximum of the curve
ˆ T
￿ t
￿ , tm (solid line), and the Lifshitz point, tL (dashed line) on the the composition
(X) for diblock copolymers of type I. The curves were calculated with the parameter
U equal to 0.3.
In Fig 45, the rescaled temperatures of phase separation at the times tm, tL (depicted
in Fig 4.4), and t
￿ 0 are presented. The solid curve ( ˆ T
￿ tm
￿ ) will touch the long
dashed curve ( ˆ T
￿ tL
￿ ) in one point (X
￿ ) only and will be at higher ˆ T elsewhere. The
long dashed curve lies very close to the solid curve for X
￿ X
￿ , because from Fig
4.4 it is clear that tL and tm do not differ too much and Fig 41 demonstrates that
the dependence of ˆ T on t is rather weak around t
￿ tm. At rescaled temperatures
above the solid curve phase separation cannot be induced by destruction. For X
￿
X
￿ , i.e. the black area, macrophase separation can be induced by destruction in the
minute window of temperature separating the solid and the long dashed curve and for
temperatures between the long dashed curve and the short dashed curve ( ˆ T
￿ t
￿ 0
￿ )
microphase separation can be induced. For X
￿
￿
￿ X
￿ 0
￿ 5, i.e., within the gray area,
only microphase separation can be induced if the rescaled temperature is between the
solid and the short dashed curve. If X
￿ 0
￿ 5, i.e., within the white area, no phaseSection 4 95
separation can be induced, because the short dashed curve and the solid curve are
merged.
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Figure 45: Dependence of ˆ T
￿ t
￿ at the points t
￿ tm (solid line), t
￿ tL (long dashed
line), and t
￿ 0 (short dashed line) on the composition of diblock copolymers of type
I for parameterU
￿ 0
￿ 3.
Under the degradation of block copolymers of type II the classiﬁcation diagram (Fig
40.II) remains basically the same as for type I (Fig 40.I). The only qualitative dis-
tinction is the absence of symmetry with respect to the center of the square. On the
borderline X
￿ 0
￿ 408 between the white and gray regions the value tL
￿ U
￿ decreases
from tL
￿ 0
￿
￿
￿ 1
￿ 956 to tL
￿ 1
￿ 2
￿
￿
￿ 1
￿ 630 and then increases to tL
￿ 1
￿
￿
￿ 2
￿ 621 . The
same dependence takes place moving along the borderline separating the gray and the96 Section 4
black regions where tL
￿ 0
￿
￿
￿ 2
￿ 000, tmin
L
￿ tL
￿ 0
￿ 622
￿
￿
￿ 1
￿ 607 and tL
￿ 1
￿
￿
￿ 1
￿ 891.
On the borderline U
￿ 0
￿ 500, the quantity tL
￿ X
￿ changing from tL
￿ 0
￿
￿
￿ ¥ to
tL
￿ 1
￿
￿
￿ ¥ also goes through a minimum tmin
L
￿ tL
￿ 0
￿ 575
￿
￿
￿ 1
￿ 502. At the point
￿ X
￿ 0
￿ 408
￿ U
￿ 1
￿ 2
￿ where the three boundary curves intersect tL
￿ 1
￿ 629.
The most simple diagram is shown in Fig 40.III corresponding to block copolymers
of type III. It is symmetrical with respect to the center of the square and does not
contain the gray region. On the vertical borderline X
￿ 1
￿ 2 the value of tL is not in-
ﬂuenced byU and equals zero, while on the horizontal borderlineU
￿ 1
￿ 2 the quan-
tity tL
￿ X
￿ monotonically decreases within the interval 0
￿ X
￿ 1
￿ 2 from tL
￿ 0
￿
￿
￿ ¥
to tL
￿ 1
￿ 2
￿
￿
￿ 0. As the analysis shows, under the degradation of diblock copoly-
mer whose blocks are distributed exponentially, the width of the temperature interval
where the system reaches the trivial branch of the spinodal during the degradation can
be markedly higher than in case of monodisperse blocks.
Up to this point, we were discussing thermodynamic stability of the spatially homo-
geneous state of a ”living ” system where the change of the size and composition
of macromolecules occurs as a result of their degradation. Now let us consider the
problem of the stability of a ”dead ” system representing the polymer melt composed
of the products of the degradation of the block copolymers formed at a certain time
of the degradation reaction. Apart from the initial parameters X and U, the SCD of
these products is entirely characterized by the dimensionless time t of degradation of
the initial block copolymers. At any ﬁxed value t it is possible to construct a surface
describing the dependence of the reduced value ˆ T on X and U (See Fig 46). As can
be seen, every spinodal surface presented in this ﬁgure comprises two regions com-
posed of the points of trivial (top) and nontrivial (bottom) spinodal branches. These
regions are separated by a line of the Lifshitz points which appear at spinodal surfaces
I, II and III upon elapsed degradation time tI
￿ 3
￿ 78, tII
￿ 1
￿ 50 and tIII
￿ 0. For
block copolymers of the types I and II it happens at points XI
￿ 1
￿ 2 , UI
￿ 1
￿ 2 and
XII
￿ 0
￿ 56,UII
￿ 0
￿ 58 at values of Tmax equal, respectively, to 4.76 and 6.96. For the
case of type III block copolymer the Lifshitz points ﬁll the segment of the straight line
XIII
￿ 1
￿ 2, 0
￿ UIII
￿ 1, ˆ T
￿ 12
￿ 5 already before the beginning of the degradation,
so that the trivial branch of the spinodal surface will appear immediately.Section 4 97
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Figure 46: Examples of surfaces depicting the dependence of ˆ T on stoichiometric, X,
and kinetic, U, parameters for the products of degradation of diblock copolymers of
types I, II, and III obtained at values of the reduced degradation time t
￿ 4
￿ 0(I), t
￿
1
￿ 6(II), and t
￿ 0
￿ 18(III). The trivial and nontrivial spinodal branches are indicated
by thin and thick lines, respectively.98 Section 4
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Figure 47: Surface portraying the dependence on composition and reduced degrada-
tion time of the reduced quantity y
￿ (proportional to the square of the wave vector
(Eq (183))) at which the spinodal is reached when the degradation of type I diblock
copolymers is stopped at time t. The value of the kinetic parameter U=0.1.
Having the spinodal surface constructed, it is easy to indicate the temperature up to
which the melt can be cooled without loss of thermodynamic stability of its homo-
geneous state as well as to answer the question whether this loss occurs at zero wave
vector q
￿ 0 or at one, distinct from zero q
￿ q
￿
￿
￿
￿ 0. In the latter case, which cor-
responds to the nontrivial branch of the spinodal, of special interest is the value q
￿
determining the period of the spatial structures of small amplitude formed under mi-
crophase separation [10]. Here recourse can be made to the theoretical results of the
present work, such as those presented in Fig 47. By intersecting the surface depicted
on this ﬁgure by planes t
￿ ti, the curves of the dependence y
￿ on the composition of
copolymer X will be obtained. One of them, corresponding to ti
￿ 0, was presented
already by Leibler [10]. Up to the moment t
￿ 4
￿ 47, the curves y
￿
￿ X
￿ are situated
entirely above the plane
￿ X
￿ t
￿ . Within the interval t
￿ 4
￿ 47, the values y
￿ are distinct
from zero only on a portion of each of these curves. Evidently, the line along which
the surface y
￿ on Fig 47 intersects the plane
￿ X
￿ t
￿ is nothing but the curve of the
reduced time of attaining the Lifshitz points tL
￿ X
￿ (See Fig 43). The intersections of
the above surface by the planes X
￿ Xi shows the character of the evolution of y
￿ with
time of the degradation t of the block copolymer at given values of parameters X andSection 4 99
U. The character of the dependence of the temperature at the Lifshitz point ˆ TL on the
parameters X andU is depicted Fig 48.
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Figure 48: The surface of the reduced Lifshitz points ˆ TL
￿ ˆ T
￿ tL
￿ (a) and its contour
plot (b) above the plane of parameters (X,U) for the products of the degradation of
diblock copolymers of type I.
The theory elaborated here allows us to ﬁnd the amplitude of scattering I
￿ q
￿ (Eq
(173)) of the products of the degradation of block copolymer being formed at differ-
ent times. Fig 49 illustrates the evolution of this curve in the course of the degradation
reaction. The position of the maximum shifts gradually to the region of small scatter-100 Section 4
ing angles whereas its height steadily increases. This happens up to a certain instant
when the maximum of the curve I
￿ q
￿ occurs at q
￿ 0, to remain there for any later
times of degradation.
4.5 Conclusion
An important conclusion from this theoretical study is the existence of the possibility
of phase separation in the melt of block copolymers subject to degradation. Depend-
ing on the values of kinetic and stoichiometric parameters, such a system can undergo
either microphase or macrophase separation. The reason for this phenomenon is the
growth (induced by chemical transformations) of the polydispersity for both size and
chemical composition of the macromolecules involved. This factor should be taken
into account when dealing with the processes of aging of block copolymer based
materials.Section 4 101
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Figure 49: The evolution of the reduced scattering intensity (Eq (173)), J
￿
I
￿
￿
￿ M
￿ a1
￿ a2
￿ 2
  , of the products of degradation of diblock copolymers of type I,
calculated at values of the parameters X=0.3 and U=0.1.102 Section 4Appendix A 103
A Checking the validity of the q q
! approximation
All the results presentedin this work for higher ordercorrelations (e.g. the calculation
of phase diagrams or critical points) use the q
￿ q
￿ approximation. This means that
for the higher order vertex functions no explicit minimization over the q-parameter is
performed, but instead the value of q is used where the second order vertex function
attains its minimum (q
￿ q
￿ by deﬁnition). The validity of this approximation, which
is also used in literature, has to be veriﬁed.
For a general binary system the free energy expression upto fourth order terms in the
amplitude y and for a given set of external parameters 30 is given by:
F
￿
"
￿ G2
￿ n
# q
￿
￿ 2c
￿ y2
￿ g3
￿ n
# q
￿ y3
$ g4
￿ n
# q
￿ y4 (219)
This free energy must be minimized with respect to the amplitude y, the inverse
lengthscale q, and the symmetry of the structure n. The symmetry is labeled by a dis-
crete variable n
￿
%
￿ 0
# 1
# 3
# 6
  which denotes the number of independent lattice vectors
of the symmetry. The free energy of all the possible symmetries can be calculated and
the smallest of these is selected to be the “minimal”.
The problems arise in the minimization with respect to q and y. This minimization
will lead to two equations which must be solved simultaneously.
¶F
¶q
￿ 0
&
dG2
dq
￿
dg3
dq
y
$ dg4
dq
y2
￿ 0 (220)
¶F
¶y
￿ 0
& 2
￿ G2
￿ 2c
￿
￿ 3g3y
$ 4g4y2
￿ 0 (221)
In (220) and (221) the trivial solution y
￿ 0 has been removed.
A way to solve this system is by iteration. The value of the variable y is assumed to
be small (this is the essence of weak segregation theory), therefore as a ﬁrst guess we
can set y
￿ 0 and substitute this into Eq (220). This will give
dG2
dq
￿ 0
& q
￿ q
￿ (222)
This value of q is substituted into Eq (221) and a simple quadratic equation for y is
obtained which will have a solution y
￿ y
￿ .
These results q
￿ and y
￿ are normally used to calculate the free energy, but this set
of variables is not the true minimum of the free energy. For instance if y
￿
￿
￿ 0 then
q
￿ q
￿ is no longer a solution of Eq (220). What needs to be veriﬁed is that further
iteration of Eqs (220) and (221) leads to only small corrections in q and y.
30External parameters are for instance the overall composition, the architecture of the polymer, the
chemical nature of the monomers, etc104 Appendix A
To obtain information about the magnitude of this iteration correction, we will per-
form a leading order expansion in y, which is assumed to be small. From Eq (219)
one can conclude that in the minimum all terms in this expression must have the same
scaling behavior with respect to y. This means
G2
￿ 2c µ y2 (223)
g3 µ y (224)
What is also important is the fact that dg3
dq µ y.
If a second iteration of Eqs (220) and (221) is performed, the variable y
￿ y
￿ is sub-
stituted into (220). Introducing q
￿ q
￿
$ dq, this will lead to the following expression
upto leading order terms (o
￿ y2
￿ )
d2G
￿2
dq2 dq
￿
dg
￿3
dq
y
￿
$ dg
￿4
dq
￿ y
￿
￿ 2
￿ 0 (225)
where g
￿3
￿ g3
￿ q
￿ q
￿
’
￿ , etc.
From this it follows dq µ y2 and therefore the correction on q 31 is small.
Substituting this new value for q
￿ q
￿
$ dq into Eq (221) and using y
￿ y
￿
$ dy will
give upto leading order terms (o
￿ y4
￿ )
￿ 3g
￿3dy
$ 8g
￿4y
￿ dy
$ d2G
￿2
dq2
￿ dq
￿ 2
￿ 3
dg
￿3
dq
dqy
￿
￿ 0 (226)
Therefore it is shown that dy µ y3.32 Thus for small y, the iterative corrections to it
will be small.
We now can investigate the inﬂuence of the found corrections on the free energy
expansion (219). The only correction upto fourth order in y is the correction
dG
(2
dq dq
￿ y
￿
)
￿ 2, but this is zero by deﬁnition (222). Therefore it is concluded that taking
into account corrections to the values of q
￿ and y
￿ will only give contributions to the
free energy of higher order than 4 in y, which were already not taken into account.
So upto fourth order in y the corrections play no role.
31The quantity q
* is normally of order 1, except for cases like random copolymers [11] where q
*
,
+ 0
and the correction terms are dominant.
32This only holds if y
*
￿
-
+
3g
.3
8g
.4
. If the inequality is not true, then expansions upto higher order must
be investigated.Appendix B 105
B Analytical solution of constant ﬂow semibatch ho-
mopolymerization
The main results of this section are to be published in Macromolecules [60].
For the case of homopolymerization and constant ﬂow an analytical treatment can be
given for the monomer concentration and the average chain length.
For homopolymerization the kinetic equations (21) become much easier:
d
￿ VM
￿
dt
￿
￿ kRMV
$ qMin (227)
If we assume a constant ﬂow q with constant concentration Min, we can write:
V
￿ t
￿
/
￿ V0
$ qt (228)
Substitution of Eq (228) into Eq (227) gives:
dM
dt
￿
￿ kRM
$ q
V
Min
￿ M
￿
￿ k
V0R0
V0
$ qt
M
$ q
V0
$ qt
Min
￿ M
￿
￿
kV0R0
$ q
V0
$ qt
M
$ qMin
V0
$ qt
(229)
This inhomogeneous linear ﬁrst order differential equation can be solved quite easily
by using the method of “variation of paramters” on the homogeneous solution (Min
￿
0). The homogeneous solution is given by33:
Mh
￿ t
￿
/
￿ C
￿ V 0
$ qt
￿
1
0
kV0r0
2 q
q (230)
where the constant C is determined by the initial condition M
￿ 0
￿
￿
￿ M0. Applying
the method of “variation of parameters” (by stating the constantC to be a function of
timeC
￿ t
￿ ) leads to a differential equation forC:
dC
dt
￿ qMin
￿ V0
$ qt
￿
kV0R0
q (231)
This equation has the solution
C
￿ t
￿
￿
￿ Min q
kV0R0
$ q
￿ Vo
$ qt
￿
kV0R0
2 q
q
$ D (232)
33Note that q is assumed to be nonzero. For q
+ 0 the system degenerates into a simple closed
system.106 Appendix B
where the constant of integration D is again determined by the initial conditions.
Substition of Eq (231) into Eq (230) and expressing the constant D in terms of the
initial concentration M0 gives:
M
￿ t
￿
3
￿ Min q
kV0R0
$ q
$ M0
￿ Min q
kV0R0
$ q
V0
V0
$ qt
kV0R0
2 q
q
(233)
Thus the concentration of free monomers will go to a constant value Minq
￿
￿
￿ kV0R0
$
q
￿ for inﬁnite polymerization time.
Also of interest is the dependence of the average polymer length with time. The
average polymer length is given by the ratio of the number of consumed monomers
over the number of macro-ions (25). Substitution of Eq (228) gives:
l
￿ t
￿
4
￿
V0M0
$ t
0Min
￿ t
5
6
￿ q
￿ t
5
6
￿ dt
5
￿ M
￿ t
￿ V
￿ t
￿
R0V0
￿
V0M0
$ tMinq
￿ M
￿ t
￿
8
7V0
$ qt
9
R0V0
￿
M0
R0
$ Minq
R0
kR0t
￿ 1
kV0R0
$ q
￿
M0
￿ Min q
kV0R0
: q
R0
V0
V0
$ qt
kV0R0
q
(234)
At large values of polymerization time the growth rate goes to a constant value:
dl
dt
;
kMinq
kV0R0
$ q
(235)
This shows that for any feed (q
￿ 0 and Min
￿ 0) the polymers will reach inﬁnite
chain length at inﬁnite polymerization time and that for large enough polymerization
time the monomer concentration and the growthrate will go to a constant (positive)
value.
An other result which follows from the calculation of dl
dt is (we can take a time de-
pendent q and Min in this case):
dl
dt
￿
Min
￿ t
￿ q
￿ t
￿
￿ dM
dt V
￿ t
￿
￿ M
￿ t
￿ q
￿ t
￿
R0V0
￿
Min
￿ t
￿ q
￿ t
￿
￿
￿
kV0R0
: q
< t
=
V
< t
= M
￿ t
￿
$ q
< t
= Min
< t
=
V
< t
= V
￿ t
￿
￿ M
￿ t
￿ q
￿ t
￿
R0V0
￿ kM
￿ t
￿ (236)
where use has been made of
V
￿ t
￿
3
￿ V0
$
t
0
q
￿ t
5
￿ dt
5
&
dV
dt
￿ q
￿ t
￿ (237)Appendix B 107
Thus we obtain that the average length of a polymer in a semi-batch polymerization
experiment is given by:
l
￿ t
￿
3
￿ k
t
0
M
￿ t
5
￿ dt
5 (238)108 Appendix C
C Derivation of binary kinetics
The main results of this section are to be published in Macromolecules [60].
From the master equations (2) and (1) it can be derived for binary systems that
ra
￿ å
l
ra
￿ l
￿
/
￿
Ra
R0
￿
xaBa
kaa å
b
> 1
xbBb
kbb
0
1
(239)
where the coefﬁcients Ba for a binary system can be found by [48]
Ba
￿ 1
￿ ra
￿
kaa
kaa
(240)
where the notation a means “not a”:
a
￿
B if a=A
A if a=B (241)
The conversion p is deﬁned by the following relationship:
p
￿ 1
￿
M
￿ t
￿
M0
(242)
which is equivalent to the fraction of initial monomers which have been consumed in
the polymerization process. Differentiation with respect to time gives
dp
dt
￿
￿
1
M0
dM
dt
(243)
Now note that M
￿ åaMa and thus substitution of eq. (2) summed over a gives
dp
dt
￿
R0
M0 å
a å
b
kbarbMa (244)
Substitution of eq. (239) gives
dp
dt
￿
R0
M0åg
xgBg
kgg
å
a å
b
kba
xbBb
kbb
Ma (245)
Substitution of eq. (240) gives
dp
dt
￿
R0
M0åg
xgkgg
kggkgg
å
a å
b
kba
xbkbb
kbbkbb
Ma
￿
R0
M0ågxgkgg å
a å
b
kbaxbkbbMa (246)Appendix C 109
where use has been made of the fact that for a binary system Kbbkbb does not depend
on b and so can be divided out. This greatly simpliﬁes the equations.
By using the identity xa
￿ Ma
< 1
0
p
= M0 we can transform the equation into
dp
dt
￿
R0
￿ 1
￿ p
￿
ågxgkgg å
a å
b
kbaxbkbbxa
￿ R0
￿ 1
￿ p
￿
åaxakaaåbkabxb
åaxakaa
(247)
￿ R0
￿ 1
￿ p
￿ F
￿ x
￿ p
￿
?
￿ (248)
We want to obtain equations for xa, therefore we start from eq. (2)
dMa
￿ t
￿
dt
￿
￿ R0å
b
kbarb
￿ t
￿ Ma
￿ t
￿ (249)
Transformation to conversion space gives
dMa
￿ p
￿
dp
￿
￿
R0
dp
dt
å
b
kbarb
￿ p
￿ Ma
￿ p
￿ (250)
Substitution of eq. (247) and (239) gives
dMa
dp
￿
￿ 1
1
￿ p
åbkbaxbkbbMa
åbxbkbbågkbgxg
(251)
To check this rather cumbersome equation we can take a sum over a on both sides to
obtain
dM
dp
￿
￿ 1
1
￿ p
åaåbkbaxbkbbMa
åbxbkbbågkbgxg
￿
￿ M0
åaåbkbaxbkbbxa
åbxbkbbågkbgxg
￿
￿ M0 (252)
which was to be expected from eq (242).
We can substitute Ma
￿ Mxa into eq (251)
dMxa
dp
￿
￿ 1
1
￿ p
åbkbaxbkbbMxa
åbxbkbbågkbgxg
dM
dp
xa
$ M
dxa
dp
￿
￿ M
1
￿ p
åbkbaxbkbbxa
åbxbkbbågkbgxg110 Appendix C
dxa
dp
￿
M0
M
xa
￿
1
1
￿ p
åbkbaxbkbbxa
åbxbkbbågkbgxg
￿
1
1
￿ p
xa
￿
åbkbaxbkbbxa
åbxbkbbågkbgxg
￿
1
1
￿ p
7xa
￿ Ya
9 (253)
The equation looks in form the same as eq (13), we only need to prove that YA
￿ pA.
pa
￿
xa
￿ raxa
$ xa
￿
rax2
a
$ rax2
a
$ 2xaxa
￿
kaaxa
￿ kaaxa
$ kaaxa
￿
kaakaax2
a
$ kaakaax2
a
$ 2kaakaaxaxa
￿
kaakaax2
a
$ kaakaaxaxa
kaakaax2
a
$ kaakaax2
a
$ 2kaakaaxaxa
Ya
￿
åbkbaxbkbbxa
åbxbkbbågkbgxg
￿
kaaxakaaxa
$ kaaxakaaxa
xakaa
￿ kaaxa
$ kaaxa
$ xakaa
￿ kaaxa
$ kaaxa
￿
￿
kaakaax2
a
$ kaakaaxaxa
x2
akaakaa
$ 2xaxakaakaa
$ x2
akaakaa
(254)
ThusYa
￿ pa.
Equation (13) can be solved easily by explicit integration
dx
dp
￿
x
￿ pA
￿ x
￿
1
￿ p
(255)
becomes
dp
1
￿ p
￿
dx
x
￿ pA
￿ x
￿
ln
@1
￿ p
@
A
￿
dx
x
￿ pA
￿ x
￿
(256)
which after a little work will give the solution (14).Appendix D 111
D Scattering in multicomponent systems
The main results of this section are to be published in Macromolecules [60].
The scattering intensity I of an n-component system at an angle q with respect to the
incident radiation with wave length l can be calculated by the expression [95]
I
￿ q
￿
3
￿ å
a å
b
aaabSab
￿ q
￿
￿
# where q
￿
4p
l
sin
q
2
(257)
where aa is the scattering length of an a-th type monomeric units. In view of the
spatial isotropy of the system the Fourier component Sab
￿ q
￿ of elements Sab
￿ r
￿ of
the correlation matrix and, consequently, the scattering intensity will depend only on
the modulus q of the wave vector q. For incompressible systems the expression (257)
is written down in the following manner
I
￿ q
￿
/
￿
￿ å
a
B b
aa
￿ ab
2Sab
￿ q
￿ (258)
where the structural matrix S
￿ q
￿ may be presented as [35]
S
￿ q
￿
/
￿ r b
￿ b X
$ b
0
1
b (259)
Apart from the overall density of monomeric units r two matrices enter into the
right-hand side of this formula. One of them, b, describes the pair interactions of
monomeric units. Its elements are in a simple manner connected with the elements of
matrix d inverse to matrix c of the Flory-Huggins parameters
bab
￿ dab
￿ å
b
dabå
a
dab å
a å
b
dab
0
1
(260)
with
d
￿
c11
￿
?
￿
?
￿ c1n
. . . ... . . .
cn1
￿
?
￿
?
￿ cnn
0
1
(261)
The second matrix, X, equal up to a factor r to the structure matrix k
￿ q
￿ , is expressed
through the generating functions of two-point chemical correlatorsWab
￿ x
￿
Xab
￿ q
￿
D
C kab
￿ q
￿
E
￿ r
￿ Xadab
$ Wab
￿ x
￿
$ Wba
￿ x
￿
￿
#
x
￿ e
0
Q Q
￿ a2q2
￿ 6 (262)
where a represents the size of a monomeric unit. Thus, equations (257)-(262) jointly
with the expression (111) provide an exact solution of the problem of determining the112 Appendix D
scattering function of melt of a copolymer obtained by ”living” anionic copolymer-
ization of an arbitrary number of monomer types.
The amplitude ofscattering (257)becomes inﬁnite at thespinodal wherethe spatially-
homogeneousstateofapolymer liquidturnsout tobeabsolutelyunstable withrespect
to composition ﬂuctuations. Such a stability loss may happen either at the zero wave
vector (q
￿
￿
￿ 0) or at a non-zero wave vector (q
￿
￿
￿ 0). These two cases are referred
to as the trivial and nontrivial spinodal branches, respectively. The trivial branch
is described by the condition of vanishing of the determinant D q2 of the matrix
X
￿ q
￿
$ b at q
￿ 0
D
￿ 0
￿
/
￿ 0 (263)
To ﬁnd the nontrivial branch of the spinodal, where the zero q
￿ q
￿ of the function
D q2 is double degenerate, it is necessary to solve the set of two equations
D q2
￿ 0
dD q2
d
￿ q2
￿
￿ 0 (264)
Within the framework of the integral approximation considered in Section 1 (long
chain length approximation) the formulas for the calculation of the amplitude of scat-
tering and the spinodal are substantially simpliﬁed because expression (262) is re-
ducible in this case to the following form
Xab
￿ q
￿
D
￿
lm
p
p
0
dp
5
p
F
0
dp
5
5 Xa p
5 Xb p
F
F exp
￿ y p
5
￿ p
5
5
#
y
￿ Qlm
￿ q2R2
GwhereR2
G
￿ a2lm
￿ 6 (265)
When calculating the spinodal it is convenient to introduce the variables
za p
5 ;p
C Xa p
5
￿
H
G Xa
I (266)
describing the diffrence between the conditional probability Xa
￿ i
￿
￿
￿ Pa
￿ i
￿ to ﬁnd a
unit of type a, located at i
￿ lmp
5 distance from the beginning of the chain, from the
unconditional probability
G Xa
I (8) to ﬁnd sucha unitat any placeof a macromolecule.
The functions za in Eq (266) determine the following integrals
I
< 0
=
￿ y
￿
3
C u
< 0
=
s
# I
< 1
=
a
￿ y
￿
3
C u
< 1
=
a
s
I
< 2
=
ab
￿ y
￿
/
C u
< 2
=
ab s
(267)
where angular brackets with subscript s denote the effect of the integral operator
u
< s
=
a1
J
J
J as s
C
lm
p
p
0
dp
5
p
F
0
dp
5
5 u
< s
=
a1
J
J
J asexp
￿ y p
5
￿ p
5
5 (268)
on the functions
u
< 0
=
￿ 1
# u
< 1
=
a
￿ za p
5 ;p
# u
< 2
=
ab p
5
# p
5
5 ;p
￿ za p
5 ;p zb p
5
5 ;p (269)Appendix D 113
standing between the brackets.
We can write the matrix X
$ b elements in a more convenient form
Xab
$ bab
￿ Uab
$ I
< 0
= hahb (270)
where the following designations are used
Uab
C Dab
$ Bab ha
C
G Xa
I
$ I
< 1
=
I
< 0
=
Dab
￿ y
￿
4
C I
< 2
=
ab
￿ y
￿
￿
I
< 1
=
a
￿ y
￿ I
< 1
=
b
￿ y
￿
I
< 0
=
￿ y
￿
(271)
one can ﬁnd this matrix determinant
D q2
￿ I
< 0
=
￿ y
￿ U
￿ y
￿ (272)
which equals the product of positive integral I
< 0
=
￿ y
￿ and any cofactor U
￿ y
￿ of the
matrix U with elements (271). Thus, the conditions (264) of ﬁnding of nontrivial
spinodal branch will assume within the framework of the approximation of interest
the following form
U
￿ y
￿
/
￿ 0
#
dU
￿ y
￿
dy
￿ 0 (273)
where variable y is related to the wave vector q by the relationship (265).
In the case of binary copolymerization when
z1
￿
￿ z2
# I
< 1
=
C I
< 1
=
1
￿
￿ I
< 1
=
2
# I
< 2
=
C I
< 2
=
11
￿ I
< 2
=
22
￿
￿ I
< 2
=
12 (274)
the expression for the amplitude of scattering (257) will read
I
￿ q
￿
D
￿
￿ a1
￿ a2
￿
2 bD
￿ y
￿
D
￿ y
￿
$ b
(275)
where D
￿ y
￿
D
￿ I
< 2
=
￿ y
￿
￿
I
< 1
=
￿ y
￿
2
I
< 0
=
￿ y
￿
# b
￿
￿
1
2c114 Appendix E
E Derivation of correlation functions for tapered
Markov chains
Inthisappendixwewillderivetheexactexpressionforsa
￿ i
￿ sb
￿ j
￿ fortaperedMarko-
vian copolymers.
We start by considering the Markov matrix (11) as a stochastic matrix 34
K
￿ p
￿ 35.
for given conversion p
The matrix
K
￿ p
￿ has eigenvalues 1 and l
￿ p
￿ and two sets of eigenvectors; two right-
eigenvectors
LeR
1
￿ p
￿
?
#
’
LeR
2
￿ p
￿ and two left-eigenvectors
LeL
1
￿ p
￿
?
#
’
LeL
2
￿ p
￿ which are de-
ﬁned by
K
￿ p
￿
3
LeR
1
￿ p
￿
3
￿
M
LeR
1
￿ p
￿
K
￿ p
￿
￿
LeR
2
￿ p
￿
3
￿ l
￿ p
￿
￿
LeR
1
￿ p
￿
and
LeL
1
￿ p
￿
K
￿ p
￿
/
￿
M
LeR
1
￿ p
￿
LeL
2
￿ p
￿
K
￿ p
￿
/
￿ l
￿ p
￿
￿
LeR
1
￿ p
￿
with
LeL
i
￿ p
￿
￿
N
O
LeR
j
￿ p
￿
3
￿ dij.
We introduce two additional 2 by 2 matrices
P
Q
￿ p
￿ and
R
S
￿ p
￿ given by
P
Q
￿ p
￿
/
￿
eR
11
￿ p
￿ eR
12
￿ p
￿
eR
21
￿ p
￿ eR
22
￿ p
￿
and
R
T
￿ p
￿
/
￿
eL
11
￿ p
￿ eL
12
￿ p
￿
eL
21
￿ p
￿ eL
22
￿ p
￿
The following identities can be derived:
R
T
￿ p
￿
K
￿ p
￿
U
P T
￿ p
￿
4
￿
K
d
￿ p
￿
￿
C
1 0
0 l
￿ p
￿ (276)
K
￿ p
￿
4
￿
P T
￿ p
￿
K
d
￿ p
￿
U
R
T
￿ p
￿ (277)
R
S
￿ p
￿
U
P T
￿ p
￿
4
￿
V
W
C
1 0
0 1 (278)
P T
￿ p
￿
X
R
S
￿ p
￿
4
￿
Y
H
C
M
Y 1
$
Y 2 (279)
where
Y is the metric tensor connected to a coordinate system spanned by the eigen-
vectors of
K .
The value of
Y can be calculated by considering the following transformation. The
LHS (left-hand-side) of Eq. 280 are the base vectors of the Cartesian coordinate
34A stochastic matrix is a matrix of which all columns add up to unity and all elements are positive.
35Caligraphic letter will be used to denote 2 by 2 matrices.Appendix E 115
suytem. The RHS of Eq. 280 are the right eigenvectors
LeR
1 and
LeR
2) of the Markov
matrix
K .
1
0
#
0
1
;
1
￿ 1
#
1
a (280)
with a
￿ 1
0
MAA
1
0
MBB and the elements of
Y are deﬁned by
Y µn
￿
¶mi¶mj
¶nn¶nµ gij (281)
where mi are the coefﬁcients of the cartesian coordinate system (LHS of Eq. 280),
and nµ the coefﬁcients of the new eigenbasis. The tensor g is the metric tensor of
the cartesian coordinate system and it is equal to the identity matrix
V . From this it
follows
Y
W
￿ p
￿
/
￿
1
$ a2 1
￿ a
1
￿ a 2 (282)
We can rewrite
K
d
￿ p
￿ as
K
d
￿ p
￿
/
￿ eL
< p
= with L
￿ p
￿
/
￿
0 0
0 lnl
￿ p
￿
Thus
K
￿ p
￿
D
￿
P T
￿ p
￿ eL
< p
=
R
T
￿ p
￿
￿
¥
å
n
> 0
1
n!
P T
￿ p
￿ L
￿ p
￿ n
R
S
￿ p
￿
￿
¥
å
n
> 0
1
n!
P T
￿ p
￿ L
￿ p
￿
X
R
S
￿ p
￿
n
￿ exp
P T
￿ p
￿ L
￿ p
￿
X
R
S
￿ p
￿
and
P T
￿ p
￿ L
￿ p
￿
X
R
S
￿ p
￿
Z
￿
eR
11 eR
21
eR
12 eR
22
0 0
0 lnl
￿ p
￿
eL
11 eL
12
eL
21 eL
22
￿
eR
21eL
21 eR
21eL
22
eR
22eL
21 eR
22eL
22
lnl
￿ p
￿
3
C
M
Y 2
￿ p
￿ lnl
￿ p
￿
and thus
K
￿ p
￿
3
￿ exp
7
[
Y 2
￿ p
￿ lnl
￿ p
￿
\
9 (283)
We now consider sa
￿ i
￿ sb
￿ j
￿ with j
￿ i. We can rewrite this as
sa
￿ i
￿ sb
￿ j
￿
D
￿ sa
￿ i
￿
j
0
i
Õ
l
> 1
K i
$ l
N
ab116 Appendix E
￿ sa
￿ i
￿ exp
j
0
i
å
l
> 1
Y 2
i
$ l
N
lnl
i
$ l
N
(284)
] sa
￿ pN
￿ exp N
j
^ N
i
^ N
dp
5
Y 2 p
5 lnl p
5
￿ N
_ 1
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F Derivation of distribution functions for diblock
copolymer destruction
This section was published as appendix to [79]
When solving Eqs (164)-(166), let us take advantage of the fact that the independence
of MWDs of the blocks of the initial copolymer molecules is retained during the
degradation. Due to this important property, the concentration of block copolymer
molecules at any moment of time admits the factorization
C12
￿ l1
# l2
￿
/
￿ Y0f1
￿ l1
￿ f2
￿ l2
￿ (286)
The evolution of the MWD of a-th type blocks, fa
￿ la
￿ , is described by the solution
of the following equation
1
ka
dfa
￿ la
￿
dt
￿
¥
la
fa
￿ x
￿ dx
￿ lafa
￿ la
￿
￿ a
￿ 1
# 2
￿ (287)
where the function fa
￿ la
￿ at moment t
￿ 0 is f0
a
￿ la
￿ . Distributions f1
￿ l1
￿ and f2
￿ l2
￿
found in such a way will occur in the right-hand part of eqs (3) and (4), which being
substituted into expression (286), will read
1
ka
dCa
￿ la
￿
dt
￿ Y0
¥
la
fa
￿ x
￿ dx
$ 2
¥
la
Ca
￿ x
￿ dx
￿ laCa
￿ la
￿
￿ a
￿ 1
# 2
￿ (288)
To solve the integro-differential equations (Eqs (287) and (288)) it is convenient to go
from functions fa
￿ la
￿ and Ca
￿ la
￿ to their Laplace transforms
ga
￿ pa
￿
4
C fa
￿ pa
￿
/
￿
¥
0
fa
￿ la
￿ exp
￿
￿ pala
￿ dla (289)
Ca
￿ pa
￿
4
￿
¥
0
Ca
￿ la
￿ exp
￿
￿ pala
￿ dla
in terms of which Eqs (287) and (288) will turn into
1
ka
¶ga
￿ pa
￿
¶t
￿
1
pa
7ga
￿ 0
￿
￿ ga
￿ pa
￿
\
9
$ ¶ga
￿ pa
￿
¶pa
(290)118 Appendix F
1
ka
¶Ca
￿ pa
￿
¶t
￿
Y0
pa
7ga
￿ 0
￿
￿ ga
￿ pa
￿
\
9
$ 2
pa
Ca
￿ 0
￿
￿ Ca
￿ pa
￿
$ ¶Ca
￿ pa
￿
¶pa
(291)
In order to ﬁnd the unknown functions ga
￿ 0
￿ and Ca
￿ 0
￿ involved in the above equa-
tions, a transition to the limit pa
;
0 should be carried out in their right-hand parts.
As a result we will get 0 and Xa for Eq (290) and Eq (291), respectively, which with
allowance for initial conditions g0
a
￿ 0
￿
3
￿ 1 and C0
a
￿ 0
￿
￿
￿ 0 yields
ga
￿ 0
￿
￿
￿ 1 Ca
￿ 0
￿
3
￿ kaXat (292)
The solutions of the partial differential equations (Eqs (290) and (291)) with initial
conditions g0
a
￿ pa
￿ andC0
a
￿ pa
￿ areobtainedby meansof the methodof characteristics
[96]
ga
￿ pa
￿
/
￿
ta
pa
$ ta
$ pa
pa
$ ta
g0
a
￿ pa
$ ta
￿ (293)
gh
a
￿ pa
￿
/
C
Ca
￿ pa
￿
Ca
￿ 0
￿
￿
ta
pa
$ ta
$ pa 1
￿ g0
a
￿ pa
$ ta
￿
l
0
a
￿ pa
$ ta
￿
2 (294)
Performing in these formulas the inverse Laplace transform will result in expres-
sions 170 and 171 for MWDs of types 1 and 2 blocks in a copolymer and MWDs
of homopolymers, respectively. The knowledge of the ﬁrst two of these distributions
enables, proceeding from formula A1, to ﬁnd the evolution of SCD f12
￿ l1
# l2
￿ of the
block copolymer moleculesduring their degradation. The centerla and the dispersion
s2
a
￿ l2
a
￿ l
2
a of the distribution for length la of a-th type block in a copolymer are
easy to ﬁnd by differentiating its generating function (Eq (293)) and setting pa
￿ 0
la
￿
1
￿ g0
a
￿ ta
￿
ta
# s2
a
￿
1
t2
a
2tag0
5 a
￿ ta
￿
$ 1
￿ g0
a
￿ ta
￿
2
(295)
An analogous procedure being applied to the generating function of MWD of a-
th type homopolymers enables to get simple expressions for their number average
degree of polymerization Ph
na and polydispersity coefﬁcient Kh
a
Ph
na
￿
1
l
0
ata
l
0
a
￿ la
# Kh
a
C
Ph
wa
Ph
na
￿
2l
0
a l
0
a
￿ g0
5 a
￿ ta
￿
￿ 2la
l
0
a
￿ la
2 (296)
Knowing the generating functions g0
1
￿ p
￿ and g0
2
￿ p
￿ of the distributions of blocks for
length in the initial copolymers as well as their derivatives g0
5 1
￿ p
￿ and g0
5 2
￿ p
￿ , it is notAppendix F 119
a serious problem to ﬁnd the explicit dependence of the statistical characteristics (Eqs
(295) and (296)) of the degradation products on time.
When ta tends to zero in the right hand part of the ﬁrst formula 296 this latter is re-
duced to the relationship Ph
na
￿ Pwa
￿ 2, connecting the average degree of polymeriza-
tion of homopolymers, being formed in the very beginning of the degradation, Ph
na
#
with that, Pwa, which the blocks used to have in initial copolymer. Performing the
limit ta
;
0 in the second formula 296 results in an analogous relation Kh
a
￿ 4K
5a
￿ 3
between the polydispersity coefﬁcients.
The above formulas enable to make two important conclusions. Firstly, at sufﬁciently
high polydispersity of blocklength in the initial copolymer, i.e. at Ka
￿ 2, their av-
erage degree of polymerization, Pna, proves to be less than the average length of ho-
mopolymers, Ph
na , formed under the degradation of these blocks. The reason for this
effect is due to the fact that polymeric chains with high molecular weights are more
susceptible to degradation since the constant of this molecular reaction kala grows
with the length of block la. The second essential conclusion consists in the answer to
the question whether the MWD of homopolymers formed at the very beginning of the
degradation of initial copolymer blocks is wider or narrower than the MWD of these
latter. It turns out to be that the ﬁrst case is realized if the ratio between polydisper-
sity coefﬁcients K
5a
￿ Ka is larger than 3/4, while the second case takes place when this
ratio is less than 3/4.
When interpreting data obtained by a chromatographic experiment, the expression
for the distribution of block copolymer molecules for their size l
￿ l1
$ l2 regardless
of their composition can be of special interest. The generating function of such a
one-dimensional distribution fs
12
￿ l
￿ can be obtained from the following expression
g12
￿ p
￿
/
C
¥
0
fs
12
￿ l
￿ exp
￿
￿ pl
￿ dl
￿ g1
￿ p
￿ g2
￿ p
￿ (297)
where functions g1 and g2 have been determined above (Eq (293)). The n-th order
statistical moment of distribution f12
￿ l
￿ is, evidently, equal up to the factor
￿
￿ 1
￿
n
to the derivative of the same order of the generating function g12
￿ p
￿ taken at point
p
￿ 0. Because the random quantities l1 and l2 are independent, the dispersion s2
a
of their sum l
￿ l1
$ l2 will equal the sum of dispersions s2
1 and s2
2
# where s2
a are
deﬁned by formula 295.120 References
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In this thesis an investigation of the phase behavior of different polydisperse copoly-
mer melts is presented. A polymer molecule is a long molecule built up of many
monomeric units. A copolymer molecule is build up of units of more than one
monomeric species.
It is well-known that in general monomericspecies of different typeshave an effective
(energetic) repulsion. At low temperatures this repulsion leads to phase separation
where monomers of the same type prefer to cluster together forming microdomains
which are compositionally rich in one type of monomer compared to the average
composition. Due to the fact that in copolymers different monomeric species are
chemically linked together in the same polymeric chain, these microdomains have a
limited size, mostly in the order of 10-1000 Ångströms. At elevated temperatures the
entropy of mixing becomes more important and the system becomes homogeneously
mixed (disordered).
An important question in this thesis concerns the temperature at which the system
undergoes a phase transition from the homogeneous (disordered) state to the or-
dered phase separated state. This temperature is called the order-disorder temperature
(ODT) or binodal. A closely related temperature is called the spinodal temperature,
at which the disordered state becomes unstable with respect to small ﬂuctuations in
composition. Normally the binodal and the spinodal are very close together. In this
work, the emphasis will be on the spinodal because it is much easier to calculate
theoretically.
The ﬁrst part of my thesis is devoted to so-called tapered copolymers. Tapered
copolymers have a gradient in monomeric composition along the polymeric chain.
One side of the polymeric chain consists mainly of monomers of one type and the
other side of the polymeric chain consists predominantly of another monomeric type.
We are mainly interested in binary copolymers, where only two monomeric species
are present. Binary tapered copolymers can be made by simultaneous anionic (liv-
ing) copolymerization. In such polymerization process both monomeric species are
dissolved in an apolar solvent and an anionic initiator is added (eg. BuLi). The
monomers are simultaneously polymerized into polymeric chains and due to the dif-
ferent reactivities of the monomers towards the growing polymer chain, a drift in free
monomer composition can occur. This results in a shift in the composition of the
polymeric chain as well. An extreme case of the class of tapered copolymers is the
so-called block copolymer in which the polymeric chain is built up of large blocks
of monomeric units of one species. These block copolymers are well studied in the
literature both theoretically and experimentally.
The spinodal temperature of tapered copolymers is in general much lower than the
spinodal temperature corresponding to the homologous (i.e. with the same compo-
sition and chain length) diblock copolymer. This is due to the fact that consider-
able intermixing of the different monomeric species occurs in the tapered copolymer
which reduces the tendency for phase separation. The tapered copolymers lack the
inherent monomeric symmetry of the diblock copolymer and will therefore have an132 Summary
asymmetric spinodal with respect to the composition.
Another point of interest is the spatial symmetry of the ordered phase. By looking
exclusively to the spinodal one can only discriminate between the ordered and the
disordered state, but as has been proven both experimentally and theoretically, the
ordered state can have several spatial symmetries, e.g. lamellar, hexagonal, body-
centered cubic to name the simplest ones. In the ordered state phase transitions can
occur from one ordered spatial symmetry to another. This behavior is intensively
studied for block copolymers and the theory used in those studies is extended for the
tapered copolymercase. An importantfactortotakeintoaccountis thepolydispersity,
which means that not all the chains in the system are equal. The chains may differ in
length, in (overall) composition or in the sequence of monomers. The phase diagrams
for tapered copolymers turn out to be very similar to the diblock copolymer phase
diagram intopology, but theyareshifted downward intemperaturejust asthe spinodal
and are somewhat asymmetric.
Section 3 is devoted to ternary anionic polymerization. Already for ternary polymers
the kinetics of the polymerization process becomes quite interesting. Due to the fact
that it is a highly nonlinear phenomenon, oscillations can occur in the free monomer
composition as a function of the conversion. These oscillations will lead to a compo-
sition proﬁle of the chain which is also oscillating. It is interesting to ﬁnd the set of
kinetic parameters for which this oscillating behavior is observed.
In ternary polymerization six kinetic parameters play a role. We reduce the number of
free parameters to two for simplicity. The phase space of the simpliﬁed system forms
a subspace of the total phase space. In this simpliﬁed system the complete phase
diagram can be calculated analytically. One can subdivide the two dimensional plane
of free parameters into areas of identical behavior. Three different regions can be
distinguished. One of these corresponds to an oscillating system. The boundaries of
this area are calculated and examples are given of possible plots of the free monomer
composition versus the conversion. Also an example is given of a spinodal plot for a
ternary system.
The ﬁnal part of this thesis describes in detail the destruction of diblock copolymers.
In the previous parts of the thesis we focussed mainly on the kinetics of formation
(polymerization), but now the destruction of polymers is inverstigated as a way to
obtain a polydisperse system with predescribed polydispersity.
A random destruction model is used, which means that the probability of breaking
is independent on the position of the cleavage or the length of the polymeric chain.
The probability of breaking (also called the rate constant of breaking) depends only
on the type of monomer where the cleavage occurs. In (long) diblock copolymers the
probability of a cleavage occuring exactly at the boundary of the blocks is negligible.
The destruction process introduces many homopolymer fragments into the system
and eventually the system will turn into an almost pure monomeric state. Systems
consisting mainly of homopolymers or monomers are known to exhibit macrophaseSummary 133
separation upon cooling. This means that the system will macroscopically phase
separate and the domain size will be in the order of the system size.
If one starts with a purely monodisperse diblock copolymer system the system will
undergo microphase separation. Thus at some point in the destruction process a
turnover will occur where the system will go from microphase into macrophase sep-
aration. This point is called a Lifshitz point and is of great theoretical interest.
For the kinetics of the destruction as well as the phase behavior of the resulting melt
a general theory is derived. This theory is applied to three different initial systems,
a monodisperse diblock system (1), a diblock system with one monodisperse block
and one block with a Flory distributed length (2), and a polymeric system with both
blocks being Flory distributed (3). Two important system parameters play a role,
namely the relative breakability of the two blocks and the relative length of one block
with respect to the total length of the polymer.
It is shown that for a certain range of system parameters it is possible to let an orig-
inally homogeneous system undergo a phase transistion by slightly destructing the
system (destruction induced phase separation). This is in contrast with intuitive argu-
ments which would suggest that the destruction leads to a lower average chain length
which in turn leads to a lower tendency to undergo phase separation. For the systems
(1) and (2) it is possible to induce both macrophase and microphase separation by
carefully choosing the system parameters. In system (3) it is only possible to induce
microphase separation.134 Samenvatting
In dit proefschrift onderzoek ik het fasegedrag van verschillende zogenaamde poly-
disperse copolymeersystemenin devloeibarefase. Eenpolymeermolecuuliseen lang
molecuul dat is opgebouwd uit vele monomeer-eenheden. Een copolymeermolecuul
bestaat uit eenheden van meer dan één monomeersoort.
Het is algemeen bekend dat monomeersoorten van verschillende types een effectieve
(energetische) afstoting hebben. Bij lage temperaturen leidt deze afstoting tot fase-
scheiding waarbij monomeren van hetzelfde type neigen samen te klonteren en zo
microgebieden vormen die rijker zijn aan bepaalde monomeersoorten. Omdat in co-
polymeren de verschillende monomeersoorten chemisch met elkaar verbonden zijn,
kunnen deze microgebieden niet erg groot worden. Meestal is de microgebiedgrootte
in de ordevan 10-1000 Ångström(10
0
10 m). Bij hogeretemperaturen wordt de entro-
pie van menging het belangrijkst en het systeem is homogeen gemengd (ongeordend).
Een belangrijke vraagin dit proefschriftbetreft het vindenvan detemperatuur waarbij
het systeem een fase-overgang heeft van de homogene fase naar een geordende fase-
gescheidentoestand. Dezetemperatuur wordtde“order-disorder temperature”(ODT)
of binodaal genoemd. Een andere temperatuur, die hiermee heel nauw samenhangt,
wordt de spinodaal genoemd. Bij de spinodale temperatuur wordt de homogene fase
instabiel tegen kleine ﬂuctuaties in het systeem. In normale gevallen liggen de spi-
nodale en de binodale temperaturen zeer dicht bij elkaar. De spinodale temperatuur
is theoretisch veel eenvoudiger te berekenen en daarom zal ik in dit proefschrift ook
voornamelijk de spinodale temperatuur behandelen.
In het eerste deel van dit proefschrift worden de zogenaamde gradient of “tapered”
copolymeren behandeld. Gradient copolymeren zijn polymeren met een gradient in
de monomeercompositie (samenstelling) langs de keten. De ene kant van de poly-
meerketen bestaat voornamelijk uit monomeren van één bepaald type en de andere
kant uit monomeren van het andere type. Ik zal hier voornamelijk naar binaire syste-
men kijken waarbij er dus twee monomeersoorten zijn. Binaire gradient copolymeren
kunnen worden gemaakt door simultane anionische copolymerisatie. In zo’n poly-
merisatieproces worden beide monomeersoorten tegelijkertijd opgelost in een apo-
lair oplosmiddel en hieraan wordt een anionische initiator (bijvoorbeeld BuLi) toe-
gevoegd. Vervolgens worden de monomeren simultaan in de groeiende (“levende”)
polymeerketen ingebouwd. Omdat de monomeren een verschillende reactiviteit heb-
ben, worden eerst voornamelijk de meest reactieve monomeren gepolymeriseerd. Dit
zal de samenstelling van de vrije monomeren beïnvloeden en op een gegeven moment
in het polymerisatieproces zullen de meest reactieve monomeren op zijn en worden
de minst reactieve monomeren in de polymeerketen ingebouwd. Een grensgeval van
de klasse van gradient copolymeren zijn de zogenaamde blokcopolymeren. Deze po-
lymeren bestaan uit grote blokken van zuivere monomeren. Zulke blokcopolymeren
zijn zeer goed bestudeerd zowel theoretisch als experimenteel.
De spinodale temperatuur van gradient copolymeren is in het algemeen veel lager dan
de spinodale temperatuur van een blokcopolymeer met dezelfde gemiddelde lengte en
samenstelling. Dit komt omdat er bij gradient copolymeren een behoorlijke hoeveel-Samenvatting 135
heid minderheidsmonomeren worden ingebouwd in de “blokken” van het gradient
copolymeer. Deze minderheidsmonomeren reduceren de drang van het molecuul om
te gaan fasescheiden. Gradient copolymeren missen ook de symmetrie die inherent is
aan blokcopolymeren en daarom zullen zij een spinodaal hebben die asymmetrisch is
als hij tegen de polymeercompositie wordt uitgezet.
Als je alleen naar de spinodaal kijkt, kun je de geordende en de ongeordende fase van
elkaar onderscheiden, maar weet je nog niets over de symmetrie van de geordende
fase. Zowel theoretische beschouwingen als experimenten hebben aangetoond dat de
geordende fase verschillende soorten symmetrie kan hebben, zoals lamellair, hexago-
naalofkubischomdeeenvoudigstetenoemen. Indegeordendefase kunnenfaseover-
gangen optreden van de ene geordende fase naar de andere. Dit gedrag is nauwkeurig
bestudeerd voor blokcopolymeren en de theorie die men daar gebruikt wordt hier
uitgebreid naar gradient-copolymeer-systemen. Een belangrijk aspect waarmee reke-
ning moet worden gehouden is de polydispersiteit. Polydispersiteit betekent dat niet
alle polymeerketens in het systeem identiek zijn. Ze kunnen verschillen in lengte,
gemiddelde samenstelling of in de volgorde van de verschillende monomeertypen.
De fasediagrammen voor de gradient copolymeren lijken in het algemeen veel op de
fasediagrammen voor blokcopolymeren, maar zijn meestal opgeschoven naar lagere
temperaturen en asymmetrisch in de compositie.
Hoofdstuk 3 is gewijd aan ternaire polymeren. Voor deze ternaire polymeren (drie
monomeertypen) wordt de kinetiek van polymerisatie al erg interessant. Omdat de
polymerisatie een erg niet-lineair karakter heeft, kunnen er oscillaties optreden in de
vrije-monomeer-compositie als functie van de conversie (voortgang van de reactie).
Deze oscillaties zullen ook voor een oscillerende compositiegradient van de poly-
meerketens zorgen. Het is van belang om de kinetische parameters te vinden waarbij
dit oscillerende gedrag wordt waargenomen.
In ternaire polymerisatie spelen zes kinetische parameters een rol. Ik gebruik in dit
proefschrift een versimpeld model waarbij er nog slechts twee vrije parameters zijn.
De faseruimte van dit versimpelde systeem is een deelruimte van de totale faseruimte.
In dit versimpelde systeem kan het volledige fasediagram analytisch berekend wor-
den. De twee-dimensionale ruimte van vrije parameters kan onderverdeeld worden
in drie gebieden. In elk van deze gebieden heeft het systeem een fundamenteel an-
der gedrag. Eén van de gebieden correspondeert met een oscillerend systeem. De
randen van dit gebied worden berekend en er worden voorbeelden gegeven van de
vrije-monomeer-compositie van een systeem in dit gebied als functie van de conver-
sie. Ook wordt er een spinodale plot gegeven voor een ternair systeem.
Het laatste deel van dit proefschrift beschrijft in detail de destructie (afbraak) van
diblokcopolymeren (i.e. een blokcopolymeer met twee blokken). In de voorgaande
hoofdstukken hebben we ons voornamelijk geconcentreerd op de kinetiek van forma-
tie (polymerisatie), maar nu zullen we destructie onderzoeken als methode om een
polydispers systeem te maken met een bekende polydispersiteit.136 Samenvatting
Ik zal “random” destructie gebruiken als model destructiemechanisme. Dit betekent
dat de kans om ergens een polymeermolecuul te breken niet afhangt van de positie
van deze breuk of van de lengte van de keten. De breekkans hangt alleen af van het
type monomeer waaruit het blok bestaat. In (lange) diblokcopolymeren is de kans dat
de keten precies breekt op de grens tussen de twee blokken te verwaarlozen.
Het destructieproces zorgt ervoor dat een grote hoeveelheid homopolymeerketens in
het systeem wordt geïntroduceerd en uiteindelijk zal het hele systeem voornamelijk
uit korte homopolymeerketens bestaan. Van een systeem dat voornamelijk uit homo-
polymeerketens bestaat is bekend dat het zal gaan macrofasescheiden bij afkoeling.
Dit betekent dat het systeem op een macroscopische lengteschaal zal gaan faseschei-
den en de domeingrootte zal van dezelfde orde van grootte zijn als het systeem.
Als men met een smelt van zuiver monodisperse diblokcopolymeren begint, dan zal
het systeem gaan microfasescheiden bij afkoeling. Daarom moet er tijdens het de-
structieproces een moment zijn waarop het systeem overgaat van een systeem dat zal
gaan microfasescheiden bij afkoeling naar een systeem dat zal gaan macrofaseschei-
den. Dit punt wordt een Lifshitz punt genoemd en is van groot theoretisch belang.
Voor de kinetiek van het destructieproces en voor de fasescheiding van het resulte-
rende systeem is een algemene theorie afgeleid. Deze theorie wordt toegepast op drie
verschillende beginsystemen, teweten, monodispersediblokcopolymeren(1), diblok-
copolymeren bestaande uit een monodispers blok en een blok met een exponentiele
bloklengteverdeling (Flory verdeling) (2) en diblokcopolymeren waarbij beide blok-
ken een Flory verdeling hebben (3). Er zijn twee belangrijke systeemparameters die
een rol spelen, namelijk de relatieve breekbaarheid van de blokken en de relatieve
(gemiddelde) samenstelling van de oorspronkelijke keten.
Het blijkt mogelijk te zijn om een oorspronkelijk homogeen systeem te laten fase-
scheiden (bij constante temperatuur) door er een klein beetje destructie op uit te voe-
ren (destruction induced phase separation) als de systeemparameters zorgvuldig ge-
kozen worden. Dit is in tegenspraak met intuïtieve argumenten. Omdat destructie de
gemiddelde lengte van de polymeerketen verlaagd en dit normaliter zorgt voor een
verminderde drang tot fasescheiding, zou men verwachten dat door destructie juist de
homegene fase gestabiliseerd wordt. Voor de systemen (1) en (2) blijkt het mogelijk
zowel micro- als macrofasescheiding te induceren door het zorgvuldig kiezen van de
systeemparameters. In systeem (3) is het alleen mogelijk om microfasescheiding te
induceren.Dankwoord 137
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Stellingen behorende bij het proefschrift:
“On the phase behavior of polydisperse copolymers”
(Tapering, Oscillations and Destruction)
door Christiaan Kok
1. Solving the two-body problem by solving the one-body problem twice might
lead to the right results but for the wrong reason. [Gelbart et al, “DNA inspired
electrostatics”, Physics today, september 2000]
2. The simplest multiblock copolymer for which two lengthscale phase behavior
is possible, cannot be made by direct anionic copolymerization, but requires
anionic copolymerization of prepolymers. [Nap et al, “Phase separation at two
length scales”, Eur. Phys. J. E., accepted for publication]
3. The abbreviation “R.P.A.” is not te be used as the magic word “abracadabra”,
although for many people the concept may be abracadabra.
4. The c-parameter of styrene/4-vinyl pyridine was recently estimated to exceed
2.3, which would imply that not even the monomers form a homogeneous mix-
ture. A simple experiment demonstrates otherwise. [Fornasiero et al, Macro-
molecules, vol 33, 2000, number 22]
5. The q
￿ q
￿ approximation should not be applied without proper veriﬁcation.
[Appendix A]
6. De ﬁetspaden door de mooiste natuurgebieden zijn zo smal dat je niet van het
natuurschoon kunt genieten.
7. Als meer mensen op de universiteit Linux zouden gebruiken zou er veel geld
en mankracht worden bespaard.
8. Als windows crasht is het altijd een software probleem, als Linux crasht is het
vast en zeker een hardware probleem.