Abstract-In this paper we evaluate the UDP performance of IPv6 in a peer-to-peer Gigabit Ethernet network using the latest four different MS Windows and Linux-based client and server operating systems (OS). The throughput and end-to-end delays are measured empirically to determine which OSs provide the best bandwidth performance over IPv6 networks. The impact of packet length on system performance is also reported. Results show that for IPv6 Linux network using Ubuntu 10.04 performs significantly better than Windows 7.
INTRODUCTION
Network performance is one of the most critical issues that need to be taken into account when planning, configuring, optimizing and upgrading networks. It is therefore imperative to measure network performance, gather detailed analysis of its end-result, and thereof produce new research to help network professionals and engineers achieve better performance on current technology and standards. A study on measuring key performance metrics such as network throughput and packet delay need to be critically assessed in the evaluation. Furthermore earlier research has shown that factors such as operating systems, type of protocol and packet length affect these parameters [1] . Earlier studies have evaluated the performance of IPv4 and IPv6 for TCP. However, very limited research has been done using modern operating systems for UDP, transport-layer protocol for delay-sensitive traffic.
Rapid advancement in technology, increasing IP-based appliances, and growing use of IP-based applications such as delay-sensitive VoIP (Voice over Internet Protocol), IPTV (Internet Protocol Television), Mobile Internet, VideoConferencing and Online-Gaming all have invariably led to the exhaustion of the IPv4 address pool [2] . Despite this rapid depletion, IPv4 could still remain a ubiquitous part of the world-wide-web. Organizations could continue actively assigning IPv4 'private-addresses' for their internal networks and choose tunneling mechanisms such as ISATAP (Intra-Site Automatic Tunnel Addressing Protocol) [3] or dual-stack routers [4] to allow IPv4 communication across an IPv6 infrastructure. Furthermore, the lack of economic incentive to deploy IPv6 [5] currently reinforces this theory that IPv4 remains to stay until at-least the very foreseeable future.
In 2010, Chris Manford et al. [6] Another similar study in 2010 by Burjiz K. Soorty et al. [7] evaluated the performance of IPv4 and IPv6 over different cabling systems. Two commonly used industry cabling systems namely Category 5e and Category 6 were tested for IP performance over a Gigabit Ethernet LAN. Network throughput and packet delay were measured to evaluated network performance. Furthermore their study also took into account the additional parameter such as packet-length which could also affect the network performance. A detailed performance analysis was carried out using different packet length (e.g. 128 to 1408 bytes). They found that UDP achieved higher throughput with Category 5e cabling than Category 6 thereby making Category 5e a much suitable preference for data traffic. Packet delay was found to be lower with Category 6 than Category 5e due to Category 6 providing about 12 dB (or 16 times) better Signal-to-Noise Ratio than Category 5e over a wide frequency range [7] thus making Category 6 a much viable preference for delay-sensitive traffic (e.g. VoIP).
Prior to that in 2009, Chris Manford et al. [8] measured UDP performance over IPv4 and IPv6 on two peer-to-peer networks, namely Windows XP and Windows Vista. They focused on setting up a network commonly found in small-to-medium sized businesses (SMB's). Their work showed that UDP throughput ranged from 26. All the papers reviewed in this section considered only network throughput and packet delay. Performance metrics such as packet jitter and CPU utilization were not studied which might impact the performance of the two IP stacks according to an earlier study by Zeadally et al. [1] .
Our main contribution in this paper is to obtain new results by measuring the network throughput and delay using the latest Windows and Linux OSs.
II. TESTBED MEASUREMENT
In this research we study the UDP performance of IPv6 using the latest Windows and Linux systems. The network topology is a peer-to-peer Gigabit Ethernet client and server machines. No routers were used in the experimental setup so as to ensure that there was no latency experienced on the network. Furthermore all services (running on default) consuming network bandwidth resources were disabled to get unbiased and more accurate results. No third-party applications were used to optimize network performance.
Each workstation was separated from the other by a distance of approximately one meter. This was done so as to maintain consistency with earlier research [6] [7] [8] and thus produce results indicative for a fair comparison of the same. The client and server machines were connected using a Category 6 Crossover UTP (Unshielded Twisted Pair) cable maintaining EIA/TIA 568-B wiring configuration (Fig. 1) . The hardware benchmark consisted of four workstations, all of which surpassed the minimum and recommended settings for the applicable OSs tested on them.
Several data-generating and traffic-measuring tools were researched for the purpose of evaluating IPv6 on Windows and Linux operating systems. For Windows, IP Traffic [9] was selected as the preferred tool of choice due to its extensive history as a widely-used tool and for its overall accuracy in evaluating network performance. Furthermore, several publications such as [6] [7] [8] used IP Traffic to evaluate performance of IPv4 and IPv6. For Linux systems, a heavily modified tool of Iperf [10] was used to evaluate performance of IPv4 and IPv6. Iperf is an open-source network performance measurement tool that can create TCP and UDP data streams and measure the throughput and delay of a network that is carrying them.
For each evaluation-run performed, IP Traffic sent a total of one million packets. Ten such runs were recorded per protocol for each Windows-based operating-system. A total of ten million packets were thus sent before each protocol's throughput and delay was recorded for every packet-size using a particular Windows based operating-system. A similar approach was adapted for recording performance of each Linux-based operating system using Iperf. This was done inorder to maintain accuracy and consistency of results. Figure 2 compares UDP throughput of IPv4 and IPv6 using Windows and Linux. We observe that the highest throughput is achieved using Ubuntu 10.04-Red Hat Server 5.5 clientserver network than Windows 7-Server 2008. For example, for IPv4 using Ubuntu 10.04-Red Hat Server 5.5 the throughput is 774.46 Mbps (6.53% increase from Windows 7-Server 2008.) at packet length of 1408 bytes.
III. EXPERIMENTAL RESULTS
For IPv6 using Ubuntu 10.04-Red Hat Server 5.5, the highest throughput is 725 Mbps (7.48% increase from Windows 7-Server 2008) at packet-length of 1408 bytes. As shown in Table 1 , UDP throughput is higher on IPv4 than IPv6 using both Windows and Linux systems. This is due to the IPv6 header being six times larger than the IPv4 header combined with the fact that the more efficient and simplified header of IPv6 does not have significant play with the connectionless nature of the UDP protocol. Figure 3 compares the UDP packet delay between each client-server operating system on IPv4 and IPv6. The lowest packet delay was recorded at 1.27 ms for the smallest packetsize of 128 bytes on Windows 7-Server 2008 compared to 1.37 ms for Ubuntu 10.04-RHES 5.5 at the smallest packet length of 128 bytes. The highest packet delay was recorded at 4.92 ms for the largest packet length of 1408 bytes on Ubuntu 10.04-RHES 5.5 compared to 4.67 ms for Seven-Server 2008 also recording at the largest packet-size of 128 bytes.
Despite Ubuntu 10.04-Red Hat Server 5.5 producing a significantly higher throughput for UDP than using Windows 7-Server 2008, the difference in UDP delay between the two networks is considerably low. This is probably due to Ubuntu having a more efficient socket layer that responds faster to kernel switches during system calls.
We also observe that the lowest packet delay is achieved for shorter packet length. This is mainly due to throughput being comparatively lower on smaller packets. With UDP having no error-correction mechanism there is no significant overhead in relation to the payload and therefore no restriction in throughput from reaching its maximum. This hereby results in relatively lower delay compared to larger packets. As shown in Table 1 , the packet delay is significantly lower for IPv6 than IPv4 for all three networks.
IV. CONCLUSIONS
In this paper we studied UDP performance of IPv6 in a peer-to-peer Gigabit Ethernet LAN using the latest MS Windows and Linux operating systems. Our findings based on the empirical study found that the Linux network running Ubuntu 10.04 with Red Hat Server 5.5 performed significantly better on IPv6 than the Windows 7 with Windows Server 2008. The overall performance was better on Linux due to its significant throughput gain than Windows 7.
