INTRODUCTION
The deterioration of the U. S. highway infrastructure is a major concern today. The rate of bridge deck deterioration due to corrosion of reinforcing steel is progressing rapidly (Weyers et al., 1994) . Corrosion, if left untreated, can lead to both service and safety problems. Corrosion contributes to service problems, such as roughened road surfaces and concrete spalling off of road surfaces. Corrosion affects the safety of a concrete structure directly by reducing the area of steel, and indirectly through spalling and cracking of surrounding concrete. Ultimately, the cost of deck deterioration is financial, and recent reports have put the total cost between $8 and $126 billion per year (Jones, 1995) .
To the best of the authors' knowledge, little work has been done to apply a rigorous and comprehensive mechanics-based investigation to the deterioration process. This paper and a companion one (Hansen and Saouma, 1997) will quantify the rate of deterioration of concrete bridge decks by first developing a rigorous numerical simulation technique and then applying it to a parametric study of bridge deck deterioration (Hansen, 1997) . The outline of this study is illustrated in Fig. 1 .
The first phase consists of a transient finite element analysis of the diffusion of chloride through concrete. The analysis begins at time t = 0 with a concrete surface free of chlorides. Chlorides may then use one of two paths to move through concrete. Assuming a fully saturated concrete, the first path is through the capillary (water-filled space between the cement particles) pores of the concrete, and the second one through the gel micropores. As time increases, the chloride concentration at the surface initially increases until it reaches its constant value, and the diffusion of the chlorides through the concrete toward the reinforcing bar is simulated. At some critical value of chloride and CO 2 concentrations at the reinforcing bar, the pH of the pore solution is reduced enough for major corrosion to begin.
Initially, the high pH of the pore solution protects the steel by maintaining its passivity. As the pH of the pore solution is reduced, the passivity of the steel is also reduced, and at a sufficiently low pH, corrosion begins. At the point with the lowest pH, an anode forms, and at the point where the O 2 concentration is highest, the cathode forms. With the formation of the anode and cathode, corrosion can now progress. The result of this first phase is the determination of chloride concentration at the reinforcing bar as a function of time. This, in turn, will be used to determine the formation of the anode and cathode.
The second phase consists of a finite element analysis of the electrochemical corrosion process. Starting with the anodic and cathodic potentials determined from the conditions present at the end of phase one, the finite element analysis is performed to determine the potential field at all other points and its gradient, which is current density. This current density is the movement of ions between anode and cathode per unit area. Knowing the value of the current will enable the determination of the corrosion rate. Once the corrosion rate is determined, the amount of rust produced over time can be computed and applied to the stress analysis of the concrete.
The third phase consists of a stress analysis of the concrete to determine the location and propagation of cracks caused by the reinforcing bar corrosion, which manifests itself as a volume increase around the reinforcing bar. Crack location and propagation depends on concrete cover and bar spacing, and may occur as either inclined cracks or horizontal fracture planes.
The last phase focuses on the effects of freeze-thaw fracture. As the cracks formed by the volume expansion of the corrosion product propagate and become wider, water either seeps into them from the surface or is deposited as a corrosion byproduct. As the water freezes and becomes ice, pressure builds up inside the crack, forcing further cracking. Diffusion models will be used for chloride diffusion and steel corrosion, whereas nonlinear fracture mechanics will be applied for the subsequent mechanical deterioration simulation. Only the first phase will be reported in this paper, and the last three will be addressed in the companion paper (Hansen and Saouma, 1997) .
RESEARCH SIGNIFICANCE
The ultimate aim of this research is to show how greater insight into the deterioration of concrete bridge deck deterioration can be achieved through a numerical simulation using a commercial finite element code. This greater insight can not only complement physical observation, but can also be used as a predictive tool. Weyers et al. (1994) provide an overview of the bridge deck deterioration problem and how it occurs. Approximately 40 percent of the U.S. bridge system is classified as structurally deficient or functionally obsolete. Twenty percent of the present cost to rehabilitate these bridges is related to chloride-induced corrosion of the reinforcing steel in bridge decks.
LITERATURE SURVEY

Chloride diffusion
Chloride (or ion) diffusion is a specific case of scalar field problems that are encountered in almost all branches of engineering and physics. Most of them can be viewed as special forms of the general Helmholtz equation given by (1) where φ(xyz) is the field variable to be solved. Table 1 illustrates selected examples of the diffusion equation.
For the diffusion of chloride in one dimension, it can be shown that the governing equation reduces to Fick's Second Law Midgley et al. (1984) conducted experiments using samples of hardened cement pastes. They calculated apparent diffusion coefficients from the quantity of chloride ions present at the distance of penetration. Mangat and Molloy (1994) derived a closed-form solution to Fick's Law for a time-dependent diffusion coefficient (4) where D i is a time-dependent diffusion coefficient and m is an empirical coefficient based on the concrete water-cement ratio (w/c). They cited work by Conjeaud and Buenfeld and Newman (Buenfeld and Newman, 1987) that indicated that the rate of ingress of chloride ions into concrete decreased with time. This finding has been strengthened by the work of Weyers et al. (1994) reported previously. Mangat and Molloy concluded that the underlying common cause of the time-dependence is the dependence of chloride ion diffusion on the pore structure of concrete, which changes with time. They exposed different mixes of concrete-to-sea water and monitored the chloride diffusion. All results showed that D ac decreased with time. Tang and Nilsson (1996) developed a numerical model for time-dependent chloride diffusion based upon the moisture content in concrete. They stated that chloride ions can only diffuse through water-filled pores in concrete. Saetta et al. (1993) formulated a numerical model for time-dependent chloride diffusion, including the effects of temperature, relative humidity, cement hydration degree, and water flux. Water flux is considered because, as concrete cycles through drying and wetting, the movement of water through the pores drags chloride ions through the concrete.
Solar radiation
The chloride diffusion analysis reported below will account for the effect of temperature on the diffusivity. As such, a complete thermal analysis will be undertaken, and this analysis will take into account all forms of energy transfer: convection q c , surface irradiation q r , and solar radiation q s . Temperature differences between the bridge surface and the air cause a bridge deck to lose or gain heat by convection. Convection is expressed by Newton's Law of Cooling as (5) where h c is the convection heat transfer film coefficient W/m 2 deg C; T(st) is the temperature of the surface, deg C; and Ta(t) is the air temperature at time t, deg C. Thermal irradiation also causes a heat transfer between the bridge surface and the surrounding air. This produces a nonlinear boundary condition that is given by the Stefan-Boltzman radiation law (Elbadry and Ghali, 1983) ( 6) where C s is Stefan-Boltzman constant; e is the emissivity coefficient relating the radiation of the bridge surface (a gray body) to that of an ideal black body (0 ≤ e ≤ 1), e = 1 for black body; and T* is the constant used to convert temperature in deg Celsius to deg Kelvin. The solar irradiation is expressed as (7) in which E sol (st) is the total solar irradiance on a surface s at time t. In shaded areas E sol = 0. a is a dimensionless coefficient expressing the fraction of E sol absorbed by the surface of the structure.
To calculate the heat flux due to solar radiation [Eq. (7)], the value for E sol must be determined. E sol normal to a surface is defined as (8) where E sc is the solar constant and K T is a transmission coefficient accounting for the attenuation of solar radiation by the atmosphere. The solar constant is a measure of the rate of solar energy incident at a point on the outer edge of the earth's atmosphere. K T is given by (9) where k a is the ratio of atmospheric pressure to pressure at sea level (Dilger et al., 1983) ; t u is the turbidity factor accounting for the effect of clouds and air pollution (0 ≤ t u ≤ 1); θ a is the solar altitude, radians. Since the sun is not always at a normal to the surface, the solar radiation at any angle θ to the surface is (10) The angle θ is given in terms of several angles defining the position of the sun relative to an observer on the earth and the orientation of the surface relative to the surface of the earth (Elbadry and Ghali, 1983) . where φ is the latitude of the location (north positive); δ is the solar declination; β is the angle between the horizontal (earth's surface) and the surface, (0 for horizontal surfaces); γ is the surface azimuth angle, the angle between the normal to the surface and the local meridian (zero is south, east is positive); and τ is the hour angle, equal to zero at solar noon, with each hour away from noon equal to 15 deg longitude, mornings positive and afternoons negative. Fig. 2 shows the orientation of the sun with respect to a horizontal surface (β = 0) in terms of the surface azimuth angle γ and the vertical angle θ. All parameter have units of radians. The solar declination δ is the angular position of the sun at solar noon with respect to the plane of the equator, where north is positive. Fig. 2 shows both the latitude φ and the solar declination δ. (12) where D is the day of the year on the Julian calendar. The solar altitude θ a in Eq. (9) is equal to 90-θ, where θ is determined using Eq. (12) with β = 0. The surface azimuth angle γ is empirically defined by DiLaura et al. (IES Calculation Procedures Committee, 1983) as (13) where l is the site latitude and t is the solar time. The solar time is given by (14) where t s is the standard time, hr; ET is the equation of time, hr; SM is the standard meridian for time zone, radians; and L is the site longitude, radians. The equation of time is defined as (IES Calculation Procedures Committee, 1983) (15) where J is the Julian date, 1 ≤ J ≤ 365.
Using the previous expressions, the solar irradiance E sol can be determined and used in Eq. (7) to calculate the heat flux q s on the bridge deck surface due to solar radiation. Of course, the heat flux can only be applied during the hours between sunrise t sr and sunset t ss , given by (Elbadry and Ghali, 1983) (16) (17) 
CHLORIDE DIFFUSION ANALYSES
Finite element analysis of chloride ion diffusion through a concrete bridge deck using ABAQUS (Hibbit, Karlsson, and Sorensen, 1995) is herein reported. Finite element models will be developed for different diffusion cases: 1) constant diffusion coefficients; 2) time-dependent diffusion coefficients; 3) coupled heat transfer-ion diffusion analysis; and 4) coupled heat transfer-ion diffusion with time-dependence. Whenever possible, the finite element analysis results will be compared to existing analytical solutions.
The ultimate goal of these finite element chloride diffusion analyses is to accurately determine the time needed for the chloride concentration to reach the critical concentration at the reinforcing steel. Corrosion will then begin once this critical chloride concentration is reached.
A typical concrete bridge deck given by Tonias (1995) , Fig. 3 is considered. Table 2 contains the concrete properties and case study location characteristics.
Constant diffusivity model
The first finite element model simulates chloride diffusion through concrete using a constant diffusion coefficient. This model seeks to reproduce the results given by Weyers' closed-form solution [Eq. (3) ].
Model properties and verification-Three different models, shown in Fig. 3 , were tested and their results compared to the analytical solution to determine which model best simulates chloride diffusion through a concrete slab.
The following parameters were used: C o = 4.31 × 10 -6 kg/cm 3 (1 lbf s 2 /in. 4 = 10.687 kg/cm 3 ) or 1870 ppm; D ac = 0.71 cm 2 / year (1 in. 2 = 6.452 cm 2 ); the time increment was 0.1 year.
Chloride concentrations at each time increment were tabulated at four points in each model (Fig. 3) . Results from all the models are shown in Fig. 4 . As the graphs show, no data from Model 1 match the analytical solution.
The analysis results at Point C and D, which are away from the reinforcing bar, are the closest to the analytical solution, which may indicate that the presence of the reinforcing bar in the numerical model has an effect on the chloride diffusion.
Results from Model 2 match the analytical solution better than those from Model 1. The chloride concentration histories at Point C and D closely match the concentrations predicted by the analytical solution. Like Model 1, the chloride concentrations near the reinforcing bar at Point A and B are higher than those away from the reinforcing bar, again indicating a possible effect on the diffusion analysis by the reinforcing bar. To the best of the authors' knowledge, this effect was never reported before. As a whole, the chloride concentration results of Model 2 are lower than those of Model 1. For example, at Point A, the chloride concentration in Model 1 is over 500 ppm at 10 years, while in Model 2 the concentration is only at 450 ppm at 10 years. This higher chloride concentration in Model 1 could be due to the model's boundary existing at half the reinforcing bar thickness. Since in the numerical analysis the ion flux through the bottom of the model is zero, chlorides that would otherwise move past the reinforcing bar are forced to collect at the model boundary, causing the concentrations to be higher. In Model 2, however, there is over 5 cm of concrete below the bottom of the reinforcing bar, so chlorides are free to diffuse past the reinforcing bar, resulting in a more exact chloride concentration prediction near the bar.
The results from Model 3 are the same as those from Model 2, which shows that including additional concrete below the reinforcing bar does not affect the chloride concentrations.
From these comparisons, we conclude that Model 2 best simulates chloride diffusion through a concrete bridge deck. While Model 3 gives the same results as Model 2, its additional size and resulting additional analysis time makes it less desirable. Therefore, the finite element mesh of Model 2 will be used in all subsequent analyses.
Time-dependent diffusivity model
The second chloride diffusion model uses a time-dependent diffusion coefficient in the simulation. This model is based on where w/c is the water-cement ratio.
In the ABAQUS model, D i values are tabulated for each time increment, so the diffusivity can change as the analysis proceeds. However, ABAQUS does not recognize time as a variable for diffusivity. Therefore, time was set as a field variable, and D i values were tabulated as dependents of this field variable. As the analysis proceeded through the time increments, the field variable was constantly updated to correspond to the current time increment, and the diffusivity was also changed according to the current field variable value. In this way, the diffusivity was changed with time throughout the analysis. The physical properties adopted were the same as reported above, and D i was set equal to D ac .
The analysis results in Fig. 5 indicate a good correlation with Mangat's analytical solution. The results are, however, dependent on the position in the slab. The points on the reinforcing bar have a higher chloride concentration than the points away from the bar. This is consistent with the results of constant diffusion. As a whole, the numerical results using a time-dependent diffusivity are lower than the results from a constant diffusivity analysis. Saetta et al. (1993) and Tang and Nilsson (1996) both cited relationships between chloride diffusion and concrete temperature. Specifically, chloride diffusivity in concrete decreases with a decrease in temperature. Both cited Arrhenius' Law as the principle governing temperature-dependent diffusivity that states (20) where E is the activation energy of the diffusion process, R is the gas constant, T is the concrete temperature, and T o is the temperature at which D o is determined. The temperature T at every point in the concrete can be determined using a finite element analysis.
Temperature-dependent diffusivity model
Thermal analyses-The first step in the temperature-dependent diffusion analysis is to determine the temperature distribution in the bridge deck. Saetta et al. (1993) and Tang and Nilsson (1996) both assumed a sinusoidal temperature variation over 1 year with the entire slab at that temperature. However, in practice, the entire slab will not have a uniform temperature. There will be a temperature distribution through the slab due to the changing temperature at the slab surface and the resulting heat diffusion through the slab. Furthermore, if solar radiation is included in the analysis, during the day the slab top will experience a higher temperature than the slab bottom. Because of this, the entire bridge deck must be modeled so that the different boundary conditions on the slab top and bottom can be considered.
All thermal analyses were performed using temperature and geographic properties of Denver, Colo. The average monthly temperatures for Denver (Cinquemani, Owenby, and Baldwin,
) were used. The maximum and minimum daily temperatures were determined by taking the average monthly temperatures ±20 F. Then the equation (21) was used to determine the hourly temperature variation T hr for 1 day, with the maximum temperature occurring at 3:00 p.m. and the minimum at 3:00 a.m.
The solar radiation and surface irradiation boundary values were determined using the equations presented above. The physical properties are those shown in Table 2 , and the time increments were set to 0.0417 day for 7 days. This heat flux is applied during the daylight hours to the bridge deck top.
Two different thermal analyses were performed. The first analysis includes only convection at the slab top and bottom. The second analysis includes convection, solar radiation, and surface irradiation. The purpose of these two analyses is to determine if including the effects of solar radiation and surface irradiation affects the temperature distribution in the slab. Since higher slab temperatures will increase the chloride-ion diffusion, it is important to include all boundary conditions that could raise the slab temperature.
Boundary conditions are determined for 1 day, a design day. A design day is 1 day in a month that represents the typical conditions for that month. Typically, this day is the 15th or 21st day of the month (DiLaura, 1996) . For these analyses, July 21 is used as the design day, and boundary conditions for that day are then used in every day of the 1-week analysis. A 1-week analysis period is used because it allows the temperatures to reach a steady sinusoidal pattern.
The analysis shows that for Point A, the bridge deck experiences higher maximum temperatures (by about 10 F) when solar radiation and surface irradiation are included in the analysis.
On the other hand, and as expected, the minimum temperatures for both analyses are equal. Furthermore, there is a slight time lag between the maximum temperatures for the two analyses. Since the maximum air temperature is assumed to occur at 3 p.m., the convection-only analysis has its peak at 3 p.m. However, the maximum solar radiation flux occurs at solar noon, when the sun is at its zenith, which is around 12 p.m. This moves the peak temperature away from 3 p.m. towards 12 p.m. Since higher temperatures increase chloride diffusion, it is expected that including the effects of
Fig. 5-Time-dependent diffusivity analysis at Depth D1 and
solar radiation and surface irradiation in a chloride diffusion analysis will result in higher chloride concentrations than an analysis based on convection alone.
Mean diffusivity analyses-A temperature-dependent chloride diffusion analysis is next performed. If the temperatures at each node at each time increment are recorded, they can be used in a mass diffusion analysis if the diffusion analysis uses the same geometry and time increments. The chloride diffusion analysis uses the Model 2 mesh (Fig. 3) .
Previous diffusion analyses used a base diffusion coefficient of 0.71 cm 2 /year and an analysis period of 10 years. However, this diffusivity value, determined from research, could not be used in the temperature-dependent diffusion analyses, nor could the time period. There are two reasons. First, the thermal analyses only covered 1 week. Running a thermal analysis for 10 years would be extremely expensive computationally and require a large storage capacity for the nodal temperatures. Second, if the week-long thermal analysis results are used, a problem arises with the base diffusion coefficient. 0.71 cm 2 / year equals 0.0019 cm 2 /day. Using this value in the week-long diffusion analysis results in zero chloride concentration at the reinforcing bar. The time period is too small for the diffusion coefficient. Therefore, larger diffusivity values are used to speed up the diffusion. It should be noted that these increased values are only being used to validate the finite element analysis of temperature-dependent diffusion and to compare diffusion based on radiation/convection and convection alone. In practice, the analysis would have to be carried out with actual diffusivities and in a realistic time period.
As mentioned, performing a temperature-dependent diffusion analysis over multiple years would require thermal analysis results over the same time period; this is computationally very expensive. To circumvent this problem, we recognize that every month has its own sinusoidal daily temperature distribution at each node in the deck. If one node in the deck is chosen as a reference point, the mean value of the sinusoidal diffusivity distribution at this point can be taken as an equivalent monthly diffusivity coefficient. Instead of having a diffusivity value for every node at every hour of the day, there will be one single value representing the diffusivity of the bridge deck for the month. This would leave only 12 diffusivities over 1 year, and a multiple year diffusion analysis can then be quickly and easily performed.
The reference node for all analyses is Point A, at the top of the upper reinforcing bar. The temperature history at this node will be used to determine the diffusivity history at the node and the mean diffusivity for the week. With an actual maximum diffusivity value inflated to 0.0019 cm 2 /day, any small difference between the sinusoidal diffusivity analysis results and the mean diffusivity analysis results will be accordingly accentuated. Thus, three analyses with decreasing maximum diffusivities were performed to determine if such a difference decreases as the diffusivity value approaches the true value. In all three analyses, maximum temperature at deck surface T o was 320 K, maximum temperature at chloride surface T ref 319 K, surface chloride concentration C o 1870 ppm, and the time increments were 0.0417 day for 7 days. The mean diffusivity at Point A, D mean was set to 0.6518, 0.4345, and 0.2173 cm 2 /day, with corresponding maximum diffusivity at T o , D o equal to 1.5, 1.0, and 0.5 cm 2 /day, respectively. The temperature-dependent diffusion analysis results for the first set of analyses are shown in Fig. 6 . The results of Analysis 2 and 3 are similar to those of Analysis 1. There is no apparent increase or decrease in the difference between the results using the mean diffusivity or the variational diffusivity. Therefore, when actual diffusivity values are applied, using the mean value will give results similar to those of Analysis 1 to 3.
From Analysis 1, at Depth D1, which corresponds to the top of the reinforcing bar, the results show that applying the mean diffusivity in an analysis will give results that match an analysis done with diffusivities that vary with temperature. The mean diffusivity analysis and variational diffusivity results meet at peak values, which show that using the mean diffusivity will yield the highest chloride concentration. At Depth D2, the mean diffusivity analysis results are a little higher than the variational diffusivity analysis results. As previously discussed, determining the mean diffusivity requires the maximum temperature at the point where the chloride concentration is needed, in this case, the top of the reinforcing bar Point A. Because Point B and C are at Depth D2, the maximum temperature they experience is lower than at Point A. Therefore, the mean diffusivity should also be lower at Point B and C. Using the mean diffusivity at Point A to determine the chloride concentration at Point B and C results in higher chloride concentrations than expected. This small problem can be remedied by solving for a second mean diffusivity using the temperature history at depth D2. However, since Point A experiences the highest chloride concentrations, it is the most critical point on the reinforcing bar, and the analysis can be simplified by only considering the mean diffusivity at Point A.
One should note that the point where the mean diffusivity is determined will affect the diffusion results. For the case of the reinforcing bar in a bridge deck, the distance between critical points is usually simply the diameter of the bar, a small distance. To get a most useful result using the mean diffusivity, the point where the chloride concentration is most critical must be the point where the mean diffusivity is calculated.
Ten-year analysis based on mean values-A 10-year chloride diffusion analysis was performed using the mean diffusivity method outlined in the previous section. First, a thermal analysis was performed for 1 week of each month to determine the si- nusoidal temperature history at the top of the reinforcing bar. The temperature history for Day 2 to 7 of the week-long analysis was used because the temperature curve reaches a steady pattern after Day 1. The Day 1 temperatures were erratic due to the assumed initial conditions in the slab. Using the temperature histories for each month, chloride diffusivities for each temperature were computed and the mean value determined. The mean diffusivity values for each month, using thermal conditions from Table 2 and a surface chloride concentration C o equal to 4.31E-6 kg/cm 3 (1.87E3 ppm), base diffusivity D ac 2.28 cm 2 /year, and temperature at base diffusivity T o 295 K, a time-dependent analysis with increments of 1 month was conducted for 10 years.
For comparison, the chloride diffusion histories at Depth D1 and D2 were also determined using Weyers's et al. (1994) closed-form solution to Fick's Law. The analysis results at Depth D1 and D2 are shown in Fig. 7 . As with previous chloride diffusion analyses, the chloride concentration at the reinforcing bar is higher than away from the reinforcing bar. The diffusivity value used in the closed-form solution is 2.28 cm 2 /year, the same value as the base diffusivity for the temperature-dependent diffusivity calculations. As shown, the closed-form solution underestimates the chloride concentration at Point A but overestimated the concentration at Point D for Depth D1. At Depth D1, the closed-form solution overestimates the concentration at both Points B and C.
One might conclude that using the mean diffusivity for the year in the closed-form solution would give better results, but this is not the case. The mean (yearly) diffusivity determined from the monthly ones is 1.83 cm 2 /year, which gives lower chloride concentrations than the closed-form solution using 2.28 cm 2 /year as the diffusivity. It should be noted again that the mean diffusivity values are actually only correct at Point A, because only the temperature history at Point A was used to calculate the mean diffusivities. Therefore, the chloride concentrations at Depth D2 should be lower, because the temperature history at Depth D2 is lower than that at Depth D1. However, the values at Depth D2 are conservative because they use the higher diffusivity values, and they are lower than the concentrations predicted by the closed-form solution. But without experimental data to compare the results to, there is no sure way to validate the chloride concentration predictions of the temperature-dependent model.
Temperature-and time-dependent diffusivity model
In this last analysis, we account for both time and temperature dependency [Eq. (18) and (20)] simultaneously. Using a similar approach as the one for the temperature-dependent case, a mean chloride diffusivity value is used for every month. Over 10 years, this mean diffusivity is modified by the time-dependence relation to give a new diffusivity for each month. A chloride diffusion analysis can then be performed over 10 years, using the specific diffusivity values for each month of the period.
The diffusivity values for the temperature/time-dependent analysis are those given in Table 2 , with a surface chloride concentration C o equal to 4.31E-6 kg/cm 3 (1870 ppm), an initial diffusivity D i equal to 2.28 cm 2 /year, the empirical coefficient m is equal to 0.35, and the time increment was 1 month. The base diffusivity values for each month are the same as those obtained from the previous analysis. These values were the diffusivity values for year 1, and they are then modified for each month of the following years. In this way, the time effects on diffusivity appear after the first year of the analysis.
The chloride diffusion analysis results are shown in Fig. 8 . The results of the time-and temperature-dependent diffusion analysis are compared with the results of a temperature-dependent diffusion analysis. As expected, the addition of the time-dependence in the analysis lowers the overall chloride concentration over time. This result is also shown above, where the inclusion of the time-dependence in the closed-form solution to Fick's Law results in lower chloride concentrations than the solution without the time-dependence.
Chloride concentration bounds analysis-Often it is useful to know predicted maximum and minimum values of the chloride concentration at the reinforcing bar given maximum and minimum values diffusivity and surface chloride concentration. With maximum and minimum values for diffusivity and surface chloride concentration, four cases can be constructed to give bounds on the maximum and minimum chloride concentration at the reinforcing bar.
The following set of values was considered: base diffusivity D i = 1.36 to 9.46 cm 2 /year, and surface chloride concentration C o = 4.31 to 11.9 kg/m 3 (5174 to1874 ppm).
The base diffusivity values D i are used to determine the mean diffusivity D c for each month, and the time dependence is included.
The analysis results at Point A are shown in Fig. 9 . As the results show, the case with maximum diffusivity and surface chloride concentration controls the upper bounds of the concentration at the reinforcing bar, and the case with the minimum values controls the lower bounds. The results are also useful for determining the upper and lower bounds if D c is fixed, but C o varies between maximum C o and minimum C o .
SUMMARY AND CONCLUSIONS
Possessing an accurate numerical model for chloride diffusion through a concrete bridge deck allows predictions of the time to reach the critical chloride concentration at the reinforcing steel. As shown above, many numerical models exist, from the simplistic closed-form solution of Fick's Law presented by Weyers et al. (1994) to the involved models of Tang and Nilsson (1994) and Saetta et al. (1993) . This paper applied some princi- ples of these models to finite element analyses using the commercial code ABAQUS (Hibbit et al. 1995) .
The first analysis showed the validity of finite element analysis for chloride diffusion analysis and also presented a bridge deck model for studying chloride concentrations at the top reinforcing steel.
The second analysis applied Mangat's (Mangat and Molloy, 1994) time-dependence equation to the diffusion analysis. While the results do not exactly match Mangat's closed-form solution, they are close.
The third analysis incorporated the temperature dependence cited by both Tang and Nilsson (1994) and Saetta et al. (1993) . Unlike Tang and Saetta, however, a uniform slab temperature over time was not assumed. Instead, thermal analyses were performed, and the effects of solar radiation and deck surface irradiation were included. This gives the best estimate of temperature in the slab. However, no experimental data is available to compare the finite element results to, so more work is needed before this method is validated.
The fourth analysis implemented the processes of the second and third analyses to construct a time-and temperature-dependent chloride diffusion model. This is potentially the most accurate of all the models because it includes both the effects of time, as presented by Mangat's model, and the effects of temperature, as cited by Tang and Nilsson (1994) and Saetta et al. (1993) .
