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GENERAL INTRODUCTION 
Introduction to Anderson Localization 
The electron conduction of matter is a subject of fundamental 
importance in condensed matter physics. In crystalline materials, the 
existence of the periodic potential simplifies greatly the complexity 
of solving the Schrddinger equation for a macroscopic system. The wave 
functions of electrons are described through Bloch's theorem as plane-
waves modulated by the periodic atomic lattice. The Bloch electron in 
a perfect periodic potential can sustain an electric current, even in 
the absence of any driving electric field because the momentum of 
electrons is conserved (translatlonal symmetry exists). The finite 
electronic conductivity is entirely due to the deviation of lattice 
from perfect order, such as the disorder due to impurities and defects, 
or intrinsic deviations due to thermal vibrations of the lattice. 
In the conventional semiclassical treatment, the total effects of 
these imperfections are simply represented in the conductivity formula 
of the Drude form, but now the mean free path, which is the length 
between successive scattering in Drude's Intuitive picture, is 
calculated through the scattering time of Independent electrons with 
the imperfections. Since the electrons obey Fermi statistics, only 
electrons within kgT of Fermi energy Ep contribute to the conductivity. 
At room temperature, the most Important contribution to the 
conductivity of ordinary metals is the scattering of electrons with 
2 
phonons (thermal vibration of lattice). As the temperature is lowered, 
the amplitude of the lattice vibration decreases and with it the 
resistance drops. This decrease will continue until extremely low 
temperatures, when the scattering by impurities and defects begins to 
take over. This results in a residual resistance at T«0. 
In the last ten years our understanding of the physics of 
disordered systems, in particular their transport properties, has 
greatly changed and substantially deepened.% Extensive theoretical and 
experimental work show that the conventional picture described above 
needs major modifications. It is found experimentally that contrary to 
the conventional theory, the resistivity increases with a decrease in 
temperature in many disordered metallic systems and even diverges 
logarithmically for a thin film. A metal-insulator phase transition, 
analogous to the second order phase transition, has also been found for 
strong disordered systems. Even more surprising was the experimental 
discovery that small devices are nonself-averaging in the sense that 
large conductance fluctuations exist from sample to sample. All these 
remarkable phenomena can now be understood within the framework of 
Anderson localization theory, which has greatly broadened our scope of 
understanding of the disordered materials in general. 
The concept of localization was first introduced by Anderson^  in 
1958 in a seminal paper to describe the unusual behavior of electrons 
in disordered materials. The central question Anderson tried to answer 
was the following: What is the character of electron waves in a random 
potential? By random potential, we mean that at any point in space the 
3 
potential might take any of a range of values, and only the 
probabilities for these values are specified. In weak disordered 
systems, electron waves are scattered by impurities with a mean free 
path 1. Although the momentum and the phase of electrons may be 
different after scattering, the amplitude of the wave function is still 
finite and extends into the entire system. Using a perturbation 
treatment, Anderson showed that this is not the only possibility. When 
disorder gets stronger, there could be localized states whose envelope 
of the wave function amplitude decays exponentially with distance. The 
wave function of such a state is given as 
Y(r) ~ e-r/Lc . (1.1) 
The characteristic length Lg is called the localization length. The 
existence of these localized states can be easily understood in the 
very strong disorder limit, where the eigenstate of the electron is a 
bound state produced by the deep potential fluctuation. It was later 
rigorously shown that all states are localized in a strictly one-
dimensional system,3 no matter how weak the disorder. 
The existence of these localized states is also manifested in the 
spectrum of disordered systems. Besides the usual continuous spectrum 
which represents extended states, there also exist discrete singular 
eigenvalues which have localized wave functions. It can be argued that 
these two different states can not mix with each other. The energy 
which separates the extended states from the localized states is called 
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mobility edge. For localized states, diffusivlty of the electron 
becomes zero for a macroscopic system. Therefore, at T-0, when the 
Fermi energy moves across the mobility edge, the behavior of the system 
will go from metallic to insulating. This phase transition is termed 
as Nott transition.3 
The picture of localized states in disordered systems is a 
fundamental departure from the conventional view. It shows that 
important new physics comes in. A disordered system is not merely a 
dirty-regular one but belongs to a new class which has to be treated in 
a fundamentally different way. In spite of its importance as a basic 
notion in solid state physics, the microscopic understanding of 
Anderson localization has been hindered until recently by the intrinsic 
complexity due to randomness. A key step was established when 
Thouless* and later Abrahams et al.5 developed the scaling theory of 
electron localization. The main idea of this theory is that one can 
determine whether the system is in a localized state or in an extended 
state by studying the dependence of its conductance on its size. This 
new theory of the disordered systems predicts, among other things, that 
all states are localized for d»l,2 and a phase transition between 
localized and extended states exists for d-3. This immediately 
stimulated a great deal of theoretical and experimental Interest and 
resulted in a total breakthrough in the understanding of the disordered 
systems. 
Some of the most Important ideas of the scaling theory of 
localization were developed in the mld-70s by Thouless and co-workers.* 
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Thouless conjectured that the nature of the eigenstates of a random 
finite size system can be determined by the sensitivity of the energy 
levels to changes of the boundary conditions. In particular, the 
conductance is given by the ratio of the two quantities: the shift of 
the energy levels (also called Thouless energy) of the system due to 
changes of boundary conditions from periodic to antiperiodic, and the 
averaged energy level spacing 6E. Thouless suggested that 
e2 Ej e^  
G • — —— • — g f (1.2) 
h AE h 
where g-G/(e^ /h) is dimensionless and is called the Thouless number. 
Ve present below one of Thouless's heuristic arguments in 
obtaining Eq. (1.2). Consider a block of material of length L. The 
time needed for an electron wave packet to diffuse from one end of 
the sample to the other is given by 
l2 
% • » (1-3) 
D 
where D is the diffusion constant related to the conductivity a through 
Einstein's relation a > e^ n(Ep)D. will be associated with a energy 
level shift E-p by the uncertainty principle 
E^  
h 
l2 e2 n(Ep) 
(1.4) 
For a sample of size where d is the dimensionality, the density of 
states n(E) is given by 
n(E) • —— . (1.5) 
AB 
Hence, 
, - e^  E? 
G • « — — • (1«6) 
h AE 
Therefore we arrive at Thouless's conjecture. 
The above picture is very reasonable on the following physical 
ground. If Ej « AE, the eigenstate energy is not perturbed by adding 
more blocks of the material and the eigenstate will still be confined 
within the region of the original block. Hence, states are localized. 
On the other hand, if Ej > AE, any change in the boundary will cause 
the mixture of levels with the next nearby block and the final wave 
function extends to the next block. Hence, an extended state is 
inferred. 
The criteria that a state becomes exponentially localized when 
G « e^ /h, though simple, has profound consequences. It predicts that 
the zero temperature resistance of a wire will decrease linearly at 
first with increasing length, following from Ohm's law, and once its 
value exceeds a critical number, the resistance will then begin to 
increase exponentially since the state becomes localized. At finite 
7 
temperatures, inelastic scattering due to thermal excitations will 
destroy the phase coherence of electron waves and the motion of the 
electron will become classical diffusive. Therefore, the resistance 
will increase linearly after the coherence length scale, a result 
familiar with our common experience. 
Thouless's picture of the localization shows deep physical 
insights, but it is hard to lead to any specific detail dependences of 
the conductance on the size of the system. A major breakthrough came 
in 1980. In a famous paper Abrahams et al.^  proposed one parameter 
scaling hypothesis. The basic assumptions of the scaling theory are: 
1) Thouless number, g-G/(e^ /h), is the only relevant scaling 
parameter; 
2) g for a hypercube of (bL)d is determined by g for a cube of L. 
Or explicitly 
g(bL)-fd(b,g(L)) . (1.7a) 
In a differential form, 
d In g(L) 
P^ (g(L)) , (1.7b) 
d In L 
where g^ (g) is assumed to be a continuous and monotonie universal 
function depending only on dimensionality d. 
Limiting behaviors of the fi function can be obtained. In the weak 
disordered region, L » 1 but g is still large, we know that the 
8 
macroscopic transport theory Is correct. For a hypercube with length 
L, according to Ohm's law 
G(L) - oLd-2 , (1.8) 
so that 
11m O^ j(g) - d-2 . (1.9) 
g-»-
For strong disorder, g « 1, exponential localization takes place and 
we expect 
g - gQe"®^  » (1.10) 
so that 
g 
lim 0^ (g) a In — , (1.11) 
g-o go 
where gg is the value around the transition from the extended to the 
localized state and is of the order of unity. A plot of the fi function 
is shown in Figure 1. Remarkably, we see that for d-1,2, g always 
decreases with increasing L so all states are localized for a 
macroscopic system. On the other hand, for d-3 there exists an 
unstable fixed point at g^ . For a system with g > g^ , states are 
extended and the conductance increases to the classical value with the 
Increase of the system size, while for a system with g < gg, states are 
localized and eventually conductance will go to zero when the system 
9 
cl = 2 
Fig. 1. The scaling function @(g) vs the dimensionless conductance g 
for different dimension 
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size is very large. This picture of a continuous phase transition vas 
at that time against the prevailing idea of minimum conductivity by 
Mott. He argued that since the smallest possible value for the mean 
free path is the interatomic distance, a minimum conductivity must 
exist of the order of OQ- e^ a^ ~^ /h. Many careful experiments have been 
done and they failed to find the existence of such a minimum value in 
support of the predictions of scaling theory. 
It is important to point out that Thouless's number, g, is not the 
only choice for the scaling. Indeed, many well-behaved characteristic 
quantities can be used as the scaling parameter. A different scaling 
function could be found which should essentially give the same 
localization behavior as the 3 function. MacKinnon and Kramer* used 
the localization length of a finite size system as the scaling variable 
and found a universal* scaling curve numerically. The g function can 
then be related and explicitly evaluated (see Appendix). 
Scaling theory states that once the conductance at one length is 
known, one can predict, in principle, the conductance at any other 
length scale from the scaling function. To get an explicit expression, 
however, complicated calculations are involved. When the disorder is 
relative weak, a diagrammatic perturbation theory is used and in two 
dimensions produces the well-known logarithmic divergence correction to 
the conductivity. The correction is largely due to a phenomenon called 
weak localization,? which results from the constructive interference of 
different electron trajectories in quantum diffusion. Let us 
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illustrate this idea in detail, because it is also important to the 
understanding of the conductance oscillations in disordered materials. 
Consider a particle initially at point A. We ask, what is the 
probability that later in time this particle will be found at point B? 
There are many possible trajectories that the particle can take to go 
from A to B (Figure 2a). Each path is associated with a probability 
amplitude A^ . Therefore the total probability is given by 
P - |E Ai|2 - E |AI|2 + E AjAj* . (1.12) 
i i i*j 
Conventional transport theory assumes that collisions are uncorrelated 
so the interference term, the second term on the RHS of Eq. (1.12), is 
neglected. This is normally allowed even for quantum transport, 
because different paths arrive at B with different amplitudes and 
different phases due to the random multiple scattering events. On the 
average, this would result in a total cancellation of Interference 
effects. There is, however, one particular exception to this 
conclusion, namely if point A and B coincide (Figure 2b). Then, every 
trajectory has a conjugated partner which is the time reversal event 
and has exactly the same phase shift. In this case, the interference 
term in Eq. (1.12) will contribute to P the same amount E^ lA^ j^ , so the 
probability that an electron comes back to the origin is doubled. This 
constructive interference leads to the enhancement of the 
backseattering, hence to a decrease in the diffusion of the electron 
and therefore to possible localization. It turns out that this quantum 
12 
A = B 
Fig. 2. Paths of a particle: 
a) several possible paths of a particle diffusing from A to 
B; 
b) The constructive interference of two time-reversal paths. 
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correction is very important in weak disordered systems in d-3, and it 
even diverges with the system size in d"l,2 because all trajectories 
contribute equally in d-1,2. 
Until now we have assumed that phase coherence is maintained over 
the entire sample. It was earlier believed that an electron loses its 
phase memory within the mean free path, typically of the order of 100 
A. Only much later it was realized that elastic scattering by static 
disorder, such as impurities (nonmagnetic), does not destroy phase 
coherence, it merely shifts the phase by a fixed amount. Only 
inelastic scattering events, such as the electron-phonon interaction, 
are responsible for the destruction of the phase coherence. The length 
that an electron diffuses before losing its memory completely is called 
phase coherence length. It is roughly given by 
- Lin -(DTin)l/2 • (1.13) 
This length could be as large as 1 ym at liquid-helium temperature. 
The inelastic scattering length provides a upper length limit for 
quantum corrections of the weak localization due to the backscattering. 
The lower cutoff length is naturally the mean free path. This leads 
(Lin/l)l/2 d.l (1.14a) 
ia 
— = In (Lin/1) d-2 (1.14b) 
(Lin/l)-l/2 d-3 (1.14c) 
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where oQmne^ t/m is the Boltzmann conductivity, named because it is a 
direct result of the Boltzmann transport theory. We see from 
Eqs. (1.14a-c) that quantum corrections are very important in d"l,2, 
since L^ n » 1. 
We have explicitly assumed that time reversal symmetry exists in 
our systems. Either external magnetic field or internal magnetic 
impurities certainly destroys such a symmetry. The magnetic field 
introduces a phase shift for every in Eq. (1.12). The phase shifts 
for the two time-reversal paths have the opposite sign, hence these two 
trajectories are not in phase anymore. This destruction of the 
constructive interference, hence the weakening of the localization of 
electrons due to the external magnetic field in disordered systems, is 
responsible for a general phenomenon called negative magnetoresistance, 
namely, increasing of the conductance with increasing magnetic field. 
The phase shift by the magnetic flux also has important consequences in 
the electron conductance of small mesoscopic systems. 
The above weak scattering picture shows how important it is to 
consider the quantum mechanical corrections in different physical 
quantities. Such basic physical notions have already existed thirty 
years ago. In 1957, Landauer^  made a major contribution to the 
understanding of electron conduction and coherence by introducing a 
simple relation between the conductance of a 1-d system to the 
transmission coefficient. The so-called Landauer's formula is 
e^ T 
G = — — . (1.15) 
h R 
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Instead of appealing to the complicated transport theory, Landauer 
considered the simplest situation of a wire connected to heat baths at 
the two ends (Fig. 3). The phases of the electrons are randomized only 
in the reservoirs. All the scatterings in the vire are elastic and can 
be represented simply by a total transmission coefficient T and total 
reflection coefficient R-l-T. Now imagine that the chemical potential 
difference of the two reservoirs is gp. Then, the extra density of 
electrons on one side will be 
dn 
&i • ^  e Sm (1.16) 
dE 
On the other hand, 
Sn • nj_-np • — ——"2R(Jj-j£»)/v (1.17) 
VI vr 
where J^ , J^ , Jg, and Jjf are the particle currents associated with and 
directions i, r, o, and i', respectively (see Fig. 3). v^  and v^  are 
the electron velocities, v^ avj^ -v. The total electric current 
I • e(Ji-Jr) " e( JQ-Jj») = e(Jj-Jjf)T (1.18) 
so the conductance 
16 
Fig. 3. The Landauer geometry for transport through a barrier 
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I T dn e2 T 
G« —— « — — e V • — — (1.19) 
Sp 2R dE h R 
2ndE dE 
where relation v> - 2 — for 1-d has been used. 
h dk dn 
More complicated derivations* starting from Kubo's formula exist. 
We emphasize here that quantum coherence of electrons is implicitly 
assumed in all derivations. 
Landauer's formula provides not only a conceptional breakthrough, 
but also a convenient way to calculate the conductance of a disordered 
system, which is much more difficult to calculate than the transmission 
coefficient, even numerically. Strictly speaking, Landauer's formula 
can only be applied to the 1-d system. Many attempts have been made to 
generalize it to higher dimensions. Some basic assumptions, however, 
must be made for the equilibrium condition in the system. Moreover, 
all these formulas are complicated and lack of a simple picture. An 
example is the multichannel formula obtained by Anderson et al.* 
,2 „ 
— Z , (1.20) 
h otal n 
1 - I |t 
(3-1 
where t^ g is the transmission amplitude from channel a to channel g, 
and n is the total number of channels. Channels can be classified by 
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quantum numbers in perfect leads connected to the disordered system. 
For large numbers of channels we expect |t^ gj^  ~ 1/n, hence 
e^  n n e^  
G - - —  E  E  | t - ^ | 2  T r  ( t + t )  .  (1 . 2 1 )  
h a g  ^  h  
Eq. (1.21) was first obtained by Economou and Soukoulis^  ^in d-1 and by 
Fisher and Lee^ O in d«2 
We also mention that a multichannel and multiprobe formula has -
been derived by Buttiker.H This formula found interesting 
applications in the asymmetric fluctuations of the conductance and in 
the understanding of the quantum Hall effects. 
Conductance Fluctuation in Nesoscopic Systems 
Nov that we have the basic concepts of the quantum coherence and 
electron localization, we should see how these ideas can be applied to 
real systems and tested experimentally. We know that for lengths 
longer than the phase coherence length, the diffusion of the electron 
becomes classical. Therefore, the quantum conduction can be best 
demonstrated in small devices with a length scale comparable to the 
phase coherence length. Advances in modern lithography have made it 
possible to fabricate devices in the submicron scale. The physics in 
such systems is dominated by the quantum coherence of electron waves. 
Many unexpected and very interesting phenomena show up in such a 
system. Stone^  ^first proposed to call it a mesoscopic system. These 
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systems consist of large numbers of atoms, but still do not have the 
self-averaging property of a typical macroscopic system. The most 
experimentally studied mesoscopic systems are vires,13 rings,1* and 
MOSFET (metal-oxide-semiconductor field-effect transistor).15 Studies 
of mesoscopic structures have revealed sample-dependent intrinsic 
fluctuations in transport properties, which are surprisingly sensitive 
to magnetic fields. These fluctuations are not noise, since they are 
reproducible under exactly the same physical conditions. They are, in 
fact, signatures of the microscopic configurations of the sample. The 
origin of fluctuations can be understood in a way through Landauer's 
formula. The transmission coefficient of an electron in a disordered 
system can vary greatly, depending on the exact configuration of the 
random potential and the energy of the electron. Therefore, the 
conductance of such a system should show large sample-dependent 
fluctuations. In real experiments, the fluctuations can be probed 
through varying magnetic fields (the reason that the magnetic fields 
can change the conductance of such a mesoscopic system is anticipated 
from Eq. (1.12)) or in the case of MOSFET, by varying the Fermi energy. 
The overall effects are very similar in these different cases. 
Using the perturbation technique, Lee and Stone and later 
Al'tshuler et al. were able to show that fluctuations in mesoscopic 
systems have universal features.* The proposed universal conductance 
fluctuation hypothesis states that, in the metallic regime the 
amplitude of the conductance fluctuations, ÙS (rms value), is a 
universal constant and is independent of the sample size, degree of the 
20 
disorder, and the dimensionality as long as the phase coherence is 
maintained over the entire sample: 
e2 
< ÛG > ~ a— for L < L* . (1.22) 
h 
The constant a is in the order of unity and later found to weakly 
depend on the dimensionality. The length-independent conductance 
fluctuations might be expected from the scaling theory of localization 
at least in two cases: the weak disordered regime in d-2 and the phase 
transition regime in 3-d. In both cases, the (3 function is very small 
and the conductance is almost length independent. Hence, length-
independent conductance fluctuations are consistent with the scaling 
theory. 
For systems with L » L^ , fluctuations of the conductance within a 
subsystem of size are correlated, but fluctuations for different 
subsystems are not. This will introduce an average due to the random 
phase for the oscillation of different subsystems. The relative 
fluctuation amplitude will decrease according to the law of large 
numbers : 
— - (— L. , (1.23) 
G L* G(L*) 
where (L/L^ jd gives the total number of the uncorrelated subsystems. 
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To test the idea of the universal conductance fluctuation, we must 
consider the complications of an average procedure due to finite 
temperatures and finite magnetic fields. There should always exist 
some characteristic scale such that electrons with parameters differing 
by more than this amount will exhibit different interference patterns. 
This correlation range can be approximately determined by requiring the 
phase difference of two paths, with parameters different by this 
correlation range, equal to 2n. For example, the time needed for an 
electron to travel a sample length L is AtmL^ /D, where D is the 
diffusion constant. Thus the phase difference of two electrons with 
energy difference AE is approximately A*-2nAEAt/h. Hence the energy 
correlation range for the system is simply the Thouless energy, 
EQ-AD/L^ . The magnetic field correlation range Bg can also be obtained 
from similar arguments. It is the field when the total flux through 
the sample #=BgWL is #o=h/e, or equivalently, when the phase 
difference of the two outermost paths due to the magnetic field is 2n.  
Either way we get BQ>4()/VL. Both analytical and numerical 
studiesl2*16»17 of the correlation functions give Ec-ChD/L^ ) and 
Bcml.2 tQ/LV for a sample of length L and width V. For kgT < Eg, 
there will be no effect of the temperature on the quantum transport 
properties. If kgT > Eg, the effect of the temperature average^ * 
reduces the zero temperature quantum fluctuation amplitude AG(T>0) 
stochastically by a factor (Ec/kgT)l/2. 
The universal conductance fluctuation hypothesis has been 
confirmed experimentally in many systems, generally with L>L^  and 
22 
through use of Eq. (1.23).18 Experiments for systems with L<L^ , 
however, show quite unexpected novel phenomena. Instead of the 
universal conductance fluctuation of the order h/e^ , the amplitude of 
the resistance fluctuations is found to be a constant for L<L^ .l^  This 
implies that AG -AR/R^  can change by orders of magnitude. One can 
argue this is due to the nonlocal effect of the measurments. Since the 
t 
coherence of electrons is always maintained within even if L <L^ , 
the leads must become a part of the system under consideration. There 
are contributions from the conductance fluctuations of the leads. This 
nonlocal effect is clearly demonstrated in a setup where the 
conductance of a wire is measured with a small metal ring dangling on a 
sidebranch.lB Although no current flows through the ring, an 
oscillation with the flux period of the ring as h/e nevertheless 
appears in the conductance of the wire. Currently, there is still no 
satisfactory theory to account for fluctuations of this type besides 
numerical simulations. 
Another interesting discovery of the experiments is that four 
terminal measurements show asymmetric fluctuations upon reversing the 
magnetic field direction. This apparent violation of the so-called 
Onsager relation, (%j(H)-eij(-H), can be explained solely by 
considering probe configurations of four terminal measurements. 
Buttikerll has developed a multiprobe Landauer type of formula. In his 
theory, there exist two types of oscillations: one symmetrical and the 
other antisymmetrical with respect to the change of the field 
direction. This prediction is supported by a detailed analysis of 
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experimental data.20 This multiprobe formula is also used recently in 
connection with the quantum Hall effect in disordered systems. 
While the origin of the nonlocal and the asymmetric effects is 
still under debate, there are important phenomena that have been 
studied and veil understood in recent years. One is the periodic 
conductance oscillation of the Aharonov-Bohm type in a multiconnected 
normal metal system. These samples offer much cleaner signals and are 
better systems in which to test the theoretical ideas of the universal 
conductance fluctuation and the quantum phase coherence of electrons. 
In the original experiment suggested by Aharonov and Bohm^ l in 1959, an 
electron beam (in vacuum) is split coherently so that it travels from a 
common source to a common detector by two different paths which enclose 
a magnetic flux. Although the electrons do not experience any field, 
their interference patterns are modulated, periodically by a flux change 
*0-h/e (A-B effect). This experimental fact, the vector potential will 
affect the phase of an electron wave function with observable 
consequences even when the electron is restricted to the regions of 
space where the electric and magnetic intensities vanish, is a manifest 
of the radical importance of vector potential in quantum mechanics. 
Al'tshuler, Aronov, and Spivak^  ^(AAS) pointed out that this effect 
should also be observable in the case of electrons in dirty metal. 
Sharvin and Sharvin^  ^are the first to demonstrate, indeed, such an 
experiment was possible. In their experiment, the conductance of a 
normal metal hollow cylinder was found to oscillate in the magnetic 
field with a period 4^ /2, the same as found in the case of 
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superconductors. This half-quantum-flux period oscillation is, in 
fact, exactly predicted by the AAS theory.2% Earlier attempts to 
repeat this experiment on a single Au ring, however, failed to find 
half-flux oscillations^ * (this was later attributed to the existence of 
magnetic impurities). Later, using a single Ag ring, Chandrasekhar et 
al. were the first to show that both half-flux and full-flux 
oscillations exist.2* The h/2e oscillation disappears after some 
characteristic field, while the h/e oscillation persists to field as 
large as 8 Tesla in Au rings. Besides periodic oscillations, there 
also exist background fluctuations. 
The h/2e oscillations are hard to be understood from the 
formalismes starting with Landauer's formula. This theory predicts 
that h/e oscillations should always dominate and is unable to explain 
the absence of h/e oscillation in the cylinder. All these apparent 
paradoxes have their origin in the lack of self-averaging in mesoscopic 
systems. The h/e oscillations come from the direct interference of 
electrons in the two branchs, while the h/2e oscillations origin in the 
interference of two time-reversal processes, similar to the 
interference of the backscattering in the weak localization. These 
conjugated waves effectively circulate the ring twice; therefore, the 
oscillation period is h/2e. Exactly how these two different processes 
interplay was controversial at the early stage of the investigation. 
The major difference between the two theories is that, in the AAS 
theory, ensemble averages have been taken. Li and Soukoulis showed 
that even for a single ring, average over the phase of transmission 
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amplitude leads to complete h/2e oscillation.2* Hence the key lies in 
the process of averaging. 
There are different kinds of averaging: 1) the random average of 
different uncorrelated segments of length for a large system; 2) the 
thermal average of different channels of energy width Eg for KgT > E^ ; 
and 3) the magnetic field effect due to the finite width of the quasi-
one-dimensional system. The first two processes have similar effects: 
they tend to decrease the relative amplitude of the h/e oscillations 
but have no effect on the h/2e oscillations because no matter what the 
phase of the individual wave, the two conjugated waves are always in 
phase. Hence, the conductance at B«0 is always at a maximum. The 
magnetic field in the sample, however, kills the h/2e oscillation 
quickly. The reason that the h/2e oscillation is more sensitive to the 
magnetic field is because magnetic flux generally destroys the 
constructive interference. The only situation that the two conjugated 
waves can be in phase is when their phase difference due to the 
magnetic flux is a multiple of 2n. But it is impossible to have all 
the pairs in phase at a constant field, since different trajectories 
would enclose different fluxes. It is this destruction of the 
constructive interference which leads to the disapperence of the h/2e 
oscillations. The h/e oscillation, on the other hand, is the 
interference result of many trajectories. Thus, any additional shifts 
of phase due to different amount of flux enclosed will not change the 
oscillation amplitude by much. Therefore, the h/e oscillation is more 
robust. The field for the disappearance of the h/2e oscillation can be 
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estimated as the field at which the flux on the arms of the ring Is 
approximately lig-h/e. At this field, the phase differences between the 
inner most path and outer most path due to magnetic flux is 4n. 
Therefore, we obtain a coherent picture of the Aharonov-Bohm 
effect which can be best summarized mathematically as 
e2 e e^  2e 
ÛG(H) - C(H)+A — cos(--4+*i)+ B — cos( #) (1.25) 
h h h h 
Eg 
A - Ao( exp(-nr/L$) 
kgT 
B " Boexp(-2nr/L^ ) , 
where A represents the amplitude of the h/e fluctuations, B the 
amplitude of the h/2e oscillations, and C the aperiodic background 
fluctuations due to the finite width of the rings. Ag and Bg are 
constants of order of unity. # is the magnetic flux through the hole 
of the ring, and 4% is a random offset which shifts the phase of the 
oscillations at zero magnetic field and can be any number between 0 and 
2It. In Eq. (1.25), a factor due to thermal average is Introduced. An 
additional factor is also introduced to take into account the 
probability that the electrons arrive coherently, which decrease 
exponentially once the radius r is larger that L^ . The T'l/^  
dependence on temperatures has been confirmed on wires and rings.18 
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For a network of rings with radius of a ring r ~ but the 
separation of rings Lj > L^ , we expect no correlations between the 
resistance oscillation patterns of different rings. Hence, the 
amplitude of the h/e oscillation ARh/e(N) " N^ /^ ARh/e(l) from the law 
of large numbers, and the amplitude of the h/2e oscillation 4Rh/2e(N) ~ 
N AR),/2e(l) since the h/2e amplitude simply adds. Using R(N)aNR(l) and 
ÙG"6R/R^ , we obtain finally the following relation for the relative 
amplitude of the oscillations: 
AGh/e(N) _1_ AGh/e(l) 
G N3/2 G(l) 
and 
AGh/2e(N) _ J_ AGh/2e(l) 
G N G(l) 
where N is the number of rings in the network. AG(1) is given by Eq. 
(1.25). This relation has also be confirmed by experiments for a 
series of connected rings.2? Li and Soukoulis have numerically 
simulated this experiment's (see Part II). They found, however, the 
ratio A/B is inversely proportional to N rather than as predicted 
in Eqs. (1.26a,b) and also found in the experiment. This still lacks 
an analytical explanation. Presumably, phase coherence is larger than 
the inter-ring distance in the simulations of Li and Soukoulis. 
(1.26a) 
(1.26b) 
» 
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Flux Quantisation Effects in Superconductors 
The recently discovered flux effect on multiconnected metal 
networks discussed above has its counterpart in superconductors: the 
flux quantization effect. The effect of the magnetic field on a 
superconductor has long been an active field. In fact, even before the 
development of the microscopic theory, London^ * pointed out that h/2e 
should be the flux quanta. Byers and Yang, and Onsager show this is 
directly connected with the pairing of electrons.30 The beautiful 
demonstration of flux quantization in 1961 by Deaver and Fairbank by 
the measurement of the magnetic moment through a hollow superconducting 
cylinder^ l, showed once again the vital importance of the vector 
potential in the quantum mechanical world. In the ingenuous work of 
Little and Parks,^ 2 the oscillations of the superconducting transition 
temperature of a cylinder as a function of magnetic flux through the 
hole was also inferred through the oscillation of the normal resistance 
near the phase transition. These superconductor oscillations can be 
well understood within the framework of the well-known phenomelogical 
phase transition theory of Ginzburg-Landau. In recent years 
considerable attention has been devoted to the study of disordered 
superconductors.33 In the case of strong disordered superconductors, a 
model of Josephson coupling arrays with random coupling constant has 
been used.34 it turns out that this model34 shows very interesting 
complex behavior, which has also been seen in the area of spin glasses. 
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However, we will concentrate on another model which primarily deals 
with inhomogenous superconductors of multiple connected micrnetworks. 
de Gennes and Alexander have done pioneer work in the field of 
multiple connected superconducting networks.35 The system under 
investigation can be a real ordered fractal geometry like the 
Sierpinski gasket^ * or a disordered system which exhibits fractal 
properties, for example, a percolating network.3? Here, fractal can be 
loosely defined as an object which shows self-similarity up to a length 
scale. The dimension that is associated with the growth of the mass M 
with respect to the length is called fractal dimension Df of the 
object, Of is generally different from the Euclidian dimension 
d. Percolating networks are generated by randomly removing some bonds 
with a given probability q>l-p. There is a phase transition at a 
critical value, Pg, called percolation threshold, above which an 
infinite cluster exists with probability one. Percolating clusters 
show fractal behaviors within the length scale The coherence length 
( grows like |p-pcl~^ * Many critical indices can be related by the 
critical phenomena theory.33 For example, the resistance of such a 
network at the normal state increases as |p-pcl~^ , when approaching p^  
from above. 
Now consider the effect of the magnetic field on such a 
superconducting percolating network with p > pg. Following de Gennes 
and Alexander, consider Ginzburg-Landau free energy on a thin strand 
 ^ 1 2e 
F . A |6|2+ -B |A|4 + C|u'[iV A]A|2 , (1.27) 
2 h 
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where à is the order parameter and u is a unit vector along the strand. 
Equation (1.27) leads to the Ginzburg-Landau (GL) equation 
1 9 « 
{ _ + I i KjZ + b |A|2 ) A.0 , (1.28) 
9s 
where s-(ut), K-U'A/fo and (g^m-C/A - T(,Do/(Tç-T). Dq is the 
diffusion constant on the strand. The critical field can be calculated 
through Hc2" #io/(2it^ 2). 
Equation (1.28) is generally difficult to solve, due to the 
nonlinearity. If we are interested only in what happens near the 
transition, where order parameters are expected to vanish, the 
nonlinear term can be neglected. However, this may be inappropriate in 
some cases, as will be discussed later. 
Solving the linearized G-L equation on a single strand and using a 
"Kirchoff" matching condition on the derivatives at the nodes, we 
obtain a set of coupled linear equations:^  ^
Zi irij 
£ cotO^ j + £ /y e /sin^ j «0 , (1.29) 
where 6^  is the order parameter at node i, is the bond 
length between nodes i and j divided by the coherence length, and 
Yij«X A'dl/fiQ. For a system with the same bond length L^ j-L, Equation 
(1.29) can be written as 
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2i irij 
-A£Z£C0S(L/^ ) + E iy e "0 (1.30) 
where is the number of bonds connected to node i. 
The above equation is exactly the SchrSdinger equation of a tight 
binding Hamiltonian for a disordered electron system. The transition 
to the superconducting state is determined by the appearance of first 
eigenstate with nonzero order parameter, which corresponds to the band 
edge of the electronic system. The band structure of this equation has 
been studied in detail by Hofstadter^  ^for an ordered regular 2-d 
lattice in the context of the electron motion in an external magnetic 
fields. It was found that singular features show up at rational values 
of #/#io> with the largest features at f/f{g>l/2. This is an indication 
that the flux lattice finds a commensurate configuration on arrays. In 
superconducting networks, these features show up in the form of dips at 
the Tg-H phase boundary. When disorder is introduced, the translation 
symmetry is destroyed and loops of different sizes can not satisfy flux 
quantization conditions simultaneously. Therefore, those features 
should gradually disappear. 
The edge state of Eq. (1.30) can be found exactly by direct 
diagonalization of the Hamiltonian or by utilizing the Sturm sequence 
method. The phase boundary can then be determined. On the other hand, 
it seems that the presence of the first state alone is not enough to 
guarantee a superconducting state on a macroscopic system. The 
extended or localized nature of the solution also plays an important 
role. It is well known that the states at the band edge are, in 
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general, extremely localized and less populated.3* This means that the 
superconducting order parameter for such a state is not zero only at a 
small region of the system confined within the range of the 
localization length. Thus the entire system may not become 
superconducting at all. To have a true supercounducting state, either 
the density of those localized edge states must be large enough so 
states localized at different positions can tunnel to each other, or 
the order parameter function must be more or less extended. On the 
other hand, an extended state is sufficient to have the entire system 
go superconducting. Hence, the real phase boundary must lie between 
the first state and the mobility edge. If this is indeed the case, 
then the nonlinear term may not be negligible. While detailed study 
along this line of thinking has just began, primary results already 
Indicate some experimental support.*0 
By studying the percolating random superconducting networks, some 
of the very important ideas can be tested. If the superconducting 
coherent length is larger than the percolation coherent length, 
>Sp « (P-Pc)~^ > the lattice can be thought as homogenous. In this 
case, the normal diffusion relation holds, where 
%L"nh/8kg(Tg-T). This leads to a linear dependence of Hq2 on ATg-Tg-T 
ATc - SgZ - Hc2 . (1.31) 
For (g < Gp, however, the fractal geometry shows up and the lattice is 
inhomogenous. There exist anomaly diffusions in such a system 
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Df/dp 1/(1+0/2) 
< x2 > - t et , (1.32) 
where Df is the fractal dimension and dp is the fracton dimensionality, 
dp"4/3 according the Orbach-Alexander conjecture. 9 is anomaly 
diffusion exponent. Hence - 1)21^ 1/(1+0/2), This leads to 
ÛTc « H1+®/2 (1.33) 
so there is a dimensionality crossover from « H to AT^  « h1+0/2 
when ^  is changed. 
Another important relation is the dependence of the slope of the 
phase trajectory at 
dHc «0 dL-2 
- « (g® « (P-Pc)"^  ® * (P-Pc)"* (1.34) 
dT Ixc 2ii dT Ixc 
where k-v6. Theoretical values of K range from 0.6 to 1.1. 
The predicted crossover has not been observed yet. Only the 
homogenous regimes are found.3? The experimental determination of 
exponent K is also inconclusive.3? 
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Explanation of the Dissertation's Format 
This thesis follows the Alternate Thesis Format which permits the 
inclusion of papers submitted or to be submitted to scholarly Journals. 
The research in all three parts was suggested by Dr. C. M. Soukoulis 
and performed under his supervision. 
The general introduction gives an overview to the field of 
electron localization and the physics of mesoscopic systems. Basic 
physical pictures, rather than rigorous but more complicated 
mathematical formalism, are presented. In Part I, a single disordered 
metal ring under magnetic field is studied through the calculation of 
the total transmission coefficient. The importance of the ensemble 
averaging is pointed out to obtain the h/2e oscillation of the AAS 
type. In Part II, the effect of averaging on the amplitude and the 
period of the conductance oscillation in metal rings are studied 
numerically, by using the most reliable method of the finite size 
scaling. The universal conductance hypothesis is also checked in these 
systems. Part III is aimed at the understanding of the metal-insulator 
transition in random superconducting networks. The phase boundaries of 
both the site and the bond superconducting percolation networks are 
obtained. The mobility edges are obtained numerically for different 
fields and concentrations of nodes for the site percolation networks. 
The effects of localization and the its implication to experimental 
measurements are discussed. The Summary discusses what we have 
achieved through these studies. 
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Part I has been published in Physical Review B, as a Rapid 
Communications.2* Part II has been published in Physical Review 
Letters.28 Some material of Part III have been published in Physical 
Review B, as a Rapid Communications.*1 
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PART I. 
QUANTUM OSCILLATIONS IN ONE-DIMENSIONAL METAL RINGS: 
AVERAGE OVER DISORDER 
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Abstract 
We study the Aharonov-Bohm effect in single normal-metal rings 
and show that averaging the transmission coefficient T over disorder 
gives oscillations with a period of a half-flux quantum. As the 
elastic scattering gets stronger, the periodicity of oscillation of 
the conductance, which is related to T, gradually changes to a full-
flux quantum, in agreement with recent experiments. 
Introduction 
There have been intense theoretical and experimental efforts in 
recent years to understand the behavior of conductance of normal metal 
conductors at low temperatures. Hagnetoresistance oscillations of 
Aharonov-Bohm effect type in disordered rings and cylinders with flux 
period hc/2e were first predicted by Al'tshuler, Aronov, and Spivak 
(AAS),^  and have been verified experimentally for disordered cylinders 
by several groups.2-5 Experiments on small rings, on the other hand, 
showed complicated features. Until recently, no periodic oscillations 
had been clearly observed in single-metal rings. However, Webb, 
Washburn, Umbach, and Laibowitz* have observed signals of oscillations 
with period hc/e in small gold rings, and very recently Chandrasekhar, 
Rooks, Wind, and Prober? have unambiguously observed hc/2e 
oscillations at low magnetic fields and weaker hc/e oscillations at 
higher magnetic fields, on single aluminum and silver rings. 
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The AAS theory, which predicts hc/2e oscillations that decay 
rapidly at high fields, is based oh the weak localization theory of 
the ensemble-averaged magnetoresistance.8 Carini, Muttalib, and Nagel^  
have also predicted hc/2e oscillations and argued that the origin of 
these oscillations of the conductance could be traced to the existence 
of degeneracies and time-reversal invariance of the Hamiltonian after 
ensemble averaging. An alternative approach,10-12 based on 
calculating the transmission coefficient, gives a fundamental period 
of hc/e in rings at zero temperature. Although higher harmonics do 
exist, they become dominant only at special conditions and are not 
equivalent to the effect predicted by AAS.l No ensemble average is 
taken in this theory.10-12 It was suggested 12»13 that hc/2e 
contribution could become dominant in the multichannel case due to the 
random contribution associated with flux-independent phases. I* 
addition, in very small samples there is the extra complication of 
aperiodic fluctuations added to the magnetoresistance.l* 
Results and Discussion 
In the present paper, we will first give an explicit formula of 
the transmission coefficient, which is related to the conductance by 
the Landauer's formula,H'12 for a symmetric normal-metal ring. Then 
we will show that in the weak scattering limit the conductance is a 
periodic function of the flux through the hole in the conductor with 
hc/2e period after averaging over the phases of the scatterers. We 
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will also show that increasing scattering will destroy the hc/2e 
oscillations, and the period will change to hc/e, In agreement with 
the latest experiments. 
Following Buttlker, Imry, and Landauer,!! we describe a metal 
ring by two effective parallel elastic scatterers with two leads. The 
leads can be described by an S matrix which relates the amplitudes of 
the three incoming waves to the three amplitudes of the outgoing 
waves. The matrix S has to be unitary and symmetric due to the 
physical requirement of probability conservation and time-reversal 
invariance. A simple choice that S is real and symmetric with respect 
to the two branches of the circle is given byll 
-(a+b) el/2 gl/Z 
S- e}72 a b (1) 
b a 
where a - [(l-2e)l/2_l]/2, b = [(l-2e)l/2+l]/2 and e, 0 1/2, is 
called coupling constant, since e»0 and e-1/2 correspond to decoupling 
and strong coupling of a ring with leads, respectively. Scatterers 
are described by a transfer or t-matrix. Since we consider a one-
dimensional system, the ^ -matrix is given by 
1/t* -r*/t* ' 
t  -  (2)  
-r/t 1/t 
Here t • Tgl/2gl* the transmission amplitude of the scatter, Tg the 
transmission probability and * the phase change in the transmitted 
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wave. The reflection amplitude of the scatter is given by 
r • Rg^ /^ ei416-111/2. Generally t and r are functions of electron 
energy, magnetic field and disorder of the metal. Following the 
formalism developed by Buttiker et al.,11 the total transmission 
coefficient is obtained as a function of magnetic flux, f, Tg and 
phases 4i and fg for the two branches of the ring. We find that the 
total transmission coefficient T is given by T » where ag' is 
 ^ 2ieTgl/2[(sin+i+sin*2+2Rgl/2)cosn(#/#o)+i(sin*i-sin*2)sinn(*/#o)J 
" 2b2TgC082K(*/#o)+C 
(3) 
where 
C.2a2cos(*i-*2)-2Rg(b2-2a2)-(l-2e)exp[i(*i++2)I-exp[-i(*i+*2)] 
-2iaRsl/2((l-2s)l/2[exp(i+i)+exp(i+2)l+exp(-i*i)+exp(-i+2)} 
f is the magnetic flux through the hole and 4io = hc/e is the flux 
quantum. We immediately see from Eq. (3) that the transmission 
coefficient T is a periodic function of flux with period of the flux 
quantum hc/e. These results are in agreement with those of Refs. 10 
and 12. Eq. (3) can be simplified a lot if we approach the weak 
scattering limit where Tg« 1 for the two scatterers in the branches of 
the ring, while the phase changes in the transmitted waves in the two 
scatterers are and *2 respectively. In this limit the total 
transmission coefficient is given by 
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T-|a2'|2 
s2[sin2*i+8in2*2+28in+i8in+2Cos2n( •/•Q) 1 
[b2co82R(*/#o)-(l-e)cos(*i++2)+a2coa(*i-+2)l2+e2ain2(*i+*2) 
For ^ *42» Eq. (4) agrees with the Eq. (4.25) of Re£. 11, which has 
been studied very carefully and always shows a periodicity of full 
flux. We see, from Eq. (4), that for a single configuration of the 
disordered ring in the presence of magnetic field, the transmission 
coefficient T will always be a periodic function of full flux at zero 
temperature. However, if we average over the disorder Eq. (4) we might 
obtain the half-flux oscillation as was speculated.II'IS Note that in 
the weak scattering limit Tg - 1 and only ^  and *2 are randomly 
distributed with a rectangular probability distribution between 0 and 
2n. In the weak-scattering limit, this is shown to be true^ S for the 
one-dimensional Anderson model with diagonal disorder. Therefore, in 
this regime, averaging over the phases and *2 must be taken, and the 
macroscopic properties of the sample are the ensemble averaged 
quantities. We use uniform phase distribution. Hence, the geometric 
average of the total transmission coefficient is given by 
<T>g -e<l"T> , (5a) 
where 
1 2n 2n  
<lnT> - —— X d*i / d*2 lnT(Ts,+1,42,6,*) (5b) 
2n2 0 0 
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We also calculate the arithmetic average of T which is a direct average 
of T in Eq. (5b). T, in Eq. (5b), can be taken either from Eq. (4) or 
Eq. (3). For Tg -1, Eq. (5b) together with Eq. (4), indeed shows that 
such an average over disorder will change the period to hc/2e. This 
can be seen clearly from the relation 
T(Tg»l|^ 2»®»^ ^^ 2) " T(Tg"l,ti+R,^ 2*8,*) (6a) 
hence, 
<T>|#+#o/2 - <T>I# (6b) 
This is correct for the geometric as well as the arithmetic average of 
the transmission coefficient T for Tg-l. The geometric average <T>g of 
T for different coupling constants e is plotted in Fig. 1. The 
striking feature is that <T>g/e^  is extremely'insensitive to changes of 
the coupling constant. Form Fig. 1, we clearly see that T is a 
periodic function of half flux quantum #Q/2. As a comparison, we plot 
in Fig. 2 the arithmetic average <%>* of the total transmission 
coefficient T as a function of the flux through the hole of the ring. 
In this case too, the period of oscillation of <%>* is half-flux 
quantum but <T>a/e^  does depend on the coupling constant, e. 
Similar oscillations have been seen in the work of Carini et al.* 
for the participation ratio. Our results suggest that the ensemble-
average picture presented in Ref. 9 and the perturbation theory of AAS^  
and Bergmann^  are not so different from that expressed in the transfer 
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matrix picture, provided an ensemble average over disorder is taken. 
It is very interesting that if we average total transmission 
coefficient T over the phases and *2 [Eq.(3)] when Tg < 1, we find 
that <T>g and <T>g are not periodic functions of half flux anymore, but 
of full flux. This is clearly shown in Figs. 3a and 3b, where 
<T>g/e^  and <T>g/e^  are, respectively, plotted as a function of 
magnetic flux through the hole of the ring for e -1/2 and different 
values of Tg. 
By carefully examining Figs. 3a and 3b, we notice that the 
transmission coefficient has a full-flux oscillation, but there is also 
an appreciable component of a half flux. The oscillations of the 
transmisson coefficient in Fig. 3b are very similar to those seen in 
Fig. 1(c) of Ref. 9 for small size rings, for the participation ratio. 
They interpreted their numerical results as half-flux oscillations 
because their time-reversal-symmetry arguments will persist for any 
size system. Most astonishing is our result that even after ensemble 
averaging for Tg < 1, the transmission coefficient is periodic in hc/e. 
Although the results are not periodic with period hc/2e, there is also 
a significcant decrease in the transmission coefficient for half-
integer values of [see Fig. 3(b)]. The general philosophy in the 
field is that ensemble averaging kills the hc/e. We believe that this 
statement might indeed lack precision; presumably, it depends on the 
ensemble average being considered. Expressed otherwise, ensembles 
which are not "wild" enough might not be sufficient to lead to the 
self-averaging of the hc/e component. The important question then is. 
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"what is a physically relevant ensemble, i.e., which ensemble 
incorporates the variations from member to member which we would expect 
in a real system?" In this work, as an ensemble average, we take that 
one in which the distribution of phases is uniform. We know that this 
is true for the weak-scattering limit,15 but it is possible that the 
distribution is no longer uniform for strong disorder, and this might 
be the reason for differences between our results and those of Ref. 9. 
Note that as Tg decreases from the value one, which corresponds to the 
weak-scattering limit, the period of oscillation of <T>g and <!>* 
gradually shifts towards the full flux quantum. So for the strong 
scattering case, i.e., Tg<<l, the hc/e period would become dominant. 
This is simply related to the fact that the hc/2e period oscillation 
involves backscattering interference^  in which electrons effectively 
circle around the ring twice. Therefore, for the strong-scattering 
case, electron waves would be greatly attenuated and phase-coherence 
around the whole ring would almost be lost, and the contribution with 
the hc/e period would be observed. It can be argued that, as the 
magnetic field is increased, the transmission amplitude Tg of the 
scatterer will be decreased, and therefore, <T>g or <T>a will show full 
flux quantum oscillations in agreement with experiments? which study 
the magnetic field dependence of T. Very recently. Stone and ImrylG 
have argued that increasing temperature will cause single ring self-
average; the flux periodicity of the magnetoresistance oscillations 
become hc/2e. Of course, at zero temperature with no self-average, the 
oscillations are of the hc/e type. 
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Conclusions 
To summarize, we have shown that the transmission coefficient of a 
normal metal ring with contacts will oscillate as a function of the 
magnetic flux with a period of half-flux quantum in the weak scattering 
case. For the strong scattering case, full-flux quantum oscillations 
are dominant. All of these results are correct for zero temperature. 
To make a comparison with the experimental results*'? we have to define 
the important characteristic lengths and discuss their dependence on 
temperature, disorder and magnetic field. One is the electron phase 
coherence length, Lg, which is the distance that an electron travels 
before randomly changing its wave-function phase. Lg is, roughly 
speaking, the mean free path which, for a typical metal?, is of order 
of 10-100 Angstroms and independent of temperature. The inelastic 
diffusion length is Lin- where D is the diffusion constant 
(assumed to be temperature independent) and is the mean time 
between inelastic collisions. It is expected that is inversely 
proportional to the temperature. can be larger than 1 ym at low 
temperatures (1 |im .10* Angstrom)?. The localization length, Ig, has 
to be of the order of L^ n if one wants to see these electron 
interference effects. Finally the magnetic length is Lg** (hc/eVH), 
where H is the applied magnetic field and V the width of the sample. 
The ratios of these lengths to the sample length, L, govern the size 
(or the presence) of the oscillations. The condition for observing the 
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Aharbnov-Bohm effect with half-flux quantum in disordered rings is that 
Lin " Ic " Lg & L >> 1, where L is the perimeter of the ring. This has 
to be distinguished from Aharonov-Bohm resistance oscillations in very 
pure single-crystal with a long mean free path, 1 » L, and with a 
period of hc/e. In the disordered ring, the oscillations with half-
flux will gradually give way to hc/e oscillations as we increase either 
the magnetic field or the disorder. In these two cases Ig or Lg will 
decrease and phase coherence around the whole perimeter of ring L will 
be destroyed and with it the hc/2e oscillation, too. This picture 
agrees with the experimental results.? Finally, by increasing the 
temperature, decreases and eventually will become smaller than L/2. 
This phase-incoherence introduced by increasing the temperature, will 
destroy both the periods of oscillations of the magnetoresistance. 
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PART II. 
HALF-FLUZ-QUANTUN NAGNBTORESISTANCB OSCILLATIONS 
IN DISORDERED METAL RINGS 
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Abstract 
The behavior of the magnetoresistance of single and arrays of 
disordered metal rings is investigated. The average localization 
length, Lq, which is related with the conductance, is found to 
oscillate with strong half-flux quantum harmonic at low magnetic field. 
The ratio of the amplitude of the full-flux oscillations versus the 
half-flux oscillation is shown to decrease with the number of rings. 
All numerical results follow a universal law where the amplitude of 
oscillations of Lg is found to be proportional to the square of the 
ratio of Lg to the perimeter of the ring. At high magnetic fields, 
full-flux oscillations are observed. 
Introduction 
The half-flux-quantum oscillations of magnetoresistance of 
disordered metal rings and cylinders, predicted by Al'tshuler, Aronov, 
and Spivak (AAS),^  have been observed experimentally on disordered 
cylinders and arrays of rings by several groups.Experiments on 
single rings, on the other hand, showed complicated features. Full-
flux quantum oscillation was observed by Webb et al.G on small gold 
rings. Later, Chandrasekhar? et al. observed h/2e oscillations at low 
field and h/e oscillations at higher field on single aluminum and 
silver rings. Very recently both h/e and the AAS h/2e oscillations 
were measured^  in samples consisting of N rings connected in series. 
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Clear evidence vas found that averaging leads to a dependence of 
the amplitude of the h/e oscillation while the amplitude of the h/2e 
oscillations is independent of the number of rings. 
The AAS effect results from the quantum corrections to conductance 
due to backscattering interference.9 Theoretical works based on 
calculating the transmission coefficient in one-dimensional metal 
rings,however, showed that the fundamental period of oscillation 
at zero temperature is full-flux quantum and that higher harmonics 
become dominant only at special conditions. The very important 
difference between the two theories is that the former employed the 
ensemble average. Carini, Nuttalib, and Nagel^ S also showed that the 
existence of degeneracies and time-reversal invariance of the 
Ramiltonian after ensemble average could lead to h/2e oscillation. It 
has recently been shown^ * that for a symmetric normal metal ring, 
averaging of the transmission coefficient T over disorder gives 
oscillations with a period of h/2e. As the elastic scattering gets 
stronger, the periodicity of the magnetoresistance oscillations becomes 
h/e. Numerical simulation of transmission matrix method by Stone and 
ImrylS also showed h/2e oscillation when ensemble averaging is 
performed. Existence of uncorrelated regions and thermal smearinglS is 
an important source of self-averaging. Complications due to the 
aperiodic fluctuations added to the magnetoresistance also exist in 
small samples. 
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Results and Discussion 
In this paper, we present the results of a detailed numerical 
simulation on a single small ring and rings connected in series. The 
disorder, width, magnetic field, and length dependence of the 
transmission coefficient, which is related to Lg, for the rings will be 
presented. 
We simulate a small rectangular.ring by a two dimensional strip 
described by a nearest-neighbor tight-binding Hamiltonian 
H- E €i„ llmXlml + L ^ |lm><l'm'|. (1) 
Im 1 m Im 
|lm> denotes the site corresponding to the respective x,y coordinate. 
The strip boundary geometry can be set by proper choice of the site 
energies eig, and the hopping matrix elements 71^ ;!,%,. exn are 
generally taken as independent random variables uniformly distributed 
between ±W/2 in the disordered region of the ring. As a result of our 
method of calculation outside the ring area, exn are set to very large 
values (infinite potential barriers) so that the electrons will be 
moving only inside the ring area. A uniform magnetic field, normal to 
the ring, introducing a phase to the hopping matrix element can be 
taken into consideration via Peierls substitution^ ? 
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1 if m-m' and 1 -1±1 
lm,l m glial i.i' and 
(2)  
where a is the number of flux quanta per unit cell o -eB/h and the 
lattice constant is taken to be 1. 
We use the recursive Green's function method to calculate^ ? the 
localization length. Free boundary conditions are used in the 
transverse direction (y direction). The imaginary part of the energy 
is taken to be 2x10'^  in unit of V. Since the Aharonov-Bohm effect 
depends only on the topology, following Stone,15*1* we make a small 
hole in the middle of the strip but with much larger magnetic field in 
the hole than in the annulus. This way we can save on computer time 
and achieve a good aspect ratio (the ratio of the flux through the hole 
to that through the annulus), which is important in order to observe 
h/2e oscillations. We also attach on one end a semi-infinite 
disordered "lead" to achieve stable values for the localization length. ' 
The geometry of the ring is the following: L is the length of the long 
side of the rectangular ring, M is the width of the strip, and MW is 
the width of the ring. In our numerical studies, we always calculate 
the localization length which is related to the conductance by the 
Landauer's formulais 
G-(2e2/h)/(e2L/Lc_i) (3) 
where L is the perimeter of the loop and Lg is the localization length. 
Throughout this paper formula (3) will be adopted. 
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We organize our results as follows: 
(1) Single ring without average over disorder. Single ring at 
zero temperature does not have a self-average property.15 For Lg > L 
we expect an oscillation of fundamental period h/e with a smaller h/2e 
component. This is indeed what we observed in our simulation. For 
strong disorder, as can be seen in Fig. 1(a), an h/e oscillation is 
observed for all the widths we studied. However, for some specific 
configuration of weak disorder, where Lc>> L, a very good h/2e 
oscillation was present as seen in Fig. 1(b). These accidental h/2e 
oscillations are very sensitive to disorder configurations and energy 
and gradually transform to h/e oscillation in higher magnetic field. 
In most of cases we studied, the h/e component dominates, in agreement 
with results of the transmission coefficient for a normal-metal ring 
with contacts. 
(2) Single ring with ensemble average. In all the cases we 
studied, averaging over different configurations of disorder gives an 
h/2e oscillation in the localization length, and, through Eq. (3), in 
.the conductance of a single ring. This is clearly seen in Fig. 1(c) 
where Lg versus the flux through the ring is plotted. Note that the 
h/2e oscillation is the dominant one. Therefore, the ensemble 
averaging brings the period h/2e. The convergence, however, can be 
very slow when LQ »L. Note also in Fig. 1(c) that for strong magnetic 
fields, the h/2e oscillation is not too dominant and the h/e 
oscillation starts to appear. For even strong magnetic fields, as one 
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can see from the insert of Fig. 1(c), there is even more structure 
within a full-flux. This feature has to be investigated further. 
(3) Series-connected rings. h/2e oscillations are seen again 
in this case, too, when a large number of rings are connected in 
series. In Fig. 1(d) we show results for N » 50 rings in series of 
width MW"4 and disorder V • 2.0 averaged over 100 different 
configurations of disorder; a perfect h/2e oscillations is observed. 
Again in this case the dominant oscillation is the h/2e. 
(4) h/e versus h/2e component. Recently detailed experiments^  
have been performed to test the stochastic averaging of the h/e 
oscillations. In the experiment^  it was clearly shown that the h/e and 
the h/2e oscillations coexist when the ring number is small. At 
constant temperature, the h/e component was found to decrease with 
square root of the number of loops N, while the amplitude of the h/2e 
component was independent of the number of rings. We hâve performed 
systematic simulations to check the experimental results and predict 
possible new behaviors. We have used 100 configurations to represent 
the finite temperature.15 Then we added single rings one by one in 
series. To extract the h/e and h/2e component from the total . 
conductance (localization length Lc) oscillation, we used an 
approximation which neglects higher harmonics and assumed the total 
conductance consisted of only the h/e component and h/2e component, 
i.e., 
G(#/#Q1 -GQ +0.5Aicos(#/4Q) +0.5A2(2#/4o) (4) 
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where #o - h/e. As can be seen from Fig. 1, the curves are relatively 
smooth and so the approximation in Eq. (4) is fine. Therefore, we have 
that Ai -|G(l/2)-6(0)| and A2.|G(0)-G(l/4)+G(l/2)-G(3/4)|/2. In Fig. 2 
we plot the relative values of A^  with respect to A2 as a function of 
the ring number for two different geometries. We see that the h/e 
component decreases inversely proportional to the number of rings 
relatively to the h/2e component. This seems to disagree with the . 
experimental results^  which claim a decrease of the h/e 
component. This discrepancy might be a result of the different way of 
extracting the two components in our simulations and in the 
experiments. 
(5) Amplitude of oscillation. The size of the interference 
effects depends on the range of coherence of the diffusion electrons 
and is limited by other phase breaking processes. Among the most 
important are inelastic scattering and magnetic scattering. In our 
model, the relevant physical lengths are the perimeter of the loop, the 
localization length, and the magnetic field length, Lg ~ h/e(MV)B. At 
low magnetic fields B, it is the ratio of Lg to L which determines the 
size of the oscillation. To test this idea, we numerically calculate 
the conductance of rings of different perimeters, different widths, and 
different strengths of disorder V. The results are shown in Fig. 3, 
where the amplitude of the oscillation for small fields B is plotted as 
a function of L^ /L. We indeed see that all the data of the different 
cases we examined scale in a universal curve. In particular, we have 
61 
that the magnitude of the oscillation of the localization length, Lg, 
is 6Lg/L "0.067 (L^ /L)^ , for all the widths, perimeters, L, and 
disorder, V. Notice that as Lg/L increases, the magnitude of the 
conductance oscillations also increases. Our results suggest that it 
is possible to have conductance fluctuations^  ^of values higher than 
e^ /h. In particular, for a single-ring geometry and Lg/L-35, we obtain 
AG- 10.4 e^ /h as a conductance fluctuation. Meanwhile, for a series of 
rings and L^ /L =10, we obtain ûGa8.3e^ /h. Stone and Imryl^  have only 
calculated a particular case of Lc/L and their results are in 
qualitative agreement with ours. In particular, from the top of Fig. 2 
in Ref. 15, we have that Gg,ax* 3'2 e^ /h and the magnitude of the h/2e 
conductance oscillations is given by AG >0.05e^ /h. From the value of G 
and Eq. (3), we obtain Lg/L> 4.1 and from the AG value we have that 
ALg/L " 0.05 which is lower than our estimates. This difference is due 
to the fact that Stone and Imryl^  used a single ring and averaged over 
disorder. In Fig. 3 we plotted the data for fifty rings connected in 
series and then averaged over disorder. The single ring data also 
follows a universal law, the only difference is that ALg/L> 0.0025 
(Lg/L)2 instead of ALg/L > 0.067(Lg/L)2. These laws will break down 
when ALg/L is of order 1. We want to mention that the data shown in 
Fig. 3 are the overall amplitude oscillations of Lg for small field B. 
For Lg < L, the h/2e component Is the dominant oscillation. For Lc > 
L, we might have a h/2e oscillation. Sometimes a h/e oscillation is 
also present. 
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Conclusions 
In conclusion, our work demonstrates unambiguously that single 
rings, when averaged over disorder, do exhibit quantum interference 
effects, with a flux period h/2e at low fields and with a flux period 
of h/e clearly visible at higher fields (see, for example. Fig. 1(c)). 
This behavior has been suggested in Refs. 10-12, but it was only 
recently shown to be correct by Refs. 14 and 18 for the transmission 
coefficient. This picture agrees with the experimental results. Our 
numerical results provide a universal law for the strength of the 
oscillation of the magnetoresistance. The oscillation strength only 
depends on the ratio of the relevant lengths: the ring perimeter, and 
the localization length. In particular, when Lg ^  L, the 
• • 
magnetoresistance is h/2e periodic, but, as Lg increases, the h/e 
harmonic dominates and finally, when Lc > L, the h/2e harmonic might 
disappear completely. At the other extreme, when Lg < L, the h/2e 
periodicity persists, but the oscillation amplitude decreases with 
respect to the background value. It will be very interesting to check 
experimentally this universal behavior. The above phenomena have been 
observed for rings of width MV>1 as well as for rings of finite width. 
For the finite width rings, the h/2e oscillation is seen when the mean 
free path, 1, which is different than Lg, becomes smaller than L. 
Details of this behavior will be published elsewhere. Finally, by 
increasing the temperature, the inelastic mean free length decreases 
and eventually will become smaller than L. This phase incoherence 
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introduced by increasing the temperature will destroy both periods of 
the magnetoresistance. 
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Fig. 1. Quantum oscillations of the localization length Lg, which is 
related with the conductance G through Eq. (3), for the 
following cases: (a) A single ring with disorder W=4.0. No 
average over disorder is taken. The h/e oscillation is 
clearly observed, (b) A single ring with disorder V>1.2. No 
average over disorder is taken. The h/2e oscillation is 
observed at small magnetic fields B and at high B gradually 
changes to h/e. (c) a single ring with disorder V>2.0. 
Average over 1000 disorder configurations is taken. Insert: 
the behavior of Lg for very strong magnetic fields, (d) A 
series of 50 rings with disorder V>2.0. Average over 100 
disorder configurations is taken. In all the cases the width 
and length of the ring are MW=4 and L»30, respectively. The 
aspect ratio is 7 
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Fig. 2. The ratio A1/A2 versus the number of rings N on a log-log plot 
for different values of lengths L and disorder V. A^  and A2 
are the amplitudes for the h/e and h/2e oscillations of the 
conductance, respectively. 
68 
il 
S 
c 
A fcW-1 M-5 
MW-2 M 
Ln(Lc/L) 
Fig. 3. Magnitude Û(L(,/L) of the oscillation of localization length 
Lg, versus Lc/L for different widths, lengths, disorder. The 
number of rings ranges from 40 to 100. Insert: the 
magnitude of the conductance oscillation plotted versus LQ/L 
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PART III. 
NBTAL-INSULATOR TRANSITION 
IN RANDOM SUPERCONDUCTING NETWORKS 
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Abstract 
The nature of the eigenstates and the effects on the 
superconducting-to-normal phase boundary in a two-dimensional random 
superconducting network is examined by finite-size scaling transfer 
matrix calculations within the mean-field Ginzburg-Landau theory of 
second order phase transitions. Results for both site and bond diluted 
square lattices are presented and a rich structure in the mobility edge 
trajectory is obtained. The critical exponent for the slope of the 
critical field on (p-pg) is calculated and compared with previous 
estimates. 
Introduction 
In recent years, considerable attention has been devoted to the 
study of flux quantization effects, which have been theoretically 
predictedl"3 and experimentally observed,in arrays of 
superconducting honeycomb,* square,5 self-similar,* and quaslcrystal? 
networks. The main feature of this quantization effect is the 
oscillation of the superconducting transition temperature Tg(H) as a 
function of the external magnetic field H. For example, in a perfect 
periodic network, TQ(H) exhibits singularities at rational values of 
the reduced flux t/4|o> where # - HL^  is the magnetic flux through the 
unit cell of the superconducting network and - hc/2e » 2.07 x lOr? 
G cm^  is the superconducting flux quantum. It was recognized^  several 
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years ago that such a superconducting network is an ideal experimental 
system for studying the effects of frustration in a well-characterized 
system. In this system, the reduced flux is the frustration parameter 
and can be changed continuously. The mean-field Ginzburg-Landau theory 
of second-order phase transitions, as developed by de Gennes^  and 
Alexander,2 provides a very accurate description of these phenomena. 
Most of the research effort so far has been concentrated on 
understanding the superconducting-to-normal phase boundary in various 
periodic networks. Only very recently some attempts have been made to 
experimentally^ »* and theoretically**^  ^calculate the superconducting 
phase boundary for random superconducting networks. The expected 
dimensionality crossover between the homogeneous and fractal regimes 
was not observed^  in the random square lattice bond percolating 
networks. Furthermore, the interesting problem of the superconducting 
phase below T^  has not been addressed^ l beyond the mean-field 
approximation. 
Results and Discussion 
In this Rapid Communication, we study the superconducting-to-
normal (S-N) phase boundary for a random percolating superconducting 
network. The networks could be either site or bond diluted. As 
expected, the structure of the phase boundary curve TQ(H) is washed out 
due to the randomness of the percolation networks. By examining the 
nature of the eigenstates for different values of the concentration of 
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the sites or the bonds present, p, as a function of */#(), we are able 
to obtain bounds for the S-N phase boundary. A very interesting 
mobility edge trajectory is found for the metal-to-insulator 
transition, which may be observable experimentally. 
To examine the problem of the superconducting networks 
theoretically, we study the linearized Ginzburg-Landau (GL) equations 
appropriate near the phase boundary. For a network with current 
conservation at the nodes or lattice points, 
where is the order parameter at node or site i, • Lij/S is the 
distance between nodes divided by the coherence length Ç, and Yij • 
(2ii/#0) X jA.dl is the circulation of the vector potential A along the 
link ij. Equation (1) is, in general, difficult to solve but becomes 
more tractable for simple geometries. For regular networks which have 
links of equal length, i.e., L^ j > L, the sin(8ij) term can be removed 
from the sum in Eq. (1), and the problem reduces to that of an electron 
on a similar lattice in a magnetic field. 
For simple lattices, Eq. (1) can be written as 
/sin(6£j) «0 (1) 
L zj iYij 
-Aizicos(—) + £ /ye 
Ç j-1 
(2) 
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where the sum J is over the Zj nearest-neighbors of node site i and X 
is the eigenvalue, which for the superconducting networks is equal to 
zero. Notice that Eq. (2) is very similar to the tight binding 
Hamiltonian of an electronic problem. However, here we are most 
interested in the zero eigenvalue case and the diagonal term depends on 
and cos (L/ K), which is taken to be equal to E. One way in which 
disorder can be introduced into Eq. (2) is by randomly removing (1-p) 
of the sites, i.e., a fraction p of the sites or nodes are present. A 
link ij is present if only both nodes i and j are present. The system 
produced this way is called the site percolating system. Another way 
is by randomly removing (1-p) of the bonds, so only a fraction of p 
bonds are present. This system is called the bond percolating system. 
To have a clear picture of the system we are dealing with, it helps to 
think that Eq. (2) is the eigen-equation with the eigenvalue ^ #0 for a 
tight binding system with a diagonal energy ei=-E*Zi and an off-
diagonal hopping term Vij-tijexp(iYij), where t^ j-l if a link (or bond) 
between nodes i and j exists, and t^ jaO otherwise. In this model the 
off-diagonal disorder is correlated with the diagonal one since the 
value of @1 depends on which is the sum of It^ j|. To make the 
connection^  with the superconducting Tc(H), it is usually assumed that 
Ç • (o(l-t)l/2 , where t • T/Tc(0) and, therefore L/Ç « L(l-t)l/2/(Q. 
T(,(H) can then be determined from the largest value of E for which Eq. 
(2) has a solution for X - 0. In order to find the eigenvalues and 
eigenvectors, for Eq. (2), one can either diagonalize the 
Hamiltonian for a given H and p, or use the transfer matrix method and 
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finite-size scaling.13*14 This latter method is useful, since it can 
be used to study the nature of the different eigenstates, in 
particular, whether they are localized or extended. Direct 
diagonalization or a tridiagonalization procedure could be also used to 
study the nature of eigenstates, but is known not to give very accurate 
results. 
In the transfer-matrix method,13*14 one considers coupled one-
dimensional (ID) systems. Each ID system is described by a tight 
binding Hamiltonian of the same form as Eq. (2). The corresponding 
sites of the nearest neighbor ID system are coupled together by an 
interchain matrix element, tijexp(iYij), that depends on the strength 
of the magnetic field H and concentration p. In particular, we choose 
a gauge such that A is parallel to the ID chains. For the site 
percolating system, we choose t^ j > 1 if both sites are present, 6 if 
one site is missing, and S^ if both sites are missing. S is very small 
campared with 1. For the bond percolating system, we choose t^ j-l if a 
bond is present from i to J and t=5 otherwise. In Fig. 1, a random 
site percolating superconducting network is shown with the 
identifications of the different parameters. In the present work, M 
chains are coupled together into a 2D array with interchain coupling 
tj[j and zi m Zj t^ j. The additional term t^ j is necessary for the 
transfer mathix method to insure that the lattice is connected. For 
the M connected chains of length N, one determines the largest 
localization length ^  as N-w». From a plot of versus H, one can 
obtain the localization properties of the system.13*1* In particular, 
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by studying the scaling plots >*1/* versus M, one obtains a reasonable 
estimate of the mobility edge trajectory. Exactly at the mobility 
edge, we also find Xj^ /M - 0.6 in agreement with previous work,13*14 
while for extended and localized states we have that versus N 
Increases or decreases, respectively. For our studies here, we used M 
equal to 2 through 64 with N up to 10,000, and S > lOr*. We found that 
our results were independent of e provided that 5< 10'^ . 
In addition for a given H and p, we numerically^  ^calculated the 
density of states (DOS) to obtain the positions and widths of bands and 
gaps. With the DOS known, the finite-size scaling analysis was used to 
determine the nature of the eigenstates in the bands. 
At p • 1, we have z^  - 4 and Eq. (2) with 1-0 can be transformed 
to the "incommensurate" ID tight binding model. Its energy spectrum 
has been studied in great detail by Hofstadter.12 The phase boundary 
of the perfect square lattice can be easily obtained.1% In order to 
check our numerical methods, we have also calculated for p - 1 the 
phase boundary 1^ (11). As can be seen from Fig. 2, the largest value of 
E which satisfies Eq. (2) for X > 0 and is assumed to be proportional 
to the critical temperature 1^ (11) is plotted versus #/#(). Excellent 
agreement is found with previous works on the site percolating 
network.Along the y-axis, we plot E » cos(L/S), which is usually 
related to Tg(H) through the relation Ç • (o(l-T/Tc(0))l/2, and, 
therefore, L2{1-(Tc(H)/Tc(0)])/ÇJ » (arcos(E))2. The Tc(H) shows all 
the interesting oscillations expected at rational values of #/#Q. As 
we can see, the results for site percolation networks (Fig. 2a) and for 
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bond percolation networks (Pig. 2b) are quanlitatlvely similar. The 
phase boundary Tq(H) is numerically obtained with three independent 
methods which quantitatively agree with each other: (1) by a partial 
diagonalization of 10,000 x 10,000 matrix for a given H, and p to find 
the largest value of E for which X - 0, (2) by the numerical 
calculation of DOS^  ^from which we can follow the behavior of the band 
edge of the highest band, and (3) by calculating the localization 
length with the finite-size scaling transfer matrix techniques. 
For both site and bond diluted square lattice networks (i.e., Pq 
< p < 1, where pg = 0.59 and Pg « 0.5 are the site and bond percolation 
threshold for the square lattice, respectively), we find the structure 
seen in E for p - 1 washed out even when p « 0.90 as seen in Fig. 2(a) 
and Fig. 2(b). Notice, when p <• 0.80, all structure in E has 
disappeared.16 Below we will show, after examining the nature of the 
eigenstates which correspond to this particular value of E, that 
this simple mapping from E to T(,(H), which was discussed above for p > 
1 is not correct for p < 1 and determination of the phase boundary is 
actually more complex. 
We have undertaken a systematic study of the extended or 
localized nature for all the eigenstates as a function of E. We found 
that the eigenstate corresponding to the largest value of E is not 
always extended, as has been implicity assumed, in determining the 
phase boundary Tq(H) in Fig. 2. Obviously if the are not extended, 
the solution with the largest eigenvalue cannot correspond to a 
superconducting state as occurs for p = 1. For 1 > p > p^  there exists 
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a mobility edge between localized and extended states. The actual 
value of TQ(H) must then depend on the solution of the nonlinear 
Landau-Glnzburg equations and cannot be determined from the linearized 
equations. Because the nonlinear term can couple different localized 
elgenstates, the mobility edge trajectory found here can only be a 
lower bound of Tq(H).^  ^ In Fig. 3, we show for the site percolating 
networks whether the elgenfunctions are either localized or extended 
for several values of p and #/*Q from which one can easily determine 
the upper and lower limits of Tc(H). The energy at which the first 
solution appears gives the upper bound, while the energy for the first 
extended solution gives the lower bound. The p • 1 results agree very 
well with those of Ref. 12. For example, for #/#Q - 1/3 and p - 1.0, 
we have three bands. However, since we only show E > 0, only the one 
band around E > 0.8 and half of the band around E « 0 are shown. The 
elgenstates for p > 1 are all extended. Notice that as p decreases for 
a given we first lose some of the gaps that were present at p - 1 
and then localized states begin to appear due to the site dilution. As 
the disorder Increases, we find that all the states become localized. 
This is the case for p - 0.60, where, for all the magnetic field 
strengths studied, the elgenstates for all E are localized. However, 
for intermediate concentrations p, a rich and Interesting behavior is 
obtained. Notice that for #/#Q « 1/3 and E - 0.3, there is no 
eigenstate at this energy, for p = 1 case, the state is in a gap, while 
for p = 0.90 a localized state exists. It is very interesting that as 
disorder Increases, we recover extended states at E - 0.30 for p - 0.80 
78 
and p • 0.70. This is contrary to one's usual intuition from which one 
expects localized states to appear as disorder increases. This unusual 
behavior occurs for the disordered superconducting network, because 
there is a competition between the disorder and the strength of 
magnetic field in determining the nature of the eigenstates. By 
diluting the system, we of course introduce more disorder, but the 
magnetic flux plaquettes rearrange themselves in such a way that an 
extended eigenstate remains. It would be very interesting to check 
this rich structure of mobility edge trajectories experimentally. For 
a given value of #/#0 and given p, it might be possible to observe a 
metal-to-insulator type transition by changing E which effectively 
means changing temperature. For our particular superconductivity 
model, given by Eq. (2), the classical and the quantum percolation 
thresholds are exactly the same p for H • 0. This is due to the fact 
that the site energy, ZiC0s(L/5), is proportional to the number of 
nearest neighbors. Therefore, for H » 0, the E - cos(L/S) > 1 
eigenstate is always extended provided that p & p^  = 0.59. 
Another interesting consequence of our results is that we can 
determine how the slope of the critical field depends on p-p^ , 
(dHc2/dT)Tc ~ (p -Pc)"^  for p > p^ . For percolation, the linearized GL 
theory predicts that the critical exponent k - vd, where v is the 
correlation length 5 - (p - Pc)'^  exponent and 9 is the anomalous 
diffusion exponent.8 This k value is expected not to depend on whether 
the system is site diluting or bond diluting. Taking v » 4/3 and 6 -
0.8 gives km 1.06 in reasonable agreement with the numerical work on 
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linearized GL theory of Ref. 10 who found k > 0.93. Experimental 
values of k » 0.57 and k > 1.06 are given in Refs. 18 and 8, 
respectively, while Ref. 3 gives k > 0.87. To compare our results with 
previous work on random percolating networks, we have analyzed the 
initial part of f/l|o ^  0.1 of the phase boundary with the formula 
Hc2<T)-A(lt)V^ » where t-T/Tg. There A .((#Tc/#o)(dHc2/dT)Tq. In 
Fig. 4, we plot A as a function of p-p^  on logarithmic axis, for both 
the site and the bond diluting systems. Notice that A appears to vary 
with p for wide ranges of p-p^ . In Fig. 3, the triangles represent the 
largest value of E for which Eq. (2) has a solution for X - 0, while 
the solid circles represent the eigenstate E (or temperature T^ ) at 
which thé first extended state appears as we reduce E. The extended 
curve is closer to the experiments,8 which is done for a bond diluting 
network. Notice that the exponent k for the extended curve is equal to 
0.84 while for the band edge curve, k = 1.70 for both site and bond 
percoaltion networks which is much higher than the numerical 
estimations of Ref. 10 which give a value of k - 0.93. The open 
circles are the experimental data for A versus p-p^  obtained by Ref. 8. 
Notice that the experimental data lie in between the two numerical 
predictions, which only give bounds to the real T^ CH) suggesting that 
the agreement for the value of k given in Ref. 8 with the earlier 
predictionlO of the linearized GL theory is fortuitous. To determine 
the actual T(,(H), the nonlinear terms which have been neglected in the 
present mean field treatment have to be taken into account.1? This 
breakdown of mean-field theory and the importance of nonlinear terms in 
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determining Tq(H) probably explains the lack of dimensional crossover 
which was theoretically expected but not observed^  in percolating 
superconducting networks. 
Conclusions 
In conclusion, we showed that the linearized GL theory can not be 
used to determine the S-N phase boundary for disordered systems. It 
can only be used to bound the phase boundary. In cases of weak 
disorder, it probably gives a very good estimate of Tg(H), but cannot 
be trusted for strong disorder. Instead, it is necessary to take 
account of the nonlinear terms which have been neglected in the 
linearized theory. We found that the cusplike structures present at p 
- 1 for Tc(H) versus H are washed out for p < 0.90. The extended or 
localized nature of the eigenstates was also examined. A rich and 
interesting structure of mobility edge trajectories was obtained. 
Finally, the critical exponent of the upper critical field was 
calculated and found to be 1.7 > k > 0.84, consistent with the 
experimental measurements.8 
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Fig. 1. Random percolating superconducting network with the 
fraction p of the sites present equal to 75%. The nearest 
neighbor matrix element tjj . 1 (*—*), 5( *—) or j 
both, one or zero sites are present, respectively. 
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Fig. 2b. Phase boundary of the percolating superconducting square 
network for bond concentrations p m 1, 0.98, 0.90, and 0.80. 
The y-axis represents the largest eigenstate E, while 
the x-axis represents $/$Q, where i = L^ H is the magnetic 
flux through the unit cell and $o is the superconducting 
flux quantum 
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our numerical calculations. The experimental results (o) of 
Ref. 8 for bond percolation are also presented 
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SUMMARY 
Magnetic flux effects provide an Ideal tool to study the quantum 
conductance of disordered materials. In this dissertation we presented 
the theoretical studies of the magnetic flux effects on disordered 
small normal metal rings and on random superconducting networks. Parts 
I and II are aimed at the understanding of the quantum conductance 
oscillations in mesoscopic systems, such as normal metal rings. In 
Part I, we studied analytically the transmission coefficient of a one-
dimensional ring under magnetic field by using the scattering matrix 
method. The conductance was then related to the transmission 
coefficient using the Landauer's formula. .We found that an ensemble 
average over the phase of the scattering centers changes the period of 
the conductance oscillation from h/e to h/2e. This Important finding 
shined some light on the origin of the AAS effect. This result is 
obtained for a strictly one-dimensional rings. In Part II, through the 
calculation of the localization length for small rings with a finite 
width and a series of rings, we showed that the dominant oscillations 
of the conductance in a single configuration is of the h/e period, but 
either the ensemble average or the self-average due to the large number 
of rings, will make the h/e component disappear and change the period 
of the conductance oscillation to h/2e (AAS type), in agreement with 
the results obtained in Part I. Ve also found an unexpected universal 
law for the oscillation of localization length. The expected universal 
fluctuation amplitude at weak disorder was observed. The much larger 
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amplitude of the fluctuations of the conductance In extremely weak 
disorder case shows possibilities of novel effects, possibly connected 
to the nonlocal effects observed In the experiments when phase 
coherence length is larger than the distance between the probes. 
In Part III, the nature of the states on normal-to-superconductlng 
phase boundary for two-dimensional random superconducting networks are 
studied through the finite-size scaling transfer matrix calculation 
within the mean-field Glnzburg-Landau theory of second-order phase 
transition. A rich structure for the mobility edge was obtained. The 
existence of two different phase boundaries, one for the band edge and 
the other for the first mobility edge, may have important experimental 
consequences. If the true transition boundary is Indeed not the band 
edge state but within the band, then nonlinear Ginzburg-Landau has to 
be studied. 
In conclusion, we have studied the magnetic flux effect on both 
disordered normal metal rings and random superconducting networks, with 
an emphasis on the quantum coherence of electrons and the localization 
nature in the disordered systems. 
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APPENDIX. NUMERICAL METHOD OF FINITE SIZE SCALING 
Due to the difficulty of dealing with large systems numerically, 
MacKinnon and Kramerl* introduced a new technique to study the 
disordered system based on renormalization ideas. In this technique, 
we obtain first the localization length for a quasi-one-dimensional 
strip or bar with finite width M through a recursion relation of 
Green's function. A finite is always obtained this way because the 
system is one-dimensional and all states are localized. We calculate 
for many M up to the maximum N the computer time is allowed. The 
nature of the eigenstates can be determined by the behavior of if 
increases faster than M, then the state is extended; if increases 
slowly with M and than saturates for large M, the state is localized. 
To get the localization length for the infinite system, we simply force 
all the numerical data into a universal curve by choosing a 
characteristic length t, for all M and for that particular energy and 
disordered strength, i.e., 
S(E,W) 
A<M,E,W)- fd( ) , (A.l) 
M 
where A»A^ /M and V represents the strength of disorder, has the 
meaning of localization length in the localized region and coherent 
length in the extended region. 
The scaling function can be defined as 
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dlnA 
X( In A) . . (A.2) 
dlnH 
For small A, ve expect S ~ Hence, 
X(lnM) - -1 (A.3a) 
A(M,E,W) .S(E,W)/M (A.3b) 
f(x) > X . (A.3c) 
For large A, identifying K as the inverse of the conductivity,* ve get 
Xfl" W-2Md-l 
X(lnA) - d-2 
A(M,E,W) .(M/S(E,W))d-2 
f(x) • x2-d 
From these analyses, localization lengths and mobility trajectories can 
be accurately determined. This finite size scaling method is still the 
most reliable method up to now to numerically study the localization 
phenomena in disordered systems. 
(A.4a) 
(A.4b) 
(A.4c) 
(A.4d) 
