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1 はじめに
統計科学, 情報科学におけるさまざまな解析手法の中で, 識別・判別分析は, 医学, 生命科学, 地球環境科学, 生
物学, 農学, 工学, 経済学など, 科学のさまざまな分野で応用され, 新たな問題への適用が試みられている. 判別分
析の目的は, あらかじめ設定された 2つまたはそれ以上の群のどれに属するかが不明な個体に対して, 将来観測
されるデータがその中のどの群へ属するかを予測すること, そしてどの群に属するかを判定する方式を見つける
ことにある. その潜在的な実用価値は, 一般に広く認識されている.
従来, フィッシャーの線形判別関数が実際問題に広く適用されてきたが, データ数が少ない高次元のデータに
対しては, 予測という意味で必ずしも有効に機能しない. そこで, データの次元を圧縮して判別を行うという研究
に注目した. その一手法として部分空間法 (subspace methods)という分析手法がある. この手法は, 複数の群
に対して各群の特徴を次元圧縮によって抽出し, その抽出したものと判別の対象であるデータとの類似度を求め
て分類する. 部分空間法は, 高次元データに基づく多群の判別に有効な手法であるが, 1つの問題点として挙げら
れるのが, 群相互の関係を十分に考慮していないという点である.
この問題点を解決するための 1つの手法として正準判別 (canonical discrimination)という分析手法が挙げら
れる. この手法は, 高次元空間上へ散らばる複数の群があるとき, できるだけ相互の群が分離するように次元圧縮
する. そして, 群相互の分離度を表す群間変動と各群内のデータの散らばりの程度を表す群内変動を考慮した判
別分析であるため, 線形判別分析の中でも複数の群をうまく分離できると考えられる.
しかし, この手法も複雑な構造を内包する高次元データの分析に対しては, 有効に機能しない. つまり, 部分空
間法や正準判別といった線形判別関数では非線形構造を適切に捉えることができない場合がある. そこで, 線形
判別分析を非線形へ拡張する手法の 1つである Flexible Discriminant Analysis (FDA)に着目し, 正準判別の
非線形化について様々な観点から研究した. この研究を通して, 識別・判別の汎化能力を向上させるいくつかの
要因を指摘して, その理論研究を行った.
2 正準判別分析
高次元空間上へ散らばる複数の群があるとき, できるだけ相互の群が分離するように次元圧縮する方法が正準
判別である. 一般に g 個の群 Gj(j = 1; 2; :::; g)から各々 nj 個の p次元学習データが観測されたとする.
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これら n = n1 +   + ng 個の p次元データを変数の線形結合で表される軸上へ射影する.
例えば, j 番目の群の i番目の p次元データを軸上へ射影した１次元データは次のように与えられる.
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射影した y 軸上で g 個の群相互の分離度を測るのが次の群間変動である.
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射影した y 軸上でそれぞれの群内の散らばりの程度を捉えるのが次の群内変動である.
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データをある軸上へ射影したときの群間変動と群内変動の比が最大となるように射影軸の係数 w を決定し,
群間変動
群内変動
=
wtBw
wtWw
を最大とする軸を求める. 係数 w は, 以下で述べられる制約付き最適化問題を解くことによって求められる.
Bwj = jWwj ; w
t
jSwk = δjk: (2.1)
ただし, S =W=(n  g)とする. さらに, W が正則であるならば, 逆行列が存在するので,
W 1Bwj = jwj (2.2)
となる. その際, 固有値問題で求められる大きさの順に並べたときの固有値と対応する固有ベクトルを w として
データの次元圧縮を施す. 識別規則は, マハラノビス距離を用いる. 観測データ x と各群の標本平均ベクトル間
のマハラノビス距離をそれぞれの群の標本分散共分散行列 Sj で測った次式が最小となる群へ判別する.
D2j = (x  xj)tS 1j (x  xj); j = 1; 2;    ; g:
3 Flexible Discriminant Analysis
3.1 回帰モデルに基づく線形判別
Hastie et al. (1994, 2009) は正準相関分析 (Anderson (1984))の理論に基づいて, 線形判別が線形回帰分析
の枠組みで実行できることを示した. いま, p 次元特徴ベクトル X = (X1; X2;    ; Xp)t 2 Rp と群のラベル
G 2 f1; 2;    ; Lgに関する n個の観測データ f(xi; gi) : i = 1; 2;    ; ngに基づいて線形回帰分析の枠組みで線
判別関数を構成する. 一般に,
(k) : G! Rq (p > q)
を第 k 群の中心を表す関数とする. p 次元特徴ベクトル x をパラメータ W = (w1;w2;    ;wq);wj =
(wj1; wj2;    ; wjp)t に基づく線形変換により, q 次元部分空間W tx 2 Rq へ射影し, この空間で判別をおこなっ
た. 全体の平均ベクトル xは, x = 0と基準化されているとする. このとき, 回帰分析の枠組みにおいては次の
二乗誤差和
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を最小にするようにパラメータを推定する. このことを行列を用いて表現すると, 次のようになる.
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n
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ここで, n × p 行列 X を X = (x1;x2;    ;xn)t とし, L × q 行列  を  = ((1);(2);    ;(L))t;(j) =
(1(j);    ; q(j))t とし, p × q 行列 W を W = (w1;w2;    ;wq);wj = (wj1; wj2;    ; wjp)t とする. また,
n× L行列 Z は, データがどの群に属するかを表す行列で, その (i; j)成分 zi;j は, データ xi が j 群に属すると
き zi;j = 1となり, それ以外の群に属するときは zi;j = 0となる.
式 (3.2)をW で偏微分したものを 0とおくことによって, XtX の逆行列が存在すれば
W^ = (XtX) 1XtZ (3.3)
で与えられる. 推定量W を求めるためには, 部分空間内での群の中心を表す を決定する必要がある. そこで,
射影子行列 Px = X(XtX) 1Xt と推定量 W^ を用いて式 (3.2)を変形して計算した結果,
ASR(;W ) =
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n
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n
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n
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となる. の正規化条件として tZZ=n = Iq という制約を課し, 式 (3.4)の第 2項を最大化する を求める.
この問題の解 ^は, 正規化条件のもとで ZtPxZ を固有値分解したときの大きい固有値に対応する固有ベクトル
で構成される.
3.2 罰則付き判別分析
式 (3.3)の W^ = (XtX) 1XtZにおいて変数の数 pがデータ数 nよりも大きいと逆行列の計算が不能とな
る場合がある. このような問題を解決する方法が, モデルの複雑さが増すにつれて減少する誤差の二乗和の項に,
逆にモデルの複雑さに伴って, その値が大きくなるペナルティ項を課した次の関数
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(3.5)
が与えられる. ここで, は正則化パラメータである. また, 行列 
は単位行列や 2次差分行列といった対角行
列が用いられる. 式 (3.5)をW で偏微分し, 0とおいた式を解くことによって次の推定量 W^ が得られる.
W^ = (XtX + 
) 1XtZ: (3.6)
ペナルティ項を課すことによって, XtX の対角成分を大きくし, 逆行列の計算が可能となることが分かる.
3.3 基底関数に基づく非線形判別
非線形関数に基づく基底関数を用いることによって, 非線形判別法へと拡張する. すなわち, 非線形なモデルを
用いた基底関数 (X)を利用することによって, 非線形回帰分析の枠組みで二乗誤差和を最小にするパラメータ
を推定する. このとき, 次の関数の最小化を考える.
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このことを行列とベクトルで表現すると,
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となる. 観測データを線形変換するのではなく, 非線形変換することで非線形回帰モデルに基づく判別関数を構
成することができる. 例えば, 複雑な構造を内包する観測データに対してガウス型基底関数により非線形変換を
施して高次の特徴空間へ写像することで, 線形分離可能となる. いま, x = (x1; x2;    ; xp)t にカーネル関数に
基づく非線形変換
 := x! (x) = (1(x); 2(x);    ; s(x))t; (Rp ! Rs) (3.9)
を施して空間 Rs に射影し, この空間からの線形変換 W t(x) = (wt1(x);    ;wtq(x))t による q =
minfs; L   1g 次元部分空間への射影を構成して判別を行う. ここでは, 式 (3.9) のカーネル関数 m(x);m =
1; 2;    ; sとして次のガウス型基底関数を用いる.
m(x) = exp
 
 
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!
; m = 1; 2;    ; s: (3.10)
ただし, j = (j1;    ; jp)t はカーネルの位置を定める p次元中心ベクトルであり, h = (h21;    ; h2p)t はカー
ネル関数の広がりの程度を表す量である. この手法について詳しくは, 修士論文を参照されたい.
今後の課題
回帰モデルに基づく線形判別関数を構成する際, 推定量 W^ の安定化のため, 2乗和の項をつけることによって
計算可能となることが分かった. ところが, 制約をつけた際に適用した正則化パラメータ  や行列 
の適切な設
定法については今後の課題とする. 具体的には, は一般にクロス・バリデーションによって推定されるが, 確率
構造を入れて決める方法も考えられる.
非線形な拡張をするために基底関数を用いると, その関数の個数を決める必要がある. 多くの基底関数を使用
すると, 予測の点で十分に機能しない判別関数となってしまう. そのような場合には, 線形判別関数のときと同様
に 2乗和の項を制約条件とすることでモデルの複雑さの程度を連続的に調整できるのではないかということを考
えた. さらに研究したところ, 非常に次元が高いデータの場合には従来のモデル評価基準を適用できないため, そ
の場合には推定量に L1 ノルム正則化項を付けることで変数選択を行う方法に辿り着いた. このような L1 ノル
ム正則化項の決定法と, その中に含まれる正則化パラメータの選択法については計算量の問題もあり, 新たなモ
デル評価基準の提案が必要と考えられる. 今後, より汎化能力の優れた判別関数の構成法について検討する.
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