Starting algorithms for low stage order RKN methods  by Gómez, I. et al.
Journal of Computational and Applied Mathematics 140 (2002) 345–367
www.elsevier.com/locate/cam
Starting algorithms for low stage order RKN methods
I. G+omeza, I. Higuerasb, T. Rold+anb; ∗
aDepartamento de Matematica Aplicada, Universidad de Zaragoza, CPS, 50015-Zaragoza, Spain
bDepartamento de Matematica e Informatica, Universidad Publica de Navarra, 31006-Pamplona, Spain
Received 31 August 2000; received in revised form 10 April 2001
Abstract
When second order di3erential equations are solved with Runge-Kutta-Nystr7om methods, the computational e3ort is
dominated by the cost of solving the nonlinear system. That is why it is important to have good starting values to begin
the iterations. In this paper we consider a type of starting algorithms without additional computational cost. We study
the general order conditions and the maximum order achieved when the Runge-Kutta-Nystr7om method satis9es some
simplifying assumptions. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider second order di3erential systems




where f :Rm → Rm is suBciently di3erentiable.
If we solve numerically (1.1) with an s-stage Runge-Kutta-Nystr7om method (RKN) with coeB-
cients ( CA; Cb
t
; bt), the numerical solution after n+ 1 steps is given by
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Yn+1 = e ⊗ yn + h(c ⊗ y′n) + h2( CA⊗ Im)f(Yn+1):
(1.2)
As any second order system of dimension m can be transformed into a 9rst order system with
dimension 2m, a Runge-Kutta (RK) method with coeBcients (A; b) induces a RKN method with
coeBcients (A2; btA; bt).
In each step, we have to obtain the internal stage vectors Yn+1 through the resolution of the
nonlinear system (1.2) by means of some iterative scheme. We have to start the iterations with
values Y (0)n+1 as accurate as possible, because otherwise, the number of iterations in each step may
be too high or even worse, the convergence may fail.
Some authors have worked on starting algorithms for RK methods for ordinary di3erential equa-
tions [5,8,12] and di3erential algebraic equations [6,7,10,11], but there are few references for Nystr7om
methods [1,9].
In this paper we study a kind of starting algorithms to obtain good initial values. We are going to
assume that we have just given a step xn−1
h→ xn, we have calculated the numerical solution (yn; y′n)
at xn, as well as the internal stages Yn, and we are about to give another step xn
rh→ xn+1 to compute
the numerical solution (yn+1; y′n+1). To achieve this, we have to solve the nonlinear system
Yn+1 = e ⊗ yn + hr(c ⊗ y′n) + (h r)2( CA⊗ Im)f(Yn+1); (1.3)
in which the step ratio r, has been now included to consider the more general case of variable step.
We propose the following type of starting algorithms:
Y (0)n+1 = b0 ⊗ yn−1 + b′0 ⊗ y′n−1h+ (B⊗ Im)Yn: (1.4)
The vectors b0; b′0, and the matrix B, will be determined by imposing some order conditions. Ob-
serve that they are based on information from the previous step and do not suppose additional
computational cost.
These starting algorithms are of the same type as the ones considered in [12]. In [9] starting
algorithms involving the internal derivatives
Y (0)n+1 = e ⊗ yn−1 + h(e + rc)⊗ y′n−1 + h2(L⊗ Im)f(Yn): (1.5)
are considered. If we substitute in (1.4) the internal stages Yn by (1.2) we obtain
Y (0)n+1 = (b0 + Be)⊗ yn−1 + h(b′0 + Bc)⊗ y′n−1 + h2(B CA⊗ Im)f(Yn)
and this expression coincides with (1.5) if we suppose
b0 + Be= e ; b′0 + Bc= e + rc and B CA=L: (1.6)
Thus if the matrix CA is regular, both starting algorithms are equivalent and we can implement
either (1.4) or (1.5). This is not the case if the matrix CA is singular. In this case, all the starting
algorithms (1.4) can be written in the form (1.5) but not the other way round. As a result, (1.5)
cannot be implemented avoiding evaluations of f(Yn). As the internal stages Yn have been calculated
approximately, the evaluation by f may magnify the error in the approximation. Thus for sti3
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problems, where the Lipschitz constant of f may be large, it is more convenient to use (1.4) instead
of (1.5).
The rest of the paper is organized as follows. In Section 2 the order of the starting methods is
de9ned. By using the SNT-trees set, we study the general order conditions and the maximum order
achieved when the RK method satis9es some simplifying assumption. In Section 3 we construct
initializers for some RKN methods with low stage order. With these methods, in order to show the
behavior of the starting algorithms, we run some numerical experiments in Section 4. Finally, in
Section 5 some conclusions are given.
2. Order conditions
We say that the starting algorithm (1.4) has order ry if this is the largest integer which satis9es
‖Y (0)n+1 − Yn+1‖=O(hry+1): (2.1)
We will try to determine the vectors b0, b′0 and the matrix B in (1.4) so that this algorithm achieves
the maximum possible order in each variable. To obtain this we need the series both of the initializer
Y (0)n+1 and of the internal stages Yn+1. To get these expansions we will make use of the SNT-trees [4]
in the same way as the Butcher’s trees are used in [11]. Note that we are considering the simpli9ed
case (1.1); for the general equation y′′=f(y; y′) it is necessary to consider the NT-trees set.
We denote by  the subtree with a unique meagre • vertex, and by [t1; : : : ; t] the tree which is
obtained by joining the roots of t1; : : : ; t to a fat ◦ vertex which is turned into the root of the new




‘: : : ; ;
u1|
•
; : : : ;
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•
]∈SNT if u1; : : : ; u ∈SNT.
The trees in SNT have two kinds of nodes, meagre and fat, to distinguish the derivatives with respect
to y and y′, respectively. If f is di3erentiated with respect to y′, a fat vertex is son of a fat vertex.
As in the simpli9ed case (1.1) the function f does only depend on y, a fat vertex cannot have fat
sons.
It is possible to associate to each tree t ∈SNT an elementary di3erential F(t)(y; y′). The applica-
tion F(t)(y; y′) : SNT→ Rm is de9ned recursively by
(i) F(◦)(y; y′)=f(y),





‘: : : ; y′; F(u1); : : : ; F(u)) if t= [;
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‘: : : ; ;
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The order of a tree t ∈SNT , denoted by (t), is the number of vertices of that tree. Recall that the
trees of order (t) are associated to the derivatives of order (t) + 1.
A known result [4] allows us to write the internal stages of a RKN method as SNT-series
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The coeBcients (t) are de9ned recursively too and do not depend on the RKN-method [4]. Observe
that the coeBcients (t) are related to the coeBcients (t) de9ned in [4] by (t)= CA(t).
To obtain the series for the initializer Y (0)n+1, we simply have to replace the internal stages Yn in
(1.4) by the series (2.2) to obtain









Like in the RK case [8,11], if we use the series (2.2) directly for Yn+1, we obtain a series with the
elementary di3erentials evaluated in (yn; y′n), and thus we cannot compare it with the series (2.4).
We have to consider (Yn; Yn+1) as the internal stages obtained by integrating from (yn−1; y′n−1) with
the 2s-stage RKN method
c CA
... 0
· · · · · · ... · · ·














where the coeBcients C∈Rs are obtained through the recurrence
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(ui) if t= [;
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and the coeBcients  are those de9ned in (2.3).
After obtaining the series both of the initializers and of the internal stages, comparing them we
can write the order conditions for the starting algorithm.
Proposition 2.1. The proposed algorithm in (1:4) reaches order ry if this is the largest integer
which satis7es
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Table 1
Trees of SNT up to order 4
(t) t Tree (t) C(t)
1 t1;1 ◦ CAe e Cbte + rcbte + r2 CAe
2 t2;1 CAc e Cb
t
c + rcbtc + r2 CA(e + rc)
3 t3;1 CAc2 e Cb
t
c2 + rcbtc2 + r2 CA(e + rc)2
3 t3;2 CA CAe (e Cb
t
+ rcbt) CAe + r2 CA(e Cb
t
e + rcbte + r2 CAe)
4 t4;1 CAc3 e Cb
t
c3 + rcbtc3 + r2 CA(e + rc)3
4 t4;2 CA[c CAe] (e Cb
t





+ rcbt) CAc + r2 CA(e Cb
t
c + rcbtc + r2 CA(e + rc))
b0 + Be= e;
b′0 + Bc= e + rc;
B(t)= C(t) ∀t ∈ SNT with 16 (t)6 ry − 1:
(2.7)
In Table 1 we show the trees of SNT up to order 4. We have for each tree the coeBcient (·)
given by (2.3) and, in the last column, the coeBcient C(·) given by (2.6), that we need to write
the corresponding order condition (2.7).
If the RK method satis9es some simplifying assumption then the number of conditions to determine















; k =1; : : : ; q:
In [8] it is proved that if the s-stage RKN method satis9es the simplifying assumptions B(p), B( Cp),
CC(q), then the 2s-stage RKN method (2.5) satis9es CC(&), with &=min{p; Cp; q}. Thus, if we assume
the simplifying assumptions B(p), B( Cp) and CC(q), with p; Cp¿ q, then the 2s-RK method satis9es
CC(q). In that case, if q¿ 1, Table 1 is reduced to Table 2. Observe that if CC(1) does not hold, then
we must use Table 1. The numbering of the trees in Tables 1 and 2 does not have to coincide.
The next step is to proof the maximum order possible. Previously we prove a technical lemma
that will be used in the next theorem.
350 I. Gomez et al. / Journal of Computational and Applied Mathematics 140 (2002) 345–367
Table 2
Trees of SNT with B(p); CB( Cp); CC(q); p; Cp¿ q¿ 1
(t) t Tree (t) C(t)
1 t1;1 ◦ c2 (e + rc)2
2 t2;1 c3 (e + rc)3
3 t3;1 c4 (e + rc)4
...
q tq;1 cq+1 (e + rc)q+1
q + 1 tq+1;1 CAcq e Cb
t
cq + rcbtcq + r2 CA(e + rc)q
q + 2 tq+2;1 CAcq+1 e Cb
t
cq+1 + rcbtcq+1 + r2 CA(e + rc)q+1
q + 3 tq+3;1 CAcq+2 e Cb
t
cq+2 + rcbtcq+2 + r2 CA(e + rc)q+2




+ rcbt) CAcq + r2 CA(e Cb
t
+ rcbt)cq + r4 CA
2
(e + rc)q
Lemma 2.2. Let us consider an s-stage noncon9uent IRKN whose coe;cients ( CA; Cb
t
; bt) satisfy
simplifying assumption CC(s − 2). Let V =(e; c; c2; : : : ; cs−1) be the Vandermonde’s matrix; and
(; )∈Rs given by
(=V−1 CAcs−2; )=V−1 CAcs−1:
Then; for the coe;cient (2)1 − (1)2 ∈R; where the subindex indicates the vector component; it
holds
(2)1 − (1)2 = 0 ⇔ CA singular:







2 · 3 ; : : : ;
cs−1




Premultiplying by V−1 in the last equality, and taking into account that the identity is I =V−1V =
(V−1e; V−1c; V−1c2; : : : ; V−1cs−1)= (e1; e2; e3; : : : ; es), we obtain




0 0 · · · 0 (1 )1
0 0 · · · 0 (2 )2
1
2 0 · · · 0 (3 )3













Matrix (2.8) is regular if and only if (2)1 − (1)2 =0. As the Vandermonde matrix V is regular
because the nonconRuence of the method, we have that CA is regular if and only if (2)1 − (1)2
=0.
Theorem 2.3. Let us consider an s-stage noncon9uent IRKN method whose coe;cients satisfy
simplifying assumptions B(p); CB( Cp) and CC(q) with p; Cp; q¿ s − 2¿ 0. Then; for the starting
methods proposed in (1:4)
(a) There is a 2s-parametric family of starting algorithms with order s− 1.
(b) If et1( =0 or et2( =0; where (=V−1 CAcq; from the previous family it is possible to extract an
s-parametric family with order s.
(c) If CA is regular then; in the previous family there exists a unique initializer with order s+ 1.
Order s+ 2 is not possible to achieve.
Proof. For the proof, we will suppose the number of stages s¿ 3. The case s=2 will be considered
at the end of the proof.
As the RKN method satis9es B(p), CB( Cp) and CC(q) with p; Cp; q¿ s−2, then the 2s-RKN method
satis9es CC(s− 2). Thus, to study the order we have to consider the trees in Table 2, with q= s− 2.
(a) The order conditions up to order s− 1= q+ 1 can be written as
B(e; c; c2; : : : ; cs−1)= (e − b0; e + rc − b′0; (e + rc)2; : : : ; (e + rc)s−1):
The Vandermonde’s matrix V =(e; c; c2; : : : ; cs−1), is invertible due to the fact that the RK method
is nonconRuent. If we denote
CV =(e − b0; e + rc − b′0; (e + rc)2; : : : ; (e + rc)s−1);
then we can write
B= CVV−1: (2.9)
We have determined the matrix B in (1.4) but not the vectors b0 and b′0, so we have a 2s-parametric
family of initializers of order s− 1. We have 2s free parameters and the conditions
B CAcq= e Cb
t
cq + rcbtcq + r2 CA(e + rc)q; (2.10)
B CAcq+1 = e Cb
t
cq+1 + rcbtcq+1 + r2 CA(e + rc)q+1 (2.11)
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of order s and order s + 1, respectively, associated to the trees tq+1;1 and tq+2;1 (each condition of
dimension s). The matrix B is already determined by (2.9). Thus, Eqs. (2.10) and (2.11) can be
written as
CVV−1 CAcq= C|(tq+2;1); (2.12)
CVV−1 CAcq+1 = C(tq+3;1): (2.13)
(b) With the help of the matrix V ∗=(e; e + rc; : : : ; (e + rc)s−1), we rewrite (2.12) as
V ∗(− (1b0 − (2b′0 = C(tq+2;1); (2.14)
where (=V−1 CAcq, (1 = et1( and (2 = et2(. From this expression we obtain
b0 =
V ∗(− (2b′0 − C(tq+2;1)
(1
(2.15)
whenever (1 =0. If (2 =0 we can determine b′0 instead of b0, obtaining in this way another
s-parametric family
b′0 =
V ∗(− (1b0 − C(tq+2;1)
(2
:
(c) Again, by using the matrix V ∗ we write (2.13) as
V ∗) − )1b0 − )2b′0 = C(tq+3;1); (2.16)
where )=V−1 CAcq+1 and )i = eti). As q= s − 2, by Lemma 2.2 we obtain ((2)1 − (1)2) =0, and
consequently b0 and b′0 are univocally determined by (2.14) and (2.16).
Finally, we have to see that order s + 2 is not possible. To see that, we consider one of the
two conditions of order s+ 2, the one corresponding to the tree tq+3;1. In this condition, comparing
coeBcients of rs+2 we obtain CAcs=0; and this is not possible.
To conclude the proof we have to consider the particular case s=2. If the RKN method does
not satisfy the condition CC(1), we have to consider Table 1 instead of Table 2. In any case, up to
order 3 we have four order conditions, and the proof is valid. To prove that order 4 is not possible
we have to consider the condition of order 4 when the method satis9es CC(1), and one of the two
conditions of order 4 in the other case.
Remark 2.4. In [8, Theorem 2:14] the maximum possible order achieved for the predictors (1.5) is
studied. It is proved that for nonconRuent methods satisfying B(p), CB( Cp) and CC(q) with p; Cp; q¿ s−
2, the maximum order is s+1 and there is a unique starting algorithm of order s+1. As it has been
pointed out in Section 1, if the matrix CA is regular, then both starting algorithms (1.5) and (1.4)
are equivalent, and the result in part (c) in the above theorem is the same as Theorem 2:14 in [8]. If
the matrix CA is singular, then (1.5) and (1.4) are not equivalent. In this case, the maximum order
for (1.4) is s whereas for (1.5) it is s+1. The situation with the optimal starting algorithm (1.5) of
order s+1 is that it cannot be expressed in the form (1.4) and thus it must always be implemented
with evaluations of the function f—with the possible ampli9cation of the round-o3 errors. From
the implementation point of view, this decrease of optimum order should not be considered as a
drawback. The interest of Theorem 2.3 is that it gives the maximum order of starting algorithms
that can be properly implemented.
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Example 2.5. We consider for example Lobatto IIIA RK methods. As for these methods the coef-
9cient matrix A is singular, they induce an RKN method with singular coeBcient matrix CA=A2.
We can also consider the collocation RKN method obtained with the s Lobatto III nodes c1, . . . , cs.
In this case, the coeBcient matrix CA is also singular. As it is pointed out in [9] the induced RKN
and the collocation RKN methods are di3erent. For example, for s=2 in the following tables the









Observe that the 9rst stage for these RKN method is explicit and thus no starting algorithm is needed
in this case, i.e. we should have
Y (0)n+1;1 =Yn;s: (2.17)
For the starting algorithms (1.5) Eq. (2.17) holds if the 9rst row of L is equal to the last row of
CA. For the starting algorithms (1.4) Eq. (2.17) holds if
b0;1 + b1;1 = b′0;1 = b1;2 = · · ·= b1; s−1 = 0; b1; s=1;
where b1; i, i=1; : : : ; s are the elements in the 9rst row of B, and b0;1, b′0;1 are the 9rst elements of
the vectors b0, b′0, respectively.
Theorem 2.3 states that there is an s-parametric family of starting algorithms with order s. In








−b0;2 − 2r − r2 (1 + r)2
)
(2.18)
both for the induced and collocation method. Observe that in this case (2.17) holds. Observe too
that when b′0 and B are substituted into (1.4), the starting algorithm obtained is independent of the
vector b0.















2 + 3r − r3 1 + 3r + 3r2 + r3
)
(2.20)
are the order 3 starting algorithm for the induced RKN method (2.9) and the collocation RKN
method (2.20). Observe that both of them satisfy (2.17).
Sometimes it can be convenient not to use the derivative y′n−1 to construct the initializer. Let us
see the maximum possible order attained in such case.
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Corollary 2.6. Let us consider an s-stage noncon9uent IRKN method whose coe;cients satisfy
the simplifying assumptions B(p); CB( Cp) and CC(q) with p; Cp; q¿ s− 2¿ 0. Then; for the starting
algorithm
Y (0)n+1 = b0 ⊗ yn−1 + (B⊗ Im)Yn: (2.21)
(a) There is an s-parametric family of starting algorithms with order s− 1.
(b) If et1( =0; where (=V−1 CAcq; in the previous family there exists a unique initializer with
order s. Order s+ 1 is not possible.
Proof. It is immediate if we do set b′0 = 0 in the previous theorem. First we obtain an s-parametric
family B= CVV−1, where now the matrix CV is
CV =(e − b0; e + rc; (e + rc)2; : : : ; (e + rc)s−1):
There is a condition of order s. Proceeding as in the previous theorem, part (b), this condition





In order to see that it is not possible to obtain order s+ 1, we impose the condition of order s+ 1
and we get a contradiction.
3. Construction of starting algorithms
In Theorem 2.3 we have demanded high stage order for the RKN method. When the stage order
is low, as it occurs for example with diagonally implicit RKN methods, we have to consider Table 1
or 2 and the order conditions (2.7). Next we give a detailed study on how these starting algorithms
can be constructed in the particular cases s=3 and 4. In the general case the way to proceed would
be analogous.
3.1. The case s=3
We can write the conditions up to order 2 in Table 1 as
B(e; c; CAe)= (e − b0; e + rc − b′0; C(t1;1)):
If we denote V =(e; c; CAe) and CV =(e − b0; e + rc − b′0; C(t1;1)), we have
B= CV V−1 (3.1)
and thus a 2s-parametric family of order 2. We determine b0 by imposing the condition of order 3,
B CA c= C(t2;1) or equivalently
V ∗(− (1b0 − (2b′0 = C(t2;1); (3.2)
where V ∗ =(e; e + rc; C(t1;1)); (=V−1 CAc and (i = eti(. If (1 =0 we obtain
b0 =
V ∗(− (2b′0 − C(t2;1)
(1
: (3.3)
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We have not determined the vector b′0 yet, and consequently we have an s-family of initializers of
order 3. In this family a good choice is to take b′0 = 0 because in this way we do not use y′n−1 in
the initializers. If (2 =0, from (3.2), we get
b′0 =
V ∗(− (1b0 − C(t2;1)
(2
; (3.4)
obtaining another s-parametric family of order 3.
If simplifying assumption CC(1) does not hold, there are two conditions of order 4 (see Table 1)
and it is not possible to obtain order 4. When simplifying assumption CC(1) holds, there is only a
condition of order 4, B CAc2 = C(t3;1) or equivalently
V ∗) − )1b0 − )2b′0 = C(t3;1); (3.5)
where )=V−1 CAc2 and )i = eti). By Lemma 2.2, if CA is regular, from (3.2) to (3.5) we determine
the vectors
b0 =
V ∗()2(− (2))− )2 C(t2;1) + (2 C(t3;1)
(1)2 − (2)1 ; (3.6)
b′0 =
V ∗((1) − )1() + )1 C(t2;1)− (1 C(t3;1)
(1)2 − (2)1 (3.7)
to obtain the unique initializer with order 4. As we have seen in Theorem 2.3, it is not possible to
obtain order 5.
3.2. The case s=4
Proceeding as in the previous case, we obtain a 2s-parametric family of initializers with order 3
B= CVV−1; (3.8)
where we have denoted V =(e; c; CAe; CAc) and CV =(e−b0; e+rc−b′0; C(t1;1); C(t2;1)). In this family,
if we take b0 = 0 and b′0 = 0 we use neither yn−1 nor y′n−1 in the initializers.
If simplifying assumption CC(1) does not hold, in Table 1 we have two additional conditions




V ∗) − )1b0 − )2b′0 = C(t3;1); (3.9)
V ∗− 1b0 − 2b′0 = C(t3;2); (3.10)
where )=V−1 CAc2, )i = eti), =V−1 CA
2
e and i = eti. By Lemma 2.2, if CA is regular from (3.9)
and (3.10) we get
b0 =
V ∗()2− 2))− )2 C(t3;1) + 2 C(t3;2)
1)2 − 2)1 ;
b′0 =
V ∗(1) − )1) + )1 C(t3;1)− 1 C(t3;2)
1)2 − 2)1 :
(3.11)
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If simplifying assumption CC(1) holds, we have only a condition of order 4, corresponding to the
tree t3;1, namely B CAc2 = C(t3;1) or equivalently (3.9). From this equation, if )1 =0, we obtain a
family of initializers of order 4
b0 =
V ∗) − )2b′0 − C(t3;1)
)1
: (3.12)
In this family, a good choice is to make b′0 = 0, that is to say, not to use y′n−1 when constructing
the predictor. If )2 =0, from (3.9) we get
b′0 =
V ∗) − )1 b0 − C(t3;1)
)2
and consequently we have another family of initializers with order 4. From this family, a good
choice is to make b0 = 0, that is to say, not to use yn−1 when constructing the predictor.
4. Numerical experiments
For the numerical experiments we have considered Lobatto IIIA RKN methods and singly diago-
nally implicit RK methods (SDIRKN).
4.1. Lobatto IIIA RKN
As it has been pointed out in Remark 2:1, these methods have singular coeBcient matrix CA and
thus the maximum order for the starting algorithms (1.4) is s whereas for (1.5) it is s + 1. This
starting scheme of order s + 1 has to be implemented with function evaluations with the possible
ampli9cation of round-o3 errors.
For s=2 we have implemented the starting algorithm (1.5) with order 3, i.e. (2.19) and (2.20),
and the starting algorithm (1.4) with order 2, i.e. (2.18), for the induced Lobatto IIIA RKN and the
collocation Lobatto III RKN methods. We have also considered the predictor with order 1 obtained




−2r − r2 (1 + r)2
)
(4.1)
and the trivial predictor, Y (0)n+1 = e⊗yn. Recall that the last one only satis9es the consistency condition
Be= e − b0.
The problem we have considered is the following one.











(‖y(t)‖22 + cos2(t)− 1); t¿ 0;
y(0)= (0; 0)t ;
y′(0)= (1; 0)t :
(4.2)
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Table 3
Problem 1. Results for .=1 with collocation and induced Lobatto IIIA RKN methods
h Pred. Lin. sist. Iter=stage Log(MGE) CPU
Colloc. 0.05 Trivial 25131 1.9 −1:37 02.90
(4.1) 25054 1.9 −1:37 02.79
(2.18) 22871 1.8 −1:37 02.80
(2.20) 29861 2.3 −1:37 02.90
0.025 Trivial 50262 1.9 −1:97 05.71
(4.1) 44976 1.7 −1:97 05.76
(2.18) 37699 1.5 −1:97 05.55
(2.20) 50264 2.0 −1:97 05.56
0.0125 Trivial 100478 1.9 −2:57 11.13
(4.1) 75397 1.5 −2:57 11.08
(2.18) 75397 1.5 −2:57 11.10
(2.20) 100525 1.9 −2:57 11.61
0.00625 Trivial 200274 1.9 −3:18 23.67
(4.1) 150795 1.5 −3:18 21.75
(2.18) 150775 1.5 −3:18 21.79
(2.20) 200972 1.9 −3:18 22.28
Induced 0.05 Trivial 31407 2.5 −1:07 02.82
(4.1) 31009 2.4 −1:07 02.92
(2.18) 25132 2.0 −1:07 02.72
(2.19) 31415 2.5 −1:07 02.77
0.025 Trivial 61463 2.4 −1:70 05.51
(4.1) 50262 1.9 −1:70 05.60
(2.18) 49584 1.9 −1:70 05.50
(2.19) 62604 2.5 −1:70 05.77
0.0125 Trivial 100528 2.0 −2:28 11.04
(4.1) 100266 1.9 −2:28 11.32
(2.18) 75396 1.5 −2:28 10.77
(2.19) 108827 2.1 −2:28 11.05
0.00625 Trivial 201006 1.9 −2:89 22.62
(4.1) 192524 1.9 −2:89 22.13
(2.18) 150771 1.5 −2:89 21.60
(2.19) 200997 1.9 −2:89 22.66
The exact solution is y(t)= (sen(t); 0)T; ∀.∈R. The sti3ness of the problem has been taken .=
1; 100; 1000, and the nonlinearity parameter k =0:1. The problem has been integrated in the interval
(0; 100/), with di3erent steps. The numerical results (number of linear systems, iterations per step,
logarithm of maximum global error and CPU time) are summarized in Tables 3–5. It can be observed
that in spite of its lower order, the computational cost is reduced when the starting algorithm (2.18)
is used. When the sti3ness is low (.=1) the behavior of the initializer of order 1 is between the one
of order 2 and the one of order 3, while when the sti3ness is higher (.=1000) the best performance
corresponds to the ones with the highest order.
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Table 4
Problem 1. Results for .=100 with collocation and induced Lobatto IIIA RKN methods
h Pred. Lin. sist. Iter=stage Log(MGE) CPU
Colloc. 0.01 Trivial 112791 1.8 −2:77 13.81
(4.1) 94243 1.5 −2:77 14.39
(2.18) 93945 1.5 −2:77 13.30
(2.20) 124309 1.9 −2:77 13.44
0.005 Trivial 188493 1.5 −3:37 27.19
(4.1) 188477 1.5 −3:37 27.87
(2.18) 183681 1.4 −3:37 27.27
(2.20) 228895 1.8 −3:37 27.33
Induced 0.01 Trivial 124860 1.9 −2:47 13.54
(4.1) 109417 1.7 −2:47 13.99
(2.18) 93847 1.5 −2:47 13.53
(2.19) 124725 1.9 −2:47 13.74
0.005 Trivial 238295 1.9 −3:07 26.50
(4.1) 188480 1.5 −3:07 27.90
(2.18) 182068 1.4 −3:07 26.47
(2.19) 236161 1.8 −3:07 27.96
Table 5
Problem 1. Results for .=1000 with collocation and induced Lobatto IIIA RKN methods
h Pred. Lin. sist. Iter=stage Log(MGE) CPU
Colloc. 0.001 Trivial 942475 1.5 −4:77 133.92
(4.1) 940478 1.4 −4:77 139.59
(2.18) 628319 1.0 −4:77 135.16
(2.20) 628319 1.0 −4:77 133.35
0.0005 Trivial 1884946 1.5 −5:37 279.28
(4.1) 1868951 1.5 −5:37 270.98
(2.18) 1256637 1.0 −5:37 276.97
(2.20) 1256637 1.0 −5:37 277.42
Induced 0.001 Trivial 1092185 1.7 −4:47 132.72
(4.1) 1098772 1.7 −4:47 138.85
(2.18) 743222 1.1 −4:47 129.83
(2.19) 792976 1.2 −4:47 135.89
0.0005 Trivial 2213818 1.7 −5:07 266.80
(4.1) 1868951 1.5 −5:07 271.78
(2.18) 1645875 1.3 −5:07 239.01
(2.19) 1663958 1.3 −5:07 246.60
4.2. Singly diagonally implicit Runge-Kutta methods
We have considered several RKN methods of 3 and 4 stages with low stage order; some of them
satisfy the simplifying assumption CC(1) and others do not. For these methods, Theorem 2.3 cannot
be used and we have to proceed as in Section 3.
For the case of 3 stages we have considered the methods SDIRKN (3,3,6) [2] and SHARP [13];
the 9rst one does not satisfy the condition CC(1). For the case of 4 stages we have used the methods
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Table 6
Initializers for RKN-methods
Number of stages RKN-method Initializer CC(1)
3 SDIRKN (3, 3 ,6) Trivial No
Order-2 (b0 = b′0 = 0)
Order 3-1 (b′0 = 0)
Order 3-2 (b0 = 0)
SHARP Trivial Yes
Order 2 (b0 = b′0 = 0)
Order 3 (b′0 = 0)
Order 4
4 SDIRKN (4, 4, 8) Trivial No
Order-3 (b0 = b′0 = 0)
Order 31=2 (b′0 = 0)
Order 4
SDIRKN2(4; 4; 4) Trivial Yes
Order 3 (b0 = b′0 = 0)
Order 4-1 (b′0 = 0)
Order 4-2 (b0 = 0)
SDIRKN (4,4,8) [2] and SDIRKN2(4; 4; 4) [2]; the 9rst one does not satisfy CC(1). These methods
are studied in [2] for sti3 ODEs with oscillating solutions.
For these methods we have built di3erent initializers already mentioned in the previous sections.
We give a description on the di3erent initializers constructed.
SDIRKN(3; 3; 6): We have constructed an initializer of order 2 (the one obtained if we take b0 = 0
and b′0 = 0 in the matrix B from (3.1)), and two initializers of order 3 (the ones obtained by taking
b0 and b′0 as in (3.3) and (3.4), respectively).
SHARP: In this case we have constructed an initializer of order 2 (b0 = 0 and b′0 = 0), an initializer
of order 3 (b′0 = 0) and the optimum initializer of order 4 given in (3.6).
SDIRKN(4; 4; 8): For this 4-stage method we have built an initializer of order 3 (the one obtained
if we take b0 = 0 and b′0 = 0 in the matrix B from (3.8)), an initializer of order 31=2 (b′0 = 0, and to
obtain b0 we impose one of the two conditions of order 4, namely B CAc2 = C(t3;1)) and the optimum
initializer of order 4 given in (3.11).
SDIRKN2(4; 4; 4): We have constructed a predictor of order 3 (b0 = 0 and b′0 = 0) and two of
order 4 (one obtained by taking b′0 = 0 and imposing the condition of order 4 to determine b0, and
the other one by taking b0 = 0 and imposing the condition of order 4 to determine b′0).
In Table 6 we summarize the di3erent initializers used in the numerical experiments.
In order to test these predictors we have chosen four sti3 problems, the 9rst one of low dimension
and the other ones of high dimension. In di3erent 9gures we show the number of iterations per step
and the CPU time versus the maximum global error in logarithmic scale. The times have been
normalized so that CPU-times for the last one in the legend are 1. In the four cases the trivial
predictor, Y (0)n+1 = e ⊗ yn, has also been considered.
Problem 1 is given by (4.2). The sti3ness of the problem has been taken .=103, and the
non-linearity parameter k =0:1. The problem has been integrated in the interval (0; 100/), with
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Fig. 1. Problem 1. Predictors for SDIRKN(3; 3; 6) and SHARP methods.
Fig. 2. Problem 1. Predictors for SDIRKN(4; 4; 8) and SDIRKN2(4; 4; 4) methods.
di3erent steps
1
2i × 10 ; i=0; 1; : : : ; 7:
With this problem we have tested the initializers in Table 4. We show the results in Figs. 1 and 2.
Observe that the higher is the order of the initializer, the lower is the number of iterations per
step. As a consequence there is a slight reduction on the CPU time. As this is a problem of
low dimension, the CPU times are not very signi9cant, thus we have not included this data in
graphics.
For this problem we have also considered other values of the sti3ness and the results have been
basically the same.
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Fig. 3. Problem 2. Predictors for SDIRKN(3; 3; 6) method.






+ u=0; 0¡x¡ 1; t ∈ (0; 10);
u(0; t)= u(l; t)= 0;
uxx(0; t)= uxx(l; t)=− 2 cos(t);
u(x; 0)= x(1− x); ut(x; 0)=0
with exact solution u(x; t)= x(1−x) cos(t). Semi-discretization of the system yields a sti3 ODE. We
have made a spatial discretization with a mesh of thickness Vx=1=(N + 1); N =40. In the mesh
we have used central di3erences
@4ui
@x4
≈ ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
(Vx)4
; i=1; : : : ; 40;
whereas in the boundary we have used the scheme
@2ui
@x2
≈ ui+1 − 2ui + ui−1
(Vx)2
:
For this problem the exact solution satis9es the di3erential equation system which results of the
spatial discretization. Hence, in the numerical solution all the global error will be due to the error
made in the time discretization. We have integrated with di3erent steps from h=10−2 up to h=10−4.
We show the results in Figs. 3–6.






+ u+ 1(x; u)= 0; 0¡x¡ 1; t ∈ (0; 10);
u(0; t)= u(1; t)= 0;
uxxx(0; t)= uxxx(1; t)= 0;
u(x; 0)= x(1− x); ut(x; 0)=0
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Fig. 4. Problem 2. Predictors for SHARP method.
Fig. 5. Problem 2. Predictors for SDIRKN(4; 4; 8) method.
Fig. 6. Problem 2. Predictors for SDIRKN2(4; 4; 4) method.
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and exact solution u(x; t)= x(1− x)cos(t). In our test we have chosen the parameter 1=0:1. Semi-
discretization of the system yields a sti3 ODE. We have made a spatial discretization with a mesh
of thickness Vx=1=(N + 1); N =40. In the mesh we have used central di3erences
@4ui
@x4
≈ ui+2 − 4ui+1 + 6ui − 4ui−1 + ui−2
(Vx)4
; i=1; : : : ; 40;
whereas in the boundary we have used the scheme
@3u0
@x3





≈ −3u42 + 10u41 − 12u40 + 63u39 − u38
2(Vx)2
:
For this problem the exact solution satis9es the di3erential equation system which results of the
spatial discretization. Hence, in the numerical solution all the global error will be due to the error
made in the time discretization. We have integrated with di3erent steps from h=10−1 up to h=10−3.
We show the results in Figs. 7–10.






+ u=0; 0¡x¡ 1; t ∈ (0; 10);
u(0; t)= u(1; t)= 0;
uxxx(0; t)= uxxx(1; t)= 0;
u(x; 0)= x(1− x); ut(x; 0)=0
with exact solution u(x; t)= x(1−x) cos(t). This problem has been semidiscretized in space by using
the same technique that in the previous example, obtaining a nonlinear second-order initial-value
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Fig. 8. Problem 3. Predictors for SHARP method.
Fig. 9. Problem 3. Predictors for SDIRKN(4; 4; 8) method.
Fig. 10. Problem 3. Predictors for SDIRKN2(4; 4; 4) method.
I. Gomez et al. / Journal of Computational and Applied Mathematics 140 (2002) 345–367 365
Fig. 11. Problem 4. Predictors for SDIRKN(3; 3; 6) method.
Fig. 12. Problem 4. Predictors for SHARP method.
Fig. 13. Problem 4. Predictors for SDIRKN(4; 4; 8) method.
problem with N =40 ODEs. We have integrated with di3erent steps from h=10−2 up to h=10−3.
We show the results in Figs. 11–14.
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Fig. 14. Problem 4. Predictors for SDIRKN2(4; 4; 4) method.
As it occurred in the previous problem, the higher is the order of the initializer, the lower is the
number of iterations per step. As a consequence the CPU time is also reduced, even more in this
case because it is a problem of high dimension.
5. Conclusions
In this paper we have studied starting algorithms for RKN methods and we have tested them with
di3erent problems. We have observed that for some problems, the sensitivity of the starting methods
is very low and the numerical results are not so bad even for the trivial predictor (e.g Problem 3),
but this it not usually the case. In general, as it was expected, the results for the trivial predictor
are very poor compared with the other initializers. For some problems, e.g Problem 4, we even had
convergence problems when the trivial predictor was used.
When the matrix coeBcient CA is singular, the optimum starting algorithm (1.4) has one order
less than the ones (1.5) available in the literature. From the implementation point of view, this order
decrease is not a drawback. In Section 4 we have obtained less computational cost with the predictor
of order 2.
As we have studied in the previous sections, for some of the starting algorithms there is freedom
to choose some parameters. The question we have tried to answer is if it is better to choose the
parameters b0 and b′0 in order to have the highest possible order or it is better to take some or
both of them as the null vector. As far as this is concerned, for RKN methods we obtain analogous
results to the ones obtained in [3] for RK methods. Our experience is that to choose the parameters
to obtain the highest order and both of them di3erent from zero, is not in general a good strategy.
In the starting algorithms with the same order, we obtain better results when b′0 = 0. Thus amongst
all the starting algorithms constructed we propose:
1. For SDIRKN(3; 3; 6) method, the one denoted as order 3-1,
2. For SHARP method, the one denoted as order 3,
3. For SDIRKN(4; 4; 8) method, the one denoted as order 3,
4. For SDIRKN2(4; 4; 4) method, the one denoted as order 3.
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