On the Fisher Information of Discretized Data by Pötzelberger, Klaus & Felsenstein, Klaus
ePubWU Institutional Repository
Klaus Pötzelberger and Klaus Felsenstein
On the Fisher Information of Discretized Data
Working Paper
Original Citation:
Pötzelberger, Klaus and Felsenstein, Klaus (1991) On the Fisher Information of Discretized Data.
Forschungsberichte / Institut für Statistik, 12. Department of Statistics and Mathematics, WU Vienna
University of Economics and Business, Vienna.
This version is available at: http://epub.wu.ac.at/1700/
Available in ePubWU: July 2006
ePubWU, the institutional repository of the WU Vienna University of Economics and Business, is
provided by the University Library and the IT-Services. The aim is to enable open access to the
scholarly output of the WU.
http://epub.wu.ac.at/
On the Fisher information of
Discretized Data
Klaus Po¨tzelberger, Klaus Felsenstein
Institut fu¨r Statistik
Wirtschaftsuniversita¨t Wien
Forschungsberichte
Bericht 12
1991
http://statmath.wu-wien.ac.at/
 
1 Introduction
This paper deals with design problems for the approximation of a univariat e
distribution by a multinomial distribution, referred to as discretizing . The
multinomial distribution is defined by a set of intervals H = {H; 1 < i < k} .
The original random variable X is replaced by a {1, . . ., k}-valued variable Y ,
which is as the index i with X E H .
These approximations occur frequently in applications
. Examples include
the representation of data in tables, or rounding and truncation
. In life-time
experiments the long duration time of the life tests repeatedly forces censo
-
ring of the data . A simulation of the likelihood function is a further example
if the conditional density of the data, given the parameter, is approximate d
by a histogram estimator . That can be useful when the model is not give n
by a complete specification of the likelihood function, but defined rather by a
system of equations, involving the observations, parameters, and usually, re-
siduals
. In this situation, for fixed values of the parameters, observations ca n
be simulated and the density of the observations, given this value of the para
-
meter, can be estimated via some density estimate
. This is done usually fo r
values of the parameter on a grid and the likelihood function is approximated
by this simulated likelihood function. The use of a histogram estimator thu s
gives the corresponding approximation by a multinomial distribution .
In this paper the Fisher information is taken as the criterion, i .e. the
choice of sets of intervals which maximize the Fisher information, is conside
-
red. In long-run experiments and subject to regularity conditions, the Fisher
information determines the Bayes risk . Moreover, maximizing the Fisher in -
formation is equivalent to minimizing expected loss in estimation problems ,
when the loss is squared loss and the prior is the normal distribution .
The corresponding optimization problem can rarely be solved analyti-
cally
. Asymptotic approximations of nonparametric product experiments b y
multinomial experiments are treated as minimax problems in Luckhaus an d
Sauermann (1989) and Müller (1979) .
We concentrate on characteristic examples for finite sample size and finite
number of intervals
. In some of these examples regularity conditions such as
existing second derivative of the density are not met
. Moreover, almost i n
the entire paper the analysis of a location parameter is considered, where th e
underlying density is symmetric and unimodal, nondecreasing on ] — m,0 [
and nonincreasing in ]0, oo[. Even in this case the corresponding Fishe r
information, as a function of H behaves extremely irregular .
The problem is similar to many other questions of minimum informa-
tion loss
. Flury (1990) studies principle points which minimize the expecte d
square distance to the observations . Also, the structures of the problems
arising in spacing theory are essentially equal .
For univariate distributions it seems obvious to take intervals in order t o
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