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1 Preliminaries
Multisets A (possibly infinite) multiset over a set A is a mappingM : A→ N.
The union
⊎
i∈I Mi of a countably many multisets Mi is defined by
(⊎
i∈I
Mi
)
(a) ,
∑
i∈I
Mi(a)
which forms a multiset if and only if
∑
i∈I Mi(a) is finite for every a ∈ A. The
sum of a multiset M with respect to f : A→ R≥0 is defined by
∑
a∈M
f(a) ,
∑
a∈A
M(a) · f(a)
We use set-like notations for multisets: ∅ denotes the empty multiset ∅(a) , 0,
{{ai | i ∈ I}} is the multisetM withM(a) = |{i ∈ I | ai = a}|, and {{a1, . . . , an}}
is its special case where I = {1, . . . , n} is finite.
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Weighted Abstract Reduction Systems A weighted ARS over state space
A is a ternary relation→ ⊆ A×A×R≥0. We write a→
〈c〉 b meaning (a, b, c) ∈
→. We define the ARS →c ⊆ A × A induced by → at cost c ∈ R≥0, by the
following inference rules:
a→0 a
a→〈c〉 b
a→c b
a→c a′ a′ →d b
a→c+d b
We say a ∈ A is a normal form with respect to → if there exists no b ∈
A with a →+ b. The set of normal forms with respect to → is denoted by
NF(→). The potential of a ∈ A with respect to → is defined by pot→(a) ,
sup {c | ∃b. a→c b}. The weighted ARS → is called strongly bounded on S ⊆ A,
SB→(S), if for every a ∈ S, there exists p ∈ R≥0 such that a→
c b implies c ≤ p;
This is equivalent to saying that pot→(a) ≤ ∞ for every a ∈ S.
Weighted Probabilistic Abstract Reduction Systems A multidistribu-
tion on a set A is a multiset µ of pairs of a ∈ A and 0 < p ≤ 1, written
p : a, satisfying |µ| ,
∑
p:a∈µ p ≤ 1. We denote the set of multidistributions
on A by MDist(A). Multidistributions are closed under convex multiset unions⊎
i∈I pi · µi ,
∑
i∈I pi · |µi| ≤ 1 for every finite or countable infinite index set I
and probabilities pi > 0 with
∑
i∈I pi ≤ 1, where scalar multiplication is defined
by p · {{qi : ai | i ∈ I}} , {{p · qi : ai | i ∈ I}} for 0 < p ≤ 1.
The restriction of a multidistribution µ ∈ MDist(A) to a set P ⊆ A is defined
by µ⇂P , {{p : a | p : a ∈ µ, a ∈ P}}. For a function f : A→ B, we denote by f∗
its homomorphic extension f∗ : MDist(A)→ MDist(B) defined by
f∗
(
{{pi : ai | i ∈ I}}
)
, {{pi : f(ai) | i ∈ I}} .
For µ ∈ MDist(A), we define the expectation of a function f : A → R∞≥0 as
Eµ(f) ,
∑
p:a∈µ p · f(a). Notice that E
⊎
i∈I
pi·µi(f) =
∑
i∈I pi · Eµi (f).
Definition 1. A weighted probabilistic ARS over A is a set→ ⊆ A×MDist(A)×
R≥0. As before, we may write a→
〈c〉 µ for (a, µ, c) ∈ →. We define the weighted
ARS →˚ over MDist(A) induced by → as follows:
µ →˚〈0〉 µ
a→〈c〉 µ
{{1 : a}} →˚〈c〉 µ
∀i ∈ I. µi →˚
〈ci〉 νi c =
∑
i∈I pi · ci⊎
i∈I pi · µi →˚
〈c〉 ⊎
i∈I pi · νi
For a weighted probabilistic ARS →, let us define pot→(a) , pot→˚({{1 : a}}).
A weighted probabilistic ARS → over A is strongly bounded on a set S ⊆ A if
SB→˚({{{1 : a}} | a ∈ S}), i.e., pot→(a) <∞ for all S ∈ A.
2 Probabilistic While
We consider an imperative language pWhile in the spirit of Dijkstra’s Guarded
Command Language [1], endowed with primitives for sampling from discrete dis-
tributions as well as non-deterministic and probabilistic choice. Let Var denote
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a finite set of integer-valued variables x, y, . . . . We denote by Σ , Var → Z the
set of stores, that associate variables with their integer contents. The syntax of
program commands Cmd over Var is given by the following grammar.
(Cmd) C, D ::= skip effectless operation
| tick(r) resource consumption
| abort termination
| x := d probabilistic assignment
| if [ψ] (φ) {C} {D} conditional
| while [ψ] (φ) {C} while loop
| {C} <> {D} non-deterministic choice
| {C}[p]{D} probabilistic choice
| C; D sequential composition .
In this grammar, φ ∈ BExp denotes a Boolean expression over Var and d ∈ DExp
an Integer-valued distribution expression over Var. With J·K : DExp→ Σ→ D(Z)
we denote the evaluation functions of distribution expressions, i.e., JdK(σ) gives
the result of evaluating d under the current store σ. For Boolean expressions
φ ∈ BExp and σ ∈ Σ, we indicate with σ  φ that φ holds when the variables in
φ take values according to σ.
Program commands are fairly standard. The command skip is a no-op,
abort terminates the execution. The command tick(r) consumes r ∈ Q+
resource units. The command x := d assigns a value sampled from d(σ) to
x, for σ the current store. The usual non-probabilistic assignment x := e for
expressions e ∈ Exp is recovered by the probabilistic assignment x := de, where
de(σ) , {1 : JeK(σ)}. The commands if [ψ] (φ) {C} {D} and while [ψ] (φ) {C}
have the usual semantics, with ψ an assertion that has to hold when entering
the command. We abbreviate if [ψ] (φ) {C} {D} and while [ψ] (φ) {C} by
if (φ) {C} {D} and while (φ) {C} when φ is the trivial assertion⊤ that is always
true. The command {C} <> {D} executes either C or D, in a non-deterministic
fashion. Our analysis takes a demonic view on non-determinsmn, assuming
that the branch with worst-case resource consumption is taken. In contrast,
the probabilistic choice {C}[p]{D} executes C with probability p ∈ P and with
probability 1− p the command D.
Example 1 (Random Walk). The program
while (x > 0) { tick(1); {x := x + 1} [p] {x := x - 1} }
describes a random walk over N. The resource metric taken, via the command
tick(1) in the loop body, gives the number of loop iterations.
2.1 Small Step Operational Semantics
We give small step operational semantics for our language via a weighted prob-
abilistic ARS −→ over configurations
Conf , (Cmd× Σ) ∪ Σ ∪ {⊥} .
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〈skip〉(σ)
0
−→ σ
[Skip]
〈tick(r)〉(σ)
r
−→ σ
[Tick]
〈abort〉(σ)
0
−→ ⊥
[Halt]
〈x := d〉(σ)
0
−→ {{d(σ)(i) : σ[x := i] | i ∈ Z, d(σ)(i) > 0}}
[Assign]
σ  ψ ∧ φ
〈if [ψ] (φ) {C} {D}〉(σ)
0
−→ 〈C〉(σ)
[IfTrue]
σ  ψ ∧ ¬φ
〈if [ψ] (φ) {C} {D}〉(σ)
0
−→ 〈D〉(σ)
[IfFalse]
σ  ¬ψ
〈if [ψ] (φ) {C} {D}〉(σ)
0
−→ ⊥
[IfFail]
σ  ψ ∧ φ
〈while [ψ] (φ) {C}〉(σ)
0
−→ 〈C; while [ψ] (φ) {C}〉(σ)
[WhileStep]
σ  ψ ∧ ¬φ
〈while [ψ] (φ) {C}〉(σ)
0
−→ σ
[WhileFin]
σ  ¬ψ
〈while [ψ] (φ) {C}〉(σ)
0
−→ ⊥
[WhileFail]
〈{C} <> {D}〉(σ)
0
−→ 〈C〉(σ)
[ChoiceL]
〈{C} <> {D}〉(σ)
0
−→ 〈D〉(σ)
[ChoiceR]
〈{C}[p]{D}〉(σ)
0
−→ {{p : 〈C〉(σ), 1− p : 〈D〉(σ)}}
[ProbChoice]
〈C〉(σ)
r
−→ µ
〈C; D〉(σ)
r
−→ step∗
D
(µ)
[Compose] where step
D
(γ) ,


〈C; D〉(σ) if γ = 〈C〉(σ)
〈D〉(σ) if γ = σ ∈ Σ
⊥ if γ = ⊥.
Figure 1: One-step reduction relation as a weighted probabilistic ARS.
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Elements (C, σ) ∈ Conf are called active and denoted by 〈C〉(σ). Such an active
configuration signals that the command C is to be executed under the current
store σ, whereas σ ∈ Conf and ⊥ ∈ Conf indicate that the computation has
halted. The former case gives the final store, whereas the later signals that
the command terminated abnormally. The probabilistic ARS −→ is depicted in
Figure 1. The rules of this system reflect the operational semantics that were
informally outlined above. To avoid syntactic overhead, we identify configura-
tions γ with dirac multidistribution {{1 : γ}}. Thereby, a rule γ1
w
−→ {{1 : γ2}}
without probabilistic effect can be simply denoted by γ1
w
−→ γ2.
Definition 2. Let −→ be the ARS over MDist(Conf) associated with the proba-
bilistic ARS −→ from Figure 1. The expected cost function ec[·] : Cmd → Σ →
R∞≥0 is defined by
ec[C](σ) , sup{w | 〈C〉(σ)
w
−→∗ µ}
The expected value function ev[·] : Cmd→ Σ→ (Σ→ R∞≥0)→ R
∞
≥0 is given by
ev[C](σ)(f) , sup{f(µ⇂Σ) | 〈C〉(σ)
w
−→∗ µ}
3 Expectation Transformers
[2] introduce the transformer ert[C] for reasoning about the expected runtime
of probabilistic while programs. In this section, we suite this transformer to
two transformers ect[C] and evt[C] that compute the expected cost and expected
value function of the program C, respectively. We then prove them sound with
respect to the small step operational semantics introduced in the last section.
Let T , Σ→ R∞≥0 be the set of expectation functions. We extend functions
f : (R∞≥0)
k → R∞≥0 pointwise on expectations and denote these in bold face, e.g.,
for each r ∈ R∞≥0 we have a constant function r(σ) , r, f+g , λσ.f(σ)+g(σ) for
f, g ∈ T etc. For φ ∈ BExp we use Iverson’s bracket [φ] to denote the expectation
function [φ](σ) , 1 if σ  φ, and [φ](σ) , 0 otherwise. In particular, [⊤](σ) and
[⊥](σ) are the constant functions that evaluate to 1 and 0, respectively. Let 
be the point-wise ordering on T, i.e.,
f  g :⇐⇒ f(σ) ≤ g(σ)
for all σ ∈ Σ. We denote by  the inverse of . The proof of the following is
standard.
Proposition 1. (T,) is an ω-CPO, i.e., it is a poset in which every ω-chain
f0  f1  f2  · · · has a supremum in T. The bottom and top element are 0
and ∞, respectively. The supremum of an ω-chain (fn)n∈N is given point-wise:
supn∈N fn , λσ. supn∈N fn(σ).
We arrive at the definition of the expectation transformers ect[·] and evt[·],
both of type Cmd → T → T. The definition of ect[C] and evt[C] coincide up to
the case where C = tick(r), the former taking into account the cost r while
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etc[skip](f) , f
etc[tick(r)](f) , [c] · r + f
etc[abort](f) , 0
etc[x := d](f) , λσ.Ed(σ)(λi.f(σ[x := i]))
etc[if [ψ] (φ) {C} {D}](f) , [ψ ∧ φ] · etc[C](f)+ [ψ ∧ ¬φ] · etc[D](f)
etc[while [ψ] (φ) {C}](f) , µF.[ψ ∧ φ] · etc[C](F )+ [ψ ∧ ¬φ] · f
etc[{C} <> {D}](f) ,max(etc[C](f), etc[D](f))
etc[{C}[p]{D}](f) , p · etc[C](f)+ (1− p) · etc[D](f)
etc[C; D](f) , etc[C](etc[D](f))
Figure 2: Definition of expectation transformer etc[·].
the latter is ignoring it. The definition of ect[·] and evt[·] is given in terms of a
transformer etc[·] : Cmd → T → T, parameterised in a Boolean c that governs
the treatment of tick(r). We set
ect[·] : Cmd→ T→ T evt[·] : Cmd→ T→ T
ect[C] , et⊤[C] evt[C] , et⊥[C]
Informally, the transformer etc[·] is defined in continuation style. If f : T gives
the cost of executing a program fragment D, then ect[C](f) gives the cost of
first C and then D. Consequently, the cost of running C is given by ect[C](0).
Likewise for evt[C], where however f denotes the function applied to final states.
Finally, we note that evt[C] coincides with the weakest precondition transformer
wp[C] of [3] on fully probabilistic programs, i.e., those without non-deterministic
choice. In contrast to evt[C], wp[C] minimises over non-deterministic choice,
i.e., wp[C](f) gives the minimal expected value of f over all non-deterministic
choices performed by C. This is sensible if f is a predicate, i.e., f : Σ → {0, 1}
and thus wp[C](f) gives the least probability that f holds in a terminal state.
In contrast, we are interested in the maximal value that f can take along all
non-deterministic choices.
In Figure 2, µF.e denotes the least fixed point of the function λF.e : T→ T.
As the transfomer etc[C] is ω-continuous, etc[C] is well-defined:
Lemma 1. For every ω-chain f0  f1  f2  · · · of expectations,
etc[C](sup
n∈N
fn) = sup
n∈N
etc[C](fn) .
Proof. By a standard induction on the structure of C.
As every continuous function is also monotone, we get:
Lemma 2.
f  g =⇒ etc[C](f)  etc[C](g) .
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Towards our soundness results, we show that etc[C] decreases along reduc-
tions starting from 〈C〉(σ), taking into account the cost of steps when c = ⊤.
To formalise this, we first extend the expectation transformer etc[·] : T → T to
a function etc : T→ (Conf → R
∞
≥0) as follows:
etc(f)(〈C〉(σ)) , etc[C](f)(σ) etc(f)(σ) , f(σ) etc(f)(⊥) , 0 .
Lemma 3.
〈C〉(σ)
w
−→ µ =⇒ etc(f)(〈C〉(σ)) ≥ [c] · w + Eµ(etc(f)) .
Proof. The proof is by induction on the definition of the probabilistic ARS
−→. The case of a non-probabilistic transition 〈C〉(σ)
w
−→ γ amounts to showing
etc(f)(〈C〉(σ)) ≥ [c] ·w + etc(f)(γ).
– 〈skip〉(σ)
0
−→ σ. Then etc(f)(〈skip〉(σ)) = f(σ) = [c] · 0 + etc(f)(σ).
– 〈tick(r)〉(σ)
r
−→ σ. Then etc(f)(〈tick(r)〉(σ)) = f(σ) = [c] · r + etc(f)(σ).
– 〈abort〉(σ)
0
−→ ⊥. Then etc(f)(〈abort〉(σ)) = 0 = [c] · 0 + etc(f)(⊥).
– 〈x := d〉(σ)
0
−→ µ where µ = {{d(σ)(i) : σ[x := i] | i ∈ Z, d(σ)(i) > 0}}. Then
etc(f)(〈x := d〉(σ)) = Ed(σ)(λi.f(σ[x := i]))
= Eµ(f)
§ etc(f)(σ
′) = f(σ′) for all σ′ ∈ Σ §
= [c] · 0 + Eµ(etc(f)) .
– 〈if [ψ] (φ) {C} {D}〉(σ)
0
−→ 〈C〉(σ) where σ  ψ ∧ φ. Then
etc(f)(〈if [ψ] (φ) {C} {D}〉(σ))
= [ψ ∧ φ](σ) · etc[C](f)(σ) + [ψ ∧ ¬φ](σ) · etc[D](f)(σ)
§ σ  ψ ∧ φ, hence [ψ ∧ φ](σ) = 1 and [ψ ∧ ¬φ](σ) = 0 §
= etc[C](f)(σ) = [c] · 0 + etc[C](f)(σ) .
– 〈if [ψ] (φ) {C} {D}〉(σ)
0
−→ 〈D〉(σ) where σ  ψ ∧ ¬φ. This case follows as
above, using that [ψ ∧ φ](σ) = 0 and [ψ ∧ ¬φ](σ) = 1 holds since σ  ψ ∧ ¬φ.
– 〈if [ψ] (φ) {C} {D}〉(σ)
0
−→ ⊥ where σ  ¬ψ. The assumption yields [ψ ∧
φ](σ) = 0 and [ψ ∧ ¬φ](σ) = 0, and hence
etc(f)(〈if [ψ] (φ) {C} {D}〉(σ)) = 0 = [c] · 0 + etc(f)(⊥) .
– 〈while [ψ] (φ) {C}〉(σ)
0
−→ 〈C; while [ψ] (φ) {C}〉(σ) where σ  ψ∧φ. Define
Ff (g)(σ
′) , [ψ ∧ φ](σ′) · etc[C](g)(σ
′) + [ψ ∧ ¬φ](σ′) · f(σ′) ,
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thus etc[while [ψ] (φ) {C}](f) = µFf = Ff (µFf ). Thus
etc(f)(〈while [ψ] (φ) {C}〉(σ))
= Ff (µFf )(σ)
= [ψ ∧ φ](σ) · etc[C](µFf )(σ) + [ψ ∧ ¬φ](σ) · f(σ)
§ σ  ψ ∧ φ, hence [ψ ∧ φ](σ) = 1 and [ψ ∧ ¬φ](σ) = 0 §
= etc[C](µFf )(σ)
= etc[C](etc[while [ψ] (φ) {C}](f))(σ)
= etc[C; while [ψ] (φ) {C}](σ)
= [c] · 0 + etc(f)(〈C; while [ψ] (φ) {C}〉(σ)) .
– 〈while [ψ] (φ) {C}〉(σ)
0
−→ σ where σ  ψ ∧ ¬φ. Reasoning as above, using
[ψ ∧ φ](σ) = 0 and [ψ ∧ ¬φ](σ) = 1 we have
etc(f)(〈while [ψ] (φ) {C}〉(σ)) = f(σ) = [c] · 0 + etc(f)(σ) .
– 〈while [ψ] (φ) {C}〉(σ)
0
−→ ⊥ where σ  ¬ψ. As above, using Reasoning as
above, using [ψ ∧ φ](σ) = 0 and [ψ ∧ ¬φ](σ) = 0 we get
etc(f)(〈while [ψ] (φ) {C}〉(σ)) = 0 = [c] · 0 + etc(f)(⊥) .
– 〈{C} <> {D}〉(σ)
0
−→ 〈C〉(σ). Then
etc(f)(〈{C} <> {D}〉(σ)) = max(etc[C](f)(σ), etc[D](f)(σ))
≥ etc[C](f)(σ) = [c] · 0 + etc(f)(〈C〉(σ)) .
– 〈{C} <> {D}〉(σ)
0
−→ 〈D〉(σ). This case follows as the previous one.
– 〈{C}[p]{D}〉(σ)
0
−→ µ where µ = {{p : 〈C〉(σ), 1 − p : 〈D〉(σ)}}. Then
etc(f)(〈{C}[p]{D}〉(σ)) = p · etc[C](f)(σ) + (1− p) · etc[D](f)(σ)
= p · etc(f)(〈C〉(σ)) + (1− p) · etc(f)(〈D〉(σ))
= Eµ(etc(f)) .
– 〈C; D〉(σ)
r
−→ step∗
D
(µ) where 〈C〉(σ)
r
−→ µ. We first show
etc(etc[D](f)) = etc(f) ◦ stepD , (1)
by case analysis:
etc(etc[D](f))(〈C
′〉(σ′)) = etc[C
′](etc[D](f))(σ
′)
= etc[C
′; D](f)(σ′)
= etc(f)(〈C
′; D〉(σ′)) = etc(f)(stepD(〈C
′〉(σ′))) ;
etc(etc[D](f))(σ
′) = etc[D](f)(σ
′)
= etc(f)(〈D〉(σ
′)) = etc(f)(stepD(σ
′)) ;
etc(etc[D](f))(⊥) = 0 = etc(f)(⊥) = etc(f)(stepD(⊥)) .
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Consequently,
etc(f)(〈C; D〉(σ)) = etc[C](etc[D](f))(σ)
= etc(etc[D](f))(〈C〉(σ))
§ induction hypothesis §
≥ [c] · r + Eµ(etc(etc[D](f)))
§ Equation (1) §
= [c] · r + Eµ(etc(f) ◦ stepD)
= [c] · r + Estep∗
D
(µ)(etc(f)) .
Lemma 4.
µ
w
−→ ν =⇒ Eµ(etc(f)) ≥ [c] · w + Eν(etc(f)) .
Proof. The proof is by induction on the definition of
w
−→:
– µ
0
−→ µ. This case trivially holds.
– µ = {{1 : γ}}
w
−→ ν where γ
w
−→ ν. Then γ = 〈C〉(σ) for some command C and
store σ. We conclude this case with Lemma 3.
– µ =
⊎
i∈I pi · µi
∑
i∈I
pi·wi
−−−−−−−−→
⊎
i∈I pi · νi = ν where µi −−→wi νi for all i ∈ I.
Then
Eµ(etc(f)) =
∑
i∈I
pi · Eµi(etc(f))
§ induction hypothesis §
≥
∑
i∈I
pi · ([c] · wi + Eνi(etc(f)))
=
∑
i∈I
pi · [c] · wi +
∑
i∈I
pi · Eνi(etc(f))
§ ν =
⊎
i∈I
pi · νi §
= [c] ·
∑
i∈I
pi · wi + Eν(etc(f)) .
Theorem 1.
µ
w
−→∗ ν =⇒ Eµ(etc(f)) ≥ [c] · w + Eν(etc(f)) .
Proof. The proof is by induction on the definition of
w
−→:
– µ
0
−→∗ µ. This case trivially holds.
– µ
w
−→∗ ν where µ
w
−→ ν. This case follows from Lemma 4.
– µ
w1+w2−−−−−→∗ ν where µ
w1−−→∗ µ′ and µ′
w2−−→∗ ν. This case is a direct conse-
quence of the induction hypothesis.
Corollary 1 (Soundness of Expectation Transformers).
(1) ec[C](σ) ≤ ect[C](0)(σ).
(2) ec[C](σ)(f) ≤ evt[C](f)(σ).
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4 Binding Expected Costs
By Corollary 1, the expected cost of running C is given by ect[C](0). When
C does not contain loops, the latter is easily computable. To treat loops, [2]
propose to search for upper invariants :
Definition 3. A function If : T is an upper invariant for a loop while [ψ] (φ) {C}
with respect to f ∈ T if
[ψ ∧ φ] · etc[C](If )+ [ψ ∧ ¬φ] · f  If .
The following is an application of Park’s Theorem with Lemma 1, stating
that for continuous F , F (I)  I implies µF  I.
Proposition 2 (see [2]). If I is an upper invariant for while [ψ] (φ) {C} with
respect to f then
etc[while [ψ] (φ) {C}](f)  If .
5 Modular Runtime via Size Analysis
Let us denote by ≥ the usual product-extension of ≥ from R∞≥0 to (R
∞
≥0)
k, i.e.,
r1, . . . , rk ≥ s1, . . . , sk if ri ≥ si for all 1 ≤ i ≤ k.
Definition 4. We call a function f : (R∞≥0)
k → R∞≥0
– weakly monotone if
r1, . . . , rk ≤ s1, . . . , sk =⇒ f(r1, . . . , rk) ≤ f(s1, . . . , sk) ,
and
– concave if
pi · f(~ri) ≤ f(pi · ~ri)
for all finite or countable infinite families of probabilities (pi)i∈I (pi ≥ 0)
with
∑
i∈I pi ≤ 1 and vectors (~ri)i∈I (~ri ∈ (R
∞
≥0)
k).
For functions f : B1 × · · · ×Bk → C and gj : A
l → Bj (1 ≤ j ≤ k) let
(f ◦ (g1, . . . , gk))(a1, . . . , al) , f(g1(a1, . . . , al), · · · , gk(a1, . . . , al)) .
Lemma 5.
ect[C](f)  ect[C](0) + evt[C](f)
Proof. We prove the stronger claim
ect[C](f + g)  ect[C](f) + evt[C](g) . (2)
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Lemma 6. Let C ∈ Cmd and let g : (R∞≥0)
k → R∞≥0 be a weakly monotone
function that is concave if C is probabilistic. Then
evt[C](g ◦ (g1, . . . , gk))  g ◦ (evt[C](g1), . . . , evt[C](gk)) .
Lemma 7. Let C ∈ Cmd and let g : (R∞≥0)
k → R∞≥0 be a weakly monotone
function that is concave if C is probabilistic. Then
ect[C](g ◦ (g1, . . . , gk))  ect[C](0) + g ◦ (evt[C](g1), . . . , evt[C](gk))
Theorem 2. Let C, D ∈ Cmd and let g : (R∞≥0)
k → R∞≥0 be a weakly monotone
function that is in addition concave if C is probabilistic.
If ect[D](f)  g ◦ (g1, . . . , gk) then ect[C; D](f)  ect[C](0)+g ◦ (evt[C](g1), . . . , evt[C](gk)).
Theorem 3. Let C ∈ Cmd and let g : (R∞≥0)
k → R∞≥0 be a weakly monotone
function that is in addition concave if C is probabilistic. If
[ψ ∧ φ] ·
(
ect[C](0)+ g ◦ (evt[C](g1), . . . , evt[C](gk))
)
+ [ψ ∧ ¬φ] · f  g ◦ (g1, . . . , gk)
then ect[while [ψ] (φ) {C}](f) ≤ g ◦ (g1, . . . , gk).
Proof. By Lemma 7, g ◦ (g1, . . . , gk) is an upper invariant for while [ψ] (φ) {C}
with respect to f . Thus, the theorem follows by Proposition 2.
6 Implementation
6.1 Cost Expressions and Constraint Systems
While keeping program expressions and cost functions abstract for the theoret-
ical development we fix the scope for the implementation.
We define Exp as terms over integer-valued variables x ∈ Var, integers i ∈ Z
and arithmetic functions {+, ∗} representing addition and multiplication. We
define BExp as inequalities of expressions a, b ∈ Exp together with logical con-
nectives {¬,∧,∨} representing logical negation, logical and, and logical or.
a, b ::= x | i | a+ b | a ∗ b
φ, ψ ::= a > b | ¬φ | φ ∧ ψ | φ ∨ ψ
In the implementation we restrict DExp to be finite distributions over integer
expressions a, in notation {p1 : a1, . . . , pn : an}.
To provide an intuitive notion of bounds and facilitate automation we intro-
duce cost expressions.
m,n ::= nat(a) | m ∗ n | 1
c, d ::= q ·m | c+ d | max(c, d) | [φ] · c
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et♯c[skip](f) , f
et♯c[tick(r)](f) , [c] · r + f
et♯c[abort](f) , 0
et♯c[x := {p1 : a1, . . . , pn : an}](f) ,
∑n
i pi · f [x/ai]
et♯c[if [ψ] (φ) {C} {D}](f) , [ψ ∧ φ] · et
♯
c[C](f) + [ψ ∧ ¬φ] · et
♯
c[D](f)
et♯c[{C} <> {D}](f) , max(et
♯
c[C](f), et
♯
c[D](f))
et♯c[{C}[p]{D}](f) , p · et
♯
c[C](f) + (1− p) · et
♯
c[D](f)
et♯c[C; D](f) , et
♯
c[C](et
♯
c[D](f))
ect♯[C; D](f) , ect♯[C](0) + C[h1, . . . , hn], where
ect♯[D](JfK) = C[g1, . . . , gn]
g , λf1, . . . , fn.JC[f1, . . . , fk]Kconcave
evt[C](JgiK)  JhiK
ect♯[while [ψ] (φ) {C}](f) , C[g1, . . . , gk]
g , λf1, . . . , fn.JC[f1, . . . , fk]Kconcave
evt[C](JgiK)  JhiK
[ψ ∧ φ]  Ject♯[C](0) + C[h1, . . . , hk]K  JC[g1, . . . , gk]K
∧[ψ ∧ ¬φ]  JfK  JC[g1, . . . , gk]K
Figure 3: Definition of expected cost expression transformer et♯c[·].
We usually write k instead of k ·1 for constant expressions k ∈ N and m instead
of q ·m if q = 1. The evaluation function of cost expressions is also denoted by
J·K : CExp→ Σ→ Q≥0. Notice that JcK ∈ T.
To automate the cost inference of programs we provide a variation of the
expectation transformer (cf. Figure 2) et♯c[·] : Cmd→ CExp→ CExp (as well as
ect♯ and evt♯).
Theorem 4. For all commands C ∈ Cmd and cost expressions f ∈ CExp
etc[C](JfK)  Jet
♯
c[C](f)K .
Proof. The proof is by induction on the structure of C.
– et♯c[skip](f) , f . Then etc[skip](JfK) = JfK = Jet
♯
c[skip](f)K.
– ect♯[tick(r)](f) , r + f . Then ect[tick(r)](JfK) = r + JfK = JrK + JfK =
Jr + fK = Ject♯[tick(r)](f)K.
– evt♯[tick(r)](f) , f . Then evt[tick(r)](JfK) = JfK = Ject♯[tick(r)](f)K.
– ect♯[abort](f) , 0. Then etc[abort](JfK) = 0 = J0K = Ject♯[abort](f)K.
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– et♯c[x := {p1 : a1, . . . , pn : an}](f) ,
∑n
i pi · f [x/ai]. Then
etc[x := {p1 : a1, . . . , pn : an}](JfK) = λσ.E{p1 : Ja1Kσ,...,pn : JanKσ}(λi.JfK(σ[x := i]))
= λσ.
∑n
i pi · (λi.JfK(σ[x := i])(JaiKσ))
=
∑
pi · Jf [x/ai]K
= J
∑n
i pi · f [x/ai]K
= Jet♯c[x := {p1 : a1, . . . , pn : an}](f)K .
– et♯c[if [ψ] (φ) {C} {D}](f) , [ψ ∧ φ] · et
♯
c[C](f)+ [ψ ∧ ¬φ] · et
♯
c[D](f). Then
etc[if [ψ] (φ) {C} {D}](JfK) = [ψ ∧ φ] · etc[C](JfK)+ [ψ ∧ ¬φ] · et
♯
c[D](JfK)
 [ψ ∧ φ] · Jet♯c[C](f)K+ [ψ ∧ ¬φ] · Jet
♯
c[D](f)K
= J[ψ ∧ φ] · et♯c[C](f) + [ψ ∧ ¬φ] + et
♯
c[D](f)K
= Jet♯c[if [ψ] (φ) {C} {D}](f)K .
– et♯c[{C} <> {D}](f) , max(et
♯
c[C](f), et
♯
c[D](f)). Then
etc[{C} <> {D}](JfK) =max(etc[C](JfK), etc[D](JfK))
max(Jet♯c[C](f)K, Jet
♯
c[D](f)K)
= Jmax(et♯c[C](f), et
♯
c[D](f))K = Jet
♯
c[{C} <> {D}](f)K
– et♯c[{C}[p]{D}](f) = p · et
♯
c[C](f) + (1− p) · et
♯
c[C](f). Then
etc[{C}[p]{D}](JfK) = p · etc[C](JfK)+ (1− p) · etc[D](JfK)
 p · Jet♯c[C](f)K+ (1− p) · Jet
♯
c[D](f)K
= Jp · et♯c[C](f) + (1− p) · et
♯
c[D](f)K = Jet
♯
c[{C}[p]{D}](f)K
– et♯c[C; D](f) , et
♯
c[C](et
♯
c[D](f)). Then
etc[C; D](JfK) = etc[C](etc[D](JfK))
 etc[C](Jet
♯
c[D](f)K)
 Jet♯c[C](et
♯
c[D](f))K = Jet
♯
c[C; D](f)K
– ect♯[C; D](f) , ect♯[C](0) + C[h1, . . . , hn]. Then.
By IH ect[D](JfK)  Ject♯[D](f)K = JC[g1, . . . , gk]K = g ◦ (Jg1K, . . . , JgkK)
By Thorem 2.
ect[C; D](JfK) = ect[C](0)+ g ◦ (evt[C](Jg1K), . . . , evt[C](JgkK))
 Ject♯[C](0)K+ g ◦ (Jh1K, . . . , JhkK)
= Ject♯[C](0)K+ JC[h1, . . . , hk]K
= Ject♯[C](0) + C[h1, . . . , hk]K = Ject
♯[C; D](f)K
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– ect♯[while [ψ] (φ) {C}](f) , C[g1, . . . , gk].
By assumption.
[ψ ∧ φ]  Ject♯[C](0) + C[h1, . . . , hk]K  JC[g1, . . . , gk]K
∧[ψ ∧ ¬φ]  JfK  JC[g1, . . . , gk]K
§ By assumption g , λf1, . . . , fn.JC[f1, . . . , fk]K concave. §
[ψ ∧ φ]  Ject♯[C](0)K+ g ◦ (Jh1K, . . . , JhkK)  g ◦ (Jg1K, . . . , JgkK)
∧[ψ ∧ ¬φ]  JfK  g ◦ (Jg1K, . . . , JgkK)
§ By IH ect[C](0)  ect♯[C](0). By assumption evt[C](JgiK  JhiK). §
[ψ ∧ φ]  ect[C](0)+ g ◦ (evt[C](Jg1K), . . . , evt[C](JgkK))  g ◦ (Jg1K, . . . , JgkK)
∧[ψ ∧ ¬φ]  JfK  g ◦ (Jg1K, . . . , JgkK)
By Theorem 3.
ect[while [ψ] (φ) {C}](JfK)  g ◦ (Jg1K, . . . , JgkK)
= JC[g1, . . . , gk]K = Ject
♯[while [ψ] (φ) {C}](f)K
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