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Abstract
We propose a new framework of imposing monotonicity constraints in a Bayesian
non-parametric setting. Our approach is based on numerical solutions of stochas-
tic differential equations [16]. We derive a non-parametric model of monotonic
functions that allows for interpretable priors and principled quantification of hi-
erarchical uncertainty. We demonstrate the efficacy of the proposed model by
providing competitive results to other probabilistic models of monotonic functions
on a number of benchmark functions. In addition, we consider the utility of a
monotonic constraint in hierarchical probabilistic models, such as deep Gaussian
processes. These typically suffer difficulties in modelling and propagating un-
certainties throughout the hierarchy that can lead to hidden layers collapsing to
point estimates. We address this by constraining hidden layers to be monotonic
and present novel procedures for learning and inference that maintain uncertainty.
We illustrate the capacity and versatility of the proposed framework on the task
of temporal alignment of time-series data where it is beneficial to preserve the
uncertainty in the temporal warpings.
1 Introduction
Monotonic regression is a task of inferring the relationship between a dependent variable y and an
independent variable x when it is known that the relationship y = f(x) is monotonic. Monotonic
functions are prevalent in areas as diverse as physical sciences [22], marine biology [13], geology [14],
public health [9], design of computer networking systems [12], economics [4], insurance [10],
biology [26, 28], meteorology [20] and many others. Furthermore, monotonicity constraints have
been used in 2-layer models in the context of warped inputs; examples of where such construction
is beneficial include Bayesian optimisation of non-stationary functions [39] and temporal warps of
time-series data in mixed effects models [18, 30].
Extensive study by the statistics [31, 38] and, more recently, machine learning communities has
resulted in a variety of frameworks. While many traditional approaches use parametric constrained
splines, contemporary methods have considered monotonicity in the context of continuous random
processes, mostly based on Gaussian processes (GPs) [33]. As a non-parametric Bayesian model, a
GP is an attractive foundation on which to build flexible and theoretically sound models, however,
imposing monotonicity constraints on a GP has proven to be problematic [24, 34].
Monotonicity also appears in the context of hierarchical models. Discriminative classifiers benefit
from hierarchical structures to collapse the input domain to encode invariances. This can be embodied
as a hierarchy of non-injective (many-to-one) mappings. In contrast, if we wish to build generative
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probabilistic models (e.g. unsupervised representation learning) we seek to explain the observed data.
We, therefore, want to transform a (simple) input distribution to a (complicated) data distribution.
In a hierarchical model, this necessitates a composition of injective mappings for all but the output
layer; this property is met if the hidden layers in the model comprise monotonic transformations.
Fundamentally, discrimination and modelling benefit from hierarchies in opposite ways, where the
former benefits from collapsing the input domain, the latter benefits from hierarchical structure to
create more flexible transformations.
We might go further and consider how many of these injective layers should be required in a hierarchy.
In the presence of additional mid-hierarchy marginal information or domain specific knowledge of
compositional priors, e.g. [18], the hierarchy allows us to exploit our prior beliefs. In the absence
of such information (e.g. unsupervised learning), multiple injective layers would only arise if the
individual layers were insufficiently expressive to capture the transformation (as the concatenation
of injective transforms is itself injective). That motivates the study of non-parametric models of
monotonic (injective) functions, which can represent a wide variety of transformations and therefore
serve as a general purpose first layer in a hierarchical model.
In this work we propose a novel non-parametric Bayesian model of monotonic functions that is
based on recent work on differential equations (DEs). At the heart of such models is the idea of
approximating the derivatives of a function rather than studying the function directly. DE models
have gained a lot of popularity recently and they have been successfully applied in conjunction with
both neural networks [5] and GPs [17, 43, 44]. We consider a recently proposed framework, called
differential GP flows [16], that performs classification and regression by learning a Stochastic Differ-
ential Equation (SDE) transformation of the input space. It admits an expressive yet computationally
convenient parametrisation using GPs while the uniqueness theorem guarantees monotonicity.
In this paper we formulate a novel approach that is guaranteed to lead to monotonic samples from
the flow field and further present a hierarchical model that will propagate uncertainty throughout
without collapsing the distribution. We test our proposed approach on a set of regression benchmarks
and provide an illustrative example of the 2-layer model where the first layer corresponds to smooth
warping of time, and the second layer models a sequence of time-series observations.
2 Related work
Splines Many classical approaches to monotonic regression rely on spline smoothing: given a
basis of monotone spline functions, the underlying function is approximated using a non-negative
linear combination of these basis functions and the monotonicity constraints are satisfied in the entire
domain [41] by construction. For example, Ramsey [32] considers a family of functions defined
by the differential equation D2f = ωDf which contains the strictly monotone twice differentiable
functions, and approximates ω using a basis of M-splines and I-splines. Shively et al. [36] consider a
finite approximation using quadratic splines and a set of constraints on the coefficients that ensure
isotonicity at the interpolation knots. The use of piecewise linear splines was explored by Haslett and
Parnell [14] who use additive i.i.d. gamma increments and a Poisson process to locate the interpolation
knots; this leads to a process with a random number of piecewise linear segments of random length,
both of which are marginalised analytically. Further examples of spline based approaches rely on
cubic splines [42], mixtures of cumulative distribution functions [3] and an approximation of the
unknown regression function using Bernstein polynomials [6].
Gaussian process A GP is a stochastic process which is fully specified by its mean function, µ(x),
and its covariance function, k(x,x′), such that any finite set of random variables have a joint Gaussian
distribution [33]. GPs provide a robust method for modeling non-linear functions in a Bayesian
non-parametric framework; ordinarily one considers a GP prior over the function and combines it
with a suitable likelihood to derive a posterior estimate for the function given data.
Monotonic Gaussian processes A common approach is to ensure that the monotonicity constraints
are satisfied at a finite number of input points. For example, Da Veiga and Marrel [7] use a truncated
multi-normal distribution and an approximation of conditional expectations at discrete locations,
while Maatouk [27] and Lopez-Lopera et al. [25] proposed finite-dimensional approximations based
on deterministic basis functions evaluated at a set of knots. Another popular approach proposed
by Riihimäki and Vehtari [34] is based on including the derivatives information at a number of
input locations by forcing the derivative process to be positive at these locations. Extensions to this
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approach include both adapting to new application domains [12, 26, 37] and proposing new inference
schemes [12]. However, these approach do not guarantee monotonicity as they impose constraints at
a finite number of points only. Lin and Dunson [24] propose another GP based approach that relies on
projecting sample paths from a GP to the space of monotone functions using pooled adjacent violators
algorithm which does not impose smoothness. Furthermore, the projection operation complicates the
inference of the parameters of the GP and produces distorted credible intervals. Lenk and Choi [23]
design shape restricted functions by enforcing that the derivatives of the functions are squared
Gaussian processes and approximating the GP using a series expansion with the Karhunen-Loève
representation and numerical integration. Andersen et al. [2] construct monotonic functions using a
differential equation formulation where the solution to the DE is constructed using a composition of
a GP and a non-negative function; we refer to this method as transformed GP.
3 Background
Any random process can be defined through its finite-dimensional distribution [29]. This implies that
modelling a certain set of functions {f(x)} as trajectories of such a process requires their definition
through the finite-dimensional joint distributions p(f(x1), . . . , f(xn)). Constraining the functions
to be monotonic necessitates choosing a family of joint probability distributions that satisfies the
monotonicity constraint:
p(y1, . . . , yn) = 0, unless y1 ≤ . . . ≤ yn. (MC)
One way to achieve this is to truncate commonly used joint distributions (e.g. Gaussian), however,
inference in such models is computationally challenging [27]. Another approach is to define a random
process to have monotone trajectories by construction (e.g. Compound Poisson process), however,
this often requires making simplifying assumptions on the trajectories (and therefore on {f(x)}). In
this work we use solutions of stochastic differential equations (SDEs) to define a random process
with monotonic trajectories by construction while avoiding strong simplifying assumptions.
Gaussian process flows Our model builds on the general framework for modelling functions as
SDE solutions introduced in [16]. The approach is based on considering the following SDE (where
Wt is the Wiener process):
dYt = µ(Yt, t)dt+
√
σ(Yt, t)dWt. (1)
Its solution for an initial condition Y0 = x is a random process Yt indexed by “time” t. For a fixed
time t = T , YT is a random variable that depends on the initial condition x (we denote it YT (x)), and
we may define a mapping of an arbitrary initial condition to such solutions at time T : x 7→ YT (x),
effectively defining distributions over functions (similar to Gaussian processes, for example). The
family of such distributions is parametrised by functions µ(Yt, t) (drift) and σ(Yt, t) (diffusion),
which are defined in [16] using a derived sparse Gaussian process [40] (hence the name GP flows).
Specifically, assume we have D inputs (x ∈ RD) and a single-output GP f ∼ GP(0, k(·, ·)),
with f : R2 → R since f is a function of both x and time t. We specify the GP via a set of M
inducing outputs U = {Ui}Mi=1, Ui ∈ R, corresponding to inducing input locations Z = {zi}Mi=1,
zi ∈ (x× t) = R2, in a manner similar to [40]. The predictive posterior distribution of such a GP is:
p(f(Yt, t) | U,Z) ∼ N (µ˜(Yt, t), Σ˜(Yt, t))
µ˜(Yt, t) = KxzK
−1
zz U where the matrix Kab := k(a,b)
Σ˜(Yt, t) = Kxx −KxzK−1zzKzx.
(2)
The SDE functions are defined to be µ(Yt, t) := µ˜(Yt, t) and σ(Yt, t) := Σ˜(Yt, t) implying that
Eq. (1) is completely defined by a GP f and its set of inducing points U. Inferring U is intractable in
closed form, hence the posterior of U is approximated by a variational distribution q(U) ∼ N (m,S),
the parameters of which are optimised by maximising the likelihood lower bound L:
log p(D) ≥ L := Eq(U)Ep(YT |U)[log p (Y |YT )]− KL[q(U) || p(U)]. (3)
The expectation Ep(YT |U) is approximated by sampling the numerical approximations of the SDE
solutions, which is particularly convenient to do with µ(Yt, t) and σ(Yt, t) defined as parameters of
a GP posterior, because sampling such an SDE solution only requires generating samples from the
posterior of the GP given the inducing points U (see [16] for thorough discussion of this procedure).
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4 Monotonic Gaussian process flows
We now describe our monotonic model that can be used to model observations directly, or as a first
layer in a 2-layer hierarchical model in which the monotonic transformation can be considered a
warping of the input space. This will be considered in Sec. 5. We begin with a colloquial outline in
two parts before a formal specification of our result.
1. A smooth differential equation may be considered as a flow field and the propagation of particles
as trajectories under fluid flow. A fundamental property of such flows is that one can never cross
the streams of the flow field. Therefore, if particles are evolved simultaneously under a flow field
their ordering cannot be permuted; this gives rise to a monotonicity constraint.
2. A stochastic differential equation, however, introduces random perturbations into the flow field so
particles evolving independently could jump across flow lines and change their ordering. However,
a single, coherent draw from the SDE will always produce a valid flow field (the flow field will
simply change between draws). Thus, particles evolving jointly under a single draw will still
evolve under a valid flow field and therefore never permute.
SDE solutions are monotonic functions of initial values It transpires that the joint distribution
p (YT (x1), . . . , YT (xn)), where YT (x) is a solution of Eq. (1) for an initial value x defined in Sec. 3,
with initial conditions x1 ≤ . . . ≤ xn satisfies (MC). It is the consequence of a general result that
SDE solutions Yt are unique and continuous under certain regularity assumptions (see, for example,
Theorem 5.2.1 in [29]) for any initial value Y0 = x (i.e. a random variable Yt(ω, x) is a unique and
continuous function of t for any element of the sample space ω ∈ Ω).
Using this result we conclude that if we have two initial conditions Y0 = x and Y0 = x′ such that
x ≤ x′, the corresponding solutions at some time T also obey this ordering YT (ω, x) ≤ YT (ω, x′).
Indeed, were that not the case, the continuity of Yt(ω, x) as a function of t implies that there exists
some 0 ≤ tc ≤ T such that Ytc(ω, x) = Ytc(ω, x′) (i.e. the trajectories corresponding to Y0 = x
and Y0 = x′ cross), resulting in the SDE having two different solutions for the initial condition
xc = Ytc(ω, x) (namely YT−tc(ω, xc) = YT (ω, x) and YT−tc(ω, xc) = YT (ω, x
′)) violating the
uniqueness result.
The above argument implies that individual solutions (i.e. solutions to a single draw) of SDEs at a
fixed time T , YT (x), are monotonic functions of the initial conditions, and they provide a random
process with monotonic trajectories. The actual prior distribution of such trajectories depends on the
exact form of the functions µ(Yt, t) and σ(Yt, t) in Eq. (1) (e.g. if σ(Yt, t) = 0, the SDE is simply an
ordinary DE and YT (x) is a deterministic function of x meaning that the prior distribution consists
of a single function). A prior distribution of µ(Yt, t) and σ(Yt, t) thus induces a prior distribution
of the monotonic functions YT (x), and inference in this model consists of computing the posterior
distribution of these functions conditioned on the observed noisy sample from a monotonic function.
Notable differences to [16] We define µ(Yt, t) and σ(Yt, t) using a GP with inducing points
as in Sec. 3. In [16], a regular GP is placed on top of the SDE solutions YT (x) so p (Y |YT )
is a GP with a Gaussian likelihood in Eq. (3). In contrast, since we are modelling monotonic
functions and YT (x) are monotonic functions of x, we define p (Y |YT ) to be directly the likelihood
p (Y |YT ) = N (Y |YT (x), σ2I). A critical difference in our inference procedure is that samples
during the evolution of the SDE must be drawn jointly from the GP posterior over the flow field. This
ensures that they are taken from the same instantaneous realisation of the stochastic flow field and
thus the monotonicity constraint is preserved (because the above argument relies on considering the
SDE solutions for the same ω ∈ Ω, i.e. a specific realisation of the random flow field).
5 Two-layer model with monotonic inputs warping
Potential issues with deep GPs Hierarchical models, and specifically deep GPs, are useful for
modelling complex data (e.g. exhibiting multiple different length-scales) that are not well-fitted by
regular GPs. We argue, however, that deep GPs have two issues restricting the range of potential
applications, which we address in this work for a specific setting of a 2-layer model:
1. Unconstrained deep GPs have many degenerate configurations (e.g. one of the layers collapsing to
a constant function). Such configurations are often local minima, therefore, careful initialisation
and optimisation are required to avoid them.
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2. All but one layer in a deep GPs often collapse to deterministic transformations, and the uncertainty
is preserved only in the remaining layer [15]. That happens because typical inference schemes
(e.g. [8, 35]) make independence assumption between the layers, meaning that if the uncertainty
is preserved in at least two layers, the inputs to the upper one (of the two) would be uncertain
leading to worse data fits.
We address the first issue by constraining the first layer to be monotonic. Such transformations allow
preservation of the rank of the kernel matrix, i.e. rank[k(X,X)] = rank[k(f(X), f(X))], where
f is a monotonic function. A monotonic first layer can be considered part of a composite kernel
for the output GP, which allows us to think of the entire model as a GP with a transformed kernel,
while unconstrained deep GPs are not not necessarily actual GPs resulting in a variety of possible
degenerate solutions.
To address the second issue, we must model dependencies between the transformations in the first
and second layers. Intuitively, we might consider the following toy example of a 2-layer model:
the first layer models the distribution over a set of two functions {f1, g1}, the second one models
the distribution over {f2, g2}, and the true function we are trying to fit can be represented either as
f2 ◦ f1 or as g2 ◦ g1. The distributions over these functions in two layers need to be dependent (so
that both functions in each individual draw from the joint distribution are either f -functions or both
are g-functions), otherwise samples from the model can be compositions of f and g-functions, which
do not match the true function. If the inference scheme does not allow for such dependencies it is
impossible to make all the samples match the true function unless it collapses to one of the modes.
This corresponds to always using either f -functions or g-functions without keeping any uncertainty
resulting from two different solutions f2 ◦ f1 = g2 ◦ g1 [15]. Next we describe how this intuition
translates to the 2-layer models composed of monotonic flow and a regular GP.
5.1 GP on top of the monotonic flow output
Instead of directly using the SDE solutions YT (x) as the model of the outputs, we add an additional
transformation on top of them that permits modelling non-monotonic functions (as the output
transformation is not constrained to be monotonic). We choose such a transformation to be a standard
Gaussian process with a stationary kernel, that, as described above, enables us to think of the
monotonic flow as a part of a composite output GP kernel, warping of the input space to satisfy the
stationary assumptions of the output GP.
Specifically, we introduce an output function g ∼ GP(0, kg(·, ·)) and a set of M inducing points
Ug = {Ugi }Mi=1 corresponding to inducing locations Zg = {Zgi }Mi=1 (Ugi , Zgi ∈ R). Given the noisy
observations D = {(xi, yi)}Ni=1, the marginal likelihood is:
p (Y |x) =
∫
p (Y |G) p (G |YT (x),Ug,Zg) p (Ug |Zg) p (YT (x) |U,Z) p (U |Z) dGdYT dU,
(4)
where G ∼ g(YT (x)) is the finite-dimensional evaluation of the output GP, p (Y |G) is the obser-
vational noise likelihood, and p (G |YT ,Ug) is the output GP posterior given the inducing points
Ug.
To compute p (U,Ug | D), which is intractable in closed form, we use variational inference and
introduce a distribution q(U,Ug). Similarly to Eq. (3), we obtain a lower bound:
log p (Y |x) ≥ Eq(U,Ug)Ep(YT |U)Ep(G |YT ,Ug)[log p (Y |G)]− KL[q(U,Ug) || p(U,Ug)]. (5)
The two inner expectations are over the distribution of the SDE solutions (monotonic flow outputs)
and the output GP is evaluated at the flow outputs, which we estimate empirically by sampling
(see Sec. 3). Assuming a factorisation of the variational distribution q(U,Ug) = q(U)q(Ug),
would allow one to marginalise the inducing points to remove the outer expectation. However, as
argued above, modelling dependencies between U and Ug is the key component in preserving the
uncertainty in both layers. Therefore, to permit any form of the joint q(U,Ug), we approximate the
outer expectation in Eq. (5) by sampling as well. Overall, we use the following procedure to compute
the lower bound Eq. (5):
1. Draw S samples {(Us,Ugs)}Ss=1 ∼ q(U,Ug),
2. For each of these samples, draw the monotonic flow samples {YT (x)s}Ss=1 ∼ p (YT |Us) using
the SDE numerical integration [16] and the output GP samples from {Gs}Ss=1 ∼ p (G |YT ,Ugs),
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Table 1: Root-mean-square error ± SD (×100) of 20 trials for data of size n = 100
flat sinusoidal step linear exponential logistic
GP 15.1 21.9 27.1 16.7 19.7 25.5
GP projection [24] 11.3 21.1 25.3 16.3 19.1 22.4
Regression splines [36] 9.7 22.9 28.5 24.0 21.3 19.4
GP approximation [27] 8.2 20.6 41.1 15.8 20.8 21.0
GP with derivatives [34] 16.5 ± 5.1 19.9 ± 2.9 68.6 ± 5.5 16.3 ± 7.6 27.4 ± 6.5 30.1 ± 5.7
Transformed GP [2] (VI-full) 6.4 ± 4.5 20.6 ± 5.9 52.5 ± 3.6 11.6 ± 5.8 17.5 ± 7.3 17.1 ± 6.2
Monotonic Flow (ours) 6.8 ± 3.2 17.9 ± 4.2 20.5 ± 5.0 13.2 ± 6.7 14.4 ± 4.8 18.1 ± 5.0
3. Empirically estimate the expectation in Eq. (5) as 1S
∑s
s=1 log p (Y |Gs).
This inference scheme is similar to stochastic variational inference for deep GPs [35] and GP
flows [16], the main difference being that we not only sample the outputs of the model but also,
jointly, the inducing points required to sample the outputs. That adds additional stochasticity to the
computations, and allows us to explicitly model the dependencies between U and Ug in q(U,Ug).
5.2 Modelling dependencies between layers
Correlations between inducing points We study how the dependencies between the layers can
avoid uncertainty collapse in a 2-layer model by considering the variational joint distribution of the
inducing points to be either factorised q(U,Ug) = q(U)q(Ug) with Gaussian q(U) and q(Ug) (we
refer to this as the base case), or a Gaussian with a full covariance matrix q(U,Ug) ∼ N (m,S).
The reparametrisation trick [21] for the Gaussian distribution permits computation of the gradients of
the variational parameters and the use of stochastic computation for the lower bound in Eq. (5) to
optimise the variational parameters.
Direct dependency between flow output and output GP The inducing points for the monotonic
flow and for the output GP are conditionally independent given the flow outputs. This arises as
each draw of the output GP inducing points needs to be consistent with the draw from the flow
output (such that it is mapped to the observations by means of the inducing points). However,
the way we generated this draw from the first layer becomes irrelevant once we have it. Thus,
modelling q(U,Ug) directly does not take into account the conditional structure p (U,Ug | D) =∫
p (Ug | D, YT (x)) p (YT (x) | D,U) p(U)dYT (x), which leads to increased variance of q(Ug |U),
and in turn to increased variance in the output GP, analogous to GPs with uncertain inputs[11].
Consequently, this results in the variance of q(U,Ug) being decreased during optimisation to
obtained reduced variance in the output and a better fit of the data. However, it comes at a cost of less
uncertainty in the outputs of the first layer.
We propose to model the dependencies between YT (x) and Ug directly using the result for the
optimal variational distribution of inducing points in a single-layer GP in [40, Eq. (10)]. We can then
define a variational distribution q(Ug |YT (x),Zg) for a fixed YT (x) which we use to sample from
the 2-layer model as follows:
1. Sample U ∼ q(U) and YT (x) |U,
2. Using the generated YT (x), sample Ug ∼ q
(
Ug |YT (x)
)
and use it to generate samples from
the output GP G ∼ p (G |YT (x),Ug).
This procedure allows us to match the samples from the flow and the output GP and, as we show in
Sec. 6, it results in more uncertainty being preserved in the first layer compared to the cases of not
modeling these dependencies (base case) or modelling the dependencies between the inducing points
directly (case with correlated inducing points).
6 Experiments
Regression First, we test the monotonic flow model on the task of estimating 1D monotonic curves
from noisy data. We use a set of 6 benchmark functions from previous studies [24, 27, 36]. Examples
of three such functions are shown in Fig. 1, the exact equations are in the Supplementary material.
The training data is generated by evaluating these functions at n equally spaced points and adding
i.i.d. Gaussian noise εi ∼ N (0, 1). We note that many real-life datasets that benefit from including
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Table 2: Root-mean-square error ± SD (×100) of 20 trials for data of size n = 15
flat sinusoidal step linear exponential logistic
Transformed GP [2] (VI-full) 18.5 ± 14.4 40.0 ± 17.5 101.9 ± 11.4 37.4 ± 22.8 52.9 ± 11.9 51.7 ± 19.6
Monotonic Flow (ours) 21.7 ± 15.0 39.1 ± 13.0 64.5 ± 10.7 30.8 ± 12.0 32.8 ± 17.9 43.2 ± 15.2
the monotonicity constraints have similar trends and high levels of noise (e.g. [6, 14, 20]). Following
the literature, we used the root-mean-square-error (RMSE) to evaluate the performance of the model.
100 data points In Table 1 we provide the results obtained by fitting different monotonic models
to data sets containing n = 100 points. As baselines we include: GPs with monotonicity informa-
tion [34]1, transformed GPs [2]2, and other results reported in the literature. We report the RMSE
means and the SD from 20 trial runs with different random noise samples and show example fits in
the bottom row of Fig. 1. This figure contains the means of the predicted curves from 10 trials with
the best parameter values (each trial contains a different sample of standard Gaussian random noise).
We plot samples as opposed to the mean and the standard deviation as, due to the monotonicity
constraint, samples are more informative than sample statistics. For the GP with monotonicity
information we choose M virtual points and place them equidistantly in the range of the data; we
provide the best RMSEs for M ∈ [10, 20, 50, 100]. For the transformed GP we report the best
results for the boundary conditions L ∈ [10, 15, 20, 30] and the number of terms in the approximation
J ∈ [2, 3, 5, 10, 15, 20, 25, 30]. For both models we use a squared exponential kernel. Our method
depends on the time T , the kernel and the number of inducing points M . For this experiment, we
consider T ∈ [1, 5], M = 40 and two kernel options, squared exponential and ARD Matérn 3/2. The
lowest RMSE are achieved using the flow and the transformed GP. Overall, our method performs
very competitively, achieving the best results on 3 functions and being within the standard deviation
of the best result on all others. We note that the training data is very noisy (see Fig. 1), therefore
using prior monotonicity assumptions achieves significantly improved results over a regular GP.
15 data points In Table 2 and Fig. 1 (top row) we provide the comparison of the flow and the
transformed GP in a setting when only n = 15 data points are available. Our fully non-parametric
model is able to recover the structure in the data significantly better than the Transformed GP which
usually reverts to a nearly linear fit on all functions. This might be explained by the fact that the
Transformed GP is a parametric approximation of a monotonic GP, and the more parameters included,
the larger the variety of the functions it can model. However, estimating a large (w.r.t. dataset size)
number of parameters is challenging given a small set of noisy observations. The monotonic flow
tends to underestimate the value of the function on the left side of the domain and overestimate the
value on the right. The mean of our prior of the monotonic flow with a stationary flow GP kernel is
an identity function, so given a small set of noisy observations, the predictive posterior mean quickly
reverts to the prior distribution near the edges of the data interval.
Composite regression Next, we consider the task of fitting a 2-layer model to noisy data of a
chirp function y = sin(2 exp(x+ 1)) + ε, ε ∼ N (0, 0.1). Imposing monotonic constraints on the
first layer allows us to warp the inputs to the second layer in a way that the observations and the
new warped inputs can be modelled using a standard stationary kernel. Fig. 2 shows the fitted
function, the warps produced by the monotonically constrained first layer, and the fitted function
in the warped coordinates (i.e. samples of the output GP against flow samples). The base model
(factorised variational distribution of inducing points) keeps most of the uncertainty in the second
layer while the flow nearly collapses to a point estimate. Correlating the inducing points allows the
model to distribute the uncertainty across the two layers providing a hierarchical decomposition of
the uncertainty. Using the optimal inducing points, however, provides a wide range of possible warps
without compromising on the overall quality of the fit to the observed data.
Alignment application A monotonic constraint in the first layer is desirable in mixed effects
models where the first layer corresponds to the warping of space or time that does not allow permuta-
tions.We take a set of temporally misaligned sequences (of possibly different lengths) and we want to
recover the warps that produced these observed sequences. For a detailed description of this problem,
see [19]. In this example, the output GPs fit the observed sequences while the monotonic layers warp
the input space such that re-sampling the output GPs at fixed evenly spaced inputs gives temporally
1Implementation available from https://research.cs.aalto.fi/pml/software/gpstuff/.
2Implementation provided in personal communications.
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Figure 1: Mean fits for 10 trials with different random noise as estimated by the flow and the transformed GP [2]
(the noise samples are identical for both methods; we plot the data from one trial).
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Figure 2: Layers of a 2-layer models fitted to a chirp function. From left to right we plot the overall fit of to
the noisy observations (black dots), the warp produced by the monotonic first layer, and the fit in the warped
coordinates; we show the base model, one with correlated inducing points, and one with optimal inducing points.
aligned sequences. The baseline [19] use MAP estimates and thus retains no uncertainty about the
warps. Fig. 3 contrasts the point estimates of [19] and our proposed 2-layer construction that captures
the uncertainty in the warps in the first layer while also fitting the observed data well.
7 Conclusion
We have proposed a novel non-parametric model of monotonic functions based on a random process
with monotonic trajectories that confers improved performance over the state-of-the-art. Many
real-life regression tasks deal with functions that are known to be monotonic, and explicitly imposing
this constraint helps uncover the structure in the data, especially when the observations are noisy or
data is scarce. We have also demonstrated that monotonicity constraints can be used to guard against
degenerate solutions and improve the interpretability of multi-layer GP-based models. We believe
this is an exciting avenue to pursue for future work and hope that this model will be a valuable tool in
further research on uncertainty propagation in compositional models.
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Supplementary material
S.1 Implementation details
Our model is implemented in Tensorflow [1]. For the evaluations in Tables 1 and 2 we use 10000
iterations with the learning rate of 0.01 that gets reduced by a factor of
√
10 when the objective does
not improve for more than 5 iterations. For numerical solutions of SDE, we use Euler-Maruyama
solver with 20 time steps, as proposed in [16].
Computational complexity Computational complexity of drawing a sample from the monotonic
flow model is O(Nsteps(NM2 +N2)), where Nsteps is the number of steps in numerical computation
of the approximate SDE solution, NM2 is the complexity of computing the GP posterior for N
inputs based on M inducing points, and N2 is the complexity of drawing a sample from this posterior.
We typically draw fewer than 5 samples to limit the computational cost.
Non-Gaussian noise The inference procedures for the monotonic flow and for the 2-layer model
can be easily applied to arbitrary likelihoods, because they are based on stochastic variational
inference and do not require the closed form integrals of the likelihood density.
S.2 Functions for evaluating the monotonic flow model
The functions we use for evaluations are the following:
f1(x) = 3, x ∈ (0, 10] (flat function)
f2(x) = 0.32 (x+ sin(x)), x ∈ (0, 10] (sinusoidal function)
f3(x) = 3 if x ∈ (0, 8], f3(x) = 6 if x ∈ (8, 10] (step function)
f4(x) = 0.3x, x ∈ (0, 10] (linear function)
f5(x) = 0.15 exp(0.6x− 3), x ∈ (0, 10] (exponential function)
f6(x) = 3 / [1 + exp(−2x+ 10)], x ∈ (0, 10] (logistic function)
For the experiments shown in Fig. 3 we generate 50 data points using y = sinc(pix) + ε, ε ∼
N (0, 0.02) for linearly spaced inputs x ∈ [−1, 1].
S.3 Example flow paths
In Fig. S1 we show the flow paths corresponding to out monotonic model fitted on the noisy data
generated using the logistic function as defined in Sec. 4.1. The first three figures show different
samples of the entire flow field for points inside (x ∈ [0, 10]) and outside the domain. The right-most
figure shows paths sampled at 3 input points, x ∈ [−2, 5, 12]. The flow warps the equally spaced
inputs (T = 0) to the outputs (T = 5).
Figure S1: First 3 figures from the left show sample flow fields while the figure on the right shows samples of
paths at 3 inputs.
S.4 Transformed GP in a 2-layer setting
We have considered using Transformed GPs [2] in a two layer model. The first layer is modelled by
the Transformed GP and, therefore, constrained to be monotonic and the second layer is a standard GP.
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Figure S2: A 2-layer model fitted using Transformed GP [2] and an output GP (similar to the model defined in
Sec. 5.2 in the main part in the paper). From left to right, we plot the fitted function, the first layer of the model,
and the fitted function in the warped coordinates. The rows correspond to different values of J , the number of
terms in the approximation of the kernel.
This setting is analogous to the one explained in the main part of the paper. Results for J ∈ [3, 50]
and L = 3 are shown in Fig. S2. We correlated the parameters of the monotonic GP approximation
and the inducing points of the output GP to keep the uncertainty in the first layer, similar to modelling
the correlation between the inducing points in the flow and output GP in Sec. 5 in the main part of the
paper.
Nevertheless, we observed that this model is unable to fit the chirp function well or it finds a degenerate
solution with almost no uncertainty in the first layer. We believe it might be because of poor local
minima which become harder to avoid as the number of parameters in the GP approximation increases.
One way to avoid them would be careful initialisation, however it is not trivial (while the monotonic
flow is naturally initialised to an identity function if the flow vector field is close to a zero one).
S.5 Comparison to SGHMC
In a recent paper, Havasi et al. [15] discuss the issue of the intermediate layers in a DGP collapsing to
a single mode (as discussed in the main part of the paper, we found that this is true for DSVI [35] as
well as for MAP estimates [19]). Their Hamiltonian Monte Carlo-based stochastic inference scheme
is able to estimate non-Gaussian posteriors, and can capture multi-modality and estimate uncertainty
in the intermediate layers of a DGP. In order to compare the uncertainty estimates of our 2-layer
setting, we fitted a 2-layer DGP model on the data identical to the one in Fig.2 in the main part of the
paper using the author-provided implementation. Fig. S3 shows the fitted model for different random
initialisations of the SGHMC. We note that the first layer, referred to as the warp, is not constrained,
unlike in our method. The output shown in the top row is comparable to the results produced by
our method. However, the other outputs have a short lengthscale in both layers and thus seem to
overfit. In these experiments we use the parameter values from the original paper (in particular, num
posterior samples = 100, posterior sample spacing = 50), and reduce the learning rate
to 0.001 (increasing the number of iterations by a factor of 50).
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Figure S3: A 2-layer DGP fitted using SGHMC [15]. From left to right, we plot the fitted function, the first layer
of the model, and the fitted function in the warped coordinates. The rows correspond to random initialisations of
SGHMC; the data is identical in all 4 cases.
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