Abstract-New adaptive algorithms based on multi-band decomposition of the error signal and application of a different convergence factor for each band are derived. With this approach, tracking ability and performance in steady state can be traded off along the frequency domain giving rise to estimates of the adaptive filter coefficients closer to the ideal response as compared to those obtained with conventional least-mean-square (LMS) and recursive least-squares (RLS) algorithms, particularly when the statistical properties of the analyzed signal vary along the frequency spectrum. A new adaptation technique for the forgetting factor depending exclusively on the autocorrelation values of the input signal is also introduced and a multi-band RLS algorithm, with an independent variable forgetting factor for each band, suitable for the analysis of nonstationary signals is described. Computer experiments comparing the performance of multi-band and conventional LMS and RLS algorithms are shown.
I. INTRODUCTION
A DAPTIVE filter theory has been a continuously growing field not only for its interesting theoretical quests but also for its practical applications in several areas, ranging from system identification to interference cancelling including prediction and spectral estimation [1] , [2] . The increased availability of computational power has sparkled the introduction of new algorithms that search for the most appropriate adjustable set of parameters which minimizes a cost function. The choice of the cost function, therefore, crucially influences the performance of adaptive algorithms.
Recently, cost functions based on the new concept of decomposing the error signal into several bands and using for each band a different convergence factor have been shown to give rise to adaptive algorithms with better responses than those obtained with conventional least-mean-square (LMS) and least-squares (LS) methods, particularly when the statistical behavior of the analyzed signal varies along the frequency spectrum [3] - [12] . For the LS case, so-called multi-band methods allow slowly-varying components of the error signal to be analyzed with long windows, while fastly-varying components can be tracked through short ones. A similar trade off is obtained for the LMS case by using different values of the step-size for distinct components of the error signal. Furthermore, multi-band algorithms can be seen as generalizations of conventional LMS and LS algorithms, in the sense that if the number of decomposition bands is made equal to one, the multi-band algorithms are equivalent to the corresponding conventional algorithms.
In this paper, new LMS and recursive LS (RLS) algorithms based on the multi-band approach are described and compared to the corresponding conventional algorithms through computer experiments with a nonstationary test signal. This paper is organized as follows. In Section II, the theory for a Wiener filter when the estimation error is decomposed into several bands and a particular step-size is correspondingly applied to each band is presented and multi-band LMS algorithms with fixed and variable step-sizes are derived. In Section III, the basic underlying mathematics of multi-band RLS algorithms is exposed and used in connection with a new technique for adaptation of the forgetting factor along the time domain. In Section IV, we present our conclusions. For simplicity, only real signals are considered.
II. MULTI-BAND LMS

A. Wiener Filtering with Multi-Band Decomposition of the Estimation Error
In this section, the Wiener filter theory is formulated for the multi-band decomposition of the estimation error structure.
1) Error-Performance Surface:
In adaptive filtering theory, several algorithms have been developed to solve the problem of updating system parameters in such a way that the mean-square value of the estimation error is minimized [1] , [2] . The definition of the cost function as the mean-squared error (MSE) is (1) where represents the mean operator and
where is the estimation error, is the desired response, is the output of the linear transversal filter with coefficients , , at time-index , and is the signal to be analyzed.
In [8] , [10] , and [11] , the following cost function was introduced: (4) where the filtered estimation error for the th-band, ,i s given as (5) (6) where (7) (8)
The symbol " " stands for the convolution operation, and the analysis filter bank is represented by , .If the filter bank is power complementary, it can be shown that , where is a constant (refer to [11] for a proof of this statement).
Substitution of (6) into (4) gives (9) where is the variance of the filtered desired response , assumed to be of zero mean, and (10) (11) for , , are, respectively, the th-band crosscorrelation between the filtered input signal and the filtered desired response for lag ; and the th-band autocorrelation of the signal with lag difference .
2) Wiener-Hopf Equations: Since the cost function described in (9) is a quadratic function of the filter coefficients, its minimization can be obtained by equaling its first derivative to zero. From (9) , the derivative of with respect to the filter coefficients is (12) which equals zero when (13) for . Equation (13) can be rewritten in terms of the correlation matrix , the optimal filter coefficient vector , and the cross-correlation vector as (14) where (15) . . .
where the superscript " " represents transposition.
In the following, LMS algorithms that solve (14) for are derived.
B. Multi-Band LMS Algorithm with Fixed Step-Sizes
In this section, an algorithm with fixed step-sizes (FSS's) that solves the adaptive filtering problem when the cost function to be minimized is based on the LMS criterion with multi-band decomposition of the estimation error is derived.
In particular, the solution of (14) involves two problems-the computation of the correlation matrix as shown in (15) is often not practical since it relies on unknown quantities; even when an estimate of the correlation matrix is obtained, the solution of (14) by inverting the estimated at every time-index is not computationally efficient.
As in conventional methods, a solution for the first problem previously mentioned can be obtained by taking instantaneous estimates. With this approach, the correlation matrix and the cross-correlation vector can be, respectively, estimated as follows:
For conventional MSE cost functions, several algorithms have been proposed to find an efficient way to solve the Wiener-Hopf equations through instantaneous estimates. One of the most popular of these is based on the method of steepest descent [1] , [2] . For the multi-band case, a similar recursive equation for the coefficient vector can be written as (21) where is the step-size related to the th band, and and represent the estimates of and , respectively, at time-index . Equations (6), (7), and (21) form a multi-band LMS algorithm with FSS's. In [11] , convergence and stability conditions of this algorithm are analyzed.
C. A Multi-Band LMS Algorithm with Variable Step-sizes
The multi-band LMS algorithm with VSS's presented in this section is directly obtained from the algorithm derived in the previous section in connection with the step-size adaptation technique described in [1] and [13] .
The basic idea is to independently update the step-sizes for each band as follows: (22) where is a small, positive learning-rate parameter for band and is an estimate of (23) Through a reasoning similar to that exposed in [1] , [13] , it can be shown that a recursive solution, obtained through an instantaneous estimate of , for the update of is given as and the bracket with and indicates that is upper and lower bounded.
Therefore, a complete multi-band LMS algorithm with VSS's is composed of (6), (7), (21), (24), and (25), where in (21) is substituted by . Whenever there is some knowledge of the statistics of the input signal, suitable choices of and will give rise to better responses. Special care must be taken when choosing to avoid instability of the system. A detailed analysis of the influence of the choice of on the performance of the system as well as a study of merits and limitations of the step- size adaptation technique used in this section were analyzed in some detail in [13] - [15] . Even though various techniques can be used to update the step-sizes in connection with the presented multi-band scheme, the method described in [14] has been chosen because it has been supported by practical applications [15] as well as by theoretical results [13] . In the following, the presented multi-band LMS algorithms are applied to a system identification problem.
D. Computer Experiments
Computer experiments are shown in Fig. 1 . The algorithms described in this paper were applied in the computation of filter coefficients estimates for the conventional (with ) and multi-band LMS methods. The analysis bank used to decompose the estimation error is a four-band linearphase near-perfect-reconstruction filter bank designed in [16] . The spectrum of the unknown system begins with a highfrequency component and a low-frequency component. The high-frequency component stops when two spatially close low-frequency components start. Fig. 1(a) depicts the true running spectrum. In Fig. 1(b) , the multi-band LMS algorithm with FSS's values of , from lowest to highest bands, was used. In Fig. 1(c) , the multi-band LMS algorithm with VSS's and , , and , was applied. Fig. 1(d) depicts the results obtained with the conventional LMS method for different step-sizes, from left to right: FSS with , FSS with , and VSS with , , and . All adaptive filters have 50 coefficients. Noise was added to the desired response. For the experiments shown in this paper, was initialized with the null vector.
The experiment results shown in Fig. 1 exemplifies the advantages that multi-band LMS methods can offer as compared to the performance of conventional LMS methods whenever the statistical properties of the analyzed signal vary along the frequency domain. In this particular example, it can be observed that the multi-band method has the following characteristics:
• for the analysis of high-frequency components, as larger step-size values are used, time-resolution is improved at the expense of reducing frequency-resolution; • for the analysis of low-frequency components, as smaller step-size values are used, frequency resolution is improved at the expense of reducing time-resolution. Several filter banks have been experimented in the analysis of the error signal. Even though power complementariness is a desired property, designs that approximately satisfy this property have been successfully tested. With respect to the choice of the analysis bank, we may note the following points. When filters with sharp responses are used, the different time-frequency resolution tradeoff settings for different bands become more visible. Also, it must be noted that longer filters increase the group delay, consequently, depending on the application, the designer must choose the appropriate bank by considering not only the response of the analysis filters but also the related group delay effect.
III. MULTI-BAND RLS
A. Conventional and Multi-Band LS
The LS criterion is widely used in adaptive filtering theory and its cost function is defined as (27) for real values of the estimation error , where is a windowing function and is its -transform. A block diagram scheme for (27) is depicted in Fig. 2(a) . In this article, estimation methods for which the cost function is defined as shown in (27) are called conventional LS methods.
For rectangular sliding windows of length , may be written as , otherwise.
(28)
In particular, a disadvantage of methods based on the cost function described in (27) is that the square of is filtered by a single sliding window , which determines a unique value for the relation between time and frequency resolutions of the system for the whole frequency spectrum at each timeindex . In other words, as time and frequency resolutions are inversely proportional and their product is lower bounded, one has to choose between fine frequency resolution or sharp time resolution when using conventional LS methods.
Discrete-time wavelet transform coefficients of the estimation error were used in [3] , [4] , and [6] to define a cost function as depicted in Fig. 2(b) . The basic idea of the wavelet-based method is to improve the precision of spectral estimates by using long-windows to analyze low-frequency components of the estimation error and short windows for high-frequency ones.
The wavelet-based LS method achieves better estimates than conventional LS methods when the input signal is mainly composed of long duration low-pass and short duration high-pass components. Whenever a different time-frequency resolution trade-off is needed, the multi-band structure shown in Fig. 2(c) is more appropriate.
In [5] , [7] , and [9] , the following multi-band LS cost function was introduced:
where the analysis bank , , is a power complementary filter bank [see Fig. 2(c) ]. By using a power complementary filter bank and proper weighting factors for each band, we can guarantee a uniform response of the system in the sense that (refer to [9] for a proof of this statement). Phase-linearity of the analysis filter bank implies a constant group delay for all components of the filtered estimation error. Differently from the waveletbased method, the windows , , for this structure can be independently chosen, enabling the use of the most suitable time-frequency resolution grid according to the analyzed signal statistical properties. Furthermore, if rectangular windows are used, time-update and order-update relations for the input signal's correlation matrix can be written, paving the way for the design of fast RLS algorithms.
In this paper, rectangular sliding-windows of distinct lengths are applied to different bands of the estimation error, that is, otherwise (32) for , where the factor along with the use of a power complementary filter bank are sufficient conditions to ensure a uniform response of the system for all frequencies in the sense mentioned in the above paragraph, as proved in [9] .
Once the structure of the new method is mathematically described in (29)-(32), the optimization problem for the new cost function can be subsequently tackled.
B. Normal Equations
It can be easily verified through (2) and (29)-(31) that the cost function is a quadratic function of the AR model filter parameters, so that the minimization of is achieved when
Applying (2) and (29)- (32) in (33), we obtain a set of equations, so-called normal equations, which may be written in matrix form as (34) where
The solution of (34) for by inverting for every time-index is not computationally efficient. In [5] , [7] , [9] , is proved to satisfy time-update and order-update properties and RLS algorithms based on these properties are derived.
In the following, a new technique for detection of nonstationarity is introduced and a multi-band RLS algorithm with an independent variable forgetting factor for each band of the estimation error is presented.
C. Multi-Band RLS Algorithm with Variable Forgetting Factors
In this section, we introduce a new forgetting factor (FF) adaptation scheme conceptually different from methods derived so far [1] , [17] - [20] in that it is an exclusive function of the input signal. It can be summarized as follows: (40) (41) where denotes that is bounded above by and also bounded below by , as shown in Fig. 3 . The facts that inspired the formulation of the function accounting for nonstationarities of the input signal, , are: 1) nonstationarity is inherent to the analyzed signal, so a direct function of it or of its moments should be able to identify spectral changes; 2) the autocorrelation function and the energy spectral density form a Fourier pair, so it should be possible to measure spectral variations from the former; and 3) for wide-sense-stationary correlation-ergodic signals, the estimated autocorrelation function for each lag approaches the true autocorrelation value as the window length tends to infinity [1] .
The complete RLS algorithm based on the multi-band scheme with VFF's can be found in Table I . The first part of the algorithm [from the beginning until the evaluation of the total estimated autocorrelation vector ] corresponds to the proposed multi-band LS solution with VFF's, and the second part of the algorithm [from the initialization of until the end] is based on the Levinson RLS algorithm and was derived in [21] .
It should be noted that the FF adaptation technique presented in this section has some limitations. Particularly, in practical applications must be a time-varying quantity accounting for power variations of the input signal for each band. One possible approach to tackle this problem is to use a powernormalized form of the estimated autocorrelation given in (44). Furthermore, when a priori knowledge of the input signal is limited, choices of and are a difficult task. To reduce the influence of these bounds, the following algorithm 
D. Computer Experiments
The test signal used in the experiments described in this section is composed of two spatially close low-frequency sinusoids (340 and 740 Hz) which start when a high-frequency sinusoid (4000 Hz) stops (sampling rate 10 kHz). White noise was added. The system used to filter the linear prediction error is a four-channel linear-phase near-perfect-reconstruction filter bank designed in [16] with stopband attenuation of 59 dB. Plots of the detection function , , are depicted in Fig. 4 . Note that, ideally, there should be no spikes in the plots of and , but in practice, the stopband attenuation will govern the influence of signals in neighboring bands. Note also that even though this influence is observed, the peak amplitude values are much lower than the related peaks in the bands where these nonstationarities really occur, and this influence may be neutralized by proper choice of the clipping values and . In Fig. 5 , from left to right, AR spectral estimates for the system described above through conventional LS with three different FF values and multi-band decomposition-based LS with FFF's and VFF's are plotted at every 15-sample interval.
Careful analysis of the results displayed in Figs. 4 and 5 enlighten the following points:
• nonstationarities are precisely detected by ; • estimated high-frequency component fastly vanishes for the proposed VFF multi-band method; • during the stationary parts of the input signal, a stable response similar to that obtained with long-windowed RLS methods is achieved at no expense of speed of convergence with the proposed method.
IV. CONCLUSIONS
New adaptive algorithms based on the idea of decomposing the estimation error into several bands and analyzing each one with a different convergence factor were derived. With this approach time resolution and frequency resolution can be traded off along the frequency spectrum giving rise to an improvement on the quality of parameters estimates. A new forgetting factor adaptation technique was introduced and used in connection with multi-band LS to allow for the trade-off between time and frequency resolutions along the time and the frequency domains. Also, computer experiments exemplified their applications to nonstationary signal analysis.
