This paper introduces the SoI problem, that of finding nonoptimal solutions of interest for constrained optimization models. SoI problems subsume finding FoIs (feasible solutions of interest), and IoIs (infeasible solutions of interest). In all cases, the interest addressed is post-solution analysis in one form or another. Post-solution analysis of a constrained optimization model occurs after the model has been solved and a good or optimal solution for it has been found. At this point, sensitivity analysis and other questions of import for decision making (discussed in the paper) come into play and for this purpose the SoIs can be of considerable value. The paper presents examples that demonstrate this and reports on a systematic approach, using evolutionary computation, for obtaining both FoIs and IoIs.
INTRODUCTION
Our subject lies in the area of constrained optimization. Given a constrained optimization model (COModel), the solution problem is to find optimal (best, feasible) or heuristically optimal (apparently best, feasible) solutions to the problem. The solution problem has attracted enormous attention in the metaheuristics community and in the evolutionary computation community in particular. Notable successes have been achieved and translated into practice.
The optimization problem, however, is not the only interesting and important problem pertaining to COModels. We are investigating two other problems of considerable interest and import. They complement, and in no way conflict with, the optimization problem or its methods of solution.
The first of these new problems is the feasibles of interest or FoI problem. A COModel will (almost always) partition * (Produces the permission block, and copyright information). For use with SIG-ALTERNATE.CLS. Supported by ACM.
Copyright is held by the author/owner(s). GECCO'10, July 7-11, 2010, Portland, Oregon, USA. ACM 978-1-4503-0072-8/10/07. its solutions into two classes: the feasibles, which satisfy all constraints in the model, and the infeasibles, which violate at least one constraint. Roughly speaking the FOIs are those feasible solutions that are high (assuming maximization) in their objective function values relative to z + (the objective value of the best available feasible solution) and that consume fewer resources than x + (the best available feasible solution). The FoI problem, then, is the problem of finding the FOIs for a given COModel.
The second problem we introduce is the complement of the first. Roughly speaking the infeasibles of interest or IOIs are those infeasible solutions that are high (assuming maximization) in their objective function values relative to z + and that are close to being feasible. The IoI problem is the problem of finding the IOIs for a given COModel.
Both the FoI problem and the IoI problem, then, may be classed under the more general SoI problem, the problem of finding non-optimal solutions of interest for a constrained optimization model. Both problems are of practical import because they contribute to post-solution deliberation with a COModel [4] . By examining SoIs, as we have characterized them, decision makers can reconsider assumptions made in formulating the COModel. For example, decisions about resource constraints may be revised given opportunity costs revealed by the SoIs. Space limitations prevent developing this point in detail. In what follows we describe algorithmswhich we call prioritized solutions algorithms-for solving the FOI and IoI problems.
PRIORITIZED SOLUTIONS
Now to the details of our approach to the technical question. It will help to have before us a representative COModel. We will use the well-known generalized assignment problem (GAP), an NP-hard problem that is important in practice and that is prototypical of difficult optimization problems. The GAP may be formulated as an integer programming problem. The decision variables xij are set to 1 if job j is assigned to processor i, 0 otherwise. The constraints, including the integrality condition on the variables, state that each job is assigned to exactly one processor, and that the bounded capacities of the processors are not exceeded [1] .
In solving a GAP we find an (exactly or heuristically) optimal setting of the decision variables, x + , with corresponding objective value z + = z(P, A, b) + . Deliberation and post-solution analysis are about solutions and objective values of the problem under modification of the parameters, (P, A, b). It is not practicable to alter the parameters and resolve the model, given the scale necessary to do this. Our thought is to use population-based metaheuristics, and evolutionary computation particularly, to populate the FoIs and IoIs as a by-product of solving the model. Evolutionary computation is a natural choice for the problem of populating the FoIs. In a successful run, or series of runs, of a genetic algorithm (for example) we would expect (and do find repeatedly in practice) that the GA (genetic algorithm) will produce many feasible solutions with fitness values (objective function values, z) close to the best found, z + . As a meliorizing population-based metaheuristic, a GA will tend to produce many solutions with similarly high fitness values (providing of course that they exist and can be found). It is just these good but non-optimal solutions that, we observe, constitute the FoIs.
What about the infeasible side and the IoIs? Here we have to worry that standard penalty function approaches to handling infeasible solutions will not very comprehensively explore the infeasible region(s) near the feasible-infeasible boundary(ies). In the extreme case, amounting to a 'death penalty' for infeasible solutions, there will be comparatively few solutions found and they will not be parents of subsequent exploration. This worry has received some empirical confirmation [3] . For these kinds of reasons we chose to begin our explorations using a version of the feasible-infeasible 2-population (FI2Pop) GA [2] , which maintains two populations, one of feasible solutions and one of infeasible solutions. Feasibles are selected with respect to objective function values, infeasibles with respect to minimizing distance to feasibility, or degree of constraint violation. New solutions, however parented, are placed in the feasible or infeasible population according to their evaluations.
Given the choice of GA, in order to populate the FoIs and IoIs, we set up heaps, or priority queues, two for feasibles and two for infeasibles. See Figure 1 for the pseudocode of what we call our prioritized solutions algorithm. Each heap comes with a maximum size parameter, MaxHeapSize, which we set to 2000 solutions. In a single run, we fix the problem to be solved, e.g., a particular GAP, and we conduct a number of replications, each beginning with a different randomized initialization. The heaps, however, are maintained throughout the run, and so at the conclusion they contain the best solutions found, by their criteria, over all the replications in the run. We emphasize that what goes into the heaps does not affect the search process of the GA, and this method of collecting data (Figure 1 ) is computationally efficient.
On the feasible side we have heaps FoI(Obj) and FoI(Slacks|MinObj). In FoI(Obj) we store feasible solutions, ranked by objective function value, limited to the best MaxHeapSize encountered. FoI(Slacks|MinObj) contains the best feasible solutions whose objective values equal or exceed MinObj (normally set at 97.5% of z + ), where the evaluation criterion is the sum of the slacks in the constraints. The sum of the slacks for any given feasible solution is P i∈I (bi − P j∈J aijxij). On the infeasible side, we have heaps IoI(SumV) and IoI(Obj|MaxDist). IoI(SumV) contains the best infeasible solutions found as measured by the sum of constraint violations. The sum of the constraint violations for any given infeasible solution is P i∈I min{0, (bi − P j∈J aijxij)}. (Only violated constraints count towards the sum of the violations.) These are the infeasibles that are closest to feasibility. IoI(Obj|MaxDist) contains the best infeasible solutions as measured by objective value, z, provided their sum of constraint violations is less than or equal to MaxDist, typically = 5. These are high objective value infeasible solutions that are near the feasible region.
We have applied this approach to finding SoIs to a large number of COModels, especially GAPs, with good success. Evolutionary computation can do more than find good solutions to COModels (GAPS and others). As a by-product of its searching, it can also find solutions of interest for subsequent decision making. This is in general not a feature of exact solvers.
