The determination of the optimal circular path has become widely known for its difficulty in producing a solution and for the numerous applications in the scope of organization and management of passenger and freight transport. It is a mathematical combinatorial optimization problem for which several deterministic and heuristic models have been developed in recent years, applicable to route organization issues, passenger and freight transport, storage and distribution of goods, waste collection, supply and control of terminals, as well as human resource management. Scope of the present paper is the development, with the use of fuzzy sets, of a practical, comprehensible and speedy heuristic algorithm for the improvement of the ability of the classical deterministic algorithms to identify optimum, symmetrical or non-symmetrical, circular route. The proposed fuzzy heuristic algorithm is compared to the corresponding deterministic ones, with regard to the deviation of the proposed solution from the best known solution and the complexity of the calculations needed to obtain this solution. It is shown that the use of fuzzy sets reduced up to 35% the deviation of the solution identified by the classical deterministic algorithms from the best known solution.
Routing optimization -Definition and categorisation of the problem
Finding the shortest route to connect a specific number of nodes and return to the starting node is called the Travelling Salesman Problem (TSP). The TSP is a benchmark problem of NP complexity, so it can be solved by a non deterministic Touring's machine in polynomial time. It is also NP-hard, so any problem in NP can be reduced to TSP in polynomial time, making it NP-complete as it belongs to the intersection of NP and NP-hard (Dantzig et al., 1954; Garey and Johnson, 1979) . There are multiple applications of TSP in numerous fields such as transportation and logistics were flexible, fast and easy to use problem solvers are needed (Bohács et al., 2013) .
The TSP can be divided into subcategories of similar problems, by changing some of the restrictions or by changing the form of the input data. If the nodes are points in R 2 (or R d generally) and the distance measured by the Euclidean metric, the problem is Euclidean. Moreover if the distances satisfy symmetry and the triangle inequality then the problem is metric. When at least symmetry applies, the problem is called symmetric (Padberg and Rinaldi, 1991) . Accordingly when neither symmetry nor the triangle inequality is satisfied, the instance is asymmetric (Bai et al., 2012) . Another category is the multiple travelling salesmen problem (mTSP) in which the number of vendors is greater than one (Junjie and Dingwei, 2006; Liu et al., 2009) , therefore the nodes belong to different closed circular paths that can intersect at the origin.
Heuristic algorithms for routing optimization -Literature review
The travelling salesman problem is used as a benchmark problem for many algorithms and methods of solving optimization problems. Thus, the literature provides a significant number of different responses. Three main categories are the exact, the approximate and the heuristic algorithms. Exact algorithms are the ones that yield the best solution every time they are applied to a problem. Beyond the brutal search algorithm that seeks to identify and compare all possible solutions, more sophisticated algorithms of reduced time requirements have been developed, such as branch and bound, branch and cut, cutting planes, etc., (Laporte, 1992) . However the required volume of calculations is still growing non-polynomially while the number of nodes increases (Papadimitriou, 1977) . For large problems, even the most modern exact algorithms become practically unusable because of this characteristic of the TSP (Hansen, 2000) . This led to a completely different strategy to address the problem. Methods to identify a solution to the problem which is not necessarily the optimum, but is close enough to it have been developed. The advantage of these processes is the much shorter time requirements to solve the problem. The performance of such an algorithm is evaluated by comparing the approximate solution to the optimum S opt (if it has been determined). In this regard an approximate solution S H has quality p (%), where p is the percentage deviation of the solution from the optimum (Johnson et al., 2002) :
There are some algorithms whose quality p has an upper bound, fixed or dependent on the size of the nodes. These algorithms are called approximate. Such algorithms are the 2-approximation algorithm (Khuller and Vishkin, 1994) , and the algorithm of Christofides (Christofides, 1976; Genova and Williamson, 2015; Xu et al., 2011) . Algorithms that are able to produce a solution close to the optimum, without an upper bound to their quality are called heuristic.
The heuristic algorithms are divided into two main categories, the path construction algorithms (Reinelt, 1994 ) and the route improvement algorithms (Hwang et al., 1999) . Path construction algorithms are procedures that make it possible to find a solution close to optimal one. The improvement algorithms have no such ability, however, given a possible solution and making corrections, they offer a reduced cost solution. Moreover, there are algorithms that combine the two categories, so path are constructed and also improved in the process.
The nearest neighbour algorithm is one of the simplest heuristics to approach the problem of travelling salesman. The route begins from the starting node and the nearest node is chosen as the next step of the route. It continues up to when all nodes have been added to the path and the final connection to the starting node. The results are not always satisfactory; nevertheless the advantage of this method is that it takes little time to find a solution. The algorithm of the nearest neighbour, with its variants, belongs to the class of greedy algorithms .
The improvement algorithms, depending on the strategy by which the improvements are made, can be divided into local search and global search (Schonlau et al., 1998) . The principle of local search algorithms is to make small interventions to a given path, so new routes of reduced cost are created. Such small moves are k-opt, node exchange and the node insertion (Stattenberger et al., 2007) . If an exchange is applied, two nodes of an existing route are selected and the benefits or costs of exchanging their positions are examined. If there is benefit, then the exchange is applied, thus resulting in to a new, improved solution. In the same way the node insertion method can be applied. A node and an edge are selected. The edge is no longer used and the nodes that it has been connecting are reunited with the selected node as an intermediate, if the move results to an improved route.
The 3-opt method is one of the k-opt methods. In the course of 3-opt, three edges are selected, which are broken and joined together in a different order. It is one of the best small changes that can be made to improve a route, together with the 2-opt. However, 2-opt unlike 3-opt, changes the direction of the salesman for other edges, so that in asymmetric problems all these changes must be examined, rendering the method too cumbersome. Out of all the possible ways of route reunification on 3-opt only one does not change the direction of any edges, making it suitable for asymmetric problems (Lin, 1965) . All changes that may occur with the node insertion can also arise from the 3-opt, but not the other way around.
These small moves (k-opt, exchange, node insertion) have been studied in terms of effectiveness and it has emerged that the 2-opt and 3-opt produce higher quality solutions in symmetrical problems, in which they can be used (Stattenberger et al., 2007) . However, the use of only one of them may lead to a local optimum, a route which cannot be improved using the same alternation, but it is not the optimum solution. As a result, algorithms have been created that combine these moves or establish criteria for acceptance or not of any change, to produce better solutions (Mattas et al., 2015) .
Fuzzy sets for the improvement of route optimization heuristic algorithms

The concept of fuzzy sets
In the process of walking a TSP path with n number of nodes, the salesman makes n different steps, choosing each time to move from a node i to a node j. In each step an edge i→j is added to the path, cancelling essentially all other edges starting from node i or destined to node j. Therefore, the edge i→j should be compared to all the edges from which it will be preferred. To accomplish this comparison, the linguistic variable "cheap edge" will be described with the use of fuzzy sets.
First step of the algorithm is to organize the data needed, which are the number of nodes n and the cost of any edge connecting them. A square matrix nn, Table A , is filled and each element a ij of the table is equal to the transition cost from node i to node j (Fig. 1, step 1) . This is the only input data of the method.
Then, each individual connection is compared to the connections it excludes, namely with all the connections that have a common starting point as well as the connections with common destination. The comparison with the first and the second is accomplished separately. To quantify the comparison, linguistic variables are created with the names "cheap edge compared to edges with starting point i" and "cheap edge compared to edges with endpoint j". The process is repeated for each node and 2n linguistic variables are created. Two square tables are created, Table B and Table C , containing the membership value of each edge in each of the fuzzy sets (Fig. 1, step 2) .
After this computation, any edge in the network has a membership value to determine how cheap it is compared to all the edges with the same starting point and a second one to determine how cheap it is compared to all with the same ending point. The next step is to produce the fuzzy set "cheap edge". In this set every edge has a membership value determining how cheap it is compared to every edge that is not viable if that edge is included to the solution. The membership value is computed out of the two previous membership values for every edge. Step 2b Table B and Table C (see section 3 Computing the membership value d ij from b ij and c ij , is one of the main concerns of the paper. The simplest way is the membership value d ij to be the average of the membership values b ij and c ij . However, the way in which the nodes are sited provides important information that can be quantified and affect the assessment of the fuzzy set "cheap edge". For example, a cheap edge to a remote node and another one to a node located close to several others should not be evaluated the same. Thus, statistical factors for every node and adjusted edges can be used in the computation of d ij , as a weighted average of b ij and c ij . Moreover, since for an edge to be chosen, it needs to be cheap in comparison to edges with starting point i and cheap compared to edges with endpoint j, "cheap edge" can be conceived as the intersection of the two sets, thus available t-norms can be utilized (Fig. 1, step 3) .
Furthermore after the user of the algorithm creates the fuzzy set "cheap edge", it can be useful for another fuzzy set to be created that can be called "preferable edge". This is because many problems of transportation planning and organization are affected by multiple criteria, and there are many ways to combine those multiple criteria with fuzzy sets (Chernov et al., 2012) . For example a trip organizer can plan the best possible route for a tourist bus, taking into account the cost of the tour and how picturesque the tour will be. In this case the linguistic variable "picturesque edge" can be described as a fuzzy set, and from it and the fuzzy set "cheap edge" the fuzzy set "preferable edge" can be created. The rest of the solution will continue using "preferable edge" instead of "cheap edge".
Formation of the fuzzy sets
The fuzzy sets "cheap edge compared to edges with starting point i" and "cheap edge compared to edges with endpoint j" are triangular fuzzy numbers, defined from the minimum and maximum cost, as shown in Figure 2 . They are called Set B and Set C, have domain R and take values in the closed interval [0, 1]. The triangular form is chosen for two reasons: i) only the cheapest edge has membership value 1 and only the most expensive edge membership value 0, and ii) the computations required to evaluate each set are easy and rather fast even for very large instances.
Therefore, for the set "cheap edge compared to edges with starting point i", k is the minimum cost of all edges starting from the node and l is the maximum cost (Fig. 2) .
The evaluation of Table B , which contains the membership values per connection, is as follows:
Similarly, the format for the set "cheap edge compared to edges with endpoint j" is the same and the calculation of Table C which contains the membership values for each connection is as follows: Statistical data will be used as weights for the weighted average, to generate the fuzzy set "cheap edge" and the membership values d ij for every edge. Useful coefficients are:
 The average distance to and from the node (in the calculation of average, variance and standard deviation, the data of Table A that refer to an internal path of a node, i.e. a 11 , a 22 , ..., a nn , are not taken into account):
 The variance and the standard deviation of distances to and from the node i:
 The mean and the variance (and hence the standard deviation) of the values of Table B and Table  C for rows and columns respectively which can be proved to be:
All edges of a given instance belong to the set "cheap edge" with a membership value; therefore the domain of its characteristic function is the set of all the connections, as opposed to other fuzzy sets of the algorithm defined in R. Also, it is recognized that while two connections may have the same distance, it is possible to have different membership value to set "cheap edge", as they have been compared with different connections.
Since it has not been possible to define the most effective way to calculate Table D a priori, a variety of ways were implied. Formula (8) of the weighted average was used in fourteen different forms (formulas 8.1 to 8.14) so statistical evidence can be evaluated (Guh et al., 2008) . Also, besides the average, 
where: 
Fuzzy sets for path construction
The nearest neighbour algorithm was used to determine the effect of the implementation of fuzzy sets on heuristic path construction. For the application of nearest neighbour's fuzzy method, beginning from the starting point, the edge of the highest membership value is chosen instead of the nearest. Similarly, the process continues until each node in the path is included, when the connection of the last node to the starting point is made.
Fuzzy sets for route improvement
The solutions initially determined by the nearest neighbour method, are improved by using the methods of node exchange, node insertion, and 3-opt as control. Subsequently, these methods were applied using fuzzy sets.
The strategy used for improving the route was as follows: The first connection after the starting point is selected and all possible changes are evaluated. If no beneficial change emerges, the following edge is checked. Whenever a change occurs, the process starts again. If for one edge more than one beneficial change is found, the change of maximum profit is selected. The process is completed when all connections are checked and there is no profitable change, therefore the route is a local optimum for the method used.
A fuzzy set strategy of route improvement was also implemented to the routes obtained by the fuzzy nearest neighbour method. In this procedure, all connections included in the considered route are compared in terms of the membership value to the set "cheap edge". The edge of the lowest membership value is selected and checked for all the possible changes. Whenever there is no profitable change, the next edge to be inspected for any change is the one of the lowest membership value that hasn't been inspected yet, and each time a change is made the process starts from the beginning. The process ends when all edges have been inspected. The use of fuzzy sets in route improvement was applied in all three methods of improving described previously (node exchange, node insertion, and 3-opt).
Results
For the application of the proposed methods to test their efficiency, Python programming language has been used and the necessary functions have been developed. The problems on which the fuzzy sets were implemented were eighteen (18) benchmark asymmetric problems of TSPLIB (Travelling Salesman Problem LIBrary), (Reinelt, 1991) . The asymmetric class of problems was chosen so the problems better resemble real life transportation situations were neither the triangular inequality nor symmetry have to apply. Also the asymmetric class is a superset of symmetric metric and Euclidean classes, so other problems of these classes can be solved although the solver should make use of their attributes to save time. Any of these problems could be solved to a heuristic solution without the use of fuzzy sets. In addition fuzzy sets could be implemented on the path construction algorithm, and the resulting route can be improved using improvement algorithms with or without the use of fuzzy sets.
Firstly paths have been constructed and evaluated for their cost, using the nearest neighbour algorithm (Table 2) . Then the nearest neighbour with fuzzy sets was implemented to every one of the eighteen asymmetric problems of TSPLIB, to compare the two cases; without and with the use of fuzzy sets. Of all the seventeen ways to create the fuzzy set "cheap edge", the best value obtained is shown in the Table 1 (min value of the formulas 8.1 to 8.17), along with the average value (average value of the formulas 8.1 to 8.17). The best known solution of the problems is provided by the TSPLIB.
In the same manner Tables 2, 3 and 4 were designed, to show the cost of the resulting paths when route improving algorithms were implemented. The tables are the results of the node exchange, node insertion and 3-opt algorithm respectively. In every table the best known solution is given and next to it the solution of the improvement algorithm implemented on the route created by the nearest neighbour heuristic, without any use of fuzzy sets. For the remaining columns the path was always created by the nearest neighbour with fuzzy sets and for the last three of them, fuzzy sets were used also during the route improvement. 
Conclusions and further research
The results of the tests run without any use of fuzzy sets were a confirmation of the literature review; nearest neighbour algorithm provides quite poor results but very quickly and easily. The implementation of route improving on the solutions provided, increased the running time but improved the quality of the solutions. Among the three different route improvement algorithms that was used, the best solutions were provided, as expected, by the 3-opt algorithm, secondly by the node insertion method and the worst solutions were result of the node exchange method.
Comparing the results provided without the use of fuzzy sets to those provided with the use of fuzzy sets (Fig. 3) , either solely on path construction or both on path construction and route improvement, it is clear that the use of fuzzy sets is beneficiary on almost every case. Although for some specific cases the proposed use of fuzzy sets did not provide better solutions, on most cases the solutions were much better, and even the best solutions for some problems were provided when this was not possible without them. Specifically the deviation of the solution produced by the nearest neighbour with fuzzy sets was 35% better, from 37.4% to 24.6%. When the resulting route was improved with one of the local search algorithms the benefit was 33% (from 19.6% to 13.1%), 35% (from 13.5% to 8.8%) and 32% (from 4.8% to 3.2%) for the exchange, node insertion and 3-opt algorithms respectively (Fig. 3) . Also chosen any of the proposed ways to create the fuzzy set "cheap edge" the average deviation from the best solution provided, was always less than the respective deviation without fuzzy sets.
The next comparison that can be made is between improvement with fuzzy sets and improvement without fuzzy sets on paths that were created with the use of fuzzy sets. Those results were not definitive. While fuzzy sets were beneficiary when implied on the exchange move, the results were worse in case of the node insertion move. In the case of the 3-opt algorithm the results were really close. The strategy in which those fuzzy sets were used can change in many ways to produce different results. For example instead of changing the worst edge in the node insertion move, the worst connected edge can be the first candidate to change. In any case the expected result could not be much different because all algorithms would finish when a local optimum had been reached. The advantage of the use of fuzzy sets on these cases is the number of changes needed to obtain that local optimum. It has been determined that when using fuzzy sets less changes are needed, as shown in Table 5 , because the proposed method can easily find the worst connections and aim to change those first, rather than search blindly for improvements. The disadvantage of the proposed algorithm is the use of fuzzy sets has not been yet tested on more sophisticated algorithms that can overcome local optimum solutions, and this will be the next step of our research. 
