Abstract. The problem of computing the coefficient function p in the elliptic differential equation ∇ ·(p(x)∇u) = 0, x ∈ ⊂ R n , n 2, over a bounded region , from a knowledge of the Dirichlet-Neumann map for this equation, is of interest in electrical impedance tomography. A new approach to the computation of p involving the minimization of an associated functional is presented. The algorithm is simple to implement and robust in the presence of noise in the Dirichlet-Neumann data.
Introduction
Let ⊂ R n be an open simply-connected bounded set with a C 1,1 boundary and let p ∈ L ∞ ( ) satisfy, for some constant ν, the uniform ellipticity condition
Consider for n 2 the elliptic equation
For φ ∈ H 1/2 (∂ ) there is a unique u ∈ H 1 ( ) satisfying (1.2) and the Dirichlet boundary condition u| ∂ = φ.
(1.3)
For each p satisfying the conditions described above, we can define a Dirichlet-Neumann map, p :
where p∂u/∂n| ∂ denotes the conormal derivative of u at the boundary. This map is selfadjoint, and both bounded and invertible, at least for p smooth enough [18, p 559] . We are interested in the corresponding inverse problem: given p for some p, find p. It is known that for p smooth enough (see [19] and the references therein) p is uniquely determined by p ; for general p ∈ L ∞ ( ) satisfying (1.1) uniqueness is as yet unproven, but widely believed to be true nonetheless.
This inverse problem is of considerable practical interest in the general area of noninvasive imaging and non-destructive testing. In electrical impedance tomography, for example, impedance imaging systems (see, for example, [2, 21] ) apply currents to the surface of a body, measure the resulting voltages on the surface, and from this information attempt to reconstruct the electrical impedance in the interior of the body. In the above notation, the function p corresponds to conductivity inside the body, the conormal derivative of u corresponds to currents applied at the surface, and the function φ corresponds to measured surface voltages, so the measured data correspond to knowing (some approximation to) the inverse mapping −1 p . In the case of the human body, as the various organs have different conductivities (see, for example, the table in [3, p 152]), one can in theory construct an image of the interior.
While the problem has generated much interest (and a sizeable literature, see, with no claim as to completeness, [3, 6-8, 10-12, 14-17, 22, 27-30] , and references therein), to date the search for a stable accurate and efficient reconstruction algorithm is still ongoing [5, p 209] . Given the ill-posed nature of the problem of recovering interior information from boundary data, one expects that there will be severe resolution limitations; the goal is to determine algorithms that are close to optimal under these circumstances.
Our objective here is to present a new approach to this reconstruction that shows promise. The algorithm is stable both in the presence of noise and high iteration counts.
The basic idea is as follows. Let P ∈ L ∞ ( ) be the function to be reconstructed, and assume that P is known. Let {φ i : i = 1, 2, . . .} be a basis of H 1/2 (∂ ), and for p ∈ L ∞ ( ) let u p,i be the solution of (1.2) and (1.3) with φ = φ i ; also, letũ p,i be the solution of (1.2) satisfying the Neumann condition
and such thatũ
at some fixed x 0 ∈¯ ; the latter condition ensures thatũ p,i is defined uniquely. For p in
where the γ i 0 are chosen so that the series converges. We show that for h ∈ L ∞ ( ) with h| ∂ = 0,
and, furthermore, that G(p) 0, and G(p) = 0 if and only if p = P . So, in theory at least, one can recover P by minimizing G. We present a preconditioned conjugate gradient approach to effect this reconstruction.
We note in passing that the functional (1.7) has essentially the same form (modulo notation changes) as that used in Kohn and McKenney [14] , while Wexler et al [28] replace the factor p in the integrand of (1.7) by p 2 . The major difference between the approach used in these papers and that of the present work is that we treat the dependence in (1.7) of the terms u p,i andũ p,i on p directly, while in [14, 28] these terms are regarded as separate variables in the functional for the purposes of iteration or minimization. As will be seen later, these two approaches, while theoretically equivalent, appear to have quite different numerical behaviour.
Properties of G
Consider first the following lemma. 
Proof. By subtracting
we obtain
and hence
where G D denotes the Green function for the (positive) homogeneous Dirichlet operator A p on . Consequently
By a similar argument
where G N denotes the Green function for the analogous homogeneous Neumann operator, A p , on . Then
from (2.5) and (2.6). Now for fixed y, and integrating by parts
2) and (2.3), and the fact that
so that if we let → 0, and note that h| ∂ = 0,
as required.
Some of the more useful properties of the functional G are summarized in the following theorem.
Theorem 2.2. Let G be as defined in (1.7). (a) For p ∈ D G , G(p) 0, and, assuming that uniqueness holds for the inverse problem, G(p) = 0 if and only if
is constant on ; asũ p,i must be equal to u p,i at one point, these constants must all be zero. It follows from this that p = P , and hence by uniqueness that p = P . Part (b) follows directly from lemma 2.1.
We note in passing that the Gâteaux derivatives computed above are also Fréchet derivatives, but we omit the details. One can also show that the second derivative of G φ is given by 
where
Proof. From the fact that p n ν > 0 for all n we have that 
where C = C( ). If we set v = u p n ,i −ũ p n ,i , then it follows from (1.6) that L(v) = 0 and hence from (2.11) that for some constant K and each n, i,
It follows from (2.10) that
From standard theory on Sobolev embeddings (see, for example, [9, theorem 1.5.1.3]) we know that there is a unique continuous (and invertible) trace operator t from
From (2.12) we then have
As the sequence {p n } is bounded, the norms p n γ are uniformly bounded, and from
14)
The result (2.9) now follows.
It is known [1] that for coefficients p, P smooth enough
where w(t) = 1 − log t δ 0 < t < 1 and 0 < δ < 1. While this result is unlikely to be true for general L ∞ coefficents, it may be possible to prove a result like this for the · γ norm with P − p L 1 ( ) replacing P − p L ∞ ( ) ; in this event we would then have an L 1 convergence theorem for the above method.
Implementation and results
Practical data consist of a finite collection of approximate voltage-current pairs {(φ i , ψ i ) : 1 i m}, so we minimize
Here we have set γ i = 1 for 1 i m, and γ i = 0 for i > m.
If one intends to minimize G m by some descent method, it is important to observe that the L 2 gradient,
in general is non-zero on the boundary of , and is thus unsuitable as an update direction for p because we require that the values of p on the boundary remain unchanged so that the updated p still lies in D G . One can, however, use a Neuberger gradient (see [20] ),
for h ∈ H 1 0 ( ), where (·, ·) 1 denotes the usual inner product in H 1 ( ). If we set g = −∇ N G m (p) it is not hard to see via an integration by parts that g can be computed by solving the following Dirichlet problem:
Thus, not only is this gradient zero on the boundary of the given region , but g = ( − I ) −1 ∇G m (p), so that it is a preconditioned version of the original L 2 gradient. It can be shown, using an elliptic regularity estimate of DeGiorgi, that for
∞ ( ) (see [13] ), so that when p ∈ D G , the descent updates of p also lie in D G .
For a given choice of the initial p 0 one could now use steepest descent, beginning with the direction −∇ N G m (p 0 ), together with a one-dimensional line search routine, to minimize G. In practice, one gets faster (by, approximately, a factor of two) convergence with the following adaptation of the standard Polak-Ribière conjugate gradient scheme [24, 
) by (3.1) and an integration by parts, where (·, ·) and (·, ·) 1 denote the usual inner products in, respectively, L 2 ( ) and H 1 ( ). The approximate line search procedure is implemented using bracketing and Brent minimization (see [24] ) with all two-dimensional integrals computed as iterated one-dimensional integrals using Simpson's rule.
This problem is known to be seriously ill-posed. If one attempts a direct minimization, the ill-posedness manifests itself in the computed p tending to become negative in places, causing the elliptic solvers to become unstable. We control this by simply truncating, at the end of each descent step, all computed p-values below a certain predetermined cut-off value. One is often justified in doing this on physical grounds by the presence of a 'background' value for p which is known accurately. One is thus making the algorithm conditionally well-posed by imposing an additional restriction, a time honoured method of stabilizing an ill-posed problem [23] . While this modification means that we have an iterative, rather than a descent, method, the overall effect is that one still descends, but more slowly, and with great stability as the examples in figures 3 and 4 below indicate. In the examples, the cut-off value was always chosen to be 0.5.
For the test region we chose
The algorithm was tested on synthetic data obtained by using for P the following functions defined on [−1, 1] × [−1, 1]: The test data (
were constructed by solving the equation (1.2) with p = P i and using as Neumann data basis functions formed from the functions ψ rs (x, y) = (x r y s )| ∂ for r, s N , for some N (generally N = 2 in the computations below). As the typical p is assumed to be constant in a neighbourhood of the boundary, the usual necessary condition on the corresponding Neumann data is that they must integrate to zero over ∂ ; consequently, the basis set was adjusted to make this so.
For example when N = 2, the basis set was chosen to be the restrictions to the boundary of the functions x, y, x 2 − 2 3
, xy, y 2 − 2 3
. Admittedly, it is almost certain that this choice of basis functions is not optimal; it is, however, convenient and the possibility of finding optimal choices is an interesting open question (see [4] for related work on adaptive change in the prescribed boundary currents to ensure 'maximal sensitivity').
The various elliptic problems were solved by using the FIVE POINT STAR (finitedifference discretization) and LINPACK SPD BAND packages within the double precision version of the ELLPACK system (see [25] ). One bonus from this arrangement was that ELLPACK automatically calculates the derivatives of any solution by means of built-in quadratic interpolation routines; this was used to compute the gradients ∇u p,i and ∇ũ p,i needed in the evaluation of ∇G m (p). The sensitivity of the algorithm to a change in the number of basis functions is illustrated in figure 2. It seems that N = 2 (corresponding to five basis functions) suffices in these examples. In figure 3 one can see both the iterative stability and accuracy of the method. Here one is trying to image inclusions of different conductivities. It is clear that it is advantageous to let the code run to convergence. This is in marked distinction to some of the previous methods [14, 28, 30] wherein instabilities would take over after a modest number of iterations, especially with noise present. In most situations it is imperative that one be able to iterate an algorithm in order that one can squeeze out all the information in the data; methods that do not allow such iteration invariably perform less than optimally. With these other methods it was also difficult to evaluate inclusion size and impossible to evaluate magnitude [14, p 404 and figure 9 ]; as can be seen in figure 3(d) method fares well on both counts. As in [14] the convergence of the iterates is certainly not pointwise, but appears to be more like L 1 convergence or something similar. As always, behaviour in the presence of noise is an important part of the testing process. In the present case synthetic noise was added to the synthetic voltages (it was assumed that the applied currents would be known fairly accurately, and the measurement error would concentrate mostly in the voltage part of the data). This noise, which was added to each node independently, was generated by a standard random number generator giving numbers uniformly distributed over the interval [−1, 1] . Some of the results may be seen in figure 4 . Once again, the computed image showed a strong resilience in the presence of high iteration counts; as one should expect, there was degradation at higher noise levels, but even with noise as high as 10% and a fine grid, the image was still recognizable. We note that in practical EIT systems the noise level in the data can be as low as 1%. Some representative run times (with N = 2, i.e. five basis functions) for the code running on a Sparc1000 are shown in table 1. It is worth noting that the bulk of the computational load is taken up in computing the solutions u p,i andũ p,i . The method is parallelizable to the extent that if one used a number of processors equal to the number, m, of basis functions employed, then the execution time of the code is essentially independent of m. This parallelization would considerably reduce the above run times. It is also true that as one is solving the nonlinear inverse problem directly (i.e. this is a 'fully nonlinear' method) the execution times are considerably longer than most methods that involve 'linearization' of the inverse problem (for example, methods involving use of the Born or Rytov approximation). The advantage to the fully nonlinear methods is generally greater accuracy and the absence of 'phantoms' and other artifacts; as computers become faster it is expected that the speed disadvantage should become less significant. As a final observation, in the present situation, the coefficient function p in (1.2) is considered to be a real scalar function. This corresponds to assuming that the conductivity is 'isotropic', i.e. roughly, that the conductivity is the same in all directions. It is more realistic (though considerably more difficult) to consider the anisotropic case in which p becomes a positive definite symmetric matrix of functions (see [26] ). One reason for the greater difficulty in this case centres on the fact that the Dirichlet-Neumann map p no longer uniquely determines the coefficient p. For n = 2 it is known [19] that a sufficiently smooth p is determined up to a diffeomorphic change of variables (equal to the identity on ∂ ), and the result is widely believed to be true for n > 2, though not proven as yet. While there are no successful algorithms available that can handle this case, it is intriguing to note that one can formulate an analogue of the functional G in (1.7) for the anisotropic case, and more importantly, that the values G(p) are then invariant under the diffeomorphic change of variable mentioned above. Thus, one is essentially minimizing over equivalence classes of matrix functions modulo the aforementioned variable change. It is possible that such an algorithm might facilitate stable anisotropic reconstruction.
