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For second order linear equations and inequalities which are de-
generate elliptic but which possess a uniformly elliptic direction,
we formulate and prove weak maximum principles which are com-
patible with a solvability theory in suitably weighted versions of
L2-based Sobolev spaces. The operators are not necessarily in di-
vergence form, have terms of lower order, and have low regular-
ity assumptions on the coeﬃcients. The needed weighted Sobolev
spaces are, in general, anisotropic spaces deﬁned by a non-negative
continuous matrix weight. As preparation, we prove a Poincaré
inequality with respect to such matrix weights and analyze the ele-
mentary properties of the weighted spaces. Comparisons to known
results and examples of operators which are elliptic away from a
hyperplane of arbitrary codimension are given. Finally, in the im-
portant special case of operators whose principal part is of Grushin
type, we apply these results to obtain some spectral theory results
such as the existence of a principal eigenvalue.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In [32,33] a general class of linear degenerate elliptic operators of second order was introduced
whose minimal structural properties were chosen to allow for the use of maximum principles along
the lines of classical approaches for uniformly elliptic equations and inequalities. In that work, at-
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applications. Here we continue this investigation by extending the maximum principles to a suitably
deﬁned notion of weak solutions in weighted Sobolev spaces tailored to the principal part of the op-
erator, whose coeﬃcients have limited regularity. An effort is made to make minimal regularity and
structural assumptions on the lower order coeﬃcients in order to leave room for future applications
to nonlinear problems.
More precisely, we will consider linear partial differential operators of the form
L := aij(x)Dij + bi(x)Di + c(x), (1)
acting on a domain Ω ⊂ RN ; that is, Ω will be open and connected and typically will be bounded
as well. Here and throughout we will adopt the summation convention that repeated indices are
summed from 1 to N , denote by 〈·,·〉 the Euclidean scalar product on RN , and denote by |A| :=
sup|ζ |=1 |Aζ | = sup|ζ |=1 |〈Aζ, ζ 〉| the norm of a real, symmetric N × N matrix A. We assume the fol-
lowing regularity conditions on the coeﬃcient matrix A(x) = [aij(x)] of the principal part:
aij = a ji ∈ C0(Ω,R) and D jaij ∈ L∞(Ω,R), i, j = 1, . . . ,N, (2)
where we remark that only the jth weak derivative of aij is assumed to be essentially bounded and in
many cases this part of the regularity condition is automatically satisﬁed under algebraic assumptions
on A (see the examples in Section 6). We will assume that L is degenerate elliptic in the sense that it
has non-negative characteristic form
〈
A(x)ζ, ζ
〉
 0 ∀(x, ζ ) ∈ Ω × RN (3)
and that the degeneracy set Σ has Lebesgue measure zero; that is,
|Σ | = ∣∣{x ∈ Ω: det[A(x)]= 0}∣∣= 0. (4)
In particular, Σ is closed and has no interior points. Finally we assume that L admits a uniformly
elliptic direction ξ in the sense that
∃β > 0, ξ ∈ RN with |ξ | = 1 such that 〈ξ, A(x)ξ 〉 β > 0 ∀x ∈ Ω. (5)
As noted above, this class of operators has been studied in the context of classical solutions in
[33], where weak and strong maximum principles as well as a Hopf lemma have been proved as
well as generalized maximum principles and a priori estimates for the linear Dirichlet problem on
bounded domains. To be precise, [33] uses only the continuity of aij . In addition, (3) and (5) are
used to obtain the weak maximum principle and the Hopf lemma, while the strong and generalized
maximum principles exploit also a more elaborate condition (Σ) in place of (4) on the structure of
the degeneracy set. In addition, when L is the Grushin operator Gγ with γ > 0 (which is recalled
in Example 6.3 below), partial symmetry results for directions parallel to the degeneracy set have
been obtained for semilinear equations by the method of moving planes. This yields extensions to
a degenerate elliptic context of the important results of Gidas, Ni and Nirenberg [21,22], Gidas and
Spruck [23], and Chen and Li [9] which are valid for the elliptic Laplace operator which represents
the limiting case of γ = 0.
Before summarizing the contents of the present work, we will make a few remarks comparing our
approach to existing approaches to maximum principles for degenerate elliptic equations. Additional
comparisons to existing work will be given in Section 6. First, we note that L is not assumed to be in
divergence form
Lu := Di
(
aij(x)D ju + bi(x)u
)+ ci(x)Diu + d(x)u. (6)
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based on differential calculus. On the other hand, for weak solutions it is more natural to use integral
formulations which exploit the form (6). The two forms (1) and (6) are interchangeable if aij ∈ C1(Ω),
while we assume something slightly less in (2). However, even in the uniformly elliptic case, if the
coeﬃcients are smooth in the interior and continuous up to the boundary, certain results such as the
Hopf lemma may fail for divergence form equations (cf. Example 3.9 of [24]). Hence, we maintain
the structure (1) but add enough regularity in (2) to allow for a suitable weak formulation by way of
integration by parts. Hence, in some cases one can compare our results with approaches to divergence
form equations such as the well-known works of Murthy and Stampacchia [34] and Fabes, Kenig
and Serapioni [12] where the regularity is only aij ∈ L∞(Ω) and the solutions belong to a suitably
weighted version of H1(Ω). On the other hand, for uniformly elliptic equations with the form (1), one
has very robust results on the maximum principle using only the continuity of aij as in the important
work of Berestycki, Nirenberg and Varadhan [5] where the solutions may be safely assumed to belong
to W 2,n(Ω). In the general degenerate elliptic context that we treat, we do not yet know what the
suitable replacement for W 2,n(Ω) should be.
We note the presence of the lower order terms bi, c in (1). For example, general lower order terms
ci,d are treated in the case (6) in [34] but not in [12]. As in the uniformly elliptic case, we will need
to make some additional assumptions to limit their relative importance with respect to the principal
part, such as λ−1(x)|bi(x)| C < +∞ where λ(x) is the smallest eigenvalue of A(x) and bounds on the
essential supremum of c which ensure the solvability. We make an effort to keep such assumptions
to a minimum. In part for this reason, we do not work in the more general nonnegative characteristic
form context where one assumes only (3) but nothing like (4) on the form of the degeneracy set Σ
which might be even equal to Ω . For this more general class, maximum principles have been obtained
for classical solutions by Fichera [13] but a strong role is played by the so-called Fichera functions
(bk − D jakj)νk where ν is a normal ﬁeld at the boundary. This results in additional hypotheses on
the lower order terms to control their relative importance. This is not surprising, since this massive
class includes elliptic, parabolic, degenerate elliptic, and ﬁrst order equations and hence the form
of a maximum principle will need to be adjusted accordingly. We mention that Fichera’s maximum
principle has been generalized in many directions including principles valid for weak solutions in
W 1,p(Ω) via elliptic regularization as done by Oleı˘nik and Radkevicˇ (cf. Section I.5 of [35]) and for
viscosity solutions as done by Gutiérrez and Lanconelli [25].
We are, on the other hand, interested in applications for which the degeneracy set is thin as hap-
pens for ﬂuid ﬂow near sonic speeds and in geometric questions where positive curvature degenerates
to zero on submanifolds of codimension at least one and hence the assumption (4) is natural as is
the uniformly elliptic direction condition (5), which allows us to treat transversally elliptic operators (cf.
Section 6). The use of the condition (5) is inspired by the approach used in the fundamental paper of
Agmon, Nirenberg and Protter [2] for maximum principles for classical solutions to equations of mixed
elliptic–hyperbolic type supplemented with boundary conditions on a proper subset of the boundary.
Extensions of such maximum principles for weak solutions have been obtained by the second author
[29], [28] and while the case of weak solutions satisfying conditions on the entire boundary remains
open there is now a robust solvability theory [27] in the mixed type setting.
We do not assume that the principal part is written as a sum of squares of vector ﬁelds {X j}mj=1,
although our setting can allow for this structure. The maximum principle for degenerate elliptic equa-
tions of this form have been widely studied beginning with the seminal work of Bony [7] in the case
of smooth vector ﬁelds satisfying the Hörmander condition resulting in a principal part which is hy-
poelliptic. This approach has given birth to a rich interplay with harmonic analysis on Lie groups and
sub-Riemannian geometry in the form of underlying Carnot–Carathéodory metrics naturally associ-
ated to such operators provided that the collection {X j}mj=1 yields a suitable notion of connectivity
in Ω with respect to so-called sub-unit curves (see the paper of Strichartz [39] for a nice introduc-
tion). In the course of this development, the smoothness assumptions on the family {X j} have been
substantially relaxed starting with the work of Franchi and Lanconelli [15] and there exist maximum
principles for so-called X-elliptic operators in divergence from, which are in general degenerate ellip-
tic, as one ﬁnds in Gutiérrez and Lanconelli [26]. Hence our results are often comparable to theirs.
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A(x) of the form
λ−1 ∈ Lp(Ω), p  N/2, (7)
as in [34] nor Λ(x)  Cλ(x) for some constant C > 0 as in [12]. This last condition says that all
eigenvalues vanish if one does, as does the hypothesis λ−1aij ∈ L∞(Ω) in [34]. This cannot happen
in our setting since (5) holds. In addition, in both of these works, one can also treat cases where
the degeneracy involves λ,Λ unbounded from above, while we treat only the vanishing case. The
key to the approach in [12] is considering weighted Sobolev spaces which use λ(x) as the relevant
weight, which is taken to belong to a Muckenhoupt class A2. On the other hand, beginning with
Chanillo and Wheeden [8] and continuing through the recent work of Rodney [36], sophisticated and
general approaches have been developed by using both λ(x) and Λ(x) as weight classes and hence
these works can overlap with our situation in some cases. In their most general form, one assumes
structural properties such as the validity of Poincaré and Sobolev inequalities with respect to the
weights. This results in implicit assumptions on the coeﬃcients of L while our conditions are explicit.
In addition, such works also exploit additional metric structures such as the Carnot–Carathéodory
metrics mentioned above, while we make use only of the background Euclidean metric.
We now turn to a description of the results obtained in this paper. In order to prepare for the
notion of weak solution that we will adopt, we prove (in Section 2) a Poincaré inequality on bounded
domains in which the Lp norm of a C10(Ω) function is controlled by the L
p norm of
√
A∇u. For future
use, a version on unbounded domains is also given.
In Section 3 we introduce and study some elementary properties of the weighted versions
H1,A(Ω), H1,A0 (Ω) of the standard Sobolev spaces H
1(Ω), H10(Ω) which will be used for the solv-
ability theory and the weak maximum principle. The spaces will be deﬁned by the completion of C1
functions with respect to the obvious norm which depends on
√
A and are naturally embedded in
L2(Ω). Managing these spaces is complicated somewhat by the fact that there is not a general result
of Meyers–Serrin type [30]; that is, our spaces can fail to be equivalent to the space of L2 functions
for which
√
A applied to the weak gradient lies in (L2(Ω))N . Such an equivalence is known for some
special cases of A by applying the main technical result of Franchi, Serapioni and Serra Cassano [17]
or Theorem A.2 of Garofalo and Nhieu [20]. The problem is that, in general, u ∈ H1,A(Ω) will not
admit weak derivatives in L1loc(Ω), while it is true such derivatives exist away from the degeneracy
set Σ . Example 3.9 shows that this failure is not diﬃcult to exhibit and also shows that the natural
Sobolev space deﬁned by using the L1loc(Ω) weak gradient is not, in general, complete. To overcome
this diﬃculty, we introduce a suitable representation formula which allows us to calculate norms by
a single integral expression instead of a limit of such expressions. The representation formula makes
use of what we call the weak quasi-gradient ∇∗u = [√A]−1F of u where F ∈ (L2(Ω))N is a suitable
representative. One has that ∇∗u agrees with the weak gradient ∇u on connected components of
Ω \ Σ ; hence, as measurable functions, they agree almost everywhere. Moreover, ∇∗u is a weak gra-
dient everywhere if |[√A]−1| ∈ L2(Ω), which is a condition analogous to (7) which we are able to
avoid. Standard requests of such a weighted theory are examined in the rest of Section 3 and the
proofs follow along the standard lines.
With the necessary functional analysis in place, we prove the weak well-posedness of the Dirichlet
problem with both homogeneous and non-homogeneous boundary conditions in Section 4. The proofs
involve standard applications of well-known tools such as the Lax–Milgram theorem. In Section 5, we
formulate and prove the weak maximum principle for weak solutions of the appropriate differential
inequality which belong to the space compatible with the solvability theory. Finally, in Section 6
we give some examples of transversally elliptic operators which can be treated by our methods and
give additional comparisons with known results on Poincaré inequalities and maximum principles for
operators of this form. We conclude with an application of our weak maximum principle to spectral
theory in the important special case of operators whose principal part is given by an operator of
Grushin type. The restriction to this special case comes from the lack of a suitable compact embedding
of H1,A0 (Ω) into L
2(Ω) for a general matrix weight A.
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In preparation for the introduction of the weighted Sobolev spaces we will need, we prove a
Poincaré inequality with respect to the matrix A which determines the principal part of the operator L
deﬁned in (1). We assume that A satisﬁes all of the conditions stated in the introduction. In particular,
we recall that ξ will denote a uniformly elliptic direction for A with its associated ellipticity constant
β according to (5). Since (3) and (4) hold, we have that A(x) and
√
A(x) are invertible for almost
every x ∈ Ω . Using (2) there exists M such that
∣∣D jaij(x)∣∣ M < +∞, a.e. x ∈ Ω, i, j = 1, . . . ,N. (8)
Since Ω is bounded it has ﬁnite width in all directions and in particular there exist d > 0 and x0 ∈ RN
such that
Ω ⊂ {x ∈ RN ∣∣ ∣∣〈x− x0, ξ〉∣∣ d}. (9)
We will make use of only the version p = 2 of the following result later on.
Theorem 2.1 (A Poincaré inequality for bounded domains). Let 1  p < +∞, Ω and A be given as above.
Then for every u ∈ C10 (Ω) one has
‖u‖Lp(Ω)  Cp
(∫
Ω
(〈
A(x)∇u,∇u〉) p2 dx
) 1
p
(10)
for some constant Cp = Cp(N,‖A‖C0(Ω),M, β,d) > 0.
Proof. Let w(x) := eα〈ξ,x−x0〉 , with α > 0 to be chosen later and M deﬁned by (8). One has
w ∈ C∞(Ω), w(x) > 0 on Ω and
div
(
A(x)∇w)= eα〈ξ,x−x0〉[α2aij(x)ξiξ j + αD jaij(x)ξi]
 eα〈ξ,x−x0〉
[
βα2 − NMα] θ > 0 (11)
for a suitable constant θ > 0 if α > 0 is large enough. For example, if α = NM+1
β
, then
θ = NM+1
β
e−
NM+1
β
d would do.
Now ﬁx δ > 0 and by the divergence theorem one has
∫
Ω
div
(
A(x)∇w)(u2 + δ) p2 dx= −p
∫
Ω
〈
A(x)∇w,∇u〉u(u2 + δ) p2 −1 dx
+
∫
∂Ω
〈
A(x)∇w,∇w〉(u2 + δ) p2 dσ , (12)
where dσ is the surface measure on ∂Ω . By the dominated convergence theorem, one can pass to
the limit as δ → 0 in (12) since Ω is bounded and all of the functions present are pointwise bounded
on Ω , uniformly in δ. Moreover, since u ≡ 0 on ∂Ω , one obtains
0
∫
div
(
A(x)∇w)|u|p dx= −p
∫ 〈
A(x)∇w,∇u〉u|u|p−2 dx. (13)Ω Ω
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θ
∫
Ω
|u|p dx
∫
Ω
div
(
A(x)∇w)|u|p dx p
∫
Ω
∣∣〈A(x)∇w,∇u〉∣∣|u|p−1 dx
 p
∫
Ω
∣∣√A(x)∇w∣∣∣∣√A(x)∇u∣∣|u|p−1 dx. (14)
By the regularity of w and the boundedness of the coeﬃcients of the matrix A in Ω which satisﬁes
(2), we have
∣∣√A(x)∇w∣∣ k, x ∈ Ω, (15)
for a suitable positive constant k = k(‖A‖C0(Ω),α,d). Hence, by using Hölder’s inequality (14) be-
comes
θ
∫
Ω
|u|p dx pk
∫
Ω
∣∣√A(x)∇u∣∣|u|p−1 dx
 pk
(∫
Ω
〈
A(x)∇u,∇u〉 p2 dx
) 1
p
(∫
Ω
|u|p dx
) p−1
p
,
which then gives the desired result
(∫
Ω
|u|p dx
) 1
p
 Cp
(∫
Ω
〈
A(x)∇u,∇u〉 p2 dx
) 1
p
,
with Cp = pkθ > 0. 
With a similar argument as in the preceding theorem, one can prove the following Poincaré in-
equality for a suitable class of unbounded domains of RN provided that the coeﬃcients of A remain
bounded on Ω .
Theorem 2.2 (A Poincaré inequality for unbounded domains). Let 1  p < +∞ and Ω ⊂ RN a (possibly
unbounded) domain be given. Assume that A(x) also satisﬁes supΩ |A(x)| < +∞ in addition to the conditions
stated above. Suppose that either
(i) there exists d > 0 such that Ω ⊂ {x ∈ Rn | |〈x, ξ〉RN | d},
or that
(ii) there exist d > 0, ν ∈ RN with |ν| = 1 such that Ω ⊂ {x ∈ Rn | |〈x, ν〉| d},
(iii) there exist R, λ ∈ R+ such that 〈ν, A(x)ν〉 λ > 0 on {x ∈ Rn | |〈x, ξ〉| > R}.
Then for every u ∈ C10 (Ω) one has
‖u‖Lp(Ω)  Cp
(∫
Ω
(〈
A(x)∇u,∇u〉RN )
p
2 dx
) 1
p
(16)
for a suitable constant Cp > 0, which is independent of u.
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will have ﬁnite inner radius inrad(Ω) = sup{r: ∃Br(x) ⊂ Ω}. This condition is known to yield Poincaré–
Sobolev inequalities on unbounded domains when A = I , the identity matrix (cf. Souplet [38], for
example). On the other hand, if Ω is unbounded in the uniformly elliptic direction, condition (ii) asks
for ﬁnite inner radius while condition (iii) is automatically satisﬁed if one can ﬁnd BR(0) ⊂ RN such
that L is uniformly elliptic on BcR(0) ∩ Ω .
Proof of Theorem 2.2. We want to deﬁne a vector ﬁeld F :Ω → RN such that one has Fi ∈ W 1,sloc (Ω)
for some s > 1 and for every i = 1, . . . ,N , and such that
div
(
A(x)F (x)
)
 θ > 0 almost everywhere in Ω, (17)
∣∣√A(x)F (x)∣∣ k almost everywhere in Ω (18)
for some positive constants θ,k. Then one can get the result by arguing as in the proof of Theorem 2.1,
substituting the vector ﬁeld F in place of ∇w and noticing that, once u ∈ C10 (Ω) is ﬁxed, all the
integrals in the proof are calculated on suppu ⊂ Ω , which is compact.
If condition (i) is fulﬁlled, then one can choose w(x) = eα〈x,ξ〉 and F (x) = ∇w(x) for every x ∈ Ω ,
with α > 0 large enough so that condition (17) is satisﬁed, in a similar way as it has been done in
the proof of Theorem 2.1. Condition (18) follows easily.
If conditions (ii) and (iii) hold, deﬁne for t ∈ [−d,d] the function
g(t) = 1
2d
(
π
4
− α
)2
t + π
4
+ α + 1
2
(
π
4
− α
)2
(19)
for a ﬁxed α ∈ (0, π4 ) to be chosen later. Then for every x ∈ Ω one has
π
4
<
π
4
+ α  g(〈x, ν〉) π
4
+ α +
(
π
4
− α
)2
<
π
2
.
Now consider the vector ﬁeld F : Ω → RN whose components are deﬁned by
Fi(x) =
{
eτ 〈x,ξ 〉ξi + ε tanμ(g(〈x, ν〉))νi for 〈x, ξ〉 R,
eτ Rξi + ε tanμ(g(〈x, ν〉))νi for 〈x, ξ〉 > R,
(20)
for i = 1, . . . ,N , with ε, τ ∈ R+ and μ > 1 to be chosen later.
Let M > 0 be a constant such that |D jaij(x)| M in Ω for every i, j = 1, . . . ,N . Now, in order to
obtain condition (17), one can choose
τ >
NM
β
,
then α close enough to π4
− so that the following inequalities are satisﬁed
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
2
tan
(
π
4
+ α
)
− NM
λ
 0,
2
1+ NMeτ R
λ
tan−μ−1
(
π
4
+ α
)
<
e−τ R(βτ − NM)
2NM
tan−μ
(
π
4
+ α +
(
π
4
− α
)2)
.
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μ 2d
(
π
4
− α
)−2
+ 1
and ﬁnally ε > 0 such that
2
1+ NMeτ R
λ
tan−μ−1
(
π
4
+ α
)
< ε <
e−τ R(βτ − NM)
2NM
tan−μ
(
π
4
+ α +
(
π
4
− α
)2)
.
Under these conditions, for almost every x ∈ Ω one can prove that div(A(x)F (x)) is greater than
or equal to
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(βτ − NM)e−τ R − NMε tanμ
(
π
4
+ α +
(
π
4
− α
)2)
 βτ − NM
2
e−τ R if
∣∣〈x, ξ〉∣∣< R,
λε tanμ−1
(
π
4
+ α
)
 λε if 〈x, ξ〉−R,
λε
2
tanμ+1
(
π
4
+ α
)
− NMeτ R  1 if 〈x, ξ〉 > R,
and thus inequality (17) is satisﬁed with θ := min{ βτ−NM2 e−τ R , λε,1} > 0. Condition (18) is easily
seen to hold with
k := sup
Ω
∣∣√A(x)∣∣
(
eτ R + ε tanμ
(
π
4
+ α +
(
π
4
− α
)2))
.
Notice ﬁnally that, in either case, one has Fi ∈ W 1,sloc (Ω) ∩ C(Ω) for every s > 1 and for every
i = 1, . . . ,N .
Now, with a similar argument as in the proof of Theorem 2.1, one can conclude that inequality
(16) holds with Cp = pkθ > 0. 
3. Weighted Sobolev spaces
In this section we will introduce the functional setting where we will study existence and unique-
ness results for the Dirichlet problem on bounded domains of RN and a maximum principle for weak
solutions of partial differential inequalities compatible with this solvability theory for degenerate el-
liptic linear operators L of the form (1) satisfying the conditions (2)–(5) placed on the principal part
whose coeﬃcient matrix A is used to deﬁne our weighted spaces.
3.1. The spaces H1,A(Ω) and H1,A0 (Ω)
Deﬁnition 3.1. Given A as above and Ω ⊂ Rn .
(i) We denote by V A(Ω) the set of functions u ∈ C1(Ω) such that
∫
Ω
u2 dx+
∫
Ω
〈
A(x)∇u,∇u〉dx < +∞
and deﬁne H1,A(Ω) as the completion of V A(Ω) with respect to the norm
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(∫
Ω
u2 dx+
∫
Ω
〈
A(x)∇u,∇u〉dx
) 1
2
= (‖u‖2L2(Ω) +
∥∥|√A∇u|∥∥2L2(Ω))
1
2 . (21)
(ii) We deﬁne H1,A0 (Ω) as the completion of C10 (Ω) with respect to the norm
‖u‖H1,A0 (Ω) :=
(∫
Ω
〈
A(x)∇u,∇u〉dx
) 1
2
= ∥∥|√A∇u|∥∥L2(Ω). (22)
By construction, H1,A(Ω) and H1,A0 (Ω) are Banach spaces. That ‖ · ‖H1,A(Ω) is indeed a norm on
V A(Ω) follows from (3) and the continuity of {aij} in (2), while the symmetry assumption in (2)
allows for the second expression in (21). On the other hand, the Poincaré inequality in Theorem 2.1
shows that ‖ · ‖H1,A0 (Ω) gives a norm on C
1
0 (Ω) ⊂ V A(Ω), which is equivalent to the norm ‖ · ‖H1,A(Ω)
and hence one exploits the additional hypotheses (4), (5), and D jaij ∈ L∞(Ω) of (2).
Similarly, H1,A(Ω) and H1,A0 (Ω) are Hilbert spaces since the symmetry of A means that the norms
(21) and (22) are induced by the inner products
〈u, v〉H1,A(Ω) :=
∫
Ω
uv dx+
∫
Ω
〈
A(x)∇u,∇v〉dx
and
〈u, v〉H1,A0 (Ω) :=
∫
Ω
〈
A(x)∇u,∇v〉dx,
which are well deﬁned on V A(Ω) and C10 (Ω) respectively.
Remark 3.2. When A = I is the identity matrix, the principal part of the operator L we are con-
sidering is the Laplace operator , and the spaces H1,A(Ω) and H1,A0 (Ω), which we introduced in
Deﬁnition 3.1, are the classical Sobolev spaces H1(Ω) and H10(Ω), respectively. We refer to [1,11],
and [24] for a thorough study of the classical setting of spaces without weights and uniformly elliptic
equations. Moreover, these references contain the classical proofs of many of the elementary facts
which are merely stated for our weighted context in the remainder of this paper.
Since H1,A(Ω) and H1,A0 (Ω) are deﬁned as completions, managing them is facilitated by a suitable
representation theory. In particular, we recall that elements are given as equivalence classes u = [{un}]
of Cauchy sequences in V A(Ω) and C10 (Ω) with respect to their relative norms where the equivalence
relation is {un} ∼ {vn} if ‖un − vn‖ → 0 and the norm of u is deﬁned by ‖u‖ = limn→+∞ ‖un‖, a limit
of norms calculated along a Cauchy sequence representative. The normed spaces V A(Ω) or C10 (Ω) are
isometrically embedded as a dense subspace of the completion by sending an element into a constant
sequence. Hence, a dense subset of H1,A(Ω) and H1,A0 (Ω) may be handled by selecting a suitable
(measurable) function to represent the class of u. The needed representation theorem will be the
central focus of the next subsection; however, a ﬁrst step is contained in part (ii) of the proposition
below on immersion properties. We will freely identify the space L2(Ω) of square integrable functions
with respect to the Lebesgue measure in a domain Ω with the completions with respect to the L2(Ω)
norm of C10 (Ω) and WA = {w ∈ C1(Ω):
∫
Ω
w2 dx < +∞} since all three spaces are isometrically
isomorphic.
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(i) H1,A0 (Ω) is a subspace of H
1,A(Ω) and one has the following equivalence of norms
(
C2P + 1
)−1/2‖u‖H1,A(Ω)  ‖u‖H1,A0 (Ω)  ‖u‖H1,A(Ω), u ∈ H1,A0 (Ω). (23)
(ii) The spaces H1,A(Ω), H1,A0 (Ω) are continuously immersed into L
2(Ω); that is, any Cauchy sequence in
(V A(Ω),‖ · ‖H1,A(Ω)), (C10 (Ω),‖ · ‖H1,A0 (Ω)) is a Cauchy sequence in (WA(Ω),‖ · ‖L2(Ω)) and these in-
clusions pass to the relevant quotient spaces to give well deﬁned linear maps i, i0 such that
∥∥i(u)∥∥L2(Ω)  ‖u‖H1,A(Ω), u ∈ H1,A(Ω), (24)
and
∥∥i0(u)∥∥L2(Ω)  CP‖u‖H1,A0 (Ω), u ∈ H1,A0 (Ω). (25)
Proof. For part (i), one has (23) for each u ∈ C10 (Ω) ⊂ V A(Ω). In particular, Cauchy sequences
in C10 (Ω) with respect to the norm (22) are Cauchy sequences in V A(Ω) with respect to the
norm (21). This inclusion yields a well deﬁned and injective map i between the quotient spaces
since ‖un − vn‖H1,A0 (Ω) → 0 if and only if ‖un − vn‖H1,A(Ω) → 0. Hence we can identify i(u) with u.
Since the relative norms of u = [{un}] are deﬁned by ‖u‖ = limn→+∞ ‖un‖, the inequality (23) holds
on H1,A0 (Ω) as well.
For part (ii), given u = [{un}] ∈ H1,A(Ω), any representative {un} ⊂ V A(Ω) ⊂ WA(Ω) is also
a Cauchy sequence in the L2(Ω) norm since ‖un‖L2(Ω)  ‖un‖H1,A(Ω) holds trivially on V A . This
gives the stated inclusion which gives a well deﬁned map i on the quotient spaces since ‖un −
vn‖H1,A(Ω) → 0 implies that ‖un − vn‖L2(Ω) → 0. The map i satisﬁes (24) but need not be injective
since the L2(Ω) norm is weaker than the norm (21). The same argument together with the Poincaré
inequality (10) works for space H1,A0 (Ω). 
Before moving on to additional properties, we note that the inclusion in part (i) requires proof
since we have not deﬁned H1,A0 (Ω) as the closure of C10 (Ω) in H1,A(Ω), which is often done. We
also note that while part (ii) allows us to associate a unique L2(Ω) class u to each class [{un}] in
H1,A(Ω), H1,A0 (Ω), u alone does not determine [{un}]. By exploiting the hypotheses on A, we will
show in the next subsection that [{un}] is determined by u together with its weak quasi-gradient
∇∗u. This will also show that the immersions in part (ii) can be strengthened to give embeddings.
We close by recording the following restriction and extension properties, whose proof is standard.
Proposition 3.4. Given A as above and Ω ′ ⊂ Ω an inclusion of bounded domains in RN .
(i) The associated restriction operator R :C1(Ω) → C1(Ω ′) extends to a bounded linear operator from
H1,A(Ω) to H1,A(Ω ′) which satisﬁes
‖u|Ω′ ‖H1,A(Ω ′)  ‖u‖H1,A(Ω) ∀u ∈ H1,A(Ω). (26)
(ii) By deﬁning u to be zero on Ω \ Ω ′ one can extend any element u in H1,A0 (Ω ′) to obtain an element of
H1,A0 (Ω) such that
‖u‖H1,A0 (Ω ′) = ‖u‖H1,A0 (Ω) ∀u ∈ H
1,A
0 (Ω
′). (27)
D.D. Monticelli, K.R. Payne / J. Differential Equations 247 (2009) 1993–2026 2003We conclude by noting that this fact together with the monotone convergence theorem shows that
V A(Ω) =
{
u ∈ H1,A(Ω) which admits a C1(Ω) representative}.
With a slight abuse of notation one could write V A(Ω) = H1,A(Ω) ∩ C1(Ω).
3.2. Representation of elements in H1,A(Ω)
We now address the question of a suitable representation theory for the spaces H1,A(Ω) and
H1,A0 (Ω) deﬁned as the completion of the space of regular test functions, with respect to the norms
deﬁned in (21) and (22) respectively.
Theorem 3.5. Assume that the matrix A(x) satisﬁes (2)–(5). For every [{un}] ∈ H1,A(Ω) there exist unique
elements u ∈ L2(Ω) and U ∈ [L2(Ω)]N such that the following properties hold
(i) ‖un − u‖L2(Ω) → 0 and ‖
√
A∇un − U‖[L2(Ω)]N → 0,
(ii) [√A]−1U is the weak gradient of u in each open connected component of Ω \ Σ ,
(iii) if |[√A]−1| ∈ L2(Ω), then [√A]−1U is the weak gradient of u in Ω ,
(iv) one has
∥∥[{un}]∥∥2H1,A(Ω) = ‖u‖2L2(Ω) +
∥∥|U |∥∥2L2(Ω). (28)
Proof. Let [{un}] ∈ H1,A(Ω). The existence of a unique class u satisfying the ﬁrst part of (i) follows
from part (ii) of Proposition 3.3. Similarly, since {un} is a Cauchy sequence in (V A(Ω),‖ · ‖H1,A(Ω)),
one has that {√A∇un} is a Cauchy sequence in [L2(Ω)]N . Indeed, for every n, m ∈ N one has
‖√A∇un −
√
A∇um‖2[L2(Ω)]N =
∥∥|√A∇un − √A∇um|∥∥2L2(Ω)
=
∫
Ω
〈
A(x)∇(un − um),∇(un − um)
〉
dx
 ‖un − um‖2H1,A(Ω).
Hence there exists U ∈ [L2(Ω)]N such that
√
A∇un → U in
[
L2(Ω)
]N
as n → +∞. (29)
Moreover, if {un} ∼ {u˜n} then for each n ∈ N the associated U and U˜ ∈ [L2(Ω)]N satisfy
‖U − U˜‖[L2(Ω)]N  ‖U −
√
A∇un‖[L2(Ω)]N + ‖
√
A∇un −
√
A∇u˜n‖[L2(Ω)]N
+ ‖U˜ − √A∇u˜n‖[L2(Ω)]N
and hence the L2 class of U is independent of the representative Cauchy sequence in [{un}], which
completes part (i).
Since un ∈ C1(Ω), for every ϕ ∈ C∞0 (Ω) and every n ∈ N one has
∫
ϕ∇un dx= −
∫
un∇ϕ dx. (30)
Ω Ω
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−
∫
Ω
un∇ϕ dx→ −
∫
Ω
u∇ϕ dx for every ϕ ∈ C∞0 (Ω), (31)
while the convergence in Eq. (29) yields
∫
Ω
ϕ∇un dx=
∫
Ω
ϕ[√A]−1√A∇un dx→
∫
Ω
ϕ[√A]−1U dx (32)
for every ϕ ∈ C∞0 (Ω) such that |ϕ[
√
A]−1| ∈ L2(Ω). Combining (30), (31) and (32) then yields
∫
Ω
ϕ[√A]−1U dx= −
∫
Ω
u∇ϕ dx (33)
for every ϕ ∈ C∞0 (Ω) such that |ϕ[
√
A]−1| ∈ L2(Ω). Parts (ii) and (iii) of the theorem then immedi-
ately follow easily from the identity (33).
For part (iv), one uses the deﬁnition of the norm ‖[{u}]‖H1,A(Ω) and (29) and the L2-convergence
of the approximating sequence {un} to ﬁnd
∥∥[{u}]∥∥2H1,A(Ω) = limn→∞
(‖un‖2L2(Ω) +
∥∥|√A∇un|∥∥2L2(Ω))
= ‖u‖2L2(Ω) +
∥∥|U |∥∥2L2(Ω),
which is relation (28). Thus the proof is complete. 
Using this representation theorem, we have the following embedding theorem, as promised in the
previous section.
Corollary 3.6. Under the hypotheses of Theorem 3.5, if [{un}] ∈ H1,A(Ω) has its L2(Ω) class u = 0, then
U = 0 ∈ [L2(Ω)]N as well. In particular, the immersions i, i0 of Proposition 3.3 are embeddings.
Proof. Let {un} ⊂ V A(Ω) be a Cauchy sequence such that un → 0 in L2(Ω) and let U be the associated
limit in [L2(Ω)]N of √A∇un . For each connected component Ω ′ ⊂ Ω \ Σ , [
√
A]−1U is the weak
gradient ∇u of u, so for every ϕ ∈ C∞0 (Ω ′) one has
∫
Ω ′
ϕ[√A]−1U dx=
∫
Ω ′
ϕ∇u dx= −
∫
Ω ′
u∇ϕ dx= 0,
since u = 0 in L2(Ω ′). Hence [√A(x)]−1U (x) = 0 a.e. in Ω ′ . Finally, since √A(x) is non-singular on Ω ′
and Σ has measure zero, one has U (x) = 0 a.e. on Ω and hence U = 0 in [L2(Ω)]N . The embedding
claims for i, i0 now follow since (28) shows that the maps are injective. 
We note that from now on we will use the slight abuse of notation by using the same symbol u for
an element [{un}] ∈ H1,A(Ω), H1,A0 (Ω) as well as for the L2(Ω) class that it determines in accordance
with the Representation Theorem 3.5. Moreover, given the properties of the function U ∈ [L2(Ω)]N in
the theorem, we introduce the following deﬁnition.
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∇∗u := [√A]−1U ,
which is a vector valued function deﬁned almost everywhere on Ω .
Remark 3.8. Using this theorem, one has the following facts.
(i) If u ∈ H1,A(Ω) admits ﬁrst order weak derivatives in L1loc(Ω), then one has ∇∗u = ∇u a.e. in Ω ,
since Σ has zero Lebesgue measure.
(ii) With this notation, relation (28) becomes
‖u‖2H1,A(Ω) = ‖u‖2L2(Ω) +
∥∥|√A∇∗u|∥∥2L2(Ω)
=
∫
Ω
u2 dx+
∫
Ω
〈
A(x)∇∗u,∇∗u〉dx. (34)
(iii) In a similar way, for every u ∈ H1,A0 (Ω) one has
‖u‖2
H1,A0 (Ω)
= ∥∥|√A∇∗u|∥∥2L2(Ω)
=
∫
Ω
〈
A(x)∇∗u,∇∗u〉dx. (35)
(iv) We remark that, since ∇∗u agrees with the weak gradient ∇u in each connected component of
Ω \ Σ and since Σ has zero Lebesgue measure, one has ∇∗u = 0 a.e. on each level set of the
function u.
On the other hand, for the general class of matrix weights A we consider, an L1loc(Ω) weak gradient
everywhere on Ω may well not exist if one does not assume the condition on the square integrability
of the function |[√A]−1| in part (ii) of Theorem 3.5, as the following example shows. The example
also shows that a Sobolev space such as
W 1,A(Ω) = {u ∈ L2(Ω): ∃∇u ∈ L1loc(Ω) with |
√
A∇u| ∈ L2(Ω)} (36)
will not be complete, in general.
Example 3.9. Let Ω := [− 13 , 13 ] × [− 13 , 13 ] ⊂ R2, and for γ > 0 consider the operator
Lu := |x|2γ Dxxu + Dyyu in Ω.
Since
√
A(x, y) =
( |x|γ 0
0 1
)
one has |[√A(x, y)]−1| = |x|−γ ∈ L2(Ω) if and only if 0 < γ < 12 .
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u(x, y) = |x|α and un(x, y) =
(
x2 + 1
n
) α
2
.
Clearly {un}n∈N ⊂ H1,A(Ω) is a Cauchy sequence of smooth functions on Ω and un → u in L2(Ω)
since α > max{− 12 , 1−2γ2 }. Hence it follows that u ∈ H1,A(Ω) and that
un → u in H1,A(Ω).
However, for each (x, y) ∈ Ω with x = 0, one has ∇u(x, y) = (α|x|α−2x,0). Since α < 0 one has
α|x|α−2x /∈ L1loc(Ω). Thus the weak quasi-gradient ∇∗u(x, y) = (α|x|α−2x,0) is well deﬁned a.e. in Ω ,
but ∇∗u is not an L1loc(Ω) weak gradient on the whole of the domain Ω .
An analogous result can be obtained in the case γ = 12 , exploiting the functions
u(x, y) = (− ln |x|) 14 and un(x, y) =
(
−1
2
ln
(
x2 + 1
n
)) 1
4
.
Finally, notice that for every γ  12 , A satisﬁes all of the conditions (2)–(5) with β = 1 and ξ = (0,1),
while the boundedness of D1a11 fails for γ ∈ (0, 12 ).
We now turn our attention to the problem of establishing conditions under which the norm in
H1,A(Ω) or H1,A0 (Ω) can be calculated directly by the integral expression given (21) or (22) as op-
posed to calculating a limit of such expressions along a Cauchy sequence representative. To this end,
we denote by
F A(u) :=
(∫
Ω
u2 dx+
∫
Ω
〈
A(x)∇u,∇u〉dx
) 1
2
(37)
and
F A,0(u) :=
(∫
Ω
〈
A(x)∇u,∇u〉dx
) 1
2
(38)
the relevant functionals which are well deﬁned on V A(Ω) and C1(Ω) respectively as well as on the
space W 1,A(Ω) deﬁned by (36). Moreover, for any pair of functions w1,w2 ∈ W 1,1loc (Ω) one has the
triangle inequality
F A(w1 + w2) F A(w1) + F A(w2), (39)
with the left-hand side ﬁnite if the terms on the right-hand side are.
Our ﬁrst result in this direction concerns the classical Sobolev spaces without weights.
Proposition 3.10.
(i) If u ∈ H1(Ω), then u ∈ H1,A(Ω) and ‖u‖H1,A(Ω) = F A(u) with F A(u) given by (37).
(ii) If u ∈ H10(Ω), then u ∈ H1,A0 (Ω) and ‖u‖H1,A0 (Ω) = F A,0(u) with F A,0 given by (38).
D.D. Monticelli, K.R. Payne / J. Differential Equations 247 (2009) 1993–2026 2007Proof. For part (i), since the coeﬃcients of A are bounded, the functional F A is well deﬁned on
H1(Ω). In fact, there exists CA > 0 such that
F A(u) CA
(∫
Ω
u2 dx+
∫
Ω
〈∇u,∇u〉dx
) 1
2
= CA‖u‖H1(Ω) < +∞. (40)
Moreover, one knows that there exists {un} ⊂ V (Ω) = {v ∈ C1(Ω): ‖v‖H1(Ω) < +∞} for which
un → u in L2(Ω) and ∇un → ∇u in [L2(Ω)]N . Such a sequence is a Cauchy sequence in
(V A(Ω), F A(·)) by (40) and hence deﬁnes a class in H1,A(Ω). This class is determined by u ∈ L2(Ω)
and U ∈ [L2(Ω)]N where using the boundedness of A again yields
U = lim
n→+∞
√
A∇un =
√
A∇u in [L2(Ω)]N .
This combined with relation (28) yields
‖u‖2H1,A(Ω) = ‖u‖2L2(Ω) +
∥∥|U |∥∥2L2(Ω) = F 2A(u),
as desired.
The proof of part (ii) is analogous. 
We close this subsection with the following local version of Proposition 3.10 which will play a key
role in the next subsection.
Proposition 3.11. If u ∈ H1loc(Ω) satisﬁes F A(u) < +∞ then u ∈ H1,A(Ω) and ‖u‖H1,A(Ω) = F A(u) where
F A is the functional given by (37).
Proof. It suﬃces to prove the claim u ∈ H1,A(Ω). Indeed, given the claim, u ∈ H1loc(Ω) implies the
existence of a weak gradient ∇u ∈ [L2loc(Ω)]N ⊂ [L1loc(Ω)]N and hence by Remark 3.8 one has
‖u‖2H1,A(Ω) =
∫
Ω
(
u2 + 〈A∇∗u,∇∗u〉)dx=
∫
Ω\Σ
(
u2 + 〈A∇u,∇u〉)dx= F A(u)2.
To show that u ∈ H1,A(Ω), it suﬃces to construct v ∈ H1,A(Ω) such that u − v ∈ H1(Ω) since
the inclusion H1(Ω) ⊂ H1,A(Ω) of Proposition 3.10 then yields u = (u − v) + v ∈ H1,A(Ω). To con-
struct v we will exploit the standard procedure of localization and molliﬁcation, due to Friedrichs
[18], for showing the density of smooth functions in classical Sobolev spaces such as W 1,p(Ω). For
completeness we will give a sketch of the proof which follows the presentation in [24].
Step 1: Introduce a suitable partition of unity. Let {Ω j} j∈N be a monotone exhaustion of Ω by open
and relatively compact sets, i.e. satisfying Ω j  Ω j+1 for every j ∈ N and ⋃ j∈N Ω j = Ω . Then for
j ∈ N deﬁne Λ j = Ω j \ Ω j−2, with Ω0, Ω−1 being deﬁned as empty sets. Thus {Λ j} j∈N is a locally
ﬁnite, open covering of the domain Ω . Then, let {ψ j} j∈N be a partition of unity subordinate to the
covering {Λ j} j∈N , i.e.
• for every j ∈ N one has ψ j ∈ C∞0 (Ω) with suppψ j ⊂ Λ j and ψ j  0 in Ω ,• for every x ∈ Ω one has ∑ j∈N ψ j(x) = 1.
By construction, for every x ∈ Ω there exists an open neighborhood on which at most two of the
functions ψ j do not vanish identically.
2008 D.D. Monticelli, K.R. Payne / J. Differential Equations 247 (2009) 1993–2026Step 2: Construct v. For each j ∈ N one has ψ ju ∈ H10(Ω) and supp(ψ ju) ⊂ Λ j . We will deﬁne v as
a locally ﬁnite sum of molliﬁcations of these functions. More precisely, for any function w ∈ L1loc(Ω)
and any h > 0, let wh = ρh ∗ w represent the convolution of the function w with ρh ∈ C∞0 (RN ), the
standard spherically symmetric molliﬁer with support in B1(0).
Standard results in [11] and [24] allow one to aﬃrm the following. For an arbitrary ε > 0, one can
choose for every j ∈ N an h j > 0 satisfying
∥∥(ψ ju)h j − ψ ju∥∥H1(Ω)  εCA2 j for j ∈ N, (41)
0 < h j < dist(Ω j, ∂Ω j+1) for j ∈ N, (42)
0 < h j < dist(Ω j−3, ∂Ω j−2) if j  4, (43)
where the constant CA in inequality (41) comes from the inequality (40). One has (41) since ψ ju ∈
H10(Ω).
Writing v j = (ψ ju)h j , conditions (42) and (43) ensure that
supp(v j) ⊂ Ω j+1 \ Ω j−3 ∀ j  4. (44)
Using condition (44), one has that for each Ω ′  Ω , only a ﬁnite number of the v j do not vanish
identically. Hence v :=∑ j∈N v j is well deﬁned and belongs to C∞(Ω).
Step 3: Verify u − v ∈ H1(Ω) and v ∈ H1,A(Ω). For the ﬁrst claim, one has
‖u − v‖H1(Ω) =
∥∥∥∥
∑
j∈N
(ψ ju − v j)
∥∥∥∥
H1(Ω)

∑
j∈N
‖ψ ju − v j‖H1(Ω) 
ε
CA
. (45)
Hence u − v ∈ H1(Ω), as desired.
For the second claim, Proposition 3.10 then yields u − v ∈ H1,A(Ω) with
F A(u − v) = ‖u − v‖H1,A(Ω)  CA‖u − v‖H1(Ω)  ε. (46)
Now, since v is smooth, F A(v) is well deﬁned but perhaps inﬁnite. However, exploiting (39) and (46)
one has
F A(v) F A(v − u) + F A(u)
 ε + F A(u) < +∞. (47)
Hence v ∈ C∞(Ω) with F A(v) < +∞ and so v ∈ V A(Ω) ⊂ H1,A(Ω), as claimed. 
The following corollary for non-degenerate A is a simple consequence of Theorem 3.5 and Propo-
sition 3.11.
Corollary 3.12. If Σ ∩ Ω = ∅, then
H1,A(Ω) =
{
u ∈ H1loc(Ω)
∣∣∣
∫
Ω
u2 dx+
∫
Ω
〈
A(x)∇u,∇u〉dx < +∞
}
,
with norm ‖ · ‖H1,A(Ω) deﬁned by formula (21).
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In order to formulate the weak maximum principle for weak solutions in Section 5, we will need
the operations of taking the positive and negative parts of an element in our weighted Sobolev spaces.
For functions deﬁned almost everywhere on Ω , recall that the positive and negative parts are the
functions deﬁned by
u+(x) =max{u(x),0} and u−(x) =max{−u(x),0},
which then yields a notion of u± ∈ L2(Ω), after identifying functions which are equal almost every-
where. On the other hand, for u ∈ H1,A(Ω), H1,A0 (Ω), we start from the positive part of a Cauchy
sequence deﬁning u and ask if this sequence determines an element, called u+ , in H1,A(Ω), H1,A0 (Ω).
The answer is yes.
Theorem 3.13.
(i) If u ∈ H1,A(Ω), then u+ ∈ H1,A(Ω).
(ii) If u ∈ H1,A0 (Ω), then u+ ∈ H1,A0 (Ω).
Proof. For part (i), the proof proceeds in four steps.
Step 1: Pick representatives for u. Let u ∈ H1,A(Ω) be given together with its representative classes
u ∈ L2(Ω) and U ∈ [L2(Ω)]N such that ∇∗u = [√A]−1U in accordance with Theorem 3.5 and Deﬁni-
tion 3.7. One has the existence of a Cauchy sequence {un}n∈N ⊂ V A(Ω) such that
‖un − u‖L2(Ω) → 0,
∥∥|√A∇un − U |∥∥L2(Ω) → 0 for n → +∞. (48)
It is clear that u+,u+n ∈ L2(Ω) and that
u+n → u+ in L2(Ω) for n → +∞. (49)
Step 2: For each n ∈ N, u+n ∈ H1,A(Ω) and its H1,A(Ω) norm may be calculated via F A . Since un ∈
C1(Ω) ⊂ W 1,1loc (Ω), one also has that u+n ∈ C0(Ω) and there exists a weak gradient ∇u+n ∈ [L1loc(Ω)]N
such that
∇u+n =
{∇un if un > 0,
0 if un  0
(50)
(cf. Lemma 7.6 in [24], for example). Then, since un ∈ V A(Ω), one has F A(un) < +∞ and hence
F A(u+n ) < +∞. Indeed, one has
F A
(
u+n
)=
( ∫
{x∈Ω: un>0}
(
u+n
)2
dx+
∫
{x∈Ω: un>0}
〈
A(x)∇u+n ,∇u+n
〉
dx
)1/2

(∫
Ω
u2n dx+
∫
Ω
〈
A(x)∇un,∇un
〉
dx
)1/2
= F A(un) < +∞.
Furthermore, since un ∈ H1loc(Ω), one knows that u+n ∈ H1loc(Ω), by again using Lemma 7.6 of [24].
Now, applying Proposition 3.11 to u+n ∈ H1loc(Ω) with F A(u+n ) < +∞ yields u+n ∈ H1,A(Ω) and
∥∥u+n ∥∥H1,A(Ω) = F A(u+n ) F A(un) = ‖un‖H1,A(Ω) < +∞, (51)
as desired.
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by exploiting (51) and the fact that {un} is a Cauchy sequence, but the operation of taking positive
parts is not linear, so this does not follow automatically. However, one can show that a suitable
subsequence is Cauchy.
Step 3: {u+n }n∈N ⊂ H1,A(Ω) admits a subsequence {u+n j }n j∈N which is a Cauchy sequence for the H1,A(Ω)
norm. Starting from the sequence {un}n∈N ⊂ V A(Ω) which represents u, one can pass to a subse-
quence for which the convergence (48) is strengthened to
un j → u a.e. in Ω and in L2(Ω), (52)
√
A∇∗un j →
√
A∇∗u a.e. in Ω and in [L2(Ω)]N , (53)
where in (53) one also uses the fact that ∇∗un j (x) = ∇un j (x) for a.e. x ∈ Ω . Similarly one knows that
for a.e. x ∈ Ω
∇∗u+n j (x) = ∇u+n j (x) :=
{∇un j (x) if un j (x) > 0,
0 if un j (x) 0.
(54)
For x ∈ Ω , one deﬁnes the following candidate for the weak quasi-gradient of the positive part of u
V (x) :=
{∇∗u(x) if u(x) > 0,
0 if u(x) 0. (55)
Claim.
√
A∇∗u+n j →
√
AV in [L2(Ω)]N .
One ﬁrst shows that there is pointwise convergence almost everywhere by splitting into cases
on the basis of the sign of u(x) and using (52)–(55) together with the fact that ∇∗u(x) = 0 almost
everywhere on the set where u = 0 (cf. Remark 3.8, part (iv)). Then, the sequence of non-negative
integrable functions
f j :=
∣∣√A∇∗u+n j −
√
AV
∣∣2
converges to zero almost everywhere in Ω and admits a bounding sequence
f j(x) g j(x) := 2
(|√A∇∗un j |2 + |√A∇∗u|2)
of integrable functions such that
g j → g := 4|
√
A∇∗u|2 a.e. in Ω
and g j → g in L1(Ω), where one uses also the L2-convergence in (53). Hence, by a standard variant
of the dominated convergence theorem, the claim follows.
Using the claim, one has that {√A∇∗u+n j }n j∈N is a Cauchy sequence in [L2(Ω)]N . This, together
with (49), shows that {u+n j }n j∈N ⊂ H1,A(Ω) is also a Cauchy sequence. Indeed
∥∥u+n j − u+nk
∥∥2
H1,A(Ω) =
∥∥u+n j − u+nk
∥∥2
L2(Ω) +
∥∥∣∣√A∇∗u+n j −
√
A∇∗u+nk
∣∣∥∥2
L2(Ω)
by formula (34).
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plete, the Cauchy sequence {u+n j } determines an element u˜ ∈ H1,A(Ω) with ‖u˜ − u+n j‖H1,A(Ω) → 0 for
j → +∞. By Corollary 3.6, u˜ determines a unique element in L2(Ω), which must be u+ by (49).
Moreover, the weak quasi-gradient of u˜ is given ∇∗u˜ = [√A]−1U˜ , where of U˜ is the limit of √A∇u˜n
and [{u˜n}] ⊂ V A(Ω) is a Cauchy sequence representative of u˜. On connected components of Ω \ Σ ,
∇∗u˜ agrees with ∇u+ , the weak gradient of u+ . This element u˜ will be denoted by u+ . This completes
the proof of part (i).
For part (ii), the argument is essentially the same. The representation theorem also holds on the
subspace H1,A0 (Ω) and a Cauchy sequence {un} ⊂ C10 (Ω) representing u ∈ H1,A0 (Ω) is also Cauchy in
the L2(Ω) norm so that (49) holds. One then ﬁnds that {u+n j } ⊂ C10 (Ω)∩ H10(Ω) is a Cauchy sequence
in the H1,A0 (Ω) norm, which can be calculated via F A,0, and concludes that ‖u+ − u+n j‖H1,A0 (Ω) → 0
for j → +∞. 
For further use, we record the following corollaries of Theorem 3.13. The ﬁrst has the same proof
as the theorem.
Corollary 3.14.
(i) If u ∈ H1,A(Ω), then u− ∈ H1,A(Ω).
(ii) If u ∈ H1,A0 (Ω), then u− ∈ H1,A0 (Ω).
Corollary 3.15.
(i) If u ∈ H1,A(Ω), then
‖u‖2H1,A(Ω) = ‖u+‖2H1,A(Ω) + ‖u−‖2H1,A(Ω).
(ii) If u ∈ H1,A0 (Ω), then
‖u‖2
H1,A0 (Ω)
= ‖u+‖2
H1,A0 (Ω)
+ ‖u−‖2
H1,A0 (Ω)
.
Proof. Since the proofs of parts (i) and (ii) are similar, we give only the proof of part (i).
By Theorem 3.13 and Corollary 3.14, if u ∈ H1,A(Ω) then one has u± ∈ H1,A(Ω). Thus, in order to
obtain the desired result, it suﬃces to use Theorem 3.5, the explicit expression for ‖u‖H1,A(Ω) given
in Eq. (34), and the observation that
∇∗u+ =
{∇∗u if u > 0,
0 if u  0,
(56)
and
∇∗u− =
{∇∗u if u < 0,
0 if u  0.
 (57)
3.4. Density of smooth functions
As a ﬁnal consideration on the weighted Sobolev spaces H1,A(Ω) and H1,A0 (Ω), we note that,
while they are deﬁned as completions of functions with limited regularity, they can be approximated
by smooth functions. We assume, as always, the conditions (2)–(5) on A.
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(i) C∞0 (Ω) ⊂ H1,A0 (Ω) is dense.
(ii) C∞(Ω) ∩ H1,A(Ω) ⊂ H1,A(Ω) is dense.
Proof. For part (i), we ﬁx u ∈ H1,A0 (Ω) and ε > 0. Since H1,A0 (Ω) is the completion of C10 (Ω) with
respect to the ‖ · ‖H1,A0 (Ω) norm, there exists w ∈ C
1
0 (Ω) such that
‖u − w‖H1,A0 (Ω) < ε.
However, w ∈ C10 (Ω) ⊂ H10(Ω) and one knows that C∞0 (Ω) is dense in H10(Ω). Hence there exists
v ∈ C∞0 (Ω) such that
‖w − v‖H10(Ω) < ε.
These inequalities combined with Proposition 3.10 give the result. Indeed, one has
‖u − v‖H1,A0 (Ω)  ‖u − w‖H1,A0 (Ω) + ‖w − v‖H1,A0 (Ω)
< ε + CA‖w − v‖H10(Ω) < (1+ CA)ε,
where CA is the constant in (40).
For part (ii), let u ∈ H1,A(Ω) and ε > 0 be ﬁxed. There exists w ∈ V A(Ω) = C1(Ω)∩ H1,A(Ω) such
that
‖u − w‖H1,A(Ω) < ε.
One has w± ∈ C0(Ω) ∩ H1loc(Ω) ∩ H1,A(Ω), where one uses Theorem 3.13. Then, by using the proce-
dure of Proposition 3.10, one constructs v± ∈ C∞(Ω) with F A(v±) < +∞ such that
∥∥w± − v±∥∥H1,A = F A(w± − v±) ε.
By setting v := v+ − v− ∈ C∞(Ω) with F A(v) < +∞, one has v ∈ H1,A(Ω) and
‖u − v‖H1,A  ‖u − w‖H1,A(Ω) + ‖w+ − v+‖H1,A(Ω) + ‖w− − v−‖H1,A(Ω) < 3ε. 
4. Weak well-posedness of the Dirichlet problem
We are now ready to provide the solvability theory for weak solutions of second order linear
degenerate elliptic partial differential equations of the form
Lu := aij(x)Diju + bi(x)Diu + c(x)u = f (x) in Ω,
where Ω ⊂ RN is a bounded domain, f ∈ L2(Ω) and the matrix A(x) = [aij(x)] of the coeﬃcients of
the second order terms is assumed to satisfy the conditions (2)–(5).
To control the effect of the lower order terms b1(x), . . . ,bN (x), c(x), we will also make the follow-
ing assumptions:
c(x) ∈ L∞(Ω) (58)
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(√
A(x)
)−1
b˜(x) ∈ L∞(Ω,RN), (59)
where b˜(x) := (b˜1(x), . . . , b˜N (x)) is deﬁned by
b˜i(x) :=
(
D jaij(x) − bi(x)
)
for i = 1, . . . ,N. (60)
Remark 4.1.
(i) Condition (59) together with (2) implies that b(x) := (b1(x), . . . ,bN (x)) ∈ L∞(Ω,RN ). Indeed, for
almost every x ∈ Ω , one has
∣∣b˜(x)∣∣= ∣∣√A(x)(√A(x) )−1b˜(x)∣∣ ∣∣√A(x)∣∣∣∣(√A(x) )−1b˜(x)∣∣ C
for a suitable positive constant C , which is independent of x ∈ Ω . Hence b˜i(x) ∈ L∞(Ω) for every
i = 1, . . . ,N . Since we assumed that D jaij(x) is bounded on Ω for every i, j = 1, . . . ,N , we also
have
bi(x) =
(
D jaij(x) − b˜i(x)
) ∈ L∞(Ω) for every i = 1, . . . ,N.
(ii) If the matrix A(x) corresponds to a uniformly elliptic operator on the domain Ω , the condition
(59) is, in fact, equivalent to requiring b(x) ∈ L∞(Ω). Indeed, if there exists a constant λ > 0 such
that
〈
A(x)ξ , ξ
〉
RN  λ|ξ |2 ∀x ∈ Ω, ∀ξ ∈ RN ,
and if |bi(x)| is essentially bounded on Ω for every i = 1, . . . ,N , then for almost every x ∈ Ω one
has
∣∣b˜i(x)∣∣= ∣∣(D jaij(x) − bi(x))∣∣ ∣∣D jaij(x)∣∣+ ∣∣bi(x)∣∣ C in Ω
for every i = 1, . . . ,N , for some positive constant C and therefore
∣∣(√A(x) )−1b˜(x)∣∣ ∣∣(√A(x) )−1∣∣∣∣b˜(x)∣∣ 1√
λ
∣∣b˜(x)∣∣
√
N
λ
C .
In order to deﬁne the notion of weak solutions in H1,A(Ω) or H1,A0 (Ω), we will introduce
a suitable bilinear form associated to L. Under the given assumptions on the coeﬃcients, for
u, v ∈ V A(Ω) = C1(Ω) ∩ H1,A(Ω), we denote by
L(u, v) :=
∫
Ω
aij(x)DiuD j v +
(
D jaij(x) − bi(x)
)
Diuv − c(x)uv dx (61)
a well deﬁned bilinear map which satisﬁes
∣∣L(u, v)∣∣
∣∣∣∣
∫
Ω
〈
A(x)∇u,∇v〉dx
∣∣∣∣+
∣∣∣∣
∫
Ω
〈
b˜(x),∇u〉v dx
∣∣∣∣+
∣∣∣∣
∫
Ω
c(x)uv dx
∣∣∣∣
 ‖√A∇u‖L2‖
√
A∇v‖L2 +
∥∥(√A)−1 b˜∥∥L∞‖
√
A∇u‖L2‖v‖L2 + ‖c‖L∞‖u‖L2‖v‖L2
 ‖√A∇u‖L2‖
√
A∇v‖L2 + C1‖
√
A∇u‖L2‖v‖L2 + C2‖u‖L2‖v‖L2 , (62)
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H1,A(Ω), we can extend L to a continuous bilinear functional on H1,A(Ω)× H1,A(Ω), which satisﬁes
∣∣L(u, v)∣∣ (1+ C1 + C2)‖u‖H1,A(Ω)‖v‖H1,A(Ω) ∀u, v ∈ H1,A(Ω).
We will also denote by L such an extension, which can be calculated by the formula
L(u, v) =
∫
Ω
〈
A(x)∇∗u,∇∗v〉dx+
∫
Ω
〈
b˜(x),∇∗u〉v dx−
∫
Ω
c(x)uv dx, (63)
with respect to the Representation Theorem 3.5 and Deﬁnition 3.7.
Deﬁnition 4.2. Given any function f ∈ L2(Ω).
(i) A function u ∈ H1,A(Ω) will be called a weak solution of the equation Lu = f in Ω if
L(u, v) = −
∫
Ω
f v dx ∀v ∈ C10(Ω). (64)
(ii) A weak solution of the Dirichlet problem
{
Lu = f in Ω,
u = 0 on ∂Ω (65)
is a weak solution of the equation Lu = f in Ω such that u ∈ H1,A0 (Ω) ⊂ H1,A(Ω).
We note that by relation (62) and the Poincaré inequality (10) with p = 2, the form L is bilinear
and continuous also when restricted to H1,A(Ω)× H1,A0 (Ω). Hence, since C10 (Ω) is dense in H1,A0 (Ω),
the validity of relation (64) for every function v ∈ C10 (Ω) implies its validity for every v ∈ H1,A0 (Ω).
Remark 4.3. Any weak solution of the equation Lu = f in Ω which is suﬃciently regular, i.e. at
least in C2(Ω), satisﬁes the differential equation almost everywhere in the domain. Hence, if the
coeﬃcients b1(x), . . . ,bN (x) and c(x) of the lower order terms in the operator L and the function
f (x) are continuous on Ω , u is also a classical solution of the considered problem.
The following result on weak well-posedness for the Dirichlet problem with homogeneous bound-
ary conditions is a standard application of the Lax–Milgram theorem, but for completeness we will
also sketch the proof (cf. [24] for the classical uniformly elliptic case in Sobolev spaces without
weights).
Theorem 4.4. Let Ω be a bounded domain in RN and let the coeﬃcients A(x),b(x) and c(x) of L satisfy all of
the assumptions given at the beginning of the section; that is, (2)–(5), (59), and (58). Finally assume that
1− ∥∥(√A)−1b˜∥∥L∞(Ω)CP − C2P sup
Ω
c > 0, (66)
where CP > 0 denotes the best constant in the Poincaré inequality (10) with p = 2.
Then for any f ∈ L2(Ω) the Dirichlet problem (65) admits a unique weak solution u ∈ H1,A0 (Ω).
Remark 4.5. Notice that, in particular, condition (66) is satisﬁed if c(x) is suﬃciently large and nega-
tive on the domain Ω .
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L(u, v) = T v := −
∫
Ω
f v dx ∀v ∈ C10(Ω), (67)
it is enough to show that L(w, v), deﬁned by Eq. (61) for any w, v ∈ C10 (Ω), extends as a bounded
coercive bilinear form on H1,A0 (Ω) × H1,A0 (Ω) and that T extends as a continuous linear functional
on H1,A0 (Ω).
Relation (62) and the Poincaré inequality (10) with p = 2 show that the bilinear form L is contin-
uous also when restricted to H1,A0 (Ω) × H1,A0 (Ω), with
∣∣L(u, v)∣∣ (1+ C1CP + C2C2P )‖u‖H1,A0 (Ω)‖v‖H1,A0 (Ω) ∀u, v ∈ H1,A0 (Ω).
The linear map T clearly extends as a bounded linear functional T : H1,A0 (Ω) → R since by the
Poincaré inequality (10), one has
|T v| ‖ f ‖L2(Ω)‖v‖L2(Ω)  CP‖ f ‖L2(Ω)‖v‖H1,A0 (Ω) ∀v ∈ H
1,A
0 (Ω).
In order to apply the Lax–Milgram theorem, it remains only to show that the bilinear form L is
coercive on H1,A0 (Ω), i.e. that one can ﬁnd a positive constant α such that
L(w,w) α‖w‖2
H1,A0 (Ω)
∀w ∈ H1,A0 (Ω). (68)
There are two cases. First, if ‖(√A)−1b˜‖L∞(Ω) = 0, then, using Eq. (63), condition (59) and Young’s
inequality, for every ε > 0 one has
L(w,w) =
∫
Ω
〈
A(x)∇∗w,∇∗w〉dx+
∫
Ω
〈
b˜(x),∇∗w〉w dx−
∫
Ω
c(x)w2 dx
 ‖w‖2
H1,A0
−
(
ε‖w‖2
H1,A0
+ ‖(
√
A)−1 b˜‖2L∞
4ε
‖w‖2L2
)
− sup
Ω
c ‖w‖2L2 .
Then by the Poincaré inequality (10), with p = 2, one obtains
L(w,w)
[
1− ε −
(‖(√A)−1 b˜‖2L∞(Ω)
4ε
+ sup
Ω
c
)
C2P
]
‖w‖2
H1,A0 (Ω)
.
Choosing ε = ‖(√A)−1 b˜‖L∞(Ω)CP /2, in order to maximize the coeﬃcient of ‖w‖2
H1,A0 (Ω)
in the previ-
ous inequality, yields
L(w,w)
[
1− ∥∥(√A)−1b˜∥∥L∞(Ω)CP − C2P sup
Ω
c
]
‖w‖2
H1,A0 (Ω)
, (69)
which is the desired coercivity estimate (68) in the ﬁrst case with α > 0 by hypothesis (66). Direct
calculation shows that the estimate (69) also holds in the second case where ‖(√A)−1 b˜‖∞ = 0.
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to the problem (65) which also satisﬁes the estimate
‖u‖H1,A0 
CP
α
‖ f ‖L2 .  (70)
Remark 4.6. The estimate (70) shows that the solution map, which associates to each f ∈ L2(Ω)
the unique weak solution u ∈ H1,A0 (Ω) of the Dirichlet problem (65) with homogeneous boundary
conditions is a continuous linear map.
Treating non-homogeneous Dirichlet boundary conditions can be accomplished in the standard
way by reducing the problem to one with homogeneous boundary conditions. Again, for completeness
we will give the argument.
Deﬁnition 4.7. Let u, v ∈ H1,A(Ω). One says that u = v on ∂Ω if u − v ∈ H1,A0 (Ω).
Theorem 4.8. Assume that all of the hypotheses of Theorem 4.4 are satisﬁed. Then for every f ∈ L2(Ω) and
for every g ∈ H2(Ω) the problem
{
Lu = f in Ω,
u = g on ∂Ω (71)
admits a unique weak solution u ∈ H1,A(Ω).
Proof. The assumptions on the coeﬃcients of the operator L and on the function g ensure that
Lg = aij(x)Dij g + bi(x)Di g + c(x)g ∈ L2(Ω),
where we recall that condition (59) implies that b1(x), . . . ,bN (x) ∈ L∞(Ω). Moreover by Proposi-
tion 3.10, g ∈ H1,A(Ω), so the boundary condition makes sense.
Now let v ∈ H1,A0 (Ω) be the unique solution of the problem
{
Lv = f − Lg in Ω,
v = 0 on ∂Ω, (72)
and deﬁne u := v + g ∈ H1,A(Ω) which then solves (71). Indeed, u = g on ∂Ω, since u − g = v ∈
H1,A0 (Ω) and Lu = f in the sense of (64) since
L(u,ϕ) = L(v,ϕ) + L(g,ϕ)
= −
∫
Ω
( f − Lg)ϕ dx+
∫
Ω
(
aij Di gD jϕ + (D jaij − bi)Di gϕ − cgϕ
)
dx
= −
∫
Ω
f ϕ dx+
∫
Ω
Lgϕ dx−
∫
Ω
(aij Dij g + biDi g + cg)ϕ dx
= −
∫
f ϕ dx.Ω
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set w := u1 − u2. Then clearly
L(w,ϕ) = 0 ∀ϕ ∈ C10(Ω)
and
w = (u1 − g) − (u2 − g) ∈ H1,A0 (Ω).
Hence w is the (unique) solution in H1,A0 (Ω) to the homogeneous problem
{
Lw = 0 in Ω,
w = 0 on ∂Ω,
and by Theorem 4.4 one has w = 0 in H1,A0 (Ω). 
5. A weak maximum principle for weak solutions
We are now prepared to formulate and prove the maximum principle for weak solutions, which
is our principal aim. To this end, we ﬁrst give a few needed deﬁnitions. Since the operations of
taking positive and negative parts preserve the spaces H1,A(Ω) and H1,A0 (Ω), one has a natural order
relation in these spaces.
Deﬁnition 5.1. Let u, v ∈ H1,A(Ω). Then we will say
(i) u  0 in H1,A(Ω) if u = u+ in H1,A(Ω),
(ii) u  v in H1,A(Ω) if u − v  0 in H1,A(Ω).
One has the analogous deﬁnitions for u, v ∈ H1,A0 (Ω). Notice also that u  0 in H1,A(Ω) also
means that its L2(Ω) class consists of functions which are non-negative almost everywhere. Hence,
we will say u  0 almost everywhere in this sense. Next we need a suitable notion of weak solution
for partial differential inequalities.
Deﬁnition 5.2. A function u ∈ H1,A(Ω) is called a weak solution of the differential inequality Lu  f
( f , respectively) in Ω if
L(u, v) +
∫
Ω
f v dx 0 ( 0, respectively) ∀v ∈ C10(Ω), with v  0, (73)
such a u is also called a sub-solution (respectively super-solution) of the equation Lu = f .
Remark 5.3. The notion of solution expressed in (73) is, in fact, equivalent to the stronger notion
L(u, v) +
∫
Ω
f v dx 0 ( 0, respectively) ∀v ∈ H1,A0 (Ω), with v  0. (74)
Indeed, since L is continuous on H1,A(Ω) × H1,A0 (Ω), it suﬃces to show that v ∈ H1,A0 (Ω) with
v  0 can be written as the H1,A0 (Ω) limit of a sequence {ψn} of non-negative functions in C10 (Ω).
Using v = v+ in H1,A0 (Ω), Theorem 3.13 shows that ‖v+ − v+n j‖H1,A(Ω) → 0 for a suitable subsequence0
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v+n j ∈ H10(Ω) can then be approximated by ψn j ∈ C∞0 (Ω) with ψn j  0.
Finally, we need a suitable notion of inequalities and essential supremum, essential inﬁmum on
the boundary.
Deﬁnition 5.4. Let u, v ∈ H1,A(Ω). Then we will say
(i) u  0 on ∂Ω if u+ ∈ H1,A0 (Ω),
(ii) u  0 on ∂Ω if −u  0 on ∂Ω ,
(iii) u  v on ∂Ω if u − v  0 on ∂Ω ,
(iv) u = v on ∂Ω if u  v and v  u on ∂Ω ,
(v) sup∂Ω u := inf{k ∈ R | u  k on ∂Ω} and inf∂Ω u := − sup∂Ω(−u).
Remark 5.5. The deﬁnition of u = v on ∂Ω is equivalent to (u − v) ∈ H1,A0 (Ω) as given in Deﬁni-
tion 4.7.
The main result is the following maximum principle for weak solutions.
Theorem 5.6. Assume that all of the hypotheses of Theorem 4.4 are satisﬁed. Then if u ∈ H1,A(Ω) is a weak
solution of Lu  0 in Ω and if u  0 on ∂Ω , one has u  0 almost everywhere in Ω .
Proof. Using the relation (74) with v = u+ ∈ H1,A0 (Ω) yields
L(u,u+) 0. (75)
In terms of weak quasi-gradients, one can use Eq. (63) for the bilinear form and formula (56) for
∇∗u+ to ﬁnd
L(u,u+) =
∫
Ω
〈
A(x)∇∗u,∇∗u+〉dx+
∫
Ω
〈
b˜(x),∇∗u〉u+ dx−
∫
Ω
c(x)uu+ dx
= L(u+,u+).
However, the bilinear form L : H1,A0 (Ω) × H1,A0 (Ω) → R was shown to be coercive in Theorem 4.4
and hence
0 L(u+,u+) α‖u+‖2
H1,A0 (Ω)
, (76)
with α > 0 the constant given in (66). Hence u+ = 0 in H1,A0 (Ω) which then yields u+ = 0 almost
everywhere on Ω and hence u = −u−  0 almost everywhere. 
Corollary 5.7. Assume that all of the hypotheses of Theorem 4.4 are satisﬁed and that c(x) 0 almost every-
where in Ω . Then if u ∈ H1,A(Ω) is a weak solution of Lu  0 in Ω , one has
u  sup
∂Ω
u+
almost everywhere in Ω .
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with v  0 one has
L(u − k, v) =
∫
Ω
〈
A(x)∇∗(u − k),∇∗v〉dx+
∫
Ω
〈
b˜(x),∇∗(u − k)〉v dx−
∫
Ω
c(x)(u − k)v dx
=
∫
Ω
〈
A(x)∇∗u,∇∗v〉dx+
∫
Ω
〈
b˜(x),∇∗u〉v dx−
∫
Ω
c(x)uv dx+
∫
Ω
kc(x)v dx
= L(u, v) +
∫
Ω
kc(x)v dx 0,
i.e. L(u − k) 0 on Ω . Then by Theorem 5.6 one has
u − k 0 almost everywhere on Ω.
The conclusion now follows by letting k tend to sup∂Ω u
+ . 
6. Applications to transversally elliptic operators
In this section, we will consider a natural class of examples of degenerate elliptic equations with
a uniformly elliptic direction; namely, those for which the operator is elliptic in directions transversal
to a ﬁxed hyperplane in RN . Such equations have been fairly widely studied under various technical
assumptions on the coeﬃcients and hence we will also give a brief comparison with known results.
In all of the examples which follow, we split RN = Rm × Rn into factors, denote by z = (x, y) the
coordinates on the domain Ω ⊂ RN , and denote the corresponding co-vectors by ζ = (ξ,η) ∈ RN . Due
to this splitting, we will not use the summation convention in this section. We consider operators
with a block diagonal structure namely
L =
m∑
i, j=1
a1i j(x, y)Dxix j +
n∑
k,l=1
a2kl(x, y)Dyk yl +
m∑
i=1
b1i (x, y)Dxi +
n∑
k=1
b2k(x, y)Dyk + c(x, y), (77)
where the second order coeﬃcient matrices are symmetric and satisfy
A1 = [aij]m×m ∈ C0
(
Ω,Rm
2)
and A2 = [akl]n×n ∈ C0
(
Ω,Rn
2)
(78)
and the lower order terms satisfy
b1 = [b11, . . . ,b1m] ∈ L∞(Ω,Rm), b2 = [b21, . . . ,b2n] ∈ L∞(Ω,Rn), c ∈ L∞(Ω), (79)
with additional hypotheses to be given on the coeﬃcients b1,b2, c as needed. The form of L and the
associated weighted Sobolev spaces such as H1,A then depends on the choice of the matrices A1, A2
where we denote
A =
[
A1 0
0 A2
]
. (80)
A general class of transversally elliptic operators is given by the following example.
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〈
A˜1(x, y)ξ, ξ
〉
 β1|ξ |2, (x, y) ∈ Ω, ξ ∈ Rm, (81)〈
A2(x, y)η,η
〉
 β2|η|2, (x, y) ∈ Ω, η ∈ Rn, (82)
for some β1, β2 > 0 and
K ∈ C0(Rn,R), K  0, K (y) = 0 ⇔ y = 0, (83)
m∑
j=1
K Dx j a˜
1
i j ∈ L∞(Ω),
n∑
l=1
Dyla
2
kl ∈ L∞(Ω), i = 1, . . . ,m, k = 1, . . . ,n. (84)
Such operators are elliptic away from the degenerate hyperplane Σ = {(x, y) ∈ Ω: y = 0} and will
satisfy the uniform ellipticity condition (E)ζ for any direction ζ = (ξ,η) with |ζ | = 1 and η = 0 ∈ Rn;
that is, for any direction transversal to Σ . One has:
• the Poincaré inequality (Theorem 2.1) with respect to the block diagonal matrix (80) as well as
the version on unbounded domains (Theorem 2.2) provided that |A| ∈ L∞(Ω);
• the existence and uniqueness results (Theorems 4.4 and 4.8) as well as the weak maximum prin-
ciple (Theorem 5.6 and Corollary 5.7) provided that the lower order coeﬃcients b1,b2, c satisfy
(79) and the bounds (59) and (66).
We remark that one need not restrict oneself to having smooth coeﬃcients as do [7] and [3], nor
to having a divergence form structure as do [14,15], and [16], nor to operators which are a sum of
squares of vector ﬁelds, as do they all. Of course, by assuming more than what we do, one certainly
obtains more than Poincaré inequalities, weak maximum principles and existence and uniqueness re-
sults; for example, Harnack inequalities, Hölder regularity, hypoellipticity, and analytic hypoellipticity
have been obtained by these authors by exploiting the additional structures.
Other examples include operators whose principal part is given by a sum of squares of non-
necessarily smooth vector ﬁelds.
Example 6.2. Consider L of the form (77) with A2 = In×n the identity matrix and A1 = [λi] a diagonal
matrix satisfying (78) as well as
λi(x, y) 0, λi(x, y) = 0 ⇔ y = 0, i = 1, . . . ,m, (85)
Dx jλ j(x, y) ∈ L∞(Ω), j = 1, . . . ,m; (86)
that is
L =
m∑
i=1
λi(x, y)Dxixi + y +
m∑
i=1
b1i (x, y)Dxi +
n∑
k=1
b2k(x, y)Dyk + c(x, y), (87)
where the principal part is L2 =∑mi=1(√λi Dxi )2 +∑nk=1 D2yk .
Such operators also degenerate on the hyperplane Σ and satisfy the uniform ellipticity condition
(E)ζ for any direction ζ = (ξ,η) with |ζ | = 1 and η = 0 ∈ Rn . One has:
• the Poincaré inequality (Theorem 2.1) as well as the version on unbounded domains (Theo-
rem 2.2) if, in addition, λ j ∈ L∞(Ω);
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and 5.6 and Corollary 5.7) if, in addition the lower order terms satisfy (79), (59), and (66).
Such operators have been studied carefully by Franchi and Lanconelli [14,15] and Franchi and
Serapioni [16] under more restrictive hypotheses than what we use here. They require the operator
L to have divergence form so that b1 = b2 = 0 and require that the coeﬃcients λ j are even in the y
variables and satisfy a certain homogeneity property: ∃ρi j > 0 such that 0  xi Dxiλ j  ρi jλ j . Under
these additional conditions, they obtain a beautiful metric space structure generated by the vector
ﬁelds {λ j Dx j , Dyl : j = 1, . . . ,m, k = 1, . . . ,n} in which they prove Poincaré inequalities which also
support a family of weights, weak maximum principles, compactness results for Sobolev embeddings,
as well as Hölder regularity results. In addition, in [16] one can treat classes of equations which are
not uniformly elliptic in any direction, such as div[|(x, y)|α(|y|2γ ∇x,∇y)] with α,γ > 0.
As a ﬁnal example, we consider an operator of Grushin type.
Example 6.3. Consider L of the form (77) with A1 = K (y)Im×m and K satisfying (83) and A2 = In×n;
that is,
L = K (y)x + y +
m∑
i=1
b1i (x, y)Dxi +
n∑
k=1
b2k (x, y)Dyk + c(x, y). (88)
Such operators form an intermediary class between Examples 6.1 and 6.2 and one again has The-
orems 2.1, 2.2, 4.4, 4.8, and 5.6 and Corollary 5.7 under the aforementioned hypotheses on the lower
order coeﬃcients (79), (59), and (66), which, in this case, can be written as
K−1/2b1 ∈ L∞(Ω,Rm), b2 ∈ L∞(Ω,Rn), c ∈ L∞(Ω), (89)
1− ∥∥(K−1/2b1,b2)∥∥L∞(Ω,RN )CP − C2p sup
Ω
c > 0, (90)
where C2P is the best constant in the Poincaré inequality (10) with p = 2. This class is of particular
importance in the study of two dimensional compressible ﬂuid ﬂows near sonic speeds. For this
reason, one might call them of Chaplygin type in order to distinguish them from the case where the
degeneration factor K (y) falls on y , although such a terminology is also used in the mixed elliptic–
hyperbolic setting of transonic ﬂow when K changes sign across Σ . The important and well studied
special case involves the choice of K as a pure power of |y|, for which we introduce the following
notation for the principal part
Gγ = |y|2γ x + y, γ > 0, (91)
which is often called the Grushin operator and plays an important role in the analysis on the Heisen-
berg group when γ = 1 and has served as a model operator for the analysis on Carnot–Carathéodory
groups and in sub-Riemannian geometry as in numerous works by Franchi, Garofalo, Lanconelli, and
collaborators (cf. [4] for a general discussion and additional references). See also [19] for results on
unique continuation for such operators.
In the concrete case of L with Gγ as its principal part, we ﬁnish this section by sketching some
elements of its spectral theory which exploits the compactness results of [15,16] in the embedding
of the corresponding weighted Sobolev spaces H1,A(Ω) into L2(Ω) valid in this special case. Similar
considerations would hold for the general examples mentioned herein if one were able to extend
their compactness results to the corresponding H1,A spaces.
More precisely, we consider questions of the L2 spectral theory for the operator
L = Gγ +
m∑
b1i (x, y)Dxi +
n∑
b2k(x, y)Dyk + c(x, y), γ > 0, (92)
i=1 k=1
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ensure the validity of the Poincaré inequality Theorem 2.1, the solvability result Theorem 4.4, and the
weak maximum principle Theorem 5.6. That is, we assume (89), (90) with K (y) = |y|2γ .
Since the associated Sobolev spaces H1,A(Ω), H1,A0 (Ω) now depend only on the real parameter
γ > 0, we will denote such spaces by H1,γ (Ω), H1,γ0 (Ω), where the norms are given by
‖u‖
H
1,γ
0 (Ω)
=
(∫
Ω
(|y|2γ ∣∣∇xu(z)∣∣2 + ∣∣∇yu(z)∣∣2)dz
) 1
2
,
‖u‖H1,γ (Ω) =
(∫
Ω
(|y|2γ ∣∣∇xu(z)∣∣2 + ∣∣∇yu(z)∣∣2 + u2(z))dz
) 1
2
.
As already noted in Section 3, one has the obvious inclusions H1,γ0 (Ω) ⊂ H1,γ (Ω) ⊂ L2(Ω),
H10(Ω) ⊂ H1,γ0 (Ω) and H1(Ω) ⊂ H1,γ (Ω) where all of these embeddings are continuous. More im-
portantly the embedding
H1,γ0 (Ω) ⊂ L2(Ω) (93)
is compact, as follows from Theorem 4.6 in [16], for example. Hence, one has a well deﬁned solution
operator
S : L2(Ω) → H1,γ0 (Ω) ⊂ L2(Ω), (94)
which assigns the unique solution u = S f ∈ H1,γ0 (Ω) to each f ∈ L2(Ω). This linear operator is
bounded by the estimate (70) and compact by (93). In general, the operator is not self-adjoint, but it
will be if b1i = b2k = 0 for each i and k. As a result, the L2 spectrum of S (and hence L) will be discrete
and made up of eigenvalues of ﬁnite multiplicity. In the general case, the spectrum of S will be com-
plex with ﬁnite spectral radius r(S) and λ = 0 as the only possible accumulation point. By the weak
maximum principle, the operator T = −S will map the positive cone L2+(Ω) = { f ∈ L2(Ω): f  0}
into itself which opens the possibility of using Krein–Rutman theory to show the existence of a prin-
cipal eigenvalue λ0 for M = −L. For this purpose, we will also need a strong maximum principle for
elliptic subdomains Ω ′ ⊂ Ω \ Σ , and hence we will assume c  0 as well. One obtains the following
result.
Theorem 6.4. Assume that L is of the form (92) and satisﬁes (89), (90) with K (y) = |y|2γ as well as
c(x) 0, x ∈ Ω. (95)
Then
(a) there exists a positive eigenvalue λ0 > 0 for M = −L with an associated non-negative eigenfunction
0 u0 ∈ H1,γ0 (Ω),
(b) λ0 = inf{|λ|: λ ∈ σ(M)}.
If, in addition, Ω \ Σ consists of only one connected component, then
(c) λ0 is simple; that is, the eigenspace corresponding to λ0 is spanned by u0 ,
(d) λ0 is the only eigenvalue with a non-negative eigenfunction.
D.D. Monticelli, K.R. Payne / J. Differential Equations 247 (2009) 1993–2026 2023Proof. We will work directly on the compact inverse T ∈ L(L2(Ω)) to M = −L where an eigenvalue–
eigenfunction pair (μ, f ) ∈ C × L2(Ω) for T corresponds to a pair (λ,u) ∈ C × H1,γ (Ω) ⊂ C × L2(Ω)
for M with λ = μ−1 and f = Mu, u = T f .
Step 1: Existence of the principal eigenvalue. Assertions (a) and (b) will follow if we can show that T ,
which is compact and preserves the positive cone L2+(Ω), admits a non-zero element f ∈ L2+(Ω) and
ρ > 0
T f − ρ f  0 a.e. in Ω. (96)
This is a version of the Krein–Rutman theorem due to Birindelli (cf. Theorem 2.6 of [6]).
We choose f to satisfy
f ∈ C0(Ω), f  0 on Ω, ‖ f ‖L2(Ω) = 1, supp( f ) ⊂ Br(z0) ⊂ Ω \ Σ
with Br := Br(z0) any closed ball of radius r and center z0 = (x0, y0) with y0 = 0 contained in the
elliptic interior. There exists R > r such that such that
Br(z0) ⊂ BR(z0) ⊂ BR(z0) ⊂ Ω \ Σ.
Since v = T f ∈ H1,γ0 (Ω) is the unique weak solution to the Dirichlet problem for the equation−Lv = f we have v = T f  0 a.e. in Ω , by applying the weak minimum principle (i.e. the obvious
corollary to Theorem 5.6). Since f vanishes outside of Br(z0), the needed relation (96) holds a.e. in
Ω \ Br(z0) for any choice of ρ .
On BR := BR(z0), we have that v ∈ H1(BR) since the weight in the H1,γ norm vanishes only for
|y| = 0 and hence the weighted norm is equivalent to the H1 norm on BR . Moreover, on BR the
operator L satisﬁes the strong minimum principle for H1 solutions to Lv = − f  0 (cf. Theorem 8.19
of [24]) since it is uniformly elliptic there, has bounded measurable coeﬃcients and c  0. This means
that v , which is non-negative almost everywhere, must have a strictly positive essential inﬁmum on
Br because, if not, then
inf
Br
v = inf
BR
v = 0 (97)
and hence v ≡ 0 on BR since it must be constant by the strong minimum principle. The vanishing of
v on BR contradicts the fact that v is a weak solution in BR of the equation −Lv = f with f = 0 in
L2(BR). We then choose ρ > 0 to satisfy
ρ  inf
Br
v/
(
max
Br
f
)
(98)
and ﬁnd that the needed relation (96) holds almost everywhere on Br as well, which completes
parts (a) and (b) on the existence of a principal eigenvalue.
Step 2: Simplicity of the principal eigenvalue. In order to prove assertions (c) and (d), we will make
use of the following result (see Theorem 12.3 of [10] or Section V.5 of [37]): if T is compact, positive,
irreducible and acts on a Banach lattice B, then
(i) r(T ) is a pole of order one for the resolvent of T ;
(ii) r(T ) is an algebraically simple eigenvalue of T , the eigenspace of r(T ) is spanned by a quasi-interior
vector of L2+(Ω), and r(T ) is the only eigenvalue of T having a positive eigenfunction.
Hence parts (c) and (d) reduce to checking that we may apply this result.
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that this means that the natural partial ordering f  g is compatible with the vector space operations,
the elements inf{ f , g}, sup{ f , g} are well deﬁned, and ‖| f |‖ = ‖ f ‖ where | f | = f + + f − . In our
situation, B is also a Hilbert space, and hence an element f ∈ B = L2(Ω) is called a quasi-interior
vector of L2+(Ω) (denoted by f  0) if
( f ,ϕ)B > 0, ∀ϕ > 0 in B,
where ϕ > 0 has the obvious meaning that ϕ  0 but ϕ = 0.
To have T positive just means that T f  0 if f  0, which holds by the weak maximum principle.
Hence, we need only show that T is irreducible, which means that the operator is positive and
there exists μ > r(T ) for which the resolvent (μ− T )−1 is strongly positive; that is,
f > 0 ⇒ (μ− T )−1 f  0.
Using the resolvent formula (μ− T )−1 =∑∞k=0 μ−(k+1)T k , one knows that (μ− T )−1 will be strongly
positive for each μ > r(T ) if T itself is strongly positive.
Claim. T is strongly positive; that is,
∫
Ω
ϕT f dz > 0, ∀ f ,ϕ > 0 in L2(Ω), (99)
where T = M−1 .
We argue by contradiction, assuming that there exist f ,ϕ > 0 for which the integral in (99) van-
ishes (it is non-negative by the positivity of T ). Hence there exists a measurable subset E ⊂ Ω with
positive measure such that u = T f satisﬁes u = 0 almost everywhere on E . If we can show that u = 0
almost everywhere on Ω , then f = Mu > 0 in L2(Ω) yields a contradiction.
Since the degenerate hyperplane Σ has zero measure, E must have non-empty intersection with
the non-degeneracy set Ω \ Σ , which by hypothesis has only one connected component, which we
will denote by Ω1. Moreover, for each δ > 0 small enough E must have non-empty intersection with
every subset of the form
Ωδ1 =
{
z = (x, y) ∈ Ω1: |y| > δ
}
.
Hence u  0 realizes its non-negative inﬁmum on each Ωδ1 . As in step 1, we may then apply the strong
minimum principle to the uniformly elliptic equation Mu  0 on Ωδ1 to conclude that u must vanish
identically on Ωδ1 for each δ > 0. Since δ > 0 is arbitrary, we conclude that u = 0 almost everywhere
in Ω , a contradiction. This completes the proof of the simplicity and hence the theorem. 
Remark 6.5. Concerning Theorem 6.4, the proof exploited two additional ingredients not present in
the remainder of the paper; namely the compactness of the embedding H1,A0 (Ω) into L
2(Ω) and the
need for strong maximum principles for weak solutions.
1. For the existence of a principal eigenvalue, a suitable strong maximum principle for elliptic subdo-
mains is available in much more generality. On the other hand, the compactness of the embedding
remains an issue and perhaps merits further investigation. A general theorem on compactness in
the context of weighted spaces on homogeneous spaces can be found in [36].
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one connected component; in general, there could be countably many connected components. At
present, we do not have a suitable strong maximum principle for weak solutions on the entire
domain Ω which would allow us to propagate the vanishing of u from one connected component
to another. For classical solutions, a Hopf lemma has been developed for such a purpose in [33].
3. This technical hypothesis on the non-degeneracy set Ω \ Σ is satisﬁed, for example, for domains
where the degeneracy is only at the boundary or in cases of interior degeneracy if Σ is of suﬃ-
ciently large codimension.
Finally, we note that the interest in such a spectral result includes applications to multiplicity
results for nonlinear equations with L as principal part. In particular, for semilinear Grushin equations
most certainly there would be some multiplicity results via bifurcation from the principal eigenvalue.
We will not pursue that here but we note that it would be complementary to the investigation of
symmetry properties and non-existence results already carried out by the ﬁrst author in [31,33].
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