It is common that bias trends of long term precipitation data change over time due to various factors such as gauge relocation and changes in data processing methods. Temporal consistency of this error characteristic of precipitation data is as important as accuracy itself for reliable streamflow prediction with a hydrologic model. The main goal of this paper is to illustrate the detection and adverse effect of inconsistent precipitation data on distributed hydrologic model simulations over a mountainous basin in the Sierra Nevada Mountains of California. We used 1-h 4 km gridded precipitation time series intended for the second phase of the Distributed Model Intercomparison Project (DMIP-2), sponsored by the US National Weather Service (NWS). We present various analyses to investigate the consistency of an hourly gridded precipitation time series from October 1988 through September 2006. First, hourly gridded precipitation data were aggregated into monthly mean areal precipitation totals over the basin and compared with basin average totals derived from the Parameter-Elevation Regressions on Independent Slopes Model (PRISM) monthly values. Second, double mass analysis was preformed on several discrete locations within the basin using both the DMIP-2 gridded precipitation and PRISM data. In addition, we performed a statistical consistency test on the DMIP-2 time series. Both analyses lead to the conclusion that over the entire analysis time period a clear change in bias in the DMIP-2 data occurred in the beginning of 2003. Moreover, it was found that the PRISM data also exhibit some inconsistency. The inconsistency of two elevation zone mean area precipitation (MAP) time series computed from the DMIP-2 gridded precipitation fields was corrected by adjusting hourly values based on the result from double mass analysis. Model simulations using the adjusted MAP data are improved compared to simulations with the inconsistent MAP input data.
Introduction
Since any hydrologic model is an imperfect representation of the real world to varying degrees, calibration is an important part of modeling for reliable streamflow simulation and forecasting. During calibration, non-observable model parameters are automatically or manually adjusted using observed input (e.g. precipitation, air temperature) and output (streamflow) data in such a way as to achieve an optimal statistical and visual agreement between simulated and observed streamflow. Acquisition and quality control of historical time series of observed data are the first steps of the calibration process (e.g., Anderson, 2002; Smith et al., 2003) . Successful model calibration depends largely on the length and quality of the observation dataset. In the past, several studies have investigated the impact of the length of calibration period on model calibration and simulation results for a particular basin assuming that input forcing variables were error-free throughout the calibration and validation periods (Brath et al., 2004; Gan et al., 1997; Yapo et al., 1996) . Although those studies used models of various complexities (number of model parameters), types (lumped or distributed), and calibration processes (algorithms for automated calibration and objective function), the general consensus is that the length of calibration datasets should be long enough to encompass average, wet, and dry periods so as to expose the model to a wide range of hydrologic conditions. Thus the desirable calibration period length depends largely on the hydroclimatic conditions particular to the basin.
Among model input data, precipitation is arguably one of the most influential forcings for hydrologic simulation. At the same time, spatial fields of precipitation are perhaps the most challenging dataset to develop. This is particularly true in mountainous re-gions where spatial patterns of precipitation can be extremely heterogeneous. Sparse rain gauge networks make it nearly impossible to retrieve the true spatial distribution of precipitation. Bales et al. (2006) stated that strategic hydrologic instrumentation coupled with remote sensing and ground measurements, in addition to advanced modeling, is needed for complex terrain to retrieve hydrometeorological data useful for hydrologic predictions. At present, radar products from the Weather Surveillance Radar-1988 Doppler (WSR-88D) radars provide spatial patterns of precipitation over most parts of the nation (Crum and Alberty, 1993) . These data have been largely responsible for a resurgence in the development and implementation of distributed models. However, quantitative precipitation estimates (QPE) from radar contain errors, and the reduction of these errors relies on gauge measurements (Fulton et al., 1998; Steiner et al., 1999) . With this in mind, radar-based estimates may not be reliable for complex terrain because of sparse gauge networks. In addition, radar products are susceptible to obstruction of radar signals by rugged topography and trees, thus degrading their range and accuracy (Warner et al., 2000; Westrick et al., 1999) . Snowfall rate estimates from radar signals have additional uncertainty due to the wide range of snowflake shapes and fall velocities (Rasmussen et al., 2003) .
Acknowledging such issues, on-going efforts toward improvement of radar QPE over complex terrain are being made through the National Oceanic and Atmospheric Administration (NOAA) Hydrometeorological Testbed (HMT) experiment around the North Fork of the American River Basin in California (e.g., Gourley et al., 2009; Matrosov, 2010; Matrosov et al., 2009 ). Despite such significant efforts, hydrologic modeling applications of radar products in mountainous areas may be hampered by insufficient dataset length for model calibration and validation processes, as well as changes in processing algorithms Xie et al., 2006; Young et al., 2000) . In light of the limitations of current radar-based precipitation estimates, especially in mountainous regions, perhaps the only reliable source for multi-year QPE datasets for hydrologic modeling is from gauge-based historical precipitation data.
When considering the value of long term precipitation datasets for model calibration and validation, whether they are point or gridded data, the key measures of data quality are accuracy and consistency. Gauge measurements of precipitation are often thought of as ''true values''; however, they always include measurement errors. In general, gauge measurements are likely to collectively underestimate the true value. If the magnitude of the measurement error is the same at every measurement, this dataset is consistent despite the presence of systematic errors in the dataset. There are a variety of well known systematic errors of gauge measurements which can contribute to the undercatch of precipitation including, but not limited to, the wind field disturbance around the gauge orifice, wetting losses due to water adhering to the gauge surface, evaporation of the water captured in the gauge occurring between the storm events and the timing of measurements, and the treatment of trace precipitation as zero (e.g., Adam and Lettenmaier, 2003; Legates, 1987; Sevruk, 1982) .
Underestimation is more severe in snowfall (Pan et al., 2003; Sheffield et al., 2003) . This large systematic error in gauge measurements of snowfall greatly hampers the simulation of streamflow and the water balance (Lohmann et al., 2004) . Although several studies quantified an adjustment factor to correct or reduce precipitation underestimates for a particular gauge type (Metcalfe et al., 1997; Yang et al., 1998b) , estimating the adjustment factor at every gauge requires a wide range of climate and historical gauge information for each gauge, which may not be available. The characteristics of such systematic and random errors can be altered over time due to gauge relocations, observation time changes, instrumentation changes, and changes in the surrounding landscape (Chang and Lee, 1974; Yang et al., 1998a) . This results in inconsistent time series data. In particular, data inconsistencies caused by gauge relocations become severe in mountainous regions due to the higher spatial variability of meteorological variables there as compared to flat regions (Hamlet and Lettenmaier, 2005) .
Recognizing that true precipitation values may never be known, the consistency of input data (i.e. consistent overestimation or underestimation relative to true values throughout the calibration and validation period) is as important as the accuracy of the data to model calibration and subsequent use of the calibrated model (Sutcliffe and Lazenby, 1990) . If precipitation data are inaccurate but the measurement error is consistent, the model calibration somewhat compensates for the systematic error by adjusting parameter values to produce reasonable simulations (Andréassian et al., 2001; Brath et al., 2004; Dawdy and Bergmann, 1969; Troutman, 1982 Troutman, , 1983 Xu and Vandewiele, 1994) . However, it has been noted calibration in the presence of severe errors in calibration data may result in parameter estimates that are biased or even physically unrealistic Troutman, 1985) . A model with biased parameters is likely to produce unreliable streamflow forecasts if the error in the input data used for subsequent simulations is not consistent with the calibration data or when the data falls outside of the range used for calibrations. On the other hand, calibrating hydrologic models with inconsistent calibration datasets within which the systematic error changes is difficult (Andréassian et al., 2001) .
The primary goal of this paper is to illustrate the significance of consistency in precipitation data for hydrologic modeling. While much research has investigated the impact of data quality on the efficacy of parameter calibration, we address this issue within the confines of analyzing historical gridded precipitation estimates used for distributed model calibration and simulation in regions of complex terrain. The streamflow simulation results presented here are from two mountainous basins used in the second phase of the Distributed Modeling Intercomparison Project (DMIP-2). DMIP-2 (and its predecessor DMIP-1) was initiated to guide the NWS in the use of distributed models for operational river and flash flood forecasting. As such, DMIP-1 and -2 are venues to evaluate the capability of a wide range of existing distributed hydrologic models forced with gridded precipitation data. Interested readers are referred to Smith et al. (2012a Smith et al. ( ,b, 2004 and Reed et al. (2004) for more information on the DMIP series of experiments.
The error consistency of gridded precipitation time series has received much less attention than the analysis of point gage data. To the best of our knowledge, the first to examine gridded precipitation data were Guentchev et al. (2010) , who performed several statistical tests to examine the homogeneity of annual gridded precipitation data over the Colorado River Basin. We explored similar approaches to analyze the temporal consistency of hourly gridded data on a monthly basis over a mountainous basin in the Sierra Nevada, California. The results implied a clear link between the timing of changes in streamflow simulation error pattern and precipitation data inconsistencies found in the analysis. Finally, we employed a simple method to correct the inconsistencies found in DMIP-2 precipitation data, and the error in the simulation with the corrected precipitation was examined using a lumped model. The results clearly illustrate the impact of consistency of precipitation data on the simulation results.
The remainder of this paper is organized as follows. Section 2 describes the background of DMIP, which motivated us to initiate this study. Section 3 gives an overview of the study basins and gridded precipitation analyzed in this study. Methods used to detect inconsistencies in the gridded QPE and the results are given in Section 4. In Section 5, a simple method is used to correct the data inconsistency to illustrate how consistency of the input pre-cipitation data affects hydrologic simulations. Finally a summary of this study and conclusions are provided in Section 6.
Background
Prompted by increasing end-user requests for new and finer space-time scale water resources products, and supported by the increasing availability of gridded datasets such as physiographic and climate data, the NWS Office of Hydrologic Development (OHD) is continuing to develop and deploy distributed hydrologic models for operational use. As part of its research and development effort, the NWS OHD organized the DMIP series of experiments to compare a wide range of distributed models developed at academic and research institutions around the world. The project has sought to test the hypothesis that distributed modeling using higher resolution data will produce more accurate streamflow simulations at basin outlets than a lumped hydrologic model . We have completed the first phase of DMIP (DMIP-1) that evaluated non-mountainous basins (Oklahoma and Arkansas, see special issue in the Journal of Hydrology, Vol. 298, 2004) . After DMIP-1, the NWS deployed an operational version of its research distributed hydrologic model in February of 2007 for river stage forecasting in non-snow portions of the United States. A description of the basic components of the OHD distributed model (OHD-DM) is given by Koren et al. (2004) .
In an attempt to expand the applicability of distributed modeling into more topographically complex areas of the United States, the scope of DMIP-1 was extended into a second phase (DMIP-2) covering mountainous western areas where hydrologic simulation is more challenging due to the complexity of topography, land cover, and other meteorological variables. During the planning of DMIP-2, there were no established methods to create hourly gridded QPE datasets for mountainous-area distributed hydrologic modeling outside of radar products, which are unreliable in mountainous and snowy regions. To support DMIP-2, hourly gridded precipitation data (hereafter DMIP-2 QPE) were generated from Water Year (WY)-1989 (WY is defined as a period from October 1st of the previous year through September 30th of a specified year) through WY-2005 using available gauge measurements in and around the DMIP-2 study basins (Moreda et al., 2006; Schaake et al., 2004) .
In the initial phases of DMIP-2, we tested the OHD-DM over two Sierra Nevada river basins -the North Fork of the American River (NFAR) and the East Fork of the Carson River Basin (EFCR) ( Fig. 1 ; Smith et al., 2009 ). The results revealed large errors in the streamflow simulation over the study period for the NFAR while the simulation for the EFCR produced a consistent trend in simulation bias (Fig. 2) . The simulations for NFAR are consistently underestimated until the end of WY-2002. The calibration period used in this simulation was from October 1988 through September 1997, the rest of the period was used as a validation period. A large underestimation seen in the beginning of 1995 is possibly caused by a recording malfunction at one of the nearby gauges where large rainfall amounts were erroneously recorded as zero during January 1995 (Peter Fickenscher, California-Nevada River Forecast Center -CNRFC, personal communication). Of more significance to hydrologic simulation is the abrupt change in the bias pattern from underestimation to overestimation around the beginning of 2003 for NFAR. A similar, though not as large, cumulative error trend was observed for some Oklahoma basins in DMIP-1. Reed et al. (2004) proposed that this trend change was related to upgrades in the algorithms used to generate radar-based QPE. Based on the DMIP-1 experience, we also suspected that the consistency of the DMIP-2 QPE data caused the changes in the error trend seen Fig. 2 . This motivated us to analyze the consistency of DMIP-2 QPE for both NFAR and EFCR over the periods that might affect simulation bias pattern. Note that in addition to the DMIP-2 QPE, gridded air temperature data is also necessary to run a snow model component in the OHD-DM. Errors in air temperature data affect snow accumulation amounts and rates of snowmelt, which likely lead to errors in timing of streamflow. Such errors were not as apparent in initial streamflow simulations; therefore in this study we focus on analyses of the precipitation data.
Study basins and precipitation data

Study basins
The NFAR and EFCR are located in the Sierra Nevada of California and Nevada (Fig. 1) . These basins are characterized by different hydrologic regimes due to their mean elevation and locations on either side of the Sierran divide (Simpson et al., 2004) .
The NFAR (drainage area 886 km 2 ) is located on the western, windward side of the Sierran divide. Due to its large elevation range (260-2600 m), precipitation is enhanced by orographic effects, with mean annual precipitation varying from 813 mm at Auburn (elev. 393 m. above m.s.l., ID 37 in Fig. 1 ) to 1651 mm at Blue Canyon (elev. 1676 m. above m.s.l., ID 2 in Fig. 1 ). Types of precipitation can be rain, snow, or a mixture of rain and snow depending on the altitude and types of storms (Lundquist et al., 2008) .
On the other hand, the EFCR (drainage area 714 km 2 ) is a high elevation basin, ranging from 1650 m to about 3400 m at the basin divide. The EFCR generally drains from south to north. Due to its high elevation, most of the precipitation occurs as snowfall.
Precipitation data
To evaluate the DMIP-2 QPE data, we used the monthly precipitation data from the Parameter-Elevation Regressions on Independent Slopes Model (PRISM; Daly et al., 1994) as a reference gridded precipitation dataset for comparison. The following subsections provide brief descriptions of gridding methodologies and source gauge data for these two datasets.
Monthly PRISM precipitation data
Detailed discussions of the PRISM interpolation techniques are beyond the scope of this paper, but can be found in several publications (e.g., Daly et al., 2002 Daly et al., , 2008 Daly et al., , 1994 . In this paper, a brief overview is provided instead.
One of the PRISM products (http://www.prism.oregonstate.edu/) is a monthly total precipitation accumulation at each 2.5-min (approximately 4 km) grid over the conterminous US, derived using linear regression between the gauge measurements and the elevation of the gauge taken from a digital elevation model (DEM). The monthly PRISM data is available from 1895 through current year. The PRISM technique attempts to account for topographic effects such as upslope precipitation enhancement and rain shadows on climate variables. The gauge measured precipitation data are supplied by various sources including the NWS Cooperative Observer Network (COOP), and the Natural Resources Conservation Service (NRCS) daily snow pack telemetry (SNOTEL) gauges. The precipitation-elevation regression equations are developed for each individual pixel using the data from gauges selected by a search window. PRISM also defines the topographic orientation derived from the digital elevation model (DEM) and includes only gauges located on slopes with the same orientation to account for local orographic effects. It should be noted that the PRISM methodology changed in the beginning of 1998. From 1895 to 1997 monthly climate data were produced retrospectively based on a 4 km DEM . From 1998 to the present, however, PRISM 1961-1990 mean monthly precipitation grids were used as a predictor in place of the DEM for the linear regression model (Wayne Gibson, PRISM Climate Group, Oregon State University, personal communication).
Initial 1-h DMIP-2 QPE data
The method for deriving the initial 1-h DMIP-2 gridded QPE was based on an inverse distance interpolation technique (Moreda et al., 2006; Schaake et al., 2004) to estimate precipitation at each 4 km Hydrologic Rainfall Analysis Project cell (HRAP; Reed and Maidment, 1999) , which is a grid coordinate system used operationally for NWS's river forecasting. In this method, the ratios of hourly gauge precipitation to the corresponding PRISM 30-year monthly climatology were interpolated instead of actual precipitation amount measured at the gauge. This approach attempts to account for climatological spatial patterns of precipitation from PRISM climatology grids during the corresponding month, but the interpolated values are predominantly affected by hourly gauge measurements. One-hour precipitation estimates at each grid box are computed by multiplying interpolated fractions of PRISM climatology by the corresponding PRISM pixel value. In addition, the optimal power of the distance between interpolating point and gauges for the weight was identified based on minimum root mean square error of precipitation estimates. Gauge data sources for the period from 1987 through 2006 are NRCS SNOTEL and NWS COOP daily and hourly gauges, which are common gauge data sources for PRISM data. Fig. 1 shows the DMIP QPE grid domain and the spatial distribution of all the gauges used for the DMIP-2 QPE generation around the NFAR and EFCR. At an hourly time step, the number of gauges that is used for interpolation varies due to missing data and discontinued or new gauge installations. Fig. 3 presents the history of each precipitation gauge within 50 km of the NFAR basin boundary. In Fig. 3 , each square represents a month in which observations were collected more than 80% of the time (i.e., more than 80% non-missing data). The history of individual precipitation stations near the NFAR reveals that several gauges (Gauge IDs 7, 43, 53 and 61) were discontinued during the analysis period whereas some other gauges had been reporting intermittently over the analysis period. We identified the Lake Spaulding COOP gauge (ID 58, NCDC gauge 04-4713) as being highly suspect, given its location just north of the NFAR boundary (see Fig. 1 ). Moreover, the Lake Spaulding gauge was discontinued in February 2003, corresponding to the abrupt change in the streamflow error trend shown in Fig. 2 This time-varying gauge network over the simulation period likely produced inconsistent gridded QPE data, which will be uncovered using a few consistency analyses presented in the following section.
Consistency analysis for gridded precipitation data
We performed various analyses to evaluate the consistency of the DMIP-2 QPE. These consist of simple comparisons with an Fig. 1 . Square symbols indicate months in which more than 80% of hourly or daily data in one month were reported as valid data for that month. The history for Gauge ID 58 -Lake Spaulding is denoted by black to highlight the measurement discontinuity. Labels on X-axis indicate January of each year. independent gridded dataset that is commonly available to the hydrologic community (i.e. PRISM), double mass analyses (DMA), and a statistical test. Unlike many climatological studies that investigated annual time series data at meteorological stations (e.g., Alexandersson, 1986; Lund and Reeves, 2002; Rasmussen, 2001) , our study analyzed gridded data on a monthly basis to correspond to the monthly PRISM data used herein as a reference.
Comparison of MAP time series
First, monthly basin-wide mean areal precipitation (MAP) time series were computed from hourly DMIP-2 QPE and monthly PRISM precipitation grids to make an overall assessment. As mentioned earlier, both datasets have similar grid sizes ($4 km) and use the same gauge data sources (NWS COOP and NRCS SNOTEL). However, the methodology of interpolation is different; therefore it is likely that there is a consistent difference in precipitation estimates. This analysis is not intended to prove which dataset is more accurate, but rather to evaluate the consistency of the two derived MAP time series. To investigate this, cumulative PRISM MAP values were subtracted from cumulative DMIP-2 MAP values at each monthly time step (Fig. 4) . As shown in the plot, the difference between the two datasets is consistent over the EFCR (i.e. the DMIP-2 MAP is consistently greater than PRISM MAP), indicated by the approximately constant upward slope in the plot. On the other hand, for NFAR, the DMIP-2 MAP produces an underestimation until the end of 2002 and then switches to overestimation. In addition, a discontinuity is seen around January 1995, which is coincident with the trend in cumulative error in streamflow simulation as seen in Fig. 2 . We repeated this MAP analysis with two elevation zones partitioned at the 1524 m contour line. These zones are used for lumped model operational river forecasting by the NWS, California Nevada River Forecast Center (CNRFC). The same consistency change in the difference of the two MAP time series was seen over the lower zone and upper zone in NFAR (not shown here).
Based on these results, we conclude that there is no major inconsistency in the DMIP-2 gridded QPE for EFCR relative to PRISM data. However, it is highly likely that DMIP-2 QPE for NFAR does contain inconsistencies, leading to the trends in streamflow simulation seen in Fig. 2 . Therefore the analyses and discussions in the rest of the paper are focused on the NFAR domain.
Double mass analysis
In order to evaluate the inconsistencies of the DMIP-2 QPE independently from PRISM, which might also contain inconsistencies due to the methodology change in 1997, we performed a double mass analysis (DMA) for a quick visual check of inconsistencies in the time series. DMA is a graphical tool traditionally used to detect inconsistencies in multi-year gauge data by comparing cumulative time series at one gauge to a 'reference' cumulative time series based on several nearby gauges (Chang and Lee, 1974; Kohler, 1949; Searcy and Hardison, 1960) . Bends or deflections in the double mass curve reflect changes in gauge catch characteristics that produce a data inconsistency at the suspected gauge. In contrast to a single gauge whose data acquisition is independent from the other gauges, an individual grid cell shares multiple gauges with other grid cells because of the spatial interpolation process. In other words, multiple neighboring cells may contain similar inconsistencies. However, the degree of inconsistency should vary from cell to cell. For gridded precipitation data generated based on an inverse distance technique like the DMIP-2 QPE, for example, cells that are farther from a suspect gauge are less affected than closer ones. To address this, we formed eight cell groups, each of which consists of four cells that might have a similar degree of inconsistency, to perform the double mass analysis for each cell group as shown in Fig. 5 .
For DMA, generating a consistent reference series is crucial for detecting inconsistencies in a series at a target location (i.e. cell group). In this study, four neighboring gauges were selected around NFAR (Gauge-IDs 13, 23, 52 and 54 in Figs. 1 and 3 ) to generate the reference time series. These gauges provide complete time series of daily or hourly precipitation values from WY-1989 to WY-2006. Each gauge time series was quality controlled by following the techniques used for NWS historical data analysis (Anderson, 2002; Smith et al., 2003) and then aggregated to monthly totals. The following formula (Beaulieu et al., 2008) was used to generate a monthly reference series R i for each target cell group
where n is the number of months from October 1988 to September 2006, q j is the correlation coefficient between monthly time series Jan89 Jan91 Jan93 Jan95 Jan97 Jan99 Jan01 Jan03 Jan05 at a target cell group and at a neighbor gauge series j, G ij is the monthly series of a neighbor gauge j, P is the mean of the monthly series at the target cell group, and G j is mean of the monthly series at the neighbor gauge j.
Precipitation in the Sierra Nevada exhibits strong seasonal patterns (e.g., Dettinger et al., 2004) . Much less precipitation occurs during the summer season than during the winter season, and zero precipitation is recorded during some summer months at some low elevation cells. We used only the data during winter months (October through May) because the inconsistency in the time series appears more clearly during the winter due to the greater amount of precipitation and subsequent influence on the hydrologic processes over the study area.
In this DMA, the cumulative MAP time series of each cell group was plotted against the cumulative reference series. The plots for DMIP-2 QPE and PRISM are shown in Figs. 6 and 7, respectively. To highlight any breaks in the slope, we plot the deviation of the accumulated four-cell group precipitation from the accumulation of the reference data as is done in NWS historical data analysis (Anderson, 2002; Smith et al., 2003) . A constant slope of the double mass curve indicates that the accumulation rate of a target cell group is consistent compared to the reference series. A change in the slope indicates a change in accumulation rate of a target cell group relative to the reference data, thus an inconsistency. In the DMA, each point in the curve corresponds to a particular time of the series (i.e. month). A visual inspection of the DMIP-2 QPE double mass curve reveals that a clear slope deflection occurs in higher elevation cell groups (cell groups -four through eight) in January 2003. This break in the slope indicates a severe inconsistency of the DMIP-2 QPE data: from 1988 to 2003, the accumulation slope is negative, while after 2003 the slope is positive compared to the reference series. This inconsistency is less severe for cell group three compared to the higher elevation cell groups, and there is no clear inconsistency found in the time series for cell groups one and two. Based on the timing of this deflection, it is concluded that the bias pattern change in streamflow simulation seen in Fig. 2 is associated with the DMIP-2 QPE inconsistency. Fig. 7 shows there is also some inconsistency in PRISM data. However, the PRISM data exhibits a different type of inconsistency than in the DMIP-2 QPE data. For all the cell groups except cell group one, the accumulation rate is approximately equal to the rate for the corresponding reference series until a certain time. Thereafter, the accumulation rate becomes less compared to the reference series. The timing and manner of this pattern changes from cell group to cell group. It does not appear that the breaks in double mass curves reflect the change in the PRISM technique in 1997.
Statistical tests
For more objective detection of inconsistencies in precipitation and other hydrometeorological time series, there are various statistical tests available. Several authors have presented comparative studies on the performance of statistical tests (e.g., Beaulieu et al., 2008; Buishand, 1982; Ducré-Robitaille et al., 2003; Sahin and Cigizoglu, 2010) . Statistical methods include relative tests such as the Bivariate test, which like DMA rely on a reference time series, and absolute tests including the Standard Normal Homogeneity Test (SNHT), the Sequential T test, the Sequential Wilcoxson test and the Bayesian method, which do not require a reference dataset. Many of these techniques are based on assumptions such as data normality, which is an obstacle in our case since monthly precipitation data do not follow a normal distribution (Beaulieu et al., 2008) . It is noted that most of the past studies about climate data consistency used annual time step datasets, which are assumed to be normally distributed (e.g., Ducré-Robitaille et al., 2003; Lund and Reeves, 2002) .
Following the SNHT test procedure demonstrated by Beaulieu et al. (2008) , we computed a time series of the ratio q i between the target and reference series on a monthly basis. This improves the normality of the time series data. A v square goodness of fit test (Wilks, 2005) was performed on the monthly ratio time series of DMIP-2 QPE for each cell group to assess the normality (Table 1) .
The p-value of the v square test statistic computed using the ratio time indicate the ratio series for all the cell group exhibits normality at 90% significance (the p-value greater than 0.1) while monthly precipitation time series do not fit a normal distribution well.
It is possible to perform several absolute tests given the normality of the ratio series. The objective of this study is not to evaluate the performance of various statistical tests for the gridded dataset used in this study. Rather, in this study, we use SNHT because of its simplicity and relatively good performance compared to other tests (Beaulieu et al., 2008) . In SNHT, the null hypothesis that a standardized anomaly time series (in this case, ratio series q i is standardized) follows a normal distribution with zero mean and a standard deviation of one is tested against the alternative hypothesis that there is shift in the mean. Using the ratio series, the weighted average series of the ratio T i is defined by, 
where q is mean of the ratio series, n is the sample size (in this case the number of time steps or 144), and s q is its standard deviation. The test statistic T 0 is defined as the maximum {T i }. If T 0 exceeds the critical value, which depends on sample size (Khaliq and Ouarda, 2007) , the null hypothesis will be rejected. Although DMA methods graphically indicated only one abrupt change in the error consistency in the time series, examination of the time series of the T statistic can quantify the degree of abrupt changes in the error consistencies at each time step throughout the time series.
The results of SNHT for the DMIP-2 QPE are shown in Fig. 8 . T 0 values for cell groups four, five, six and seven exceed the 99% level critical value of 12.6 for the sample size n of 144. The timing of T 0 also corresponds to the slope break point in the double mass curves (Fig. 6) . These results indicate a statistically significant inconsistency for these data around 2003. T 0 values for cell groups one, two, three, and eight also peak around beginning of 2003, although the values do not exceed the critical value. Unlike the T values from the DMIP-2 QPE data, T values computed with PRISM data exhibit much less distinct peaks in the time series (not shown). This is because the inconsistency in the PRISM data occurs more gradually as seen in the double mass curves of Fig. 7 . Therefore the timing of T 0 for the PRISM data is also difficult to determine.
Influence of precipitation data consistency on hydrologic simulation
To stress the importance of precipitation data consistency for the simulation of streamflow, hydrologic simulations were performed in a lumped mode using two MAP datasets: the DMIP-2 MAP mentioned in Section 4, which contains inconsistent bias and an 'adjusted' DMIP-2 MAP, in which the inconsistency was corrected. Zhang et al. (2010) described a method for correcting radar-based QPE bias on a cell-by-cell basis using PRISM monthly precipitation estimates. Since the PRISM estimates are subject to some inconsistencies for our study area shown in Fig. 7 , we decided to forgo the PRISM-based adjustments. Instead, 1-h DMIP-2 MAP time series defined for the two NFAR elevation zones were adjusted so that the double mass slope (i.e. ratio of DMIP-2 MAP accumulation rate to the rate for the reference data) from January 2003 onward matches the accumulation rate between October 1988 and January 2003. This double mass-based correction could be done per an individual grid cell. However, our goal here was not to correct the inconsistency of the DMIP-2 QPE gridded data, but to illustrate the effect of data consistencies on overall simulation results. In fact, we developed and successfully used an entirely new method to derive gridded QPE data for the DMIP 2 Sierra Nevada basins (Smith et al., 2010) . Our experience with lumped and distributed modeling in NFAR has shown that inconsistent QPE data leads to similar behavior in accumulated runoff Table 1 The p-value of test statistics obtained from v 2 distribution for monthly precipitation time series and time series of the ratio q i between monthly precipitation at cell group and reference gage precipitation R (Eq. (1)). The higher p-value indicates less likelihood that null hypothesis that the time series data are drawn from normal distribution is rejected. error for both modeling approaches. Therefore for simplicity, the lumped model was chosen over the distributed model for this illustration. Fig. 9 shows the double mass curve for the zonal MAPs computed with gridded DMIP-2 data as well as PRISM data. The same types of inconsistencies as in the finer spatial scale MAP series (i.e. MAP for eight cell groups) are observed for the DMIP-2 and PRISM MAPs. The adjustment factor (AF) to correct the DMIP-2 MAP inconsistency was computed as follows:
where B s:t is a slope of a double mass curve between sth and tth months, m is a month when a double mass break occurs, P i is monthly total at a target location (i.e. zonal MAP) during the ith month and R i is a monthly value in a reference series (see Eq.
(1)) during ith month. Each 1-h DMIP-2 MAP value after the mth month was multiplied by the value of AF. January 2003 is identified as the month containing the double mass break and AF values were computed for the lower and upper zones (0.82 and 0.92, respectively).
The lumped simulations are derived using the same snow and rainfall-runoff models as in the OHD-DM. The lumped model is run over the two elevation zones of NFAR instead of at each HRAP grid cell. The lumped model also requires a unit hydrograph to transform runoff depth to discharge whereas the OHD-DM utilizes a kinematic hillslope and channel routing scheme to route runoff volumes. Despite the difference in routing methods, the impact of inconsistent precipitation data on the simulation is presumed to be the same based on our past experience. The lumped model parameters used here were calibrated with 1-h DMIP-2 MAPs for the upper and lower zone as well as zonal mean areal temperature (MAT) data, which was also computed from 1-h gridded air temperature data generated for DMIP-2. The calibration period for the lumped models is from October 1988 through September 1997-therefore the model calibration was not affected by the data inconsistency identified in January 2003. Fig. 10 shows the time series of cumulative errors from the two lumped simulations, which were made with the same model parameters. As seen in Fig. 10 in the OHD-DM simulation seen in Fig. 2 . However, the simulation starts overestimating after January 2003, corresponding to the occurrence of the DMIP-2 QPE inconsistency. This drastic increase in error is the same behavior seen in Fig. 2 in the result from the OHD-DM. By contrast, an abrupt increase in error trend after January 2003 was not shown in the streamflow simulation with the corrected DMIP-2 MAPs (the second simulation).
Conclusions
Consistent long term QPE is important to simulation with hydrologic models such as the ones used operationally in NWS River Forecast Centers. Given the expanding operational use of distributed models, spatially distributed QPE time series for mountainous basins are essential. At least for now, such QPE products are based in large part on point gauge measurements.
We presented an approach to uncover the inconsistencies potentially contained in multi-year gridded datasets. We investigated the hourly gridded QPE from WY-1988 through 2006 generated via interpolation of gauge network data over the mountainous areas. Traditional DMA methods were applied to gridded data to identify inconsistencies. This simple technique is shown to be capable of detecting inconsistencies in gridded datasets at grid cell locations. In addition to DMA, one of the statistical tests, SNHT, was performed on the DMIP-2 QPE, showing a clear inconsistency in the same cell groups in the dataset and occurring at the same timing as indicated by DMA. Potentially, such statistical tests as well as DMA could be used to detect inconsistencies on a cell by cell basis objectively. Finally in order to illustrate the impact of input data consistency on hydrologic simulations, two streamflow simulations were made using the inconsistent and inconsistency-corrected MAP series. Not surprisingly, streamflow simulations based on the corrected input QPE data are more consistent and accurate than those based on the inconsistent QPE data. Although a lumped model was used for this discussion, the results and conclusions are assumed to be transferable to distributed hydrologic model simulation with gridded QPE. The methodology of adjustment for gridded precipitation data over complex terrain on a cell-by-cell basis still needs to be investigated. At a minimum, the generation of consistent gauge-based QPE grids requires following throughout the study period -(1) gauge observations that are consistent, (2) a gauge network that is stable, and (3) an effective technique to interpolate grid values from point observations. One of the plausible causes of the inconsistency in the initial DMIP-2 QPE is the discontinuation of one of the gauges closest to the NFAR. A possible solution to this problem is to generate complete and consistent time series at each station for the analysis period using historical data analysis such as the methods described in Smith et al. (2003) and Eischeid et al. (2000) . These complete and consistent station time series could then be spatially interpolated to form a gridded QPE dataset.
This quality control of gauge data is essential to the generation of long term consistent radar-based QPE as well. As in non-mountainous areas, radar-based QPE relies partly on gauge data to adjust radar-only QPE to generate multisensor precipitation estimates (Seo, 1998) . While radar-only QPE fields can posses more reasonable spatial variability than gauge-only gridded products, caution should be taken in merging radar QPE and gauge data over multi-year periods. As experienced in DMIP-2, where hourly gauge data was interpolated over the areas continuously for 20 years, frequent gauge network changes due to missing data, gauge relocation and discontinuation could adversely affect the radar based QPE. In addition, there are several studies to develop multi-year gridded datasets based on reanalyses using consistent hydrometeorological model simulations and other means (e.g., Nelson et al., 2010) . Temporally consistent forcing grids as well as the same model configuration throughout the modeling period are necessary to generate consistent hydrometeorological gridded outputs.
