Abstract. We study the phenomenon of increasing stability in the diffuse optical tomography (DOT). It is well-known that the DOT inverse problem is exponentially ill-posed. In this paper, we show that the ill-posedness decreases when we increase the frequency.
Introduction
In this paper, we study the diffuse optical tomography [7] . DOT is an medical imaging modality in which tissue is illuminated by near-infrared light from an array of sources, the multiply-scattered light which emerges is observed with an array of detectors, and then a model is used to infer the localized optical properties of the illuminated tissue. The most important current application of DOT are detecting tumors in the breast and imaging the brain. The more blood supply of tumors compared to surrounding tissue provides a target absorption inhomogeneity to image. A similar idea allows us to image bleeding in the brain. It is well-known that the DOT inverse problem is exponentially ill-posed or unstable [6] . The inverse problem is to recover coefficient of absorption and diffusion in the tissue from the boundary measurement of photon density. Let Ω ⊂ R n , n ≥ 3 be a bounded domain with smooth boundary. We assume that the propagation of light through this medium can be modeled by the diffusion approximation ∇ · γ∇u(x) + D(x)u(x) + k 2 u(x) = 0 in Ω, (1.1) where u describes the photon density in the medium, γ is the diffusion coefficient and D the absorption coefficient. We show that the stability increases as frequency k is growing.
A short paper [10] published by A. P. Calderón in 1980 motivated many developments in inverse problems, in particular in the construction of "complex geometrical optics" (CGO) solutions of partial differential equations to solve inverse problems. The problem that Calderón considered was whether one can determine the electrical conductivity of a medium by making voltage and current measurements at the boundary of the medium. This inverse method is known as Electrical Impedance Tomography (EIT). EIT arises not only in geophysical prospections (See [37] ) but also in medical imaging (See [15] , [17] and [24] ). We now describe more precisely the mathematical problem. Let Ω ⊂ R n be a bounded domain with smooth boundary. The electrical conductivity of Ω is represented by a bounded and positive function γ(x). The equation for the potential is given by
Given f ∈ H 1/2 (∂Ω) on the boundary, the potential u ∈ H 1 (Ω) solves the Dirichlet problem where ∂ ν u = ν · ∇u and ν is the unit outer normal to ∂Ω. The well-known inverse problem is to recover the conductivity γ from the boundary measurement Λ γ . The uniqueness issue for C 2 conductivities was first settled by Sylvester and Uhlmann [32] . Later, the regularity of conductivity was relaxed to 3/2 derivatives in some sense in [8] and [30] . Uniqueness for conductivities with conormal singularities in C 1,ε was shown in [13] . See [35] for the detailed development. Recently, Haberman and Tataru [18] extended the uniqueness result to C 1 conductivities or small in the W 1,∞ norm. A logarithmic stability estimate for conductivities was obtained by Alessandrini [1] . Then Mandache [27] showed that this estimate is optimal. For a review of stability issues in EIT see [3] . The logarithmic stability makes it difficult to design reliable reconstruction algorithms in practice since small errors in the data of the inverse problem result in large error in numerical reconstruction of physical properties of the medium. However, it has been observed numerically that the stability increases if one increases the frequency in some cases. These papers ( [4] , [5] , [16] , [21] , [22] , [29] ) rigorously demonstrated the increasing stability phenomena in different settings.
The outline of the paper is as follows. In section 2, we start with a more detailed description of the considered problem and main result. In section 3, we construct the complex geometrical optics solutions by following the idea of Haberman and Tataru [18] . Then we deduce a useful boundary integral estimate in section 4. The detailed proof of the main theorem is presented in section 5.
Main results
We assume that the diffusion coefficient γ ∈ C 1,ε (Ω), 0 < ε < 1 and the absorption coefficient D ∈ L ∞ (Ω). We consider the equation
with the Dirichlet boundary data
For real-valued γ, the Dirichlet problem (2.1), (2.2) might fail to exist and be unique, so that the Dirichlet-to-Neumann map is not well-defined. Then one can consider replace this map by the Cauchy data with naturally defined norm (see [29] ). We will assume that k is not a Dirichlet eigenvalue. Then Λ γ is a continuous linear operator from H 1/2 (∂Ω) into H −1/2 (∂Ω). We denote its operator norm by Λ γ * . Let v = √ γu. The equation (2.1) can be transformed into this Helmholtz type equation
where Q can be formally defined by
√ γ . Now we have the main result.
Theorem 2.1. Let Ω ⊂ R n , n ≥ 3 be a bounded domain with smooth boundary. Let M , δ and ε be real constants such that M > 1, 0 < δ < 1 and 0 < ε < 1. Suppose that
Assume that − log A ≥ 1. There exists a constant C such that if k ≥ 1, then we have the following stability estimates:
with 2s > n + 3 and C > 0 depends on n, s, ε, Ω and M . Remark 2.1. The estimate (2.4) consists of two parts-Lipschitz and logarithmic estimates. The logarithmic part decreases and the Lipschitz part becomes dominant when the frequency k is growing. In other words, the stability is increasing if k is large.
Complex geometrical optics solutions
We construct CGO solutions to (2.1) with less regular conductivities in this section. To deal with less regular conductivities γ, we adopt Bourgain-type spaces introduced by Haberman and Tataru in [18] .
Let ζ ∈ C n , n ≥ 3 and let p ζ denote the polynomial
which is the symbol of the operator ∆ ζ = ∆ + 2ζ · ∇. For any b ∈ R, we define spacesẊ
We will only use the cases where b ∈ {1/2, −1/2}. Note thatẊ
can be identified as the dual space ofẊ
ζ . One feature of these spaces is that the operator ∆ −1 ζ is a bounded linear operator fromẊ
Assume that the conductivity γ is in the space C 1,ε (Ω), 0 < ε < 1 with γ j C 1,ε (Ω) ≤ M and γ j (x) > 1/M . By Proposition 2.4 in [11] , there exist a ball B = B(0, R) with radius R > 0 and σ in C 1,ε (R n ) such that Ω ⊂ B, γ = σ| Ω and supp(σ − 1) ⊂ B. Now we use the same notation to express the conductivity γ ∈ C 1,ε (R n ) which satisfies
n . Moreover, we can also extend the coefficient k 2 + D by zero to R n \ Ω. Hence the equation (2.3) can be extended to R n in the following sense:
Suppose that the CGO solutions of (3.1) has the form v = e ζ·x (1 + ψ(x)) in R n with ζ ∈ C n satisfies ζ · ζ = 0. We define
. In order to construct CGO solutions for (3.1), the remainder ψ need to satisfy
with ζ · ζ = 0. The existence of ψ is proved in the following theorem.
Then there exists a positive constant C * depending only on n, Ω and M such that if
then there exists a unique solution ψ ∈Ẋ 1/2 ζ to the equation
satisfying the estimate
where C is independent of k.
Proof. By using the Neumann series argument (see [32] ), we can show the existence of ψ ∈Ẋ 1/2 ζ which satisfies
for |ζ| large enough and
The terms I 1 and I 3 are bounded by
by Corollary 2.1 in [18] . Here C is independent of k. Let Ψ be a smooth function in R n with support in the unit ball and Ψdx = 1. Define Ψ h = h −n Ψ(x/h) with h > 0. We consider
By Lemma 2.3 in [18] , we get
where the last inequality is based on the fact that γ ∈ C 1+ε (R n ). Let
where C depends on n, Ω and M . Let |ζ| ≥ C * k 2 with C * > 0 sufficiently large, we have
Hence the solution of (3.2) exists.
In order to show that the remainder ψ goes to zero as |ζ| → ∞, we need to have
If γ is smooth enough, one can prove
for ε ∈ (0, 1/2] and C is independent of ζ. However, (3.5) fails for less regular conductivities. Hence, Haberman and Tataru established the estimate Q Ẋ −1/2 ζ decays on average for some choices of ζ. Let r ≥ 0 and η ∈ S n−1 . We set
where τ > 0, β ∈ R n and η 1 ∈ S n−1 satisfy η 1 · β = η 1 · η = η · β = 0. The vector ζ is chosen so that ζ · ζ = 0 and |ζ| 2 = 2τ 2 . Then we have the following Lemma.
if λ is sufficiently large.
Proof. Let ϕ ∈ C ∞ 0 (R n ) and ϕ = 1 on B. By the definition of Q, for φ ∈Ẋ 1/2 ζ , we have
Note that the last inequality is obtained by using Lemma 2.2 in [18] . Thus,
with C depends on n, Ω and M . To estimate the second term of (3.6), we consider
We deduce
from Lemma 3.1 in [18] . Note that r = (1 + r 2 ) 1/2 . Summing up, we have
Taking h = λ −1/(2+2ε) , since 0 < ε < 1 and λ ≥ 1, we complete the proof.
A boundary integral estimate
In this section we derive a useful boundary integral estimate which is similar to Lemma 2.1 in [11] .
Lemma 4.1. Let γ j ∈ C 1,ε (R n ) be two given functions with positive lower bound and
Proof. Since γ 1 = γ 2 in R n \ B, applying integration by parts twice, we obtain that
where
which implies (4.1).
Proof of the main theorem
This section is devoted to the proof of Theorem 2.1. Let r ≥ 0 and η ∈ S n−1 . We pick two vectors β ∈ R n , η 1 ∈ S n−1 such that
The two vectors ζ l are chosen so that ζ l · ζ l = 0, ζ 1 + ζ 2 = −irη, |ζ l | 2 = 2τ 2 for l = 1, 2. By Theorem 3.1, if |ζ l | ≥ C * k 2 (C * is the constant given in Theorem 3.1), we can construct CGO solutions v l to the equation (3.1) with Q = Q l of the form
for l = 1, 2 . We plug CGO solutions v l into the left hand side of (4.1), then we have
by using Lemma 2.2 in [18] for j = 1, 2. Since γ j ∈ C 1,ε (R n ), by the operator norm (3.4) of m Q , we obtain
with τ > 1. Combining (4.1), (5.1), (5.2) and (5.3), it follows that
The estimate (2.6) in [11] gives
Moreover, the same arguments in [2] give
where C depends on n, Ω, ε and M . Thus
Recall that B = B(0, R) is a ball with radius R > 0. To show that
where |ζ l | ≥ 1 and C depends on n, Ω and M . First we compute
Using the fact that |ξ| 2 /2 ≤ |p ζ (ξ)| ≤ 3|ξ| 2 /2 when 4|ζ| ≤ |ξ|. We can deduce
By direct computation we deduce that
Summing up, we have
Integrating on both sides and using Hölder inequality, we have
By Lemma 3.2, we deduce
where τ ∈ [λ, 2λ] and τ > √ 2 −1 C * k 2 with k ≥ 1 . Denote that F (f ) the Fourier transformation of a function f . Then we have the following estimates.
Lemma 5.1. Let a 0 ≥ √ 2 −1 C * and k ≥ 1 where C * is the constant defined in Theorem 3.1. Then for r ≥ 0 and η ∈ S n−1 the following statements hold: if 0 ≤ r ≤ a 0 k α , then
where α ≥ 2. Here the constant C depends on n, Ω, ε and M .
Proof. We consider λ < τ < 2λ. If 0 ≤ r ≤ a 0 k α , then we take τ = a 0 k α in (5.7). On the other hand, we let τ = r when r ≥ √ 2 −1 C * k α . This completes the proof.
Proposition 5.2. Let 2s > n + 3. Then we have
where C depends on n, s, ε, Ω and M .
Proof. Let Q = Q 2 − Q 1 . Written in polar coordinates, we have that
where a 0 ≥ √ 2 −1 C * and T ≥ a 0 k α are parameters which will be chosen later. We estimate I 3 first. We get
where C depends on n, Ω and M . Thus, if k ≥ 1,
Hence,
with C depends on M and Ω. To estimate I 1 , we use (5.8) and 2s > n + 3 so that
Since 2s > n + 3, we can deduce that
Applying estimate (5.9), (5.13) and (5.14), we have
for 2s > n + 3. This completes the proof. Now we prove our main theorem. Proof of Theorem 2.1.
We consider the following two cases:
where a 0 ≥ √ 2 −1 C * and p > 0 are constants which will be determined later. We begin with the case (i). We choose T = p log 1 A , which is greater than or equal to a 0 k α by the condition (i). We want to show that there exists C 1 > 0 such that On the other hand, (5.17) is equivalent to
Note that log k α + log with α > 2. Moreover, for 2s > n + 3, n ≥ 3 and − log A ≥ 1, we get
Therefore, the estimate holds for some constant C depends on n, s, ε, Ω and M . The proof is completed.
