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Abstract
Multi-dimensional high-resolution parameter estimation is a fundamental problem in a variety
of array signal processing applications, including radar, mobile communications, multiple-input
multiple-output (MIMO) channel estimation, and biomedical imaging. The objective is to estimate
the frequency parameters of noise-corrupted multi-dimensional harmonics that are sampled on
a multi-dimensional grid. Among the proposed parameter estimation algorithms to solve this
problem, multi-dimensional (R-D) ESPRIT-type algorithms have been widely used due to their
computational efficiency and their simplicity. Their performance in various scenarios has been
objectively evaluated by means of an analytical performance assessment framework. Recently,
a relatively new class of parameter estimators based on sparse signal reconstruction has gained
popularity due to their robustness under challenging conditions such as a small sample size or strong
signal correlation. A common approach towards further improving the performance of parameter
estimation algorithms is to exploit prior knowledge on the structure of the signals. In this thesis,
we develop enhanced versions of R-D ESPRIT-type algorithms and the relatively new class of
sparsity-based parameter estimation algorithms by exploiting the multi-dimensional structure of
the signals and the statistical properties of strictly non-circular (NC) signals.
First, we derive analytical expressions for the gain from forward-backward averaging (FBA)
and tensor-based processing in R-D ESPRIT-type and R-D Tensor-ESPRIT-type algorithms for
the special case of two sources. This is accomplished by simplifying the generic analytical MSE
expressions from the performance analysis of R-D ESPRIT-type algorithms. The analytical ex-
pressions are analyzed in terms of the physical parameters, e.g., the number of sensors, the signal
correlation, and the source separation, to identify the scenarios for which the maximum gain or no
gain is achieved.
Second, we propose the generalized least squares (GLS) algorithm to solve the overdetermined
shift invariance equation in R-D ESPRIT-type algorithms. GLS directly incorporates the statistics
of the subspace estimation error into the shift invariance solution through its covariance matrix,
which is found via a first-order perturbation expansion. To objectively assess the estimation
accuracy, we derive performance analysis expressions for the mean square error (MSE) of GLS-
based ESPRIT-type algorithms, which are asymptotic in the effective SNR, i.e., the results become
exact for a high SNR or a small sample size. Based on the performance analysis, we show that the
simplified MSE expressions of GLS-based 1-D ESPRIT-type algorithms for a single source and two
sources can be transformed into the corresponding Crame´r-Rao bound (CRB) expressions, which
provide a lower limit on the estimation error. Thereby, ESPRIT-type algorithms can become
asymptotically efficient, i.e., they asymptotically achieve the CRB. Numerical simulations show
that this can also be the case for more than two sources.
vii
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In the third contribution, we derive matrix-based and tensor-based R-D NC ESPRIT-type al-
gorithms for multi-dimensional strictly non-circular signals, where R-D NC Tensor-ESPRIT-type
algorithms exploit both the multi-dimensional structure and the strictly non-circular structure
of the signals. Exploiting the NC signal structure by means of a preprocessing step leads to a
virtual doubling of the original sensor array, which provides an improved estimation accuracy
and doubles the number of resolvable signals. We derive an analytical performance analysis and
compute simplified MSE expressions for a single source and two sources. These expressions are
used to analytically compute the NC gain for these cases, which has so far only been studied via
Monte-Carlo simulations. Moreover, the NC gain is analyzed with respect to the rotation phase
separation and the correlation of the two signals to find the scenarios that provide the maximum
gain. We additionally consider spatial smoothing preprocessing for R-D ESPRIT-type algorithms,
which has been widely used to improve the estimation performance for highly correlated signals or
a small sample size. Once more, we derive performance analysis expressions for R-D ESPRIT-type
algorithms and their corresponding NC versions with spatial smoothing and derive the optimal
number of subarrays for spatial smoothing that minimizes the MSE for a single source.
In the next part, we focus on the relatively new concept of parameter estimation via sparse signal
reconstruction (SSR), in which the sparsity of the received signal power spectrum in the spatio-
temporal domain is exploited. We develop three NC SSR-based parameter estimation algorithms
for strictly non-circular sources and show that the benefits of exploiting the signals’ NC structure
can also be achieved via sparse reconstruction. We develop two grid-based NC SSR algorithms
with a low-complexity off-grid estimation procedure, and a gridless NC SSR algorithm based on
atomic norm minimization.
As the final contribution of this thesis, we derive the deterministic R-D NC CRB for strictly non-
circular sources, which serves as a benchmark for the presented R-D NC ESPRIT-type algorithms
and the NC SSR-based parameter estimation algorithms. We show for the special cases of, e.g.,
full coherence, a single snapshot, or a single strictly non-circular source, that the deterministic
R-D NC CRB reduces to the existing deterministic R-D CRB for arbitrary signals. Therefore, no
NC gain can be achieved in these cases. For the special case of two closely-spaced NC sources,
we simplify the NC CRB expression and compute the NC gain for two closely-spaced NC signals.
Finally, its behavior in terms of the physical parameters is studied to determine the parameter
settings that provide the largest NC gain.
viii
Zusammenfassung
Die hochauflo¨sende Parameterscha¨tzung fu¨r mehrdimensionale Signale findet Anwendung in vielen
Bereichen der Signalverarbeitung in Mehrantennensystemen. Zu den Anwendungsgebieten za¨hlen
beispielsweise Radar, die Mobilkommunikation, die Kanalscha¨tzung in multiple-input multiple-
output (MIMO)-Systemen und bildgebende Verfahren in der Biosignalverarbeitung. In letzter Zeit
sind eine Vielzahl von Algorithmen zur Parameterscha¨tzung entwickelt worden, deren Scha¨tzgu¨te
durch eine analytische Beschreibung der Leistungsfa¨higkeit objektiv bewertet werden kann. Eine
verbreitete Methode zur Verbesserung der Scha¨tzgenauigkeit von Parameterscha¨tzverfahren ist das
Ausnutzen von Vorwissen bezu¨glich der Signalstruktur. In dieser Arbeit werden mehrdimensionale
ESPRIT-Verfahren als Beispiel fu¨r Unterraum-basierte Verfahren entwickelt und analysiert, die
explizit die mehrdimensionale Signalstruktur mittels Tensorsignalverarbeitung ausnutzen und die
statistischen Eigenschaften von nicht-zirkula¨ren Signalen einbeziehen. Weiterhin werden neuartige
auf Signalrekonstruktion basierende Algorithmen vorgestellt, die die nicht-zirkula¨re Signalstruktur
bei der Rekonstruktion ausnutzen. Die vorgestellten Verfahren ermo¨glichen eine deutlich verbesser-
te Scha¨tzgu¨te und erho¨hen die Anzahl der auflo¨sbaren Signale. Die Vielzahl der Forschungsbeitra¨ge
in dieser Arbeit setzt sich aus verschiedenen Teilen zusammen.
Im ersten Teil wird die analytische Beschreibung der Leistungsfa¨higkeit von Matrix-basierten und
Tensor-basierten ESPRIT-Algorithmen betrachtet. Die Tensor-basierten Verfahren nutzen explizit
die mehrdimensionale Struktur der Daten aus. Es werden fu¨r beide Algorithmenarten vereinfachte
analytische Ausdru¨cke fu¨r den mittleren quadratischen Scha¨tzfehler fu¨r zwei Signalquellen hergelei-
tet, die lediglich von den physikalischen Parametern, wie zum Beispiel die Anzahl der Antennenele-
mente, das Signal-zu-Rausch-Verha¨ltnis, oder die Anzahl der Messungen, abha¨ngen. Ein Vergleich
dieser Ausdru¨cke ermo¨glicht die Berechnung einfacher Ausdru¨cke fu¨r den Scha¨tzgenauigkeitsgewinn
durch den forward-backward averaging (FBA)-Vorverarbeitungsschritt und die Tensorsignalverar-
beitung, die die analytische Abha¨ngigkeit von den physikalischen Parametern enthalten.
Im zweiten Teil entwickeln wir einen neuartigen general least squares (GLS)-Ansatz zur Lo¨sung
der Verschiebungs-Invarianz-Gleichung, die die Grundlage der ESPRIT-Algorithmen darstellt. Der
neue Lo¨sungsansatz beru¨cksichtigt die statistische Beschreibung des Scha¨tzfehlers bei der Unter-
raumscha¨tzung durch dessen Kovarianzmatrix und ermo¨glicht unter bestimmten Annahmen ei-
ne optimale Lo¨sung der Invarianz-Gleichung. Mittels einer Performanzanalyse der GLS-basierten
ESPRIT-Verfahren und der Vereinfachung der analytischen Ausdru¨cke fu¨r den Scha¨tzfehler fu¨r
eine Signalquelle und zwei zeitlich unkorrelierte Signalquellen wird gezeigt, dass die Crame´r-Rao-
Schranke, eine untere Schranke fu¨r die Varianz eines Scha¨tzers, erreicht werden kann.
Im na¨chsten Teil werden Matrix-basierte und Tensor-basierte ESPRIT-Algorithmen fu¨r nicht-
zirkula¨re Signale vorgestellt. Unter Ausnutzung der Signalstruktur gelingt es, die Scha¨tzgenauigkeit
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zu erho¨hen und die doppelte Anzahl an Quellen aufzulo¨sen. Dabei ermo¨glichen die vorgeschlagenen
Tensor-ESPRIT-Verfahren sogar die gleichzeitige Ausnutzung der mehrdimensionalen Signalstruk-
tur und der nicht-zirkula¨re Signalstruktur. Die Leistungsfa¨higkeit dieser Verfahren wird erneut
durch eine analytische Beschreibung objektiv bewertet und Spezialfa¨lle fu¨r eine und zwei Quellen
betrachtet. Es zeigt sich, dass fu¨r eine Quelle keinerlei Gewinn durch die nicht-zirkula¨re Struktur er-
zielt werden kann. Fu¨r zwei nicht-zirkula¨re Quellen werden vereinfachte Ausdru¨cke fu¨r den Gewinn
sowohl im Matrixfall also auch im Tensorfall hergeleitet und die Abha¨ngigkeit von den physikali-
schen Parametern analysiert. Sind die Signale stark korreliert oder ist die Anzahl der Messdaten
sehr gering, kann der spatial smoothing-Vorverarbeitungsschritt mit den verbesserten ESPRIT-
Verfahren kombiniert werden. Anhand der Performanzanalyse wird die Anzahl der Mittelungen
fu¨r das spatial smoothing-Verfahren analytisch fu¨r eine Quelle bestimmt, die den Scha¨tzfehler mi-
nimiert.
Der na¨chste Teil befasst sich mit einer vergleichsweise neuen Klasse von Parameterscha¨tzern, die
auf der Rekonstruktion u¨berlagerter du¨nnbesetzter Signale basiert. Als Vorteil gegenu¨ber den Al-
gorithmen, die eine Signalunterraumscha¨tzung voraussetzen, sind die Rekonstruktions-Verfahren
verha¨ltnisma¨ßig robust im Falle einer geringen Anzahl zeitlicher Messungen oder einer starken
Korrelation der Signale. In diesem Teil der vorliegenden Arbeit werden drei solcher Verfahren
entwickelt, die bei der Rekonstruktion zusa¨tzlich die nicht-zirkula¨re Signalstruktur ausnutzen. Da-
durch kann auch fu¨r diese Art von Verfahren eine ho¨here Scha¨tzgenauigkeit erreicht werden und
eine ho¨here Anzahl an Signalen rekonstruiert werden.
Im letzten Kapitel der Arbeit wird schließlich die Crame´r-Rao-Schranke fu¨r mehrdimensionale
nicht-zirkula¨re Signale hergeleitet. Sie stellt eine untere Schranke fu¨r den Scha¨tzfehler aller Algo-
rithmen dar, die speziell zur Ausnutzung dieser Signalstruktur entwickelt wurden. Im Vergleich
zur bekannten Crame´r-Rao-Schranke fu¨r beliebige Signale, zeigt sich, dass im Fall von zeitlich
koha¨renten Signalen, fu¨r einen Messvektor oder fu¨r nur eine Quelle, beide Schranken a¨quivalent
sind. In diesen Fa¨llen kann daher keine Verbesserung der Scha¨tzgu¨te erzielt werden. Zusa¨tzlich wird
die Crame´r-Rao-Schranke fu¨r zwei benachbarte nicht-zirkula¨re Signalquellen vereinfacht und der
maximal mo¨gliche Gewinn in Abha¨ngigkeit der physikalischen Parameter ermittelt. Dieser Aus-
druck gilt als Maßstab fu¨r den erzielbaren Gewinn durch die Anwendung der ESPRIT-Verfahren
fu¨r zwei nicht-zirkula¨re Signalquellen.
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1. Introduction and scope of the thesis
In the first chapter of this thesis, we start with a general introduction to multi-dimensional pa-
rameter estimation in Section 1.1. Then, we describe the goals of this thesis in Section 1.2 and
summarize the various contributions in Section 1.3. Finally, in Section 1.4, we introduce the
mathematical notation used throughout this thesis.
1.1. Introduction to multi-dimensional parameter estimation
The problem of multi-dimensional parameter estimation is of fundamental importance in a wide
range of signal processing related applications. Many real-world signals can be modeled as a linear
superposition (or linear mixture) of multi-dimensional harmonics (also sinusoids or exponentials),
which are separable across R dimensions. The crucial task of estimating the unknown frequency
parameters of a noise-corrupted mixture of harmonics sampled on a separable multi-dimensional
lattice is referred to as the harmonic retrieval problem [KAB83, AR88, SM05]. The underlying
mathematical model is described in Chapter 2. The multi-dimensional harmonic retrieval problem
arises in a broad variety of application fields. A prominent example is MIMO channel sounding
[ZHM+00, HTR04, GS05], where the multi-dimensional parameters are extracted from the sound-
ing measurements to construct a MIMO channel model [ZFDW00, SMB01]. In particular, it has
been shown that sampling the channels in multiple dimensions such as time, frequency, space, and
polarization, the multi-dimensional channel transfer function can be modeled by R-D harmonics
[HZN95, HN98, RHST01, HTR04]. Another important application is bistatic MIMO radar imag-
ing [JLL09, NS10], where the R-D harmonic retrieval problem arises due to the transmission of
multi-pulse signals in a bistatic antenna configuration. A related special case of R-D harmonic
retrieval is direction of arrival (DOA) estimation in the context of antenna array signal processing
[Van02]. For instance, if the array manifold is separable in two or more spatial dimensions, e.g.,
a uniform rectangular array or a uniform cubic array, and the antenna elements posses the same
complex beam pattern, the azimuth and elevation angles of incident signals from sources in the
far-field can be estimated [SK93]. Further applications in wireless communications include the ini-
tial synchronization in orthogonal frequency division multiple access (OFDMA) systems [LM15],
where the timing and frequency offsets of multiple users are estimated, and the localization of mul-
tiple frequency-hopped spread-spectrum signals in code division multiple access (CDMA)-based
systems [LSS02]. The R-D harmonic retrieval problem also occurs in biomedical signal process-
ing applications. For instance, in multi-dimensional nuclear magnetic resonance (NMR) spec-
troscopy [BL86, LRL98], where the protein structures are determined by estimating the frequency
and damping factors of damped harmonics for R = 2. Another biomedical application is the iden-
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tification and reconstruction of dipoles in biomagnetic inverse source problems [NSA06, NOH+07]
that occur in magnetoencephalography (MEG) and electroencephalography (EEG). Interestingly,
R-D harmonic retrieval is also found in image motion estimation, which plays an important role
in computer vision and in video communications [CGN98]. In all these various applications, the
signals can be modeled as a superposition of R-D complex exponentials or R-D damped (exponen-
tially decaying) complex exponentials in the case of NMR spectroscopy and therefore, the goal is
to estimate the frequency parameters (and damping factors), which are nonlinear functions of the
observed data.
The R-D harmonic retrieval problem can be addressed by either nonparametric or parametric
estimation techniques [SM05]. The nonparametric harmonic retrieval algorithms are based on
the discrete Fourier transform (DFT) and include the periodogram or beamforming as its spatial
equivalent. The benefit of nonparametric methods is that no model assumptions are made, i.e.,
they can estimate the entire spectrum of arbitrary signals. However, as a major disadvantage, their
resolution, i.e., the ability to resolve closely-spaced frequencies, is fundamentally limited by the
“Rayleigh” resolution limit. If the harmonics are sampled by M uniformly spaced sample points,
the resolution limit states that two frequencies that are closer than 2π/M cannot be resolved
[Sch91, Van02]. A higher spectral resolution can be achieved by parametric algorithms, which
are therefore often preferred to the nonparametric techniques. The parametric methods assume
that the signals satisfy a specific model with known basic functions, e.g., a linear superposition of
harmonics or a sparse linear mixture of very few components. Hence, instead of estimating the
entire spectrum, only the model parameters, i.e., the frequencies and amplitudes, are estimated.
By exploiting this prior knowledge, a significantly higher resolution can be attained.
The performance of high-resolution parameter estimation algorithms is often evaluated by com-
paring them to the Crame´r-Rao bound (CRB), which provides a lower limit on the estimation error
of any unbiased estimator [SM05]. Thus, it is desirable to develop parametric harmonic retrieval
algorithms, which achieve the CRB or perform as close to the CRB as possible. The literature
distinguishes between the deterministic (conditional) and stochastic (unconditional) CRBs derived
in [SN89] and [SLG01], respectively. Whereas the stochastic data assumption requires both the
signals and the noise to be complex Gaussian-distributed, the deterministic model assumes that
the signals are arbitrary non-random sequences while only the noise follows a complex Gaussian
distribution. Therefore, the deterministic CRB is more general and at the same time easier to
derive by means of the Slepian-Bangs formula [SM05].
The parametric R-D harmonic retrieval algorithms can be classified into maximum likelihood
methods [SM05, KV96], subspace-based algorithms [KV96, Haa97a], and the relatively new class of
sparsity-based algorithms [MCW05]. Maximum likelihood algorithms are known to be asymptoti-
cally efficient [SN90]. This means that they attain the Crame´r-Rao bound [SN89] if the signal-to-
noise ratio (SNR) is sufficiently high and the sample size is large. However, as maximum likelihood
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methods require the minimization of a multi-dimensional objective function, which generally has a
complicated multi-modal shape, the achieved asymptotic efficiency comes at a high computational
cost. A very attractive alternative is provided by subspace-based and sparsity-based high-resolution
parameter estimation algorithms, which admit a lower computational complexity. In this thesis,
we are particularly interested in low-complexity algorithms. Therefore, we focus on subspace-based
and sparsity-based high-resolution parameter estimation algorithms, which are further discussed
in Section 1.1.1 and Section 1.1.2, respectively.
1.1.1. Subspace-based parameter estimation
1-D and R-D parameter estimation
Subspace-based high-resolution parameter estimation algorithms [KV96, Haa97a] are known for
their simplicity and computational efficiency. Therefore, their development and advancement has
been a very active research area over the last few decades and a broad variety of algorithms has
been proposed. The existing 1-D subspace-based parameter estimation algorithms can be classified
into the following three categories [Haa97a, HPRE14]:
● extrema-searching techniques, e.g., the spectral MUSIC algorithm [Sch79], the rank-reduction
estimator (RARE) algorithm [PGW02], the weighted subspace fitting algorithm [VOK91]
● polynomial rooting techniques, e.g., Pisarenko’s harmonic decomposition [Pis73], the Min-
Norm algorithm [KT83], the Root-MUSIC algorithm [Bar83], the Unitary Root-MUSIC al-
gorithm [PGH00], the Fourier domain root-MUSIC algorithm [RG09], the Root-RARE algo-
rithm [PGW02], the method of direction of arrival estimation (MODE) algorithm [Van02]
● matrix-shifting techniques: State-Space methods [KAB83, RA92], matrix pencil methods
[HS91], the Standard ESPRIT algorithm [RPK86], the multiple invariance ESPRIT algo-
rithm [SORK92], the optimally weighted ESPRIT algorithm [ES94], the Unitary ESPRIT
algorithm [HN95].
Among these subspace-based high-resolution parameter estimation algorithms, ESPRIT-type algo-
rithms are often preferred due to their simplicity and their low computational complexity as they
provide closed-form parameter estimates. Moreover, they perform very close to the CRB. After
the subspace estimation, the key task in ESPRIT-type algorithms is solving a highly structured
overdetermined linear system of equations, termed shift invariance equation. The shift invari-
ance equation is usually solved by means of least squares (LS) algorithms, such as the simple
LS method [RK89], total least squares (TLS) [OVK91], structured least squares (SLS) [Haa97b],
or weighted least squares (WLS) [SN91]. A prominent extension of the ESPRIT algorithm is
the Unitary ESPRIT algorithm [HN95], which includes the forward-backward averaging (FBA)
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preprocessing step [PK89a] and enables an entirely real-valued implementation with a reduced
computational complexity. The advantage of FBA is that it can decorrelate two coherent, i.e.,
fully correlated, sources. If more than two coherent sources are present or only a single snapshot
N = 1 for more than two sources is available, spatial smoothing can be applied to decorrelate
multiple coherent signals [EJS82, SWK85].
These 1-D subspace-based parameter estimation algorithms can be extended to the multi-
dimensional case by applying them to each dimension separately and jointly processing the es-
timates across all dimensions to obtain the correct pairing [RZZ93]. This approach has led to
a number of R-D versions of the aforementioned algorithms. For example, [HN98] proposes an
R-D version of Unitary ESPRIT, the work in [PMB04, MSPM04] presents R-D versions of RARE,
and [HF94] introduces R-D polynomial rooting. A general literature review of search-free R-D
parameter estimation methods is provided in [GRP10, HPRE14].
A common approach towards improving the estimation accuracy of parameter estimation al-
gorithms is to exploit inherent signal structure. Among many types of signal structure, in this
thesis, we will focus on the multi-dimensional signal structure of the R-D harmonics and the
strictly second-order (SO) non-circular (NC) signal structure of signals with real-valued modula-
tion schemes.
Exploiting the multi-dimensional signal structure
The aforementioned R-D subspace-based parameter estimation algorithms have in common that
the multi-dimensional measurement data is stacked into a measurement matrix. Therefore, the
inherent R-D nature of the signals is lost, which leads to a potential performance degradation in
the estimation accuracy. The multi-dimensional signal structure can be fully exploited by means
of tensor-based signal processing. For instance, the canonical polyadic (CP) tensor decomposition,
also known as the parallel factor analysis (PARAFAC) decomposition, has been applied to multi-
dimensional harmonic retrieval in [SBG00], which, however, requires computationally complex it-
erations. A computationally more tractable tensor decomposition is the higher-order singular value
decomposition (HOSVD), also known as the multi-linear singular value decomposition (MLSVD)
[dLdMV00a], which is a multi-linear extension of the matrix-based singular value decomposition
(SVD) and easy to compute. Tensor-based harmonic retrieval algorithms that apply the HOSVD
to estimate the subspaces in the individual modes separately include, for instance, a tensor-based
spectral MUSIC algorithm [MLM05] and a tensor-based Root-MUSIC algorithm [Boy08]. At
the same time, the R-D Standard Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT algorithms
[HRD08], which rely on an enhanced HOSVD-based signal subspace estimate across all dimensions
instead of the matrix SVD-based estimate, have been developed in [RHD06, HRD08] as an example
for subspace-based parameter estimation algorithms. Thereby, the signals’ R-D structure is fully
exploited. Based on this concept, the R-D Tensor-MUSIC algorithm [BGP+13] and the R-D Tensor
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MODE algorithm [WS15] have been proposed. For the Tensor-ESPRIT-type algorithms, the R-D
structure can be exploited even further by solving the overdetermined shift invariance equation
via the tensor-structure SLS (TS-SLS) algorithm [RH07b], which outperforms the matrix-based
R-D SLS algorithm [Haa97b]. In all these references, it has been shown that by exploiting the
R-D structure of the signals via tensor-based algorithms, the estimation accuracy can be improved
significantly if the number of signals is less than the number of sensors in at least one dimension
[HRD08]. This improvement is referred to as the tensor gain [HRD08].
Exploiting the strictly non-circular signal structure
In some harmonic retrieval applications, the multi-dimensional signals additionally exhibit spe-
cific statistical properties such as a second-order (SO) strictly non-circular (NC) signal structure.
This structure occurs if the received complex signals carry symbols from real-valued modulation
schemes such as binary phase shift keying (BPSK), amplitude phase shift keying (ASK), offset
quadrature phase shift keying (OQPSK), and minimum phase shift keying (MSK), which undergo
a phase rotation due to the channel. These modulation schemes are used, for example, in wire-
less communications, global navigation satellite systems (GNSS), cognitive radio, radar, tracking,
channel sounding, etc. The non-circularity of complex signals implies that the amplitudes are
no longer circularly symmetric [Pic94, SS10]. Hence, the SO statistics of NC signals are not
fully described by the covariance matrix anymore and the pseudo covariance matrix [NM93], also
known as the complementary covariance matrix [SS03] has to be considered. Exploiting this ad-
ditional information in the pseudo covariance matrix by means of widely-linear processing has
been an active field of research in many applications. The research work includes, for instance,
widely-linear minimum mean square error (MMSE) estimation [PC95], Wiener filtering [SS03],
detection and estimation [SS05], widely-linear adaptive beamforming [CB07, SSW+11, SdW+11],
interference-suppression [SdHW12], widely-linear precoding [Ste07], and widely-linear distributed
beamforming [SH13a, SH13c]. Therein, it is demonstrated that exploiting the non-circular signal
structure provides substantial performance benefits. In the context of harmonic retrieval, it has
been shown that the statistical properties of strictly non-circular signals can also be exploited
in subspace-based parameter estimation algorithms. Several algorithms including NC MUSIC
[AD06], NC Root-MUSIC [CWS01], 1-D NC Standard ESPRIT [ZCW03], and 2-D NC Unitary
ESPRIT [HR04] have been proposed. Both the R-D structure and the strict non-circularity of
the signals have been exploited in R-D NC Tensor-ESPRIT [RH09]. Assuming only NC signals,
these subspace-based NC parameter estimation algorithms provide a significant improvement in
the estimation accuracy and can resolve twice as many sources compared to their conventional ver-
sions. The more general case of coexisting circular and strictly non-circular signals for MUSIC-like
algorithms has been considered in [GNW08, LLXZ12].
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Performance analysis of parameter estimation algorithms
With the constant development of subspace-based parameter estimation algorithms, the analytical
performance of these algorithms has been of equal importance in the literature. The two most
popular performance analysis frameworks for subspace-based algorithms have been developed in
[Bri75] and [LLV93]. The framework in [Bri75] derives the analytical performance based on the
eigenvector distribution of the sample covariance matrix and has been applied to the MUSIC
algorithm [KB86, PF88, PK89a, Fri90], the Root-MUSIC algorithm [RH89b], and the ESPRIT
algorithm in [RH89a, MHZ96]. However, the approach in [Bri75] is associated with two main
disadvantages. First, it has a limited applicability as the impinging signals as well as the noise
contribution are required to be Gaussian distributed. Second, the analytical expressions are only
asymptotic in the sample sizeN , i.e, the results become exact only if the sample sizeN is very large.
In contrast, the performance analysis framework from [LLV93], which has been applied in [LLV93]
to MUSIC, Root-MUSIC, and ESPRIT, is based on a first-order perturbation expansion of the
SVD, which models the estimation error of the signal subspace as a linear function of the noise.
Thus, [LLV93] only assumes that the noise is small compared to the received signal power but
no assumptions on the statistics of the signals or the noise are required. Moreover, the analytical
expressions from [LLV93] are asymptotic in the effective SNR, i.e., the results become accurate
for either high SNRs or a large sample size N . Thus, they are even valid in the case of a single
snapshot N = 1 if the SNR is sufficiently high. Due to these advantages, the framework in [LLV93]
is preferable over that in [Bri75].
For ESPRIT-type parameter estimation based on the simple LS method to solve the shift in-
variance equation, the work in [RBHW09, RBH10, RHD14] extends the performance analysis
framework of [LLV93] to the case of matrix-based R-D ESPRIT-type algorithms, i.e., R-D Stan-
dard ESPRIT and R-D Unitary ESPRIT as well as the tensor-based R-D ESPRIT-type algorithms,
i.e., R-D Standard Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT. Moreover, [RHD14] derives
analytical mean square error (MSE) expressions that only require the noise to be zero-mean with
finite SO moments regardless of its statistics. Using this framework, a performance analysis of 1-D
Standard ESPRIT using SLS to solve the shift invariance equation is proposed in [RH11].
Performance analysis for special cases
The above-mentioned analytical MSE expressions are formulated in terms of the subspaces of the
measurement matrix. However, in many applications, it is desirable to know how the MSE scales
with the explicit physical system parameters, e.g., the SNR, the number of sensors, the sample
size, etc. To this end, for special cases of a small number of sources, i.e., a single source or two
sources, the MSE expressions can be simplified into very compact formulas. Such expressions are
very valuable in practice as they can facilitate array design decisions on the number of the required
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sensors to achieve a certain performance for a specific SNR. Moreover, they allow to objectively
compare different parameter estimation algorithms to find the best estimator for particular scenar-
ios. In the literature, the special case of the performance analysis of ESPRIT for a single source
is considered in [RH89a] and the asymptotic efficiency, i.e., the ratio of the CRB and the MSE,
of MUSIC, Root-MUSIC, and TLS-ESPRIT for a single source was presented in [PF88, RH89b]
and [OVK91], respectively. However, these results are asymptotic in the sample size N or even in
the number of sensors M . Based on the performance analysis framework in [LLV93], analytical
expressions for the single source case of R-D ESPRIT-type and R-D Tensor-ESPRIT-type algo-
rithms, which are also accurate for small values of M and asymptotic in the effective SNR have
been derived in [RH12].
1.1.2. Sparsity-based parameter estimation
A relatively new concept to solve the multi-dimensional harmonic retrieval problem is sparse signal
reconstruction (SSR), which is also known as sparse signal recovery or compressed sensing. SSR has
been a rapidly emerging research area and has already found many applications in signal processing
related fields [CW08, EK12] such as spectral analysis, image processing, and parameter estimation.
In its abstract formulation, SSR aims at reconstructing a high-dimensional signal vector, which
is sparse in an overcomplete basis from a low-dimensional measurement vector by solving an
underdetermined system of linear equations [CW08]. Exploiting the prior knowledge on the sparse
structure of the signals in the overcomplete basis, which is assumed known, a unique solution to the
underdetermined system of equations can be found [CW08, EK12]. This result has, for instance,
great implications in the field of sampling theory, where perfect signal construction can be achieved
with fewer samples than required by the Nyquist sampling theorem [CW08, ME11]. However,
finding the sparsest solution requires solving an ℓ0-norm minimization problem, which is NP-hard
for large problem instances. Therefore, a number of approximate solutions to the SSR problem
based on the convex ℓ1-norm relaxation [CDS98] or greedy algorithms [MZ93, PRK93] have been
proposed. These methods provide a good reconstruction performance while being computationally
tractable.
Sparse signal reconstruction concepts for parameter estimation
The concept of SSR has recently been applied to multi-dimensional harmonic retrieval for a single
snapshot, which is also referred to as the single measurement vector (SMV) case [Don92, Don06,
CW08]. Therein, the array response is modeled as the superposition of the received signal power of
very few wavefronts, i.e., the power spectrum is sparse in an overcomplete basis corresponding to
the spatial domain. Such a finite basis is obtained by discretizing the continuous spatial dimension
with a predefined grid. The corresponding ℓ0-norm minimization problem is then addressed by
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the above-mentioned convex ℓ1-norm relaxation or greedy algorithms. The obtained support, i.e.,
the indices of the non-zero elements, of the sparsest solution vector corresponds to the spatial
directions.
In the case of multiple snapshots, also termed multiple measurement vectors (MMV) case, which
is encountered more often in harmonic retrieval, many sparsity-exploiting parameter estimation al-
gorithms [MCW05, HM10, SBL11, MZ06, SPP17, SPP18b] have been developed. These algorithms
additionally take advantage of the joint sparsity, i.e., the common row support of the solution ma-
trix, by addressing the corresponding ℓ2,0-norm minimization problem (see Appendix C for the
norm definitions). For instance, the recent work in [SPP17, SPP18b] proposes a compact formu-
lation of the relaxed ℓ2,1-norm minimization problem for the MMV case. An efficient approach
for the SSR in the case of partly calibrated arrays has been proposed in [SPP14, SPP18a]. It
has been observed that all these SSR methods exhibit super-resolution capabilities without facing
the drawbacks of the conventional DOA methods [KV96], i.e., a performance degradation for a
high source correlation, unknown model order, a low sample size, etc. These challenging condi-
tions often occur in multipath environments, fast-changing tracking applications, and in co-array
processing [PV10, VP11]. However, the discretization of the continuous spatial domain often re-
sults in an off-grid problem, where the true parameters lie off the discretized grid, which results
in a model mismatch and a severe performance degradation. Solutions to the off-grid problem
include an adaptive grid refinement [MCW05], statistical fitting of the offset error [YXZ13], and a
low-complexity grid offset estimation procedure based on local interpolation [IRA+14].
Another approach that completely avoids the off-grid problem is provided by the gridless sparse
recovery framework developed in [CFG14, TBSR13]. This framework poses an atomic ℓ0-norm
minimization (ANM) problem as defined in Appendix C.4 for the SMV case, whose convex ℓ1-
norm relaxation can be equivalently formulated as a semi-definite programming (SDP) problem.
The Hermitian-Toeplitz structured solution matrix then admits a unique Vandermonde decompo-
sition, which allows to uniquely recover the frequency parameters via conventional parameter
estimation algorithms [KV96]. It has been shown that in the noiseless case, the sparse spa-
tial line spectrum can be recovered in the continuous parameter domain with infinite precision
[CFG14, TBSR13]. Note that this is also the case for the subspace-based parameter estimation
algorithms mentioned in Section 1.1.1. An extension of the ANM framework to the MMV case
is given in [YX16b, SPP18b], while an extension to multi-dimensional parameter estimation is
provided in [CC15, YXS16]. However, a major drawback of the ANM approach is that it suffers
from the Rayleigh resolution limit, i.e., the spatial frequencies can only be recovered if they are
sufficiently separated [CFG14, TBSR13].
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Sparse signal reconstruction for strictly non-circular signals
As motivated for subspace-based parameter estimation algorithms, the received signals can possess
a strictly second-order (SO) non-circular (NC) signal structure [SS10]. NC signals result from real-
valued modulation schemes such as BPSK, PAM, ASK, or Offset-QPSK (after a de-rotation) and
are introduced in Section 2.2. It has been shown that the performance of parameter estimation
algorithms can be significantly improved if the NC structure of the received signals is exploited.
The concept of exploiting the non-circularity property has recently been introduced for sparsity-
based parameter estimation [LHZ12], [YLZ15]. While [LHZ12] proposes a sparse covariance matrix
representation of the SO statistics of the non-circular data, in [YLZ15], the authors adopt a
strategy, which relies on a sparsity-based fitting of the NC subspaces. However, both algorithms
require a rather complex setting of the sparsity-inducing parameters depending on the scenario,
are limited to the case of uncorrelated sources, and do not deal with the critical off-grid problem.
1.2. Goals of the thesis
Multi-dimensional parameter estimation has been an active area of research for several decades,
which is emphasized by the extensive literature overview given in the previous section. However,
despite the many publications in this research area, there are still a number of fundamental ques-
tions, which have so far remained unanswered. Several open problems will be identified in this
section.
The first open problem is related to the tensor-based R-D parameter estimation algorithms de-
rived in [HRD08]. It has been shown that the tensor-based R-D parameter estimation algorithms
achieve a tensor gain over the matrix-based R-D parameter estimation algorithms in several sce-
narios. The tensor gain has so far only been analyzed by simulative studies. However, by means of
the tensor-based R-D performance analysis framework for R-D Tensor-ESPRIT-type algorithms
in [RHD14], an analytical study of the tensor gain can be performed to investigate its explicit
dependence on the physical parameters. For the special case of a single source, it has been shown
that no tensor gain can be achieved [RH12]. Therefore, to derive an analytical expression of the
tensor gain of R-D Tensor-ESPRIT-type algorithms, the special case of two sources needs to be
considered.
Another open problem is the development of matrix-based and tensor-based R-D NC ESPRIT-
type algorithms to exploit the signal structure of strictly non-circular (NC) sources. In [HR04],
only 2-D NC ESPRIT-type algorithms have been proposed. Moreover, the R-D performance
analysis framework from [RHD14] can be extended to the NC case to obtain analytical performance
expressions for the matrix-based and tensor-based R-D NC ESPRIT-type algorithms. Based on the
analytical expressions for the MSE, the NC gain can be analytically computed for a single source
and two sources. Thereby, the behavior of the NC gain as a function of the physical parameters
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can be studied.
So far, the analytical performance of R-D ESPRIT-type algorithms and R-D NC ESPRIT-type
algorithms with spatial smoothing has not been considered in the literature. In practice, the choice
of the number of subarrays for spatial smoothing is usually unclear. Based on the performance
analysis expressions for the spatially smoothed R-D ESPRIT-type algorithms, the optimal number
of subarrays for a single source can be computed analytically.
ESPRIT-type parameter estimation algorithms are search-free and have a low computational
complexity. After the subspace estimation, the performance mainly depends on the accuracy of
the solution to the shift invariance equation via least squares methods. The existing least squares
solutions [RK89, OVK91, Haa97b] usually perform close to the CRB in the asymptotic case but
do not attain it. It is still an open problem to develop a least squares algorithm for ESPRIT-type
algorithms to achieve the CRB asymptotically.
Recently, the concept of parameter estimation based on sparse signal reconstruction (SSR) has
been introduced. The proposed SSR algorithms for parameter estimation can be extended to
exploit the structure of NC signals. From the literature, it is unclear whether the same benefits
from processing NC sources can be achieved for SSR algorithms.
The R-D extension of the deterministic NC CRB for NC signals with a rigorous proof is still
an open problem. The deterministic R-D NC CRB serves as a benchmark for the R-D parameter
estimation algorithms for NC signals. In order to find a closed-form expression for the maximum
achievable NC gain, the deterministic R-D NC CRB can be simplified for a single source and two
sources.
The aforementioned open problems will be addressed in this thesis.
1.3. Summary of the contributions
In this section, we summarize the contributions to the field of multi-dimensional parameter esti-
mation. We distinguish between the contributions covered in this thesis in Section 1.3.1 and other
contributions that are related to the topic but not discussed in this thesis in Section 1.3.2.
1.3.1. Contributions in this thesis
This section provides a detailed summary of the contributions in this thesis and how they are
organized into the chapters.
After presenting the data model in Chapter 2, we first review the matrix-based and tensor-
based R-D ESPRIT-type algorithms, i.e., R-D Standard ESPRIT and R-D Unitary ESPRIT, in
Chapter 3.
● Analytical FBA gain and tensor gain of R-D ESPRIT-type algorithms for two sources
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Chapter 4 first reviews the performance analysis framework for matrix-based and tensor-based R-D
ESPRIT-type algorithms using LS to solve the shift invariance equation, which was first proposed
in [RHD14]. The resulting analytical expressions for the parameter estimation error and the MSE
only require the noise to be zero-mean with finite SO moments and are asymptotic in the effective
SNR. Our contribution starts in Section 4.5 with the simplification of these MSE expressions of
the matrix-based and tensor-based R-D ESPRIT-type algorithms using LS for two sources. The
resulting expressions only depend on the physical parameters, e.g., the number of antennas, the
SNR, etc. For a single source, the matrix-based and tensor-based R-D ESPRIT-type algorithms
yield the same MSE and perform identical. For the two source case of the matrix-based R-D
ESPRIT-type algorithms, we analytically compute the gain from forward-backward averaging and
analyze its dependence on the physical parameters. For the simplified MSE of the tensor-based
R-D ESPRIT-type algorithms for two sources, we compute and analyze the tensor gain as well as
the forward-backward averaging gain in the tensor case.
● Generalized least squares (GLS) for R-D ESPRIT-type algorithms
In Chapter 5, we propose a novel least squares algorithm, termed general least squares (GLS), to
solve the shift invariance equation of the matrix-based R-D Standard ESPRIT and R-D Unitary
ESPRIT algorithms for multiple sources. The results have been published in [SRH17a]. Assuming
a uniform R-D array with maximally overlapping subarrays and zero-mean circularly symmetric
white noise, the GLS algorithm takes the statistics of the subspace estimation error on both sides
of the shift invariance equation into account through its covariance matrix. The covariance matrix
of the subspace estimation error is found analytically via the first-order perturbation expansion
from [LLV93]. As the error covariance matrix requires an initial estimate of the unknown shift
invariance solution, an iterative procedure by repeatedly performing GLS updates is possible.
However, we show that if GLS is initialized by the simple LS solution, only one GLS iteration
is required to achieve a significantly improved estimation accuracy in the asymptotic case, i.e.,
at either high SNRs or a large sample size. However, at low SNRs and for a small sample size,
performing additional GLS iterations further improves the estimation accuracy. Note that R-D
Unitary ESPRIT with GLS involves only real-valued operations, thus reducing the computational
complexity. In the second contribution, we develop a performance analysis for R-D ESPRIT-type
algorithms using a single GLS iteration. The derived analytical MSE expressions are based on the
framework in Chapter 4 and are asymptotic in the effective SNR. We simplify the MSE expressions
for a single source and two orthogonal sources and show that they coincide with the deterministic
Crame´r-Rao bound (CRB). This implies that in these cases, R-D ESPRIT-type algorithms in
combination with one GLS iteration are asymptotically efficient, i.e., the ratio of the CRB and the
MSE is equal to 1.
● Matrix-based and tensor-based R-D ESPRIT-type algorithms for strictly non-circular sources
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and their performance analysis
In Chapter 6, we first present the matrix-based and tensor-based versions of R-D NC Standard
ESPRIT and the R-D NC Unitary ESPRIT algorithms, which exploit the strict SO non-circularity
of stationary sources by means of an NC preprocessing step. The results have been published
in [SRH13a, SRHD14]. We show that in the matrix case as well as in the tensor case, the NC
preprocessing step always results in a centro-symmetric virtual array with a doubled number of
sensors. This property makes the R-D NC Unitary ESPRIT algorithms, which can be formulated in
terms of entirely real-valued operations, also applicable to physical non-centro-symmetric arrays.
Both matrix-based and tensor-based R-D NC ESPRIT-type algorithms achieve a significantly
lower estimation error than their conventional non-NC counterparts reviewed in Chapter 3. In our
second contribution, we derive a first-order performance analysis of the matrix-based and tensor-
based R-D NC ESPRIT-type algorithms using least squares (LS). Due to its advantages, we adopt
the R-D performance analysis framework in [RHD14] introduced in Section 4.4. We derive MSE
expressions, where apart from a zero mean and finite SO moments no further assumptions on the
noise statistics are needed. Moreover, the expressions are asymptotic in the effective SNR, i.e.,
they become accurate for either high SNRs or large sample sizes. Additionally, we analytically
prove that both R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT as well as R-D NC
Standard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT perform asymptotically identical.
Finally, we present simplified R-D MSE expressions for both matrix-based and tensor-based NC
ESPRIT-type algorithms in the special case of a single NC source and two NC sources, where a
uniform sampling grid and circularly symmetric white noise are assumed. The resulting expressions
only depend on the physical parameters and admit the derivation of closed-form expressions of the
NC gain in the matrix as well as in the tensor case and their asymptotic efficiency.
● R-D ESPRIT-type algorithms and their performance analysis with spatial smoothing for gen-
eral and strictly non-circular sources
Chapter 7 presents a first-order performance analysis for the matrix-based R-D ESPRIT-type as
well as the R-D NC ESPRIT-type algorithms with spatial smoothing preprocessing, which has been
published in [SRH14b, SRHD17]. Spatial smoothing is widely used to decorrelate more than two
coherent sources and to virtually increase the sample size, which yields an improved estimation
accuracy in these cases but sacrifices array aperture. For the performance analysis, we adopt
the framework from [RHD14, SRHD14] for a uniform R-D array geometry and use least squares
(LS) to solve the shift invariance equation. The derived analytical MSE expressions are explicit
in the noise realization such that apart from a zero mean and finite SO moments, no further
assumptions on the noise statistics are required. We show that due to the NC preprocessing both
R-D NC ESPRIT-type algorithms with spatial smoothing perform identical in the high effective
SNR. Moreover, we perform a case study of a single source to obtain further insights into the
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dependence of the MSE expressions on the physical parameters. In particular, we first show that
R-D spatial smoothing improves the MSE for a single source. Moreover, the considered spatial
smoothing based R-D ESPRIT-type algorithms provide the same MSE result, i.e., asymptotically,
no additional gain is obtained from FBA and NC preprocessing in case of a single source. Based
on these results, we analytically find the optimal number of subarrays L that minimizes the MSE
in each of the R dimensions, which extends the 1-D results in [PK89a, RH90, RH93, HS90, HR99,
LvdVD03, WF93]. This enables us to compute the maximum asymptotic R-D spatial smoothing
gain and the asymptotic efficiency for a single source in closed-form.
● Sparsity-based parameter estimation algorithms for strictly non-circular sources
In Chapter 8, we address the problem of multi-dimensional harmonic retrieval via sparse sig-
nal reconstruction (SSR). In particular, we develop three different SSR algorithms published
in [SRH16c, SSPH16, SRS+16] for exploiting the statistical properties of strictly non-circular sig-
nals. The concept of strictly non-circular signals is introduced in Section 2.2 and assumes that the
received complex symbols result from real-valued constellations rotated by an arbitrary phase φ.
This property can be exploited via an NC preprocessing step that virtually doubles the number of
sensors at the receiver and thus, yields a higher estimation accuracy and doubles the number of
identifiable signals. In the first contribution [SRH16c], we show that since φ is usually unknown,
the harmonic retrieval problem becomes a two-dimensional (2-D) sparse recovery problem (in the
spatial domain and in the rotation phase domain), which can be solved by ℓ2,1-mixed norm re-
laxation using MMV. For the resulting 2-D off-grid problem, we propose an off-grid estimation
procedure based on [IRA+14] by means of local interpolation. The second contribution [SSPH16]
reduces the high computational complexity of [SRH16c] by proposing a solution based on nuclear
norm minimization after lifting the original problem to a semidefinite programming (SDP) prob-
lem in a higher-dimensional space. This procedure effectively reduces the 2-D estimation problem
to a 1-D estimation problem only in the sampled spatial domain, which requires a significantly
lower computational complexity while providing the same performance. Additionally, we present
a 1-D grid-offset estimator for the spatial domain using the concept of [IRA+14]. In the third
contribution [SRS+16], we extend the grid-less atomic norm minimization (ANM) framework to
the NC case. After the NC preprocessing step, the ANM-equivalent SDP problem provides a so-
lution matrix with a two-level Hermitian-Toeplitz structure, which is used to uniquely extract the
frequency estimates via the NC ESPRIT-type algorithms presented in Chapter 6. All these three
proposed NC SSR algorithms provide a superior estimation accuracy over the original methods for
arbitrary signals and can resolve more sources than the number of sensors in the array.
● Deterministic R-D Crame´r-Rao bound for strictly non-circular sources and its analysis
Finally, in Chapter 9, we derive a closed-form expression of the deterministic R-D NC Crame´r-
Rao bound (CRB) for strictly non-circular signals, which is based on the Slepian-Bangs formula.
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This result is published in [SRHD16]. We identify the special cases, e.g., full coherence, a single
snapshot, and a single strictly non-circular source, where the deterministic R-D NC CRB reduces
to the existing deterministic R-D CRB for arbitrary signals [SN89]. This suggests that under
the deterministic data assumption no NC gain can be achieved in these cases. In the second
contribution, we simplify both the 1-D NC CRB and the 1-D CRB for the special case of two
closely-spaced NC signals and a uniform linear array (ULA) to obtain compact formulas in terms
of the physical parameters. These simplified expressions are then used to analytically compute
the maximum achievable NC gain, which is then studied in terms of the above-mentioned physical
parameters.
● Summary and future research directions
In Chapter 10, we provide the conclusions and identify directions for future work related to
subspace-based and sparsity-based multi-dimensional parameter estimation. A detailed litera-
ture overview of the various ESPRIT-type algorithms along with their performance analysis is
presented in Table 10.1. Furthermore, Table 10.2 provides a survey of the various least squares
algorithms to solve the overdetermined shift invariance equation of ESPRIT-type algorithms and
the corresponding performance analysis expressions. Here, we want to put emphasis on the novel
GLS algorithm introduced in Chapter 5, which achieves the asymptotic efficiency of ESPRIT-type
algorithms. The tables also outline the cases, where the performance analysis is still an open topic.
1.3.2. Other related contributions
In this section, we provide a list of contributions that are related1 to the topic of multi-dimensional
parameter estimation but for the sake of brevity not further discussed in this thesis.
● Performance analysis of 1-D ESPRIT-type algorithms using structured least squares
In [SRH13b], we apply the first-order analytical performance framework for R-D NC ESPRIT-type
algorithms from [SRHD14], which is described in Section 6.4 to 1-D NC ESPRIT-type algorithms
using structured least squares (SLS) to solve the shift invariance equation. For overlapping sub-
arrays, structured least squares takes into account that the subspace estimation error on both
sides of the shift invariance equation is common and therefore, provides a more accurate solution.
We derive a first-order approximation of the estimation error, which is explicit in the noise, and
analytical MSE expressions, which only require the assumptions of a zero mean and finite SO
moments of the noise. The expressions are asymptotic in the effective signal-to-noise ratio (SNR).
In accordance with Section 6.4, 1-D NC Standard ESPRIT and 1-D NC Unitary ESPRIT perform
asymptotically identical.
1Non-related contributions include [SdH11a, SdH11b, SdH13, SH13b, SVH14c, SVH14a, SVH14b, BCS+16].
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● 1-D C-NC ESPRIT-type algorithms for a mixture of circular and strictly non-circular signals,
their performance analysis, and the deterministic Crame´r-Rao bound
The presented R-D NC ESPRIT-type algorithms assume that all the received signals are strictly
non-circular. In the references [SRH15c, SRH16a, SRH15b], we consider the more realistic case
of a mixture of circular and strictly non-circular signals. In [SRH15c], we propose the 1-D C-
NC Standard ESPRIT and 1-D C-NC Unitary ESPRIT algorithms for this scenario, which yield
closed-form estimates while C-NC Unitary ESPRIT also enables an entirely real-valued implemen-
tation. It is shown that the estimation accuracy of both algorithms improves with an increasing
number of strictly non-circular signals among a fixed number of sources. Thereby, not only the
estimation accuracy of the strictly non-circular signals themselves is improved, but also the es-
timation accuracy of the circular signals. The corresponding performance analysis for both 1-D
C-NC ESPRIT-type algorithms is derived in [SRH16a]. As we have again applied the framework
in [SRHD14], the derived analytical expressions for the estimation error and the MSE have the
same above-mentioned properties. Moreover, [SRH15b] presents the deterministic Crame´r-Rao
bound (CRB), termed deterministic C-NC CRB, for coexisting circular and strictly non-circular
signals. This bound serves as a benchmark for the proposed C-NC ESPRIT-type algorithms and
the MUSIC-like algorithms from [GNW08, LLXZ12].
● Performance analysis of 1-D ESPRIT-type algorithms for co-array structures
In [SRH17b], we have proposed a first-order performance analysis of 1-D Standard ESPRIT and 1-
D Unitary ESPRIT algorithms for co-array structures [PV10, VP11]. In the recent field of co-array
signal processing, sparse linear arrays are processed to form a virtual uniform linear array (ULA),
termed co-array, that allows to resolve more sources than physical sensors. The extra degrees of
freedom (DOFs) are leveraged by the assumption that the signals are uncorrelated, which requires
a large sample size. We again derive analytical first-order expressions for the parameter estimation
error and the MSE using the framework in [RHD14]. Based on the obtained expressions, we study
the effects of a small sample size such as the residual sample signal correlation and the sample
noise contribution on the estimation accuracy of the proposed algorithms.
● Second-order performance analysis of 1-D Standard ESPRIT
The first-order performance analysis framework in [LLV93] and its R-D extension [RHD14] is
asymptotic in the effective SNR, i.e., the expressions become exact for either high SNRs or a large
sample size. Moreover, this framework does not require any statistical assumptions on the noise,
except that it should be small compared to the signal component. However, this poses the question
of how small exactly the noise needs to be in order for the first-order performance framework to
be applicable. Furthermore, these first-order expressions do not capture the algorithmic behavior
in the threshold region at low SNRs or for a small sample size. Yet, such conditions are often
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encountered in practice. Therefore, in [SRH17c], we propose a second-order (SO) performance
analysis framework of the 1-D Standard ESPRIT algorithm. We present a closed-form expression
for the parameter estimation error of 1-D Standard ESPRIT up to the SO that is valid in a wider
effective SNR range. In addition, we derive an analytical MSE expression, which assumes a zero-
mean circularly symmetric complex Gaussian noise distribution. Finally, the existing first-order
MSE expression and the derived second-order MSE expression are used to analytically compute
the SNR breakdown threshold of the MSE threshold region. The threshold region refers to a rapid
deterioration of the MSE of parameter estimators, i.e., a performance breakdown, when the SNR
falls below a threshold SNR [FLB04].
1.4. Algebraic concepts and notation
This section introduces the notation and reviews several matrix-based and tensor-based (multi-
linear) algebraic concepts that are used throughout this thesis. These useful properties, operators,
and definitions are organized in a compact and systematic form to facilitate the readability and
the comprehensibility of the presented proofs and derivations without the need to consult other
references. In Section 1.4.1, we first introduce the general notation and review a number of matrix
properties. In Section 1.4.2, we review the fundamentals of multi-linear (tensor) algebra, which
are used to store and process the multi-dimensional data in its natural form. These multi-linear
algebraic concepts are used for the Tensor-ESPRIT-type parameter estimation algorithms discussed
in the Chapters 3-6. Throughout the thesis, we will often refer to these properties whenever they
are needed.
1.4.1. Matrix-based algebraic concepts and properties
We denote scalars by lowercase italic letters (a, b), vectors by lowercase boldface letters (a,b), ma-
trices by uppercase boldface letters (A,B), and tensors by uppercase calligraphic letters (A,B).
The transpose, conjugate, conjugate-transpose, inverse, and Moore-Penrose pseudo-inverse of a ma-
trix are represented by T,∗ ,H ,−1 , and +, respectively. As the (pseudo)-inverse and the (hermitian)-
transpose operations commute, we also introduce the short-hand notations −T,−∗, and −H. The
operator vec{A} stacks the columns of the matrix A ∈ CM×N into a column vector of length
MN ×1, The trace-operator Tr{A} returns the trace of the matrix A, diag {a} returns a diagonal
matrix with the elements of a placed on its diagonal, and blkdiag {A,B} is the block-diagonal
extension with the matrices A,B aligned on the diagonal. The rank of a matrix A is denoted by
rank{A}. The symbol ⪰ indicates element-wise inequality for vectors and positive semi-definiteness
for matrices, correspondingly. Furthermore, IM represents the M ×M identity matrix, the matrix
ΠM is the M ×M exchange matrix with ones on its anti-diagonal and zeros elsewhere, and the
matrices 1M×M and 0M×M denote the M ×M matrices of ones and zeros, respectively. Moreover,
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Re{⋅} and Im{⋅} extract the respective real and imaginary parts of a complex number or a ma-
trix, ∣ ⋅ ∣ represents the absolute value of a complex number, and E{⋅} stands for the statistical
expectation. Finally, the Euclidean norm of a vector, the Frobenius norm of a matrix, and the
higher-order norm of a tensor are denoted by ∥⋅∥2, ∥⋅∥F, and ∥⋅∥H. A complete list of all the symbols
and operators used in this thesis is provided in Appendix A.2.
The Kronecker product of two matrices A ∈ CM×N and B ∈ CP×Q is represented by A ⊗B ∈
C
MP×NQ. Its definition is given in Appendix A.2. The Khatri-Rao product (column-wise Kronecker
product) of two matrices A ∈ CM×d and B ∈ CP×d is denoted by A ◇B ∈ CMP×d. Moreover, the
Hadamard product (element-wise multiplication) of two matrices A ∈ CM×N and B ∈ CM×N of the
same size is represented by A⊙B ∈ CM×N .
For the sake of notational convenience, we define the following short-hand notation for multiple
Kronecker, Khatri-Rao, and Hadarmard products as
R⊗
r=1
X(r) =X(1) ⊗X(2) ⊗ . . .⊗X(R) (1.1)
R◇
r=1
X(r) =X(1) ◇X(2) ◇ ⋅ ⋅ ⋅ ◇X(R) (1.2)
R⊙
r=1
X(r) =X(1) ⊙X(2) ⊙ ⋅ ⋅ ⋅ ⊙X(R). (1.3)
We next present a list of algebraic properties for the Kronecker, the Khatri-Rao, and the Hadamard
product that are used frequently within this thesis. For the matrices A ∈ CM×N ,B ∈ CP×Q,C ∈
C
N×R,D ∈ CQ×S ,E ∈ CQ×R and the vector x ∈ CN , we have [Bre78, PP08]
α ⋅ (A⊗B) = (α ⋅A)⊗ B =A⊗ (B ⋅ α) (1.4)
(A⊗B)H =AH ⊗ BH (1.5)
(A⊗B)+ =A+ ⊗ B+ (1.6)
∥A⊗B∥F = ∥A∥F ⋅ ∥B∥F (1.7)
(A⊗B) ⋅ (C ⊗D) = (A ⋅C)⊗ (B ⋅D) (1.8)
(A⊗B) ⋅ (C ◇E) = (A ⋅C) ◇ (B ⋅E) (1.9)
(A ◇B)H ⋅ (C ⊗D) = [AH ⋅C ◇BH ⋅D]H (1.10)
A ◇xT = xT ◇A =A ⋅ diag {x} (1.11)
(C ◇E)H ⋅ (C ◇E) = (CH ⋅C)⊙ (EH ⋅E) (1.12)
Note that all these properties generalize to multiple Kronecker, Khatri-Rao and Schur products
by applying them repeatedly.
The operator vec{X} stacks the columns of a matrix X = [x1, . . . ,xN ] ∈ CM×N into a column
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vector according to
vec{[x1 . . . xN]} = [xT1 . . . xTN]T ∈ CMN×1 (1.13)
It satisfies the following properties
vec{A ⋅X ⋅B} = (BT ⊗A) ⋅ vec{X} (1.14)
vec{α ⋅A} = α ⋅ vec{A} (1.15)
for arbitrary matrices A ∈ CM×N , X ∈ CN×P , and B ∈ CP×Q. A special case of (1.14) is given by
vec{A ⋅B} = (IQ ⊗A) ⋅ vec{B} = (BT ⊗ IM) ⋅ vec{A} . (1.16)
The vectorization of a Kronecker product in terms of one of its arguments is accomplished via the
following identities [Roe13]
vec{A⊗X} = ⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎣
IQ ⊗ a1⋮
IQ ⊗ aN
⎤⎥⎥⎥⎥⎥⎥⎦
⊗ IP
⎞⎟⎟⎟⎠ ⋅ vec{X} (1.17)
vec{X ⊗A} = ⎛⎜⎜⎜⎝IQ ⊗
⎡⎢⎢⎢⎢⎢⎢⎣
IP ⊗ a1⋮
IP ⊗ aN
⎤⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎠ ⋅ vec{X} , (1.18)
where A = [a1, . . . ,aN ] ∈ CM×N and X ∈ CP×Q. The vectorization of a Kronecker product of three
matrices, i.e., expanding vec{A⊗X ⊗B} in terms of vec{X}, can be obtained by applying (1.17)
and (1.18) as
vec (A⊗X ⊗B) = vec (A⊗ (X ⊗B)) (1.19)
= ⎛⎜⎜⎜⎝
⎡⎢⎢⎢⎢⎢⎢⎣
IQ⋅L ⊗ a1⋮
IQ⋅L ⊗ aN
⎤⎥⎥⎥⎥⎥⎥⎦
⊗ IP ⋅K
⎞⎟⎟⎟⎠ ⋅
⎛⎜⎜⎜⎝IQ ⊗
⎡⎢⎢⎢⎢⎢⎢⎣
IP ⊗ b1⋮
IP ⊗ bL
⎤⎥⎥⎥⎥⎥⎥⎦
⎞⎟⎟⎟⎠ ⋅ vec{X} (1.20)
for A = [a1, . . . ,aN ] ∈ CM×N ,X ∈ CP×Q,B = [b1, . . . ,bL] ∈ CK×L.
In some cases, it is required to exchange the order of the matrices in a Kronecker product. This
can be achieved by commutation matrices [MN95]. The commutation matrix KM,N ∈ RMN×MN is
a matrix that satisfies
KM,N ⋅ vec{AT} = vec{A} (1.21)
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for any matrix A ∈ CM×N . As a consequence of (1.21), commutation matrices can be used to
permute Kronecker products according to
KTM,N ⋅ (A⊗B) ⋅KP,Q =B ⊗A (1.22)
for A ∈ CM×P and B ∈ CN×Q.
Furthermore, we will use the matrix inversion lemma [GvL96], which is given by
(A +U ⋅C ⋅V )−1 =A−1 −A−1 ⋅U ⋅ (C−1 +V ⋅A−1 ⋅U)−1 ⋅V ⋅A−1, (1.23)
where A ∈ CM×N ,U ∈ CM×K ,C ∈ CK×K , and V ∈ CK×M .
Finally, we define the short-hand notation
T⊗a∶b =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ta ⊗ . . .⊗ Tb a ≤ b
1 a > b (1.24)
and
Ma∶b =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
b∏
r=a
Mr a ≤ b
1 a > b. (1.25)
1.4.2. Tensor algebra
In many signal processing applications, the multi-dimensional data is represented in a multi-
dimensional (multi-way) array of numbers, which we refer to as a tensor. Thus, an R-dimensional
(R-D) tensor is defined as a collection of numbers that are referenced by R indices. A 1-D tensor
represents a vector and a 2-D tensor is a matrix. In the sequel, we will focus on higher-order
tensors with R ≥ 2 and introduce new notation and operations to manipulate the multi-linear data
in its native R-dimensional form. These algebraic rules are often referred to as multi-linear algebra
or tensor algebra.
Let A ∈ CM1×...×MR denote an R-D tensor or R-way with size Mr along the r-th dimension (or
mode) for r = 1,2, . . . ,R. The total number of elements contained in the R-way array is given by
M = ∏Rr=1Mr. The r-mode vectors of A are obtained by varying the r-th index while keeping
all the other indices fixed. Thus, r-mode vectors are a generalization of row vectors and columns
vectors of matrices. An example for the r-mode vectors of a 3-D tensor is illustrated in Figure 1.1.
The vector space, which is spanned by the r-mode vectors of A is termed r-mode subspace or
r-mode space of A. The collection of all r-mode vectors in a matrix of size Mr × MMr is called
r-mode unfolding of A and is denoted by [A](r). The ordering of the columns is arbitrary when
used consistently. Two popular choices are
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Figure 1.1.: Illustration of the unfoldings of a 4 × 5 × 3 tensor in reverse cyclical column ordering.
● Forward column ordering: This ordering starts with the first index and increases up to the
R-th index, while leaving out the r-th index. This ordering complies with the reshape
command in MATLAB.
● Reverse cyclical [dLdMV00b]: This ordering starts with the (r − 1)-th index and decreases
up to the (r + 1)-th index. As this is most commonly used ordering in signal processing, it
is also chosen in this thesis. A 3-D example is shown in Figure 1.1.
The r-mode product of a tensor A ∈ CM1×...×MR and a matrix U r ∈ CPr×Mr is denoted as B =
A×rU r. It can be interpreted as a linear transformation in the r-th mode, which is computed by
multiplying all r-mode vectors by the matrix U r from the left, i.e.,
[B](r) = Ur ⋅ [A](r) . (1.26)
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Repeated r-mode products are represented by the short-hand notation
A
R⨉
r=1r
U (r) =A ×1 U1 ×2A2 . . . ×RAR. (1.27)
The rank of the r-mode unfolding, i.e., the dimension of the r-space of a tensor A, is called r-rank
of A. Note that in contrast to the matrix case, where the column rank is equal to the row rank,
the r-ranks of a tensor can be different. As a matrix of rank r can be constructed as a sum of
r rank-one matrices, a tensor of rank r can be constructed as a sum of r rank-one tensors. The
smallest possible integer r for this case is defined as the tensor rank. An R-D tensor of rank-one
can be written as the outer product of R non-zero vectors. Note that the tensor rank is not directly
related to the r-ranks as it only provides an upper bound [KB09], i.e., rank(X ) ≥ r-rank(X ) for
r = 1,2, . . . ,R.
The outer product of the tensors A ∈ CI1×I2×...×IN and B ∈ CJ1×J2×...×JM is given by
C =A ○B ∈ CI1×...×IN×J1×...×JM , where
ci1,i2,...,iN ,j1,j2,...,jM = ai1,i2,...,iN ⋅ bj1,j2,...,jM . (1.28)
In other words, the tensor C contains all possible combinations of pairwise products between all
the elements of A and all the elements of B. It is the generalization of the outer product of two
vectors a and b for R1 = R2 = 1, which represents a matrix, i.e., a ○ b = a ⋅ bT.
The concatenation of two tensors A and B along the r-th mode is defined in [HRD08] via[A r B]. Note that the two tensors can only be concatenated along the r-th mode if they have
the same size in all modes q ≠ r for q = 1,2, . . . ,R. The r-mode vectors of [A r B] are given by
the r-mode vectors of A stacked on top of the r-mode vectors of B according to
[A r B](r) =
⎡⎢⎢⎢⎢⎣
[A](r)[B](r)
⎤⎥⎥⎥⎥⎦ . (1.29)
The r-mode products, r-mode unfoldings, and r-mode concatenations satisfy the following prop-
erties [Roe13]:
[A ×1 U1 . . . ×R UR](r) = U r ⋅ [A](r) ⋅ (U r+1 ⊗ . . .⊗UR ⊗U1 ⊗ . . .⊗U r−1)T (1.30)
A ×r U r ×p Up =A ×p Up ×r U r with r ≠ p (1.31)
A ×r U r ×r V r =A ×r (V r ⋅U r) (1.32)
[A r B] + [C r D] = [(A + C) r (B +D)] (1.33)
[A r B] ×p Up = [A ×p Up r B ×p Up] where r ≠ p (1.34)
[A r B] ×r [U r W r] =A ×r U r +B ×rW r, (1.35)
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A ×r
⎡⎢⎢⎢⎢⎣
Xr
Y r
⎤⎥⎥⎥⎥⎦ = [(A ×rXr) r (A ×r Y r)] , (1.36)
where r, p ∈ {1,2, . . . ,R} and the tensors and matrices have the dimensions A,B ∈ CM1×...×MR ,
U r,W r ∈ CNr×Mr , V r ∈ CPr×Nr , Xr ∈ CNr×Mr , and Y r ∈ CQr×Mr .
The tensor IR,N denotes the R-D identity tensor of size N ×N . . .×N , whose elements are equal
to one if all R indices are equal and zero elsewhere [KB09]. The identity tensor represents an
extension of the identity matrix IN of size N ×N .
The unfoldings of repeated r-mode products of the identity tensor IR,N in (1.30) simplify to
[IR,N R⨉
r=1r
F r]
(p)
= F p ⋅ (F p+1 ◇ . . . ◇FR ◇F 1 ◇ . . . ◇F p−1)T . (1.37)
As an extension of the vec-operator applied to matrices (cf. Equation (1.13)), we define the
vec-operator applied to a tensor vec{A}, where all elements are stacked into a column vector of
size M × 1 by aligning the indices in ascending order starting with the first up to the R-th index.
This ordering complies with the command A(:) in MATLAB.
According to (1.30), the r-mode multiplication can be transformed into a matrix multiplication
by means of the r-mode unfolding. However, the vectorized versions of different unfoldings contain
the same elements in different order. To restore the correct ordering, permutation matrices can
be defined. For every tensor A ∈ CM1×M2...×MR , there exists a unique set of permutation matrices
P
(r)
M1,M2,...,MR
such that [Roe13]
vec{A} = P (r)M1,M2,...,MR ⋅ vec{[A](r)} , r = 1, . . . ,R. (1.38)
The permutation matrices satisfy P
(r)−1
M1,M2,...,MR
= P (r)TM1,M2,...,MR for r = 1, . . . ,R and can be in-
terpreted as an extension of the commutation matrices KM,N defined in (1.21). Note that we
have KM,N = P (2)N,M since [A](2) = AT for a matrix A. As a special property, the permuta-
tion matrices in (1.38) can perform cyclic shifts on R-fold repeated Kronecker products. For in-
stance, the matrices P
(R)
J1,J2,...,JR
reverse the order of a Kronecker product, i.e., for a set of matrices
Xr ∈ CJr×Ir , r = 1, . . . ,R, we have
1⊗
r=R
Xr ⋅P (R)I1,I2,...,IR = P (R)J1,J2,...,JR ⋅ R⊗
r=1
Xr. (1.39)
The matrices P
(r)
J1,J2,...,JR
for r < R first reverse the order and then accomplish a cyclic shift of
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Kronecker products by q terms as
1⊗
r=R
Xr ⋅P (q)I1,I2,...,IR = P (q)J1,J2,...,JR ⋅ R⊗
r=q+1
Xr ⊗ q⊗
r=1
Xr. (1.40)
In the case of a repeated Kronecker product of vectors xr ∈ C1×Ir , r = 1, . . . ,R, the matrix P (q)J1,...,JR
simplifies to P
(q)
1,...,1 = 1 and consequently, the property in (1.40) results in
1⊗
r=R
xr ⋅P (q)I1,I2,...,IR = R⊗
r=q+1
xr ⊗ q⊗
r=1
xr. (1.41)
Moreover, for r = 1,2, . . . ,R − 1, we have the general rule [Roe13]
vec{[A](r)} = vec{[A]T(r+1)} =KMr+1, MMr+1 ⋅ vec{[A](r+1)} . (1.42)
The higher-order norm of a tensor A, which is the extension of the Frobenius norm of a matrix,
satisfies the property [dLdMV00b]
∥A∥H = ∥[A](r)∥F = ∥vec{[A](r)}∥2 (1.43)
for r = 1,2, . . . ,R. Thus, it is equal to the Frobenius norm of an arbitrary unfolding of A.
A generalization of the singular value decomposition (SVD) of matrices to R-D tensors is given
by the higher-order singular value decomposition (HOSVD), which is also called multi-linear SVD
(MLSVD) [dLdMV00b]. The HOSVD of a tensor X 0 ∈ CM1×...×MR is given by
X 0 = S ×1 U1 . . . ×R UR = S R⨉
r=1r
U r, (1.44)
where S ∈ Cp1×...×pR is the core tensor and pr = rank{[X ](r)} represents the r-rank of X for
r = 1, . . . ,R. Moreover, U r ∈ CMr×pr are the unitary matrices that span the r-spaces of X and can
be computed from the SVDs of the r-mode unfoldings of X . An example of the HOSVD of a 3-D
tensor is visualized in Figure 1.2.
In many multi-dimensional signal processing applications, we often observe low-rank tensors X 0
that are superimposed by a noise tensor N , i.e., we have
X = X 0 +N . (1.45)
A low-rank approximation Xˆ 0 of X can be obtained from the truncated HOSVD, which is achieved
by truncating the core tensor and the r-spaces provided that pr of X 0 is known or has been
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Figure 1.2.: Illustration of the HOSVD of a 3-D tensor X of size 6 × 3 × 5.
estimated. Thus, the truncated HOSVD of a tensor X is given by
Xˆ 0 ≈ Sˆ[s] ×1 Uˆ [s]1 . . . ×R Uˆ [s]R = Sˆ[s] R⨉
r=1r
Uˆ
[s]
r . (1.46)
where Sˆ
[s]
and Uˆ
[s]
r are the estimated versions of S and U r. It has been shown in [dLdMV00b] that
the truncated HOSVD is asymptotically optimal in the high signal-to-noise ratio (SNR) regime.
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Multi-dimensional harmonic retrieval is a fundamental problem in signal processing and arises in a
broad variety of applications. The objective of this problem is to estimate the frequency parameters
of multi-dimensional harmonics that are sampled on a multi-dimensional lattice. A number of signal
processing applications, where the harmonic retrieval problem occurs, as well as a literature review
are given in the introduction in Section 1.1. In this chapter, we introduce the underlying multi-
dimensional data model, which will be the basis for the multi-dimensional parameter estimation
algorithms developed and analyzed in this thesis. A common approach towards improving the
estimation accuracy of parameter estimation algorithms is to exploit inherent signal structure.
In this thesis, we develop and analytically evaluate the performance of algorithms that take two
specific types of signal structure into account. On the one hand, we will show in Section 3.5 that
the multi-dimensional structure of the measurement data can be exploited by using tensor-based
signal processing, which preserves the multilinear structure. On the other hand, in Section 6.2,
we will exploit the statistical properties of the received signal waveforms if the signals exhibit a
strictly second-order (SO) non-circular (NC) structure by applying an algebraic preprocessing step.
Furthermore, we show in Section 6.3 that exploiting both types of structure significantly reduces
the parameter estimation error compared to the conventional parameter estimation algorithms.
In this chapter, we first present the multi-dimensional data model in Section 2.1 and then present
the model for strictly non-circular signals in Section 2.2.
2.1. Multi-dimensional data model
In order to formulate the data model in the most generic way, we start by mathematically defining
R-dimensional signals in Section 2.1.1. A matrix-based and a tensor-based formulation of the
model is then shown in Section 2.1.2 and Section 2.1.3.
2.1.1. Scalar multi-dimensional data model
In this section, we first introduce the abstract definition of a separable multi-dimensional complex
exponential with respect to a dimension p. As shown later using examples, this abstract dimension
can be associated with several physical dimensions, such as, time, frequency, or space.
The formal definition is given as follows:
Definition 2.1.1. A noise-free R-dimensional (R > 1) undamped1 exponential (complex sinusoid)
1Note that damped exponentials with exponentially decaying amplitudes can be considered by allowing µ to be
complex, i.e., µ = η + jζ. Here, however, we assume undamped or non-decaying exponentials (ζ = 0), where the
amplitudes s(t) are constant.
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x(0)(t) ∈ C, which is separable in R continuous parameters p(1), p(2), . . . , p(R) ∈ R can be expressed
as
x(0) (p(1), p(2), . . . , p(R), t) = s(t) ⋅ R∏
r=1
ejp
(r)µ(r) , (2.1)
where s(t) ∈ C is the constant complex amplitude of the exponential and µ(r) ∈ R denotes its
frequency in the r-th dimension.
The multi-dimensional signal model defined in (2.1) arises in many signal processing applications.
In practice, it is often the task to estimate the frequency µ of the complex exponential. Note that
since µ is a generic parameter, estimating µ can refer to estimating a number of physical parameters.
For example, if p is the time dimension, µ becomes the radial frequency ω = 2πfc, where fc is the
frequency of the electromagnetic wave. On the other hand, if p is a spatial dimension, µ becomes
the spatial frequency µ = kc ⋅ f(θ), where kc = 2π/λc is the wave number with wavelength λc of
the exponential and f(θ) is the projection of kc onto the spatial dimension p. Since f(θ) contains
information on the angle of arrival θ of the wave relative to the receiver, the direction of arrival
(DOA) of an impinging planar wavefront can be estimated. Other examples for estimating µ
include estimating the delay, the Doppler, the polarization, etc. of the wave.
In order to estimate the frequency parameters µ
(r)
i for i = 1,2, . . . , d and r = 1,2, . . . ,R of a
linear superposition of d R-dimensional exponentials defined by (2.2), the exponentials need to be
sampled in all R dimensions. To simplify the corresponding sampling model, we make the following
assumptions:
(A1) The sources transmitting the complex exponentials are in the far-field region of the antenna
array such that the electromagnetic waves impinging on the array approximately have a pla-
nar wavefront. In other words, each sensor element receives the electronic waves from the
same angle.
(A2) The sources are point sources, i.e., the physical dimensions of the emitting sources are neg-
ligibly small such that each source is associated with a distinct angular direction.
(A3) The source and sensor positions are stationary during the observation time such that the
(spatial) frequencies remain constant.
(A4) The received signals are narrow-band signals, i.e., the radio frequency (RF) bandwidth of the
signals is negligible, such that the delay of the signals when traveling across the array trans-
lates into a phase shift. Moreover, the amplitudes of the narrow-band signals vary slowly
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(a) Non-separable 2-D grid (b) Separable 2-D grid (c) Uniform 2-D grid
Figure 2.1.: Examples of 2-D sampling grids: (a) non-separable 2-D sampling grid; (b) separable
2-D sampling grid composed of the outer product of two (non-uniform) linear arrays; (c) uniform
separable 2-D grid.
with respect to the propagation time across the array τ , i.e., s(t − τ) ≈ s(t).
(A5) The source signals have an identical and known radio center frequency fc = c/λc such that
the RF measurement data can be properly converted to the baseband. Here, λc and c denote
the signals’ wavelength and the speed of light, respectively.
(A6) To avoid spatial aliasing, the dimensions p are assumed to be orthogonal and the spacing
∆(r) = p(r)mr − p(r)mr−1 for mr = 2, . . . ,Mr and r = 1, . . . ,R between the sampling points should
be less than or equal to λc/2.
(A7) The sensor elements are omni-directional2, there is no coupling between them and the array
is perfectly calibrated.
Since the multi-dimensional exponentials in (2.1) are defined to be separable in the R variables, a
separable R-dimensional sampling grid is required.
An R-dimensional sampling grid is called separable if it can be constructed from an outer product
of R one-dimensional sampling grids. In other words, for each dimension, we can design the
sampling arbitrarily but then all combinations of sampling points must be present in the sampled
data. Examples of non-separable and separable 2-D sampling grids are shown in Figure 2.1a
and Figure 2.1b, respectively. Figure 2.1c shows the special case of a 2-D uniform sampling grid
introduced at the end of this section.
Let p
(r)
1 < p(r)2 < . . . < p(r)Mr be the sampling grid in the r-th dimension for r = 1,2, . . . ,R. Then,
an observation of the linear superposition of d R-dimensional exponentials on the sampling grid
2Note that the results are also applicable to arrays with common beam pattern as discussed in Section 2.1.4.1
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Figure 2.2.: Sampling grid along the dimension p(r).
under additive noise is given by
xm1,m2,...,mR[n] = d∑
i=1
(si[n] ⋅ R∏
r=1
ejp
(r)
mrµ
(r)
i ) + nm1,m2,...,mR[n], (2.2)
where i = 1,2, . . . , d enumerates the signals, mr = 1,2, . . . ,Mr, specifies the Mr sampling points
in the r-th dimension for r = 1,2, . . . ,R, n is an integer index enumerating the N snapshots, i.e.,
n = 1,2, . . . ,N , and s[n] = s(tn) ∈ C is the amplitude of the signal x at the snapshot n. Moreover,
nm1,m2,...,mR[n] represents the additive noise.
The sampling grid points along the r-th dimension are illustrated in Figure 2.2. Note that
according to (A.1), the spatial sampling theorem needs to be satisfied to avoid spatial aliasing,
i.e., the frequencies can be uniquely extracted. This aspect is further addressed in Section 2.1.4.1,
where special sampling structures such as uniform sampling are discussed.
2.1.2. Matrix formulation
In order to obtain a more compact formulation of (2.2), we introduce a matrix-based model to
describe the measurement data [HN98]. To this end, we collect the observed samples into an R-D
measurement matrix X ∈ CM×N with M = ∏Rr=1Mr by stacking the spatial dimensions 1,2, . . . ,R
along the rows and aligning the snapshots n = 1,2, . . . ,N along the columns. Subsequently, we
obtain the matrix-based data model
X =A ⋅S +N , (2.3)
where S ∈ Cd×N contains the amplitudes si[n], i = 1,2, . . . , d, n = 1,2, . . . ,N andN ∈ CM×N collects
all the noise samples nm1,m2,...,mR[n].
Note that subspace-based parameter estimation schemes require the rank of the matrix S to be
equal to d. If the rank{S} < d, preprocessing has to be applied, cf. Section 3.2.3.
Furthermore, A = [a(µ1), . . . ,a(µd)] ∈ CM×d is referred to as the array steering matrix, which
consists of the array steering vectors a(µi) with µi = [µ(1)i , . . . , µ(R)i ]T ∈ RR×1 defined by
a(µi) = a(1) (µ(1)i )⊗⋯⊗ a(R) (µ(R)i ) ∈ CM×1, (2.4)
where a(r)(µ(r)i ) is the array steering vector of the i-th frequency parameter in the r-th mode given
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by
a(r) (µ(r)i ) = [ejp(r)1 µ(r)i ejp(r)2 µ(r)i ⋯ ejp(r)Mrµ(r)i ]T ∈ CMr×1. (2.5)
Note that a(r)(µ(r)i ) describes the response of the array in the r-th dimension with respect to the
i-th exponential with the frequency parameter µ
(r)
i .
An alternative formulation of A is given by
A =A(1) ◇A(2) ◇⋯ ◇A(R), (2.6)
where A(r) = [a(r)(µ(r)1 ), . . . ,a(r)(µ(r)d )] ∈ CMr×d represents the array steering matrix in the r-th
mode.
2.1.3. Tensor formulation
The drawback of the matrix-based model in (2.3) is that it does not represent the signal in its nat-
ural R-dimensional structure. This is due to the stacking of the multi-dimensional measurements
into a matrix.
In order to arrive at a more structured formulation of the generic data model in (2.2), we collect
the samples of the R-D signal xm1,m2,...,mR[n] at N subsequent snapshots into an array. As our
signal is referenced by R + 1 indices, the most natural way of formulating the model is to employ
an (R + 1)-way array X ∈ CM1×M2...×MR×N which contains xm1,m2,...,mR[n] for mr = 1,2, . . . ,Mr,
r = 1,2, . . . ,R, and n = 1,2, . . . ,N . We can then conveniently express the model from (2.2) via the
n-mode product introduced in Section 1.4.2 and obtain
X =A ×R+1 ST +N , (2.7)
where S ∈ Cd×N contains the amplitudes si[n], i = 1,2, . . . , d, n = 1,2, . . . ,N as in (2.3).
Moreover,N ∈ CM1×M2...×MR×N collects all the noise samples nm1,m2,...,mR[n] in the same manner
as X . Finally, A ∈ CM1×M2...×MR×d is referred to as the “array steering tensor” [HRD08]. It can be
expressed by virtue of the concatenation operator defined in (1.29) via the concatenation of rank-1
tensors as
A = [A1 R+1A2 R+1 . . . R+1Ad] (2.8)
Ai = a(1) (µ(1)i ) ○ a(2) (µ(2)i ) ○ . . . ○ a(R)i (µ(R)i ) ∈ CM1×M2×...×MR , (2.9)
where a(r)(µ(r)i ) is given in (2.5) and ○ represents the outer product operator introduced in Sec-
tion 1.4.2. Equation (2.9) shows how the necessary assumption of separability in defining R-D
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signals translates to the outer product structure across dimensions in the array steering tensors.
An alternative expression for the array steering tensor is given by
A = IR+1,d ×1A(1) ×2A(2) . . . ×RA(R) = IR+1,d R⨉
r=1r
A(r), (2.10)
where A(r) = [a(r)1 , . . . ,a(r)d ] ∈ CMr×d is referred to as the array steering matrix in the r-th mode.
The strength of the data model in (2.7) is that it represents the signal in its natural R-dimensional
structure by virtue of the measurement tensor X . Applying the stacking operation introduced in
Section 2.1.2 to (2.7), which is equivalent to writing X = [X ]T(R+1) ∈ CM×N , we again arrive at the
matrix-based data model (2.3) [HN98]. Here, A = [A]T(R+1) ∈ CM×d and N = [N ]T(R+1) ∈ CM×N .
Note that since A obeys (2.10) we immediately find [HN98]
A = [A]T(R+1) =A(1) ◇A(2) ◇ . . . ◇A(R) (2.11)
by applying identity (1.37).
Therefore, whenever we encounter a linear mixture model like (2.3) where the “mixing matrix”
A can be decomposed into a Khatri-Rao product of smaller mixing matrices according to (2.11),
an alternative representation of the matrix-valued data model is given by the tensor-valued data
model (2.7). We can typically benefit from the more explicit representation of the R-dimensional
structure in (2.7) via a tensor, e.g., filter out the unstructured noise more efficiently, as shown in
Section 3.2.2.
2.1.4. Special sampling structures
In this section, we discuss specific array structures that are often used in practice. In particular,
we introduce uniform array geometries in Section 2.1.4.1 and centro-symmetric array geometries
in Section 2.1.4.2.
2.1.4.1. Uniform sampling grid
So far, the data model is applicable to any separable R-D sampling grid. An important special
case is given by uniform sampling, which means that the sampling points are uniformly spaced.
Mathematically, we have p
(r)
mr−p(r)mr−1 =∆(r) formr = 2, . . . ,Mr and r = 1, . . . ,R, where ∆(r) denotes
the spacing between the sampling points. This implies that the elements of the antenna array are
uniformly spaced, i.e., we have a uniform linear array (ULA) in the one-dimensional case (shown
in Figure 2.3) or a uniform rectangular array (URA) in the two-dimensional case (see Figure 2.1c).
In order to avoid aliasing, where the frequencies cannot be uniquely recovered anymore, the sample
interval ∆(r) is required to fulfill the sampling theorem [Van02].
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Therefore, if the frequencies are known to be within the range −µ(r)max ≤ µ(r) ≤ µ(r)max, we require
∆(r) ≤ π
µ
(r)
max
. For example, if p
(r)
mr denotes the sampling of a spatial dimension, the corresponding
spatial frequencies are within the range −2π/λc ≤ µ(r) ≤ 2π/λc, i.e., we have µ(r)max = 2π/λc. Thus,
the sampling theorem reduces to ∆(r) ≤ λc/2.
Often, the grid spacing ∆(r), ∀r = 1,2, . . . ,R, is included in the frequency parameter, which can
then be defined as µi = ∆(r) ⋅ µ¯i. In this case, the sampling grid reduces to integer numbers such
that p
(r)
mr = p(r)1 +mr − 1, where p(r)1 is an arbitrary phase reference point. Choosing, for instance,
the first sensor element as the phase reference, i.e., p
(r)
1 = 0, we obtain p(r)mr =mr − 1. Therefore, in
the case of a uniform R-D array, i.e., uniform sampling is applied in each of the R dimensions, the
model in 2.2 at time snapshot n is given by
xm1,m2,...,mR[n] = d∑
i=1
(si[n] ⋅ R∏
r=1
ej(mr−1)µ
(r)
i ) + nm1,m2,...,mR[n] (2.12)
for mr = 1,2, . . . ,Mr, r = 1,2, . . . ,R and n = 1,2, . . . ,N . The generalization to arbitrary phase
reference points is considered in Section 2.1.4.2. Then, for the case of uniform sampling, we obtain
a simplified version of the array steering vectors a(r)(µ(r)i ) in (2.5) that are used in the matrix-based
model (2.4) and the tensor-based model (2.9) as
a(r) (µ(r)i ) = [1 ejµ(r)i ej2µ(r)i ⋯ ej(Mr−1)µ(r)i ]T ∈ CMr×1. (2.13)
It is apparent that (2.13) exhibits a Vandermonde structure due to the fact that we assumed
omnidirectional sensor elements. Note that if the antenna elements have a complex beam pattern
represented by gmr(µ(r)i ) ∈ C, where mr denotes the mr-th antenna element, and all the elements
have the same beam pattern, i.e., g1(µ(r)i ) = . . . = gMr(µ(r)i ), we can write a(r)(µ) = g(µ(r)i ) ⋅
a¯(r)(µ(r)i ), where the array steering vector a¯(r)(µ(r)i ) still has a Vandermonde structure. For
simplicity, we here assume g(µ) = 1.
The special cases of a one-dimensional (1-D) uniform linear array (ULA) and a two-dimensional
(2-D) uniform rectangular array are introduced in Example 2.1.1 and Example 2.1.2, where we
discuss the problem of direction of arrival (DOA) estimation as an example of parameter estimation.
Example 2.1.1. 1-D DOA estimation: Assume that d narrow-band signals impinging from
distinct directions in the far-field are sampled by a uniform linear array (ULA) composed of M
isotropic sensor elements as illustrated in Figure 2.3. The task is to estimate the azimuth angles
θi, i.e., the directions of arrival of the d signals. In the 1-D case, the model (2.12) for uniform
sampling grids simplifies significantly, such that the n-th time observation at the m-th antenna
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element is given by
xm[n] = d∑
i=1
si[n] ⋅ ej(m−1)µi + nm[n] (2.14)
for m = 1,2, . . . ,M and n = 1,2, . . . ,N . Using matrix notation, the observed samples in (2.14) can
be compactly collected into the measurement matrix X ∈ CM×N , which is the 1-D version of (2.3),
according to
X =A ⋅S +N , (2.15)
where S ∈ Cd×N denotes the symbol matrix and N ∈ CM×N represents the additive sensor noise.
Moreover, A = [a(µ1), . . . ,a(µd)] ∈ CM×d is the array steering matrix, which contains the array
steering vectors a(µi) corresponding to the spatial frequency µi given by
a(µi) = [1 ejµi ej2µi ⋯ ej(M−1)µi]T ∈ CM×1. (2.16)
The spatial frequencies µi are given by
µi = 2π
λc
⋅∆ ⋅ sin(θi), (2.17)
where λc is the signal wavelength and ∆ is the interelement spacing as shown in Figure 2.3. If we
assume ∆ = λc/2, we have µi = π ⋅sin(θi). Thus, the spatial frequencies µi are restricted to the range−π ≤ µi < π. Note that the azimuth angle θi cannot be uniquely recovered since µi(θi) = µi(π − θi)
due to sin(θi) = sin(π − θi),∀θi, i.e., the azimuth angle θi is indistinguishable from the azimuth
angle π − θi. This implies that a ULA is unable to distinguish signals from its front or back side,
which is known as “front-back ambiguity”. To avoid these ambiguities, we assume a one-to-one
mapping from the spatial frequencies to the azimuth angles θi, which restricts θi to the front side
of the ULA with the angle range −90○ ≤ θi < 90○.
Example 2.1.2. 2-D direction of arrival (DOA) estimation: Suppose that an M1 ×M2
uniform rectangular array (URA) with isotropic elements captures d narrow-band signals from
far-field sources. It is our goal to estimate the azimuth and co-elevation angles θi and φi, i.e., the
2-D directions of arrival as defined in Figure 2.4.
Following the model (2.12) for uniform sampling grids, the observations at antenna m1,m2 and
time snapshot n can be expressed as [MHZ96]
xm1,m2[n] = d∑
i=1
si[n] ⋅ 2∏
r=1
ej(mr−1)µ
(r)
i + nm1,m2[n], (2.18)
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Figure 2.3.: Definition of the azimuth (θ) angles of an impinging planar wavefront for the 1-D DOA
estimation in Example 2.1.1.
for mr = 1,2, . . . ,Mr, r = 1,2 and n = 1,2, . . . ,N . In this example, the parameters µ(1)i and
µ
(2)
i are the spatial frequencies of the i-th signal, which are associated with the azimuth angle
θi (−180○ < θi ≤ 180○) and the co-elevation angle φi (0○ ≤ φi ≤ 90○) relative to the URA (illustrated
in Figure 2.4) as [MHZ96]
µ
(1)
i = 2πλc ⋅∆(1) ⋅ cos(θi) ⋅ sin(φi)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
ui
(2.19)
µ
(2)
i = 2πλc ⋅∆(2) ⋅ sin(θi) ⋅ sin(φi)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
vi
, (2.20)
where ui and vi are the direction cosines relative to the x- and y-axes as defined in Figure 2.4.
Assuming ∆(1) = ∆(2) = λc/2 and since ξi = ui + jvi = sin(φ) ⋅ ejθi , we can extract θi and φi via
θi = arg {ξi} and φi = arcsin(∣ξi∣). Note that φi cannot be uniquely extracted from µ(1)i and µ(2)i
as sin(φ) = sin(π − φ),∀φ. Geometrically, this ambiguity refers to the half space above and below
the antenna array, which, however, can often be resolved via plausible reasoning.
2.1.4.2. Centro-symmetric sampling grid
Another important special type of array geometries are antenna arrays that are invariant under
mirroring around their array centroids. Such antenna arrays are referred to as centro-symmetric
arrays [XRK94]. A sensor configuration that is centro-symmetric in each of its R modes is said to
be R-D centro-symmetric. For instance, ULAs and URAs introduced in the previous subsection
are 1-D and 2-D centro-symmetric arrays. However, the 2-D antenna configuration illustrated in
Figure 2.1b is only centro-symmetric in the vertical direction but not centro-symmetric in the
horizontal direction. Therefore, this array is not 2-D centro-symmetric.
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Figure 2.4.: Definition of azimuth (θ) and co-elevation (φ) angles of an impinging planar wavefront
for the 2-D DOA estimation Example 2.1.2.
Mathematically, an R-D array is centro-symmetric in the r-th mode, if the corresponding steering
matrix A(r) ∈ CMr×d satisfies [HN95]
ΠMr ⋅A(r)∗ =A(r) ⋅∆(r)c , (2.21)
where ∆
(r)
c ∈ Cd×d is a unitary diagonal matrix which depends on the phase reference of the array
in the r-th mode. Accordingly, an R-D array is R-D centro-symmetric if (2.21) is satisfied for each
of the R modes. In this case, the overall array steering matrix A ∈ CM×d satisfies
ΠM ⋅A∗ =A ⋅∆c, (2.22)
where ∆c ∈ Cd×d now depends on the overall R-D phase reference of the R-D array.
In order to investigate the impact of the phase reference of the R-D array on the performance of
R-D ESPRIT-type parameter estimation algorithms and the R-D Crame´r-Rao bound, we extract
the phase reference as a separate parameter by refining the matrix-based model in (2.3) using the
array steering matrix formulation in (2.6). To this end, let the array centroid of the array along
the r-th mode be defined by
δ(r) = 1
Mr
Mr∑
mr=1
p(r)mr . (2.23)
Note that δ(r) is a property of the array and independent of µ(r)i . Then, we can decompose the
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r-mode array steering matrix A(r) from (2.6) with an arbitrary array centroid as
A(r) =A(r)c ⋅∆(r), (2.24)
where A
(r)
c ∈ CMr×d is the array steering matrix whose array centroid δ(r) serves as the phase
reference in the r-th mode such that ΠM ⋅A(r)∗c =A(r)c . Furthermore, the diagonal matrix ∆(r) =
diag{ejδ(r)µ(r)i }d
i=1 contains the phase shifts depending on µ
(r)
i due to a non-centered phase reference
δ(r) on its diagonal.
Further, assuming the R-D array to be R-D centro-symmetric, i.e., (2.21) holds in the r-th
mode, by inserting (2.24) into (2.21), we can easily establish the relation ∆
(r)
c = ∆(r)∗ ⋅∆(r)∗ .
Alternatively, we can write∆(r) =∆(r)−1/2c since∆(r)∗ =∆(r)−1 . Thus, if the actual phase reference
ofA(r) is at the centroid of the r-th mode, we have∆(r) =∆(r)c = Id, and consequentlyA(r) =A(r)c .
Based on (2.24), we can rewrite A in (2.6) as
A = (A(1)c ⋅∆(1)) ◇ (A(2)c ⋅∆(2)) ◇⋯ ◇ (A(R)c ⋅∆(R))
= (A(1)c ◇A(2)c ◇⋯ ◇A(R)c ) ⋅ (∆(1) ⋅∆(2) ⋅ . . . ⋅∆(R))
=Ac ⋅∆, (2.25)
where Ac =A(1)c ◇A(2)c ◇⋯ ◇A(R)c ∈ CM×d and ∆ =∆(1) ⋅∆(2) ⋅ . . . ⋅∆(R) ∈ Cd×d.
As an example, we consider a uniform sampling grid with half-wavelength sampling and choose
the array centroid as the phase reference along the r-th mode. In this case, the corresponding
steering vector a
(r)
c (µ(r)i ) is given by
a(r)c (µ(r)i ) = [e−jMr−12 µ(r)i e−jMr−32 µ(r)i . . . ejMr−32 µ(r)i ejMr−12 µ(r)i ]T . (2.26)
Then, by applying (2.24) and setting δ(r) = Mr−1
2
, we can move the array phase reference to the
first sensor element as follows:
a(r) (µ(r)i ) = a(r)c (µ(r)i ) ⋅ ejδ(r)µ(r)i
= [e−jMr−12 µ(r)i e−jMr−32 µ(r)i . . . ejMr−32 µ(r)i ejMr−12 µ(r)i ]T ⋅ ejδ(r)µ(r)i
= [1 ejµ(r)i ej2µ(r)i . . . ej(Mr−1)µ(r)i ]T . (2.27)
Using the relation in (2.25), we can express the data model in (2.3) in terms of Ac as
X =Ac ⋅∆ ⋅S +N =Ac ⋅ S¯ +N , (2.28)
where we have defined S¯ =∆ ⋅S.
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In the tensor case, the tensor-based equivalent of the centry-symmetry property in (2.22) is given
by
A∗
R⨉
r=1r
ΠMr =A ×R+1∆c. (2.29)
where ∆c is the unitary diagonal matrix from (2.22).
2.2. Signal model for second-order non-circular signals
In the multi-dimensional data model (2.2), we have so far made no further assumptions on the
amplitudes of the multi-dimensional signals, which represent the complex baseband data sym-
bols. In the matrix-based data model (2.3) and in the tensor-based data model 2.7, the symbols
are collected in the matrix S. The symbols in S are usually assumed to be arbitrary complex
random variables and the only restriction so far is that the rank of S should be equal to d.
However, often times the complex baseband symbols of the received multi-dimensional signals
possess specific statistical properties such as a strictly second-order (SO) non-circular (NC) struc-
ture. This particular type of signal structure often occurs in communication-type scenarios, where
the transmitters employ real-valued digital modulation schemes, e.g., binary phase shift keying
(BPSK), amplitude phase shift keying (ASK), minimum shift keying (MSK), offset-quadrature
phase shift keying (OQPSK) (after a de-rotation), etc. As mentioned in Section 1.1.1, previous
work [CWS01, ZCW03, HR04, RH09, AD06, LLXZ12] has shown that taking advantage of the strict
non-circularity of the signals helps to improve the estimation accuracy and doubles the number
of identifiable sources of the conventional parameter estimation algorithms. Specific applications
for strictly non-circular signals are wireless communications, GNSS, cognitive radio, etc., where
strictly non- circular sources are known to be present, and radar, tracking, channel sounding, etc.,
where the signals can be designed as strictly non-circular signals.
In Section 3.4, we will discuss the matrix-based R-D NC Standard ESPRIT and R-D NC Unitary
ESPRIT algorithms and analyze their analytical performance in Section 4.3. Furthermore, in
Section 3.5, we will discuss the tensor-based ESPRIT-type algorithms R-D NC Standard Tensor-
ESPRIT and R-D NC Unitary Tensor-ESPRIT that exploit both the R-D structure and the NC
structure of the signals. Their analytical performance expressions are derived and analyzed in
Section 4.4.
Before we introduce the concept and the statistical properties of second-order non-circular sig-
nals, we first consider non-circular random variables in the next section.
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2.2.1. Non-circular random variables
We first start with the statistical properties of circular random variables before moving on to
non-circular random variables.
2.2.1.1. Circularly symmetric random variables
The full description of the statistical properties of complex random variables is not only given by
the individual distribution of their real and imaginary parts but also by their joint distribution as
there may be a correlation between the real and imaginary parts.
As a simplifying assumption, it is often presumed that complex random variables are second-
order circularly symmetric. This property is defined as follows:
Definition 2.2.1. [SS10] A zero-mean complex random variable Z =X + j ⋅Y ∈ C, i.e., E{Z} = 0,
is termed second-order circularly symmetric iff it satisfies
E{Z2} = 0. (2.30)
Expanding (2.30) yields
E{Z2} = E{(X + j ⋅ Y )2} = E{X2} −E{Y 2} + 2 ⋅ j ⋅E{X ⋅ Y } . (2.31)
Hence, we conclude from (2.31) that the condition E{Z2} = 0 implies that the real part X and the
imaginary part Y are uncorrelated and have the same variance.
Geometrically, for example, if the random variables X and Y are Gaussian distributed, the
contour lines of equal probability in the joint probability density function of X and Y represent
circles as seen in Figure 2.5(a), which provides the reason why this property is termed circular
symmetry.
2.2.1.2. Non-circular random variables
Consequently, if E{Z2} ≠ 0, the complex random variable Z is second-order non-circular. The
degree of non-circularity is usually measured via the “non-circularity rate” [DA04], which also
referred to as “circularity coefficient” [EK06], or “circularity quotient” [Oll08] in the literature.
The non-circularity rate is defined as the a complex scalar parameter
ζ = E{Z2}
E{∣Z ∣2} = ∣ζ ∣ ⋅ ejψ, (2.32)
where ψ is the non-circularity phase. It is apparent that ζ = ∣ζ ∣ = 0 only if Z is circularly symmetric
(see Section 2.2.1.1). Hence, the non-circularity rate can be interpreted as a measure for the
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deviation from the circular symmetry. The maximum value of ∣ζ ∣ is given in the following theorem:
Theorem 2.2.1. For any complex random variable Z = X + j ⋅ Y , the maximum non-circularity
rate is given by
∣ζ ∣ ≤ 1, (2.33)
which holds with equality iff c ⋅X = Y for some c ∈ R, i.e., the real part and the imaginary part of
Z are linearly dependent.
A proof of this theorem is given in Appendix B.1. A complex random variable with 0 < ∣ζ ∣ < 1
is termed weak-sense second-order non-circular, while the case ∣ζ ∣ = 1 defines a strictly (or strict-
sense) second-order non-circular random variable. Strictly non-circular random variables are also
referred to as rectilinear [CP06] in the literature. From Theorem 2.2.1, we know that strict non-
circularity implies a linear dependence between the real and the imaginary part of Z. Therefore,
Z can, for instance, be represented as a real-valued random variable which is rotated by a complex
phase term, i.e.,
Z =W ⋅ ejϕ =W ⋅ cos(ϕ) + j ⋅W ⋅ sin(ϕ), (2.34)
where W ∈ R is a real-valued random variable and ϕ with −π/2 ≤ ϕ ≤ π/2 is the deterministic
(fixed) rotation phase parameter. It is obvious that (2.34) fulfills the condition c ⋅X = Y for some
c ∈ R. Alternatively, it is easily verified that
ζ = E{Z2}
E{∣Z ∣2} = E{W
2} ⋅ ej2ϕ
E{W 2} = ej2ϕ, (2.35)
which has ∣ζ ∣ = 1 and where the non-circularity phase is given by ψ = 2 ⋅ ϕ.
The geometrical interpretation of non-circular Gaussian random variables is visualized in Fig-
ure 2.5(b) and Figure 2.5(c). Figure 2.5(b) shows the contour lines of constant probability density
for a weak-sense non-circular Gaussian random variable with non-circularity rate ζ = 0.6 ⋅ ejπ/2 and
Figure 2.5(c) illustrates the strictly non-circular case with ζ = ejπ/2.
2.2.2. Strictly non-circular signals
In a communication system, the complex baseband symbols si[n] of the received signals represent
non-circular random variables if the symbols are drawn from constellation diagrams in the complex
plane that are not circularly symmetric (sometimes also termed rotation invariant). The case of
strictly non-circular (rectilinear) symbols presumes that the sources transmit signals with symbols
from real-valued constellations (such as BPSK orM -ASK). Due to the distinct transmission delays
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Figure 2.5.: Examples for the contour lines of constant probability density for complex Gaussian
random variables with different ζ: (a) circularly symmetric case, (b) weak-sense non-circular
case, and (c) strictly non-circular case.
of the signals received from different sources, the symbols at the receiver appear on straight lines
with different phase rotations in the complex plane. Note that OQPSK and MSK symbols can
be transformed into real-valued amplitudes by applying an appropriate de-rotation at the receiver
[CP06]. Figure 2.6 shows an example of the Inphase and Quadrature (I/Q) components of the
received symbols of two sources that transmit a real-valued constellation. As the transmission of
each source is subject to a different phase rotation ϕi, the receiver observes rotated real-valued
random variables, which satisfy the strict non-circularity property.
In analogy to the model for strictly non-circular random variables in (2.34), the symbol matrix
S ∈ Cd×N for strictly non-circular signals is modeled as [ZCW03]
S =Ψ ⋅S0, (2.36)
where S0 ∈ Rd×N is the real-valued symbol matrix and Ψ = diag {[ejϕ1 , . . . , ejϕd]} contains the
arbitrary complex phase shifts on its diagonal. Note that in this model, the complex phases are
assumed to be stationary, i.e., they do not change over time.
It is clear from (2.36) that the factorization of S reveals a particular signal structure, i.e., only
real-valued random variables as well as different stationary complex phase shift for each source.
This specific structure can be exploited in signal processing applications if prior knowledge about
the presence of strictly non-circular sources is available.
If s[n] is a non-circular random variable, its full second-order statistics are not only described
by the covariance matrix Rss = E{s[n] ⋅ sH[n]}, but also by the pseudo-covariance matrix Css =
E{s[n] ⋅ sT[n]}. For circular random variables, the pseudo-covariance matrix Css is equal to the
zero matrix. However, for non-circular sources the pseudo-covariance matrix contains additional
statistical information about s[n] that can be taken advantage of.
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Figure 2.6.: Example for strictly non-circular amplitudes: Two sources (red, blue) transmit symbols
drawn from real-valued constellations (4-ASK). As they undergo different transmission delays,
the I/Q diagram at the receiver consists of differently rotated real-valued random variables, i.e.,
the complex symbols si[n] represent strictly non-circular random variables.
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Inserting the factorization (2.36) into the matrix-based data model (2.3), we obtain the following
data model for strictly non-circular sources:
X =A ⋅Ψ ⋅S0 +N . (2.37)
Analogously, the corresponding tensor model for strictly non-circular sources is given by
X =A ×R+1 (Ψ ⋅S0)T +N . (2.38)
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3. ESPRIT-type parameter estimation algorithms
This chapter provides a state of the art of ESPRIT-type parameter estimation algorithms and will
serve as a basis for the contributions presented in the other chapters of this thesis.
3.1. Overview
In this chapter, we review multi-dimensional ESPRIT-type algorithms to extract the parameters
of R-dimensional signals sampled on a separable R-D grid as defined in Section 2. The advantage
of ESPRIT-type parameter estimation algorithms compared to other subspace-based algorithms is
that they provide closed-form parameter estimates and therefore only require a low computational
complexity as no peak search is needed. Specifically, we will discuss the matrix-based R-D Standard
ESPRIT and R-D Unitary ESPRIT algorithms [HN98] as well as their tensor-extensions R-D
Standard Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT [HRD08].
In Section 3.2, we first recall the matrix-based subspace estimation via the singular value de-
composition (SVD) and then show how the estimation accuracy can be improved by incorporating
the multi-dimensional structure of the signals via the higher-order singular value decomposition
(HOSVD), which is also referred to as the multi-linear singular value decomposition (MLSVD). As
the subspace estimation is required for any multi-dimensional subspace-based parameter estimation
algorithm, the HOSVD-based subspace estimate [RHD06, HRD08] can be applied to R-D versions
of, e.g., MODE [Van02], RARE [PGW02], or MUSIC [Sch79] as well (cf. Section 1.1.1 for a lit-
erature overview) to improve the estimation accuracy. The preprocessing steps forward-backward
averaging (FBA) and spatial smoothing are discussed as well.
After the subspace estimation, the second step of ESPRIT-type algorithms is finding the solution
to the shift invariance equation, an overdetermined, linear system of equations. Section 3.3 first
reviews the matrix-based version of the shift invariance equation and then formulates its tensor-
based extension in order to preserve the multi-linear structure.
We then summarize the matrix-based R-D ESPRIT-type algorithms along with the R-D Tensor-
ESPRIT-type algorithms in Section 3.4 and highlight that both are algebraically equivalent apart
from replacing the SVD-based subspace estimate by the HOSVD-based subspace estimate [HRD08].
Here, we apply the simple least squares (LS) method to solve the shift invariance equation.
Finally, conclusions are drawn in Section 3.6.
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3.2. Subspace estimation
The fundamental step of any subspace-based parameter estimation algorithm is the estimation of
the signal subspace. The signal subspace is defined as the vector space spanned by the columns of
the array steering matrix A ∈ CM×d (cf. Section 2.1.2), which represent the principal components
of the model and serve as a basis for the signal subspace. The orthogonal complement of the
signal subspace in the vector space CM is referred to as the noise subspace. The signal subspace
estimation can be viewed as a dimensionality reduction and a noise reduction.
In this section, we first review the matrix-based subspace estimation in Section 3.2.1. In Sec-
tion 3.2.2, we review the enhanced tensor-based subspace estimation, which improves the accuracy
of the signal subspace estimate by imposing the multi-dimensional structure of R-dimensional
signals onto the unstructured subspace estimate. The tensor-based subspace estimate can be com-
bined with any multi-dimensional subspace-based parameter estimation schemes, e.g., R-D Tensor
MODE [WS15], R-D Tensor MUSIC [BGP+13], or R-D Tensor ESPRIT [HRD08]. We also pro-
vide the link of the tensor-based estimate subspace to the matrix-based subspace. Finally, the
forward-backward averaging preprocessing and real-valued subspace estimation in the matrix and
tensor case as well as the spatial smoothing preprocessing step are discussed in Section 3.2.3 and
Section 3.2.4.
3.2.1. Matrix-based subspace estimation
We have seen in Section 2.1.2 that the N observed samples of the R-D signals can be collected
into an M ×N measurement matrix X, where the R dimensions are stacked along the rows and
the columns represent the N snapshots. The resulting data model (2.3) is given by
X =A ⋅S +N =X0 +N , (3.1)
where X = [X ]T(R+1) ∈ CM×N , A = [A]T(R+1) ∈ CM×d, and N = [N ]T(R+1) ∈ CM×N . Moreover,
X0 = A ⋅ S ∈ CM×d is the noise-free part of the measurement matrix X, which is at most rank-d.
Then, the column space of X0 is spanned by the d dominant left singular vectors of X0. The SVD
of X0 is given by
X0 = [U s, Un] ⋅ ⎡⎢⎢⎢⎢⎣
Σs 0d×(N−d)
0(M−d)×d 0(M−d)×(N−d)
⎤⎥⎥⎥⎥⎦ ⋅ [V s, V n]
H
, (3.2)
where U s ∈ CM×d and Un ∈ CM×(M−d) are the orthonormal bases for the signal subspace and the
noise subspace. Furthermore, Σs = diag {[σ1, . . . , σd]} ∈ Rd×d contains the d non-zero singular
values on its main diagonal.
Note that due to X0 =A ⋅S, the column space of A is identical to the subspace spanned by the
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columns of U s, i.e., we have
span{A} = span{U s}. (3.3)
This property is exploited by ESPRIT-type parameter estimation algorithms described in Sec-
tion 3.4.1.
For the signal subspace estimation of the noisy measurement matrixX, we can perform a rank-d-
approximation of X via the truncated SVD, which is optimal in the Frobenius norm sense [EY36].
The SVD of X is expressed as
X = [Uˆ s, Uˆn] ⋅ ⎡⎢⎢⎢⎢⎣
Σˆs 0d×(N−d)
0(M−d)×d Σˆn
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ s, Vˆ n]
H
, (3.4)
where Uˆ s ∈ CM×d, Uˆn ∈ CM×(M−d), and Σˆs are the respective estimates of U s, Un, and Σs.
Then, the signal subspace spanned by the columns of Uˆ s is an estimate of the column space
spanned by the columns of A, i.e., we have
span{A} ≈ span{Uˆ s}. (3.5)
An analytical first-order approximation of the estimation error contained in the matrix Uˆ s from
the SVD is provided in Section 4.2.1 as part of the performance analysis of matrix-based R-D
ESPRIT-type algorithms.
3.2.2. Tensor-based subspace estimation
The natural multi-dimensional structure of the signals can be taken into account for the signal
subspace estimation by employing a multi-dimensional extension of the SVD in form of a suitable
tensor decomposition. Often, the Higher-Order SVD (HOSVD) is chosen for this purpose as it is
easily computed via SVDs of the unfoldings of the tensor. Moreover, the truncated HOSVD allows
for a multilinear low-rank approximation similar to the truncated SVD [HRD08].
Recall the tensor model from (2.7)
X =A ×R+1 ST +N = X 0 +N ∈ CM1×...×MR×N , (3.6)
where X 0 is the noise-free measurement tensor. Then, the truncated HOSVDs of X 0 and X are
given by
X 0 = S[s] ×1 U [s]1 . . . ×R U [s]R ×R+1 U [s]R+1 (3.7)
X ≈ Sˆ[s] ×1 Uˆ [s]1 . . . ×R Uˆ [s]R ×R+1 Uˆ [s]R+1, (3.8)
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where S[s] ∈ Cp1×...×pR×pR+1 and its estimate Sˆ[s] denote the truncated core tensors
S[s] =X 0 ×1 U [s]H1 . . . ×R U [s]HR ×R+1 U [s]HR+1 (3.9)
Sˆ
[s] =X ×1 Uˆ [s]H1 . . . ×R Uˆ [s]HR ×R+1 Uˆ [s]HR+1 (3.10)
and pr, r = 1, . . . ,R represents the r-rank of X 0 and is given by pr = min(Mr, d). Moreover,
U
[s]
r ∈ CMr×pr and Uˆ [s]r ∈ CMr×pr are the r-spaces, i.e., the matrices of the dominant r-mode left
singular vectors, which can be computed by performing an SVD of the r-mode unfoldings of X 0
and X according to
[X 0](r) = [U [s]r , U [n]r ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
[s]
r 0d×(N−d)
0(M−d)×d 0(M−d)×(N−d)
⎤⎥⎥⎥⎥⎦ ⋅ [V
[s]
r , V
[n]
r ]H (3.11)
[X ](r) = [Uˆ [s]r , Uˆ [n]r ] ⋅
⎡⎢⎢⎢⎢⎣
Σˆ
[s]
r 0d×(N−d)
0(M−d)×d Σˆ
[n]
r
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ
[s]
r , Vˆ
[n]
r
]H . (3.12)
Comparing the truncated HOSVD of X in (3.8) to the truncated SVD in (3.4), we observe that
the HOSVD performs low-rank approximations in all R+1 modes and hence, takes the multilinear
structure into account for more efficient denoising.
Recall that the measurement matrix X and the measurement tensor X are related via X =[X ]T(R+1). By considering the SVD of [X ]T(R+1) using (3.12) and the SVD of X in (3.4), we find
that the subspaces are linked through the following identities:
Uˆ s = Vˆ [s]∗R+1, Uˆn = Vˆ [n]∗R+1, Vˆ s = Uˆ [s]∗R+1, Vˆ n = Uˆ [n]∗R+1, Σˆs = Σˆ[s]R+1. (3.13)
Based on (3.8), the tensor-based subspace tensor Uˆ
[s] ∈ CM1×...×MR×d, which is the multilinear
extension of the matrix-based subspace estimate Uˆ s, is given by [HRD08, RHD14]
Uˆ
[s] = Sˆ[s] ×1 Uˆ [s]1 . . . ×R Uˆ [s]R ×R+1 Σˆ[s]−1R+1 ∈ CM1×...×MR×d. (3.14)
Note that in its original definition in [HRD08], Uˆ
[s]
was defined without the multiplication by
Σˆ
[s]−1
R+1 in the (R+1)-th mode. This normalization was included in [RHD14] to simplify the notation
in the derivation of the performance analysis of R-D Tensor-ESPRIT-type algorithms presented
in [RHD14].
Consequently, the enhanced tensor-based signal subspace estimate, which can be used to replace
the matrix-based subspace estimate Uˆ s is given by [Uˆ [s]]T(R+1).
According to [RHD14], the link between the HOSVD-based signal subspace estimate [Uˆ [s]]T
(R+1)
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and the SVD-based subspace estimate Uˆ s is given by
[Uˆ [s]]T
(R+1)
= (Tˆ 1 ⊗ Tˆ 2 ⊗ . . . TˆR) ⋅ Uˆ s, (3.15)
where Tˆ r = Uˆ [s]r ⋅ Uˆ [s]Hr ∈ CMr×Mr are estimates of the projection matrices onto the r-spaces of X 0.
Hence, the HOSVD-based subspace estimate can be seen as the projection of the unstructured
matrix-based subspace estimate onto the Kronecker structure represented by the Kronecker product
of the r-space projection matrices Tˆ r, which is inherent in the data. Since this projection does not
affect the true signal subspace, the improvement of the HOSVD-based subspace estimate comes
from the fact that the noise components that do not obey the required Kronecker structure are
removed. In other words, the multi-dimensional structure is imprinted onto the matrix-based
subspace estimate. It is shown in [HRD08] that if d ≥ max
r=1,2,...,RMr, we have [Uˆ [s]]
T
(R+1)
= Uˆ s, i.e.,
there is no improvement in terms of the subspace estimation accuracy from the HOSVD-based
subspace estimate if the number of signals d is greater than or equal to the number of sensors in
all R modes. Note that in [CRKH14], the relation (3.15) has been used to derive a tensor-based
subspace tracking algorithm for time-varying harmonic retrieval.
Similar to the matrix case, the error of the HOSVD-based subspace estimate [Uˆ [s]]T
(R+1)
can be
approximated by an analytical first-order expansion. Details are provided in Section 4.2.2.
3.2.3. Forward-backward averaging and real-valued subspace estimation
In the case of a centro-symmetric array, i.e., the array steering matrix A satisfies ΠM ⋅A∗ =A ⋅∆
(cf. Section 2.1.4.2), the forward-backward averaging (FBA) preprocessing step [EJS82, PK89a] can
be applied to the data to improve the estimation accuracy of the signal subspace. This is achieved
by exploiting the symmetry in the data due to the array symmetry. The centro-symmetry property
of the array implies that its array structure is invariant under mirroring around the centroid.
Hence, we can exploit the fact that A and ΠM ⋅ A∗ span the same column space. Therefore,
the measurements X ∈ CM×N can be augmented by ΠM ⋅X∗ ⋅ΠN , which is conjugated and row-
as well as column-flipped version of the original measurement matrix, along the columns without
changing the column space [HN95]. Mathematically speaking, FBA preprocessing is performed by
constructing an augmented measurement matrix X(fba) according to
X(fba) = [X ΠM ⋅X∗ ⋅ΠN] ∈ CM×2N . (3.16)
Notice thatX(fba) has 2N columns, i.e., the number of snapshots has been virtually doubled. Thus,
processing X(fba) instead of X improves the accuracy of the signal subspace estimate especially if
only a small number of snapshots is available or highly correlated signals are present. In fact, two
46
3.2. Subspace estimation
coherent sources can be perfectly decorrelated.
Another advantage of the FBA preprocessing step in (3.16) is that the resulting augmented
measurement matrix X(fba) is a centro-Hermitian matrix1 and hence it can be transformed into
the real-valued domain [HN95]. This is achieved by a bijective mapping of the set of centro-
Hermitian matrices onto the set of real-valued matrices [Lee80]. To this end, let us define left-
Π-real matrices, i.e., matrices Q ∈ Cp×q that satisfy Πp ⋅ Q∗ = Q. Sparse and square unitary
left-Π-real matrices [HN95] denoted by Q
(s)
p ∈ Cd×d, which allow for an efficient implementation of
the real-valued transformation are given by (cf. Appendix A.2)
Q
(s)
2n = 1√
2
⋅ ⎡⎢⎢⎢⎢⎣
In jIn
Πn −jΠn
⎤⎥⎥⎥⎥⎦ and Q
(s)
2n+1 = 1√
2
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
In 0n×1 jIn
0Tn×1
√
2 0Tn×1
Πn 0n×1 −jΠn
⎤⎥⎥⎥⎥⎥⎥⎦
. (3.17)
Then, the real-valued transformed augmented measurement matrix is computed via
ϕ (X(fba)) =QHM ⋅X(fba) ⋅Q2N . (3.18)
The benefit of (3.18) is that since the matrix is real-valued, its signal subspace estimate can be
obtained by applying a real-valued SVD, which has a lower computational complexity compared
to its complex-valued counterpart.
Thus, in analogy to (3.4), the real-valued SVD of ϕ (X(fba)) is given by
ϕ (X(fba)) = [Eˆs, Eˆn] ⋅ ⎡⎢⎢⎢⎢⎣
Σˆ
(ϕ)
s 0d×(2N−d)
0(M−d)×d Σˆ
(ϕ)
n
⎤⎥⎥⎥⎥⎦ ⋅ [Wˆ s, Wˆ n]
H
(3.19)
and hence, the real-valued signal subspace estimate Eˆs ∈ RM×d contains the d dominant left singular
vectors of ϕ (X(fba)).
Based on the real-valued signal subspace estimate Eˆs, several “unitary” versions of the conven-
tional DOA estimation algorithms can be defined, e.g., the Unitary Root-MUSIC algorithm [PGH00]
or the Unitary ESPRIT algorithm [HN95] reviewed in Section 3.4.2.
In [HRD08], it is shown that forward-backward averaging and the real-valued transformation
can also be defined for the measurement tensor X according to
X (fba) = [X R+1 X ∗ ×1ΠM1 . . . ×RΠMR ×R+1ΠN ] ∈ CM1×M2...×MR×N (3.20)
1A matrix X ∈ Cp×q is called centro-Hermitian if it satisfies Πp ⋅X∗ ⋅Πq =X.
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and
ϕ (X (fba)) = X (fba) ×1QHM1 . . . ×RQHMR ×R+1QH2N ∈ RM1×M2...×MR×N , (3.21)
which are the tensor extensions of (3.16) and (3.18). We can then estimate the real-valued signal
subspace tensor Eˆ
[s] ∈ RM1×...×MR×d via a real-valued truncated HOSVD of the transformed tensor
ϕ (X (fba)) ∈ RM1×...×MR×2N from (3.21) given by
ϕ (X (fba)) ≈ Sˆ[s]T ×1 Eˆ[s]1 . . . ×R Eˆ[s]R ×R+1 Eˆ[s]R+1, (3.22)
where the real-valued r-spaces Eˆ
[s]
r ∈ RMr×pr can be computed via the SVD of the r-mode unfoldings
of ϕ (X (fba)) for r = 1, . . . ,R + 1 as
[ϕ (X (fba))](r) = [Eˆ[s]r , Eˆ[n]r ] ⋅
⎡⎢⎢⎢⎢⎣
Σˆ
[s]
r 0d×(N−d)
0(M−d)×d Σˆ
[n]
r
⎤⎥⎥⎥⎥⎦ ⋅ [Wˆ
[s]
r , Wˆ
[n]
r
]H . (3.23)
Then, the real-valued subspace tensor Eˆ
[s]
is defined as
Eˆ
[s] = Sˆ[s]T ×1 Eˆ[s]1 . . . ×R Eˆ[s]R ×R+1 Σˆ[s]−1R+1 (3.24)
following (3.14). Note that we have again used the normalization by Σ
[s]−1
R+1 , which is obtained from
(3.23) for r = R + 1.
3.2.4. Spatial smoothing
Forward-backward averaging can only decorrelate two coherent, i.e., fully correlated, sources. If
more than two coherent sources are present or only a single snapshot N = 1 is available, spatial
smoothing can be applied to decorrelate multiple coherent wavefronts [SWK85] by dividing the
array into L identical displaced subarrays and averaging their spatial covariance matrices. As a
result, L coherent wavefronts are decorrelated. However, the number of antenna elements is also re-
duced toM −L+1. Spatial smoothing can be combined with forward-backward averaging [PK89b],
in which case 2L coherent wavefronts are decorrelated when using L subarrays. Spatial smoothing
is readily formulated in terms of tensors via the concatenation operator, as shown in [HRD08].
However, as shown in [THRG10, THG09b, THG09a], the tensor structure can be exploited fur-
ther to derive tensor-based spatial smoothing techniques that outperform matrix-based approaches.
In Chapter 7, we will combine spatial smoothing preprocessing with R-D ESPRIT-type algo-
rithms as well as R-D NC ESPRIT-type algorithms for strictly non-circular sources. We will also
develop analytical performance evaluation expressions for these algorithms with spatial smoothing.
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3.3. R-D shift invariance
A requirement for the applicability of ESPRIT-type parameter estimation algorithms is the “shift
invariance” property of the array, which implies that the array can be divided into two subarrays
that are identical except for a displacement. An example is shown in Figure 3.1. Due to the
narrowband assumption of the impinging exponentials, a spatial displacement results in a phase
offset, which is proportional to the spatial frequency. Hence, the spatial frequency estimates can
be obtained by estimating the phase offsets of all signals. Note that to avoid ambiguities, the
spatial displacement should not exceed λc/2 (cf. Section 2.1.4.1).
It was shown in [HN98] that the spatial frequencies of R-dimensional signals in all dimensions
can be estimated efficiently if the sampling grid exhibits the shift invariance structure in all R
dimensions. The matrix-based R-D shift invariance equation in terms of the array steering matrix
A = [A]T(R+1) is given in [HN98] by
J˜
(r)
1 ⋅A ⋅Φ(r) = J˜(r)2 ⋅A, r = 1, . . . ,R, (3.25)
where J˜
(r)
1 and J˜
(r)
2 ∈ R MMrM(sel)r ×M are the effective R-D selection matrices, which select M (sel)r
elements for the first and the second subarray in the r-th mode, respectively. They are compactly
defined as
J˜
(r)
n = (IM1 ⊗ . . .⊗ IMr−1)⊗ J(r)n ⊗ (IMr+1 ⊗ . . .⊗ IMR) , n = 1,2, (3.26)
where J
(r)
n ∈ RM(sel)r ×Mr are the r-mode selection matrices for the first and second subarray. The
diagonal matrix Φ(r) = diag{[ejµ(r)1 , . . . , ejµ(r)d ]T} ∈ Cd×d contains the spatial frequencies in the r-th
mode to be estimated. For the special case of a uniform sampling grid introduced in Section 2.1.4.1,
the selection matrices J
(r)
1 and J
(r)
2 are chosen as
J
(r)
1 = [IMr−1 0(Mr−1)×1] , J(r)2 = [0(Mr−1)×1 IMr−1] (3.27)
such that M
(sel)
r =Mr − 1, which corresponds to maximally overlapping subarrays.
In the 1-D case, the shift invariance equation simplifies into
J1 ⋅A ⋅Φ = J2 ⋅A (3.28)
with the selection matrices
J1 = [IM−1 0(M−1)×1] , J2 = [0(M−1)×1 IM−1] . (3.29)
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J˜
(1)
1
J˜
(1)
2
J˜
(2)
1 J˜
(2)
2
Figure 3.1.: 2-D shift invariance for the 5 × 4 separable 2-D sampling grid from Figure 2.1b. Left:
subarrays for the horizontal dimension, right: subarrays for the vertical dimension.
An example for the 2-D shift invariance of the 5 × 4 separable 2-D sampling grid introduced
in Figure 2.1b is provided in Figure 3.1. On the left-hand side, the selected subarrays for the
horizontal dimension are shown and the right-hand side illustrates the selected subarrays for the
vertical dimension. The corresponding selection matrices are given by
J
(1)
1 =
⎡⎢⎢⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎦
, J
(1)
2 =
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0
0 0 1 0 0
0 0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎦
, J
(2)
1 =
⎡⎢⎢⎢⎢⎣
1 0 0 0
0 0 1 0
⎤⎥⎥⎥⎥⎦ , J
(2)
2 =
⎡⎢⎢⎢⎢⎣
0 1 0 0
0 0 0 1
⎤⎥⎥⎥⎥⎦
such that J˜
(1)
n = J(1)n ⊗ I4 and J˜(2)n = I5 ⊗ J(2)n for n = 1,2.
Using tensor calculus, the R-D shift invariance can be expressed in a more natural way in terms
of the array steering tensor A ∈ CM1...×MR×d defined in (2.10). Then, the shift invariance of A in
the r-th mode can be expressed as [HRD08]
A ×r J(r)1 ×R+1Φ(r) =A ×r J(r)2 . (3.30)
Note that we arrive again at the matrix-based R-D shift invariance equation in (3.25) if we compute
the transpose of the (R + 1)-mode unfolding of (3.30) and apply the property (1.30).
3.4. R-D matrix-based ESPRIT-type algorithms
In this section, we first review the R-D Standard ESPRIT algorithm in Section 3.4.1 before con-
sidering the R-D Unitary ESPRIT algorithm in Section 3.4.2.
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3.4.1. R-D Standard ESPRIT
After the subspace estimation, the key task in ESPRIT-type parameter estimation algorithms is
to solve the shift invariance equations (3.25) for the matrices Φ(r). As the array steering matrix
A is unknown, we make use of the property that
span{A} ≈ span{Uˆ s}, (3.31)
where the column space spanned by the columns of Uˆ s obtained from the SVD of X (cf. Sec-
tion 3.2.1) is an estimate of the true signal subspace spanned by the columns of A. As Uˆ s and A
approximately span the same subspace, we can write
A ≈ Uˆ s ⋅ T , (3.32)
where T ∈ Cd×d is a full-rank matrix that contains the coefficients for the linear combination of the
columns of A to form the basis Uˆ s.
Inserting this relation into (3.25), we have
J˜
(r)
1 ⋅ Uˆ s ⋅ T ⋅Φ(r) ≈ J˜(r)2 ⋅ Uˆ s ⋅ T
J˜
(r)
1 ⋅ Uˆ s ⋅ T ⋅Φ(r) ⋅ T −1 ≈ J˜(r)2 ⋅ Uˆ s
J˜
(r)
1 ⋅ Uˆ s ⋅Ψ(r) ≈ J˜(r)2 ⋅ Uˆ s, (3.33)
where Ψ(r) ≈ T ⋅Φ(r) ⋅T −1. Note that (3.33) represents an overdetermined set of linear equations in
Ψ(r), which can be solved by least squares (LS) methods. The simple LS solution [RK89] of (3.33)
for Ψ(r) is obtained by
Ψˆ
(r)
LS = argmin
Ψ
∥J˜(r)1 ⋅ Uˆ s ⋅Ψ − J˜(r)2 ⋅ Uˆ s∥2
F
= (J˜(r)1 ⋅ Uˆ s)+ ⋅ J˜(r)2 ⋅ Uˆ s. (3.34)
Lastly, an estimate of Φ(r) is obtained via an eigenvalue decomposition (EVD) of Ψˆ(r)LS . In order
to ensure the correct pairing across the R dimensions, the matrices Φˆ
(r)
should be estimated via
a joint EVD of Ψˆ
(r)
LS (e.g., via [FG06]).
More accurate and structured solutions of (3.33) can be obtained by applying TLS [OVK91],
SLS [Haa97b], R-D SLS [Haa97b], or the novel generalized least squares (GLS) algorithm [SRH17a],
which is derived in Chapter 5.
The R-D Standard ESPRIT algorithm is summarized in Algorithm 1.
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Algorithm 1 Summary of R-D Standard ESPRIT
1. Estimate the signal subspace Uˆ s via the truncated SVD of the observation matrixX ∈ CM×N .
2. Solve the overdetermined shift invariance equations
J˜
(r)
1 ⋅ Uˆ s ⋅Ψ(r) ≈ J˜(r)2 ⋅ Uˆ s
for the matrices Ψ(r) for r = 1,2, . . . ,R via least squares (LS) methods, e.g., LS, TLS, SLS,
GLS.
3. Compute the eigenvalues λˆ
(r)
i for i = 1, . . . , d of Ψˆ(r) jointly for all r = 1,2, . . . ,R, e.g., via the
joint diagonalization scheme proposed in [FG06]. Recover the correctly paired frequencies
µˆ
(r)
i via µˆ
(r)
i = arg {λˆ(r)i }.
3.4.2. R-D Unitary ESPRIT
We have outlined in Section 3.2.3 that FBA preprocessing can be applied to create another set
of N virtual snapshots if the array geometry is centro-symmetric. As a result, the augmented
measurement matrix X(fba) ∈ CM×2N defined in (3.16) is further processed instead of X ∈ CM×N .
Moreover, FBA allows to decorrelate two coherent sources if their correlation phases and the
diagonal elements of ∆ in (2.28) are distinct. As an additional feature, the augmented complex
measurement matrix X(fba) can be transformed into the real-valued domain by means of a one-to-
one mapping. Thus, the entire subsequent processing can be performed using real-valued additions
and multiplications only.
The FBA preprocessing step and the real-valued transformation are described in (3.16) and
(3.18), respectively. Then, we define the transformed steering matrix as D = QHM ⋅A. Based on
the R-D shift invariance property of A, it is easy to see that D also obeys the shift invariance
K˜
(r)
1 ⋅D ⋅Ω(r) = K˜(r)2 ⋅D (3.35)
for r = 1, . . . ,R, where the R pairs of transformed selection matrices are given as [HN98]
K˜
(r)
1 = 2 ⋅Re{QHM(sel)r ⋅M/Mr ⋅ J˜(r)2 ⋅QM} (3.36)
K˜
(r)
2 = 2 ⋅ Im{QHM(sel)r ⋅M/Mr ⋅ J˜(r)2 ⋅QM} . (3.37)
Moreover, the real-valued set of diagonal matrices Ω(r) = diag {[ω(r)1 , . . . , ω(r)d ]T} ∈ Rd×d with
ω
(r)
i = tan(µ(r)i /2) contain the spatial frequencies in the r-th mode.
Based on the preprocessed measurement matrix ϕ (X(fba)) from (3.18), the real-valued aug-
52
3.4. R-D matrix-based ESPRIT-type algorithms
Algorithm 2 [HN98] Summary of R-D Unitary ESPRIT
1. Estimate the real-valued signal subspace Eˆs via the truncated SVD of the transformed real-
valued observation matrix T (X) = QHM ⋅ [X ΠMX∗ΠN ] ⋅Q2N ∈ RM×2N , where Qp is a
unitary p × p left-Π-real matrix (cf. Section 3.2.3).
2. Solve the overdetermined shift invariance equations
K˜
(r)
1 ⋅ Eˆs ⋅Υ(r) ≈ K˜(r)2 ⋅ Eˆs
for the matrices Υ(r) for r = 1,2, . . . ,R via LS methods, e.g., LS, TLS, SLS, GLS. The
transformed selection matrices K˜
(r)
1 and K˜
(r)
2 are given in (3.36) and (3.37).
3. Compute the eigenvalues ωˆ
(r)
i for i = 1,2, . . . , d of Υˆ(r) jointly for all r = 1, . . . ,R, e.g.,
via the joint diagonalization scheme proposed in [FG06] or via the Simultaneous Schur
Decomposition proposed in [HN98]. Recover the correctly paired frequencies µˆ
(r)
i via
µˆ
(r)
i = 2 ⋅ arctan(ωˆ(r)i ).
mented signal subspace Eˆs ∈ RM×d is estimated via the SVD of ϕ (X(fba)) as shown in (3.19).
Since D and Eˆs span approximately the same column space, we can find a non-singular matrix
T ∈ Cd×d such that D ≈ Eˆs ⋅T holds. Substituting this relation into (3.35), the overdetermined set
of R real-valued shift invariance equations is given by [HN98]
K˜
(r)
1 ⋅ Eˆs ⋅Υ(r) ≈ K˜(r)2 ⋅ Eˆs, r = 1, . . . ,R (3.38)
with Υ(r) ≈ T ⋅Ω(r) ⋅ T −1. The R unknown real-valued diagonal matrices Υ(r) can be estimated
via, for instance, the simple LS method, i.e.,
Υˆ
(r)
LS
= (K˜(r)1 ⋅ Eˆs)+ ⋅ K˜(r)2 ⋅ Eˆs ∈ Rd×d. (3.39)
Finally, the correctly paired spatial frequency estimates are obtained by µˆ
(r)
i = 2 ⋅arctan(ωˆ(r)i ), i =
1, . . . , d. The eigenvalues ωˆ
(r)
i of Υˆ
(r)
LS
are computed by performing a joint eigendecomposition
across all R dimensions [FG06] or via the simultaneous Schur decomposition [HN98]. If all the
eigenvalues are real, they provide reliable estimates [HN95].
Alternatively, more accurate solutions of (3.38) can be obtained by applying TLS [OVK91],
SLS [Haa97b], R-D SLS [Haa97b], or the novel generalized least squares (GLS) algorithm [SRH17a],
which is derived in Chapter 5.
A summary of the R-D Unitary ESPRIT algorithm is provided in Algorithm 2.
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3.5. R-D tensor-based ESPRIT-type algorithms
In this section, we review the tensor-based R-D ESPRIT-type algorithms. We first discuss the
R-D Standard Tensor-ESPRIT algorithm in Section 3.5.1 and then resort to the R-D Unitary
Tensor-ESPRIT algorithm in Section 3.5.2
3.5.1. R-D Standard Tensor-ESPRIT
As seen in Section 3.3, a more natural multilinear formulation of the R-D shift invariance equation
can be found by means of tensor algebra. Thereby, the stacking operation, which does not fully
preserve the multi-dimensional structure, can be avoided. Based on the enhanced tensor-based
signal subspace estimate introduced in Section 3.2.2, a tensor-based version of the R-D Standard
ESPRIT algorithm with an improved estimation accuracy has been developed in [HRD08].
Starting from the R-D shift invariance equation in terms of the array steering tensorA in (3.30),
we first eliminate the unknown A by applying the tensor-based extension of the relation in (3.32),
which is given as [HRD08]
A = U [s] ×R+1 T¯T, (3.40)
where T¯T ∈ Cd×d is a non-singular transform matrix. Note that (3.40) shows that the r-spaces for
r = 1, . . . ,R of the r-mode unfoldings as well as the row spaces of the (R + 1)-mode unfoldings of
A and U [s] are identical.
Motivated by (3.40), the unknown array steering tensor in the shift invariance equation can
be replaced by the estimated signal subspace tensor Uˆ
[s]
using A ≈ Uˆ [s] ×R+1 T¯T to obtain the
overdetermined sets of R shift invariance equations
Uˆ
[s] ×r J(r)1 ×R+1Ψ(r) ≈ Uˆ [s] ×r J(r)2 , (3.41)
where Ψ(r) = T¯ −1T ⋅ Φ(r) ⋅ T¯T, r = 1, . . . ,R follows due to property (1.32) for repeated n-mode
products, which also reverses the order of the matrices in Ψ(r) compared to the matrix case
in (3.33). As shown in [HRD08], a solution of (3.41) is given by the simple LS estimate
Ψˆ
(r)
LS =argmin
Ψ
∥Uˆ [s] ×r J(r)1 ×R+1Ψ − Uˆ [s] ×r J(r)2 ∥2
H
(3.42)
⇒ Ψˆ(r)TLS =(J˜(r)1 ⋅ [Uˆ [s]]T(R+1))
+ ⋅ J˜(r)2 ⋅ [Uˆ [s]]T(R+1) . (3.43)
Note that J˜
(r)
n and J
(r)
n for n = 1,2 are related via (3.26). The remaining steps including the joint
eigendecomposition of Ψˆ
(r)
LS to extract the frequencies µ
(r)
i are the same as for the matrix-based
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Algorithm 3 [HRD08] Summary of R-D Standard Tensor-ESPRIT
1. Estimate the signal subspace tensor Uˆ
[s] ∈ CM1×...××MR×d via the truncated HOSVD of the
observation tensor X ∈ CM1×...×MR×N following (3.14).
2. Solve the overdetermined shift invariance equations
Uˆ
[s] ×r J(r)1 ×R+1 Ψˆ(r) ≈ Uˆ [s] ×r J(r)2
for the matrices Ψˆ
(r)
for r = 1, . . . ,R via LS methods, e.g., LS, TLS, SLS, TS-SLS, GLS.
3. Compute the eigenvalues λˆ
(r)
i for i = 1,2, . . . , d of Ψˆ(r) jointly for all r = 1, . . . ,R, e.g., via the
joint diagonalization scheme proposed in [FG06]. Recover the correctly paired frequencies
µˆ
(r)
i via µˆ
(r)
i = arg {λˆ(r)i }.
R-D Standard ESPRIT algorithm described in (3.4.1).
Notice that if we compare the solution (3.43) to the least squares solution (3.34) of the matrix-
based shift invariance equations for R-D Standard ESPRIT, we find that they only differ in the
signal subspace estimate. Hence, R-D Standard Tensor-ESPRIT is algebraically equivalent to R-D
Standard ESPRIT and the improvement in the estimation accuracy of the spatial frequencies is
due to replacing the SVD-based subspace estimate Uˆ s by the HOSVD-based subspace estimate
[Uˆ [s]]T
(R+1)
. Note that this is not the case when the tensor-structure SLS (TS-SLS) algorithm
[RH07b] is used to solve the R-D shift invariance equation as it exploits additional structure.
The resulting R-D Standard ESPRIT algorithm is summarized in Algorithm 3.
3.5.2. R-D Unitary Tensor-ESPRIT
We have seen in the previous section that a tensor version of R-D Standard ESPRIT, termed
R-D Standard Tensor-ESPRIT can be derived by simply replacing the SVD-based signal subspace
estimate in the matrix-based R-D Standard ESPRIT algorithm by the improved HOSVD-based
signal subspace estimate.
Therefore, the R-D Unitary Tensor-ESPRIT algorithm can be derived in a similar way. As
discussed in Section 3.2.3 and shown in [HRD08], for centro-symmetric arrays, forward-backward
averaging can be applied to the measurement tensor X , which enables the transformation into the
real-valued domain to reduce the computational complexity. Applying the real-valued transforma-
tion in (3.21) to the shift invariance equation in (3.41) and using the real-valued signal subspace
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tensor Eˆ
[s]
defined in (3.24), we obtain the transformed shift invariance equation
Eˆ
[s] ×rK(r)1 ×R+1Υ(r) ≈ Eˆ[s] ×rK(r)2 (3.44)
for r = 1, . . . ,R, where the transformed selection matrices K(r)1 and K(r)2 are given by
K
(r)
1 = 2 ⋅Re{QHM(sel)r ⋅ J(r)2 ⋅QMr} (3.45)
K
(r)
2 = 2 ⋅ Im{QHM(sel)r ⋅ J(r)2 ⋅QMr} . (3.46)
Notice that the real-valued shift invariance equation in (3.44) has the same form as the shift
invariance equation for R-D Standard Tensor-ESPRIT in (3.41). Hence, in analogy to (3.43), the
simple LS solution to (3.44) is found via
Υˆ
(r)T
LS = (K˜(r)1 ⋅ [Eˆ[s]]T(R+1))
+ ⋅ K˜(r)2 ⋅ [Eˆ[s]]T(R+1) . (3.47)
Note that the matrix-based R-D Unitary ESPRIT algorithm from Section 3.4.2 and the R-D
Unitary Tensor-ESPRIT algorithm are algebraically equivalent except for the fact that the real-
valued SVD-based subspace estimate Es is replaced by the real-valued HOSVD-based subspace
estimate Eˆ
[s]
.
Note also that the transformed selection matrices K˜
(r)
1 and K˜
(r)
2 in (3.47) are obtained from
(3.45) and (3.46) via [HRD08]
K˜
(r)
n = (IM1 ⊗ . . .⊗ IMr−1)⊗K(r)n ⊗ (IMr+1 ⊗ . . .⊗ IMR) , n = 1,2. (3.48)
They only coincide with the selection matrices K˜
(r)
n for R-D Unitary ESPRIT that are defined
in (3.36) and (3.37) if the unitary left-Π-real matrices QM and QM(sel)r ⋅M/Mr for R-D Unitary
ESPRIT are chosen as
QM =QM1 ⊗QM2 ⊗ . . .⊗QMr ⊗ . . .⊗QMR (3.49)
Q
M
(sel)
r ⋅M/Mr =QM1 ⊗QM2 ⊗ . . .⊗QM(sel)r ⊗ . . .⊗QMR , (3.50)
where the matrices QMr are arbitrary unitary left-Π-real matrices.
The R-D Unitary Tensor-ESPRIT algorithm is summarized in Algorithm 4.
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Algorithm 4 [HRD08] Summary of R-D Unitary Tensor-ESPRIT
1. Estimate the real-valued signal subspace tensor Eˆ
[s] ∈ RM1×...×MR×d via the truncated HOSVD
of the transformed observation tensor ϕ (X (fba)) ∈ RM1×...×MR×2N shown in (3.24).
2. Solve the overdetermined shift invariance equations
Eˆ
[s] ×rK(r)1 ×R+1 Υˆ(r) ≈ Eˆ[s] ×rK(r)2
for the matrices Υˆ
(r)
for r = 1,2, . . . ,R via LS methods, e.g., LS, TLS, SLS, TS-SLS, GLS.
3. Compute the eigenvalues ωˆ
(r)
i for i = 1,2, . . . , d of Υˆ(r) jointly for all r = 1, . . . ,R, e.g.,
via the joint diagonalization scheme proposed in [FG06] or via the Simultaneous Schur
Decomposition proposed in [HN98]. Recover the correctly paired frequencies µˆ
(r)
i via
µˆ
(r)
i = 2 ⋅ arctan(ωˆ(r)i ).
3.6. Summary
In this chapter, we have reviewed R-D ESPRIT-type algorithms for the parameter estimation
of multi-dimensional signals sampled on a separable R-D grid. We have discussed the matrix-
based R-D Standard ESPRIT and R-D Unitary ESPRIT algorithms as well as the R-D Standard
Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT algorithms.
It has been shown that the matrix-based subspace estimation step using the SVD can be im-
proved by enforcing the multi-dimensional structure of the signals onto the signal subspace es-
timate by means of the truncated HOSVD. Incorporating this structure, the denoising can be
performed more efficiently in each dimension. Hence, it serves as a generic approach to improve
subspace-based parameter estimation methods, e.g., R-D ESPRIT, R-D MODE, R-D RARE, or
R-D MUSIC.
For R-D ESPRIT, the tensor-based signal subspace estimate then leads to a tensor extension of
the matrix-based shift invariance equation, which is solved by ESPRIT-type parameter estimation
algorithms. As a result, the tensor versions R-D Standard Tensor-ESPRIT and R-D Unitary
Tensor-ESPRIT, which efficiently exploit the multi-dimensional structure of the signals have been
reviewed. It has been demonstrated that the Tensor-ESPRIT-type algorithms using LS to solve the
shift invariance equation are identical to their matrix-based version except for the signal subspace
estimate which is replaced by the enhanced truncated HOSVD-based signal subspace estimate.
This is not the case when TS-SLS, which exploits additional structure, is used to solve the R-D
shift invariance equation. A summary of the different ESPRIT-type algorithms including their
performance analysis as well as the different solutions to the overdetermined shift invariance
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equation is provided in Chapter 10.
Simulation results to illustrate the empirical performance of the considered R-D ESPRIT-type
algorithms along with their analytical performance expressions are provided in the next chapter.
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In this chapter, we first review the performance analysis framework from [RHD14] for the matrix-
based and tensor-based R-D ESPRIT-type algorithms using LS discussed in Chapter 3. The
resulting analytical expressions for the parameter estimation error and the MSE only require the
noise to be zero-mean with finite SO moments and are asymptotic in the effective SNR. In the
contribution of this chapter, we simplify the MSE expressions of the matrix-based and tensor-based
R-D ESPRIT-type algorithms using LS for a single source and two sources. Based on the resulting
expressions, which only depend on the physical parameters, we analytically compute the gain
from forward-backward averaging as well as the tensor gain for two sources. A detailed motivation
including the state of the art and the specific contributions is given in Section 4.1. In Section 4.2, we
review the performance analysis for the matrix-based and tensor-based subspace estimation. The
analytical MSE expressions for the matrix-based and tensor-based R-D ESPRIT-type algorithms
are provided in Section 4.3 and in Section 4.4, respectively. The simplified MSE expressions for
the special cases of a single source and two sources are derived in Section 4.5 followed by numerical
simulations in Section 4.6 and a summary in Section 4.7.
4.1. Overview
The performance of parameter estimation algorithms is usually compared by means of Monte-
Carlo simulations. Thereby, for a specific parameter setting, the input to the algorithm in each
realization is generated randomly and the performance with respect to some statistical measure is
evaluated by averaging over several random realizations. However, despite their simplicity, Monte-
Carlo simulations entail a number of disadvantages. For instance, they are only valid for a specific
setting of the input parameters and they are non-objective as random fluctuations such as outliers
can obscure the results. These aspects serve as a motivation for the development of analytical
performance evaluation frameworks for the parameter estimation algorithms of interest. These
frameworks allow for a performance prediction of the corresponding algorithms for different pa-
rameter settings and allow for an objective comparison of different algorithms without performing
Monte-Carlo simulations.
In this chapter, we consider an asymptotic performance analysis framework for subspace-based
parameter estimation algorithms. This framework provides an explicit first-order approximation
of the error in the signal subspace estimate obtained from the singular value decomposition due to
the noise. Therefore, it can be used to derive analytical expressions for the parameter estimation
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error and the mean square error (MSE) of any subspace-based parameter estimation algorithm.
As the resulting analytical expressions are deterministic in the noise term, no assumptions on the
statistics of the noise are required. The noise only needs to be small1 compared to the signal
component. Moreover, the analytical MSE expressions can be simplified for special cases on the
number of sources in order to provide insights into the dependence of the MSE on the physical
parameters, e.g., the number of sensors, the SNR, and the correlation.
With the focus of ESPRIT-type parameter estimation algorithms, we provide a literature overview
of the performance analysis frameworks for matrix-based and tensor-based multi-dimensional ES-
PRIT algorithms in Section 4.1.1 and list the contributions in Section 4.1.2.
4.1.1. State of the art
Subspace-based parameter estimation has long been a fundamental research area in the field of
array signal processing for many decades [KV96]. This is mainly due to the development of the
MUSIC algorithm [Sch86] and the ESPRIT algorithm [RPK86], which provide high-resolution
capabilities in estimating the parameters of impinging signals.
With the growing popularity of subspace-based parameter estimation algorithms, their analyti-
cal performance assessment has attracted considerable attention. The two most prominent perfor-
mance analysis frameworks have been proposed in [Bri75] and [LLV93]. The framework in [Bri75],
which has, for instance, been applied to the MUSIC algorithm in [KB86, PF88, PK89a, Fri90],
Root-MUSIC [RH89b], and to the ESPRIT algorithm in [RH89a, MHZ96], analyzes the analyti-
cal performance based on the eigenvector distribution of the sample covariance matrix. A major
drawback of [Bri75] is that the impinging signals as well as the noise contribution are required to
be Gaussian distributed. Hence, the concept in [Bri75] and its above mentioned follow-up papers
have a limited applicability. Moreover, the resulting analytical expressions for the perturbation of
the eigenvectors of the sample covariance matrix are only asymptotic in the sample size N , i.e,
the results become exact only if the sample size N is very large. In addition, the expressions are
rather long and difficult to simplify.
In contrast, the performance analysis framework in [LLV93] is based on a first-order perturbation
expansion of the singular value decomposition (SVD), which models the estimation error of the
signal subspace as an explicit function of the additive noise component. Therefore, it directly
describes the leakage of the noise subspace into the signal subspace. The authors of [LLV93] have
shown that the explicit subspace estimation error can be applied to derive analytical expressions
for the parameter estimation error of any subspace-based parameter algorithm, e.g, MUSIC, Root-
MUSIC, or ESPRIT. A major advantage of the framework in [LLV93] is that no assumptions on the
statistics of the signals or the noise are required. It only assumes that the noise is small compared
1Note that by deriving a second-order performance analysis for 1-D Standard ESPRIT in [SRH17c], we have addressed
the question of how small the noise should be for the first-order performance analysis to be valid.
60
4.1. Overview
to the received signal power. As a result, [LLV93] is applicable to a wider range of applications
and is, for instance, even valid for non-Gaussian and non-circular perturbations often caused by
clutter environments in radar applications [Gue03].
Moreover, the analytical expressions obtained from [LLV93] are asymptotic in the effective signal-
to-noise ratio (SNR), i.e., the results become accurate for either high SNRs or a large sample size
N . Thus, it is even valid in the case of a single snapshot N = 1 if the SNR is sufficiently high. Due
to these advantages, the framework in [LLV93] is preferable over that in [Bri75]. There are several
extensions of [LLV93] available in the literature. The work in [Xu02], for example, generalizes the
first-order perturbation expansion of the SVD to the second-order (SO) performance expansion,
while [LLM08] also derives a first-order performance expression for the perturbation within the
basis of the signal subspace, which was ignored in [LLV93] and [Xu02]. However, it was shown
in [LLM08] that the perturbation within the basis is irrelevant for subspace-based algorithms.
Considering ESPRIT-type algorithms using least squares (LS) to solve the shift invariance equa-
tion, the asymptotic performance of 1-D Standard ESPRIT for harmonic retrieval from time se-
ries has been studied in [SS91, ESS93]. For ESPRIT-based parameter estimation, the authors
of [LLV93] also provide a closed-form mean square error (MSE) expression for 1-D Standard
ESPRIT, which, however, assumes a circularly symmetric noise distribution and does not gen-
eralize to multi-dimensional parameter estimation. As an extension, the contributions in [RH12]
and [RHD14] derive analytical MSE expressions that only require the noise to be zero-mean with
finite SO moments regardless of its statistics. Moreover, the work in [RBHW09, RBH10, RHD14]
extends the performance analysis framework of [LLV93] to the case of matrix-based R-D ESPRIT-
type algorithms, i.e., R-D Standard ESPRIT and R-D Unitary ESPRIT as well as tensor-based R-D
ESPRIT-type algorithms, i.e., R-D Standard Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT.
These R-D ESPRIT-type algorithms are discussed in Chapter 3. A performance analysis of 1-D
Standard ESPRIT using SLS to solve the shift invariance equation is proposed in [RH11].
The analytical MSE expressions are formulated in terms of the subspaces of the measurement
matrix. However, in many applications, it is desirable to know how the MSE scales with the explicit
physical system parameters, e.g., the number of sensors, the SNR, the number of snapshots, etc.
This can be achieved by simplifying the analytical MSE expressions for special cases on the number
of sources, i.e., a single source or two sources. The performance analysis of ESPRIT for the special
case of a single source is considered in [RH89a] and the asymptotic efficiency of MUSIC, Root-
MUSIC, and TLS-ESPRIT was presented in [PF88, RH89b] and [OVK91], respectively. However,
these results are asymptotic in the sample size N or even in the number of sensors M . The results
presented in this chapter are also accurate for small values of M and asymptotic in the effective
SNR.
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4.1.2. Contribution
In this chapter, we first review the R-D performance analysis framework in [RHD14] for the matrix-
based R-D ESPRIT-type algorithms, i.e., R-D Standard ESPRIT and R-D Unitary ESPRIT as
well as for the tensor-based R-D ESPRIT-type algorithms, i.e., R-D Standard Tensor-ESPRIT and
R-D Unitary Tensor-ESPRIT. The analytical expressions for the parameter estimation error and
the MSE only require the noise to be zero-mean with finite SO moments and are asymptotic in
the effective SNR. In the contribution of this chapter described in Section 4.5, we derive simplified
MSE expressions of the matrix-based and tensor-based R-D ESPRIT-type algorithms using LS for
a single source and two sources. The resulting expressions only depend on the physical parameters,
e.g., the number of antennasM , the SNR, etc. For the single source case considered in Section 4.5.1,
the matrix-based and tensor-based R-D ESPRIT-type algorithms yield the same MSE and perform
identical. For the two source case discussed in Section 4.5.2, we start with the matrix-based R-D
ESPRIT-type algorithms and derive closed-form MSE expressions for two sources. Some parts of
these results have been published in [SRH14a]. Then, we use these MSE expressions to analytically
compute the gain from forward-backward averaging and analyze its dependence on the physical
parameters. For the simplified MSE of the tensor-based R-D ESPRIT-type algorithms for two
sources, we compute and analyze the tensor gain as well as the forward-backward averaging gain
in the tensor case and analyze its behavior.
Note that the performance analysis expressions for the matrix-based and tensor-based R-D
ESPRIT-type algorithms using LS as well as the considered special source cases in this chapter
form the basis of the derivation of the performance analysis for R-D ESPRIT-type algorithms
using GLS to solve the shift invariance equation as well as the analytical performance of R-D NC
ESPRIT-type algorithms, which are provided in Chapter 5 and Chapter 6, respectively.
4.2. Performance analysis of subspace estimation
In this section, we review the performance analysis result of the subspace estimation, which is
the basis of subspace-based parameter estimation algorithms. In Section 4.2.1, we first review
the results from [LLV93] for the matrix-based subspace estimation based on the SVD and in Sec-
tion 4.2.2, we discuss the tensor-based subspace estimation using the truncated HOSVD presented
in [RHD14].
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4.2.1. Performance analysis of matrix-based subspace estimation
In this section, we review the performance analysis framework for the SVD-based subspace esti-
mation from [LLV93]. Recall the matrix-based model
X =X0 +N ∈ CM×N (4.1)
introduced in (3.1) of Section 3.2, where X0 ∈ CM×N denotes the noise-free measurement matrix
comprising N subsequent snapshots and N ∈ CM×N represents the additive noise component.
Following (3.2) and (3.4), the SVDs of X0 and X can be written as
X0 = [U s Un] ⋅ ⎡⎢⎢⎢⎢⎣
Σs 0d×(N−d)
0(M−d)×d 0(M−d)×(N−d)
⎤⎥⎥⎥⎥⎦ ⋅ [V s V n]
H
(4.2)
X = [Uˆ s Uˆn] ⋅ ⎡⎢⎢⎢⎢⎣
Σˆs 0d×(N−d)
0(M−d)×d Σˆn
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ s Vˆ n]
H
, (4.3)
where U s ∈ CM×d, Un ∈ CM×(M−d), and V s ∈ CN×d span the signal subspace, the noise subspace,
and the row space, respectively, and Σs = diag{[σ1, σ2, . . . , σd]T} ∈ Rd×d contains the d non-zero
singular values on its diagonal. Note that their estimated equivalents obtained from the SVD of
X are denoted by a “hat”.
As we are mainly interested in estimating the signal subspace, we can express the perturbed
signal subspace estimate as Uˆ s = U s +∆U s, where ∆U s represents the estimation error. Then,
according to [LLV93], the first-order approximation of ∆U s is given by
∆U s = Un ⋅UHn ⋅N ⋅V s ⋅Σ−1s +O {ν2} ∈ CM×d, (4.4)
where ν = ∥N∥ and ∥.∥ stands for an arbitrary sub-multiplicative2 norm such as the Frobenius
norm. Note that the term O{ν2} in (4.4) represents the second-order term, which is neglected due
to the first-order approximation. In what follows, we drop the term O{ν2} and use the notation
“≈” instead of “=” to denote “up to the first-order”. Since the first-order expansion of the signal
subspace estimation error ∆U s in (4.4) is formulated in terms of the noise subspace Un, it models
the leakage of the noise subspace into the signal subspace due to the effect of the perturbation
N . Moreover, (4.4) is deterministic in N such that no assumptions about the statistics of N are
required.
We should highlight that the expansion in (4.4) ignores the perturbation of ∆U s in the particular
basis for the signal subspace, i.e., the perturbation within the columns of U s. This term is, for
instance, taken into account in [LLM08], which is an extension of (4.4). However, for subspace-
2A matrix norm is called submultiplicative if ∥A ⋅B∥ ≤ ∥A∥ ⋅ ∥B∥ for arbitrary matrices A and B.
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based parameter estimation algorithms, the particular choice of the basis is irrelevant and does not
affect the estimation performance. In [LLM08], this fact was proven for the example of ESPRIT-
type algorithms. Consequently, we only consider (4.4) in the following sections.
4.2.2. Performance analysis of tensor-based subspace estimation
First recall the tensor model from (3.6) as
X = X 0 +N , (4.5)
where X 0 is the noise-free measurement tensor and N represents the additive noise tensor. It
was shown in Section 3.2.2 that an enhanced signal subspace estimate, which takes the multi-
dimensional signal structure into account can be computed via the HOSVD of the measurement
tensor X . As the HOSVD is constructed from SVDs of the r-mode unfoldings (cf. Section 3.2.2),
the same performance analysis framework from the previous section can be applied to obtain a first-
order perturbation expansion of the HOSVD-based subspace estimate. Following (3.11) and (3.12),
the SVDs of the r-mode unfoldings of the noise-free tensor X 0 and the noisy tensor X and are
given by
[X 0](r) = [U [s]r U [n]r ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
[s]
r 0d×(M ⋅N/Mr−d)
0(Mr−d)×d 0(Mr−d)×(M ⋅N/Mr−d)
⎤⎥⎥⎥⎥⎦ ⋅ [V
[s]
r V
[n]
r ]H (4.6)
[X ](r) = [Uˆ [s]r Uˆ [n]r ] ⋅
⎡⎢⎢⎢⎢⎣
Σˆ
[s]
r 0d×(M ⋅N/Mr−d)
0(Mr−d)×d Σˆ
[n]
r
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ
[s]
r Vˆ
[n]
r
]H (4.7)
for r = 1,2, . . . ,R. Writing Uˆ [s]r = U [s]r +∆U [s]r and applying (4.4), the first-order expansion of
∆U
[s]
r can be expressed as
∆U [s]r ≈ U [n]r ⋅U [n]Hr ⋅ [N ](r) ⋅V [s]r ⋅Σ[s]−1r . (4.8)
Then, from Section 3.2.2, we recall that the HOSVD-based subspace estimate is given by
[Uˆ [s]]T
(R+1)
, where the signal subspace tensor Uˆ
[s]
is defined in (3.14). In order to find the first-
order expansion of [Uˆ [s]]T
(R+1)
, the algebraic relation between the HOSVD-based subspace estimate
[Uˆ [s]]T
(R+1)
and the SVD-based estimate Uˆ s stated in (3.15) can be considered. It was derived
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in [RBHW09, RHD14] that a first-order expansion of [Uˆ [s]]T
(R+1)
can be expressed as
[Uˆ [s]]T
(R+1)
= U s + [∆Uˆ [s]]T(R+1) , (4.9)
where the HOSVD-based signal subspace error is given by
[∆Uˆ [s]]T
(R+1)
≈ T⊗1∶R ⋅∆U s + R∑
r=1
(T⊗1∶r−1 ⊗ [∆U [s]r ⋅U [s]Hr ]⊗ T⊗r+1∶R) ⋅U s. (4.10)
Here, T⊗a∶b is defined in (1.24), the SVD-based signal subspace perturbation ∆U s is given by (4.4),
and the perturbation of the r-spaces is computed via (4.8). Note that (4.10) is a more compact
formulation of the expression given in [RHD14] and that the special case for R = 2 was first derived
in [RBHW09].
4.3. Performance of R-D matrix-based ESPRIT-type algorithms
This section reviews the first-order performance analysis framework for R-D matrix-based ESPRIT-
type algorithms using least squares (LS) from [RHD14]. In particular, the multi-dimensional
extensions of the analytical performance results for 1-D Standard ESPRIT from [LLV93] to R-D
Standard ESPRIT and R-D Unitary ESPRIT are summarized in Section 4.3.1 and Section 4.3.2,
respectively.
4.3.1. Performance of R-D Standard ESPRIT
The authors of [LLV93] show that the first-order expansion of the subspace estimation error (cf.
Section 4.2.1) can be used to find a corresponding first-order expansion of the estimation error of
1-D Standard ESPRIT algorithm based on LS. In [RHD14], it is shown that this result is easily
generalized to the R-D case. This is due to the fact that for R-D LS-based ESPRIT, the R shift
invariance equations are solved independently. To ensure the correct pairing of the parameters
across dimensions, a joint eigendecomposition of all R dimensions is performed. Note that this
step is not included in the performance analysis as it has no impact on the asymptotic estimation
error of the spatial frequencies for high SNRs since the eigenvectors become asymptotically equal
[LT78, RHD14, BCW+17].
Hence, the results from [LLV93] can be applied to each of the modes individually. Thus, the
first-order approximation for the estimation error of the i-th spatial frequency in the r-th mode is
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given by [RHD14]
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(r)1 ⋅U s)+ ⋅ [J˜(r)2 /λ(r)i − J˜(r)1 ] ⋅∆U s ⋅ qi} , (4.11)
where λ
(r)
i = ejµ(r)i and qi and pTi are the i-th column of Q and the i-th row vector of the matrix
P =Q−1, respectively. The matrix Q is obtained from the eigendecomposition Ψ(r) =Q ⋅Λ(r) ⋅Q−1
in the r-th mode. Moreover, the R-D selection matrices J˜
(r)
1 , J˜
(r)
2 ∈ R MMr ⋅M(sel)r ×M for the first and
the second subarray in the r-th mode are computed according to (3.26) by [HN98]
J˜
(r)
ℓ = I∏r−1n=1Mn ⊗ J(r)ℓ ⊗ I∏Rn=r+1Mn (4.12)
for ℓ = 1,2 and r = 1,2, . . . ,R and where J(r)
ℓ
∈ RM(sel)r ×Mr are the r-mode selection matrices that
select the M
(sel)
r elements for the first and the second subarray in the r-th mode. The derivation
of (4.11) is shown in Appendix B.2.
Notice that upon applying (1.14) to (4.11) and inserting (4.4), a compact formulation of (4.11)
is given by
∆µ
(r)
i ≈ Im{r(r)Ti ⋅ vec{∆Us}} = Im{r(r)Ti ⋅Wmat ⋅n} , (4.13)
where the vector r
(r)
i ∈ CMd×1 and the matrix Wmat ∈ CMd×MN are defined as
r
(r)
i = qi ⊗ ([(J˜(r)1 U s)+ ⋅ (J˜(r)2 /ej⋅µ(r)i − J˜(r)1 )]T ⋅ pi) (4.14)
Wmat = (Σ−1s ⋅V Ts )⊗ (Un ⋅UHn ) (4.15)
and n = vec{N} ∈ CMN×1 is the vectorized noise contribution.
In the special case of 1-D parameter estimation presented in [LLV93], the estimation error of
the i-th spatial frequency in (4.11) simplifies to
∆µi ≈ Im{pTi ⋅ (J1 ⋅U s)+ ⋅ [J2/λi − J1] ⋅∆U s ⋅ qi} , (4.16)
where J1 and J2 are the 1-D selection matrices.
Note that since ∆U s is deterministic in the perturbation N , the same holds true for ∆µ
(r)
i .
Thus, no statistical assumptions on the noise are required for (4.11), which is a major advantage
of the performance analysis framework. However, the estimation accuracy of parameter estimation
algorithms is usually compared with respect to the mean square error (MSE), where the ensemble
average over all possible noise realizations is computed.
In [RHD14], the following analytical expression for the MSE of the R-D Standard ESPRIT algo-
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rithm has been derived. Consider (4.13) and suppose the noise samples in n are zero-mean random
variables with finite second-order (SO) moments, which are described by the covariance matrix
Rnn = E{n ⋅nH} ∈ CMN×MN and the pseudo-covariance matrix Cnn = E{n ⋅nT} ∈ CMN×MN .
Then, the MSE for the i-th spatial frequency in the r-th mode can be expressed as
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(r)Hi ⋅RTnn ⋅ z(r)i −Re{z(r)Ti ⋅CTnn ⋅ z(r)i }) , (4.17)
where z
(r)
i =WTmat ⋅ r(r)i ∈ CMN×1 for i = 1, . . . , d and r = 1, . . . ,R, and r(r)i and Wmat are given
in (4.14) and (4.15), respectively. The proof of (4.17) is shown in [RHD14]. We stress again that
the MSE in (4.17) does not require any assumptions on the noise statistics except for a zero mean
and finite SO statistics.
Note that in the special case of circularly symmetric white noise, which corresponds to Rnn =
σ2n ⋅ IMN and Cnn = 0MN×MN , the MSE in (4.17) for the i-th spatial frequency in the r-th mode
simplifies to
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ ∥z(r)i ∥22 . (4.18)
To emphasize the practical significance of the presented performance analysis framework, we
return to the 2-D DOA estimation problem in Example 2.1.2 and apply the analytical expressions
for 2-D Standard ESPRIT.
Example 2.1.2 (continued): In Example 2.1.2, we have considered the task of estimating the
azimuth and co-elevation angles of d signals impinging on a M1 ×M2 URA. We assume that
the spacing between the sensor elements is equal in both dimensions, i.e., ∆(1) = ∆(2) = ∆. In
this case, the relation between the two spatial frequencies µ
(1)
i and µ
(2)
i and the azimuth angle
θi (−180○ < θi ≤ 180○) and co-elevation angle φi (0○ ≤ φi ≤ 90○) of the i-th signal is given by
µ
(1)
i = 2πλc ⋅∆ ⋅ cos(θi) ⋅ sin(φi) (4.19)
µ
(2)
i = 2πλc ⋅∆ ⋅ sin(θi) ⋅ sin(φi). (4.20)
Writing the parameter estimates as θˆi = θi +∆θi and φˆi = φi +∆φi, where ∆θi and ∆φi are the
parameter errors, the MSE expressions of 2-D Standard ESPRIT for this example are given in the
following theorem:
Theorem 4.3.1. Assuming a URA, the first-order MSE expressions of 2-D Standard ESPRIT for
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the angles θi and φi of the i-th signal are given by
E{(∆θi)2} ≈ ⎛⎝ 12π
λc
⋅∆ ⋅ sinφi
⎞⎠
2
⋅ ((cos θi)2 ⋅E{(∆µ(2)i )2}
+(sin θi)2 ⋅E{(∆µ(1)i )2} − 2 ⋅ sin θi ⋅ cos θi ⋅E{∆µ(1)i ⋅∆µ(2)i }) (4.21)
and
E{(∆φi)2} ≈ ⎛⎝ 12π
λc
⋅∆ ⋅ cosφi
⎞⎠
2
⋅ ((sin θi)2 ⋅E{(∆µ(2)i )2}
+(cos θi)2 ⋅E{(∆µ(1)i )2} + 2 ⋅ sin θi ⋅ cos θi ⋅E{∆µ(1)i ⋅∆µ(2)i }) , (4.22)
where E{(∆µ(r)i )2} for r = 1,2 is given in (4.17). Moreover, the expression for E{∆µ(1)i ⋅∆µ(2)i }
has been derived by us in [SRH16a] as
E{∆µ(1)i ⋅∆µ(2)i } ≈ 12 ⋅ (z(1)Hi ⋅RTnn ⋅ z(2)i −Re{z(1)Ti ⋅CTnn ⋅ z(2)i }) ,
where z
(r)
i =WTmat ⋅r(r)i for r = 1,2 and r(r)i andWmat are given by (4.14) and (4.15), respectively.
The proof is provided in Appendix B.3.
4.3.2. Performance of R-D Unitary ESPRIT
In this section, we review the extension of the performance analysis expressions for R-D Standard
ESPRIT from the previous section to R-D Unitary ESPRIT. The additional features of R-D Uni-
tary ESPRIT are the incorporation of forward-backward averaging (FBA) and the transformation
into the real-valued domain to reduce the computational complexity (cf. Section 3.4.2).
As discussed in Section 3.2.3, FBA virtually doubles the number of snapshots N of the original
data X ∈ CM×N by defining a column augmented measurement matrix X(fba) ∈ CM×2N according
to (3.16), which is restated here for convenience as
X(fba) = [X ΠM ⋅X∗ ⋅ΠN] ∈ CM×2N . (4.23)
Considering the model X =X0 +N from (4.1), we can express X(fba) as
X(fba) = [X0 ΠM ⋅X∗0 ⋅ΠN] + [N ΠM ⋅N∗ ⋅ΠN] =X(fba)0 +N (fba). (4.24)
The latter expression shows that X(fba) can be written as the superposition of the noise-free FBA-
processed measurement matrix X
(fba)
0 ∈ CM×2N and a small additive noise component N (fba) ∈
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C
M×2N . Hence, X(fba) is modeled in the same way as (4.1) and does not violate the assumption
of a small noise perturbation. Consequently, the performance analysis framework from [LLV93]
and [RHD14] discussed in Section 4.3.1 is directly applicable to (4.24) and we only need to replace
the noise-free subspaces of X0 in (4.11) by the corresponding subspaces of X
(fba)
0 . Thus, for
the parameter estimation error of R-D Standard ESPRIT with FBA, we immediately obtain the
first-order approximation [RHD14]
∆µ
(r)
i ≈ Im{p(fba)Ti ⋅ (J˜(r)1 ⋅U (fba)s )+ ⋅ [J˜(r)2 /λ(r)i − J˜(r)1 ] ⋅∆U (fba)s ⋅ q(fba)i } (4.25)
where the signal subspace estimation error ∆U
(fba)
s ∈ CM×d is given by
∆U (fba)s ≈ U (fba)n ⋅U (fba)Hn ⋅N (fba) ⋅V (fba)s ⋅Σ(fba)−1s (4.26)
and the matrices U
(fba)
s ∈ CM×d, U (fba)n ∈ CM×(M−d), V (fba)s ∈ C2N×d, and Σ(fba)s ∈ Rd×d denote the
signal subspace, the noise subspace, the row space, and the diagonal matrix of the singular values
of X
(fba)
0 , respectively. Moreover, qi and pi are replaced by the corresponding versions q
(fba)
i and
p
(fba)
i obtained from the eigendecomposition Ψ
(r) = Q(fba) ⋅Λ(r) ⋅Q(fba)−1 , which results from the
shift invariance equation J˜
(r)
1 ⋅U (fba)s ⋅Φ(r) = J˜(r)2 ⋅U (fba)s .
In the second step of R-D Unitary ESPRIT, the complex-valued augmented measurement matrix
X
(fba)
0 is transformed into the real-valued domain. However, it was argued in [RHD14] and proven
in Appendix D.13 of [Roe13] that asymptotically in the effective SNR, this step has no impact
on the performance. Thus, the real-valued transformation can be ignored and only the FBA
preprocessing step needs to be taken into account for the asymptotic performance of Unitary-
ESPRIT-type algorithms. Therefore, the analytical expression for the parameter estimation error
for R-D Standard ESPRIT with FBA in (4.25) is also valid for R-D Unitary ESPRIT.
In order to derive the analytical MSE expression for R-D Unitary ESPRIT, it is apparent
that FBA does not the violate the assumptions of a zero-mean noise component with finite SO
moments. FBA does, however, affect the SO moments of the physical noise N . Let n(fba) =
vec{N (fba)} be the vectorized FBA-processed noise component with the covariance matrixR(fba)nn =
E{n(fba) ⋅n(fba)H} ∈ C2MN×2MN and the pseudo-covariance matrix C(fba)nn = E{n(fba) ⋅n(fba)T} ∈
C
2MN×2MN . Then, it was shown in [RHD14] that for R-D Unitary ESPRIT, the MSE of the i-th
spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(r)(fba)
H
i ⋅R(fba)Tnn ⋅ z(r)(fba)i −Re{z(r)(fba)Ti ⋅C(fba)Tnn ⋅ z(r)(fba)i }) , (4.27)
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where z
(r)(fba)
i =W (fba)Tmat ⋅ r(r)(fba)i ∈ C2MN×1, and r(r)(fba)i and W (fba)mat are computed as
r
(r)(fba)
i = q(fba)i ⊗ ([(J˜(r)1 U (fba)s )+ ⋅ (J˜(r)2 /ej⋅µ(r)i − J˜(r)1 )]T ⋅ p(fba)i ) ∈ CMd×1 (4.28)
W
(fba)
mat = (Σ(fba)−1s ⋅V (fba)Ts )⊗ (U (fba)n ⋅U (fba)Hn ) ∈ CMd×2MN (4.29)
by consistently replacing all quantities in (4.14) and (4.15) by their FBA-processed equivalents.
The covariance matrixR
(fba)
nn and the pseudo-covariance matrix C
(fba)
nn of n
(fba) have been shown
in [RHD14] to be equal to
R(fba)nn =
⎡⎢⎢⎢⎢⎣
Rnn Cnn ⋅ΠMN
ΠMN ⋅C∗nn ΠMN ⋅R∗nn ⋅ΠMN
⎤⎥⎥⎥⎥⎦ ∈ C
2MN×2MN (4.30)
C(fba)nn =
⎡⎢⎢⎢⎢⎣
Cnn Rnn ⋅ΠMN
ΠMN ⋅R∗nn ΠMN ⋅C∗nn ⋅ΠMN
⎤⎥⎥⎥⎥⎦ ∈ C
2MN×2MN , (4.31)
where Rnn = E{n ⋅nH} ∈ CMN×MN and Cnn = E{n ⋅nT} ∈ CMN×MN are the covariance matrix
and the pseudo-covariance matrix of the physical noise contribution n. Therefore, the SO moments
of the FBA-processed noise n(fba) can be written in terms of the physical noise n.
In the special case of circularly symmetric white noise with Rnn = σ2n ⋅IMN and Cnn = 0MN×MN ,
(4.30) and (4.31) reduce to R
(fba)
nn = σ2n ⋅ I2MN and C(fba)nn = σ2n ⋅Π2MN . Consequently, the MSE of
R-D Unitary ESPRIT in (4.27) for the i-th spatial frequency in the r-th mode simplifies to
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ (∥z(r)(fba)i ∥
2
2
−Re{z(r)(fba)Ti ⋅Π2MN ⋅ z(r)(fba)i }) . (4.32)
4.4. Performance of R-D tensor-based ESPRIT-type algorithms
In this section, we briefly discuss the first-order performance analysis framework for R-D tensor-
based ESPRIT-type algorithms using LS from [RHD14]. We first consider the R-D Standard
Tensor-ESPRIT algorithm in Section 4.4.1 and then resort to the R-D Unitary Tensor-ESPRIT
algorithm in Section 4.4.2.
4.4.1. Performance of R-D Standard Tensor-ESPRIT
We have seen in Section 3.5 that R-D Standard Tensor-ESPRIT only differs from R-D Standard
ESPRIT in the improved HOSVD-based subspace estimate. Since the analytical expression for
the parameter estimation error of R-D Standard ESPRIT in (4.17) is explicit in the subspace
estimation error ∆Us, it is concluded in [RHD14] that for the analytical parameter estimation
error of R-D Standard Tensor-ESPRIT algorithm, the SVD-based subspace error ∆Us in (4.17)
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can be replaced by the HOSVD-based subspace error [∆Uˆ [s]]T
(R+1)
. Therefore, we immediately
arrive at the following first-order approximation of the parameter estimation for R-D Standard
Tensor-ESPRIT:
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(r)1 ⋅U s)+ ⋅ [J˜(r)2 /λ(r)i − J˜(r)1 ] ⋅ [∆Uˆ [s]]T(R+1) ⋅ qi} . (4.33)
Note that by inserting the analytical expression for [∆Uˆ [s]]T
(R+1)
from (4.10), ∆µ
(r)
i in (4.33) can
be expressed explicitly in terms of the noise tensor N .
Then, as derived in [RHD14], the analytical MSE expression of R-D Standard Tensor-ESPRIT
for the i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(r)Hi ⋅RTnn ⋅ z(r)i −Re{z(r)Ti ⋅CTnn ⋅ z(r)i }) , (4.34)
where z
(r)
i =WTten ⋅ r(r)i ∈ CMN×1 for i = 1,2, . . . , d and r = 1,2, . . . ,R. The vector r(r)i ∈ CMd×1 is
already given in (4.14) and the matrix W ten can be expressed as
W ten =W 0 + R∑
r=1
W r ⋅P (r)TM1,...,MR,N ⋅P (r)M1,...,MR,N ∈ CMd×MN ,
with the definitions
W 0 = (Σ−1s ⋅V Ts )⊗ (T⊗1∶R ⋅Un ⋅UHn )
W r = (UTs ⊗ IM) ⋅ (T¯ 1∶r−1 ⊗ IMr∶R) ⋅ (IMr ⊗ T¯ r+1∶R) (4.35)
⋅ [(V [s]r ⋅Σ[s]−1r ⋅U [s]Hr )T ⊗ (U [n]r ⋅U [n]Hr )] . (4.36)
Moreover, the matrices T¯ 1∶r−1 and T¯ r+1∶R are given by
T¯ 1∶r−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
IMr∶R ⊗ t1∶r−1,1⋮
IMr∶R ⊗ t1∶r−1,M1∶r−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯ r+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎣
IMr ⊗ tr+1∶R,1⋮
IMr ⊗ tr+1∶R,Mr+1∶R
⎤⎥⎥⎥⎥⎥⎥⎦
, (4.37)
where we have introduced the short-hand notation ta∶b,n as the n-th column of T
⊗
a∶b
defined in (1.24)
and Ma∶b is defined in (1.25). Note that (4.35) was only stated in [RHD14] and not proven. The
proof of (4.35) is given in Appendix B.4.
It can be seen from (4.34) that compared to the analytical MSE expression for R-D Standard
ESPRIT, the matrixWmat only needed to be replaced byW ten to take into account the enhanced
HOSVD-based signal subspace estimate.
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Similarly to (4.18), for the special case of circularly symmetric white noise with Rnn = σ2n ⋅ IMN
and Cnn = 0MN×MN , the MSE in (4.34) for the i-th spatial frequency in the r-th mode simplifies
to
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ ∥z(r)i ∥22 , (4.38)
where z
(r)
i =WTten ⋅ r(r)i and r(r)i ∈ CMN×1 and the matrix W ten are given by (4.14) and (4.35).
4.4.2. Performance of R-D Unitary Tensor-ESPRIT
In Section 4.3.2, we have seen that for the asymptotic performance of Unitary-ESPRIT-type al-
gorithms, only forward-backward averaging needs to be taken into account and the real-valued
transformation can be neglected. Thus, parameter estimation error expression for R-D Unitary
Tensor-ESPRIT is directly obtained by consistently replacing [∆Uˆ [s]]T
(R+1)
in (4.33) by its corre-
sponding FBA-processed version [∆Uˆ [s](fba)]T
(R+1)
, i.e., we get
∆µ
(r)
i ≈ Im{p(fba)Ti ⋅ (J˜(r)1 ⋅U (fba)s )+ ⋅ [J˜(r)2 /λ(r)i − J˜(r)1 ] ⋅ [∆Uˆ [s](fba)]T(R+1) ⋅ q(fba)i } , (4.39)
where the HOSVD-based signal subspace estimation error [∆Uˆ [s](fba)]T
(R+1)
is computed via (4.10)
from the augmented measurement tensor X
(fba)
0 given in (3.20) in Section 3.2.3.
Following the reasoning in the previous section, the MSE of R-D Unitary Tensor-ESPRIT for
the i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(r)(fba)
H
i ⋅R(fba)Tnn ⋅ z(r)(fba)i −Re{z(r)(fba)Ti ⋅C(fba)Tnn ⋅ z(r)(fba)i }) , (4.40)
where z
(r)(fba)
i =W (fba)Tten ⋅r(r)(fba)i . The vector r(r)(fba)i is given in (4.28) andW (fba)ten is obtained by
replacing the quantities in (4.35) by their FBA-processed equivalents.
Again, in the special case of circularly symmetric white noise considered in (4.32), we obtain
R
(fba)
nn = σ2n ⋅ I2MN and C(fba)nn = σ2n ⋅Π2MN such that the MSE of R-D Unitary Tensor-ESPRIT in
(4.40) for the i-th spatial frequency in the r-th mode simplifies to
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ (∥z(r)(fba)i ∥
2
2
−Re{z(r)(fba)Ti ⋅Π2MN ⋅ z(r)(fba)i }) , (4.41)
where z
(r)(fba)
i =W (fba)Tmat ⋅ r(r)(fba)i ∈ C2MN×1, and r(r)(fba)i is given in (4.40).
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4.5. Special source cases
The MSE expressions for both matrix-based R-D ESPRIT-type algorithms and tensor-based R-
D ESPRIT-type algorithms reviewed in Section 4.3 and Section 4.4 are deterministic and do no
require Monte-Carlo simulations. Therefore, the MSE can be plotted as a function of the varying
system parameters to analyze their effect on the estimation accuracy via simulations. However,
the disadvantage of the MSE expressions is that they are formulated in terms of the subspaces
of the unperturbed measurement matrix and hence, provide no explicit insights into the influence
of the physical parameters, e.g., the SNR, the number of sensors M , the sample size N , the
correlation of the signals, and their source separation. Knowing how the performance scales with
these system parameters can facilitate array design decisions on the number of required sensors
to achieve a certain performance for a specific SNR. Moreover, different parameter estimators can
be objectively compared to find the best estimator for particular scenarios. Establishing a general
formulation for an arbitrary number of sources is an intricate task given the complex dependence
of the subspaces on the physical parameters. However, special cases for the number of sources can
be considered to gain more insights by such an analytical performance assessment.
In [RH12], simplified MSE expressions of the matrix-based and tensor-based R-D ESPRIT-type
algorithms for a single source (d = 1) have been derived under the assumption of a R-D uniform
sampling grid, e.g., a ULA for R = 1 or a URA for R = 2. It has been shown that for a single
source, no performance improvement from forward-backward averaging (FBA) and tensor-based
processing can be achieved. This motivates us to simplify the analytical MSE expressions of the
R-D ESPRIT-type algorithms for two sources (d = 2) in order to obtain analytical expressions for
the gain from FBA and tensor processing in this case. These closed-form expressions can then be
analyzed in terms of the correlation and the source separation of the two signals to identify the
scenarios for which the maximum gain or no gain is achieved.
In Section 4.5.1, we first review the simplified MSE expressions of the matrix-based and tensor-
based R-D ESPRIT-type algorithms for d = 1 from [RH12] in Section 4.5.1. Then, in Section 4.5.2,
assuming an R-D uniform sampling grid, we extend these results to the special case of d = 2.
4.5.1. Single source case
The special case of a single source for the analytical MSE expressions of the matrix-based and
tensor-based R-D ESPRIT-type algorithms using LS has already been considered in [RBH10,
RH12, Roe13]. It has been found that assuming an M -element uniform R-D array with an Mr-
element ULA in the r-th mode, circularly symmetric white noise, and d = 1, the MSE of the spatial
frequency for R-D Standard ESPRIT, R-D Unitary ESPRIT, R-D Standard Tensor-ESPRIT, and
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R-D Unitary Tensor-ESPRIT is given by
E{(∆µ(r))2} ≈ 1
ˆ̺
⋅ Mr
M ⋅ (Mr − 1)2 , (4.42)
where ˆ̺ represents the effective SNR ˆ̺ = NPˆ /σ2n with Pˆ being the empirical source power given
by Pˆ = ∥s∥22 /N and s ∈ CN×1. This result shows that for a single source, there is neither an
improvement in terms of the estimation accuracy from forward-backward averaging nor from the
HOSVD-based subspace estimate. The latter is indeed surprising as the HOSVD-based subspace
estimate itself is more accurate than the SVD-based subspace estimate for a single source.
In order to analytically compute the asymptotic efficiency, i.e., the ratio of the CRB and MSE,
of the considered R-D ESPRIT-type algorithms for a single source, we require the deterministic
R-D Crame´r-Rao bound for a single source [RH12], which is computed in (9.39). The expression
is given by
C = diag {[C(1), . . . , C(R)]} ∈ RR×R (4.43)
where
C(r) = 1
ˆ̺
⋅ 6
M ⋅ (M2r − 1) . (4.44)
Using (4.42) and (4.44), we can determine the asymptotic efficiency of the R-D ESPRIT-type
algorithms for an arbitrary number of dimensions R. The result for R = 1 is given in [RH12] by
η = lim
ˆ̺→∞
CRB
E{(∆µ)2} = 6(M − 1)M(M + 1) . (4.45)
It should be noted that η is only a function of the array geometry, i.e., the number of sensors M .
From (4.45), it is apparent that 1-D ESPRIT-type algorithms using LS are asymptotically efficient,
i.e., η = 1, for M = 2 and M = 3 for a single source. However, they become less efficient when
the number of sensors grows, in fact, for M → ∞ we have η → 0. Note that the same behavior
can be observed for R = 2, where η = 1 for M1 ∈ [2,3] and M2 ∈ [2,3] as shown in [RH12]. In
Chapter 5, we derive a new LS solution, termed generalized least squares (GLS), for matrix-based
R-D ESPRIT-type algorithms, which is asymptotically efficient, i.e., η = 1, for an arbitrary number
of sensors M in the single source case. In fact, we show in Section 5.5.1 that the analytical MSE
expression of GLS-based 1-D ESPRIT-type algorithms for a single source can be reformulated into
the corresponding deterministic CRB expression.
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4.5.2. Two source case
In the previous section, we have seen that no gain from FBA and tensor-based processing can
be achieved using matrix-based and tensor-based R-D ESPRIT-type algorithms for single source.
Therefore, in this section, we simplify the analytical MSE expressions of the reviewed R-D ESPRIT-
type algorithms for the special case of two sources. Based on these expressions, we compute the
FBA gain as well as the tensor gain for two sources and investigate their behavior with respect
to the physical parameters of interest. The derived MSE expressions will depend on the following
parameters:
1. The number of sensors Mr in the r-th mode for r = 1, . . . ,R.
2. The empirical signal powers Pˆi = 1N ⋅ ∥si∥22 for i = 1,2.
3. The spatial correlation of the two sources, which is reflected by various versions of the
inner product of the array steering vectors ai contained in Ac = [a1,a2] ∈ CM×2, where
M = ∏Rr=1Mr, Ac has a centered phase reference and ∥ai∥22 =M , as
α = aH1 ⋅ a2 (4.46)
α(r) = a(r)H1 ⋅ a(r)2 (4.47)
α
(r)
sel
= a(r)H1 ⋅ J(r)H1 ⋅ J(r)1 ⋅ a(r)2 (4.48)
α˜(r) = aH1 ⋅ J˜(r)H1 ⋅ J˜(r)1 ⋅ a2 = αα(r) ⋅ α(r)sel (4.49)
α
(r)
sel,0
= a(r)H1st,1 ⋅ J(r)H1 ⋅ J(r)1 ⋅ a(r)1st,2 = Mr−2∑
mr=0
e jmr∆µ
(r)
, (4.50)
where ∆µ(r) = ∣µ(r)2 − µ(r)1 ∣ represents the spatial separation of the sources in the r-th mode,
a
(r)
1st,i = [1, ejµ(r)i , . . . , ej(M−1)µ(r)i ]T with the phase reference being at the first element, and the
selection matrices J
(r)
1 and J˜
(r)
1 are given in (3.27) and (3.26), respectively.
4. The complex-valued empirical correlation ρˆ of the two sources, which is defined by
ρˆ = 1
N
⋅ sH1 ⋅ s2√
Pˆ1 ⋅ Pˆ2 = ∣ρˆ∣ ⋅ e
j∆ϕcorr , (4.51)
where ∆ϕcorr is the correlation phase between the two sources.
5. The parameter for the array phase reference δ(r) as introduced in Section 2.1.4.2. In the
simplified expressions, the array phase reference occurs in conjunction with the correlation
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phase of the source symbols (cf. Equation 2.28). Therefore, we obtain
∆ϕ =∆ϕref +∆ϕcorr. (4.52)
where ∆ϕref = R∑
r=1
δ(r) ⋅∆µ(r).
Note that for the special case of two closely spaced sources, i.e., for ∆µ(r) → 0, we can further
simplify the obtained MSE expressions by applying a first-order Taylor approximation of the spatial
correlation terms. Thereby, we can reduce the dependence on the spatial source correlation to a
function of the number of sensors Mr.
We first consider the matrix-based versions in Section 4.5.3 before we proceed to the tensor-
based R-D ESPRIT-type algorithms in Section 4.5.4. An analysis of the results is provided in
Section 4.5.5.
4.5.3. Two source case for matrix-based R-D ESPRIT-type algorithms
The resulting MSE expressions of R-D Standard ESPRIT and R-D Unitary ESPRIT for two
sources are given in Theorem 4.5.1 and in Theorem 4.5.2, respectively.
For the MSE of R-D Standard ESPRIT for two sources, we obtain the following result:
Theorem 4.5.1. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, circularly symmetric white noise, and two sources (d = 2), the MSE of R-D
Standard ESPRIT is given by
MSEmat = σ2n
2
⋅ Pˆ1 + Pˆ2
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅
R∑
r=1
a
(r)
mat, (4.53)
where the scalar a
(r)
mat is given by
a
(r)
mat = MMr ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + ∣α˜(r)∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎤⎥⎥⎥⎥⎦ ⋅
1
D
(r)2
sel
⋅ (1 − ∣ρˆ∣2 ) (4.54)
and D
(r)
sel
is given by
D
(r)
sel
= (M
Mr
)2 ⋅ (Mr − 1)2 − ∣α∣2∣α(r)∣2 ⋅ ∣α(r)sel ∣
2
. (4.55)
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The proof is given in Appendix B.5. Note that preliminary results for R = 1 are provided by us
in [Gra15]. It is apparent from (4.53) that the MSE of the matrix-based R-D Standard ESPRIT
algorithm is directly proportional to the term 1
1−∣ρˆ∣2 , i.e., the MSE increases as the correlation ∣ρˆ∣
increases. Moreover, (4.53) does not depend on the array phase reference ∆ϕref and the correlation
phase ∆ϕcorr. Hence, we conclude that the performance of R-D Standard ESPRIT does not depend
on these parameters.
For small values of the spatial source separation ∆µ(r), the term a(r)mat can be approximated via
a first-order Taylor series expansion as [Gra15]
a˜
(r)
mat = 1
1 − ∣ρˆ∣2 ⋅
24 ⋅ (Sr + 3 ⋅∆µ(r)2 ⋅Mr ⋅ (Mr − 2))
M
Mr
⋅ (Mr − 1)2 ⋅A2r , (4.56)
where Ar =∆µ(r)2 ⋅Mr ⋅ (Mr − 2) + Sr and Sr = R∑
q=1
q≠r
∆µ(q)2 ⋅ (M2q − 1).
For the MSE of R-D Unitary ESPRIT for two sources, we obtain the result:
Theorem 4.5.2. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, circularly symmetric white noise, and two sources (d = 2), the MSE of R-D
Unitary ESPRIT is given by
MSE
(fba)
mat = σ2n2 ⋅ Pˆ1 + Pˆ2N ⋅ Pˆ1 ⋅ Pˆ2 ⋅
R∑
r=1
a
(fba)(r)
mat , (4.57)
where the scalar a
(fba)(r)
mat is given by
a
(fba)(r)
mat = MMr ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + ∣α˜(r)∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎤⎥⎥⎥⎥⎦ ⋅
1
(1 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ) ⋅D(r)2
sel
.
The proof is given in Appendix B.6. Again, the results for R = 1 have been derived by us in
[Gra15]. The MSE of R-D Unitary ESPRIT for two sources in (4.57) has the same form as the
MSE of R-D Standard ESPRIT. They only differ in the term cos2 (∆ϕ), where ∆ϕ =∆ϕref +∆ϕcorr,
which represents the algorithms’ ability to decorrelate the sources depending on how the correlation
phase ∆ϕcorr is related to the array phase ∆ϕref . This behavior is discussed in detail in Section 4.5.5.
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If the sources are uncorrelated, i.e., ∣ρˆ∣ = 0, we find from (4.57) that MSE(fba)mat reduces to
MSE
(fba)
mat
RRRRRRRRRRR∣ρˆ∣→0 =MSEmat
RRRRRRRRRRR∣ρˆ∣→0. (4.58)
Thus, no improvement from forward-backward averaging (FBA) can be achieved in this case.
Using a first-order Taylor series expansion for small ∆µ(r), an approximation of a(fba)(r)mat for
small ∆µ(r) can be computed similarly to (4.56) as
a˜
(fba)(r)
mat = 1
1 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅
24 ⋅ (Sr + 3 ⋅∆µ(r)2 ⋅Mr ⋅ (Mr − 2))
M
Mr
⋅ (Mr − 1)2 ⋅A2r , (4.59)
where Ar and Sr are defined as in (4.56).
4.5.4. Two source case for tensor-based R-D ESPRIT-type algorithms
In this section, we simplify the analytical MSE expressions of the R-D Tensor-ESPRIT-type algo-
rithms for two sources. The results for R-D Standard Tensor-ESPRIT and R-D Unitary Tensor-
ESPRIT are provided in Theorem 4.5.3 and in Theorem 4.5.4, respectively.
For R-D Standard Tensor-ESPRIT, we can state the result:
Theorem 4.5.3. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, circularly symmetric white noise, and two sources (d = 2), the MSE of R-D
Standard Tensor-ESPRIT is given by
MSEten = σ2n
2
⋅ Pˆ1 + Pˆ2
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅
R∑
r=1
a
(r)
ten, (4.60)
where the scalar a
(r)
ten is given by
a
(r)
ten = 1
D
(r)2
sel
⋅
⎛⎜⎜⎜⎝
b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣ α
α(r) ∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ c(r) ⋅ MMr( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎞⎟⎟⎟⎠ (4.61)
and
b(r) =M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦ (4.62)
c(r) = (M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + ∣ α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2) (4.63)
78
4.5. Special source cases
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
} . (4.64)
Moreover, D
(r)
sel
is defined in (4.55) and Dr =M2r − ∣α(r)∣2.
A sketch of the proof is provided in Appendix B.7. For the sake of brevity, some of the lengthy
derivations have been omitted, however, the full proof is provided by us in [Gra16]. Note that as
in the matrix-case, the MSE of R-D Standard Tensor-ESPRIT is independent of cos (∆ϕ), which
contains the array phase reference and the correlation phase.
By applying a first-order Taylor approximation, which is valid for small ∆µ(r), r = 1, . . . ,R, the
MSE expression given in (4.60) simplifies by replacing aten with a˜ten given as [Gra16]
a˜ten = 144
A2r
⋅ ⎛⎝ SrM ⋅ (M2r − 1) ⋅ (1 − ∣ρˆ∣2 ) +
6 ⋅∆µ(r)2 ⋅Mr ⋅ (Mr − 2)
M
Mr
⋅ (Mr − 1)2 ⋅ (12 + ∣ρˆ∣2 ⋅ [Sr − 12])
⎞⎠ . (4.65)
For R-D Unitary Tensor-ESPRIT, we obtain the yresult:
Theorem 4.5.4. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, circularly symmetric white noise, and two sources (d = 2), the MSE of R-D
Unitary Tensor-ESPRIT is given by
MSE
(fba)(r)
ten = σ2n2 ⋅ Pˆ1 + Pˆ2N ⋅ Pˆ1 ⋅ Pˆ2 ⋅
R∑
r=1
a
(fba)(r)
ten (4.66)
where
a
(fba)(r)
ten = 1
D
(r)2
sel
⋅
⎛⎜⎜⎜⎝
b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ ∣ α
α(r) ∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ c(r) ⋅ MMr( M
Mr
)2 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎞⎟⎟⎟⎠ . (4.67)
The terms b(r), c(r), and D(r)
2
sel
are defined in (4.62), (4.63), and (4.55), respectively, and Dr =
M2r − ∣α(r)∣2.
For a sketch of the proof, the reader is referred to Appendix B.8. Again, the full proof is
provided by us in [Gra16]. As the MSE of R-D Unitary Tensor-ESPRIT depends on cos (∆ϕ), its
performance is affected by the phase reference and the correlation phase. Similarly to the matrix
case, the MSEs of R-D Standard Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT have the same
form and only differ in the term cos (∆ϕ).
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By applying a first-order Taylor approximation for small ∆µ(r), r = 1, . . . ,R the MSE expression
given in (4.66) simplifies by replacing a
(fba)(r)
ten by a˜
(fba)(r)
ten , which is given by [Gra16]
a˜
(fba)(r)
ten = 144A2r ⋅
⎛⎝ SrM ⋅ (M2r − 1) ⋅ (1 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 )
+ 6 ⋅∆µ(r)2 ⋅Mr ⋅ (Mr − 2)
M
Mr
⋅ (Mr − 1)2 ⋅ (12 + cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ [Sr − 12])
⎞⎠.
4.5.5. Analysis of the results for two sources
In this section, we use the simplified MSE expressions of the matrix-based and tensor-based R-D
ESPRIT-type algorithms for two sources to analytically analyze the FBA gain and the tensor gain.
We first consider the FBA gain in the matrix case and in the tensor case in Section 4.5.5.1 and in
Section 4.5.5.2, respectively. Then, in Section 4.5.5.3, we resort to the tensor gain.
4.5.5.1. FBA gain in the matrix case
We start with the FBA gain in the matrix case. Using MSEmat for R-D Standard ESPRIT from
Equation (4.53) and MSE
(fba)
mat for R-D Unitary ESPRIT from (4.57), we define the matrix-based
FBA gain η
(fba)
mat as
η
(fba)
mat = MSEmat
MSE
(fba)
mat
= 1 − ∣ρˆ∣2 ⋅ cos2 (∆ϕ)
1 − ∣ρˆ∣2 . (4.68)
Note that η
(fba)
mat is independent of the dimensions r. From (4.68), we find the following limiting
behavior:
η
(fba)
mat
RRRRRRRRRRR∣ρˆ∣→0 = 1, and η
(fba)
mat
RRRRRRRRRRR∣ρˆ∣→1 =∞, for cos
2 (∆ϕ) < 1. (4.69)
Thus, the FBA gain can be infinitely large for ∣ρˆ∣→ 1. The term cos2 (∆ϕ) determines how much
of the achievable FBA gain is actually extracted. We find the following special cases
η
(fba)
mat
RRRRRRRRRRRcos2(∆ϕ)=1 = 1 and η
(fba)
mat
RRRRRRRRRRRcos2(∆ϕ)=0 =
1
1 − ∣ρˆ∣2 = η(fba)mat,max. (4.70)
It is apparent that if cos2 (∆ϕ) = 1, there is no FBA gain for arbitrary ∣ρˆ∣. In contrast, the
maximum FBA gain η
(fba)
mat,max is achieved for cos
2 (∆ϕ) = 0 when
∆ϕ =∆ϕref +∆ϕcorr = ±π
2
, (4.71)
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i.e., the displacement of the array phase ∆ϕref and the correlation phase sum up to π/2, which
can be interpreted as the array viewing two orthogonal signals on which a full decorrelation can
be performed. Note that for cos (∆ϕ) = 0, the analytical performance of R-D Unitary ESPRIT is
equal to the performance of R-D Standard ESPRIT as if no correlation were present at all, i.e.,
a
(fba)(r)
mat ∣
cos(∆ϕ)=0
= a(r)mat∣∣ρˆ∣=0. (4.72)
4.5.5.2. FBA gain in the tensor case
In order to compute the FBA gain in the tensor case, we use the MSEs of R-D Standard Tensor-
ESPRIT in (4.60) and R-D Unitary Tensor-ESPRIT in (4.66), respectively. Let us define the
tensor-based FBA gain in the r-th mode as
η
(fba)(r)
ten = MSE(r)ten
MSE
(fba)(r)
ten
= a(r)ten
a
(fba)(r)
ten
. (4.73)
Note that similarly to the observation for the FBA gain in the matrix case, the decorrelation
of the sources by using R-D Unitary Tensor-ESPRIT instead of R-D Standard Tensor ESPRIT
is reflected by the term cos2 (∆ϕ). Apparently, in the optimum case cos (∆ϕ) = 0, the analytical
performance of R-D Unitary Tensor ESPRIT is equal to the performance of R-D Standard Tensor
ESPRIT as if no correlation were present. We have
MSE
(fba)(r)
ten
RRRRRRRRRRRcos(∆ϕ)=0 =MSE
(r)
ten
RRRRRRRRRRR∣ρˆ∣=0. (4.74)
However, when comparing the FBA gain in the tensor case to the FBA gain in the matrix case, the
novelty lies in the fact that the decorrelation term cos (∆ϕ) also occurs together with the terms
∣α∣2
∣α(r)∣2 that are determined by the spatial correlation of the array steering vectors. Thus, the FBA
gain in the tensor case also depends on the spatial correlation of the sources.
4.5.5.3. Analysis of the tensor gain
Based on the MSE expressions for R-D Standard ESPRIT and R-D Standard Tensor-ESPRIT in
(4.53) and (4.60), respectively, we can formulate an analytical expression for the tensor gain. Let
us compute the tensor gain η
(r)
ten in the r-th dimension as
η
(r)
ten = MSE(r)mat
MSE
(r)
ten
= a(r)mat
a
(r)
ten
, (4.75)
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where we restate the definitions of a
(r)
mat and a
(r)
ten from (4.54) and (4.61) again as
a
(r)
mat = MMr ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + ∣ α
α(r)
∣2 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2) (4.76)
− 4 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎤⎥⎥⎥⎥⎦ ⋅
1
1 − ∣ρˆ∣2 ⋅ 1D(r)2
sel
a
(r)
ten = 1
D
(r)2
sel
⋅
⎛⎜⎜⎜⎝
b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣ α
α(r) ∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ c(r) ⋅ MMr( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎞⎟⎟⎟⎠ (4.77)
with
b(r) =M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
c(r) = (M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + ∣ α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
} .
In order to simplify these expressions, we define φ(r) as the normalized complex-valued correlation
of the array steering vectors, i.e., φ(r) = 1
Mr
⋅ a(r)H1 ⋅ a(r)2 . Moreover, let φ = R∏
r=1
φ(r). Then, we can
write ∣α∣2
∣α(r)∣2 = (
M
Mr
)2 ⋅ ∣φ∣2∣φ(r)∣2 , where
∣φ∣2
∣φ(r)∣2 ∈ [0,1] . (4.78)
This allows us to formulate a
(r)
mat in (4.76) in compact form as
a
(r)
mat = d(r)
D
(r)2
sel
⋅ 1
1 − ∣ρˆ∣2 , (4.79)
where
d(r) = (M
Mr
)3 ⋅ (Mr − 1)2 ⋅ ⎡⎢⎢⎢⎢⎣2 + ∣
φ
φ(r)
∣2 ⋅ ∣φ(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ ∣ φ
φ(r)
∣2 ⋅Re{φ(r)
sel,0
}⎤⎥⎥⎥⎥⎦, (4.80)
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and the determinants D
(r)
sel
and Dr are given by
D
(r)
sel
= (M
Mr
)2 ⋅ (Mr − 1)2 ⋅ ⎛⎝1 − ∣ φφ(r) ⋅ φ(r)sel ∣
2⎞⎠ (4.81)
Dr =Mr ⋅ (1 − ∣φ(r)∣2) . (4.82)
Similarly, we can write a
(r)
ten in (4.77) as
a
(r)
ten = 1
D
(r)2
sel
⋅ ⎛⎜⎜⎝
b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
1 − ∣ φ
φ(r) ∣2
1 − ∣ρˆ∣2 ⋅ ∣ φ
φ(r) ∣2
⎤⎥⎥⎥⎥⎥⎦
+ MrM ⋅ c(r)
1 − ∣ρˆ∣2 ⋅ ∣ φ
φ(r) ∣2
⎞⎟⎟⎠ , (4.83)
where
b(r) =M ⋅ (M
Mr
)2 ⋅ (Mr − 1)3 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣φ(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣1 −
∣φ∣2
∣φ(r)∣2
⎤⎥⎥⎥⎥⎦ (4.84)
Mr
M
⋅ c(r) = (M
Mr
)3 ⋅ (Mr − 1)2 ⋅ ⎡⎢⎢⎢⎢⎣2 + ∣
φ
φ(r)
∣4 ⋅ ∣φ(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ ∣ φ
φ(r)
∣2 ⋅Re{φ(r)
sel,0
}⎤⎥⎥⎥⎥⎦. (4.85)
It is apparent, that the term a
(r)
ten consists of two terms. The first term is related to b
(r), which
originates from the projections onto the r-mode column spaces (cf. (B.110) and (B.119) in Ap-
pendix B.7), and the second term is related to c(r), which is in fact very similar to a(r)mat from the
MSE expression of the matrix-based R-D Standard ESPRIT algorithm.
We proceed to investigate the limiting behavior of a
(r)
ten in terms of the temporal correlation of
the source signals. In the case of uncorrelated sources, we have ∣ρˆ∣→ 0 such that a(r)ten simplifies to
a
(r)
ten
RRRRRRRRRRR∣ρˆ∣→0 =
1
D
(r)2
sel
⋅ ⎛⎝b
(r)
Dr
⋅ ∣φ∣2∣φ(r)∣2 + c(r) ⋅
Mr
M
⎞⎠ . (4.86)
Equation (4.86) highlights, that for temporally uncorrelated sources the MSE for R-D Standard
Tensor ESPRIT only depends on the spatial correlation. Moreover, for fully correlated sources we
have
a
(r)
ten
RRRRRRRRRRR∣ρˆ∣→1 =
1
D
(r)2
sel
⋅ ⎛⎝ b
(r)
Dr
⋅ ⎡⎢⎢⎢⎢⎣
1
0+
− 1⎤⎥⎥⎥⎥⎦´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∞
+ MrM ⋅ c(r)
1 − ∣ φ
φ(r) ∣2
⎞⎠. (4.87)
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This result indicates that for temporally correlated sources and ∣ φ
φ(r) ∣ < 1 the first term of (4.87)
becomes dominant compared to the second term.
4.6. Simulation results
In this section, we first provide simulation results for the reviewed R-D performance analysis
framework of the matrix-based and tensor-based R-D ESPRIT-type algorithms in Section 4.6.1.
Then, in Section 4.6.2, we verify the analytical results for the FBA gain and the tensor gain for
two sources and analyze its behavior in terms of the physical parameters.
4.6.1. R-D Tensor-ESPRIT-type algorithms
In this subsection, we show numerical results to demonstrate the asymptotic behavior of the
analytical performance assessment for R-D ESPRIT-type algorithms and R-D Tensor-ESPRIT-
type algorithms, which is reviewed in this chapter. To this end, we compare the square root of
the analytical MSE expressions “ana” from (4.17) and (4.27) for R-D Standard ESPRIT (SE)
and R-D Unitary ESPRIT (UE) as well as those in (4.34) and (4.40) for R-D Standard Tensor-
ESPRIT (STE) and R-D Unitary Tensor-ESPRIT (UTE) to the root mean squared error (RMSE)
of the empirical estimation error “emp” obtained by averaging over Monte-Carlo trials. For all
ESPRIT-type algorithms, LS is used to solve the shift invariance equations. The RMSE is defined
as
RMSE =
¿ÁÁÀ
E{ R∑
r=1
d∑
i=1
(µ(r)i − µˆ(r)i )2}, (4.88)
where µˆi
(r) is the estimate of i-th spatial frequency in the r-th mode. For the comparison, we also
include the deterministic Crame´r-Rao bound (CRB) [SN89], which also applies to the tensor-base
R-D ESPRIT-type algorithms, which only use a different representation of the same data model.
For all the simulations, we employ a 2-D uniform rectangular array (URA) with uniform spacing
in all dimensions and isotropic sensor elements. The phase reference is chosen to be at the centroid
of the array. It is assumed for all algorithms that a known number of d narrow-band signals
with the symbols si[n] drawn from a complex Gaussian distribution impinge on the array and
that N subsequent snapshots n = 1, ,2, . . . ,N are observed. The signals are assumed to have
unit power, i.e., E{∣si(t)∣2} = 1. To consider source correlation, we generate the symbols such
that E{∣s∗i (t) ⋅ sj(t)∣2} = ρ ⋅ ejϕci,j for i ≠ j = 1,2, . . . , d, where ρ ∈ [0,1] is the magnitude of the
correlation coefficient between each pair of sources and ϕci,j is the uniform distributed correlation
phase in [0,2π]. The additive noise is generated according to a circularly symmetric complex
Gaussian distribution with zero mean and variance σ2n.
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Figure 4.1.: RMSE versus the SNR for a 5×6 URA, N = 20, and d = 2 correlated signals (ρ = 0.97)
at µ
(1)
1 = 1, µ(1)2 = −0.5, µ(2)1 = −0.5, and µ(2)2 = 1.
In Figure 4.1, we illustrate the RMSE versus the SNR for a 5 × 6 URA and N = 20 snapshots.
We have d = 2 widely-spaced sources located at µ(1)1 = 1, µ(1)2 = −0.5, µ(2)1 = −0.5, and µ(2)2 = 1. The
sources are highly correlated with a correlation of ρ = 0.97. Figure 4.2 shows the RMSE versus
the SNR for d = 3 closely-spaced sources with the spatial frequencies µ(1)1 = 0.7, µ(1)2 = 0.9, µ(1)3 =
1.1, µ
(2)
1 = −0.1, µ(2)2 = −0.3, µ(2)3 = −0.5. The correlation coefficient is ρ = 0.97 and we employ a 5×5
URA with N = 20 snapshots. In Figure 4.3, we depict the RMSE versus the number of snapshots
N for a 5 × 6 URA. The SNR is fixed at 10 dB and we have d = 3 uncorrelated sources with the
spatial frequencies µ
(1)
1 = 0.25, µ(1)2 = 0.5, µ(1)3 = 0.75, µ(2)1 = 0.25, µ(2)2 = 0.5, and µ(2)3 = 0.75.
These simulation results demonstrate that the empirical estimation errors agree well with the
analytical ones for high effective SNRs, i.e., when either the SNR is large or the number of snapshots
is large. This is also expected as the performance analysis framework is asymptotically accurate
for high effective SNRs.
4.6.2. Analytical results for two sources
In this section, we provide numerical results to verify the derived analytical MSE expressions for
d = 2 sources. We consider a URA (R = 2) with isotropic sensor elements and the source positions
are fixed at µ
(1)
1 = 1, µ(2)1 = 1, µ(1)2 = 1.1, µ(2)2 = 1.1. Note that the source positions are chosen to
be symmetric across the dimensions as this simplifies the analysis of the achievable gains, which
are equal in each dimension. Since the MSE expressions are asymptotic in the effective SNR, the
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Figure 4.2.: RMSE versus the SNR for a 5×6 URA, N = 20, and d = 3 correlated signals (ρ = 0.97)
at µ
(1)
1 = 0.7, µ(1)2 = 0.9, µ(1)3 = 1.1, µ(2)1 = −0.1, µ(2)2 = −0.3, µ(2)3 = −0.5.
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Figure 4.3.: RMSE versus the number of snapshots N for for a 5×6 URA, SNR = 20 dB, and d = 3
correlated signals (ρ = 0.97) at µ(1)1 = 0.7, µ(1)2 = 0.9, µ(1)3 = 1.1, µ(2)1 = −0.1, µ(2)2 = −0.3, µ(2)3 =−0.5.
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Figure 4.4.: RMSE versus the number of sensorsMr, r = 1,2 with δ(1) = δ(2) = 0 for d = 2 correlated
sources with ∣ρ∣ = 0.99 and ϕcorr = π/3 placed at µ(1)1 = 1.0, µ(2)1 = 1.0, µ(1)2 = 1.1, µ(2)2 = 1.1.
effective SNR is set to ̺ = NP1
σ2n
= 100 dB with (P1 = 40dBm, P2 = 33.01dBm, N = 100, σ2n = 10−9).
In the first part of our analysis, we investigate the effect of the array phase reference on the
decorrelation capabilities of 2-D Unitary ESPRIT (UE) and 2-D Unitary Tensor-ESPRIT (UTE)
compared to 2-D Standard ESPRIT (SE) and 2-D Standard Tensor-ESPRIT (STE). Moreover,
we include the approximations for small ∆µ(r) for each of the algorithms. It is clear from (4.57)
and (4.66) that the expressions for UE and UTE only differ from the ones for SE and STE by the
factor cos2 (∆ϕ), where ∆ϕ =∆ϕref +∆ϕcorr.
Figure 4.4 and Figure 4.5 illustrate the RMSE versus the number of sensors Mr for d = 2 highly
correlated sources with ∣ρˆ∣ = 0.99 and ∆ϕcorr = π/3 for different phase reference parameters δ(r).
Due to the symmetry of the sources, it is sufficient to consider only the r-th mode. In Figure 4.4,
the array phase reference is located at the array centroid in each mode by setting δ(r) = 0,∀r. In
this case ∆ϕref = R∑
r=1
δ(r) ⋅∆µ(r) = 0 and hence ∆ϕ is determined by the source correlation phase
∆ϕcorr only as ∆ϕ = ∆ϕcorr. In Figure 4.5, the curves for UE and UTE become dependent on the
number of sensors Mr, which is explained by the contribution of the parameter for the array phase
reference if δ(r) ≠ 0. It is also apparent from Figure 4.4 and Figure 4.5 that the curves associated
with the approximated terms only agree well with the exact curves for small ∆∆µ(r), which is
where the Taylor approximation is valid.
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Figure 4.5.: RMSE versus the number of sensors Mr, r = 1,2 with δ(r) = Mr−12 for d = 2 correlated
sources with ∣ρ∣ = 0.99 and ϕcorr = π/3 placed at µ(1)1 = 1.0, µ(2)1 = 1.0, µ(1)2 = 1.1, µ(2)2 = 1.1.
4.7. Summary
In this chapter, we have first reviewed the R-D performance analysis framework in [RHD14] for
matrix-based and tensor-based R-D ESPRIT-type algorithms using LS to solve the shift invariance
equation. The analytical expressions for the parameter estimation error and the MSE only require
the noise to be zero-mean with finite SO moments and are asymptotic in the effective SNR. Hence,
no further assumptions on the noise statistics are required.
The analytical MSE expressions are formulated in terms of the subspaces of the measurement
matrix and provide no explicit insights into the influence of the physical parameters, e.g., the SNR,
the number of sensors, the sample size, etc. Therefore, we have simplified the MSE expressions
of the matrix-based and tensor-based R-D ESPRIT-type algorithms for the special cases of a
single and two sources. The resulting expressions are compact and only depend on the physical
parameters of significance.
For a single source, we have seen that the matrix-based and the tensor-based R-D ESPRIT-type
algorithms result in the same MSE expression. This implies that they perform identical and no
gain from forward-backward averaging or tensor processing can be achieved in this case.
In the next step, we have simplified the matrix-based R-D ESPRIT-type algorithms for two
sources. Based on the obtained MSE expressions for R-D Standard ESPRIT and R-D Unitary
ESPRIT, we have analytically computed the gain from forward-backward averaging and analyzed
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its dependence on the physical parameters. Moreover, we compute the asymptotic efficiency for
R = 1.
Finally, we have simplified MSE of the tensor-based R-D ESPRIT-type algorithms for two
sources. We have used the MSE expressions for R-D Standard ESPRIT and R-D Standard Tensor-
ESPRIT to analytically compute and analyze the tensor gain. Comparing the MSE of R-D Stan-
dard Tensor-ESPRIT and R-D Unitary Tensor-ESPRIT, we also compute the forward-backward
averaging gain in the tensor case.
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5. ESPRIT-type parameter estimation algorithms using
generalized least squares
In Chapter 3, we have reviewed R-D ESPRIT-type parameter estimation algorithms, which provide
closed-form estimates at a low computational complexity. R-D ESPRIT-type algorithms exploit the
shift invariance structure of the array by solving the shift invariance equation (cf. Equation (3.33))
in terms of the estimated signal subspace via least squares methods (cf. Chapter 3). In this chapter,
we propose a novel least squares algorithm, termed general least squares (GLS), for matrix-based R-
D ESPRIT-type algorithms, which takes the statistics of the subspace estimation error into account
for the solution. Moreover, we present a performance analysis for R-D ESPRIT-type algorithms
with GLS based on the R-D performance analysis framework [RHD14] reviewed in Chapter 4. For
1-D parameter estimation and the special cases of a single source and two temporally orthogonal
sources, we show that the analytical MSE expressions coincide with the deterministic Crame´r-Rao
bound (CRB), which implies that 1-D ESPRIT-type algorithms in combination with GLS are
asymptotically efficient in these cases, i.e., the ratio of the CRB and the MSE is equal to 1.
We first provide a brief literature review and list the specific contributions in Section 5.1. After
discussing the existing least squares algorithms for R-D ESPRIT-type algorithms in Section 5.2,
we derive the novel GLS algorithm for matrix-based R-D ESPRIT-type algorithms in Section 5.3.
In Section 5.4, we present a first-order performance analysis of the GLS-based R-D ESPRIT-type
algorithms and in Section 5.5, we prove that the GLS-based 1-D ESPRIT-type algorithms are
asymptotically efficient for the special cases of a single source and two temporally orthogonal
sources. Finally, simulation results in Section 5.6 verify the analytical results and a summary is
provided in Section 5.7.
5.1. Overview
In Section 5.1.1, we provide a literature overview of least squares algorithms to solve the shift
invariance equation (cf. Equation (3.33)) for the R-D ESPRIT-type algorithms from Section 3.4
and summarize the contributions in Section 5.1.2.
5.1.1. State of the art
Estimating the directions of arrival (DOAs) of noise-corrupted signals has long been a fundamen-
tal problem in signal processing and is required in many applications such as radar, sonar, and
wireless communications. Due to their low complexity and high-resolution capabilities, ESPRIT-
type algorithms [RK89, HN95] are among the most popular subspace-based parameter estimation
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schemes. After the subspace estimation, ESPRIT-based algorithms solve a highly structured lin-
ear system of equations, termed shift invariance equation. The structure is imposed by applying
two selection matrices with potential overlap to an estimate of the signal subspace in which case
the perturbations on both sides of the shift invariance equation are highly correlated. The shift
invariance equation is usually solved by means of least squares (LS) [RK89], total least squares
(TLS) [OVK91], or structured least squares (SLS) [Haa97b].
The simple LS solution to a linear system of equations is optimal and identical to the maximum-
likelihood (ML) solution if the perturbation is zero-mean Gaussian and only on one side of the
equations. As both assumptions are not satisfied by the shift invariance equation, LS is an incon-
sistent estimator. The TLS solution [OVK91] allows for perturbations on both sides of the shift
invariance equation but only achieves the ML solution if both perturbations are zero-mean Gaus-
sian. More importantly, TLS treats the perturbations on either side as independent irrespective of
the fact that they can be highly correlated if the subarrays overlap. Hence, TLS is only appropri-
ate for non-overlapping subarrays. In the case of overlapping subarrays, SLS [Haa97b] explicitly
accounts for the dependence of the subspace perturbations on both sides. SLS iteratively solves
the corresponding optimization problem by successive local linearization. Nevertheless, computing
only one iteration is sufficient in many cases according to [Haa97b].
However, as a common drawback, the above mentioned shift invariance equation solutions do
not take into account the statistics of the subspace perturbation. For the parameter estimation
from general linear models with arbitrary noise distribution, the generalized least squares (GLS)
algorithm [Ame85, Kay93] can be applied. GLS exploits the noise statistics by using the noise
covariance matrix as a weighting matrix. In the literature, GLS is also known as Gauss-Markov
estimator [Kay93] or as weighted least squares (WLS). Nevertheless, to be precise, WLS is consid-
ered a special case of GLS, where the weighting matrix is diagonal [Ame85]. By the Gauss-Markov
theorem [Kay93], it has been shown that GLS is in fact the best linear unbiased estimator (BLUE)
of the parameter vector in general linear models with arbitrary noise covariance. Moreover, in the
special case of Gaussian noise, it is equivalent to the maximum likelihood estimator [Kay93], which
asymptotically achieves the Crame´r-Rao bound (CRB).
In [SN91, ES94, QHS+15], a number of ESPRIT-based algorithms based on the GLS solution of
the shift invariance equation has been derived, where a weighting matrix in form of the covariance
matrix of the subspace estimation error is introduced to minimize the parameter estimation error.
In the work of [SN91, ES94], the weighting matrix is optimized via a first-order performance analysis
[Bri75, RH89a] in order to minimize the analytical parameter estimation error. While [SN91]
optimizes the weighting matrix only for one of the DOAs, [ES94] presents a GLS-based ESPRIT
algorithm similar to the algorithms proposed in this chapter. However, [ES94] provides no proof
of the resulting expression. A real-valued GLS-based 2-D parameter estimation algorithm using
the principal-singular-vector utilization for modal analysis (PUMA) criterion has been derived in
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[QHS+15] for a single source. However, this algorithm is indeed equivalent to Unitary ESPRIT
for a single source and is a special case of our proposed algorithms. Several variations of the
actual PUMA algorithm with GLS have been presented in [SCLC10] for a single source, in [CSS12]
for multiple damped 2-D exponentials, and a tensor-based approach is provided in [SS12]. More
recently in [QHSS16], an enhanced 1-D PUMA algorithm with GLS for multiple sources has been
proposed. However, [QHSS16] requires several iterations followed by a root selection procedure,
which was originally proposed in [SV15] for the Root-MUSIC algorithm [Bar83]. The equivalence
of [QHSS16] to the MODE algorithm [Van02] was very recently shown in [ZSJ17].
For the GLS-based algorithms in [SCLC10, QHS+15, QHSS16], the authors also provide a perfor-
mance analysis based on the framework in [Bri75, RH89a]. Additionally, they consider the special
case of a single source and show that these algorithms are asymptotically efficient in this case, i.e.,
the ratio of the CRB and the MSE is equal to 1.
5.1.2. Contributions
In this chapter, we propose a GLS solution to the shift invariance equation of R-D ESPRIT-type
algorithms, i.e., R-D Standard ESPRIT and R-D Unitary ESPRIT for multiple sources, where a
uniform R-D sampling grid as defined in Section 2.1.4.1 and maximally overlapping subarrays in
the R dimensions are assumed. The GLS algorithm for 1-D ESPRIT-type algorithms has been
published in [SRH17a]. First, the shift invariance equation in matrix form is reorganized into a
linear system of vector equations, which is solved using the GLS criterion that directly accounts for
the statistics of the subspace perturbation through its covariance matrix. The covariance matrix
of the subspace estimation error assuming white Gaussian sensor noise is found analytically via a
first-order perturbation expansion from [LLV93], which is more general than [Bri75] as discussed
in Section 4.1.1. As the error covariance matrix requires an initial estimate of the unknown shift
invariance equation solution, an iterative procedure by repeatedly performing GLS updates is
possible. We show that if GLS is initialized by the simple LS solution, only one GLS iteration
is required to achieve a significantly improved estimation accuracy in the asymptotic case, i.e.,
at either high SNRs or a large sample size. However, at low SNRs and for a small sample size
N , performing additional GLS iterations further improves the estimation accuracy. It should be
mentioned that Unitary ESPRIT with GLS involves only real-valued operations, thus reducing the
computational complexity.
In our second contribution in Section 5.3.2, we develop a performance analysis for R-D ESPRIT-
type algorithms using a single GLS iteration. The derived analytical MSE expressions are based
on the framework in Chapter 4 and are asymptotic in the effective SNR. We simplify the MSE
expressions for a single source and two temporally orthogonal sources and show that they coincide
with the deterministic Crame´r-Rao bound (CRB), which provides a lower limit for the MSE. This
implies that in these cases, R-D ESPRIT-type algorithms in combination with one GLS iteration
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are asymptotically efficient, i.e., the ratio of the CRB and the MSE is equal to 1. However, we have
observed via a simulative study that R-D Standard ESPRIT with GLS is indeed asymptotically
efficient for an arbitrary number of uncorrelated sources while R-D Unitary ESPRIT with GLS is
asymptotically efficient even for an arbitrary number of correlated but incoherent sources.
5.2. Shift invariance equation solutions
In this section, we review the commonly-used least squares algorithms, which are applied to solve
the R-D shift invariance equation in R-D ESPRIT-type algorithms.
Consider the matrix-based R-D data model in (2.3) and assume a uniform R-D sampling grid
as defined in Section 2.1.4.1. The corresponding measurement matrix X can be modeled as
X =A ⋅S +N =X0 +N ∈ CM×N , (5.1)
where S ∈ Cd×N represents the source symbol matrix,N ∈ CM×N contains the additive sensor noise
samples, and X0 is the noise-free measurement matrix. Moreover, A = [a(µ1), . . . ,a(µd)] ∈ CM×d
is the array steering matrix, which consists of the array steering vectors a(µi) corresponding to
the i-th spatial frequency, which are given by
a (µi) = a(1) (µ(1)i )⊗⋯⊗ a(R) (µ(R)i ) ∈ CM×1, (5.2)
where a(r)(µ(r)i ) ∈ CMr×1 is the r-mode array steering vector defined in (2.13).
As explained in detail in Section 3.2.1, the true signal subspace and its estimate can be obtained
by computing the SVD of the noise-free measurement matrix X0 and its noise-corrupted version
X as
X0 = [U s, Un] ⋅ ⎡⎢⎢⎢⎢⎣
Σs 0d×(N−d)
0(M−d)×d 0(M−d)×(N−d)
⎤⎥⎥⎥⎥⎦ ⋅ [V s, V n]
H
(5.3)
X = [Uˆ s, Uˆn] ⋅ ⎡⎢⎢⎢⎢⎣
Σˆs 0d×(N−d)
0(M−d)×d Σˆn
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ s, Vˆ n]
H
, (5.4)
where U s ∈ CM×d, Un ∈ CM×(M−d), and V s ∈ CN×d span the signal subspace, the noise subspace,
and the row subspace, and Σs ∈ Rd×d contains the d non-zero singular values on its diagonal.
Moreover, Uˆ s, Uˆn, Vˆ s, and Σˆs are their respective estimates.
Then, following (3.25) and (3.33), the set of R shift invariance equations with respect to the
estimated signal subspace is given by [HN98]
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J˜
(r)
1 ⋅ Uˆ s ⋅Ψ(r) ≈ J˜(r)2 ⋅ Uˆ s, r = 1, . . . ,R (5.5)
where Ψ(r) = T ⋅ Φ(r) ⋅ T −1, where Φ(r) = diag{[ejµ(r)1 , . . . , ejµ(r)d ]T} ∈ Cd×d contains the spatial
frequencies in the r-th mode. The selection matrices J˜
(r)
n ∈ R MMr (Mr−1)×M for n = 1,2 are given
in (3.26) based on J
(r)
n ∈ R(Mr−1)×Mr , n = 1,2 in (3.27) for maximally overlapping subarrays.
Suppose we have obtained an estimate Ψˆ
(r)
of the unknown matrix Ψ(r) in the r-th mode from
(5.5). Then, after performing a joint EVD of the R estimates Ψˆ
(r)
(e.g., via [FG06]), the spatial
frequency estimates µˆ
(r)
i , i = 1, . . . , d, are extracted from the eigenvalues λˆ(r)i of the solution Ψˆ(r)
via µˆ
(r)
i = arg {λˆ(r)i }.
The shift invariance equation in (5.5) is an overdetermined linear system of equations. As it
is expressed in terms of the estimate Uˆ s of the signal subspace U s, (5.5) does not have an exact
solution in general. Additionally, the shift invariance equation in (5.5) can be highly structured,
where the structure is imposed by applying two selection matrices with potential overlap to the
signal subspace estimate Uˆ s, in which case the perturbations on both sides of the shift invari-
ance equation are highly correlated. Often, least squares algorithms are used to approximately
solve (5.5) for Ψ(r). These include, for instance, the simple least squares (LS) algorithm [RK89],
total least squares (TLS) [OVK91], or structured least squares (SLS) [Haa97b]. These three LS
algorithms will be briefly discussed in what follows.
First, we write the signal subspace estimate Uˆ s as Uˆ s = Us+∆Us, where ∆Us denotes the signal
subspace estimation error. Then, the simple LS solution of (5.5) in [RK89] assumes that
J˜
(r)
1 ⋅Us ⋅Ψ(r)LS = J˜(r)2 ⋅ (Us +∆Us) , (5.6)
is satisfied such that the perturbation term ∥J˜(r)2 ⋅∆Us∥F is minimized. The LS solution is only
optimal and identical to the maximum-likelihood (ML) solution if there is no perturbation on
the left hand side and the perturbation in ∆Us is zero-mean Gaussian distributed. As both
assumptions are clearly not satisfied by the shift invariance equation in (5.5), the LS algorithm
provides a suboptimal solution and constitutes an inconsistent estimator that produces a bias.
The TLS algorithm in [OVK91] allows for perturbation terms on both sides of (5.5) and assumes
that
J˜
(r)
1 ⋅ (Us +∆Us) ⋅Ψ(r)TLS = J˜(r)2 ⋅ (Us +∆Us) (5.7)
is satisfied, while minimizing the perturbation ∥[J˜(r)1 ⋅∆Us, J˜(r)2 ⋅∆Us]∥F. The TLS algorithm
provides a consistent solution to (5.5) but only achieves the ML solution if the perturbation terms
on the left and the right hand side of (5.5) are zero-mean Gaussian distributed. More impor-
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tantly, TLS treats the perturbation terms on either side as independent and does not account for
their strong correlation in the case of overlapping subarrays. Hence, the TLS algorithm is only
appropriate for non-overlapping subarray configurations [Haa97b].
The SLS algorithm in [Haa97b] explicitly accounts for the dependence of the subspace pertur-
bation terms on both sides of (5.5) in the case of overlapping subarrays. The SLS algorithm solves
the optimization problem
min
∆Ψ(r),∆Us
∥J˜(r)1 ⋅ (Uˆs +∆Us) ⋅ (Ψ(r)LS +∆Ψ(r)) − J˜(r)2 ⋅ (Uˆs +∆Us)∥2
F
+ κ2 ⋅ ∥∆Us∥2F , (5.8)
where κ is a regularization parameter. The solution to (5.8) is obtained iteratively by successive
local linearization. However, according to [Haa97b], computing one iteration is sufficient in many
cases, so that the resulting algorithm is not iterative in nature. Note that an R-D version of SLS,
termed R-D SLS, which solves (5.8) across all R modes jointly, is also proposed in [Haa97b]. An
advantage of the SLS algorithm is that it can also incorporate more complicated selection matrices
used in, e.g., the DFT beamspace [ZHM96].
The common drawback of the above mentioned LS solutions to the shift invariance equation in
(5.5) is that in the case of overlapping subarrays, they are suboptimal as they do not take into
account the explicit statistics of the subspace perturbation term ∆Us.
Therefore, assuming a uniform R-D array according to (5.2) and maximally overlapping subar-
rays, we present a new least squares algorithm, termed generalized least squares (GLS) to solve
(5.5) in the next section.
5.3. R-D matrix-based ESPRIT-type algorithms using GLS
In this section, we derive R-D matrix-based ESPRIT-type algorithms using GLS to solve the shift
invariance equation. For simplicity, we start with the derivation of the 1-D ESPRIT-type algo-
rithms using GLS in Section 5.3.1 and then extend these algorithms to the case of R-D parameter
estimation in Section 5.3.2.
5.3.1. 1-D ESPRIT-type algorithms using GLS
The derivation of the GLS solution for 1-D Standard ESPRIT and for 1-D Unitary ESPRIT is
presented in Section 5.3.1.1 and in Section 5.3.1.2, respectively.
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5.3.1.1. 1-D Standard ESPRIT using GLS
For the derivation of the GLS solution for 1-D Standard ESPRIT, we consider the 1-D version
(cf. Equation (3.28)) of the shift invariance equation in (5.5) given by
J1 ⋅ Uˆs ⋅Ψ ≈ J2 ⋅ Uˆs (5.9)
with Ψ ≈ T ⋅Φ ⋅ T −1 and the selection matrices Jn, n = 1,2 are given in (3.29).
In the absence of noise, the shift invariance equation in (5.9) can be written in terms of the true
signal subspace Us ∈ CM×d as
J1 ⋅Us ⋅Ψ = J2 ⋅Us. (5.10)
Expressing Us in terms of its estimate Uˆs via Us = Uˆs +∆Us, where ∆Us denotes the subspace
estimation error, (5.10) becomes
J1 ⋅ (Uˆs +∆Us) ⋅Ψ = J2 ⋅ (Uˆs +∆Us) . (5.11)
The expansion of (5.11) yields
J1 ⋅ Uˆs ⋅Ψ + J1 ⋅∆Us ⋅Ψ = J2 ⋅ Uˆs + J2 ⋅∆Us, (5.12)
which can be expressed as the following linear model in Ψ:
J2 ⋅ Uˆs = J1 ⋅ Uˆs ⋅Ψ + J1 ⋅∆Us ⋅Ψ − J2 ⋅∆Us
= J1 ⋅ Uˆs ⋅Ψ +N∆Us , (5.13)
where
N∆Us = J1 ⋅∆Us ⋅Ψ − J2 ⋅∆Us ∈ C(M−1)×d (5.14)
is the effective perturbation as a function of the signal subspace error ∆Us, which is caused by
the additive sensor noise N in (5.1). Next, we reorganize the matrix form in (5.13) into a linear
system of vector equations by vectorizing (5.13). Using the property (1.14), the vectorization of
(5.13) leads to the linear vector model
bˆ
∆= vec{J2 ⋅ Uˆs} = (Id ⊗ J1 ⋅ Uˆs) ⋅ vec{Ψ} +n∆us= Fˆ1 ⋅ψ +n∆us , (5.15)
where we have defined bˆ
∆= vec{J2 ⋅ Uˆs} ∈ C(M−1)d×1 and Fˆ1 = Id ⊗ J1 ⋅ Uˆs ∈ C(M−1)d×d2 . Moreover,
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the vector ψ = vec{Ψ} ∈ Cd2×1 is the parameter vector to be estimated and n∆us = vec{N∆us} ∈
C
(M−1)d×1 is the residual error vector obtained by vectorizing (5.14) as
n∆us = (ΨT ⊗ J1) ⋅ vec{∆Us} − (Id ⊗ J2) ⋅ vec{∆Us}= ((ΨT ⊗ J1) − (Id ⊗ J2)) ⋅ vec{∆Us}
= F2 ⋅∆us, (5.16)
where we have defined F2 = (ΨT ⊗ J1) − (Id ⊗ J2) ∈ C(M−1)d×Md and ∆us = vec{∆Us} ∈ CMd×1.
It is important to emphasize again that (5.15) represents a linear vector model in the parameter
vector ψ. In order to take the statistics of the error vector n∆us into account for the estimation of
ψ from (5.15), the generalized least squares (GLS) algorithm [Ame85] can be applied. Note that
GLS has been shown to be the best linear unbiased estimator (BLUE) of the parameter vector
[Ame85] in linear models with arbitrary error covariance matrix. In the literature, GLS is also
known as Gauss-Markov estimator [Kay93] or as weighted least squares (WLS) [QHS+15].
Applying the GLS concept [Ame85, Kay93] to the linear model in (5.15), we can formulate the
optimization problem
ψˆGLS = argmin
ψ
(bˆ − Fˆ1 ⋅ψ)H ⋅R−1 ⋅ (bˆ − Fˆ1 ⋅ψ) , (5.17)
where R = E{n∆us ⋅nH∆us} ∈ C(M−1)d×(M−1)d is the covariance matrix of the effective noise vector
n∆us in (5.16) caused by the signal subspace estimation error ∆us. Thus, the statistics of the signal
subspace perturbation ∆us are explicitly taken into account for the ESPRIT-based parameter
estimation. The closed-form solution to the unconstrained minimization problem in (5.17) is given
by [Ame85, Kay93]
ψˆGLS = (FˆH1 ⋅R−1 ⋅ Fˆ1)−1 ⋅ FˆH1 ⋅R−1 ⋅ bˆ (5.18)
assuming that R is invertible. The covariance matrix R of the perturbation n∆us can be expressed
as
R = E{n∆us ⋅nH∆us} = E{F2 ⋅∆us ⋅∆uHs ⋅FH2 }= F2 ⋅E{∆us ⋅∆uHs } ⋅FH2 = F2 ⋅Q ⋅FH2 , (5.19)
where Q = E{∆us ⋅∆uHs } ∈ CMd×Md denotes the covariance matrix of the vectorized signal sub-
space perturbation ∆us = vec{∆Us} ∈ CMd×1. In order to compute Q, we first need to find an
approximation for ∆Us. The signal subspace estimate Uˆs is usually computed by applying the
SVD of the measurement matrixX in (5.1) as shown in (5.4). Assuming that the noise component
N is small compared to the signal component X0 in the model (5.1), we can approximate ∆Us
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by applying the explicit first-order perturbation expansion of the SVD1 from [LLV93]. Thus, ∆Us
can be approximated as
∆Us ≈ Un ⋅UHn ⋅N ⋅Vs ⋅Σ−1s , (5.20)
where the matrices Un ∈ CM×(M−d), Vs ∈ CN×d, and Σs ∈ Rd×d are obtained from the SVD of the
noise-free measurement matrix X0 according to the 1-D case of (5.3).
The main feature of (5.20) is that it is explicit in the noise realizationN such that no assumptions
on the noise statistics are required. Moreover, (5.20) is asymptotic in the effective SNR, i.e., the
expression becomes exact for either a high SNR or a large sample size. Applying the property
(1.14), the vectorized version of (5.20) is given by
∆us ≈ (Σ−1s ⋅V Ts ⊗Un ⋅UHn ) ⋅n, (5.21)
where n = vec{N} ∈ CMN×1 is the vectorized version of N . Inserting (5.21) into the expression
for Q in (5.19), we obtain
Q = (Σ−1s ⋅V Ts ⊗Un ⋅UHn ) ⋅Rnn ⋅ (Σ−1s ⋅V Ts ⊗Un ⋅UHn )H , (5.22)
where Rnn = E{n ⋅nH} ∈ CMN×MN is the covariance matrix of n. Thus, the sensor noise n is only
required to be zero-mean with finite second-order (SO) moments such that Rnn can be computed.
It is important to emphasize that Q in (5.22) can be explicitly computed for any noise distribution
that satisfies these assumptions by inserting the respective covariance matrix Rnn.
For simplicity, we here assume the sensor noise to be zero-mean and white2, i.e., we have Rnn =
σ2n ⋅ IMN . Then, the matrix Q reduces to
Q = σ2n ⋅ (Σ−1s ⋅V Ts ⊗Un ⋅UHn ) ⋅ (Σ−1s ⋅V Ts ⊗Un ⋅UHn )H= σ2n ⋅ (Σ−1s ⋅V Ts ⋅V ∗s ⋅Σ−1s )⊗ (Un ⋅UHn ⋅Un ⋅UHn )= σ2n ⋅ (Σ−2s ⊗Un ⋅UHn ) . (5.23)
Upon inserting Q ∈ CMd×Md from (5.23) into (5.19), we obtain
R = σ2n ⋅F2 ⋅ (Σ−2s ⊗Un ⋅UHn ) ⋅FH2 . (5.24)
where F2 ∈ C(M−1)d×Md is given in (5.16). Notice that R ∈ C(M−1)d×(M−1)d only has full rank and
1If the signal subspace Us is not computed via the SVD, e.g., via Krylov subspaces [SW01], or in subspace tracking
[Yan95], the signal subspace error ∆Us in (5.20) can be replaced by its corresponding first-order expansion.
2Note that we only require the covariance matrix Rnn of n and the pseudo-covariance matrix Cnn = E{n ⋅nT} ∈
C
MN×MN introduced in Section 4.3.1 is not needed. Therefore, n can even be non-circular, i.e., Cnn ≠ 0MN .
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is invertible3 for d = 1. In this case, we have rank{Un ⋅UHn } =M − d =M − 1 since Un ∈ CM×(M−d)
becomes Un ∈ CM×(M−1). Then, we have rank{Q} = (M − d)d = M − 1 and thus rank{R} =(M −1)d =M −1, where R has full rank. However, for d > 1, we have rank{Un ⋅UHn } =M −d such
that rank{Q} = (M − d)d and therefore R is rank-deficient with rank{R} = (M − d)d < (M − 1)d
and not invertible. To circumvent the rank-deficiency of R for d > 1, we introduce a regularized
version Q¯ of Q, which is given by
Q¯ = σ2n ⋅ (Σ−2s ⊗ (Un ⋅UHn + λ ⋅ IM)) , (5.25)
where λ > 0 is the regularization parameter. Note that inserting Q¯ from (5.25) into (5.19) renders
R¯ = F2 ⋅ Q¯ ⋅FH2 = σ2n ⋅F2 ⋅ (Σ−2s ⊗ (Un ⋅UHn + λ ⋅ IM)) ⋅FH2 (5.26)
invertible. After replacing R in (5.18) by its regularized version R¯ in (5.26), the choice of the
parameter λ is unclear. To address this part, we can state the following result:
Theorem 5.3.1. Assuming a ULA and maximum subarray overlap, the solution ψˆGLS based on
R¯ in (5.26) is independent of the choice of the regularization parameter λ > 0.
The proof is given in Appendix B.9.
As a consequence of Theorem 5.3.1, we can choose any value of λ > 0. A particularly convenient
form is found by considering the case limλ→∞ ψˆGLS in (5.18) using R¯ from (5.26), which yields
lim
λ→∞
ψˆGLS = lim
λ→∞
(FˆH1 ⋅ (F2 ⋅ (Σ−2s ⊗ (Un ⋅UHn + λ ⋅ IM)) ⋅FH2 )−1 ⋅ Fˆ1)−1
⋅ FˆH1 ⋅ (F2 ⋅ (Σ−2s ⊗ (Un ⋅UHn + λ ⋅ IM)) ⋅FH2 )−1 ⋅ b
= (FˆH1 ⋅R−10 ⋅ Fˆ1)−1 ⋅ FˆH1 ⋅R−10 ⋅ b, (5.27)
where we have defined R0 = F2 ⋅(Σ−2s ⊗ IM) ⋅FH2 and the regularization parameter λ as well as the
noise power σ2n have canceled. Hence, the covariance matrix R in (5.18) can be replaced by R0.
Note, however, that the matrix Ψ, which is required to compute F2 in (5.16), and the matrix Σs
required to compute R0 are unknown. Therefore, we replace Σs by its estimate Σˆs from (5.4) and
initialize Ψ by its LS solution
ΨˆLS = (J1 ⋅ Uˆs)+ ⋅ J2 ⋅ Uˆs. (5.28)
Consequently, the estimate Rˆ0 of the matrix R0 is given by
Rˆ0 = Fˆ2 ⋅ (Σˆ−2s ⊗ IM) ⋅ FˆH2 , (5.29)
3Note that only the special case d = 1, where R has full rank was considered in [QHS+15].
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where Fˆ2 = (ΨˆTLS ⊗ J1) − (Id ⊗ J2) ∈ C(M−1)d×Md. Finally, the GLS solution is obtained as
ψˆGLS = (FˆH1 ⋅ Rˆ−10 ⋅ Fˆ1)−1 ⋅ FˆH1 ⋅ Rˆ−10 ⋅ bˆ (5.30)
and the matrix-based GLS estimate ΨˆGLS of the shift invariance equation in (5.9) is constructed
by ΨˆGLS = unvecd×d{ψˆGLS}. The main steps of the GLS-based 1-D Standard ESPRIT algorithm
are summarized in Table 5.
Remark 1: Note that the above derivation naturally gives rise to an iterative estimation pro-
cedure, where after the initialization of Rˆ0 in (5.29) with ΨˆLS, alternating updates of ΨˆGLS and
Rˆ0 can be performed. However, the simulation results in Section 5.6 show that additional GLS
iterations only improve the estimation accuracy at low SNRs or for a small sample size, where
convergence is usually reached after 3-5 iterations. In the asymptotic case, i.e., at a high SNR or
with a large sample size, only a single iteration is required to achieve a significant improvement
in the estimation accuracy. Thus, in the asymptotic case, the presented GLS algorithm is not
iterative in nature.
Remark 2: To analyze the computational complexity of 1-D Standard ESPRIT with GLS, we
first calculate the complexity of 1-D Standard ESPRIT with LS and then compute the additional
cost of one GLS iteration. The computational cost to obtain the LS solution ΨˆLS in (5.28) is
dominated by the SVD of X and by the pseudo-inverse (J1 ⋅ Uˆs)+, which require O(M2N) for
M < N and O(Md2) arithmetic operations, respectively. The cost of the EVD of ΨˆLS to extract
the DOAs is O(d3). Thus, 1-D Standard ESPRIT with LS requires O(M2N+Md2+d3) operations.
The additional GLS update requires the computation of Rˆ−10 in (5.29) and Fˆ
H
1 ⋅ Rˆ−10 ⋅ Fˆ1 for (5.30),
which need O(M3d3) and O(M2d4) arithmetic operations, respectively. Moreover, (FˆH1 ⋅Rˆ−10 ⋅Fˆ1)−1
and FˆH1 ⋅Rˆ−10 ⋅ bˆ also required for (5.30) take O(d6) and O(M2d4) operations. Hence, the additional
cost of a single GLS update requires O(M3d3 +M2d4 + d6) arithmetic operations.
Remark 3: The presented GLS algorithm has been derived for the assumption of zero-mean
white noise with Rnn = σ2n ⋅IMN , which was used to simplify Q in (5.22). However, it is important
to emphasize that a GLS solution can be derived for any other noise distribution with zero-mean
and finite SO moments by inserting the respective covariance matrix Rnn in (5.22) and computing
Q and R correspondingly.
5.3.1.2. 1-D Unitary ESPRIT using GLS
In this section, we derive the GLS solution presented in the previous section for the 1-D Unitary
ESPRIT algorithm [HN95], which is introduced in Section 3.4.2. The additional features of Unitary
ESPRIT compared to Standard ESPRIT are the incorporation of forward-backward averaging
(FBA) and the transformation into the real-valued domain to reduce the computational complexity.
Both preprocessing steps are discussed in detail for the R-D case in Section 3.2.3. However, we
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Algorithm 5 [SRH17a] Summary of 1-D Standard ESPRIT with GLS
1. Estimate the signal subspace Uˆs and Σˆs from the truncated SVD of X.
2. Solve the shift invariance equation by means of LS via (5.28) to obtain the initialization ΨˆLS.
Form the matrix Rˆ0 via
Rˆ0 = Fˆ2 ⋅ (Σˆ−2s ⊗ IM) ⋅ FˆH2 (5.31)
and obtain the GLS solution ΨˆGLS of the shift invariance equation by solving
ψˆGLS = (FˆH1 ⋅ Rˆ−10 ⋅ Fˆ1)−1 ⋅ FˆH1 ⋅ Rˆ−10 ⋅ bˆ (5.32)
In the non-asymptotic case, perform GLS iterations by repeatedly computing (5.31) and
(5.32).
3. Calculate the d eigenvalues λˆi of ΨˆGLS and extract the spatial frequencies µˆi, ∀i via µˆi =
arg {λˆi}.
restate both steps for the 1-D case here again for convenience.
The augmented measurement matrix X(fba) after applying FBA is given by
X(fba) = [X ΠM ⋅X∗ ⋅ΠN] ∈ CM×2N . (5.33)
Considering the model X =X0 +N in (5.1), we can expand X(fba) as
X(fba) = [X0 ΠM ⋅X∗0 ⋅ΠN] + [N ΠM ⋅N∗ ⋅ΠN] =X(fba)0 +N (fba). (5.34)
where X
(fba)
0 ∈ CM×2N and N (fba)0 ∈ CM×2N are the noise-free augmented measurement matrix
and the augmented noise matrix, respectively. As X(fba) is centro-Hermitian, i.e., it satisfies
X(fba) = ΠM ⋅X(fba)∗ ⋅Π2N , it can be transformed into the real-valued domain by means of the
transformation
ϕ (X(fba)) =QHM ⋅X(fba) ⋅Q2N ∈ RM×2N (5.35)
=QHM ⋅X(fba)0 ⋅Q2N +QHM ⋅N (fba) ⋅Q2N (5.36)
= ϕ (X(fba)0 ) +ϕ (N (fba)) , (5.37)
whereQM andQ2N are leftΠ-real matrices that satisfyΠp ⋅Q∗ =Q, and ϕ(X(fba)0 ) and ϕ(N (fba))
are the transformed FBA-processed noise-free measurement matrix and the transformed FBA-
processed noise, respectively.
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Following Section 3.2.3, the real-valued SVD of ϕ (X(fba)0 ) and the real-valued SVD of ϕ (X(fba))
corresponding to the 1-D versions of (5.3) and (5.4) are given by
ϕ (X(fba)0 ) = [Es, En] ⋅
⎡⎢⎢⎢⎢⎣
Σ
(ϕ)
s 0d×(2N−d)
0(M−d)×d 0(M−d)×(2N−d)
⎤⎥⎥⎥⎥⎦ ⋅ [W s, W n]
H
(5.38)
ϕ (X(fba)) = [Eˆs, Eˆn] ⋅ ⎡⎢⎢⎢⎢⎣
Σˆ
(ϕ)
s 0d×(2N−d)
0(M−d)×d Σˆ
(ϕ)
n
⎤⎥⎥⎥⎥⎦ ⋅ [Wˆ s, Wˆ n]
H
(5.39)
where Es ∈ RM×d, En ∈ RM×(M−d), andW s ∈ R2N×d span the real-valued signal subspace, the real-
valued noise subspace, and the real-valued row space of ϕ (X(fba)0 ), and Σ(ϕ)s ∈ Rd×d contains the
d non-zero singular values on its diagonal. Moreover, Eˆs, Eˆn, Wˆ s, and Σˆ
(ϕ)
s are their estimates.
Then, the equivalent real-valued shift invariance equation to (5.9) is given by
K1 ⋅ Eˆs ⋅Υ ≈K2 ⋅ Eˆs, (5.40)
where K1 = 2 ⋅Re{QHM−1 ⋅ J2 ⋅QM} ∈ R(M−1)×M and K2 = 2 ⋅ Im{QHM−1 ⋅ J2 ⋅QM} ∈ R(M−1)×M are
the transformed selection matrices. The spatial frequency estimates µˆi, i = 1, . . . , d, are recovered
from the eigenvalues ωˆi of the solution Υˆ via µˆi = 2 ⋅arctan(ωˆi). Moreover, an additional reliability
test that examines if the estimates µˆi are real-valued is obtained [HN95].
For the derivation of the GLS algorithm for 1-D Unitary ESPRIT, we follow the same steps as
in the previous section. As in the derivation of 1-D Standard ESPRIT with GLS, we assume a
ULA and maximum subarray overlap. Thus, the corresponding real-valued version of the linear
vector model in (5.15) is given by4
bˆ(ϕ) = Fˆ (ϕ)1 ⋅ υ +n(ϕ)∆es , (5.41)
where bˆ(ϕ) = vec{K2 ⋅ Eˆs} ∈ R(M−1)d×1, Fˆ (ϕ)1 = Id ⊗K1 ⋅ Eˆs ∈ R(M−1)d×d2 , and υ = vec{Υ} ∈ Rd×d.
Moreover, n
(ϕ)
∆es
= F (ϕ)2 ⋅ ∆es ∈ R(M−1)d×1 represents the real-valued effective noise vector with
F
(ϕ)
2 = (ΥT ⊗K1) − (Id ⊗K2) ∈ R(M−1)d×Md and ∆es = vec{∆Es} ∈ RMd×1, where ∆Es = Eˆs −Es
is the real-valued signal subspace estimation error.
Then, in analogy to (5.17), the associated GLS optimization problem for the linear model in
(5.41) and its solution are given by
υˆGLS = argmin
υ
(bˆ(ϕ) − Fˆ (ϕ)1 ⋅ υ)H ⋅R(ϕ)−1 ⋅ (bˆ(ϕ) − Fˆ (ϕ)1 ⋅ υ) (5.42)
= (Fˆ (ϕ)H1 ⋅R(ϕ)−1 ⋅ Fˆ (ϕ)1 )−1 ⋅ Fˆ (ϕ)H1 ⋅R(ϕ)−1 ⋅ bˆ(ϕ), (5.43)
4 Note that we have introduced the superscript (ϕ) to denote real-valued quantities.
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where R(ϕ) = E{n(ϕ)
∆es
⋅n(ϕ)H
∆es
} = F (ϕ)2 ⋅Q(ϕ) ⋅ F (ϕ)H2 ∈ R(M−1)d×(M−1)d is the covariance matrix of
n
(ϕ)
∆es
and Q(ϕ) = E{∆es ⋅∆eHs } ∈ RMd×Md. In order to approximate ∆Es, we again apply the
first-order perturbation expansion from [LLV93] to obtain
∆Es ≈ En ⋅EHn ⋅ ϕ (N (fba)) ⋅Ws ⋅Σ(ϕ)−1s
≈ En ⋅EHn ⋅QHM ⋅N (fba) ⋅Q2N ⋅Ws ⋅Σ(ϕ)−1s , (5.44)
where we have inserted ϕ (N (fba)) from (5.37). The vectorized version ∆es of (5.44) is obtained
by applying property (1.14) as
∆es ≈ (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⊗En ⋅EHn ⋅QHM) ⋅n(fba), (5.45)
where n(fba) = vec{N (fba)} ∈ C2MN×1 is the vectorized version of the FBA-processed noise N (fba)
in (5.34). Thus, the covariance matrix Q(ϕ) = E{∆es ⋅∆eHs } of ∆es can be expressed as
Q(ϕ) = (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⊗En ⋅EHn ⋅QHM) ⋅R(fba)nn ⋅ (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⊗En ⋅EHn ⋅QHM)H ,
(5.46)
where R
(fba)
nn = E{n(fba) ⋅n(fba)H} ∈ C2MN×2MN is the covariance matrix of n(fba). Note that in
(4.30) of Section 4.3.2, we have already computed R
(fba)
nn as a function of n = vec{N} ∈ CMN×1,
where N is the original noise contribution in (5.1). Therefore, R
(fba)
nn is given by
R(fba)nn =
⎡⎢⎢⎢⎢⎣
Rnn Cnn ⋅ΠMN
ΠMN ⋅C∗nn ΠMN ⋅R∗nn ⋅ΠMN
⎤⎥⎥⎥⎥⎦ , (5.47)
where Rnn = E{n ⋅nH} ∈ CMN×MN and Cnn = E{n ⋅nT} ∈ CMN×MN are the covariance matrix
and the pseudo-covariance matrix of n.
For simplicity, we assume zero-mean circularly symmetric white sensor noise5 withRnn = σ2n ⋅IMN
andCnn = 0MN . In this case,R(fba)nn in (5.47) simplifies toR(fba)nn = σ2n⋅I2MN . With this assumption,
the matrix Q(ϕ) simplifies to
Q(ϕ) = σ2n ⋅ (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⊗En ⋅EHn ⋅QHM) ⋅ (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⊗En ⋅EHn ⋅QHM)H
= σ2n ⋅ (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⋅Q∗2N ⋅W ∗s ⋅Σ(ϕ)−1s )⊗ (En ⋅EHn ⋅QHM ⋅QM ⋅En ⋅EHn )
= σ2n ⋅ (Σ(ϕ)−2s ⊗En ⋅EHn ) . (5.48)
5In contrast to (5.23), we additionally require the noise to be circularly symmetric, i.e., Cnn = 0MN , such that R(fba)nn
corresponds to white noise with R
(fba)
nn = σ2n ⋅ I2MN . This is due to the FBA preprocessing step.
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Algorithm 6 [SRH17a] Summary of 1-D Unitary ESPRIT with GLS
1. Estimate the real-valued signal subspace Eˆs and Σˆ
(ϕ)
s from the truncated SVD of ϕ(X(fba)).
2. Solve the shift invariance equation by means of LS via (5.51) to obtain the initialization ΥˆLS.
Form the matrix Rˆ
(ϕ)
0 via
Rˆ
(ϕ)
0 = Fˆ (ϕ)2 ⋅ (Σˆ(ϕ)−2s ⊗ IM) ⋅ Fˆ (ϕ)H2 (5.52)
and obtain the GLS solution ΥˆGLS of the real-valued shift invariance equation by solving
υˆGLS = (Fˆ (ϕ)H1 ⋅ Rˆ(ϕ)−10 ⋅ Fˆ (ϕ)1 )−1 ⋅ Fˆ (ϕ)H1 ⋅ Rˆ(ϕ)−10 ⋅ bˆ(ϕ). (5.53)
In the non-asymptotic case, perform GLS iterations by repeatedly computing (5.52) and
(5.53).
3. Calculate the d eigenvalues ωˆi of ΥˆGLS and extract the spatial frequencies µˆi, ∀i via µˆi =
2 ⋅ arctan(ωˆi).
Note that (5.48) resembles (5.23) and we can follow the same steps as in the derivation of GLS for
1-D Standard ESPRIT including the regularization of Q(ϕ) and R(ϕ). Note that a corresponding
real-valued version of Theorem 5.3.1 assuming a ULA and maximum subarray overlap can be
proven straightforwardly.
Finally, the real-valued GLS solution to the shift invariance equation in (5.40) is given by
υˆGLS = (Fˆ (ϕ)H1 ⋅ Rˆ(ϕ)−10 ⋅ Fˆ (ϕ)1 )−1 ⋅ Fˆ (ϕ)H1 ⋅ Rˆ(ϕ)−10 ⋅ bˆ(ϕ). (5.49)
Note that Rˆ
(ϕ)
0 in (5.49) can be computed similarly to (5.29) as
Rˆ
(ϕ)
0 = Fˆ (ϕ)2 ⋅ (Σˆ(ϕ)−2s ⊗ IM) ⋅ Fˆ (ϕ)H2 , (5.50)
where we have replaced Σ
(ϕ)−2
s by its estimate Σˆ
(ϕ)−2
s from (5.39). Furthermore, we have initialized
the matrix Fˆ
(ϕ)
2 = (ΥˆTLS ⊗K1) − (Id ⊗K2) with the real-valued LS solution
ΥˆLS = (K1 ⋅ Eˆs)+ ⋅K2 ⋅ Eˆs. (5.51)
Eventually, from (5.49), the GLS estimate ΥˆGLS to (5.40) is obtained by ΥˆGLS = unvecd×d {υˆGLS}.
Note again that all the operations required for the GLS-based Unitary ESPRIT algorithm are
entirely real-valued. The 1-D Unitary ESPRIT algorithm with GLS is summarized in Table 6.
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5.3.2. R-D ESPRIT-type algorithms using GLS
In this section, we extend the GLS solutions for 1-D Standard ESPRIT from Section 5.3.1.1 and
1-D Unitary ESPRIT from Section 5.3.1.2 to the case of R-D parameter estimation. As in the R-D
matrix case, the R shift invariance equations in (5.5) are solved independently, we can apply the
GLS solution from the 1-D case in Section 5.3.1 to all R modes individually. We start with the
R-D Standard ESPRIT algorithm using GLS in Section 5.3.3 and then present the R-D Unitary
ESPRIT algorithm using GLS in Section 5.3.4.
5.3.3. R-D Standard ESPRIT using GLS
In the case of GLS for R-D Standard ESPRIT, we consider the R shift invariance equations in
(5.5). The corresponding R-D generalization of the GLS solution is given by
ψˆ
(r)
GLS
= (Fˆ (r)H1 ⋅ Rˆ(r)−10 ⋅ Fˆ (r)1 )−1 ⋅ Fˆ (r)H1 ⋅ Rˆ(r)−10 ⋅ bˆ(r), (5.54)
where Fˆ
(r)
1 = Id⊗ J˜(r)1 ⋅ Uˆs ∈ C MMr (Mr−1)d×d2 , bˆ(r) = vec{J˜(r)2 ⋅ Uˆs} ∈ C MMr (Mr−1)d×1 and the selection
matrices J˜
(r)
n ∈ R MMr (Mr−1)×M for n = 1,2 are given as in (5.5). Moreover, the matrix Rˆ(r)0 is
computed as
Rˆ
(r)
0 = Fˆ (r)2 ⋅ (Σˆ−2s ⊗ IM) ⋅ Fˆ (r)H2 ∈ C MMr (Mr−1)d× MMr (Mr−1)d, (5.55)
where we have initialized the matrix Fˆ
(r)
2 = (Ψˆ(r)TLS ⊗ J˜(r)1 ) − (Id ⊗ J˜(r)2 ) ∈ C MMr (Mr−1)d×Mrd with
the LS solution
Ψˆ
(r)
LS
= (J˜(r)1 ⋅ Uˆs)+ ⋅ J˜(r)2 ⋅ Uˆs. (5.56)
The matrix-based GLS estimate Ψˆ
(r)
GLS
of the shift invariance equation in (5.5) in the r-th mode
is obtained via Ψˆ
(r)
GLS
= unvecd×d{ψˆ(r)GLS}. Then, after performing a joint EVD of the R estimates
Ψˆ
(r)
GLS
(e.g., via [FG06]), the spatial frequency estimates µˆ
(r)
i , i = 1, . . . , d, are extracted from the
eigenvalues λˆ
(r)
i of Ψˆ
(r)
GLS
via µˆ
(r)
i = arg {λˆ(r)i }. The GLS-based R-D Standard ESPRIT algorithm
is summarized in Table 7.
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Algorithm 7 Summary of R-D Standard ESPRIT with GLS
1. Estimate the signal subspace Uˆs and Σˆs from the truncated SVD of X.
2. Solve the shift invariance equation by means of LS via (5.56) to obtain the initialization Ψˆ
(r)
LS
in the r-th mode for r = 1,2, . . . ,R. Form the matrix Rˆ(r)0 via
Rˆ
(r)
0 = Fˆ (r)2 ⋅ (Σˆ−2s ⊗ IM) ⋅ Fˆ (r)H2 ∈ C MMr (Mr−1)d× MMr (Mr−1)d (5.57)
and obtain the GLS solution Ψˆ
(r)
GLS
of the shift invariance equation by solving
ψˆ
(r)
GLS
= (Fˆ (r)H1 ⋅ Rˆ(r)−10 ⋅ Fˆ (r)1 )−1 ⋅ Fˆ (r)H1 ⋅ Rˆ(r)−10 ⋅ bˆ(r). (5.58)
In the non-asymptotic case, perform GLS iterations by repeatedly computing (5.57) and
(5.58).
3. Compute the eigenvalues λˆ
(r)
i for i = 1, . . . , d of Ψˆ(r)GLS jointly for all r = 1,2, . . . ,R, e.g., via the
joint diagonalization scheme proposed in [FG06]. Recover the correctly paired frequencies
µˆ
(r)
i via µˆ
(r)
i = arg {λˆ(r)i }.
5.3.4. R-D Unitary ESPRIT using GLS
In the case of GLS for R-D Unitary ESPRIT, the generalization of the real-valued GLS solution
in Section 5.3.1.2 to the R-D case is given by
υˆ
(r)
GLS
= (Fˆ (r)(ϕ)H1 ⋅ Rˆ(r)(ϕ)−10 ⋅ Fˆ (r)(ϕ)1 )−1 ⋅ Fˆ (r)(ϕ)H1 ⋅ Rˆ(r)(ϕ)−10 ⋅ bˆ(r)(ϕ) , (5.59)
where Fˆ
(r)(ϕ)
1 = Id ⊗ K˜(r)1 ⋅ Eˆs ∈ R MMr (Mr−1)d×d2 , bˆ(r)(ϕ) = vec{K˜(r)2 ⋅ Eˆs} ∈ R MMr (Mr−1)d×1, and the
selection matrices K˜
(r)
n ∈ R MMr (Mr−1)×M for n = 1,2 are given in (3.36) and (3.37). The matrix
Rˆ
(r)(fba)
0 can be computed as
Rˆ
(r)(ϕ)
0 = Fˆ (r)(ϕ)2 ⋅ (Σˆ(ϕ)−2s ⊗ IM) ⋅ Fˆ (r)(ϕ)H2 ∈ R MMr (Mr−1)d× MMr (Mr−1)d, (5.60)
where we have initialized the matrix Fˆ
(r)(ϕ)
2 = (Υˆ(r)TLS ⊗K˜(r)1 )−(Id⊗K˜(r)2 ) ∈ R MMr (Mr−1)d×Mrd with
the real-valued LS solution
Υˆ
(r)
LS
= (K˜(r)1 ⋅ Eˆs)+ ⋅ K˜(r)2 ⋅ Eˆs. (5.61)
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Algorithm 8 Summary of R-D Unitary ESPRIT with GLS
1. Estimate the real-valued signal subspace Eˆs and Σˆ
(ϕ)
s from the truncated SVD of ϕ(X(fba)).
2. Solve the shift invariance equation by means of LS via (5.61) to obtain the initialization Υˆ
(r)
LS
in the r-th mode for r = 1,2, . . . ,R. Form the matrix Rˆ(r)(ϕ)0 via
Rˆ
(r)(ϕ)
0 = Fˆ (r)(ϕ)2 ⋅ (Σˆ(ϕ)−2s ⊗ IM) ⋅ Fˆ (r)(ϕ)H2 ∈ R MMr (Mr−1)d× MMr (Mr−1)d (5.62)
and obtain the GLS solution Υˆ
(r)
GLS
of the shift invariance equation by solving
υˆ
(r)
GLS
= (Fˆ (r)(ϕ)H1 ⋅ Rˆ(r)(ϕ)−10 ⋅ Fˆ (r)(ϕ)1 )−1 ⋅ Fˆ (r)(ϕ)H1 ⋅ Rˆ(r)(ϕ)−10 ⋅ bˆ(r)(ϕ) . (5.63)
In the non-asymptotic case, perform GLS iterations by repeatedly computing (5.62) and
(5.63).
3. Compute the eigenvalues ωˆ
(r)
i for i = 1,2, . . . , d of Υˆ(r)GLS jointly for all r = 1, . . . ,R, e.g.,
via the joint diagonalization scheme proposed in [FG06] or via the Simultaneous Schur
Decomposition proposed in [HN98]. Recover the correctly paired frequencies µˆ
(r)
i via
µˆ
(r)
i = 2 ⋅ arctan(ωˆ(r)i ).
Eventually, from the solution of (5.59), the GLS estimate Υˆ
(r)
GLS
in the r-th mode is obtained by
Υˆ
(r)
GLS
= unvecd×d {υˆ(r)GLS}. Then, after performing a joint EVD of the R estimates Υˆ(r)GLS (e.g.,
via [FG06] or [HN98]), the spatial frequency estimates µˆ
(r)
i , i = 1, . . . , d, are extracted from the
eigenvalues ωˆ
(r)
i of Υˆ
(r)
GLS
via µˆ
(r)
i = 2 ⋅ arctan(ωˆ(r)i ). The R-D Unitary ESPRIT algorithm with
GLS is summarized in Table 8.
5.4. Performance of R-D matrix-based ESPRIT-type algorithms using
GLS
In this section, we present a first-order performance analysis based on the R-D performance frame-
work in [RHD14] for the matrix-based R-D ESPRIT-type algorithms using GLS derived in Sec-
tion 5.3. A detailed motivation and a literature overview of performance analysis expressions is
provided in Section 4.1 of Chapter 4. As discussed in Section 4.1.1, the R-D performance anal-
ysis framework in [RHD14], which is based on the 1-D results in [LLV93], is more general than
the performance analysis framework in [Bri75, RH89a]. Therefore, we apply the first-order R-D
performance framework for R-D ESPRIT-type algorithms using LS from [RHD14] and extend the
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performance analysis results to GLS-based R-D ESPRIT-type algorithms. Note that since the
analytical expressions from [RHD14] are asymptotic in the high effective SNR, i.e., the results
become exact for either high SNRs or a large sample size N , we only need to consider a single iter-
ation of GLS, which is sufficient in the asymptotic case. In Section 5.4.1, we derive the analytical
expressions for the parameter estimation error and the MSE of R-D Standard ESPRIT using GLS
and in Section 5.4.2, we derive the corresponding analytical expressions for R-D Unitary ESPRIT
with GLS.
5.4.1. Performance of R-D Standard ESPRIT using GLS
The results for the parameter estimation error of R-D Standard ESPRIT using GLS are stated in
Theorem 5.4.1 as follows:
Theorem 5.4.1. A first-order approximation of the estimation error of R-D Standard ESPRIT
with GLS for the i-th spatial frequency in the r-th mode is given by
∆µ
(r)
i ≈ Im{r(r)Ti,GLS ⋅ vec{∆Us}} = Im{r(r)Ti,GLS ⋅Wmat ⋅n} , (5.64)
where Wmat is given in (4.15) in Section 4.3.1 and
r
(r)T
i,GLS = − 1
λ
(r)
i
⋅ (qTi ⊗ pTi ) ⋅ (F (r)H1 ⋅R(r)−10 ⋅F (r)1 )−1 ⋅F (r)H1 ⋅R(r)−10 ⋅F (r)2 , (5.65)
where λ
(r)
i = ejµ(r)i , and qi and pTi are the i-th column and the i-th row vector of the matrices Q
and P =Q−1 obtained from the eigendecomposition Ψ(r) =Q ⋅Λ(r) ⋅Q−1 in the r-th mode.
The proof of Theorem (5.4.1) is shown in Appendix B.12. Note that the GLS-based error
expression for R-D Standard ESPRIT in (5.64) has the same form as the LS-based error expression
for R-D Standard ESPRIT in (4.13). Therefore, the MSE expression for (5.64) can be expressed
analogously to (4.17). However, the GLS algorithm for R-D Standard ESPRIT is only derived
for zero-mean white noise n = vec{N} ∈ CMN×1 with Rnn = E{n ⋅nH} = σ2n ⋅ IMN . The pseudo-
covariance matrix Cnn = E{n ⋅nT} can be arbitrary. Thus, the MSE of R-D Standard ESPRIT
with GLS for the i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} = 12 ⋅ (σ2n ⋅ ∥z(r)i,GLS∥22 −Re{z(r)Ti,GLS ⋅CTnn ⋅ z(r)i,GLS}) , (5.66)
where z
(r)
i,GLS =WTmat ⋅ r(r)i,GLS ∈ CMN×1 and Cnn = E{n ⋅nT} ∈ CMN×MN is the pseudo-covariance
matrix of n.
In the special case of zero-mean circularly symmetric white noise with Rnn = σ2n ⋅ IMN and
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Cnn = 0MN , the MSE of R-D Standard ESPRIT with GLS in (5.66) simplifies to
E{(∆µ(r)i )2} = σ2n2 ⋅ ∥z(r)i,GLS∥22 . (5.67)
5.4.2. Performance of R-D Unitary ESPRIT using GLS
This section presents the analytical expressions for the parameter estimation error and the MSE
of R-D Unitary ESPRIT with GLS. Recall that Unitary ESPRIT includes forward-backward av-
eraging (FBA) and the real-valued transformation as preprocessing steps (cf. Section 3.4.2). In
Section 4.3.2, we have reviewed the performance analysis of R-D Unitary ESPRIT with LS. We
have seen that FBA is easily incorporated into the performance analysis by replacing the noise-free
subspaces of X0 by the corresponding subspaces of X
(fba)
0 . Moreover, it was shown in [RHD14]
that asymptotically in the effective SNR, the real-valued transformation has no impact on the
performance and hence, can be ignored. As a result, the performance analysis of the LS-based
R-D Standard ESPRIT algorithm with FBA is also valid for the LS-based R-D Unitary ESPRIT
algorithm. In this section, we show that the same findings also apply to the performance analysis
of R-D Unitary ESPRIT with GLS.
We first consider the FBA preprocessing step for the performance of R-D Unitary ESPRIT
with GLS. Following Section 4.3.2, we replace the noise-free subspaces by their corresponding
FBA-processed versions and immediately obtain the first-order approximation for the parameter
estimation error of the GLS-based R-D Standard ESPRIT algorithm with FBA as
∆µ
(r)
i ≈ Im{r(r)(fba)Ti,GLS ⋅W (fba)mat ⋅n(fba)} , (5.68)
where W
(fba)
mat is given in (4.29) in Section 4.3.2 and
r
(r)(fba)T
i,GLS = − 1
λ
(r)
i
⋅ (q(fba)Ti ⊗ p(fba)Ti )
⋅ (F (r)(fba)H1 ⋅R(r)(fba)−10 ⋅F (r)(fba)1 )−1 ⋅F (r)(fba)H1 ⋅R(r)(fba)−10 ⋅F (r)(fba)2 . (5.69)
Note that qi and pi are replaced by the corresponding versions q
(fba)
i and p
(fba)
i obtained from the
eigendecomposition Ψ(r) =Q(fba) ⋅Λ(r) ⋅Q(fba)−1 , which results from the shift invariance equation
J˜
(r)
1 ⋅U (fba)s ⋅Φ(r) = J˜(r)2 ⋅U (fba)s .
Next, we analyze the real-valued transformation as the second preprocessing step of R-D Unitary
ESPRIT with GLS. Similarly to the result for R-D Unitary ESPRIT with LS in Section 4.3.2, we
can formulate the following theorem:
Theorem 5.4.2. The GLS-based R-D Unitary ESPRIT algorithm and the GLS-based R-D Stan-
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dard ESPRIT algorithm with FBA perform asymptotically identical in the high effective SNR.
The proof is shown in Appendix B.13.
From Theorem 5.4.2, we can conclude that as in the LS case in Section 4.3.2, the performance
analysis of the GLS-based R-D Standard ESPRIT algorithm with FBA is also valid for the GLS-
based R-D Unitary ESPRIT algorithm6. Recall that the GLS algorithm for R-D Unitary ESPRIT
is derived for zero-mean circularly symmetric white noise n = vec{N} ∈ CMN×1 withRnn = σ2n ⋅IMN
and Cnn = 0MN such that the FBA-processed noise n(fba) = vec{N (fba)} ∈ C2MN×1 has the SO
moments R
(fba)
nn = E{n(fba) ⋅n(fba)H} = σ2n ⋅ I2MN and C(fba)nn = E{n(fba) ⋅n(fba)T} = σ2n ⋅Π2MN as
shown in Section 4.3.2. Thus, the analytical MSE of R-D Unitary ESPRIT using GLS for the i-th
spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} = σ2n2 ⋅ (∥z(r)(fba)i,GLS ∥
2
2
−Re{z(r)(fba)Ti,GLS ⋅Π2MN ⋅ z(r)(fba)i,GLS }) , (5.70)
where z
(r)(fba)
i,GLS =W (fba)Tmat ⋅ r(r)(fba)i,GLS ∈ C2MN×1.
5.5. Special source cases
The analytical MSE expressions for R-D ESPRIT-type algorithms with GLS, which are derived in
Section 5.4, are deterministic, asymptotic in the effective SNR, and valid for an arbitrary number
of sources. Thus, the analytical MSE expressions can be analyzed as a function of the physical
parameters such as the SNR, the number of sensorsM , and the sample sizeN via a simulative study
without the need of Monte-Carlo simulations. However, the analytical MSE expressions depend
on the subspaces and are not explicit in the physical parameters. As motivated in Section 4.5, it is
therefore desirable to simplify the MSE expressions for special cases, e.g., a single source (d = 1) or
two sources (d = 2), to obtain simple formulas that directly depend on the physical parameters of
significance. Therefore, in this section, we simplify the analytical MSE expressions of both GLS-
based R-D Standard ESPRIT and GLS-based R-D Unitary ESPRIT for a single source and the
MSE expression of R-D Standard ESPRIT with GLS for two temporally orthogonal sources, i.e.,
the sample signal covariance matrix Rˆss is given by Rˆss = diag {Pˆi}di=1, where Pˆi = ∥si∥22/N is the
empirical power of the i-th signal si. Moreover, we show that the simplified MSE expressions for
both special cases can be directly reformulated into the corresponding simplified expressions for the
deterministic Crame´r-Rao bound (CRB) from [SN89]. As discussed in Section 4.5 and in Chapter 9,
the deterministic CRB provides a lower limit on the MSE of any unbiased parameter estimation
algorithm. The fact that the simplified analytical MSE expressions coincide with the deterministic
6Note that this property is not true for R-D Unitary ESPRIT with SLS, where according to a simulative study, the
real-valued transformation slightly improves the MSE in the high effective SNR.
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CRB for a single source and two temporally orthogonal sources implies that R-D Standard ESPRIT
and R-D Unitary ESPRIT with GLS are asymptotically efficient for a single source and R-D
Standard ESPRIT with GLS is asymptotically efficient for two temporally orthogonal sources,
i.e., the ratio of the CRB and the MSE is equal to 1. For the GLS-based 1-D Unitary PUMA
algorithm for a single source from [QHS+15], which corresponds to our GLS-based 1-D Unitary
ESPRIT algorithm, it is shown that the CRB can be achieved asymptotically. However, our result
that this is also the case for R-D Standard ESPRIT with GLS for two temporally orthogonal
sources is very significant as it has so far not been shown that ESPRIT-type algorithms can be
asymptotically efficient for d > 1.
In Section 5.5.1, we present the results for a single source and in Section 5.5.2, we present the
results for two temporally orthogonal sources.
5.5.1. Single source case
In this section, we consider the case of 1-D parameter estimation and simplify the analytical MSE
expressions for 1-D Standard ESPRIT and 1-D Unitary ESPRIT both with GLS from (5.66) and
(5.70) for a single source. The result is stated in the following theorem:
Theorem 5.5.1. For an M -element ULA with omnidirectional sensors, a single source (d = 1),
and circularly symmetric white complex Gaussian noise7, the analytical MSEs of the GLS-based
1-D Standard ESPRIT and 1-D Unitary ESPRIT algorithms coincide with the deterministic CRB.
The simplified CRB expression for a single source is provided in (4.44) and given by
C = 1
ˆ̺
⋅ 6
M ⋅ (M2 − 1) , (5.71)
where ˆ̺ represents the effective SNR ˆ̺ = NPˆ /σ2n with Pˆ being the empirical source power given by
Pˆ = ∥s∥22 /N and s ∈ CN×1.
The proof is shown in Appendix B.14.
From Theorem 5.5.1, we can conclude that 1-D Standard ESPRIT and 1-D Unitary ESPRIT
with GLS are asymptotically efficient for a single source, i.e., the ratio of the CRB and the MSE
is equal to one. This result agrees with the findings in [QHS+15] for the GLS-based 1-D Unitary
PUMA algorithm developed for a single source, which is a special case of our 1-D Unitary ESPRIT
algorithm with GLS for multiple sources.
Note that the R-D ESPRIT-type algorithms with LS discussed in Chapter 3 and the R-D
ESPRIT-type algorithms with LS and spatial smoothing preprocessing discussed in Chapter 7 are
7The assumption of the noise to be Gaussian distributed is only required for the CRB and not for the GLS-based
ESPRIT-type algorithms.
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not asymptotically efficient. We have computed their asymptotic efficiency, i.e., the ratio of the
CRB and the MSE in (4.45) and (7.59), respectively.
Furthermore, similarly to the R-D ESPRIT-type algorithms with LS in Section 4.5.1, no gain
from FBA can be achieved for a single source.
5.5.2. Two source case
In this section, we simplify the analytical MSE expressions for 1-D Standard ESPRIT with GLS
for two temporally orthogonal sources. We obtain the following result:
Theorem 5.5.2. For an M -element ULA, two temporally orthogonal sources (d = 2), and cir-
cularly symmetric white complex Gaussian noise8, the analytical MSEs of 1-D Standard ESPRIT
and 1-D Unitary ESPRIT algorithms coincide with the deterministic CRB. The simplified CRB
expression for d = 2 is given in (9.45).
The proof is shown in Appendix B.15.
Note that this result is quite significant as so far, ESPRIT-type algorithms have not been shown
to become asymptotically efficient for d > 1.
5.6. Simulation results
In this section, we show numerical results to demonstrate the performance of the presented R-D
ESPRIT-type algorithms with GLS. In Section 5.6.1, we first consider the 1-D parameter estimation
of the GLS-based Standard ESPRIT and Unitary ESPRIT algorithms. In Section 5.6.2, we evaluate
the performance of the R-D Standard ESPRIT and R-D Unitary ESPRIT algorithms with GLS
along with the asymptotic behavior of the presented performance analysis.
5.6.1. 1-D ESPRIT-type algorithms with GLS
This subsection provides numerical simulations, which illustrate the performance of the proposed
Standard ESPRIT using GLS (SE GLS) and Unitary ESPRIT using GLS (UE GLS) algorithms
both with a single GLS iteration and 5 GLS iterations (where convergence is reached) compared
to the existing algorithms. For the comparison, we include SE LS and SE SLS as well as their
Unitary versions UE LS and UE SLS, where we use one iteration of SLS. We also consider the
optimally weighted ESPRIT (OW ESPRIT) algorithm [SN91]. The algorithms are benchmarked
by the deterministic Crame´r-Rao bound (Det CRB) [SN89]. In the simulations, we assume that
a ULA with M = 20 isotropic sensor elements with half-wavelength spacing receives unit-power
8The assumption of the noise to be Gaussian distributed is only required for the CRB and not for the GLS-based
ESPRIT-type algorithms.
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Figure 5.1.: RMSE versus the SNR for d = 3 correlated signals (ρ = 0.95) at µ = [0.25,0.5,0.75]T
with M = 20 and N = 5.
signals carrying symbols drawn from a complex Gaussian distribution. The sensor noise is zero-
mean circularly symmetric white Gaussian distributed and the curves are averaged over 5000 Monte
Carlo trials.
Figure 5.1 shows the total root mean square error (RMSE) versus the SNR. We assume d = 3
highly correlated signals with the spatial frequencies µ = [0.25,0.5,0.75]T and a real-valued pair-
wise correlation of ρ = 0.95. The number of snapshots is N = 5. It is apparent that for low
SNRs, SE GLS (5 iter.) clearly outperforms SE GLS (1 iter.) and OW ESPRIT, which perform
identically. However, both SE GLS versions converge in the high SNR regime, such that a single
GLS iteration is sufficient in the asymptotic case. Moreover, the UE algorithms can resolve the
high signal correlation due to the implicit FBA processing, whereby UE GLS (5 iter.) is superior
over UE GLS (1 iter.) at low SNRs. Yet, both UE GLS versions achieve the Det CRB.
In Figure 5.2, we depict the total RMSE versus the number of snapshots N . The SNR is fixed
at 20 dB and we have d = 3 signals from the positions µ = [0.2,0.4,0.6]T with a correlation of
ρ = 0.95. In Figure 5.2, the same behavior of the algorithms is observed as the GLS (5 iter.)
versions outperform the GLS (1 iter.) versions for a small sample size but both converge for
increasing N . Again, both UE GLS versions achieve the Det CRB. From the Figures 5.1 and 5.2,
we have seen that in the non-asymptotic case, i.e., at a low SNR or for a small sample size,
additional GLS iterations can improve the estimation accuracy. However, in the asymptotic case,
i.e., a high SNR or a large sample size, only one GLS iteration is sufficient. In Figure 5.3, we
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Figure 5.2.: RMSE versus the sample size N for d = 3 correlated signals (ρ = 0.95) at µ =[0.2,0.4,0.6]T with M = 20 and SNR = 20 dB.
further investigate this observation and show the RMSE of the presented SE GLS and UE GLS
algorithms as a function of the number of iterations for two different fixed SNRs. The parameters
for the simulation setup are given by M = 20, N = 5, and d = 3 uncorrelated signals impinge from
µ = [0.25,0.5,0.75]T. We show the results for SNR = 10 dB and SNR = 30 dB. It can be seen
that in the case of SNR = 10 dB, both SE GLS and UE GLS have converged after about 3-5 GLS
iterations. However, at SNR = 30 dB, the RMSEs of both algorithms remain constant over the
number of iterations. Hence, one GLS iteration is sufficient in the asymptotic case.
5.6.2. Performance analysis of R-D ESPRIT-type algorithms with GLS
In this subsection, we demonstrate the asymptotic behavior of the performance analysis of the
GLS-based R-D ESPRIT-type algorithms presented in Section 5.4. We compare the square root of
the analytical MSE expressions (“ana”) in (5.66) and (5.70) to the empirical (“emp”) root mean
square errors (RMSE)s of R-D Standard ESPRIT with GLS (SE GLS) and R-D Unitary ESPRIT
with GLS (UE GLS). For both GLS-based algorithms, we only consider a single GLS iteration,
which is sufficient in the asymptotic case. We again include the corresponding R-D versions
using LS and SLS with one iteration of SLS into comparison. We also consider the analytical
performance expressions for the R-D ESPRIT-type algorithms with LS discussed in Chapter 4
and an R-D extension of the analytical expressions for SLS-based 1-D ESPRIT-type algorithms
in [RH11]. The algorithms are benchmarked by the deterministic R-D Crame´r-Rao bound (Det
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Figure 5.3.: RMSE versus the number of GLS iterations d = 3 uncorrelated signals at µ =[0.25,0.5,0.75]T with M = 20 and N = 5 for SNR = 10 dB and SNR = 30 dB.
CRB) [SN89] discussed in Chapter 9. The total RMSE is defined as
RMSE =
¿ÁÁÀ
E{ R∑
r=1
d∑
i=1
(µ(r)i − µˆ(r)i )2}, (5.72)
where µˆ
(r)
i is the estimate of i-th spatial frequency in the r-th mode. The In the simulations,
we assume that a M1 ×M2 uniform rectangular array (URA) with isotropic sensor elements and
half-wavelength spacing in both dimensions. The remaining assumptions used for the simulation
setup from the previous section are still valid.
In Figure 5.4, we depict the total RMSE versus the SNR of d = 3 sources impinging on a 5 × 65
URA with N = 20. The sources are located at µ(1)1 = 1, µ(1)2 = 1.4, µ(1)3 = 1.8, µ(2)1 = −0.5,
µ
(2)
2 = −0.1, and µ(2)3 = 0.8. The magnitude of the correlation coefficient is ρ = 0.99. Figure 5.5
investigates the total RMSE versus the number of snapshots N for a 7 × 7 URA, where the SNR
is 30 dB. We have d = 2 correlated sources with ρ = 0.95 located at µ(1)1 = 1, µ(1)2 = 0.8, µ(2)1 = 1,
µ
(2)
2 = 0.8.
It is apparent from Figure 5.4 and Figure 5.5 that the analytical results agree well with the
empirical results for high effective SNRs, i.e., either high SNRs or a large sample size. Furthermore,
R-D SE GLS and R-D UE GLS provide the lowest estimation errors and perform very close to the
CRB.
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Figure 5.4.: RMSE versus the SNR for a 5 × 5 URA and d = 3 highly correlated signals (ρ = 0.99)
at µ
(1)
1 = 1, µ(1)2 = 1.4, µ(1)3 = 1.8, µ(2)1 = −0.5, µ(2)2 = −0.1, and µ(2)3 = 0.8 with N = 20.
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Figure 5.5.: RMSE versus the sample size N for a 7 × 7 URA and d = 2 highly correlated signals(ρ = 0.95) at µ(1)1 = 1, µ(1)2 = 0.8, µ(2)1 = 1, µ(2)2 = 0.8 with SNR = 30 dB.
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Moreover, it becomes clear that the presented ESPRIT-type algorithms with GLS only achieve
the CRB for R = 1. This is not surprising as we have only considered the matrix-based R-D
ESPRIT-type algorithms and thus, the multi-dimensional structure of the signals is not exploited.
This motivates the development of tensor-based R-D ESPRIT-type algorithms with GLS, which
takes this structure into account. However, this extension is beyond the scope of this thesis and
left for future work.
5.7. Summary
In this chapter, we have proposed a GLS solution to the shift invariance equation of R-D Stan-
dard ESPRIT and R-D Unitary ESPRIT for multiple sources, assuming a uniform R-D array and
maximum subarray overlap in the R dimensions. The GLS algorithm directly incorporates the
statistics of the subspace estimation error into the shift invariance equation solution via its co-
variance matrix. A closed-form expression for the subspace estimation error and its corresponding
covariance matrix is found through a first-order perturbation expansion. We have seen that if the
error covariance matrix is initialized by the simple LS solution, only one GLS iteration is required
to achieve a significantly improved estimation accuracy in the asymptotic case, i.e., at either high
SNRs or a large sample size. However, at low SNRs and for a small sample size N , performing
additional GLS iterations further improves the estimation accuracy.
Furthermore, we have developed a performance analysis for R-D ESPRIT-type algorithms using
a single GLS iteration. The derived analytical MSE expressions are based on the framework in
Chapter 4 and are asymptotic in the effective SNR. For the special cases of a single source and
two temporally orthogonal sources, we have simplified the general MSE expressions and prove
that they coincide with the deterministic Crame´r-Rao bound (CRB), which implies that in these
cases, R-D ESPRIT-type algorithms in combination with one GLS iteration are asymptotically
efficient, i.e., the ratio of the CRB and the MSE is equal to 1. However, simulation results have
shown that R-D Standard ESPRIT with GLS also achieves the CRB for an arbitrary number of
uncorrelated sources while R-D Unitary ESPRIT with GLS achieves the CRB for an arbitrary
number of correlated but incoherent sources. These results are very significant as ESPRIT-type
algorithms have so far not been shown to become asymptotically efficient for d > 1.
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6. NC ESPRIT-type parameter estimation algorithms for
strictly non-circular sources
In this chapter, we develop multi-dimensional ESPRIT-type algorithms to estimate the parame-
ters of R-dimensional signals with strictly non-circular (NC) structure as introduced in Section 2.2.
By exploiting the statistical properties of the strictly non-circular signal structure, an improved
estimation accuracy can be achieved and a larger number of signals can be resolved. An overview
on parameter estimation for NC signals including our contributions is given in Section 6.1. In
Section 6.2 and Section 6.3, we present the matrix-based and tensor-based R-D NC ESPRIT-type
algorithms for strictly non-circular signals. Their corresponding performance analysis to analyt-
ically assess their achievable improvements over conventional parameter estimation algorithms is
provided in Section 6.4 and Section 6.5. Moreover, simplified expressions for the special cases of
a single and two NC signals are derived in Section 6.6 while simulation results are presented in
Section 6.7 and conclusions are drawn in Section 6.8.
6.1. Overview
In multi-dimensional parameter estimation problems, the received multi-dimensional signals are of-
ten assumed to carry symbols from complex-valued modulation schemes including quadrature phase
shift keying (QPSK) or quadrature amplitude modulation (QAM), which represent second-order
(SO) circular complex random variables [Pic94] as discussed in Section 2.2.1.1. The SO statistics of
circularly symmetric random variables are fully described by the conventional covariance matrix.
However, this assumption is not always justified as in some applications including wireless commu-
nications, cognitive radio, GNSS satellite systems [HC08], radar, tracking, and channel sounding,
symbols from real-valued modulations schemes such as binary phase shift keying (BPSK), ampli-
tude shift keying (ASK), offset-quadrature phase shift keying (OQPSK) or minimum shift keying
(MSK) are received. In this case, the symbols represent SO strictly non-circular (NC) random vari-
ables (cf. Section 2.2.1.2) [PB97], which implies that the correlation between the random variables
and their complex conjugates is equal to one [Pic94]. Consequently, the conventional covariance
matrix no longer fully describes the SO statistics and the pseudo covariance matrix [NM93, Pic96],
also known as complementary covariance matrix [SS03] needs to be taken into account [PB97].
Fully exploiting the statistical properties of NC signals can provide significant algorithmic perfor-
mance improvements in many signal processing applications including parameter estimation. A
detailed state of the art and a summary of our contributions in this field are given in the following
two subsections.
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6.1.1. State of the art
Considering the full SO statistics of non-circular signals by exploiting the additional informa-
tion contained in the pseudo covariance matrix, which is termed widely-linear signal process-
ing, has a long standing research history. A literature survey on non-circular signals and their
many signal processing applications is provided in [SS10]. Examples include, for instance, widely-
linear minimum mean squared error (MMSE) estimation [PC95], Wiener filtering [SS03], de-
tection and estimation [SS05], widely-linear adaptive beamforming [CB07, SSW+11, SdW+11],
interference-suppression [SdHW12], widely-linear precoding [Ste07], and more recently, widely-
linear distributed beamforming [SH13a, SH13c, SRH15a]. In these applications, it has been shown
that a considerable gain from processing weak-sense non-circular signals (with the non-circularity
coefficient of 0 ≤ ∣ζ ∣ < 1) and strictly non-circular signals (∣ζ ∣ = 1) can be achieved. However,
the gain is more pronounced for strictly non-circular signals. Furthermore, it has been observed
that apart from the non-circularity coefficient ∣ζ ∣, the gain also depends on the rotation phase. A
detailed discussion on non-circular signals and their properties is provided in Section 2.2.1.2.
In the last two decades, the concept of exploiting the signal structure of non-circular signals has
also been applied to parameter estimation. It has been shown that the performance of subspace-
based parameter estimation algorithms can be significantly improved if the signals’ non-circularity
is taken into account. For instance, NC versions of Root-MUSIC and Standard ESPRIT for
strictly non-circular sources have been proposed in [CWS01] and [ZCW03], respectively. A spectral
MUSIC algorithm for weak-sense non-circular signals is introduced in [AD06], which shows that the
maximum gain is achieved for strictly non-circular signals. In [HR04], a 2-D NC Unitary ESPRIT
algorithm has been proposed as an extension of [ZCW03]. It only requires real-valued operations at
a reduced computational complexity and admits the 2-D parameter estimation. As a preliminary
result of the contributions in this thesis, tensor-based R-D NC ESPRIT-type algorithms have been
proposed in [RH09]. These algorithms are presented in Section 6.3. All these NC algorithms for
strictly non-circular signals efficiently exploit the prior knowledge of the NC signal structure via
a preprocessing step, which virtually doubles the antenna array. Therefore, for specific scenarios,
they provide a substantial improvement in the estimation accuracy and can resolve twice as many
sources compared to their conventional versions. It has been observed through simulations that
the NC gain mostly depends on the rotation phase and the correlation of the signals. However, the
exact dependence of the NC gain on these parameters has not been investigated in the literature.
The more general case of coexisting circular and strictly non-circular signals for MUSIC-like
algorithms has been considered in [GNW08, LLXZ12]. In [SRH15c, SRH16a], we have presented the
C-NC Standard ESPRIT and the C-NC Unitary ESPRIT algorithms developed for the mixture of
circular and strictly non-circular signals. We show that the estimation accuracy of both algorithms
improves with an increasing number of NC signals among a fixed number of sources. Thereby, not
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only the estimation accuracy of the strictly non-circular signals themselves is improved, but also the
estimation accuracy of the circular signals. Moreover, the corresponding deterministic Crame´r-Rao
bound has been derived by us in [SRH15b]. Note, however, that the C-NC ESPRIT-type algorithms
will not be discussed in this thesis.
The observed benefits associated with NC signals have raised a considerable research interest in
the analytical performance evaluation of the subspace-based NC parameter estimation algorithms
in order to quantify the achievable improvements objectively. A detailed motivation and a literature
review on performance analysis frameworks for subspace-based parameter estimation methods is
provided in Section 4.1. Therein, we have introduced the two most prominent performance analysis
frameworks, i.e., [RH89a] and [LLV93], and highlighted that [LLV93] is more general and should
therefore be preferred. The performance of the spectral NC MUSIC algorithm has been derived
in [AD06] based on the framework in [RH89a] and its source resolvability has been analytically
investigated in [AD08]. A performance analysis of NC MUSIC in combination with mutual coupling
has been considered in [HLLZ10], which shows how the coupling affects the performance.
6.1.2. Contributions
In Section 6.2, we first present the matrix-based R-D NC Standard ESPRIT and the R-D NC
Unitary ESPRIT algorithms, which have been published in [SRHD14], as an extension of 1-D
NC Standard ESPRIT in [ZCW03] and 2-D NC Unitary ESPRIT in [HR04]. Both algorithms
exploit the strict SO non-circularity of stationary sources. We show that the preprocessing step
for NC sources always results in a centro-symmetric virtual array with a doubled number of sensors,
which makes R-D NC Unitary ESPRIT also applicable to physical non-centro-symmetric arrays.
Moreover, R-D NC Unitary ESPRIT can also be efficiently implemented in terms of only real-
valued computations, which reduces the computational complexity.
In Section 6.3, we develop the tensor-based R-D NC Standard Tensor-ESPRIT and the R-D
NC Unitary Tensor-ESPRIT algorithms that exploit both the R-D structure and the NC structure
of the signals. Preliminary results have been published in [RH09] and [Roe13]. Note that in
comparison to [Roe13], the derivations and proofs in this thesis are simpler and more details
are provided. In the tensor case, the NC preprocessing step is performed in each dimension
independently and the corresponding solutions of the shift invariance equations are processed
jointly. As in the matrix case, the virtual array steering tensor is always centro-symmetric and
R-D NC Unitary Tensor-ESPRIT can be formulated in terms of real-valued operations. Both
matrix-based and tensor-based R-D NC ESPRIT-type algorithms achieve a significantly lower
estimation error than their conventional non-NC counterparts reviewed in Chapter 3.
In our second contribution, we derive a first-order performance analysis of the matrix-based
and tensor-based R-D NC ESPRIT-type algorithms using least squares (LS). The results have
been published in [SRHD14] and [SRH16b], respectively. Due to its advantages, we adopt the
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performance analysis framework in [LLV93] in combination with its R-D tensor extension [RHD14]
reviewed in Section 4.4 and incorporate the NC preprocessing step. We derive MSE expressions,
where apart from a zero mean and finite SO moments no further assumptions on the noise statistics
are needed. Moreover, the expressions are asymptotic in the effective SNR, i.e., they become
accurate for either high SNRs or large sample sizes. Furthermore, we analytically prove that both
R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT as well as R-D NC Standard Tensor-
ESPRIT and R-D NC Unitary Tensor-ESPRIT perform asymptotically identical. However, the
unitary versions should be preferred due to the better performance in the non-asymptotic case and
their lower computational complexity.
Finally, we simplify the analytical R-D MSE expressions for both matrix-based and tensor-
based NC ESPRIT-type algorithms in the special case of a single NC source and two NC sources,
where a uniform sampling grid and circularly symmetric white noise are assumed. The resulting
expressions only depend on the physical parameters, e.g., the source correlation and the rotation
phase of the signals. Based on these expressions, we derive analytical expressions for the NC gain
of the matrix-based and tensor-based NC ESPRIT-type algorithms for two sources. Thereby, the
exact dependence of the NC gain on the physical parameters is revealed and the parameter settings
for the largest NC gain are identified.
Note that NC ESPRIT-type algorithms and their analytical performance combined with spatial
smoothing is considered in Chapter 7 and the deterministic R-D NC Crame´r-Rao bound (CRB)
as a benchmark in the NC case is derived in Chapter 9.
6.2. R-D matrix-based NC ESPRIT-type algorithms
In this section, we present the matrix-based R-D NC ESPRIT-type algorithms. We start with the
preprocessing step for R-D NC signals, termed R-D NC preprocessing, in Section 6.2.1 and show
that the shift invariance property after the NC preprocessing is still satisfied. In Section 6.2.2,
we introduce the R-D NC Standard ESPRIT algorithm before we resort to the R-D NC Unitary
ESPRIT algorithm in Section 6.2.3.
6.2.1. R-D NC preprocessing
In this section, we derive the NC model resulting from the preprocessing for strictly non-circular
sources. We show that the shift invariance equations also hold in the NC case and that the virtual
array always possesses a centro-symmetric structure, even if the physical array is not centro-
symmetric.
In Section 2.2, we have introduced the specific structure of strictly non-circular signals. This
property implies that the complex baseband symbols can be expressed as si[n] = ejϕi ⋅s0,i[n], where
s0,i[n] ∈ R are real-valued symbols and the rotation phases ϕi do not vary in time [n]. Therefore,
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the symbol matrix S ∈ Cd×N can be decomposed as [HR04, SRHD14]
S =Ψ ⋅S0, (6.1)
where S0 ∈ Rd×N is a real-valued symbol matrix and Ψ = diag {[ejϕ1 , . . . , ejϕd]T} ∈ Cd×d contains
stationary complex phase shifts on its diagonal that can be different for each source (cf. (2.36)).
Geometrically, the complex symbols of each source form a rotated line in the complex plane.
In order to exploit the strictly non-circular signal structure, we apply a preprocessing procedure
and define the augmented measurement matrix X(nc) as [CWS01, HR04]1
X(nc) = ⎡⎢⎢⎢⎢⎣
X
ΠM ⋅X∗
⎤⎥⎥⎥⎥⎦ ∈ C
2M×N . (6.2)
Upon inserting the matrix model X =A ⋅S +N along with (6.1), the augmented matrix X(nc) in
(6.2) can be rewritten as
X(nc) = ⎡⎢⎢⎢⎢⎣
A ⋅S
ΠM ⋅A∗ ⋅S∗
⎤⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦
= ⎡⎢⎢⎢⎢⎣
A
ΠM ⋅A∗ ⋅Ψ∗ ⋅Ψ∗
⎤⎥⎥⎥⎥⎦ ⋅S +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦ (6.3)=A(nc) ⋅S +N (nc) =X(nc)0 +N (nc), (6.4)
where A(nc) ∈ C2M×d and N (nc) ∈ C2M×N are the augmented array steering matrix and the aug-
mented noise matrix, respectively, and we have used the fact that S0 =Ψ∗ ⋅S in (6.3). Moreover,
X
(nc)
0 ∈ C2M×N denotes the noise-free augmented measurement matrix. The extended dimensions
of A(nc) can be interpreted as a virtual doubling of the number of sensor elements, which also
doubles the number of detectable sources and provides a lower estimation error.
Based on the assumption that the array steering matrix A is shift-invariant, we next analyze
the properties of the augmented array steering matrix A(nc). The shift invariance properties for
the physical array described by A are given by (cf. Equation 3.25)
J˜
(r)
1 ⋅A ⋅Φ(r) = J˜(r)2 ⋅A, r = 1, . . . ,R, (6.5)
where J˜
(r)
1 and J˜
(r)
2 ∈ R MMrM(sel)r ×M are the effective R-D selection matrices, which select M (sel)r
elements for the first and the second subarray in the r-th mode, respectively. They are compactly
defined as J˜
(r)
k
= I∏r−1l=1 Ml ⊗ J(r)k ⊗ I∏Rl=r+1Ml for k = 1,2, where J(r)k ∈ RM(sel)r ×Mr are the r-
1Note that [CWS01] defines X(nc) for NC Root-MUSIC without the matrix ΠM . The preprocessing step in (6.2)
including ΠM was first proposed in [HR04] to facilitate the real-valued implementation for Unitary ESPRIT.
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mode selection matrices for the first and second subarray [HN98]. The diagonal matrix Φ(r) =
diag{[ejµ(r)1 , . . . , ejµ(r)d ]T} ∈ Cd×d contains the spatial frequencies in the r-th mode to be estimated.
The first important property of the augmented steering matrix A(nc) is formulated in the fol-
lowing theorem:
Theorem 6.2.1. If the array steering matrix A is shift-invariant (6.5), then A(nc) is also shift-
invariant and satisfies
J˜
(nc)(r)
1 ⋅A(nc) ⋅Φ(r) = J˜(nc)(r)2 ⋅A(nc), r = 1, . . . ,R, (6.6)
where the selection matrices J˜
(nc)(r)
k
for k = 1,2 are given by
J˜
(nc)(r)
k
= I∏r−1l=1 Ml ⊗ J(nc)(r)k ⊗ I∏Rl=r+1Ml (6.7)
with
J
(nc)(r)
1 =
⎡⎢⎢⎢⎢⎣
J
(r)
1 0
0 Π
M
(sel)
r
⋅ J(r)2 ⋅ΠMr
⎤⎥⎥⎥⎥⎦ ∈ R
2M
(sel)
r ×2Mr , (6.8)
J
(nc)(r)
2 =
⎡⎢⎢⎢⎢⎣
J
(r)
2 0
0 Π
M
(sel)
r
⋅ J(r)1 ⋅ΠMr
⎤⎥⎥⎥⎥⎦ ∈ R
2M
(sel)
r ×2Mr . (6.9)
The proof is given in Appendix B.16. If the physical array is R-D centro-symmetric (cf. Sec-
tion 2.1.4.2), i.e., it is symmetric with respect to its centroid, the array steering matrix A satisfies
the property (2.22), which we restate here as
ΠM ⋅A∗ =A ⋅∆c, (6.10)
where ∆c ∈ Cd×d is a unitary diagonal matrix2. If the centro-symmetry in (6.10) holds, we have
J
(r)
1 =ΠM(sel)r ⋅J(r)2 ⋅ΠMr and J(r)2 =ΠM(sel)r ⋅J(r)1 ⋅ΠMr such that the augmented selection matrices
J
(nc)(r)
1 and J
(nc)(r)
2 simplify to
J
(nc)(r)
k
= I2 ⊗ J(r)k , k = 1,2. (6.11)
Note that this special case was assumed in [ZCW03] and [HR04].
The second important property of A(nc) is stated in the following theorem:
Theorem 6.2.2. The augmented steering matrix A(nc) always exhibits centro-symmetry even if
2In case of a physical centro-symmetric array, we have established in Section 2.1.4.2 how ∆c depends on the phase
reference of the array. Recall that if the phase reference coincides with the array’s centroid, we have ∆c = Id.
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A is not centro-symmetric.
For the proof, the reader is referred to Appendix B.17. Hence, the NC preprocessing step always
provides a centro-symmetric virtually augmented array. As a result, we can draw the important
conclusion that R-D NC Unitary ESPRIT derived in the Section 6.2.3 can be applied to a broader
variety of array geometries than R-D Unitary ESPRIT, which requires a centro-symmetric array.
A numerical example is provided in the simulation results of Figure 6.3 in Section 6.7. In the next
section, we first derive the R-D NC Standard ESPRIT algorithm before turning our attention to
its unitary version.
6.2.2. R-D NC Standard ESPRIT
In the first step of subspace-based parameter estimation algorithm, we estimate the signal subspace.
Based on the noisy augmented data model (6.4), we obtain the signal subspace Uˆ
(nc)
s ∈ C2M×d by
computing the d dominant left singular vectors of X(nc). Using the property that A(nc) and Uˆ (nc)s
span approximately the same column space, we can find a non-singular matrix T ∈ Cd×d such
that A(nc) ≈ Uˆ (nc)s ⋅T . Using this relation, the overdetermined set of R augmented shift invariance
equations from (6.6) can be expressed in terms of the estimated augmented signal subspace, yielding
J˜
(nc)(r)
1 ⋅ Uˆ (nc)s ⋅Ψ(r) ≈ J˜(nc)(r)2 ⋅ Uˆ (nc)s (6.12)
for r = 1, . . . ,R withΨ(r) ≈ T ⋅Φ(r) ⋅T −1. Often, the R unknown matricesΨ(r) ∈ Cd×d are estimated
using least squares (LS), i.e.,
Ψˆ
(r)
LS
= (J˜(nc)(r)1 ⋅ Uˆ (nc)s )+ ⋅ J˜(nc)(r)2 ⋅ Uˆ (nc)s ∈ Cd×d. (6.13)
Finally, after solving (6.13) for Ψˆ(r) in each mode independently, the correctly paired spatial
frequency estimates are given by µˆ
(r)
i = arg{λˆ(r)i }, i = 1, . . . , d. The eigenvalues λˆ(r)i of Ψˆ(r)
are obtained by performing a joint eigendecomposition across all R dimensions [FG06] or via
the simultaneous Schur decomposition [HN98]. The R-D NC Standard ESPRIT algorithm is
summarized in Table 9.
6.2.3. R-D NC Unitary ESPRIT
In this subsection, we extend the concept of Unitary ESPRIT introduced in Section 3.4.2 to
the augmented measurement matrix X(nc) in (6.4) and derive the R-D NC Unitary ESPRIT
algorithm. To this end, we first apply forward-backward averaging (FBA) as well as the real-valued
transformation (cf. Section 3.2.3) to X(nc). Following (3.16), FBA is performed by replacing the
NC measurement matrix X(nc) ∈ C2M×N by the column-wise augmented measurement matrix
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Algorithm 9 [SRHD14] Summary of R-D NC Standard ESPRIT
1. Estimate the augmented signal subspace Uˆ
(nc)
s ∈ C2M×d via the truncated SVD of the aug-
mented measurement matrix X(nc) ∈ C2M×N .
2. Solve the set of overdetermined augmented shift invariance equations
J˜
(nc)(r)
1 ⋅ Uˆ (nc)s ⋅Ψ(r) ≈ J˜(nc)(r)2 ⋅ Uˆ (nc)s
for the R matrices Ψ(r) ∈ Cd×d, r = 1, . . . ,R, via LS methods, e.g., LS, TLS, SLS, GLS, and
J˜
(nc)(r)
k
∈ R MMrM(sel)r ×2M , k = 1,2, is defined in (6.7).
3. Compute the eigenvalues λˆ
(r)
i , i = 1, . . . , d ofΨ(r)LS jointly for all r = 1, . . . ,R, e.g., via the joint
diagonalization scheme proposed in [FG06]. Recover the correctly paired spatial frequencies
µˆ
(r)
i via µˆ
(r)
i = arg {λˆ(r)i }.
X(nc)(fba) defined as
X(nc)
(fba) = [X(nc) Π2M ⋅X(nc)∗ ⋅ΠN] ∈ C2M×2N . (6.14)
Inserting the definition of X(nc) in (6.2) yields
X(nc)
(fba) = ⎡⎢⎢⎢⎢⎣
X X ⋅ΠN
ΠM ⋅X∗ ΠM ⋅X∗ ⋅ΠN
⎤⎥⎥⎥⎥⎦= [X(nc) X(nc) ⋅ΠN] . (6.15)
From (6.15), it is straightforward to see that
X(nc)
(fba) ⋅X(nc)(fba)H = 2 ⋅X(nc) ⋅X(nc)H . (6.16)
Consequently, FBA does not alter the column space of X(nc). This observation has two implica-
tions. Firstly, FBA does not improve the performance. In fact, it will be proven in Section 6.4.2
that the performance of R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT is asymp-
totically identical. Secondly, after the NC preprocessing step, two coherent sources cannot be
decorrelated anymore by additionally applying FBA. Thus, unlike R-D Unitary ESPRIT, R-D
NC Unitary ESPRIT cannot resolve two coherent sources. This effect will be demonstrated using
numerical simulations in Section 6.7.
Since the FBA-processed augmented measurement matrix X(nc)(fba) is a centro-Hermitian ma-
trix, we can apply the real-valued transformation analogously to (3.18). If the sparse left-Π-real
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matrices Q
(s)
p from (3.17) (also Appendix A.2) are used, we obtain the simple form
ϕ (X(nc)(fba)) =Q(s)H
2M ⋅X(nc)(fba) ⋅Q(s)2N (6.17)
= 2 ⋅ ⎡⎢⎢⎢⎢⎣
Re{X} 0M×N
Im{X} 0M×N
⎤⎥⎥⎥⎥⎦ . (6.18)
The proof is given in Appendix B.18. Note that the factor 2 and the zero entries can be skipped
as they do not affect the signal subspace estimate. Therefore, it is sufficient to process the matrix[Re{X}T , Im{X}T]T ∈ R2M×N , which is real-valued. Thereby, the computational complexity
is reduced significantly.
In the next step, we define the transformed augmented steering matrix as D(nc) =QH2M ⋅A(nc).
Based on the R-D shift invariance property of A(nc) proven in Theorem 6.2.1, it can easily be
verified that D(nc) obeys
K˜
(nc)(r)
1 ⋅D(nc) ⋅Ω(r) = K˜(nc)(r)2 ⋅D(nc) (6.19)
for r = 1, . . . ,R, where the R pairs of augmented selection matrices in (6.7) are transformed similarly
to [HN98] as
K˜
(nc)(r)
1 = 2 ⋅Re{QHM
Mr
M
(sel)
r
⋅ J˜(nc)(r)2 ⋅Q2M} (6.20)
K˜
(nc)(r)
2 = 2 ⋅ Im{QHM
Mr
M
(sel)
r
⋅ J˜(nc)(r)2 ⋅Q2M} . (6.21)
Moreover, the real-valued set of diagonal matrices Ω(r) = diag {[ω(r)1 , . . . , ω(r)d ]T} ∈ Rd×d with
ω
(r)
i = tan(µ(r)i /2) contain the spatial frequencies in the r-th mode.
Using the preprocessed noisy data in (6.18), we then estimate the real-valued augmented signal
subspace Eˆ
(nc)
s ∈ R2M×d by computing the d dominant left singular vectors of ϕ (X(nc)(fba)). As
D(nc) and Eˆ(nc)s span approximately the same column space, we can find a non-singular matrix
T ∈ Cd×d such that D(nc) ≈ Eˆ(nc)s ⋅T . Substituting this relation into (6.19), the overdetermined set
of R real-valued shift invariance equations in terms of the estimated augmented signal subspace is
given by
K˜
(nc)(r)
1 ⋅ Eˆ(nc)s ⋅Υ(r) ≈ K˜(nc)(r)2 ⋅ Eˆ(nc)s , r = 1, . . . ,R (6.22)
with Υ(r) ≈ T ⋅Ω(r) ⋅T −1. Often, the R unknown real-valued diagonal matrices Υ(r) are estimated
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Algorithm 10 [SRHD14] Summary of R-D NC Unitary ESPRIT
1. Estimate the augmented real-valued signal subspace Eˆ
(nc)
s ∈ R2M×d via the truncated SVD
of the stacked measurement matrix
[Re{X}T , Im{X}T]T ∈ R2M×N .
2. Solve the overdetermined set of augmented shift invariance equations
K˜
(nc)(r)
1 ⋅ Eˆ(nc)s ⋅Υ(r) ≈ K˜(nc)(r)2 ⋅ Eˆ(nc)s
for Υ(r) ∈ Rd×d, r = 1, . . . ,R, via LS methods, e.g., LS, TLS, SLS, GLS. The selection
matrices K˜
(nc)(r)
k
∈ R MMrM(sel)r ×2M , k = 1,2 and J˜(nc)(r)2 are defined in (6.20), (6.21), and
(6.7), respectively.
3. Compute the eigenvalues ωˆ
(r)
i , i = 1, . . . , d ofΥ(r)LS jointly for all r = 1, . . . ,R, e.g., via the joint
diagonalization scheme proposed in [FG06] or via the Simultaneous Schur Decomposition
proposed in [HN98]. Recover the correctly paired spatial frequencies µˆ
(r)
i via µˆ
(r)
i = 2 ⋅
arctan(ωˆ(r)i ).
using least squares (LS), i.e.,
Υˆ
(r)
LS
= (K˜(nc)(r)1 ⋅ Eˆ(nc)s )+ ⋅ K˜(nc)(r)2 ⋅ Eˆ(nc)s ∈ Rd×d. (6.23)
Finally, the correctly paired spatial frequency estimates are obtained by µˆ
(r)
i = 2 ⋅arctan(ωˆ(r)i ), i =
1, . . . , d. The eigenvalues ωˆ
(r)
i of Υˆ
(r)
LS
are computed by performing a joint eigendecomposition
across all R dimensions [FG06] or via the simultaneous Schur decomposition [HN98]. If all the
eigenvalues are real, they provide reliable estimates [HN95]. A summary of R-D NC Unitary
ESPRIT is given in Table 10.
6.3. R-D tensor-based NC ESPRIT-type algorithms
In this section, we combine the NC preprocessing step with tensor algebra and present the tensor-
based R-D NC ESPRIT-type algorithms. We will see that many results from the NC matrix
case carry over to the tensor case. The R-D tensor-based NC preprocessing step is introduced in
Section 6.3.1 and the R-D NC Standard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT
algorithms are described in Section 6.3.2 and in Section 6.3.3, respectively.
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6.3.1. R-D tensor-based NC preprocessing
We have seen in Section 3.5 that the multi-dimensional structure of the signals in the R-D har-
monic retrieval problem can be exploited by processing a measurement tensor instead of stacking
the multi-dimensional measurements into a matrix. As an example of tensor-based parameter
estimation algorithms, we have discussed R-D Tensor-ESPRIT-type algorithms, which provide an
improved parameter estimation accuracy by taking the R-D structure into account.
In some applications, the multi-dimensional signals additionally exhibit specific statistical prop-
erties, i.e., a strictly second-order (SO) non-circular (NC) structure. In Section 6.2 and in [SRHD14],
we have shown for the matrix-based R-D NC ESPRIT-type algorithms that exploiting the strict
non-circularity of the signals helps to enhance the estimation accuracy and doubles the number of
identifiable sources of the conventional ESPRIT-type algorithms. This is also demonstrated in the
numerical simulations in Section 6.7.1.
In this section, we demonstrate how both the multi-dimensional structure of the signals and their
SO strictly non-circular structure can be exploited simultaneously by means of R-D NC Tensor-
ESPRIT-type algorithms. Note that exploiting both types of structure is not straightforward. In
the matrix case (cf. Section 6.2), a preprocessing step in terms of an augmentation along the rows
is applied to exploit the signals’ NC structure. However, in the tensor case, this operation would
destroy the separability property of the R-D sampling grid, which is required for R-D Tensor-
ESPRIT-type algorithms. An example is shown in Figure 6.1, where a 3 × 3 URA is augmented
according to the matrix-based NC preprocessing step and flipped in both dimensions. It as apparent
that the resulting virtual array composed of 18 sensors cannot be expressed as the outer product
of 1-D sampling grids and hence, is not a separable 2-D sampling grid as per the definition in
Section 2.1.1.
Thus, in order to take advantage of the R-D structure and the strict non-circularity simultane-
ously, a tensor-based equivalent of exploiting the non-circularity is proposed in [RH09]. Thereby,
the preprocessing is performed by augmenting the measurement tensor along the individual modes
separately and exploiting all these augmentations jointly. In the 2-D example in Figure 6.1, the
augmentation is separately applied along the rows and along the columns and then both aug-
mented tensors are processed jointly. Mathematically, the r-mode augmented measurement tensor
X (nc,r) ∈ CM1×...×Mr−1×2Mr×Mr+1×...×MR×N is defined as [RH09]
X (nc,r) = ⎡⎢⎢⎢⎢⎣X r
⎛⎝X ∗
R⨉
q=1q
ΠMq
⎞⎠
⎤⎥⎥⎥⎥⎦ , (6.24)
where X (nc,r) is of size 2Mr along the r-th mode. Note that (6.24) can be factorized similarly
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A
ΠM ⋅A∗
ΠM ⋅A∗
Figure 6.1.: Virtually doubled 2-D array after matrix-based augmentation of the measurements.
The virtually doubled 3 × 3 URA is augmented by a second URA flipped in both dimensions.
The resulting array is not a separable 2-D sampling grid.
to (6.4) as
X (nc,r) =A(nc,r) ×R+1 ST +N (nc,r) =X (nc,r)0 +N (nc,r), (6.25)
where the augmented array steering tensor A(nc,r) ∈ CM1×...×Mr−1×2Mr×Mr+1×...×MR×d augmented in
the r-th mode is given by
A(nc,r) =⎡⎢⎢⎢⎢⎣A r
⎛⎝A∗
R⨉
q=1q
ΠMq ×R+1 (Ψ∗ ⋅Ψ∗)⎞⎠
⎤⎥⎥⎥⎥⎦ . (6.26)
Moreover, X
(nc,r)
0 and N
(nc,r) denote the noise-free augmented measurement tensor and the aug-
mented noise tensor (cf. Equation (6.4) for the matrix case). From the augmented array steering
tensor in (6.26), it is evident that the number of antennas in the r-th mode has been virtually
doubled to 2Mr.
Since ESPRIT-type algorithms require the shift invariance property, we show that if the array
steering tensor A is shift invariant, the augmented array steering tensor A(nc,r) is shift invariant
as well. This property is stated in the next theorem:
Theorem 6.3.1. If the array steering tensorA satisfies the shift invariance propertyA×rJ(r)1 ×R+1
Ψ(r) = A ×r J(r)2 , then the r-mode augmented array steering tensor A(nc,r) in (6.26) satisfies the
shift invariance equation
A(nc,r) ×r J(nc)(r)1 ×R+1Φ(r) =A(nc,r) ×r J(nc)(r)2 (6.27)
for r = 1,2, . . .R, where J(nc)(r)1 and J(nc)(r)2 are given in (6.8) and (6.9), respectively.
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The proof of this theorem is given in Appendix B.19.
As the augmented array steering tensor is shift invariant in the r-th mode3, we can exploit both
theR-D tensor structure and the signals’ strict non-circularity jointly by obtaining estimates ofΦ(r)
from (6.27) after performing the corresponding r-mode augmentations X (nc,r) for r = 1,2, . . . ,R.
In analogy to the centro-symmetry property of the augmented array steering matrix in The-
orem 6.2.2, the same property also holds for A(nc,r) in the tensor case, which is stated in the
following theorem:
Theorem 6.3.2. The augmented steering tensor A(nc,r) always exhibits centro-symmetry in the
r-th mode even if A is not centro-symmetric in the r-th mode.
The proof can be found in Appendix B.20. Thus, similarly to the matrix case, the r-mode
augmentation always results in a virtual array that is centro-symmetric in the r-th mode. Con-
sequently, unlike R-D Unitary Tensor-ESPRIT, we can always apply its NC extension R-D NC
Unitary Tensor-ESPRIT (cf. Section 6.2.3), even if the original R-D array is not centro-symmetric.
Numerical examples to demonstrate this effect are provided in the simulations in Section 6.7. In
the next two sections, we derive the R-D NC Standard Tensor-ESPRIT algorithm and the R-D
NC Unitary Tensor-ESPRIT algorithm, respectively.
6.3.2. R-D NC Standard Tensor-ESPRIT
The shift invariance equation in (6.27) cannot be solved directly as the augmented array steering
tensors are unknown. Thus, they are usually replaced by the estimates of the respective signal
subspace tensors, which can be found in a similar manner as for the non-structured signal case
described in Section 3.2.2.
Let the truncated HOSVD of the r-mode augmented measurement tensors X
(nc,r)
0 and X
(nc,r)
from (6.25) be given by
X
(nc,r)
0 = S[s](r) ×1 U [s](r)1 . . . ×R U [s](r)R ×R+1 U [s](r)R+1 (6.28)
X (nc,r) = Sˆ[s](r) ×1 Uˆ [s](r)1 . . . ×R Uˆ [s](r)R ×R+1 Uˆ [s](r)R+1 , (6.29)
where S[s](r) ∈ Cp1×...×pR×d and its estimate Sˆ[s](r) are the truncated core tensors with pr =
min{Mr, d} if the array is centro-symmetric in all R modes. The case where the array is not
centro-symmetric in all R modes is discussed in Theorem 6.3.3. The matrices U
[s](r)
q ∈ CMq×pq for
q = 1, . . . , r − 1, r + 1, . . . ,R denote the q-spaces and U [s](r)r is the augmented r-space, which is of
size 2Mr × pr due to the r-mode augmentation in (6.24). Moreover, Uˆ [s](r)q and Uˆ [s](r)r are their
3Note that A(nc,r) can also be shift invariant in the other modes q = 1,2, . . . ,R, q ≠ r if the array is centro-symmetric
in the q-th mode. However, these additional shift invariances are not required for R-D NC Tensor-ESPRIT-type
algorithms.
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estimates, respectively. These matrices can be obtained from the SVD of the p-mode unfoldings
for p = 1, . . . ,R of X (nc,r)0 and X (nc,r) according to
[X (nc,r)0 ](p) = [U [s](r)p , U [n](r)p ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
[s](r)
p 0d×(N−d)
0(M−d)×d 0(M−d)×(N−d)
⎤⎥⎥⎥⎥⎦ ⋅ [V
[s](r)
p , V
[n](r)
p ]H (6.30)
[X (nc,r)](p) = [Uˆ [s](r)p , Uˆ [n](r)p ] ⋅
⎡⎢⎢⎢⎢⎣
Σˆ
[s](r)
p 0d×(N−d)
0(M−d)×d Σˆ
[n](r)
p
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ
[s](r)
p , Vˆ
[n](r)
p
]H . (6.31)
The r-mode augmented signal subspace tensor U [s](r) and its estimate Uˆ [s](r) are then defined as
U [s](r) = S[s](r) ×1 U [s](r)1 . . . ×R U [s](r)R ×R+1Σ[s](r)−1R+1 (6.32)
Uˆ
[s](r) = Sˆ[s](r) ×1 Uˆ [s](r)1 . . . ×R Uˆ [s](r)R ×R+1 Σˆ[s](r)−1R+1 , (6.33)
where the (R+1)-mode normalizations byΣ[s](r)−1R+1 and Σˆ[s](r)−1R+1 are used for notational convenience.
The enhanced tensor-based NC signal subspace estimate, which replaces the matrix-based NC
subspace estimate Uˆ
(nc)
s is given by [Uˆ [s](r)]T(R+1).
The augmented measurement matrix X(nc)(r) ∈ C2M×N corresponding to the augmented mea-
surement tensor X (nc,r) is obtained via X(nc)(r) = [X (nc,r)]T(R+1). The SVD of X(nc)(r) is given
as
X(nc)(r) = [Uˆ (nc)(r)s , Uˆ (nc)(r)n ] ⋅
⎡⎢⎢⎢⎢⎣
Σˆ
(nc)(r)
s 0d×(N−d)
0(M−d)×d Σˆ
(nc)(r)
n
⎤⎥⎥⎥⎥⎦ ⋅ [Vˆ
(nc)(r)
s , Vˆ
(nc)(r)
n
]H , (6.34)
where Uˆ
(nc)(r)
s ∈ C2M×d, Uˆ (nc)(r)n ∈ C2M×(2M−d), and Vˆ (nc)(r)s ∈ CN×d span the estimated signal
subspace, the estimated noise subspace, and the estimated row space, respectively, and Σˆ
(nc)(r)
s ∈
R
d×d contains the d largest singular values on its diagonal. Considering (6.34) and the SVD of[X ]T(R+1) using (6.31), the corresponding subspaces are related through
Uˆ
(nc)(r)
s = Vˆ [s](r)∗R+1 , Uˆ (nc)(r)n = Vˆ [n](r)∗R+1 , Vˆ (nc)(r)s = Uˆ [s](r)∗R+1 ,
Vˆ
(nc)(r)
n = Uˆ [n](r)∗R+1 , Σˆ(nc)(r)s = Σˆ[s](r)R+1 . (6.35)
In order to ensure the correct truncation of the estimated q-spaces Uˆ
[s](r)
q for q = 1, . . . ,R + 1
required in (6.33), we formulate the following theorem:
Theorem 6.3.3. If the R-D array is not R-D centro-symmetric, i.e., it is not centro-symmetric
in each of the R modes, then the n-ranks of A(nc,r) can exceed d up to 2d.
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The proof is given in Appendix B.21. A consequence of Theorem 6.3.3 is that the n-ranks
must be taken into account when computing the truncated HOSVD in order to obtain the signal
subspace tensor U [s](r). If the the array is not centro-symmetric in any mode, the n-ranks are
equal to 2d and the HOSVD should be truncated to 2d in the first R modes, while truncating to
d in mode R + 1.
In order to solve the shift invariance equation in (6.27), the unknown array steering tensor
A(nc,r) in (6.27) can be eliminated using the following relation between A(nc,r) and U [s](r):
Theorem 6.3.4. The augmented array steering tensor A(nc,r) and the signal subspace tensor
U [s](r) are related via
A(nc,r) = U [s](r) ×R+1 T , (6.36)
where T ∈ Cd×d is a non-singular matrix, which is independent of r.
The proof is given in Appendix B.22. The crucial part of this theorem is the fact that T is
independent of r, which implies that the matrices Ψ(r) have a common set eigenvectors and the
automatic pairing in R-D ESPRIT-type algorithms is ensured.
In the noisy case, the relation (6.36) only holds approximately and after its insertion into the
shift invariance equation (6.27), we can write the shift invariance equation in terms of the estimated
signal subspace tensor as
Uˆ
[s](r) ×r J(nc)(r)1 ×R+1Ψ(r) ≈ Uˆ [s](r) ×r J(nc)(r)2 , (6.37)
where Ψ(r) ≈ T ⋅ Φ(r) ⋅ T −1 and J(nc)(r)1 and J(nc)(r)2 are given in (6.8) and (6.9), respectively.
From (6.37), the R-D NC Standard Tensor-ESPRIT follows naturally and is summarized in Al-
gorithm 11. Note that in analogy to R-D Standard Tensor-ESPRIT in Section 3.5.1, R-D NC
Standard Tensor-ESPRIT provides a tensor gain if d ≤minr{2Mr}.
6.3.3. R-D NC Unitary Tensor-ESPRIT
In this section, we derive theR-D NC Unitary Tensor-ESPRIT algorithm as an extension of theR-D
NC Standard Tensor-ESPRIT algorithm presented in the previous subsection. As in the matrix-
based version R-D NC Unitary ESPRIT, we first apply forward-backward averaging (FBA) to
the augmented measurement tensor X (nc,r) in (6.24) and then use the real-valued transformation
introduced in Section 3.2.3 to obtain a real-valued measurement tensor. In the same way as
in (3.20), FBA can be applied to X (nc,r) by defining the further augmented measurement tensor
X (nc,r)(fba) = ⎡⎢⎢⎢⎢⎣X
(nc,r)
R+1
⎛⎝X (nc,r)∗
R⨉
p=1p
ΠMp ×R+1ΠN⎞⎠
⎤⎥⎥⎥⎥⎦ , (6.38)
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Algorithm 11 Summary of R-D NC Standard Tensor-ESPRIT
1. Estimate the augmented signal subspace tensors Uˆ
[s](r) ∈ CM1×...×2Mr×...×MR×d via
the truncated HOSVD of the r-mode augmented observation tensors X (nc,r) ∈
C
M1×...×Mr−1×2Mr×Mr+1×...×MR×N in (6.24) according to (6.32) for r = 1,2, . . . ,R.
2. Solve the overdetermined shift invariance equations
Uˆ
[s](r) ×r J(nc)(r)1 ×R+1 Ψˆ(r) ≈ Uˆ [s](r) ×r J(nc)(r)2
for the matrices Ψˆ
(r)
for r = 1,2, . . . ,R via LS methods, e.g., LS, TLS, SLS, TS-SLS.
3. Compute the eigenvalues λˆ
(r)
i for i = 1,2, . . . , d of Ψˆ(r) jointly for all r = 1,2, . . . ,R, e.g., via
the joint diagonalization scheme proposed in [FG06]. Recover the correctly paired frequencies
µˆ
(r)
i via µˆ
(r)
i = arg {λˆ(r)i }.
which is processed instead of X (nc,r). Considering (6.38), many of the results established for the
matrix-based version R-D NC Unitary ESPRIT in Section 6.2.3 also carry over to the tensor case.
For instance, the augmented array steering tensor A(nc,r) is always centro-symmetric in the r-th
mode even if the original array steering tensor A is not centro-symmetric the r-th mode as shown
in Theorem (6.3.2), R-D NC Unitary Tensor-ESPRIT algorithm is also applicable to non-centro-
symmetric arrays. Furthermore, it is easily shown that
[X (nc,r)(fba)]T(R+1) ⋅ ([X (nc,r)(fba)]T(R+1))
H = 2 ⋅ [X (nc,r)]T(R+1) ⋅ ([X (nc,r)]T(R+1))
H
. (6.39)
This implies that as in the matrix case FBA has no effect on the r-mode augmented tensor X (nc,r).
Recall that in the matrix case in (6.17), we have shown that by using sparse left-Π-real matrices
Q
(s)
p (cf. (3.17) or Appendix A.2), the transformed real-valued measurement matrix takes the very
simple form in (6.18) with reduced dimensionality. An equivalent simple form of the transformed
measurement tensor ϕ (X (nc,r)(fba)) can be found by applying (3.21) from Section 3.2.3 and using
the sparse matrices Q
(s)
2Mr
in the r-th mode and Q
(s)
2N to obtain
ϕ (X (nc,r)(fba)) = X (nc,r)(fba) R⨉
q=1
q≠r
q Q
H
Mq ×r Q(s)H2Mr ×R+1Q(s)H2N
= [[2 ⋅Re{X¯ (r)} r 2 ⋅ Im{X¯ (r)}] R+1 [OM1×...×MR×N r OM1×...×MR×N ]]
∈ RM1×...×Mr−1×2Mr×Mr+1×...×MR×2N , (6.40)
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Algorithm 12 [RH09] Summary of R-D NC Unitary Tensor-ESPRIT
1. Estimate the real-valued augmented signal subspace tensors Eˆ
[s](r) ∈ RM1×...×2Mr×...×MR×d via
the truncated HOSVD of the real-valued concatenated r-mode observation tensors
[Re{X¯ (r)} r Im{X¯ (r)}] ∈ RM1×...×Mr−1×2Mr×Mr+1×...×MR×N (6.42)
for r = 1,2, . . . ,R.
2. Solve the overdetermined shift invariance equations
Eˆ
[s](r) ×rK(nc)(r)1 ×R+1 Υˆ(r) ≈ Eˆ[s](r) ×rK(nc)(r)2
for the matrices Υˆ
(r)
for r = 1,2, . . . ,R via LS methods, e.g., LS, TLS, SLS, TS-SLS, where
K
(nc)(r)
1 = 2 ⋅Re{QHM(sel)r ⋅ J(nc)(r)2 ⋅QMr} (6.43)
K
(nc)(r)
2 = 2 ⋅ Im{QHM(sel)r ⋅ J(nc)(r)2 ⋅QMr} (6.44)
and J
(nc)(r)
n for n = 1,2 are defined in (6.8) and (6.9).
3. Compute the eigenvalues ωˆ
(r)
i for i = 1,2, . . . , d of Υˆ(r) jointly for all r = 1,2, . . . ,R, e.g.,
via the joint diagonalization scheme proposed in [FG06] or via the Simultaneous Schur
Decomposition proposed in [HN98]. Recover the correctly paired frequencies µˆ
(r)
i via
µˆ
(r)
i = 2 ⋅ arctan(ωˆ(r)i ).
where X¯
(r) = X R⨉
q=1
q≠r
q Q
H
Mq
and QMq are arbitrary unitary left-Π-real matrices. For the proof, see
Appendix B.23. Similarly to the matrix case, the factor 2 and the zero entries in ϕ (X (nc,r)(fba))
can be omitted. As a result, it is sufficient to process
[Re{X¯ (r)} r Im{X¯ (r)}] ∈ RM1×...×Mr−1×2Mr×Mr+1×...×MR×N (6.41)
with a reduced column dimension from 2N to N .
The remaining steps of the R-D NC Unitary Tensor-ESPRIT algorithm are equivalent to those
for R-D Unitary Tensor-ESPRIT in Section 3.5.2. The R-D NC Unitary Tensor-ESPRIT algorithm
is summarized in Algorithm 12.
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6.4. Performance of R-D matrix-based NC ESPRIT-type algorithms
Along with the development of subspace-based parameter estimation algorithms, their analytical
performance evaluation has received considerable attention. A motivation and a detailed overview
of the most important performance analysis frameworks is given in Section 4.1. In this section,
we present a first-order analytical performance assessment of the matrix-based R-D NC Standard
ESPRIT and R-D NC Unitary ESPRIT algorithms using least squares. The derivations are based
on the R-D performance analysis framework in [RHD14], which is described in detail in Chap-
ter 4. Note that [RHD14] is an R-D extension of the analytical results for 1-D Standard ESPRIT
in [LLV93]. First, we will show that the R-D performance analysis framework is still applicable
after the NC preprocessing step in the case of NC signals. Then, we will derive analytical expres-
sions for the parameter estimation error and the MSE. Moreover, we analytically prove in Section
6.4.2 that the performance of R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT is asymp-
totically identical. Therefore, we start with the simpler derivation of the analytical expressions
for R-D NC Standard ESPRIT in Section 6.4.1 and then show their equivalence in Section 6.4.2.
These results have been published in [SRHD14].
6.4.1. Performance of R-D NC Standard ESPRIT
For the first-order perturbation analysis of R-D NC Standard ESPRIT, we apply the analytical R-
D performance framework proposed in [RHD14] and reviewed in Chapter 4. As [RHD14] adopts a
two-step procedure, we first develop a first-order approximation of the signals subspace estimation
error in terms of the noise perturbation and then find a corresponding first-order expansion for the
parameter estimation error ∆µi.
Consider the model after the NC preprocessing step in (6.4), which is restated as
X(nc) = ⎡⎢⎢⎢⎢⎣
A
ΠM ⋅A∗ ⋅Ψ∗ ⋅Ψ∗
⎤⎥⎥⎥⎥⎦ ⋅S +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦=A(nc) ⋅S +N (nc) =X(nc)0 +N (nc) ∈ C2M×N . (6.45)
It is evident from (6.45) that the NC preprocessing does not violate the assumption from [LLV93]
that the noise perturbation N (nc) is small compared to the signal component. Hence, we can
directly apply the framework of [LLV93, RHD14] to the augmented measurement matrix X(nc) in
(6.45). The resulting expressions are asymptotic in the high effective SNR and explicit in the noise
term N (nc).
Starting with the subspace error expression based on (6.45), we can express the SVD of the
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noise-free augmented observations X
(nc)
0 as
X
(nc)
0 = [U (nc)s U (nc)n ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
(nc)
s 0
0 0
⎤⎥⎥⎥⎥⎦ ⋅ [V
(nc)
s V
(nc)
n ]H ,
where U
(nc)
s ∈ C2M×d, U (nc)n ∈ C2M×(2M−d), and V (nc)s ∈ CN×d span the signal subspace, the noise
subspace, and the row space respectively, and Σ
(nc)
s ∈ Rd×d contains the non-zero singular values
on its diagonal. Next, we write the perturbed signal subspace estimate Uˆ
(nc)
s from (6.12) in
Section 6.2.2 as Uˆ
(nc)
s = U (nc)s + ∆U (nc)s , where ∆U (nc)s denotes the signal subspace estimation
error. Then, following (4.4), we directly obtain the first-order subspace error approximation
∆U (nc)s = U (nc)n ⋅U (nc)Hn ⋅N (nc) ⋅V (nc)s ⋅Σ(nc)−1s +O{ν2}, (6.46)
where ν = ∥N (nc)∥, and ∥ ⋅ ∥ represents an arbitrary sub-multiplicative norm. As in Section 4.2.1,
we drop the second-order (SO) term O{ν2} in what follows and write “≈” to refer to “up to the
first order”. Equation (6.46) models the leakage of the noise subspace into the signal subspace due
to the augmented noise N (nc). The perturbation of the particular basis for the signal subspace
U
(nc)
s , which is taken into account in [LLM08] can be ignored as the choice of this basis is irrelevant
for R-D NC Standard ESPRIT (cf. Section 4.2.1).
For the parameter estimation error of R-D NC Standard ESPRIT for the i-th spatial frequency
in the r-th mode obtained by the LS solution in (6.13), we follow the derivation in Section 4.3 to
obtain
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(nc)(r)1 ⋅U (nc)s )+ ⋅ [J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 ] ⋅∆U (nc)s ⋅ qi} , (6.47)
where λ
(r)
i = ejµ(r)i is the i-th eigenvalue of Ψ(r) in the r-th mode, qi represents the i-th eigenvector
of Ψ(r), i.e., the i-th column vector of the eigenvector matrix Q, and pTi is the i-th row vector of
P =Q−1. Hence, the eigendecomposition of Ψ(r) in the r-th mode is given by
Ψ(r) =Q ⋅Λ(r) ⋅Q−1, (6.48)
where Λ(r) contains the eigenvalues λ(r)i on its diagonal. Then, by inserting (6.46) into (6.47)
similarly to (4.13) in Section 4.3.1, we can write the first-order approximation of the estimation
error ∆µ
(r)
i explicitly in terms of the vectorized noise perturbation n
(nc) = vec{N (nc)} ∈ C2MN×1
as
∆µ
(r)
i ≈ Im{r(nc)(r)Ti ⋅ vec{∆U (nc)s }} = Im{r(nc)(r)Ti ⋅W (nc)mat ⋅n(nc)} , (6.49)
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where r
(nc)(r)
i ∈ C2Md×1 and W (nc)mat ∈ C2Md×2MN are given by
r
(nc)(r)
i = qi ⊗ ([(J˜(nc)(r)1 ⋅U (nc)s )+ ⋅ (J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 )]T ⋅ pi) (6.50)
W
(nc)
mat = (Σ(nc)−1s ⋅V (nc)Ts )⊗ (U (nc)n ⋅U (nc)Hn ) . (6.51)
In order to derive an analytical expression for the MSE of R-D NC Standard ESPRIT, we apply
the concept of [RHD14] in (4.17), which presents an MSE expression that only depends on the
SO statistics of the noise, i.e., the covariance matrix and the pseudo-covariance matrix, assuming
the noise to be zero-mean. As the preprocessing in (6.45) does not violate the zero-mean assump-
tion, [RHD14] is applicable once the corresponding SO statistics are found. Therefore, defining
the covariance matrix R
(nc)
nn = E{n(nc) ⋅n(nc)H} ∈ C2MN×2MN and the pseudo-covariance matrix
C
(nc)
nn = E{n(nc) ⋅n(nc)T} ∈ C2MN×2MN of n(nc), the MSE of R-D NC Standard ESPRIT for the
i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(nc)(r)Hi ⋅R(nc)Tnn ⋅ z(nc)(r)i −Re{z(nc)(r)Ti ⋅C(nc)Tnn ⋅ z(nc)(r)i }) , (6.52)
where z
(nc)(r)
i =W (nc)Tmat ⋅ r(nc)(r)i ∈ C2MN×1 for i = 1, . . . , d and r = 1, . . . ,R.
In the next step, we derive the covariance matrix and the pseudo-covariance matrix of the
augmented noise contribution n(nc) required in (6.52). The result is stated in the following theorem:
Theorem 6.4.1. In the case of zero-mean noise n = vec{N} ∈ CMN×1 with finite SO moments,
the covariance and pseudo covariance matrices of n(nc) ∈ C2MN×1 are given by
R(nc)nn = E{n(nc) ⋅n(nc)H} = K˜ ⋅
⎡⎢⎢⎢⎢⎣
Rnn Cnn
C∗nn R
∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
H (6.53)
C(nc)nn = E{n(nc) ⋅n(nc)T} = K˜ ⋅
⎡⎢⎢⎢⎢⎣
Cnn Rnn
R∗nn C
∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
T, (6.54)
where Rnn = E{n ⋅nH} ∈ CMN×MN and Cnn = E{n ⋅nT} ∈ CMN×MN are the covariance matrix
and the pseudo covariance matrix of the physical noise n, respectively.
The proof is given in Appendix B.24. Thus, the SO moments of the augmented noise n(nc) can
be expressed in terms of the SO statistics of n. In the special case of circularly symmetric white
noise with Rnn = σ2n ⋅ IMN and Cnn = 0MN , the SO moments in (6.53) and (6.54) simplify to
R(nc)nn = σ2n ⋅ I2MN and C(nc)nn = σ2n ⋅ (IN ⊗Π2M). (6.55)
Note that the pseudo-covariance matrix C
(nc)
nn is always non-zero, even in the case of circularly
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symmetric white noise. This is due to the NC preprocessing step in (6.45). Furthermore, it is
worth mentioning that the step of solving the R augmented shift invariance equations for Ψ(r)
independently and then performing a joint eigendecomposition across all R dimensions to obtain
Λ(r) has no impact on the asymptotic estimation error for high SNRs since the eigenvectors become
asymptotically equal [RHD14, BCW+17].
Inserting (6.55) into (6.52), the MSE of R-D NC Standard ESPRIT assuming circularly sym-
metric white noise for the i-th spatial frequency in the r-th mode becomes
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ (∥z(nc)(r)i ∥22 −Re{z(nc)(r)Ti ⋅ (IN ⊗Π2M) ⋅ z(nc)(r)i }) , (6.56)
where z
(nc)(r)
i is given below (6.52).
6.4.2. Performance of R-D NC Unitary ESPRIT
In the previous section, we have derived the analytical first-order approximation of the parameter
estimation error and the corresponding analytical MSE expression of R-D NC Standard ESPRIT.
In this section, we show that the analytical performance of R-D NC Unitary ESPRIT and R-D
NC Standard ESPRIT is identical in the high effective SNR regime. To this end, we recall from
Section 6.2.3 that R-D NC Unitary ESPRIT includes forward-backward averaging (FBA) in (6.14)
as well as the transformation into the real-valued domain in (6.17) as preprocessing steps.
We have already established in (6.16) that the FBA-processed augmented measurement matrix
X(nc)(fba) in (6.15) satisfies
X(nc)(fba) ⋅X(nc)(fba)H = 2 ⋅X(nc) ⋅X(nc)H . (6.57)
Thus, the column space of X(nc)(fba) is the same as the column space of X(nc), which implies that
FBA does not improve the signal subspace.
Next, we analyze the real-valued transformation as the second preprocessing step of R-D NC
Unitary ESPRIT and formulate the following theorem:
Theorem 6.4.2. R-D NC Unitary ESPRIT and R-D NC Standard ESPRIT with FBA prepro-
cessing perform asymptotically identical in the high effective SNR.
The proof is shown in Appendix B.25.
As a result of (6.57) and Theorem 6.4.2, we can conclude that the performance of R-D NC
Standard ESPRIT and R-D NC Unitary ESPRIT is asymptotically identical in the high effective
SNR. However, in practice, R-D NC Unitary ESPRIT is preferable due to its lower computational
complexity and its better performance at a low SNR and for a small number of snapshots.
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6.5. Performance of R-D tensor-based NC ESPRIT-type algorithms
In this section, we derive a first-order analytical performance assessment of the tensor-based R-D
NC Standard ESPRIT and R-D NC Unitary ESPRIT algorithms using least squares. The resulting
analytical expressions for the parameter estimation error and the MSE are derived using the tensor-
based R-D performance analysis framework from [RHD14], which is still applicable after the tensor-
based NC preprocessing step. Similarly to the matrix case in Section 6.4, we prove that both
R-D NC Standard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT perform asymptotically
identical in the high effective SNR. To this end, we first derive the analytical expressions for R-
D NC Standard Tensor-ESPRIT and then prove the equivalence of the expressions for R-D NC
Unitary Tensor-ESPRIT. Note that the 2-D case of both algorithms has already been presented
by us in [SRH16b].
6.5.1. Performance of R-D NC Standard Tensor-ESPRIT
For the derivation of the first-order performance analysis expressions of R-D NC Standard Tensor-
ESPRIT using LS, we adopt the R-D performance framework from [RHD14], which is derived for
the tensor case and described in Section 4.4. Note that this framework is still applicable in the
NC case as the augmented signal model in (6.25)
X (nc,r) = X (nc,r)0 +N (nc,r) (6.58)
still has the same properties and is written in the same form as (4.5) in Section 4.2.2. However, the
extension of the tensor-based performance analysis framework to the NC case is not straightforward
due to the joint processing of the R augmented shift invariance equations that contain the NC
augmentations in each of the R dimensions individually.
We start by deriving the relation between the improved HOSVD-based signal subspace estimate
[Uˆ [s](r)]T
(R+1)
in (6.33) and the corresponding SVD-based subspace estimate Uˆ
(nc)(r)
s obtained
from the SVD of X(nc)(r) = [X (nc,r)]T(R+1) in (6.34). The result is shown in the following theorem:
Theorem 6.5.1. The HOSVD-based augmented signal subspace estimate [Uˆ [s](r)]T
(R+1)
can be
computed from the SVD-based subspace estimate Uˆ
(nc)(r)
s via the following relation
[Uˆ [s](r)]T
(R+1)
= (Tˆ (r)⊗1∶r−1 ⊗ Tˆ (nc,r)r ⊗ Tˆ (r)⊗r+1∶R) ⋅ Uˆ (nc)(r)s , (6.59)
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where Tˆ
(r)⊗
a∶b is defined as
Tˆ
(r)⊗
a∶b =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Tˆ
(r)
a ⊗ . . .⊗ Tˆ (r)b a ≤ b
1 a > b (6.60)
and Tˆ
(r)
q = Uˆ [s](r)q ⋅Uˆ [s](r)Hq ∈ CMq×Mq for q = 1, . . . , r−q, r+1, . . . ,R and Tˆ (nc,r)r = Uˆ [s](r)r ⋅Uˆ [s](r)Hr ∈
C
2Mr×2Mr are the projection matrices onto the estimated q-spaces and the r-space of X (nc,r).
For the proof, the reader is referred to Appendix B.26. Note that this result is very similar to
that in the non-NC counterpart in (3.15) as the multi-dimensional structure is enforced onto the
matrix-based subspace estimate Uˆ
(nc)(r)
s via the Kronecker product of the projection matrices. It
should also be highlighted that in contrast to the non-NC tensor case in (3.15), where an overall
improved HOSVD-based subspace estimate is obtained, we now have R improved HOSVD-based
subspace estimates in each of the individual modes. Therefore, a separate perturbation analysis in
each of the R modes is required to evaluate the analytical performance in the NC tensor case.
As a result of (6.59), the first-order performance evaluation expression of [Uˆ [s](r)]T
(R+1)
can be
derived in the same way as in the non-NC case in (4.10). The result is stated in the theorem:
Theorem 6.5.2. The first-order performance expansion for [Uˆ [s](r)]T
(R+1)
is given by
[Uˆ [s](r)]T
(R+1)
= U (nc,r)s + [∆U [s](r)]T(R+1) , (6.61)
where
[∆U [s](r)]T(R+1) = (T (r)⊗1∶r−1 ⊗ T (nc,r)r ⊗ T (r)⊗r+1∶R) ⋅∆U (nc,r)s
+ ⎡⎢⎢⎢⎢⎣
r−1∑
q=1
(T (r)⊗1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (nc,r)⊗q+1∶R ) + T (r)⊗1∶r−1 ⊗ [∆U [s](r)r ⋅U [s](r)Hr ]⊗ T (r)⊗r+1∶R
+ R∑
q=r+1
T
(nc,r)⊗
1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (r)⊗q+1∶R
⎤⎥⎥⎥⎥⎦ ⋅U
(nc,r)
s . (6.62)
Note that T
(r)⊗
a∶b
is the noise-free version of (6.60) and T
(nc,r)⊗
a∶b
denotes that the NC augmented pro-
jection matrix T
(nc,r)
r is contained in (6.60). Moreover, the SVD-based signal subspace perturbation
∆U
(nc,r)
s is obtained as
∆U (nc,r)s = U (nc,r)n ⋅U (nc,r)Hn ⋅ [N (nc,r)]T(R+1) ⋅V (nc,r)s ⋅Σ(nc,r)−1s (6.63)
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and the perturbation of the p-space ∆U
[s](r)
p for p = 1, . . . ,R can be computed via
∆U [s](r)p = U [n](r)p ⋅U [n](r)Hp ⋅ [N (nc,r)](p) ⋅V [s](r)p ⋅Σ[s](r)−1p . (6.64)
The proof is provided in Appendix B.27.
Then, the first-order parameter estimation error ∆µ
(r)
i of the i-th spatial frequency in the r-th
mode is given by
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(nc)(r)1 ⋅U (nc,r)s )+ ⋅ [J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 ] ⋅ [∆U [s](r)]T(R+1) ⋅ qi} , (6.65)
where λ
(r)
i = ejµ(r)i and the vectors qi and pi denote the respective i-th columns of the matrices
Q and P = Q−1, which result from the eigendecomposition Ψ(r) = Q ⋅Λ(r) ⋅Q−1. It is important
to emphasize that Q is independent of r, which was already established in Theorem 6.3.4. As a
result, the R augmented shift invariance equations are connected via Q, i.e., they share the same
set of eigenvectors. This enables the correct pairing of the estimates.
Finally, the first-order approximation for the MSE of the R-D NC Standard Tensor-ESPRIT
algorithm for the i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(nc,r)Hi ⋅R(nc,r)Tnn ⋅ z(nc,r)i −Re{z(nc,r)Ti ⋅C(nc,r)Tnn ⋅ z(nc,r)i }) , (6.66)
where z
(nc,r)
i =W (nc,r)Tten ⋅ r(nc,r)i with
r
(nc,r)
i = qi ⊗ ([(J˜(nc)(r)1 ⋅U (nc,r)s )+ ⋅ (J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 )]T ⋅ pi) (6.67)
and
W
(nc,r)
ten =W (nc,r)0 + R∑
q=1
W (nc,r)q ⋅P (q)TM1,...,Mr−1,2Mr,Mr+1,...,MR,N ⋅P (R)M1,...,Mr−1,2Mr,Mr+1,...,MR,N . (6.68)
The matrix W
(nc,r)
0 is defined as
W
(nc,r)
0 = (Σ(nc,r)−1s ⋅V (nc,r)Ts )⊗ ((Tˆ (r)⊗1∶r−1 ⊗ Tˆ (nc,r)r ⊗ Tˆ (r)⊗r+1∶R) ⋅U (nc,r)n ⋅U (nc,r)Hn ) (6.69)
and the matrices W
(nc,r)
q are computed according to the following three cases, which depend on
the index q. For q < r, we have
W (nc,r)q =(U (nc,r)Ts ⊗ I2⋅M) ⋅ (T¯ (nc,r)1∶q−1 ⊗ I2⋅Mq∶R) ⋅ (IMq ⊗ T¯ (nc,r)q+1∶R ) (6.70)
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⋅ [(V [s](r)q ⋅Σ[s](r)−1q ⋅U [s](r)Hq )T ⊗ (U [n](r)q ⋅U [n](r)Hq )] (6.71)
with
T¯
(nc,r)
1∶q−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
I2⋅Mq∶R ⊗ t1∶q−1,1⋮
I2⋅Mq∶R ⊗ t1∶q−1,M1∶q−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯
(nc,r)
q+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
IMq ⊗ t(nc,r)q+1∶R,1⋮
IMq ⊗ t(nc,r)q+1∶R,2⋅Mq+1∶R
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (6.72)
for q = r, we have
W (nc,r)r =(U (nc,r)Ts ⊗ I2⋅M) ⋅ (T¯ (nc,r)1∶r−1 ⊗ I2⋅Mr∶R) ⋅ (I2⋅Mr ⊗ T¯ (nc,r)r+1∶R )
⋅ [(V [s](r)r ⋅Σ[s](r)−1r ⋅U [s](r)Hr )T ⊗ (U [n](r)r ⋅U [n](r)Hr )] (6.73)
with
T¯
(nc,r)
1∶r−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
I2⋅Mr∶R ⊗ t1∶r−1,1⋮
I2⋅Mr∶R ⊗ t1∶r−1,M1∶r−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯
(nc,r)
r+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎣
I2⋅Mr ⊗ tr+1∶R,1⋮
I2⋅Mr ⊗ tr+1∶R,Mr+1∶R
⎤⎥⎥⎥⎥⎥⎥⎦
, (6.74)
and, finally, for q > r
W (nc,r)q =(U (nc,r)Ts ⊗ I2⋅M) ⋅ (T¯ (nc,r)1∶q−1 ⊗ IMq∶R) ⋅ (IMq ⊗ T¯ (nc,r)q+1∶R ) (6.75)
⋅ [(V [s](r)q ⋅Σ[s](r)−1q ⋅U [s](r)Hq )T ⊗ (U [n](r)q ⋅U [n](r)Hq )] (6.76)
with
T¯
(nc,r)
1∶q−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
IMq∶R ⊗ t(nc,r)1∶q−1,1⋮
IMq∶R ⊗ t(nc,r)1∶q−1,2⋅M1∶q−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯
(nc,r)
q+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎣
IMq ⊗ tq+1∶R,1⋮
IMq ⊗ tq+1∶R,Mq+1∶R
⎤⎥⎥⎥⎥⎥⎥⎦
. (6.77)
The proof of Equation (6.68) is given in Appendix B.28. We would like to emphasize that the cases
q < r, q = r, and q > r need to be introduced as a result of the different dimensions of the matrices
T¯
(nc,r)
1∶q−1 and T¯
(nc,r)
q+1∶R due to the NC augmentation in the r-th mode. Note that the special case of
2-D NC Standard Tensor-ESPRIT and 2-D NC Unitary Tensor-ESPRIT was considered by us in
[SRH16b].
The covariance matrix R
(nc,r)
nn = E{n(nc,r) ⋅n(nc,r)H} ∈ C2MN×2MN and the pseudo covariance
matrix C
(nc,r)
nn = E{n(nc,r) ⋅n(nc,r)T} ∈ C2MN×2MN for n(nc,r) = vec{N (nc,r)} ∈ C2MN×1 with
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N (nc,r) = [N (nc,r)]T(R+1) are given by
R(nc,r)nn = K˜ ⋅
⎡⎢⎢⎢⎢⎣
R
(r)
nn C
(r)
nn
C
(r)∗
nn R
(r)∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
T, C(nc,r)nn = K˜ ⋅
⎡⎢⎢⎢⎢⎣
C
(r)
nn R
(r)
nn
R
(r)∗
nn C
(r)∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
T, (6.78)
where K˜ =KT2M,N ⋅blkdiag{KM,N ,KM,N(IN⊗ΠM)}. Moreover, R(r)nn = E{n(r)n(r)H} ∈ CMN×MN
and C
(r)
nn = E{n(r)n(r)T} ∈ CMN×MN are the covariance matrix and the pseudo-covariance matrix
of the physical noise component n(r) = vec{[N ](r)} ∈ CMN×1 in the r-th mode.
In the special case of circularly symmetric white noise with R
(r)
nn = σ2n ⋅IMN and C(r)nn = 0MN×MN ,
the covariance matrix R
(nc,r)
nn and the pseudo covariance matrix C
(nc,r)
nn in (6.78) simplify to
R
(nc,r)
nn = σ2n ⋅I2MN and C(nc,r)nn = σ2n ⋅(IN ⊗Π2M) in analogy to (6.55) in the matrix case. Therefore,
the MSE of R-D NC Standard Tensor-ESPRIT in (6.66) for the i-th spatial frequency in the r-th
mode reduces to
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ (∥z(nc,r)i ∥22 −Re{z(nc,r)Ti ⋅ (IN ⊗Π2M) ⋅ z(nc,r)i }) , (6.79)
where z
(nc,r)
i =W (nc,r)Tten ⋅ r(nc,r)i is given below (6.66).
6.5.2. Performance of R-D NC Unitary Tensor-ESPRIT
In Section 6.4.2, we have proven that in the matrix case, the R-D NC Standard ESPRIT and the
R-D NC Unitary ESPRIT algorithm have the same asymptotic performance in the high effective
SNR. In this section, we show that this result also carries over to the tensor case, i.e., R-D NC
Standard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT perform asymptotically identical
in the high effective SNR. As described in Section 6.3.3, the additional features of R-D NC Unitary
Tensor-ESPRIT compared to R-D NC Standard Tensor-ESPRIT are the incorporation of the
forward-backward averaging (FBA) preprocessing step in (6.38) and the transformation into the
real-valued domain in (6.40) to reduce the computational complexity.
We have already shown in (6.39) that the augmented measurement tensor X (nc,r)(fba) with FBA
from (6.38) fulfills
[X (nc,r)(fba)]T(R+1) ⋅ ([X (nc,r)(fba)]T(R+1))
H = 2 ⋅ [X (nc,r)]T(R+1) ⋅ ([X (nc,r)]T(R+1))
H
. (6.80)
Therefore, as in the matrix case, FBA has no effect on the augmented measurement tensor X (nc,r).
In order to account for the real-valued transformation, we can formulate the following theorem:
Theorem 6.5.3. R-D NC Unitary Tensor-ESPRIT and R-D NC Standard Tensor-ESPRIT with
FBA preprocessing perform asymptotically identical in the high effective SNR.
143
6. NC ESPRIT-type parameter estimation algorithms for strictly non-circular sources
The proof is shown in Appendix B.29.
Thus, in analogy to the matrix case, we can conclude that the performance of R-D NC Standard
Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT is asymptotically identical. However, the
latter is preferable due to its lower computational complexity and better performance at low SNRs.
6.6. Special NC source cases
So far, we have derived analytical MSE expressions for the matrix-based and the tensor-based
R-D NC ESPRIT-type algorithms for strictly non-circular sources. In our previous work [HR04,
SRHD14], we have seen that via simulations, which are also shown in Section 6.7.1, that the gain
from NC sources depends on the signal correlation, the source separation, and the phase reference
of the array. In order to establish the exact dependence of the NC gain on these parameters, we
adopt the derived analytical MSE expressions for the R-D NC ESPRIT-type algorithms. In this
section, we simplify these expressions for the special cases of a single NC source in Section 6.6.1
and for two NC sources in Section 6.6.2.
6.6.1. Single NC source case
In this section, we consider the special case of a single NC source for the analytical MSE expressions
of the matrix-based and tensor-based R-D NC ESPRIT-type algorithms using LS. Note that we
have already shown in Section 6.4.2 that the asymptotic performance of R-D NC Standard ESPRIT
and R-D NC Unitary ESPRIT is identical. In Section 6.5.2, we have found the same property for
R-D NC Standard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT as well. Therefore, for
the special case of a single NC source, it is sufficient to simplify the MSE expression in (6.52) for
R-D NC Standard ESPRIT and the MSE expression for R-D NC Standard Tensor-ESPRIT in
(6.66). We state the following result:
Theorem 6.6.1. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, a single strictly non-circular source (d = 1), and circularly symmetric white
noise, the MSE of R-D NC Standard ESPRIT, R-D NC Unitary ESPRIT, R-D NC Standard
Tensor-ESPRIT, and R-D NC Unitary Tensor-ESPRIT in the r-th mode is given by
E{(∆µ(r))2} ≈ 1
ˆ̺
⋅ Mr
M(Mr − 1)2 , (6.81)
where ˆ̺ represents the effective SNR ˆ̺ = NPˆ /σ2n with Pˆ being the empirical source power given by
Pˆ = ∥s∥22 /N and s ∈ CN×1.
The proof is given in Appendix B.30. Note that the expression in (6.81) is equivalent to the single
source result obtained in (4.42) for the conventional R-D ESPRIT-type algorithms for arbitrary
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sources. Hence, we can conclude that no improvement in terms of the estimation accuracy can be
achieved by applying the matrix-based or the tensor-based R-D NC ESPRIT-type algorithms if
only a single NC source is present. In Section 9.4.1, we will confirm this property by deriving a
single source expression of the deterministic R-D NC Crame´r-Rao bound (CRB), which is derived
in Chapter 9. Therein, we find that the single source expression of the NC CRB is identical to
that of the conventional CRB. As a consequence of this result, the asymptotic efficiency, i.e., the
ratio of the CRB and the MSE, of the matrix-based or the tensor-based R-D NC ESPRIT-type
algorithms for a single NC source is also given by the expression in (4.45).
6.6.2. Two NC source case
In the previous section, we have seen that similarly to FBA and tensor processing (cf. Section 4.5.1),
no gain can be achieved by applying the matrix-based or the tensor-based R-D NC ESPRIT-type
algorithms for a single NC source. Thus, in this section, we simplify the analytical MSE expressions
of the presented matrix-based and tensor-based R-D NC ESPRIT-type algorithms for two NC
sources. Based on these expressions, we compute the NC gain for two sources and investigate its
dependence on the physical parameters of interest. The derived MSE expressions will depend on
the same parameters as in Section 4.5.1. The only differences for strictly non-circular sources are:
1. The empirical correlation ρˆ in (4.51) reduces to
ρˆ = ∣ρˆ∣ ⋅ e j∆ϕrot , (6.82)
where ∣ρˆ∣ = 1
N
⋅ sH01 ⋅s02√
Pˆ1⋅Pˆ2
∈ R, and ∆ϕrot = ∣ϕ2 −ϕ1∣ is the rotation phase separation of the two
sources, which is introduced in (6.1).
2. The dependence on the array phase reference parameter in (4.52) becomes
∆ϕ =∆ϕref +∆ϕrot, (6.83)
where ∆ϕref = R∑
r=1
δ(r) ⋅∆µ(r).
As in Section 4.5.1, we also provide approximations of the MSE expressions for two closely spaced
sources, i.e., for ∆µ(r) → 0, by using a first-order Taylor approximation of the spatial correlation
terms for this case.
We first consider the matrix-based versions in Section 6.6.2.1 before we proceed to the tensor-
based R-D ESPRIT-type algorithms in Section 6.6.2.2. An analysis of the NC gain for two NC
sources is provided in Section 6.6.2.3.
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6.6.2.1. Two source case for matrix-based R-D NC ESPRIT-type algorithms
In this section, we simplify the analytical MSE expressions of the R-D NC ESPRIT-type algorithms
for two sources. As we have shown that the performance of R-D NC Standard ESPRIT and R-D
NC Unitary ESPRIT is asymptotically identical, we only need to simplify the MSE of R-D NC
Standard ESPRIT for two sources. The result is provided in Theorem 6.6.2.
Theorem 6.6.2. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, circularly symmetric white noise, and two NC sources (d = 2), the MSE of
R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT is given by
MSE
(nc)
mat = σ2n2 ⋅ Pˆ1 + Pˆ2N ⋅ Pˆ1 ⋅ Pˆ2 ⋅
R∑
r=1
a
(nc)(r)
mat (6.84)
where the scalar a
(nc)(r)
mat is derived as
a
(nc)(r)
mat = MMr ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + cos2 (∆ϕ) ⋅ ⎧⎪⎪⎨⎪⎪⎩ ∣α˜
(r)∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦ ⋅
1
D
(nc)(r)2
sel
⋅ (1 − ∣ρˆ∣2 )
and the determinant D
(nc)(r)
sel
is given by
D
(nc)(r)
sel
= (M
Mr
)2 ⋅ (Mr − 1)2 − cos2 (∆ϕ) ⋅ ∣α∣2∣α(r)∣2 ⋅ ∣α(r)sel ∣
2
. (6.85)
The proof is given in Appendix B.31. Preliminary results for R = 1 are provided by us in [Gra15].
Note that similar to the MSE of R-D Unitary ESPRIT for two sources, the MSE in (6.84) depends
on cos2 (∆ϕ), which contains the rotation phase and the phase reference.
An approximation for a
(nc)(r)
mat can be found by means of a first-order Taylor expansion as [Gra15]
a˜
(nc)(r)
mat = 1
1 − ∣ρˆ∣2 ⋅
24 ⋅ (12 + cos2 (∆ϕ) ⋅ [ (Sr + 3 ⋅∆µ(r)2 ⋅Mr ⋅ (Mr − 2)) − 12])
M
Mr
⋅ (Mr − 1)2 ⋅ (12 + cos2 (∆ϕ) ⋅ [Ar − 12])2 . (6.86)
where Ar =∆µ(r)2 ⋅Mr ⋅ (Mr − 2) + Sr and Sr = R∑
q=1
q≠r
∆µ(q)2 ⋅ (M2q − 1).
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6.6.2.2. Two source case for tensor-based R-D NC ESPRIT-type algorithms
In this section, we simplify the analytical MSE expressions of the R-D NC Tensor-ESPRIT-type
algorithms for two sources. As we have shown that the performance of R-D NC Standard Tensor-
ESPRIT and R-D NC Unitary Tensor-ESPRIT is asymptotically identical, we only need to simplify
the MSE of R-D NC Standard Tensor-ESPRIT for two sources. The result is provided in Theo-
rem 6.6.3.
Theorem 6.6.3. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, circularly symmetric white noise, and two NC sources (d = 2), the MSE of
R-D NC Standard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT is given by
MSE
(nc)
ten = σ2n2 ⋅ Pˆ1 + Pˆ2N ⋅ Pˆ1 ⋅ Pˆ2 ⋅
R∑
r=1
a
(nc,r)
ten (6.87)
where a
(nc,r)
ten is given by
a
(nc,r)
ten = 1
D
(nc,r)2
sel
⋅
⎛⎜⎜⎜⎝
b(r) ⋅ cos2 (∆ϕ)
D
(nc,r)
r
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣ α
α(r) ∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ c(nc,r) ⋅ MMr( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎞⎟⎟⎟⎠
(6.88)
with
b(r) =M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦ (6.89)
c(nc,r) = (M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + cos2 (∆ϕ) ⋅ ⎧⎪⎪⎨⎪⎪⎩ ∣
α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2) (6.90)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
}⎫⎪⎪⎬⎪⎪⎭.
Moreover, D
(nc,r)
sel
is defined in (6.85) and D(nc,r) =M2r − cos2 (∆ϕ) ∣α(r)∣2.
A sketch of the proof is given in Appendix B.32. The detailed proof is provided by us in [Gra16].
By applying a first-order Taylor approximation for small ∆µ(r), r = 1, . . . ,R, the MSE expression
in (6.87) simplifies by replacing a
(nc,r)
ten with a˜
(nc,r)
ten , which is given by [Gra16]
a˜
(nc,r)
ten = 144(12 + cos2 (∆ϕ) ⋅ (Ar − 12) )2
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⋅ ⎡⎢⎢⎢⎢⎣
cos2 (∆ϕ) ⋅ Sr ⋅∆µ(r)2
M ⋅ (12 + cos2 (∆ϕ) ⋅ (∆µ(r)2 ⋅ (M2r − 1) − 12)) ⋅ (1 − ∣ρˆ∣2 )
+ 6 ⋅ (4 + cos2 (∆ϕ) ⋅ (∆µ(r)2 ⋅Mr ⋅ (Mr − 2) − 4))
M
Mr
⋅ (Mr − 1)2 ⋅ (12 + ∣ρˆ∣2 ⋅ (Sr − 12) )
⎤⎥⎥⎥⎥⎦.
6.6.2.3. Analysis of the NC gain
In this section, we analyze the NC gain of R-D NC ESPRIT-type algorithms in the matrix case
in Section 6.6.2.4 and the NC gain of R-D NC Tensor-ESPRIT-type algorithms in the tensor case
in Section 6.6.2.5 in terms of the rotation phase separation and the temporal correlation of the
signals. In Section 9.4.2, we additionally investigate the NC gain based on the deterministic NC
Crame´r-Rao bound (CRB), which serves as a benchmark for the NC gain of R-D NC ESPRIT-type
algorithms.
6.6.2.4. NC gain in the matrix case
In order to compute the NC gain, we require the MSE for R-D Standard ESPRIT in (4.53) and
the MSE for R-D Standard ESPRIT in (6.84). Let us define the NC gain in the r-th mode as
η
(nc)
mat = MSE(r)mat
MSE
(nc)(r)
mat
= a(r)mat
a
(nc)(r)
mat
, (6.91)
where we restate a
(r)
mat and a
(nc)(r)
mat again as
a
(r)
mat = MMr ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + d(nc)(r)⎤⎥⎥⎥⎥⎦ ⋅
1
D
(r)2
sel
⋅ (1 − ∣ρˆ∣2 )
a
(nc)(r)
mat = MMr ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + cos2 (∆ϕ) ⋅ d(nc)(r)⎤⎥⎥⎥⎥⎦ ⋅
1
D
(nc)(r)2
sel
⋅ (1 − ∣ρˆ∣2 ) , (6.92)
where D
(r)
sel
and D
(nc)(r)
sel
are given in (4.55) and in (6.85), and we have defined
d(nc)(r) = ∣α˜(r)∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2) − 4 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0} . (6.93)
Then, we can express (6.91) as
η
(nc)(r)
mat =
(( M
Mr
)2 ⋅ (Mr − 1)2 − cos2 (∆ϕ) ⋅ ∣α∣2∣α(r)∣2 ⋅ ∣α(r)sel ∣2)
2
(( M
Mr
)2 ⋅ (Mr − 1)2 − ∣α∣2∣α(r)∣2 ⋅ ∣α(r)sel ∣2)
2
148
6.7. Numerical results
⋅ ( MMr )
2 ⋅ (Mr − 1)2 ⋅ 2 + d(nc)(r)
( M
Mr
)2 ⋅ (Mr − 1)2 ⋅ 2 + cos2 (∆ϕ) ⋅ d(nc)(r) . (6.94)
First, we note that η
(nc)(r)
mat is independent of ∣ρˆ∣. Moreover, we can easily identify the special cases
η
(nc)(r)
mat
RRRRRRRRRRRcos2(∆ϕ)=1 = 1 and η
(nc)(r)
mat
RRRRRRRRRRRcos2(∆ϕ)=0, ∆µ→0 =∞. (6.95)
Thus, theoretically, the NC gain can become inifitely large for ∆µ → 0 and cos2 (∆ϕ) = 0, which
implies that
∆ϕ =∆ϕref +∆ϕrot = ±π
2
. (6.96)
This result can be interpreted as two orthogonal signals with a full spatial decorrelation. Note that
we have a similar behavior for the FBA gain in Section 4.5.5.1, where a full temporal decorrelation
can be achieved.
6.6.2.5. NC gain in the tensor case
For the computation of the NC gain in the tensor case, we use the MSEs of R-D Standard Tensor-
ESPRIT in (4.60) and R-D NC Standard Tensor-ESPRIT in (6.87), respectively. Let us define the
tensor-based NC gain in the r-th mode as
η
(nc)(r)
ten = MSE(r)ten
MSE
(nc)(r)
ten
= a(r)ten
a
(nc)(r)
ten
. (6.97)
Similarly to the NC gain in the matrix case, we can observe for the NC gain in the tensor case
that
η
(nc)(r)
ten
RRRRRRRRRRRcos2(∆ϕ)=1 = 1 and η
(nc)(r)
ten
RRRRRRRRRRRcos2(∆ϕ)=0, ∆µ→0 =∞. (6.98)
However, the difference to the matrix case is that the NC gain in the tensor case is dependent on
the temporal correlation ∣ρˆ∣ for cos2 (∆ϕ) < 1.
6.7. Numerical results
In this section, we provide numerical simulations to illustrate the performance of the presented
matrix-based and tensor-based R-D NC ESPRIT-type algorithms and assess their corresponding
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analytical performance analysis expressions. We start with the matrix-based R-D NC ESPRIT-
type algorithms in Section 6.7.1 before we consider their tensor-based versions in Section 6.7.2.
Finally, we verify the analytical results for the special cases of a single NC source and two NC
sources in Section 6.7.3.
6.7.1. Performance of R-D NC ESPRIT-type algorithms
In this set of simulation results, we evaluate the performance of the proposed R-D NC Standard
ESPRIT and R-D NC Unitary ESPRIT algorithms along with the asymptotic behavior of the
presented performance analysis. We compare the square root of the analytical MSE expression
(“ana”) in (6.52) to the root mean squared error (RMSE) of the empirical estimation error (“emp”)
of R-D NC Standard ESPRIT (NC SE) and R-D NC Unitary ESPRIT (NC UE) obtained by
averaging over 5000 Monte Carlo trials. The RMSE is defined as
RMSE =
¿ÁÁÀ
E{ R∑
r=1
d∑
i=1
(µ(r)i − µˆi(r))2}, (6.99)
where µˆi
(r) is the estimate of i-th spatial frequency in the r-th mode. Furthermore, we compare
our results to R-D Standard ESPRIT (SE), R-D Unitary ESPRIT (UE) as well as the deterministic
Crame´r-Rao bounds for circular (Det CRB) and strictly SO non-circular sources (Det NC CRB)
[RH07a]. In the simulations, we employ different array configurations consisting of isotropic sensor
elements with interelement spacing δ = λ/2 in all dimensions. The phase reference is chosen to be
at the centroid of the array. It is assumed for all algorithms that a known number of signals with
unit power and symbols S0 (cf. Equation (6.1)) drawn from a real-valued Gaussian distribution
impinge on the array. Moreover, we assume zero-mean circularly symmetric white Gaussian sensor
noise according to (6.55).
Figure 6.2 illustrates the RMSE versus the SNR, where we consider a 4×4×4 uniform cubic array
with N = 5 available observations of d = 2 sources with the spatial frequencies µ(1)1 = 0, µ(1)2 = 0.1,
µ
(2)
1 = 0, µ(2)2 = 0.1, µ(3)1 = 0, and µ(3)2 = 0.1, and a real-valued pair-wise correlation of ρ = 0.9. The
rotation phases contained in Ψ are given by ϕ1 = 0 and ϕ2 = π/2. In Figure 6.3, we depict the
RMSE versus the number of snapshots N for the non-centro-symmetric 2-D array with M = 20
given in Figure 6.4, where we also provide the subarrays in both dimensions. The SNR is fixed at
10 dB and we have d = 3 uncorrelated sources with the spatial frequencies µ(1)1 = 0.25, µ(1)2 = 0.5,
µ
(1)
3 = 0.75, µ(2)1 = 0.25, µ(2)2 = 0.5, and µ(2)3 = 0.75. The rotation phases are given by ϕ1 = 0,
ϕ2 = π/4, and ϕ3 = π/2. Note that 2-D Unitary ESPRIT cannot be applied as the array is not
centro-symmetric. It is apparent from Figure 6.2 and Figure 6.3 that in general, the NC schemes
perform better than their non-NC counterparts. Specifically, R-D NC Unitary ESPRIT provides
a lower estimation error than R-D NC Standard ESPRIT for low SNRs and a low sample size.
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Figure 6.2.: Analytical and empirical RMSEs versus SNR for a 4×4×4 cubic uniform array (R = 3),
and N = 5, d = 2 correlated sources (ρ = 0.9) at µ(1)1 = 0, µ(1)2 = 0.1, µ(2)1 = 0, µ(2)2 = 0.1, µ(3)1 = 0,
µ
(3)
2 = 0.1 with rotation phases ϕ1 = 0, ϕ2 = π/2.
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Figure 6.3.: Analytical and empirical RMSEs versus the snapshots N for the 20-element 2-D array
(R = 2) from Figure 6.4 and SNR = 10 dB, d = 3 uncorrelated sources at µ(1)1 = 0.25, µ(1)2 = 0.5,
µ
(1)
3 = 0.75, µ(2)1 = 0.25, µ(2)2 = 0.5, µ(2)3 = 0.75 with rotation phases ϕ1 = 0, ϕ2 = π/4, ϕ3 = π/2.
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Moreover, the analytical results agree well with the empirical estimation errors for high effective
SNRs, i.e., when either the SNR or the number of samples becomes large. This also validates
that the asymptotic performance of R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT is
identical as both coincide with the analytical curve. Note that the performance of the proposed
algorithms can degrade if the signals’ non-circularity is not perfectly strict.
In Figure 6.5, we show the RMSE as a function of the separation (“sep”) between d = 2 uncor-
related sources located at µ
(1)
1 = −sep/2, µ(1)2 = 0, µ(2)1 = sep/2, µ(2)2 = sep with the rotation phases
ϕ1 = 0, ϕ2 = π/2. We employ a 5 × 6 uniform rectangular array (URA), N = 5 snapshots, and the
SNR is fixed at 30 dB. Figure 6.6 demonstrates the RMSE as a function of the non-circularity phase
separation ∆ϕ = ∣ϕ2 − ϕ1∣ of the d = 2 uncorrelated sources with the spatial frequencies µ(1)1 = 1,
µ
(1)
2 = 0.8, µ(2)1 = 1, and µ(2)2 = 0.8. The remaining parameters are kept the same. Again, it can
be seen from Figure 6.5 and Figure 6.6 that the analytical results match the empirical ones. But
more importantly, the gain of the NC ESPRIT-type methods increases if the sources approach each
other. Furthermore, as a substantial feature of strictly non-circular sources, it is observed that for
two uncorrelated sources with a phase separation of ∆ϕ = π/2, the sources entirely decouple as if
each of them was present alone. In this case, the achievable gain from strictly non-circular sources
is largest, which is verified by Figure 6.6. This decoupling effect was also shown analytically for
the Det NC CRB in [RH07a] and recently for NC Standard ESPRIT in [SRH14a].
6.7.2. Performance of R-D NC Tensor-ESPRIT-type algorithms
This section provides simulation results for the proposed performance evaluation of R-D NC Stan-
dard Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT for strictly non-circular sources using
J˜
(1)
1
J˜
(1)
2
J˜
(2)
1 J˜
(2)
2
Figure 6.4.: 2-D shift invariance for the depicted non-centro-symmetric 5 × 4 sampling grid, left:
subarrays for the first (horizontal) dimension, right: subarrays for the second (vertical) dimen-
sion.
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Figure 6.5.: Analytical and empirical RMSEs versus the separation (“sep”) of d = 2 uncorrelated
sources at µ
(1)
1 = −sep/2, µ(1)2 = 0, µ(2)1 = sep/2, µ(2)2 = sep for a 5 × 6 URA (R = 2), N = 5,
SNR = 30 dB, with rotation phases ϕ1 = 0, ϕ2 = π/2 .
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Figure 6.6.: Analytical and empirical RMSEs versus the phase separation for a 5×6 URA (R = 2),
N = 5, SNR = 30 dB, d = 2 uncorrelated sources at µ(1)1 = 1, µ(1)2 = 0.8, µ(2)1 = 1, µ(2)2 = 0.8.
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LS. Specifically, we compare the results found analytically (ana) to the empirical estimation er-
rors (emp) obtained by averaging over Monte-Carlo trials. For the comparison, we consider 2-D
versions of NC Standard Tensor-ESPRIT (NC STE) and NC Unitary Tensor-ESPRIT (NC UTE),
their counterparts Standard Tensor-ESPRIT (STE) and Unitary Tensor-ESPRIT (UTE) [HRD08]
from Chapter 4, and the corresponding deterministic Crame´r-Rao bounds (Det CRB) [SN89] and
its NC version (Det NC CRB) [SRHD16] presented in Chapter 9. We assume that the sources have
unit power and that the transmit symbols are drawn from a real-valued Gaussian distribution. The
noise is white Gaussian circularly symmetric. We have used 5000 Monte-Carlo trials to simulate
the curves.
Figure 6.7 shows the total root mean square error (RMSE) versus the SNR for a 5 × 7 uniform
rectangular array (URA) with N = 10 and d = 3 sources at µ(1)1 = µ(2)1 = 1, µ(1)2 = µ(2)2 = 0.85, µ(1)3 =
µ
(2)
3 = 1.15. The sources have the pair-wise correlation ρ = 0.99 and the rotation phases ϕ1 = 0, ϕ2 =
π/2, ϕ3 = π/4. It is apparent from Figure 6.7 that the analytical curves match the empirical curves
at high SNRs. Moreover, NC STE and NC UTE both outperform the non-NC algorithms and
perform asymptotically identical.
In Figure 6.8, we illustrate the RMSE versus the number of snapshots N for a 6 × 6 URA with
d = 3 correlated sources (ρ = 0.9) positioned at µ(1)1 = µ(2)1 = 1, µ(1)2 = µ(2)2 = 0.9, µ(1)3 = µ(2)3 = 0.7
and with the rotation phases ϕ1 = 0, ϕ2 = π/6, ϕ3 = π/3. We set SNR = 40 dB. From Figure 6.8, we
observe that the analytical results agree well with empirical results for a large sample size. Again,
NC STE and NC UTE perform identically in this case.
In summary, the numerical results verify that the presented analytical performance evaluation is
indeed asymptotic in the high effective SNR, i.e., the expressions become exact for either high SNRs
or a large sample size. Moreover, as reasoned before, NC STE and NC UTE perform identically
in the high effective SNR.
6.7.3. Analysis of special NC source cases
In the final set of simulations, we consider verify and study the analytical results for a single NC
source and two NC sources.
Single NC source
In this simulation, we consider the single source case, which was used in Section 6.6.1 to express
the analytical MSE equations of R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT only
in terms of the physical parameters, i.e., the array size M and the effective SNR. Figure 6.9 shows
the asymptotic efficiency for the case R = 1 versus the number of sensorsM of a ULA. The effective
SNR is set to 46 dB, where Ps = 0 dB, N = 4, and σ2n = 10−4. This plot validates the fact that 1-D
NC Standard ESPRIT and 1-D NC Unitary ESPRIT using LS become increasingly inefficient for
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Figure 6.7.: RMSE versus SNR for a 5× 7 URA with N = 10, d = 3 correlated (ρ = 0.99) sources at
µ
(1)
1 = µ(2)1 = 1, µ(1)2 = µ(2)2 = 0.85, µ(1)3 = µ(2)3 = 1.15 and rotation phases ϕ1 = 0, ϕ2 = π/2, ϕ3 =
π/4.
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Figure 6.8.: RMSE versus N for a 6×6 URA with SNR = 40 dB, d = 3 correlated (ρ = 0.9) sources at
µ
(1)
1 = µ(2)1 = 1, µ(1)2 = µ(2)2 = 0.9, µ(1)3 = µ(2)3 = 0.7 with rotation phases ϕ1 = 0, ϕ2 = π/6, ϕ3 = π/3.
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Figure 6.9.: Asymptotic efficiency versus M of a ULA (R = 1) for a single strictly non-circular
source with an effective SNR of 46 dB (Ps = 0 dB, N = 4, σ2n = 10−4).
M > 3. It should be stressed that the same curves are obtained for 1-D Standard ESPRIT and
1-D Unitary ESPRIT from (4.45). Hence, no gain is achieved from a single strictly non-circular
source.
Two NC sources
In this set of simulation results, we verify the analytical results for two NC sources derived in
Section 6.6.2 and investigate the effect of the rotation phase separation and the temporal correlation
of the two sources on the NC gain To this end, we compare the empirical estimation error (emp)
to the analytical MSEs (ana exact) of R-D NC Standard ESPRIT (NC SE) in (6.84) and R-D
NC Tensor-ESPRIT (NC STE) in (6.87). Moreover, we also consider the corresponding Taylor
approximations (ana app). For comparison, we include the empirical and analytical MSEs of
R-D Standard ESPRIT (SE) and R-D Standard Tensor-ESPRIT (STE) in (4.53) and (4.60),
respectively. A benchmark for the algorithms is provided by the curves for the deterministic
CRB (Det CRB) for arbitrary signals and the deterministic NC CRB (Det NC CRB) for strictly
non-circular sources, which is derived in Chapter 9.
For the simulations, we consider a URA (R = 2) with isotropic elements and the positions of
the d = 2 sources are fixed at µ(1)1 = 1, µ(2)1 = 1, µ(1)2 = 1.1, µ(2)2 = 1.1. The effective SNR is set
to ̺ = NP1
σ2n
= 100 dB with (P1 = 40dBm, P2 = 33.01dBm, N = 100, σ2n = 10−9). Moreover, we
assume that the array phase reference is located at the array centroid by choosing δ(r) = 0, r = 1,2.
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Figure 6.10.: RMSE versus the number of sensors Mr for d = 2 sources with ∣ρˆ∣ = 0, ϕrot = 0.
Hence, the term cos (∆ϕ) that determines the NC gain as seen from (6.84) and (6.87) is entirely
determined by the non-circularity phase ∆ϕrot, i.e., ∆ϕ =∆ϕrot.
Figure 6.10 to Figure 6.13 illustrate the MSE of the R-D NC ESPRIT-type algorithms as a
function of Mr, r = 1,2 in the r-th mode. We start our analysis by first considering uncorrelated
sources, i.e., ∣ρˆ∣ = 0. In Figure 6.10, we additionally set ∆ϕrot = 0 and it is apparent that no NC
gain can be achieved in this case. In Figure 6.11, we use ∆ϕrot = π/2, where we observe that the NC
gain is most pronounced for small Mr and decreases with increasing Mr. Then, we consider highly
correlated sources with ∣ρˆ∣ = 0.99. Again, we choose ∆ϕrot = 0 and ∆ϕrot = π/2 in Figure 6.12 and
in Figure 6.13, respectively. From Figure 6.12, we only observe the tensor gain but no NC gain
can be obtained due to ∆ϕrot = 0. However, as expected in Figure 6.12, we obtain the combination
of the tensor gain and the NC gain as ∆ϕrot = π/2. Moreover, the analytical agree well with the
empirical ones and the approximated MSEs are only valid for a small source separation.
6.8. Summary
In this chapter, we have presented the R-D NC ESPRIT-type algorithms and the R-D NC Tensor-
ESPRIT-type algorithms that exploit the signal structure of strictly SO non-circular sources. We
have shown that applying the NC preprocessing step always results in a centro-symmetric virtual
array. Therefore, R-D NC Unitary ESPRIT and R-D NC Unitary Tensor-ESPRIT can even be
applied if the original array is not centro-symmetric.
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Figure 6.11.: RMSE versus the number of sensors Mr for d = 2 sources with ∣ρˆ∣ = 0, ϕrot = π/2.
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Figure 6.12.: RMSE versus the number of sensors Mr for d = 2 sources with ∣ρˆ∣ = 0.99, ϕrot = 0.
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Figure 6.13.: RMSE versus the number of sensors Mr for d = 2 sources with ∣ρˆ∣ = 0.99, ϕrot = π/2.
Moreover, we have derived a first-order analytical performance assessment for the matrix-based
and the tensor-based R-D NC ESPRIT-type algorithms. The analytical MSE expressions only
assumes the noise to be zero-mean with finite second-order moments such that no statistics of the
noise are required. Moreover, all the results are asymptotic in the effective SNR, i.e., they become
accurate for either high SNRs or a large sample size. Furthermore, we have analytically proven
that the respective matrix-based R-D ESPRIT-type algorithms and the respective tensor-based
R-D ESPRIT-type algorithms perform identical in the high effective SNR regime. However, R-
D NC Unitary ESPRIT and R-D NC Unitary Tensor-ESPRIT should be preferred due to their
real-valued operations and the better performance at low effective SNRs.
Finally, we have simplified the analytical MSE expressions for both matrix-based and tensor-
based NC ESPRIT-type algorithms for the special case of a single NC source and two NC sources,
assuming a uniform sampling grid and circularly symmetric white noise. The resulting expressions
only depend on the physical parameters, e.g., the source correlation and the rotation phase of the
signals. Based on these expressions, we have derived analytical expressions for the NC gain of the
matrix-based and tensor-based NC ESPRIT-type algorithms for two sources. We have seen that
the NC gain is largest for closely-spaced sources and a rotation phase separation of π/2.
159
7. NC ESPRIT-type parameter estimation algorithms with spatial smoothing
7. NC ESPRIT-type parameter estimation algorithms with
spatial smoothing
In Chapter 3 and in Chapter 6, we have presented matrix-based and tensor-based R-D ESPRIT-
type algorithms as well as matrix-based and tensor-based R-D NC ESPRIT-type algorithms for
strictly non-circular (NC) sources. However, these algorithms fail when more than two sources are
coherent or only a single snapshot for more than two sources is present. In these cases, spatial
smoothing can be applied as a preprocessing step to the aforementioned R-D ESPRIT-type and R-
D NC ESPRIT-type algorithms to estimate the parameters of coherent signals. In this chapter, we
present a first-order performance analysis for the spatially smoothed versions of the matrix-based
R-D ESPRIT-type algorithms and R-D NC ESPRIT-type algorithms. In Section 7.1, we provide
a literature overview and summarize the contributions. The R-D spatial smoothing preprocessing
step is introduced in Section 7.2. In Section 7.3 and Section 7.4, we present the performance
analysis results for the R-D ESPRIT-type algorithms and the R-D NC ESPRIT-type algorithms
both with spatial smoothing, while the special case of a single source to compute the optimum
number of subarrays for spatial smoothing is considered in Section 7.5. Finally, simulation results
are provided in Section 7.6, and Section 7.7 summarizes the results.
7.1. Overview
In this section, we review the state of the art of the existing performance analysis expressions
of parameter estimation algorithms in combination with spatial smoothing in Section 7.1.1 and
summarize the contributions in Section 7.1.2.
7.1.1. State of the art
The problem of high-resolution parameter estimation from R-D signals with R ≥ 1 has long been
a fundamental research area in the field of array signal processing. As motivated in Chapter 3,
R-D ESPRIT-type parameter estimation algorithms [HN98] are particularly appealing due to their
fully algebraic estimates and their low complexity. As a result of their growing popularity, their
analytical performance assessment has also been of great research interest. In Chapter 4, we have
reviewed the R-D performance analysis framework in [RHD14], which is based on the concept
in [LLV93]. The two fundamental performance analysis concepts for 1-D parameter estimation
are derived in [Bri75, RH89a] and [LLV93]. While [RH89a] relies on the eigenvector distribution
of the sample covariance matrix and is only asymptotic in the sample size N , the framework in
[LLV93] provides an explicit first-order approximation of the parameter estimation error based on
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the superposition of the signal component by a small noise perturbation. The latter is asymptotic
in the effective signal-to-noise ratio (SNR), i.e., the results become accurate for either high SNRs
or a large sample size. Therefore, [LLV93] is more general than [RH89a] as it is even valid for
N = 1 if the SNR is sufficiently high. In [RHD14], this performance analysis framework has been
extended to R-D parameter estimation, where no assumptions on the noise statistics apart from a
zero mean and finite second-order (SO) moments are required for the analytical mean square error
(MSE) expressions. A more detailed literature review on performance analysis concepts is given
in Section 4.1.
In Chapter 6, we have shown how exploiting the signal structure of strictly non-circular (NC)
signals can improve the performance of the conventional R-D ESPRIT-type parameter estimation
algorithms as an example for subspace-based algorithms. A detailed introduction into the statistical
properties of strictly non-circular signals is provided in Section 2.2. NC signals appear at the
receiver when transmit signals using real-valued modulation schemes including BPSK, PAM, ASK,
and Offset-QPSK and MSK after a de-rotation, undergo a phase shift due to the complex nature of
the channel. Recently, a number of improved subspace-based parameter estimation schemes, e.g.,
NC MUSIC [AD06, FC10, FC14], NC Root-MUSIC [CWS01], NC Standard ESPRIT [ZCW03], NC
Unitary ESPRIT [HR04] and the matrix-based and tensor-based R-D NC ESPRIT-type algorithms
[SRHD14, RH09] presented in Chapter 6 have been developed. We have seen in Chapter 6 that
exploiting the prior knowledge on the signals’ strict non-circularity via the matrix-based and tensor-
based R-D NC ESPRIT-type algorithms significantly improves the estimation accuracy and doubles
the number of identifiable sources [SRHD14, RH09]. In Chapter 6, we have also extended the R-D
performance analysis framework in [RHD14] to the NC case to obtain analytical MSE expressions
for the presented matrix-based and tensor-based R-D NC ESPRIT-type algorithms for NC signals.
For the special case of a single source, it is shown that neither forward-backward averaging (FBA)
nor NC preprocessing in combination with ESPRIT-type algorithms improve the asymptotic MSE.
The aforementioned R-D ESPRIT-type algorithms and R-D NC ESPRIT-type algorithms are
known to yield a high resolution even in the case of correlated sources. However, they fail when
more than two signals1 are coherent (fully correlated) or if N = 1 for more than two sources, as
both render the signal covariance matrix rank-deficient. In practice, coherent signals often occur
in a multipath environment [TV05] and the single snapshot case is often encountered in, e.g.,
MIMO channel sounding [LSJ05], co-array processing for nested and co-prime arrays [PV10, VP11,
SRH17b], and tracking applications [CG90]. Assuming a uniform array geometry, preprocessing via
spatial smoothing [EJS82, SWK85, PK89a] can be applied to estimate the parameters of multiple
coherent signals. Spatial smoothing decorrelates multiple coherent signals by dividing the array
into L identical displaced subarrays with Msub = M − L + 1 sensor elements each and stacking
1Two coherent signals can be separated by FBA if the array phase reference is not located at the array centroid
[Haa97b].
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the corresponding measurement data into a column-wise augmented measurement matrix with an
extended number of snapshots from N to NL but a reduced effective aperture from M to Msub.
As a result, L coherent signals are decorrelated. Alternatively, in terms of the spatial covariance
matrix of the augmented measurement matrix, spatial smoothing can be understood as averaging
the spatial covariance matrices corresponding to the L subarrays. If spatial smoothing is combined
with forward-backward averaging (FBA) [PK89b] discussed in Section 3.2.3, the number of effective
snapshots is extended to 2NL, in which case 2L coherent signals are decorrelated with L subarrays.
As the resulting parameter estimation error after applying spatial smoothing depends on the
number of subarrays L, it is a design parameter that can be optimized to achieve the best estimation
accuracy. Several performance analyses of parameter estimation schemes using spatial smoothing
based on the framework in [Bri75, RH89a], which is, however, only asymptotic in N , have been
presented in [PK89a, RH90, RH93, HS90, HR99, LvdVD03, WF93]. While the authors of [PK89a,
RH90, RH93] consider spatially smoothed MUSIC-type algorithms, the references [HS90, HR99,
LvdVD03] study ESPRIT-type algorithms. In [WF93], a performance analysis for an interpolated
spatial smoothing algorithm for non-uniform linear arrays was proposed. The special case of spatial
smoothing for a single source was considered in [RH90, RH93], and in [HS90] for harmonic retrieval
in time series analysis. It was observed that in this case a gain from spatial smoothing can be
achieved. However, these existing performance analysis results only concern the 1-D parameter
estimation. Analytical expressions for R-D parameter estimation algorithms such as R-D Standard
ESPRIT and R-D Unitary ESPRIT with spatial smoothing as well as their recently proposed NC-
versions R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT with spatial smoothing have
first been reported by us in [SRHD17].
7.1.2. Contributions
In this chapter, we present a first-order performance analysis for the spatially smoothed versions
of the matrix-based R-D ESPRIT-type algorithms, i.e., R-D Standard ESPRIT and R-D Unitary
ESPRIT, as well as the matrix-based R-D NC ESPRIT-type algorithms, i.e., R-D NC Standard
ESPRIT and R-D NC Unitary ESPRIT, based on the R-D performance analysis framework in
[RHD14], which is asymptotic in the high effective SNR. The results have been published in
[SRH14b, SRHD17]. We assume a uniform R-D array geometry and use least squares (LS) to solve
the shift invariance equation. However, as LS and total least squares (TLS) have been shown to
perform asymptotically identical [RH89a], the results obtained for LS are also valid for TLS. The
derived closed-form MSE expressions are explicit in the noise realizations such that apart from
a zero mean and finite SO moments, no further assumptions on the noise statistics are required.
We show that due to the NC preprocessing both R-D NC ESPRIT-type algorithms with spatial
smoothing perform identical in the high effective SNR.
Further insights into the dependence of the MSE expressions on the physical parameters are
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provided by the case study of a single source (d = 1). In particular, we first show that R-D
spatial smoothing improves the estimation accuracy and that all the considered spatial smoothing
based R-D ESPRIT-type algorithms and R-D NC ESPRIT-type algorithms provide the same
MSE result for a single source, i.e., asymptotically, no additional gain is obtained from FBA
and NC preprocessing. Based on these results, we analytically compute the optimal number
of subarrays L that minimizes the MSE in each of the R dimensions, which extends the 1-D
results in [PK89a, RH90, RH93, HS90, HR99, LvdVD03, WF93]. This enables us to compute the
maximum asymptotic R-D spatial smoothing gain for a single source in closed-form. Additionally,
we analytically compute the asymptotic efficiency, i.e., the ratio of the MSE and the corresponding
Crame´r-Rao bound expression, of the spatial smoothing based algorithms for R = 1.
7.2. R-D spatial smoothing preprocessing
In Section 7.2.1, we first restate the multi-dimensional matrix-based data model for arbitrary
signals from (2.3) before reviewing the preprocessing step for the strictly non-circular data model
from Section 6.2.1 in Section 7.2.2. Then, we apply R-D spatial smoothing to the data model
for arbitrary signals in Section 7.2.3 and introduce R-D spatial smoothing for strictly non-circular
signals in Section 7.2.4.
7.2.1. Matrix-based data model
Consider the R-D matrix-based data model in (2.3), where the measurement matrix X can be
modeled as
X =A ⋅S +N ∈ CM×N , (7.1)
where S ∈ Cd×N represents the source symbol matrix, N ∈ CM×N contains the noise samples,
and A = [a(µ1), . . . ,a(µd)] ∈ CM×d is the array steering matrix. The latter consists of the array
steering vectors a(µi) corresponding to the i-th spatial frequency, which are given by
a(µi) = a(1) (µ(1)i )⊗⋯⊗ a(R) (µ(R)i ) ∈ CM×1, (7.2)
where a(r)(µ(r)i ) ∈ CMr×1 is the array steering vector in the r-th mode. Alternatively, A can be
expressed as
A =A(1) ◇A(2) ◇⋯ ◇A(R), (7.3)
where A(r) = [a(r)(µ(r)1 ), . . . ,a(r)(µ(r)d )] ∈ CMr×d represents the array steering matrix in the r-th
mode. For an arbitrary phase reference along the r-th mode, A(r) can be decomposed according
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to (2.24) as A(r) = A(r)c ⋅∆(r), where A(r)c = [a(r)c (µ(r)1 ),⋯,a(r)c (µ(r)d )] ∈ CMr×d satisfies A(r)c =
ΠMr ⋅ A(r)∗c and contains the steering vectors a(r)c (µ(r)i ), i = 1, . . . , d, whose phase reference is
located at the centroid of the r-th mode, i.e.,
a(r)c (µ(r)i ) = [e−j (Mr−1)2 µ(r)i ⋯ ej (Mr−1)2 µ(r)i ]T ∈ CMr×1. (7.4)
If the phase reference of A(r) is not at the centroid of the r-th mode, the diagonal matrix ∆(r) =
diag{ejδ(r)µ(r)i }d
i=1
defines the shifts of the phase reference δ(r) ∈ [−(Mr−1)
2
,
(Mr−1)
2
] for each µ(r)i .
An example for this case is shown in (2.26). If the phase reference is at the array centroid of
the r-th mode, we have δ(r) = 0, ∆(r) = Id, and consequently A(r) = A(r)c . Thus, we can rewrite
A in (7.3) according to (2.25) as A = Ac ⋅∆, where Ac = A(1)c ◇A(2)c ◇ ⋯ ◇A(R)c ∈ CM×d and
∆ =∆(1) ⋅∆(2) ⋅ . . . ⋅∆(R) = diag {ejδi}d
i=1 ∈ Cd×d with δi = ∑Rr=1 δ(r)µ(r)i . Again, if δ(r) = 0 ∀ r, we
have A =Ac. Using these relations, we obtain the model
X =Ac ⋅∆ ⋅S +N =Ac ⋅ S¯ +N ∈ CM×N , (7.5)
where we have defined2 S¯ =∆ ⋅S.
Due to the assumption that the R-D sampling grid is uniform, the array steering matrix A
satisfies the shift invariance equations given by
J˜
(r)
1 ⋅Ac ⋅Φ(r) = J˜(r)2 ⋅Ac, r = 1, . . . ,R, (7.6)
where J˜
(r)
1 and J˜
(r)
2 ∈ R MMr (Mr−1)×M are the effective R-D selection matrices, which select Mr − 1
elements (maximum overlap) for the first and the second subarray in the r-th mode, respectively.
They are compactly defined as J˜
(r)
k
= I∏r−1l=1 Ml⊗J(r)k ⊗I∏Rl=r+1Ml for k = 1,2, where J(r)k ∈ R(Mr−1)×Mr
are the r-mode selection matrices for the first and second subarray [HN98]. The diagonal matrix
Φ(r) = diag{ejµ(r)i }d
i=1
∈ Cd×d contains the spatial frequencies in the r-th mode to be estimated.
From (7.6), it is evident that up to
d ≤min{min
r
((Mr − 1)M/Mr) ,N} (7.7)
incoherent sources can be resolved.
7.2.2. R-D Preprocessing for strictly non-circular signals
The signal model of strictly second-order non-circular signals is described in Section 2.2. In a
communication system, the case of strictly non-circular signals presumes that the sources transmit
2The definition of S¯ facilitates the simplification of the analytical MSE expression for a single source in Section 7.5.
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signals with real-valued modulation schemes including BPSK, ASK, and Offset-QPSK (after a
derotation). Due to the distinct transmission delays of the signals received from different sources,
the symbol amplitudes at the receiver lie on lines with different phase rotations in the complex
plane. Therefore, the symbol matrix S in (7.1) can be decomposed as shown in (2.36) as
S =Ψ ⋅S0, (7.8)
where S0 ∈ Rd×N is a real-valued symbol matrix and Ψ = diag {ejϕi}di=1 contains the stationary
complex phase shifts on its diagonal that are usually different for each source. Then, S¯ in (7.5) is
given by
S¯ =∆ ⋅Ψ ⋅S0 = Ξ ⋅S0, (7.9)
where we have defined Ξ =∆ ⋅Ψ = diag {ej(ϕi+δi)}d
i=1.
In order to take advantage of the strict non-circularity of the signals, we apply the preprocessing
scheme from (6.4) to the data model in (7.1) and define the augmented measurement matrix
X(nc) ∈ C2M×N as
X(nc) = ⎡⎢⎢⎢⎢⎣
X
ΠM ⋅X∗
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
Ac
Ac ⋅Ξ∗ ⋅Ξ∗
⎤⎥⎥⎥⎥⎦ ⋅ S¯ +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦=A(nc)c ⋅ S¯ +N (nc), (7.10)
where we have used the property ΠM ⋅A∗c =Ac. Moreover, A(nc)c ∈ C2M×d and N (nc) ∈ C2M×N are
the augmented array steering matrix and the augmented noise matrix, respectively.
It was shown in Theorem 6.2.1 that if the array steering matrix Ac is shift-invariant (7.6), then
A
(nc)
c is also shift-invariant and satisfies
J˜
(nc)(r)
1 ⋅A(nc)c ⋅Φ(r) = J˜(nc)(r)2 ⋅A(nc)c , r = 1, . . . ,R, (7.11)
where J˜
(nc)(r)
k
= I∏r−1l=1 Ml ⊗ J(nc)(r)k ⊗ I∏Rl=r+1Ml and J(nc)(r)k = I2 ⊗ J(r)k , k = 1,2. Note that the
extended dimensions of A
(nc)
c can be interpreted as a virtual doubling of the number of sensors,
which leads to a lower estimation error and doubles the number of resolvable sources as shown in
Chapter 6.
Thus, after applying the NC preprocessing in (7.10), we can estimate up to
d ≤min{min
r
(2 ⋅ (Mr − 1)M/Mr) ,N} (7.12)
incoherent sources as compared to (7.7).
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7.2.3. R-D Spatial smoothing for arbitrary signals
In the case of coherent signals (fully correlated), or for a single snapshot N = 1, the symbol matrix
S¯ becomes row rank deficient, i.e., rank{S¯} < d. If only two signals are coherent, forward-backward
averaging (FBA) [PK89a] can separate these signals if the corresponding diagonal elements of ∆
are distinct [Haa97a], i.e., the phase reference is not at the array centroid. For more than two
coherent signals, however, the conventional subspace-based parameter estimators fail to estimate
the directions of the coherent signals. In case of a uniform array geometry, spatial smoothing
preprocessing can be applied to restore the full row rank d of S¯ albeit reducing the effective array
aperture.
In order to perform R-D spatial smoothing, we apply 1-D spatial smoothing to each of the R
dimensions independently [HN98]. To this end, the Mr uniform sampling grid points in the r-th
dimension are divided into Lr maximally overlapping subarrays, each containingMsubr =Mr−Lr+1
elements. The corresponding Msubr ×Mr selection matrix for the ℓr-th subarray, 1 ≤ ℓr ≤ Lr for
1 ≤ r ≤ R, is defined as
J
(Mr)
ℓr
= [0Msubr×(ℓr−1) IMsubr 0Msubr×(Lr−ℓr)] . (7.13)
Next, we define the L =∏Rr=1Lr multi-dimensional selection matrices
Jℓ = Jℓ1,...,ℓR−1,ℓR = J(M1)ℓ1 ⊗⋯⊗ J(MR−1)ℓR−1 ⊗ J(MR)ℓR ∈ RMsub×M (7.14)
for 1 ≤ ℓr ≤ Lr withMsub =∏Rr=1Msubr . Then, the spatially smoothed data matrixXSS ∈ CMsub×NL,
which is subsequently processed instead of X, is given by
XSS = [J1,⋯,1,1 ⋅X J1,⋯,1,2 ⋅X ⋯ J1,⋯,1,LR ⋅X
J1,⋯,2,1 ⋅X J1,⋯,2,2 ⋅X ⋯ JL1,⋯,LR−1,LR ⋅X]
= [J1,⋯,1,1 ⋅Ac ⋅ S¯ J1,⋯,1,2 ⋅Ac ⋅ S¯ ⋯ J1,⋯,1,LR ⋅Ac ⋅ S¯
J1,⋯,2,1 ⋅Ac ⋅ S¯ J1,⋯,2,2 ⋅Ac ⋅ S¯ ⋯ JL1,⋯,LR−1,LR ⋅Ac ⋅ S¯]
+ [J1,⋯,1,1 ⋅N J1,⋯,1,2 ⋅N ⋯ J1,⋯,1,LR ⋅N
J1,⋯,2,1 ⋅N J1,⋯,2,2 ⋅N ⋯ JL1,⋯,LR−1,LR ⋅N] . (7.15)
Note that by using (7.3) and (7.14), the array steering matrix of the ℓ-th subarray in all R modes
can be expressed as
Jℓ1,...,ℓR−1,ℓR ⋅Ac = (J(M1)ℓ1 ⋅A(1)c ) ◇⋯ ◇ (J(MR)ℓR ⋅A(R)c )= (A(1)c1 ⋅ (Φ(1))ℓ1−1) ◇⋯ ◇ (A(R)c1 ⋅ (Φ(R))ℓR−1)
166
7.2. R-D spatial smoothing preprocessing
=ASSc ⋅Φℓ1,...,ℓR−1,ℓR , (7.16)
where we have defined
A(r)c1 = J(Mr)1r ⋅A(r)c ∈ CMsubr×d,
ASSc =A(1)c1 ◇⋯ ◇A(R)c1 = J1,⋯,1,1 ⋅Ac ∈ CMsub×d, (7.17)
and
Φℓ1,...,ℓR−1,ℓR =Φℓ1−1 ⋅ . . . ⋅ΦℓR−1−1 ⋅ΦℓR−1
Consequently, we can rewrite (7.15) by applying (7.16) as
XSS =ASSc ⋅Φ ⋅ (IL ⊗ S¯) +NSS =XSS0 +NSS, (7.18)
where Φ = [Φ1,...,1,1,⋯,Φ1,...,1,LR ,Φ1,...,2,1,⋯, ΦL1,...,LR−1,LR] ∈ Cd×Ld, XSS0 ∈ CMsub×NL is the
noise-free spatially smoothed data matrix, and NSS ∈ CMsub×NL is the spatially smoothed noise.
Thus, spatial smoothing preprocessing reduces the array aperture to Msub sensors and increases
the number of snapshots by the factor L to NL.
It is apparent that ASSc still satisfies the shift-invariance equation and we can write
J˜
(r)
SS1
⋅ASSc ⋅Φ(r) = J˜(r)SS2 ⋅ASSc , r = 1, . . . ,R, (7.19)
where J˜
(r)
SS1
and J˜
(r)
SS2
∈ R MsubMsubr (Msubr−1)×Msub are the R-D selection matrices that select Msubr − 1
elements for the first and the second subarray in the r-th mode, respectively. They are compactly
defined as J˜
(r)
SSk
= I∏r−1l=1 Msubl ⊗J(r)SSk ⊗I∏Rl=r+1Msubl for k = 1,2, where J(r)SSk ∈ R(Msubr−1)×Msubr are the
r-mode selection matrices for the first and second subarray.
We can conclude that up to
d ≤min{min
r
((Msubr − 1)Msub/Msubr) ,NL} (7.20)
sources can be resolved after applying R-D spatial smoothing.
As (7.19) holds, the R⋅d spatial frequencies can be estimated by applying the R-D ESPRIT-
type algorithms presented in Section 3.4 to XSS. In R-D Standard ESPRIT, the signal subspace
UˆSSs ∈ CMsub×d is estimated by computing the d dominant left singular vectors of XSS. As ASSc
and UˆSSs span approximately the same column space, a non-singular matrix T ∈ Cd×d can be
found such that ASSc ≈ UˆSSs ⋅ T . Using this relation, the overdetermined set of R shift invariance
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equations (7.19) can be expressed in terms of the estimated signal subspace, yielding
J˜
(r)
SS1
⋅ UˆSSs ⋅Ψ(r) ≈ J˜(r)SS2 ⋅ UˆSSs , r = 1, . . . ,R (7.21)
with Ψ(r) ≈ T ⋅Φ(r) ⋅ T −1. The R unknown matrices Ψ(r) ∈ Cd×d can be estimated, e.g., via least
squares (LS), i.e.,
Ψˆ
(r)
LS
= (J˜(r)
SS1
⋅ UˆSSs)+ ⋅ J˜(r)SS2 ⋅ UˆSSs ∈ Cd×d. (7.22)
Finally, after solving (7.22) for Ψˆ(r) in each mode independently, the correctly paired spatial
frequency estimates are given by µˆ
(r)
i = arg {λˆ(r)i } , i = 1, . . . , d. The eigenvalues λˆ(r)i of Ψˆ(r)LS
are obtained by performing a joint eigendecomposition across all R dimensions [FG06] or via the
simultaneous Schur decomposition [HN98].
Alternatively, the R-D Unitary ESPRIT algorithm [HN98] from Section 3.4.2 can be applied
to XSS to estimate the R⋅d parameters, which is preferable due to its better performance at low
SNRs and its real-valued implementation.
7.2.4. R-D spatial smoothing for strictly non-circular sources
If only NC sources are present, a modified spatial smoothing concept can be applied to the NC
model in (7.10), where we select 2Msub out of 2M virtual sensors. Thus, the L selection matrices
in (7.14) are extended to
J
(nc)
ℓ1,...,ℓR−1,ℓR
= I2 ⊗ Jℓ1,...,ℓR−1,ℓR ∈ R2Msub×2M . (7.23)
The resulting spatially smoothed data matrix X
(nc)
SS
of size 2Msub ×NL is then given by
X
(nc)
SS
= [J(nc)1,⋯,1,1 ⋅X(nc) J(nc)1,⋯,1,2 ⋅X(nc) ⋯ J(nc)1,⋯,1,Lr ⋅X(nc)
J
(nc)
1,⋯,2,1 ⋅X(nc) J(nc)1,⋯,2,2 ⋅X(nc) ⋯ J(nc)L1,⋯,LR−1,LR ⋅X(nc)] . (7.24)
Following the lines of the previous subsection, we can compactly express (7.24) as
X
(nc)
SS
=A(nc)
SSc
⋅Φ ⋅ (IL ⊗ S¯) +N (nc)SS=X(nc)
SS0
+N (nc)
SS
∈ C2Msub×NL, (7.25)
where
A
(nc)
SSc
= J(nc)1,⋯,1,1 ⋅A(nc)c ∈ C2Msub×d (7.26)
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and X
(nc)
SS0
is the unperturbed spatially smoothed NC data matrix. Note that spatial smoothing
cannot be applied before X(nc) is formed (7.10) as this would destroy the NC structure of the
source signals.
As in the previous cases, A
(nc)
SSc
is shift-invariant and satisfies
J˜
(nc)(r)
SS1
⋅A(nc)
SSc
⋅Φ(r) = J˜(nc)(r)
SS2
⋅A(nc)
SSc
, r = 1, . . . ,R, (7.27)
where J˜
(nc)(r)
SSk
∈ R2 MsubMsubr M(sel)subr×2Msub , k = 1,2 are the corresponding selection matrices that select
2M
(sel)
subr
elements for the first and the second subarray in the r-th mode. They are defined as
J˜
(nc)(r)
SSk
= I∏r−1l=1 Ml⊗J(nc)(r)SSk ⊗I∏Rl=r+1Ml , where J(nc)(r)SSk = I2⊗J(r)SSk ∈ R2M(sel)subr×2Msubr are the r-mode
selection matrices for the first and second subarray.
Thus, after applying spatial smoothing to the NC model in (7.10), we can estimate up to
d ≤min{min
r
(2 ⋅ (Msubr − 1)Msub/Msubr) ,NL} (7.28)
incoherent sources, i.e., twice as many sources as compared to (7.20).
In order to estimate the R⋅d parameters, the R-D NC ESPRIT-type algorithms, i.e., R-D NC
Standard ESPRIT and R-D NC Unitary ESPRIT, from Section 6.2 can be applied.
7.3. Performance of R-D ESPRIT-type algorithms with spatial
smoothing
In this section, we present first-order performance analysis expressions of R-D Standard ESPRIT
and R-D Unitary ESPRIT both with spatial smoothing. The derived expressions rely on the data
model (7.18) in Section 7.2.3.
7.3.1. Performance of R-D Standard ESPRIT with spatial smoothing
For the perturbation analysis of the estimation error, we adopt the R-D performance analysis
framework in [RHD14], which is described in Chapter 4 and based on [LLV93]. The authors of
[LLV93] assume a small additive noise perturbation and derive an explicit first-order error expan-
sion of the subspace estimation error in terms of the noiseN , which is followed by a corresponding
expression for the parameter estimation error ∆µi. As a follow-up, analytical expressions for
the MSE that only require a zero mean and finite SO moments of the noise have been derived in
[RHD14]. From (7.18), it is clear that these assumptions are not violated by spatial smoothing such
that the R-D performance analysis framework in [RHD14] is still applicable for the performance
analysis of the spatially smoothed R-D ESPRIT-type algorithms.
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To derive the signal subspace estimation error for (7.18), we express the SVD of the noise-free
spatially smoothed observations XSS0 as
XSS0 = [USSs USSn] ⋅
⎡⎢⎢⎢⎢⎣
ΣSSs 0
0 0
⎤⎥⎥⎥⎥⎦ ⋅ [VSSs VSSn]
H
, (7.29)
where USSs ∈ CMsub×d, USSn ∈ CMsub×(NL−d), and VSSs ∈ CNL×d span the signal subspace, the noise
subspace, and the row space, respectively, and ΣSSs ∈ Rd×d contains the non-zero singular values
on its diagonal. Writing the perturbed signal subspace estimate UˆSSs computed from the SVD
of XSS as UˆSSs = USSs +∆USSs , where ∆USSs denotes the signal subspace error, the first-order
approximation using is given according to (4.4) by
∆USSs ≈ USSn ⋅UHSSn ⋅NSS ⋅VSSs ⋅Σ−1SSs . (7.30)
For the estimation error ∆µ
(r)
i of the i-th spatial frequency in the r-th mode obtained by the LS
solution, we have
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(r)SS1 ⋅USSs)+ ⋅ [J˜(r)SS2/λ(r)i − J˜(r)SS1] ⋅∆USSs ⋅ qi} , (7.31)
where λ
(r)
i = ejµ(r)i is the i-th eigenvalue of Ψ(r), qi represents the i-th eigenvector of Ψ(r) and
the i-th column vector of the eigenvector matrix Q, and pTi is the i-th row vector of P = Q−1.
Hence, the eigendecomposition of Ψ(r) is given by Ψ(r) = Q ⋅Λ(r) ⋅Q−1, where Λ(r) contains the
eigenvalues λ
(r)
i on its diagonal.
Finally, to compute the first-order MSE expression for R-D Standard ESPRIT with spatial
smoothing, we extend the results in [RHD14] reviewed in Chapter 4. The MSE for the i-th spatial
frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(r)HSSi ⋅RTSS ⋅ z(r)SSi −Re{z(r)TSSi ⋅CTSS ⋅ z(r)SSi}) , (7.32)
where z
(r)
SSi
=WTSS ⋅ r(r)SSi ∈ CMsubNL×1 with
r
(r)
SSi
= qi ⊗ ([(J˜(r)SS1 ⋅USSs)+ ⋅ (J˜(r)SS2/λ(r)i − J˜(r)SS1)]T ⋅ pi) ∈ CMsubd×1 (7.33)
WSS = (Σ−1SSs ⋅V TSSs)⊗ (USSn ⋅UHSSn) ∈ CMsubd×MsubNL. (7.34)
In order to compute (7.32), we require the covariance matrix RSS = E{nSS ⋅nHSS} ∈ CMsubNL×MsubNL
and the pseudo-covariance matrix CSS = E{nSS ⋅nTSS} ∈ CMsubNL×MsubNL of the spatially smoothed
noise nSS = vec{NSS} ∈ CMsubNL×1. It is clear that the spatial smoothing preprocessing step
170
7.3. Performance of R-D ESPRIT-type algorithms with spatial smoothing
modifies the prior noise statistics, resulting in colored noise. In what follows, we analytically
derive the SO noise statistics of the spatially smoothed noise. We first expand nSS as
nSS = vec{[J1,⋯,1,1 ⋅N ⋯ JL1,⋯,LR−1,LR ⋅N]}
=
⎡⎢⎢⎢⎢⎢⎢⎣
(IN ⊗ J1,⋯,1,1)⋮(IN ⊗ JL1,⋯,LR−1,LR)
⎤⎥⎥⎥⎥⎥⎥⎦
⋅n =M ⋅n, (7.35)
whereM ∈ RMsubNL×MN , n = vec{N} ∈ CMN×1 is the unsmoothed noise contribution, and we have
used the property (1.14). Thus, the SO statistics of nSS can be expressed in terms of the covariance
matrix Rnn = E{n ⋅nH} ∈ CMN×MN and the pseudo-covariance matrix Cnn = E{n ⋅nT} ∈ CMN×MN
of n. We obtain
RSS =M ⋅Rnn ⋅MT, CSS =M ⋅Cnn ⋅MT. (7.36)
7.3.2. Performance of R-D Unitary ESPRIT with spatial smoothing
It was proven in [Roe13] and discussed in Section 4.3.2 that the asymptotic performance of R-D
Unitary-ESPRIT is found once forward-backward averaging (FBA) (cf. Section 3.2.3) is taken into
account. FBA is performed by replacing the spatially smoothed data matrix XSS ∈ CMsub×NL by
the column-augmented data matrix X˜SS ∈ CMsub×2NL defined by
X˜SS = [XSS ΠMsub ⋅X∗SS ⋅ΠNL] = X˜SS0 + N˜SS, (7.37)
where X˜SS0 is the noiseless FBA-processed spatially smoothed data matrix. Following the steps
of the previous subsection, the first-order MSE expression for R-D Unitary ESPRIT with spatial
smoothing for the i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z˜(r)HSSi ⋅ R˜TSS ⋅ z˜(r)SSi −Re{z˜(r)TSSi ⋅ C˜TSS ⋅ z˜(r)SSi}) , (7.38)
where z˜
(r)
SSi
= W˜TSS ⋅ r˜(r)SSi ∈ C2MsubNL×1 with
r˜
(r)
SSi
= q˜i ⊗ ([(J˜(r)SS1 ⋅ U˜SSs)+ ⋅ (J˜(r)SS2/λ(r)i − J˜(r)SS1)]T ⋅ p˜i) ∈ CMsubd×1,
W˜SS = (Σ˜−1SSs ⋅ V˜ TSSs)⊗ (U˜SSn ⋅ U˜HSSn) ∈ CMsubd×2MsubNL, (7.39)
where we have replaced the noise-free subspaces ofXSS0 in (7.32) by the corresponding subspaces of
X˜SS0 , and pi and qi by p˜i and q˜i, respectively. It can be shown that n˜SS = vec{N˜SS} ∈ C2MsubNL×1
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is given by
n˜SS = vec{[NSS ΠMsub ⋅N∗SS ⋅ΠNL]}
= ⎡⎢⎢⎢⎢⎣
vec{NSS}
vec{ΠMsub ⋅N∗SS ⋅ΠNL}
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
nSS
ΠMsubNL ⋅n∗SS
⎤⎥⎥⎥⎥⎦ . (7.40)
Therefore, the expressions for R˜SS = E{n˜SS ⋅ n˜HSS} ∈ C2MsubNL×2MsubNL and C˜SS = E{n˜SS ⋅ n˜TSS} ∈
C
2MsubNL×2MsubNL can be derived in terms of (7.36) as
R˜SS = P ⋅ ⎡⎢⎢⎢⎢⎣
RSS CSS
C∗SS R
∗
SS
⎤⎥⎥⎥⎥⎦ ⋅P
T, C˜SS = P ⋅ ⎡⎢⎢⎢⎢⎣
CSS RSS
R∗SS C
∗
SS
⎤⎥⎥⎥⎥⎦ ⋅P
T,
where P = blkdiag{IMsubNL, ΠMsubNL}.
7.4. Performance of R-D NC ESPRIT-type algorithms with spatial
smoothing
In this section, we derive first-order analytical error expressions of R-D NC Standard ESPRIT and
R-D NC Unitary ESPRIT for strictly non-circular sources both with spatial smoothing. As will be
shown in Subsection 7.4.2, the performance of both algorithms is asymptotically identical in the
high effective SNR. Therefore, we first resort to the simpler derivation for the spatially smoothed
R-D NC Standard ESPRIT algorithm and then show its equivalence to the spatially smoothed
R-D NC Unitary ESPRIT algorithm. Our results are based on the data model (7.25) in Section
7.2.4.
7.4.1. Performance of R-D NC Standard ESPRIT with spatial smoothing
In Chapter 6, we have shown that the R-D performance analysis framework in [RHD14] is still
applicable to the augmented measurement matrix X(nc) (7.10) obtained by the preprocessing
scheme for non-circular sources. From (7.25), it is apparent that adding spatial smoothing as a
second preprocessing step does not violate the assumptions, such that the steps from Section 7.3.1
can be applied to the spatially smoothed augmented data matrix X
(nc)
SS
.
As a result, equivalently to (7.32), the first-order MSE expression for R-D NC Standard ESPRIT
with spatial smoothing for the i-th spatial frequency in the r-th mode is given by
E{(∆µ(r)i )2} ≈ 12 ⋅ (z(nc)(r)HSSi ⋅R(nc)TSS ⋅ z(nc)(r)SSi −Re{z(nc)(r)TSSi ⋅C(nc)TSS ⋅ z(nc)(r)SSi }) , (7.41)
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where z
(nc)(r)
SSi
=W (nc)T
SS
⋅ r(nc)(r)
SSi
∈ C2MsubNL×1 with
r˜
(nc)(r)
SSi
= q(nc)i ⊗ ([(J˜(nc)(r)SS1 ⋅U (nc)SSs )+ ⋅ (J˜(nc)(r)SS2 /λ(r)i − J˜(nc)(r)SS1 )]T ⋅ p(nc)i ) ∈ C2Msubd×1, (7.42)
W
(nc)
SS
= (Σ(nc)−1
SSs
⋅V (nc)T
SSs
)⊗ (U (nc)
SSn
⋅U (nc)H
SSn
) ∈ C2Msubd×2MsubNL, (7.43)
where p
(nc)
i and q
(nc)
i replace pi and qi, respectively, we have used the corresponding subspaces of
X
(nc)
SS0
defined in (7.25), and the selection matrices J˜
(nc)(r)
SSk
, k = 1,2, are given in (7.27).
The spatially smoothed augmented noise contribution n
(nc)
SS
= vec{N (nc)
SS
} ∈ C2MsubNL×1 can be
expressed similarly to (7.35) as
n
(nc)
SS
= vec{[J(nc)1,⋯,1,1 ⋅N (nc) ⋯ J(nc)L1,⋯,LR−1,LR ⋅N (nc)]}
=
⎡⎢⎢⎢⎢⎢⎢⎣
(IN ⊗ J(nc)1,⋯,1,1)⋮(IN ⊗ J(nc)L1,⋯,LR−1,LR)
⎤⎥⎥⎥⎥⎥⎥⎦
⋅n(nc) =M (nc) ⋅ ⋅n(nc), (7.44)
whereM (nc) ∈ R2MsubNL×2MN and n(nc) = vec{N (nc)} ∈ C2MN×1. We have shown in Theorem 6.4.1
in Chapter 6 that n(nc) can be represented as
n(nc) = K˜ ⋅ ⎡⎢⎢⎢⎢⎣
n
n∗
⎤⎥⎥⎥⎥⎦ , (7.45)
where K˜ =KT2M,N ⋅blkdiag{KM,N ,KM,N ⋅(IN ⊗ΠM)} andKM,N ∈ RMN×MN is the commutation
matrix defined in (1.21). Then, R
(nc)
SS
= E{n(nc)
SS
⋅n(nc)H
SS
} ∈ C2MsubNL×2MsubNL and C(nc)
SS
= E{n(nc)
SS
⋅
n
(nc)T
SS
} ∈ C2MsubNL×2MsubNL can be computed as
R
(nc)
SS
=M (nc) ⋅R(nc)nn ⋅M (nc)T , C(nc)SS =M (nc) ⋅C(nc)nn ⋅M (nc)T , (7.46)
where R
(nc)
nn ∈ C2MN×2MN and C(nc)nn ∈ C2MN×2MN are given according to Theorem 6.4.1 as
R(nc)nn = E{n(nc) ⋅n(nc)H} = K˜ ⋅
⎡⎢⎢⎢⎢⎣
Rnn Cnn
C∗nn R
∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
T, (7.47)
C(nc)nn = E{n(nc)n(nc)T} = K˜ ⋅
⎡⎢⎢⎢⎢⎣
Cnn Rnn
R∗nn C
∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
T. (7.48)
7.4.2. Performance of R-D NC Unitary ESPRIT with spatial smoothing
We have shown in Section 6.4.2 that R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT
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both have the same asymptotic performance in the high effective SNR regime. It was established
that applying FBA to the augmented matrix X(nc) does not improve the signal subspace estimate
and that the real-valued transformation has no effect on the asymptotic performance in the high
effective SNR. In this subsection, we prove that these properties still hold when spatial smoothing
is applied to both algorithms. To this end, we first investigate the effect of FBA and state the
following theorem:
Theorem 7.4.1. Applying FBA to X
(nc)
SS
does not improve the signal subspace estimate.
The proof is given in Appendix B.33.
Next, we analyze the real-valued transformation as the second preprocessing step of R-D NC
Unitary ESPRIT with spatial smoothing and formulate the theorem:
Theorem 7.4.2. The spatially smoothed R-D NC Unitary ESPRIT algorithm and the spatially
smoothed R-D NC Standard ESPRIT algorithm with FBA preprocessing perform asymptotically
identical in the high effective SNR.
The proof of this theorem follows the same steps as the one for the case without spatial smoothing
considered in Appendix B.25 for the proof of Theorem 6.4.2. This is due to the fact that spatial
smoothing modifies the NC signal subspace of R-D NC Standard ESPRIT and R-D NC Unitary
ESPRIT in the same way.
As a result of Theorem 7.4.1 and Theorem 7.4.2, we can conclude that the asymptotic perfor-
mance of R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT both with spatial smoothing
is identical in the high effective SNR.
7.5. Single source case
In this section, we simplify the derive MSE expressions for the matrix-based R-D ESPRIT-type
and R-D NC ESPRIT-type algorithms for the special case of a single source.
The derived analytical MSE expressions for the R-D ESPRIT-type methods with spatial smooth-
ing are deterministic and formulated in terms of the subspaces of the noise-free observations. In
Section 4.5 and in Section 6.6, we have already considered the special case of a single source for
R-D ESPRIT-type algorithms and R-D NC ESPRIT-type algorithms without spatial smoothing
to gain explicit insights into how the MSE expressions depend on the physical parameters, e.g., the
number of sensorsM , the sample size N , and the SNR. The knowledge of how the MSE expressions
depend on these parameters can be of practical significance. For instance, this enables an objective
comparison of different estimators or facilitates array design decisions on the value of M required
to achieve a target MSE for a specific SNR. Note that establishing general MSE expressions for
an arbitrary number of sources is challenging given the complex dependence of the subspaces on
174
7.5. Single source case
the physical parameters. For the single source case, it was shown in Section 4.5 and in Section 6.6
that neither FBA nor NC preprocessing can improve the MSE. However, in this section, we show
that a significant gain can be achieved for the MSE of R-D ESPRIT-type methods for a single
source when spatial smoothing is applied. Assuming an R-D uniform sampling grid, i.e., a ULA
in each mode, and circularly symmetric white noise, we simplify the derived MSE expressions in
(7.32), (7.38), and (7.41) for this special case. The result depends on the number of subarrays
Lr in the r-th mode as a design parameter, which we analytically compute in the R-D case by
minimizing the MSE. It should be emphasized that these results for the special case R = 1 are in
line with those derived in [RH90, RH93, HS90] for harmonic retrieval. Here, the R-D extension is
provided. Based on our R-D results, we explicitly compute the asymptotic spatial smoothing gain
for arbitrary R and the asymptotic efficiency for R = 1 in closed-form.
7.5.1. R-D ESPRIT-type algorithms with spatial smoothing
The final result for the simplified MSE expressions is summarized in the following theorem:
Theorem 7.5.1. For the case of an M -element R-D uniform sampling grid with an Mr-element
ULA in the r-th mode, a single source (d = 1), and circularly symmetric white noise, the MSE in
the r-th mode of R-D Standard ESPRIT and R-D Unitary ESPRIT with spatial smoothing as well
as the MSE in the r-th mode of R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT with
spatial smoothing for a single source are given by MSE
(r)
SS
= E{(∆µ(r))2}, yielding
MSE
(r)
SS
≈
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
ρˆ
⋅ 1(Mr−Lr)2Lr ⋅ ∏Rp=1
p≠r
cp
M2
subp
L2p
if Lr ≤ Mr2
1
ρˆ
⋅ 1(Mr−Lr)L2r ⋅ ∏Rp=1
p≠r
cp
M2
subp
L2p
if Lr > Mr2 ,
(7.49)
where cp is given as
cp =1
3
⋅ (min{Lp,Mp −Lp} + 1)
⋅ (min{Lp,Mp −Lp}(2 ⋅min{Lp,Mp −Lp} − 3 ⋅Mp − 2) + 6 ⋅MsubpLp) −MsubpLp (7.50)
and ρˆ represents the effective SNR ρˆ = NPˆs/σ2n with Pˆs being the empirical source power given by
Pˆs = ∥s∥22 /N and s ∈ CN×1.
For the proof, the reader is referred to Appendix B.34.
Note that (7.49) as a function of Lr is symmetric with respect to Lr =Mr/2. Moreover, (7.49)
does not depend on the location of the phase reference δ(r) of the array. In the special case of
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R = 1, where Mr =M and Lr = L, the MSE in (7.49) simplifies to
MSESS ≈
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
ρˆ
⋅ 1(M−L)2L if L ≤ M2
1
ρˆ
⋅ 1(M−L)L2 if L > M2 .
(7.51)
Interestingly, we arrive at the same result for the MSE of all the considered spatially smoothed R-D
ESPRIT-type algorithms for a single source, i.e., no additional gain from FBA or NC preprocessing
can be achieved.
7.5.2. Optimal number of subarrays for spatial smoothing
In the MSE expression in (7.49), the number of subarrays Lr in each mode is a design parameter
that can be optimized. Therefore, minimizing the MSE expression (7.49) with respect to Lr, yields
3
Loptr =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
3
⋅Mr if Lr ≤ Mr2
2
3
⋅Mr if Lr > Mr2 ,
(7.52)
where it is assumed that Mr is a multiple of 3. A short proof is provided in Appendix B.35. If
Mr is not a multiple of 3, we round to the nearest integer. Then, L
opt
r for the case Lr ≤ Mr2 , for
instance, is given by
Loptr =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1
3
⋅ (Mr − 1) if Mr mod 3 = 1
1
3
⋅ (Mr + 1) if Mr mod 3 = 2. (7.53)
It is worth highlighting that Loptr is independent of Lp and Mp for p ≠ r, which is due to the
separability of the array. Inserting Loptr from (7.52) and (7.53) into expression (7.49), we obtain
MSE
(r)
SSopt
=MSE(r)
SS
(Loptr ) as
MSE
(r)
SSopt
≈
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
ρˆ
⋅ 27
4
⋅ a
M3r
if Mr mod 3 = 0
1
ρˆ
⋅ 27
4
⋅ a(Mr+ 12 )2(Mr−1) if Mr mod 3 = 1
1
ρˆ
⋅ 27
4
⋅ a(Mr− 12 )2(Mr+1) if Mr mod 3 = 2,
(7.54)
where a =∏Rp=1
p≠r
cp
M2
subp
L2p
. It is clear that the MSE for a fixed ρˆ is lowest when Mr is a multiple of 3.
Again, for R = 1, these results are in line with those derived in [RH90, RH93, HS90] for harmonic
retrieval.
3As (7.49) is symmetric with respect to Lr =Mr/2, we obtain two values for Loptr that both minimize the MSE and
are equally valid.
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7.5.3. Asymptotic spatial smoothing gain
Based on the result for Loptr , the maximum asymptotic gain obtained from spatial smoothing
can be explicitly quantified. To this end, we contrast MSE
(r)
SS
(Loptr ) from above with the result
MSE(r) = 1
ρˆ
⋅ Mr
M(Mr−1)2 from Section 4.5 and Section 6.6 without spatial smoothing. The maximum
asymptotic spatial smoothing gain in the r-th mode defined as η
(r)
SS
(Loptr ) =MSE(r)/MSE(r)SS (Loptr )
can be computed as
η
(r)
SS
(Loptr ) ≈
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
4
27
⋅ M4r(Mr−1)2 ⋅ 1Ma if Mr mod 3 = 0
4
27
⋅ Mr(Mr+ 12 )2(Mr−1) ⋅ 1Ma if Mr mod 3 = 1
4
27
⋅ Mr(Mr− 12 )2(Mr+1)(Mr−1)2Ma if Mr mod 3 = 2.
(7.55)
7.5.4. Asymptotic efficiency of 1-D ESPRIT-type algorithms with spatial smoothing
Furthermore, the optimal value for Loptr from Subsection 7.5.2 allows to analytically compute the
asymptotic efficiency of the considered R-D ESPRIT-type and R-D NC ESPRIT-type algorithms
with spatial smoothing for a single source. To this end, we utilize the simplified single source
expressions of the deterministic R-D Crame´r-Rao bound (CRB) in [RH12] and the R-D NC CRB
in Section 9.4.1 of Chapter 9, respectively. As both expressions are the same, we here only state
the conventional case from [RH12].
For the case of an M -element R-D uniform sampling grid with an Mr-element ULA in the r-th
mode and a single source (d = 1), the deterministic R-D CRB can be simplified to [RH12]
C = diag{[C(1), . . . , C(R)]T}, (7.56)
where
C(r) = 1
ρˆ
⋅ 6
M(M2r − 1) . (7.57)
This result is also shown in (9.39). Using (7.49) and (7.56), the asymptotic efficiency
η(r)(Loptr ) = lim
ρˆ→∞
C(r)
MSE
(r)
SS
(Loptr ) (7.58)
of the spatially smoothed versions of R-D Standard and R-D Unitary ESPRIT as well as R-D NC
Standard and R-D NC Unitary ESPRIT can be computed in closed-form for arbitrary dimensions
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R. As an example, the asymptotic efficiency η(Lopt) for R = 1 is given by
η(Lopt) ≈
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
8
9
⋅ M2
M2−1
if M mod 3 = 0
8
9
⋅ (M+ 12 )2
M(M+1) if M mod 3 = 1
8
9
⋅ (M− 12 )2
M(M−1) if M mod 3 = 2.
(7.59)
It should be noted that η is only a function of the array geometry, i.e., the number of sensors
M . Moreover, it is straightforward to see that the asymptotic efficiency is larger when M is a
multiple of 3. As one of the main results from (7.59), we observe that limM→∞ η(Lopt) = 8/9 for 1-
D ESPRIT-type and 1-D NC ESPRIT-type algorithms with spatial smoothing. In contrast, it was
shown in [RH12, SRHD14] and in Section 4.5.1 that their counterparts without spatial smoothing
become less efficient for increasing M , i.e., for M → ∞, we have η → 0. Consequently, spatial
smoothing provides a significant gain for large M .
7.6. Simulation results
In this section, we present two sets of simulation results to assess the behavior of the derived
performance analysis expressions of the R-D ESPRIT-type and R-D NC ESPRIT-type algorithms
based on spatial smoothing and to illustrate the analytical expressions for the single source case.
7.6.1. Performance analysis
We first compare the square root of the analytical MSE expressions (“ana”) in (7.32), (7.38),
and (7.41) to the empirical (“emp”) root mean square errors (RMSE)s of the spatially smoothed
(SpSm) versions of R-D Standard ESPRIT (SE SpSm), R-D Unitary ESPRIT (UE SpSm) as well
R-D NC Standard ESPRIT (NC SE SpSm) and R-D NC Unitary ESPRIT (NC UE SpSm). For
all ESPRIT-type algorithms, LS is used to solve the shift invariance equations. We also include
the deterministic Crame´r-Rao bounds for arbitrary signals (Det CRB) and strictly SO non-circular
sources (Det NC CRB) derived in Section 9.2. The total RMSE is defined as
RMSE =
¿ÁÁÀ
E{ R∑
r=1
d∑
i=1
(µ(r)i − µˆ(r)i )2}, (7.60)
where µˆ
(r)
i is the estimate of i-th spatial frequency in the r-th mode. It is assumed that a known
number of signals with unit power impinge on uniform R-D array structures consisting of isotropic
sensor elements with λ/2-interelement spacing in all dimensions. The phase reference is located at
the array centroid. The symbols S0 are drawn from a real-valued Gaussian distribution and we
assume zero-mean circularly symmetric white Gaussian noise. The curves are averaged over 5000
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Figure 7.1.: RMSE versus SNR for a 6×6×6 uniform cubic array (R = 3) and N = 5, d = 2 correlated
sources (̺ = 0.9) at µ(1)1 = 0, µ(1)2 = 0.05, µ(2)1 = 0, µ(2)2 = 0.05, µ(3)1 = 0, µ(3)2 = 0.05 with ϕ1 = 0,
ϕ2 = π/2.
Monte Carlo trials.
In Fig. 7.1, we depict the total RMSE versus the SNR of d = 2 sources impinging on a 6 × 6 × 6
uniform cubic array (R = 3) with N = 5. The sources are located at µ(1)1 = 0, µ(1)2 = 0.05, µ(2)1 = 0,
µ
(2)
2 = 0.05, µ(3)1 = 0, and µ(3)2 = 0.05. They have a pair-wise correlation of ̺ = 0.9 and their rotation
phases contained in Ψ are given by ϕ1 = 0 and ϕ2 = π/2. For Lr, we choose Loptr = Mr/3 = 2 in
each mode, i.e., we have divided the array into a total of L = 8 subarrays. Fig. 7.2 investigates
the total RMSE versus the number of snapshots N for a 6 × 6 uniform rectangular array (URA)(R = 2), where the SNR is 20 dB and Lr = Loptr = Mr/3 = 2. We have d = 3 uncorrelated (̺ = 0)
sources at µ
(1)
1 = 0.25, µ(1)2 = 0.5, µ(1)3 = 0.75, µ(2)1 = 0.25, µ(2)2 = 0.5, and µ(2)3 = 0.75. The rotation
phases are given by ϕ1 = 0, ϕ2 = π/4, and ϕ3 = π/2.
It is apparent from Fig. 7.1 and Fig. 7.2 that the analytical results agree well with the empirical
results for high effective SNRs, i.e., either high SNRs or a large sample size. Furthermore, NC SE
SpSm and NC UE SpSm provide the lowest estimation errors and perform asymptotically identical
in the high effective SNR regime. However, NC UE SpSm should be preferred due to its lower
complexity and its better performance at low SNRs.
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Figure 7.2.: RMSE versus N for a 6× 6 URA (R = 2) and SNR = 20 dB, d = 3 uncorrelated sources
(̺ = 0) at µ(1)1 = 0.25, µ(1)2 = 0.5, µ(1)3 = 0.75, µ(2)1 = 0.25, µ(2)2 = 0.5, µ(2)3 = 0.75 with ϕ1 = 0,
ϕ2 = π/4, ϕ3 = π/2.
7.6.2. Analytical results for a single source
In this subsection, the derived analytical results (“ana”) in (7.54) and (7.59) for a single source(d = 1) are compared to their empirical versions. We also include the analytical and empirical
single source results from Section 4.5 and Section 6.6 without spatial smoothing. The source is
located at µ(1) = 0.1 and µ(2) = 0.5, however, its location has no impact on the MSE. The effective
SNR is ρ = 46 dB with P = 1, N = 4, and σ2n = 10−4.
Fig. 7.3 illustrates the total RMSE using (7.54) as a function of the number of sensors M1 =M2
for a 2-D M1 ×M2 URA. We observe that the spatial smoothing based ESPRIT-type algorithms
perform considerably closer to the CRB compared to the algorithms without spatial smoothing.
Interestingly, there is no spatial smoothing gain up to M1 = M2 = 4 (a 4 × 4 URA). Then, as
M1 =M2 grows, the spatial smoothing gain increases.
Fig. 7.4 presents the asymptotic efficiency (7.59) for R = 1 versus M of a ULA. The asymptotic
efficiency for the non-spatial smoothing case, i.e., L = 1, is given by η(L = 1) = 6(M−1)
M(M+1) . It is
clear from Fig. 7.4 that all the algorithms are asymptotically efficient for M = 2 and M = 3. As
M increases further, the efficiency of the algorithms with spatial smoothing approaches the value
8/9, while that of the non-spatial smoothing based algorithms becomes increasingly inefficient.
Moreover, Fig. 7.4 confirms the observation from (7.59) that η(Lopt) is slightly higher for values
of M that are multiples of 3.
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Figure 7.3.: RMSE versus M1 = M2 of a M1 ×M2 URA (R = 2) for a single source (d = 1) at
µ(1) = 0.1, µ(2) = 0.5, and ρ = 46 dB (P = 1, N = 4, σ2n = 10−4).
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Figure 7.4.: Asymptotic efficiency versus M of a ULA (R = 1) for a single source (d = 1) at µ = 0
and ρ = 46 dB (P = 1, N = 4, σ2n = 10−4).
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7.7. Summary
In this chapter, we have presented a first-order performance analysis of the spatially smoothed
versions of R-D Standard ESPRIT and R-D Unitary ESPRIT for arbitrary sources as well as R-D
NC Standard ESPRIT and R-D NC Unitary ESPRIT for strictly SO non-circular sources. The
derived expressions are asymptotic in the effective SNR and no assumptions on the noise statistics
are required apart from a zero-mean and finite SO moments. We show that both spatially smoothed
R-D NC ESPRIT-type algorithms perform asymptotically identical in the high effective SNR
regime. As the performance generally depends on the number of subarrays, we have simplified the
derived R-D MSE expressions for the special case of a single source, which allows to analytically
compute the optimal number of subarrays for spatial smoothing by minimizing the MSE with
respect to the number of subarrays. We have derived the optimal number of subarrays in the
r-th mode to be Mr/3. Additionally, we have derived the asymptotic spatial smoothing gain and
calculated the asymptotic efficiency for the single source case. The analytical results have been
verified by numerical simulations.
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8. Sparsity-based parameter estimation for strictly
non-circular sources
In this chapter, we address the multi-dimensional harmonic retrieval problem by means of the
relatively new concept of sparse signal reconstruction (SSR), which is based on the compressed
sensing framework. According to this representation, the array response is modeled as the super-
position of few wavefronts in an overcomplete basis, i.e., the received signal power is sparse in the
angular domain. It has been observed that SSR-based parameter estimation algorithms exhibit
super-resolution capabilities under challenging conditions [MCW05], e.g., a small number of snap-
shots, coherent sources, etc. In this chapter, we combine the advantages of SSR-based algorithms
with the benefits achieved from exploiting the signals’ strict non-circularity via sparse recovery
and develop three NC SSR-based algorithms. In Section 8.1, we provide a literature overview of
sparse signal recovery and its application to multi-dimensional harmonic retrieval, and outline our
contributions. Section 8.2 introduces the main concept of SSR-based parameter estimation from
multiple measurement vectors (MMV) and its further extensions. The main contribution of devel-
oping the SSR-based algorithms for strictly non-circular sources is given in Section 8.3. Numerical
results as well as a summary are provided in Section 8.4 and Section 8.5.
8.1. Overview
Sparse signal reconstruction (SSR), which is also referred to as sparse recovery or compressed
sensing, is a relatively new research area in signal processing. Due its applicability in a wide range
of applications such as spectral analysis, image processing, and parameter estimation, it has at-
tracted a considerable research interest in recent years. An overview of sparse signal reconstruction
and their many signal processing applications is provided in [CW08, EK12]. The classical SSR
problem is characterized by finding the solution to an underdetermined system of linear equations,
which represents the reconstruction of a high-dimensional sparse signal vector in an overcomplete
basis from a low-dimensional measurement vector [CW08]. By exploiting the prior knowledge on
the sparsity of the signal vector, a unique solution to the underdetermined system of equations
can be found. In the context of signal processing, this implies that perfect signal construction
can be achieved by means of sub-Nyquist sampling [CW08, ME11], i.e., with fewer samples than
required by the Nyquist sampling theorem. However, the reconstruction of the sparsest signal
vector requires solving an ℓ0-norm minimization problem, where the ℓ0-norm of a vector denotes
its cardinality, i.e., the number of its non-zero elements. Hence, the ℓ0-norm minimization problem
constitutes a combinatorial problem, which is NP-hard for large problem instances. Consequently,
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a number of algorithms have been developed to find approximate solutions at a reasonable com-
putational complexity. Examples include greedy algorithms such as matching pursuit [MZ93] or
orthogonal matching pursuit [PRK93], which are fast but lack reconstruction guarantees and the
convex ℓ1-norm relaxation [CDS98], which requires a higher computational complexity but enables
a better reconstruction performance. One of the key applications of sparse signal reconstruction
is parameter estimation. In Section 8.1.1, we provide a literature review of SSR-based algorithms
for parameter estimation and outline our contributions in Section 8.1.2.
8.1.1. State of the art
In recent years, a new perspective on the classical parameter estimation problem has been pro-
vided by employing sparse signal recovery (SSR) [Don92, Don06, CW08]. In this context, the array
output is interpreted by means of a sparse power spectrum in the spatial domain, which repre-
sents the superposition of the received signal power from very few wavefronts in an overcomplete
basis. Such a finite basis is obtained by sampling the continuous spatial domain with a prede-
fined grid. The first SSR results have mainly considered the sparse signal reconstruction from a
single measurement vector (SMV). However, in array processing, it is more common to consider
the signal reconstruction from multiple measurement vectors (MMV), i.e., multiple snapshots. In
stationary environments, the sparse representation even exhibits additional structure in form of
the joint sparsity of the source signals vectors. Based on SSR, many sparsity-based DOA estima-
tion algorithms [MCW05, HM10, SBL11, MZ06] have been developed. It has been observed that
compared to the classical subspace-based parameter estimation algorithms [KV96, HPRE14], these
sparsity-based algorithms can provide performance benefits and exhibit super-resolution in chal-
lenging scenarios such as a high source correlation, a low sample size or an unknown model order.
These scenarios arise, for instance, in multipath environments, fast-changing tracking applications,
and space-time adaptive processing applications. Despite the various benefits of the SSR-based
parameter estimation algorithms, one common problem they all face is the required sampling of
the continuous angular domain with a predefined grid in order to construct the overcomplete basis.
As a consequence, the true DOAs mostly lie off the discretized grid, which results in a performance
degradation due to the model mismatch [HS10, CSPC11]. Solutions to the off-grid problem include
an adaptive refinement of the grid [MCW05], statistical modeling and fitting of the mismatch error
[YXZ13], and a low-complexity analytical solution by explicitly estimating the grid offset [IRA+14].
A very recent approach to circumvent the off-grid problem is the super-resolution framework
developed in [CFG14] and [TBSR13]. This framework provides a new perspective of SSR-based
parameter estimation by proposing a gridless sparse recovery procedure based on atomic norm min-
imization (ANM) for the SMV case. Thereby, the sparse spatial line spectrum can be recovered in
the continuous parameter domain with infinite precision in the noiseless case [CFG14, TBSR13].
Specifically, solving the ANM-equivalent semi-definite programming (SDP) problem provides a
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Hermitian Toeplitz structured solution matrix, which admits a unique Vandermonde decompo-
sition such that the set of DOAs can be uniquely recovered from the solution via conventional
parameter estimation algorithms [KV96]. An extension to the MMV case is given in [YX16b] and
a multi-dimensional extension of the ANM framework for multi-dimensional parameter estimation
is provided in [CC15, YXS16]. In the latter, it is shown that the multi-dimensional ANM prob-
lem produces a multi-level Hermitian Toeplitz matrix, which still admits a unique Vandermonde
decomposition involving a Kronecker structure. Therefore, the multi-dimensional spatial frequen-
cies can be uniquely recovered from the obtained multi-level Hermitian Toeplitz matrix. A major
drawback of the ANM approach is that it suffers from the so-called resolution limit, i.e., the spatial
frequencies can only be recovered if they are sufficiently separated [CFG14, TBSR13].
In some of the applications involving parameter estimation, the signals possess specific sta-
tistical properties, i.e., a strictly non-circular (NC) signal structure [SS10]. NC signals result
from real-valued modulation schemes such as BPSK, PAM, ASK, or Offset-QPSK (after a de-
rotation) and are introduced in Section 2.2. Previous work has shown that the performance of
the conventional DOA estimation algorithms [KV96] can be further improved if the NC struc-
ture of the received signals is exploited. Several subspace-based parameter estimation algorithms
[AD06, CWS01, ZCW03, HR04, SRHD14] for NC signals have been developed. Matrix-based
and tensor-based versions of R-D NC ESPRIT-type algorithms are presented in Chapter 6. The
concept of exploiting the non-circularity property has recently been introduced for sparsity-based
DOA estimation [LHZ12], [YLZ15]. While [LHZ12] proposes a sparse covariance matrix represen-
tation of the SO statistics of the non-circular data, in [YLZ15], the authors adopt a strategy, which
relies on a sparsity-based fitting of the NC subspaces. However, both algorithms require a rather
complex setting of the sparsity-inducing parameters depending on the scenario, are limited to the
case of uncorrelated sources, and do not deal with the critical off-grid problem.
8.1.2. Contributions
In this chapter, we develop three different sparse recovery optimization frameworks [SRH16c,
SSPH16, SRS+16] for exploiting the signals’ strict non-circularity property introduced in Sec-
tion 2.2, where the received complex symbols result from real-valued constellations rotated by an
arbitrary phase ϕ. As the rotation phase ϕ is usually unknown, the estimation problem becomes
a two-dimensional (2-D) sparse recovery problem, which requires estimating the support in the
spatial domain as well as in the rotation phase domain.
In the first contribution [SRH16c], we introduce a combined 2-D finite dictionary for both di-
mensions and solve the resulting 2-D sparse recovery problem by ℓ2,1-mixed norm relaxation using
MMV. Thereby, the known benefits associated with strictly non-circular (NC) sources (cf. Chap-
ter 6), e.g., an improved estimation accuracy and a doubling of the number of resolvable signals,
can also be achieved via sparse recovery. In order to handle the resulting 2-D off-grid problem, we
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propose a 2-D off-grid estimation procedure based on [IRA+14] by means of local interpolation.
The second contribution [SSPH16] addresses the high computational complexity required for
solving the 2-D mixed-norm problem in [SRH16c] as a result of sampling both dimensions, which
significantly increases the problem size. Thus in [SSPH16], we propose a sparse optimization frame-
work based on nuclear norm (rank) minimization after lifting the original optimization problem to
a semidefinite programming (SDP) problem in a higher-dimensional space. To this end, the 2-D
estimation problem is reduced to a 1-D estimation problem only in the sampled spatial domain,
which automatically provides grid-less estimates of the rotation phases. As a result, the proposed
method requires a significantly lower computational complexity while providing the same perfor-
mance benefits. Additionally, we present a 1-D off-grid estimator for the spatial domain using the
concept of [IRA+14].
In the third contribution [SRS+16], we present a grid-less sparse recovery algorithm for NC
signals based on atomic norm minimization (ANM). After the NC preprocessing step, the ANM-
equivalent SDP problem provides a solution matrix with a two-level Hermitian Toeplitz structure.
We show that by using the multi-dimensional generalization of the Vandermonde decomposition,
the desired direction estimates can be uniquely extracted from the two-level Hermitian Toeplitz
matrix via NC ESPRIT-type algorithms (cf. Chapter 6) in closed-form. Analogously to the
previous contributions, the proposed NC ANM procedure attains a superior estimation accuracy
over the original methods for arbitrary signals and can resolve more sources than the number of
sensors in the array.
8.2. Sparsity-based parameter estimation
In this section, we review the reconstruction of arbitrary sparse signals (without NC structure)
using multiple measurement vectors in the context of parameter estimation from the literature. We
consider the problem of 1-D DOA estimation, i.e., estimating the spatial frequencies corresponding
to the azimuth angles of the impinging signals (cf. Example 2.1.1). We start the review with grid-
based SSR algorithms in Section 8.2.1 and then introduce the gridless framework based on atomic
norm minimization (ANM) in Section 8.2.2. For both techniques, we find a sparse representation
of the data model in (2.15), which shows their applicability to parameter estimation.
8.2.1. Grid-based parameter estimation using sparse representation
Consider the data model in (2.15) for 1-D DOA estimation from Example 2.1.1. We suppose that d
narrow-band signals from stationary sources in the far field are captured by anM -element uniform
linear array (ULA). The noise-corrupted array output at N subsequent snapshots can be collected
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µ˜1 µ˜Kµ
=
X0 = A(µ˜) S˜
Figure 8.1.: Sparse representation of the noise-free measurement matrix X0.
in the measurement matrix
X =A(µ) ⋅S +N =X0 +N ∈ CM×N , (8.1)
where A(µ) = [a(µ1), . . . ,a(µd)] ∈ CM×d contains the array steering vectors corresponding to the
spatial frequencies µ = [µ1, . . . , µd]T, S ∈ Cd×N represents the symbols, and N ∈ CM×N consists of
additive zero-mean white complex Gaussian sensor noise samples with variance σ2n.
Considering the noise-free measurement matrix X0 = A(µ) ⋅ S in (8.1) from the compressed
sensing perspective, X0 can be interpreted as a sparse spatial amplitude spectrum, where the
received signal amplitudes concentrate at the locations of the d DOAs as visualized on the left
hand side of Figure 8.1. Mathematically speaking, X0 is a set of multiple measurement vectors
(MMV) that is d-row-sparse in an overcomplete basis obtained by discretizing the array manifold.
Thus, an equivalent sparse signal representation of X0 in (8.1) is given by
X0 = A˜(µ˜) ⋅ S˜ ∈ CM×N , (8.2)
where A˜(µ˜) ∈ CM×Kµ contains the sampling of the spatial frequency range [0,2π] at the Kµ grid
points µ˜ = [µ˜1, . . . , µ˜Kµ]T. Typically, Kµ =MPµ, where Pµ > 1 is the oversampling factor such that
Kµ >M > d. For simplicity, we consider uniform sampling with µ˜nµ = (nµ − 1)∆µ, nµ = 1, . . . ,Kµ,
where ∆µ = 2π/Kµ is the grid spacing. We assume that the grid is sufficiently fine such that
the true spatial frequencies µ are contained in the grid µ˜. This assumption is referred to as the
on-grid assumption. In practice, the on-grid assumption is usually not fulfilled, which leads to a
model mismatch [HS10, CSPC11]. Solutions to this off-grid problem are given in [MCW05, YXZ13,
IRA+14] and considered in Section 8.3.1 and in Section 8.3.2. For now, we assume that the on-grid
assumption is fulfilled. The matrix S˜ ∈ CKµ×N in (8.2) is the sparse symbol matrix of interest,
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which contains the elements
[S˜]k,n =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[S]i,n if µ˜k = µi
0 else
(8.3)
for k = 1, . . . ,Kµ, n = 1, . . . ,N , and i = 1, . . . , d. Hence, S˜ is a row-sparse matrix, i.e., its columns
share the same support as shown on the right hand side of Figure 8.1. The support of the non-zero
rows of S˜ then corresponds to the locations of the DOAs on the spatial grid.
In the literature, the problem of recovering S˜ from X0 in (8.2) is termed linear inverse problem
[Don92, Tib96, CT05, CRT06, Don06]. The underdetermined linear system of equations in (8.2)
has infinitely many solutions. However, by exploiting the sparsity of S˜, a unique solution can be
obtained [CT05, Don06]. This approach is referred to as sparse signal reconstruction (SSR).
Considering the noisy measurement matrix X, the joint sparse signal reconstruction problem
can be formulated as the ℓp,0-mixed-norm problem
min
S˜∈CKµ×N
∥S˜∥
p,0
(8.4)
s. t. ∥X − A˜(µ˜) ⋅ S˜∥2
F
≤ β,
where β is a threshold parameter in relation to the noise power σ2n, which is usually selected
according to [MCW05] as β = Tr{E{NNH}} =MNσ2n. The ℓp,0-norm is defined as the number of
its non-zero rows xTk according to
∥X∥p,0 = {k ∣ ∥xk∥p ≠ 0} (8.5)
for any ℓp-norm (cf. Appendix C.2.4). Due to the ℓp,0-norm, the SSR problem in (8.4) requires
combinatorial optimization and is therefore NP-hard. As a result, a number of algorithms that
solve (8.4) approximately have been proposed. These include greedy methods such as simultaneous
orthogonal matching pursuit (S-OMP) [TGS06] and convex relaxation to the ℓp,1 mixed-norm
minimization [MCW05, Kow09, HM10].
The ℓp,1-mixed-norm is a common approach [MCW05, Kow09, HM10] to approximate the ℓp,0-
mixed-norm problem in (8.4). As described in Appendix C.2.4, the definition for general ℓp,1
mixed-norms is given by ∥X∥p,1 = ∑Kk=1 ∥xk∥p. In practice, the ℓ2,1-mixed-norm is often used and
defined by ∥X∥2,1 = ∑Kk=1 ∥xk∥2. Then, the convex ℓ2,1-mixed-norm relaxation of the MMV problem
in (8.4) can be formulated as
min
S˜∈CKµ×N
∥S˜∥
2,1
(8.6)
s. t. ∥X − A˜(µ˜) ⋅ S˜∥2
F
≤ β,
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where β is typically chosen as discussed for problem (8.4). Problem (8.6) can be solved by any
ℓ1-type algorithm, e.g., the basis pursuit denoising (BPDN) algorithm [CDS98].
Given a solution S˜ to the problem (8.6), the support set is then identified by the indices of the
non-zero rows according to S = {k ∣ [S˜]k,n ≠ 0 }, which then corresponds to the locations of
spatial frequencies on the spatial grid as a {µˆi}dˆi=1 = {µ˜k ∣k ∈ S}.
The computational complexity of solving the mixed-norm minimization problem in (8.6) is
mainly determined by the size of the sparse signal matrix S˜, i.e., the number of grid points
Kµ and the number of snapshots N . It is usually desirable to simultaneously have a large Kµ
in order to achieve a high spatial resolution and a large sample size N to obtain more accurate
estimates. This, however, significantly increases the computational complexity of solving (8.6).
In order to reduce the computational cost associated with a large number of grid points Kµ, the
work in [MCW05] proposes a heuristic approach of an iterative refinement of the grid around the
estimated spatial frequencies. Moreover, [MCW05] also suggests to reduce the effective number of
snapshots by operating on the signal subspace of the measurement matrix X rather than on X
itself. This approach is referred to as the ℓ1-SVD method.
Let the SVD ofX be given byX = U ⋅Σ ⋅V H. Then, after estimating the model order d [WK85],
we perform the following preprocessing step and replace X by
Xsv =X ⋅V ⋅K
= A˜(µ˜) ⋅ S˜ ⋅V ⋅K +N ⋅V ⋅K
= A˜(µ˜) ⋅ S˜sv +Nsv ∈ CKµ×r, (8.7)
where S˜sv = S˜ ⋅ V ⋅K, Nsv =N ⋅ V ⋅K, and K = [Ir, 0r×(N−r)]T ∈ RN×r with r = min{d,N,M}.
Based on this model with a reduced dimensionality, the ℓ1-SVD method solves the ℓ2,1-mixed-norm
problem
min
S˜sv∈CKµ×r
∥S˜sv∥2,1 (8.8)
s. t. ∥Xsv − A˜(µ˜) ⋅ S˜sv∥2F ≤ βsv,
where the number of optimization parameters in S˜sv ∈ CKµ×r has been reduced. A drawback of
the ℓ1-SVD method is that the selection of βsv is more difficult [MCW05] as Nsv depends on V .
An alternative method to reduce the number of snapshots N is proposed in [YLSX17].
8.2.2. Gridless parameter estimation using sparse representation
In the previous section, we have reasoned that a larger number of grid points is required to obtain
a high spatial frequency resolution, which increases the computational complexity. Moreover, the
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critical off-grid problem arises if the true spatial frequencies do not lie on the grid. Due to these
reasons, it is highly desirable to develop gridless sparse recovery algorithms. Recently, two gridless
sparse signal reconstruction (SSR) frameworks, namely, the total variation norm minimization
framework [CFG13, CFG14] and the atomic norm minimization framework [CRPW12, BTR13,
TBSR13, TBR15] have been proposed. Their equivalence has been shown in [TBSR13].
The concept of the atomic norm minimization (ANM) was introduced in [CRPW12] as a gen-
eralization of several norms commonly used for sparse recovery, such as the ℓ1-norm minimization
for sparse vector recovery or the nuclear norm minimization for low-rank matrix recovery. The
advantage of the ANM framework is that it exploits the sparsity in the continuous parameter
domain by means of the atomic norm metric. Thereby, the discretization of the spatial domain is
not required such that the problem of choosing the grid spacing as well as the off-grid problem are
completely avoided. A detailed discussion of the ANM concept and how to calculate it is provided
in Appendix C.4. In [TBSR13, BTR13], the ANM framework was introduced for gridless line
spectral estimation in the single measurement vector (SMV) case and under uniform sampling.
In this section, we review the ANM framework derived in [YX15, LC16, YX16b] for the multiple
measurement vector (MMV) case.
In the ANM framework [YX15, LC16, YX16b], the noise-free measurement matrix X0 in (8.1)
is modeled as a linear combination of the atoms
X˜0(µ˜, s˜) = a(µ˜) ⋅ s˜T, (8.9)
where µ˜ ∈ [−π, π) and s˜ ∈ CN×1 with ∥s˜∥2 = 1. Then, the continuous dictionary A, also termed
atomic set, is given by
A = {X˜0(µ˜, s˜) ∣ µ˜ ∈ [−π, π), ∥s˜∥2 = 1} . (8.10)
According to [YX15, LC16, YX16b], the atomic ℓ0-norm of X0 is defined as
∥X0∥A,0 = inf{µ˜k,s˜k}{K ∣ X0 =
K∑
k=1
ck ⋅ X˜0(µ˜k, s˜k), ck ≥ 0} (8.11)
and describes the smallest number of atoms to composeX0. A natural objective to obtainX0 is to
minimize ∥X0∥A,0, i.e., to find the atomic decomposition of X0 with the minimal number of atoms
while still being in line with the noise-corrupted measurement matrix X. As minimizing the
atomic ℓ0-norm in (8.11) is non-convex and NP-hard, we instead consider the convex ℓ1-relaxation
(cf. Appendix C.4) of the atomic ℓ0-norm, also referred to as the atomic ℓ1-norm, which is defined
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as
∥X0∥A = inf{µ˜k,s˜k}{∑k ck ∣ X0 =∑k ck ⋅ X˜0(µ˜k, s˜k), ck ≥ 0} . (8.12)
In the noiseless case and assuming a ULA, the atomic ℓ1-norm minimization problem admits the
following computationally efficient semi-definite programming (SDP) formulation [YX15, LC16,
YX16b]
min
W ,u
1
2
⋅Tr{W } + 1
2M
⋅Tr{Toep{u}} (8.13)
s. t.
⎡⎢⎢⎢⎢⎣
W XH0
X0 Toep{u}
⎤⎥⎥⎥⎥⎦ ⪰ 0,
where Toep{u} ∈ CM×M with u = [u1, . . . , uM ]T ∈ CM×1 denotes the Hermitian Toeplitz matrix
Toep{u} =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1 u2 ⋯ uM
u∗2 u1 ⋯ uM−1⋮ ⋮ ⋱ ⋮
u∗M u
∗
M−1 ⋯ u1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (8.14)
A proof for the equivalence of the problems in (8.12) and in (8.13) for the SMV case is provided
in Appendix C.4. The proof for the MMV case follows along the same lines.
Given the solution uˆ to the problem (8.13), the desired spatial frequencies µk and the mag-
nitudes ck for k = 1, . . . , d can be retrieved by means of the Vandermonde decomposition as
shown in [TBSR13, YXS16, YLSX17]. The Vandermonde decomposition states the following result
[TBSR13]:
Definition 8.2.1. In the noiseless case and for a ULA with M sensors, any positive semi-definite
Hermitian Toeplitz matrix Toep{u} ∈ CM×M with rank{Toep{u}} = K ≤ (M − 1) can be decom-
posed according to
Toep{u} =A(µ˜) ⋅C ⋅AH(µ˜) = K∑
k=1
ck ⋅ a(µ˜k) ⋅ aH(µ˜k), (8.15)
where A(µ˜) = [a(µ˜1), . . . ,a(µ˜K)] ∈ CM×K has a Vandermonde structure corresponding to the
ULA and C = diag {[c1, . . . , cK]} ∈ RK×K is a diagonal matrix that contains the non-negative
coefficients ck > 0, k = 1, . . . ,K, on its diagonal. By the Carathe´odory theorem [Car11, CF11], the
Vandermonde decomposition in (8.15) is unique for rank{Toep{u}} =K ≤ (M − 1).
The Vandermonde decomposition in (8.15) can be computed by estimating the spatial frequencies
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µ˜k from the Hermitian Toeplitz matrix Toep{uˆ} via Prony’s method [dP95] or subspace-based
parameter estimation algorithms such as ESPRIT-type algorithms introduced in Chapter 3. The
corresponding coefficients c = [c1, . . . , cK]T ∈ RK×1 can be retrieved by solving the linear system of
equations A(µ˜) ⋅c = u∗. It should be emphasized that the reconstruction of µ˜k and ck is performed
in a gridless fashion as the discretization of the spatial domain is not required.
In case of the noisy measurement data X, the atomic ℓ1-norm minimization problem can be
formulated as
min
W ,u
1
2
⋅Tr{W } + 1
2M
⋅Tr{Toep{u}} (8.16)
s. t.
⎡⎢⎢⎢⎢⎣
W XH0
X0 Toep{u}
⎤⎥⎥⎥⎥⎦ ⪰ 0, ∥X −X0∥
2
F
≤ β.
where the threshold parameter β is again chosen according to the noise statistics, e.g., β =
E{∥N∥2F}. In the noisy case, the Vandermonde decomposition in (8.15) only holds approximately.
However, given a solution uˆ to (8.16), the spatial frequencies µ˜k can still be extracted from Toep{uˆ}
via, for instance, the ESPRIT-type algorithms presented in Chapter 3.
The computational complexity of solving (8.16) depends on the number of sensors M and the
number of snapshots N . In order to reduce the computational complexity, the same dimensionality
reduction techniques described in Section 8.2.1 for the ℓ2,1-mixed-norm minimization can be applied
[YX16a]. Moreover, a very efficient implementation of the SDP in (8.16), which is based on the
alternating direction method of multipliers (ADMM), has been proposed in [BTR13] for the SMV
case and in [LC16] for the MMV case.
Note that a major drawback of the ANM algorithm is that it suffers from the Rayleigh resolution
limit 2π/M , i.e., the spatial frequencies can only be recovered if they are sufficiently separated
[CFG14, TBSR13]. Moreover, due to the required Toeplitz structure, the ANM framework is only
applicable to ULAs or ULAs with missing sensors.
8.3. Sparsity-based parameter estimation for strictly non-circular
sources
In this section, we develop three different optimization algorithms published in [SRH16c, SSPH16,
SRS+16] for exploiting the signals’ strictly non-circular (NC) signal structure via sparse signal
recovery. The concept and the properties of strictly non-circular sources are introduced in Sec-
tion 2.2. We have seen for the R-D NC ESPRIT-type algorithms developed in Chapter 6 that
exploiting the NC signal structure improves the estimation accuracy and doubles the number of
resolvable sources. In this section, we show that these benefits associated with exploiting NC
sources can also be achieved via sparse signal reconstruction (SSR) in the multiple measurement
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vector (MMV) case. In Section 8.3.1 and in Section 8.3.2, we develop two grid-based SSR algo-
rithms for NC sources based on ℓ2,1-mixed-norm minimization and nuclear norm minimization,
respectively. To avoid the off-grid problem, we present a low-complexity grid offset estimation
procedure for both algorithms for a single source and two closely-spaced sources using local in-
terpolation. In Section 8.3.3, we propose a gridless SSR algorithm for NC sources based on the
atomic norm minimization (ANM) framework.
8.3.1. Grid-based parameter estimation based on NC sparse recovery
We start the development with the model for strictly second-order (SO) non-circular (NC) sources
from Section 2.2, which is restated again for convenience. In the case of strictly SO non-circular
sources, the symbol matrix S ∈ Cd×N in (8.1) can be decomposed as (cf. Equation (2.36) in
Section 2.2)
S =Ψ(ϕ) ⋅S0, (8.17)
where S0 = [s0,1, . . . ,s0,d]T ∈ Rd×N is a real-valued symbol matrix with rows sT0,i for i = 1, . . . , d, and
Ψ(ϕ) = diag {[ejϕ1 , . . . , ejϕd]} ∈ Cd×d is a diagonal matrix that contains the rotation phase shifts
corresponding to the phases ϕ = [ϕ1, . . . , ϕd]T on its diagonal, which can be arbitrary for each
received signal as described in Section 2.2. Thus, the complex signal amplitudes of each source lie
on a rotated line through the origin in the complex plane. Note that at the receiver, the rotation
phase ϕ are usually unknown.
In Section 6.2.1, we have shown for subspace-based parameter estimation algorithms that the
strictly non-circular signal structure can be exploited by applying the NC preprocessing step in
(6.4) to the measurement matrix X in (8.1) to obtain the augmented measurement matrix X(nc) ∈
C
2M×N
X(nc) = ⎡⎢⎢⎢⎢⎣
X
ΠM ⋅X∗
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
A(µ) ⋅Ψ(ϕ)
ΠM ⋅A∗(µ) ⋅Ψ∗(ϕ)
⎤⎥⎥⎥⎥⎦ ⋅S0 +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦ (8.18)=A(nc)(µ,ϕ) ⋅S0 +N (nc) =X(nc)0 +N (nc), (8.19)
whereA(nc)(µ,ϕ) ∈ C2M×d is the augmented array steering matrix with a virtually doubled number
of sensors andX
(nc)
0 ∈ C2M×N is the noise-free augmented measurement matrix. It has been shown
in Chapter 6 that processing X(nc) instead of X reduces the estimation error and doubles the
number of resolvable sources [SRHD14]. Note that (8.19) is a slight variation of the original model
in (6.4) as it is expressed in terms of the real-valued symbol matrix S0 instead of S.
For the derivation of grid-based sparse signal recovery algorithms for NC sources, we first find an
equivalent sparse signal representation of the noise-free augmented measurement matrixX
(nc)
0 from
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(8.19) similar to that in (8.2). However, since the augmented array steering matrix in A(nc)(µ,ϕ)
in (8.19) depends on both the spatial frequency parameters µ and the unknown rotation phases
ϕ, we need to discritize the spatial domain as well as the rotation phase domain, resulting in a
2-D grid. Thus, a sparse representation of X
(nc)
0 accounting for the NC structure is given by
X
(nc)
0 = A˜(nc)(µ˜, ϕ˜) ⋅ S˜0, (8.20)
where A˜(nc)(µ˜, ϕ˜) ∈ C2M×KµKϕ is the overcomplete sensing matrix and S˜0 ∈ RKµKϕ×N is the corre-
sponding real-valued row-sparse matrix. The 2-D grid embedded in the sensing matrix A˜(nc)(µ˜, ϕ˜)
is defined by theKµKϕ tuples (µ˜nµ , ϕ˜nϕ) with nµ = 1, . . . ,Kµ and nϕ = 1, . . . ,Kϕ. Thus, similarly to
(8.2), the spatial frequency range [0,2π] is sampled at theKµ =MPµ grid points µ˜ = [µ˜1, . . . , µ˜Kµ]T
with the uniform grid µ˜nµ = (nµ − 1)∆µ, where ∆µ = 2π/Kµ is the grid spacing and Pµ > 1 is the
oversampling factor such that Kµ > M > d. Additionally, the rotation phase range [0, π] is sam-
pled at ϕ˜ = [ϕ˜1, . . . , ϕ˜Kϕ]T with the uniform grid ϕ˜nϕ = (nϕ − 1)∆ϕ with nϕ = 1, . . . ,Kϕ, where
∆ϕ = π/Kϕ and Kϕ = MPϕ with the oversampling factor Pϕ > 1 such that Kϕ > M > d. Then,
the overcomplete sensing matrix A˜(nc)(µ˜, ϕ˜) ∈ C2M×KµKϕ is defined as
A˜(nc)(µ˜, ϕ˜) = [A˜(nc)(µ˜, ϕ˜1) ⋯ A˜(nc)(µ˜, ϕ˜Nϕ)] , (8.21)
where
A˜(nc)(µ˜, ϕ˜nϕ) =
⎡⎢⎢⎢⎢⎣
A(µ˜) ⋅ ejϕ˜nϕ
ΠM ⋅A∗(µ˜) ⋅ e−jϕ˜nϕ
⎤⎥⎥⎥⎥⎦ ∈ C
2M×Kµ . (8.22)
Therefore, the effective NµNϕ-point sampling grid is given by the points k = (nϕ−1)Kµ+nµ. Note
that the extended row dimensions of the dictionary A˜(nc)(µ˜, ϕ˜) can be interpreted as a virtual
doubling of the number of sensor elements. Moreover, if the phase reference of the ULA is at the
array centroid, i.e., ΠM ⋅ A˜∗(µ˜) = A˜(µ˜) holds, the 2-D sensing matrix A˜(nc)(µ˜, ϕ˜) in (8.21) can
be compactly expressed as
A˜(nc)(µ˜, ϕ˜) =Φ(ϕ˜)⊗ A˜(µ˜), (8.23)
where Φ(ϕ˜) = [φ(ϕ˜1), . . . ,φ(ϕ˜Nϕ)] ∈ C2×Nϕ with φ(ϕ˜nϕ) = [ejϕ˜nϕ , e−jϕ˜nϕ ]T ∈ C2×1.
It is important to emphasize that due to the discretization of the spatial domain as well as the
rotation phase domain, the estimation problem becomes a two-dimensional (2-D) sparse recovery
problem, which requires estimating the support in the spatial domain as well as in the rotation
phase domain. Assuming that the on-grid assumption discussed for (8.2) is satisfied, the real-valued
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matrix S˜0 ∈ CKµKϕ×N in (8.20) is has the row-sparse structure
[S˜0]k,n =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[S0]i,n if µ˜k = µi
0 else
(8.24)
for k = 1, . . . ,KµKϕ, n = 1, . . . ,N , and i = 1, . . . , d. The support of the non-zero rows of S˜0
corresponds to the spatial frequencies on the spatial grid.
In analogy to (8.4) in Section 8.2.1, the joint sparse signal reconstruction problem can be for-
mulated as the ℓp,0-mixed-norm problem
min
S˜0∈RKµKϕ×N
∥S˜0∥p,0 (8.25)
s. t. ∥X(nc) − A˜(nc)(µ˜, ϕ˜) ⋅ S˜0∥2F ≤ β(nc),
where the threshold parameter β(nc) related to the noise power is chosen according to [MCW05]
as β(nc) = Tr{E{N (nc) ⋅N (nc)H}} = 2MNσ2n. As solving the ℓp,0-mixed-norm problem in (8.25) is
NP-hard, approximate solutions via simultaneous orthogonal matching pursuit (S-OMP) [TGS06]
and the convex ℓp,1 mixed-norm relaxation [MCW05, Kow09, HM10] can be obtained.
The corresponding ℓ2,1 mixed-norm minimization problem can be formulated as
min
S˜0∈RKµKϕ×N
∥S˜0∥2,1 (8.26)
s. t. ∥X(nc) − A˜(nc)(µ˜, ϕ˜) ⋅ S˜0∥2F ≤ β(nc),
where β(nc) is chosen as above. Note that due to the effective sampling grid, closely-spaced NC
sources (even if they are on the same grid point) are well-separated as long as they have a rotation
phase discrimination. Therefore, not only the support estimation is usually improved, but also the
estimated amplitudes of the sparse components in the spectrum. The support in both dimensions
can be found by matching the effective grid into the 2-D grid.
The computational complexity of solving (8.26) depends on the number of grid points Kµ and
Kϕ in the spatial domain and the rotation phase domain, and the number of snapshots N . To
reduce the computational complexity, the same dimensionality reduction techniques described in
Section 8.2.1 for the ℓ2,1-mixed-norm minimization can be applied.
Note that similarly to the NC ESPRIT-type algorithms presented in Chapter 6, at most 2(M−1)
NC sources can be uniquely resolved by the ℓ2,1 mixed-norm minimization for NC signals. This
is due to the NC preprocessing step, which virtually doubles the number of antennas. Simulation
results in Section 8.4 demonstrate this property.
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8.3.1.1. 2-D Off-grid Estimation
So far, we have assumed that the NC sources lie on the sampling grid such that the model in
(8.20) holds. However, this assumption is rather unrealistic in practice, which leads to a 2-D off-
grid problem as a result of the 2-D sampling grid introduced for NC sources. In order to handle
this model mismatch, we extend the previous work on the 1-D off-grid problem for the SMV case
[IRA+14] to the NC case as well as the MMV case. The results are published in [SRH16c]. We
present two efficient solutions for a single NC off-grid source and two closely-spaced NC off-grid
sources that are used as a post-processing step after the support estimation via SSR. We show
analytically for a single off-grid source that the atoms in the 2-D grid are separable, i.e., the off-
grid estimation can be performed in both dimensions separately. Based on these findings, two
simple low-complexity estimators are presented that require a considerably lower computational
complexity compared to the SSR.
Let us first introduce the off-grid model for the i-th source located at the pair (µi, ϕi), i = 1, . . . , d,
in both dimensions as
µi = µ˜Lµi + ǫi(µ˜Lµi+1 − µ˜Lµi ) = (Lµi − 1 + ǫi) ⋅∆µ, (8.27)
ϕi = ϕ˜Lϕi + δi(ϕ˜Lϕi+1 − ϕ˜Lϕi ) = (Lϕi − 1 + δi) ⋅∆ϕ, (8.28)
where we have used the defined uniform sampling grid on the right hand side. Moreover, Lµi
and Lϕi are the respective nearest left grid points obtained from the support estimation, and
ǫi, δi ∈ [0,1] model the grid offset. It should be noted that for ǫi = δi = 0, (8.27) and (8.28) reduce
to the on-grid model in (8.20).
For simplicity, we assume that the phase reference of the ULA is located at the array centroid.
Then, the steering vector corresponding to the i-th source is given by
a(µi) = [e−jM−12 µi , . . . , ejM−12 µi]T ∈ CM×1 (8.29)
Under this assumption, the augmented steering vector a(nc)(µi, ϕi) can be expressed according to
(8.23) as a(nc)(µi, ϕi) = [ejϕi , e−jϕi]T ⊗ a(µi).
To gain more insights into the 2-D off-grid problem, we first consider a single NC off-grid source.
In [IRA+14], it has been shown that each 1-D off-grid source can be well approximated by the
atoms corresponding to the two closest grid points. As a consequence, sparse recovery algorithms
concentrate the signal power at exactly those grid points. This suggests that a similar approach
can be used in the 2-D case for an NC off-grid source. Thus, based on the relative height of the
peaks at the two neighboring atoms in both grid dimensions, we can estimate the corresponding
two offsets to approximate the NC off-grid source.
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In the noiseless case, the model (8.19) for a single NC source simplifies to
X
(nc)
0 = a(nc)(ǫ, δ) ⋅ sT0 , (8.30)
where a(nc)(ǫ, δ) = a(nc)(µ˜L + ǫ∆µ, ϕ˜L + δ∆ϕ) ∈ C2M×1 is the true steering vector and s0 ∈ RN×1 is
the real-valued symbol vector. Thus, we can represent a(nc)(ǫ, δ) by the linear model
a(nc)(ǫ, δ) ≈ A˜(nc)(µ˜L, µ˜L+1, ϕ˜L, ϕ˜L+1) ⋅α, (8.31)
where the matrix A˜(nc)(µ˜L, µ˜L+1, ϕ˜L, ϕ˜L+1) = [a˜(nc)(µ˜L, ϕ˜L), a˜(nc)(µ˜L+1, ϕ˜L), a˜(nc)(µ˜L, ϕ˜L+1),
a˜(nc)(µ˜L+1, ϕ˜L+1)] ∈ C2M×4 contains the neighboring grid points and α = [α1, . . . , α4]T ∈ R4×1
contains the coefficients. Using bmX
(nc)
0 in (8.30), the coefficients α can be found by solving the
least squares problem
min
α
∥X(nc)0 − A˜(nc)(µ˜L, µ˜L+1, ϕ˜L, ϕ˜L+1) ⋅α ⋅ sT0 ∥2F, (8.32)
where sT0 on both sides can be neglected. The solution is given by
αˆ(ǫ, δ) = A˜(nc)+(µ˜L, µ˜L+1, ϕ˜L, ϕ˜L+1) ⋅ a(nc)(ǫ, δ). (8.33)
After expanding the pseudo inverse in (8.33), we obtain terms such as for instance
aHµ˜L ⋅ aµ˜L+1 = (M−1)/2∑
m=−(M−1)/2
ejm∆µ =D(∆µ), (8.34)
where we have defined
D(y) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
M if y = 0
sin(yM/2)/ sin(y/2) otherwise. (8.35)
Similar terms to (8.34) can be obtained for all the combinations of µ˜L, µ˜L+1, and µ˜L + ǫ∆µ.
Then, denoting d(x) = [D(x∆µ),D((x−1)∆µ)]T ∈ R2×1 and c(x) = [cos(x∆ϕ), cos((x−1)∆ϕ)]T ∈
R
2×1 as well as D(x) = [d(x),d(x + 1)] ∈ R2×2 and C(x) = [c(x),c(x + 1)] ∈ R2×2, we obtain
αˆ(ǫ, δ) = (C(0)⊗D(0))−1(c(δ)⊗ d(ǫ)) (8.36)
= α(δ)⊗β(ǫ), (8.37)
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where α(δ) = [α1(δ), α2(δ)]T and β(ǫ) = [β1(ǫ), β2(ǫ)]T with
α1(δ) = cos(δ∆ϕ) − cos(∆ϕ) ⋅ cos((δ − 1)∆ϕ)
1 − cos2(∆ϕ) (8.38)
α2(δ) = cos((δ − 1)∆ϕ) − cos(∆ϕ) ⋅ cos(δ∆ϕ)
1 − cos2(∆ϕ) (8.39)
β1(ǫ) = M ⋅D(ǫ∆µ) −D(∆µ) ⋅D((ǫ − 1)∆µ)
M2 −D2(∆µ) (8.40)
β1(ǫ) = M ⋅D((ǫ − 1)∆µ) −D(∆µ) ⋅D(ǫ∆µ)
M2 −D2(∆µ) . (8.41)
Thus, the 2-D offset estimation is separable in both grid dimensions. As it can be shown that
αn(δ) and βn(ǫ), n = 1,2, become linear in ǫ and δ with increasing Pµ and Pϕ, the simple 1-D
estimator from [IRA+14]
ǫˆ = β2(ǫ)
β1(ǫ) + β2(ǫ) , δˆ = α2(δ)α1(δ) + α2(δ) (8.42)
can be applied in both dimensions independently. Arranging the elements of αˆ in a matrix B, we
obtain B = α(δ) ⋅β(ǫ)T, which is of rank 1.
In the noisy case, the matrix X
(nc)
0 in (8.32) needs to be replaced by X
(nc). As a consequence,
B becomes an estimate that is not rank one anymore. However, a good rank-one approximation
can be obtained from the SVD of Bˆ, i.e., Bˆ = u ⋅ vH = αˆ(δ) ⋅ βˆT(ǫ). Based on αˆ(δ) and βˆ(ǫ), the
two estimators in (8.42) are used to determine the grid offsets.
In the case of two sources, their mutual influence depends on the correlation between the array
steering vectors. If the source separation is much larger than Pµ grid points, which corresponds to
the Rayleigh resolution limit 2π/M , they are separable. Due to the effective grid, this is the case
for two closely-spaced NC sources if their phases discriminate. Therefore, the two sources can be
treated independently and the estimators (8.42) can be applied for each source separately.
However, this approach fails for closely-spaced sources with the same rotation phase. Thus,
inspired by [IRA+14], we propose a numerical joint off-grid estimation procedure for two NC
sources with the same rotation phase, i.e., ϕ1 = ϕ2. Assuming that the correct support has been
estimated via SSR, we approximate each of the two sources located at (µi, ϕi), i = 1,2, by the four
respective neighboring grid points Lµi , Lµi + 1, Lϕi , and Lϕi + 1 as an extension of (8.31). Denote
A˜
(nc)
i ∈ C2M×4 as the matrix containing the neighboring grid points of the i-th source as in (8.31).
Then, in analogy to the noiseless case in (8.33), we have
G(ǫ,δ) = A˜(nc)+1,2 ⋅X(nc)0 = A˜(nc)+1,2 ⋅A(nc)(ǫ,δ) ⋅S0, (8.43)
where A˜
(nc)
1,2 = [A˜(nc)1 , A˜(nc)2 ] ∈ C2M×8 and G(ǫ,δ) ∈ R8×T is the matrix of coefficients that depends
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on ǫ = [ǫ1, ǫ2]T and δ = [δ1, δ2]T. It can be shown that G(ǫ,δ) can be expressed as
G(ǫ,δ) =D−10 ⋅D(ǫ,δ) ⋅S0, (8.44)
where
D0 = ⎡⎢⎢⎢⎢⎣
C(0)⊗D(0) C(dϕ)⊗D(dµ)
C(dϕ)T ⊗D(dµ)T C(0)⊗D(0)
⎤⎥⎥⎥⎥⎦ ∈ R
8×8,
D(ǫ,δ)=⎡⎢⎢⎢⎢⎣
c(δ1)⊗ d(ǫ1) c(δ2 + dϕ)⊗ d(ǫ2 + dµ)
c(δ1 − dϕ)⊗ d(ǫ1 − 1) c(δ2)⊗ d(ǫ2)
⎤⎥⎥⎥⎥⎦ ∈ R
8×2,
where dµ = Lµ2 −Lµ1 and dϕ = Lϕ2 −Lϕ1 and the vectors c(x),d(x) as well as the matrices C(x)
and D(x) are defined as in (8.36).
Next, we consider the noisy case, which yields Gˆ = A˜(nc)+1,2 ⋅X(nc), and define G¯ = D0 ⋅ Gˆ.
For the comparison of the coefficients G¯ obtained from the measurements with the analytical
approximationG(ǫ,δ), we note that the columns ofG(ǫ,δ) are a linear combination of the columns
of D(ǫ,δ). Thus, we aim at maximizing the overlap between G¯ and the column space of D(ǫ,δ).
To this end, we propose to estimate the off-grid parameters by minimizing the cost function
J(ǫ,δ) = ∥G¯ −D(ǫ,δ) ⋅D+(ǫ,δ) ⋅ G¯∥2
F
. (8.45)
We have observed that the function J(ǫ,δ) is smooth and convex in the parameter range ǫi, δi ∈[0,1] with a unique minimum. Therefore, (8.45) can be minimized by any local optimization
method, e.g., the gradient descent algorithm. Note again that the joint estimation procedure can
resolve two sources with a separation below the Rayleigh resolution limit.
It is worth mentioning that the presented joint estimation procedure can be extended straight-
forwardly if a group of more than two closely-spaced sources with the same rotation phase is
present.
8.3.2. Sparsity-based parameter estimation for strictly non-circular sources using
nuclear norm minimization
The grid-based sparse signal reconstruction (SSR) algorithm for strictly non-circular (NC) signals
based on ℓ2,1-mixed-norm minimization in Section 8.3.1 requires the sampling of both the spatial
domain and the rotation phase domain. To achieve high resolution capabilities, a fine sampling
is desirable. However, a large number of grid points in both domains significantly increases the
dimensions of the joint overcomplete basis, which can lead to a prohibitive computational com-
plexity. Therefore in this section and published in [SSPH16], we present an SSR algorithm for NC
signals based on nuclear norm (rank) minimization after lifting the original bilinear optimization
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problem to a linear optimization problem in a higher-dimensional space. Thereby, the 2-D estima-
tion problem is reduced to a 1-D estimation problem only in the sampled spatial domain, which
automatically provides gridless estimates of the rotation phases. As a result, the proposed method
requires a significantly lower computational complexity, while providing the same performance
benefits. Additionally, we present an low-complexity grid offset estimator for the spatial domain.
As in (8.19) in Section 8.3.1, we first account for the NC signal structure by applying the NC
preprocessing step to the measurement matrixX from (8.1) to obtain the augmented measurement
matrix X(nc) ∈ C2M×N
X(nc) = ⎡⎢⎢⎢⎢⎣
X
ΠM ⋅X∗
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
A(µ) ⋅Ψ(ϕ)
ΠM ⋅A∗(µ) ⋅Ψ∗(ϕ)
⎤⎥⎥⎥⎥⎦ ⋅S0 +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦ (8.46)=A(nc)(µ,ϕ) ⋅S0 +N (nc) =X(nc)0 +N (nc), (8.47)
where the virtually augmented array steering matrix A(nc)(µ,ϕ) ∈ C2M×d has twice as many
sensor elements M , such that processing X(nc) instead of X can improve the accuracy of the
parameter estimates and doubles the number of resolvable signals. The augmented steering matrix
A(nc)(µ,ϕ) ∈ C2M×d in (8.47) can be decomposed as
A(nc)(µ,ϕ) = A¯(nc)(µ) ⋅Φ(nc)(ϕ), (8.48)
where A¯(nc)(µ) and Φ(nc)(ϕ) are defined as
A¯(nc)(µ) = ⎡⎢⎢⎢⎢⎣
A(µ) 0
0 ΠM ⋅A∗(µ)
⎤⎥⎥⎥⎥⎦ , Ψ
(nc)(ϕ) = ⎡⎢⎢⎢⎢⎣
Ψ(ϕ)
Ψ∗(ϕ)
⎤⎥⎥⎥⎥⎦ .
Then, following the idea in [SPP14, SPP18a], the model in (8.47) can be reformulated as
X(nc) =B(µ) ⋅Φ(ϕ) ⋅S0 +N (nc) (8.49)
where B(µ) = A¯(nc)(µ) ⋅J ∈ C2M×2d is a column permuted version of the steering matrix A¯(nc)(µ)
with a permutation matrix J ∈ R2d×2d such that
B(µ) = ⎡⎢⎢⎢⎢⎣
a(µ1) 0
0 ΠM ⋅ a∗(µ1) ⋯
a(µd) 0
0 ΠM ⋅ a∗(µd)
⎤⎥⎥⎥⎥⎦ . (8.50)
Similarly, we define the row permuted phase shift matrix Φ(ϕ) = JT ⋅ Ψ(nc)(ϕ) ∈ C2d×d that
possesses the block-diagonal structure
Φ(ϕ) = blkdiag {[φ1, . . . ,φd]} , (8.51)
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where the vector φi = [ejϕi , e−jϕi]T ∈ C2×1 contains the rotation phase shift and its complex conju-
gate corresponding to the i-th source as defined in the model (8.17) in Section 8.3.1. Furthermore,
we define the parametrization
Q(ϕ) =Ψ(ϕ) ⋅S0 = [QT1 (ϕ1) ⋯ QTd (ϕd)]T ∈ C2d×N , (8.52)
which is partitioned into d rank-one matrices
Qi(ϕi) = φi ⋅ sT0,i ∈ C2×N (8.53)
for i = 1, . . . , d. Additionally, due to the complex conjugate structure of the phase shift vectors φi
and the fact that sT0,i is real-valued, each sub-matrix Qi(ϕi) exhibits a conjugate row structure,
i.e., Qi(ϕi) = Π2 ⋅Q∗i (ϕi). Using the definition in (8.52), the signal models in (8.47) and (8.49)
can be equivalently expressed as
X(nc) =B(µ) ⋅Q(ϕ) +N (nc). (8.54)
Note that the parametrization Q(ϕ) in (8.54) contains 2Nd complex entries compared to the(N+1)d real-valued entries when directly modeling S0 and ϕ in (8.47). Hence, the parametrization
Q(ϕ) contains more redundancy and increases the number of estimation parameters. However, the
advantage of the representation (8.54) is that, in contrast to (8.47), the bilinear nature is removed
as the rotation phase matrix Ψ(ϕ) is embedded in the block signal matrix Q(ϕ). Therefore, in the
context of optimization, the parameterization in (8.52) can be interpreted as lifting to a higher-
dimensional space. Moreover, Q(ϕ) is composed of rank-one sub-matrices with conjugate row
structure. Both properties of the sub-matrices will be exploited by the proposed SSR algorithm
for NC signals.
The sparse representation of the model in (8.54) is given by
X(nc) =B(µ˜) ⋅ Q˜(ϕ) +N (nc), (8.55)
where the overcomplete sensing matrix B(µ˜) ∈ C2M×2Kµ is computed according to (8.50) and con-
structed by discretizing the spatial frequency range [0,2π] at the Kµ grid points µ˜ = [µ˜1, . . . , µ˜Kµ].
Typically, we have Kµ = MPµ, where Pµ > 1 is the oversampling factor such that Kµ > M > d.
For simplicity, we consider uniform sampling with µ˜k = (k − 1)∆µ with k = 1, . . . ,Kµ, where
∆µ = 2π/Kµ is the grid spacing, and assume that the true spatial frequencies lie exactly on the
sampling grid, i.e., {µi}di=1 ∈ {µ˜k}Kµk=1. Under the on-grid assumption, the block-sparse signal matrix
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Q˜(ϕ) = [Q˜T1 (ϕ1), . . . , Q˜TKµ(ϕKµ)]T ∈ C2Kµ×N contains the sub-matrices
Q˜k(ϕk) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Qi(ϕi) if µ˜k = µi
0 else.
(8.56)
It should be highlighted that the matrix Q˜(ϕ) in (8.55) exhibits two different levels of sparsity.
Considering (8.56), it is block sparse, i.e., the elements of the blocks Q˜k(ϕk), for k = 1, . . . ,Kµ,
are either jointly zero or jointly non-zero. Additionally, from (8.52), the blocks Q˜k(ϕk) are rank-
sparse, i.e., they are either of rank one or rank zero. In what follows, we drop the argument ϕ in
Q˜(ϕ) for notational convenience. The support of the non-zero blocks of Q˜(ϕ) corresponds to the
spatial frequencies on the spatial grid.
In case of the noisy measurement matrix X(nc), the sparse reconstruction problem can be for-
mulated by the rank minimization problem
min
Q˜
Kµ∑
k=1
rank{Q˜k} (8.57a)
s.t. ∥X(nc) −B(µ˜) ⋅ Q˜∥2
F
≤ β(nc) (8.57b)
Q˜k =Π2 ⋅ Q˜∗k, for k = 1, . . . ,Kµ, (8.57c)
where the constraint (8.57c) enforces the conjugate row structure in each matrix block Q˜k and
the threshold parameter β(nc) can again be chosen [MCW05] as β(nc) = Tr{E{N (nc) ⋅N (nc)H}} =
2MNσ2n. The formulation in (8.57) takes advantage of the twofold sparsity structure discussed
above. First, the minimization of the rank-terms promotes low-rank blocks Q˜k and second, min-
imizing the sum-of-ranks enforces a block-sparse structure of Q˜. However, solving the rank min-
imization problem in (8.57) is NP-hard [VB96] and an approximate solution can be obtained by
means of convex relaxation [FHB01, CR09, CCS10, RFP10].
A prominent convex relaxation of the rank operator in (8.57) is the nuclear norm, also termed
trace norm, which has been applied in several rank minimization problems [FHB01, CR09, CCS10,
RFP10]. The nuclear norm is defined according to Appendix C.2.3 as
∥Q˜k∥
∗
= Tr{(Q˜Hk ⋅ Q˜k)(1/2)} = min(2,N)∑
r=1
σr(Q˜k), (8.58)
where σr(Q˜k) denotes the r-th singular value of the sub-matrix Q˜k. As described in Appendix C.2.3,
the nuclear norm is equivalent to the convex ℓ1-norm of the singular values of Q˜k, which enforces
sparsity of the vector of singular values and thus, promotes solutions with low rank sub-matrices
Q˜k.
Therefore, the rank minimization problem in (8.57) can be approximated by the convex nuclear
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norm minimization problem
min
Q˜
Kµ∑
k=1
∥Q˜k∥∗ (8.59a)
s.t. ∥X(nc) −B(µ˜) ⋅ Q˜∥2
F
≤ β(nc) (8.59b)
Q˜k =Π2 ⋅ Q˜∗k, for k = 1, . . . ,Kµ. (8.59c)
where β(nc) is chosen as in (8.57b) [MCW05]. Note that the problem in (8.59) can be interpreted
as a lifted version of the ℓ2,1-mixed-norm problem in (8.26) due to the extended parametrization
in (8.52).
The nuclear norm minimization problem in (8.59) can be efficiently implemented by its semi-
definite programming (SDP) formulation. As shown in [FHB01], minimizing the nuclear norm
is equivalent to an SDP and can be solved by standard solver such as CVX [GB14] or MOSEK
[ApS15]. A proof is given in Appendix C.3.2. Consequently, the nuclear norm minimization
problem in (8.59) can equivalently be expressed as
min
Q˜,Wk,1,Wk,2
1
2
⋅ Kµ∑
k=1
Tr{Wk,1} +Tr{Wk,2} (8.60a)
s.t. ∥X(nc) −B(µ˜) ⋅ Q˜∥2
F
≤ β(nc) (8.60b)⎡⎢⎢⎢⎢⎣
Wk,1 Q˜k
Q˜Hk Wk,2
⎤⎥⎥⎥⎥⎦ ⪰ 0, for k = 1, . . . ,Kµ (8.60c)
Q˜k =Π2 ⋅ Q˜∗k, for k = 1, . . . ,Kµ, (8.60d)
where the Hermitian matrices Wk,1 ∈ C2Kµ×2Kµ and Wk,2 ∈ CN×N are auxiliary variables.
Given a solution ˆ˜Q to the problem (8.60), the support set is identified from the indices of the
non-zero sub-matrices according to
S = {k ∣ ˆ˜Qk ≠ 0 } (8.61)
and the spatial frequency estimates are extracted as {µˆi}dˆi=1 = {µ˜k ∣k ∈ S}. Given a sub-matrix
estimate ˆ˜Qk, k ∈ S, its singular value decomposition (SVD) is given by
ˆ˜
Qk = Uˆk ⋅ Σˆk ⋅ Vˆ Hk for k = 1, . . . ,Kµ. (8.62)
Then, the corresponding real-valued signal vector sˆ0,k and its rotation phase ϕˆk can be recovered
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by means of a rank-one approximation of (8.62) via
sˆ0,k = σ1( ˆ˜Qk)√
2
⋅ vˆk,1, ϕˆk = arg {[uˆk,1]1} , (8.63)
where uˆk,1 and vˆk,1 denote the principal left and right singular vectors of the sub-matrix
ˆ˜
Qk, [x]i
denotes the i-th element of a vector x and the factor
√
2 is a normalization of sˆ0,k to magnitude
1. Note that due to the conjugate row structure of the sub-matrices ˆ˜Qk = [ˆ˜qk, ˆ˜q∗k]T ∈ C2×N , there
always exist real-valued right singular vectors vˆk,1, since
ˆ˜
QHk ⋅ ˆ˜Qk = ˆ˜q∗k ⋅ ˆ˜qTk + ˆ˜qk ⋅ ˆ˜qHk ∈ RN×N . (8.64)
It is important to note that (8.63) enables a gridless estimation of the rotation phases ϕi as in
contrast to the ℓ2,1-mixed-norm minimization problem for NC signals in (8.26), the discretization
of the rotation phase domain is not required.
The computational complexity of solving the nuclear norm minimization problem in (8.59) is
mainly determined by the size of the sparse signal matrix Q˜, i.e., the number of grid points Kµ
and the number of snapshots N . For large N , we have seen in Section 8.2.1 that by applying the
ℓ1-SVD method from [MCW05], the number of optimization variables can be significantly reduced
when operating on the signal subspace of the measurement matrix X(nc) rather than on X(nc)
itself. Here, we present a similar preprocessing approach to reduce the computational complexity
of solving the nuclear norm minimization problem in (8.59).
Let the SVD of the measurement matrix X(nc) in the data model (8.49) be given by
X(nc) =B(µ) ⋅Φ(ϕ) ⋅S0 +N (nc)
=B(µ) ⋅Q +N (nc) = U ⋅Σ ⋅V H. (8.65)
SinceX(nc)H ⋅X(nc) =XH ⋅X +XT ⋅X∗ ∈ RN×N , there exists a real-valued unitary basis V ∈ RN×N
for the row space of X(nc). Then, if N > d, we can define the reduced dimensional measurement
matrix X
(nc)
sv ∈ CM×d by applying the following preprocessing step to X(nc):
X(nc)sv =X(nc) ⋅V ⋅K=B(µ) ⋅Φ(ϕ) ⋅S0 ⋅V ⋅K +N (nc) ⋅V ⋅K
=B(µ) ⋅Φ(ϕ) ⋅Ssv +N (nc)sv , (8.66)
where the selection matrix K = [Id, 0d×(N−d)]T ∈ RN×d extracts the d dominant right singular
vectors in V . As both S0 and V are real-valued, so is the matrix product Ssv = S0 ⋅V ⋅K. Thus,
the matrix Qsv =Φ(ϕ) ⋅Ssv ∈ C2K×d exhibits the same conjugate row structure as Q =Φ(ϕ) ⋅S0 ∈
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C
2K×N , but has a significantly reduced number of columns from N to d. Based on the model in
(8.66) with reduced dimensionality, we can formulate the nuclear norm minimization problem
min
Q˜sv
Kµ∑
k=1
∥Q˜sv,k∥∗ (8.67)
s.t. ∥X(nc)sv −B(µ˜) ⋅ Q˜sv∥2F ≤ β(nc)sv
Q˜sv,k =Π2 ⋅ Q˜∗sv,k, for k = 1, . . . ,Kµ,
which can be solved, for instance, via a similar SDP formulation as presented in (8.60).
Considering the selection of the regularization parameter β
(nc)
sv , we follow the approach in
[MCW05]. We choose β
(nc)
sv according to the noise statistics such that it provides an upper bound
on the noise power with high probability γ, i.e.,
Prob{∥N (nc)sv ∥2F ≤ β(nc)sv } = γ. (8.68)
In the case thatN contained inN (nc) = [NT, (ΠM ⋅N)H]T has independent identically distributed
(i.i.d.) Gaussian entries and for a moderate to a high SNR, ∥N (nc)sv ∥2F = ∥N (nc) ⋅ V ⋅K∥2F follows
approximately a χ2-distribution with Md degrees of freedom upon its normalization by the noise
variance 2σ2n. The reason that this holds only approximately is that the SVD in (8.65) depends on
the particular realization of the noise, and hence, the matrix V is a function of N (nc). However,
when the noise is small, the term B(µ) ⋅Q dominates the SVD, the effect of N (nc) becomes small,
andN
(nc)
sv has a χ
2-distribution, such that, according to (8.68), we can compute β
(nc)
sv by an inverse
χ2-distribution for some predefined probability γ.
8.3.2.1. Off-grid Estimation
So far, we have assumed that the on-grid assumption is fulfilled, i.e., the true spatial frequencies
are a subset of the sampling grid points such that {µi}di=1 ∈ {µ˜k}Kµk=1. However, in practice, we
generally have {µi}di=1 ∉ {µ˜k}Kµk=1, which leads to the well-known off-grid problem.
In Section 8.3.1.1, we have presented an efficient grid-offset estimation procedure based on the
concept in [IRA+14] to address the emerging 2-D NC off-grid problem in the sparse recovery of
NC signals via ℓ2,1-mixed-norm minimization. We have seen in (8.59) that by solving the sparse
recovery problem of NC signals by means of nuclear norm minimization, we are left with only a
1-D off-grid problem in the spatial domain. In this section, we develop two analytical 1-D grid-
offset estimation schemes for a single NC source and two closely-spaced NC sources, which can be
applied after the support estimation in (8.61).
As in Section 8.3.1.1, we assume a ULA with centered phase reference such that the array
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steering vectors are given by
a(µ) = [e−jM−12 µ ⋯ ejM−12 µ]T ∈ CM×1. (8.69)
Then, the augmented NC array steering vector is given as a(nc)(µ,ϕ) = [ejϕ, e−jϕ]T⊗a(µ) ∈ C2M×1.
We first consider the case of a single NC source with spatial frequency µ1. We assume that
the support S defined in (8.61) consists of the indices S = {k1, k1 + 1} such that µ˜S = [µ˜k1 µ˜k1+1]T
contains the two neighboring grid points closest to µ1, from the left and the right, respectively.
Let ǫ1 denote the grid offset with 0 ≤ ǫ1 ≤ 1 such that the off-grid model
µ1 = µ˜k1 + ǫ1∆µ (8.70)
holds, where ∆µ is the grid spacing. It is straightforward to see that in the case of a single NC
source, the 1-D grid-offset estimator from [IRA+14] is also applicable in this case. This follows
from the fact that a single NC source provides no performance benefits over a source with arbitrary
symbols, which is proven based on the deterministic NC Crame´r-Rao bound in Chapter 9. Thus,
the rotation phase ϕ1 of a single NC source is irrelevant. Consequently, in the absence of noise,
the true steering vector a(nc)(µ1, ϕ1) = a(nc)(µ˜k1 + ǫ1∆µ, ϕ1) can be approximated by the linear
model
a(nc)(µ1, ϕ1) ≈ [a(nc)(µ˜k1 , ϕˆk1), a(nc)(µ˜k1+1, ϕˆk1+1)] ⋅α(ǫ1), (8.71)
where the unknown coefficients in α(ǫ1) = [αk1(ǫ1), αk1+1(ǫ1)]T provide a good representation of
the true steering vector a(nc)(µ1, ϕ1), and ϕˆk1 , ϕˆk1+1 are the two corresponding continuous rotation
phase estimates reconstructed from (8.63). After computing the coefficients in α(ǫ) as presented
in [IRA+14], the simple closed-form estimator from [IRA+14]
ǫˆ1 = αk1+1(ǫ1)
αk1(ǫ1) + αk1+1(ǫ1) (8.72)
can also be applied in the NC case presented here. Note that in the presence of noise, α(ǫ) becomes
αˆ(ǫ).
For the case of two closely-spaced NC off-grid sources, we present a numerical joint grid-offset
estimation procedure, which is inspired by [IRA+14] and similar to that in Section 8.3.1.1. Let
µ = [µ1, µ2]T and ϕ = [ϕ1, ϕ2]T contain the true spatial frequencies and the rotation phases of
the two impinging source signals. Furthermore, let the support set S = {k1, k1 + 1, k2, k2 + 1}
found from (8.61) contain the grid indices such that µ˜ki and µ˜ki+1 are the nearest grid points
left and right of the source direction µi for i = 1,2. We summarize the grid points as µ˜S =[µ˜k1 , µ˜k1+1, µ˜k2 , µ˜k2+1]T and the corresponding gridless rotation phase estimates obtained from
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(8.63) as ϕˆS = [ϕˆk1 , ϕˆk1+1, ϕˆk2 , ϕˆk2+1]T. Moreover, we define the grid offsets ǫ = [ǫ1, ǫ2]T in µ =[µ˜k1 , µ˜k2]T + ǫ∆µ and the free parameters δ = [δ1, δ2]T in ϕ = [ϕ¯k1 , ϕ¯k2]T + δ, where ϕ¯ki = (ϕˆki +
ϕˆki+1)/2 is the average of the two rotation phase estimates corresponding to µ˜ki µ˜ki+1 for the i-th
source.
Then, following the arguments for the noiseless case X
(nc)
0 =A(nc)(µ,ϕ) ⋅S0 in Section 8.3.1.1,
we define the matrix
G(ǫ,δ) =A(nc)+(µ˜S , ϕˆS) ⋅A(nc)(µ,ϕ) ⋅S0 ∈ R4×N , (8.73)
which is the correlation of the reconstructed steering matrix based on the spatial frequencies in µ˜S
and the phase estimates ϕˆS with the true noise-free measurement matrix. Furthermore, we make
use of the fact that we can rewrite (8.73) as G(ǫ,δ) =D−10 ⋅D(ǫ,δ) ⋅S0, where we define
D0 =A(nc)H(µ˜S , ϕˆS) ⋅A(nc)(µ˜S , ϕˆS)
= ⎡⎢⎢⎢⎢⎣
D(0) cos(∆ϕˆ) ⋅D(d)
cos(∆ϕˆ) ⋅D(d)T D(0)
⎤⎥⎥⎥⎥⎦ ∈ R
4×4 (8.74)
and
D(ǫ,δ) =A(nc)H(µ˜S , ϕˆS) ⋅A(nc)(µ,ϕ)
= ⎡⎢⎢⎢⎢⎣
cos(δ1) ⋅ d(ǫ1) cos(δ2 +∆ϕˆ) ⋅ d(ǫ2 + d)
cos(δ1 −∆ϕˆ) ⋅ d(ǫ1 − 1) cos(δ2) ⋅ d(ǫ2)
⎤⎥⎥⎥⎥⎦ ∈ R
4×2 (8.75)
with D(x) = [d(x),d(x + 1)] ∈ R2×2, d(x) = [D(x∆µ),D((x − 1)∆µ)]T ∈ R2×1. The function D(y)
is defined as in (8.35) by
D(y) = ⎧⎪⎪⎪⎨⎪⎪⎪⎩
M if y = 0
sin(yM/2)/ sin(y/2) else. (8.76)
Moreover, d = k2 − k1 denotes the grid distance of the estimated support and ∆ϕˆ = ∣ϕ¯k2 − ϕ¯k1 ∣ is
the rotation phase difference.
In the noisy case, we obtain the estimate Gˆ = A(nc)+(µ˜S , ϕˆS) ⋅X(nc), and define G¯ = D0 ⋅ Gˆ.
As the columns of G(ǫ,δ) are a linear combination of the columns of D(ǫ,δ), we can estimate ǫ
and δ by minimizing the projection of G¯ onto the complement of the column space spanned by
D(ǫ,δ), i.e., we minimize the cost function
J(ǫ,δ) = ∥(I4 −D(ǫ,δ) ⋅D+(ǫ,δ)) ⋅ G¯∥2F , (8.77)
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which is smooth and convex for 0 ≤ ǫℓ, δℓ ≤ 1. Thus, any local optimization algorithm, e.g., the
gradient descent method, can be used to minimize (8.77). If more than two NC sources are present,
the presented grid-offset estimation schemes can still be applied after clustering the sources into
groups of single and two NC sources.
8.3.3. Gridless parameter estimation based on NC sparse recovery
In Section 8.3.1 and in Section 8.3.2, we have developed two sparse signal reconstruction (SSR)
algorithms for NC signals based on ℓ2,1-mixed-norm minimization and nuclear norm minimization,
respectively. As both algorithms are grid-based, a large number of grid points Kµ, which is
associated with a high computational complexity, is required to achieved a sufficient frequency
resolution. Moreover, in the case of off-grid sources, we have seen that postprocessing schemes
for the grid-offset estimation as developed in Section 8.3.1.1 and in Section 8.3.2.1 have to be
applied. In order to avoid the discretization of the spatial domain, the development of gridless
sparse recovery algorithms for NC signals is highly desirable.
In this section, we present a gridless sparse recovery algorithm for NC signals based on atomic
norm minimization (ANM) in the multiple measurement vector (MMV) case, which has been
published in [SRS+16]. The general concept of ANM and its application to frequency estimation has
been introduced in Section 8.2.2 and in Appendix C.4. The major advantage of the ANM framework
is that it allows for the signal reconstruction in the continuous parameter domain and hence, does
not require any discretization. As will be shown, the proposed NC ANM algorithm for NC signals
relies on the 2-D extension of the ANM framework considered in [CC15], which is based on the 2-D
Vandermonde decomposition for two-level Hermitian Block-Toeplitz matrices proposed in [GB02,
Geo07, CC15]. The generalization of the ANM framework and the Vandermonde decomposition
to the R-D case for R ≥ 2 has recently been presented in [YXS16].
For the derivation of the ANM algorithm for NC signals, we first apply the common NC pre-
processing step to the measurement matrix X from (8.1) to obtain the augmented measurement
matrix X(nc) ∈ C2M×N
X(nc) = ⎡⎢⎢⎢⎢⎣
X
ΠM ⋅X∗
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
A(µ) ⋅Ψ(ϕ)
ΠM ⋅A∗(µ) ⋅Ψ∗(ϕ)
⎤⎥⎥⎥⎥⎦ ⋅S0 +
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦ (8.78)=A(nc)(µ,ϕ) ⋅S0 +N (nc) =X(nc)0 +N (nc), (8.79)
where A(nc)(µ,ϕ) ∈ C2M×d is the augmented array steering matrix. Due to the virtually doubled
number of sensors in A(nc)(µ,ϕ), processing X(nc) instead of X can improve the parameter
estimation accuracy and doubles the number of identifiable sources.
Next, we assume for simplicity that the phase reference of the original array is located at the
array centroid as considered in Section 2.1.4.2, i.e., ∆ = Id such that ΠM ⋅A∗(µ) =A(µ). Then,
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the array steering vector a(µi) corresponding to the i-th spatial frequency is given by
a(µi) = [e−jM−12 µi ⋯ ejM−12 µi]T ∈ CM×1. (8.80)
With this assumption, the augmented steering matrix A(nc)(µ,ϕ) in (8.79) can be compactly
expressed as
A(nc)(µ,ϕ) =Φ(ϕ) ◇A(µ), (8.81)
where Φ(ϕ) = [φ1, . . . ,φd] ∈ C2×d with φi = [ejϕi , e−jϕi]T ∈ C2×1 and ◇ denotes the Khatri-Rao
product (the column-wise Kronecker product). Using (8.81), we can rewrite the noise-free aug-
mented measurement matrix X
(nc)
0 in (8.79) as
X
(nc)
0 = d∑
i=1
a(nc)(µi, ϕi) ⋅ sT0i = d∑
i=1
⎛⎝
⎡⎢⎢⎢⎢⎣
ejϕi
e−jϕi
⎤⎥⎥⎥⎥⎦⊗ a(µi)
⎞⎠ ⋅ sT0i , (8.82)
where a(nc)(µi, ϕi) represents the i-th column of A(nc)(µ,ϕ) in (8.81) and sT0i represents the i-th
row of S0. The Kronecker structure of a
(nc)(µi, ϕi) in (8.82) reveals the 2-D structure as both
dimensions, i.e., the spatial domain and the rotation phase domain, are separable. Moreover, it is
apparent that (8.82) is sparse in both dimensions if only a small number of signals d is present.
Note that the Kronecker structure in (8.82) also admits a tensor formulation of the measurements
contained in X
(nc)
0 , which enables the extension of the ANM framework to the tensor case. This
extension, however, is not considered in this thesis and is left for future work.
In [CC15, YXS16], the authors have proposed an R-D extension of the ANM framework for
multi-dimensional parameter estimation using a uniform separable R-D sampling grid as described
in Section 2.1.4.1. From (8.82), we conclude that the NC case considered here corresponds to the
2-D case of [CC15, YXS16], where the spatial dimension and the rotation phase dimension are
present. Therefore, similarly to [CC15, YXS16], we extend the 1-D ANM framework introduced
in Section 8.2.2 to the 2-D case by modeling the noise-free augmented measurement matrix X
(nc)
0
in (8.82) as a linear combination of the atoms
X˜
(nc)
0 (µ˜, ϕ˜, s˜0) = a(nc)(µ˜, ϕ˜) ⋅ s˜T0 = ⎛⎝
⎡⎢⎢⎢⎢⎣
ejϕ˜i
e−jϕ˜i
⎤⎥⎥⎥⎥⎦⊗ a(µ˜i)
⎞⎠ ⋅ s˜T0 , (8.83)
where µ˜ ∈ [−π, π), ϕ˜ ∈ [0,2π) and s˜0 ∈ RN×1 with ∥s˜0∥2 = 1. Subsequently, the continuous atomic
set A is given by
A = {X˜(nc)0 (µ˜, ϕ˜, s˜0) ∣ µ˜ ∈ [−π, π), ϕ˜ ∈ [0,2π), ∥s˜0∥2 = 1} . (8.84)
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According to [YX16b, YXS16], the atomic ℓ0-norm of X
(nc)
0 is defined as
∥X(nc)0 ∥A,0 = inf{µ˜k,
ϕ˜k,s˜0k}
{K ∣ X(nc)0 = K∑
k=1
ck ⋅ X˜(nc)0 (µ˜k, ϕ˜k, s˜0k), ck ≥ 0} , (8.85)
which describes the smallest number of atoms to compose X
(nc)
0 . As discussed in Section 8.2.2,
minimizing the atomic ℓ0-norm in (8.85) is non-convex and NP-hard. The corresponding convex
atomic ℓ1-norm (cf. Appendix C.4) is defined as
∥X(nc)0 ∥A = inf{µ˜k,
ϕ˜k,s˜0k}
{∑
k
ck ∣ X(nc)0 =∑
k
ck ⋅ X˜(nc)0 (µ˜k, ϕ˜k, s˜0k), ck ≥ 0} . (8.86)
As proven in [YX16b, YXS16] for the noiseless R-D case and assuming a uniform sampling grid,
the general multi-dimensional atomic ℓ1-norm minimization problem can be equivalently expressed
as a semi-definite programming (SDP) problem. Applying this result to the 2-D atomic ℓ1-norm
minimization problem (8.86), we can equivalently formulate (8.86) as the SDP problem
min
W ,u,v
1
2
⋅Tr{W } + 1
4M
⋅Tr{Toep{u,v}} (8.87)
s. t.
⎡⎢⎢⎢⎢⎣
W X
(nc)H
0
X
(nc)
0 Toep{u,v}
⎤⎥⎥⎥⎥⎦ ⪰ 0, (8.88)
where Toep{u,v} ∈ C2M×2M with u = [u1, . . . , uM ]T ∈ CM×1 and v = [v1, . . . , vM ]T ∈ CM×1 denotes
the two-level Hermitian Toeplitz matrix, also termed Hermitian Toeplitz-Block-Toeplitz matrix
Toep{u,v} = ⎡⎢⎢⎢⎢⎣
Toep{u} Toep{v}
Toep{v∗} Toep{u}
⎤⎥⎥⎥⎥⎦ , (8.89)
where
Toep{u} =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1 u2 ⋯ uM
u∗2 u1 ⋯ uM−1⋮ ⋮ ⋱ ⋮
u∗M u
∗
M−1 ⋯ u1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Toep{v} =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
v1 v2 ⋯ vM
v∗2 v1 ⋯ vM−1⋮ ⋮ ⋱ ⋮
v∗M v
∗
M−1 ⋯ v1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (8.90)
In order to reconstruct the spatial frequencies µk and the magnitudes ck for k = 1, . . . , d from
a solution Toep{uˆ, vˆ} to the problem (8.87), we apply the multi-dimensional Vandermonde de-
composition and the multi-dimensional generalization of the Carathe´odory theorem from [YXS16],
which states the result:
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Definition 8.3.1. In the noiseless case and for an M -element uniform R-D sampling grid with a
ULA of Mr sensors in the r-th mode for r = 1, . . . ,R, any positive semi-definite R-level Hermitian
Toeplitz matrix Toep{u1, . . . ,uR} ∈ CM×M as defined in [YXS16] with rank{Toep{u1, . . . ,uR}} =
K ≤minr{Mr − 1} can be uniquely decomposed as
Toep{u} =A ⋅C ⋅AH = K∑
k=1
ck ⋅ a(µ˜k) ⋅ aH(µ˜k), (8.91)
where A = [a(µ˜1), . . . ,a(µ˜K)] ∈ CM×K with a(µ˜k) = a (µ˜(1)k )⊗⋯⊗ a (µ˜(R)k ) ∈ CM×1 and a (µ˜(r)k )
has a Vandermonde structure in the r-th mode. Moreover, C = diag {[c1, . . . , cK]} ∈ RK×K is a
diagonal matrix that contains the non-negative coefficients ck > 0, k = 1, . . . ,K, on its diagonal.
Applying the multi-dimensional Vandermonde decomposition in (8.91) to the NC case in (8.87),
we obtain the 2-D Vandermonde decomposition
Toep{u,v} =A(nc)(µ˜, ϕ˜) ⋅C ⋅A(nc)H(µ˜, ϕ˜) (8.92)
= K∑
k=1
ck ⋅ a(nc)(µ˜k, ϕ˜k) ⋅ a(nc)H(µ˜k, ϕ˜k), (8.93)
where C = diag {[c1, . . . , cK]} contains the coefficients ck > 0, k = 1, . . . ,K, on its diagonal,
a(nc)(µ˜k, ϕ˜k) = ⎡⎢⎢⎢⎢⎣
ejϕ˜k
e−jϕ˜k
⎤⎥⎥⎥⎥⎦⊗ a(µ˜k), (8.94)
and rank{Toep{u,v}} = K ≤ 2(M − 1). The 2-D Vandermonde decomposition in (8.93) can be
computed by estimating the spatial frequencies µ˜k from the two-level Hermitian Toeplitz matrix
Toep{uˆ, vˆ} via subspace-based methods for NC signals such as NC Standard ESPRIT or NC
Unitary ESPRIT presented in Section 6.2.
In the case of the noise-corrupted augmented measurement matrix X(nc), the 2-D atomic ℓ1-
norm minimization problem can be formulated as
min
W ,u,v
1
2
⋅Tr{W } + 1
4M
⋅Tr{Toep{u,v}} (8.95)
s. t.
⎡⎢⎢⎢⎢⎣
W X
(nc)H
0
X
(nc)
0 Toep{u,v}
⎤⎥⎥⎥⎥⎦ ⪰ 0, ∥X
(nc) −X(nc)0 ∥2F ≤ η(nc),
where the threshold parameter η(nc) is chosen according to the noise statistics [MCW05], e.g.,
η(nc) = E{∥N (nc)∥2F}. In the noisy case, the Vandermonde decomposition in (8.93) holds approxi-
mately and the spatial frequencies µ˜k can still be extracted from the solution Toep{uˆ, vˆ} to (8.95)
via the NC ESPRIT-type algorithms from Section 6.2.
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In the caseN > d, solving the SDP problem in (8.95) may still require a substantial computational
complexity. As shown in Section 8.3.2, the computational cost can be significantly decreased by
operating on the signal subspace of X(nc) instead of directly processing X(nc). Thereby, the
number of columns of the data can be reduced from N to d.
Following the steps in Section 8.3.2, we first compute the SVD of X(nc) as X(nc) = U ⋅Σ ⋅ V H.
Then, from the temporal covariance matrix
X(nc)
H ⋅X(nc) =XH ⋅X +XT ⋅X∗ = 2 ⋅Re{XH ⋅X} ∈ RN×N ,
there must be a real-valued unitary basis V ∈ RN×N for the row space of X(nc). Decomposing
V into V = [Vs,Vn], where Vs ∈ RN×d contains the dominant right singular vectors of V , we can
reduce the dimensions of X
(nc)
0 ∈ C2M×N and X(nc) ∈ C2M×N to
X(nc)sv0 =X(nc)0 ⋅Vs ∈ C2M×d, X(nc)sv =X(nc) ⋅Vs ∈ C2M×d. (8.96)
Subsequently, the reduced dimensional version of the SDP problem in (8.95) can be reformulated
as
min
W ,u,v
1
2
⋅Tr{W } + 1
4M
⋅Tr{Toep{u,v}} (8.97)
s. t.
⎡⎢⎢⎢⎢⎣
W X
(nc)H
sv0
X
(nc)
sv0 Toep{u,v}
⎤⎥⎥⎥⎥⎦ ⪰ 0, ∥X
(nc)
sv −X(nc)sv0 ∥2F ≤ η(nc)sv , (8.98)
whose solution can be obtained at a significantly lower computational complexity. The threshold
parameter η
(nc)
sv is chosen according to (8.68) with the same reasoning.
Note that it was shown in [CC15] that the frequency separation condition for exact frequency
recovery from the 1-D case in [CFG14] also holds in the 2-D case and therefore applies here as well.
However, as demonstrated in the simulation section, in the specific case of two uncorrelated NC
sources with maximum phase separation, these sources entirely decouple such that the resolution
limit does not apply in this case.
An important feature of the presented NC ANM approach is that it can resolve more sources
than the number of physical sensors. This is due to the NC preprocessing, which virtually doubles
the number of sensor elements. This property is shown via simulation results in Section 8.4.3.
8.4. Numerical results
In this section, we provide simulation results to demonstrate the performance of the three sparse
signal reconstruction (SSR) algorithms for strictly non-circular (NC) sources. In Section 8.4.1, we
assess the performance of the NC SSR algorithm based on ℓ2,1-mixed-norm minimization, whereas
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the performance of the NC SSR algorithm based on nuclear norm minimization is analyzed in
Section 8.4.2. The gridless NC SSR algorithm based on atomic norm minimization is considered
in Section 8.4.3 and a comparison of the computational complexity of the proposed NC SSR
algorithms via the computation time is conducted in Section 8.4.4.
8.4.1. NC SSR based mixed-norm minimization
In this section, we present simulations to assess the performance of the proposed SSR algorithm
for strictly non-circular sources. To this end, we use the OMP algorithm for the SSR step and
compare the proposed offset estimation scheme “NC OMP Joint” according to (8.45) to its non-
NC counterpart from [IRA+14]. For the stopping criteria of OMP, the sparsity level d is assumed
known. Note that the OMP method can be replaced by any other SSR algorithm. We also consider
the deterministic CRB “Det CRB” as well as the deterministic CRB for NC sources “Det NC CRB”
derived in Section 9.2. For the computation of the mean square error (MSE), we only take the
estimation error in the spatial frequency domain µ into account as the estimation of the rotation
phases is not of primary interest, but can be added straightforwardly. For the numerical results,
we adopt a ULA of M = 8 isotropic sensors with half-wavelength spacing. The phase reference is
at the centroid. The symbols are drawn from a real-valued Gaussian distribution and the noise is
circularly symmetric white complex Gaussian with σ2n = 1/SNR. We have used 300 Monte Carlo
trials.
In Figure 8.2, we display the MSE versus the SNR for a scenario, where Pµ = 8, Pϕ = 6, and
d = 2 uncorrelated sources are located at (15.1∆µ,10.2∆ϕ) and (17.5∆µ,34.2∆ϕ), respectively,
i.e., we have ∆µ = µ2 − µ1 = 0.3Pµ∆µ and ∆ϕ = ϕ2 − ϕ1 = 24∆ϕ = π/2. The number of snapshots
is N = 20. Note that in such a setting of two closely-spaced uncorrelated NC sources with a
phase discrimination of π/2, the maximum NC gain can be achieved as shown in Section 9.4.2. It
can be seen from Figure 8.2 that the proposed algorithm for NC sources provides a significantly
lower estimation error compared to its non-NC counterpart. The “NC OMP Joint” algorithm
successfully estimates the grid offset and achieves the deterministic NC CRB.
Figure 8.3 illustrates the MSE versus the spatial separation ∆µ, where we have d = 2 uncorrelated
sources at µ1 = 20.2∆µ and µ2 = µ1+∆µ. The SNR is fixed to 40 dB and the remaining parameters
are kept the same. We observe again that the NC scheme outperforms its counterpart as it is
constant for all the distances.
In Figure 8.4, we show the MSE versus the rotation phase separation ∆ϕ for d = 2 sources at
µ = [2.1,4.5]∆µ with ϕ1 = 5.1∆ϕ and ϕ2 = ϕ1+∆ϕ. All the parameters are kept the same as before.
It can be seen that the NC method provides the best performance for a phase discrimination of
∆µ = π/2 while its non-NC counterpart remains constant.
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Figure 8.2.: MSE versus SNR for M = 8, Pµ = 8, Pϕ = 6, N = 20, d = 2 sources at µ = [15.1,17.5]∆µ
with ϕ = [10.2,34.2]∆ϕ.
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Figure 8.3.: MSE versus ∆µ for M = 8, Pµ = 8, Pϕ = 6, N = 20, d = 2 sources at µ1 = 20.2∆µ and
µ2 = µ1 +∆µ.
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Figure 8.4.: MSE versus ∆ϕ for M = 8, Pµ = 8, Pϕ = 6, N = 20, d = 2 sources at µ = [2.1,4.5]∆µ
with ϕ1 = 5.1∆ϕ and ϕ2 = ϕ1 +∆ϕ.
8.4.2. NC SSR based nuclear norm minimization
This section provides simulation results to demonstrate the performance of the proposed NC SSR
method that exploits the NC structure via nuclear norm minimization. Specifically, we compare
the SSR solution of (8.67) combined with the proposed offset estimator (8.77) termed “NC NUC
Joint” to its corresponding non-NC version (8.6) in combination with the offset estimator [IRA+14]
termed “L1-SVD Joint”. Moreover, we include the more complex NC SSR algorithm “NC L1-
SVD Joint” from (8.26), Standard ESPRIT “SE”, NC Standard ESPRIT “NC SE” [ZCW03], the
deterministic Crame´r-Rao bound (CRB) “Det CRB” [SN89], and the deterministic NC CRB “Det
NC CRB” derived in Section 9.2. The regularization parameters for the SSR methods are chosen
according to (8.68) for γ = 0.99. The mean square error (MSE) is only computed based on the
spatial frequency estimates. The simulation setup consists of a ULA with M = 8 isotropic sensors
half-wavelength spacing apart, where the phase reference is at the array centroid. We assume d = 2
sources that transmit symbols drawn from a real-valued Gaussian distribution, while the sensor
noise is circularly symmetric white complex Gaussian. 1000 Monte Carlo trials have been used to
generate the plots.
In Figure 8.5, the MSE versus the SNR is depicted for Pµ = 8, N = 10, and the d = 2 uncorrelated
sources are located at µ1 = 15.3∆µ and µ2 = 17.7∆µ. As NC L1-SVD Joint in (8.26) requires
a rotation phase grid, we choose a uniform grid spacing defined by ∆ϕ = π/MPϕ. Then, the
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Figure 8.5.: MSE versus SNR for M = 8, Pµ = 8, N = 10, d = 2 sources at µ1 = 15.3∆µ, µ2 = 17.7∆µ
with ϕ1 = 5.1∆ϕ, ϕ2 = 29.1∆ϕ (∆ϕ = π/2) for Pϕ = 6.
rotation phases are given by ϕ1 = 5.1∆ϕ and ϕ2 = 29.1∆ϕ with Pϕ = 6. We emphasize again
that the proposed algorithm NC NUC Joint does not require a rotation phase grid. Note that
∆ϕ = ϕ2 − ϕ1 = 24∆ϕ = π/2, which provides the maximum NC gain. It is apparent that NC NUC
Joint and NC L1-SVD Joint both achieve the Det NC CRB and clearly outperform the L1-SVD
Joint algorithm that does not exploit the NC structure.
Figure 8.6 shows the MSE versus the SNR for a different scenario, where N = 5 and d = 2 sources
are positioned at µ1 = 14.7∆µ and µ2 = 17.1∆µ with ϕ1 = 10.3∆ϕ and ϕ2 = 22.3∆ϕ such that
∆ϕ = 12∆ϕ = π/4. The remaining parameters are kept the same. Again, the same behavior of the
algorithms can be observed. NC NUC Joint and NC L1-SVD Joint perform identical and provide
a clear gain over the L1-SVD Joint method.
8.4.3. NC SSR based atomic norm minimization
In this section, we present simulation results that demonstrate the performance of the NC ANM
algorithm combined with NC Standard ESPRIT “NC ANM SE” in (8.97) in comparison to the
NC SSR algorithm “NC L1-SVD Joint” from (8.26), and the NC SSR algorithm “NC NUC Joint”
from (8.67) using the offset estimator (8.77). Moreover, we include the non-NC counterpart ANM
with Standard ESPRIT “ANM SE” as well as the spatially smoothed versions of NC Standard
ESPRIT “NC SE + SS” from Section 7.2.4 and Standard ESPRIT “SE + SS” using least squares.
The algorithms are benchmarked by the deterministic Crame´r-Rao bound (Det CRB) [SN89] and
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Figure 8.6.: MSE versus SNR for M = 8, Pµ = 8, N = 5, d = 2 sources at µ1 = 14.7∆µ, µ2 = 17.1∆µ
with ϕ1 = 10.3∆ϕ, ϕ2 = 22.3∆ϕ (∆ϕ = π/4) for Pϕ = 6.
the deterministic NC CRB “Det NC CRB” derived in Section 9.2.
In the first experiment, we assume a uniform linear array (ULA) with M = 12 isotropic sen-
sors. The phase reference of the array is located at the array centroid. The received signals are
uncorrelated with unit power and their transmitted symbols are drawn from a real-valued Gaus-
sian distribution. Moreover, we assume zero-mean circularly symmetric white sensor noise. The
number of subarrays L for spatial smoothing is L = 4. The regularization parameters are chosen
according to (8.68) for γ = 0.99. The curves are obtained by averaging over 1000 Monte Carlo
trials. For the grid-based methods NC L1-SVD Joint and NC NUC Joint, we keep the parameters
from the previous scenario.
Figure 8.7 illustrates the RMSE as a function of the SNR for d = 2 sources from the directions
µ1 = 1 and µ2 = 1.1 with the rotation phases ϕ1 = 0 and ϕ2 = π/2. We assume N = 5 snapshots.
It can be seen that while ANM SE produces a bias due to the violated resolution limit as ∆µ =∣µ2−µ1∣ = 0.1, the proposed NC ANM SE algorithm does not suffer from the resolution limit due to
the entire decoupling of the two sources at ∆ϕ = ∣ϕ2−ϕ1∣ = π/2. Moreover, all the NC SSR methods
achieve the Det NC CRB and have a superior performance over the NC SE + SS algorithm for
higher SNRs.
In Figure 8.8, we analyze the RMSE as a function of the phase separation ∆ϕ = ∣ϕ2 − ϕ1∣. We
again consider d = 2 sources located at µ1 = 0.5 and µ2 = 0.9. We have N = 5 snapshots and the SNR
is set to SNR = 20 dB. It is apparent from Figure 8.8 that the RMSE of the NC algorithms reduces
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Figure 8.7.: RMSE versus the SNR for d = 2 at µ1 = 1 and µ1 = 1.1 with M = 12, N = 5, L = 4, and
ϕ1 = 0 and ϕ2 = π/2.
0 0.5 1 1.5
10−2
Phase separation (rad)
R
M
SE
 (r
ad
)
 
 
SE + SS
ANM SE
Det CRB
NC SE + SS
NC L1−SVD Joint
NC NUC Joint
NC ANM SE
Det NC CRB
Figure 8.8.: RMSE versus the phase separation ∆ϕ = ∣ϕ2 − ϕ1∣ for d = 2 at µ1 = 0.5 and µ1 = 0.9
with M = 12, N = 5, L = 4, and SNR = 20 dB.
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Figure 8.9.: Frequency recovery ratio of a) ANM with Standard ESPRIT and b) NC ANM with
NC Standard ESPRIT.
for an increasing phase separation while the RMSE of the non-NC versions remains constant. The
reason for this behavior in the NC case is again the spatial decorrelation of two closely-spaced
sources due to the phase discrimination. While NC L1-SVD Joint and NC NUC Joint reach the
Det NC CRB for the entire phase separation range, NC ANM SE only achieves the Det NC CRB
close to ∆ϕ = π/2, where the decoupling of the sources compensates the resolution limit.
In the second experiment, we compare the recovery performance of the proposed NC ANM SE
algorithm to its non-NC counterpart ANM SE in the noise-free case, i.e., σ2n = 0. We assume
N = 10 snapshots and vary the number of sensors M and the number of source signals d. The
spatial frequency of the i-th source is given as µi = i ⋅ π/10 while its rotation phase is given as
ϕi = i ⋅ π/2, for i = 1, . . . , d. Figure 8.9 shows the ratio of successful frequency recovery for 100
Monte Carlo trials with real-valued uncorrelated Gaussian source signals with the covariance matrix
E{S0 ⋅ST0 } = N ⋅Id. From Figure 8.9a), it can be seen that ANM SE cannot recover the frequencies
in most of the scenarios, which is due to the close frequency spacing of ∆µ = 0.314. On the other
hand, Figure 8.9b) shows a significantly improved recovery ratio for the proposed NC ANM SE
algorithm, which is caused by the optimal rotation phase difference of ∆ϕ = π/2 between any two
adjacent source signals. Furthermore, the plot demonstrates well that NC ANM SE admits the
identifiability of more signals d than sensors M , e.g., d = 20 source signals can be resolved with
M = 16 sensors.
8.4.4. Computational complexity of the NC SSR algorithms
In this section, we compare the computational complexity of the NC SSR based ℓ2,1-mixed-norm
minimization “NC L1-SVD Joint” in (8.26), the NC SSR based nuclear norm minimization “NC
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Figure 8.10.: Computation time versus M for Pµ = 8, N = 10, d = 2 sources at µ1 = 15.3∆µ,
µ2 = 17.7∆µ with ϕ1 = 5.1∆ϕ, ϕ2 = 29.1∆ϕ (∆ϕ = π/2) for Pϕ = 6 and SNR = 10 dB.
NUC Joint” in (8.67), and the NC SSR based atomic norm minimization “NC ANM SE” using NC
Standard ESPRIT from (8.97) by means of the average computation time in Matlab using an Intel
Core i7-7700 CPU with 3,60 GHz and 16 GByte RAM. To reduce the computational cost of the
considered NC SSR algorithms, we perform the corresponding dimensionality reduction procedures
discussed in the Sections 8.3.1, 8.3.2, and 8.3.3. As a reference, we additionally consider the
corresponding non-NC mixed-norm version “L1-SVD Joint” in (8.6) and the non-NC counterpart
ANM from (8.16) with Standard ESPRIT “ANM SE”.
The respective optimization problems are solved using the CVX framework [GB14]. For the
simulation, we assume that d = 2 sources located at µ1 = 15.3∆µ and µ2 = 17.7∆µ with rotation
phases ϕ1 = 5.1∆ϕ and ϕ2 = 29.1∆ϕ, where ∆ϕ = ∣ϕ2 − ϕ1∣ = π/2, impinge on a ULA, where the
number of sensors M is varied. We have Pµ = 8 and Pϕ = 6, the SNR is fixed at 10 dB, and N = 10
snapshots are available.
Figure 8.10 displays the average computation time over 100 trials for the considered NC SSR
algorithms. It is evident that the “NC L1-SVD Joint” algorithm requires the longest computation
time, which is due to the grid-based 2-D support estimation. Moreover, the gridless “NC ANM
SE” algorithm outperforms the “NC NUC Joint” algorithm, which requires the grid-based 1-D
support estimation. Note that due to the additional NC preprocessing step, all the NC SSR based
algorithms require a longer computation time compared to their non-NC counterparts.
220
8.5. Summary
8.5. Summary
In this chapter, we have presented three sparse signal reconstruction (SSR) algorithms for the
multiple measurement vector (MMV) case that exploit the specific structure of strictly non-circular
(NC) signals. The developed algorithms demonstrate that upon applying the NC preprocessing
step, the performance benefits associated with NC signals in subspace-based algorithms, i.e., an
improved estimation accuracy and a doubled number of resolvable signals, can also be achieved by
sparse recovery algorithms.
The first NC SSR algorithm is based on ℓ2,1-mixed norm minimization using a 2-D finite dic-
tionary to estimate the support in the spatial domain as well as in the rotation phase domain.
In order to handle the resulting 2-D off-grid problem, we propose a 2-D grid-offset estimation
procedure for a single source and two sources by means of local interpolation.
The second NC SSR algorithm is based on nuclear norm minimization after lifting the original
optimization problem to a semi-definite programming (SDP) problem in a higher-dimensional
space. Thereby, the 2-D estimation problem is reduced to a 1-D estimation problem only in the
sampled spatial domain, which automatically provides gridless estimates of the rotation phases.
As a result, the NC SSR algorithm is based on nuclear norm minimization requires a significantly
lower computational complexity than the first algorithm, while providing the same performance
benefits. Additionally, we present a 1-D grid-offset estimation procedure for a single source and
two sources.
Finally, the third algorithm is a gridless sparse recovery algorithm for NC signals based on
the atomic norm minimization (ANM). The ANM-equivalent SDP formulation provides a solution
matrix with a two-level Hermitian Toeplitz structure. We show that by using the multi-dimensional
extension of the Vandermonde decomposition, the desired direction estimates can be uniquely
extracted from the two-level Hermitian Toeplitz matrix via NC ESPRIT-type algorithms in closed-
form.
Numerical simulations have shown that all three NC SSR algorithms provide a superior esti-
mation accuracy over their counterparts for arbitrary signals. Moreover, via an analysis of the
computation time, we have found that the NC ANM algorithm requires the shortest computation
time while the NC algorithm based on mixed-norm minimization requires the longest computation
time.
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9. Deterministic Crame´r-Rao bound for strictly
non-circular sources
In Chapter 6, we have developed matrix-based and tensor-based R-D NC ESPRIT-type algorithms
to exploit the structure of strictly non-circular signals and provide an analytical performance
framework to evaluate their performance in various scenarios. In Chapter 7, we have additionally
incorporated spatial smoothing into the presented R-D NC ESPRIT-type algorithms and present
the corresponding performance analysis to assess the performance in the case of coherent sources or
a small number of snapshots. In this chapter, we derive a deterministic Crame´r-Rao bound (CRB)
for strictly non-circular (NC) R-D signals, termed deterministic R-D NC CRB. The deterministic
data model assumes the signals to be a deterministic (non-random) and unknown sequence. This
bound represents a lower limit on the achievable estimation error of any unbiased estimator and
therefore provides a benchmark for the previously developed R-D NC ESPRIT-type algorithms.
In Section 9.1, we give a brief literature review and summarize the contributions. The derivation
of the deterministic R-D NC CRB is provided in Section 9.2 while its analysis and its comparison
to the deterministic R-D CRB for arbitrary signals is presented in Section 9.3. The simplification
for a single NC source and the NC gain for two closely-spaced sources are derived in Section 9.4.2.
Section 9.5 illustrates the numerical results and summarizes the main properties, and concluding
remarks are drawn in Section 9.6.
9.1. Overview
In this section, we provide a state of the art of Crame´r-Rao bounds (CRB) for arbitrary signals
and the existing CRBs for non-circular signals in Section 9.1.1. The specific contributions of this
chapter are outlined in Section 9.1.2.
9.1.1. State of the art
The problem of estimating the parameters of R-D signals with R ≥ 1, such as their directions of
arrival, directions of departure, frequencies, and Doppler shifts, has been an extensive research
area for a long time. Recently, various high-resolution parameter estimation algorithms such as
NC MUSIC [AD06], NC Root-MUSIC [CWS01], NC Standard ESPRIT [ZCW03], and NC Uni-
tary ESPRIT [HR04] and the matrix-based and tensor-based R-D NC ESPRIT-type algorithms
presented in Chapter 6 have been developed to exploit the structure of strictly second-order (SO)
non-circular (NC) signals introduced in Section 2.2. The term strictly SO NC (also termed rec-
tilinear) is based on the fact that the non-circularity coefficient ∣ζ ∣ of these signals is equal to
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one (cf. Section 2.2.1.2) and [SS10]). The aforementioned NC algorithms that exploit the non-
circularity property are known to achieve a higher estimation accuracy and can resolve up to twice
as many sources [SRHD14] compared to the traditional methods for arbitrary signals [KV96]. In
Section 6.4 and in Section 6.5, we have presented a first-order performance analysis framework
for R-D NC ESPRIT-type algorithms and R-D NC Tensor-ESPRIT-type algorithms. Moreover,
we have simplified the analytical MSE expressions for the special cases of a single NC source and
two NC sources in Section 6.6. The resulting expressions only depend on the physical parameters
of significance, e.g., the number of sensors M , the SNR, and the number of snapshots N . For a
single NC source, we have found that no NC gain can be achieved in this case. For the special
case of two NC sources, we have analytically computed the NC gain and analyzed its behavior
as a function of the signal correlation and the signals’ rotation phase separation. However, the
obtained analytical expressions for the NC gain are specific to the matrix-based and tensor-based
R-D NC ESPRIT-type algorithms.
The performance of high-resolution parameter estimation algorithms is often evaluated by com-
paring them to the Crame´r-Rao bound (CRB), which provides a lower limit on the estimation
error of any unbiased estimator. We can distinguish between the deterministic (conditional) and
stochastic (unconditional) Crame´r-Rao bounds (CRBs) derived in [SN89] and [SLG01], respec-
tively. Whereas the stochastic data assumption requires both the signals and the noise to be
complex Gaussian-distributed, the deterministic model assumes that the signals are arbitrary non-
random sequences while only the noise follows a complex Gaussian distribution. Both CRBs have
been of high relevance in the literature [SN90]. However, the deterministic CRB is easier to derive
and still provides valuable engineering insight. For the data model used to describe weak-sense
non-circular sources whose non-circularity coefficient ∣ζ ∣ satisfies 0 ≤ ∣ζ ∣ ≤ 1 (cf. Section 2.2.1.2), a
stochastic NC CRB has been derived in [DA04]. The follow-up papers [AD05] and [DA06] con-
sider further variations of the underlying stochastic model assumption. The stochastic NC CRB in
[DA04] was derived by extending the original Slepian-Bangs formula for circular complex Gaussian
distributions [SM05] to non-circular complex Gaussian distributions. Although this bound was de-
rived for weak-sense non-circular signals with 0 ≤ ∣ζ ∣ ≤ 1, it does not take the specific NC structure
of strictly non-circular signals into account and therefore, this prior knowledge is not exploited.
Specifically, in the weak-sense case [DA04], the real part and the imaginary part of the signals
can be treated as independent random variables. However, this is not true for strictly non-circular
signals, where the real and imaginary parts are linearly dependent as shown in Section 2.2.1.2.
Hence, the parameter vector used to derive the CRB is different in both cases.
The special case of an arbitrary single source has been considered for the deterministic CRB in
[SN89]. In [DA04], the authors have also derived an expression of the stochastic NC CRB for a
single strictly non-circular source, which is discussed in more detail in Section 9.4.1.
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9.1.2. Contributions
In this chapter, we derive a closed-form expression of the deterministic R-D NC CRB that exploits
the prior knowledge that strictly non-circular signals impinge on an arbitrary R-D sensor array.
The results are published in [SRHD16]. We resort to the deterministic case of the NC CRB as
the NC signal model is a deterministic model, i.e., the stationary rotation phases are deterministic
parameters. This allows to systematically study the influence of these parameters on the behavior
of the bound. The derivation is based on the conventional Slepian-Bangs formula, which is still
applicable due to the complex Gaussian noise assumption. Note that our initial contributions in
[RH07a] and [SRHD14] only state the final R-D NC CRB result along with some special cases.
However, therein, no proofs and further analysis are provided. Based on the devised R-D NC CRB
and assuming the R-D array to be separable and centro-symmetric, we show that in the special
cases of equal rotation phases or full coherence of all strictly non-circular signals (or a single
snapshot) or for a single strictly non-circular source, the deterministic R-D NC CRB reduces to
the deterministic R-D CRB for arbitrary signals in [SN89]. This suggests that no NC gain from
strictly non-circular sources can be achieved under the deterministic data assumption in these
special cases. Note that the single source case of the R-D NC CRB has already been analyzed by
us in [SRHD14] for a uniform R-D array that contains a uniform linear array (ULA) in each mode.
Here, we provide a generalization of this case to arbitrarily-formed (non-uniform) separable and
centro-symmetric R-D arrays. Furthermore, the fact that twice as many sources can be resolved
from the strictly non-circular data model is highlighted.
Furthermore, we assume 1-D parameter estimation and simplify the derived deterministic NC
CRB and the deterministic CRB for the special case of two closely-spaced strictly non-circular
sources captured by a uniform linear array (ULA). These simplified expressions are subsequently
used to analytically compute the maximum achievable NC gain, which only depends on the physical
parameters, e.g., the number of sensors, the SNR, the correlation, the phase separation, and the
location of the phase reference of the array. The devised expression is based on a truncated Taylor
series expansion for closely-spaced sources. This is, however, the scenario, where high-resolution
algorithms are primarily applied. Due to the fact that the NC gain expression is very general,
the properties of the NC gain are studied in terms of the above-mentioned physical parameters.
For instance, it is shown that the NC gain is largest if the sources are uncorrelated, the phase
separation is maximum, and the phase reference is at the array centroid. Under these conditions,
the two sources entirely decouple and do not influence each other.
9.2. R-D deterministic NC CRB for strictly non-circular sources
In this section, we first review the R-D CRB for arbitrary multi-dimensional signals in Sec-
tion 9.2.1 and then derive the R-D NC CRB for multi-dimensional strictly non-circular signals
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in Section 9.2.2. Additionally, we provide simplified expressions of the respective CRBs for the
1-D parameter estimation case.
For the derivation, let us first recall the matrix-basedR-D data model in Section 2.1.2. Following
(2.3), the measurement matrix X ∈ CM×N can be modeled as
X =A ⋅S +N , (9.1)
where S ∈ Cd×N is the source symbol matrix and N ∈ CM×N contains the noise samples. Further-
more, A = [a(µ1), . . . ,a(µd)] ∈ CM×d is referred to as the array steering matrix, which consists of
the array steering vectors a(µi) defined by
a(µi) = a(1) (µ(1)i )⊗⋯⊗ a(R) (µ(R)i ) ∈ CM×1, (9.2)
where a(r)(µ(r)i ) ∈ CMr×1 is the array steering vector of the i-th spatial frequency in the r-th mode.
An alternative expression of A is given by
A =A(1) ◇A(2) ◇⋯ ◇A(R), (9.3)
where A(r) = [a(r)(µ(r)1 ), . . . ,a(r)(µ(r)d )] ∈ CMr×d represents the array steering matrix in the r-th
mode.
In the case of strictly non-circular signals, which is introduced in Section 2.2, the complex symbol
amplitudes of each source lie on a rotated line in the complex plane. Therefore, according to (2.36),
the symbol matrix S can be decomposed as
S =Ψ ⋅S0, (9.4)
where S0 ∈ Rd×N is a real-valued symbol matrix and Ψ = diag {ejϕi}di=1 contains stationary complex
phase shifts on its diagonal that can be different for each source.
Then, using (9.4), the model in (9.1) can be written as
X =A ⋅Ψ ⋅S0 +N . (9.5)
9.2.1. Deterministic R-D Crame´r-Rao bound
In the case of arbitrary signals, the set of parameters that needs to be considered for the deter-
ministic R-D CRB is given by the angular parameters µ = [µ(1)T , . . . ,µ(R)T]T ∈ RRd×1, the real
part and the imaginary part of the symbols s = vec{S} ∈ CNd×1, and the noise power σ2n. For this
parameter set that contains a total of (2N +R)d+ 1 parameters, the deterministic CRB matrix in
225
9. Deterministic Crame´r-Rao bound for strictly non-circular sources
the R-D parameter estimation case was derived in [SN89]. Its closed-form expression is given by
C = σ2n
2N
⋅Re{(DH ⋅Π⊥A ⋅D)⊙ Rˆ(R)TS }−1 ∈ RRd×Rd, (9.6)
where
Π⊥A = IM −A ⋅ (AH ⋅A)−1 ⋅AH ∈ CM×M (9.7)
and
D = [D(1) ⋯ D(R)] ∈ CM×Rd (9.8)
with D(r) = [d(r)1 , . . . ,d(r)d ] ∈ CM×d, r = 1, . . . ,R, contains the partial derivatives of A with respect
to the components of µi, i = 1, . . . , d, in the r-th mode. The vectors d(r)i are given by d(r)i =
∂a(µi)/∂µ(r)i , ∀i. Writing ai instead of a(µi) to simplify the notation and using (9.2), we obtain
d
(r)
i = a(1)i ⊗⋯⊗ a(r−1)i ⊗ d˜(r)i ⊗ a(r+1)i ⊗⋯⊗ a(R)i , (9.9)
where d˜
(r)
i = ∂a(r)i /∂µ(r)i . Moreover, Rˆ(R)S = 1R×R ⊗ RˆS contains the estimated signal covariance
matrix RˆS = S ⋅SH/N . Note that RˆS can be written in matrix form as
RˆS =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Pˆ1 ρˆ1,2
√
Pˆ1Pˆ2 . . . ρˆ1,d
√
Pˆ1Pˆd
ρˆ2,1
√
Pˆ1Pˆ2 Pˆ2 . . . ρˆ2,d
√
Pˆ2Pˆd⋮ ⋮ ⋱ ⋮
ρˆd,1
√
Pˆ1Pˆd ρˆd,2
√
Pˆ2Pˆd . . . Pˆd
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where Pˆi = ∥si∥22 /N is the empirical source power of the i-th source and sTi ∈ R1×N is the i-th row
of S. Furthermore, the empirical correlation coefficients ρˆi,j , ∀ i ≠ j, i, j = 1, . . . , d that represent
the empirical correlation between the i-th and the j-th source vector are defined by
ρˆi,j = ∣ρˆi,j ∣ ejϕˆci,j = 1
N
⋅ sHi ⋅ sj√
PˆiPˆj
, ∀ i ≠ j, (9.10)
where ∣ρˆi,j ∣ is the magnitude and ϕˆci,j is the empirical correlation phase. Note that RˆS is Hermitian
symmetric such that ρˆi,j = ρˆ∗j,i.
In the special case of 1-D parameter estimation, the array steering matrix A reduces to A =
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[a(µ1), . . . ,a(µd)] ∈ CM×d and the deterministic CRB matrix in (9.6) simplifies to
C = σ2n
2N
⋅Re{(DH ⋅Π⊥A ⋅D)⊙ RˆTS}−1 ∈ Rd×d, (9.11)
where D becomes
D = [d1 ⋯ dd] ∈ CM×d (9.12)
with di = ∂a(µi)/∂µi, ∀ i.
9.2.2. Deterministic R-D NC Crame´r-Rao bound for strictly non-circular signals
In contrast to the case of arbitrary signals, the set of parameters for the strictly non-circular
source model in (9.5) is given by the angular parameters µ ∈ RRd×1, the real-valued symbols
s0 = vec{S0} ∈ RNd×1, the rotation phase angles ϕ ∈ Rd×1, and the noise power σ2n. Thus, the
number of parameters is now equal to (N +R+1)d+1, which requires the derivation of a new CRB
for this parameter set.
The resulting closed-form expression for the deterministic NC CRB matrix C(nc) in the R-D
case is stated in the following theorem:
Theorem 9.2.1. The R-D deterministic NC CRB matrix C(nc) for strictly non-circular sources
is given by
C(nc) = σ2n
2N
⋅ {(G2 −G1 ⋅G−10 ⋅GT1 )⊙ Rˆ(R)S0 + [(G1 ⋅G−10 ⋅H0)⊙ Rˆ(R)S0 ]
⋅ [(G0 −HT0 ⋅G−10 ⋅H0)⊙ Rˆ(R)S0 ]−1 ⋅ [(HT1 −HT0 ⋅G−10 ⋅GT1 )⊙ Rˆ(R)S0 ]
+ [H1 ⊙ Rˆ(R)S0 ] ⋅ [G0 ⊙ Rˆ(R)S0 ]−1 ⋅ [(HT0 ⋅G−10 ⋅GT1 )⊙ Rˆ(R)S0 ]
+ [H1 ⊙ Rˆ(R)S0 ] ⋅ [G0 ⊙ Rˆ(R)S0 ]−1 ⋅ [(HT0 ⋅G−10 ⋅H0)⊙ Rˆ(R)S0 ]
⋅ [(G0 −HT0 ⋅G−10 ⋅H0)⊙ Rˆ(R)S0 ]−1 ⋅ [(HT0 ⋅G−10 ⋅GT1 )⊙ Rˆ(R)S0 ]
− [H1 ⊙ Rˆ(R)S0 ] ⋅ [(G0 −HT0 ⋅G−10 ⋅H0)⊙ Rˆ(R)S0 ]−1 ⋅ [HT1 ⊙ Rˆ(R)S0 ] }−1 ∈ RRd×Rd, (9.13)
where Rˆ
(R)
S0
= 1R×R ⊗ RˆS0 with RˆS0 = S0 ⋅ ST0 /N and the matrices Gn and Hn, n = 0,1,2, are
defined as
G0 = Re{Ψ∗ ⋅AH ⋅A ⋅Ψ} ∈ Rd×d, (9.14)
H0 = Im{Ψ∗ ⋅AH ⋅A ⋅Ψ} ∈ Rd×d, (9.15)
G1 = Re{(IR ⊗Ψ∗) ⋅DH ⋅A ⋅Ψ} ∈ RRd×d, (9.16)
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H1 = Im{(IR ⊗Ψ∗) ⋅DH ⋅A ⋅Ψ} ∈ RRd×d, (9.17)
G2 = Re{(IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ)} ∈ RRd×Rd (9.18)
and A and D are given by (9.3) and (9.8), respectively.
The proof is given in Appendix B.36. Note that the empirical source correlation (9.10) contained
in RˆS0 becomes real-valued for NC sources, i.e., ρˆi,j = ∣ρˆi,j ∣.
It should be highlighted that the assumption of the R-D array to be separable is not required
for the derivation of (9.13) in Appendix B.36. In fact, (9.13) is valid for arbitrarily formed R-D
arrays1, where the columns of A and D are represented accordingly. However, the separability
assumption simplifies the further analysis and helps with the presentation of our results in the
following sections.
In analogy to the 1-D parameter estimation case of the CRB for arbitrary signals in (9.11), the
deterministic 1-D NC CRB matrix is stated in the corollary:
Corollary 9.2.2. The deterministic 1-D NC CRB is given by (9.13), where Rˆ
(R)
S0
reduces to RˆS0
and G1, H1, and G2 simplify to
G1 = Re{Ψ∗ ⋅DH ⋅A ⋅Ψ} ∈ Rd×d, (9.19)
H1 = Im{Ψ∗ ⋅DH ⋅A ⋅Ψ} ∈ Rd×d, (9.20)
G2 = Re{Ψ∗ ⋅DH ⋅D ⋅Ψ} ∈ Rd×d (9.21)
with A and D being defined in (9.11) and in (9.12).
9.3. Analysis of the deterministic R-D NC CRB for strictly
non-circular signals
In this section, we discuss interesting special cases and properties of the derived R-D NC CRB,
where the R-D array is assumed to be separable and centro-symmetric for simplicity. Specifically,
we investigate the two cases of equal rotation phases and full coherence for an arbitrary number
of strictly non-circular signals. It is shown that in these special cases, the deterministic R-D NC
CRB reduces to the R-D CRB. Furthermore, we also analyze the maximum number of resolvable
NC sources.
For our analysis, we first refine the model in (9.5) according to Section 2.1.4.2. Recall that an
R-D array is termed centro-symmetric in the r-th mode if it satisfies (2.21). Further, review the
1These also include non-separable arrays such as cross-arrays and L-shaped arrays.
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definition of the array centroid along the r-th mode as
δ(r) = 1
Mr
Mr∑
mr=1
kmr . (9.22)
Then, A(r) from (9.3) can be decomposed according to (2.24) as A(r) =A(r)c ⋅∆(r), where A(r)c =[a(r)c (µ(r)1 ),⋯,a(r)c (µ(r)d )] ∈ CMr×d satisfies A(r)c = ΠMr ⋅A(r)∗c . Furthermore, the diagonal matrix
∆(r) = diag{ejδ(r)µ(r)i }d
i=1
contains the phase shifts of the phase reference δ(r) for each µ(r)i . If
the phase reference is at the array centroid of the r-th mode, we have δ(r) = 0, ∆(r) = Id, and
consequently A(r) =A(r)c . Thus, we can rewrite A in (9.3) according to (2.25) as
A =Ac ⋅∆, (9.23)
whereAc =A(1)c ◇A(2)c ◇⋯◇A(R)c ∈ CM×d and∆ =∆(1) ⋅∆(2) ⋅. . .⋅∆(R) ∈ Cd×d with δi = ∑Rr=1 δ(r)µ(r)i .
Inserting (9.23) into the model for strictly non-circular signals in (9.5), we obtain
X =Ac ⋅∆ ⋅Ψ ⋅S0 +N =Ac ⋅Φ ⋅S0 +N , (9.24)
where we have defined Φ =∆ ⋅Ψ = diag {ej(ϕi+δi)}d
i=1 with δi = ∑Rr=1 δ(r)µ(r)i .
9.3.1. Sources with equal phases
An interesting special case of the model (9.23) occurs when the phase references in each of the R
modes coincide with the centroid of the R-D array, i.e., δ(r) = 0 ∀ r such that ∆ = Id and A =Ac,
and, at the same time, the rotation phase angles for all d sources are the same2, i.e., ϕi = ϕ ∀ i.
Hence, we have
Φ =Ψ = ejϕ ⋅ Id. (9.25)
Under these assumptions, the matrices Gn, n = 0,1,2, can be expressed as
G0 = Re{e−jϕ ⋅ Id ⋅AH ⋅A ⋅ Id ⋅ ejϕ} = Re{AH ⋅A} =AH ⋅A (9.26)
G1 = Re{e−jϕ ⋅ IRd ⋅DH ⋅A ⋅ Id ⋅ ejϕ} = Re{DH ⋅A} =DH ⋅A (9.27)
G2 = Re{e−jϕ ⋅ IRd ⋅DH ⋅D ⋅ IRd ⋅ ejϕ} = Re{DH ⋅D} =DH ⋅D (9.28)
while the matricesHn evaluate to zero. The proof that the matrices A
H ⋅A ∈ Rd×d, DH ⋅A ∈ RRd×d,
and DH ⋅D ∈ RRd×Rd are real-valued can be found in Appendix B.37.
2The same behavior applies to the more general case of equality modulo pi, i.e., ϕi = ϕ + ki ⋅ pi, ki ∈ Z for i = 1, . . . , d.
For simplicity of presentation, we assume the angles to be equal, this generalization is however straightforward.
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Using these observations, all terms in (9.13) containing H0 orH1 vanish and the R-D NC CRB
matrix simplifies to
C(nc) = σ2n
2N
⋅ {(G2 −G1 ⋅G−10 ⋅GT1 )⊙ Rˆ(R)S0 }−1
= σ2n
2N
⋅ {(DH ⋅D −DH ⋅A ⋅ (AH ⋅A)−1 ⋅AH ⋅D)⊙ Rˆ(R)S0 }−1
= σ2n
2N
⋅ {(DH ⋅Π⊥A ⋅D)⊙ Rˆ(R)TS }
−1 = C, (9.29)
where we have used the fact that Rˆ
(R)
S = Rˆ(R)S0 = Rˆ(R)TS0 for Ψ = ejϕ ⋅ Id. From (9.29), it is evident
that the R-D NC CRB reduces to the R-D CRB if the phase reference is at the R-D array centroid
and the rotation phase angles of the sources are equal. This suggests that no gain from strictly
non-circular sources can be achieved in this case.
9.3.2. Coherent sources
First, it should be highlighted that the presented R-D NC CRB is derived for arbitrary source
correlations ρ and prior knowledge such as uncorrelated (ρ = 0) or coherent (ρ = 1) sources is not
considered. Nevertheless, in this section, we still investigate the special case of coherent sources
for our final NC CRB expression, i.e., the correlation coefficients ρˆi,j between all pairs of sources
are given by ∣ρˆi,j ∣ = 1 ∀ i, j. For simplicity, we assume that all the sources have unit power, i.e.,
Pˆi = 1 ∀ i. Under these assumptions, the sample covariance matrix takes the form RˆS0 = 1d×d such
that Rˆ
(R)
S0
= 1Rd×Rd. Hence, all the Hadamard products with Rˆ(R)S0 in the R-D NC CRB matrix in
(9.13) can be omitted and the remaining parts are arranged in the following form
σ2n
2N
⋅C(nc)−1 =G2 −G1 ⋅ [G−10 +G−10 ⋅H0 ⋅ G˜−1 ⋅HT0 ⋅G−10 ] ⋅GT1
+H1 ⋅G−10 ⋅HT0 ⋅ [G−10 +G−10 ⋅H0 ⋅ G˜−1 ⋅HT0 ⋅G−10 ] ⋅GT1
+G1 ⋅G−10 ⋅H0 ⋅ G˜−1 ⋅HT1 −H1 ⋅ G˜−1 ⋅HT1 (9.30)
=G2 − (G1 −H1 ⋅G−10 ⋅HT0 ) ⋅ (G0 −H0 ⋅G−10 ⋅HT0 )−1 ⋅GT1
− (H1 −G1 ⋅G−10 ⋅H0) ⋅ (G0 −HT0 ⋅G−10 ⋅H0)−1 ⋅HT1 , (9.31)
where in (9.30), we have defined G˜ =G0−HT0 ⋅G−10 ⋅H0 and replaced the terms in the square brackets
by applying the converse of the matrix inversion lemma, yielding the matrix (G0−H0 ⋅G−10 ⋅HT0 )−1.
Note that (9.31) can be transformed into the block matrix form
σ2n
2N
⋅C(nc)−1 =G2 − [G1 H1] ⋅ ⎡⎢⎢⎢⎢⎣
G0 H0
HT0 G0
⎤⎥⎥⎥⎥⎦
−1
⋅ ⎡⎢⎢⎢⎢⎣
GT1
HT1
⎤⎥⎥⎥⎥⎦ ,
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which represents a very interesting simplification of the original expression.
In the next step, we rewrite the R-D CRB matrix for arbitrary signals in (9.6) for the case
of coherent sources in a similar form. Under the aforementioned assumptions, the R-D sample
covariance matrix is given by Rˆ
(R)
S = 1R×R⊗ (Ψ∗ ⋅1d×d ⋅Ψ) = (IR⊗Ψ∗) ⋅1Rd×Rd ⋅ (IR⊗Ψ). Hence,
we simplify the original form of the CRB in (9.11) into
σ2n
2N
⋅C−1 = Re{(DH ⋅Π⊥A ⋅D)⊙ ((IR ⊗Ψ∗) ⋅ 1Rd×Rd ⋅ (IR ⊗Ψ))} (9.32)
= Re{(IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ) − (IR ⊗Ψ∗) ⋅DH ⋅A ⋅Ψ
⋅ (Ψ∗ ⋅AH ⋅A ⋅Ψ)−1 ⋅Ψ∗ ⋅AH ⋅D ⋅ (IR ⊗Ψ)} (9.33)
= Re{G2 + jH2 − (G1 + jH1) ⋅ (G0 + jH0)−1 ⋅ (GT1 − jHT1 )}, (9.34)
where we have introduced additional matrices Ψ in (9.33) by noting that Ψ ⋅Ψ∗ = Id. To proceed
we require the following lemma:
Lemma 9.3.1. The inverse of a full rank complex-valued matrix C =A + jB ∈ Cn×n with the real
part A ∈ Rn×n and the imaginary part B ∈ Rn×n can be split into its real part and its imaginary
part as follows:
C−1 = (A + jB)−1
= (A +B ⋅A−1 ⋅B)−1 − jA−1 ⋅B (A +B ⋅A−1 ⋅B)−1
if A and (A +B ⋅A−1 ⋅B) are invertible.
To prove this lemma, it is sufficient to multiply C with C−1 and show that the result is the
identity matrix.
Applying Lemma 9.3.1 to (9.34), we split C−1 into its real and imaginary part. After some
elementary operations and using the fact that HT0 = −H0, we obtain equation (9.31) and conse-
quently, we have C(nc) = C. Thus, both R-D CRBs become equal if all the sources are coherent.
Note that the case of a single snapshot, i.e., N = 1, can be considered a special case of coherent
sources as this renders RˆS0 rank-one such that the same steps as above can be applied
3. It should
also be noted that the above result is valid for arbitrary R-D arrays as the assumptions of sep-
arability and centro-symmetry were not used in the derivation. Analogously to the special case
considered in the previous subsection, our findings suggest that no NC gain can be achieved for
coherent sources and a single snapshot.
3If the amplitude of the i-th source in the case N = 1 has a negative sign, it can be represented as −s0ie
jϕi = s0ie
j(ϕi+π)
with Pˆi = 1, such that RˆS0 = 1d×d still holds, which was assumed for the above derivation.
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9.3.3. Maximum number of resolvable sources
In the case of arbitrary signals, it is well-known from [SN89] that the upper limit4 of sources that
can be resolved with M sensors is d =M − 1. However, if the sources are strictly non-circular, we
can estimate the DOAs of even more sources than sensors available. In this section, we establish
the conditions under which the deterministic NC CRB is valid for d ≥M .
Firstly, it is not difficult to see that the matrices Gn and Hn, n = 0,1,2, can have a rank larger
than M . For example, the matrix G0 can be rewritten as
G0 = Re{Ψ∗ ⋅AH ⋅A ⋅Ψ} = ⎡⎢⎢⎢⎢⎣
A ⋅Re{Ψ}
A ⋅ Im{Ψ}
⎤⎥⎥⎥⎥⎦
H
⋅ ⎡⎢⎢⎢⎢⎣
A ⋅Re{Ψ}
A ⋅ Im{Ψ}
⎤⎥⎥⎥⎥⎦´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
2M×d
.
From this equation, it can be seen that unless the phase matrix Ψ is equal to Ψ = diag {ejϕi}d
i=1
with ϕi = ϕ + ki ⋅ π, ki ∈ Z, i.e., all the rotation phases are equal modulo π, G0 has a rank larger
than M if d >M . This result complies with the one from Subsection 9.3.1. For the matrices G1,
G2 as well as Hn, n = 0,1, similar forms are easily found.
Secondly, regarding the additional dependence of the NC CRB on the sample covariance matrix
RˆS0 , we have proven in Subsection 9.3.2 that the NC CRB reduces to the CRB if the sources are
coherent. This suggests that for non-coherent sources, the NC CRB is valid for d ≥M .
Consequently, we can infer for a uniform linear array that if the sources are non-coherent, i.e.,
∣ρˆi,j ∣ < 1 ∀i ≠ j in 1,2, . . . , d, (9.35)
and the rotation phase angles are different, i.e.,
∣ϕi −ϕj ∣ ≠ 0 mod π ∀i ≠ j in 1,2, . . . , d, (9.36)
the Fisher information matrix has full rank and is invertible as long as d ≤ 2(M−1). To support our
claim, we provide the numerical evaluation shown in Table 9.1, which suggests that the condition
d ≤ 2(M − 1) represents an upper limit on the number of sources that is resolvable. Therefore, up
to twice as many signal sources can be resolved compared to the case of arbitrary signals.
9.4. Special NC source cases
In this section, we simplify the derived deterministic NC CRB for a single NC source and two NC
sources and compare it the corresponding simplifications of the deterministic CRB for arbitrary
4This limit is not reached with all array geometries. An example for an array, which can achieve this limit is a ULA.
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sources. In Section 9.4.1, we consider the single NC source case and in Section 9.4.2, we investigate
the two NC source case.
9.4.1. Single NC source case
In Section 4.5.1 and in Section 6.6.1, we have already simplified the performance analysis expres-
sions for the MSE of R-D ESPRIT-type algorithms and R-D NC ESPRIT-type algorithms for a
single source (d = 1). In Section 7.5, we have also taken into account the spatial smoothing pre-
processing step and derived analytical MSE expressions for a single source of R-D ESPRIT-type
algorithms and R-D NC ESPRIT-type algorithms both with spatial smoothing. In this section,
we derive a simplified expression of the deterministic R-D NC CRB for a single source, which
provides a lower limit on the previously obtained single source expressions for the MSE of R-D
NC ESPRIT-type algorithms both with and without spatial smoothing. The resulting expression
only depends on the parameters of physical significance, e.g., the number of sensors M , the SNR,
and the number of snapshots N . For the derivation, we assume a non-uniform R-D array, which
is centro-symmetric and separable as introduced in Section 2.1.4.2.
We have shown in Section 9.3.1 that based on the deterministic R-D NC CRB, no NC gain can
be obtained if the sources have the same rotation phase while the phase reference is at the array
centroid or if the sources are coherent. As the single source case is a special case of each of these
two properties, i.e., Ψ = ejϕ or Rˆ(R)S0 = 1R×R, we can directly conclude that the R-D NC CRB and
the R-D CRB must be equal for this case as well.
The simplified expression of the deterministic R-D NC CRB for a single strictly non-circular
source is shown in the next theorem:
Theorem 9.4.1. For the case of an M1 × . . . ×MR (M -element) separable R-D array with δ(r) =
0 ∀ r, i.e., the phase reference of the centro-symmetric array is at the centroid, and a single strictly
non-circular source (d = 1), the deterministic R-D NC CRB can be simplified to
C(nc) = diag{[C(nc)(1), . . . , C(nc)(R)]} ∈ RR×R (9.37)
with
C(nc)
(r) = 1
ˆ̺
⋅ Mr
2M
⋅ 1∑Mrmr=1 k2mr ∀ r, (9.38)
where ˆ̺ represents the effective SNR ˆ̺ = NPˆ /σ2n with Pˆ being the empirical source power given by
Pˆ = ∥s0∥22 /N and s0 ∈ RN×1.
The proof is given in Appendix B.38. For the special case of a uniform R-D sampling grid, the
R-D NC CRB expression from Theorem 9.4.1 is simplified in the following corollary:
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Corollary 9.4.2. For an M -element uniform R-D array with an Mr-element ULA in the r-th
mode and a single strictly non-circular source (d = 1), the deterministic NC CRB for the r-th
mode in (9.38) can be explicitly expressed as
C(nc)
(r) = 1
ˆ̺
⋅ 6
M(M2r − 1) ∀ r, (9.39)
where kmr = −(Mr − 1)/2, . . . , (Mr − 1)/2.
Note that the expression (9.39) is equivalent to the result for the single source case of the
deterministic R-D CRB for arbitrary signals derived in [RH12]. This suggests that, based on the
deterministic data assumption, no improvement in terms of the estimation accuracy can be achieved
for a single strictly non-circular source. In connection to previous work, it is worth mentioning
that the single source expression derived from the stochastic NC CRB in [DA04] does achieve a
small gain for low SNRs. However, it can be shown that in the high SNR regime, the expression
in [DA04] is equivalent to our result in (9.39).
9.4.2. Two NC source case
After establishing that according to the R-D NC CRB, no NC gain can be attained for a single
source, the question to be studied is what is the maximum achievable NC gain if at least two sources
are not fully coherent, their rotation phases are different, and the phase reference is arbitrary. In
Section 6.6.2, we have already considered the special case of two NC sources for R-D NC ESPRIT-
type algorithms and R-D NC Tensor-ESPRIT-type algorithms based on their performance analysis
expressions for the MSE. We have analytically computed the NC again of these algorithms for the
matrix case as well as the tensor case. In this section, in order to obtain a benchmark for these
results, we analytically compute the maximum achievable NC gain for two closely-spaced NC
sources based on the deterministic R-D NC CRB. The R-D CRB for arbitrary source constellations
tends to infinity when the source separation approaches zero. This is not always true for the R-D
NC CRB as under certain conditions, a finite value is reached. This observation motivates us
to derive simplified expressions of the NC CRB and the CRB for the two source case, which are
subsequently used to analytically compute the maximum achievable NC gain. To obtain generic
expressions in terms of the physical parameters, the derivations are based on the model in (9.24).
For simplicity, we limit our analysis to the 1-D parameter estimation case from Example 2.1.1
and assume a ULA composed of M isotropic sensor elements, which is centro-symmetric. The
phase reference is located at an arbitrary position. For this scenario, the array steering matrix Ac
in model (9.24) simplifies to
Ac = [ac(µ1) ⋯ ac(µd)] ∈ CM×d, (9.40)
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where the steering vectors ac(µi), i = 1, . . . , d, are defined as
ac(µi) = [e−j (M−1)2 µi ⋯ ej (M−1)2 µi] ∈ CM×1. (9.41)
After inserting (9.40) into the expression (9.23), it is once more apparent that if the phase reference
is at the array centroid, we have δ = 0 and consequently ∆ = Id. Moreover, if the phase reference
is at the first element, we have δ = (M − 1)/2.
9.4.2.1. NC CRB for two closely-spaced sources
The result obtained by simplifying the NC CRB for two closely-spaced sources can be summarized
in the following theorem:
Theorem 9.4.3. For the case of an M -element ULA (1-D) and two closely-spaced strictly non-
circular sources (d = 2), the deterministic NC Crame´r-Rao bound can be simplified to
Tr{C(nc)} ≈ 50400 ⋅ (ρˆ2∆µ2M(M − 1)(M − 2)(M + 2)(M + 1)
⋅ (∆µ2(M − 3)(M + 3) ⋅ cos2(∆φ) + 140 ⋅ sin2(∆φ)) + (1 − ρˆ2)M(M − 1)(M + 1)
⋅ (140 ⋅∆µ2(M − 2)(M + 2) ⋅ cos2(∆φ) + 8400 ⋅ sin2(∆φ)))−1 ⋅ ˆ̺1 + ˆ̺2
ˆ̺1 ˆ̺2
. (9.42)
In (9.42), we have defined ∆µ = ∣µ2 − µ1∣ and ∆φ = ∆ϕ + δ∆µ with ∆ϕ = ∣ϕ2 − ϕ1∣. Moreover,
ˆ̺i = NPˆi/σ2n, i = 1,2 represents the effective SNR of each of the two sources.
The proof is given in Appendix B.39.
It is worth highlighting that the analytical expression in (9.42) is only an approximate result as
the derivation involves a Taylor series approximation for small ∆µ, where the higher order terms
beyond O(∆µ4) have been neglected. Therefore, (9.42) becomes accurate if ∆µ is small. The
question of how small ∆µ should be strongly depends on M . From (9.42), it is clear that ∆µ
and M are inversely proportional, i.e., the smaller the separation ∆µ, the larger the value of M
that is required to maintain the same CRB. Therefore, the approximation becomes accurate if
∆µ ≪ const ⋅ 1
M
. However, this condition is not a restriction as the case of closely-spaced sources
is the scenario, where high-resolution parameter algorithms are primarily applied.
Also, note that the behavior of the simplified NC CRB in (9.42) is symmetric in ∆ϕ as the two
sources can be interchanged. Moreover, as any real-valued data stream can be multiplied by the
factor −1, which represents a phase shift of π, it is also π-periodic. Combining these two results,
only the interval ∆ϕ ∈ [0, π/2] must be considered and the general behavior of the NC CRB can be
extracted from this interval by mirroring and periodification. Consequently, the maximum phase
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separation is given by ∆ϕ = π/2.
Based on the result in (9.42), simplified expressions for several special cases can be deduced,
e.g., for two uncorrelated (ρˆ = 0) or coherent (ρˆ = 1) sources as well as for ∆φ = 0 or ∆φ = π/2.
Remark 1: One specific case that is worth highlighting is the case ρˆ = 0 and ∆φ = π/2, where
∆ϕ = π/2 and δ = 0. Under these conditions, the NC CRB for two sources in (9.42) simplifies to
Tr{C(nc)} ≈ 6
M(M2 − 1) ⋅ ˆ̺1 + ˆ̺2ˆ̺1 ˆ̺2 , (9.43)
which is independent of ∆µ. As (9.43) resembles the expression for a single source in (9.37), it is
apparent that the individual NC CRB for each of the two sources represents the NC CRB for the
single source case discussed in the previous section. Hence, the two sources entirely decouple as if
each of them was present alone.
Remark 2: Another special case occurs when the two sources approach each other, i.e., ∆µ
approaches zero. In the CRB for arbitrary sources this always implies that the CRB tends to
infinity. This is, however, not always true for the NC CRB. The limit can be computed as
lim
∆µ→0
Tr{C(nc)} = 1
1 − ρˆ2 ⋅
6
M(M2 − 1) ⋅ 1sin2(∆φ) ⋅ ˆ̺1 + ˆ̺2ˆ̺1 ˆ̺2 . (9.44)
Thus, for ρˆ < 1 and ∆φ > 0, a finite value is reached. If we have ρˆ = 0 and ∆φ = π/2, the limit
(9.44) corresponds to (9.43), and for ρˆ = 1 and ∆φ = 0, the limit tends to infinity as the NC CRB
matches the CRB.
9.4.2.2. CRB for two closely-spaced sources
The corresponding expression of the simplified CRB for two closely-spaced sources is stated as
follows:
Theorem 9.4.4. For the case of an M -element ULA (1-D) and two closely-spaced sources (d = 2),
the deterministic Crame´r-Rao bound can be simplified to
Tr{C} ≈ 50400 ⋅ (ρˆ2∆µ2M(M − 1)(M − 2)(M + 2)(M + 1)
⋅ (∆µ2(M − 3)(M + 3) ⋅ cos2(∆φ) + 140 ⋅ sin2(∆φ))
+ 140 ⋅ (1 − ρˆ2)∆µ2M(M − 1)(M − 2)(M + 2)(M + 1))−1 ⋅ ˆ̺1 + ˆ̺2
ˆ̺1 ˆ̺2
. (9.45)
The proof is given in Appendix B.40.
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In analogy to the result for the NC CRB, (9.45) becomes exact for small ∆µ and the higher
order terms beyond O(∆µ4) of the Taylor series expansion are negligible.
Again, more simplified expressions for several special cases can be derived from (9.45), e.g., ρˆ = 0,
ρˆ = 1, ∆φ = 0, or ∆φ = π/2.
Remark 3: A very interesting property of the CRB can be shown for ρˆ = 1 and ∆φ = π/2 with
δ = 0. For these parameters, we can reduce the CRB in (9.45) to
Tr{C} ≈ 1
∆µ2
⋅ 360
M(M − 1)(M − 2)(M + 2)(M + 1) ⋅ ˆ̺1 + ˆ̺2ˆ̺1 ˆ̺2 , (9.46)
which corresponds to the expression of the CRB for ρˆ = 0 and arbitrary ∆φ. This implies that a
rotation phase separation of π/2 decorrelates two coherent sources.
Remark 4: In contrast to the NC CRB, the limit for the CRB is given by
lim
∆µ→0
Tr{C} =∞ ∀ ρˆ, ∀∆φ. (9.47)
Therefore, the NC CRB for strictly non-circular sources exhibits substantial benefits compared to
the CRB if the sources are closely-spaced, incoherent, and have a non-vanishing phase discrimina-
tion ∆φ.
9.4.2.3. Analytical NC gain for two closely-spaced sources
Based on the simplified expressions for the two-source case of the NC CRB in (9.42) and the CRB
in (9.45), we can explicitly compute the NC gain for two sources as
η(nc) = Tr{C}
Tr{C(nc)}
≈ 1 + (140 ⋅ (1 − ρˆ2)M(M − 1)(M + 1) ⋅ sin2(∆φ)(60 −∆µ2(M − 2)(M + 2)))/
(∆µ2M(M − 1)(M − 2)(M + 2)(M + 1)(∆µ2ρˆ2(M − 3)(M + 3) ⋅ cos2(∆φ)
+ 140 ⋅ (1 − ρˆ2 cos2(∆φ)))) (9.48)
As the derivation of (9.48) is based on (9.42) and (9.45), it becomes accurate for small source
separations ∆µ as well. We can now analyze the properties of the NC gain expression for different
values of ρˆ, ∆ϕ, and δ.
Remark 5: As already established earlier for an arbitrary number of sources, the NC CRB
becomes equal to the CRB if either ρˆ = 1 or if ∆φ = 0, where ∆ϕ = 0 and δ = 0. This behavior also
reflects in the NC gain computed for two strictly non-circular sources as it can easily be verified
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that for these parameter values, the expression (9.48) evaluates to η(nc) = 1. Hence, no NC gain is
obtained in these cases. Note, however, that if δ ≠ 0, i.e., the phase reference is not at the array
centroid, there may be an NC gain even if ∆ϕ = 0.
Remark 6: By analyzing the NC CRB for two closely-spaced sources, we have found that for ρˆ = 0
and ∆φ = π/2 with δ = 0, the two sources entirely decouple. Evaluating the NC gain expression for
these parameters leads to
η(nc) ≈ 1
∆µ2
⋅ 60(M − 2)(M + 2) . (9.49)
Thus, this case represents the largest achievable gain for two closely-spaced strictly non-circular
sources. It is apparent that the NC gain in (9.49) decays in proportion to M−2 but increases as
∆µ decreases.
Remark 7: The limit of the NC gain for ∆µ approaching zero is given by
lim
∆µ→0
η(nc) =∞ ∀ ρˆ, ∀∆φ. (9.50)
Therefore, the NC gain can theoretically approach infinity if the source separation tends to zero.
9.4.3. Two groups of equal phases
This subsection represents a generalization of the case of two uncorrelated strictly non-circular
sources to two groups of equal phases. Let d mutually uncorrelated sources with unit power, i.e.,
RˆS0 = Id, have the phase angles
ϕi = ϕ[1] + ki ⋅ π or ϕi = ϕ[2] + ki ⋅ π, i = 1, . . . , d,
where ki ∈ Z, i.e., modulo π there are only two different phase angles: ϕ[1] and ϕ[2]. Without loss
of generality, we can reorder the sources such that the d1 sources with phase ϕ
[1] are the sources
1,2, . . . , d1 and the remaining d− d1 sources d1 + 1, d1 + 2, . . . , d have phase ϕ[2]. Thus, the sources
fall into two groups, where the NC gain depends on the phase separation ∣ϕ[2]−ϕ[1]∣ of the groups.
Now, in the special case ∣ϕ[2] − ϕ[1]∣ = π/2, i.e., the phase separation between the two groups is
maximum, it is straightforward to see that the matrices G0, G1, and G2 are block diagonal, i.e.,
they are zero except for the upper left d1 × d1 block matrix and the lower right (d − d1) × (d − d1)
block. Combining these matrices and using the fact that the correlation coefficients are zero, we can
show from the joint CRB that the two groups decouple, that is, the first d1 sources are completely
decoupled from the remaining (d − d1) sources. This case can provide a significant gain compared
to the CRB for arbitrary sources if there are closely-spaced sources that belong to different groups.
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9.5. Numerical results
In this section, we provide simulation results to evaluate the behavior of the R-D NC CRB and
illustrate our analytical results.
9.5.1. Behavior of the deterministic R-D NC CRB
In this subsection, we compare the root mean squared error (RMSE) of the derived deterministic
R-D NC CRB (Det NC CRB) to the deterministic R-D CRB (Det CRB) and the stochastic R-D
NC CRB (Sto NC CRB) for weak-sense non-circular signals from [DA04]. Note that the R-D
extension of the Sto NC CRB in [DA04] is obtained analogously to (9.6). Moreover, we include
the R-D NC Standard ESPRIT (NC SE) and R-D NC Unitary ESPRIT (NC UE) algorithms
[SRHD14] as well as their non-NC counterparts R-D Standard ESPRIT (SE) and R-D Unitary
ESPRIT (UE) [HN95] into the comparison. It is assumed that a known number of signals with
unit power and real-valued symbols (ζ = 1) drawn from a Gaussian distribution impinge on the
array.
Figure 9.1 illustrates the RMSE over all sources versus the SNR for the centro-symmetric 2-D
array (R = 2) in Figure 9.2 with M = 12, where N = 20 available snapshots of d = 3 sources with
the spatial frequencies µ
(1)
1 = 0.25, µ(1)2 = 0.5, µ(1)3 = 0.75, µ(2)1 = 0.25, µ(2)2 = 0.5, and µ(2)3 = 0.75,
and a real-valued pair-wise correlation of ρ = 0.9. The rotation phases contained in Ψ are given
by ϕ1 = 0, ϕ2 = π/4, and ϕ3 = π/2. It is apparent from Figure 9.1 that the NC SE and NC UE
algorithms perform close to the derived Det NC CRB and that all of these outperform the Sto NC
CRB from [DA04].
In Table 9.1, we analyze the Det 1-D CRB and the Det 1-D NC CRB for a varying number of
sources d in case of a ULA with M = 4, N = 20, and SNR = 10 dB. The spatial frequencies µi, ∀i
are distributed equally in the interval [−2,2] and the rotation phases ϕi, ∀i are drawn randomly.
It can be seen that dmax = M − 1 for the CRB and d(nc)max = 2(M − 1) for the NC CRB are the
largest numbers of d that lead to an invertible Fisher matrix, otherwise, the problem is ill-posed.
Therefore, twice as many sources can be resolved from the strictly non-circular data model.
9.5.2. Analytical results
In this subsection, we compare the analytical results “ana” in (9.42) and (9.45) to the empirical
ones “emp” in (9.11) and Corollary 9.2.2 obtained by averaging over 1000 Monte-Carlo trials. We
have d = 2 sources that impinge on a ULA (1-D) with the powers P1 = 0.5 and P2 = 1.5. The
symbols S0 are randomly drawn from a real-valued Gaussian distribution.
In Figure 9.3, we display the RMSE of the Det 1-D NC CRB and the Det 1-D CRB for d = 2
sources as a function of the number of sensorsM , where the square root of the analytical expressions
is taken. The source separation is ∆µ = 0.1 rad with µ1 = 0 and µ2 = 0.1, however, the actual
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Figure 9.1.: Analytical and empirical RMSEs versus SNR for the 12-element 2-D array (R = 2) from
Figure 9.2, and N = 20, d = 3 correlated sources (ρ = 0.9) at µ(1)1 = 0.25, µ(1)2 = 0.5, µ(1)3 = 0.75,
µ
(2)
1 = 0.25, µ(2)2 = 0.5, µ(2)3 = 0.75 with rotation phases ϕ1 = 0, ϕ2 = π/4, and ϕ3 = π/2.
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Figure 9.2.: 2-D shift invariance for the depicted centro-symmetric 4 × 3 sampling grid, left: sub-
arrays for the first (horizontal) dimension, right: subarrays for the second (vertical) dimension.
positions are irrelevant and have no impact on the performance. The remaining parameters are
given by N = 10, ∆ϕ = π/3, δ = (M − 1)/2, i.e., the phase reference is located at the first sensor
element, and σ2n = 0.032. Moreover, the correlation coefficient ρ is set to ρ = 0.8. It is evident that
the analytical results agree well with the empirical estimation errors and that both CRBs perform
similarly for large M .
In Figure 9.4, we depict the RMSE as a function of the phase separation ∆ϕ ∈ [0, π]. The results
are shown for the phase references δ = (M − 1)/2, δ = 0, and δ = −(M − 1)/2, which correspond to
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Table 9.1.: RMSE for a varying number of sources with M = 4
RMSE d = 1 d = 2 d = 3 d = 4 d = 5 d = 6 d = 7
CRB 0.02 0.13 0.80 ∞ ∞ ∞ ∞
NC CRB 0.02 0.11 0.12 0.14 0.35 2.93 ∞
the phase reference at the first element, the center, and the last element of the array, respectively.
Additionally, we set M = 9 and ρ = 0. The remaining parameters are kept the same. It is apparent
from Figure 9.4 that the analytical curves match very well with the empirical ones. Furthermore,
the Det NC CRB not only varies with the phase separation but also depends on the phase reference
of the array, while the Det CRB is independent of the phase separation as ρ = 0. For instance,
if δ = 0, the improvement of the Det NC CRB over the Det CRB is maximal for ∆ϕ = π/2 and
vanishes for ∆ϕ = 0 + k ⋅ π, k ∈ N.
Figure 9.5 shows the RMSE as a function of the source correlation ρ for the same phase reference
values as in Figure 9.4. We set ∆ϕ = π/4 and the remaining parameters are kept the same. It
is clear from Figure 9.5 that in addition to the Det NC CRB, the Det CRB also depends on the
phase reference for ρ > 0. Moreover, for all values of δ, the Det NC CRB provides the greatest
improvement over the Det CRB if the two sources are uncorrelated (ρ = 0) and reduces to the Det
CRB if the sources are coherent (ρ = 1). Again, the analytical curves coincide with the empirical
ones.
Finally, Figure 9.6 illustrates the asymptotic NC gain in (9.48) for d = 2 sources as a function
of ∆µ. The number of sensors is fixed to M = 15 and we set ρ = 0, ∆ϕ = π/2, as well as δ = 0.
The remaining parameters are kept the same. For comparison purposes, we have also included
the curves for the analytical NC gain of NC SE from [SRH14a]. It can be seen that the NC gain
expression becomes accurate for small ∆µ and that it is largest when ∆µ goes to zero. Furthermore,
the NC gain of NC SE is close to the maximum achievable NC gain computed from the Det NC
CRB.
9.5.3. Summary of the results
In this subsection, we briefly summarize the main properties of the deterministic NC CRB:
● For coherent sources, equal rotation phases (equality modulo π), a single source (d = 1), or a
single snapshot (N = 1), the deterministic NC CRB is equal to the CRB (C(nc) = C), which
suggests that there is no gain from non-circular sources in these cases.
● For d = 2 sources if ρˆ = 0, ∆ϕ = π/2, and δ = 0, the deterministic NC CRB (9.43) entirely
decouples, i.e., it is independent of ∆µ. Thus, for each source the CRB is the same as if the
other source was not present, which provides the maximum NC gain (9.49).
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Figure 9.3.: Analytical and empirical RMSEs versus the number of sensors M for d = 2 correlated
sources with N = 10, ∆µ = 0.1 rad, ρ = 0.8, ∆ϕ = π/3, δ = (M − 1)/2, P1 = 1.5, P2 = 0.5, and
σ2n = 0.032.
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Figure 9.4.: RMSE versus the phase separation ∆ϕ for d = 2 sources and varying δ with M = 9,
N = 10, ∆µ = 0.1 rad, ρ = 0, P1 = 1.5, P2 = 0.5, and σ2n = 0.032.
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Figure 9.5.: RMSE versus the source correlation ρ for d = 2 sources and varying δ with M = 9,
N = 10, ∆µ = 0.1 rad, ∆ϕ = π/4, P1 = 1.5, P2 = 0.5, and σ2n = 0.032.
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Figure 9.6.: Analytical and empirical NC gain versus the source separation ∆µ for d = 2 uncorrelated
sources with M = 15, N = 10, ∆ϕ = π/2, δ = 0, P1 = 1.5, P2 = 0.5, and σ2n = 0.032.
● For d = 2 sources if ρˆ < 1 and ∆ϕ > 0, the deterministic NC CRB approaches a finite value
(9.44) as the source separation ∆µ approaches zero while the deterministic CRB tends to
243
9. Deterministic Crame´r-Rao bound for strictly non-circular sources
infinity (9.47). Thus, the NC gain (9.50) increases when the source separation decreases.
● For d = 2 sources if ρˆ < 1 and ∆ϕ > 0, the NC gain also depends on the phase reference δ of
the array (see Figure 9.5 and Figure 9.4). It is largest, for instance, for ∆ϕ = π/2 when δ = 0.
● The number of resolvable sources d may exceed the number of sensors M . If the sources are
non-coherent and their rotation phases are different, d ≤ 2(M − 1) represents the upper limit
on the number of resolvable sources.
9.6. Summary
In this chapter, we have presented a closed-form expression of the deterministic R-D NC Crame´r-
Rao bound for multi-dimensional strictly non-circular (rectilinear) signals. This bound serves as
a benchmark for the recently developed algorithms, e.g., R-D NC Standard ESPRIT and R-D
NC Unitary ESPRIT, that exploit the NC structure of such strictly non-circular signals and thus
outperform the traditional methods for arbitrary signals. Based on the resulting R-D NC CRB
expression and assuming the R-D array to be separable and centro-symmetric, we have shown
that in the special cases of equal phases, full coherence of the strictly non-circular signals, a single
snapshot or for a single strictly non-circular source, the deterministic R-D NC CRB reduces to
the existing deterministic R-D CRB for arbitrary signals. This suggests that no NC gain can be
achieved in these specific cases. Furthermore, we have simplified the derived NC CRB and the
existing CRB for the special case of two closely-spaced strictly non-circular signals captured by
a uniform linear array (ULA). With these simplified CRB expressions, we have then analytically
computed the maximum achievable asymptotic NC gain for this scenario. The resulting expression
only depends on the various physical parameters, e.g., the number of sensors, the signal correlation,
etc. Additionally, we have analyzed the dependence of the NC gain on these parameters to find
that the largest NC gain is obtained if the two sources are closely-spaced, incoherent, and have a
non-vanishing phase discrimination.
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In this thesis, we have addressed the multi-dimensional harmonic retrieval problem and show how
exploiting signal structure can improve the estimation accuracy of ESPRIT-type and sparsity-
based parameter estimation algorithms. Specifically, we have focused on the multi-dimensional
signal structure and the strictly non-circular signal structure and developed matrix-based and
tensor-based R-D NC ESPRIT-type algorithms with and without spatial smoothing. Note that
the concepts demonstrated for ESPRIT-type algorithms can also be applied to other subspace-
based parameter estimation algorithms, e.g., MUSIC [Sch79], MODE [Van02], or RARE [PGW02].
In generalized least squares, we have also developed an entirely new algorithm to solve the shift
invariance equation in ESPRIT-type algorithms. Moreover, we have shown that the NC signal
structure can also be exploited in parameter estimation based on sparse recovery algorithms. As
benchmark for the ESPRIT-type and the sparsity-based algorithms for NC signals, we have derived
the corresponding deterministic NC Crame´r-Rao bound. In the conclusion of the thesis, we provide
a summary of the specific contributions in this thesis in Section 10.1 and outline possible research
directions for future work in Section 10.2.
10.1. Summary of contributions
In this section, we explicitly enumerate the various contributions in this thesis. We also give a
literature overview of the various ESPRIT-type algorithms along with their performance analysis in
Table 10.1. Table 10.2 provides a similar overview for the various least squares algorithms to solve
the overdetermined shift invariance equation of ESPRIT-type algorithms and the corresponding
performance analysis expressions. The columns “proposed” and “performance analysis” shows
where the algorithm was originally published and where the corresponding analytical performance
evaluation was first presented. Here “(open)” means that there are so far no results available in
the literature. Additionally, we give an overview of the special cases of a single source (d = 1)
and two sources (d = 2) for the performance analysis expressions of the various ESPRIT-type
algorithms in Table 10.3. In Table 10.4, we provide a similar overview of the special cases of a
single source (d = 1) and two sources (d = 2) for the performance analysis expressions of the various
least squares algorithms. Our contributions [SRH14a], [SRH17a], [SRHD14], [SRHD17], [SRHD16]
listed in these tables are presented in this thesis in the Chapters 4, 5, 6, 7, 9, respectively.
The main contributions in this thesis are:
● The simplification of the analytical MSE expressions from the performance analysis of the
matrix-based and tensor-basedR-D ESPRIT-type algorithms using LS in Section 4.5 for a sin-
gle source and two sources. The resulting expressions only depend on the physical parameters,
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Performance analysis
Algorithm Proposed based on
[Bri75] [LLV93]
1-D Standard ESPRIT [RPK86] [RH89a] [LLV93], ...
1-D Unitary ESPRIT [HN95] [MHZ96] [RBH10]
R-D Unitary ESPRIT [HN98] [MHZ96] (2-D) [RBH10]
R-D Standard/Unitary Tensor-ESPRIT [HRD08] [RBHW09, RBH10]
R-D Standard/Unitary ESPRIT with spatial
smoothing
[HN98] [SRHD17]
1-D NC Standard ESPRIT [ZCW03] [SRHD14]
R-D NC Unitary ESPRIT [HR04] [SRHD14]
R-D NC Standard/Unitary Tensor-ESPRIT [RH09] cf. Sec. 6.5
R-D NC Standard/Unitary ESPRIT with spatial
smoothing
[SRHD17] [SRHD17]
Table 10.1.: Literature overview of ESPRIT-type algorithms and their performance analysis
Performance analysis
Algorithm Proposed based on
[Bri75] [LLV93]
Least Squares (LS) [RPK86] [RH89a] [LLV93]
Total Least Squares (TLS) [RK87] [RH89a, OVK91]
1-D Structured Least Squares (SLS) [Haa97b] [RH11]
R-D Structured Least Squares (SLS) [Haa97b] (open)
R-D Tensor-Structure SLS (TS-SLS) [RH07b] (open)
R-D Generalized Least Squares (GLS) [SRH17a] cf. Sec. 5.4
Table 10.2.: Literature overview of least squares algorithms to solve the shift invariance equation
of ESPRIT-type algorithms and their performance analysis
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Single source Two sources
Algorithm based on based on
[Bri75] [LLV93] [Bri75] [LLV93]
1-D Standard ESPRIT [RH89a] [SRH14a]
R-D Standard/Unitary ESPRIT [RH12] cf. Sec. 4.5.3
R-D Standard/Unitary Tensor-ESPRIT [RH12] cf. Sec. 4.5.4
R-D Standard/Unitary ESPRIT with spatial
smoothing
[SRHD17]
1-D NC Standard ESPRIT [SRHD14] [SRH14a]
R-D NC Standard/Unitary ESPRIT [SRHD14] [SRHD14]
R-D NC Standard/Unitary Tensor-ESPRIT cf. Sec. 6.6.1 cf. Sec. 6.6.2
R-D NC Standard/Unitary ESPRIT with spatial
smoothing
[SRHD17]
R-D Det. Crame´r-Rao bound (CRB) [RH12] [SRHD16]
R-D NC Det. Crame´r-Rao bound (CRB) [SRHD14] [SRHD16]
Table 10.3.: Literature overview of the performance analysis of ESPRIT-type algorithms for the
special cases of a single source and two sources
Single source Two sources
Algorithm based on based on
[Bri75] [LLV93] [Bri75] [LLV93]
Least Squares (LS) [RH89a] [SRH14a]
Total Least Squares (TLS) [OVK91]
1-D Structured Least Squares (SLS) [RH11]
1-D Generalized Least Squares (GLS) cf. Sec. 5.5.1 cf. Sec. 5.5.2
Table 10.4.: Literature overview of the performance analysis of least squares algorithms to solve
the shift invariance equation of ESPRIT-type algorithms for the special cases of a single source
and two sources
247
10. Conclusion and future work
e.g., the number of antennas, the SNR, etc. For a single source, all ESPRIT-type algorithms
yield the same MSE and perform identical. For the two sources case of the matrix-based R-D
ESPRIT-type algorithms, we analytically compute the gain from forward-backward averag-
ing and analyze its dependence on the physical parameters. For the simplified MSE of the
tensor-based R-D ESPRIT-type algorithms, we compute and analyze the tensor gain and the
forward-backward averaging gain in the tensor case. Moreover, we compute the asymptotic
efficiency, i.e., the ratio of the CRB and the MSE, for R = 1.
● The general least squares algorithm (GLS) to solve the shift invariance equation in R-D
ESPRIT-type algorithms, which has been published in [SRH17a] and derived in Section 5.3.
GLS takes the statistics of the subspace estimation error into account for the solution of
the shift invariance equation, where we assume a ULA with maximum subarray overlap and
circularly symmetric white noise. We show that in some cases, GLS provides an optimal
solution to the shift invariance equation.
● The first-order performance analysis of GLS-based R-D ESPRIT-type algorithms presented
in Section 5.4. We obtain analytical expressions for the parameter estimation error and
the MSE of R-D Standard ESPRIT and R-D Unitary ESPRIT both with GLS. We prove
that the real-valued transformation in GLS-based R-D Unitary ESPRIT has no effect on the
performance in the asymptotic region of the high effective SNR.
● Simplified MSE expressions of the GLS-based R-D ESPRIT-type algorithms for a single
source and two orthogonal sources (cf. Section 5.5), which only depend on the physical
parameters of significance, e.g., the SNR, the number of sensors M , and the sample size N .
● We use the simplified MSE expressions for a single source as well as two orthogonal sources in
Section 5.5 to analytically show that the GLS-based Standard ESPRIT algorithm is asymp-
totically efficient in both cases, i.e., they achieve the deterministic Crame´r-Rao bound (CRB).
Specifically, we show that the respective simplified MSE expressions can be reformulated into
the corresponding CRB expressions for both cases.
● The matrix-based R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT algorithms
for strictly non-circular sources using least squares discussed in Section 6.2. We show that
due to the NC preprocessing, the virtual array is always centro-symmetric, making R-D NC
Unitary ESPRIT also applicable to non-centro-symmetric physical arrays.
● The R-D NC Tensor-ESPRIT-type algorithms for strictly non-circular sources using least
squares introduced in Section 6.3. As in the matrix case, the virtual array steering tensor
is always centro-symmetric after the NC tensor preprocessing such that R-D NC Unitary
Tensor-ESPRIT is also applicable to R-D arrays that are not centro-symmetric.
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● The first-order performance analysis of the matrix-based R-D NC ESPRIT-type algorithms,
which is presented in Section 6.4. We derive analytical expressions for the parameter esti-
mation error as well as the MSE of both algorithms. We also prove that R-D NC Standard
ESPRIT and R-D NC Unitary ESPRIT provide the same asymptotic performance.
● The first-order performance analysis of the R-D NC Tensor-ESPRIT-type algorithms pro-
posed in Section 6.5. We find analytical expressions for the parameter estimation error
as well as the MSE of both algorithms. Similarly to the matrix case, R-D NC Standard
Tensor-ESPRIT and R-D NC Unitary Tensor-ESPRIT are proven to perform asymptotically
identical.
● The simplification of the MSE expressions for the matrix-based and tensor-based R-D NC
ESPRIT-type algorithms using LS (cf. Section 6.6) for a single source and two sources to
obtain compact formulas in terms of the physical parameters, e.g., the number of antennas
M , the SNR, and the sample size N . For a single source, we obtain the same MSE as for
the conventional ESPRIT-type algorithms, i.e., there is no gain from NC signals in both the
matrix and the tensor case. In the case of two sources, we analytically compute the NC
gain for the matrix-based and tensor-based R-D NC ESPRIT-type algorithms and analyze
the dependence on the physical parameters. Preliminary results have been published in
[SRH14a]. Note that in the tensor case, we additionally have the tensor gain.
● The performance analysis of R-D Standard ESPRIT and R-D Unitary ESPRIT as well as
their NC versions with spatial smoothing, which has been published in [SRHD17] and de-
scribed in Chapter 7. We show that both R-D NC ESPRIT-type algorithms with spatial
smoothing perform asymptotically identical. Moreover, we simplify the analytical MSE ex-
pressions for a single source, where all the algorithms provide the same MSE. Finally, we
analytically derive the optimal number of subarrays for spatial smoothing that minimize the
MSE for a single source.
● Three different algorithms [SRH16c, SSPH16, SRS+16] derived in Chapter 8 to exploit the
strictly non-circular signal structure in sparsity-based parameter estimation using sparse
signal recovery (SSR). While [SRH16c] solves a 2-D grid-based SSR problem, [SSPH16] only
requires solving a 1-D grid-based SSR problem, and in [SRS+16], we propose a gridless
solution based on atomic norm minimization.
● A low-complexity grid-offset estimation procedure [SRH16c, SSPH16] for the two grid-based
SSR algorithms for strictly non-circular signals is derived in Chapter 8. Thereby, the critical
off-grid problem can be solved.
● The derivation of the deterministic R-D NC CRB for strictly non-circular signals published
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in [SRHD17] and presented in Chapter 9. The deterministic R-D NC CRB provides a lower
limit on the estimation error and constitutes a benchmark for the presented NC algorithms
in this thesis. We show for the special cases of full coherence, a single snapshot, and a single
strictly non-circular source that the deterministic R-D NC CRB reduces to the deterministic
R-D CRB for arbitrary signals, which implies that no NC gain can be achieved in these cases.
● The simplification of both the 1-D NC CRB and the 1-D CRB for the special case of two
closely-spaced NC signals and a uniform linear array (ULA) to obtain compact formulas
in terms of the physical parameters. Based on these simplified expressions, we analytically
compute the CRB-based NC gain and study its behavior in terms of the physical parameters.
10.2. Future work
From Table 10.1 and Table 10.2 as well as from Table 10.3 and Table 10.4, it is easy to identify
the open aspects that are left for future work.
The performance analysis framework presented in the Chapters 4, 6, and 7 can still be extended in
several ways. For instance, the tensor-based spatial smoothing (TBSS) technique from [THRG10,
THG09b, THG09a] has so far not been incorporated into the performance analysis. The same
applies to the R-D TS-SLS-based Tensor-ESPRIT-type algorithms from [RH07b]. Regarding the
study of special cases on the number of sources to obtain simplified MSE expressions, there are
a number of open cases as well. For instance, the respective two source cases of R-D ESPRIT-
type algorithms with spatial smoothing and R-D ESPRIT-type algorithms with structured least
squares are still to be considered. Especially, for scenarios, where forward-backward averaging
(FBA) cannot be applied, the optimal number of subarrays for spatial smoothing for two sources
can be derived analytically.
A very important direction for future work is the further advancement and analysis of the
generalized least squares algorithm for ESPRIT-type parameter estimation developed in Chapter 5.
Using the presented performance analysis of GLS for Standard ESPRIT, we have derived simplified
MSE expressions for the special cases of a single source and two orthogonal sources assuming a
ULA with maximum overlap. So far, we have only proven that GLS for 1-D Standard ESPRIT is
asymptotically efficient, i.e., the ratio of the CRB and the MSE is equal to 1, in these cases. It
would be interesting to generalize the proofs to an arbitrary number of signals. Moreover, we have
observed via simulations that incorporating forward-backward averaging can achieve asymptotic
efficiency even for correlated but incoherent signals. This is still to be shown analytically. Moreover,
another crucial research direction would be the extension of the matrix-based R-D ESPRIT-type
algorithms with GLS to the tensor case. It is suspected that asymptotic efficiency can also be
achieved in the tensor case. However, this topic is still entirely open.
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The presented R-D NC ESPRIT-type algorithms assume that all the signals are strictly non-
circular. In [SRH15c], we have already relaxed this restriction to the case of coexisting circular
and strictly non-circular signals and developed C-NC ESPRIT-type algorithms. However, it would
be desirable to find a way for ESPRIT-type algorithms to handle the even more general case
of weak-sense non-circular signals as defined in Section 2.2.1.2. This topic is still open in the
literature.
Another promising research direction is to further extend our initial results on the second-order
performance analysis for 1-D Standard ESPRIT in [SRH17c]. Second-order performance analysis
expressions can be used to analytically describe the performance in lower SNR and snapshot
regions. Moreover, they can be used to compute the threshold point as shown in [SRH17c].
Since this is an entirely new field, many ways for extensions are possible. First, a second-order
performance analysis of 1-D Unitary ESPRIT can be derived. Then, extensions to the matrix-based
and tensor-based R-D case of both algorithms are desirable. Moreover, additional preprocessing
steps such as spatial smoothing and the NC preprocessing for strictly non-circular sources can
be included. Finally, various least squares methods such as structured least squares or the novel
generalized least squares algorithm derived in Chapter 5 can be incorporated.
Finally, another research direction is to extend the concept of exploiting the signals’ non-
circularity in sparsity-based parameter estimation algorithm. For instance, an interesting topic
would be to consider the practical case of coexisting circular and non-circular signals. Another
topic would be to develop sparsity-based algorithms that can exploit the weak-sense non-circularity
of the signals. Furthermore, exploiting the strict non-circularity structure can be combined with
additional signal structure. One example would be integrality constraints on the symbols, which
exploit the fact that the real-valued symbols can only take certain points in the constellation
diagram. Moreover, additional constraints on the measurement system can be combined with ex-
ploiting the NC structure such as magnitude-only measurements, also known as phase retrieval, or
quantized measurements.
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Appendix A.
Glossary of acronyms, symbols and notation
In this appendix, we provide a list of acronyms and summarize the frequently used symbols and
notation in this thesis.
A.1. Acronyms
1-D One-Dimensional
2-D Two-Dimensional
3-D Three-Dimensional
ANM Atomic Norm Minimization
ASK Amplitude Shift Keying
AWGN Additive White Gaussian Noise
BLUE Best Linear Unbiased Estimator
BPSK Binary Phase Shift Keying
CDMA Code Division Multiple Access
CRB Crame´r-Rao Bound
DFT Discrete Fourier Transform
DOA Direction Of Arrival
DOD Direction Of Departure
DOF Degrees Of Freedom
EADF Effective Aperture Distribution Function
EEG Electroencephalography
ESPRIT Estimation of Signal Parameters via Rotational Invariance Techniques
EVD EigenValue Decomposition
FBA Forward Backward Averaging
FIM Fisher Information Matrix
GLS General Least Squares
GNSS Global Navigation Satellite System
HOSVD Higher-Order Singular Value Decomposition
LS Least Squares
MEG Magnetoencephalography
MIMO Multiple Input Multiple Output
MLSVD Multi-linear Singular Value Decomposition
MMV Multiple Measurement Vectors
MODE Method of Direction of Arrival Estimation
MUSIC Multiple Signal Classification
MSE Mean Squared Error
MSK Minimum Shift Keying
MMSE Minimum Mean Squared Error
NC Non-Circular
NMR Nuclear Magnetic Resonance
OFDM Orthogonal Frequency Division Multiplexing
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OFDMA Orthogonal Frequency Division Multiple Access
OQPSK Offset Quadrature Phase Shift Keying
OW Optimally Weighted
PARAFAC Parallel Factor Analysis
PCA Principle Component Analysis
PDF Probability Density Function
PRIME Polynomial Root Intersection for Multi-dimensional Estimation
PUMA Principle-Singular-Vector Utilization For Modal Analysis
QAM Quadrature Amplitude Modulation
QPSK Quadrature Phase Shift Keying
RARE Rank-Reduction Estimator
R-D R-Dimensional
RMSE Root Mean Squared Error
SDS Semi-Definite Programming
SLS Structured Least Squares
SMD Simultaneous Matrix Diagonalization
SMV Single Measurement Vector
SNR Signal-to-Noise Ratio
SO Second-Order
SSR Sparse Signal Reconstruction
SV Singular Value
SVD Singular Value Decomposition
TDOA Time Delay Of Arrival
TLS Total Least Squares
TS-SLS Tensor-Structure Structured Least Squares
UCA Uniform Circular Array
ULA Uniform Linear Array
URA Uniform Rectangular Array
WLS Weighted Least Squares
ZMCSCG Zero Mean Circularly Symmetric Complex Gaussian
A.2. Symbols and notation
R Set of real numbers
C Set of complex numbers
Z Set of integer numbers
e, π, j Euler’s number, π, and imaginary unit: ejπ + 1 = 0
.= Definition
a, b, c scalars
a, b, c column vectors
A, B, C matrices
A, B, C tensors
Re{x} Real part of complex variable x
Im{x} Imaginary part of complex variable x
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arg {x} Argument (phase) of complex variable x
x∗ Complex conjugate of x
0M×N Matrix of zeros of size M ×N
1M×N Matrix of ones of size M ×N
IM Identity matrix of size M ×M
IR,d R-way identity tensor of size d × d . . . × d
ΠM Exchange of size M ×M with ones on its anti-diagonal and zeros elsewhere
Q ≽ 0 Q is a positive-semidefinite matrix[A](i,j) The (i, j)-element of the matrix A[ai]i=1,2,...,I An I × 1 column vector a with i-th element ai(⋅)T matrix transpose(⋅)H Hermitian transpose∥.∥2 Euclidean (two-) norm∥.∥F Frobenius norm∥.∥H Higher-Order (Frobenius) norm
A⊗B Kronecker product between A ∈ CM×N and B ∈ CP×Q defined as
A⊗B =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1,1 ⋅B a1,2 ⋅B ⋯ a1,N ⋅B
a2,1 ⋅B a2,2 ⋅B ⋯ a2,N ⋅B⋮ ⋮ ⋮ ⋮
aM,1 ⋅B aM,2 ⋅B ⋯ aM,N ⋅B
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
A ◇B Khatri-Rao (column-wise Kronecker) product between A ∈ CM×N and
B ∈ CP×N
A⊙B Schur (element-wise) product between A ∈ CM×N and B ∈ CM×N
vec{⋅} vec-operator: stack elements of a matrix/tensor into a column vector, begin
with first (row) index, then proceed to second (column), third, etc.
unvecI×J {⋅} inverse vec-operator: reshape elements of a vector back into a matrix/tensor of
indicated size
diag {⋅} transform a vector into a square diagonal matrix or extract main diagonal of a
square matrix and place elements into a vector
blkdiag {⋅, . . . , ⋅} creates a block diagonal matrix from its (matrix) arguments
Tr{⋅} trace of a matrix (sum of diagonal elements = sum of eigenvalues)
det{⋅} determinant of a matrix (product of eigenvalues)
rank{⋅} rank of a matrix
EVk {⋅} k-th eigenvalue of a matrix
the same space as the columns of A ∈ CM×r (assuming r ≤M)
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A+ Moore-Penrose pseudo inverse [Moo20, Pen55] of a matrix A ∈ CM×N , which
we can compute via
A+ = V s ⋅Σ−1s ⋅UHs , where A = U s ⋅Σs ⋅V Hs represents the economy-size
SVD of A.
A+ = (AH ⋅A)−1 ⋅AH if rank{A} = N (full column rank)
A+ =AH ⋅ (A ⋅AH)−1 if rank{A} =M (full row rank).[X ](n) n-mode unfolding of tensor X in reverse cyclical column ordering
X ×n U n-mode product between tensor X and matrix U
X
R⨉
r=1r
U r repeated n-mode products, short-hand notation for X ×1 U1 . . . ×R UR
[A n B] n-mode concatenation of tensors A and B
E{X} Expectation operator, i.e., mean of the random variable X
N (µ,σ2) Gaussian distribution with mean µ, variance σ2
CN (µ,σ2) circularly symmetric complex Gaussian distribution
Qp Left-Π-real matrix satisfying Πp ⋅Q∗p =Qp.
Q
(s)
p Unitary sparse left-Π-real given by [HN95]
Q
(s)
2n = 1√
2
⎡⎢⎢⎢⎢⎣
In jIn
Πn −jΠn
⎤⎥⎥⎥⎥⎦ and Q
(s)
2n+1 = 1√
2
⎡⎢⎢⎢⎢⎢⎢⎣
In 0n×1 jIn
0Tn×1
√
2 0Tn×1
Πn 0n×1 −jΠn
⎤⎥⎥⎥⎥⎥⎥⎦
,
for even and for odd order, respectively.
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Appendix B.
Proofs and derivations
In this appendix, we provide a number of proofs and derivations, which are listed here to increase
the readability in the main part of the thesis.
B.1. Proof of Theorem 2.2.1
We start the proof of Theorem 2.2.1 in Section 2.2.1.2 by expanding the non-circularity rate ζ of
the complex random variable Z and insert the real part X and the imaginary part Y of Z.
ζ = E{Z2}
E{∣Z ∣2} = E{X
2 − Y 2 + 2 ⋅ j ⋅X ⋅ Y }
E{X2 + Y 2} = E{X
2} −E{Y 2} + 2 ⋅ j ⋅E{X ⋅ Y }
E{X2} +E{Y 2} . (B.1)
Let us introduce the short hand notations σ2x = E{X2}, σ2y = E{Y 2}, and σxy = E{X ⋅ Y }. Then,
the squared magnitude of ζ can be expressed as
∣ζ ∣2 = ∣σ2x − σ2y
σ2x + σ2y ∣
2
+ ∣ 2σxy
σ2x + σ2y ∣
2 = (σ2x − σ2y)2 + 4σ2xy(σ2x + σ2y)2 =
σ4x + σ4y − 2σ2x ⋅ σ2y + 4σ2xy(σ2x + σ2y)2
= σ4x + σ4y + 2σ2x ⋅ σ2y − 4σ2x ⋅ σ2y + 4σ2xy(σ2x + σ2y)2 =
(σ2x + σ2y)2 + 4 (σ2xy − σ2x ⋅ σ2y)(σ2x + σ2y)2 . (B.2)
The Cauchy-Schwarz inequality for random variables X and Y states that
E{X ⋅ Y }2 ≤ E{X2} ⋅E{Y 2} , (B.3)
with equality iff X and Y are linearly dependent, i.e., c1 ⋅X = c2 ⋅ Y for some c1, c2 ∈ R. In the
short hand notation, the Cauchy-Schwarz inequality translates into σ2xy ≤ σ2x ⋅ σ2y . Applying this
property, we can immediately conclude that
∣ζ ∣2 = (σ2x + σ2y)2 + 4 (σ2xy) − σ2x ⋅ σ2y(σ2x + σ2y)2 ≤
(σ2x + σ2y)2 + 4 (σ2x ⋅ σ2y − σ2x ⋅ σ2y)(σ2x + σ2y)2 = 1, (B.4)
which implies that ∣ζ ∣ ≤ 1 and proves the theorem.
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B.2. Derivation of Equation (4.11)
For the derivation of (4.11) in Section 4.3.1, we generalize the first-order perturbation result from
[LLV93] for 1-D Standard ESPRIT using least squares (LS) to the R-D case. The presented
derivation is based on [RHD14].
The analytical expression for the first-order parameter estimation error ofR-D Standard ESPRIT
in (4.11) contains the following three steps: the perturbation of the spatial frequencies ∆µ
(r)
i
as a function of the eigenvalue perturbation ∆λ
(r)
i , the perturbation of ∆λ
(r)
i in terms of the
perturbation of the least squares (LS) solution ∆Ψ(r), and the perturbation ∆Ψ(r) as a function
of the signal subspace estimation error ∆U s.
For the first step, we start with the eigenvalue perturbation, which is given by
λ
(r)
i +∆λ(r)i = ej(µ(r)i +∆µ(r)i ). (B.5)
Taking the logarithm on both sides and expanding the left hand side using the Taylor series up to
the first order, we obtain
ln (λ(r)i ) + ∆λ
(r)
i
λ
(r)
i
≈ j ⋅ (µ(r)i +∆µ(r)i ) . (B.6)
Since ln (λ(r)i ) = ln (ejµ(r)i ) = j ⋅ µ(r)i , we have
∆λ
(r)
i
λ
(r)
i
≈ j ⋅∆µ(r)i . (B.7)
Then, equating the imaginary parts of both sides, yields
∆µ
(r)
i ≈ Im
⎧⎪⎪⎨⎪⎪⎩
∆λ
(r)
i
λ
(r)
i
⎫⎪⎪⎬⎪⎪⎭ . (B.8)
For the second step, we first recall that in R-D Standard ESPRIT using LS, the R shift invariance
equations are solved independently. Let the resulting matricesΨ(r) possess the eigendecomposition
Ψ(r) = Q ⋅ Λ(r) ⋅Q−1, where Q denotes the matrix of eigenvectors common to all the matrices
Ψ(r) and Λ(r) = diag {[λ(r)1 , . . . , λ(r)d ]} is the diagonal matrix of eigenvalues in the r-th mode.
Introducing the perturbation terms Qˆ
(r) =Q+∆Q(r) and Ψˆ(r) =Ψ(r)+∆Ψ(r), it is shown in [LT78]
that the first-order approximation of the eigendecomposition of a perturbed matrix Ψ(r) +∆Ψ(r)
can be expressed as
Ψ(r) +∆Ψ(r) ≈Ψ(r) +Q ⋅∆Λ(r) ⋅Q−1, (B.9)
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which implies that considering the first order, the perturbation ∆Ψ(r) only affects the eigenvalues.
Then, using the fact that Λ(r) is diagonal and introducing qi and pTi as the i-th column and the
i-th row of Q and P =Q−1, respectively, we can express ∆λ(r)i as
∆λ
(r)
i ≈ pTi ⋅∆Ψ(r) ⋅ qi. (B.10)
As an intermediate result, we can combine (B.8) and (B.10) to approximate the parameter esti-
mation error ∆µ
(r)
i as
∆µ
(r)
i ≈ Im{pTi ⋅∆Ψ(r) ⋅ qi/λ(r)i } . (B.11)
To incorporate the third step, we write the perturbed shift invariance equation in terms of the
estimated signal subspace Uˆ s = U s +∆U s and the perturbed LS solution ΨˆLS = Ψ(r) +∆Ψ(r),
where ∆U s and ∆Ψ
(r) represent the subspace estimation error and the LS perturbation error,
respectively. In order to derive the first order approximation of ∆Ψ(r), we neglect the second-
order terms and rearrange the shift invariance equation as follows [RH89a]:
J˜
(r)
1 ⋅ (U s +∆U s) ⋅ (Ψ(r) +∆Ψ(r)) ≈ J˜(r)2 ⋅ (U s +∆U s)
J˜
(r)
1 ⋅U s ⋅Ψ(r) + J˜(r)1 ⋅∆U s ⋅Ψ(r) + J˜(r)1 ⋅U s ⋅∆Ψ(r) ≈ J˜(r)2 ⋅U s + J˜(r)2 ⋅∆U s
J˜
(r)
1 ⋅∆U s ⋅Ψ(r) + J˜(r)1 ⋅U s ⋅∆Ψ(r) ≈ J˜(r)2 ⋅∆U s. (B.12)
where in (B.12), we have taken into account the unperturbed shift invariance equation J˜
(r)
1 ⋅U s ⋅
Ψ(r) = J˜(r)2 ⋅U s. Consequently, we obtain
∆Ψ(r) ≈ (J˜(r)1 ⋅U s)+ ⋅ (J˜(r)2 ⋅∆U s − J˜(r)1 ⋅∆U s ⋅Ψ(r)) . (B.13)
Finally, combining the results in (B.11) and (B.13), the first-order approximation of the param-
eter estimation error ∆µ
(r)
i can be expressed as
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(r)1 ⋅U s)+ (J˜(r)2 ⋅∆U s − J˜(r)1 ⋅∆U s ⋅Ψ(r)) ⋅ qi/λ(r)i } (B.14)
≈ Im{pTi ⋅ (J˜(r)1 ⋅U s)+ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅∆U s ⋅ qi} , (B.15)
where in (B.14), we have multiplied out the last bracket and used the relation Ψ(r) ⋅ qi = λ(r)i ⋅ qi
to arrive at the desired result in (B.15).
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B.3. Proof of Theorem 4.3.1
In order to prove Theorem 4.3.1 in Section 4.3.1, we first apply a first-order Taylor-series expansion
of µˆ
(1)
i and µˆ
(2)
i to obtain the perturbed azimuth and co-elevation angles ∆θi and ∆φi can be
obtained as
µˆ
(1)
i = µ(1)i +∆µ(1)i = µ(1)i + ∂µ
(1)
i
∂θi
⋅∆θi + ∂µ
(1)
i
∂φi
⋅∆φi, (B.16)
µˆ
(2)
i = µ(2)i +∆µ(2)i = µ(2)i + ∂µ
(2)
i
∂θi
⋅∆θi + ∂µ
(2)
i
∂φi
⋅∆φi. (B.17)
Thus, the respective first-order perturbation can be conveniently expressed in matrix form as
⎡⎢⎢⎢⎢⎣
∆µ
(1)
i
∆µ
(2)
i
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
∂µ
(1)
i
∂θi
∂µ
(1)
i
∂φi
∂µ
(2)
i
∂θi
∂µ
(2)
i
∂φi
⎤⎥⎥⎥⎥⎥⎦
⋅ ⎡⎢⎢⎢⎢⎣
∆θi
∆φi
⎤⎥⎥⎥⎥⎦ . (B.18)
Solving (B.18) for the perturbations in the azimuth and co-elevation angles yields
⎡⎢⎢⎢⎢⎣
∆θi
∆φi
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣
∂µ
(1)
i
∂θi
∂µ
(1)
i
∂φi
∂µ
(2)
i
∂θi
∂µ
(2)
i
∂φi
⎤⎥⎥⎥⎥⎥⎦
−1
⋅ ⎡⎢⎢⎢⎢⎣
∆µ
(1)
i
∆µ
(2)
i
⎤⎥⎥⎥⎥⎦
= 1
∂µ
(1)
i
∂θi
∂µ
(2)
i
∂φi
− ∂µ(2)i
∂θi
∂µ
(1)
i
∂φi
⋅
⎡⎢⎢⎢⎢⎢⎣
∂µ
(2)
i
∂φi
−∂µ(1)i
∂φi
−∂µ(2)i
∂θi
∂µ
(1)
i
∂θi
⎤⎥⎥⎥⎥⎥⎦
⋅ ⎡⎢⎢⎢⎢⎣
∆µ
(1)
i
∆µ
(2)
i
⎤⎥⎥⎥⎥⎦ . (B.19)
Consequently, the estimation errors of the azimuth and co-elevation angles can be written as
∆θi = ∆µ(1)i − ̺i ⋅∆µ(2)i
∂µ
(1)
i
∂θi
− ̺i ⋅ ∂µ(2)i∂θi
, ∆φi = ∆µ(2)i − κi ⋅∆µ(1)i
∂µ
(2)
i
∂φi
− κi ⋅ ∂µ(1)i∂φi
, (B.20)
where we have defined
̺i =
∂µ
(1)
i
∂φi
∂µ
(2)
i
∂φi
, κi =
∂µ
(2)
i
∂θi
∂µ
(1)
i
∂θi
. (B.21)
The partial derivatives are given by
∂µ
(1)
i
∂θi
= −2π
λ
⋅∆ ⋅ sin θi ⋅ sinφi, ∂µ
(1)
i
∂φi
= 2π
λ
⋅∆ ⋅ cos θi ⋅ cosφi, (B.22)
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∂µ
(2)
i
∂θi
= 2π
λ
⋅∆ ⋅ cos θi ⋅ sinφi, ∂µ
(2)
i
∂φi
= 2π
λ
⋅∆ ⋅ sin θi ⋅ cosφi (B.23)
and therefore,
̺i = cos θi
sin θi
, κi = −cos θi
sin θi
. (B.24)
Finally, the estimation errors in (B.20) are given by
∆θi = ∆µ
(1)
i − cos θisin θi ⋅∆µ(2)i−2π
λ
⋅∆ ⋅ sin θi ⋅ sinφi − cos θisin θi ⋅ 2πλ ⋅∆ ⋅ cos θi ⋅ sinφi
= ∆µ(1)i − cos θisin θi ⋅∆µ(2)i−2π
λ
⋅∆ ⋅ sinφi ⋅ (sin θi + cos θisin θi ⋅ cos θi)
= 1
2π
λ
⋅∆ ⋅ sinφi ⋅ (cos θi ⋅∆µ(2)i − sin θi ⋅∆µ(1)i ) (B.25)
and, similarly,
∆φi = 12π
λ
⋅∆ ⋅ cosφi ⋅ (sin θi ⋅∆µ(2)i + cos θi ⋅∆µ(1)i ) . (B.26)
Then, the first-order MSE expression of the azimuth estimation error based on (B.25) is given by
E{(∆θi)2} ≈ ( 12π
λ
⋅∆ ⋅ sinφi)
2 ⋅E{(cos θi ⋅∆µ(2)i − sin θi ⋅∆µ(1)i )2}
= ( 1
2π
λ
⋅∆ ⋅ sinφi)
2 ⋅E{(cos θi)2 ⋅ (∆µ(2)i )2 + (sin θi)2 ⋅ (∆µ(1)i )2
−2 ⋅ sin θi ⋅∆µ(1)i cos θi ⋅∆µ(2)i }
= ( 1
2π
λ
⋅∆ ⋅ sinφi)
2 ⋅ ((cos θi)2 ⋅E{(∆µ(2)i )2} + (sin θi)2 ⋅E{(∆µ(1)i )2}
−2 ⋅ sin θi ⋅ cos θi ⋅E{∆µ(1)i ⋅∆µ(2)i }) , (B.27)
where E{(∆µ(r)i )2} for r = 1,2 is given in (4.17). Note that from [SRH16a], we can express
E{∆µ(1)i ⋅∆µ(2)i } as
E{∆µ(1)i ⋅∆µ(2)i } ≈ 12 ⋅ (z(1)Hi ⋅RTnn ⋅ z(2)i −Re{z(1)Ti ⋅CTnn ⋅ z(2)i }) , (B.28)
where z
(r)
i =WTmat ⋅r(r)i for r = 1,2 and r(r)i andWmat are given by (4.14) and (4.15), respectively.
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Analogously, the first-order MSE expression of the co-elevation angle corresponding to (B.26)
can be written as
E{(∆φi)2} ≈ ⎛⎝ 12π
λc
⋅∆ ⋅ cosφi
⎞⎠
2
⋅ ((sin θi)2 ⋅E{(∆µ(2)i )2}
+(cos θi)2 ⋅E{(∆µ(1)i )2} + 2 ⋅ sin θi ⋅ cos θi ⋅E{∆µ(1)i ⋅∆µ(2)i }) . (B.29)
This completes the proof.
B.4. Proof of Equation (4.35)
In order to derive the expression of W ten in Section 4.4.1 for arbitrary R, we generalize the steps
provided in [RHD14] for the special case of R = 2.
To arrive at the MSE for R-D Standard Tensor-ESPRIT in (4.34), the first step is to express the
estimation error in µ
(r)
i from (4.33) in terms of the perturbation n = vec{N} = vec{[N ]T(R+1)}.
Starting with (4.33), we apply the vec-operator to obtain
∆µ
(r)
i ≈ Im{p(r)Ti ⋅ (J˜(r)1 ⋅Us)+ ⋅ [J˜(r)2 /λ(r)i − J˜(r)1 ] ⋅ [∆Uˆ [s]]T(R+1) ⋅ q(r)i }
= Im{[q(r)Ti ⊗ (p(r)Ti ⋅ (J˜(r)1 ⋅Us)+ ⋅ [J˜(r)2 /λ(r)i − J˜(r)1 ])] ⋅ vec{[∆Uˆ [s]]T(R+1)}}
= Im{r(r)Ti ⋅ vec{[∆Uˆ [s]]T(R+1)}} , (B.30)
where r
(r)
i is defined in (4.14). As vec{[∆Uˆ [s]]T(R+1)} depends linearly on n, we can find an
explicit expression for Wten such that
vec{[∆Uˆ [s]]T
(R+1)
} =Wten ⋅n. (B.31)
The HOSVD-based signal subspace error [∆Uˆ [s]]T
(R+1)
was given in (4.10) and is restated again
for convenience as
[∆Uˆ [s]]T
(R+1)
≈ T⊗1∶R ⋅∆Us + R∑
r=1
(T⊗1∶r−1 ⊗ [∆U [s]r ⋅U [s]Hr ]⊗ T⊗r+1∶R) ⋅Us, (B.32)
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where T⊗
a∶b
is defined as
T⊗a∶b =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ta ⊗ . . .⊗ Tb a ≤ b
1 a > b. (B.33)
The first term of (B.32) is easily vectorized by applying property (1.14), which yields the first term
of Wten as
vec{T⊗1∶R ⋅∆Us} = vec{T⊗1∶R ⋅V [n]∗R+1 ⋅V [n]TR+1 ⋅N ⋅U [s]∗R+1 ⋅Σ[s]−1R+1 }
= (Σ[s]−1R+1 ⋅U [s]HR+1 )⊗ [T⊗1∶R ⋅V [n]∗R+1 ⋅V [n]TR+1 ] ⋅ vec{N} .
For the sum in (B.32), we first apply property (1.14) to obtain
R∑
r=1
vec{(T⊗1∶r−1 ⊗ [∆U [s]r ⋅U [s]Hr ]⊗ T⊗r+1∶R) ⋅Us}
= (UTs ⊗ IM) ⋅ R∑
r=1
vec{T⊗1∶r−1 ⊗ [U [n]r ⋅U [n]Hr ⋅ [N ](r) ⋅V [s]r ⋅Σ[s]−1r ⋅U [s]Hr ]⊗ T⊗r+1∶R}
= (UTs ⊗ IM) ⋅ R∑
r=1
vec{T⊗1∶r−1 ⊗ [∆U [s]r ⋅U [s]Hr ]⊗ T⊗r+1∶R} , (B.34)
where ∆U
[s]
r is provided in (4.8). Then, in order to simplify the vectorization of a Kronecker
product of three terms, we use the property in (1.20) such that
vec{T⊗1∶r−1 ⊗ [∆U [s]r ⋅U [s]Hr ]⊗ T⊗r+1∶R}
= (T¯1∶r−1 ⊗ IMr∶R) ⋅ (IMr ⊗ T¯r+1∶R) ⋅ vec{[U [n]r ⋅U [n]Hr ⋅ [N ](r) ⋅V [s]r ⋅Σ[s]−1r ⋅U [s]Hr ]}
= (T¯1∶r−1 ⊗ IMr∶R) ⋅ (IMr ⊗ T¯r+1∶R) ⋅ [(V [s]r ⋅Σ[s]−1r ⋅U [s]Hr )T ⊗ (U [n]r ⋅U [n]Hr )] ⋅ vec{[N ](r)} ,
(B.35)
where
T¯1∶r−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
IMr∶R ⊗ t1∶r−1,1⋮
IMr∶R ⊗ t1∶r−1,M1∶r−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯r+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎣
IMr ⊗ tr+1∶R,1⋮
IMr ⊗ tr+1∶R,Mr+1∶R
⎤⎥⎥⎥⎥⎥⎥⎦
(B.36)
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with the short-hand notation ta∶b,n as the n-th column of T
⊗
a∶b
and
Ma∶b =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
b∏
r=a
Mr a ≤ b
1 a > b . (B.37)
To permute the vectors to be in consistent order with the vector n = vec{N} = vec{[N ]T(R+1)} we
employ the permutation matrices defined in (1.38). By combining the previous results, the matrix
Wten results in the expression stated in [RHD14]
Wten = (Σ−1s ⋅V Ts )⊗ (T⊗1∶R ⋅Un ⋅UHn ) + R∑
r=1
(UTs ⊗ IM)
⋅ (T¯1∶r−1 ⊗ IMr∶R) ⋅ (IMr ⊗ T¯r+1∶R)
⋅ [(V [s]r ⋅Σ[s]−1r ⋅U [s]Hr )T ⊗ (U [n]r ⋅U [n]Hr )] ⋅P (r)TM1,...,MR,N ⋅P (R)M1,...,MR,N , (B.38)
which can be compactly written as
Wten =W0 + R∑
r=1
Wr ⋅P (r)TM1,...,MR,N ⋅P (R)M1,...,MR,N ,
where
W0 = (Σ−1s ⋅V Ts )⊗ (T⊗1∶R ⋅Un ⋅UHn ) (B.39)
Wr = (UTs ⊗ IM) ⋅ (T¯1∶r−1 ⊗ IMr∶R) ⋅ (IMr ⊗ T¯r+1∶R)
⋅ [(V [s]r ⋅Σ[s]−1r ⋅U [s]Hr )T ⊗ (U [n]r ⋅U [n]Hr )] . (B.40)
This concludes the proof.
B.5. Proof of Theorem 4.5.1
For the proof of Theorem 4.5.1 in Section 4.5.3, we first recall the MSE expression of R-D Standard
ESPRIT for circularly symmetric white noise in (4.18) as
E{(∆µ(r)i )2} = σ2n2 ⋅ ∥z(r)i ∥22 , (B.41)
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where z
(r)
i =WTmat ⋅ r(r)i with
r
(r)
i = qi ⊗ ([(J˜(r)1 U s)+ ⋅ (J˜(r)2 /ej⋅µ(r)i − J˜(r)1 )]T ⋅ pi) (B.42)
Wmat = (Σ−1s ⋅V Ts )⊗ (Un ⋅UHn ) . (B.43)
Then, we can equivalently express z
(r)T
i as z
(r)T
i = r(r)Ti ⋅Wmat = s˜Ti ⊗ a(r)Ti , where
s˜Ti = qTi ⋅Σ−1s ⋅V Ts (B.44)
a˜
(r)T
i = pTi ⋅ (J˜(r)1 ⋅Us)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅Un ⋅UHn . (B.45)
Using property (1.7), the MSE in (B.41) is given by
E{(∆µ(r)i )2} = σ2n2 ⋅ ∥z(r)Ti ∥
2
2
= σ2n
2
⋅ ∥s˜Ti ⊗ a˜(r)Ti ∥22 = σ
2
n
2
⋅ ∥s˜Ti ∥22 ⋅ ∥a˜(r)Ti ∥22 . (B.46)
In order to relate the subspaces in (B.44) and (B.45) to the array steering matrixA and the symbol
matrix S, we use the property A = Us ⋅T . Considering the eigenvectors Q from the exact solution
Ψ(r) =Q ⋅Λ(r) ⋅P with P =Q−1, we can write T =√M ⋅Q. Thus, Us is given by
Us = A√
M
⋅P . (B.47)
Inserting (B.47) into the economy-size SVD of the noise-free measurement matrixX0 = Us ⋅Σs ⋅V Hs
to obtain
X0 = Us ⋅Σs ⋅V Hs =A ⋅ 1√
M
⋅P ⋅Σs ⋅V Hs =A ⋅S. (B.48)
Thus, we obtain
S = 1√
M
⋅P ⋅Σs ⋅V Hs . (B.49)
Via the pseudo-inverse S+ =√M ⋅Vs ⋅Σ−1s ⋅Q, it is straightforward to see that
Vs ⋅Σ−1s = 1√
M
⋅S+ ⋅P . (B.50)
Taking the transpose on both sides, yields the required result1
Σ−1s ⋅V Ts = 1√
M
⋅PT ⋅S+T. (B.51)
1 Note that both terms Us = A√
M
⋅P and Σ−1s ⋅V
T
s = 1√M ⋅Q
−T
⋅S+T contain a phase ambiguity due to the fact that
the SVD and the EVD are only unique up to a unitary diagonal scaling matrix. However, this phase term cancels
when inserting the results into (B.46), and is therefore omitted.
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Moreover, Un ⋅UHn is a projection matrix onto the orthogonal complement of the signal subspace
spanned by A. Thus, Un ⋅UHn can be expressed in terms of A as
Un ⋅UHn = P ⊥A = IM −A ⋅A+. (B.52)
Finally, inserting the results from (B.47), (B.51), and (B.52) into (B.44) and (B.45) yields
s˜Ti = eTi ⋅S+T (B.53)
a˜
(r)T
i = eTi ⋅ (J˜(r)1 ⋅A)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅P ⊥A, (B.54)
where ei is the vector with a one at the i-th position and zeros elsewhere. Note that we have
omitted the factor
√
M , which cancels. In the next step, we compute ∥s˜Ti ∥22 in (B.46). To this
end, we first simplify s˜Ti by expanding the pseudo-inverse S
+ = SH ⋅ (S ⋅SH)−1 as
s˜Ti = eTi ⋅S+T = eTi ⋅ (S ⋅SH)−T ⋅S∗ = 1N ⋅ eTi ⋅ Rˆ−Tss ⋅S∗, (B.55)
where
Rˆss = 1
N
⋅S ⋅SH (B.56)
denotes the sample signal covariance matrix of the symbol matrix S. Then, we can express the
norm ∥s˜Ti ∥22 as ∥s˜Ti ∥22 = ∥s˜i∥22 = s˜Hi ⋅ s˜i, resulting in
∥s˜i∥22 = 1N2 ⋅ eTi ⋅ Rˆ−Hss ⋅S ⋅SH´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N ⋅Rˆss
⋅Rˆ−1ss ⋅ ei = 1N ⋅ eTi ⋅ Rˆ−Hss ⋅ ei. (B.57)
Special case d = 2
As we can see from (B.57), the term ∥s˜i∥22 will be determined either by the top-left or by the
bottom-right element of Rˆ−1ss , depending on the considered source i. Note that for d = 2, Rˆss can
be expressed as
Rˆss = 1
N
⋅ ⎡⎢⎢⎢⎢⎣
sH1 ⋅ s1, sH1 ⋅ s2
sH2 ⋅ s1, sH2 ⋅ s2
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
Pˆ1 ρˆ ⋅√Pˆ1 ⋅ Pˆ2
ρˆ∗ ⋅√Pˆ1 ⋅ Pˆ2 Pˆ2
⎤⎥⎥⎥⎥⎦ , (B.58)
where ρˆ denotes the complex-valued empirical correlation between the two sources, given by
ρˆ = 1
N
⋅ s(1)H ⋅ s(2)√
Pˆ1 ⋅ Pˆ2 = ∣ρˆ∣ ⋅ e
jϕcorr . (B.59)
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The required inverse in (B.57) is thus given by
Rˆ−1ss = 1
Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ) ⋅
⎡⎢⎢⎢⎢⎣
Pˆ2, −ρˆ ⋅√Pˆ1 ⋅ Pˆ2
−ρˆ∗ ⋅√Pˆ1 ⋅ Pˆ2, Pˆ1
⎤⎥⎥⎥⎥⎦ . (B.60)
Finally, by inserting (B.60) in (B.57) the norm ∥s˜i∥22 evaluates to
∥s˜i∥22 = 1N ⋅ Pˆi¯Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ) , (B.61)
where we use the over-lined letter i¯ to indicate terms related to the interfering source.
For the term ∥a˜(r)Ti ∥22, let us consider the first source i = 1. Note that for d = 2, the scenario is
symmetric, i.e., the sources are interchangeable. Expanding (B.54) yields
a˜
(r)T
1 = eT1 ⋅ (J˜(r)1 ⋅A)+ ⋅ (J˜(r)2 /λ(r)1 − J˜(r)1 )
= eT1 ⋅ (AH ⋅ J˜(r)H1 ⋅ J˜(r)1 ⋅A)−1 ⋅AH ⋅ J˜(r)H1 ⋅ (J˜(r)2 /λ(r)1 − J˜(r)1 ). (B.62)
Recalling that the R-D selection matrices are given by
J˜
(r)
k
= IM1 ⊗ . . .⊗ IMr−1 ⊗ J(r)k ⊗ IMr+1 ⊗ . . .⊗ IMR
= I∏r−1ℓ=1 Mℓ ⊗ J(r)k ⊗ I∏Rℓ=r+1Mℓ ∈ C MMrM(sel)r ×M , k = 1,2, (B.63)
it is straightforward to see that
AH ⋅ J˜(r)H1 ⋅ J˜(r)1 ⋅A =
⎡⎢⎢⎢⎢⎣
M
Mr
⋅ (Mr − 1) α˜(r)
α˜(r)∗ M
Mr
⋅ (Mr − 1)
⎤⎥⎥⎥⎥⎦ , (B.64)
where
α˜(r) = aH1 ⋅ J˜(r)H1 ⋅ J˜(r)1 ⋅ a2 = α(r)sel ⋅ R∏
q=1
q≠r
α(q) (B.65)
with α
(r)
sel
= a(r)H1 ⋅ J(r)H1 ⋅ J(r)1 ⋅ a(r)2 and α(r) = a(r)H1 ⋅ a(r)2 . Note that R∏
q=1
q≠r
α(q) = α
α(r) , where
α = R∏
q=1
α(q) = aH1 ⋅ a2. Consequently, the inverse is given by
(AH ⋅ J˜(r)H1 ⋅ J˜(r)1 ⋅A)−1 = 1
D
(r)
sel
⋅ ⎡⎢⎢⎢⎢⎣
M
Mr
⋅ (Mr − 1) −α˜(r)−α˜(r)∗ M
Mr
⋅ (Mr − 1)
⎤⎥⎥⎥⎥⎦ , (B.66)
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where D
(r)
sel
= ( M
Mr
)2 ⋅ (Mr − 1)2 − ∣α∣2∣α(r)∣2 ⋅ ∣α(r)sel ∣2. Inserting (B.66) into (B.62), we obtain
a˜
(r)T
1 = 1
D
(r)
sel
⋅ (M
Mr
⋅ (Mr − 1) ⋅ a˘(r)H1 − α˜(r) ⋅ a˘(r)H2 ) ,
where we have defined
a˘
(r)
1 = a(1)1 ⊗ . . .⊗ a(r−1)1 ⊗ a¯(r)1 ⊗ a(r+1)1 . . .⊗ a(R)1 (B.67)
a˘
(r)
2 = a(1)2 ⊗ . . .⊗ a(r−1)2 ⊗ a¯(r)2 ⊗ a(r+1)2 . . .⊗ a(R)2 (B.68)
with
a¯
(r)H
1 = a(r)H1 ⋅ (J(r)H2 ⋅ J(r)2 − J(r)H1 ⋅ J(r)1 ) = a(r)H1 ⋅ J˘(r)H1 (B.69)
a¯
(r)H
2 = a(r)H2 ⋅ ⎛⎝J(r)H2 ⋅ J(r)2 ⋅ λ
(r)
2
λ
(r)
1
− J(r)H1 ⋅ J(r)1 ⎞⎠ = a(r)H2 ⋅ J˘(r)H2 . (B.70)
Then, we can compute ∥a˜(r)1 ∥22 as
∥a˜(r)1 ∥22 = 1D(r)2
sel
⋅ ∥M
Mr
⋅ (Mr − 1) ⋅ a˘(r)H1 − α˜(r) ⋅ a˘(r)H2 ∥2
2
(B.71)
= 1
D
(r)2
sel
⋅ (M
Mr
⋅ (Mr − 1) ⋅ a˘(r)H1 − α˜(r) ⋅ a˘(r)H2 ) ⋅ (MMr ⋅ (Mr − 1) ⋅ a˘(r)1 − α˜(r)
∗ ⋅ a˘(r)2 )
= 1
D
(r)2
sel
⋅ ((M
Mr
) ⋅ (Mr − 1))2 ⋅ ∥a˘(r)1 ∥22 + ∣α˜(r)∣2 ⋅ ∥a˘(r)2 ∥22
− 2 ⋅ M
Mr
⋅ (Mr − 1) ⋅Re{α˜(r)∗ ⋅ a˘(r)H1 ⋅ a˘(r)2 } . (B.72)
In the next step, we simplify the following terms:
∥a˘(r)1 ∥22 = MMr ⋅ ∥a¯(r)1 ∥
2
2
= M
Mr
⋅ ∥J˘(r)1 ⋅ a(r)1 ∥22 (B.73)
∥a˘(r)2 ∥22 = MMr ⋅ ∥a¯(r)2 ∥
2
2
= M
Mr
⋅ ∥J˘(r)2 ⋅ a(r)2 ∥22 (B.74)
a˘
(r)H
1 ⋅ a˘(r)2 = a¯(r)H1 ⋅ a¯(r)2 ⋅ R∏
q=1
q≠r
α(q) = a¯(r)H1 ⋅ a¯(r)2 ⋅ αα(r) .
Assuming maximum subarray overlap for the selection matrices, we obtain
J˘
(r)H
1 = diag {[ −1, 0, . . . , 0, 1 ]} (B.75)
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J˘
(r)H
2 = diag {[ −1, e j∆µ(r)− 1, . . . , e j∆µ(r)− 1, e j∆µ(r)]} (B.76)
such that
∥J˘(r)1 ⋅ a(r)1 ∥22 = a(r)H1 ⋅ J˘(r)H1 ⋅ J˘(r)1 ⋅ a(r)1 = a(r)H1 ⋅ diag {[ 1, 0, . . . , 0, 1 ]} ⋅ a(r)1 = 2 (B.77)
∥J˘(r)2 ⋅ a(r)2 ∥22 = a(r)H2 ⋅ diag{[ 1, ∣e j∆µ(r)− 1∣2 , . . . , ∣e j∆µ(r)− 1∣2 , 1 ]} ⋅ a(r)2
= 2 + (Mr − 2) ⋅ ∣ e j∆µ(r)− 1∣2 . (B.78)
Moreover, the term α˜(r)∗ ⋅ a˘(r)H1 ⋅ a˘(r)2 in (B.72) simplifies to
α
(r)∗
sel
⋅ α∗
α(r)∗
⋅ a¯(r)H1 ⋅ a¯(r)2 ⋅ R∏
q=1
q≠r
a
(q)H
1 ⋅ a(q)2 = ∣α∣2∣α(r)∣2 ⋅ α(r)
∗
sel
⋅ a¯(r)H1 ⋅ a¯(r)2 . (B.79)
Since we assume a uniform R-D array, we have a (µ(r)i ) = [ 1, e −j⋅µ(r)i , . . . , e −j⋅(Mr−1)⋅µ(r)i ] we
can write in case of maximum overlap
α
(r)∗
sel
⋅ a¯(r)H1 ⋅ a¯(r)2 = α(r)∗sel ⋅ a(r)H1 ⋅ diag {[ 1, 0, . . . , 0, e −j∆µ(r) ]} ⋅ a(r)2
= α(r)∗
sel,0
⋅ (1 + ⋅e j⋅(Mr−2)⋅∆µ(r))
= α(r)∗
sel,0
+ α(r)∗
sel,0
⋅ e j⋅(Mr−2)⋅∆µ(r) = 2 ⋅Re{α(r)
sel,0
} , (B.80)
where α
(r)
sel,0
= Mr−2∑
k=0
e j⋅k⋅∆µ
(r)
and we have used that e j⋅(Mr−2)⋅∆µ(r) ⋅ Mr−2∑
k=0
e −j⋅k⋅∆µ
(r) = α(r)
sel,0
. Then,
combining the results in (B.77), (B.78), and (B.80) into (B.72), we have
∥a˜(r)1 ∥22 = 1D(r)2
sel
⋅ ⎛⎝2 ⋅ (Mr − 1)2 ⋅ (MMr )
3 + ∣α˜(r)∣2 ⋅ M
Mr
⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ M
Mr
⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎞⎠ (B.81)
= M
D
(r)2
sel
⋅Mr ⋅
⎛⎝2 ⋅ (Mr − 1)2 ⋅ (MMr )
2 + ∣α˜(r)∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎞⎠ (B.82)
In the last step, we insert (B.61) and (B.82) into the MSE expression in (B.46) for i = 1 and the
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r-th mode to obtain
E{(∆µ(r)1 )2} = σ2n2 ⋅ Pˆ2N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a(r)mat, (B.83)
where a
(r)
mat is given in (4.54). Note that due to the symmetry of the scenario, we arrive at the
same result by exchanging both sources. Consequently, the total MSE over both sources and the
R modes is given in (4.53). This completes the proof.
B.6. Proof of Theorem 4.5.2
The proof of Theorem 4.5.2 in Section 4.5.3 follows the same steps as the one in Appendix B.5.
For circularly symmetric white noise, the MSE for the i-th spatial frequency in the r-th mode from
(4.32) is given by
E{(∆µ(r)i )2} = σ2n2 ⋅ (∥z(r)(fba)i ∥
2
2
−Re{z(r)(fba)Ti ⋅Π2MN ⋅ z(r)(fba)i }) , (B.84)
where z
(r)(fba)
i =W (fba)Tmat ⋅ r(r)(fba)i with
r
(r)(fba)
i = q(fba)i ⊗ ([(J˜(r)1 U (fba)s )+ ⋅ (J˜(r)2 /ej⋅µ(r)i − J˜(r)1 )]T ⋅ p(fba)i ) (B.85)
W
(fba)
mat = (Σ(fba)−1s ⋅V (fba)Ts )⊗ (U (fba)n ⋅U (fba)Hn ) . (B.86)
Note that we can express the noise-free measurement matrix X0 as X0 =Ac ⋅ S˜, where S˜ =∆ ⋅S.
This way, we obtain X0 as
X
(fba)
0 = [ Ac ⋅ S˜, Ac ⋅ S˜∗ ⋅ΠN ] =Ac ⋅ [ S˜, S˜∗ ⋅ΠN ] =Ac ⋅S, (B.87)
where we define S = [ S˜, S˜∗ ⋅ΠN ] ∈ Cd×2N to contain the forward-backward averaged source
symbols and the array phase reference. From the SVD of (B.87), we immediately see that U
(fba)
s =
Us and U
(fba)
n = Un, which can be replaced in (B.85) and (B.86). Then, we express the signal
subspace Us in terms of the array steering matrix Ac as
Us = Ac√
M
⋅P . (B.88)
269
Appendix B. Proofs and derivations
By applying the steps (B.48) - (B.50) from Appendix B.6 to the model X
(fba)
0 = Ac ⋅ S, the term
V
(fba)
s ⋅Σ(fba)−1s can be expressed as
V (fba)s ⋅Σ(fba)−1s = 1√
M
⋅S+ ⋅P . (B.89)
The projection matrix onto the orthogonal complement of the signal subspace Un ⋅ UHn can be
written as
Un ⋅UHn = P ⊥A = IM −Ac ⋅A+c . (B.90)
Inserting the results from (B.88), (B.89), and (B.90) into (B.85) and (B.86), we can simplify
z
(fba)(r)
i as
z
(fba)(r)T
i = s˜(fba)Ti ⊗ a˜(fba)(r)Ti , (B.91)
where the terms s˜
(fba)T
i and a˜
(fba)(r)T
i are given by
s˜
(fba)T
i = eTi ⋅S+T
a˜
(fba)(r)T
i = eTi ⋅ (J˜(r)1 ⋅Ac)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅P ⊥Ac ,
where the factor
√
M cancels. Using property (1.7), we can compute the MSE in (B.84) as
E{(∆µ(r)i )2} = σ2n2 ⋅ (∥s˜(fba)
T
i ∥2
2
⋅ ∥a˜(fba)Ti ∥2
2
−Re{s˜(fba)Ti ⋅Π2N ⋅ s˜(fba)i ⋅ a(fba)(r)Ti ⋅ΠM ⋅ a(fba)(r)i }) . (B.92)
Considering the term ∥s˜(fba)Ti ∥2
2
, we first expand the pseudo-inverse S+T in s˜
(fba)T
i = eTi ⋅S+T as
S
+ = SH ⋅ (S ⋅SH)−1 = 1
2 ⋅N ⋅SH ⋅ Rˆ−1ss . (B.93)
Special case d = 2
The empirical correlation matrix for the forward-backward averaged symbols in d = 2 is given by
Rˆss = 1
2 ⋅N ⋅S ⋅SH = 12 ⋅N ⋅ ⎛⎝[ S˜, S˜∗ ⋅ΠN ] ⋅
⎡⎢⎢⎢⎢⎣
S˜H
ΠN ⋅ S˜T
⎤⎥⎥⎥⎥⎦
⎞⎠ = 12 ⋅ (Rˆs˜s˜ + RˆTs˜s˜)
= 1
2
⋅ ⎛⎝
⎡⎢⎢⎢⎢⎣
Pˆ1, ρˆ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ e −j∆ϕ
ρˆ∗ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ e j∆ϕ, Pˆ2
⎤⎥⎥⎥⎥⎦
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+⎡⎢⎢⎢⎢⎣
Pˆ1, ρˆ
∗ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ e j∆ϕ
ρˆ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ e −j∆ϕ, Pˆ2
⎤⎥⎥⎥⎥⎦
⎞⎠
= ⎡⎢⎢⎢⎢⎣
Pˆ1, ∣ρˆ∣ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ cos (∆ϕ)∣ρˆ∣ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ cos (∆ϕ) , Pˆ2
⎤⎥⎥⎥⎥⎦ , (B.94)
where ∆ϕ =∆ϕref +ϕcorr combines the phase terms for the empirical source correlation ρˆ = e j⋅ϕcorr ⋅ ∣ρˆ∣,
and the array phase separation ∆ϕref = ϕref,2 −ϕref,1 = ∑Rr=1 δ(r) ⋅∆µ(r).
Thus, Rˆ−1ss is given by
Rˆ−1ss = 1
D(fba)
⋅ ⎡⎢⎢⎢⎢⎣
Pˆ2, − ∣ρˆ∣ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ cos (∆ϕ)
− ∣ρˆ∣ ⋅√Pˆ1 ⋅ Pˆ2 ⋅ cos (∆ϕ) , Pˆ1
⎤⎥⎥⎥⎥⎦ , (B.95)
where D(fba) = Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ⋅ cos2 (∆ϕ)). Subsequently, the term ∥s˜(fba)Ti ∥2
2
is given by
∥s˜(fba)i ∥22 = 12 ⋅N ⋅ eTi ⋅ Rˆ−1ss ⋅ ei = 12 ⋅N ⋅ Pˆi¯Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ⋅ cos2 (∆ϕ) ) . (B.96)
Note that the term ∥a˜(fba)Ti ∥2
2
is identical to the term ∥a˜Ti ∥22 from (B.82) for i = 1. This is due to the
fact that U
(fba)
s = Us and U (fba)n = Un. Furthermore, it is easily verified that s˜(fba)Ti ⋅Π2N ⋅ s˜(fba)i =
∥s˜(fba)Ti ∥2
2
and that a
(fba)(r)T
i ⋅ΠM ⋅ a(fba)(r)i = −∥a˜(fba)Ti ∥2
2
. Combining all these terms, we obtain
the MSE expression in (B.92) for i = 1 and the r-th mode as
E{(∆µ(r)1 )2} = σ2n2 ⋅ Pˆ2N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a(fba)(r)mat (B.97)
where a
(fba)(r)
mat is given in (4.58). Due to the symmetry of the scenario, we arrive at the same result
for both sources. Therefore, the total MSE over both sources and the R modes is given in (4.57).
This completes the proof.
B.7. Proof of Theorem 4.5.3
In this Appendix, we provide a sketch of the proof of Theorem 4.5.3 in Section 4.5.4. For the sake
of brevity, we have left out some of the lengthy derivations, however, the full proof is provided
by us in [Gra16]. For the simplification of the MSE expression of R-D Standard Tensor-ESPRIT
assuming circularly symmetric white noise and a uniform R-D array geometry, we first recall the
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MSE expression in (4.38) for the i-th spatial frequency in the r-th mode as
MSE
(r)
ten,i = E{(∆µ(r)i )2} = σ2n2 ⋅ ∥z(r)i ∥22 , (B.98)
where z
(r)T
i = r(r)Ti ⋅Wten. The vector r(r)i and the matrix Wten are given by
r
(r)
i = q(r)i ⊗ ([(J˜(r)1 ⋅Us)+ (J˜(r)2 /e j⋅µ(r)i − J˜(r)1 )]T ⋅ p(r)i ) (B.99)
Wten =W0 + R∑
q=1
Wq ⋅P (q)TM1,...,MR,N ⋅P (R)M1,...,MR,N , (B.100)
where the permutation matrices P
(q)T
M1,...,MR,N
and P
(R)
M1,...,MR,N
are defined according to (1.38) and
W0 = (Σ−1s ⋅V Ts )⊗ (T⊗1∶R ⋅Un ⋅UHn ) (B.101)
Wq = (UTs ⊗ IM) ⋅ (T¯1∶q−1 ⊗ IMq∶R) ⋅ (IMq ⊗ T¯q+1∶R) (B.102)
⋅ [(V [s]q ⋅Σ[s]−1q ⋅U [s]Hq )T ⊗ (U [n]q ⋅U [n]Hq )]
with
T¯1∶q−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
IMq∶R ⊗ t1∶q−1,1⋮
IMq∶R ⊗ t1∶q−1,M1∶q−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯q+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎣
IMq ⊗ tq+1∶R,1⋮
IMq ⊗ tq+1∶R,Mq+1∶R
⎤⎥⎥⎥⎥⎥⎥⎦
. (B.103)
Moreover, we have
Ma∶b =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
b∏
r=a
Mr a ≤ b
1 a > b (B.104)
and ta∶b,n denotes the n-th column of
T⊗a∶b =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Ta ⊗ . . .⊗ Tb a ≤ b
1 a > b , (B.105)
where Tq = U [s]q ⋅U [s]Hq .
For the derivation, we first insertWten from (B.100) into the vector z
(r)T
i = r(r)Ti ⋅Wten to obtain
r
(r)T
i ⋅Wten = r(r)Ti ⋅W0 + r(r)Ti ⋅ R∑
q=1
Wq ⋅P (q)TM1,...,MR,N ⋅P (R)M1,...,MR,N
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= z(r)Ti,0 + z(r)Ti,R . (B.106)
Then, it can be shown that the terms z
(r)
i,0 and z
(r)
i,R are orthogonal. Hence, we can compute ∥z(r)i ∥22
as
∥z(r)i ∥22 = ∥z(r)i,0 ∥22 + ∥z(r)i,R∥22 . (B.107)
Thus, we proceed to simplify ∥z(r)i,0 ∥22. To this end, we make use of the fact that z(r)Ti,0 = r(r)Ti ⋅W0
can be expressed as the Kronecker product
z
(r)T
i,0 = s˜Ti,0 ⊗ a˜(r)Ti,0 , (B.108)
where
s˜Ti,0 = eTi ⋅S+T (B.109)
a˜
(r)T
i,0 = eTi ⋅ (J˜(r)1 ⋅A)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅ T⊗1∶R ⋅P ⊥A. (B.110)
Thus, we can separate z
(r)T
i,0 into s˜
T
i,0, which is related to the source symbols and a˜
(r)T
i,0 , which is
related to the array steering matrix A. Using property (1.7), we compute ∥z(r)i,0 ∥22 as
∥z(r)i,0 ∥22 = ∥s˜i,0∥22 ⋅ ∥a˜(r)i,0 ∥22 . (B.111)
The norm ∥s˜i,0∥22 can be determined via straightforward calculations as
∥s˜i,0∥22 = 1N ⋅ Pˆi¯Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ) , (B.112)
where ρˆ denotes the empirical source correlation ρˆ = 1
N
⋅ s(1)H ⋅s(2)√
Pˆ1⋅Pˆ2
= ∣ρˆ∣ ⋅e j⋅ϕcorr . The over-lined letter i¯
indicates a quantity related to the interfering source. For instance, Pˆi¯ denotes the empirical power
of the interferer. Note that the norm ∥s˜i,0∥22 scales with Pˆi¯, which corresponds to the intuition
that a strong interferer decreases the estimation accuracy for the desired source.
In order to compute ∥a˜(r)i,0 ∥22, we assume maximally overlapping subarrays and obtain
∥a˜(r)i,0 ∥22 = b
(r)
D
(r)2
sel
⋅Dr , (B.113)
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where the determinants D
(r)
sel
and Dr can be expressed as
D
(r)
sel
= (M
Mr
)2 ⋅ (Mr − 1)2 − ∣α∣2∣α(r)∣2 ⋅ ∣α(r)sel ∣
2
and Dr =M2r − ∣α(r)∣2 , (B.114)
and the scalar b(r) is given by
b(r) =M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦ , (B.115)
where α(r) = a(r)Hi ⋅ a(r)i¯ , α = R∏
r=1
α(r), and α(r)
sel
= a(r)Hi ⋅ J(r)H1 ⋅ J(r)1 ⋅ a(r)i¯ .
In the next step, we derive a simplified expression for the term ∥z(r)i,R∥22. Again, we find that
z
(r)T
i,R = r(r)Ti ⋅ R∑
q=1
Wq ⋅P (q)TM1,...,MR,N ⋅P (R)M1,...,MR,N reduces to the term
z
(r)T
i,R = z(r)Ti,r ⋅P (r)TM1,...,MR,N ⋅P (R)M1,...,MR,N , (B.116)
where z
(r)T
i,r = r(r)Ti ⋅Wr can again be expressed as the Kronecker product
z
(r)T
i,r = s˜(r)Ti,r ⊗ a˜(r)Ti,r , (B.117)
where
s˜
(r)T
i,r = eTi ⋅ [A◇r+1∶R ◇ST ◇A◇1∶r−1]+ (B.118)
a˜
(r)T
i,r = eTi ⋅ (J˜(r)1 ⋅A)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅ (a⊗(1∶r−1)i ⊗P ⊥A(r) ⊗ a⊗(r+1∶R)i ) . (B.119)
As shown in property (1.41), the matrices P
(r)T
M1,...,MR,N
and P
(R)
M1,...,MR,N
in (B.116) perform a
circular shift of the elements contained in z
(r)
i,R . However, this does not affect the norm of z
(r)
i,R such
that ∥z(r)i,R∥22 = ∥z(r)i,r ∥22. Applying property (1.7), we can determine the norm ∥z(r)i,R∥22 via
∥z(r)i,R∥22 = ∥s˜(r)i,r ∥22 ⋅ ∥a˜(r)i,r ∥22 . (B.120)
We first compute the norm of s˜
(r)
i,r as
∥s˜(r)i,r ∥22 =
M
Mr
⋅ Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ [( MMr )2 − ∣ρˆ∣2 ⋅ ∣ αα(r) ∣2]
, (B.121)
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where we have assumed maximum subarray overlap since s˜i,r also contains the array steering
matrices A(r). Once more assuming maximum subarray overlap in the r-th mode, the term ∥a˜(r)i,r ∥22
can be simplified into
∥a˜(r)i,r ∥22 = 1D(r)2
sel
⋅ ⎡⎢⎢⎢⎢⎣c
(r) − 1
Dr
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎤⎥⎥⎥⎥⎦, (B.122)
where
c(r) = (M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + ∣ α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
} . (B.123)
Note that the term c(r) closely resembles the scalar a(r)mat from the MSE expression for R-D Standard
ESPRIT given in (4.53). Moreover, the term which is subtracted in (B.122) and which results from
the multiplication with the projection matrix P ⊥
A(r) in (B.119) is very similar to the term b
(r)
b(r) =M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦ (B.124)
that we defined for a˜
(r)
i,0 in (B.115). In fact, we have
1
Dr
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎤⎥⎥⎥⎥⎦
= b(r) ⋅ ⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦ ⋅
Mr
M
. (B.125)
As we see, when multiplied with the signal part s˜
(r)
i,r from (B.121) the term completes to the term
b(r), which in turn can be factored out to find a compact formulation for the MSE, as will be shown
in (B.128).
We are now ready to combine the derived expressions into a simplified MSE expression for
R-D Standard Tensor-ESPRIT for two sources. The expression for ∥z(r)i,0 ∥22 = ∥s˜i,0∥22 ⋅ ∥a˜(r)i,0 ∥22 =∥r(r)Ti ⋅W0∥22 results in
∥z(r)i,0 ∥22 = Pˆi¯N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ) ⋅
b(r)
D
(r)2
sel
⋅Dr (B.126)
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and the expression for ∥z(r)i,r ∥22 = ∥s˜i,r∥22 ⋅ ∥a˜(r)i,r ∥22 = ∥r(r)Ti ⋅Wr∥22 results in
∥z(r)i,r ∥22 = 1D(r)2
sel
⋅ ⎡⎢⎢⎢⎢⎣c
(r) − 1
Dr
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎤⎥⎥⎥⎥⎦
⋅ MMr ⋅ Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ [( MMr )2 − ∣ρˆ∣2 ⋅ ∣ αα(r) ∣2]
. (B.127)
We can see from (B.126) and (B.127) that the terms for ∥z(r)i,0 ∥22 and ∥z(r)i,r ∥22 share the expression
M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅ [( MMr )2 − ∣α∣2∣α(r)∣2 ] = b(r). Factoring it out yields
1
Dr
⋅M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦ ⋅
1
1 − ∣ρˆ∣2
− 1
Dr
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2
⋅ MMr( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
= b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎥⎥⎦
. (B.128)
Making use of this factorization, we combine (B.126) and (B.127) into ∥z(r)i ∥22 = ∥z(r)i,0 ∥22 + ∥z(r)i,R∥22
to obtain
∥z(r)i ∥22 = Pˆi¯N ⋅ Pˆ1 ⋅ Pˆ2 ⋅D(r)2sel ⋅
⎛⎜⎜⎜⎝
b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2− ∣α∣2∣α(r)∣2
( M
Mr
)2− ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ c(r) ⋅ MMr( M
Mr
)2− ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎞⎟⎟⎟⎠.
(B.129)
Finally, combining these results, we have
MSE
(r)
ten,i = σ2n2 ⋅ Pˆi¯N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a(r)ten, (B.130)
where
a
(r)
ten = 1
D
(r)2
sel
⋅
⎛⎜⎜⎜⎝
b(r)
Dr
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣ α
α(r) ∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ c(r) ⋅ MMr( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎞⎟⎟⎟⎠ .
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The MSE for both sources in the r-th mode is obtained as MSE
(r)
ten = 2∑
i=1
MSE
(r)
ten,i. Finally, we
compute the sum over the estimation errors in the individual modes to obtain the total MSE for
R-D Standard Tensor-ESPRIT as
MSEten = R∑
r=1
σ2n
2
⋅ Pˆi + Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a
(r)
ten. (B.131)
This completes the sketch of the proof.
B.8. Proof of Theorem 4.5.4
In this section, we provide sketch of the proof of Theorem 4.5.4 from Section 4.5.4. For the sake
of brevity, we have left out some of the lengthy derivations, however, the full proof is provided by
us in [Gra16]. Let us first recall the MSE expression of R-D Unitary Tensor-ESPRIT assuming
circularly symmetric white noise in (4.41). The MSE for the k-th spatial frequency in the r-th
mode can be expressed as
E{(∆µi)2} = σ2n
2
⋅ (∥z(fba)(r)i ∥22 −Re{z(fba)(r)Ti ⋅Π2⋅M ⋅N ⋅ z(fba)(r)i }) . (B.132)
where z
(fba)(r)T
i = r(fba)(r)Ti ⋅W (fba)ten . The vector r(fba)(r)i is given by
r
(fba)(r)
i = q(r)i ⊗ ([(J˜(r)1 ⋅U (fba)s )+ (J˜(r)2 /e j⋅µ(r)i − J˜(r)1 )]T ⋅ p(r)i ) . (B.133)
and the matrix W
(fba)
ten is given by
W
(fba)
ten =W (fba)0 + R∑
q=1
W (fba)q ⋅P (q)TM1,...,MR,2N ⋅P (R)M1,...,MR,2N (B.134)
where
W
(fba)
0 =(Σ(fba)−1s ⋅V (fba)Ts )⊗ (T (fba)⊗1∶R ⋅U (fba)n ⋅U (fba)Hn ) (B.135)
W (fba)q =(U (fba)Ts ⊗ IM) ⋅ (T¯ (fba)1∶q−1 ⊗ IMq∶R) ⋅ (IMq ⊗ T¯ (fba)q+1∶R) (B.136)
⋅ [(V [s](fba)q ⋅Σ[s](fba)−1q ⋅U [s](fba)Hq )T ⊗ (U [n](fba)q ⋅U [n](fba)Hq )]
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and
T¯
(fba)
1∶q−1 =
⎡⎢⎢⎢⎢⎢⎢⎣
IMq∶R ⊗ t(fba)1∶q−1,1⋮
IMq∶R ⊗ t(fba)1∶q−1,M1∶q−1
⎤⎥⎥⎥⎥⎥⎥⎦
, T¯
(fba)
q+1∶R =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
IMr ⊗ t(fba)q+1∶R,1⋮
IMr ⊗ t(fba)q+1∶R,Mq+1∶R
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(B.137)
where t
(fba)
a∶b,n
denotes the n-th column of T
(fba)
q = U [s](fba)q ⋅U [s](fba)Hq .
In order to simplify (B.132), we first insert W
(fba)
ten from (B.134) into the vector z
(fba)(r)T
i =
r
(fba)(r)T
i ⋅W (fba)ten , which yields
z
(fba)(r)T
i = r(fba)(r)Ti ⋅W (fba)0 + r(fba)(r)Ti ⋅ R∑
q=1
W (fba)q ⋅P (q)TM1,...,MR,2⋅N ⋅P (R)M1,...,MR,2⋅N
∶= z(fba)(r)Ti,0 + z(fba)(r)Ti,R . (B.138)
Similarly to the proof in Appendix B.7 for R-D Standard Tensor-ESPRIT, it can be shown that
the terms z
(fba)(r)T
i,0 and z
(fba)(r)T
i,R are orthogonal and we can compute ∥z(fba)(r)i ∥22 = ∥z(fba)(r)i,0 ∥22 +∥z(fba)(r)i,R ∥22. Then, it can be shown that
z
(fba)(r)∗
i,0 = −Π2⋅M ⋅N ⋅ z(fba)(r)i,0 (B.139)
z
(fba)(r)∗
i,R = −Π2⋅M ⋅N ⋅ z(fba)(r)i,R (B.140)
such that
z
(fba)(r)∗
i = −Π2⋅M ⋅N ⋅ z(fba)(r)i . (B.141)
As a result, we obtain
z
(fba)(r)T
i ⋅Π2⋅M ⋅N ⋅ z(fba)(r)i = − ∥z(fba)(r)i ∥22 . (B.142)
Inserting (B.142) into (B.132), the MSE for R-D Unitary Tensor-ESPRIT can be simplified as
MSE
(fba)(r)
i = E{(∆µi)2} = σ2n ⋅ ∥z(fba)(r)i ∥22 . (B.143)
Then, we follow the lines of the derivation for R-D Standard Tensor-ESPRIT to find ∥z(fba)(r)i,0 ∥22.
As a first step, we write z
(fba)(r)T
i,0 = r(fba)(r)Ti ⋅W (fba)0 into the Kronecker product of an array and
a signal part according to
z
(fba)(r)T
i,0 = s˜(fba)Ti,0 ⊗ a˜(fba)(r)Ti,0 , (B.144)
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where
s˜
(fba)T
i,0 = eTi ⋅S+T (B.145)
a˜
(fba)(r)T
i,0 = eTi ⋅ (J˜(r)1 ⋅Ac)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅ T⊗1∶R ⋅PA⊥c (B.146)
and S = [ S˜, S˜∗ ⋅ΠN ] ∈ Cd×2N with S˜ = ∆ ⋅ S is the matrix of forward-backward averaged
source symbols. Note that the array part a˜
(fba)(r)
i,0 in (B.146) is equal to the result obtained for
R-D Standard Tensor-ESPRIT in (B.113), except for the matrix ∆ for the array phase reference,
which has been moved towards the source symbols S˜. Thus, we have
a˜
(fba)(r)
i,r = a˜(r)i,r ∣
A=Ac
. (B.147)
Using property (1.7), we take the squared norm ∥z(r)i,0 ∥22 individually for s˜(fba)Ti,0 and a˜(fba)(r)Ti,0
∥z(fba)(r)i,0 ∥22 = ∥s˜(fba)i,0 ∥22 ⋅ ∥a˜(fba)(r)i,0 ∥22 . (B.148)
In contrast to ∥s˜i,0∥22 from Appendix B.7, we find that the array phase reference and the correlation
phase for the source symbols does not cancel for ∥s˜(fba)i,0 ∥22. It can be shown that ∥s˜(fba)i,0 ∥22 is given
by
∥s˜(fba)i,0 ∥22 = 12 ⋅N ⋅ Pˆi¯Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ⋅ cos2 (∆ϕ) ) , (B.149)
where
∆ϕ =∆ϕref +ϕcorr (B.150)
combines the phase terms for the empirical source correlation ρˆ = e j⋅ϕcorr ⋅ ∣ρˆ∣, and the array phase
separation ∆ϕref = ϕref,2−ϕref,1 = ∑Rr=1 δ(r) ⋅∆µ(r) Hence, the array phase reference and the source cor-
relation phase enter the MSE expression via the term cos2 (∆ϕ) and determines the decorrelation
capability of the FBA preprocessing (cf. Section 4.5.5).
Next, we determine a simplified expression for ∥a˜(fba)(r)i,0 ∥22. However, this is a straightforward
task, since we have a˜
(fba)(r)
i,0 = a˜(r)i,0 ∣
A=Ac
as concluded in (B.147). Therefore, we obtain the same
result for ∥a˜(fba)(r)i,0 ∥22 as in Appendix B.7 for R-D Standard Tensor-ESPRIT, which is given by
∥a˜(fba)(r)i,0 ∥22 =
M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅ [( MMr )2 − ∣α∣2∣α(r)∣2 ]
D
(r)2
sel
⋅Dr (B.151)
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In the next step, we consider the term z
(fba)(r)
i,R . Similarly to (B.116), we find that z
(fba)(r)T
i,R =
r
(fba)(r)T
i ⋅ R∑
q=1
W
(fba)
q ⋅P (q)TM1,...,MR,2⋅N ⋅P (R)M1,...,MR,2⋅N simplifies to
z
(fba)(r)T
i,r ⋅P (r)TM1,...,MR,2⋅N ⋅P (R)M1,...,MR,2⋅N = z(fba)(r)Ti,R , (B.152)
where z
(r)(fba)T
i,r = r(fba)(r)Ti ⋅W (fba)r can be expressed as the Kronecker product
z
(fba)(r)T
i,r = s˜(fba)Ti,r ⊗ a˜(fba)(r)Ti,r (B.153)
with
s˜
(fba)(r)T
i,r = eTi ⋅ [A◇c,r+1∶R ◇ST ◇A◇c,1∶r−1]+ (B.154)
a˜
(fba)(r)T
i,r = eTi ⋅ (J˜(r)1 ⋅Ac)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅ (a⊗(1∶r−1)c,i ⊗P ⊥A(r) ⊗ a⊗(r+1∶R)c,i ) . (B.155)
Using property (1.7), we again have
∥z(fba)(r)i,r ∥22 = ∥s˜(fba)(r)i,r ∥22 ⋅ ∥a˜(fba)(r)i,r ∥22 . (B.156)
Assuming maximum subarray overlap, the signal part ∥s˜(fba)(r)i,r ∥22 can be computed as
∥s˜(fba)(r)i,r ∥22 =
M
Mr
⋅ Pˆi¯
2 ⋅N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ [( MMr )2 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2 ]
. (B.157)
Similar to the considerations for the array part a˜
(fba)(r)
i,0 , the array part a˜
(fba)(r)
i,r is obtained as
a˜
(fba)(r)
i,r = a˜(r)i,r ∣
A=Ac
, and, therefore, is equal to the result devised for R-D Standard Tensor-
ESPRIT given by
∥a˜(fba)(r)i,r ∥22 = 1D(r)2
sel
⋅ ⎡⎢⎢⎢⎢⎣c
(r) − 1
Dr
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎤⎥⎥⎥⎥⎦,
(B.158)
where
c(r) = (M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + ∣ α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
} . (B.159)
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Finally, we are ready to combine the derived expressions into a simplified MSE expression for R-D
Unitary Tensor-ESPRIT for two sources. The expression for ∥z(fba)(r)i,0 ∥22 = ∥s˜(fba)i,0 ∥22 ⋅ ∥a˜(fba)(r)i,0 ∥22
results in
∥z(fba)(r)i,0 ∥22 = 12 ⋅N ⋅ Pˆi¯Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ⋅ cos2 (∆ϕ) ) ⋅
b(r)
D
(r)2
sel
⋅Dr . (B.160)
Moreover, the expression for ∥z(fba)(r)i,r ∥22 = ∥s˜(fba)i,r ∥22 ⋅ ∥a˜(fba)(r)i,r ∥22 results in
∥z(fba)(r)i,r ∥22 = 1D(r)2
sel
⋅ ⎡⎢⎢⎢⎢⎣c
(r) − 1
Dr
⋅ b(r) ⋅ ⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎤⎥⎥⎥⎥⎦ ⋅
Mr
M
⋅ MMr ⋅ Pˆi¯
2 ⋅N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ [( MMr )2 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2 ]
(B.161)
Finally, we obtain ∥z(fba)(r)i ∥22 as ∥z(fba)(r)i ∥22 = ∥z(fba)(r)i,0 ∥22 + ∥z(fba)(r)i,r ∥22, resulting in
∥z(fba)(r)i ∥22 = Pˆi¯2 ⋅N ⋅ Pˆ1 ⋅ Pˆ2 ⋅D(r)2sel ⋅
⎧⎪⎪⎨⎪⎪⎩
1
Dr
⋅M ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
⋅
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ ∣ α
α(r) ∣2
⎤⎥⎥⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣(
M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + ∣ α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣α∣2∣α(r)∣2 ⋅Re{α(r)sel,0}
⎤⎥⎥⎥⎥⎦ ⋅
M
Mr
( M
Mr
)2 − cos2 (∆ϕ) ⋅ ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎫⎪⎪⎬⎪⎪⎭.
(B.162)
Consequently, the total MSE over the sources k = 1,2 and the dimensions r = 1, . . . ,R of R-D
Unitary Tensor-ESPRIT for two sources is given by
MSE
(fba)
ten = R∑
r=1
σ2n
2
⋅ Pˆi + Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a
(fba)(r)
ten (B.163)
where a
(fba)(r)
ten is defined in (4.67). This completes the sketch of the proof.
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B.9. Proof of Theorem 5.3.1
For the proof of Theorem 5.3.1 in Section 5.3.1.1, we replace R in the GLS expression in (5.18) by
its regularized version R¯ from (5.26) and show that the resulting solution ψˆGLS is independent of
λ. We start by expressing R¯ in (5.26) as
R¯ =R + λ ⋅R0, (B.164)
where R and R0 are defined as
R = σ2n ⋅F2 ⋅ (Σ−2s ⊗Un ⋅UHn ) ⋅FH2 (B.165)
R0 = σ2n ⋅F2 ⋅ (Σ−2s ⊗ IM) ⋅FH2 , (B.166)
where F2 is defined in (5.16) as F2 = (ΨT ⊗ J1) − (Id ⊗ J2).
To compute R¯−1, we first write R¯−1 for λ > 0 as
R¯−1 = (λ ⋅R0 +R)−1 = 1
λ
⋅R−10 ⋅ (I(M−1)d + 1λ ⋅R ⋅R−10 )
−1
. (B.167)
In order to proceed, we require the following two propositions:
Proposition B.9.1. For any projection matrix P ∈ CM×M and for any regularization parameter
λ ≠ −1, the following relation holds:
(IM + λ ⋅P )−1 = IM − λ
λ + 1 ⋅P . (B.168)
Proof: First, recall that any projection matrix P ∈ CM×M satisfies the property
P 2 = P . (B.169)
Define r = rank{P } and let P have the eigendecomposition P = Γ ⋅Λ ⋅Γ−1. From (B.169), it follows
that Λ = blkdiag {Ir, 0M−r}, i.e., the eigenvalues of P are either 0 or 1. Then, we have
(IM + λ ⋅P )−1 = (IM + λ ⋅Γ ⋅Λ ⋅Γ−1)−1 = Γ ⋅ (IM + λ ⋅Λ)−1 ⋅Γ−1 = Γ ⋅ ⎡⎢⎢⎢⎢⎣
(1 + λ) ⋅ Ir 0
0 IM−r
⎤⎥⎥⎥⎥⎦
−1
⋅Γ−1
= Γ ⋅ ⎡⎢⎢⎢⎢⎣
1
1+λ
⋅ Ir 0
0 IM−r
⎤⎥⎥⎥⎥⎦ ⋅Γ
−1 = 1
1 + λ ⋅Γ ⋅
⎡⎢⎢⎢⎢⎣
Ir 0
0 (1 + λ) ⋅ IM−r
⎤⎥⎥⎥⎥⎦ ⋅Γ
−1
= 1
1 + λ ⋅Γ ⋅
⎛⎝IM + λ ⋅
⎡⎢⎢⎢⎢⎣
0 0
0 IM−r
⎤⎥⎥⎥⎥⎦
⎞⎠ ⋅Γ−1 = 11 + λ ⋅ (IM + λ ⋅Γ ⋅ (IM −Λ) ⋅Γ−1)
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= 1
1 + λ ⋅ ((1 + λ) ⋅ IM − λ ⋅P ) = IM − λ1 + λ ⋅P , (B.170)
which is the result in (B.168).
Proposition B.9.2. Assuming a ULA and maximum subarray overlap, the matrix R ⋅ R−10 ∈
C
(M−1)d×(M−1)d is a projection matrix defining a non-orthogonal projection.
Proof: See Appendix B.10.
Continuing from (B.167) and using (B.168), we have
R¯−1 = 1
λ
⋅R−10 ⋅ (I − 1λ + 1 ⋅R ⋅R−10 )
= 1
λ
⋅R−10 − 1λ (λ + 1) ⋅R−10 ⋅R ⋅R−10 . (B.171)
Next, we consider the term (FH1 ⋅ R¯−1 ⋅ F1)−1 in (5.18). Defining G = FH1 ⋅R−10 ⋅ F1 and inserting
(B.171), we obtain
(FH1 ⋅ R¯−1 ⋅F1)−1 = (1λ ⋅ (G − 1λ + 1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1))
−1
= λ ⋅G−1 ⋅ (I − 1
λ + 1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1)
−1
= λ ⋅G−1 ⋅ (I + λ¯ ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1)−1 , (B.172)
where we have defined λ¯ = −(λ + 1)−1. Then, we require the following proposition:
Proposition B.9.3. The matrix FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1 ∈ C(M−1)d×(M−1)d is also a projection
matrix that defines a non-orthogonal projection.
Proof: See Appendix B.11.
Therefore, the inverse term in (B.172) can be simplified by again applying (B.168). After
resubstituting the regularization parameter λ¯, we arrive at
(FH1 ⋅ R¯−1 ⋅F1)−1 = λ ⋅G−1 ⋅ (I + 1λ ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1)= λ ⋅G−1 +G−1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1. (B.173)
Finally, using the results (B.171) and (B.173), (5.18) can be expressed as
(FH1 ⋅ R¯−1 ⋅F1)−1 ⋅FH1 ⋅ R¯−1 ⋅ b
= (λ ⋅G−1 +G−1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1) ⋅ (1λ ⋅FH1 ⋅R−10 − 1λ (λ + 1) ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ) ⋅ b
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=G−1 ⋅FH1 ⋅R−10 ⋅ b +G−1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10
⋅ (F1 ⋅G−1 ⋅FH1 ⋅R−10 ⋅ (1λ ⋅ I(M−1)d − 1λ (λ + 1) ⋅R ⋅R−10 ) − 1λ + 1 ⋅ I(M−1)d) ⋅ b, (B.174)
where b = vec{J2 ⋅Us}. To proceed, we need the proposition:
Proposition B.9.4. The matrix F1 ⋅G−1 ⋅ FH1 ⋅R−10 ∈ C(M−1)d×(M−1)d is also a projection matrix
that defines a non-orthogonal projection.
Proof: It is straightforward to verify that the matrix F1 ⋅G−1 ⋅FH1 ⋅R−10 satisfies (B.169) as
F1 ⋅G−1 ⋅FH1 ⋅R−10 ⋅F1 ⋅G−1 ⋅FH1 ⋅R−10 = F1 ⋅G−1 ⋅FH1 ⋅R−10 , (B.175)
where the middle term G−1 ⋅FH1 ⋅R−10 ⋅F1 cancels due to the definition G = FH1 ⋅R−10 ⋅F1.
Using Proposition B.9.4, we notice that F1 ⋅G−1 ⋅FH1 ⋅R−10 projects onto the subspace spanned
by F1 = (Id ⊗ J1 ⋅Us). As b = vec{J2 ⋅Us} = (Id ⊗ J2 ⋅Us) ⋅ vec{Id} spans the same subspace, we
have F1 ⋅G−1 ⋅FH1 ⋅R−10 ⋅b = b. Moreover, we observe that F1 ⋅G−1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅b =R ⋅R−10 ⋅b
since the projection onto F1 ⋅G−1 ⋅ FH1 ⋅ R−10 is redundant as it spans the same subspace as b.
Consequently, we obtain
(FH1 ⋅ R¯−1 ⋅F1)−1 ⋅FH1 ⋅ R¯−1 ⋅ b
= ψ0 +G−1 ⋅FH1 ⋅R−10 ⋅R ⋅R−10 ⋅ (1λ − 1λ (λ + 1) − 1λ + 1) ⋅ b (B.176)
= ψ0, (B.177)
where ψ0 = (FH1 ⋅R−10 ⋅F1)−1 ⋅FH1 ⋅R−10 ⋅ b is the solution associated with R0. The last equality in
(B.177) follows from the fact that
1
λ
− 1
λ (λ + 1) − 1λ + 1 = 0 (B.178)
such that the second term in (B.176) evaluates to zero. Thus, the solution is independent of the
regularization parameter λ.
B.10. Proof of Proposition B.9.2
The proposition thatR⋅R−10 is a projection matrix can be proven by verifying the property (B.169),
which states that
R ⋅R−10 ⋅R ⋅R−10 =R ⋅R−10 (B.179)
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must hold. To show (B.179), we assume a ULA and maximum subarray overlap. First, we recall
the definitions of R and R0 in (B.165) and (B.166) as
R = F2 ⋅ (Σ−2s ⊗Un ⋅UHn ) ⋅FH2 ∈ C(M−1)d×(M−1)d (B.180)
R0 = F2 ⋅ (Σ−2s ⊗ IM) ⋅FH2 ∈ C(M−1)d×(M−1)d, (B.181)
where we have omitted the factor σ2n, which cancels in (B.179). Moreover, F2 is given by
F2 = (ΨT ⊗ J1) − (Id ⊗ J2) ∈ C(M−1)d×Md. (B.182)
Using the definition
F˜ = F2 ⋅ (Σ−1s ⊗ IM) ∈ C(M−1)d×Md, (B.183)
we can simplify R and R0 in (B.180) and (B.181) as
R = F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜H (B.184)
R0 = F˜ ⋅ F˜H. (B.185)
As a result, the right-hand-side of (B.179) evaluates to
R ⋅R−10 = F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜H ⋅ (F˜ ⋅ F˜H)−1 = F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + (B.186)
and the left-hand-side of (B.179) becomes
R ⋅R−10 ⋅R ⋅R−10 = F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅ F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ +. (B.187)
Hence, proving (B.179) corresponds to showing that
F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + = F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅ F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ +. (B.188)
In [BB02], the commutativity property P1 ⋅ P2 = P2 ⋅ P1 of two orthogonal projection matrices
P1 and P2, i.e., P1 = PH1 and P2 = PH2 , is studied. It is easily verified that both F˜ + ⋅ F˜ and(Id ⊗Un ⋅UHn ) are orthogonal projection matrices by checking P 2 = P and P = PH. In order for
the equality in (B.188) to be satisfied, we require the following commutativity property to hold for
F˜ + ⋅ F˜ and (Id ⊗Un ⋅UHn ), i.e.,
F˜ + ⋅ F˜ ⋅ (Id ⊗Un ⋅UHn ) = (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅ F˜ . (B.189)
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If (B.189) holds, we can write (B.188) as
F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + = F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅ F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ += F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅ F˜ ⋅ F˜ += F˜ ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ +. (B.190)
Thus, we need to show that (B.189) is satisfied. To do so, we first use the correspondence Un ⋅UHn =
IM−A⋅A+, whereA is the array steering matrix in (5.1) for the 1-D case andA⋅A+ is the projection
matrix onto the signal subspace. Then, we expand both sides of (B.189) as
F˜ + ⋅ F˜ ⋅ (Id ⊗ (IM −A ⋅A+)) = (Id ⊗ (IM −A ⋅A+)) ⋅ F˜ + ⋅ F˜
F˜ + ⋅ F˜ − F˜ + ⋅ F˜ ⋅ (Id ⊗A ⋅A+) = F˜ + ⋅ F˜ − (Id ⊗A ⋅A+) ⋅ F˜ + ⋅ F˜ . (B.191)
Since the term F˜ + ⋅ F˜ appears on both sides of (B.191), it remains to be shown that
F˜ + ⋅ F˜ ⋅ (Id ⊗A ⋅A+) = (Id ⊗A ⋅A+) ⋅ F˜ + ⋅ F˜ . (B.192)
In order to prove the equality of (B.192), we simplify both sides of (B.192) separately and show
that their simplified expressions are equal. We start with the left hand side of (B.192) and expand
it to
F˜ + ⋅ F˜ ⋅ (Id ⊗A ⋅A+) = F˜H ⋅ (F˜ ⋅ F˜H)−1 ⋅ F˜ ⋅ (Id ⊗A ⋅A+) . (B.193)
Then, we compute the term F˜ ⋅ F˜H, where F˜ is defined in (B.183) as
F˜ = F2 ⋅ (Σ−1s ⊗ IM) (B.194)
and F2 is given in (B.182). Expanding F2 and using the eigendecomposition of Ψ given by Ψ =
Q ⋅Λ ⋅Q−1, we can write
F2 = (ΨT ⊗ J1) − (Id ⊗ J2)
= (Q−T ⋅Λ ⋅QT ⊗ J1) − (Id ⊗ J2)
= (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⊗ IM) , (B.195)
where we have defined F¯ = (Λ⊗ J1) − (Id ⊗ J2). Inserting (B.195) into (B.194), we obtain
F˜ = (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⋅Σ−1s ⊗ IM) . (B.196)
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Then, we can express F˜ ⋅ F˜H as
F˜ ⋅ F˜H = (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⋅Σ−1s ⊗ IM) ⋅ ((Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⋅Σ−1s ⊗ IM))H= (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⋅Σ−1s ⊗ IM) ⋅ (Σ−1s ⋅Q∗ ⊗ IM) ⋅ F¯H ⋅ (Q−∗ ⊗ IM−1)= (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⋅Σ−2s ⋅Q∗ ⊗ IM) ⋅ F¯H ⋅ (Q−∗ ⊗ IM−1) . (B.197)
In the next step, we analyze the middle term (QT ⋅Σ−2s ⋅Q∗ ⊗ IM). To this end, we consider the
subspace equivalence (cf. Equation (3.32) in the noise-free case)
A = Us ⋅ T =√M ⋅Us ⋅Q, (B.198)
where we have decomposed T by T = √M ⋅Q. Rearranging (B.198) as Us = 1√
M
⋅A ⋅Q−1, we
obtain
X0 = Us ⋅Σs ⋅V Hs = 1√
M
⋅A ⋅Q−1 ⋅Σs ⋅V Hs =A ⋅S. (B.199)
Hence, we have S = 1√
M
⋅Q−1 ⋅Σs ⋅V Hs . Considering the sample signal covariance Rˆss = S ⋅SH/N ,
we can write
Rˆss = 1
N
⋅S ⋅SH = 1
N ⋅M ⋅Q−1 ⋅Σ2s ⋅Q−H. (B.200)
Transposing and inverting (B.200), we arrive at
QT ⋅Σ−2s ⋅Q∗ = 1M ⋅N ⋅ Rˆ−Tss . (B.201)
Finally, we insert (B.201) into (B.197) to obtain
F˜ ⋅ F˜H = (Q−T ⊗ IM−1) ⋅ F¯ ⋅ ( 1
M ⋅N ⋅ Rˆ−Tss ⊗ IM) ⋅ F¯H ⋅ (Q−∗ ⊗ IM−1) . (B.202)
Now, we assume for simplicity that the signals are temporally orthogonal such that the sample
signal covariance matrix Rˆss becomes the diagonal matrix Rˆss = diag {Pˆi}di=1, where Pˆi = ∥si∥22/N
is the empirical power of the i-th signal si. Using the property that Rˆss is diagonal, Q
T ⋅Σ−2s ⋅Q∗
is a diagonal matrix as well due to (B.201) and we can express (B.197) as
F˜ ⋅ F˜H = (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⋅Σ−2s ⋅Q∗ ⊗ IM) ⋅ F¯H ⋅ (Q−∗ ⊗ IM−1)
= (Q−T ⊗ IM−1) ⋅ F¯ ⋅ F¯H ⋅ ( 1
M ⋅N ⋅ Rˆ−Tss ⊗ IM−1) ⋅ (Q−∗ ⊗ IM−1)= (Q−T ⊗ IM−1) ⋅ F¯ ⋅ F¯H ⋅ (QT ⋅Σ−2s ⋅Q∗ ⊗ IM−1) ⋅ (Q−∗ ⊗ IM−1) (B.203)
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= (Q−T ⊗ IM−1) ⋅ F¯ ⋅ F¯H ⋅ (QT ⋅Σ−2s ⊗ IM−1) , (B.204)
where in (B.203), we have used the fact that diagonal matrices commute. Consequently, the term(F˜ ⋅ F˜H)−1 in (B.193) is given by
R−10 = (F˜ ⋅ F˜H)−1 = (Σ2s ⋅Q−T ⊗ IM−1) ⋅ (F¯ ⋅ F¯H)−1 ⋅ (QT ⊗ IM−1) . (B.205)
Next, we consider the term F˜H ⋅ (F˜ ⋅ F˜H)−1 ⋅ F˜ in (B.193), which can be written as
F˜H ⋅ (F˜ ⋅ F˜H)−1 ⋅ F˜ = F˜H ⋅ (Σ2s ⋅Q−T ⊗ IM−1) ⋅ (F¯ ⋅ F¯H)−1 ⋅ (QT ⊗ IM−1) ⋅ F˜ . (B.206)
We simplify the term (QT ⊗ IM−1) ⋅ F˜ according to
(QT ⊗ IM−1) ⋅ F˜ = (QT ⊗ IM−1) ⋅F2 ⋅ (Σ−1s ⊗ IM) (B.207)= (QT ⊗ IM−1) ⋅ (Q−T ⊗ IM−1) ⋅ F¯ ⋅ (QT ⊗ IM) (Σ−1s ⊗ IM)= F¯ ⋅ (QT ⋅Σ−1s ⊗ IM) (B.208)
and the term F˜H ⋅ (Σ2s ⋅Q−T ⊗ IM−1) according to
F˜H ⋅ (Σ2s ⋅Q−T ⊗ IM−1) = (Σ−1s ⊗ IM) ⋅FH2 ⋅ (Σ2s ⋅Q−T ⊗ IM−1) (B.209)= (Σ−1s ⊗ IM) ⋅ (Q∗ ⊗ IM) ⋅ F¯H ⋅ (Q−∗ ⊗ IM−1) ⋅ (Σ2s ⋅Q−T ⊗ IM−1)= (Σ−1s ⋅Q∗ ⊗ IM) ⋅ F¯H ⋅ (Q−∗ ⋅Σ2s ⋅Q−T ⊗ IM−1) (B.210)= (Σs ⋅Q−T ⊗ IM) ⋅ F¯H, (B.211)
where we have inserted F2 from (B.195) into (B.207) and (B.209). Moreover, we have used again
the interchangeability of diagonal matrices in (B.210).
With the results from (B.208) and (B.211), (B.193) can be expanded as
F˜H ⋅ (F˜ ⋅ F˜H)−1 ⋅ F˜ = (Σs ⋅Q−T ⊗ IM) ⋅ F¯H ⋅ (F¯ ⋅ F¯H)−1 ⋅ F¯ ⋅ (QT ⋅Σ−1s ⊗ IM) . (B.212)
Next, we simplify the expression F¯H ⋅(F¯ ⋅ F¯H)−1 ⋅ F¯ and first consider the inverse term (F¯ ⋅ F¯H)−1.
To this end, we define the square matrix Z ∈ C(M−1)d×(M−1)d according to
Z = F¯ ⋅ (Id ⊗ JT1 ) , (B.213)
which by taking into account the definition of F¯ in (B.195) can also be represented as
Z = blkdiag {Z1, . . . ,Zd} (B.214)
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with Zi ∈ C(M−1)×(M−1) for i = 1, . . . , d being given by
Zi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ejµi −1 0 . . . 0
0 ejµi −1 . . . 0
⋮ ⋱ ⋱ ⋱ ⋮
0 0 0 . . . −1
0 0 0 . . . ejµi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (B.215)
where we assume a ULA and maximum subarray overlap (see (3.29)). Moreover, we let u =
[0 ⋯ 0 1]T ∈ R(M−1)×1. Using these definitions, the term F¯ ⋅ F¯H can be expressed as
F¯ ⋅ F¯H = Z ⋅ZH + Id ⊗u ⋅uT (B.216)
and upon applying the matrix inversion lemma [GvL96], we obtain
(F¯ ⋅ F¯H)−1 = (Z ⋅ZH)−1
− (Z ⋅ZH)−1 ⋅ (Id ⊗u) ⋅ (Id + (Id ⊗uT) ⋅ (Z ⋅ZH)−1 ⋅ (Id ⊗u))−1 (Id ⊗uT) ⋅ (Z ⋅ZH)−1 .
(B.217)
Note that (Z ⋅ZH)−1 = Z−H ⋅Z−1 as Z is a square matrix. Then, it is straightforward to establish
that Z−1 ∈ C(M−1)d×(M−1)d can be computed as
Z−1 = blkdiag {Z−11 , . . . ,Z−1d } , (B.218)
where Z−1i ∈ C(M−1)×(M−1) is given by
Z−1i =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e−jµi e−j2µi . . . e−j(M−1)µi
0 e−jµi . . . ⋮
⋮ ⋱ ⋱ e−j2µi
0 0 . . . e−jµi
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (B.219)
Next, we find that the inverse term in (B.217) can be compactly expressed as
Id + (Id ⊗uT) ⋅Z−H ⋅Z−1 ⋅ (Id ⊗u) =M ⋅ Id. (B.220)
To see this, notice that the i-th block Z−1i ⋅ u on the diagonal of Z−1 ⋅ (Id ⊗u) denotes the last
column of Z−1i , which admits the formulation
Z−1i ⋅u = J1 ⋅ ai ⋅ e−j(M−1)µi ∈ C(M−1)×1, (B.221)
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where ai ∈ CM×1 with i = 1, . . . , d represents the i-th steering vector of the array steering matrix
A = [a1, . . . ,ad] ∈ CM×d. Considering all blocks simultaneously, we obtain
Z−1 ⋅ (Id ⊗u) = (Id ⊗ J1) ⋅ blkdiag {a1 ⋅ e−j(M−1)µ1 , . . . ,ad ⋅ e−j(M−1)µd} (B.222)
such that
(Id ⊗uT) ⋅Z−H ⋅Z−1 ⋅ (Id ⊗u) = blkdiag {aH1 ⋅ JH1 ⋅ J1 ⋅ a1, . . . ,aHd ⋅ JH1 ⋅ J1 ⋅ ad}= (M − 1) ⋅ Id. (B.223)
Hence, (B.220) is easily deduced and (B.217) can be written as
(F¯ ⋅ F¯H)−1 = Z−H ⋅Z−1 − 1
M
⋅Z−H ⋅Z−1 (Id ⊗u) ⋅ (Id ⊗uT) ⋅Z−H ⋅Z−1
= Z−H ⋅ (I(M−1)d − 1
M
⋅Z−1 ⋅ (Id ⊗u) ⋅ (Id ⊗uT) ⋅Z−H) ⋅Z−1. (B.224)
Inserting (B.222) into (B.224), we obtain
(F¯ ⋅ F¯H)−1 = Z−H ⋅ (I(M−1)d − 1
M
⋅ (Id ⊗ J1) ⋅ blkdiag {a1 ⋅ e−j(M−1)µ1 , . . . ,ad ⋅ e−j(M−1)µd}
⋅blkdiag {a1 ⋅ e−j(M−1)µ1 , . . . ,ad ⋅ e−j(M−1)µd}H ⋅ (Id ⊗ JT1 )) ⋅Z−1
= Z−H ⋅ (Id ⊗ J1) ⋅ blkdiag {P ⊥a1 , . . . ,P ⊥ad} ⋅ (Id ⊗ JT1 ) ⋅Z−1, (B.225)
where P ⊥ai = IM − 1M ⋅ai ⋅aHi ∈ CM×M is the projection matrix onto the complement of the steering
vector ai of the i-th source. Then, the term F¯
H ⋅ (F¯ ⋅ F¯H)−1 ⋅ F¯ in (B.212) is given by
F¯H ⋅ (F¯ ⋅ F¯H)−1 ⋅ F¯ = F¯H ⋅Z−H ⋅ (Id ⊗ J1) ⋅ blkdiag {P ⊥a1 , . . . ,P ⊥ad} ⋅ (Id ⊗ JT1 ) ⋅Z−1 ⋅ F¯ . (B.226)
Let us first analyze the last term (Id ⊗ JT1 ) ⋅Z−1 ⋅ F¯ . We can compute Z−1 ⋅ F¯ as
Z−1 ⋅ F¯ = Z−1 ⋅ ((Λ⊗ J1) − (Id ⊗ J2))
= (Id ⊗ J1) ⋅ (IMd − (Id ⊗ JT1 ) ⋅Z−1 ⋅ (Id ⊗u) ⋅ (Id ⊗uT) ⋅ (Id ⊗ J2)) (B.227)
= (Id ⊗ J1) ⋅ (IMd − blkdiag {a1 ⋅ e−j(M−1)µ1 , . . . ,ad ⋅ e−j(M−1)µd} ⋅ (Id ⊗uT ⋅ J2)) , (B.228)
where we have inserted (B.222) into (B.227). Hence, we can write
(Id ⊗ JT1 ) ⋅Z−1 ⋅ F¯ = (IMd − blkdiag {a1 ⋅ e−j(M−1)µ1 , . . . ,ad ⋅ e−j(M−1)µd} ⋅ (Id ⊗uT ⋅ J2)) ,
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where the term (Id ⊗ JT1 ⋅ J1) can be omitted. Then, it is easily shown that
blkdiag {P ⊥a1 , . . . ,P ⊥ad}= blkdiag {P ⊥a1 , . . . ,P ⊥ad} ⋅ (IMd − blkdiag {a1 ⋅ e−j(M−1)µ1 , . . . ,ad ⋅ e−j(M−1)µd} ⋅ (Id ⊗uT ⋅ J2)) .
Analogously, for the first part of the right hand side of (B.226), we obtain
F¯H ⋅Z−H ⋅ (Id ⊗ J1) ⋅ blkdiag {P ⊥a1 , . . . ,P ⊥ad} = blkdiag {P ⊥a1 , . . . ,P ⊥ad} .
As a result, the term F¯H ⋅ (F¯ ⋅ F¯H)−1 ⋅ F¯ in (B.212) is given by
F¯H ⋅ (F¯ ⋅ F¯H)−1 ⋅ F¯ = blkdiag {P ⊥a1 , . . . ,P ⊥ad} (B.229)
and we can express (B.212) as
F˜ + ⋅ F˜ ⋅ (Id ⊗A ⋅A+)
= (Σs ⋅Q−T ⊗ IM) ⋅ blkdiag{P ⊥a1 , . . . ,P ⊥ad} ⋅ (QT ⋅Σ−1s ⊗A ⋅A+)= (Σs ⋅Q−T ⊗ IM) ⋅ (IMd − blkdiag{Pa1 , . . . ,Pad}) ⋅ (Id ⊗A ⋅A+) ⋅ (QT ⋅Σ−1s ⊗ IM) (B.230)= (Σs ⋅Q−T ⊗ IM) ⋅ ((Id ⊗A ⋅A+) − blkdiag{Pa1 , . . . ,Pad}) ⋅ (QT ⋅Σ−1s ⊗ IM) , (B.231)
where in (B.230), we have rewritten P ⊥ai as P
⊥
ai
= IM −Pai with Pai = 1M ⋅ ai ⋅ aHi ∈ CM×M , which
is the projection matrix onto the steering vector ai. In the last step, we have used the fact that
Pai ⋅A ⋅A+ = Pai since ai is contained in A.
Next, we apply the same steps to the right hand side of (B.192) to arrive at
(Id ⊗A ⋅A+) ⋅ F˜ + ⋅ F˜
= (Σs ⋅Q−T ⊗A ⋅A+) ⋅ blkdiag{P ⊥a1 , . . . ,P ⊥ad} ⋅ (QT ⋅Σ−1s ⊗ IM)= (Σs ⋅Q−T ⊗ IM) ⋅ (Id ⊗A ⋅A+) ⋅ (IMd − blkdiag{Pa1 , . . . ,Pad}) ⋅ (QT ⋅Σ−1s ⊗ IM)= (Σs ⋅Q−T ⊗ IM) ⋅ ((Id ⊗A ⋅A+) − blkdiag{Pa1 , . . . ,Pad}) ⋅ (QT ⋅Σ−1s ⊗ IM) , (B.232)
where we have applied the property that A ⋅A+ ⋅ Pai = Pai holds as well. Finally, we see that
(B.232) and (B.231) are equal and therefore, the equalities in (B.192) as well as in (B.189) hold
true.
Thus, we have proven that R1 ⋅ R−10 is a projection matrix. For a projection matrix to be
orthogonal, it has to be a Hermitian matrix, i.e., P = PH. It can quickly be verified using (B.186)
that this is not the case for R1 ⋅R−10 , which is therefore a non-orthogonal projection matrix.
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B.11. Proof of Proposition B.9.3
For the proof of Proposition B.9.3, we again verify that property (B.169) for projection matrices
is satisfied. Hence, we need to show that
(FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1)2 = FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1, (B.233)
where F1 = Id ⊗ J1 ⋅Us, G = FH1 ⋅R−10 ⋅ F1, and the matrices R and R0 are given in (B.180) and
(B.181). Using the definition F˜ from (B.183), we can simplify the right hand side of (B.233) as
FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1 = FH1 ⋅ F˜ +H ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅F1 ⋅ (FH1 ⋅ (F˜ ⋅ F˜H)−1 ⋅F1)−1
= F˘H ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˘ +H , (B.234)
where we have defined F˘ = F˜ + ⋅F1 and used the fact that F˘ +H = F˜ + ⋅F1 (FH1 ⋅ (F˜ ⋅ F˜H)−1 ⋅F1)−1.
Similarly, the left hand side of (B.233) can be written as
(FH1 ⋅R−10 ⋅R ⋅R−10 ⋅F1 ⋅G−1)2
= FH1 ⋅ F˜ +H ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅F1 ⋅ (FH1 ⋅ (F˜ ⋅ F˜H)−1 ⋅F1)−1 ⋅FH1 ⋅ F˜ +H
⋅ (Id ⊗Un ⋅UHn ) ⋅ F˜ + ⋅F1 ⋅ (FH1 ⋅ (F˜ ⋅ F˜H)−1 ⋅F1)−1 (B.235)
= F˘H ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˘ ⋅ F˘ + ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˘ +H . (B.236)
Consequently, the relation in (B.233) to be proven evaluates to
F˘H ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˘ ⋅ F˘ + ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˘ +H = F˘H ⋅ (Id ⊗Un ⋅UHn ) ⋅ F˘ +H . (B.237)
Using the same reasoning as in Appendix B.10, we need to show that the following commutativity
property holds:
F˘ ⋅ F˘ + ⋅ (Id ⊗Un ⋅UHn ) = (Id ⊗Un ⋅UHn ) ⋅ F˘ ⋅ F˘ +. (B.238)
Using the correspondence Un ⋅UHn = IM −A ⋅A+, we expand the left hand side of (B.238) as
F˘ ⋅ F˘ + ⋅ (Id ⊗ (IM −A ⋅A+)) = F˘ ⋅ F˘ + − F˘ ⋅ F˘ + ⋅ (Id ⊗A ⋅A+) . (B.239)
Consequently, (B.238) is equivalent to
F˘ ⋅ F˘ + ⋅ (Id ⊗A ⋅A+) = (Id ⊗A ⋅A+) ⋅ F˘ ⋅ F˘ +. (B.240)
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Then, applying the same steps as in (B.192) of Appendix B.10, it can be shown that (B.240) is
true.
B.12. Proof of Theorem 5.4.1
In this appendix, we provide the proof of Theorem 5.4.1 in Section 5.4.1. We start the proof by
considering the GLS solution for R-D Standard ESPRIT in (5.54) given by
ψˆ
(r)
GLS
= (Fˆ (r)H1 ⋅ Rˆ(r)−10 ⋅ Fˆ (r)1 )−1 ⋅ Fˆ (r)H1 ⋅ Rˆ(r)−10 ⋅ bˆ(r), (B.241)
where Fˆ
(r)
1 = Id ⊗ J˜(r)1 ⋅ Uˆs ∈ C MMr (Mr−1)d×d2 and bˆ(r) = vec{J˜(r)2 ⋅ Uˆs} ∈ C MMr (Mr−1)d×1. Defining
the matrix2 Kˆ(r) = (Rˆ(r)0 )−1/2 ∈ C MMr (Mr−1)d× MMr (Mr−1)d, we can compactly write (B.241) as
ψˆ
(r)
GLS
= (Kˆ(r) ⋅ Fˆ (r)1 )+ ⋅ Kˆ(r) ⋅ bˆ(r), (B.242)
which is also the simple least squares solution to the linear equation
Kˆ(r) ⋅ Fˆ (r)1 ⋅ ψˆ(r) ≈ Kˆ(r) ⋅ bˆ(r) (B.243)
Kˆ(r) ⋅ (Id ⊗ J˜(r)1 ⋅ Uˆs) ⋅ ψˆ(r) ≈ Kˆ(r) ⋅ vec{J˜(r)2 ⋅ Uˆs} , (B.244)
where we have inserted the definitions of Fˆ
(r)
1 and bˆ
(r) from above. Then, we express the estimated
signal subspace Uˆs as Uˆs = Us+∆Us, where ∆Us is the signal subspace estimation error. Moreover,
we write Kˆ(r) =K(r) +∆K(r) and ψˆ(r) = vec{Ψˆ(r)} = ψ(r) +∆ψ(r), where ∆K(r) and ∆ψ(r) =
vec{∆Ψ(r)} are the corresponding error terms. With these expressions, the linear equation in
(B.244) can be written as
(K(r) +∆K(r)) ⋅ (Id ⊗ J˜(r)1 ⋅ (Us +∆Us)) ⋅ (ψ(r) +∆ψ(r))
≈ (K(r) +∆K(r)) ⋅ vec{J˜(r)2 ⋅ (Us +∆Us)} (B.245)
Expanding (B.245), neglecting the second-order and higher-order terms, and rearranging the terms,
we obtain
K(r) ⋅ (Id ⊗ J˜(r)1 ⋅Us) ⋅∆ψ(r) ≈K(r) ⋅ (vec{J˜(r)2 ⋅∆Us} − (Id ⊗ J˜(r)1 ⋅∆Us) ⋅ψ(r)) , (B.246)
2We define the square root of a matrix X as X1/2 =Q ⋅Λ1/2 ⋅Q−1 such that X1/2 ⋅X1/2 =X.
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where have used the fact that (K(r) +∆K(r)) ⋅ ((Id ⊗ J˜(r)1 ⋅Us) ⋅ψ(r) − vec{J˜(r)2 ⋅Us}) = 0 since
(Id ⊗ J˜(r)1 ⋅Us) ⋅ ψ(r) = vec{J˜(r)2 ⋅Us} is the vectorized version of the shift invariance equation
J˜
(r)
1 ⋅ Us ⋅Ψ(r) = J˜(r)2 ⋅ Us in the noiseless case. Then, we can express (B.246) in terms of the
parameter estimation error ∆ψ(r) as
∆ψ(r) ≈ (K(r) ⋅ (Id ⊗ J˜(r)1 ⋅Us))+ ⋅K(r) ⋅ (vec{J˜(r)2 ⋅∆Us} − vec{J˜(r)1 ⋅∆Us ⋅Ψ(r)}) (B.247)
≈ (K(r) ⋅ (Id ⊗ J˜(r)1 ⋅Us))+ ⋅K(r) ⋅ ((Id ⊗ J˜(r)2 ) ⋅∆us − (Ψ(r)T ⊗ J˜(r)1 ) ⋅∆us)
≈ (K(r) ⋅ (Id ⊗ J˜(r)1 ⋅Us))+ ⋅K(r) ⋅ (Id ⊗ J˜(r)2 −Ψ(r)T ⊗ J˜(r)1 ) ⋅∆us
≈ −(K(r) ⋅F (r)1 )+ ⋅K(r) ⋅F (r)2 ⋅∆us, (B.248)
where we have applied property (1.14) to the last terms of (B.246) and (B.247), respectively.
Moreover, in the last step, we have used the definitions of F
(r)
1 in (B.241) and F
(r)
2 in (5.54), and
∆us = vec{∆Us}.
Recall from (B.11) in Appendix B.2 that the parameter estimation error ∆µ
(r)
i can be expressed
as
∆µ
(r)
i ≈ Im{pTi ⋅∆Ψ(r) ⋅ qi/λ(r)i } = Im{(qTi ⊗ pTi ) ⋅∆ψ(r)/λ(r)i } , (B.249)
where we have again applied property (1.14) to obtain the last equality. Finally, inserting (B.248)
into (B.249), yields
∆µ
(r)
i ≈ Im{r(r)Ti,GLS ⋅∆us} = Im{r(r)Ti,GLS ⋅Wmat ⋅n} , (B.250)
where Wmat is given as in (4.15) by
Wmat = (Σ−1s ⋅V Ts ⊗Un ⋅UHn ) (B.251)
and r
(r)T
i,GLS can be computed as
r
(r)T
i,GLS = − 1
λ
(r)
i
⋅ (qTi ⊗ pTi ) ⋅ (K(r) ⋅F (r)1 )+ ⋅K(r) ⋅F (r)2 (B.252)
= − 1
λ
(r)
i
⋅ (qTi ⊗ pTi ) ⋅ ((Rˆ(r)0 )−1/2 ⋅F (r)1 )+ ⋅ (Rˆ(r)0 )−1/2 ⋅F (r)2 (B.253)
= − 1
λ
(r)
i
⋅ (qTi ⊗ pTi ) ⋅ (F (r)H1 ⋅R(r)−10 ⋅F (r)1 )−1 ⋅F (r)H1 ⋅R(r)−10 ⋅F (r)2 , (B.254)
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where we have inserted the definition Kˆ(r) = (Rˆ(r)0 )−1/2 in line (B.252) and expanded the pseudo-
inverse in line (B.253). This completes the proof.
B.13. Proof of Theorem 5.4.2
For the proof of Theorem 5.4.2 in Section 5.4.2, we only present the derivation for the 1-D case,
but the steps extend to the R-D case straightforwardly. The estimated parameters after the real-
valued transformation for GLS-based Unitary ESPRIT are extracted via the arctangent function,
which is different from the complex-valued case of GLS-based Standard ESPRIT with FBA. Hence,
we develop a first-order perturbation expansion for the real-valued GLS-based Unitary ESPRIT
algorithm and then show its equivalence to the complex-valued GLS-based Standard ESPRIT
algorithm with FBA.
Recall that the SVD of X
(fba)
0 in (5.34) can be expressed as
X
(fba)
0 = [U (fba)s U (fba)n ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
(fba)
s 0
0 0
⎤⎥⎥⎥⎥⎦ ⋅ [V
(fba)
s V
(fba)
n ]H , (B.255)
The complex-valued 1-D shift invariance equation after applying FBA has the form
J1 ⋅U (fba)s ⋅Ψ = J2 ⋅U (fba)s , (B.256)
where Ψ = Q(fba) ⋅ Λ ⋅ Q(fba)−1 and Λ = diag {[λ1, . . . , λd]} with λi = ejµi , i = 1,2, . . . , d. For
the GLS-based R-D Standard ESPRIT algorithm with FBA, the first-order approximation of the
parameter estimation error is given in (5.68) (using (5.69)) as
∆µi ≈ Im{− 1
λi
⋅ (q(fba)Ti ⊗ p(fba)Ti ) ⋅ (F (fba)H1 ⋅R(fba)−10 ⋅F (fba)1 )−1 ⋅F (fba)H1 ⋅R(fba)−10 ⋅F (fba)2 ⋅∆u(fba)s } ,
(B.257)
where we recall the definitions
F
(fba)
1 = (Id ⊗ J1 ⋅U (fba)s ) (B.258)
F
(fba)
2 = (ΨT ⊗ J1) − (Id ⊗ J2) (B.259)
R
(fba)
0 = F (fba)2 ⋅ (Σ−2s ⊗ IM) ⋅F (fba)H2 . (B.260)
Moreover, the perturbation ∆u
(fba)
s = vec{∆U (fba)s } is given by
∆us ≈ (Σ(fba)−1s ⋅V (fba)Ts ⊗U (fba)n ⋅U (fba)Hn ) ⋅n(fba), (B.261)
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where ∆U
(fba)
s = U (fba)n ⋅U (fba)Hn ⋅N (fba) ⋅V (fba)s ⋅Σ(fba)−1s . Next, we show that the estimation error
expansion for the real-valued GLS-based Unitary ESPRIT algorithm is equivalent to (B.257).
The SVD of ϕ (X(fba)0 ) after the real-valued transformation is given in (5.38). Then, the 1-D
real-valued shift-invariance equation is given by
K1 ⋅Es ⋅Υ =K2 ⋅Es, (B.262)
where Υ =Q(ϕ) ⋅Ω ⋅Q(ϕ)−1 and Ω = diag {[ω1, . . . , ωd]} with ωi = tan(µi/2), i = 1, . . . , d. As (B.262)
has the same algebraic form as its complex-valued counterpart in (B.256), the same procedure
from [LLV93] can be applied to develop a first-order perturbation expansion. In fact, following
the three steps discussed in [LLV93], we find that the perturbation of ωi in terms of Υ and the
perturbation of Υ in terms of the signal subspace estimation error ∆Es lead to the same result,
where J1,J2,U
(fba)
s , and Ψ are consistently exchanged by K1,K2,Es, and Υ, respectively. Thus,
only the perturbation of µi in terms of ωi = tan(µi/2) is to be derived. Therefore, we compute the
Taylor series expansion of ωi, which is given by
ωi +∆ω ≈ tan(µi/2) +∆µ ⋅ (tan2(µi/2)
2
+ 1
2
) = ωi +∆µ ⋅ ω2i + 1
2
∆µ ≈∆ω ⋅ 2
ω2i + 1 . (B.263)
Combining (B.263) with the corresponding real-valued expressions for the perturbations of ωi and
Υ, we obtain
∆µi ≈ − 2
ω2i + 1 ⋅ (q(ϕ)
T
i ⊗ p(ϕ)Ti ) ⋅ (F (ϕ)H1 ⋅R(ϕ)−10 ⋅F (ϕ)1 )−1 ⋅F (ϕ)H1 ⋅R(ϕ)−10 ⋅F (ϕ)2 ⋅∆es, (B.264)
where q
(ϕ)
i is the i-th column of Q
(ϕ) and p(ϕ)
T
i is the i-th row of Q
(ϕ)−1 , and we have the
definitions (cf. Section 5.3.1.2)
F
(ϕ)
1 = (Id ⊗K1 ⋅Es) (B.265)
F
(ϕ)
2 = (ΥT ⊗K1) − (Id ⊗K2) (B.266)
R
(ϕ)
0 = F (ϕ)2 ⋅ (Σ(ϕ)−2s ⊗ IM) ⋅F (ϕ)H2 . (B.267)
Moreover, the perturbation ∆es = vec{∆Es} is given in (5.45) by
∆es ≈ (Σ(ϕ)−1s ⋅WTs ⋅QT2N ⊗En ⋅EHn ⋅QHM) ⋅n(fba). (B.268)
In order to show the equivalence of (B.264) and (B.257), we still require a number of identities
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and tools. First, comparing the SVD of ϕ (X(fba)0 ) =QHM ⋅X(fba)0 ⋅Q2N in (5.38) with the SVD of
X
(fba)
0 in (B.255) and using the fact that the matrices Qp are unitary, the subspaces of ϕ (X(fba)0 )
are also given by choosing
Es =QHM ⋅U (fba)s , En =QHM ⋅U (fba)n , Σs(ϕ) =Σ(fba)s (B.269)
W s =QH2N ⋅V (fba)s , W n =QH2N ⋅V (fba)n .
Second, the transformed selection matrices K1 and K2 defined in (5.40) can be reformulated as
K1 = 2 ⋅Re{QHM(sel) ⋅ J2 ⋅QM} =QHM(sel) ⋅ (J1 + J2) ⋅QM (B.270)
K2 = 2 ⋅ Im{QHM(sel) ⋅ J2 ⋅QM} = j ⋅QHM(sel) ⋅ (J1 − J2) ⋅QM , (B.271)
which follows from expanding the real part and the imaginary part according to 2 ⋅Re{x} = x+x∗
and 2 ⋅Im{x} = −jx+ jx∗. The conjugated term QT
M(sel) ⋅J2 ⋅Q∗ can be simplified into QHM(sel) ⋅J1 ⋅Q
using the fact that J1 =ΠM(sel) ⋅J2 ⋅ΠM holds since the array must be centro-symmetric for FBA
to be applicable and the fact that Qp is left-Π-real.
Additionally, we require the following two lemmas:
Lemma B.13.1. The following identities are satisfied
(J1 + J2) ⋅U (fba)s = J1 ⋅U (fba)s ⋅ Ψ˘ (B.272)(J1 − J2) ⋅U (fba)s = J2 ⋅U (fba)s ⋅ Ψ˚, (B.273)
where Ψ˘ = Id +Ψ =Q(fba) ⋅ (Id +Λ) ⋅Q(fba)−1 and Ψ˚ = −Id +Ψ−1 =Q(fba) ⋅ (−Id +Λ−1) ⋅Q(fba)−1.
Proof: These identities follow straightforwardly from J1 ⋅ U (fba)s ⋅ Ψ = J2 ⋅ U (fba)s by adding
J1 ⋅ U (fba)s to both sides of the equation for the first identity, and subtracting J1 ⋅ U (fba)s and
substituting J1 ⋅U (fba)s by J2 ⋅U (fba)s ⋅Ψ−1 for the second identity.
Lemma B.13.2. In the noiseless case, the solution Ψ to (B.256) and the solution Υ to (B.262)
have the same eigenvectors, i.e., Q(fba) = Q(ϕ). Moreover, their eigenvalues are related as ωi =
j ⋅ 1−λi
1+λi
.
Proof: Starting from Υ = (K1 ⋅Es)+ ⋅K2 ⋅Es and replacing Es with (B.269) and K(nc)n with
(B.270) and (B.271), we get
Υ = ((J1 + J2) ⋅U (fba)s )+ ⋅ j ⋅ (J1 − J2) ⋅U (fba)s
= j ⋅ Ψ˘−1 ⋅Ψ ⋅ Ψ˚ = j ⋅Q(fba) ⋅ (Id +Λ)−1 (Id −Λ) ⋅Q(fba)−1
=Q(fba) ⋅Ω ⋅Q(fba)−1 , (B.274)
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where Ω = diag {j ⋅ [1−λi
1+λi
]}d
i=1 and we have used Lemma B.13.1 in the first step.
Now, we are equipped with the tools to proof the equivalence of (B.264) and (B.257). To this
end, we reformulate the terms ∆es, F
(ϕ)
1 , F
(ϕ)
2 , and R
(ϕ)
0 in (B.268) and (B.265)-(B.267).
For ∆es in (B.268), we apply (B.269) and easily obtain
∆es = (Id ⊗QHM) ⋅∆u(fba)s , (B.275)
where ∆u
(fba)
s is given in (B.261). For F
(ϕ)
1 in (B.265), after using (B.270) and (B.272), we get
F
(ϕ)
1 = (Id ⊗QHM(sel) ⋅ (J1 + J2) ⋅U (fba)s )
= (Id ⊗QHM(sel)) ⋅ (Id ⊗ J1 ⋅U (fba)s ⋅ Ψ˘)
= (Id ⊗QHM(sel)) ⋅F (fba)1 ⋅ (Id ⊗ Ψ˘) , (B.276)
where F
(fba)
1 is given in (B.258). For F
(ϕ)
2 in (B.266), we have
F
(ϕ)
2 = (ΥT ⊗K1) − (Id ⊗K2)= (ΥT ⊗QH
M(sel) ⋅ (J1 + J2) ⋅QM) − (Id ⊗ j ⋅QHM(sel) ⋅ (J1 − J2) ⋅QM)= (Id ⊗QHM(sel)) ⋅ (ΥT ⊗ (J1 + J2) − Id ⊗ j ⋅ (J1 − J2)) ⋅ (Id ⊗QM)= (Q(fba)−T ⊗QH
M(sel)) ⋅ (Ω⊗ (J1 + J2) − Id ⊗ j ⋅ (J1 − J2)) ⋅ (Q(fba)T ⊗QM) , (B.277)
where we have applied (B.270) and (B.271) as well as Υ = Q(fba) ⋅Ω ⋅Q(fba)−1 . Next, we consider
the middle term (Ω⊗ (J1 + J2) − Id ⊗ j ⋅ (J1 − J2)) of (B.277), which can be expressed as
Ω⊗ (J1 + J2) − Id ⊗ j ⋅ (J1 − J2)
= j ⋅ (Id +Λ)−1 ⋅ (Id −Λ)⊗ (J1 + J2) − Id ⊗ j ⋅ (J1 − J2)
= j ⋅ (((Id +Λ)−1 ⋅ (Id −Λ) − Id)⊗ J1 + ((Id +Λ)−1 ⋅ (Id −Λ) + Id)⊗ J2)
= j ⋅ (((Id +Λ)−1 ⋅ (−2) ⋅Λ)⊗ J1 + ((Id +Λ)−1 ⋅ 2 ⋅ Id)⊗ J2)
= −j ⋅ 2 ⋅ ((Id +Λ)−1 ⊗ IM−1) ⋅ (Λ⊗ J1 − Id ⊗ J2) (B.278)
Using this expression, F
(ϕ)
2 can be written as
F
(ϕ)
2 = −j ⋅ 2 ⋅ (Q(fba)−T ⊗QHM(sel)) ⋅ ((Id +Λ)−1 ⊗ IM−1) ⋅ (Λ⊗ J1 − Id ⊗ J2) ⋅ (Q(fba)T ⊗QM)
= −j ⋅ 2 ⋅ (Q(fba)−T ⋅ (Id +Λ)−1 ⊗QHM(sel)) ⋅ (Λ⊗ J1 − Id ⊗ J2) ⋅ (Q(fba)T ⊗QM)
= −j ⋅ 2 ⋅ (Q(fba)−T ⋅ (Id +Λ)−1 ⋅Q(fba)T ⊗QHM(sel)) ⋅ (ΨT ⊗ J1 − Id ⊗ J2) ⋅ (Id ⊗QM)
= −j ⋅ 2 ⋅ (Ψ˘−T ⊗QH
M(sel)) ⋅F (fba)2 ⋅ (Id ⊗QM) , (B.279)
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where F
(fba)
2 is given in (B.259). Using (B.279), we can express R
(ϕ)
0 in (B.267) as
R
(ϕ)
0 = 4 ⋅ (Ψ˘−T ⊗QHM(sel)) ⋅F (fba)2 ⋅ (Σ−2s ⊗ IM) ⋅F (fba)H2 ⋅ (Ψ˘−T ⊗QHM(sel))H
= 4 ⋅ (Ψ˘−T ⊗QH
M(sel)) ⋅R(fba)0 ⋅ (Ψ˘−∗ ⊗QM(sel)) . (B.280)
There, R
(ϕ)−1
0 is obtained as
R
(ϕ)−1
0 = 14 ⋅ (Ψ˘−∗ ⊗QM(sel))−1 ⋅R(fba)−10 ⋅ (Ψ˘−T ⊗QHM(sel))
−1
. (B.281)
Next, we use these results and compute the terms of (B.264). For the term F
(ϕ)H
1 ⋅R(ϕ)−10 ⋅F (ϕ)1 ,
we have
F
(ϕ)H
1 R
(ϕ)−1
0 F
(ϕ)
1 = 14 ⋅ (Id ⊗ Ψ˘)HF (fba)H1 (Ψ˘∗ ⊗ IM−1)R(fba)−10 (Ψ˘T ⊗ IM−1)F (fba)1 (Id ⊗ Ψ˘)
= 1
4
⋅ (Ψ˘T ⊗ Ψ˘)H ⋅F (fba)H1 ⋅R(fba)−10 ⋅F (fba)1 ⋅ (Ψ˘T ⊗ Ψ˘) . (B.282)
Then, the inverse term (F (ϕ)H1 ⋅R(ϕ)−10 ⋅F (ϕ)1 )−1 can be computed as
(F (ϕ)H1 ⋅R(ϕ)−10 ⋅F (ϕ)1 )−1 = 4 ⋅ (Ψ˘T ⊗ Ψ˘)−1 ⋅ (F (fba)H1 ⋅R(fba)−10 ⋅F (fba)1 )−1 ⋅ (Ψ˘T ⊗ Ψ˘)−H . (B.283)
Inserting (B.276), (B.281), and (B.283), we express the term (F (ϕ)H1 ⋅R(ϕ)−10 ⋅F (ϕ)1 )−1⋅F (ϕ)H1 ⋅R(ϕ)−10
as
(F (ϕ)H1 ⋅R(ϕ)−10 ⋅F (ϕ)1 )−1 ⋅F (ϕ)H1 ⋅R(ϕ)−10
= (Ψ˘T ⊗ Ψ˘)−1 ⋅ (F (fba)H1 ⋅R(fba)−10 ⋅F (fba)1 )−1 ⋅ (Ψ˘T ⊗ Ψ˘)−H
⋅ (Ψ˘T ⊗ Ψ˘)H ⋅F (fba)H1 ⋅R(fba)−10 ⋅ (Ψ˘−T ⊗QHM(sel))−1
= (Ψ˘T ⊗ Ψ˘)−1 ⋅ (F (fba)H1 ⋅R(fba)−10 ⋅F (fba)1 )−1 ⋅F (fba)H1 ⋅R(fba)−10 ⋅ (Ψ˘−T ⊗QHM(sel))−1 . (B.284)
Upon combining (B.284) into (B.264), we can write ∆µi as
∆µi ≈ j ⋅ 4
ω2i + 1 ⋅ (q(ϕ)
T
i Ψ˘
−T ⊗ p(ϕ)Ti Ψ˘−1)(F (fba)H1 R(fba)−10 F (fba)1 )−1F (fba)H1 R(fba)−10 F (fba)2 ∆u(fba)s .
(B.285)
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Moreover, the term 4
ω2
i
+1
can be expressed in terms of λi via Lemma B.13.2. We obtain
4
ω2i + 1 =
4
(j1−λi
1+λi
)2 + 1 =
4 ⋅ (λi + 1)2−(λi − 1)2 + (λi + 1)2
= 4 ⋅ (λi + 1)2
4 ⋅ λi = (λi + 1)
2
λi
. (B.286)
Furthermore, the terms q
(ϕ)T
i ⋅ Ψ˘−T and p(ϕ)Ti ⋅ Ψ˘−1 can be simplified by substituting p(ϕ)i = p(fba)i
and q
(ϕ)
i = q(fba)i using Lemma B.13.2 and writing
p
(fba)T
i ⋅ Ψ˘−1 = p(fba)Ti ⋅ (1 + λi)−1
q
(fba)T
i ⋅ Ψ˘−T = q(fba)Ti ⋅ (1 + λi)−1, (B.287)
which follows from the eigendecomposition Ψ˘ = Q(fba) ⋅ (Id +Λ) ⋅ P (fba), where P (fba) = Q(fba)−1
such that Ψ˘
−1 =Q(fba) ⋅ (Id +Λ)−1 ⋅P (fba) and Ψ˘−T = P (fba)T ⋅ (Id +Λ)−1 ⋅Q(fba)T .
Finally, we obtain
∆µi ≈ j ⋅ 1
λi
⋅ (q(fba)Ti ⊗ p(fba)Ti )(F (fba)H1 R(fba)−10 F (fba)1 )−1F (fba)H1 R(fba)−10 F (fba)2 ∆u(fba)s , (B.288)
where in the final step, we notice that (B.288) must be real-valued as we have started from the
real-valued expansion (B.264) and only used equivalence transforms to arrive at (B.288). However,
if jz ∈ R for z ∈ C this implies that Re{z} = 0 and hence jz = Im{−z}. Consequently, (B.288) can
also be written as (B.257), which concludes the proof of the theorem.
B.14. Proof of Theorem 5.5.1
This theorem from Section 5.5.1 consists of several parts, which are addressed in separate subsec-
tions.
B.14.1. 1-D Standard ESPRIT with GLS
We start by simplifying the analytical MSE expression for 1-D Standard ESPRIT with GLS in
(5.67) for circularly symmetric white noise. In the case of a single source, the noise-free measure-
ment matrix is given by
X0 = a(µ) ⋅ sT, (B.289)
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where a ∈ CM×1 is the array steering vector and s ∈ CN×1 is the source symbol vector. Let Pˆ =∥s∥22 /N be the empirical source power. Furthermore, since we assume a uniform linear array (ULA)
of isotropic elements, a(µ) is given by a(µ) = [1, ejµ, e2jµ, . . . , e(M−1)jµ]. Note that ∥a(µ)∥22 = M .
For notational convenience, we drop the explicit dependence of a on µ and write a(µ) = a in what
follows. The selection matrices J1 and J2 are then chosen as
J1 = [I(M−1) 0(M−1)×1] J2 = [0(M−1)×1 IM−1] (B.290)
for maximum overlap, i.e., M (sel) = M − 1. Since (B.289) is a rank-one matrix, we can directly
write the subspaces in terms of the array steering vector and the source symbol vector as
U s = us = a∥a∥2 =
1√
M
⋅ a (B.291)
V s = vs = s∗∥s∥2 =
1√
Pˆ ⋅N ⋅ s
∗ (B.292)
Σs = σs = √M ⋅N ⋅ Pˆ . (B.293)
For the MSE expression in (5.67), we also require Un ⋅UHn , which is a projection matrix on the
noise subspace. However, since the signal subspace is spanned by a we can write Un ⋅UHn = P ⊥a =
IM − 1∥a∥22 ⋅a ⋅aH = IM − 1M ⋅a ⋅aH. The MSE expression for 1-D Standard ESPRIT with GLS also
includes the eigenvectors of Ψ denoted by pi and qi. However, for the special case discussed here,
Ψ is scalar and given by Ψ =Φ = ejµ. Consequently, we have pi = qi = 1 for the eigenvectors.
Combining these expressions into the 1-D version of the analytical MSE expression (5.67) for
circularly symmetric white noise, we obtain for d = 1
E{(∆µ)2} = σ2n
2
⋅ ∥zGLS∥22 , (B.294)
where zGLS =WTmat ⋅ rGLS. In the 1-D case, the vector rGLS in (5.65) simplifies to
rTGLS = −1λ ⋅ (fH1 ⋅R−10 ⋅ f1)−1 ⋅ fH1 ⋅R−10 ⋅F2, (B.295)
where the expressions for F1, F2, and R0 in (5.65) reduce to
F1 = f1 = J1 ⋅ a√
M
, F2 = ejµ ⋅ J1 − J2, R0 = 1
σ2s
⋅F2 ⋅FH2 (B.296)
Moreover, the matrix Wmat in (5.64) simplifies to
Wmat = ⎛⎝ 1√PˆMN ⋅
sH√
PˆN
⎞⎠⊗P ⊥a . (B.297)
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Note that we can write zTGLS as z
T
GLS = rTGLS ⋅Wmat = s˜T ⊗ a˜T, where
s˜T = 1√
PˆMN
⋅ sH√
PˆN
(B.298)
a˜T = − 1
ejµ
⋅ (fH1 ⋅R−10 ⋅ f1)−1 ⋅ fH1 ⋅R−10 ⋅F2 ⋅P ⊥a . (B.299)
Expanding P ⊥a in (B.299), we can simplify a˜
T as
a˜T = − 1
ejµ
⋅ (fH1 ⋅R−10 ⋅ f1)−1 ⋅ fH1 ⋅R−10 ⋅F2 ⋅ (IM − 1M ⋅ a ⋅ aH)
= − 1
ejµ
⋅ (fH1 ⋅R−10 ⋅ f1)−1 ⋅ fH1 ⋅R−10 ⋅F2, (B.300)
where in the last step we have used the fact that F2 ⋅ a = (ejµ ⋅ J1 − J2) ⋅ a = 0, which is the shift
invariance equation.
Using (B.298) and (B.300), the MSE in (B.294) is given by
E{(∆µ)2} = σ2n
2
⋅ ∥s˜T ⊗ a˜T∥22 = σ2n2 ⋅ ∥s˜T∥22 ⋅ ∥a˜T∥22, (B.301)
where we have applied property (1.7). In order to compute ∥s˜T∥22 in (B.301), we notice that s˜T is
scaled version of sH and ∥sH∥22 = PˆN . Thus, we can simplify ∥s˜T∥22 as
∥s˜T∥22 = 1
PˆMN
⋅ PˆN
PˆN
= 1
PˆMN
. (B.302)
Furthermore, expanding ∥a˜T∥22 in (B.301) using (B.300) yields
∥a˜T∥22 = (fH1 ⋅R−10 ⋅ f1)−1 ⋅ fH1 ⋅R−10 ⋅F2 ⋅FH2 ⋅R−10 ⋅ f1 ⋅ (fH1 ⋅R−10 ⋅ f1)−1 (B.303)
= σ2s (fH1 ⋅R−10 ⋅ f1)−1 ⋅ fH1 ⋅R−10 ⋅ f1 ⋅ (fH1 ⋅R−10 ⋅ f1)−1 (B.304)
= σ2s ⋅ (fH1 ⋅R−10 ⋅ f1)−1 (B.305)
=M ⋅ (aH ⋅ JH1 ⋅ (F2 ⋅FH2 )−1 ⋅ J1 ⋅ a)−1 (B.306)=M ⋅ γ−1, (B.307)
where we have defined γ as
γ = aH ⋅ JH1 ⋅ (F2 ⋅FH2 )−1 ⋅ J1 ⋅ a (B.308)
and in (B.303) and (B.305) we have used the definition of R0 in (B.296). Consequently, the MSE
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of 1-D Standard ESPRIT with GLS in (B.301) is given by
E{(∆µ)2} = σ2n
2
⋅ ∥s˜T∥22 ⋅ ∥a˜T∥22
= σ2n
2
⋅ 1
PˆN
⋅ γ−1 = 1
2ˆ̺
⋅ γ−1, (B.309)
where ˆ̺ = NPˆ /σ2n is the effective SNR.
Next, we simplify the deterministic Crame´r-Rao Bound (CRB) from [SN89] for the special case of
a single source. The deterministic CRB is introduced in Section 9.2.1. The closed-form expression
for the deterministic CRB assuming Gaussian distributed noise is given in (9.6) as [SN89]
C = σ2n
2 ⋅N ⋅Re{[DH ⋅ (IM −A ⋅ (AH ⋅A)−1 ⋅AH) ⋅D]⊙ RˆTS }
−1
, (B.310)
where RˆS = 1N ⋅ S ⋅ SH ∈ Cd×d is the sample covariance matrix of the symbol matrix S ∈ Cd×N
and D ∈ CM×d is the matrix of partial derivatives of the array steering vectors a(µi) ∈ CM×1 for
i = 1, . . . , d contained in A ∈ CM×d with respect to the parameters of interest µi. In the case d = 1
considered in Section 9.4.1, we have RˆS = ∥s∥22 /N = Pˆ and the CRB expression in (B.310) simplifies
into
C = σ2n
2NPˆ
⋅Re{dH ⋅ (IM − a ⋅ aH
M
) ⋅ d}−1 = 1
2ˆ̺
⋅ [dH ⋅ (IM − a ⋅ aH
M
) ⋅ d]−1 . (B.311)
For the derivatives contained in the vector d, we obtain
d = ∂a
∂µ
= j ⋅ diag {c} ⋅ a, (B.312)
where c = [0 1 2 . . . M − 1]T ∈ RM×1. Then, (B.311) becomes
C = 1
2ˆ̺
⋅ [aH ⋅ diag {c} ⋅ (IM − a ⋅ aH
M
) ⋅ diag {c} ⋅ a]−1 . (B.313)
In order to prove that the MSE expression of Standard ESPRIT with GLS for a single source
is equivalent to the CRB expression for a single source, we compare3 (B.313) to (B.309). Conse-
3Although the assumption of the noise to be Gaussian distributed is not required for the GLS-based Standard
ESPRIT algorithm, we need to make this assumption for the comparison to the CRB, which is derived for Gaussian
noise.
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quently, we have to show that the following relation holds:
γ = aH ⋅ diag {c} ⋅ (IM − a ⋅ aH
M
) ⋅ diag {c} ⋅ a. (B.314)
To do so, we start with the expression γ = aH ⋅JH1 ⋅(F2 ⋅FH2 )−1 ⋅J1 ⋅a in (B.308) and first consider the
term (F2 ⋅FH2 )−1, where F2 is given in (B.296) as F2 = ejµ ⋅J1 −J2. In (B.213), we have introduced
the block-diagonal matrix Z ∈ C(M−1)d×(M−1)d, which reduces for d = 1 to
Z =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ejµ −1 0 . . . 0
0 ejµ −1 . . . 0
⋮ ⋱ ⋱ ⋱ ⋮
0 0 0 . . . −1
0 0 0 . . . ejµ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ C(M−1)×(M−1). (B.315)
Additionally, we let u = [0 ⋯ 0 1]T ∈ R(M−1)×1 such F2 = [Z, −u]. With these definitions, we
can write F2 ⋅FH2 as
F2 ⋅FH2 = Z ⋅ZH +u ⋅uT. (B.316)
Applying the matrix inversion lemma [GvL96] in (1.23) to (B.316), we obtain
(F2 ⋅FH2 )−1 = (Z ⋅ZH)−1 − 1
1 +uT ⋅ (Z ⋅ZH)−1 ⋅u ⋅ (Z ⋅ZH)−1 ⋅u ⋅uT ⋅ (Z ⋅ZH)−1
= Z−H ⋅Z−1 − 1
1 +uT ⋅Z−H ⋅Z−1 ⋅u ⋅Z−H ⋅Z−1 ⋅u ⋅uT ⋅Z−H ⋅Z−1, (B.317)
where we have used the fact that (Z ⋅ZH)−1 = Z−H ⋅Z−1 since Z is a square matrix. Then, from
(B.218), it is easily verified that Z−1 ∈ C(M−1)×(M−1) for d = 1 is given by
Z−1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
e−jµ e−j2µ . . . e−j(M−1)µ
0 e−jµ . . . ⋮
⋮ ⋱ ⋱ e−j2µ
0 0 . . . e−jµ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (B.318)
As the term Z−1 ⋅u denotes the last column of Z−1, we find that
Z−1 ⋅u = J1 ⋅ a ⋅ e−j(M−1)µ ∈ CM−1×1. (B.319)
304
B.14. Proof of Theorem 5.5.1
Using (B.319), we immediately see that
1 +uT ⋅Z−H ⋅Z−1 ⋅u =M. (B.320)
Thus, we can simplify (B.317) into
(F2 ⋅FH2 )−1 = Z−HZ−1 − 1M ⋅Z−H ⋅Z−1 ⋅u ⋅uT ⋅Z−H ⋅Z−1
= Z−H ⋅ (IM−1 − 1
M
⋅Z−1 ⋅u ⋅uT ⋅Z−H) ⋅Z−1
= Z−H ⋅ (IM−1 − 1
M
⋅ J1 ⋅ a ⋅ aH ⋅ JT1 ) ⋅Z−1
= Z−H ⋅ J1 ⋅ (IM − a ⋅ aH
M
) ⋅ JT1 ⋅Z−1, (B.321)
where we have again used the relation (B.319). Inserting (B.321) into (B.308), γ is given by
γ = aH ⋅ JT1 ⋅Z−H ⋅ J1 ⋅ (IM − a ⋅ aHM ) ⋅ JT1 ⋅Z−1 ⋅ J1 ⋅ a. (B.322)
Using (B.315), we can easily establish that
JT1 ⋅Z−1 ⋅ J1 ⋅ a = diag {ΠM−1 ⋅ c} ⋅ a ⋅ e−jµ, (B.323)
where c is defined in (B.312). Consequently, we can write (B.322) as
γ = ejµ ⋅ aH ⋅ diag {c ⋅ΠM−1} ⋅ (IM − a ⋅ aH
M
) ⋅ diag {ΠM−1 ⋅ c} ⋅ a ⋅ e−jµ
= aH ⋅ diag {c ⋅ΠM−1} ⋅ (IM − a ⋅ aH
M
) ⋅ diag {ΠM−1 ⋅ c} ⋅ a
= aT ⋅ diag {c} ⋅ΠM−1 ⋅ (IM − a ⋅ aH
M
) ⋅ΠM−1 ⋅ diag {c} ⋅ a∗, (B.324)
where we have used the fact that diag {ΠM−1 ⋅ c} =ΠM−1 ⋅diag {c}⋅ΠM−1 and the centro-symmetry
property ΠM−1 ⋅a = a∗ ⋅ej(M−1)µ of the ULA, which follows from rearranging (2.22). Note that the
phase term ej(M−1)µ cancels immediately. Then, transposing (B.324) yields
γ = aH ⋅ diag {c} ⋅ΠM−1 ⋅ (IM − a ⋅ aH
M
)T ⋅ΠM−1 ⋅ diag {c} ⋅ a
= aH ⋅ diag {c} ⋅ (IM − a ⋅ aH
M
) ⋅ diag {c} ⋅ a, (B.325)
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where we have again applied the centro-symmetry property of the ULA from above. The final
expression for γ in (B.325) is equivalent to (B.314). Therefore, the analytical MSE of 1-D Stan-
dard ESPRIT with GLS for a single source corresponds exactly to the single source expression
of the deterministic CRB. We conclude that the GLS-based 1-D Standard ESPRIT algorithm is
asymptotically efficient for a single source, i.e., the ratio of the CRB to the MSE is equal to one.
This completes the proof.
B.14.2. 1-D Unitary ESPRIT with GLS
The second part of the theorem is to prove that the MSEs of 1-D Unitary ESPRIT with GLS and
1-D Standard ESPRIT with GLS are identical for a single source. However, it is shown in [RH12]
that forward-backward averaging (FBA) only affects vs and has no effect on us or Un. Hence,
applying the same steps as in Section B.14.1 for 1-D Standard ESPRIT with GLS immediately
proves this part of the theorem.
B.15. Proof of Theorem 5.5.2
For the proof of Theorem 5.5.2 in Section 5.5.2, we first consider the 1-D version of the analytical
MSE expression in (5.67) for an arbitrary number of sources. The corresponding MSE for the i-th
spatial frequency is given by
E{(∆µi)2} = σ2n
2
⋅ ∥zi,GLS∥22 (B.326)
for i = 1, . . . , d, where zi,GLS =WTmat ⋅ ri,GLS and rTi,GLS and Wmat are given by
rTi,GLS = − 1λi ⋅ (qTi ⊗ pTi ) ⋅ (FH1 ⋅R−10 ⋅F1)−1 ⋅FH1 ⋅R−10 ⋅FH2 (B.327)
Wmat = (Σ−1s ⋅V Ts )⊗ (Un ⋅UHn ) . (B.328)
Moreover, the matrices F1, F2, and R0 are given by
F1 = (Id ⊗ J1 ⋅Us) (B.329)
F2 = (ΨT ⊗ J1) − (Id ⊗ J2) (B.330)
R0 = F2 ⋅ (Σ−2s ⊗ IM) ⋅FH2 . (B.331)
In the first step, we simplify (B.326) by inserting the expression forWmat from (B.328). We obtain
E{(∆µi)2} = σ2n
2
⋅ rTi,GLS ⋅Wmat ⋅WHmat ⋅ r∗i,GLS (B.332)
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= σ2n
2
⋅ rTi,GLS ⋅ (Σ−1s ⋅V Ts ⊗Un ⋅UHn ) ⋅ (Σ−1s ⋅V Ts ⊗Un ⋅UHn )H ⋅ r∗i,GLS
= σ2n
2
⋅ rTi,GLS ⋅ (Σ−2s ⊗Un ⋅UHn ) ⋅ r∗i,GLS. (B.333)
As Un ⋅UHn is the projection matrix onto the noise subspace, we can write it in terms of the signal
subspace spanned by A as Un ⋅UHn = IM −A ⋅A+. Inserting this relation into (B.333) yields
E{(∆µi)2} = σ2n
2
⋅ rTi,GLS ⋅ (Σ−2s ⊗ (IM −A ⋅A+)) ⋅ r∗i,GLS
= σ2n
2
⋅ (rTi,GLS ⋅ (Σ−2s ⊗ IM) ⋅ r∗i,GLS − rTi,GLS ⋅ (Σ−2s ⊗A ⋅A+) ⋅ r∗i,GLS) . (B.334)
As in the single source case considered in (B.300), it is straightforward to see by means of the
noise-free shift invariance equation that the second term of (B.334) cancels. Therefore, the MSE
of 1-D Standard ESPRIT with GLS for the i-th source is given by
E{(∆µi)2} = σ2n
2
⋅ rTi,GLS ⋅ (Σ−2s ⊗ IM) ⋅ r∗i,GLS, (B.335)
which upon inserting ri,GLS from (B.327) and applying the same steps as in (B.303), simplifies into
E{(∆µi)2} = σ2n
2
⋅ (qTi ⊗ pTi ) ⋅ (FH1 ⋅R−10 ⋅F1)−1 ⋅ (qTi ⊗ pTi )H . (B.336)
In Appendix B.10, we have simplified the term R0 in (B.331) by assuming temporally orthogonal
signals with a diagonal sample signal covariance matrix Rˆss = diag {Pˆi}di=1, where Pˆi = ∥si∥22/N
is the empirical power of the i-th symbol vector si. In (B.205), we have found that R
−1
0 can be
reformulated as
R−10 = (Σ2s ⋅Q−T ⊗ IM−1) ⋅ (F¯ ⋅ F¯H)−1 ⋅ (QT ⊗ IM−1) , (B.337)
where F¯ is defined as F¯ = (Λ⊗ J1)− (Id ⊗ J2) according to (B.195). Then, the term FH1 ⋅R−10 ⋅F1
in (B.336), can be expressed as
FH1 ⋅R−10 ⋅F1 = (Id ⊗ J1 ⋅Us)H ⋅R−10 ⋅ (Id ⊗ J1 ⋅Us) (B.338)
= 1
M
⋅ (Id ⊗Q−H ⋅AH ⋅ JT1 ) ⋅R−10 ⋅ (Id ⊗ J1 ⋅A ⋅Q−1) , (B.339)
where we have used the relation Us = 1√
M
⋅A ⋅Q−1 from (B.198). Inserting (B.337) into (B.339),
we get
FH1 ⋅R−10 ⋅F1 = 1M ⋅ (Σ2s ⋅Q−T ⊗Q−H ⋅AH ⋅ JT1 ) ⋅ (F¯ ⋅ F¯H)−1 ⋅ (QT ⊗ J1 ⋅A ⋅Q−1)
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= 1
M
⋅ (Σ2s ⋅Q−T ⊗Q−H) ⋅Y ⋅ (QT ⊗Q−1) , (B.340)
where we have defined the matrix Y as
Y = (Id ⊗AH ⋅ JT1 ) ⋅ (F¯ ⋅ F¯H)−1 ⋅ (Id ⊗ J1 ⋅A) . (B.341)
Hence, we can write the term (FH1 ⋅R−10 ⋅F1)−1 in (B.336) as
(FH1 ⋅R−10 ⋅F1)−1 =M ⋅ (Q−T ⊗Q) ⋅Y −1 ⋅ (QT ⋅Σ−2s ⊗QH) . (B.342)
Combining these results, the MSE expression in (B.336) is given by
E{(∆µi)2} = σ2nM
2
⋅ (qTi ⊗ pTi ) ⋅ (Q−T ⊗Q) ⋅Y −1 ⋅ (QT ⋅Σ−2s ⊗QH) ⋅ (qTi ⊗ pTi )H
= σ2nM
2
⋅ (qTi ⋅Q−T ⊗ pTi ⋅Q) ⋅Y −1 ⋅ (QT ⋅Σ−2s ⋅ q∗i ⊗QH ⋅ p∗i ) (B.343)
= σ2nM
2
⋅ (eTi ⊗ eTi ) ⋅Y −1 ⋅ (QT ⋅Σ−2s ⋅ q∗i ⊗ ei) , (B.344)
where we have used the identities qTi ⋅Q−T = eTi and pTi ⋅Q = eTi , where ei denotes the vector with
1 at the i-th position and zeros elsewhere. In (B.201), for temporally orthogonal sources, we have
established the relation
Σ−2s = 1M ⋅N ⋅Q−T ⋅ Rˆ−Tss ⋅Q−∗. (B.345)
Using (B.345) in (B.344), we obtain the MSE result
E{(∆µi)2} = σ2n
2N
⋅ (eTi ⊗ eTi ) ⋅Y −1 ⋅ (Rˆ−Tss ⋅ ei ⊗ ei) . (B.346)
It should be highlighted that the MSE for 1-D Standard ESPRIT with GLS in (B.346) is valid
for an arbitrary number of signals d. However, after inserting Y from (B.341) into (B.346), it is
difficult to further simplify (B.346) for an arbitrary number of sources d due to the term Y −1.
Nevertheless, special cases on the number of signals can be considered to gain further insights. In
order to continue the proof of Theorem 5.5.2, we set d = 2 such that the array steering matrix
becomes A = [a1,a2] ∈ CM×2, where we have dropped the dependence of the array steering vectors
ai, i = 1,2, on µi for notational convenience. Notice that for the computation of the MSE for
d = 2, we only need to derive the MSE for one of the sources as the second source has the same
MSE due to the symmetry of the scenario for d = 2. To compute Y −1 in (B.346) for d = 2, we
first consider the definition of Y in (B.341) and use the result from (B.225) to simplify the term
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(F¯ ⋅ F¯H)−1 contained in Y into
(F¯ ⋅ F¯H)−1 = Z−H ⋅ (Id ⊗ J1) ⋅ blkdiag {P ⊥a1 ,P ⊥a2} ⋅ (Id ⊗ JT1 ) ⋅Z−1, (B.347)
where Z = blkdiag {Z1,Z2} ∈ C2(M−1)×2(M−1) is the block-diagonal matrix defined in (B.213) and
P ⊥ai = IM − 1M ⋅ ai ⋅ aHi ∈ CM×M for i = 1,2 is the projection matrix onto the complement of the
signal subspace spanned by the steering vector ai. Upon inserting (B.347) into (B.341) for d = 2,
we obtain
Y = (Id ⊗ J1 ⋅A)H ⋅Z−H ⋅ (Id ⊗ J1) ⋅ blkdiag {P ⊥a1 ,P ⊥a2} ⋅ (Id ⊗ JT1 ) ⋅Z−1 ⋅ (Id ⊗ J1 ⋅A) . (B.348)
It is apparent that (B.348) is a block-diagonal matrix, which is to be inverted to compute Y −1.
Hence, we can use the result that the inverse of a block-diagonal matrix can be computed by
inverting the individual blocks separately [GvL96]. Note that due to the symmetry for d = 2, we
only need to compute one of the two blocks as the other one is symmetric. Considering the first
source (i = 1), the corresponding upper left block Y1 ∈ C2×2 of Y ∈ C4×4 is given by
Y1 =AH ⋅ JT1 ⋅Z−H1 ⋅ J1 ⋅P ⊥a1 ⋅ JT1 ⋅Z−11 ⋅ J1 ⋅A. (B.349)
where Z1 is the first block of Z. Using A = [a1,a2], we have found in (B.323) that
JT1 ⋅Z−11 ⋅ J1 ⋅ a1 = diag {ΠM−1 ⋅ c} ⋅ a1 ⋅ e−jµ1 , (B.350)
where c = [0 1 2 . . . M − 1]T ∈ RM×1 and similarly, we can easily establish that
JT1 ⋅Z−11 ⋅ J1 ⋅ a2 = e−jµ11 − ej∆µ ⋅ (a2 − ej(M−1)∆µ ⋅ a1) . (B.351)
With these results, we can express Y1 in (B.349) as
Y1 = [diag {ΠM−1 ⋅ c} ⋅ a1, 1
1 − ej∆µ ⋅ (a2 − ej(M−1)∆µ ⋅ a1)]
H ⋅P ⊥a1
⋅ [diag {ΠM−1 ⋅ c} ⋅ a1, 1
1 − ej∆µ ⋅ (a2 − ej(M−1)∆µ ⋅ a1)] , (B.352)
where the phase term e−jµ1 from (B.350) and (B.351) cancels. Then, we use short hand notation
and simplify (B.352) as
Y1 = ⎡⎢⎢⎢⎢⎣
y1 y2
y3 y4
⎤⎥⎥⎥⎥⎦ , (B.353)
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we introduce the definitions
y1 = aH1 ⋅ diag {c} ⋅P ⊥a1 ⋅ diag {c} ⋅ a1 (B.354)
y2 = aH1 ⋅ diag {c ⋅Π(M−1)} ⋅P ⊥a1 ⋅ (a2 − ej(M−1)∆µ ⋅ a1)1 − ej∆µ (B.355)
y3 = (a2 − ej(M−1)∆µ ⋅ a1)
H
1 − e−j∆µ ⋅P ⊥a1 ⋅ diag {ΠM−1 ⋅ c} ⋅ a1 (B.356)
y4 = (a2 − ej(M−1)∆µ ⋅ a1)
H
1 − e−j∆µ ⋅P ⊥a1 ⋅
(a2 − ej(M−1)∆µ ⋅ a1)
1 − ej∆µ . (B.357)
Then, we can easily compute Y −11 by using the inversion rule for 2 × 2 matrices [GvL96] to obtain
Y −11 = 1D ⋅
⎡⎢⎢⎢⎢⎣
y4 −y2−y3 y1
⎤⎥⎥⎥⎥⎦ . (B.358)
where we define the determinant D = y1 ⋅ y4 − y2 ⋅ y3.
Finally, the MSE of 1-D Standard ESPRIT with GLS for the first source i = 1 is given by
E{(∆µ1)2} = σ2n
2NPˆ1
⋅ y4
D
. (B.359)
Similarly to the single source case in Appendix B.14, we next simplify the expression for the
deterministic CRB [SN89] for d = 2 temporally orthogonal signals. The general expression for the
CRB for arbitrary number of temporally orthogonal signals is given by
C = σ2n
2N
⋅Re{[DH ⋅ (IM −A ⋅ (AH ⋅A)−1 ⋅AH) ⋅D]⊙ RˆTS }−1 , (B.360)
where RˆS = 1N ⋅ S ⋅ SH = diag {Pˆi}di=1 is the diagonal sample signals covariance matrix containing
the empirical powers of the sources and D ∈ CM×d is the matrix of partial derivatives of the array
steering vectors with respect to the parameters of interest.
Considering the i-th source, the general expression in (B.360) becomes
Ci = σ2n
2N
⋅ 1
Pˆi
⋅Re{dHi ⋅ (IM −A ⋅ (AH ⋅A)−1 ⋅AH) ⋅ di}−1
= σ2n
2N
⋅ 1
Pˆi
⋅Re{aHi diag {c} ⋅ (IM −A ⋅ (AH ⋅A)−1 ⋅AH) ⋅ diag {c} ⋅ ai}−1 , (B.361)
where we have used the fact that
d = ∂a
∂µ
= j ⋅ diag {c} ⋅ a, (B.362)
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where c is defined in (B.350).
In the special case of d = 2 and considering the first source (i = 1), we obtain
C1 = σ2n
2N
⋅ 1
Pˆ1
⋅ (aH1 ⋅ diag {c}2 ⋅ a1 − aH1 ⋅ diag {c} ⋅A ⋅ (AH ⋅A)−1 ⋅AH ⋅ diag {c} ⋅ a1)−1 , (B.363)
where the term (AH ⋅A)−1 for d = 2 is given by
(AH ⋅A)−1 = 1
M2 − ∣α∣2 ⋅
⎡⎢⎢⎢⎢⎣
M −α
−α∗ M
⎤⎥⎥⎥⎥⎦ (B.364)
and α = aH1 ⋅ a2 is the spatial correlation of the two sources, which depends on their separation.
Comparing (B.363) to (B.359), we need to show that
D
y4
= y1 − y2 ⋅ y3
y4= aH1 ⋅ diag {c}2 ⋅ a1 − aH1 ⋅ diag {c} ⋅A ⋅ (AH ⋅A)−1 ⋅AH ⋅ diag {c} ⋅ a1. (B.365)
Expanding y1 as
y1 = aH1 ⋅ diag {c} ⋅P ⊥a1 ⋅ diag {c} ⋅ a1 (B.366)
= aH1 ⋅ diag {c}2 ⋅ a1 − aH1 ⋅ diag {c} ⋅ a1 ⋅ aH1M ⋅ diag {c} ⋅ a1. (B.367)
It is straightforward to see that the first term of y1 already corresponds to the first term of (B.365).
Hence, we are left to show that
aH1 ⋅ diag {c} ⋅ a1 ⋅ aH1M ⋅ diag {c} ⋅ a1 + y2 ⋅ y3y4 (B.368)= aH1 ⋅ diag {c} ⋅A ⋅ (AH ⋅A)−1 ⋅AH ⋅ diag {c} ⋅ a1. (B.369)
Starting with the left hand side in (B.368), we first simplify y4 and we obtain
y4 = 1∣1 − ej∆µ∣2 ⋅ (a2 − ej(M−1)∆µ ⋅ a1)H ⋅P ⊥a1 ⋅ (a2 − ej(M−1)∆µ ⋅ a1) (B.370)
= 1∣1 − ej∆µ∣2 ⋅ aH2 ⋅ (IM − a1 ⋅ a
H
1
M
) ⋅ a2
= 1∣1 − ej∆µ∣2 ⋅ (M − ∣α∣
2
M
) = 1∣1 − ej∆µ∣2 ⋅ 1M (M2 − ∣α∣2) , (B.371)
where α = aH1 ⋅ a2 and in (B.370), we have used the fact P ⊥a1 ⋅ a1 = 0.
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Next, we simplify the term y2 ⋅ y3 in (B.368) and again use P ⊥a1 ⋅ a1 = 0 to obtain
y2 ⋅ y3 = 1∣1 − ej∆µ∣2 ⋅ aH1 ⋅ diag {c ⋅Π(M−1)} ⋅P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1 ⋅ diag {ΠM−1 ⋅ c} ⋅ a1
= 1∣1 − ej∆µ∣2 ⋅ aH1 ⋅ diag {c} ⋅P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1 ⋅ diag {c} ⋅ a1. (B.372)
Then, we can express the last term in (B.368) have
y2 ⋅ y3
y4
= M
M2 − ∣α∣2 ⋅ aH1 ⋅ diag {c} ⋅P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1 ⋅ diag {c} ⋅ a1. (B.373)
Inserting (B.373) into (B.368), we can write (B.368) as
aH1 ⋅ diag {c} ⋅ a1 ⋅ aH1M ⋅ diag {c} ⋅ a1 + y2 ⋅ y3y4 = aH1 ⋅ diag {c} ⋅W ⋅ diag {c} ⋅ a1, (B.374)
where
W = a1 ⋅ aH1
M
+ M
M2 − ∣α∣2 ⋅P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1 . (B.375)
The matrix W can be further simplified into
W = 1
M (M2 − ∣α∣2) ⋅ ((M2 − ∣α∣2) ⋅ a1 ⋅ aH1 +M2 ⋅P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1) . (B.376)
Considering the term P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1 in (B.376) and expanding P ⊥a1 , we get
P ⊥a1 ⋅ a2 ⋅ aH2 ⋅P ⊥a1 = (IM − 1M ⋅ a1 ⋅ aH1 ) ⋅ a2 ⋅ aH2 ⋅ (IM − 1M ⋅ a1 ⋅ aH1 )
= (a2 − 1
M
⋅ a1 ⋅ α) ⋅ (aH2 − 1M ⋅ α∗ ⋅ aH1 )
= a2 ⋅ aH2 − αM ⋅ a1 ⋅ aH2 − α
∗
M
⋅ a2 ⋅ aH1 + ∣α∣2M2 ⋅ a1 ⋅ aH1
=A ⋅ 1
M2
⋅ ⎡⎢⎢⎢⎢⎣
∣α∣2 −αM
−α∗M M2
⎤⎥⎥⎥⎥⎦ ⋅A
H. (B.377)
Inserting (B.377) into (B.376), W becomes
W = 1
M (M2 − ∣α∣2) ⋅A ⋅
⎡⎢⎢⎢⎢⎣
M2 −αM
−α∗M M2
⎤⎥⎥⎥⎥⎦A
H
= 1(M2 − ∣α∣2) ⋅A ⋅
⎡⎢⎢⎢⎢⎣
M −α
−α∗ M
⎤⎥⎥⎥⎥⎦A
H
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=A ⋅ (A ⋅AH)−1AH. (B.378)
Finally, we insert (B.378) into (B.373), we obtain
aH1 ⋅ diag {c} ⋅ a1 ⋅ aH1M ⋅ diag {c} ⋅ a1 + y2 ⋅ y3y4 = aH1 ⋅ diag {c} ⋅A ⋅ (A ⋅AH)−1AH ⋅ diag {c} ⋅ a1,
(B.379)
which is exactly the right hand side (B.369) of the original equality to be shown. Hence, we have
shown that the simplified analytical MSE expression of 1-D Standard ESPRIT with GLS for two
temporally orthogonal sources coincides with the corresponding simplified deterministic CRB. This
completes the proof.
B.16. Proof of Theorem 6.2.1
For the proof of Theorem 6.2.1 in Section 6.2.1, we consider the 1-D case for simplicity and start
by inserting J
(nc)
1 and J
(nc)
2 from (6.8) and (6.9) into (6.6), which yields
⎡⎢⎢⎢⎢⎣
J1 ⋅A
ΠM(sel) ⋅ J2 ⋅ΠM ⋅ΠM ⋅A∗ ⋅Ψ∗ ⋅Ψ∗
⎤⎥⎥⎥⎥⎦ ⋅Φ =
⎡⎢⎢⎢⎢⎣
J2 ⋅A
ΠM(sel) ⋅ J1 ⋅ΠM ⋅ΠM ⋅A∗ ⋅Ψ∗ ⋅Ψ∗
⎤⎥⎥⎥⎥⎦ . (B.380)
The first M (sel) rows are given by J1 ⋅A ⋅Φ = J2 ⋅A, which is the shift invariance equation of A
that was assumed for the theorem. The second M (sel) rows can be simplified by multiplying both
sides from the left by ΠM(sel) and considering the fact that ΠM ⋅ΠM = IM . We have
J2 ⋅A∗ ⋅Ψ∗ ⋅Ψ∗ ⋅Φ = J1 ⋅A∗ ⋅Ψ∗ ⋅Ψ∗. (B.381)
As Ψ and Φ are diagonal matrices, they commute. Then, multiplying both sides of (B.381) twice
by Ψ from the right-hand side cancels Ψ as Ψ∗ ⋅Ψ = Id and we are left with
J2 ⋅A∗ ⋅Φ = J1 ⋅A∗
J2 ⋅A∗ = J1 ⋅A∗ ⋅Φ∗, (B.382)
where in the last step, we have multiplied with Φ∗ from the right-hand side and used the fact that
Φ∗⋅Φ = Id.4 Finally, conjugating (B.382) shows that this expression is equivalent to J1⋅A⋅Φ = J2⋅A,
which was again assumed for the theorem. This concludes the proof.
4This equality only holds in the assumed case of undamped exponentials (cf. the model in (2.2)), where the spatial
frequencies µ
(r)
i are real.
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B.17. Proof of Theorem 6.2.2
In this appendix, we provide the proof of Theorem 6.2.2 from Section 6.2.1. Assuming that A does
not necessarily satisfy (6.10), we have
Π2M ⋅A(nc)∗ = ⎡⎢⎢⎢⎢⎣
0 ΠM
ΠM 0
⎤⎥⎥⎥⎥⎦ ⋅
⎡⎢⎢⎢⎢⎣
A∗
ΠM ⋅A ⋅Ψ ⋅Ψ
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
A ⋅Ψ ⋅Ψ
ΠM ⋅A∗
⎤⎥⎥⎥⎥⎦
= ⎡⎢⎢⎢⎢⎣
A
ΠM ⋅A∗ ⋅Ψ∗ ⋅Ψ∗
⎤⎥⎥⎥⎥⎦ ⋅Ψ ⋅Ψ =A
(nc) ⋅∆c, (B.383)
where ∆c becomes Ψ ⋅Ψ, which is unitary and diagonal. Therefore, A(nc) satisfies (6.10), which
shows that it is centro-symmetric regardless of the centro-symmetry of A.
B.18. Proof of Equation (6.18)
In order to prove Equation (6.18) in Section 6.2.3, we notice that the real-valued transformation
is carried out using sparse left Π-real matrices of even order (cf. A.2). Expanding (6.17) yields
ϕ (X(nc)(fba)) =QH2M ⋅X(nc)(fba) ⋅Q2N
= 1
2
⋅ ⎡⎢⎢⎢⎢⎣
IM ΠM−jIM jΠM
⎤⎥⎥⎥⎥⎦ ⋅ [X
(nc) X(nc)ΠN] ⋅ ⎡⎢⎢⎢⎢⎣
IN jIN
ΠN −jΠN
⎤⎥⎥⎥⎥⎦
= ⎡⎢⎢⎢⎢⎣
IM ΠM−jIM jΠM
⎤⎥⎥⎥⎥⎦ ⋅
⎡⎢⎢⎢⎢⎣
X 0M×N
ΠMX
∗ 0M×N
⎤⎥⎥⎥⎥⎦
= ⎡⎢⎢⎢⎢⎣
X +X∗ 0M×N−jX + jX∗ 0M×N
⎤⎥⎥⎥⎥⎦ = 2 ⋅
⎡⎢⎢⎢⎢⎣
Re{X} 0M×N
Im{X} 0M×N
⎤⎥⎥⎥⎥⎦ ,
where we have used the fact that −jx + jx∗ = 2 ⋅ Im{x} ∀x ∈ C. This completes the proof.
B.19. Proof of Theorem 6.3.1
In order to prove Theorem 6.3.1 in Section 6.3.1, we will follow the lines of the Proof B.16 in the
matrix case and extend it to the tensor case. For notational convenience, we first introduce the
short-hand notation
A(nc,r) = [A r A˜] with A˜ =A∗ R⨉
q=1q
ΠMq ×R+1 (Ψ∗ ⋅Ψ∗) . (B.384)
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Then, the shift invariance equation in (6.27) can be written as
[A r A˜] ×r J(nc)(r)1 ×R+1Φ(r) = [A r A˜] ×r J(nc)(r)2 . (B.385)
Using the properties (1.34) and (1.35), Equation (B.385) can be expressed as
[(A ×r J(r)1 ) r (A˜ ×r (ΠM(sel)r ⋅ J(r)2 ⋅ΠMr))] ×R+1Φ(r)= [(A ×r J(r)2 ) r (A˜ ×r (ΠM(sel)r ⋅ J(r)1 ⋅ΠMr))] .
Therefore,
[(A ×r J(r)1 ×R+1Φ(r)) r (A˜ ×r (ΠM(sel)r ⋅ J(r)2 ⋅ΠMr) ×R+1Φ(r))]= [(A ×r J(r)2 ) r (A˜ ×r (ΠM(sel)r ⋅ J(r)1 ⋅ΠMr))] , (B.386)
where the respective definitions of J
(nc)(r)
1 and J
(nc)(r)
2 from (6.8) and (6.9) have been inserted.
Considering the left-hand side of the r-mode concatenation operator in (B.386), we have the shift
invariance equation A ×r J(r)1 ×R+1 Φ(r) =A ×r J(r)2 , which was assumed for the theorem. Hence,
we are left to show that the right-hand side of the r-mode concatenation operator in (B.386) is
equal, i.e.,
A˜ ×r (ΠM(sel)r ⋅ J(r)2 ⋅ΠMr) ×R+1Φ(r) = A˜ ×r (ΠM(sel)r ⋅ J(r)1 ⋅ΠMr) . (B.387)
Inserting the expression for A˜ from (B.384), (B.387) evaluates to
A∗
r−1⨉
q=1q
ΠMq ×r (ΠM(sel)r ⋅ J(r)2 )
R⨉
q=r+1q
ΠMq ×R+1 (Φ(r) ⋅Ψ∗ ⋅Ψ∗)
=A∗ r−1⨉
q=1q
ΠMq ×r (ΠM(sel)r ⋅ J(r)1 )
R⨉
q=r+1q
ΠMq ×R+1 (Ψ∗ ⋅Ψ∗) . (B.388)
Multiplying (B.388) with ΠMq along all modes q = 1,2, . . . ,R, q ≠ r and with ΠM(sel)r along mode
r, we obtain
A∗ ×r J(r)2 ×R+1 (Φ(r) ⋅Ψ∗ ⋅Ψ∗) =A ×r J(r)1 ×R+1 (Ψ∗ ⋅Ψ∗) . (B.389)
Following Proof B.16, we multiply both sides of (B.389) by (Φ(r)∗ ⋅Ψ ⋅Ψ) in the (R + 1)-mode
and conjugate the resulting expression to obtain the shift invariance equation A×rJ(r)1 ×R+1Φ(r) =
A×rJ(r)2 , which was again assumed in the first place. This concludes the proof of the theorem.
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B.20. Proof of Theorem 6.3.2
To prove this theorem in Section 6.3.1, we need to show that the augmented array steering tensor
A(nc,r) satisfies the tensor-based centry-symmetry property in centry-symmetry in (2.29). Inserting
A(nc,r) into (2.29), it is to be shown that
A(nc,r)
∗ r−1⨉
q=1q
ΠMq ×rΠ2Mr R⨉
q=r+1q
ΠMq =A(nc,r) ×R+1∆c. (B.390)
holds. Using the definition of A(nc,r) in (6.26), we have
⎡⎢⎢⎢⎢⎣A
∗
r
⎛⎝A
R⨉
q=1q
ΠMq ×R+1 (Ψ ⋅Ψ)⎞⎠
⎤⎥⎥⎥⎥⎦
r−1⨉
q=1q
ΠMq ×rΠ2Mr R⨉
q=r+1q
ΠMq =A(nc,r) ×R+1∆c. (B.391)
In order to simplify (B.391), we apply property (1.34), yielding
⎡⎢⎢⎢⎢⎢⎢⎣
(A∗ R⨉
q=1
q≠r
q ΠMq) r (A ×rΠMr ×R+1 (Ψ ⋅Ψ))
⎤⎥⎥⎥⎥⎥⎥⎦
×rΠ2Mr =A(nc,r) ×R+1∆c
⎡⎢⎢⎢⎢⎢⎢⎣
(A∗ R⨉
q=1
q≠r
q ΠMq) r (A ×rΠMr ×R+1 (Ψ ⋅Ψ))
⎤⎥⎥⎥⎥⎥⎥⎦
×r
⎡⎢⎢⎢⎢⎣
0 ΠMr
ΠMr 0
⎤⎥⎥⎥⎥⎦ =A
(nc,r) ×R+1∆c. (B.392)
To proceed, we first combine the rules (1.35) and (1.36) to obtain the general rule
[A r B] ×r ⎡⎢⎢⎢⎢⎣
0 ΠMr
ΠMr 0
⎤⎥⎥⎥⎥⎦ = [B ×rΠMr r A ×rΠMr] , (B.393)
where the tensors have the dimensions A,B ∈ CM1×...×MR . Applying (B.393) to (B.392) gives
⎡⎢⎢⎢⎣(A ×R+1 (Ψ ⋅Ψ)) r (A∗
R⨉
q=1q
ΠMq)⎤⎥⎥⎥⎦ =A(nc,r) ×R+1∆c⎡⎢⎢⎢⎣A r (A∗
R⨉
q=1q
ΠMq ×R+1 (Ψ∗ ⋅Ψ∗) )⎤⎥⎥⎥⎦ ×R+1 (Ψ ⋅Ψ) =A(nc,r) ×R+1∆c. (B.394)
Considering the definition of A(nc,r) in (6.26) and for ∆c =Ψ ⋅Ψ, (B.394) is a true statement and
completes the proof.
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B.21. Proof of Theorem 6.3.3
In this appendix, we provide a proof of Theorem 6.3.3 in Section 6.3.2. When computing the
truncated HOSVD of X (nc,r), special attention must be paid with respect to the n-ranks. While
for R-D Tensor-ESPRIT-type algorithms the n-ranks of X 0 are always less than or equal to d, for
R-D NC Tensor-ESPRIT the n-ranks can exceed d.
Consider the noise-free observation tensor X (nc,r) = A(nc,r) ×R+1 ST whose n-ranks are deter-
mined by the n-ranks of A(nc,r). Using the short-had notation A(nc,r) = [A r A˜] from Ap-
pendix B.19, we can write the r-mode unfolding [A(nc,r)](r) as
[A(nc,r)](r) =
⎡⎢⎢⎢⎢⎣
[A](r)[A˜](r)
⎤⎥⎥⎥⎥⎦ . (B.395)
where we have applied the property in (1.29). Next, we apply property (1.37) to the array steering
tensor A defined in (2.10), which yields for [A](r) and [A˜](r) the expressions
[A](r) =A(r) ⋅ (( R◇
q=r+1q
A(q)) ◇ Id ◇ (r−1◇
q=1q
A(q)))T
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
B(r)T
(B.396)
[A˜](r) =ΠMr ⋅A(r)∗ ⋅ (( R◇q=r+1q ΠMq ⋅A(q)∗) ◇ (Ψ∗ ⋅Ψ∗) ◇ (
r−1◇
q=1q
ΠMq ⋅A(q)∗))T´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
B˜
(r)T
. (B.397)
With these relations, [A(nc,r)](r) in (B.395) becomes
[A(nc,r)](r) =
⎡⎢⎢⎢⎢⎣
A(r) ⋅B(r)T
ΠMr ⋅A(r)∗ ⋅ B˜(r)T
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
A(r) 0Mr×d
0Mr×d ΠMr ⋅A(r)∗
⎤⎥⎥⎥⎥⎦ ⋅ [B
(r) B˜(r)]T . (B.398)
According to (B.398), [A(nc,r)](r) can be decomposed into the product of a matrix of size 2Mr×2d
and a matrix of size 2d ×M ⋅ d/Mr. The former matrix has rank 2d if A(r) has full column rank
and the latter matrix has rank d if the array is centro-symmetric in all R modes as in this case,
i.e., B(r) and B˜(r) have the same column space. However, if the array is not centro-symmetric in
the q-th mode q = 1,2, . . . ,R, q ≠ r, B(r) and B˜(r) do not share the same column space and the
latter matrix in (B.398) has a rank higher than d. Consequently, the n-ranks for n = 1,2, . . . ,R of
the augmented array steering tensor can exceed d and even reach 2d in the worst case.
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B.22. Proof of Theorem 6.3.4
For the proof of Theorem 6.3.4 in Section 6.3.2, we consider the noise-free augmented measurement
tensor from (6.25)
X
(nc,r)
0 =A(nc,r) ×R+1 ST (B.399)
and its HOSVD from (6.28) given by
X
(nc,r)
0 = S[s](r) ×1 U [s](r)1 . . . ×R U [s](r)R ×R+1 U [s](r)R+1 . (B.400)
Then, the augmented signal subspace tensor U [s](r) in (6.32) can be computed via
U [s](r) = X (nc,r) ×R+1 (Σ[s](r)−1R+1 ⋅ (U [s](r)R+1 )H) . (B.401)
Inserting (B.399) into (B.401) yields
U [s](r) =A(nc,r) ×R+1 (Σ[s](r)−1R+1 ⋅ (U [s](r)R+1 )H ⋅ST)
A(nc,r) ×R+1 T r, (B.402)
where we have defined T r =Σ[s](r)−1R+1 ⋅ (U [s](r)R+1 )H ⋅ST.
In the next step, we need to show that T r in (B.402) is independent of r. This property is required
for the matrices Ψ(r) to have common eigenvectors in order to enable the correct pairing of the
parameter estimates in R-D ESPRIT-type algorithms. Note that Σ
[s](r)
R+1 and U
[s](r)
R+1 represent the
right singular vectors and singular values of [X (nc,r)](R+1). Therefore, they can be computed via
the eigenvalue decomposition of [X (nc,r)](R+1) ⋅ [X (nc,r)]H(R+1).
To proceed, we require the following lemma:
Lemma B.22.1. The augmented measurement tensors X (nc,r) in the r-th mode satisfy the property
[X (nc,r)](R+1) ⋅ [X (nc,r)]H(R+1) = 2 ⋅Re{[X ](R+1) ⋅ [X ]H(R+1)} . (B.403)
Proof. The (R + 1)-mode unfolding of X (nc,r) contains all (R + 1)-mode vectors of X (nc,r). As
X (nc,r) is the r-mode concatenation of X and X ∗ ×1ΠM1 . . . ×RΠMR , its (R + 1)-mode unfolding
contains the (R + 1)-mode vectors of X and the (R + 1)-mode vectors of X ∗ in a permuted order,
i.e.,
[X (nc,r)](R+1) = [[X ](R+1) [X ]∗(R+1)] ⋅P r, (B.404)
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where P r is a permutation matrix. Since all permutation matrices satisfy P
H
r = P −1r , we can
establish that [X (nc,r)](R+1) ⋅ [X (nc,r)]H(R+1) = [X ](R+1) ⋅ [X ]H(R+1) + [X ]∗(R+1) ⋅ [X ]T(R+1) = 2 ⋅
Re{[X ](R+1) ⋅ [X ]H(R+1)}, which proves the lemma.
From this lemma, we can conclude that [X (nc,r)](R+1) ⋅ [X (nc,r)]H(R+1) is independent of r. As
a result, Σ
[s](r)
R+1 and U
[s](r)
R+1 must be equal for all r = 1,2, . . . ,R such that T r is also equal for all
r = 1,2, . . . ,R. Therefore, we have U [s](r) =A(nc,r) ×R+1 T , which proves the theorem.
B.23. Proof of Equation (6.40)
For the proof of Equation (6.40) in Section 6.3.3, we start with the definition of the FBA-processed
r-mode augmented measurement tensor X (nc,r)(fba) in (6.38) and insert X (nc,r) = [X r X˜ ] from
(6.24), where we introduce the short-hand notation X˜ =X ∗ R⨉
q=1q
ΠMq . We obtain
X (nc,r)(fba) = [ [X r X˜ ] R+1 [(X ×R+1ΠN) r (X˜ ×R+1ΠN)] ], (B.405)
where we have used the properties (1.34), (1.35), and (1.36). Then, we first consider the (R + 1)-
mode product of X (nc,r)(fba) with Q(s)
2N , where the latter is an example of the sparse left-Π-real
matrices Q
(s)
p introduced in [HN95] (cf. Appendix A.2), which yields
X (nc,r)(fba) ×R+1 1√
2
⎡⎢⎢⎢⎢⎣
IN ΠN−jIN jΠN
⎤⎥⎥⎥⎥⎦
=[ [X r X˜ ] R+1 [(X ×R+1ΠN) r (X˜ ×R+1ΠN)] ] ×R+1 1√
2
⎡⎢⎢⎢⎢⎣
IN ΠN−jIN jΠN
⎤⎥⎥⎥⎥⎦
= 1√
2
⋅ ⎡⎢⎢⎢⎢⎣
⎛⎝X ×R+1
⎡⎢⎢⎢⎢⎣
IN−jIN
⎤⎥⎥⎥⎥⎦
⎞⎠ r ⎛⎝X˜ ×R+1
⎡⎢⎢⎢⎢⎣
IN−jIN
⎤⎥⎥⎥⎥⎦
⎞⎠
⎤⎥⎥⎥⎥⎦
+ 1√
2
⋅ ⎡⎢⎢⎢⎢⎣
⎛⎝X ×R+1 ⎛⎝
⎡⎢⎢⎢⎢⎣
ΠN
jΠN
⎤⎥⎥⎥⎥⎦ ⋅ΠN
⎞⎠⎞⎠ r ⎛⎝X˜ ×R+1 ⎛⎝
⎡⎢⎢⎢⎢⎣
ΠN
jΠN
⎤⎥⎥⎥⎥⎦ ⋅ΠN
⎞⎠⎞⎠
⎤⎥⎥⎥⎥⎦
= 1√
2
⋅ ⎡⎢⎢⎢⎢⎣
⎛⎝X ×R+1
⎡⎢⎢⎢⎢⎣
IN−jIN
⎤⎥⎥⎥⎥⎦
⎞⎠ r ⎛⎝X˜ ×R+1
⎡⎢⎢⎢⎢⎣
IN−jIN
⎤⎥⎥⎥⎥⎦
⎞⎠
⎤⎥⎥⎥⎥⎦ +
1√
2
⋅ ⎡⎢⎢⎢⎢⎣
⎛⎝X ×R+1
⎡⎢⎢⎢⎢⎣
IN
jIN
⎤⎥⎥⎥⎥⎦
⎞⎠ r ⎛⎝X˜ ×R+1
⎡⎢⎢⎢⎢⎣
IN
jIN
⎤⎥⎥⎥⎥⎦
⎞⎠
⎤⎥⎥⎥⎥⎦
= 1√
2
⋅ ⎡⎢⎢⎢⎢⎣
⎛⎝X ×R+1
⎡⎢⎢⎢⎢⎣
2IN
0N×N
⎤⎥⎥⎥⎥⎦
⎞⎠ r ⎛⎝X˜ ×R+1
⎡⎢⎢⎢⎢⎣
2IN
0N×N
⎤⎥⎥⎥⎥⎦
⎞⎠
⎤⎥⎥⎥⎥⎦
= 2√
2
⋅ [[X R+1 OM1×...×MR×N ] r [X˜ R+1 OM1×...×MR×N ]] , (B.406)
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where we have once again used the properties (1.34), (1.35), (1.36), and (1.33). Note that the last
N blocks in (B.406) are zero and can be skipped. Thus, we further proceed with the non-zero part√
2 ⋅ [X r X˜ ] ∈ CM1×...×2Mr×...×MR×N . To this end, we require the following lemma:
Lemma B.23.1. Defining X¯
(r) = X R⨉
q=1
q≠r
q Q
H
Mq
, the identity X˜
R⨉
q=1
q≠r
q Q
H
Mq
= X¯ (r)∗ ×rΠMr holds true.
Proof. This identity follows from inserting X˜ from above into the left hand side, which becomes
X˜
R⨉
q=1
q≠r
q Q
H
Mq =X ∗ R⨉
q=1
q≠r
q (QHMq ⋅ΠMq) ×rΠMr = X ∗ R⨉
q=1
q≠r
q Q
T
Mq ×rΠMr
= (X R⨉
q=1
q≠r
q Q
H
Mq)
∗ ×rΠMr = X¯ (r)∗ ×rΠMr , (B.407)
where we have applied the property that QHp ⋅Πp = QTp as Qp is left-Π-real. This concludes the
proof of the lemma.
Using Lemma B.23.1, we can express the product of the non-zero part with QHMq for q =
1,2, . . . ,R, q ≠ r as
√
2 ⋅ [X r X˜ ] =√2 ⋅ [X¯ r X¯ ∗ ×rΠMr] . (B.408)
In the final step to compute ϕ (X (nc,r)(fba)), we turn to the product with Q(s)H
2Mr
in the r-th mode,
which yields
ϕ (X (nc,r)(fba)) =√2 ⋅ [X¯ r X¯ ∗ ×rΠMr] ×r 1√
2
⋅ ⎡⎢⎢⎢⎢⎣
IMr ΠMr−jIMr jΠMr
⎤⎥⎥⎥⎥⎦
= ⎛⎝X¯ ×r
⎡⎢⎢⎢⎢⎣
IMr−jIMr
⎤⎥⎥⎥⎥⎦
⎞⎠ + ⎛⎝X¯ ∗ ×r ⎛⎝
⎡⎢⎢⎢⎢⎣
ΠMr
jΠMr
⎤⎥⎥⎥⎥⎦ ⋅ΠMr
⎞⎠⎞⎠
= ⎛⎝X¯ ×r
⎡⎢⎢⎢⎢⎣
IMr−jIMr
⎤⎥⎥⎥⎥⎦
⎞⎠ + ⎛⎝X¯ ∗ ×r
⎡⎢⎢⎢⎢⎣
IMr
jIMr
⎤⎥⎥⎥⎥⎦
⎞⎠
= [(X¯ + X¯ ∗) r (−jX¯ + jX¯ ∗)]
= 2 ⋅ [Re{X¯} r Im{X¯}] (B.409)
which proves the theorem.
320
B.24. Proof of Theorem 6.4.1
B.24. Proof of Theorem 6.4.1
In order to prove this theorem in Section 6.4.1, we first expand n(nc) ∈ C2MN×1 as
n(nc) = vec{N (nc)} = vec⎧⎪⎪⎨⎪⎪⎩
⎡⎢⎢⎢⎢⎣
N
ΠM ⋅N∗
⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ =K
T
2M,N ⋅
⎡⎢⎢⎢⎢⎣
vec{NT}
vec{(ΠM ⋅N∗)T}
⎤⎥⎥⎥⎥⎦ (B.410)
=KT2M,N ⋅
⎡⎢⎢⎢⎢⎣
KM,N ⋅ vec{N}
KM,N ⋅ vec{ΠM ⋅N∗}
⎤⎥⎥⎥⎥⎦ =K
T
2M,N ⋅ (I2 ⊗KM,N) ⋅
⎡⎢⎢⎢⎢⎣
vec{N}
vec{ΠM ⋅N∗}
⎤⎥⎥⎥⎥⎦ , (B.411)
where KM,N is the commutation matrix of size MN ×MN defined in (1.21) and we have applied
property (1.21) to the last two identities in (B.410). Recalling that n = vec{N} ∈ CMN×1 and
using property (1.14), we can formulate (B.411) as
n(nc) =KT2M,N ⋅ (I2 ⊗KM,N) ⋅
⎡⎢⎢⎢⎢⎣
n(IN ⊗ΠM) ⋅n∗
⎤⎥⎥⎥⎥⎦ = K˜ ⋅
⎡⎢⎢⎢⎢⎣
n
n∗
⎤⎥⎥⎥⎥⎦ , (B.412)
where K˜ = KT2M,N ⋅ blkdiag {KM,N ,KM,N ⋅ (IN ⊗ΠM)} ∈ R2MN×2MN . Hence, the SO statistics
of n(nc) can be expressed by means of the covariance matrix Rnn = E{n ⋅nH} and the pseudo-
covariance matrix Cnn = E{n ⋅nT} of the physical noise n. We obtain
R(nc)nn = E{n(nc) ⋅n(nc)H} = K˜ ⋅
⎡⎢⎢⎢⎢⎣
Rnn Cnn
C∗nn R
∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
H (B.413)
C(nc)nn = E{n(nc) ⋅n(nc)T} = K˜ ⋅
⎡⎢⎢⎢⎢⎣
Cnn Rnn
R∗nn C
∗
nn
⎤⎥⎥⎥⎥⎦ ⋅ K˜
T. (B.414)
This completes the proof.
B.25. Proof of Theorem 6.4.2
For the proof of Theorem 6.4.2 in Section 6.4.2, we follow the steps in Appendix B.13 and only
consider the 1-D case, which can be extended to the R-D case straightforwardly. Again, we first
develop a first-order error expansion for the real-valued NC Unitary ESPRIT algorithm and then
show its equivalence to the complex-valued NC Standard ESPRIT algorithm with FBA. To this
end, let X
(nc)(fba)
0 ∈ C2M×2N be the noise-free forward-backward averaged measurement matrix
defined by decomposing (6.15) according to
X(nc)(fba) = [X(nc)0 X(nc)0 ⋅ΠN] + [N (nc) N (nc) ⋅ΠN]
=X(nc)(fba)0 +N (nc)(fba) . (B.415)
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Its SVD can be expressed as
X
(nc)(fba)
0 = [U (nc)(fba)s U (nc)(fba)n ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
(nc)(fba)
s 0
0 0
⎤⎥⎥⎥⎥⎦ ⋅ [V
(nc)(fba)
s V
(nc)(fba)
n ]H
such that the complex-valued shift invariance equation for the forward-backward-averaged data
has the form
J
(nc)
1 ⋅U (nc)(fba)s ⋅Ψ = J(nc)2 ⋅U (nc)(fba)s , (B.416)
where Ψ =Q(fba) ⋅Λ ⋅Q(fba)−1 and Λ = diag {[λ1, . . . , λd]} with λi = ejµi , i = 1,2, . . . , d. Performing
the same steps as in Section 6.4.1, the first-order approximation of the estimation error after the
application of FBA is given by
∆µi ≈ Im{p(fba)Ti ⋅ (J(nc)1 ⋅U (nc)(fba)s )+ ⋅ [J(nc)2 /λi − J(nc)1 ] ⋅∆U (nc)(fba)s ⋅ q(fba)i } , (B.417)
where we have simply replaced the corresponding quantities in (6.47) by their FBA versions. Next,
we show that the estimation error expansion for the real-valued case is equivalent to (B.417).
The 1-D real-valued shift-invariance equation is given by
K
(nc)
1 ⋅E(nc)s ⋅Υ =K(nc)2 ⋅E(nc)s , (B.418)
where Υ = V ⋅Ω ⋅ V −1 and Ω = diag {[ω1, . . . , ωd]} with ωi = tan(µi/2), i = 1,2, . . . , d. Following
the reasoning in Appendix B.13 and using the result
∆µ ≈∆ω ⋅ 2
ω2i + 1 (B.419)
derived in (B.263), the real-valued expression for the parameter estimation error of 1-D NC Unitary
ESPRIT is given by
∆µi = p¯Ti ⋅ (K(nc)1 ⋅E(nc)s )+ ⋅ (K(nc)2 − ωiK(nc)1 ) ⋅∆E(nc)s ⋅ q¯i ⋅ 2ω2i + 1 , (B.420)
where q¯i is the i-th column of V and p¯
T
i is the i-th row of V
−1. Moreover, the perturbation
of the real-valued subspace E
(nc)
s is expanded in terms of the transformed noise contribution
ϕ (N (nc)(fba)) =QH2M ⋅N (nc)(fba) ⋅Q2N as
∆E(nc)s = E(nc)n ⋅E(nc)Hn ⋅ ϕ (N (nc)(fba)) ⋅W (nc)s ⋅Σ(ϕ)−1s , (B.421)
where the required subspaces are obtained from the SVD of the transformed real-valued measure-
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ment matrix ϕ(X(nc)(fba)0 ) =QH2M ⋅X(nc)(fba)0 ⋅Q2N ∈ R2M×2N expressed as
ϕ(X(nc)(fba)0 ) = [E(nc)s E(nc)n ] ⋅
⎡⎢⎢⎢⎢⎣
Σ
(ϕ)
s 0
0 0
⎤⎥⎥⎥⎥⎦ ⋅ [W
(nc)
s W
(nc)
n ]H .
Next, we use the property that the matricesQp are unitary and choose the subspaces of ϕ(X(nc)(fba)0 )
as
E(nc)s =QH2M ⋅U (nc)(fba)s , E(nc)n =QH2M ⋅U (nc)(fba)n , Σ(ϕ)s =Σ(nc)(fba)s
W (nc)s =QH2N ⋅V (nc)(fba)s , W (nc)n =QH2N ⋅V (nc)(fba)n . (B.422)
Additionally, we express the transformed selection matrices K
(nc)
1 and K
(nc)
2 defined in (6.20) and
(6.21) as
K
(nc)
1 =QH2M(sel) ⋅ (J(nc)1 + J(nc)2 ) ⋅Q2M (B.423)
K
(nc)
2 = j ⋅QH2M(sel) ⋅ (J(nc)1 − J(nc)2 ) ⋅Q2M , (B.424)
which can be established similarly to (B.270) and (B.271) by using the fact that the virtual array
is always centro-symmetric as shown in Theorem 6.2.2.
Inserting (B.421) into (B.420) and applying the identities (B.422)-(B.424), we have
∆µi ≈ p¯Ti ⋅ ((J(nc)1 + J(nc)2 ) ⋅U (nc)(fba)s )+ ⋅ (j ⋅ (J(nc)1 − J(nc)2 ) − ωi ⋅ (J(nc)1 + J(nc)2 ))
⋅∆U (nc)(fba)s ⋅ q¯i ⋅ 2
ω2i + 1 , (B.425)
where ∆U
(nc)(fba)
s = U (nc)(fba)n ⋅U (nc)(fba)Hn ⋅N (nc)(fba) ⋅V (nc)(fba)s ⋅Σ(nc)(fba)−1s .
In order to further simplify (B.425), we apply the following two lemmas, which represent a direct
extension of Lemma B.13.1 and Lemma B.13.2 and can be proven in the same way.
Lemma B.25.1. The following identities are satisfied
(J(nc)1 + J(nc)2 ) ⋅U (nc)(fba)s = J(nc)1 ⋅U (nc)(fba)s ⋅ Ψ˘ (B.426)
(J(nc)1 − J(nc)2 ) ⋅U (nc)(fba)s = J(nc)2 ⋅U (nc)(fba)s ⋅ Ψ˚, (B.427)
where Ψ˘ = Id +Ψ =Q(fba) ⋅ (Id +Λ) ⋅Q(fba)−1 and Ψ˚ = −Id +Ψ−1 =Q(fba) ⋅ (−Id +Λ−1) ⋅Q(fba)−1.
Lemma B.25.2. In the noiseless case, the solution Ψ to (B.416) and the solution Υ to (B.418)
have the same eigenvectors, i.e., Q(fba) = V . Moreover, their eigenvalues are related as ωi = j ⋅ 1−λi1+λi .
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Next, we consider the term (j ⋅ (J(nc)1 − J(nc)2 ) − ωi ⋅ (J(nc)1 + J(nc)2 )) in (B.425) and apply the
relation ωi = j ⋅ 1−λi1+λi from Lemma B.25.2. We can then rewrite this term as j ⋅(J(nc)1 ⋅λi−J(nc)2 ) ⋅ 21+λi .
Moreover, the term 2
ω2
i
+1
in (B.425) can be expressed in terms of λi as
2
ω2
i
+1
= (λi+1)2
2λi
. Inserting these
relations into (B.425), replacing (J(nc)1 +J(nc)2 ) ⋅U (nc)(fba)s via (B.426), and substituting p¯i = p(fba)i
and q¯i = q(fba)i using Lemma B.25.2, yields
∆µi = j ⋅ p(fba)Ti ⋅ Ψ˘−1 ⋅ (J(nc)1 ⋅U (nc)(fba)s )+ ⋅ (J(nc)1 ⋅ λi − J(nc)2 )
⋅∆U (nc)(fba)s ⋅ q(fba)i ⋅ 21 + λi ⋅
(λi + 1)2
2λi
= −j ⋅ p(fba)Ti ⋅ (J(nc)1 ⋅U (nc)(fba)s )+ ⋅ (J(nc)2 /λi − J(nc)1 ) ⋅∆U (nc)(fba)s ⋅ q(fba)i , (B.428)
where we used p
(fba)T
i ⋅ Ψ˘−1 = p(fba)Ti ⋅ (1 + λi)−1 from Lemma B.25.1 in the first equation.
As a final step, we follow the reasoning in Appendix B.13 to find that −jz ∈ R for z ∈ C implies
that Re{z} = 0 and hence −jz = Im{z}. Consequently, (B.428) can also be written as (B.417) and
is therefore equivalent to the first-order expansion for R-D NC Standard ESPRIT with FBA. This
concludes the proof of the theorem.
B.26. Proof of Theorem 6.5.1
For the proof of Theorem (6.5.1) in Section 6.5.1, we follow the steps in [RHD14] that are used
to derive the result for the non-NC case in (3.15). Starting from (6.33), the truncated core tensor
Sˆ
[s](r)
can be computed via
Sˆ
[s](r) =X (nc,r) ×1 Uˆ [s](r)H1 . . . ×R Uˆ [s](r)HR ×R+1 Uˆ [s](r)HR+1 . (B.429)
Inserting (B.429) into (6.33), we obtain
Uˆ
[s](r) =X (nc,r) ×1 (Uˆ [s](r)1 ⋅ Uˆ [s](r)H1 ) . . . ×R (Uˆ [s](r)R ⋅ Uˆ [s](r)HR ) ×R+1 (Σˆ[s](r)−1R+1 ⋅ Uˆ [s](r)HR+1 )
=X (nc,r) ×1 Tˆ (r)1 . . . ×r Tˆ (nc,r)r . . . ×R Tˆ (r)R ×R+1 (Σˆ[s](r)−1R+1 ⋅ Uˆ [s](r)HR+1 )
with the projection matrices Tˆ
(r)
q = Uˆ [s](r)q ⋅ Uˆ [s](r)Hq ∈ CMq×Mq , q = 1, . . . , r − 1, r + 1, . . . ,R and
Tˆ
(nc,r)
r = Uˆ [s](r)r ⋅ Uˆ [s](r)Hr ∈ C2Mr×2Mr . Then, applying the rule in (1.30), we can write
[Uˆ [s](r)]T
(R+1)
= [(Σˆ[s](r)−1R+1 ⋅ Uˆ [s](r)HR+1 ) ⋅ [X (nc,r)](R+1) ⋅ (Tˆ (r)⊗1∶r−1 ⊗ Tˆ (nc,r)r ⊗ Tˆ (r)⊗r+1∶R)
T]T
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= (Tˆ (r)⊗1∶r−1 ⊗ Tˆ (nc,r)r ⊗ Tˆ (r)⊗r+1∶R) ⋅ [X (nc,r)]T(R+1) ⋅ Uˆ [s](r)∗R+1 ⋅ Σˆ[s](r)−1R+1 ,
where Tˆ
(r)⊗
a∶b is defined in (6.60). In Section 6.3.2, we have seen that due to the fact that X
(nc,r) =[X (nc,r)]T(R+1), the subspaces of X(nc,r) and [X (nc,r)]T(R+1) obtained from their SVDs are linked
according to (6.35). Hence, we obtain
[X (nc,r)]T(R+1) ⋅ Uˆ [s](r)∗R+1 ⋅ Σˆ[s](r)−1R+1 =X(nc,r) ⋅ Vˆ (nc,r)s ⋅ Σˆ(nc,r)−1s = Uˆ (nc,r)s , (B.430)
where Uˆ
(nc,r)
s ∈ C2Mr×d, Vˆ (nc,r)s ∈ CN×d, and Σˆ(nc,r)s ∈ Rd×d denote the dominant left singular
vectors, the dominant right singular vectors, and the diagonal matrix containing the dominant
eigenvalues of X(nc,r). Finally, we obtain the result
[Uˆ [s](r)]T
(R+1)
= (Tˆ (r)⊗1∶r−1 ⊗ Tˆ (nc,r)r ⊗ Tˆ (r)⊗r+1∶R) ⋅ Uˆ (nc,r)s (B.431)
for r = 1, . . . ,R.
B.27. Proof of Theorem 6.5.2
We start the proof of Theorem 6.5.2 in Section 6.5.1 by inserting Uˆ
(nc,r)
s = U (nc,r)s +∆U (nc,r)s and
Tˆ
(r)
q = T (r)q +∆T (r)q as well as Tˆ (nc,r)r = T (nc,r)r +∆T (nc,r)r into (6.59). Then, we have
[Uˆ [s](r)]T
(R+1)
= [(T (r)1 +∆T (r)1 )⊗ . . .(T (nc,r)r +∆T (nc,r)r )⊗ . . .(T (r)R +∆T (r)R )]
⋅ (U (nc,r)s +∆U (nc,r)s )
≈ [T (r)1 ⊗ . . .T (nc,r)r ⊗ . . .T (r)R ] ⋅U (nc,r)s´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
U
(nc,r)
s
+ [T (r)1 ⊗ . . .T (nc,r)r ⊗ . . .T (r)R ] ⋅∆U (nc,r)s
+ [∆T (r)1 ⊗ . . .T (nc,r)r ⊗ . . .T (r)R ] ⋅U (nc,r)s + [T (r)1 ⊗∆T (r)2 ⊗ . . .T (nc,r)r ⊗ . . .T (r)R ] ⋅U (nc,r)s . . .
+ [T (r)1 ⊗ . . .T (nc,r)r ⊗ . . .∆T (r)R ] ⋅U (nc,r)s
= U (nc,r)s + [∆Uˆ [s](r)]T(R+1) , (B.432)
where the second-order perturbation terms have been neglected. The first term of (B.432) repre-
sents the true augmented signal subspace and the remaining terms form the first-order approxi-
mation of the HOSVD-based signal subspace estimation error [∆Uˆ [s](r)]T
(R+1)
. In order to show
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the expression for [∆Uˆ [s](r)]T
(R+1)
in Theorem 6.5.2, we expand
[T (r)1 ⊗ . . .⊗∆T (r)p ⊗ . . .T (r)R ] ⋅U (nc,r)s = [T (r)1 ⊗ . . .⊗∆T (r)p ⊗ . . .T (r)R ]
⋅ [T (r)1 ⊗ . . .⊗ T (r)p ⊗ . . .T (r)R ] ⋅U (nc,r)s
= [T (r)1 ⊗ . . .⊗ (∆T (r)p ⋅ T (r)p )⊗ . . .T (r)R ] ⋅U (nc,r)s , (B.433)
where we have used the fact that the projection matrices T
(r)
p for p = 1, . . . ,R are idempotent, i.e.,
T
(r)
p ⋅T (r)p = T (r)p . Note that T (r)p also includes T (nc,r)r for p = r. Hence, we still need to show that
∆T
(r)
p ⋅ T (r)p = ∆U [s](r)p ⋅U [s](r)Hp . As Tˆ (r)p = U [s](r)p ⋅U [s](r)Hp and Uˆ [s](r)p = U [s](r)p +∆U [s](r)p , we
can compute ∆T
(r)
p as
Tˆ
(r)
p = (U [s](r)p +∆U [s](r)p ) ⋅ (U [s](r)Hp +∆U [s](r)Hp )
≈ T (r)p +U [s](r)p ⋅∆U [s](r)Hp +∆U [s](r)p ⋅U [s](r)Hp
⇒∆T (r)p = U [s](r)p ⋅∆U [s](r)Hp +∆U [s](r)p ⋅U [s](r)Hp , (B.434)
where ∆U
[s](r)
p ≈ U [n](r)p ⋅Γ[n]p with Γ[n]p = U [n]Hp ⋅[N ](p) ⋅V [s]p ⋅Σ[s]−1p (cf. (4.8)). Using this relation
in (B.434), yields
∆T (r)p ⋅ T (r)p ≈ U [s](r)p ⋅∆U [s](r)Hp ⋅ T (r)p +∆U [s](r)p ⋅U [s](r)Hp ⋅ T (r)p
= U [s](r)p ⋅Γ[n]Hp ⋅U [n](r)Hp ⋅ T (r)p +∆U [s](r)p ⋅U [s](r)Hp ⋅ T (r)p (B.435)
=∆U [s](r)p ⋅U [s](r)Hp , (B.436)
where in (B.435), we have used the fact that U
[n](r)H
p ⋅T (r)p = 0 and that U [s](r)Hp ⋅T (r)p = U [s](r)Hp .
Introducing the notation T
(r)⊗
a∶b
and T
(nc,r)⊗
a∶b
from (6.60), we obtain the desired result.
B.28. Proof of Equation (6.68)
In order to prove Equation (6.68) in Section 6.5.1, we first express the estimation error in µ
(r)
i
from (6.65) in terms of the perturbation n(nc,r) = vec{N (nc,r)} = vec{[N (nc,r)]T(R+1)}. Vectoriz-
ing (6.65), we obtain
∆µ
(r)
i ≈ Im{pTi ⋅ (J˜(nc)(r)1 ⋅U (nc,r)s )+ ⋅ [J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 ] ⋅ [∆U [s](r)]T(R+1) ⋅ qi}
= Im{[qTi ⊗ (pTi ⋅ (J˜(nc)(r)1 ⋅U (nc,r)s )+ ⋅ [J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 ])] ⋅ vec{[∆U [s](r)]T(R+1)}}
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= Im{r(nc,r)Ti ⋅ vec{[∆U [s](r)]T(R+1)}} , (B.437)
where r
(nc,r)
i is defined in (6.67). Due to the linear dependence of vec{[∆U [s](r)]T(R+1)} on n(nc,r),
we write
vec{[∆U [s](r)]T(R+1)} =W (nc,r)ten ⋅n(nc,r). (B.438)
In order to find an explicit expression ofW
(nc,r)
ten , we need to compute the left-hand side of (B.438).
The expression for [∆U [s](r)]T(R+1) is given in (6.62) and restated here as
[∆U [s](r)]T(R+1) = (T (r)⊗1∶r−1 ⊗ T (nc,r)r ⊗ T (r)⊗r+1∶R) ⋅∆U (nc,r)s
+ ⎡⎢⎢⎢⎢⎣
r−1∑
q=1
(T (r)⊗1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (nc,r)⊗q+1∶R ) + T (r)⊗1∶r−1 ⊗ [∆U [s](r)r ⋅U [s](r)Hr ]⊗ T (r)⊗r+1∶R
+ R∑
q=r+1
T
(nc,r)⊗
1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (r)⊗q+1∶R
⎤⎥⎥⎥⎥⎦ ⋅U
(nc,r)
s . (B.439)
Vectorizing (B.439), the first term can be written as
vec{(T (r)⊗1∶r−1 ⊗ T (nc,r)r ⊗ T (r)⊗r+1∶R) ⋅∆U (nc,r)s }
= vec{(T (r)⊗1∶r−1 ⊗ T (nc,r)r ⊗ T (r)⊗r+1∶R) ⋅U (nc,r)n ⋅U (nc,r)Hn ⋅ [N (nc,r)]T(R+1) ⋅V (nc,r)s ⋅Σ(nc,r)−1s }
= (Σ(nc,r)−1s ⋅V (nc,r)Ts )⊗ ((Tˆ (r)⊗1∶r−1 ⊗ Tˆ (nc,r)r ⊗ Tˆ (r)⊗r+1∶R) ⋅U (nc,r)n ⋅U (nc,r)Hn ) ⋅ vec{[N (nc,r)]T(R+1)}
=W (nc,r)0 ⋅ vec{[N (nc,r)]T(R+1)} . (B.440)
where we have used the first-order perturbation of ∆U
(nc,r)
s in (6.63). For the vectorization of the
first sum term in (B.439), we have q < r such that T (nc,r)⊗q+1∶R contains the NC augmentation. We
obtain
r−1∑
q=1
vec{(T (r)⊗1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (nc,r)⊗q+1∶R ) ⋅U (nc,r)s }
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ r−1∑
q=1
vec{(T (r)⊗1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (nc,r)⊗q+1∶R )}
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ r−1∑
q=1
(T¯ (nc,r)1∶q−1 ⊗ I2⋅Mq∶R) ⋅ (IMq ⊗ T¯ (nc,r)q+1∶R ) ⋅ vec{∆U [s](r)q ⋅U [s](r)Hq }
327
Appendix B. Proofs and derivations
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ r−1∑
q=1
(T¯ (nc,r)1∶q−1 ⊗ I2⋅Mq∶R) ⋅ (IMq ⊗ T¯ (nc,r)q+1∶R )
⋅ [(V [s](r)q ⋅Σ[s](r)−1q ⋅U [s](r)Hq )T ⊗ (U [n](r)q ⋅U [n](r)Hq )] ⋅ vec{[N (nc,r)](q)}
= r−1∑
q=1
W (nc,r)q ⋅ vec{[N (nc,r)](q)} , (B.441)
where the matrices T¯
(nc,r)
1∶q−1 and T¯
(nc,r)
q+1∶R are given in (6.72) and we have used the first-order error
approximation of ∆U
[s](r)
q in (6.64).
For the term associated with q = r, we obtain
vec{(T (r)⊗1∶r−1 ⊗ [∆U [s](r)r ⋅U [s](r)Hr ]⊗ T (r)⊗r+1∶R) ⋅U (nc,r)s }
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ vec{T (r)⊗1∶r−1 ⊗ [∆U [s](r)r ⋅U [s](r)Hr ]⊗ T (r)⊗r+1∶R}
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ (T¯ (nc,r)1∶r−1 ⊗ I2⋅Mr∶R) ⋅ (I2⋅Mr ⊗ T¯ (nc,r)r+1∶R ) ⋅ vec{∆U [s](r)r ⋅U [s](r)Hr }
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ (T¯ (nc,r)1∶r−1 ⊗ I2⋅Mr∶R) ⋅ (I2⋅Mr ⊗ T¯ (nc,r)r+1∶R ) (B.442)
⋅ [(V [s](r)r ⋅Σ[s](r)−1r ⋅U [s](r)Hr )T ⊗ (U [n](r)r ⋅U [n](r)Hr )] ⋅ vec{[N (nc,r)](q)}
=W (nc,r)r ⋅ vec{[N (nc,r)](q)} , (B.443)
where T¯
(nc,r)
1∶q−1 and T¯
(nc,r)
q+1∶R are given in (6.74) and we have again used the first-order error approxi-
mation of ∆U
[s](r)
q in (6.64).
Finally, for the last term, we have q > r such that the vectorization yields
R∑
q=r+1
vec{(T (nc,r)⊗1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (r)⊗q+1∶R) ⋅U (nc,r)s }
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ R∑
q=r+1
vec{T (nc,r)⊗1∶q−1 ⊗ [∆U [s](r)q ⋅U [s](r)Hq ]⊗ T (r)⊗q+1∶R}
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ R∑
q=r+1
(T¯ (nc,r)1∶q−1 ⊗ IMq∶R) ⋅ (IMq ⊗ T¯ (nc,r)q+1∶R ) ⋅ vec{∆U [s](r)q ⋅U [s](r)Hq }
= (U (nc,r)Ts ⊗ I2⋅M) ⋅ R∑
q=r+1
(T¯ (nc,r)1∶q−1 ⊗ IMq∶R) ⋅ (IMq ⊗ T¯ (nc,r)q+1∶R )
⋅ [(V [s](r)q ⋅Σ[s](r)−1q ⋅U [s](r)Hq )T ⊗ (U [n](r)q ⋅U [n](r)Hq )] ⋅ vec{[N (nc,r)](q)}
= R∑
q=r+1
W (nc,r)q ⋅ vec{[N (nc,r)](q)} . (B.444)
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Here, T¯
(nc,r)
1∶q−1 and T¯
(nc,r)
q+1∶R are given in (6.77) and we have used (6.64) again.
In order to permute the vectorized noise contributions vec{[N (nc,r)](q)} to be in consistent order
with the noise vector n(nc,r) = vec{N (nc,r)} = vec{[N (nc,r)]T(R+1)}, we apply the permutation
matrices defined in (1.38). Consequently, we obtain
vec{[N (nc,r)](q)} = P (q)TM1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅ vec{N (nc,r)}
= P (q)TM1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅P (R)M1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅ vec{[N (nc,r)](R)}
= P (q)TM1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅P (R)M1,...,Mr−1,2Mr ,Mr+1,...,MR,N
⋅ vec{[N (nc,r)]T(R+1)} , (B.445)
where we have used property (1.42) in the last step.
Finally, we can express W
(nc,r)
ten as
W
(nc,r)
ten =W (nc,r)0 + R∑
q=1
W (nc,r)q ⋅P (q)TM1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅P (R)M1,...,Mr−1,2Mr ,Mr+1,...,MR,N ,
(B.446)
which concludes the proof.
B.29. Proof of Theorem 6.5.3
For the proof of Theorem 6.5.3 in Section 6.5.2, we simply extend the proof of Theorem 6.4.2 in
Appendix B.25 to the tensor case. The procedure follows the same steps. Thus, we develop a first-
order perturbation expansion for the parameter estimation error in the real-valued case for R-D NC
Unitary Tensor-ESPRIT and then show the equivalence to the expression for the forward-backward
averaged complex-valued case for R-D NC Standard Tensor-ESPRIT with FBA.
By consistently replacing all quantities in (6.65) by their forward-backward-averaged equivalents,
we immediately obtain the first-order approximation of the estimation error after applying FBA
as
∆µ
(r)
i ≈ Im{p(fba)Ti ⋅ (J˜(nc)(r)1 ⋅U (nc,r)(fba)s )+ ⋅ [J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 ] ⋅ [∆U [s](r)(fba)]T(R+1) ⋅ q(fba)i } .
(B.447)
Then, performing the same steps as in the matrix case from Appendix B.25, we can express the
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first-order approximation of the estimation error in the real-valued case as
∆µ
(r)
i ≈ p(ϕ)Ti ⋅ (K˜(nc)(r)1 ⋅E(nc)(r)s )+ ⋅ (K˜(nc)(r)2 − ω(r)i ⋅ K˜(nc)(r)1 ) ⋅ [∆E[s](r)]T(3) ⋅ q(ϕ)i ⋅ 2
ω
(r)
i
2 + 1 .
(B.448)
Then, following the procedure from Appendix B.25, it is straightforward to show that (B.448) can
be formulated into (B.447). This completes the proof.
B.30. Proof of Theorem 6.6.1
This theorem in Section 6.6.1 consists of two parts, which are addressed in separate subsections.
B.30.1. MSE for R-D NC Standard ESPRIT for a single source
We start the proof by simplifying the MSE expression for R-D NC Standard ESPRIT in (6.52).
In the single source case the noise-free NC measurement matrix can be written as
X
(nc)
0 = a(nc)(µ) ⋅ sT, (B.449)
where a(nc)(µ) = [aT(µ), Ψ˜ ⋅ΠM ⋅ aH(µ)]T ∈ C2M×1 is the augmented array steering vector and
a(µ) = a(1)(µ(1)) ⊗ ⋯ ⊗ a(R)(µ(R)) ∈ CM×1. Moreover, Ψ˜ = Ψ∗ ⋅ Ψ∗ = e−j2ϕ, s ∈ CN×1 contains
the source symbols, and Pˆs = ∥s∥22 /N is the empirical source power. In what follows, we drop the
dependence of a(nc) on µ for notational convenience. If we assume a ULA of isotropic elements in
each of the R modes, we have a(r) = [1, ejµ(r) , . . . , ej(Mr−1)µ(r)]T and ∥a(nc)∥2
2
= 2M . The selection
matrices J˜
(nc)(r)
1 and J˜
(nc)(r)
2 are then chosen according to (6.7) with J
(r)
1 = [IMr−1,0(Mr−1)×1]
and J
(r)
2 = [0(Mr−1)×1,IMr−1] for maximum overlap, i.e., M (sel)r = Mr − 1. Note that (B.449) is a
rank-one matrix and we can directly determine the subspaces from the SVD as
U (nc)s = u(nc)s = a(nc)∥a(nc)∥
2
= a(nc)√
2M
Σ(nc)s = σ(nc)s =√2MNPˆs
V (nc)s = v(nc)s = s∗∥s∥2 =
s∗√
NPˆs
.
For the MSE expression in (6.52), we also require P ⊥
a(nc) = U (nc)n ⋅U (nc)Hn = I2M − 12M ⋅a(nc) ⋅a(nc)H ,
which is the projection matrix onto the noise subspace. Moreover, we have Ψ(r) = ejµ(r) and hence,
the eigenvectors are p
(r)
i = q(r)i = 1. The SO moments R(nc)nn and C(nc)nn of the noise are given by
(6.55).
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Inserting these expressions into (6.56) for circularly symmetric white noise, we obtain
E{(∆µ(r))2} ≈ σ2n
2
⋅ (∥z(nc)(r)∥2
2
−Re{z(nc)(r)T ⋅ (IN ⊗Π2M) ⋅ z(nc)(r)}) , (B.450)
where z(nc)(r) =W (nc)Tmat ⋅ r(nc)(r) with
r(nc)(r) = ⎡⎢⎢⎢⎣(J˜
(nc)(r)
1 ⋅ a(nc)√
2M
)+ ⋅ (J˜(nc)(r)2 /ejµ(r) − J˜(nc)(r)1 )⎤⎥⎥⎥⎦
T ∈ C2M×1 (B.451)
W
(nc)
mat = ⎛⎝ 1√2MNPˆs ⋅
sH√
NPˆs
⎞⎠⊗P ⊥a(nc) ∈ C2M×2MN . (B.452)
Note that the term z(nc)(r) can also be written as z(nc)(r) = s˜T ⊗ a˜(r)T , where
s˜T = 1√
2MNPˆs
⋅ sH√
NPˆs
,
a˜(r)T = (J˜(nc)(r)1 ⋅ a(nc)√
2M
)+ ⋅ (J˜(nc)(r)2 /ejµ(r) − J˜(nc)(r)1 ) ⋅P ⊥a(nc) .
Thus, after straightforward calculations, the MSE in (B.450) is given by
E{(∆µ(r))2} = σ2n
2
⋅ (∥s˜T∥2
2
⋅ ∥a˜(r)T∥2
2
−Re{s˜T ⋅ s˜ ⋅ a˜(r)T ⋅Π2M ⋅ a˜(r)}) . (B.453)
The first term ∥s˜T∥2
2
of (B.453) can be conveniently expressed as ∥s˜T∥2
2
= 1
2MNPˆs
. For the second
term ∥a˜(r)T∥2
2
of (B.453), we simplify a˜(r)T and expand the pseudo-inverse of J˜(nc)(r)1 ⋅ a(nc)(r)
using the relation x+ = xH/ ∥x∥22. As J˜(nc)(r)1 selects 2(Mr − 1) out of 2Mr elements in the r-th
mode, we have ∥J˜(nc)(r)1 ⋅ a(nc)(r)∥22 = MMr ⋅ 2(Mr − 1). Then, taking the shift invariance equation
J˜
(nc)(r)
2 ⋅ a(nc)/ejµ(r) − J˜(nc)(r)1 ⋅ a(nc) = 0 in the r-th mode into account, we obtain
a˜(r)T = √2MMr
2M(Mr − 1) ⋅ (a(nc)
H ⋅ J˜(nc)(r)H1 ⋅ J˜(nc)(r)2 /ejµ(r) − a(nc)H ⋅ J˜(nc)(r)H1 ⋅ J˜(nc)(r)1 ) . (B.454)
As a ULA is centro-symmetric, i.e., (6.10) holds, we can write a(nc) = [1, Ψ˜]T ⊗ a. Note that
the phase term depending on the phase center in (6.10) cancels throughout the derivation and
thus has been neglected. Since the vector a and the matrices J˜
(nc)(r)
k
, k = 1,2, can be written as
a = a(1) ⊗⋯⊗a(R) and J˜(nc)(r)
k
= I2 ⊗ I∏r−1l=1 Ml ⊗J(r)k ⊗ I∏Rl=r+1Ml , all the unaffected modes can be
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factored out of (B.454), yielding
a˜(r)T = √2MMr
2M(Mr − 1) ⋅
⎡⎢⎢⎢⎢⎣
1
Ψ˜
⎤⎥⎥⎥⎥⎦
H
⊗ (a(1) ⊗⋯⊗ a(r−1))H ⊗ (a˜(r)T1 − a˜(r)T2 )⊗ (a(r+1) ⊗⋯⊗ a(R))H ,
(B.455)
where
a˜
(r)T
1 = a(r)H ⋅ J(r)H1 ⋅ J(r)2 /ejµ(r) and
a˜
(r)T
2 = a(r)H ⋅ J(r)H1 ⋅ J(r)1 .
Similarly to [RH12], it is easy to verify that
a˜
(r)T
1 = [0, e−jµ(r) , . . . , e−j(Mr−2)µ(r) , e−j(Mr−1)µ(r)]
a˜
(r)T
2 = [1, e−jµ(r) , . . . , e−j(Mr−2)µ(r) ,0] .
Consequently, we obtain
∥a˜(r)T∥2
2
= M2r
2M(Mr − 1)2 ⋅ 2 ⋅
r−1∏
n=1
∥a(n)∥2
2
⋅ 2 ⋅ R∏
n=r+1
∥a(n)∥2
2
= 2M2r
M(Mr − 1)2 ⋅ MMr = 2Mr(Mr − 1)2 . (B.456)
The third term s˜Ts˜ of (B.453) can be simplified as s˜Ts˜ = Ψ˜
2MNPˆs
, where we have used the equality
s = Ψs0 and the fact that sT0 s0 = NPˆs. Moreover, using (B.455), the last term of (B.453) can be
reduced to a˜(r)TΠ2M a˜(r) = − 2MrΨ˜∗(Mr−1)2 . Inserting these results into (B.453), we finally obtain for the
MSE of R-D NC Standard ESPRIT
E{(∆µ(r))2} = σ2n
NPˆs
⋅ Mr
M(Mr − 1)2 , (B.457)
which is the desired result.
B.30.2. MSE for R-D NC Standard Tensor-ESPRIT for a single source
The second part of the theorem is to show that the MSE of R-D NC Standard Tensor-ESPRIT is
the same as the MSE for R-D NC Standard ESPRIT for d = 1. For simplicity, we only show the
proof for the special case R = 2. However, the expressions easily extend to the R-D case. Assuming
circularly symmetric white noise, the MSE expression of 2-D NC Standard Tensor-ESPRIT for the
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i-th spatial frequency in the r-th mode is given in (6.79) by
E{(∆µ(r)i )2} ≈ σ2n2 ⋅ (∥z(nc,r)i ∥22 −Re{z(nc,r)Ti ⋅ (IN ⊗Π2M) ⋅ z(nc,r)i }) , (B.458)
where z
(nc,r)
i =W (nc,r)Tten ⋅ r(nc,r)i for r = 1,2 with
r
(r)
i = qi ⊗ ([(J˜(nc)(r)1 U (nc)(r)s )+ ⋅ (J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 )]T pi)
and
W
(r)
ten = (Σ[s](r)−13 U [s](r)H3 )⊗ ((T (r)1 ⊗ T (r)2 )V [n](r)∗3 V [n](r)T3 )
+ (U (nc)(r)Ts ⊗ I2M) T¯ (r)2 (U [s](r)∗1 Σ[s](r)−11 V [s](r)T1 ⊗U [n](r)1 U [n](r)H1 ) ⋅KM2,M1N
+ (U (nc)(r)Ts ⊗ I2M) T¯ (r)1 (U [s](r)∗2 Σ[s](r)−12 V [s](r)T2 ⊗U [n](r)2 U [n](r)H2 ) . (B.459)
The matrices T¯
(r)
ℓ , ℓ = 1,2, are defined as
T¯
(r)
1 =
⎡⎢⎢⎢⎢⎢⎢⎣
IM2 ⊗ t(r)1,1⋮
IM2 ⊗ t(r)1,M1
⎤⎥⎥⎥⎥⎥⎥⎦
⊗ IM2 , T¯ (r)2 = IM1 ⊗
⎡⎢⎢⎢⎢⎢⎢⎣
IM1 ⊗ t(r)2,1⋮
IM1 ⊗ t(r)2,M2
⎤⎥⎥⎥⎥⎥⎥⎦
(B.460)
with t
(r)
ℓ,m
denoting the m-th column of T
(r)
ℓ
= U [s](r)
ℓ
U
[s](r)H
ℓ
. Note that the MSE expression for
R-D NC Standard Tensor-ESPRIT is in fact quite similar to the one for matrix-based R-D NC
Standard ESPRIT with the only difference being that the matrixW
(nc)
mat is replaced by the matrix
W
(r)
ten. To simplify the MSE expression in (B.458), we first rewrite X
(nc,r)
0 into the symmetric
model X
(nc,r)
0 =A(nc,r)0 ×R+1 ST0 , where the symmetric array steering tensor A(nc,r)0 is given by
A
(nc,r)
0 = [A ×R+1Ψ r A ×R+1Ψ∗] ∈ CM1×...×Mr−1×2Mr×Mr+1×...×MR×d, (B.461)
where we have assumed the phase reference to be at the R-D array centroid. Note that this
symmetric tensor model is the tensor extension of the symmetric matrix model in (8.19). Then,
for the special case d = 1 and the mode r = 1 for the NC augmentation, the noise-free measurement
tensor X
(nc,r)
0 simplifies to
X
(nc,1)
0 = ⎛⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦⊗ a
(1)⎞⎠ ○ a(2) ○ s0 = a(nc)(1) ○ a(2) ○ s0 ∈ C2M1×M2×N . (B.462)
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Then, the unfoldings of (B.462) are given by
[X (nc,1)0 ](1) = a(nc)(1) ⋅ (a(2) ⊗ s0)T , [X (nc,1)0 ](2) = a(2) ⋅ (s0 ⊗ a(nc)(1))T , (B.463)
[X (nc,1)0 ](3) = s0 ⋅ (a(nc)(1) ⊗ a(2))T .
Consequently, we can relate the necessary subspaces of the unfoldings of X
(nc,1)
0 to s0 and a
(r) via
u
[s](1)
1 = a(nc)(1)√2 ⋅M1 , u[s](1)2 =
a(2)√
M2
, u
[s](1)
3 = s0√
N ⋅ PˆT (B.464)
U
[n](1)
1 = I2M1 − a(nc)(1) ⋅ a(nc)(1)
H
2 ⋅M1 , U
[n](1)
2 = IM2 − a(2) ⋅ a(2)
H
M2
Σ
[s](1)
1 =Σ[s](1)2 =Σ[s](1)3 =
√
2 ⋅M ⋅N ⋅ PˆT
v
[s](1)
1 = (a(2) ⊗ s0)
∗√
M2 ⋅N ⋅ PˆT , v
[s](1)
2 = (s0 ⊗ a(nc)(1))
∗√
2 ⋅M1 ⋅N ⋅ PˆT , v
[s](1)
3 = u(1)s = a(nc,1)√
2 ⋅M
V
[n](1)∗
3 ⋅V [n](1)T3 = U (nc,1)n ⋅U (nc,1)Hn = I2M − a(nc,1) ⋅ a(nc,1)
H
2 ⋅M . (B.465)
Moreover, we have for T
(1)
ℓ
T
(1)
1 = u[s](1)1 ⋅u[s](1)H1 = a(nc)(1) ⋅ a(nc)(1)
H
2 ⋅M1 , T
(1)
2 = u[s](1)2 ⋅u[s](1)H2 = a(2) ⋅ a(2)
H
M2
and thus
T
(1)
1 ⊗ T (1)2 = a(nc)(1) ⋅ a(nc)(1)
H
2 ⋅M1 ⊗
a(2) ⋅ a(2)H
M2
= (a(nc)(1) ⊗ a(2)) ⋅ (a(nc)(1) ⊗ a(2))H
2 ⋅M = a
(nc,1) ⋅ a(nc,1)H
2 ⋅M (B.466)
From (B.465) and (B.466), it immediately follows that the first term inW
(1)
ten cancels as it contains[T (1)1 ⊗ T (1)2 ] ⋅ V [n](1)∗3 ⋅ V [n](1)T3 . We also find t(1)1,m1 = [e−jϕ, ejϕ]T ⊗ a(nc)(1) ⋅ e−jµ(1)m1/2M1 for
m1 = −(M1−1)/2, . . . , (M1−1)/2 and t(1)2,m2 = a(2) ⋅e−jµ(1)m2/M2 form2 = −(M2−1)/2, . . . , (M2−1)/2.
To simplify the remaining two terms inW
(1)
ten we first look at some of their components. We start by(u(1)Ts ⊗ I2M)⋅T¯ (1)1 in (B.459). Using the identity u(1)s = a(nc,1)/√2 ⋅M and the explicit expression
for tr,m we may write
(u(1)Ts ⊗ I2M) ⋅ T¯ (1)1 = 1√
2 ⋅M (a(nc,1)T ⊗ I2M) ⋅ T¯ (1)1
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= 1√
2 ⋅M (a(nc)(1)
T ⊗ a(2)T ⊗ I2M1 ⊗ IM2) ⋅ T¯ (1)1
= 1√
2 ⋅M ([ejϕ e−jϕ]⊗ [e−jµ(1)
(M1−1)
2 , . . . , ejµ
(1) (M1−1)
2 ]⊗ a(2)T ⊗ I2M1 ⊗ IM2) ⋅ T¯ (1)1
= 1√
2 ⋅M ([ejϕ e−jϕ]⊗ [e−jµ(1)
(M1−1)
2 , . . . , ejµ
(1) (M1−1)
2 ]⊗ a(2)T ⊗ I2M1 ⊗ IM2)
⋅ 1
2 ⋅M1 ⋅
⎡⎢⎢⎢⎢⎣
e−jϕ
ejϕ
⎤⎥⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
IM2 ⊗ a(nc)(1) ⋅ ejµ(1) (M1−1)2 ⊗ IM2
IM2 ⊗ a(nc)(1) ⋅ ejµ(1) (M1−3)2 ⊗ IM2⋮
IM2 ⊗ a(nc)(1) ⋅ e−jµ(1) (M1−3)2 ⊗ IM2
IM2 ⊗ a(nc)(1) ⋅ e−jµ(1) (M1−1)2 ⊗ IM2
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 1
2 ⋅M1√2 ⋅M ⋅ 2 ⋅
(M1−1)
2∑
m1=− (M1−1)2
ejµ
(1)m1 ⋅ (a(2)T ⊗ I2M1 ⊗ IM2) ⋅ (IM2 ⊗ a(nc)(1) ⊗ IM2) ⋅ e−jµ(1)m1
= 2
2 ⋅M1√2 ⋅M (a(2)
T ⊗ a(nc)(1) ⊗ IM2) ⋅
(M1−1)
2∑
m1=− (M1−1)2
1
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
M1
= 1√
2 ⋅M (a(2)T ⊗ a(nc)(1) ⊗ IM2) , (B.467)
where we have used the fact that xT ⊗ Y = [x1 ⋅ Y , . . . , xN ⋅ Y ], where xn is the n-th element of
x ∈ CN×1, and Y is a matrix of arbitrary size. Note that in (B.467), we have assumed that M1
is odd. However, the same result can be found for even M1. By applying similar reasoning to(u(1)Ts ⊗ I2M) ⋅ T¯ (1)2 in (B.459), we can show
(u(1)Ts ⊗ I2M) ⋅ T¯ (1)2 = 1√
2 ⋅M (a(nc,1)T ⊗ I2M) ⋅ T¯ (1)2
= 1√
2 ⋅M (a(nc)(1)
T ⊗ a(2)T ⊗ I2M1 ⊗ IM2) ⋅ T¯ (1)2
= 1√
2 ⋅M (a(nc)(1)
T ⊗ [e−jµ(1) (M2−1)2 , . . . , ejµ(1) (M2−1)2 ]⊗ I2M1 ⊗ IM2) ⋅ T¯ (1)2
= 1√
2 ⋅M (a(nc)(1)
T ⊗ [e−jµ(1) (M2−1)2 , . . . , ejµ(1) (M2−1)2 ]⊗ I2M1 ⊗ IM2)
⋅ 1
M2
⋅ I2M1 ⊗
⎡⎢⎢⎢⎢⎢⎢⎢⎣
I2M1 ⊗ a(2) ⋅ ejµ(1) (M2−1)2⋮
I2M1 ⊗ a(2) ⋅ e−jµ(1) (M2−1)2
⎤⎥⎥⎥⎥⎥⎥⎥⎦
= 1
M2
√
2 ⋅M
(M2−1)
2∑
m2=− (M2−1)2
ejµ
(1)m2 ⋅ (a(nc)(1)T ⊗ I2M1 ⊗ IM2) ⋅ (I2M1 ⊗ I2M1 ⊗ a(2)) ⋅ e−jµ(1)m2
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= 1
M2
√
2 ⋅M (a(nc)(1)
T ⊗ I2M1 ⊗ a(2)) ⋅
(M2−1)
2∑
m2=− (M2−1)2
1
´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
M2
= 1√
2 ⋅M (a(nc)(1)
T ⊗ I2M1 ⊗ a(2)) . (B.468)
Again, we have used that M2 is odd for simplicity. The remaining terms in W
(r)
ten we have not
yet associated with s and a(r) are U [s]
∗
r Σ
[s]−1
r V
[s]T
r ⊗U [n](1)r U [n](1)Hr . Using the relations (B.464)-
(B.465) we can write
(U [s](1)∗1 Σ[s](1)−11 V [s](1)T1 )⊗ (U [n](1)1 U [n](1)H1 ) = 1
2MNPˆT
⋅ (a(nc)(1)∗ ⋅ (a(2) ⊗ s0)H)⊗Π⊥a(nc)(1)
(U [s](1)∗2 Σ[s](1)−12 V [s](1)T2 )⊗ (U [n](1)2 U [n](1)H2 ) = 1
2MNPˆT
⋅ (a(2)∗ ⋅ (s0 ⊗ a(nc)(1))H)⊗Π⊥a(2)
where we have used the short-hand notation Π⊥x = IN − xxHxHx for the projection matrix onto the
orthogonal complement of the vector x ∈ CN×1. Combining these intermediate result, the last term
in W
(1)
ten can be expressed as
(u(1)Ts ⊗ I2M) ⋅ T¯ (1)1 ⋅ (U [s](1)∗2 Σ[s](1)−12 V [s](1)T2 )⊗ (U [n](1)2 U [n](1)H2 )
= 1
2MNPˆT
√
2M
(a(2)T ⊗ a(nc)(1) ⊗ IM2) ⋅ [(a(2)∗ ⋅ (s0 ⊗ a(nc)(1))H)⊗Π⊥a(2)]
= 1
2MNPˆT
√
2M
∥a(2)∥2
2
⋅ (s0 ⊗ a(nc)(1))H ⊗ [(a(nc)(1) ⊗ IM2) ⋅Π⊥a(2)]
= 1
2MNPˆT
√
2M
(M2 ⋅ sH0 ⊗ a(nc)(1)H ⊗ a(nc)(1) ⊗Π⊥a(2)) (B.469)
With similar arguments, the second term in W
(1)
ten can be simplified into
(u(1)Ts ⊗ I2M) ⋅ T¯ (1)2 ⋅ (U [s](1)∗1 Σ[s](1)−11 V [s](1)T1 )⊗ (U [n](1)1 U [n](1)H1 ) ⋅KM2×(2M1⋅N)
= 1
2MNPˆT
√
2M
(a(nc)(1)T ⊗ I2M1 ⊗ a(2)) ⋅ [(a(nc)(1)∗ ⋅ (a(2) ⊗ s0)H)⊗Π⊥a(nc)(1)] ⋅KM2×(2M1⋅N)
= 1
2MNPˆT
√
2M
∥a(nc)(1)∥2
2
⋅ (a(2) ⊗ s0)H ⊗ [(I2M1 ⊗ a(2)) ⋅Π⊥a(nc)(1)]
= 1
2MNPˆT
√
2M
(2M1 ⋅ a(2)H ⊗ sH0 ⊗Π⊥a(nc)(1) ⊗ a(2)) ⋅KM2×(2M1⋅N)
= 1
2MNPˆT
√
2M
(2M1 ⋅ sH0 ⊗Π⊥a(nc)(1) ⊗ a(2) ⊗ a(2)H) (B.470)
where the last step is a special case of property (1.22) for commutation matrices.
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Using (B.469) and (B.470) in (B.459), we obtain
W
(1)
ten = 1
2MNPˆT
√
2M
(2M1 ⋅ sH0 ⊗Π⊥a(nc)(1) ⊗ a(2) ⊗ a(2)H +M2 ⋅ sH0 ⊗ a(nc)(1)H ⊗ a(nc)(1) ⊗Π⊥a(2))
= 1
2MNPˆT
√
2M
⋅ sH0 ⊗ (2M1 ⋅Π⊥a(nc)(1) ⊗ (a(2) ⋅ a(2)H) +M2 ⋅ (a(nc)(1) ⋅ a(nc)(1)H)⊗Π⊥a(2))
= 1
NPˆT
√
2M
⋅ sH0 ⊗ ⎛⎝Π⊥a(nc)(1) ⊗ a
(2) ⋅ a(2)H
M2
+ a(nc)(1) ⋅ a(nc)(1)
H
2M1
⊗Π⊥
a(2)
⎞⎠
= 1
NPˆT
√
2M
⋅ sH0 ⊗ (Π⊥a(nc)(1) ⊗Πa(2) +Πa(nc)(1) ⊗Π⊥a(2)) , (B.471)
where we have applied the rule x⊗yT = x ⋅yT and used the short-hand notation Πx = xxHxHx for the
projection matrix onto the vector x ∈ CN×1. Comparing (B.471) with (B.452) from them matrix
case in Appendix B.30.1 we find that for a single source,W
(nc)
mat andW
(1)
ten are in fact quite similar,
the only difference being that Π⊥
a(nc) is replaced by Π
⊥
a(nc)(1) ⊗Πa(2) +Πa(nc)(1) ⊗Π⊥a(2) . Therefore,
to show the R-D NC Standard ESPRIT and R-D NC Standard Tensor-ESPRIT have the same
MSE for d = 1, it is sufficient to show that the corresponding terms a˜(r) are the same, i.e., that
a(nc)HJ˜(nc)(r)
H
1 (J˜(nc)(r)2 /ej⋅µ(r) − J˜(nc)(r)1 ) ⋅Π⊥a(nc)
= a(nc,1)HJ˜(nc)(r)H1 (J˜(nc)(r)2 /ej⋅µ(r) − J˜(nc)(r)1 ) ⋅ (Π⊥a(nc)(1) ⊗Πa(2) +Πa(nc)(1) ⊗Π⊥a(2)) (B.472)
for r = 1,2. Note that the left-hand side of (B.472) was shown to be equal to (cf. equation (B.455))
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ (a˜(1)1 − a˜(1)2 )T ⊗ a(2)T , for r = 1 and
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a(1)T ⊗ (a˜(2)1 − a˜(2)2 )T for r = 2
(B.473)
where a˜
(r)T
1 = a(r)H ⋅ J(r)H1 ⋅ J(r)2 /ej⋅µ(r) and a˜(r)T2 = a(r)H ⋅ J(r)H1 ⋅ J(r)1 .
Expanding the corresponding right-hand side of (B.472) we have for r = 1
a(nc,1)HJ˜(nc)(r)
H
1 (J˜(nc)(r)2 /ej⋅µ(r) − J˜(nc)(r)1 ) ⋅ (Π⊥a(nc)(1) ⊗Πa(2) +Πa(nc)(1) ⊗Π⊥a(2))
=
⎡⎢⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ (a(1)HJ(1)H1 (J(1)2 /ej⋅µ(1) − J(1)1 ))⊗ a(2)H
⎤⎥⎥⎥⎥⎥⎦
⋅ (Π⊥
a(nc)(1) ⊗Πa(2) +Πa(nc)(1) ⊗Π⊥a(2))
=⎛⎜⎝
⎛⎜⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a(1)HJ(1)H1 (J(1)2 /ej⋅µ(1) − J(1)1 )⎞⎟⎠ ⋅Π⊥a(nc)(1)
⎞⎟⎠⊗ (a(2)
H ⋅Πa(2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
a(2)H
)
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+⎛⎜⎝
⎛⎜⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a(1)HJ(1)H1 (J(1)2 /ej⋅µ(1) − J(1)1 )⎞⎟⎠ ⋅Πa(nc)(1)
⎞⎟⎠⊗ (a(2)
H ⋅Π⊥
a(2)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
01×M2
) (B.474)
where we have used the fact that a(nc,1) = ⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦ ⊗ a
(1) ⊗ a(2) and J˜(1)ℓ = I2 ⊗ J(1)ℓ ⊗ IM2 for
ℓ = 1,2. Moreover, a(2)H ⋅Πa(2) = a(2)H and a(2)H ⋅Π⊥a(2) = 01×M2 follow from the fact that Πa(2)
and Π⊥
a(2) represent projection matrices onto the vector a
(2) and its orthogonal complement space,
respectively. Therefore, the right-hand side of (B.472) can be written as
⎛⎜⎝
⎛⎜⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a(1)HJ(1)H1 (J(1)2 /ejµ(1) − J(1)1 )⎞⎟⎠ ⋅ (I2M1 −
1
2M1
a(nc)(1) ⋅ a(nc)(1)H)⎞⎟⎠⊗ a(2)
H
=⎛⎜⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a(1)HJ(1)H1 (J(1)2 /ejµ(1) − J(1)1 )⎞⎟⎠⊗ a(2)
H
− 1
2M1
⎛⎜⎝
⎛⎜⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a(1)HJ(1)H1 (J(1)2 /ejµ(1) − J(1)1 )⎞⎟⎠ ⋅ a(nc)(1) ⋅ a(nc)(1)
H⎞⎟⎠⊗ a(2)
H
=⎛⎜⎝
⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ a˜(1)T− a˜(2)T⎞⎟⎠⊗ a(2)
H− 1
2M1
(2 ⋅ a(1)HJ(1)H1 (J(1)2 /ejµ(1)a(1)− J(1)1 a(1))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
0(M1−1)×1
a(nc)(1)
H)⊗ a(2)H
=⎡⎢⎢⎢⎢⎣
ejϕ
e−jϕ
⎤⎥⎥⎥⎥⎦
H
⊗ (a˜(1)T − a˜(2)T)⊗ a(2)H (B.475)
where J
(1)
2 /ej⋅µ(1)a(1) − J(1)1 a(1) = 0(M1−1)×1 follows from the fact that a(1) satisfies the shift in-
variance equation for r = 1. Note that (B.475) is similar to the matrix case considered in Ap-
pendix B.30.1. Thus, we have shown that the left-hand side and the right-hand side of (B.472)
are equal for r = 1. The same result can be found for r = 2. Consequently, we have shown that for
d = 1
r(r)T ⋅W (nc)mat = r(r)T ⋅W (r)ten, for r = 1,2 (B.476)
and hence, the MSE for 2-D NC Standard ESPRIT and 2-D NC Standard Tensor-ESPRIT are
indeed equal.
338
B.31. Proof of Theorem 6.6.2
B.31. Proof of Theorem 6.6.2
The proof of Theorem 6.6.2 in Section 6.6.2.1 follows analogously the steps for the proof of The-
orem 4.5.1 in Appendix B.5 for R-D Standard ESPRIT. Therefore, we can start with the MSE
expression of R-D NC Standard ESPRIT for circularly symmetric white noise in (6.56) and straight-
forwardly apply the same steps as in Appendix B.5 to prove the desired result.
B.32. Proof of Theorem 6.6.3
In this appendix, we provide a sketch of the proof of Theorem 6.6.3 from Section 6.6.2.2. For the
sake of brevity, we have left out some of the lengthy derivations, however, the full proof is provided
by us in [Gra16]. We start with the general MSE expression for R-D NC Standard Tensor-ESPRIT
for circularly symmetric white sensor noise in (6.79). The MSE for the i-th spatial frequency for
i = 1,2 in the r-th mode is given by
E{(∆µ(r)i )2} = σ2n2 ⋅ (∥z(nc,r)i ∥22 −Re{z(nc,r)
T
i ⋅ (IN ⊗Π2M) ⋅ z(nc,r)i }) , (B.477)
where z
(nc,r)
i =W (nc,r)Tten ⋅ r(nc,r)i with
r
(nc,r)
i = qi ⊗ ([(J˜(nc)(r)1 ⋅U (nc,r)s )+ ⋅ (J˜(nc)(r)2 /λ(r)i − J˜(nc)(r)1 )]T ⋅ pi) (B.478)
W
(nc,r)
ten =W (nc,r)0 + R∑
q=1
W (nc,r)q ⋅P (q)TM1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅P (R)M1,...,Mr−1,2Mr ,Mr+1,...,MR,N .
(B.479)
Then, inserting W
(nc,r)
ten from (B.479) into the vector z
(nc,r)T
i = r(nc,r)Ti ⋅W (nc,r)ten , we obtain
z
(nc,r)T
i =r(nc,r)Ti ⋅W (nc,r)0 + r(nc,r)Ti ⋅ R∑
q=1
W (nc,r)q ⋅P (q)TM1,...,Mr−1,2Mr ,Mr+1,...,MR,N ⋅P (R)M1,...,Mr−1,2Mr ,Mr+1,...,MR,N
= z(nc,r)Ti,0 + z(nc,r)Ti,R . (B.480)
Similar to the derivation of R-D Unitary Tensor-ESPRIT for two sources in Appendix B.8, it can
be shown that
(IN ⊗Π2M) ⋅ z(nc,r)i,0 = −z(nc,r)∗i,0 (B.481)
(IN ⊗Π2M) ⋅ z(nc,r)i,R = −z(nc,r)∗i,R . (B.482)
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Then, since
(IN ⊗Π2M) ⋅ z(nc,r)i = (IN ⊗Π2M) ⋅ (z(nc,r)i,0 + z(nc,r)i,R ) = (IN ⊗Π2M) ⋅ z(nc,r)i,0 + (IN ⊗Π2M) ⋅ z(nc,r)i,R
= −z(nc,r)∗i,0 − z(nc,r)∗i,R = −z(nc,r)∗i , (B.483)
it follows immediately that
z
(nc,r)T
i ⋅ (IN ⊗Π2M) ⋅ z(nc,r)i = − ∥z(nc,r)i ∥22 . (B.484)
Therefore, the MSE for R-D NC Standard Tensor-ESPRIT in (B.477) simplifies to
MSE
(nc,r)
i = E{(∆µ(r)i )2} = σ2n ⋅ ∥z(nc,r)i ∥22 . (B.485)
In order to further simplify (B.485) for d = 2, we introduce an equivalent symmetric model A(nc,r)0
for the array steering tensor A(nc,r) in (6.25). This is achieved by merging the rotation phase
matrix Ψ with the array phase reference ∆ into a matrix Ξ =∆ ⋅Ψ according to (2.38). Then, we
can write
A
(nc,r)
0 = (Ac ×R+1Φ) r (Ac ×R+1Φ∗) (B.486)
such that the unperturbed measurement tensor X
(nc,r)
0 can be expressed as
X
(nc,r)
0 =A(nc,r)0 ×R+1 ST0 . (B.487)
An alternative formulation for A
(nc,r)
0 is given by
A
(nc,r)
0 = IR+1,d ×1A(1)c . . . ×r−1A(r−1)c ×r A(r)(nc)0 ×r+1A(r+1)c . . . ×RA(R)c , (B.488)
where A
(r)(nc)
0 = [a(r)(nc)0 (µ(r)1 ) . . . a(r)(nc)0 (µ(r)d )] ∈ C2⋅Mr×d is the augmented r-mode array
steering matrix where the array centroid is chosen as phase reference and the array steering matrices
in the unaffected modes q = 1, . . . ,R, q ≠ r are chosen as A(q)c = [a(q)c (µ(q)1 ) . . . a(q)c (µ(q)d )] ∈
C
Mq×d. Then, the matrix version of A
(nc,r)
0 is obtained via A
(nc,r)
0 = [A(nc,r)0 ]TR+1 ∈ C2⋅M×d as
A
(nc,r)
0 = [A(nc,r)0 ]TR+1 =A◇c,1∶r−1 ◇
⎡⎢⎢⎢⎢⎣
A
(r)
c ⋅Φ
A
(r)
c ⋅Φ∗
⎤⎥⎥⎥⎥⎦ ◇A
◇
c,r+1∶R. (B.489)
With these modifications, we proceed to determine the norm ∥z(nc,r)i ∥22 in (B.485). Again, it can
be shown that the terms z
(nc,r)
i,0 and z
(nc,r)
i,R are orthogonal. Hence, the norm for z
(nc,r)
i is given by
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the sum of the norms of z
(nc,r)
i,0 and z
(nc,r)
i,R
∥z(nc,r)i ∥22 = ∥z(nc,r)i,0 ∥22 + ∥z(nc,r)i,R ∥22 . (B.490)
Similar to the steps of the derivations for the R-D Tensor-ESPRIT-type algorithms in Appendix B.7
and Appendix B.8, we will devise ∥z(nc,r)i,0 ∥22 by writing z(nc,r)Ti,0 = r(nc,r)Ti ⋅W (nc,r)0 into the Kronecker
product
z
(nc,r)T
i,0 = s˜(nc,r)Ti,0 ⊗ a˜(nc,r)Ti,0 , (B.491)
where
s˜
(nc,r)T
i,0 = eTi ⋅S+T0 (B.492)
a˜
(nc,r)T
i,0 = eTi ⋅ (J˜(nc,r)1 ⋅A(nc,r)0 )+ ⋅ (J˜(nc,r)2 /λ(r)i − J˜(nc,r)1 ) ⋅ (T⊗1∶r−1 ⊗ T (nc,r)r ⊗ T⊗r+1∶R) ⋅P ⊥A(nc,r)
0
.
(B.493)
To obtain this result, we have used the symmetric data model in (B.487) Consequently, the signal
part s˜
(nc,r)
i,0 only contains the real-valued symbols S0, and the rotation phase Ψ = diag {e j⋅ϕrot,i}di=1 ∈
C
d×d has been included in the symmetric augmented array steering matrix A
(nc,r)
0 together with
the array phase ∆ = diag {e j⋅ϕref,i}d
i=1 ∈ Cd×d.
By making use of property (1.7) we obtain the squared norm ∥z(nc,r)i,0 ∥22 as
∥z(nc,r)i,0 ∥22 = ∥s˜(nc,r)i,0 ∥22 ⋅ ∥a˜(nc,r)i,0 ∥22 . (B.494)
To compute ∥s˜(nc,r)i,0 ∥22, we make use of the fact that s˜(nc,r)i,0 is a special case of s˜i,0 from the
derivation for R-D Standard Tensor-ESPRIT in Appendix B.7. Since s˜
(nc,r)
i,0 differs from s˜i,0 only
by the real-valued source symbols, it is clear that ∥s˜(nc,r)i,0 ∥22 = ∥s˜i,0∥22 such that
∥s˜(nc,r)i,0 ∥22 = 1N ⋅ Pˆi¯Pˆ1 ⋅ Pˆ2 ⋅ (1 − ρˆ2) = ∥s˜i,0∥22 , (B.495)
where ρˆ denotes the empirical correlation of the real-valued source symbols S0. This result cor-
responds to the observation that the signal part remains unaffected, since the NC preprocessing
only affects the array steering vectors and not the source symbols.
Then, we proceed with the term ∥a˜(nc,r)i,0 ∥22. By assuming maximally overlapping subarrays, we
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can simplify ∥a˜(nc,r)i,0 ∥22 into
∥a˜(nc,r)i,0 ∥22 = b
(r) ⋅ cos2 (∆ϕ)
2 ⋅D(nc,r)2
sel
⋅D(nc,r)r (B.496)
where the determinants D
(nc,r)
sel
and D
(nc,r)
r can be expressed as
D
(nc,r)
sel
= (M
Mr
)2 ⋅ (Mr − 1)2 − cos2 (∆ϕ) ⋅ ∣α˜(r)∣2 and D(nc,r)r =M2r − cos2 (∆ϕ) ⋅ ∣α(r)∣2 . (B.497)
In contrast to the result for ∥a˜(r)i,0 ∥22 in Appendix B.7 for R-D Standard Tensor-ESPRIT, the term
(B.496) depends on ∆ϕ =∆ϕref +∆ϕrot.
In the next step, we move on to the term ∥z(nc,r)i,R ∥22 and find that z(nc,r)Ti,R = r(nc,r)Ti ⋅ R∑q=1W (nc,r)q ⋅
P
(q)T
M1,...,2Mr,...,MR,N
⋅P (R)M1,...,2Mr,...,MR,N reduces to
z
(nc,r)T
i,R = z(nc,r)Ti,r ⋅P (r)TM1,...,2Mr ,...,MR,N ⋅P (R)M1,...,2Mr ,...,MR,N , (B.498)
where z
(nc,r)T
i,r = r(nc,r)Ti ⋅W (nc,r)r can be expressed as the Kronecker product
z
(nc,r)T
i,r = s˜(nc,r)Ti,r ⊗ a˜(nc,r)Ti,r , (B.499)
with
s˜
(nc,r)T
i,r = eTi ⋅ [A◇c,r+1∶R ◇ST0 ◇A◇c,1∶r−1]+ (B.500)
a˜
(nc,r)T
i,r = eTi ⋅ (J˜(r)1 ⋅Ac)+ ⋅ (J˜(r)2 /λ(r)i − J˜(r)1 ) ⋅ (a⊗(1∶r−1)c,i ⊗P ⊥Ar ⊗ a⊗(r+1∶R)c,i ) . (B.501)
Note that the permutation matrices P
(r)T
M1,...,2Mr ,...,MR,N
and P
(R)
M1,...,2Mr,...,MR,N
, do not affect the
result when taking the norm. Making use of property (1.7), the term ∥z(nc,r)i,R ∥22 can be computed
as
∥z(nc,r)i,R ∥22 = ∥s˜(nc,r)i,r ∥22 ⋅ ∥a˜(nc,r)i,r ∥22 . (B.502)
Assuming maximum subarray overlap, we can write ∥s˜(nc,r)i,r ∥22 as
∥s˜(nc,r)i,r ∥22 =
M
Mr
⋅ Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ [( MMr )2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2 ]
. (B.503)
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The result for the array part a˜
(nc,r)
i,r for maximum overlap is given by
∥a˜(nc,r)i,r ∥22 = 12 ⋅D(nc,r)2
sel
⋅ ⎡⎢⎢⎢⎢⎣(
M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2
+ cos2 (∆ϕ) ⋅ ⎧⎪⎪⎨⎪⎪⎩ ∣
α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
}
− 1
D
(nc,r)
r
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦.
At this point, we are ready to combine the derived expressions into a simplified MSE expression
for R-D NC Standard Tensor-ESPRIT for two sources. The expression for ∥z(nc,r)i,0 ∥22 = ∥s˜i,0∥22 ⋅∥a˜(nc,r)i,0 ∥22 results in
∥z(nc,r)i,0 ∥22
= 1
N
⋅ Pˆi¯
Pˆ1 ⋅ Pˆ2 ⋅ (1 − ∣ρˆ∣2 ) ⋅
M ⋅ (Mr − 1)2 ⋅ cos2 (∆ϕ) ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅ [( MMr )2 − ∣α∣2∣α(r)∣2 ]
2 ⋅D(nc,r)2
sel
⋅D(nc,r)r (B.504)
The expression for ∥z(nc,r)i,r ∥22 = ∥s˜(nc,r)i,r ∥22 ⋅ ∥a˜(nc,r)i,r ∥22 results in
∥z(nc,r)i,r ∥22 = 12 ⋅D(nc,r)2
sel
⋅ MMr ⋅ Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ [( MMr )2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2 ]
⋅ ⎡⎢⎢⎢⎢⎣(
M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + cos2 (∆ϕ) ⋅ ⎧⎪⎪⎨⎪⎪⎩ ∣
α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
− 4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
}
− 1
D
(nc,r)
r
⋅Mr ⋅ (Mr − 1)2 ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
2 ⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦ (B.505)
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Finally, we compute ∥z(nc,r)i ∥22 = ∥z(nc,r)i,0 ∥22 + ∥z(nc,r)i,r ∥22 as
∥z(nc,r)i ∥22 = Pˆi¯2 ⋅N ⋅ Pˆ1 ⋅ Pˆ2 ⋅D(nc,r)2sel ⋅
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⎡⎢⎢⎢⎢⎢⎢⎣
1
1 − ∣ρˆ∣2 −
( M
Mr
)2 − ∣α∣2∣α(r)∣2
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎥⎥⎦
⋅ 1
D
(nc,r)
r
⋅M ⋅ (Mr − 1)2 ⋅ cos2 (∆ϕ) ⋅ ∣e j∆µ(r)− 1∣2 ⋅ ∣α(r)sel ∣2 ⋅
⎡⎢⎢⎢⎢⎣(
M
Mr
)2 − ∣α∣2∣α(r)∣2
⎤⎥⎥⎥⎥⎦
+ ⎡⎢⎢⎢⎢⎣(
M
Mr
)4 ⋅ (Mr − 1)2 ⋅ 2 + cos2 (∆ϕ) ⋅ ⎧⎪⎪⎨⎪⎪⎩ ∣
α
α(r)
∣4 ⋅ ∣α(r)
sel
∣2 ⋅ (2 + (Mr − 2) ⋅ ∣e j∆µ(r)− 1∣2)
−4 ⋅ (M
Mr
)2 ⋅ (Mr − 1) ⋅ ∣ α
α(r)
∣2 ⋅Re{α(r)
sel,0
}⎫⎪⎪⎬⎪⎪⎭
⎤⎥⎥⎥⎥⎦ ⋅
M
Mr
( M
Mr
)2 − ∣ρˆ∣2 ⋅ ∣α∣2∣α(r)∣2
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
.
Eventually, we obtain the MSE of R-D NC Standard Tensor-ESPRIT for the k-th source in the
r-th dimension as
MSE
(nc,r)
ten,i = σ2n2 ⋅ Pˆi¯N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a(nc,r)ten . (B.506)
Thus, the total MSE of R-D NC Standard Tensor-ESPRIT for two sources is given by
MSE
(nc)
ten = R∑
r=1
σ2n
2
⋅ Pˆi + Pˆi¯
N ⋅ Pˆ1 ⋅ Pˆ2 ⋅ a
(nc,r)
ten , (B.507)
where a
(nc,r)
ten can be formulated into (6.88). This completes the sketch of the proof.
B.33. Proof of Theorem 7.4.1
To show this result in Section 7.4.2, we simply use the FBA-processed and spatially smoothed
augmented measurement matrix
X˜
(nc)
SS
= [X(nc)
SS
Π2Msub ⋅X(nc)∗SS ⋅ΠNL] ∈ C2Msub×2NL (B.508)
and compute the Gram matrix G = X˜(nc)
SS
⋅ X˜(nc)H
SS
, which yields
G =X(nc)
SS
⋅X(nc)H
SS
+Π2Msub ⋅X(nc)∗SS ⋅X(nc)TSS ⋅Π2Msub . (B.509)
344
B.34. Proof of Theorem 7.5.1
Expanding the second term of (B.509) using (7.24), we obtain
Π2Msub ⋅ ⎛⎝
L∑
ℓ=1
(nc)Jℓ ⋅X(nc)∗ ⋅X(nc)T ⋅ J(nc)Tℓ ⎞⎠ ⋅Π2Msub
= L∑
ℓ=1
⎡⎢⎢⎢⎢⎣
ΠMsub ⋅ Jℓ ⋅ΠM ⋅X ⋅XH ⋅ΠM ⋅ JTℓ ⋅ΠMsub ΠMsub ⋅ Jℓ ⋅ΠM ⋅X ⋅XT ⋅ JTℓ ⋅ΠMsub
ΠMsub ⋅ Jℓ ⋅X∗ ⋅XH ⋅ΠM ⋅ JTℓ ⋅ΠMsub ΠMsub ⋅ Jℓ ⋅X∗ ⋅XT ⋅ JTℓ ⋅ΠMsub
⎤⎥⎥⎥⎥⎦ .
(B.510)
Next, we observe the symmetries ΠMsub ⋅ Jℓ ⋅ΠM = JL−ℓ+1 and ΠMsub ⋅ Jℓ = JL−ℓ+1 ⋅ΠM . Hence,
we perform a change of variables to m = L − ℓ + 1, which simplifies (B.510) to
L∑
m=1
⎡⎢⎢⎢⎢⎣
Jm ⋅X ⋅XH ⋅ JTm Jm ⋅X ⋅XT ⋅ΠM ⋅ JTm
Jm ⋅ΠM ⋅X∗ ⋅XH ⋅ JTm Jm ⋅ΠM ⋅X∗ ⋅XT ⋅ΠMJTm
⎤⎥⎥⎥⎥⎦ =X
(nc)
SS
⋅X(nc)H
SS
. (B.511)
Replacing the second term of (B.509) by (B.511), we have G = 2 ⋅X(nc)
SS
⋅X(nc)H
SS
. Thus, the matrix
G reduces to the scaled Gram matrix of X
(nc)
SS
, i.e., the column space of X
(nc)
SS
is the same as the
column space of the Gram matrix of X
(nc)
SS
. Consequently, FBA has no effect on the column space
of X
(nc)
SS
. This completes the proof.
B.34. Proof of Theorem 7.5.1
This theorem from Section 7.5 consists of several parts, which we address in separate subsections.
B.34.1. MSE for R-D Standard ESPRIT with Spatial Smoothing
We start the proof by simplifying the MSE expression for R-D Standard ESPRIT with spatial
smoothing in (7.32) and for d = 1. In the single source case the noise-free spatially smoothed
measurement matrix XSS0 ∈ CMsub×NL can be written as
XSS0 = a¯SS(µ) ⋅φT ⋅ (IL ⊗ s¯T) = a¯SS(µ) ⋅ aTL ⋅ (IL ⊗ s¯T)= a¯SS(µ) ⋅ (aL ⊗ s¯)T = a¯SS(µ) ⋅ s¯TL, (B.512)
where
a¯SS(µ) = a¯(1)1 (µ(1))⊗⋯⊗ a¯(R)1 (µ(R)) ∈ CMsub×1 (B.513)
345
Appendix B. Proofs and derivations
is the spatially smoothed array steering vector in all R modes with a¯
(r)
1 (µ(r)) = J(Mr)1r ⋅ a¯(r)(µ(r)) ∈
C
Msubr×1, r = 1, . . . ,R and
φ = aL = a(1)L1 (µ(1))⊗⋯⊗ a(R)LR (µ(R)) ∈ CL×1 (B.514)
with a
(r)
Lr
(µ(r)) = [1, ejµ(r) , . . . , ejµ(r)(Lr−1)]T ∈ CLr×1, ∀ r. Moreover, s¯ = ejδ ⋅ s ∈ CN×1 with δ =
∑Rr=1 δ(r)µ(r) contains the source symbols with the empirical source power Pˆs = ∥s¯∥22 /N and we
have s¯HL ⋅ s¯L = NLPˆs. In what follows, we drop the dependence of a¯SS(µ) on µ for notational
convenience. For a ULA of isotropic elements in each of the R modes, a¯(r) is given by (cf. (2.26) )
a¯(r) = [e−jMr−12 µ(r)i e−jMr−32 µ(r)i . . . ejMr−32 µ(r)i ejMr−12 µ(r)i ] (B.515)
and ∥a¯SS∥22 = Msub = M − L + 1. The selection matrices J˜(r)SS1 and J˜(r)SS2 are chosen as J˜(r)SS1 =[IMsubr−1,0(Msubr−1)×1] and J˜(r)SS2 = [0(Msubr−1)×1,IMsubr−1] for maximum overlap, i.e., M (sel)subr =
Msubr − 1. Note that (B.512) is a rank-one matrix and we can directly determine the subspaces
from the SVD as
USSs = uSSs = a¯SS∥a¯SS∥2 =
a¯SS√
Msub
,
ΣSSs = σSSs = √MsubNLPˆs,
VSSs = vSSs = s¯∗L∥s¯L∥2 =
s¯∗L√
NLPˆs
.
For the MSE expression in (7.32), we also require P ⊥a¯SS = USSn ⋅UHSSn = IMsub − 1Msub ⋅ a¯SS ⋅ a¯HSS, which
is the projection matrix onto the noise subspace. Moreover, we have Φ(r) = ejµ(r) and hence, the
eigenvectors are p
(r)
i = q(r)i = 1. The SO moments RSS and CSS of the noise are given by (7.36)
with Rnn = σ2n ⋅ IM and Cnn = 0.
Inserting these expressions into (7.32), we get
E{(∆µ(r))2} = 1
2
⋅ z(r)H
SS
⋅RTSS ⋅ z(r)SS = 12 ⋅ z(r)TSS ⋅RSS ⋅ z(r)∗SS (B.516)
with z
(r)
SS
=WTSS ⋅ r(r)SS and
r
(r)
SS
= [(J˜(r)
SS1
⋅ a¯SS√
Msub
)+ ⋅ (J˜(r)
SS2
/ejµ(r) − J˜(r)
SS1
)]T ∈ CMsub×1,
WSS = ⎛⎝ 1√MsubNLPˆs ⋅
s¯HL√
NLPˆs
⎞
⎠⊗P ⊥a¯SS ∈ CMsub×MsubNL.
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Note that the term z
(r)T
SS
can also be written as z
(r)T
SS
= s˜T ⊗ a˜(r)T , where
s˜T = 1√
MsubNLPˆs
⋅ (aL ⊗ s¯)H√
NLPˆs
, (B.517)
a˜(r)
T = (J˜(r)
SS1
⋅ a¯SS√
Msub
)+ ⋅ (J˜(r)
SS2
/ejµ(r) − J˜(r)
SS1
) ⋅P ⊥a¯SS . (B.518)
Next, we further simplify the expression a˜(r)T and expand the pseudo-inverse of J˜(r)
SS1
⋅ a¯SS using
the relation x+ = xH/ ∥x∥22. As J˜(r)SS1 selects Msubr − 1 out of Msubr elements in the r-th mode, we
have ∥J˜(r)
SS1
⋅ a¯SS∥22 = MsubMsubr ⋅(Msubr −1). Then, taking the shift invariance equation J˜(r)SS2 ⋅ a¯SS/ejµ(r) −
J˜
(r)
SS1
⋅ a¯SS = 0 in the r-th mode into account, we obtain
a˜(r)
T = √MsubMsubr
Msub(Msubr − 1) ⋅ aˇ(r)
T
, (B.519)
aˇ(r)
T = a¯HSS ⋅ (J˜(r)HSS2 ⋅ J˜(r)SS2 − J˜(r)HSS1 ⋅ J˜(r)SS1) . (B.520)
Since the vector a¯SS and the matrices J˜
(r)
SSk
, k = 1,2, contained in a¯(r)T can be written as a¯SS =
a¯
(1)
1 ⊗⋯⊗a¯(R)1 and J˜(r)SSk = I∏r−1l=1 Msubl ⊗J(r)SSk⊗I∏Rl=r+1Msubl , all the unaffected modes can be factored
out of aˇ(r)T , yielding
aˇ(r)
T = (a¯(1)1 ⊗⋯⊗ a¯(r−1)1 )H ⊗ a˘(r)T1 ⊗ (a¯(r+1)1 ⊗⋯⊗ a¯(R)1 )H , (B.521)
where we have a˘
(r)T
1 = a¯(r)H1 ⋅ (J(r)HSS2 ⋅ J(r)SS2 − J(r)HSS1 ⋅ J(r)SS1) with
a¯
(r)H
1 = [ej (Mr−1)2 µ(r) . . . e−j (Mr−2Lr−1)2 µ(r) e−j (Mr−2Lr+1)2 µ(r)] . (B.522)
Then, it is easy to verify that
a˘
(r)T
1 = [−ej (Mr−1)2 µ(r) ,0, . . . ,0, e−j (Mr−2Lr+1)2 µ(r)] .
Thus, the MSE expression in (B.516) is given by
E{(∆µ(r))2} = k(r)2
2
⋅ v(r)T ⋅RSS ⋅ v(r)∗ , (B.523)
where we have used z
(r)T
SS
= k(r) ⋅v(r)T with v(r)T = aHL ⊗ s¯H⊗ aˇ(r)T and k(r) = 1NLPˆs ⋅ MsubrMsub(Msubr−1) .
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After straightforward calculations, we further simplify (B.523) to obtain
E{(∆µ(r))2} = k(r)2
2
⋅ σ2n ⋅ s¯H ⋅ s¯
⋅ L∑
ℓ=1
L∑
m=1
⎛⎜⎜⎝
⎛⎜⎜⎝
R∏
p=1
p≠r
a
(p)H
1 ⋅ J(Mp)ℓp ⋅ J(Mp)Tmp ⋅ a(p)1
⎞⎟⎟⎠ ⋅ a˘
(r)T
1 ⋅ J(Mr)ℓr ⋅ J(Mr)Tmr ⋅ a˘(r)∗1 ⋅ ej∑Rs=1 µ(s)(ℓs−ms)
⎞⎟⎟⎠
= k(r)2
2
⋅ σ2n ⋅NPˆs ⋅
⎛⎜⎜⎝
R∏
p=1
p≠r
a
(p)H
1 ⋅ ⎛⎝
Lp∑
ℓp=1
Lp∑
mp=1
J
(Mp)
ℓp
⋅ J(Mp)Tmp ⎞⎠ ⋅ a(p)1
⎞⎟⎟⎠
⋅ a˘(r)T1 ⋅ ⎛⎝
Lr∑
ℓr=1
Lr∑
mr=1
J
(Mr)
ℓr
⋅ J(Mr)Tmr ⋅ ej∑Rs=1 µ(s)(ℓs−ms)⎞⎠ ⋅ a˘(r)∗1 (B.524)
= k(r)2
2
⋅ σ2n ⋅NPˆs ⋅
⎛⎜⎜⎝
R∏
p=1
p≠r
cp
⎞⎟⎟⎠ ⋅ 2 ⋅min{Lr,Mr −Lr} (B.525)
where cp in (B.525) is defined in (7.50) and it can be shown that the last term in (B.524) evaluates
to 2 ⋅ (Lr −max{2 ⋅ Lr −Mr,0}) = 2 ⋅min{Lr,Mr − Lr}. Consequently, the MSE of R-D Standard
ESPRIT with spatial smoothing is given by
E{(∆µ(r))2} = σ2n
NPˆs
⋅ M2subr ⋅min{Lr,Mr −Lr}
L2M2
sub
(Msubr − 1)2 ⋅
R∏
p=1
p≠r
cp
= σ2n
NPˆs
⋅ min{Lr,Mr −Lr}(Mr −Lr)2L2r ⋅
R∏
p=1
p≠r
cp
M2
subp
L2p
, (B.526)
where we have used the fact that Msub =Msubr ⋅∏Rp=1
p≠r
Msubp and L = Lr ⋅∏Rp=1
p≠r
Lp. Equation (B.526)
is the desired result.
B.34.2. MSE for R-D Unitary ESPRIT with Spatial Smoothing
The second part of the theorem is to show that for a single source, the MSE of R-D Unitary
ESPRIT with spatial smoothing in (7.38) is the same as the MSE of R-D Standard ESPRIT with
spatial smoothing in (7.32). Firstly, we simplify X˜SS0 from (7.37) and find
X˜SS0 = [a¯SS ⋅ s¯TL ΠMsub ⋅ a¯∗SS ⋅ s¯HL ⋅ΠNL] (B.527)
= a¯SS ⋅ [s¯TL ej∑Rr=1(Lr−1)µ(r) ⋅ s¯HL ⋅ΠNL]
= a¯SS ⋅ s¯TL, (B.528)
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where in (B.527), we have used the fact that ΠMsubr ⋅ a¯(r)∗1 (µ(r)) = a¯(r)1 (µ(r)) ⋅ ej(Lr−1)µ(r) holds for
a ULA in the r-th mode. Moreover, we have defined
s¯L = ⎡⎢⎢⎢⎢⎣
s¯L
ej∑Rr=1(Lr−1)µ(r) ⋅ΠNL ⋅ s¯∗L
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
aL ⊗ s¯
aL ⊗ΠN ⋅ s¯∗
⎤⎥⎥⎥⎥⎦ . (B.529)
Note that ∥s¯L∥22 = 2NLPˆs. The subspaces from the SVD of X˜SS0 are obtained as
u˜SSs = a¯SS√
Msub
= uSSs , σ˜SSs = √2MsubNLPˆs, v˜SSs = s¯∗L√
2NLPˆs
.
Compared to the previous subsection, it is apparent that FBA does not affect the column space
uSSs , such that U˜ SSn = USSn and thus P˜ ⊥a¯SS = P ⊥a¯SS . However, FBA destroys the circular symmetry
of the noise, resulting in an additional term in the MSE expression. Following the derivation for R-
D Standard ESPRIT with spatial smoothing, it can be shown that z˜
(r)T
SS
= r˜(r)T
SS
⋅W˜SS = ˜˜sT⊗ a˜(r)T ,
where
˜˜sT = 1√
2MsubNLPˆs
⋅ s¯HL√
2NLPˆs
(B.530)
and a˜(r)T is given as in (B.518). Thus, the MSE expression for R-D Unitary ESPRIT with spatial
smoothing in (7.38) can be written as
E{(∆µ(r))2} = 1
2
⋅ (z˜(r)T
SS
⋅ R˜SS ⋅ z˜(r)∗SS −Re{z˜(r)TSS ⋅ C˜SS ⋅ z˜(r)SS }) , (B.531)
where R˜SS = I2 ⊗RSS and C˜SS =Π2 ⊗ (ΠMsubNL ⋅RSS). Expanding (B.531), we have
E{(∆µ(r))2} = k˜(r)2
2
⋅ (v(r)T ⋅RSS ⋅ v(r)∗ + v¯(r)T ⋅RSS ⋅ v¯(r)∗
−Re{v(r)T ⋅ΠMsubNL ⋅RSS ⋅ v¯(r) + v¯(r)T ⋅ΠMsubNL ⋅RSS ⋅ v(r)∗}) , (B.532)
where z˜
(r)T
SS
= k˜(r) ⋅ v˜(r)T with v˜(r)T = [v(r)T , v¯(r)T], v¯(r)T = aHL ⊗ s¯T ⋅ΠN ⊗ aˇ(r)T , and k˜(r) =
1
2NLPˆs
⋅ Msubr
Msub(Msubr−1) . Note that the first term of (B.532) was already computed in (B.525) as
2 ⋅σ2n ⋅NPˆs ⋅(∏Rp=1
p≠r
cp) ⋅min{Lr,Mr−Lr}. The remaining terms can be computed accordingly, where
for the second term, we also obtain 2 ⋅ σ2n ⋅NPˆs ⋅ (∏Rp=1
p≠r
cp) ⋅min{Lr,Mr − Lr} while the third and
fourth terms both evaluate to −2⋅σ2n ⋅NPˆs ⋅(∏Rp=1
p≠r
cp)⋅min{Lr,Mr−Lr}. Inserting these intermediate
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results into (B.532), we obtain for the MSE of R-D Unitary ESPRIT with spatial smoothing
E{(∆µ(r))2} = σ2n
NPˆs
⋅min{Lr,Mr −Lr}(Mr −Lr)2L2r ⋅
R∏
p=1
p≠r
cp
M2
subp
L2p
, (B.533)
which is equal to (B.533) and hence proves this part.
B.34.3. MSE for R-D NC Standard ESPRIT and R-D NC Unitary ESPRIT with
Spatial Smoothing
The third part of the theorem is to show that the MSE of the spatially smoothed versions of R-D
NC Standard ESPRIT and R-D NC Unitary ESPRIT is the same as the MSE for R-D Standard
ESPRIT and Unitary ESPRIT. As we have already proven that the performance of R-D NC
Standard and R-D NC Unitary ESPRIT with spatial smoothing is identical in the high effective
SNR in general, this must also hold true for the case d = 1. Hence, it is sufficient to simplify the
MSE of R-D NC Standard ESPRIT in (7.41) for this special case.
We start by writing X
(nc)
SS0
in (7.25) as
XSS0 = a¯(nc)SS ⋅ s¯TL, (B.534)
where s¯L was defined in (B.512) and a¯
(nc)
SS
= [1, Ψ˜]T ⊗ a¯SS with Ψ˜ = Ξ∗Ξ∗ = e−j2(ϕ+δ). This follows
from (7.25) and the fact that a¯(nc) = [1, Ψ˜]T ⊗ a¯ for a uniform R-D array whose phase reference
is at the centroid, i.e. ΠM ⋅ a¯∗ = a¯ holds. Therefore, we have ∥a¯(nc)SS ∥22 = 2Msub. The selection
matrices J˜
(nc)(r)
SSk
, k = 1,2 are given by J˜(nc)(r)
SSk
= I2 ⊗ J˜(r)SSk . The SVD of (B.534) can be explicitly
expressed as
u
(nc)
SSs
= a¯(nc)SS√
2Msub
, σ
(nc)
SSs
=√2MsubNLPˆs, v(nc)SSs = s¯∗L√
NLPˆs
= vSSs .
It is evident that the NC preprocessing only affects the column space u
(nc)
SSs
while the row space
vSSs of R-D Standard ESPRIT remains unaffected. Therefore, we have P
⊥
a¯
(nc)
SS
= U (nc)
SSn
⋅U (nc)H
SSn
=
IMsub − 1Msub ⋅ a¯(nc)SS ⋅ a¯(nc)HSS . Similarly to FBA, the circular symmetry of the noise is destroyed by
the NC preprocessing step. In the NC case, it can be shown that z
(nc)(r)T
SS
= r(nc)(r)T
SS
⋅W (nc)
SS
=
s˜(nc)T ⊗ a˜(nc)(r)T , where
s˜(nc)
T = 1√
2MsubNLPˆs
⋅ (aL ⊗ s¯)H√
NLPˆs
(B.535)
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a˜(nc)(r)
T = ⎛⎝J˜(nc)(r)SS1 ⋅ a¯
(nc)
SS√
2Msub
⎞⎠
+
⋅ (J˜(nc)(r)
SS2
/ejµ(r) − J˜(nc)(r)
SS1
) ⋅P ⊥
a¯
(nc)
SS
. (B.536)
Following the lines of the derivation of R-D Standard ESPRIT with spatial smoothing, a˜(nc)(r)T
can be simplified as
a˜(nc)(r)
T = √2MsubMsubr
2Msub(Msubr − 1) ⋅
⎡⎢⎢⎢⎢⎣
1
Ψ˜
⎤⎥⎥⎥⎥⎦
H
⊗ aˇ(r)T , (B.537)
where a¯(r)T is given in (B.521). Consequently, the MSE for R-D NC Standard ESPRIT with
spatial smoothing in (7.41) can be written as
E{(∆µ(r))2} = 1
2
⋅ (z(nc)(r)T
SS
⋅R(nc)
SS
⋅ z(nc)(r)∗
SS
−Re{z(nc)(r)T
SS
⋅C(nc)
SS
⋅ z(nc)(r)
SS
}) , (B.538)
where R
(nc)
SS
and C
(nc)
SS
are given according to (7.46). Next, we use (B.535) and (B.537) to express
(B.538) as
E{(∆µ(r))2} = k(nc)2
2
⋅ (v(nc)T ⋅R(nc)
SS
⋅ v(nc)∗ −Re{v(nc)T ⋅C(nc)
SS
⋅ v(nc)}) , (B.539)
where again z
(nc)(r)T
SS
= k(nc)(r) ⋅ v(nc)(r)T with v(nc)(r)T = aHL ⊗ s¯H ⊗
⎡⎢⎢⎢⎢⎣
1
Ψ˜
⎤⎥⎥⎥⎥⎦
H
⊗ aˇ(r)T and k(nc)(r) =
1
2NLPˆs
⋅ Msubr
Msub(Msubr−1) . Considering the first term of (B.539) and expandingR
(nc)
SS
, we apply the same
steps as in (B.525). As a result, the first term reduces to 4 ⋅σ2n ⋅NPˆs ⋅ (∏Rp=1
p≠r
cp) ⋅min{Lr,Mr −Lr}.
The second term of (B.539) can be computed accordingly to obtain −4 ⋅ σ2n ⋅ NPˆs ⋅ (∏Rp=1
p≠r
cp) ⋅
min{Lr,Mr −Lr}.
Using these expressions in (B.539), the MSE of R-D NC Standard ESPRIT with spatial smooth-
ing is given by
E{(∆µ(r))2} = σ2n
NPˆs
⋅min{Lr,Mr −Lr}(Mr −Lr)2L2r ⋅
R∏
p=1
p≠r
cp
M2
subp
L2p
. (B.540)
As this result is equal to (B.526) and (B.533), the theorem has been proven.
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B.35. Proof of Equation (7.52)
For the proof of Equation (7.52) in Section 7.5.2, we consider the case Lr ≤ Mr2 , however, the
derivation for Lr > Mr2 follows the same steps. The MSE in (B.541) is given by
MSE
(r)
SS
≈ 1
ρˆ
⋅ a(Mr −Lr)2Lr for Lr ≤ Mr2 , (B.541)
where we have defined a = ∏Rp=1
p≠r
cp
M2
subp
L2p
. In order to determine the optimal number of subarrays Lr
in the r-th mode, we minimize (B.541) with respect to Lr. That is, we first compute the derivative
of (B.541) with respect to Lr given by
∂MSE
(r)
SS
∂Lr
= 1
ρˆ
⋅ a(Mr − 3Lr)(Lr −Mr)3L2r (B.542)
and then equate (B.542) to zero and solve for Lr, yielding
Loptr = 13 ⋅Mr, (B.543)
which is the desired result in (7.52).
B.36. Proof of Theorem 9.2.1
For convenience, we start the proof of Theorem 9.2.1 in Section 9.2.2 by vectorizing the R-D NC
data model in (9.5) by using property (1.14). We obtain
x = vec{X} = (IN ⊗A ⋅Ψ) ⋅ s0 +n ∈ CMN×1, (B.544)
where s0 = vec{S0} = [sT0 (1), . . . ,sT0 (N)]T ∈ RNd×1 with s0(t), t = 1, . . . ,N , being the t-th column
of S0, and n = vec{N} ∈ CMN×1. To suit the deterministic data assumption, the signal vector
s0 is assumed to be deterministic and unknown to the receiver, while the sensor noise n is zero-
mean circularly symmetric white complex Gaussian distributed, i.e., E{n ⋅ nT} = 0. Hence, the
observations x satisfy the model
x ∼ CN (ν,Σ), (B.545)
where ν = (IN ⊗A ⋅Ψ) ⋅ s0 and Σ = σ2n ⋅ IMN are the mean and the covariance of the array output
vector x.
Let us now define the real-valued vector of unknown parameters as
ξ = [µT sT0 ϕT σ2n]T ∈ R[(R+N+1)d+1]×1. (B.546)
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Here, µ = [µ(1)T , . . . ,µ(R)T]T ∈ RRd×1 is the principal parameter vector of interest and s0 ∈ RNd×1,
ϕ ∈ Rd×1, and σ2n are the nuisance parameters. As the CRB matrix is usually computed by taking
the inverse of the Fisher information matrix (FIM) J , we first need to calculate J . Due to (B.545),
i.e., x is Gaussian distributed, the Slepian-Bangs formulation [SM05] of the FIM is still valid for
the strictly non-circular data model in (B.544). Hence, the Slepian-Bangs formulation of J for the
parameter vector ξ is given by [SM05]
Jp,q = Tr{Σ−1 ⋅ ∂Σ
∂ξp
⋅Σ−1 ⋅ ∂Σ
∂ξq
} + 2 ⋅Re⎧⎪⎪⎨⎪⎪⎩(
∂ν
∂ξp
)H ⋅Σ−1 ⋅ ∂ν
∂ξq
⎫⎪⎪⎬⎪⎪⎭ , (B.547)
for p, q = 1, . . . , (R + N + 1)d + 1. Note that we are only interested in the CRB for µ, denoted
as C(nc). Therefore, it is sufficient to compute the upper left block of J−1. In order to find J
from (B.547), the partial derivatives of ν with respect to the parameters of ξ can be calculated
straightforwardly. We have
∂ν
∂µT
= (IN ⊗ (D ⋅ (IR ⊗Ψ))) ⋅ S˜(R)0 ∈ CMN×Rd, (B.548)
where D is given in (9.8) and S˜
(R)
0 = [(IR ⊗ S˜0(1)), . . . , (IR ⊗ S˜0(N))]T ∈ RNRd×Rd with S˜0(t) =
diag {s0(t)} ∈ Rd×d. For the remaining parameters, we get
∂ν
∂sT0
= (IN ⊗A ⋅Ψ) ∈ CMN×Nd, ∂ν
∂ϕT
= j ⋅ (IN ⊗A ⋅Ψ) ⋅ S˜0 ∈ CMN×d, ∂ν
∂σ2n
= 0 ∈ RMN×1,
where S˜0 = [S˜0(1), . . . , S˜0(N)]T ∈ RNd×d. Next, these results are combined to obtain
dν
dξT
= [(IN ⊗ (D ⋅ (IR ⊗Ψ))) ⋅ S˜(R)0 , (IN ⊗A ⋅Ψ) ,
j ⋅ (IN ⊗A ⋅Ψ) ⋅ S˜0, 0] ∈ CMN×[(R+N+1)d+1]. (B.549)
As for the derivative of Σ with respect to ξ, the only non-zero term is
dΣ
dσ2n
= IMN , (B.550)
such that
dΣ
dξT
= [0 0 0 IMN] ∈ CMN×[(R+N+1)d+MN]. (B.551)
Inserting (B.549) and (B.551) into (B.547) and bearing in mind that we are interested in the µ-
block of J , only the second term of (B.547) is of concern. Therefore, we only consider the non-zero
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block J˜ of J , which is given by
J˜ =
⎡⎢⎢⎢⎢⎢⎢⎣
Jµ,µ Jµ,s0 Jµ,ϕ
Js0,µ Js0,s0 Js0,ϕ
Jϕ,µ Jϕ,s0 Jϕ,ϕ
⎤⎥⎥⎥⎥⎥⎥⎦
= 2
σ2n
⋅Re{GH ⋅G} , (B.552)
where
G = [(IN ⊗ (D ⋅ (IR ⊗Ψ))) ⋅ S˜(R)0 , (IN ⊗A ⋅Ψ) , j ⋅ (IN ⊗A ⋅Ψ) ⋅ S˜0] ∈ CMN×(R+N+1)d.
(B.553)
It is easy to see that J˜ = J˜T. Consequently, only the block matrices on and above the diagonal of
J˜ need to be computed. For the block matrix Jµ,µ, we obtain
Jµ,µ = 2
σ2n
⋅ N∑
t=1
Re{(IR ⊗ S˜0(t)) ⋅ (IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ) ⋅ (IR ⊗ S˜0(t))}
= 2
σ2n
⋅Re{((IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ))⊙ N∑
t=1
(1R ⊗ s0(t)) ⋅ (1R ⊗ s0(t))T}
= 2
σ2n
⋅Re{((IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ))⊙ (1R×R ⊗ N∑
t=1
s0(t) ⋅ sT0 (t))}
= 2N
σ2n
⋅Re{((IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ))⊙ (1R×R ⊗ 1
N
⋅S0 ⋅ST0 )}
= 2N
σ2n
⋅Re{(IR ⊗Ψ∗) ⋅DH ⋅D ⋅ (IR ⊗Ψ)}⊙ Rˆ(R)S0
= 2N
σ2n
⋅G2 ⊙ Rˆ(R)S0 ∈ RRd×Rd, (B.554)
where G2 is defined according to (9.18) and we have used the fact that diag {a} ⋅C ⋅ diag {b} =
C ⊙ (a ⋅ bT) for arbitrary vectors a ∈ CM ,b ∈ CN , and a matrix C ∈ CM×N . In a similar manner,
the other blocks of J˜ can be computed. The results are given by
Js0,s0 = 2σ2n ⋅ IN ⊗G0 ∈ RNd×Nd (B.555)
Jϕ,ϕ = 2N
σ2n
⋅G0 ⊙ RˆS0 ∈ Rd×d (B.556)
Jµ,s0 = 2σ2n ⋅ S˜(R)T0 ⋅ (IN ⊗G1) ∈ RRd×Nd (B.557)
Js0,ϕ = − 2σ2n ⋅ (IN ⊗H0) ⋅ S˜0 ∈ RNd×d (B.558)
Jµ,ϕ = −2N
σ2n
⋅H1 ⊙ (1R ⊗ RˆS0) ∈ RRd×d, (B.559)
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where the matrices Gn and Hn, n = 0,1,2 are given in (9.14)-(9.17). Note that we have the
symmetries G0 =GT0 , G2 =GT2 , and H0 = −HT0 .
In the next step, we need to extract the upper left block of J˜−1. To this end, we make use of
the following lemma:
Lemma B.36.1. For matrices A ∈ Cp×p, B ∈ Cp×q, C ∈ Cp×r, D ∈ Cq×p, E ∈ Cq×q, F ∈ Cq×r,
G ∈ Cr×p, H ∈ Cr×q, and J ∈ Cr×r the upper left p × p block of the matrix
K =
⎡⎢⎢⎢⎢⎢⎢⎣
A B C
D E F
G H J
⎤⎥⎥⎥⎥⎥⎥⎦
−1
(B.560)
is given by
K1∶p,1∶p = (A −BE−1D −BE−1FS−1E HE−1D +BE−1FS−1E G +CJ−1HE−1D
+CJ−1HE−1FS−1E HE−1D −CS−1E G)−1,
where SE = J −HE−1F .
The proof of Lemma B.36.1 can easily be constructed by applying the inversion formula for a
2 × 2 block-partitioned matrix [Lu¨t96] to the 3 × 3 block matrix in (B.560) twice.
Applying Lemma B.36.1 to compute the upper left block of J˜−1, it is straightforward to obtain
the expression in (9.13), where we have
SE = 2N
σ2n
⋅ (G0 −HT0G−10 H0)⊙ Rˆ(R)S0
BE−1D = 2N
σ2n
⋅ (G1G−10 GT1 )⊙ Rˆ(R)S0
BE−1F = −2N
σ2n
⋅ (G1G−10 H0)⊙ Rˆ(R)S0
HE−1D = −2N
σ2n
⋅ (HT0G−10 GT1 )⊙ Rˆ(R)S0
HE−1F = 2N
σ2n
⋅ (HT0G−10 H0)⊙ Rˆ(R)S0 .
This concludes the proof.
B.37. Proof of Equation (9.28)
For the proof of Equation (9.28) in Section 9.3.1, we show that for δ(r) = 0 ∀ r and subsequently
A =Ac, the matrices AH ⋅A ∈ Rd×d, DH ⋅A ∈ RRd×d, and DH ⋅D ∈ RRd×Rd are real-valued. To this
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end, we make use of the following lemma:
Lemma B.37.1. For two arbitrary non-singular left Π-real matrices X ∈ CM×N and Y ∈ CM×N
satisfying Π ⋅X∗ =X and Π ⋅Y ∗ = Y , respectively, the following identity holds:
Y H ⋅X = (Π ⋅Y ∗)H ⋅Π ⋅X∗ = Y T ⋅Π ⋅Π ⋅X∗= (Y H ⋅X)∗ ∈ RN×N . (B.561)
Therefore, to prove that the aforementioned matrices are real-valued, we simply show that the
matrices A and D are left Π-real. It is straightforward to see that due to δ(r) = 0 ∀ r, this is the
case for A since A =Ac and A(r)c =ΠMr ⋅A(r)∗c holds. As for the matrix D, we utilize the linearity
of the differentiation operator and obtain
Π ⋅D∗ =Π ⋅ (∂A
∂µ
)∗ = ∂Π ⋅A∗
∂µ
= ∂A
∂µ
=D, (B.562)
which also renders D left Π-real and concludes the proof.
B.38. Proof of Theorem 9.4.1
In this appendix, we show the proof of Theorem 9.4.1 in Section 9.4.1. Evaluating the R-D
NC CRB in (9.13) for the special case d = 1, the array steering matrix A reduces to a(µ),
D = [d(1), . . . ,d(R)] ∈ CM×R, Ψ = ejϕ, and RˆS0 = sT0 ⋅ s0/N = Pˆ , where s0 ∈ RN×1. Moreover, we
choose δ(r) = 0 ∀ r for simplicity. Then, dropping the dependence of a on µ and utilizing the
definitions in (9.2) and (9.9), respectively, we have
aH ⋅ a = R∏
r=1
a(r)H ⋅ a(r) = R∏
r=1
Mr =M, (B.563)
d(r)H ⋅ a = R∏
p=1
p≠r
a(p)H ⋅ a(p) ⋅ d˜(r)H ⋅ a(r) = R∏
p=1
p≠r
a(p)H ⋅ a(p) ⋅ ⎛⎝−j
Mr∑
mr=1
kmr
⎞⎠ = 0 ∀ r, (B.564)
d(r)H ⋅ d(r) = R∏
p=1
p≠r
a(p)H ⋅ a(p) ⋅ d˜(r)H ⋅ d˜(r) = R∏
p=1
p≠r
a(p)H ⋅ a(p) ⋅ ⎛⎝
Mr∑
mr=1
k2mr
⎞⎠
= M
Mr
⋅ Mr∑
mr=1
k2mr = Γ(r) ∀ r. (B.565)
Using the results in (B.563)-(B.565), the matrices Gn and Hn, n = 0,1,2, simplify to
G0 =M, G1 =H0 =H1 = 0, (B.566)
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G2 =DH ⋅D = diag {[Γ(1), . . . ,Γ(R)]} , (B.567)
where in G2, the terms d
(r1)H ⋅ d(r2) for r1 ≠ r2 evaluate to zero due to (B.564). Inserting these
expressions into (9.13), the remaining part of the R-D NC CRB matrix is given by
C(nc) = σ2n
2NPˆ
⋅ {diag {[Γ(1), . . . ,Γ(R)]}}−1 (B.568)
= diag{[C(nc)(1), . . . , C(nc)(R)]} ∈ RR×R, (B.569)
where
C(nc)(r) = σ2n
2NPˆ
⋅ Mr
M
⋅ 1∑Mrmr=1 k2mr ∀ r, (B.570)
which is the desired result.
B.39. Proof of Theorem 9.4.3
Based on the model in (9.24) after inserting (9.40), we start the proof of Theorem 9.4.3 in Sec-
tion 9.4.2.1 by assuming without loss of generality that the phase reference is at the array centroid,
i.e., ∆ = Id such that A = A¯ and Φ =Ψ. Using the results from Appendix B.37, we can write the
real-valued matrices AH ⋅A, DH ⋅A, and DH ⋅D as
AH ⋅A = ⎡⎢⎢⎢⎢⎣
M α
α M
⎤⎥⎥⎥⎥⎦ , D
H ⋅A = ⎡⎢⎢⎢⎢⎣
0 β
−β 0
⎤⎥⎥⎥⎥⎦ , D
H ⋅D = ⎡⎢⎢⎢⎢⎣
Γ γ
γ Γ
⎤⎥⎥⎥⎥⎦ ,
where we have defined α = aH1 a2 = aH2 a1, β = dH1 a2 = −dH2 a1, and γ = dH1 d2 = dH2 d1.
Then, the matrices G0 and H0 can be written as
G0 = Re{Ψ∗ ⋅AH ⋅A ⋅Ψ} = ⎡⎢⎢⎢⎢⎣
M α ⋅ cos(∆ϕ)
α ⋅ cos(∆ϕ) M
⎤⎥⎥⎥⎥⎦
H0 = Im{Ψ∗ ⋅AH ⋅A ⋅Ψ} = ⎡⎢⎢⎢⎢⎣
0 α ⋅ sin(∆ϕ)
−α ⋅ sin(∆ϕ) 0
⎤⎥⎥⎥⎥⎦ .
The matrices G1, H1, and G2 can be expressed in a similar manner. In order to obtain an
expression of the 1-D NC CRB that only depends on the physical parameters, e.g, M , ρ, ∆ϕ, etc.,
we approximate the scalars α, β, and γ using a Taylor series expansion for small source separations
∆µ = ∣µ2 −µ1∣. Hence, these approximations become accurate for a small ∆µ. Therefore, for α, we
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have
α = (M−1)2∑
m=− (M−1)
2
ejm∆µ ≈M + j∆µ ⋅ (M−1)2∑
m=− (M−1)
2
m − ∆µ2
2
⋅
(M−1)
2∑
m=− (M−1)
2
m2 − ⋯
≈M − M
24
⋅∆µ2(M2 − 1) +O(∆µ4).
Note that the terms containing odd powers of m evaluate to zero. Similarly, in case of a small ∆µ,
we get for β and γ the expressions
β = −j ⋅ (M−1)2∑
m=− (M−1)
2
m ⋅ ejm∆µ ≈ −j ⋅ (M−1)2∑
m=− (M−1)
2
m ⋅ (1 + jm∆µ − ∆µ2
2
m2 − ⋯)
≈ M
12
⋅∆µ(M2 − 1) − M
1440
⋅∆µ3(3M4 − 10M2 + 7) +O(∆µ5),
γ = (M−1)2∑
m=− (M−1)
2
m2 ⋅ ejm∆µ ≈ −j ⋅ (M−1)2∑
m=− (M−1)
2
m2 ⋅ (1 + jm∆µ − ∆µ2
2
m2 − ⋯)
≈ M
12
⋅ (M2 − 1) − M
480
⋅∆µ2(3M4 − 10M2 + 7) +O(∆µ4).
Finally, with the sample covariance matrix
RˆS0 = ⎡⎢⎢⎢⎢⎣
Pˆ1 ρˆ
√
Pˆ1Pˆ2
ρˆ
√
Pˆ1Pˆ2 Pˆ2
⎤⎥⎥⎥⎥⎦ (B.571)
and the help of the Taylor approximation terms above, we can evaluate the 1-D NC CRB expression
in Corollary 9.2.2 for two closely-spaced strictly non-circular sources. Due to the cancellation of
relevant terms when using only approximation terms of lower order, we also need to consider
higher-order Taylor approximation terms5 for α, β, and γ. After some tedious calculations, we
obtain
Tr{C(nc)} = σ2n
2N
⋅ z ⋅ Pˆ1 + Pˆ2
Pˆ1Pˆ2
, (B.572)
where
z = x0 + x1∆µ2 + x2∆µ4 +O(∆µ6)
y1∆µ2 + y2∆µ4 + y3∆µ6 +O(∆µ8) . (B.573)
5Here, we used Taylor approximation terms up to the 6th order.
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It is apparent that the first term in the numerator and the first two terms in the denominator
of (B.572) are dominant. Neglecting the non-relevant higher-order terms in the numerator and
denominator of (B.572) and applying some algebraic manipulations, an expression in the form of
(9.42) can be deduced. Finally, to make the result more general, we consider an arbitrary phase
reference and substitute ∆ϕ by ∆φ to obtain (9.42). This concludes the proof.
B.40. Proof of Theorem 9.4.4
The proof of Theorem 9.4.4 in Section 9.4.2.2 follows the same steps as the proof in Appendix B.39.
Under the same assumptions, we compute the matrices AH ⋅A, DH ⋅A, and DH ⋅D in the same
way. The difference is, however, that we evaluate the 1-D CRB expression given in (9.6). Using the
same Taylor series approximations as before, we obtain a similar expression as (B.572). Finally,
neglecting the non-dominant terms in the numerator and the denominator, and substituting ∆φ
for ∆ϕ, we arrive at the expression in (9.45) to prove this theorem.
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Appendix C.
Norms
This appendix introduces various vector and matrix norms as well as some important results
that are of particular relevance to the compressed sensing and sparse signal recovery algorithms
discussed in Chapter 8. For more details, we refer the reader to [BV04] and [RFP10, CW08].
C.1. Vector norms
A vector norm denoted by ∥x∥ of a vector x ∈ Cm×1 is a function from Cm×1 to R that satisfies the
following properties [BV04]:
1. ∥x∥ ≥ 0 for any vector x ∈ Cm×1, and ∥x∥ = 0 if and only if x = 0
2. ∥tx∥ = ∣t∣∥x∥ for any vector x ∈ Cm×1 and any scalar t ∈ C
3. the triangle inequality ∥x + y∥ ≤ ∥x∥ + ∥y∥ for any vectors x,y ∈ Cm×1.
Note that in the scalar case m = 1, the vector norm reduces to the absolute value function.
The most commonly used vector norms are the so-called ℓp-norms, which are defined by
∥x∥p = (m∑
i=1
∣xi∣p)1/p . (C.1)
It can be shown that the ℓp-norm defines a vector norm for any p > 0. The following ℓp-norms are
of particular interest:
The ℓ1-norm of a vector x is defined as
∥x∥1 = m∑
i=1
∣xi∣. (C.2)
The ℓ2-norm or the Euclidian norm of a vector x is defined as
∥x∥2 = √xHx =
¿ÁÁÀm∑
i=1
∣xi∣2. (C.3)
The ℓ∞-norm of a vector x is defined as
∥x∥∞ = max
1≤i≤m ∣xi∣. (C.4)
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Another special norm is the ℓ0-norm of a vector x, which denotes the number of non-zero elements
of x. It is defined as
∥x∥0 = {k ∣ xk ≠ 0} . (C.5)
The ℓ0-norm is not a norm but a pseudo-norm as it does not satisfy the homogeneity property
(the second property) of a norm, i.e., the ℓ0-norm satisfies ∥tx∥0 = ∥x∥0 instead of ∥tx∥0 = ∣t∣∥x∥0.
The ℓ0-norm is popular in compressive sensing, where the goal is to find the sparsest solution
to an underdetermined linear system of equations. As minimizing the ℓ0-norm of a vector is a
non-convex problem, which is usually NP-hard to solve, it is often approximated by the convex
ℓ1-norm minimization.
C.2. Matrix norms
The concept of a vector norm can be extended to the matrix case. The matrix norm ∥X∥ of a
matrix X ∈ Cm×n is a function from Cm×n to R that satisfies the above mentioned properties for
vector norms. The following matrix norms are commonly used.
C.2.1. Frobenius norm
The Frobenius norm of a matrix X ∈ Cm×n of rank r is defined by [BV04]
∥X∥F = √Tr{XHX} =√Tr{vec{X}H vec{X}} =
¿ÁÁÀm∑
i=1
n∑
j=1
∣Xij ∣2 (C.6)
=¿ÁÁÀ r∑
i=1
σ2i (X), (C.7)
where σi(X) denotes the i-th singular value of X. The last equality can be shown as follows: Let
the economy size SVD ofX be given byX = UΣV H, where U ∈ Cm×r and V ∈ Cn×r have complex
orthonormal columns, i.e., UHU = Ir and V HV = Ir, and Σ ∈ Rr×r contains the real-valued
singular values on its diagonal. Inserting this result into (C.6), we obtain
∥X∥F = √Tr{V ΣUHUΣV H} = √Tr{V Σ2V H} = √Tr{V HV Σ2}
= √Tr{Σ2} =¿ÁÁÀ r∑
i=1
σ2i (X). (C.8)
Thus, the Frobenius norm of a matrix X is equivalent to the ℓ2-norm of its vector of singular
values.
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C.2.2. Spectral norm
The spectral norm (also induced 2-norm or operator norm) of a X ∈ Cm×n is defined as [BV04]
∥X∥2 =max
z≠0
∥Xz∥2∥z∥2 = σ1(X). (C.9)
To show the last equality, we first consider ∥X∥22 and obtain
∥X∥22 = (max
z
∥Xz∥2∥z∥2 )
2 =max
z
∥Xz∥22∥z∥22 =maxz z
HXHXz
zHz
= λ1(XHX), (C.10)
which follows from the Rayleigh quotient rule, where λ1(XHX) denotes the maximum eigenvalue
of XHX. Then, taking the square root of ∥X∥22, yields
∥X∥2 = √λ1(XHX) = σ1(X). (C.11)
C.2.3. Nuclear norm
The nuclear norm (also trace norm) of a matrix X ∈ Cm×n of rank r is defined by [BV04]
∥X∥∗ = Tr{(XHX)1/2} = r∑
i=1
σi(X). (C.12)
To show the last equality, we again insert the SVD of X into the definition (C.12), which yields
∥X∥∗ = Tr{(V ΣUHUΣV H)1/2} = Tr{(V Σ2V H)1/2} = Tr{(V ΣV HV ΣV H)1/2}
= Tr{((V ΣV H)2)1/2} = Tr{V ΣV H} = Tr{V HV Σ} = Tr{Σ} = r∑
i=1
σi(X). (C.13)
The nuclear norm of a matrix X is equivalent to the ℓ1-norm of its singular values, since these are
all positive.
The nuclear norm can be understood as a convex relaxation of the number of non-zero singular
values (i.e., the rank). Thus, by enforcing sparsity of the vector of singular values, the rank of the
matrix is minimized.
The matrix norms considered above are related via the following inequalities, which hold for any
matrix X of rank r:
∥X∥2 ≤ ∥X∥F ≤ ∥X∥∗. (C.14)
The equality only holds if X is a rank-one matrix or a zero matrix.
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C.2.4. Mixed norms
The ℓp,q-mixed norm of a matrix X is defined by [BV04]
∥X∥ℓp,q = ⎛⎜⎝
m∑
i=1
⎛⎝
n∑
j=1
∣Xij ∣p⎞⎠
q/p⎞⎟⎠
1/q
. (C.15)
More insights into the ℓp,q-mixed norm are given by the alternative definition
∥X∥ℓp,q = (m∑
i=1
∥xTi ∥qp)1/q (C.16)
where xTi denotes the i-th row of X = [x1, . . . ,xm]T. The ℓp,q-mixed norm applies an inner ℓp-
norm on the rows xTi and an outer ℓq-norm on the ℓp row-norms. The following ℓp,q-mixed norms
are most commonly used.
For example, if p = q = 2, the ℓp,q-mixed norm is precisely the Frobenius norm.
In compressed sensing, the ℓ2,1-mixed norm of X plays an important role as shall be seen. The
ℓ2,1-mixed norm of X is defined as
∥X∥ℓ2,1 = m∑
i=1
⎛⎝
n∑
j=1
∣Xij ∣2⎞⎠
1/2 = m∑
i=1
∥xTi ∥2, (C.17)
Thus, the ℓ2,1-mixed norm of X is the ℓ1-norm, i.e., the summation, of the ℓ2-norms of the rows of
X. Therefore, minimizing the ℓ2,1-mixed norm of X promotes row-sparsity of X, i.e., the columns
of X have the same row support. Note that if X = x, ∥x∥ℓ2,1 reduces to the ℓ1-norm of x and
if X = xT, ∥xT∥ℓ2,1 reduces to the ℓ2-norm of xT. Thus, the ℓ2,1-mixed norm can be seen as a
generalization of the ℓ1-norm.
A generalization of the ℓ0-norm to the matrix case is given by the ℓp,0-mixed norm of X =[x1, . . . ,xm]T. It is defined as the number of its non-zero rows xTi according to
∥X∥p,0 = {k ∣ ∥xk∥p ≠ 0} (C.18)
for any ℓp-norm. As for the ℓ0-vector norm, the ℓp,0-mixed norm is a pseudo-norm. In compressed
sensing, minimizing the ℓp,0-mixed norm promotes joint sparsity in the rows ofX, i.e., the rows are
either jointly zero or non-zero. However, the minimization of the ℓp,0-pseudo-norm is non-convex
and NP hard. Consequently, the convex ℓp,1-mixed norm relaxation is usually applied in practice,
which is computationally more tractable.
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C.3. Dual norms
C.3.1. Dual vector norm
For any vector norm ∥ ⋅ ∥ on Cm×1, its associated dual norm ∥ ⋅ ∥d is defined as [BV04]
∥z∥d =max
x
{∣zHx∣ ∣ ∥x∥ ≤ 1} , (C.19)
which can be shown to be a norm. The dual norm can be interpreted as the operator norm of
the linear function f(x) = ∣zTx∣, i.e., how large can f(x) maximally be relative to the norm of x.
Therefore, the dual norm is the largest number
∥z∥d =max
x≠0
∣zHx∣∥x∥ . (C.20)
The dual norm of the dual norm ∥ ⋅ ∥d is again the original norm ∥ ⋅ ∥.
As an example, the dual norm of the ℓ2-norm is the ℓ2-norm itself, i.e.,
∥z∥2 =max
x
{∣zHx∣ ∣ ∥x∥2 ≤ 1} , (C.21)
which follows from the Cauchy-Schwartz inequality ∣zHx∣ ≤ ∥z∥2∥x∥2. Thus, the value of x that
maximizes ∣zHx∣ for ∥x∥2 ≤ 1 is x = z/∥z∥2.
C.3.2. Dual matrix norm
For any matrix norm ∥ ⋅ ∥ on Cm×n, its dual norm ∥ ⋅ ∥d is given by [BV04]
∥Z∥d =max
X
{Tr{ZHX} ∣ ∥X∥ ≤ 1} . (C.22)
The example from (C.21) also extends to the matrix case. That is the dual norm of the Frobenius
norm is again the Frobenius norm, since
∥Z∥F =max
X
{Tr{ZHX} ∣ ∥X∥F ≤ 1} , (C.23)
where the maximizing X is equal to X = Z/∥Z∥F .
As a second example, the dual norm of the spectral norm ∥ ⋅ ∥2 is the nuclear norm ∥ ⋅ ∥∗, i.e.,
∥Z∥∗ =max
X
{Tr{ZHX} ∣ ∥X∥2 ≤ 1} . (C.24)
To show this result, we follow [RFP10] and first analyze the constraint ∥X∥2 ≤ 1. A general bound
t on the spectral norm can be written in terms of a linear matrix inequality. ∥X∥2 ≤ t corresponds
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to
XHX ⪯ t2In for t ≥ 0, (C.25)
which can be expressed a linear matrix inequality by means of the Schur complement lemma
[BV04], i.e.,
⎡⎢⎢⎢⎢⎣
tIm X
XH tIn
⎤⎥⎥⎥⎥⎦ ⪰ 0. (C.26)
Then, the right hand side of (C.24) for t = 1 can be written as the semidefinite program (SDP)
max
X
Tr{ZHX} (C.27)
s.t.
⎡⎢⎢⎢⎢⎣
Im X
XH In
⎤⎥⎥⎥⎥⎦ ⪰ 0.
The associated dual problem of (C.27) is given by [RFP10]
min
W1,W2
1
2
⋅Tr{W1} + 1
2
⋅Tr{W2} (C.28)
s.t.
⎡⎢⎢⎢⎢⎣
W1 X
XH W2
⎤⎥⎥⎥⎥⎦ ⪰ 0.
Let the economy size SVD of X be given by X = U ⋅ Σ ⋅ V H and set W1 = U ⋅ Σ ⋅ UH and
W2 = V ⋅Σ ⋅V H. Then, it can be shown that the constraint of (C.28) is indeed feasible to (C.27),
i.e.,
⎡⎢⎢⎢⎢⎣
W1 X
XH W2
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣
U
V
⎤⎥⎥⎥⎥⎦ ⋅Σ ⋅
⎡⎢⎢⎢⎢⎣
U
V
⎤⎥⎥⎥⎥⎦
H ⪰ 0
and that the objective function evaluates to 1
2
⋅Tr{W1}+ 12 ⋅Tr{W2} = Tr{Σ} = ∥X∥∗. Hence, we
have that the dual norm of the spectral norm is upper-bounded by the nuclear norm [RFP10].
This also shows that the nuclear norm can either be computed by the SDP in (C.27) or by its
dual problem in (C.28).
C.4. Atomic norm
In compressed sensing, the vector to be recovered is often a non-negative combination of a small
number of atoms from an arbitrary, possibly infinite set A ∈ Cm×1, which is termed the atomic set.
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This assumption generalizes the notion of sparsity as shall be seen. Suppose the vector x ∈ Cm×1
is formed as
x = k∑
i=1
ci ⋅ ai for ai ∈ A, ci > 0. (C.29)
A metric, which promotes the sparse recovery of x in this general sense is the atomic norm. The
atomic norm was first proposed in [CRPW12] and is defined as
∥x∥A = inf {t > 0 ∣ x ∈ t ⋅ conv(A)} , (C.30)
where conv(A) denotes the convex hull of A, i.e., the convex combination of all points contained
in A. The atomic norm ∥x∥A provides a measure of how much we need to scale the convex hull of
A so that it contains x. The concept of the atomic norm can be understood as a generalization
of several norms commonly used for sparse recovery. For instance, when A is the set of unit norm
1-sparse elements in Cm×1, the atomic norm is the ℓ1-norm [CRT06]. Similarly, when A is the
set of unit norm rank-1 matrices, the atomic norm is the nuclear norm [RFP10]. Due to its
notion of an infinite atomic set A, the atomic norm can be viewed as a continuous counterpart
of the ℓ1-norm and the nuclear norm used in the discrete setting. In [CRPW12], it is shown that
minimizing the atomic norm provides exact solutions of a variety of linear inverse problems. In
practice, the atomic norm minimization problem can be reformulated as a computationally efficient
semi-definite programming problem (SDP). To elaborate this, we consider the following example.
Consider Example 2.1.1 and suppose a noise-free single snapshot vector x0 ∈ CM×1 is given by
x0(t) = d∑
i=1
a(µi) ⋅ si(t), (C.31)
where si(t) ∈ C is the symbol received at time t and a(µi) is the steering vector corresponding to
the i-th frequency parameter µi given by
a(µi) = [1 ejµi ej2µi ⋯ ej(M−1)µi]T ∈ CM×1. (C.32)
Using the atomic norm minimization framework, the vector x0(t) is considered as a non-negative
linear combination of the atoms a(ν) ⋅ b, where ν ∈ [−π, π] and b ∈ C, ∣b∣ = 1 represents a phase shift
corresponding to the sign of si(t). Omitting the time instance t, the atomic norm of x0 can be
written as [TBSR13]
∥x0∥A = inf{νk,ck,bk}{∑k ck ∣ x0 =∑k ck ⋅ a(νk) ⋅ bk, ck ≥ 0} . (C.33)
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The atomic norm minimization problem in (C.33) is equivalent to the SDP formulation [TBSR13]
min
t,u
1
2
⋅ t + 1
2M
⋅Tr{Toep{u}}} (C.34)
s. t.
⎡⎢⎢⎢⎢⎣
t xH0
x0 Toep{u}
⎤⎥⎥⎥⎥⎦ ⪰ 0, (C.35)
where Toep{u} ∈ CM×M with u = [u1, . . . , uM ]T ∈ CM×1 denotes the Hermitian Toeplitz matrix
Toep{u} =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1 u2 ⋯ uM
u∗2 u1 ⋯ uM−1⋮ ⋮ ⋱ ⋮
u∗M u
∗
M−1 ⋯ u1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (C.36)
For the proof of the equivalence of (C.33) and (C.34), we follow the derivation in [YLSX17]. We
need to show that p⋆ = ∥x0∥A, where p⋆ denotes the optimal value of the objective function in
(C.34).
We start by showing that p⋆ ≤ ∥x0∥A. Let x0 = ∑k ck ⋅ a(νk) be an atomic decomposition of
x0 with ck > 0, where we have omitted bk for simplicity. Then, we define u such that Toep{u} =∑k ck ⋅ a(νk) ⋅ aH(νk) and let t = ∑k ck. It follows that
⎡⎢⎢⎢⎢⎣
t xH0
x0 Toep{u}
⎤⎥⎥⎥⎥⎦ =∑k ck ⋅
⎡⎢⎢⎢⎢⎣
1
a(νk)
⎤⎥⎥⎥⎥⎦ ⋅
⎡⎢⎢⎢⎢⎣
1
a(νk)
⎤⎥⎥⎥⎥⎦
H ⪰ 0 (C.37)
Consequently, t and u form a feasible solution to (C.34) with the objective value 1
2
⋅ t + 1
2M
⋅
Tr{Toep{u}} = ∑k ck. Therefore, we have p⋆ ≤ ∑k ck. As this is true for any atomic decomposition
of x0, we have that p
⋆ ≤ ∥x0∥A.
Now, suppose (t,u) is an optimal solution to (C.34). Since Toep{u} ⪰ 0, we can apply the
Vandermonde decomposition Toep{u} = A ⋅C ⋅AH in (8.15) to obtain a set (K,νk, ck). Due to
(C.35), x0 lies in the range of Toep{u} and admits the atomic decomposition x0 = ∑Kk=1 ck ⋅a(νk) =
A ⋅ c. By the Schur complement lemma [BV04], we have that
t ≥ xH0 ⋅Toep{u}−1 ⋅x0 = cH ⋅AH ⋅ (A ⋅C ⋅AH)−1 ⋅A ⋅ c
= cH ⋅C−1 ⋅ c = K∑
k=1
ck. (C.38)
Then, it follows that the objective value p⋆ = 1
2
⋅ t + 1
2M
⋅Tr{Toep{u}} ≥ ∑k ck ≥ ∥x0∥A. Thus, we
have shown that p⋆ ≤ ∥x0∥A and that p⋆ ≥ ∥x0∥A, from which we conclude that p⋆ = ∥x0∥A. This
completes the proof.
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