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12 Indicatori dinamici
I sistemi deterministici considerati finora i su uno spazio delle fasi di dimensione finita e
sono a tempo continuo, se il flusso x(t) = St(x) e` un un gruppo continuo ad un parametro
soluzione di una equazione differenziale x˙(t) = Φ(x(t)), oppure a tempo discreto se il
il flusso e` un gruppo discreto generato da una mappa xk+1 = M(xk). Una mappa si
puo` ottenere considerando l’evoluzione esatta di un sistema continuo in un intervallo di
tempo T e si ha M = ST . Questo e` il caso della mappa stroboscopica per un sistema
con dipendenza periodica dal tempo in cui xk = x(kT ) dove T e` il periodo. Un altro
esempio e` la mappa di Poincare´ la cui traiettoria discreta xk si ottiene considerando le
intersezioni della traiettoria continua x(t) con una varieta` M attraversata sempre nello
stesso verso. Oltre alle mappe la cui orbita e` un sottoinsieme discreto di quella di un
sistema continuo, abbiamo considerato le mappe che generano orbite approssimate. Gli
schemi di integrazione sono mappe che approssimano la evoluzione esatta in un intervallo
di tempo ∆t con un errore definito M(x) = S∆t(x) + O((∆t)
m+1). Gli errori che si
commettono ad ogni passo si accumulano generando una divergenza dall’orbita esatta.
Le proprieta` geometriche delle orbite dipendono dalle simmetrie del sistema, che implicano
l’esistenza di integrali primi e quindi di varieta` invarianti, che confinano il moto. Dal punto
di vista dinamico la divergenza nel tempo di orbite con punti iniziali vicini ne caratterizza
la stabilita` . Quando la divergenza di orbite inizialmente vicine e` esponenziale e lo spazio
delle fasi e` una varieta` compatta il comportamento diventa caotico. In questo caso infatti
l’orbita si ripiega costituendo un groviglio inestricabile e perde rapidamente memoria della
sua condizione iniziale. La precisione con cui il dato iniziale deve essere conosciuto per
prevederne l’evoluto al tempo t cresce esponenzialmente con t per cui ogni dato iniziale
noto con precisione finita ha una evoluzione su tempi lunghi non prevedibile. In questo
caso l’unica previsione possibile e` di natura statistica.
L’analisi statistica si basa sul calcolo dei valori medi di funzioni, definite sullo spazio delle
fasi, rispetto ad una misura di probabilita` µ(x). Una nozione importante e` quella di misura
invariante rispetto alla evoluzione, µ(A) = µ(A0) dove A = St(A0). La condizione µ(A) =
µ(S−t(A)) deve essere verificata per ogni sottoinsieme A dello spazio delle fasi. Per i sistemi
a tempo continuo dove St ha inverso unico S−t, la misura invariante µ(x) si ottiene dalla
misura di Lebesgue m(x) tramite la relazione dµ(x)/dm(x) = c(x) dove c(x), detta densita`
della misura, puo` essere costante, come avviene per i sistemi hamiltoniani in coordinate
canoniche, oppure essere una funzione continua positiva. Gli integratori simplettici hanno
la stessa misura invariante del corrispondente flusso hamiltoniano. Esistono mappe che non
hanno inverso unico ed in tal caso la condizione di invarianza si scrive µ(A) = µ(M−1(A).
Un esempio significativo sono le mappe per le quali l’iterazione di M−1 genera un insieme
frattale.
Se ogni orbita di un sistema a tempo discreto o continuo risulta densa nello spazio delle
fasi, tranne che per un insieme di condizioni iniziali di misura nulla, allora per ogni funzione
f(x) la media temporale e la media sullo spazio delle fasi coincidono e la misura invariante
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si dice ergodica. Questa proprieta` di ergodicita` non e` tuttavia sufficiente per caratterizzare
il comportamento di un sistema: la sua natura regolare o caotica dipende dalla rapidita` con
cui due orbite inizialmente vicine si allontanano e dalla rapidita` con cui si perde memoria
dello stato iniziale.
Una caratterizzazione quantitativa viene fornita da due indicatori dinamici che sono gli
esponenti di Lyapunov e le correlazioni. Ad una divergenza con legge di potenza od espo-
nenziale delle orbite corrisponde un decadimento a potenza od esponenziale delle corre-
lazioni, che misurano la rapidita` con cui si perde memoria della condizione iniziale. Questi
indicatori si possono valutare anche quando nel sistema si introduce un debole rumore
descritto come perturbazione stocastica di piccola ampiezza. Seppur in modo empirico
l’analisi si applica anche agli effetti degli errori di arrotondamento nelle valutazioni nu-
meriche. Nel caso di una mappa che sia sufficientemente complessa dal punto di vista
computazionale l’errore di round off si comporta in modo simile ad una singola realiz-
zazione di una perturbazione stocastica di uguale ampiezza. Un altro indicatore e` fornito
dai tempi di ricorrenza ossia dai tempi necessari per ritornare nell’intorno di un punto e
dal loro spettro normalizzato al tempo di ritorno medio. Il decadimento dello spettro dei
tempi di ricorrenza e` simile al decadimento delle correlazioni. E` possibile infine stabilire
una relazione tra la statistica delle ricorrenze e la statistica di eventi estremi.
Misure invarianti
Consideriamo prima un sistema a tempo continuo definito su uno spazio delle fasi E ⊂ Rd il
cui gruppo di evoluzione St(x) e` soluzione della equazione differenziale x˙(t) = Φ(x(t)). Una
misura µ e` una applicazione definita su E a valori reali tale che per ogni suo sottoinsieme
A si ha µ(A) ≥ 0 con µ(∅) = 0. Vale inoltre la proprieta` di additivita` espressa da
µ(A ∪B) = µ(A) + µ(B) se A ∩B = ∅
Se la misura di E e` finita e` possibile ridefinirla in modo che sia µ(E) = 1 ed in tal caso si
ottiene una misura di probabilita` .
La misura di Lebesgue µL associa ad ogni insieme A il suo volume. Se E ha volume finito
µL(A)/µL(E) definisce una misura di probabilita` . In generale detto dx il parallelepido
infinitesimo di lati dx1, . . . , dxd useremo la seguente notazione
µL(dx) ≡ dµL(x) = dx1 · · ·dxd ≡ dx
Si introduce la densita` della misura c(x) definita da
c(x) =
dµ(x)
dµL(x)
≡ dµ(x)
dx
e la misura di un insieme A si esprime nella forma
µ(A) =
∫
χA(x) dµ(x) =
∫
χA(x) c(x) dx
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dove l’integrale e` esteso su E e χA(x) e` la funzione caratteristica di A. Data la evoluzione
x = St(x0) intesa come una trasformazione nello spazio dello fasi, per ogni fissato valore
di t valutiamo il determinante della sua matrice jacobiana
g = detG Gi j =
∂xi
∂x0 j
Nella forma lagrangiana g = g(x0, t) mentre nella forma euleriana g = g(x, t) ed in en-
trambe le rappresentazioni soddisfa la equazione
dg
dt
= g div (Φ)
Se il campo Φ ha divergenza nulla g = 1, i volumi si conservano e la misura invariante e`
quella di Lebesgue. Se g non e` costante ma esiste una funzione c(x) tale che
g =
c(x0)
c(x)
allora c(x) risulta essere la densita` di una misura invariante definita da
dµ(x) = c(x) dx = c(x0) dx0 = dµ(x0)
La misura di un insieme A detta χA(x) la sua funzione caratteristica si scrive
µ(A) =
∫
χA(x) c(x) dx =
∫
χA(St(x0)) c(x0) dx0 =
∫
χS−t(A)(x0) c(x0) dx0 = µ(S−t(A))
Nel caso di un sistema unidimensionale si ha una espressione esplicita per la densita` .
Infatti integrando per separazione delle variabili la soluzione si scrive nella forma
x = F−1(t+ F (x0)) F (x) =
∫ x dx′
Φ(x′)
usando la proprieta` della deriva di una funzione inversa
g =
dx
dx0
=
F ′(x0)
F ′(t+ F (x0))
=
Φ(x)
Φ(x0)
=
c(x0)
c(x)
Se non ci sono punti critici c(x) = 1/|Φ(x)|. Se ci sono m punti critici, ossia zeri di
Φ(x), questi dividono R in m + 1 intervalli, di cui due illimitati, in ciascuno dei quali
risulta definita nello stesso modo una misura invariante, che puo` avere una singolarita` agli
estremi. Se ad esempio Φ(x) = αx si ha c(x) = 1/x per x > 0 e µ(x) = log(x). La misura
di un intervallo A = [a, b] data da µ(A) = log(b/a) diverge per a → 0 e per b → ∞. Lo
stesso vale per la misura µ(x) = − log |x| definita per x < 0.
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Nel caso d = 2 supponiamo che esista un fattore integrante c(x, y) tale che div (cΦ) = 0
per cui la equazione si scrive nella forma
dx
dt
=
1
c
J
∂H
∂x
In questo caso si ha una misura invariante con densita` c(x). Possiamo provarlo facendo la
trasformazione canonica x → X con matrice jacobiana Mij = ∂Xi/∂xj tale che detM =
c(x). Nelle nuove coordinate le equazioni assumono la forma canonica di Hamilton
dX
dt
=
1
c
MJM
T ∂H
∂X
=
detM
c
J
∂H
∂X
= J
∂H
∂X
e nelle coordinate X il flusso conserva i volumi. Infatti detto x = St(x0) e X = St(X0)
dalla conservazione dei volumi nelle nuove coordinate segue che
dX = dX0 −→ c(x) dx = c(x0) dx0
Come esempio possiamo considerare la equazione di Lotka-Volterra in cui c(x, y) = (xy)−1
definita nel primo quadrante che e` un insieme invariante. Data una qualsiasi distribuzione
iniziale ρ0(x0, y0) di punti nello spazio delle fasi, il suo evoluto ρ(x, y, t) al tempo t soddisfa
la equazione di continuita` .
∂ρ
∂t
+ div (ρΦ) = 0
Poiche´ il numero di punti dn in un dominio infinitesimo non cambia ma i volumi cambiano
vale la seguente relazione
ρ(x, y, t) c(x, y) dxdy = ρ0(x0, y0, t) c(x0, y0) dx0 dy0
dove ρ(x, y, t) soddisfa la equazione di continuita` . Ne segue che la relazione tra la dis-
tribuzione al tempo t e quella iniziale e` data da
ρ(x, y, t) = ρ0(S−t(x, y)
c(x, y)
c(S−t(x, y)
Mappe simplettiche
Per quanto riguarda le mappe limitiamoci a considerare quelle stroboscopiche o la sezione
di Poincare´ di sistemi hamiltoniani in coordinate canoniche che risultano simplettiche. Sia
quindi M(x) una mappa simplettica e sia xk = M(xk−1) l’orbita da essa generata. La
matrice jacobiana Gij = ∂Mi/∂xj risulta essere simplettica ossia soddisfa GJG
T = J e
quindi avendo determinante 1 conserva i volumi. La matrice Jacobiana Gk(x) di M
k(x) e`
data dalla seguente ricorrenza
Gk(x) = G(M
k−1(x))Gk−1(x) k ≥ 1
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inizializzata da M0(x) = x e G0(x) = I.
Per le mappe simplettiche la misura invariante µ(x) e` quella di Lebesgue, che normalizzata
diventa una misura di probabilita` . Inoltre avendo M(x) inverso unico possiamo scrivere
la condizione di invarianza nella forma
µ(A) = µ(M−1(A)) = µ(M(A))
Un semplice esempio e` costituito da due oscillatori armonici la cui Hamiltoniana in co-
ordinate azione angolo si scrive H = ω1 j1 + ω2 j2. Le azioni sono costanti e gli angoli
hanno una evoluzione lineare φk(t) = φk(0) +ωk t. L’orbita e` un’elica sul toro e la sezione
di Poincare´ definita da φ2(tn) = 2πn genera una traslazione sul toro [0, 1] se scegliamo
x = φ1/2π come coordinata
xn+1 = xn + ω mod 1 ω =
ω1
ω2
x0 =
φ1(0)− ωφ2(0)
2π
La mappa si scrive M(x) = x+ωmod 1 sul toro T1. Sul cilindro T×R∗ dove y = j1 ∈ R+
si ha una mappa che conserva le aree. Un generico sistema integrabile con Hamiltoniana
H(j1, j2) conduce ad una mappa di Poicare´ dove ω e` funzione di j1 sulla superficie di
energia costante H(j1, j2) = E. Se ω(j1) e` monotona si puo` cambiare variabile ponendo
ω(j1) = y e in questo la caso la mappa definita sul cilindro T× [0, a] diventa
xn+1 = xn + yn mod 1 yn+1 = yn
e la misura di probabilita` e` dµ = a−1 dx dy. In questo caso la traslazione sul toro cambia
con continuita` quando ci si muove lungo l’asse del cilindro. Le due mappe ora considerate
danno luogo a moti regolari perche´ nella prima la distanza tra due orbite inizialmente
vicine si mantiene costante mentre nella seconda cresce linearmente.
Un esempio di mappa simplettica caotica definita sul toro T2, e noto come mappa di Arnold
e` dato da
xn+1 = 2xn + ynmod 1 yn+1 = xn + ynmod1
Questa mappa, non ottenibile come sezione di Poincare` di un Hamiltoniano, risulta essere
continua sul toro. Conserva le aree ed e` espansiva nella direzione dell’autovettore con
autovalore λ > 1, contrattiva nella direzione dell’autovettore con autovalore 1/λ.
La mappa definita sul cilindro T× [0, 1], nota come mappa del fornaio
xn+1 = 2xnmod 1 yn+1 =


yn/2 if 2xn < 1
(yn + 1)/2 if 2xn > 1
Questa mappa e` caotica ma risulta discontinua . Tutte la mappe qui considerate sul cilindro
o sul toro hanno come misura conservata la misura di Lebesgue, che dato un dominio D
qualsiasi coincide con la sua area.
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Ergodicita` e mescolamento
I sistemi dinamici continui o discreti hanno una misura invariante di probabilta` µ. La
media spaziale di una variabile dinamica f(x) dove x appartiene allo spazio delle fasi E e`
definita come la media fatta rispetto alla misura
〈f〉S =
∫
E
f(x) dµ(x)
Definiamo inoltre la media temporale rispetto ad una traiettoria con punto iniziale x
〈f〉T (x) = lim
T→∞
1
T
∫ T
0
f(St x) dt 〈f〉T (x) = lim
N→∞
1
N
N−1∑
n=0
f(Mn(x))
Il sistema si dice ergodico se la media temporale e` la stessa per tutti i punti tranne un
insieme Ω di misura nulla
〈f〉T (x) = 〈f〉S ∀x 6∈ Ω µ(Ω) = 0
Si dimostra che un sistema e` ergodico se e solo se:
a) non ha integrali primi del moto
b) non ha sottoinsiemi invarianti di misura positiva
c) le sue orbite St(x) o M
n(x) sono dense tranne che per x ∈ Ω con µ(Ω) = 0.
Se un sistema discreto e` ergodico la media temporale e` una somma di Cesaro che definisce
la misura invariante
lim
N→∞
1
N
N−1∑
n=0
f(Mn(x)) =
∫
E
f(x)dµ(x)
Supponiamo inoltre che esista il limite
lim
N→∞
∫
E
f(MN(x)) dm(x) = c
per ogni variabile dinamica f(x) integrabile dove m indica la misura di Lebesgue normal-
izzata. Prendendo la media di Cesaro per la successione
∫
f(Mn)dm si ha che
c = lim
N→∞
1
N
N−1∑
n=0
∫
E
f(Mn(x)) dm(x) =
∫
E
dm(x)
∫
E
f(y) dµ(y) =
∫
E
f(y) dµ(y)
Pertanto la misura anziche´ essere definita da una media di Cesaro risulta anche definita
dalla media rispetto alla misura di Lebegue di f(Mn(x)) nel limite N →∞
lim
n→∞
∫
E
f(Mn(x)) dm(x) =
∫
E
f(x) dµ(x)
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Come esempio prendiamo la traslazione sul toro unidimensionale. La mappa e` data da
M(x) = x + ωmod1 ed il sistema risulta ergodico se ω e` irrazionale. Come variabile
dinamica scegliamo una funzione f(x) periodica di periodo 1 per cui f(Mn(x) = f(x+nω).
Tale funzione ammette uno sviluppo di Fourier
f(x) =
+∞∑
k=−∞
e2π i kx fk
La media spaziale rispetto alla misura di Lebesgue in questo caso e` data da 〈f〉S = f0.
Per la media temporale abbiamo
〈f〉T (x) = lim
N→∞
1
N
N∑
n=0
∑
k
fke
2π i k(x+nω) = f0 + lim
N→∞
1
N
∑
k 6=0
fk e
2π i kx e
2π i k Nω − 1
e2π i kω − 1
da cui segue che
|〈f〉T (x)− 〈f〉S| ≤ lim
N→∞
1
N
∑
k 6=0
|fk|
| sin(πkω)|
Se il decadimento con k dei coefficienti di Fourier ed il numero irrazionale ω sono tali per
cui |fk|/| sin(πkω)| ≤ 1/|k|1+ǫ la serie converge e la media temporale risulta uguale alla
media spaziale per qualsiasi condizione iniziale x.
Una condizione piu` forte della ergodicita` e` quella di mescolamento. Un sistema si dice
mescolante se
lim
n→∞
µ(M−n(A) ∩B) = µ(A)µ(B)
0 1
0
1
0 1
0
1
Figura 12.1 Sistema ergodico: prime 2 iterazioni di un quadrato (lato sinistro) e prime 10 iterazioni dello
stesso (lato destro) per la mappa di T2 x′=x+
√
5−1 mod 1, y′=y+√2−1 mod 1.
Se invece esiste soltanto il limite della media di Cesaro si dice che e` debolmente mescolante.
I sistemi hamiltoniani hanno inverso unico e quindi la precedente definizione vale anche
se a M−n sostituiamo Mn. Se un sistema e` semplicemente ergodico come accade per le
traslazioni sul toro T2 le immagini successive di un piccolo dominio A vagano sul toro
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e soltanto la loro unione asintoticamente lo ricopre. Per un sistema mescolante come le
mappe di Arnold o del fornaio invece il dominio si deforma filamentandosi ed asintotica-
mente si distribuisce densamente sul toro. Se distribuiamo sul toro N punti uniformemente
di questi nA = Nµ(A) cadono in A. Se dopo n iterazioni i punti di di M
n(A) si distribuis-
cono uniformemente su tutto il toro di questi nAB = nAµ(B) cadono in B. Quindi la
misura di Mn(A) ∩ B e` data da nAB/N = µ(A)µ(B) e quindi la condizione di mescola-
mento e` soddisfatta.
0 1
0
1
0 1
0
1
Figura 12.2 Mappa di Arnold con k=1: primi due iterati di un quadrato (lato sinistro), decimo iterato
dello stesso quadrato (lato destro).
Correlazioni
La condizione di mescolamento puo´ essere riscritta usando le funzioni caratteristiche nel
modo seguente
lim
n→∞
∫
E
χM−n(A)(x)χB(x)µ(x) = lim
n→∞
∫
E
χA(M
n(x)χB(x)dµ(x) =
=
∫
E
χA(x)dµ(x)
∫
E
χB(x)dµ(x)
e si puo` estendere a funzioni misurabili qualsiasi nella forma
lim
n→∞
∫
E
f(Mn(x) g(x)dµ(x) =
∫
A
f(x)dµ(x)
∫
A
gdµ(x)
In generale se definiamo la correlazione
Cn = 〈 f(xn)g(x) 〉µ − 〈 f 〉µ〈 g 〉µ
dove 〈·〉µ indica la media rispetto alla misura µ la condizione di mixing scritta sopra implica
che la correlazione tende a 0 per n→∞. La condizione di mixing equivale al decadimento a
zero delle correlazioni per n→∞. Se f(xn) e g(x) fossero variabili stocastiche l’annullarsi
della correlazione indicherebbe che diventano statisticamente indipendenti per n → ∞.
In generale l’annullamento asintotico della correlazione esprime una perdita di memoria
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della traiettoria xn rispetto alla condizione iniziale x che si verifica asintoticamente. Se
un sistema e` regolare la correlazione o non decade o decade con legge di potenza. Se e`
caotico il decadimento e` esponenziale, E` conveniente introdurre un’altra definizione della
correlazione
Cn =
∫
E
f(Mn(x) g(x)dm(x)−
∫
A
f(x)dµ(x)
∫
A
g(x) dm(x)
che risulta essere equivalente alla prima. Infatti se supponiamo che esista il limite seguente
limn→∞
∫
E f(M
n(x) g(x)dm(x) = c Il limte della somma di Cesaro e` ancora c.
c = lim
N→∞
1
N
N−1∑
n=0
∫
E
f(Mn(x) g(x) dm(x) =
∫
E
g(x) dm(x)
∫
E
f(y) dµ(y)
dove siamo passati al limite sotto il segno di integrale e utilizzato a uguaglianza tra media
temporale e media spaziale rispetto alla misura ergodica µ. Pertanto la correlazione definita
dalla media rispetto alla misura di Lebesgue decade a zero per n→∞.
Nelle valutazioni per mappe la cui la misura invariante non sia esplicitamente nota la
definizione di correlazione piu` conveniente e` data da
Cn =
∫
E
f(Mn(x) g(x)dm(x)−
∫
A
f(Mn(x))dm(x)
∫
A
g(x) dm(x)
in quanto le medie sono sempre fatte rispetto alla misura di Lebesgue. Queste due ultime
definizioni sono equivalenti in quanto non solo il limite per n → ∞ e` zero in entrambi i
casi, ma anche la velocita` di decadimento e` la stessa.
La velocita` con cui le correlazioni decadono a zero e` indice del grado di dipendenza sensibile
dalle condizioni iniziali e quindi di caoticita` . Se il decadimento e` esponenziale allora f(xn)
e g(x) decorrelano molto rapidamente. Ricordiamo che variabili aleatorie indipendenti
hanno Cn = 0 per n ≥ 1. Mostriamo che per la mappa M = 2xmod1 il decadimento
e` esponenziale. Questa mappa e` definita sul toro T1 ove e` continua ma ha due inversi
M−11 (x) = x/2 e M
−1
2 (x) = (1+x)/2. Essendo gli inversi A1 =M
−1
1 (A) e A2 =M
−1
2 (A)
di un qualsiasi dominio A disgiunti, la invarianza della misura si esprime nella forma
µ(A) = µ−1(A) ≡ µ(A1) + µ(A2). Sviluppando f e g is serie di Fourier ed osservando che
le loro medie sono f0 e g0 si trova che
Cn =
∑
(k,k′)6=(0,0)
fk gk′
∫ 1
0
e2π i x( k
′+2nk) dx =
∑
k 6=0
fk g−2n k
se supponiamo che le funzioni siano di classe C1 allora i loro coefficienti di Fourier decadono
piu` rapidamente di c/|k| e quindi la somma e` limitata da
|Cn| ≤ 2−n c2
∑
k 6=0
1
k2
= 2−n c2 2
∞∑
k=1
1
k2
≤ 4c2 2−n
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Se agiamo con la mappa inversa su un intervallo A ad ogni passo generiamo 2 intervalli di
lunghezza meta` . Dopo n iterazioni abbiamo 2n intervalli di lunghezza 2−n che si distribuis-
cono su tutto l’insieme. Il mescolamento si raggiunge quindi con rapidita` esponenziale.
Per una mappa regolare come le traslazioni sul cilindro le correlazioni non decadono se la
frequenza ω e` costante. Se la frequenza varia in modo monotono, ad esempio linearmente,
il decadimento e` a potenza. In questo caso mescolamento ha un carattere locale perche´
ogni toro su cui il cilindro e` foliato risulta invariante, ma la velocita` di traslazione cambia
con continuita` da un cilindro all’altro. Fisicamente questo fenomeno e` noto come filamen-
tazione. Si noti che le correlazioni per la traslazione sul singolo toro non decadono. Invece
sul cilindro ove T× [0, a] si trova
Cn =
∑
(k,k′)6=(0,0)
fk gk′
1
a
∫ a
0
dy
∫ 1
0
e2π i k (x+ny)e2π i k
′ x dx =
=
∑
k 6=0
fkg−k
∫ a
0
e2π i kny dy =
1
n
∑
k 6=0
fkg−k
e2π i kna − 1
2πika
Si noti che le funzioni sono di classe C1 i coefficienti di Fourier decadono come 1/|k| e quindi
il modulo della somma e` maggiorato da una costante per cui le correlazioni decadono come
1/n. Se una mappa regolare viene perturbata stocasticamente allora se si integra anche sul
rumore il decadimento delle correlazioni diventa esponenziale. Infatti sia ξ una variabile
stocastica uniformemente distribuita in [−1, 1] e consideriamo la mappa M ed i suoi iterati
Mǫ(x) = x+ ω + ǫξmod 1 M
n
ǫ (x) = x+ nω + ǫ(ξ1 + . . .+ ξn)mod1
Definiamo allora la correlazione
Cn = 2
−n
∫ 1
−1
dξ1 · · ·
∫ 1
−1
dξn
∫ 1
0
dxf(Mnǫ (x))g(x)−
∫ 1
0
f(x) dx
∫ 1
0
g(x) dx
Usando lo sviluppo di Fourier per le funzioni si trova che
Cn =
∑
k 6=0
fkg−k e2π i knω
(
1
2
∫ 1
−1
dξ e2π i kǫξdξ
)n
=
∑
k 6=0
fkg−kSn(kǫ)
dove
S(x) =
sin(2πx)
2πx
|S(x)| ≤


e−x
2 log(2π) |x| < 1
1
2π|x| |x| > 1
Se supponendo che i coefficienti di Fourier decadano come 1/|k| si ottiene la stima seguente
|Cn| ≤ 2
1/ǫ∑
k=1
e−nk
2ǫ2 log(2π)
k2
+2
∞∑
k=1/ǫ
1
k2
1
(2πkǫ)n
≤ 2(2−ǫ)e−ǫ2n log(2π)+ 2ǫ
(2π)n
≤ 4 e−ǫ2n log(2π)
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Se M(x) = 2xmod1 e` perturbata stocasticamente il decadimento delle correlazioni e`
superesponenziale.
Divergenza delle orbite
Dato il sistema dinamico definito dalla equazione dx/dt = Φ(x(t)) in uno spazio delle
fasi E ⊂ Rd, accanto alla soluzione x(t) con condizione iniale x(0) = x0 sia y(t) un’altra
soluzione con condizione iniziale y(0) = x + ǫη0 dove ‖η0‖ = 1 con 0 < ǫ ≪ 1. La
separazione tra le due orbite al tempo t si scrive
y(t)− x(t) = ǫη(t) +O(ǫ2) η(t) = lim
ǫ→0
y(t)− x(t)
ǫ
La equazione soddisfatta da η(t) e` data da
dη(t)
dt
= L(t)η(t) Lij =
∂Φi
∂xj
(x(t))
e la matrice L(t) dipende dalla traiettoria imperturbata x(t) e quindi dal suo punto iniziale
x. Detta allora G(t) la matrice fondamentale che soddisfa la equazione
dG
dt
= L(t)G(t) G(0) = I
si ha che
η(t) = G(t)η0
Definiamo allora l’esponente di Lyapunov massimo per un’orbita con punto iniziale x0
λ = max
η0
lim
t→∞
1
t
log ‖η(t)‖
Se il sistema ergodico il teorema di Oseledec afferma che esiste il seguente limite in ogni
punto x ∈ E tranne un insieme di misura nulla
A = lim
t→∞
(GT (t)G(t))1/2t
Siccome A e` una matrice simmetrica positiva ha autovettori ortogonali ed autovalori reali
postivi
Auk = e
λk uk λ1 > λ2 > . . . > λd uk · uj = δij
Detta U = (u1, · · · ,ud) la matrice degli autovettori possiamo scrivere
A = UeΛUT Λij = λiδij
Ne segue che asintoticamente per →∞ si puo` scrivere
G
T (t)G(t) ≃ U e2Λt UT
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Per determinare tutti gli esponenti di Lyapunov scegliamo una base iniziale di vettori
linearmente indipendenti η0 1 . . . ,η0d e consideriamo i loro evoluti che risultano espressi
da η1(t) = Gη0 1, . . . , ηd(t) = Gη0 d . Se Pk(t) e` il parallelipedo i cui spigoli sono i primi
k evoluti dei vettori della base sopra considerata si puo` provare che vale la relazione
lim
t→∞
1
t
log Vol (Pk(t)) = λ1 + λ2 + . . .+ λk
per quasi tutte le scelte della base.
Quando t → ∞ si ha la seguente approssimazione GT (t)G(t) ≃ ∑dj=1 eλjt ujuTj ed il
risultato per k = 1 si dimostra osservando che
‖η1(t)‖ =
(
η0 1 · GT (t)G(t)η0 1
)1/2 ≃

 d∑
j=1
(eλjt uj · η0 1)2


1/2
=
=eλ1t|u1 · η0 1|
[
1 +O(e−2(λ1−λ2)t
]
Il comportamento asintotico di ‖η1(t)‖ determina λ1 purche´ η1 0 non sia ortogonale a u1.
Per k = d introducendo le matrici H0 = (η0 1, . . . η0 d) e H(t) = (η1(t), . . . ,ηd(t)) tra cui
esiste la seguente relazione H(t) = G(t)H0. Il volume del parallelepipedo Pd e` dato da
Vol (Pd(t)) = det (E(t)) = det (G(t)E0) = det (G(t)) det (E0) = det (E0) e
(λ1+...+λd)t
Poiche` i vettori di base sono linearmente indipendenti il volume det (E0) del parallelepipedo
che essi formano e` diverso da zero e quindi da Vol (Pd(t)) si ottiene la somma di tutti gli
esponenti.
Nel caso di sistema discreto in cui l’orbita e` determinata dalle iterazioni di una mappa
xn = M
n(x) la separazione di due orbite con punti iniziali x0 e y0 = x0 + ǫ η0 vicini tra
loro dove ‖η0‖ = 1, risulta espressa da yn − xn dove
yn = xn + ǫηn +O(ǫ
2) ηn = lim
ǫ→0
yn − xn
ǫ
La ricorrenza che determina ηn si ottiene osservando che
ηn+1 = lim
M(yn)−M(xn)
ǫ
= DM(xn) lim
ǫ→0
yn − xn
ǫ
= DM(xn)ηn
dove DM e` la matrice Jacobiana della mappa. Ne segue che
ηn = DM(xn−1)DM(xn−2) · · ·DM(x0)η0 = DMn(x0)η0 ≡ Gnη0
dove le matrici Gn soddisfano la ricorrenza
Gn+1 = DM(xn)Gn G0 = I
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Quindi Gn e` l’analogo discreto della matrice fondamentale G(t) nel caso continuo. Anche
il questo caso il teorema di Oseledec assicura l’esistenza del limite
lim
n→∞
(GTn Gn)
1/2n = U eΛ UT
dove Λ e` una matrice diagonale i cui elementi λ1, . . . , λd sono gli esponenti di Lyapunov,
che possono essere determinati con il calcolo dei volumi come nel caso continuo. Quando
il calcolo della matrice Jacobiana DM e` difficoltoso il calcolo del massimo esponente si
realizza valutando la distanza tra l’orbita xk e l’orbita vicina (shadow orbit) yk. Questo
equivale a sostituire ‖ηn‖ con
en =
‖yn − xn‖
‖y0 − x0‖ limǫ→0 en = ‖ηn‖
Quando il massimo esponente e` positivo e` grande, il calcolo ‖ηn‖ incorre rapidamente in
un problema di overflow, che si evita con un procedimento di rinormalizzazione descritto in
appendice. Il calcolo di en va arrestato molto prima ossia quando ‖yn − xn‖ ha un valore
confrontabile con il diametro definito dell’orbita caotica, perche´ si ha saturazione. Se il
diametro e` di ordine 1 e la precisione e` 10−16 la saturazione avviene per en ∼ 1016, molto
prima dell’overflow di ‖ηn‖, ma anche in questo caso si puo` usare la rinormalizzazione.
Per un sistema unidimensionale ergodico DM(x) =M ′(x)
λ = lim
N→∞
1
N
N−1∑
n=0
log |M ′(xn)| =
∫
|M ′(x)| dµ(x)
e l’esponente di Lyapunov e` la media spaziale del modulo della derivata della mappa.
Attrattori e misure frattali
Per un sistema dinamico un insieme A cui ogni orbita tende asintoticamente si chiama
attrattore. Se il punto iniziale e` in A l’intera orbita appartiene ad A e quindi l’attrattore
e` un insieme invariante. L’attrattore puo` essere un punto, una curva chiusa (toro T1)
oppure un toro Td di dimensione d > 1. Se ad un sistema hamiltoniano con potenziale
inferiormente limitato aggiungiamo una forza dissipativa ciascun punto di equilibrio stabile
diventa un attrattore. Se poi si aggiunge una forza esterna dipendente dal tempo questa
puo` bilanciare la dissipazione consentendo al sistema di avere attrattore di dimensione
d ≥ 1. Questo e` il caso dell’oscillatore smorzato e forzato. Se vi sono piu` attrattori lo spazio
delle fasi si divide nei corrispondenti bacini di attrazione. Puo` accadere che l’attrattore
non sia una varieta` differenziabile. ma comunque vi risulti definita misura di probabilita`
invariante rispetto alla dinamica. Gli attrattori sono geometricamente caratterizzati da
una dimensione, e si dicono frattali se la dimensione non e` intera.
Qui esamineremo un modello per la generazione di attrattori frattali costruiti mediante
l’iterazione degli inversi di una mappa espansiva. Data una mappa M(x) che per sem-
plicita` supponiamo definita sul cubo unitario I = [0, 1]d, sia M−1(x) la mappa inversa
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costituita da s determinazioni M−11 (x), . . . ,M
−1
s (x) che danno di I immagini disgiunte.
Sia A l’attrattore definito come il limite diM−n(I) per n→∞. Una misura µ definita su A
puo` essere estesa ad I imponendo che la misura di ogni insieme di I che abbia intersezione
vuota con A sia nulla. La misura e` invariante se
µ(M−1(B)) = µ(B) ∀B ⊆ A
e tale proprieta` si estende ad ogni B ⊆ I. La definizione di invarianza rispetto all’inverso
di M si rende necessaria quando la mappa non ha inverso unico. Avendo supposto che
M−1(B) =
s⋃
i=1
M−1i (B) M
−1
i (B) ∩Mj(B) = ∅ i 6= j
la invarianza della misura si scrive
µ(M−1(B)) =
s∑
i=1
µ(M−1k (B)) = µ(B)
La misura risulta definita dai suoi pesi pk > 0 tramite la relazione
µ(M−1k (B)) = pkµ(B) p1 + . . .+ ps = 1
Detta χB(x) la funzione caratteristica di B che vale 1 se x ∈ B e vale 0 se x 6∈ B da
χM−1(B)(x) = χB(M(x))
segue la relazione
µ(M−1(B)) =
∫
χM−1(B)(x) dµ(x) =
∫
χB(M(x)) dµ(x)
Se la misura e` invariante si ha∫
χB(M(x)) dµ(x) =
∫
χB(x) dµ(x)
Dalla invarianza della misura scritta nella forma µ(M−n(B)) = µ(B) segue che per ogni
intero n si ha ∫
χB(M
n(x)) dµ(x) =
∫
χB(x) dµ(x)
per ogni n ≥ 1 Una funzione qualsiasi f(x) puo` essere approssimata da una somma sulle
funzioni caratteristiche di tutti gli elementi di una partizione e si puo` provare che la con-
dizione di invarianza si esprime nella forma
∫
f(x) dµ(x) =
s∑
k=1
pk
∫
f(M−1k (x)) dµ(x)
Nel paragrafo che segue mostreremo il procedimento per costruire l’attrattore frattale e la
sua misura mediante l’uso delle partizioni.
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Partizioni
Le partizioni sono una decomposizione sempre piu` fine di un attrattore ottenuta iterando
l’inverso di una mappa espansiva. Consideramo una mappa espansiva M in cui inverso non
e` unico ma consiste in s trasformazioni contrattive M−1 = (M−11 ,M
−1
2 , . . . ,M
−1
s ) definite
sul cubo unitario I e che di esso danno immagini disgiunte
M−1k (I) ⊂ I M−1k (I) ∩M−1j (I) = ∅ j 6= k
Il caso piu` semplice e` quello di trasformazioni lineari sulla retta M−1i (x) = bi + ℓi x dove i
parametri sono tali da fornire immagini disgiunte di [0, 1].
La prima partizione I(1) di I e` data dalla unione delle sue s immagini disgiunte La seconda
pertizione I(2) e` l’immagine di I(1) ed e` formata da s2 insiemi disgiunti. Continuando il
processo si genera la n-esima partizione I(n)
I(n) =M−1(I(n−1)) =
⋃
k1,...,kn
Ik1,...,kn , Ik1,...,kn =M
−1
k1
· · ·M−1kn (I)
costituita da sn insiemi disgiunti la cui misura di Lebesgue tende a zero per n → ∞. La
successione I(n) ha come limite per n→∞ l’attrattore frattale
A = lim
n→∞
I(n)
che risulta indipendente dall’insieme iniziale I. Ogni elemento Ik1,...,kn della partizione
di ordine n e` individuato dalla stringa k = (k1, . . . , kn) i cui elementi sono gli indici
delle mappe che l’hanno generata. Le partizioni dinamiche dell’attrattore frattale A sono
definite come intersezione delle partizioni di I con l’attrattore
A(n) = I(n) ∩A =
⋃
k1,...,kn
Ak1,...,kn , Ak1,...,kn = Ik1,...,kn ∩ A
Per illustrare il procedimento costruttivo ora descritto consideriamo due esempi classici.
L’insieme di Cantor sulla retta si costruisce tramite le seguenti trasformazioni in I = [0, 1]
M−11 (x) = ℓ1x, M
−1
2 (x) = 1 + ℓ2(x− 1), ℓ1 + ℓ2 ≤ 1
I
22
I21
I11
I12
I2
I2
I1
I1I
Figura 12.3 Partizioni I(1) e I(2) dell’intervallo unitario per insieme di Cantor con scale ℓ1=1/4, ℓ2=1/2
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La figura 1 illustra la costruzione della prima e della seconda partizione dell’intervallo
iniziale I, come immagini delle applicazioni lineariM−11 , M
−1
2 di cui si evidenzia il grafico.
Il secondo esempio e` costituito dall’insieme di Sierpinski definito come attrattore per un
sistema di tre mappe del piano
M−11 :


x′ = x2
y′ = y2
M−12 :


x′ = x2 +
1
4
y′ = y2 +
√
3
4
M−13 :


x′ = x2 +
1
2
y′ = y2
definite sul triangolo equilatero I di vertici (0, 0), (1, 0), ( 12 ,
√
3
2 ). Nella f figura 2 si mostra
la costruzione della prima partizione del triangolo iniziale.
I
1
I
2
I
3
I
Figura 12.4 Prima partizione I(1) del triangolo equilatero I per l’insieme di Sierpinski
Per analizzare le propriea` dell’attrattore frattale A introduciamo anche le partizioni uni-
formi U (n) dell’intervallo unitario, costituite dagli intervalli di lunghezza 2−n, che lo rico-
prono senza sovrapporsi o del quadrato unitario costituite da celle quadrate di lato 2−n con
la stessa proprieta` . Una immagine digitalizzata corrisponde ad una partizione uniforme
binaria ossia con p = 2 dell’immagine originale se si associa ciascun pixel ad una cella.
Ogni cella e` individuata da una stringa binaria; sulla retta (k1, . . . , kn) dove ki = 0, 1 iden-
tifica l’intervallo, i cui punti che hanno rappresentazione binaria 0.k1 · · ·kn · · · con valore
arbitrario per i bits successivi a kn.
Se a ciascuna delle s mappe che generano l’attrattore frattale si attribuisce un peso statis-
tico pi > 0, si genera una misura invariante sull’attrattore. Questa misura µ e` definita dal
valore che assume su ogni elemento di una partizione
µ(Ak1,...,kn) = pk1 · · · pkn
Se i pesi sono tutti uguali pi = 1/s la misura si dice bilanciata. Si puo` inoltre definire
una successione di misure µ(n) che hanno densita` costante su ciascun elemento Ik1,...,kn
delle partizioni dell’insieme iniziale I e tali che µ(n)(Ik1,...,kn) = pk1 · · · pkn . Se I = [0, 1],
la misura µ(n) dell’intervallo [0, x] e` una funzione lineare a tratti, vedi figura 4, e la sua
densita` vale
ρ(n)(x) =
µ(Ik1,...,kn)
µL(Ik1,...,kn)
=
pk1 · · · pkn
ℓk1 · · · ℓkn
, x ∈ Ikn,...,k1
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Si prova che la misura cos`ı definita e` invariante rispetto alle trasformazioniM che generano
l’attrattore frattale
µ(M−1(B)) =
s∑
k=1
µ(M−1k (B)) = µ(B), µ(M
−1
k (B)) = pk µ(B)
per ogni B ⊂ A. Si considerano anche misure con supporto non frattale, corrispondenti
a partizioni dell’insieme iniziale I in sottoinsiemi la cui unione e` ancora I; sulla retta cio`
accade se ℓ1 + · · · + ℓs = 1. In questo caso, se i pesi non sono tutti uguali, la misura e`
frattale.
0
µ
n (x)
1
1
ρ
ρ
1
2
Figura 12.5 Misure µ(0), µ(1), µ(2) dell’intervallo [0,x] per l’insieme di Cantor ternario con pesi p1=1/4,
p2=3/4 (lato sinistro) e corrispondenti densita` ρ
(1)(x), ρ(2)(x) (lato destro)
Come esempio considero la mappa espansiva M(x) = 2xmod1 definita su T che ha due
inversi
M−11 (x) =
x
2
M−12 (x) =
1 + x
2
cui sono associati i pesi p1, p2. Se p1 = p2 = 1/2 si ha µ(x) = x e la misura coincide con
quella di Lebesgue, altrimenti e` continua ma non derivabile in alcun punto.
Dimensione frattale e di Haudorff
Gli attrattori frattali sulla retta hanno lunghezza nulla, poiche´ sono ricoperti da I(n)
insieme costituito dall’unione di segmenti disgiunti di lunghezza complessiva (ℓ1 + . . . +
ℓs)
n → 0 per n→∞. Se ℓ1 + . . .+ ℓs = 1 l’attrattore non e` frattale poiche´ A = I mentre
e` frattale la misura se i pesi non sono tutti uguali. In modo analogo si mostra che gli
attrattori del piano hanno area nulla. Possiamo pero` associare ad essi una dimensione DF
inferiore a quella euclidea, considerando l’andamento asintotico del numero minimo N(ǫ)
di sfere di raggio ǫ che li ricoprono.
La definizione di dimensione frattale e` quindi
DF = − lim
ǫ→0
logN(ǫ)
log ǫ
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Da cui segue che N(ǫ) ∼ 1/ǫDF . Questo risultato e` evidente nel una curva regolare di
lunghezza finita, in cui DF = 1, o di un dominio nel piano di area finita, in cui DF = 2. Se
consideriamo le partizioni uniformi binarie di ordine n, allora ǫ = 2−n ed N(ǫ) e` uguale al
numero Nn di celle che contengono punti dell’insieme (il quadrato e` una sfera nella metrica
opportuna). La definizione diventa in questo caso
DF = lim
n→∞
1
n
log2Nn
Il numero di celle non vuote quindi asintoticamente e` dato da Nn ∼ 2nDF . In pratica
DF viene valutata come la pendenza della retta che meglio approssima log2Nn tramite
il metodo dei minimi quadrati. Anche una estrapolazione lineare consente calcolare DF
osservando che se Nn ammette il seguente sviluppo
Nn = C 2
nDF (1 + c1 2
−nDF + c2 2−2nDF + . . .)
da log2Nn = log2 C + nDF +O(e
−nDF ) segue che log2(Nn+1/Nn) = DF +O(e
−nDF ). Si
puo` migliorare la precisione valutando log2[(Nn+1−Nn)/(Nn−Nn−1)] = DF +O(e−2nDF )
Per gli attrattori frattali si hanno termini oscillanti (Bessis 1987), che accompagnano la
legge di scala del tipo log2Nn = DF n+ β cos(ωn) + . . . ed il metodo dei minimi quadrati
risulta piu` efficace nel mediare sulle oscillazioni.
Una definizione piu` generale di dimensione si ottiene considerando ricoprimenti Bi dell’in-
sieme con sfere di diametro ǫi qualsiasi purche´ minore di un ǫ assegnato (Falconer 1990).
Si introduce quindi la misura di Hausdorff
H(ǫ, β) = inf
Bǫ
∑
i
ǫβi
Il limite per ǫ→ 0 si annulla per β > DH , che prende il nome di dimensione di Hausdorff
H(β) = lim
ǫ→0
H(ǫ, β) =
{
0 per β > D
H
∞ per β < D
H
Le partizioni I(n) sono ricoprimenti con insiemi di diametro ǫi = ℓk1 · · · ℓkn ≤ ℓn dove ℓ e`
la piu` grande tra le scale ed il ricoprimento con sfere di diametro ǫi minimizza
∑
i ǫ
β
i . Si
ha quindi
H(β) = lim
n→∞
∑
k1,...,kn
(ℓk1 · · · ℓkn)β = lim
n→∞
(ℓβ1 + . . . ℓ
β
s )
n
e la dimensione di Hausdorff e` l’unica soluzione reale positiva della equazione
ℓβ1 + . . .+ ℓ
β
s = 1
Il ricoprimento con sfere di ugual diametro ǫ definisce una misura di Hausdorff H(ǫ, β) =
Nǫǫ
β ∼ ǫβ−DF ≥ H(ǫ, β) da cui segue DF ≥ DH . Quando tutte le s scale sono uguali le
due dimensioni coincidono e si ha D = − log s/ log ℓ.
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Spettro di dimensioni
La dimensioni frattale e di Hausdorff si riferiscono alla struttura geoemetrica dell’attrattore
che e` il supporto della misura su di esso definita. A ciascuna misura definita sull’attrattore
si associa non una singola dimensione ma una famiglia ad un parametro di dimensioni. Il
tal modo e` possibile caratterizzare le infinite dimensioni che si possono costruire su un at-
trattore frattale assegnato. Una caratterizzazione piu` selettiva di una attrattore frattale si
ottiene esaminando le proprieta` locali della sua misura invariante. La sua digitalizzazione,
corrispondente ad una partizione binaria, e` definita associando ad ogni pixel un numero
razionale, gi/2
8 con gi compreso tra 0 e 255 oppure gi/2
16 con gi compreso tra 0 e 65535,
che approssima la misura della cella ed il cui numeratore specifica il tono di grigio del
punto. Quindi un attrattore genera una bit map la sua misura una byte map
Per ogni punto x dell’attrattore si considera la misura della intersezione di questo con una
sfera S(x, ǫ) di centro x e raggio ǫ. Quando ǫ → 0 la misura si annulla con una legge di
potenza ǫα e l’esponente α caratterizza le proprieta` della misura nel punto considerato.
α(x) = lim
ǫ→0
log µ(A∩ S(x, ǫ))
log ǫ
Le medie di µq−1(A ∩ S(x, ǫ)) su tutto l’attrattore, dette integrali di correlazione, hanno
leggi di scala che dipendono dalla distribuzione degli esponenti locali
C(ǫ; q) =
∫
µq−1(A∩ S(x; ǫ)) dµ(x), τ(q) = lim
ǫ→0
logC(ǫ; q)
log ǫ
Le dimensioni generalizzate Dq sono definite da
Dq =
τ(q)
q − 1
Gli integrali di correzione esistono sempre per q > 1 mentre per q < 1 potrebbero anche
non esistere. Infatti, se l’esponente q − 1 della misura della sfera e` negativo, le grandi
fluttuazioni, ove questa misura e` prossima a zero, possono far perdere la convergenza.
Prendendo la trasformata di Legendre di Dq si ottiene un funzione f(α), che risulta uguale
alla dimensione di Hausdorff del sottoinsieme di A, i cui punti hanno esponente locale
uguale ad α. Infatti la funzione τ(q) e` concava, vedi figura 6, e se ne puo` definire la
trasformata di Legendre (Jensen 1987)
f(α) = min
q
(qα− τ(q))
da cui segue che
f(α) = qα− τ(q) α = dτ
dq
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La funzione f(α) e` concava e gode delle seguenti proprieta`


max f(α) = −τ(0) ≡ DH , f(α) = α per α = D1
f(α) = DH(Aα), Aa = {x : α(x) = a}
La prima segue dalla definizione valutando df/dα = q Questo risultato e` poco intuitivo so-
prattutto per l’analisi di una immagine digitalizzata, poiche´ tutti gli insiemi hanno misura
nulla, tranne quello con α = D1, che ha misura piena (Pesin 1997).
Per una misura frattale su un attrattore generato da mappe con pesi pi e fattore di con-
trazione ℓi l’integrale di correlazione esiste e la dimensione generalizzata e` espressa da
Dq = τ(q)/(q − 1) dove τ(q) soddisfa
s∑
j=1
pqj ℓ
−τ
j = 1
La prova si basa sull’integrale dell’energia e sul bilanciamento della misura.
La precedente equazione per τ(q) e` quella cui si perviene annullando una funzione detta
energia libera, che si valuta a partire dalle partizioni dinamiche
FD(q, τ) = lim
n→∞
1
n
log
∑
k1,...,kn
µq(Ak1,...,kn)
δτ (Ak1,...,kn)
come si verifica facilmente ricordando che la misura µ di Ak1,...,kn ed il suo diametro δ sono
dati rispettivamente da pk1 · · · pkn e ℓk1 · · · ℓkn . Se alle partizioni dinamiche si sostituiscono
le partizioni uniformi in cellette c
(n)
i di lato 2
−n, si ha una energia libera FU annullando la
quale si ottiene
τU (q) = − lim
n→∞
1
n
log2
2nd∑
i=1
µq(c
(n)
i )
Vale il seguente risultato, (Collet 1986)
Per q > 1 gli spettri di dimensioni ottenuti dalle partizioni uniformi e dalle partizioni
dinamiche coincidono.
Il metodo delle partizioni uniformi consente di sviluppare efficaci algoritmi per misure
digitalizzate, ossia per le immagini con toni di grigio codificate come byte maps.
Gli spettri ottenuti con le partizioni uniformi coincidono con quelli ottenuti dalle partizioni
dinamiche per q > 1, in accordo con la teoria. Per q < 1 l’uguaglianza e` verificata solo se
il supporto della misura e` [0, 1] (attrattore non frattale) oppure se le partizioni dinamiche
sono un sottoinsieme delle partizioni uniformi. Nel caso generico in cui il supporto della
misura sia frattale e le partizioni dinamiche non siano contenute in quelle uniformi, come
nel caso del Cantor ternario classico, c’e` una netta evidenza di convergenza ad un diverso
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Figura 12.6 Grafico di τ(q) (lato sinistro), Dq (centro) e del corrispondente spettro f(α) per un Cantor
ternario con pesi uguali p1=p2=0.5 (rette), con p1=0.4, p2=0.6 (curve intermedie) e con p1=0.2, p2=0.8
risultato. L’analisi di attrattori bidimensionali, conferma questi risultati. Affinche´ la
digitalizzazione della misura abbia anch’essa supporto pieno occorre scegliere dei pesi che
non siano troppo sbilanciati (cioe` non troppo lontani da pi = 1/s). Si noti che quando si
effettua la trasformata di Legendre, i punti di Dq con q > 1 si trasformano nei punti di
f(α) con α < D1, quelli con q < 1 nei punti con α > D1.
Dimensioni di Lyapunov
Gli esponenti di Lyapunov consentono di stimare le dimensioni di un eventuale attrattore
su cui si svolge le dinamica asintotica. Infatti il volume dei parallelepipedi Pk(t) cresce o
si mantiene costante se λ1 + . . . + λk ≥ 0 diminuisce se λ1 + . . . + λk < 0. Supponiamo
allora che k sia tale che
λ1 + . . .+ λk ≥ 0 > λ1 + . . .+ λk + λk+1
allora andando da Pk a Pk+1 si passa dalla conservazione o espansione alla contrazione. Vi
e` dunque un valore intermedio che definisce la dimensione dell’attrattore. Se ϕ(s) e` una
funzione lineare a tratti tale che ϕ(k) = λ1+ . . .+λk allora il valore s = D in cui si annulla
definisce la dimensione di Lyapunov dell’insieme. Allora data la interpolazione lineare
ϕ(s) = λ1 + . . .+ λk + (s− k)λk+1 k ≤ s ≤ k + 1
la dimensione D e` definita da φ(D) = 0 e quindi
D = k − λ1 + . . .+ λk
λk+1
Questa puo` essere confrontata con la dimensione frattale DF . Lo spettro di esponenti
fornisce informazioni sulla natura di un eventuale attrattore. Per avere un attrattore la
somma di tutti gli esponenti deve essere negativa e a seconda del valora negativo (−), nullo
(0) o positivo dei singoli esponenti di Lyapunov cambia la natura dell’attrattore. Per un
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flusso in R2 abbiamo un punto fisso per (−,−), un toro T1 o ciclo limite con per (0,−).
Per una flusso in R3 abbiamo un punto fisso per (−,−,−), un toro T1 per (0,−,−), un
toro T2 per (0, 0,−), un attrattore strano per (+, 0,−). Nel caso di una mappa in R2 si
ha un un punto fisso per (−,−) e un attrattore strano per (+,−). Questo corrisponde
alla sezione di Poincare´ di un flusso in R3 preso su orbita periodica. In questo quadro
non rientrano i sistemi hamiltoniani, che non presentano attrattori e nei quali la somma
di tutti gli esponenti e` nulla.
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Appendice: rinormalizzazione per esponente di Lyapounov
Nel calcolo degli esponenti si va incontro a problemi numerici perche´ il modulo dei vettori
cresce o cala esponenzialmente causando overflow oppure underflow. E’ quindi consigliabile
normalizzare il vettore che entra nel calcolo dell’esponente massimo oppure ortonormal-
izzare i vettori con cui si calcola il volume del parallelepipedo Pk(t). Riferiamoci al caso
discreto e posto n = mk consideriamo la successione di vettori
ηm = Gm(x)η, η2m = Gm(xm)ηm, . . . , ,ηkm = Gm(x(k−1)m)ηm−1
Costruiamo una nuova successione di vettori η(1), . . . ,η(k) ciascuno dei quali ha una norma
di ordine emλ1 che non cambia al crescere di k. La successione e` definita da
η(1) = Gm(x)
η
‖η‖ , η
(2) = Gm(xm)
η(1)
‖η(1)‖ , · · · η
(k) = Gm(x(k−1)m)
η(k−1)
‖η(k−1)‖
e puo` essere riscritta nella forma
η(2) =
G2m(x)η
‖Gm(x)η‖ , . . . . . . ,η
(k) =
Gkm(x)η
‖G(k−1)m(x)η‖
Ne segue allora che
‖η(1)‖‖η(2)‖ · · · ‖η(m)‖ = ‖Gm(x)η‖‖η‖
‖G2m(x)η‖
‖Gm(x)η‖ · · ·
‖Gkm(x)η‖
‖G(k−1)m(x)η‖ =
‖Gkm(x)η‖
‖η‖ =
‖ηkm‖
‖η‖
In questo modo l’esponente massimo di Lyapunov e` dato da
λ1 = lim
k→∞
1
km
log
‖ηkm‖
‖η‖ = limk→∞
1
km
k∑
j=1
log ‖η(j)‖
I vettori η(j) sono rinormalizzati e la loro norma non cresce.
Se il calcolo analitico della mappa tangente DM non e` possibile oppure e` difficoltoso si
puo` usare il seguente algoritmo
η(1)(ǫ) =
1
ǫ
[Mm(x+ ǫη)−Mm(x)] η(2)(ǫ) = 1
ǫ
[
Mm
(
xm + ǫ
η(1)
‖η(1)‖
)
−Mm(xm)
]
. . . η(k)(ǫ) =
1
ǫ
[
Mm
(
x(k−1)m + ǫ
η(k−1)
‖η(k−1)‖
)
−Mm(x(k−1)m)
]
Nel limite ǫ→ 0 la successione η(k) coincide con quella definita in precedenza e il massimo
esponente di Lyapunov e` ancora definito da definito da
λ1 = lim
k→∞
lim
ǫ→0
1
km
k∑
j=1
log ‖η(j)(ǫ)‖
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