Introduction
PSTSWM Version 4.0 is a message-passing benchmark code and parallel algorithm testbed that solves the nonlinear shallow water equations on a rotating sphere using the spectral transform method. PSTSWM was developed to evaluate parallel algorithms for the spectral transform method as it is used in global atmospheric circulation models 6]. Multiple parallel algorithms are embedded in the code and can be selected at run-time, as can the problem size, number of processors, and data decomposition. Six di erent problem test cases are also supported, each with associated solution and error analysis options. The extensive selection of run-time options are included to make a fair parallel algorithm comparison tractable. On each platform, each major algorithm is rst tuned to achieve optimum performance before comparing between the algorithms. Developing, validating, maintaining, and executing separate versions of the code for each variant of each parallel algorithm would have been impossible. The algorithm comparison is also sensitive to problem speci cs, motivating the run-time selection of the problem size and problem test case, and to the parallel platform. To avoid maintaining signi cantly di erent versions of the code for outwardly similar parallel architectures, PSTSWM has been structured to be easily ported. PSTSWM is written in Fortran 77 with VMS extensions and a small number of C preprocessor directives. Message passing is implemented using MPI 2], PICL 8], PVM 7] , or native message passing libraries, with the choice being made at compile time. Additionally, all message passing is encapsulated in three high level routines for broadcast, global minimum and global maximum, and in two classes of low level routines representing variants or stages of the swap operation and the send/receive operation. Porting the code to another message passing system requires either porting the MPI, PICL, or PVM libraries or implementing the (few) communication routines in PSTSWM using native message passing primitives. As of 4/1/95, PSTSWM has been run on the Intel iPSC/2, iPSC/860, DELTA, and Paragon (on both GP and MP nodes and using either the NX or SUNMOS operating systems), the nCUBE/2 and nCUBE/2S, the IBM SP-1 and SP-2, the Cray Research T3D, across a network of workstations, and on a Cray vector machine (as a serial application). In principle, it should also run on any other platform on which MPI, PICL, or PVM is available. To aid in tuning and in understanding the parallel performance, PSTSWM has been instrumented for the collection of performance data using the PICL trace and pro le collection interface. The PICL implementation of the code must be used in order to collect performance data on interprocessor communication 1 but a mixed PICL/native implementation is also provided that can be used to collect data on events not related to message passing. In the mixed implementation, the performance sensitive message passing uses native commands and PICL is only used in the collection of the performance data. The ability to easily port and tune PSTSWM on di erent message-passing platforms has made the code valuable as a fair benchmark. By comparing the run-times for the best parallel algorithm options on each platform, PSTSWM allows the parallel platform to be evaluated on its ability to run the numerical simulation, not just a particular parallel implementation. Thus, PSTSWM is a compromise between paper benchmarks 1], where most everything can be varied, at the cost of developing a parallel simulation code from scratch on each platform, and xed benchmarks, where nothing can be varied even if the parallel implementation is unsuitable.
The results on the best algorithm options also provide guidance on how to use a given platform most e ciently. Note that all parallel algorithms have been carefully implemented, eliminating unnecessary bu er copying and exploiting our knowledge of the context in which they are called.
In this report, we describe the practical issues of how to use PSTSWM. In a future report, we will describe the code structure and embedded parallel algorithms in detail. Algorithm comparison results are described in 6]. Benchmark results are described in 18] and 5]. The benchmarking philosophy inspired by PSTSWM is described in 17]. The rest of this report is as follows. Chapter 2 gives a brief history of the development of PSTSWM. Chapter 3 describes how to obtain, build, and run the code. Chapter 4 describes the underlying problem and problem speci cation options. Chapter 5 describes the approach to parallelization and the parallel algorithm speci cation options. Chapter 6 describes performance data that can be collected and the performance data collection options. Chapter 7 describes the compile time options, which specify maximum problem size and platform-speci c parameters. Chapter 8 describes the model and timing data output produced by running the code. Chapter 9 brie y describes our benchmarking methodology and features in PSTSWM that support this usage. Chapter 10 describes how PSTSWM has been adapted to peculiarities of some of the target platforms. Chapter 11 discusses what is involved in porting PSTSWM to a new platform. Appendix A lists the sample problem input les included with the PSTSWM source code. Appendix B describes the di erences between the general distribution of PSTSWM, the PVM-only version used in the ParkBench v1.0 suite of benchmark codes, and the MPI-only version developed for inclusion in the next generation of the ParkBench suite. Loading PSTSWM. PSTSWM is a hostless parallel program. Loading the program on the multiprocessor is the responsibility of the user, and what is required di ers from platform to platform and from site to site. Example load commands are listed in Fig. 3 .1. Note that there are numerous environment variables that control parallel execution in the IBM SP environment, and more may be required than is shown here.
Input. Once loaded, PSTSWM normally looks for three input les: problem, described in Chapters 4, algorithm, described in Chapter 5, and measurements, described in Chapter 6. Example algorithm and measurements input les and six example problem input les are located in the subdirectory input that comes with the code distribution. To use a particular example problem input le, you must rename it problem and copy it to where the executable will look for it, usually in the same directory from which the executable is loaded onto the multiprocessor. Similarly, the example algorithm and measurements input les must be copied to the appropriate location. If the le script is found by PSTSWM, then PSTSWM runs a sequence of experiments, using a sequence of problem, algorithm, and measurements input les. script indicates how many experiments to run and the names of the input les to be used in each experiment. See Chapter 9 for more information. Depending on the value of the algorithm input parameter MESHOPT, PSTSWM may also look for a le named meshmap, which speci es how the problem should be partitioned over the processors. See Chapter 5 for details.
Output. PSTSWM sends model output to standard out (Fortran Unit 6). Model output includes a summary of problem and algorithm speci cations and the results of any requested solution analyses, as described in Chapter 8. If timing measurements are requested, timing data is appended to a le indicated in measurements, as described in Chapter 6. If PICL performance data is requested, it is also output to a le indicated in measurements. Error output is sent to standard error.
Problem Description and Specification

Spectral Transform Method for the Shallow Water Equations
The shallow water equations in the form solved by the spectral transform method describe the time evolution of three state variables: vorticity, horizontal divergence, and a perturbation from an average geopotential. The horizontal velocities are computed from these variables. PSTSWM advances the solution elds in a sequence of timesteps. During each timestep, the state variables of the problem are transformed between the physical domain, where the physical forces are calculated, and the spectral domain, where the terms of the di erential equation are evaluated. The physical domain for a given vertical level is a tensor product longitude-latitude grid. The spectral domain for a given vertical level is the set of spectral coe cients in a truncated spherical harmonic expansion of the state variables of the form Transforming from physical coordinates to spectral coordinates involves performing a real fast Fourier transform (FFT) for each line of constant latitude, followed by integration over latitude using Gaussian quadrature (approximating the Legendre transform (LT)) to obtain the spectral coe cients. The inverse transformation involves evaluating sums of spectral harmonics and inverse real FFTs, analogous to the forward transform. The basic outline of each timestep is the following:
1) Evaluate non-linear product and forcing terms.
2) Fourier transform non-linear terms as a block transform. For more details on the steps in solving the shallow water equations using the spectral transform algorithm see 10].
Problem Speci cation
Unlike STSWM, all problem parameters in PSTSWM are speci ed at run-time and are input from a le named problem. Included with the code distribution are example problem input les corresponding to the rst 6 test cases described in 14] and a common problem resolution. 
Parallel Algorithm Description and Specification
Approach to Parallelization
The parallel algorithms in PSTSWM are based on decompositions of the physical and spectral computational domains over a logical two-dimensional processor mesh of size P X P Y . Initially, the longitude dimension of the physical domain is decomposed over the processor mesh \row" dimension and the latitude dimension is decomposed over the \column" dimension. Thus, FFTs in di erent processor rows are independent, and each row of P X processors collaborates in computing a block FFT. Similarly, the Legendre transforms in di erent processor columns are independent, and each column of P Y processors collaborates in computing a block of Legendre transforms. The computation of the nonlinear terms at a given location on the physical grid is independent of that at other locations, and the domain decomposition requires no collaboration between processors for this phase of the algorithm. The spectral domain decomposition is a function of the parallel algorithm used. Two classes of parallel algorithms are available for each transform: distributed algorithms, using a xed data decomposition and computing results where they are assigned, and transpose algorithms, remapping the domains to allow the transforms to be calculated sequentially. These represent four classes of parallel algorithms: respectively. In the rst ( (Q) transpose) algorithm, every processor sends data to every other processor. In the second ( (log Q) transpose) algorithm, every processor exchanges data with its neighbors in a logical log 2 Q dimensional hypercube. There are also two distributed LT algorithms. Assume that the Legendre transform is parallelized over Q processors and that each processor will contain D spectral coe cients when the transform is complete. Then the per processor communication costs for these two algorithms can be characterized by (Q) messages, (DQ) total volume (log Q) messages, (DQ) total volume respectively. The (Q) algorithm works on a logical ring, sending messages to and receiving them from nearest neighbors only. The (log Q) algorithm uses the same communication pattern as the (log Q) transpose algorithm. There is only one distributed FFT algorithm. It has the same characterization of communication costs and communication pattern as the (log Q) transpose algorithm. All parallel algorithms execute essentially the same computations, and, modulo load imbalances, di er only in communication costs. Load balance issues are discussed in detail in 6]. Each FFT and LT parallel algorithm also has a number of implementation options that can be selected at runtime, as indicated below.
Parallel Algorithm Speci cation
The parallel algorithm speci cation is input from a le named algorithm. Included with the code distribution is the example algorithm input le given in Fig 6: The integer parameter LTOPT speci es whether to use a distributed LT algorithm (0) or a transpose-based parallel LT algorithm (1). NPLAT must be a power-of-two to use the (log Q) transpose algorithm. The transpose-based parallel LT algorithm cannot be used with the double transpose parallel FFT. This is an uninteresting algorithm combination, and is unlikely ever to be supported. The default value is 0. 7-8: The integer parameters COMMFFT and COMMIFT specify which algorithm variants to be used in the parallel forward and inverse FFT algorithms, respectively.
Distributed. The four options for the distributed algorithm are listed in Fig. 5.3 , where the default value is 1. The distributed algorithm uses a series of swap operations (between pairs of processors) to move data between processors. These swaps can be implemented in two ways: send/receive (simple) Also, if the block transform is divided into two blocks, communication and computation can be overlapped: during each stage of the transform one block is being communicated while the other block is being used in computation.
Transpose. The twelve options for the transpose algorithms are listed in Fig. 5.4 , where the default value is 1. The (Q) transpose parallel algorithm has two options for scheduling how the information is sent and received, linear and exclusive-OR. During step k of the linear schedule, processor q sends data to processor (q + k mod Q) and receives data from (q ? k mod Q). During step k of the exclusive-OR schedule, processor q swaps data with processor XOR(q; k). The send/receives and swaps in these algorithms can both be implemented in two ways: simple or ordered, as in the distributed FFT. (For the linear ordering, the ordered option uses send/receive by even numbered processors and receive/send by odd numbered processors.) In the (Q) transpose algorithm, what is being sent is known beforehand and all of the data can be sent before any data is received. This is the send-ahead option. Similarly, all data that is received is retained and the destination of the data is known beforehand. Thus, all receive requests can be posted before any data is sent, assuming that nonblocking receives are supported by the native message passing system. This is the receive-ahead option. If nonblocking receives are not speci ed in PROTFFT or PROTIFT (see below), then the receive-ahead option is ignored. 0 one block distributed FFT using simple swap 1 one block distributed FFT using ordered swap 2 two block distributed FFT using simple swap 3 two block distributed FFT using ordered swap Figure 5 .3: Distributed FFT algorithm options. 0 (Q) transpose algorithm using simple send/receive and linear schedule 1 (Q) transpose algorithm using ordered send/receive and linear schedule 2 (Q) transpose algorithm using simple send/receive with receive-ahead and linear schedule 3 (Q) transpose algorithm using ordered send/receive with receiveahead and linear schedule 4 (Q) transpose algorithm using simple send/receive with receiveahead, send-ahead, and linear schedule 10 (Q) transpose algorithm using simple swap and exclusive-OR schedule 11 (Q) transpose algorithm using ordered swap and exclusive-OR schedule 12 (Q) transpose algorithm using simple swap with receive-ahead and exclusive-OR schedule 13 (Q) transpose algorithm using ordered swap with receive-ahead and exclusive-OR schedule 14 (Q) transpose algorithm using simple send/receive with receiveahead, send-ahead, and exclusive-OR schedule 20 (log Q) transpose algorithm using simple swaps. Q must be a power of two. 21 (log Q) transpose algorithm using ordered swaps. Q must be a power of two. Figure 5 .4: Transpose algorithm options. 1 interleaved (Q) distributed LT algorithm using ordered send/receive 2 interleaved (Q) distributed LT algorithm using delayed receive 10 localized (Q) distributed LT algorithm using simple send/receive 11 localized (Q) distributed LT algorithm using ordered send/receive 12 localized (Q) distributed LT algorithm using simple send/receive with receive-ahead 13 localized (Q) distributed LT algorithm using ordered send/receive with receive-ahead 20 (log Q) distributed LT algorithm using simple swap 21 (log Q) distributed LT algorithm using ordered swap The exclusive-OR option for (Q) transpose is most e cient on hypercubes, and has similar performance to the linear option on meshes. The send-ahead options can be highly e cient for small problems, but can also consume all available system bu er space and cause deadlock. Like the distributed algorithm, the (log Q) transpose algorithm uses a series of swap operations to move data between processors, and these swaps can be implemented in two ways: simple or ordered. The amount of data to be received at each step is known beforehand, and there is also a receive-ahead option. But this option is invoked implicitly by specifying additional bu er space via the BUFSFFT or BUFSIFT parameters (ee below).
9:
The integer parameter COMMFLT speci es which algorithm variants to be used in the parallel forward LT algorithms.
Distributed. The nine options for the distributed algorithms are described in Fig. 5 .5.
The default value is 1. The (Q) distributed LT algorithm has two options for scheduling when interprocessor communication occurs: interleaved and localized. The interleaved option intersperses communication with computation in a series of send/receive/compute steps. The localized option isolates communication from the body of the computation. If the interleaved option is used in the forward or the inverse LT, it must also be used for the transform in the other direction. For the interleaved algorithm, the send/receive/compute schedule can also be organized as send/compute/receive, permitting some communication/computation overlap. This is the delayed-receive option. The amount of data to be received at each communication step is known beforehand, and there is also a receive-ahead option. This option is invoked implicitly by specifying additional bu er space via the BUFSFLT parameter (see below). 1 interleaved (Q) distributed LT algorithm using ordered send/receive 2 interleaved (Q) distributed LT algorithm using delayed receive >9 do nothing Figure 5 .6: Distributed inverse Legendre transform algorithm options.
For the localized algorithm, all data that is received is retained and the destination of the data is known beforehand. Thus, all receive requests can be posted before any data is sent. This is the receive-ahead option.
For both interleaved and localized algorithms, each processor receives data from one processor and sends data to another during each communication step. Both simple and ordered send/receive options are supported. The (log Q) distributed LT algorithm uses a series of swaps operations to move data between processors, and both the simple and ordered swap options are available.
Transpose. and at most 2 log 2 (NPLON)+3 bu ers can be used otherwise. If more bu ers are speci ed, only the maximum allowable will be used. See Fig. 5 .7 for a summary of this information.
13:
The integer parameter BUFSFLT speci es the number of communication bu ers to be used in receive-ahead variants of the parallel forward LT algorithms. The localized (Q) distributed algorithm and (Q) transpose algorithm do not need additional bu ers to enable receive-ahead, which is invoked instead by COMMFLT. For the interleaved (Q) distributed algorithm, receive-ahead is invoked by specifying BUFSFLT > 1 and nonblocking receives (see PROTFLT) . Up to BUFSFLT ? 1 receive requests can be posted early, and each request requires an additional bu er. At most NPLAT bu ers can be used. If more than this are speci ed, only NPLAT will be used. To invoke receive-ahead for the (log Q) distributed algorithm, BUFSFLT should be set to 2 if NPLAT is a power of two and to 3 otherwise, and nonblocking receives should be speci ed. Receive-ahead for the (log Q) transpose is invoked by specifying BUFSFLT > 2 and nonblocking receives, with the same bounds as for BUFSFFT except that NPLON is replaced by NPLAT. See Fig. 5 .7 for a summary of this information.
14: The integer parameter BUFSILT speci es the number of communication bu ers to be used in receive-ahead variants of the parallel inverse LT algorithms. BUFSILT has an e ect only in the interleaved (Q) distributed algorithm and in the (log Q) transpose algorithm. The other algorithms either do not need additional bu ers to enable receive-0 blocking send/blocking receive 1 nonblocking send/blocking receive 2 blocking send/nonblocking receive 3 nonblocking send/nonblocking receive 4 blocking ready send/nonblocking receive 5 nonblocking ready send/nonblocking receive 6 synchronous blocking send/blocking receive (for ordered operation only). The default value is 6. The interpretation of blocking and nonblocking is somewhat system dependent. For PSTSWM, nonblocking commands are assumed to spawn communication requests that then proceed independent of the main thread of control. With respect to the parallel algorithms in PSTSWM, blocking commands are faster and are available on all platforms. The nonblocking commands are somewhat slower and are not universally supported, but they enable the overlap of communication and computation. The nonblocking commands also do not require system bu ering in order to avoid deadlock when using the simple swap and simple send-receive orderings. The ready send option, available on Intel iPSC systems (native or PICL) and when using MPI, uses a di erent communication protocol, one which is faster for large messages in PSTSWM. In the synchronous option, handshaking messages are sent to guarantee that each processor is ready to receive a message before it is sent. 19: The integer parameter SUMOPT speci es the order of summation in local calculations.
Options are in-place linear ordering (0) and binary tree ordering (1). In-place is generally faster, because of better data locality. When used with the (log Q) distributed LT algorithm, the binary tree algorithm insures the \reproducibility" of results, i.e., the same order of operations holds independent of the number of processors used. Note that reproducibility automatically holds for the transpose algorithms is impossible to (e ciently) impose on the (Q) distributed LT algorithm. The default value is 0. 20: The (log Q) distributed LT algorithm is a hybrid algorithm that switches from a high(er) latency/low(er) communication volume algorithm to a low latency/high volume algorithm, depending on the length of the vectors it is operating on 13]. The integer parameter EXCHSIZE speci es the length at which it switches. The optimal value is primarily a function of the platform characteristics and the algorithm and communication protocol options, and so can be estimated once for each platform for algorithm options of interest. The default value is 0, i.e., do not switch to the lower latency algorithm.
Discussion
As evident in the previous section, there are many parallel algorithm options. Not all of the options work on all platforms or for all problem sizes or numbers of processors, and not all options are consistent with one another. Consistency problems are checked for internally, as are options that are illegal on a given platform. The only problems that cannot be identi ed within the code prior to running an experiment have to do with algorithm and protocol options that require additional system or user communication bu ers in order to avoid deadlock conditions. The potential for such problems is identi able a priori, and the code prints warning messages to this e ect before starting a run. Additional detail on algorithm option restrictions follows.
Communication Protocols. All but communication protocol options 0 and 6 require nonblocking communication commands. The Intel NX, IBM MPL, and the MPI communication libraries provide these, but nCUBE VERTEX and PVM do not. Thus options 1{5 are illegal when using the latter two systems. On the Cray Research T3D, the native messaging is implemented on top of SHMEM, using the remote read/write commands, and the available protocols are \de ned" to be 1, 2, and 6, representing nonblocking send/blocking receive, blocking send/nonblocking receive, and synchronous, respectively. PSTSWM can also be run on the T3D using the PICL library, which is layered on top of Cray Research's implementation of PVM and works with protocol options 0 and 6. Note that PICL is a compatibility library, and thus inherits the restrictions of the underlying native communication library. For example, on nCUBE machines, only communication protocols 0 and 6 are legal, while on Intel machines, all protocols are legal. Protocol options 4 and 5, as de ned, use the ready send command, which sends messages without any handshaking. If the destination is not ready to receive a ready message (by already having posted a receive request), then the message is thrown away. Options 4 and 5 provide the necessary additional handshaking, with the sender waiting for a go-ahead message before initiating the ready send. In actuality, if the ready send command is not supported in the given communication library, options 4 and 5 simply use normal blocking and nonblocking sends with this explicit handshaking protocol. Figure 5 .9 summarizes this information.
Message Bu ering. Using simple swap and simple send/receive orderings and blocking send require that messages be bu ered, usually at the sender. Under MPL, NX, PVM, and VERTEX, system bu ers are used, and either deadlock or a program abort can occur if the bu er space lls up. The amount of system bu er space under NX or VERTEX can be speci ed at load time. The amount of system bu er space under MPL can be speci ed at run time (once), and PSTSWM calculates the amount needed and makes this request. If a sequence of experiments are being run (see Chapter 9) and a later experiment needs more space than the rst, then the code may yet deadlock. MPI uses user space for bu ering messages. PSTSWM passes a pointer to unused work space to MPI for this purpose (see WORKSPACE in Chapter 7). If there is not enough space to guarantee correct execution, then a warning message is output, but execution is still attempted.
Receive-ahead Algorithms. The receive-ahead variants of the parallel algorithms post one or more receive requests before the message is likely to be sent. Receive-ahead requires that nonblocking receives be used and that space in which to receive the message(s) be set aside. For some of the parallel algorithms, this space is available naturally and the receive-ahead variant is chosen explicitly via the COMMFFT, COMMIFT, COMMFLT, or COMMILT parameters. For other algorithms, the receive-ahead variants require additional bu er space, and the number of receive requests posted early is determined by the number of extra bu ers allocated. For these algorithms, the receive-ahead variant is chosen implicitly by specifying both nonblocking receives and enough extra bu er space, as indicated in Fig 5. 7. Figure 5 .10 summarizes which algorithms enable receive-ahead explicitly, and which do so implicitly. Communication Library 0 1 2 3 4 5 6 CRI T3D native X X X IBM SP native X X X X X X X Intel native X X X X X X X nCUBE native X X PVM X X MPI X X X X X X X Figure 5 .9: Legal communication protocol options. Both pro le and trace data are collected using PICL instrumentation logic. To collect user event data requires that either a mixed PICL/native or a pure PICL implementation of PSTSWM be used. System event data data can only be collected from a pure PICL implementation.
Performance Measurement Speci cation
The performance measurement speci cation is input from the measurements input le. Included with the code distribution is the example measurements input le given in Fig. 6.1 . A brief description of each of the measurement parameters follows.
1: The logical parameter TIMING speci es whether to time the current run of PSTSWM. If so, all model output during timestepping is disabled, and both per timestep and total execution time is measured. The default value is .FALSE. .
2:
The logical parameter TRACING speci es whether to trace the execution of PSTSWM. Instrumentation has been added to the PSTSWM source code, marking each timestep calculation and the major phases of each timestep as separate tasks. When TRACING = :TRUE:, the PICL trace collection facility is used to collect trace and pro le data on these user-de ned events and on PICL communication calls, as speci ed by tracing level parameters. The default value is .FALSE. .
3:
The logical parameter TRACEFILE speci es whether a trace le should be opened. If not, then any pro le or trace data is lost. The default value is .FALSE. .
4:
The integer parameter VERBOSE speci es the format in which the trace data is written to disk. The options are: (0): a compact form that can be read by the performance visualization program ParaGraph 11] (1): a verbose form with labels that make the trace output more human-readable 5: PICL trace data is saved in internal bu ers, to minimize the perturbation of the performance measurements. The integer parameter TRSIZE speci es how much bu er space to allocate for trace data on each node. The default value is 0.
6-7:
The integer parameters TRSTART and TRSTOP specify the timestep at which trace collection is to begin and the timestep at which it is to end, respectively. The default values are both -1. 10: The character string parameter TMPNAME is not used currently.
11:
The character string parameter PERMNAME is the name of the disk le where the pro le and trace data is to be written at the end of the execution of PSTSWM (if TRACEFILE = :TRUE:). If PERMNAME = 00 , then the data is not saved. Note that only the rst 32 characters are used, and that the default value is the blank string ("), i.e., do not save the pro le and trace data.
Compile Time Options
Parameter File Speci cations
Unlike STSWM, PSTSWM need not be recompiled to run di erent problem sizes. But, to increase portability, PSTSWM does not allocate memory dynamically. (Neither dynamic memory allocation nor the Fortran to C interface is part of the Fortran 77 standard.) Instead, parameter values in the include le params.i are used to specify the maximum problem sizes and number of processors, and the storage is allocated accordingly. An edited version of the params.i le included in the code distribution is given in Fig. 7.1 . A brief description of each of the parameters follows.
1-3:
The integer parameters MMX, NNX, and KKX specify the maximum values for MM, NN, and KK, respectively. 4-6: The integer parameters NLATX, NLONX, and NVERX specify the maximum values for NLAT, NLON, and NVER, respectively. 7-8: The integer parameters NPROCSX and LGPROCSX specify the maximum number of processors and the base-2 logarithm of the maximum number of processors, respectively.
9:
The integer parameter NGRPHSX speci es the amount of storage to allocate for time series data of solution and error analysis statistics. These statistics are not collected currently, but the logic (from STSWM) is retained for future development.
Make le Parameter Speci cations
The above mentioned compile time parameters are used only for declaring one dimensional arrays. For good performance on RISC-based microprocessors, it is crucial that multidimensional arrays be packed into contiguous storage (to increase data locality). To ensure this, all eld arrays are allocated from a single large bu er, whose size is speci ed by a make le commandline parameter. The default value is 500000 oating point values, or 4 megabytes if using 64 bit precision.
C*********************************************************************** C* Include file 'params.i' * C*********************************************************************** INTEGER MMX, NNX, KKX, NLATX, NLONX, NVERX
LGPROCSX=10, & NGRPHSX=100) C* * C*********************************************************************** C* end include file * C*********************************************************************** Make le command-line parameters are also used to specify the target platform, the communication library, the precision of the di erent variable types, and the word alignment used when allocating arrays. Executing make without specifying any parameters will generate the description of these parameters listed in Fig. 7.2 . 2) The paragon platform uses the OSF operating system and NX is the native communication library. The paragon-sunmos uses the SUNMOS operating system and the low level SUNMOS communication commands are used in the native implementation. The % make paragon-mp is the same as paragon except that certain tasks are spawned to be run on the additional compute processor. Note that specifying paragon will work correctly on an MP system. We have not yet developed a paragon-mp-sunmos implementation, although it will be simple to do.
3) mpich is the Argonne/Mississippi State implementation of MPI, and we have run it on the Intel Paragon and on the IBM SP2. It should also run on most of the other platforms, but we have not developed the corresponding make les yet. mpif is the experimental IBM version of MPI for the SP, MPI-F.
4) As mentioned above, not all platform/communication library combinations are currently supported. If an unsupported combination is requested, then the information in Fig. 7 .2 is generated.
8. Output
Model Output
Except for trace and timing data and error messages, all PSTSWM output is generated by one process and is sent to the standard output (unit number 6). Figure 8 .1 contains the (edited) output from a 5-day model run of test case #2 using a 2 4 processor grid on an Intel iPSC/860 and 32-bit precision. The rst part of the output summarizes the problem and algorithm speci cations. Note that both the value of COMPSZ and the amount of space actually used are given. The second part of the output contains the solution eld analysis, which is identical to that provided by STSWM. The COURANT NUMBER is the stability estimate, which must be less than 1:0, but is safest if it is no more than 0:5. HEIGHT refers to a normalized value of the geopotential. For this model run, both error analysis (ERRFRQ = 1:0) and timing (TIMING = :TRUE:) were enabled. This disabled all but the rst and last error analysis output. The error in the simulation is a function of the test case, the problem resolution, the machine precision (MACHINE EPSILON), and the number of timesteps. The following guidelines refer to runs of no longer than 5 simulated days (120 hours output. If the le already exists, subsequent timings are appended to the le. Note that model timing data is output on a single line. In Fig. 8 The measurements were run with the Cray compiler options that indicated the smallest number of ops. The complexity scales linearly with NVER, but is a more complicated function of the other parameters. These counts will increase when forcing is enabled, and will decrease (slightly) when explicit timestepping is used.
Benchmarking Methodology
We have developed a particular methodology for fair algorithm comparison and benchmarking:
to the extent feasible, compare tuned algorithms PSTSWM was designed with this in mind, and is partially a product of research into what is \feasible". When using the code on a new platform, or after the platform has undergone a signi cant modi cation, we follow the following procedure:
1. determine best communication options and protocols for each parallel algorithm;
2. determine the best combination of tuned parallel FFT and parallel LT algorithms and the corresponding logical processor mesh for each total number of processors;
3. compare performance of the optimal parallel algorithms on each machine when making intermachine comparisons.
For more details, see 17] and 18]. These steps all involve running numerous experiments using one or a small number of problem input les, but many di erent algorithm input les. To support this methodology, PSTSWM will look for a le named script before reading in problem, algorithm, and measurements. script should contain, rst, the number of experiments to run. Each subsequent line should contain the names of the les specifying the problem, algorithm, and measurements options for an experiment, as indicated in the following example.
Machine Specifics
For PSTSWM, we have attempted to make a portable code that will run e ciently on a variety of machines. These goals are somewhat con icting, but, when possible, we have supported machine-speci c peculiarities if they do not have negative impacts on the performance on other platforms. The following list is not exhaustive, listing Intel-motivated modi cations primarily, but it indicates some of the issues that have been addressed in the code.
1. The Intel i860 family of microprocessors support IEEE-standard denormalized numbers, but very ine ciently. The spectral transform method often works with very small numbers, ones which have no e ect on the solution accuracy. To avoid unnecessary performance degradation, a special routine is provided to set denormalized numbers to zero on i860 based machines. (In general, the -noieee compiler option also improves the performance of PSTSWM on Intel i860-based platforms.)
2. On the current version of the Intel Paragon, the rst time through a timestep is much slower than later ones due to paging the instructions, data, and work storage into local memory. This is partially an artifact of the current state of the operating system, and is unimportant for long runs. To eliminate this, the rst timestep is calculated once before timing is enabled, then the initial conditions are restored, timing is enabled, and the rst timestep is calculated again.
3. The real solution to the paging problem on the Paragon, and a mechanism that improves performance throughout the model simulation, is to allocate the work space dynamically, using the ALLOCATE extension to Fortran. This requires a modi cation to two lines of code, but is nonportable, and is included on the Paragon machines using the C preprocessor and compile time switches.
4. An additional preprocessor test is used to include the multithreading constructs used on the Paragon MP node systems.
5. Performance on the T3D is sensitive to the number of distinct arrays (or cache lines) being updated in a single loop. To improve performance, some compute intensive loops have been split so that only one or two arrays are being updated simultaneously.
Note that we are willing to make additional changes to PSTSWM to make it run e ciently on other platforms (on a case-by-case basis). We also encourage vendors and other researchers to insert library calls for the global communication routines, or other similar modi cations to PSTSWM, to increase e ciency on a given platform. PSTSWM as it is written currently represents a generic version of the code. As part of our methodology research, we are interested in how much e ciency we give up by taking our approach.
Conclusions and Future Plans
PSTSWM was developed for, and has been used in, numerous research projects, primarily in parallel algorithm research, the evaluation of early systems. benchmarking methodology, and performance modeling. It has also been used very e ectively for nding bugs and performance problems in communication libraries. Other than ports to additional systems, PSTSWM's development is essentially complete, but we expect to continue using the code to test and evaluate parallel platforms and communication libraries.
Much of the code for the collective communication operations in PSTSWM is also being used in other application codes, in particular PCCM2, the message passing version of the Community Climate Model, providing these codes with both e cient communication algorithms and portability. We are also developing new parallel algorithm testbeds for other numerical methods used in atmospheric circulation models, and many of the ideas (and some of the code) from PSTSWM will be reused.
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