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Abstract
In January 1989, cooperative testing between an EVA subject and a teleoperator
was conducted at NASA Marshall's Neutral Buoyancy Simulator. The testing revealed
many of the limitations of the Beam Assembly Teleoperator (BAT). Most of the limitations
identified could be attributed to either the teleoperated system's computer architecture, the
teleoperator/control station communication structure, or the teleoperator's lack of sensors.
As a result of this testing, design requirements for an enhanced teleoperated system
were developed. To satisfy the requirements, a new computer architecture using
distributed processing was designed and installed in BAT. A force/torque sensor, to
measure forces and torques exerted on the tip of BAT's dexterous arm, was also designed
and built.
Due to lack of time, integration of the entire system was not finished. However,
preliminary testing was performed to demonstrate the functionality of the partially
completed system, and to demonstrate the enhanced arm control capabilities of the new
system.
This thesis discusses the design of the new computer system and of the force/torque
sensor. Preliminary test results are discussed and suggestions of future work are included.
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Chapter 1
Introduction
1.1 SSL Research
In 1978 the Lab of Orbital Productivity (the "LOOP Group"), a branch of the MIT
Space System Laboratory (SSL), began investigating methods to increase the productivity
of space operations. Initially, the SSL concentrated on manned assembly of space
structures. Using neutral buoyancy simulations, a large database on structural assembly in
extra vehicular activity (EVA) was gathered. This led to the design and flight of a NASA
sponsored shuttle experiment entitled EASE (Experimental Assembly of Structures in
EVA). The experiment demonstrated the viability of EVA structural assembly, and also
provided data used to correlate neutral buoyancy simulations with operations in zero
gravity. Results showed that full assembly times in EVA were slightly faster (18%) than
assemblies in neutral buoyancy. Repeated assemblies in EVA and in neutral buoyancy
showed similar learning and fatigue curves. The overall conclusion from this experiment
that, for assembly of the EASE structure, a good correlation exists between neutral
buoyancy simulations and EVA. Detailed results can be found in [1].
During the same time period, the SSL began research into uses of human-machine
systems in space activities. Under contract from NASA, the Space Systems Laboratory,
along with the MIT Artificial Intelligence Laboratory, conducted a study entitled "Space
Applications of Automation, Robotics, and Machine Intelligence Systems (ARAMIS)".
Phase II of the ARAMIS study focused on man-machine systems, specifically telepresence
systems. "Telepresence" roughly translated means remote presence. A high fidelity
remotely operated vehicle (teleoperator) which gives the human operator the feeling of
being at the worksite is a telepresence system. The study identified technology required for
high fidelity teleoperated systems by examining tasks such a system might be required to
perform. From the list of required technology, a baseline space teleoperator was
developed.
In a parallel effort to gain experimental data on man-machine systems, the LOOP
group began developing its own teleoperators. Over the years, three neutral buoyancy
teleoperators have been built: the Beam Assembly Teleoperator (BAT), the Multi-Mode
Proximity Operations Device (MPOD) and the Apparatus for Space TeleRobotic Operations
(ASTRO). The teleoperators are operated from control stations also developed by the lab:
the Integrated Control Station (ICS), the Reconfigurable Electronic Control Station
(RECS), and the Secondary Control Station (SeCS). These telerobot systems have been
tested in the MIT Alumni Pool and in NASA Marshall's Neutral Buoyancy Simulator to
gather data on the effectiveness of teleoperated systems.
1.2 System Upzgrades for BAT
BAT and ICS have proven to be useful research tools, providing data on effective
uses of teleoperators. The two have been used to demonstrate the effectiveness of
teleoperated structural assembly [17] and the advantages of supervisory control schemes in
repetitive structural assembly tasks [2]. Most recently, BAT participated in a
human/teleoperator cooperative effort to service a mockup of the Hubble Space Telescope
in NASA Marshall's Neutral Buoyancy Simulator. This testing provided qualitative data
on cooperation between a pressure-suited subject and a teleoperator.
The testing also revealed many of the limitations for the original teleoperated
system. In the cooperative testing, BAT attempted many of the tasks usually accomplished
by the second EVA subject of a service mission. One of the tasks involved unzipping and
removing a thermal cover from a palette in the shuttle payload bay. The task was difficult
because of BAT's lack of closed-loop vehicle control. Another of the tasks required
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removing several 7/16" bolts. Due to lack of arm positioning accuracy, the operator was
unable to remove the bolts without the help of a special guide tool. Detailed results of the
cooperative testing are discussed in Appendix A. Most of the limitations identified could be
attributed to either the teleoperated system's computer architecture, the teleoperator/control
station communication structure, or the teleoperator's lack of sensors.
In the summer of 1989 a project was undertaken to expand the teleoperated
system's capabilities and overcome many of the limitations. Drawing from past experience
with BAT, design requirements were established for the new system. To satisfy the
requirements a new computer architecture, using distributed processing, was designed and
installed in BAT. The new system utilizes a much more robust communication structure
and can support a variety of sensors. In addition, a force/torque sensor to measure the
forces and torques exerted on the tip of BAT's right arm was designed and built.
Due to lack of time the new system was not fully completed. The design and
implementation of the extensive upgrades were more time consuming than anticipated.
However, enough of the system was completed to allow preliminary testing.
1.3 Scope of Thesis
This thesis discusses the design of the distributed processing system and of the
force/torque sensor installed in BAT. Chapter 2 describes the original teleoperated system
in detail. In Chapter 3 the limitations of the original system are discussed and design
requirements for the new system are established. The design of the new system is then
discussed in Chapter 4. Chapter 5 details the design of the force/torque sensor. Results of
preliminary testing of critical portions of the system are shown and discussed in Chapter 6.
In Chapter 7 conclusions and suggestions for future work are given.
Chapter 2
Description of Original Teleoperated System
2.1 BAT
The Beam Assembly Teleoperator (BAT) is the oldest of the SSL's three
teleoperators. It is controlled by a human operator from the Integrated control Station
(ICS). The teleoperator was designed to perform a well understood and well documented
task: assembly of the EASE structure. In Figure 2-1, BAT assembles the EASE structure
in NASA Marshall's Neutral Buoyancy Simulator.
Figure 2-1 The Beam Assembly Teleoperator
BAT is a free flying vehicle with one dexterous arm and two grappling appendages,
one used to dock to a worksite and the other used to carry objects. BAT uses eight ducted
trolling motors to maneuver in the water. The motors are mounted to the teleoperator's
frame and provide free flight in all three translational and rotational axes.
BAT's dexterous right arm is an anthropomorphic manipulator with 5 degrees of
freedom (DOF): shoulder pitch and yaw, elbow flexion, and wrist yaw and roll. The arm
is proportionally similar to a human arm, and has the same range of motion, speed, and
force of motion as a shirt-sleeved human. Each joint is driven by permanent magnet DC
motors, and the joint angles are measured by optical encoders. Each arm motor is
surrounded by copper tubing; an electric pump circulates water through the tubing to
prevent the motors from over heating. The arm is used to perform all of the BAT's
dexterous operations, and is equipped with a pneumatically driven 2-jaw gripper.
While performing dexterous operations with the right arm, BAT must be docked to
its worksite to prevent the teleoperator from floating away. This task is accomplished by
the left arm, a rigid structure with a pneumatically driven claw at its tip. The left arm is also
equipped with a stow handle, which is grasped by the right arm when its motors are not
powered.
The third manipulator, the beam carrier, is a specialized arm used to carry truss
components ("beams") for structural assembly. It is a simple one degree of freedom
manipulator with a pneumatically actuated claw. The carrier has extended and retracted
positions. When transporting beams the beam carrier is retracted to decrease the beam cross
sectional area, and consequently the water drag in the forward direction. Once at an
assembly site, the beam carrier is extended. This rotates the beam 90' into coarse alignment
for connection to the structure.
BAT is also equipped with two separate stereo camera units: the "belly camera" unit
and the tilt and pan camera unit. The camera units provide BATs operator with
information about the simulated space environment. Since each camera unit consists of two
cameras, mounted side by side, the operator receives a stereo view which provides depth
perception. The belly camera unit is mounted at the front center of the vehicle and is
aligned with the vehicle axes. It is generally used by BAT's operator during flight. The
other camera unit is attached to a motor driven platform with tilt and pan degrees of
freedom. It can follow the tip of the dexterous arm throughout its workspace, and is used
to monitor structural assembly and other manipulative tasks.
BAT is powered by rechargeable lead-acid batteries stored onboard in watertight
fiberglass boxes. The electronics, motors, and cameras are either housed in pressurized
boxes or enclosed in waterproof potting compound. The pressurized boxes are pressurized
with air at 1-2 psi above the ambient water pressure. This prevents water from seeping in
if a leak occurs.
BAT is controlled from ICS by a human operator. The teleoperator and control
station are connected by six 150' long coaxial cables which transmit commands, state
information, and video signals.
2.2 Integrated Control Station (ICS)
All of BAT's systems are controlled from the Integrated Control Station (ICS)
shown in Figure 2-2. A 5-DOF master arm on ICS controls BAT's right arm. The master
arm has the same joint configuration as the slave arm. Its joint positions are the set points
for PID control algorithms for the corresponding slave arm joint. The master arm joint
positions are measured by potentiometers and an analog/digital converter.
Figure 2-2 Integrated Control Station (ICS)
BATs eight thrusters are controlled by two 3 DOF proportional hand controllers on
ICS. One of the sticks controls rotation, and the other controls translation. Push buttons
and a trigger switch are located on the rotational hand controller, and are used to actuate
BATs claws. The claws can also be actuated using foot switches on the floor of ICS, or
trigger switches on the end on the master arm.
The operator receives visual feedback from a variety of monitors on the control
station. The most important is the stereo image provided by two 1" monochrome monitors.
The signals for these monitors are provided by umbilicals running to BATs cameras. The
monitors are attached, side by side, to a helmet worn by the operator.
The helmet is mounted to the frame of ICS through a telescoping gimbal linkage.
Potentiometers read the gimbal angles and command the tilt and pan camera on BAT,
slaving the camera pointing to the operator's head position. The operator can switch
between the tilt and pan stereo view and the fixed belly view by throwing a large switch
near the translational hand controller.
2.3 Original Computer Architecture
In the original system, BAT had no onboard brain; all computing was done on the
control station (ICS). A block diagram of the original system appears in Figure 2-3.
Beam Assembly Teleoperator (BAT)
Figure 2-3 Original Computer Architecture
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Closed loop calculations for joint control were done by Z-80 based processors, the
Joint Control System (JCS), onboard ICS. The JCS consisted of five processor cards,
driven by Z-80 based microcomputers, and one transceiver card. A block diagram of this
system appears in Figure 2-4. Four of the processor cards calculated joint duty cycles for
the arm and the tilt/pan camera base. The joint duty cycles were calculated using a digital
PID control algorithm [2]. Each processor card's control loop ran at 98Hz. The fifth
processor card calculated thruster duty cycles based solely on given thruster commands.
There was no feedback on any of the vehicle states, so closed loop flight control was
impossible.
T!.. ~
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Figure 2-4 Original JCS System
The JCS transceiver card multiplexed all of the duty cycles along with control
signals for BAT's pneumatics and down-linked the data to BAT. The transceiver card also
received multiplexed joint positions from BAT. The positions were demultiplexed and sent
to the appropriate joint cards through the JCS backplane.
The JCS received joint position commands and thruster commands from an IBM
PC-XT. The PC monitored the human-machine interface by reading hand controllers,
master arm potentiometers, switches, etc. Appropriate commands were then sent from the
PC to the JCS joint cards through a dual port ram (DPR) on each of the cards.
BAT was equipped with some onboard electronics to receive and decode
commands, to amplify motor duty cycles, and to record and uplink joint positions. A block
diagram of the onboard electronics appears in Figure 2-5.
Communication Lines
Figure 2-5 Original BAT Electronics
BAT's control electronics were housed in a 5"x9"x10" (inner dimensions)
pressurized box on 5 circuit cards. The transceiver card received the down-linked
commands from the JCS. The commands were demultiplexed, converted to TTL levels,
and sent to the downlink/uplink (DIJUL) card. The DLIUL card directed the duty cycles to
the appropriate amplifier and sent the pneumatics commands to the pneumatics board,
which controlled BAT's air solenoids. The two quadrature boards recorded the angular
positions of BAT's right arm and tilt/pan camera platform, a total of 7 axes. The boards
received quadrature signals from the joint optical encoders. The joint positions were
multiplexed by the DL/UL board and sent to the transceiver card. The transceiver card
converted the signals to the appropriate levels and sent them to the surface.
2.4 Original Communication System
BAT's original communication transferred motor duty cycles, direction signals,
solenoid commands, and joint angles between BAT and ICS. Two 150' long coax cables
were used for command and data communication lines.
The serial protocol used various voltage levels to transfer data. Each data transfer
cycle began with a 5V sync pulse. A sketch of the serial communication format appears in
Figure 2-6. The sync. pulse was be followed by alternating clock and data pulses. The
clock pulses would be at 3.6 volts. A data high would be 2.5 volts and a data low would
be zero volts. Sync pulses were sent every 127 data pulses.
Sync Pulsek Clock Pulses
5V
3.6V
2.5V
OV
Figure 2-6 Serial Communication Format
This protocol was used for both uplink and downlink lines. The downlink data
was divided into 14 fast and 32 slow bits. Seven of the fast bits were sent every time a
slow bit was sent. The arm PWM signals, direction and magnitude, were sent as fast bits.
The thruster PWM signals and solenoid commands were sent as slow bits. All 127 data
bits in a data transfer carried data for BAT.
The joint position bits were consecutively uplinked. The joint positions were 12
bits long, so the uplinked data filled the first 82 bits of a data transfer. The last 45 bits
were not used.
T%--- YT!-I-
Chapter 3
Design Requirements
Design requirements for the system upgrades were established by looking at the
limitations of the existing system. Most of the limitations can be attributed to either the
original computer architecture, the communication system, or the teleoperator's lack of
sensors.
3.1 Limitations of Computer Architecture
3.1.1 Inflexibility of System
One of the drawbacks of the original teleoperated system was its inflexibility. This
was due to the teleoperated system's computer architecture and communication structure.
Because BAT had no onboard processors, adding new electronics and sensors to
the teleoperator was difficult. The original control electronics used a very limited number
of address and data lines to transfer information from the quadrature boards to the DL/UL
card, from the DL/UL card to the transceiver card, and from the transceiver card back to the
DL/UL card. Interfacing new electronics had to be done through these lines, which proved
to be somewhat of a challenge.
The integration of new sensors to BAT was also difficult for the same reasons.
Most sensors produce analog signals which require an A/D converter to interface to a
computer. The analog signals from a sensor in BAT could not be sent up the
communication lines to ICS because of the noise that would be introduced to the signal.
Consequently, adding a new sensor to BAT entailed interfacing an A/D to the original
control electronics.
3.1.2 Limitations of Arm Positioning Accuracy
The Joint Control System on ICS ran at 98Hz. This joint position sampling rate
limited the positioning accuracy of BAT's arm. Arm positioning accuracy has been a
limiting factor in several tests. In [2], joint trajectories were written to assemble an EASE
joint once BAT was docked to the structure. BAT was able to perform all of the primitive
tasks of joint assembly except for the actual making of the joint. The teleoperator was not
able to make the joint partially due to a lack of arm positioning accuracy.
Arm positioning accuracy was also a problem during satellite servicing tests. The
operator was unable to capture a 7/16" bolt head with a wrench socket attached to a 18"
long drill held by BATs right arm. The operator could repeatedly place the tool tip within
a bolt head width, approximately 3/4", of the 7/16" head, but could not capture the bolt
because of the arm positioning limitations. See Appendix A for details.
3.1.3 Problems with PWM Modulation
As noted in [2], another problem associated with the computer architecture's speed
was the base frequency of the PWM signal. A PWM signal can approximate a DC voltage
by varying the pulse width of an oscillating two-state signal. This is effective as long the
load's electrical time constant is sufficiently longer than the period of the PWM signal. As
long as the PWM period is short enough the load draws the same average current it would
draw from the corresponding DC voltage source. However, in BAT's case, the PWM
modulation and motor response both had a frequency of about 1 KHz. This caused the
motors to draw large spikes of current in phase with the PWM signal. As a result, the
relationship between the duty cycle and the motor torque was not linear. This made
designing and tuning a control algorithm difficult.
---
3.1.4 Lack of Compatibility with Other Control Stations
The lack of onboard processing prevented the operation of BAT with control
stations other than ICS. The other two teleoperators developed by the SSL, however, can
be operated from any of the lab's control stations. These two teleoperators, MPOD and
ASTRO, are equipped with onboard processors and make use of standardized
communication software developed by Robert Sanner [12]. The Pilot Vehicle
Communications Software (PiVeCS) is a set of MicroSoft C routines used to send and
receive messages through serial communication lines. The routines enable two processors
to communicate robustly with one another.
3.2 Limitations of Communication System
3.2.1 Problems with Communication System
Problems were encountered in the original serial communications because of the
system's lack of error checking. The ground and signal lines of the communication coax
cables often became wet because of normal wear and tear. This resulted in signal loss
which occasionally caused the 5V sync pulse, the clock pulses, and/or the data pulses to
drop below their threshold limit. Since no error checking on the serial data existed, this
resulted in the transfer of corrupted data.
When uplinked joint positions became corrupted the JCS recorded random joint
positions. The calculated duty cycles were likewise random. This caused BAT's
dexterous arm to flail wildly. The general solution to this problem would be to replace the
communication coax cables, a costly procedure. A more robust system which provided
error checking on the serial data and was less susceptible to signal loss was needed.
3.2.2 Inflexibility of Communication System
The original communication system left little room for changes or expansion. As
described in Chapter 2, all of the data bits in a downlink data transfer were used. No
additional data could be sent to the teleoperator without either deleting vital information or
decreasing the frequency of the PWM modulation. Either would have required
modifications to hardware in both the teleoperator and control station.
The uplink communications were a little more flexible. Not all of the data bits in an
uplink transfer were used. New information could be sent to the control station in the last
45 bits of the data transfer. However, this would have also required hardware
modifications to BAT and ICS.
3.3 Teleoperator Limitations Due to Lack of Sensors
The lack of sensors in BAT prevented the implementation of certain control
schemes, primarily closed-loop thruster control, attitude hold, force control, and force
feedback. Test results suggest that these capabilities would be very useful and would
increase the teleoperator's effectiveness.
3.3.1 Need for Closed-Loop Thruster Control and Attitude Hold
BAT was not equipped with sensors to measure vehicle attitude or attitude rates.
Consequently the teleoperator's eight thrusters were controlled open-loop. Since the
system was open-loop, thruster commands from the two hand controllers on ICS could
generate undesired motions, due to either cross-coupling in the vehicle dynamics or
reaction forces from the environment. These undesired motions made flying tasks difficult.
During recent satellite servicing tests, for example, BAT attempted to unzip and remove a
flexible thermal cover from a payload pallet. BAT held the zipper in its left claw and
attempted to unzip it by flying. The task almost proved impossible because of undesired
vehicle motions. See Appendix A for details. Some form of closed-loop thruster control
or attitude hold would have greatly simplified this task.
Closed-loop thruster control and attitude hold would also prove useful in the
structural assembly task. During structural assembly, much of the time is spent
transporting beams from the payload bay and docking to the worksite. In [17], 33.9% of
the time assembling the EASE structure was spent flying and docking. Joint assembly took
only 28.2% of the time. Problems occur because the vehicle's moments of inertia and drag
characteristics change when a beam is placed in BAT's beam carrier. The operator must
compensate for these changes. If, however, BAT were equipped with closed-loop thruster
control, the operator would not have to adjust to the changes. The closed-loop control
would compensate for the changes in vehicle characteristics as well as for any dynamic
coupling which naturally occurred in the vehicle. Closed-loop control would more than
likely decrease the time spent flying and increase the operator's efficiency.
Closed-loop vehicle control could also make free-flying manipulation possible.
Currently BAT must be docked to the workspace to perform dexterous manipulations; the
operator becomes overloaded if he/she attempts to control both the vehicle and the arm.
With closed-loop control however, the teleoperator could hold its attitude and/or position
during manipulation rather than being docked to the worksite. In [15], John Spofford used
computer simulations to examine various methods of controlling a dexterous manipulator
attached to a free-flying base. If BAT were equipped with the sensors for closed loop
thruster control it might be possible to obtain experimental data on these control strategies.
3.3.2 Need for Force Sensing
In [8], technology requirements for a teleoperator were established by examining
tasks a teleoperator might be expected to perform in the near future. One of the capabilities
of the baseline teleoperator design is force control of its dexterous manipulators. Initial
testing with BAT suggests that force control and/or force reflection would be beneficial.
Force reflection or force control would facilitate the assembly of the EASE joint. A
sketch of the joint appears in Figure 3-1. The EASE joint consists of a beam end and a
cluster end, referred to as the "mushroom end" in Figure 3-1 because of its shape. The
mushroom end fits into the beam end receptacle and is prevented from drifting away by a
capture rocker. A sleeve on the beam end is then slid over the joint to hold the mushroom
end in place. The sleeve is kept from sliding backwards by a spring loaded button.
Beam End
Capture Rocker
Sleeve
-IZIID.
(Cluster End)
Mushroom End
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Figure 3-1 EASE Joint
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Currently the operator only receives visual information from the teleoperator. The
resolution of the uplinked video image makes insertion of the mushroom end difficult.
Force reflection or force control could simplify this task. By zeroing the lateral forces on
the mushroom end, the operator, or the computer in the case of force control, could guide
the mushroom end down into the beam end receptacle. The combination of visual and
force feedback could be quite effective.
Force reflection would also enable the operator to determine if the beam end's
capture rocker had been set. Often the operator, thinking the mushroom end is fully
inserted and the capture rocker is set, releases the beam, and it drifts away. Force
reflection could prevent this operator error. If the capture rocker was set, force reflection
would register its reaction forces on the mushroom end. If there was no force registered,
the operator would know the capture rocker was not set.
Force reflection would prove useful in sliding the joint sleeve, another of the joint
assembly primitive tasks, . Presently the operator uses brute force to slide the sleeve.
Large position errors are generated which saturate the duty cycles of the arm motors. With
a little wiggling of the arm, the operator is usually able to slide the sleeve. This approach
wastes power and places unnecessary stress on the arm and the joint. Force reflection
would aid the operator by ensuring that no forces or torques were being applied which
might cause the sleeve to bind.
Force control and force reflection would also prove useful in satellite servicing.
Appendix A discusses their advantages.
Testing done by JPL has demonstrated the usefulness of force reflection [9]. By
graphically displaying the forces and torques exerted on the end of a manipulator to the
operator, the operator was able to remove a hidden bolt . This force reflection has also
facilitated the insertion of radiator heat panels during testing.
To implement force control or force feedback, the forces and torques exerted on the
arm by the environment must be measured. The forces and torques can be measured either
at the joints or at the tip of the arm. Forces and torques measured at the joints tend not to
give an accurate measurement of the contact between the environment and the end-effector
[7]. In addition, measuring the torque applied at each joint would require modification of
BAT's dexterous arm. Measuring the tip forces would be more feasible.
3.4 Design Reauirements
After looking at the limitations of the original teleoperated system the following
design requirements for the new system were established:
Table 3-1 System Design Requirements
Greater System Flexibility
Arm-tip Force Sensing
Closed-Loop Thruster Control and Attitude Hold
Robust Communication System with Error Checking
Compatibility with Other Control Stations
3.4.1 Need for Onboard Processing
To meet the design requirements listed in Table 3-1 the teleoperator's computer
architecture needed to be changed. Onboard processing had to be added to BAT.
An onboard processor with a standardized bus architecture would greatly increase
the system's flexibility. Expansion cards, to control the low level operations on BAT,
could be interfaced to the processor's bus. One of the expansion cards should be a multi-
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channel A/D. This would allow the processor to read a variety of sensors. Code written
for the processor would control all of the expansion cards and the A/D conversions. The
same software would also handle serial communications with the surface processor. This
type of system is extremely flexible. The system can be expanded by simply adding new
expansion cards to the teleoperator and/or changing software.
If a processor with a standardized bus architecture (such as the STD bus or the PC
bus) is used, a variety of expansion cards can be bought, including A/D converters. Cards
which cannot be bought can be easily designed; interfacing electronics to most standardized
bus architectures is well documented.
An onboard processor should also provide a faster control-loop time and a higher
PWM frequency. With onboard processing, the loop-time and the PWM frequency are not
dependent on the baud rate of the serial communications link with the surface. The
processor and/or support electronics can run at frequencies much higher than the
communications baud rate. As a result, the control-loop time can be decreased and the
PWM frequency can be increased.
If the processor is capable of running C programs then PiVeCS, SSL's
standardized communications software, can be used. PiVeCS provides a reliable means of
communicating between the control station's processor and the teleoperator's processor.
The PiVeCS routines do extensive error checking on the serial data. Either processor will
throw out any corrupted data it receives. If a processor continually receives bad data it will
assume the communications system is malfunctioning and will exit the main program. This
will prevent the random responses occasionally experienced with the old system.
With PiVeCS running on board, BAT will be able to operate with the SSL's two
other control stations, RECS and SECS. Unique software to communicate with BAT will
have to be written specifically for RECS and SECS. Once this software is written,
however, switching control of BAT from ICS to another control station will be as simple as
reconnecting the surface communication lines. No software or hardware changes on BAT
will be needed.
3.4.2 Sensors Required
3.4.2.1 Sensors for Thruster Control
To implement closed-loop thruster control and attitude hold, the vehicle's
orientation and attitude rates must be measured. Work like this has been done on MPOD in
[4] and on ASTRO in [11]. Three axis rate transducers have been used to measure the
MPOD's attitude rates. BAT will be equipped with a similar transducer.
MPOD's orientation has been measured with the Three Dimensional Acoustic
Positioning System (3DAPS). 3DAPS emits a series of sound waves from thumpers
placed around the pool. By measuring the time delays to hydrophones located on the
teleoperator, 3DAPS is able to provide data on the vehicle's position and orientation [10].
Unfortunately, the update rates of the vehicle state measurements are slow (1Hz).
Extensive work has been done to incorporate 3DAPS into MPOD's control electronics.
BAT will not initially support 3DAPS operation; the hooks and scars will be
incorporated for future expansion. BAT will instead use a quicker way to measure its
orientation by measuring the gravity vector. This will not provide enough information to
uniquely determine the teleoperator's orientation; no information can be gained from the
plane perpendicular to the gravity vector. Nevertheless, the information is still useful.
MPOD and ASTRO are both equipped with this capability.
The vehicle's orientation with respect to the gravity vector can be measured several
ways. In MPOD, a 3 axis pendulum package is used. Three optical encoders are mounted
perpendicular to each other. Small moment arms and weights are attached to each encoder.
The position of the encoders is then used to determine the vehicle's orientation. This
method is effective but the pendulum package takes up quite a bit of space, approximately
4" x 4" x 6". ASTRO uses four depth gages to determine orientation. The gages measure
water pressure. This gives the depth of the pressure gages, which is then used to calculate
the teleoperator's orientation. Again this method has proven effective, but the pressure
gage readings tend to drift considerably, and the drifts create errors in the orientation
calculations. BAT's orientation will be measured by three small accelerometers mounted
perpendicular to each other. The accelerometer package will function like MPOD's
pendulum package but will occupy much less space.
3.4.2.2 Arm-tip Force Sensors
Typically there are two places at which arm tip forces are measured, either between
the end-effector and the arm, or at the end-effector fingertips [7]. The last choice was
discarded. The design and construction of robust force sensing fingers capable of
functioning underwater would be difficult. On the other hand, integrating a force/torque
sensor between the end of the arm and the end-effector would be fairly straight-forward.
Designs of this nature exist in industry and at other research institutions [9] and so was
chosen. The design of BAT's force/torque sensor is detailed in Chapter 5.
Chapter 4
System Design
4.1 Distributed Processing
4.1.1 System Overview
The requirements for the new teleoperated system led to the design of a distributed
processing computer architecture for BAT. BAT's on board processing responsibilities fall
into three general categories: joint control, thruster control, and solenoid control. In the
new system these responsibilities are divided among two primary processors (an 8086
based processor and an 80C286 based processor), and one secondary 68HC11 based
processor. The 286 based processor handles joint control and the 8086 and the 68HC11
processors handle thruster and solenoid control. The 8086 handles the actual thruster and
solenoid commands while the 68HC11 performs A/D conversions on sensors used in
closed-loop thruster control.
The 68HC11 passes the information to the 8086 through one of its parallel data
ports. The two main processors, the 286 and the 8086, exchange information through a
dual port ram (DPR). The DPR is connected to each processor's expansion bus. Also
attached to each processor's expansion bus are cards responsible for running the low level
operations on BAT. The system communicates with the surface control station through an
RS-422 serial communications port hooked to the 286 processor. A block diagram of the
system appears in Figure 4-1.
4.1.2 Reasons for Distributed Processing
A distributed processing architecture was chosen for BAT's on board computing to
decrease computational delays in BAT's joint and thruster control algorithms.
Computational delays can adversely affect system response.
Figure 4-1 BAT System Layout
Two possible sources of delay for BAT's control algorithms are computation and
A/D conversions. Both joint control and thruster control require a considerable amount of
computation. For example, to implement Cartesian based or resolved-rate joint control, the
inverse kinematics or the Jacobian of BAT's 5 DOF manipulator must be calculated. These
arithmetic operations add to the computational delay. For BAT's arm, calculation of the
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inverse kinematics requires the mathematical operations listed in Table 4-1. Calculation of
the Jacobian requires considerably more operations.
Table 4-1 Mathematical Operations for Inverse Kinematic
Operation Number Required
Atan 5
Sin/Cos 6
Multiplication/Division 23
Addition/Subtraction 15
A/D conversions can be another contributor to delays. For closed-loop vehicle
control, analog signals of the vehicle's attitude and attitude rates must be converted, a total
of 6 A/D conversions. To implement joint force control or a force feedback algorithm, 8
analog signals from a force/torque sensor must be converted. This is a total of 14 A/D
conversions required.
With a distributed processing system delays can be greatly reduced. The
computation and A/D conversions can be divided between the processors. As a result, the
thruster control-loop is not slowed down by the calculation of BAT's Jacobian. Likewise,
the joint control-loop is not slowed down by A/D conversions of the vehicle attitude and
attitude rates.
Distributed processing also offers the advantages of modularity. The two
processing systems can operate independently This modularity will help in the diagnosis
of hardware failures, and in the debugging of new circuitry and software. It will also add
to the system's flexibility. Work can be done on one system while the other is being
tested.
4.1.3 Choice of Processors
An 8086 based processor and an 80286 based processor, both produced by the
AMPRO corporation, were chosen for BAT's primary onboard computers. The processors
are compact; each is mounted on a 6" x 8" printed circuit card and is about 1" thick. The
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processors use CMOS chips and so require relatively little power, approximately 1.5A at
5V. These processors have been used in ASTRO and MPOD, and have proven to be
reliable and robust.
The 286 board runs at 16 MHz and is equipped with a 80287 math coprocessor.
The 8086 board runs at a slightly slower speed, 12 MHz. A standard PC-AT keyboard can
be attached to the 286 processor and a standard PC keyboard to the 8086 processor. Each
board is equipped with a mono/CGA graphics card and can run a standard RGB monitor.
The processors have mini/micro floppy controllers to run either a 3 1/2" or a 5 1/4" disk
drive. The processors also have four sockets for up to 4M of RAM and two byte-wide
memory device sockets for either Erasable Programable Read Only Memory (EPROM) or
Non-Volatile Random Access Memory (NOVRAM).
Both boards are equipped with two industry standard expansion buses. The 286
processor has an PC-AT bus and a SCSI bus; the 8086 has PC and SCSI bus. The buses
are accessed through headers on the boards.
The boards run IBM compatible software such as MS-DOS and Microsoft C. This
is crucial because most of the program development in the Space Systems Lab is done in
Microsoft C.
In the initial design only the 8086 and 286 processors were present. The A/D
conversions for both the joint and thruster systems were to be performed by A/D converters
connected to the respective processor's expansion bus. However, before the system was
completed the 68HC11 based NMIS series "2x4'"' was discovered.
The 2x4 is a very compact and versatile processor. As the name indicates, the
68HC11 processor is mounted on a 2" x 4" printed circuit card. This board offers many
sophisticated peripheral capabilities. The board is equipped with an eight channel 8-bit A/D
converter with an analog input range of 0 - 5V. The board has two serial ports, an
asynchronous serial communications interface and a serial peripheral interface. It is also
equipped with two 8-bit ports for parallel I/O interfacing.
The board unfortunately has limited computing capabilities and does not support
IBM compatible software. The 2x4 runs an enhanced M6800/M6801 instruction set and
only supports 16 x 16 integer and fractional divides. The board is equipped with 8K of
ROM, 256 bytes of RAM, and 512 bytes of EEPROM.
The 2x4 has several operating modes. In single-chip mode, the 68HC11 operates
independently without external address or data lines. In expanded multiplexed operating
mode, the processor can use external address and data lines to access an expanded 64K
address space. The address space includes the on board address space plus space for
external peripheral and memory devices. The expanded address space can be accessed
through a JEDSTACKTM interface. Other small boards, such as expanded memory cards
and additional A/D converters, access the JEDSTACK interface through a 20 pin vertical
stacking connector.
Because of its size and versatility, the 2x4 with additional bipolar A/D converters
connected to the JEDSTACK interface was chosen to read the analog signals from the
vehicle's attitude and rate sensors. In the current configuration only the A/D capabilities of
the 68HC11 are used, but in the future more of the board's capabilities may be put to use.
4.1.4 286 System
The 286 system is responsible for controlling BAT's 5 arm motors and the 2 tilt/pan
camera motors, reading the force/torque sensor, and communicating with the surface
control station. To accomplish these tasks three expansion cards were interfaced to the 286
board's AT expansion bus. A block diagram of the 286 system appears in Figure 4-2.
Blocks outside of the dashed box are part of BAT's original system, and set interface
requirements for the 286 system.
The joint PID board performs closed loop control of BAT's arm and camera
platform motors. The multi-board drives the serial lines and provides simple peripheral I/O
used to select strain gage amplifier channels and enable the motor cooling-pump. The third
286 expansion card is a commercial A/D used to read amplified force/torque sensor signals.
The joint board and the multi-board were wire wrapped on 4 1/2" x 6 1/2" 44-pin
edge connector circuit cards. The cards plug into any of three card slots on a wire wrapped
backplane. The A/D is a commercial half-height IBM compatible card and fits into a
standard PC 62 connector slot, also wired to the backplane. A sketch of the setup appears
in Figure 4-3. The backplane is connected to the 286 board with two 8" ribbon cables. A
62 conductor cable carries the standard PC bus signals and a 40 conductor cable carries the
expanded AT bus signals. Not all of the expanded AT bus signals are used on the
expansion backplane.
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Figure 4-2 286 System
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Figure 4-3 286 Board and Expansion Card Slots
4.1.4.1 Joint PID Board
The joint PID board is responsible for directly controlling BAT's seven motors.
The 286 issues commands to the board over the expansion bus, and the board generates
motor commands based on a proportional/derivative/integral (PID) control algorithm.
These commands, in the form of a pulse-width modulated PWM signal, are sent to
amplifiers. The amplifiers accept the low level PWM signal and produce a PWM signal
capable of driving the DC motors in the proper direction. Motor positions are measured
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with optical encoders that produce a quadrature signal and an index pulse. The encoder
signals are sent directly to the PID board.
The board uses the National Semiconductor LM-629 motor controller chip to
implement PID motor control. The LM-629 generates a PWM signal, magnitude and
direction, with a base frequency of approximately 11.5 kHz. This is much faster than the
original BAT base frequency of approximately 1 kHz. Consequently the PWM duty cycle
and the motor torque will have a much more linear relationship, and tuning of control
system gains will be much easier. See Section 3.1.3 for details on problems with original
PWM frequency.
The PWM signal is calculated using the PID control algorithm shown in Equation
4-1. The sampling interval for the derivative term can be set differently than the position
sampling rate. A limit on the integrator term can also be specified to prevent integrator
wind-up.
n
u(n) = Kpe(n) + Ki Y e(N) + Kd[e(n') - e(n' - 1)]
N=O (4-1)
u(n) = motor control signal
e(n) = position error as sample time n
e(n') = position error at derivative sample time n'
Kp = proportional gain
Ki = integral gain
Kd = derivative gain
Commands to the chip are issued by a host processor, in this case the 286
computer. The LM-629 reads the encoder quadrature signal to determine actual position.
The LM-629 can operate in two modes: position mode or velocity mode. In
position mode, the chip tracks the desired position by following a generated trajectory. The
chip's trajectory generator calculates command positions based on a trapezoidal velocity
profile. The commanded position will accelerate at a specified rate until a maximum
velocity is reached. That velocity will be maintained until deceleration, at the same rate as
the initial acceleration, must begin to reach the desired position. Sample trajectory profiles
appear in Figure 4-4.
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Figure 4-4 Sample LM-629 Trajectory Profile
In velocity mode the trajectory generator accelerates the command position at some
specified rate until the desired velocity is reached. The command position will then
increase or decrease at the desired rate until either the desired velocity is changed or the
command position wraps around.
All of the trajectory parameters, the maximum acceleration and velocity, the desired
position or velocity, and the mode of control are specified by the host processor. All but
the maximum acceleration can be changed while in motion. The trajectory generator will
modify the trajectory. However, to change the maximum acceleration/deceleration the
present trajectory must be completed.
The LM-629 stores actual position and velocity values in internal buffers which can
be read by the host processor. This enables the 286 board to read BATs joint positions
and velocities. For more details of the operation of the LM-629 see [19].
The LM-629 is also equipped with a host interrupt line. The chip can be set to issue
an interrupt to the 286 machine on a variety of conditions. For example, the LM-629 can
issue a host interrupt when the current trajectory is completed or when a programmed
breakpoint is reached. This can signal the processor to load another trajectory. This
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feature can be used to efficiently implement the triad routines in [2]. Table 4-1 lists the AT
interrupt lines to which the LM-629s are wired. The two camera platform joints are wired
to the same interrupt lines because the no other interrupt lines on the 286 expansion bus
were available. When an interrupt on IRQ3 is registered the processor must query both
LM-629s controlling the camera joints to determine which one issued the interrupt.
Table 4-1 LM-629/Host Interrupt Lines
LM-629 Chip Number Joint Controlled Interrupt Line
1 Wrist A IRQ10
2 Wrist B IRQ11
3 Elbow IRQ12
4 Shoulder Pitch IRQ15
5 Shoulder Yaw IRQ7
6 Camera Tilt IRQ3
7 Camera Pan IRQ3
Another motor controller chip, the Hewlett-Packard HCTL-1000, was also
considered. The chip offers many of the same features the LM-629 offers. The biggest
difference is in the chip timing. The HCTL-1000 requires much slower control signals for
reads and writes. The data and address from the 286 bus must be latched and slower
control signals generated to interface the HCTL-1000 to the expansion bus. The interface
was accomplished with a Programmable Array Logic (PAL) in [8]. The LM-629, on the
other hand, is easy to interface to the 286 bus. No external control signals need be
generated; the address, data, and control signals coming from the 286 bus can be used.
Only a few chips for address decoding are required.
The LM-629s are mapped to 286 I/O space reserved for expansion cards. The
bottom ten address lines (AO - A9) are decoded to enable one of the seven LM-629s, and to
specify to the chip whether a command or data operation is occurring. Table 4-2 lists the
chip I/O addresses. The chip read and write lines and data lines are tied to the read, write,
and data lines of the AT bus through buffers. Communicating with an LM-629 requires
simple I/O reads and writes. A circuit diagram can be found in Appendix B.
4-2 LM-629 I/O Addresses
LM-629 Chip Number Joint Controlled Data Address Command Address
1 Wrist A Ox30D 0x305
2 Wrist B Ox30C 0x304
3 Elbow Ox30A 0x302
4 Shoulder Pitch 0x309 0x301
5 Shoulder Yaw Ox30E 0x306
6 Camera Tilt Ox30B 0x303
7 Camera Pan 0x308 0x300
The PWM signals from the LM-629s do not go directly to the power modules. The
interface to the power module is an optoisolator, GE-H11Al1, inside the power module.
This was done to completely isolate the drive power system from the control power. The
optoisolator prevents any chance of the 18V drive power supply destroying the control
circuitry. The positive lead of the optoisolator is tied to +5V through a power switch.
When the switch is turned off the power modules are disabled, another safety precaution.
The negative end of the optoisolator LED must be tied to ground to enable the power
module. This done by wiring the negative lead of the optoisolator to the collector of a
TIP31 transistor and the base of the transistor to the output of the LM-629. The transistor
emitter is tied to ground. A current limiting resistor is put between the optoisolator and the
transistor collector to limit the amount of current flowing through the optoisolator LED to
approximately 30 mA. A diagram of the circuit is shown in Figure 4-5.
Figure 4-5 LM-629/Power Module Interface
The use of a dedicated joint PID control board was chosen for initial operations.
The board provides a compact way of implementing either position or velocity PID control
for seven axes. In addition, the 286 is not slowed down by calculating the individual
motor duty cycles. This configuration parallels the JCS system that originally controlled
BATs joints. However, the new system is much quicker, more versatile, and more
compact. This set up does limit the specific control algorithm used to a PID algorithm, and
may create difficulties in force control schemes. However, PID control of BAT's
manipulator has proven to be effective for joint position control in the past.
4.1.4.2 Multi-Board
The multi-board performs three functions: turning on the motor cooling pump,
selecting a strain gage amplifier channel, and driving the RS-422 communication lines.
The serial communication conversion is discussed in a later section.
The multi-board is equipped with a versatile I/O chip, an 8255. The bottom three
bits of the 8255 port A are used to select a force/torque sensor strain gage amplifier
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channel. Details of the design can be found in Section 5.4. The bottom two bits of port C
of the 8255 are used to turn on BAT's cooling pump; bit 0 is the enable and bit 1 is the
direction. The pump is run by the same power modules that run the joint motors.
However, the signals to the power module are constant, not a PWM signal. The interface
to the power module is identical to the LM-629 interface. The outputs for the lower two
bits of port C are wired to the bases of TIP31 transistors. The collectors are tied to the
power module optoisolators and the emitters to ground.
4.1.4.3 A/D Converter
The 286 A/D converter will read the output of the force/torque sensor strain gage
amplifiers . The converter is a commercially available half-height PC compatible board
from Industrial Computer Source, model #DT2814. The A/D converter has 12 bits of
resolution and takes polar and bi-polar inputs with a voltage range of -5V to +5V. The
converter has 16 open ended analog channels and has a throughput of 20kHz. This will
allow updates of the force/torque sensor at 2.5kHz. The A/D is mapped to a base I/O
addresses of 0x318.
The A/D can be set, through software, to repeatedly read a specified channel at a
programmed frequency. A/D conversions can also be controlled by the host processor.
The A/D board can be jumpered to issue an interrupt when a conversion is complete. The
conversion-complete interrupt can be mapped to any of the IRQ3 - IRQ7 interrupts. For
more information see [21].
4.1.5 8086 System
The 8086 system is responsible for controlling BAT's thrusters and solenoids. The
system consists of the 8086 processor, the 68HC11 processor, expansion cards and
sensors. A block diagram of the system appears in Figure 4-6. As in the 286 system, the
power amplifiers are part of the original system and set interface requirements for the new
electronics. The new system is currently equipped with a PWM expansion card. The
interface card, to interface to the 68HC11 and A/D, has been designed but not built.
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Figure 4-6 8086 System Block Diagram
The 8086 system has an expansion backplane very similar to the 286 system. Two
44 connector card holders are wired to the bus, one for the PWM card and the other for the
interface card. The backplane and 8086 are connected through two 62 conductor ribbon
cables. One cable runs from the 8086 to the processor interface card and carries the
expansion bus to the DPR; the processor interface card and DPR are discussed in a later
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section. The second cable carries the expansion bus from the interface card to the
backplane. A diagram of the set up appears in Figure 4-7.
Figure 4-7 8086 and Expansion Card Backplane
4.1.5.1 PWM Card
The PWM card generates pulse width modulated signals for BAT's eight thrusters
and also controls its six air solenoids. The PWM magnitude signals are generated from 4-
bit magnitude commands issued by the 8086. The magnitude commands are latched into
ports of two 8255 I/O chips. The PWM direction commands are also issued by the 8086
and latched into an 8255 port.
A PWM signal is generated by comparing a 4-bit magnitude command to the output
of a 4-bit counter running at 6MHz. The output of the comparator is a PWM magnitude
signal. The PWM magnitude and direction signals pass through buffers and are then sent
to the thruster amplifiers. Unlike the joint power modules, the PUMA amplifiers accept
TTL level PWM signals. The PWM board generates 8 PWM signals, one for each
thruster.
The board also controls BAT's air solenoids. The solenoid commands are latched
into an 8255 port. Each pin of the 8255 output port is wired to the base of TIP31
transistor. The solenoids are actuated by grounding the respective solenoid lines. These
solenoid lines are connected to the collectors of the TIP31 transistors. The TIP31 emitters
are wired to ground through a current limiting resistor network. A diagram of the circuit
appears in Figure 4-8. When a bit in the 8255 solenoid output port is set high the transistor
collector is tied to ground and the solenoid is actuated.
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Figure 4-8 Solenoid Driver Circuit
The PWM board's two 8255s are mapped to empty I/O space in the 8086. The
starting address for the 8255s is 300 hex. A circuit diagram for the PWM card can be
found in Appendix B.
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4.1.5.2 A/D Interface Card
The A/D interface card interfaces the 8086 to the 68HC11 processor. The interface
is accomplished through two 8255s. Each 8255 is essentially used as three 8-bit data
latches. The 8086 writes commands and data requests to one of the 8255s. These are
latched into the three 8255 ports. The 68HC11 continually polls these ports and responds
to new commands and data requests. If data is requested, the 68HC11 writes the specified
data to the other 8255. The data is again latched to one of the 8255 ports, where it is read
by the 8086. Figure 4-9 shows a sketch of the interface. A complete circuit diagram can
be found in Apoendix B.
Figure 4-9 8086/68HC11 Interface
The 8255s are both mapped to the same places in memory. Table 4-3 lists the
addresses. A memory read of a specified address will read a port on one 8255 while a
memory write to the same address will write data to same port on the other 8255.
Table 4-3 8255 Addresses
8255 Port 68HC11 Address 8086 Address
A Ox1000 0x310
B Ox1001 0x311
C 0x1002 0x312
Control 0x1003 0x313
4.1.5.3 68HC11 and A/D
The 68HC11 based 2x4 has already been described in Section 4.1.2. Two A/D
converter cards, NMIS-4004 Analog-to-Digital Converter Cards, will be attached to the
2x4's JEDSTACK. Each card has 8 differential analog input channels. The analog inputs
pass through analog multiplexers and then to a programmable differential amplifier. The
gains to the amplifier are set by changing the value of a feedback resistor. From the
amplifier, the selected analog signal is sent to the A/D converter where it is converted to a
12-bit data word. The converter has an analog input range of ±5V.
Two A/D cards will be used, one for each sensor discussed in the following
section. The voltages of the two sensor outputs are quite different. Each A/D card's
amplifier gains will be adjusted to accommodate that specific sensor.
Each A/D board's control and data registers occupy 4 bytes in the 68HC11 's 64K
expanded memory. The address at which the A/D is found can be set with 16 address
jumpers. A/D conversions are controlled by reading and writing to the these 4 addresses.
4.1.5.4 Sensors
Two sensors are present in the 8086 system, a rate transducer and a gravity vector
sensor. At this point, only the rate transducer has been installed in BAT. The transducer is
the same type of sensor used in MPOD and ASTRO. It is a three axis fluidic rate sensor
produced by Humphrey Inc., model #RT02. The 3 axis rate transducer measure rates
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between ±90'/sec for all three axes. The sensor package is powered by 12V and has an
output range between ±5V. Using the 68HC11 12-bit A/D card produces a resolution of
approximately 0.044'/sec. The amplifier gain on the A/D card will be set to 1.
The gravity vector sensor is made up of three small accelerometers from ICSensors.
Each accelerometer is approximately 1/2" x 1/2" x 1/8" and will be mounted perpendicular
to each other on an aluminum block. The accelerometers have an acceleration range of
+2g. The accelerometers accept a 5V input and output a voltage proportional to the sensed
acceleration. The accelerometers are essentially masses attached to strain-gaged beams.
The accelerometer equivalent circuit is shown in Figure 4-10.
Figure 4-10 Accelerometer Equivalent Circuit
The maximum output voltage range is typically ±50 mV. The amplifier gain on the
second of the 68HC11 A/D cards will be set to 100. This will amplify the accelerometer's
analog signals to a range of ±5V and will provide a resolution of approximately ±-0.002g.
The rate transducer and the 68HC11 processor will be mounted in a compact stack,
shown in Figure 4-11. The accelerometer package will be mounted to an inside wall of
BAT's control box. These sensors can be used in future closed-loop thruster control and
attitude hold.
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Figure 4-11 Sensor Package
4.1.6 Dual Port Ram
BAT's two main processors exchange information through a dual port ram. The
shared RAM is an Advanced Micro Device AM2130 Dual Port Ram with 1K of memory
space. The DPR is wire wrapped to the processor interface board, a 4 1/2" x 6 1/2" circuit
card which plugs into the 286 backplane. A 62 conductor ribbon cable connects the board
to the 8086 expansion bus.
The DPR is mapped to address OxC0000 on both the 286 and 8086 processors; this
address space is not otherwise used by either processor. If two processors attempt to
access the same memory location at the same time a busy interrupt is generated for one of
the processors. That processor's interrupt handler waits until the other processor is
finished and completes the memory access. The busy interrupts are mapped to IRQ5 on the
8086 and to IRQ2 on the 286. A circuit diagram of the processor interface board can be
found in Appendix B.
4.1.7 Serial Communication with Surface
BAT communicates with the surface through a RS-422 serial communications link.
The communications line is a 150' long nine conductor shielded cable. Two comm. lines
exist to communicate with each of the main processors. During nominal operations, the
top-side computer will talk only to BAT's 286 processor. The 286 can pass information to
the 8086 through the DPR.
The SSL's other two teleoperators use serial communications, but the signals are
carried over fiber optic cables. The fiber optic cables are much lighter and less bulky than
the nine conductor cable. However, they are also much more fragile. The cables can be
damaged if heavy objects are placed on the cables or if they are kinked. As a result, the
more sturdy 9 conductor cables carrying RS-422 signals were chosen.
RS-422 serial communications was chosen over RS-232, because of its robustness
and low voltage requirements. RS-422 measures voltage differences as opposed to
absolute voltages and so is less susceptible to signal loss. In addition, RS-422 voltage
levels are TTL compatible; no addition voltage sources are required.
The main processors were equipped with two RS-232 serial ports. An ICL232 RS-
232 driver on the boards converted the RS-232 signals to input serial bits and the
computer's output serial bits to RS-232 voltage levels. These chips were replaced with
RS-422 drivers. The 422 drivers do not have the same pin out as the 232 drivers;
consequently, the 422 drivers were mounted to the 286 multi-board. Ribbon cables
connect the drivers to the processors and send data bits back and forth from the processors
and 422 drivers.
4.2 Power System
The new control electronics are much more powerful and complicated than the
original system. As a result, the new system draws more current than the original
electronics and requires different voltages. A new power system had to be developed. The
first step was to list the power requirements for the new system, Table 4-3.
Table 4-3 Voltage/Power Requirements
To satisfy the power requirements, new control batteries had to be added. The
original control electronics and cameras were powered by two lead-acid rechargeable
battery packs. The camera battery pack consisted of two 6V batteries with 6.5 amp-hour
capabilities. The batteries were wired in series to provide the required 12V. The control
battery packs consisted of three 6V batteries. Two of the 6.5 amp-hour batteries were
wired in series to provide +12V for the solenoids. One of the batteries was also used to
provide +6V for the electronics. The third battery, capable of supplying 1.2 amp-hours,
was used to provide -6V for the electronics.
Device Voltage Required Current Draw
Rate Transducer +12 375mA
Accelerometers (3) +5 5mA
Strain Gage Amps ±15 +35/-15mA
Strain Gages 10 29mA
8086 Processor +5 1.25A
80286 Processor +5 1.5A
68HC11 Processor +5 27mA
68HCl1 A/D ±5 50mA
DT2814 A/D +5,±12 139mA/29mA
Expansion Cards +5 2A
Cameras +12 600mA
Solenoids +12 1A
Joint Encoders +5 2A
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The new system electronics draw at least 4.5 amps. With the old control battery
packs, test runs would have to be limited to a little over an hour, more power was required.
The power problem was solved by replacing the two control battery packs with two
larger 12V batteries. The batteries are lead-acid rechargeable batteries rated for 20 amp-
hours and should allow test runs to last 3-4 hours.
The 12V batteries are much larger in size than the original packs. The original
packs were housed in two separate 4" x 3.5" x 8" Plexiglass boxes inside BAT. These
boxes were removed and a new fiberglass box battery box built. The box would not fit
inside BAT, so it was mounted on the back of BAT's top face. The box is held in place by
u-shaped clamps bolted to BAT's frame. The new battery box does not block flow from
any of BAT's thrusters, and should not hinder testing in any manner.
Two 18 gage cables carry the 12V and ground signals to the control box and to the
cameras. The cables pass through an on/off switch for the control power. Figure 4-12
shows a block diagram of the new power system.
The 12V signal going to the control box is converted to two regulated 5V supplies
by two NTE932 voltage regulators. The regulators are not very efficient so they generate
quite a bit of heat. As a result, they had to be fixed to heat sinks, encased in potting
compound, and mounted outside the control box. This allows the regulators to dump heat
to the water through the heat sinks.
There are two NTE932s; one for the 8086 system and one for the 286 system. The
two systems' power supplies are isolated from one another; they do share a common
ground.
Figure 4-12 Block Diagram of New Power System
The 12V supply in the control box is also used to generate the other voltages
required. DC-DC converters from Power General will be used to supply the voltages. One
converter, model #489, provides +15V and will power the amplifiers in the force/torque
sensor electronics discussed in Chapter 5. Two converters, models 942 and 822, will
supply power for the two A/Ds; the 942 will supply ±5V for the 68HC11 A/D and the 822
will provide the +12V for the DT2814 A/D.
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The DC-DC converters are more efficient than the voltage regulators and so do not
produce as much heat. They do not require heat sinks and can be mounted inside the
control box.
Another voltage regulator, an LM-317, will be used to excite the force/torque
sensor strain gage bridges. The LM-317 will provide a regulated 10V supply and will be
mounted in the outboard electronics package discussed in Section 5.4.
4.3 New Control Box
A control box to house the new electronics was built out of foam, fiberglass, and
epoxy. Figure 4-13 shows a top view of the box with all electronics installed.
The control is 15.5" x 10" x 9.75". The box lid is 1/2" Plexiglass with a rubber
gasket attached to the bottom. Spring loaded latches on the control box secure and seal the
lid. Wires pass into the control box through threaded brass inserts which are filled with
epoxy. The control box fits inside BAT where the old control box and battery cases were
housed.
Figure 4-13 New Control Box
Chapter 5
Force/Torque Sensor Design
The design of BAT's force/torque sensor involved several steps. Initially a baseline
sensor configuration was chosen. Next, the specific sensor design requirements were
established. From the baseline configuration, simple structural models were developed and
used to design the sensor such that it would meet the design requirements. During this
process a sensor material was also chosen. Once the sensor design was finalized, support
electronics were designed. The design process is discussed in the following sections along
with instructions on how to convert the sensor readings into useful force/torque
information.
5.1 Baseline Force/Torque Sensor Configuration
There are numerous physical configurations possible for a force/torque sensor
depending on the forces and torques to be measured. In this case, forces and torques in all
six degrees of freedom needed to be measured. The configuration chosen was the "Maltese
Cross", shown in Figure 5-1. This is a popular configuration for wrist force/torque sensor
designs [7].
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Figure 5-1 "Maltese Cross" Force/Torque Sensor
The sensor is usually machined from a single block of material, usually some type
of metal. It consists of an outer frame, an inner base, and four primary flexures which
connect the two together. Each primary flexure is instrumented with two 4-arm strain gage
bridges. Figure 5-2 shows a sketch of the gage layout on one of the flexures; only of the
gage bridges is wired. Two gages, perpendicular to one another, are mounted on each
face. The gage running along the length of the flexure measures bending strain, while the
gage perpendicular to it acts as a reference to compensate for temperature and temperature
gradient effects. Bridges on opposite faces are wired together to form the full four-arm
bridge. The sensor also has secondary flexures on either side of the primary flexures. The
purpose of these flexures will be discussed later.
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Figure 5-2 Primary Flexure Instrumented with Strain Gages
During operation, forces and torques would be applied to the sensor's inner base
through an end-effector mounted to the base. The outer frame would be mounted rigidly to
the end of a robotic arm. When the end-effector contacted the environment, a reaction force
or torque would be transmitted to the inner base through the end-effector. This would
create deformations in the flexures, which would be measured by the strain gages.
It is desirable to have the primary flexures experience bending loads, as opposed to
axial loads. As discussed in [6], flexures in bending produce more strain than flexures in
compression or tension under the same load. Thus, measuring the forces and torques
using flexures in bending will increase the sensitivity of the sensor. To accomplish this,
secondary flexures are added on each side of the primary flexures.
The benefit of the secondary flexures is illustrated in Figure 5-3. The figure shows
the six possible loading configurations. When in-plane forces are applied, in either the Y
or Z direction, two primary flexures are in bending and the other two are in tension and
compression. Two secondary flexures are also in bending. If these secondary flexures
were not present the two primary flexures would not be allowed to bend. The primary
flexures under tension and compression would have to be used to measure the force
applied. This would markedly decrease the sensor's sensitivity.
5.2 Design Reauirements
Specific requirements and constraints influencing the sensor design were initially
set. The requirements were based upon the BAT's arm interface, the strain gage
dimensions, the expected maximum forces and moments, and the operating environment.
5.2.1 Size Constraints
The arm interface and the strain gage dimensions set size constraints on two sensor
parameters: the maximum outer dimensions and the minimum flexure dimensions. Since
the force/torque sensor is to be mounted to the end of an existing robot arm with little or no
modification to the arm, the sensor must fit inside the end of the arm. A sketch of the end
of the BATs arm appears in Figure 5-4.
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Figure 5-3 Sensor Deformations
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Figure 5-4 End of BAT's Dexterous Arm
The arm ends in a double differential, which provides two degrees of rotational
freedom. The sensor will be attached to the outside of the double differential. To enable
the sensor to fit between the forearm plates, the sensor's outer diameter must be less than
3.5 in.
The other size constraint is on the minimum dimensions of the flexures, and is
determined by the dimensions of the strain gages. The strain gages selected for the sensor
are 1/16" long and 3/32" wide. The flexure had to be wide enough to allow mounting of
these gages. Since the gages are mounted both longitudinally and laterally on the flexures,
the flexures had to be at least 5/32" long and 3/32" wide. The minimums were set at
slightly larger values, 1/4" and 1/8" respectively, to facilitate mounting and wiring of the
gages.
5.2.2 Strength Requirements
The maximum forces and torques expected to be exerted on the sensor were
estimated and used in the sensor design. The maximum force to be exerted, in any
direction, was estimated to be 25 lbs. This estimate was based on the manipulator's
strength. The arm was originally designed to provide a 25 lb tip force at infrequent
intervals to assemble structures[13].
The maximum torques expected were also determined from the arm strength. The
two wrist motors are capable of exerting a total of 5 lb-ft of torque about the roll and yaw
axes. This value was measured about the roll axis by attaching a torque wrench to the end-
effector. The wrist motors were turned on and, at stall torque, the resulting moment
measured was 4 lb-ft. Torques any greater than this will back drive the wrist motors.
Consequently, the maximum moment exerted on the sensor about the roll axis will be 5 lb-
ft. The same value was assumed for the maximum torque about the yaw axis.
The wrist has no pitch degree of freedom. Any moment exerted upon the end-
effector about the pitch axis will be transmitted to the sensor. Fortunately, the end-effector
has a limited gripping strength. If large pitching moments, greater than 5 lb-ft, were
applied to objects held in the end-effector grippers, the object would rotate in the grippers;
the full torque would not be transmitted to the sensor.
However, a pitching moment can also be applied to the sensor if any vertical force
is applied to the tip of the end-effector. The corresponding torque would be equal to the
applied force times the length of the end-effector, the moment arm. The end-effector is
approximately 4" long. If the maximum tip force is applied, 25 lb, the moment exerted on
the sensor will be 8.33 lb-ft. This value was taken as the maximum torque value about the
pitch axis.
5.2.3 Operating Environment
The underwater operating environment placed two special requirements on the
sensor. First, the sensor could not corrode when placed in water, either the sensor material
had to be corrosion resistant, or it had to be covered with a durable protective coating.
Second, the strain gages had to be waterproof. If the gages were exposed directly to the
water, the gage electrical signals would short out and provide no information. The
solutions to these problems are presented in the following section.
5.3 Sensor Design
Once design requirements were established, structural models for the sensor were
formulated. A sensor material, Al 7076-T6, was then selected and the design finalized to
meet the design requirements.
5.3.1 Structural Modeling
Structural models were used to determine the flexure stresses for a given loading.
The models were based on simple beam theory and apply to four separate loading
situations, application of in plane forces and torques and of out of plane forces and torques.
Figure 5-3 illustrates the various loading conditions.
Each model produces an estimate for the maximum bending moment and deflection
in the flexures. The maximum bending moment can be used to calculate the maximum
stress and strain in each flexure using Equations 5-1 and 5-2.
Ma z
I (5-1)
E (5-2)
a = Stress (psi) Ma = Bending Moment (in-lbs)
I = Area Moment of Inertia (in4) z = Half of the Beam Height (in)
e = Strain E = Young's Modulus (psi)
The models also estimate the sensor's force/torque resolution given the position of
the strain gages and their resolution. The minimum resolution of a full 4-arm bridge was
assumed to be 5pstrain.
5.3.1.1 Model for Out of Plane Forces
When an out of plane force is applied, in the X direction, all four primary flexures
bend in that direction. Each flexure is modeled as a constant cross-section beam clamped at
one end and guided at the other. Figure 5-5 shows a sketch of the model used.
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Figure 5-5 Flexure Model for Out of Plane Forces
The force applied on the end of the beam in Figure 5-5 is actually a quarter of the
the force applied to the sensor, because it is distributed over four flexures. The maximum
bending moment in the flexures (Ma) is given by Equation 5-3:
Ma = Flp
8 (5-3)
where F is the force applied to the sensor and lp is the flexure length. The maximum
moment occurs at the ends of each flexure.
The maximum moment can be used, along with Equation 5-1, to obtain an
expression for the maximum stress, Equation 5-4:
F lp z
8 Ipx (5-4)
where Ipx is the moment of inertia of a primary flexure about the X axis.
The sensor's resolution is calculated by first obtaining an expression for the
flexure's bending moment at the point where the strain gages are mounted. This
expression along with Equations 5-1 and 5-2 yield an expression for the applied force (F)
in terms of the sensor parameters and the recorded strain, Equation 5-5:
F 8 E Ipx
hp("p - x)
2 (5-5)
where e is the recorded strain, hp is the flexure height, and x is the position of the strain
gage along the flexure. The sensor's force resolution is given by plugging in the strain
gage resolution (5gstrain) into the recorded strain value of Equation 5-5.
5.3.1.2 Model for In Plane Forces
The modeling for in plane forces is more complicated because the primary flexures
and the side flexures both deform. The model used is shown in Figure 5-6. The primary
flexures are modeled as beams clamped on one end and guided on the other. The
secondary flexures are modeled as beams clamped on both ends.
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Figure 5-6 Flexure Model for In Plane Forces
Assuming that the flexures under tension and compression do not deform, the
deflections at the end of the primary flexures and in the middle of the secondary flexures
must be equal. Expressions for these deflections can be equated to find equations for the
maximum stresses in the primary and secondary flexures, Equations 5-6 and 5-7.
pma P 1 + 16()()3)8 Ipy IPY is (5-6)
F is bs, 1 +LIp•I(ls 3-1
a 32 a= 16 Isy )p (5-7)
opmax = Maximum Stress in Primary Flexure
osmax = Maximum Stress in Secondary Flexure
bp = Width of Primary Flexure
is = Length of Secondary Flexure
bs = Width of Secondary Flexure
Isy = Moment of Inertia about Y axis of Secondary Flexure
Ipy = Moment of Inertia about Y axis of Primary Flexure
The sensor's resolution of in plane forces is found by following the same steps
used in the previous section. The expression for force resolution is given by:
4EeIpy Iy i 3
- ) (5-8)
5.3.1.3 Model for Out of Plane Torque
When an out of plane torque is applied, either about the Y or Z axis, two primary
flexures are placed in bending while the other two are placed in torsion. The model used in
this case was fairly simple. The two flexures in torsion were ignored, to simplify
calculations, and the two bending flexures were treated as a single beam fixed on each end
with a moment applied to its center. A sketch of the model appears in Figure 5-7.
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Figure 5-7 Flexure Model of Out of Plane Torques
Equations for the bending moments were obtained and used to calculate the
maximum stress and the torque resolution, Equations 5-9 and 5-10. The maximum stress
occurs at the tips of the flexures.
Mo hpomax - 4 Ipx (5-9)
8 EEIpxM = 8 E p1 - 3(1)) 1hp IP (5-10)
5.3.1.4 Model for In Plane Torques
The model used for application of in plane torques, about the X axis, is the same as
the one used for application of out of plane torques. One slight difference is that the
moment applied to the beam models is half of the moment applied to the sensor. This is
because the applied moment is divided among all four primary flexures rather than just two.
The same steps were followed as in the previous case to obtain expressions for the
maximum stress and the torque resolution, Equations 5-11 and 5-12.
Mo bp
ax 8 Ipy (5-11)
M = 16 E e IpY(1 - 3(x))lbp IP (5-12)
5.3.2 Material Selection
Before the sensor dimensions could be finalized, a sensor material had to be
chosen. It is desirable to use a material with a high yield stress (ayield) to make the sensor
stronger. It is also desirable to use a flexible material, one with a low Young's modulus.
As shown by the stress/strain relationship in Equation (5-2), a lower Young's modulus will
produce a greater amount of strain for a given stress. This will increase the sensor's
sensitivity.
In [6], data was compiled comparing the nondimensional ratio ayield/E of various
metals. Other material properties, such as cost and machinability, were also compiled.
Using this information, A17075-T6 was chosen for the sensor material. This aluminum
alloy has a modulus of 10.4x106psi and a yield stress of 70ksi, producing a ayield/E of
6.73x10 -3 . Materials with higher ratios, up to 10x10 -3 for a beryllium-copper alloy, were
considered. However, these metals are expensive and difficult to machine, whereas
A17075-T6 is fairly inexpensive and is much easier to machine.
5.3.3 Final Sensor Design
The structural models previously derived were entered into a Microsoft Excel
spreadsheet. The flexure dimensions (length, height and width), the strain gage mounting
point, the sensor's material properties, and the maximum loads are specified. From these
values the spreadsheet calculates the maximum stress and the maximum deflection for each
of the four loading cases, along with the sensor's resolution and maximum load
capabilities.
The spreadsheet allowed easy iteration on the flexure dimensions. The dimensions
were varied until the sensor provided good force and torque resolutions, while still
satisfying the strength requirements. Force and torque resolutions of approximately 3/4 lb
and 1/2 ft-lb were considered adequate.
5.3.3.1 Sensor Dimensions
The final flexure design appears in Figure 5-8. Table 5-1 lists some of the
important sensor dimensions and characteristics.
Table 5-1 Force/Torque Sensor Characteristics
Max Fx 486 lbs
Fx Resolution 0.72 lbs
Max Fy (Fz) 486 lbs
Fy Resolution 0.72 lbs
Max Tx 11.4 ft-lbs
Tx Resolution 0.20 ft-lbs
Max Ty (Tz) 8.5 ft-lbs
Ty (Tz) Resolution 0.23 ft-lbs
Primary Flexure Height 3/16"
Primary Flexure Width 1/8"
Primary Flexure Length 27/32"
Secondary Flexure Height 3/16"
Secondary Flexure Width 1/8"
Secondary Flexure Length 1 11/16"
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Figure 5-8 Final Force/Torque Sensor Design
The sensor will be mounted to the end of BAT's arm using the four 10-32 clearance
holes. The two clearance holes in the inner base will be used to secure the end-effector.
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5.3.3.2 Strain Gages Used
The strain gages used are EA-06-050TG-350 gages. They have a gage resistance
of 350±1.5% Q and a gage factor of 2.135+0.5%. The bridges are balanced to within ±50
p.strain per inch. M-Bond 610 was used to bond the gages to the flexures.
5.3.3.3 Waterproofing of Sensor
The sensor material chosen will oxidize when wet. To prevent this, the sensor was
hard-coat anodized. The anodizing was done before the sensor was instrumented. Small
sections of the hard coat finish had to be scraped off to mount the strain gages. The strain
gages, after they were bonded to the flexures, were covered with 1204 Primer/H-Coat for
protection against the water.
5.4 Support Electronics
Once the sensor design was finalized, support electronics were designed. The
support electronics are responsible for exciting the strain gage bridges with a regulated
voltage, amplifying the bridge output, and converting the analog signal to a digital word.
The strain gage bridges will be excited by a regulated 10V supply provided by an
LM-317 voltage regulator. The LM317 will be powered by BAT's 12V control batteries.
The regulator will be part of a small electronics package encased in waterproof potting
compound. The package will be mounted near the force/torque sensor on the end of BAT's
right arm.
The amplifiers for the strain gages will also be part of the outboard electronics
package. The gage signals will be amplified by two 2B34J four channel amplifiers, made
by Analog Devices. The 2B34J is designed to amplify low level signals, ±30mV to
+100mV, such as those produced by strain gage bridges. The amplifier's analog output
ranges from -5V to +5V. The 2B34J has two preprogramed gains of 50V/V and 166.6V/V
to provide proper amplification of signals over the input ranges. The gain is chosen by
wiring the 2B34J's gain select input pin either high or low. The chip is also equipped with
two address pins which are used to select one of the four channels.
The 2B34J requires ±15V for operation. A DC-DC converter in the electronics
package will provide the necessary voltages. A detailed circuit diagram of the outboard
electronics can be found in Appendix B.
The outboard electronics package will be connected to the main control electronics
by two shielded cables. The cables will carry power and channel select signals along with
2 amplified analog signals. A block diagram of the system appears in Figure 5-9. The A/D
converter in the 286 system will convert the 2 amplified analog signals to a digital word.
Port A of the 8255 on the multi-board will be used to select two of the eight amplifier
channels.
This configuration could cause problems. The cables between the outboard
electronics and control electronics could pick up noise, distorting the analog signals. One
solution is to place the A/D converter in the outboard electronics package. Only digital
signals would be sent between the outboard electronics and control electronics. However,
this would increase the size of the outboard package and could create interference problems
in the workspace. Testing should be performed to determine if the A/D can be kept with
the main control electronics or must moved to the outboard package.
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Figure 5-9 F/T Sensor System Block Diagram
5.5 Using Sensor Readings
The readings from the force/torque sensor are converted to forces and torques using
a 8 x 6 conversion matrix. The conversion matrix has the following form:
Fx axl a2 ax3 ax4 0 0 0 V2
Fy 0 0 0 0 ay5 0 ay7 0 V3
Fz 0 0 0 0 0 az6 0 as8 V4
Tx 0 0 0 0 atxs atx6 atx7 atx8 V5
V6Ty aty 0 aty3 0 0 0 0 0 V7
T, 0 az2 0 at4 0 0 0 0 V8 (5-13)
where V1-V8 are the readings from the strain gage bridges and axl-atz6 are conversion
factors. Figure 5-10 shows the numbering convention for the strain gage bridges.
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Figure 5-10 Bridge Numbering Convention
The conversion factors are obtained by calibrating the sensor. To calibrate the
sensor, known forces and torques should be applied and bridge readings recorded for all
six loading configurations. The data can be used to plot graphs of applied load versus
bridge readings. The results should look something like Figure 5-11. A linear relationship
should exist between the bridge readings and the applied loads.
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Figure 5-11 Sample Calibration Graphs
The slopes of the graphs are the corresponding coefficients in the conversion
matrix. For example, axi equals the slope of graph 1 (bridge 1 output versus applied X-
force) in Figure 5-11. Coefficients in the same matrix row should be very close in
magnitude; the row entries might have different signs. There will probably be slight
variations due to small differences in bridge resistances and flexure dimensions.
For operation with BAT, modifications must be made to the conversion matrix in
Equation 5-13 to take into account cross-coupling between forces and torques. Because of
the end-effector/sensor interface, forces exerted on the end-effector can exert moments on
the sensor. Figure 5-12 shows a sketch of the interface.
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Figure 5-12 Sensor/End-Effector Interface
Forces applied to the end-effector in either the Y direction or the Z direction exert
moments on the sensor about the Z or Y axis. This because these forces are applied
perpendicular to a moment arm, the end-effector. The magnitude of the torque exerted on
the sensor equals the length of the end-effector times the force applied. When this
modification is added, Equation 5-13 becomes:
Fx axI ax2 ax3 ax4  0 0 0 0 V2
Fy 0 0 0 0 aY5 0 ay7 O V3
Tx 0 0 0 0 aUs aas atx7 ax8 V5
TY V6Ty atyi 0 aty3 0 0 -laz6 0 -laz8 7
Tz 0 a2 0 a&zA-lay5 0 -lay7 0 V8
- -- - (5-14)
where 1 is the length of the end-effector.
Chapter 6
Preliminary Testing
The goals of the preliminary testing were to demonstrate functionality of the
partially completed system, and to achieve tighter arm positioning than was possible with
the previous control system. The testing was broken down into two phases, testing of the
8086 system which controls BAT's thrusters and solenoids, and testing of the 286 system
which controls BAT's dexterous arm.
6.1 Testing of 8086 System
In March 1990, preliminary tests were performed on the 8086 system. The initial
test objectives were to fly and dock BAT to a truss structure node; the operations would be
controlled from ICS. The testing would demonstrate the functionality of the PWM board
and the 8086 processor, of the serial communications hardware and software, and of the
new power system. The tests would also indicated how the hardware changes to BAT
affected the vehicle's characteristics (buoyancy, center of gravity, etc.). Unfortunately,
scheduling problems prohibited testing in the MIT Alumni Pool. As a result, testing had to
be performed on land and the tests turned into a series of system checkouts of the serial
communication hardware and software, and of the PWM card.
For the system testing the new control box was installed in BAT. The 8086
processor and the PWM card were mounted inside the box. The other components of the
8086 system were not included because they were not completed. Enough of the new
power system was installed to run the 8086 processor and the PWM card.
6.1.1 Testing of the PWM Card
The PWM card was the first item tested. A simple Microsoft C program was
written to test/debug the card. The test program allowed the user to enter commands using
a keyboard connected to the 8086 processor. A video monitor also connected to the 8086
board informed the user of the vehicle's current state. With this setup, the user was able to
actuate any of BAT's solenoids. The system did not work initially because of small wiring
errors in the PWM card, which were corrected. The user was also able to turn on any of
BAT's thrusters by entering a PWM direction and 4-bit magnitude for that thruster.
6.1.2 Testing from ICS
6.1.2.1 BAT Software
Once the PWM card was operational, more software was written for the 8086
board, to handle the serial communications. The new program incorporated the PiVeCS
routines mentioned in Chapter 3. With PiVeCS, operator commands or data streams are
transmitted in groups called Messages between the teleoperator's processor and the control
station's processor. Each message begins with a header byte which identifies the message
and specifies the number of data bytes in that message; messages can carry up to seven
bytes of data. Messages are transmitted when requested by the other processor. If the
other processor does not respond within a specified period of time, PiVeCS executes a
communications check and will turn off all hardware if the check reveals faulty
communications.
The new 8086 program requested solenoid commands, thruster commands, and
enable commands from the control station. The program processed these messages, when
received. The thruster command messages were used to calculate the PWM direction and
4-bit magnitude for BAT's individual thrusters. The calculated PWM commands, along
with the solenoid commands received, were output to the PWM board.
6.1.2.2 ICS Software
Software was also written for the control station's IBM-PC. The ICS software
read hand controller signals, switch positions, and keyboard inputs. Commands based on
these inputs were sent to BAT when requested. The program also updated a graphical user
interface.
6.1.2.3 Test Configuration and Final Checkout
For the final system checkout, the serial communications link between BAT and
ICS was connected directly to the 8086; the 286 processor was bypassed. A block diagram
of the testing configuration appears in Figure 6-1.
Figure 6-1 Block Diagram of 8086 System Tested
With this setup, the operator was able to actuate any of BAT's pneumatics from
ICS using either keyboard commands or switches. The operator was also able to control
BAT's eight thrusters using the control station's two hand controllers. The system worked
repeatedly on land. As previously mentioned, scheduling problems prevented underwater
testing with this configuration.
6.2 Testing of 286 System
The 286 system testing involved tuning PID gains on one of the wrist motors and
observing the motor's ability to track a programmed trajectory. The results were compared
with similar testing done with BAT's previous system. The new system offers
improvements in the arm control through better command following and quicker settling
times, about half that of the original system.
The PID board and the 286 processor were installed in BAT's control box for the
testing. A monitor and keyboard used in the testing were connected directly to the 286
machine. The operator specified commands using the keyboard; menus on the monitor
displayed the teleoperator's state (joint position, trajectory commands, etc) and also
prompted the operator for inputs.
Testing was not controlled from ICS because of time constraints. Conducting the
tests from ICS required expanding ICS's message handling software to incorporate the arm
commands as well as writing message handling software for the 286 board. The new
software required was not too extensive; much of it was written, but lack of time prohibited
debugging of the software.
For the testing, Microsoft C routines were developed to control the LM-629s. The
routines wrote trajectory and gain commands to the desired LM-629 and also read the
desired LM-629 states. The routines were integrated with user interface software which
controlled screen and keyboard operations. The software allowed the user to input gains
and trajectory commands to any of the seven LM-629s on the PID board. The software
also stored commanded positions and actual positions along with the time registered by the
286's internal clock in a data file in the NOVRAM. The data files were used to generate
plots of the motor responses.
The 286 testing, like the 8086 testing, was performed on land. Again, scheduling
problems prevented testing in MIT's pool. Because the testing was performed on land, the
choice of joints to be tested was limited. Most of BAT's motors are not strong enough to
move the arm in lg; the arm was designed to operate in a neutrally buoyant environment.
However, the wrist motors are capable of operating out of water; the mass the wrist motors
have to drive is sufficiently low enough to allow operation in 1g. One of the wrist motors,
wrist B, was arbitrarily chosen for testing.
The testing examined the motor response to a chosen trajectory for various PID
gains. The trajectory's acceleration was set at 1 encoder count/sampling interval/sampling
interval (755,847 deg/sec/sec) and the maximum velocity set at 1 encoder count/sampling
interval (258 deg/sec). These values were chosen as the maximum values for operation.
They allow the wrist motor to travel its full range (1800) in approximately 0.7 seconds.
These values are also the lowest trajectory parameters available with the current LM-629 C
routines; to simplify the test program the routines only dealt with integer values. The LM-
629 routines can easily be expanded to handle fractional values for future operations.
During the initial testing only proportional gains were used; the I and D terms were
set to zero. Low gains (50-300) were first tried. Figure 6-2 shows the response for a
proportional gain of 100. The actual position always lags behind the command position.
For small trajectory steps, this gain is not able to overcome the stiction in the wrist joint.
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Figure 6-2 Trajectory Response (P=100)
The P gain was increased until the wrist limit cycled. A proportional gain of 800
produced limit cycling at approximately 20Hz, as shown in Figure 6-3.
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Figure 6-3 Trajectory Response (P = 800)
The proportional gain was reduced slightly and integral and derivative terms, along
with an integrator limit, were added. The final values chosen are listed in Table 6-1. With
these gains, the actual position tracked the command quite closely. Figure 6-4 shows the
response with the tuned gains.
Table 6-1 PID Gains for Wrist B
Proportional Gain 700
Integral Gain 300
Derivative Gain 7000
Integrator Limit 300
- I . . . . - -.. . I . . . . I . . . .
- Actual Position
- - - - Command Position
I
II a M .A 1 0 0 0 21 9 9 0 1
50
U,
C-
-50
-50
WRB32DAT
P = 700, I = 300, D = 7000
Limit = 300, Acc = 1, Vel = 1
0 0.5 1 1.5 2 2.5 3
Time (sec)
Figure 6-4 Trajectory Response with Tuned PID Gains
Slight overshoots, of approximately 3.50, occurred each time a leg of the trajectory
was completed and the final command position reached. However, the overshoots were
quickly damped out. The actual position settled to within a little less than a degree of the
command position; settling time was around a quarter of a second from the time the
trajectory was completed.
These results are an improvement over results from similar testing with the previous
system. In [2], a PID control algorithm for joint control was implemented using the
original control system. The PID gains were tuned by examining responses to various step
inputs. Figure 6-5 shows the previous wrist B step responses using the tuned PID gains.
The wrist position is measured in encoder counts; one encoder count is equivalent to
0.0027 degrees. The command positions in Figure 6-5
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Figure 6-5 Response with Old Control System
Most of the step commands in Figure 6-5 have a steady state error of a little more
than a degree. With the new control system errors like this do not exist; the I term is able to
zero out these position errors. On the last step command in Figure 6-5, the actual position
overshoots the command position by approximately 30. The actual position oscillations for
about a second and is then damped out. The overshoot of 30 is less than the overshoot with
the new control system (-3.50). However, the settling time for the new system is about
half of the settling time of the old system. In addition, the response of the new system is
smoother than the response on the old system; the new system's response has fewer
oscillations and spikes.
Chapter 7
Conclusions and Suggestions for Future Work
The new computer system, even though not fully completed, has demonstrated
several advantages over the original system. The most notable advantage is tighter arm
control. Trajectory following for the wrist motor tested is much better with the new
system; the overshoots to position steps are approximately the same for the two systems,
but the settling time for the new system is half that of the original system. The new system
was also had no steady state errors, while equivalent errors of approximately 1 were
present in many of the step responses of the old system.
The new system also proved to be more flexible than the old system. Modularity
allowed separate testing of the two processors, one responsible for arm control and the
other responsible for thruster control. The original system did not allow testing of the
separate components.
Most of the advantages of the new system will be apparent when the system is
completed. Due to lack of time, only part of the system was finished. The following list
details the steps required to complete the system:
*Build F/T sensor outboard electronics
*Build 68HC11 interface card
*Write software for 68HC11
*Install sensor packages (rate transducers/accelerometers)
*Calibrate F/T sensor
*Debug ICS/BAT software
*Expand software to snclude: closed-loop thruster control and force
feedback
The items previously listed are actually only a sample of the things which can be
done to BAT; it is hoped that BAT will never be completely finished. The new system was
designed to be expandable; only a small portion of the A/D channels in BAT will initially be
used so it will be easy to add new sensors. The current processors can also be upgraded
when faster and more powerful single board computers are produced. As it stands now,
AMPRO corp has produced a 80386 based processor which is faster (20MHz) than their
286 processor. In the long run, even another dexterous arm could be added to BAT and
control of a two armed teleoperator could be examined.
Once the proposed system is completed, the teleoperator's new capabilities can be
used in a variety of tests. The new system will also allow testing of various arm control
algorithms. Resolved-rate control can easily be implemented with the LM-629s. The
force/torque sensor will also enable some form of force feedback to be implemented. The
force might be presented visually or may be used to command a force reflecting hand
controller as developed in [3]. Data on the effectiveness of these various methods of
control can be taken; the data could prove useful in the design and construction of real
space teleoperators.
Another topic of study could be coordinated arm and vehicle control. Extensive
theoretical work has been done on control of manipulators attached to free-flying bases.
Some experimental work has been done using air-bearing tables which has provided data
on the two dimensional case. Little or no experimental work has been done on the three
dimensional case because of lack to proper test equipment. BAT can fill this gap. The
theoretical algorithms can be implemented on BAT to obtain experimental data. One
advantage coordinated control could provide is the addition of the sixth degree of freedom
that BAT's arm is missing for manipulative tasks. Coordinated control could also allow
BAT to handle objects without docking to the worksite; BAT could work anywhere, not
just where convenient hand-holds are. The original system will provide many of these
capabilities, but to develop full coordinated vehicle and arm control a system like 3DAPS
must be added to allow the teleoperator to completely determine its position and orientation.
One of the more important tests with the new system will be looking at the effect of
time delays in a teleoperated system. The control station and teleoperator can be
programmed to add time delays to commands. The time delay can be varied and the effects
on operator efficiency can be studied. The effects of time delays must be studied in detail if
a space teleoperator is to be controlled from the ground.
This new teleoperated system will prove to be an even more useful tool than it has
in the past. Testing with BAT could and should influences designs of actual space
teleoperators; the testing provides an inexpensive method to test control algorithms and
systems for a space teleoperator. BAT/ICS is the only system in existence which will
provide a full simulation of telerobotic operations.
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Appendix A
Results of Cooperative Satellite Servicing
In the future, the construction of the Space Station and the servicing of satellites
will greatly increase space operations. Consequently, humans will be spending more time
working in space. This increase in EVA man-hours will be costly. Maintenance alone for
an EVA suit costs approximately $80,000 per EVA hour [20]. Therefore, it is critical to
maximize the productivity of an EVA subject.
One approach to increasing EVA productivity is through the use of remotely
operated systems, referred to as teleoperators or telerobots. It is hoped that a teleoperated
system will be able to replace an EVA subject in the completion of simple repetitive tasks,
freeing the EVA subject for more difficult tasks. Neutral buoyancy experiments have
shown that a teleoperator can assemble simple structures. However, it is doubtful at this
time, due to the complex manipulation required for some tasks, that teleoperators will be
able to completely replace EVA subjects. The question then becomes "What is the optimal
use of teleoperators and EVA subjects?".
In January 1989 testing was conducted by the MIT Space Systems Lab (SSL) to
help answer this question. The tests, conducted at the MSFC Neutral Buoyancy Simulator,
investigated integration of teleoperators and humans at the worksite. They focused on
cooperation in servicing a mockup of the Hubble Space Telescope (HST). The Beam
Assembly Teleoperator (BAT) was one of the vehicles used in the testing.
The testing not only provided qualitative information about cooperative satellite
servicing efforts, but also about the limitations of the teleoperated system used. This
testing was organized and conducted by the author of this thesis.
Beam Assembly Teleoperator
Slight modifications were performed to BAT to facilitate satellite servicing. The
beam carrier used in structural assembly to transport beams was removed. It was not
needed for the satellite servicing and could only get in the way. A new left arm, shorter
than the one used during structural assembly, was also constructed. The longer arm could
have obstructed the teleoperator's workspace during servicing. Provisions also existed for
mounting BAT to the end of the RMS, and allowing it to position and orient BAT.
TESTING AND RESULTS
Worksite Integration for Satellite Servicing
The satellite servicing worksite integration was conducted using the Hubble Space
Telescope (HST) mockup used to train the Shuttle EVA crew. The tests focused on one of
the servicing missions, replacement of the main batteries. This mission was chosen
because it presents mechanical and electrical interfaces common to almost all of the HST
servicing missions. In addition, difficulties exist in the handling of the main batteries with
the current servicing procedures. It was thought a teleoperator could lend a helping hand.
BAT and MPOD were the teleoperators used in this testing.
Two approaches were taken to the cooperative servicing. In the first approach,
BAT and the suit subject worked independently to complete the battery changeout. BAT
attempted the tasks usually accomplished by the second EVA subject of a servicing
mission. This approach examined the teleoperator's ability to completely replace an EVA
subject. It also provided information on the teleoperator's ability to perform specific tasks
required in many of the HST servicing missions. In the second approach, BAT and MPOD
acted as EVA assistants to the EVA crewman.
Independent Teleoperation
In the first tests the teleoperator was to supply replacement batteries to the suit
subject. This involved three primary tasks: removal of the battery thermal cover, opening
of J-hooks, and removal and transportation of batteries. Due to lack of test time, only the
first two tasks were investigated.
Removal Of Thermal Cover
The teleoperator began the testing by removing the thermal cover on the ORU
carrier. During this time, the suit subject worked to remove the batteries from the HST.
Before testing, a minor modification to the thermal cover was made. A loop of duct tape
was attached to the front zipper of the thermal cover to enable the teleoperator to grasp it.
This makeshift loop was too small and the zipper itself too flexible for the teleoperator to
grasp while free flying. Consequently, for testing purposes, a support diver placed the
loop into the teleoperator's left claw and the operator closed the claw.
Once the "handle" was in place, the operator unzipped the front of the cover by
maneuvering the vehicle using the thrusters. The task was very time consuming due to the
considerable amount of cross coupling which existed in the vehicle's motion. Because of
the coupling, any translation thrusts caused changes in the orientation of the teleoperator.
The operator had to continually compensate for these changes. This made it very difficult
for the operator to determine in which direction to thrust. Often the operator thrusted in the
wrong direction and only succeeded in placing tension on the zipper. At one point, the
teleoperator pulled hard enough to tear the loop off the zipper. A picture of the procedure
appears in Figure A-1.
