The use of data produced in the University Hospitals of Geneva for steering and governance is becoming increasingly important. In this regard, many tools have been developed, both for aggregating and consolidating storage and also in terms of analysing Big Data. However, these tools are not generally designed to provide a real-time analysis. Indeed, there is an increasing amount of data available and it is easy to get lost. The potential uses of realtime monitors are numerous and can greatly increase the responsiveness of the institution in various situations by providing relevant data needed in that situation. The LiSA project aims to develop the conceptual and technical architecture for building real-time monitors, objects potentially useful in critical situations. A robust architecture is necessary to build a nearly real-time system. Management of alerts and events in a healthcare environment is so complex and scattered that it has become necessary to centralise. In software engineering, one of the most reliable architectures for such systems is the Publish-Subscribe Design Pattern. This architecture has been implemented in the project in order to give access to any kind of event in the Clinical Information System (CIS). Once data are processed and organised, a data stream that can be read by humans is sent to a web based monitoring interface. This new versatile monitoring model could lead to better and clearer management. We found that this system can stimulate managers to access the CIS events by creating meaningful indicators. It could help governance when it is necessary to obtain some information immediately, or to create statistical charts or gauges.
Introduction
The use of data produced in the Geneva University Hospitals (HUG) for management and governance is becoming increasingly important. Making as much information as possible available is an important goal of Clinical Information Systems (CIS). Consequently, integration in healthcare facilities and interoperability between numerous subsystems are important priorities. However, this evolution has not always been positive [1] [2] [3] . The increase in available information must not be achieved at the cost of quality and pertinence; otherwise it will lead to regrettable consequences [4] [5] [6] [7] . Disorganised data can lead to wrong decisions. In this regard, many tools have been developed for aggregating and consolidating storage, mainly for the data analysis capacity. These tools open invaluable perspectives and are still at the dawn of their potential. In the HUG, as in many other institutions, these tools rely on a strategy chosen to support fully the existence of institutional repositories or data warehouses. The main challenge, but also a benefit, of these warehouses is the common presentation and standardisation of multiple sources of data: logistic, clinical, financial, etc. However, these tools are not generally designed to be realtime analytical tools. For example, analytical databases are separated from transactional databases owing to architectural aspects of design, structure and criticality. Thus, for instance, data warehouses are, at best, updated with a frequency of J-1, specifically, data produced up to the day before [1] . The potential uses of real-time monitors are numerous and can greatly increase the responsiveness of the institution in certain situations, including bed management, human resources or infections, to take only three examples, or situations such as a fire, a disaster plan or an epidemic.
Background
The University Hospitals of Geneva (HUG) is the major care-providing consortium of public and teaching hospitals in Switzerland. It covers primary, secondary, tertiary and ambulatory care. It has about 9,000 FTEs. HUG handles about 1 million outpatient visits and 50,000 inpatients a year. HUG uses a clinical information system developed inhouse. This system tightly integrates commercial systems covering all clinics and care. HUG comprises 8 hospitals in 4 different campuses in the Canton of Geneva.
Foundation
The LiSA project aims to develop the conceptual and technical system for building real-time monitors, objects potentially useful in critical situations. To do this, the project will be built on a fundamental characteristic of the existing clinical information system: message-oriented middleware. The clinical information system (CIS) of the HUG is based on architecture components, and service-oriented messages. The organisational component of the SIC means that each feature was developed as a small independent program named component. A business entity, such as prescribing, will consist of many specific components and will use other components, such as the laboratory. To allow these components to communicate autonomously, components implement two communication tools: services and messages. The services of a component can be called by another component that needs to perform a function. Thus, a component of prescription may call a laboratory component for tests of renal function, and propose an appropriate dose. Moreover, when a component performs an action, it will send a message. Another component may receive this message and be informed of the action without having to call the initial component. For instance, in HUG, each change in the clinic route, specifically a patient movement, is managed by a component that sends automatically a message to any service interested.
Alerts and events in Healthcare requires centralisation
Nowadays, CIS share a large amount of patient data. Most are updates of current clinic route, clinical pathway, drug prescriptions, laboratory results, schedules and patient appointments, documents and discharge letters, diagnoses and operations, but some are administrative data. They come as real-time messages and can be complex or simple. The system we have to create must be at least as effective. It is, therefore, necessary to provide a real-time view and analysis of this in-coming information. Availability 24/7 is a requirement. Consequently, some technical considerations should be taken into account. The system must not affect the upstream data, but only connect. Indeed, in our experience every day, and often at the same time of day, the system handles peaks of data. Clinical activities are critical so we cannot afford to alter the functioning of the CIS. The CIS, as said before, contains a lot of information from different sources. Several component producers of data flows are involved so notifications are heterogeneous. The source of these messages can come not only from actions executed by doctors, nurses or others stakeholders, but also from devices such as card readers, as well as logistical information such as the activity of a doctor in a service, the availability of lift, the open/closed state of a door, and also radiology images. These data are exchanged wrapped in XML messages based on a Petri net of different types [8] (lab.result.*, user.login, task.refresh, patient.criticaldata.update, etc.). This information is then embedded in a cloud of distributed and heterogeneous data and received by every component concerned. To handle this is complex and, therefore, it is necessary to unify and centralise the management of these data. The idea here is to use the existing system of message exchanges to give users a tool with which they can be informed of alerts and events that interest them.
A real-time connectivity to any data source
As the system will need to read large amounts of data of different types, we must decide on some features in order to develop the conceptual and technical basis: -The system should interpret data independently of their type -use of an universal data format (XML) -The system has to receive data in real-time and provide a tool for analytical instruments for project steering, so data should be chartable. -There are a large number of notifications generated every second and they should be immediately treated. There may be a delay or loss in the treatment, but it should never stop the upstream components. The system should be able to operate continuously without slowing down the operation of the CIS. In cases of extreme slowness or problems, notifications can be untreated but the system must be notified or, at least, be aware.
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The system will handle the data in several ways. For greater clarity and precision, these steps have been clearly divided [9] : -Reading: The first step is to read the data from the CIS upstream. For now, the program connects to the main flow of notifications. A connection bridge has been developed simply to choose a streaming feed and receive data. This components allows the user to choose a bridge, start or stop reading, limit the amount of incoming data, and choose a frequency interval for the data reception (for example, data by second, data by minute, etc.). The system must react such that when there is an error in the reading process notifications (incomplete, illegible or slow) the system simply ignores it and proceeds to the next. -Purging: The purpose of this phase is to consider only the properly constructed notifications, and not treat invalid or unintelligible notifications. There is no specific treatment of errors: erroneous notifications are simply ignored. This makes the system available at any time and avoids problems going back to the previous process. The purge system must also send an acknowledgment to show which notification has been served and when. -Pump: The system produces a stream of data and sends it to the next component. It must be able to pump the notifications received by the reading stream and transfer them to an external system. The notification must be standardised and easily treatable by the client system. The notification must be sent immediately upon receipt. -Routing: The system receives the pumped notifications and offers referral opportunities to route them by category, arrival date, size of the message or others detailed properties. The referral notifications are redirected to queues (database) which are then exploited. In the case of error or low reactivity, the treatment is stopped. The system sends the current notification to a removal waiting queue and the following notification is processed [10] . -Cleaning: The system changes the notifications to keep only information relevant for a human. The semantics are not changed but technical data are deleted. In the case of error or low reactivity, the treatment is stopped, the current notification is also queued and the following notification is processed. The goal is to prepare notifications. Thus the important information is highlighted without unnecessary information and the size of messages is optimised. -Grouping: The system has the ability to create clusters of notifications based on selected criteria (date, keywords in posts, or properties, type (default) or category, key/ value). This aggregation step consolidates the received data and creates clusters by message type [11] .
Real-time architecture
A robust architecture is necessary to build a nearly realtime system. Moreover, the system should be able to receive a significant amount of data from several sources. In software engineering, one of the most reliable architectures for such systems is the Publish/Subscribe [12] Design Pattern [13] . The philosophy of this pattern is to add an intermediate layer between the components. The purpose is to loosen coupling, decrease the direct dependency and share responsibilities. The component goes through the intermediary layer to subscribe to a producer of interest. This additional step is responsible for informing the subscribed components of any change on any data stream. This architecture is implemented in LiSA in order to give availability to any kind of new event for receivers, as soon as data are processed and organised. The stream is sent to a sinking step that is the content provider or publisher. Thereby, services, applications or components interested in the data subscribe to this component and will receive the update in real-time. Once the system receives notifications, it puts them in a cache and empties the queue continuously.
The system can create real-time streams of messages containing a definable number of notifications of various selected kinds. Notifications are afterwards sent to the content management, which avoids problems going back to the previous process that is the display interface. In the case of low reactivity, the treatment is stopped, the current notification is sent to a waiting queue for removal and the following notification is processed [14] .
The following figure shows the conceptual model of the implementation.
Realisation and tests
After each step, some acceptance tests were made. This was to ensure that reports were well received and to strengthen the robustness of the software. The step was validated only if data were read and if each notification could
Figure 1
The Publish-Subscribe pattern.
Figure 2
The implemented Publish-Subscribe architecture.
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be broken down and shown separately with all its details, without any loss of information. The following figure illustrates the entire conceptual model.
A Web-based system for clinical decision support
At present, the interface is still a prototype, but it gives users an overview of notifications. It allows users to group them before a graphical visualisation [15] but does not yet allow them to choose different criteria to display (arrival date, keywords or categories).
Results and discussion
The establishment of such a system will enable the development of applications with strong benefits for managing a variety of critical situations, either locally or globally critical to the institution, and improve decision-making capacity and responsiveness in these situations. Moreover, the Publish-Subscribe design pattern is an efficient mechanism for those purposes. Critical events and alerts can be widely used in a healthcare environment to communicate with management or notify caregivers. This new monitoring model could also lead to better and clearer management. Indeed, the versatility of the system can stimulate managers to access CIS events by creating Conceptual model.
Figure 4
Web interface prototype.
meaningful indicators. It could help them when they need to obtain some information immediately, create statistical charts or gauges. However, several steps need to be finalised. It is still necessary to facilitate the choice of different data sources, to finish the web interface and consolidate the standardisation of XML flows and to make the connector bridge totally independent of upstream data. 
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