This paper presents a comparative study of three Linear Parameter Varying (LPV) model- 
Introduction
In the last decade Linear Parameter Varying (LPV) control has been presented as a reliable alternative to classical gain-scheduling for multivariable systems. Gain scheduling is a standard method to design controllers for dynamical systems over a wide performance envelope.
It yields a global controller based on interpolation of a family of locally linearized controllers.
Drawbacks of this methodology are its ad hoc character and more importantly, the fact that the controller obtained comes with no guarantees on its stability or performance other than at the design points (this is specially critic for rapid variations in the scheduling parameters).
Linear parameter varying synthesis techniques naturally fits into the gain scheduling framework, while imbuing it with local stability and performance assurances. LPV control synthesis techniques have already been used, with varying levels of success, for a wide array of dynamical systems. These include high-performance aircraft as representative as the F-14 [1] , F-16 [2] , F-18 [3] and the VAAC Harrier [4] , turbofan engines [5, 6] and missiles [7, 8] , and recently have been used for reconfigurable controllers [9, 10] . A condition to apply LPV control synthesis is to transform the nonlinear model of the system into an LPV model, hence LPV modeling becomes a key issue in the design of LPV controllers [11, 12, 4] . Unfortunately, LPV modeling is not frequently considered as an independent research topic and most of the available literature is only concerned with LPV control and either assumes a given LPV model or the model obtained is only of interest for the particular application being studied. Recently, two survey papers on the area of gain scheduling have appeared which treat the subject of LPV modeling and present detailed analysis of some of the available methods, see references [13, 14] .
Generally, control designers use a family of linear, time-invariant (LTI) plants at different points of interest throughout the operational envelope in order to obtain an LPV model [1, 3, 5, 6] . In references [11, 12, 4] state transformations techniques were used to derive a reliable LPV model. The function substitution LPV modeling approach was used in [2, 15] to model the F-16 dynamics. Other modeling approaches involve the use of Linear Fractional Transformations (LFT), velocity-based approaches or different types of linearizations (higher order, off-equilibriums, ), see references [13, 14, 16] . In this paper, the first three The outline of this paper is as follows. The following section provides a theoretical background of LPV and qLPV systems (these two terms will be used freely throughout the paper since the ideas for the former can be applied to the latter) and the three modeling approaches.
In Section 4, the nonlinear model for the longitudinal motion of the Boeing 747 is presented.
The software used in this research is presented in Section 5. Section 6 presents the qLPV models obtained. A comparative study of the LPV modeling approaches and the simulation results is given in Section 7. The results of this work are summarized in the conclusions.
Theory
This section introduces background theory and definitions of LPV and quasi-LPV systems.
The class of finite dimensional linear systems whose state-space entries depend continuously on a time-varying parameter vector, ρ(t), is called linear parameter varying (LPV). The trajectory of the vector valued signal, ρ(t), is assumed not to be known in advanced, although its value can be accessed (measured) in real time and is constrained a priori to lie in a specified bounded set. The idea behind using LPV systems in lieu of linear time invariant, LTI, or linear time varying, LTV, is to take advantage of the causal knowledge of the dynamics of the system.
In the LPV framework, this causal relationship between the vector value signal, ρ(t) and the plant allows the control designer to restrict the dependence of the controller dynamics to variations in the plant characteristics. Hence, one is able to take full advantage of the information provided by the scheduling variables. The definition of LPV systems follows. A nth order linear parameter-varying system is defined as:
where ρ´tµ ¾ F P .
Quasi-LPV systems arise when a scheduling variable, ρ´tµ, is also a state of the system. This state dependency might result in a nonlinear feedback through the system matrices and hence the term 'quasi' is more appropriately used to define this particular class of systems. By treating the scheduling parameters as independent variables (and hence possibly introducing some conservativeness), the techniques used to design LPV controllers can be applied to qLPV models [7] . 
Thus, the Quasi-LPV model is defined by:
where the scheduling parameter vector is ρ´tµ z´tµ Ω´tµ℄, and Ω´tµ ¾ R n p are exogenous scheduling variables.
The selection of scheduling variables that capture the nonlinearities of the system is a task that is not always obvious a priori. There are several approaches that can be used to obtain a reliable LPV/quasi-LPV model, reference [13, 14, 2, 18] . This paper focuses on three techniques: two of them are well-known, Jacobian linearisation and state transformation, and one of recent appearance, function substitution. Assume that the nonlinear model is of the following class
y´tµ z´tµ w´tµ℄ (5) where z´tµ ¾ R n z is the scheduling-states vector, w´tµ ¾ R n w the non-scheduling states, u´tµ ¾ R n u is the control input vector, and the measured output vector is given by y ¾ R n y .
The A, B, and K matrices can be nonlinear in the scheduling vector, ρ´tµ. Without loss of generality it is assumed that there are no exogenous scheduling variables (ρ´tµ z´tµ). From this type of system it is possible to develop each of the qLPV models and hence a common departure point is provided to enable a more reliable comparison. This class of nonlinear system is sufficiently general (most of the aerospace systems currently used can be cast in this form with minor assumptions). The dependency on time will be dropped from the equations in the sequel.
Jacobian Linearisation
The Jacobian linearisation approach is the most widespread methodology used to obtain LPV models of nonlinear systems. It is also applicable to the widest class of nonlinear systems since it is valid for any nonlinear system that can be linearized at its equilibrium points. It can be used to create an LPV system based on a family of plants linearized with respect to a set of equilibrium points that represents the flight envelope of interest. The resulting model is a local approximation to the dynamics of the nonlinear plant around this set of equilibrium points.
The basis of this method is to use a first order Taylor series expansion of the nonlinear model, equation (4) , with respect to a trim point, i.e. δ f 1 f 1´z w uµ f 1´z w uµ eq :
The term ∆ z f indicates derivative of the function f with respect to the variable z. Rewrite the resulting equations for the different states in state-space form as given below
It is easy to verify that the trim values, and all the elements in the state-space matrices depend on the scheduling variables and hence the model is quasi-LPV. A more detailed theoretical derivation of a Jacobian model is given in [18] .
Since it is a first order approximation it could lead to divergent behavior, with respect to the nonlinear model, for large control inputs. The local nature of the system could be improved by using higher-order terms in the Taylor series expansion but this could lead to impractical implementations [16] . In the previous reference it was also pointed out that an LPV/qLPV model is conceptually different to a family of linearized systems since the latter is a collection of dynamical systems defined by perturbations and the former is a single dynamic system. It is generally impossible to capture the transient behavior of the nonlinear plant by this method although for a certain class of nonlinear systems it is possible to account for its essential features [12] .
State Transformation
The second approach is called "state transformation" since the quasi-LPV model is obtained through exact transformations of the nonlinear states. This technique was introduced by Shamma and Cloutier [11] , and it has been applied to a wide range of applications [7, 12, 2, 4] .
In order to use this technique it is necessary to have the special class of nonlinear systems given in equation (4) (also known as an output-dependent system). It is required that n z n u , otherwise the system is not detectable (something to account for later on when synthesizing an LPV controller). If the system meets these requirements, it can be transformed into a qLPV model whose state-space data is a function of the scheduling variables, ρ(t). This implies the scheduling parameters must be available in real-time for measurement.
Assume there exist continuously differentiable functions w eq´ρ´t µµ and u eq´ρ´t µµ such that for every ρ´tµ the system is in steady state
The main drawback of this method is that there is no assurance of the existence of trim functions or values for the entire flight envelope of interest for a particular combination of the scheduling variables. It is only possible to assure that the model obtained is valid in the "restricted" envelope (that with acceptable trim functions). Consequently, before generating the qLPV model it is necessary to investigate the realizable trim map.
Using equation (4) and the trim functions obtained in (8) the following qLPV model is obtained through some basic algebraic manipulations
The qLPV model represents the nonlinear system generated through an exact transformation. References [11, 16, 12, 2, 18, 19] also provide with more discussions and details about this approach.
Function Substitution
The function substitution approach was first proposed in reference [7] for qLPV systems with nonlinearities in the control input (recall that qLPV systems must be linear with respect to the non-scheduling states and control inputs). In reference [7] a transformation of the nonlinear input parameter was performed to obtain a linear input. The system is cast into an qLPV model where the real input is computed through a scheduled inverse of the nonlinear input.
This qLPV modeling approach was further developed and applied to an F-16 [2, 15] and to a
Boeing 747-100/200 [18, 19] .
Starting from the nonlinear class of systems given in equation (4), choose an equilibrium point´z eq w eq u eq µ and perform the following change of coordinates η z z z eq η w w w eq η u u u eq (10) then subtract the value of equation (4) at the chosen trim point and re-arrange the terms of the resulting equation as follows
where the last term in the equation is given by
The objective is to decompose F dec´ηz w eq u eq µ into functions linear in η z ¾ R n z and then substitute the result back into equation (11) . The decomposed function is then given by F dec´ηeq w eq u eq µ f 1´z µ¡η z1 · f 2´z µ¡η z2 · · f n´z µ¡η zn (13) Note that this decomposition is exact if the decomposition functions, f 1´z µ and f 2´z µ, are selected as follows (see reference [7] )
These decomposition functions are required to be smooth and well-defined to avoid controller synthesis problems arising from discontinuities in the qLPV model.
It is necessary to select grid points for the scheduling parameters in order to make the prob-
Once this is done it is straight forward to obtain a particular solution, f i´z µ ¾ R n¢m¢ ¢k , for each of the decomposition functions given by equation (14) . Since these functions are required to be smooth and well-defined it is necessary to set some additional constraints to ensure these conditions (i.e. a kind of 2nd-continuity condition). Also, note that since the only information available is the value of the decomposed function, equation (12), at the grid points a numerical approximation approach will be used to obtain f i´z µ and their second derivatives. This could lead potentially to approximation errors which should be avoided or reduced by using smoothing techniques, see chapter 3.3 in reference [20] .
Two linear programs (LPs) are used to smooth the decomposition functions. The first LP minimizes the maximum absolute value of the second partial derivatives of the decomposition functions across all the parameters in z. This first LP basically enforces a 2nd-continuity condition on the decomposition functions to ensure smoothness. Mathematically it can be posed as follows
subject to equation (13) . The second linear program also minimizes the maximum absolute value but this time of the functions themselves while constraining the optimization to a relaxation of the previous LP objective, i.e. a threshold on the maximum 2nd partial derivative of the functions. This objective is represented by the following minimization problem
and also subject to equation (13) . The term δ i is a design parameter used to relax the threshold on the constraint, and b i is set to the maximum value of the second derivatives obtained from the first optimization across z and f i´z µ.
The linear programming algorithm that follows solves the decomposition problem. It is assumed that equations (11) and (12) are available.
I. Find the particular solution to equation (14) , f i´z µ, corresponding to the chosen grid
II. Find the null space, N i´ηz µ, for the vector formed by combining the grid parameters of the scheduling states coordinate transformation η z 1 η z 2 η z nz ℄ . A singular value decomposition can be used to obtain the orthonormal basis that span the null space.
III. Find the second partial derivatives for f i´z µ and N i´ηz µ with respect to the scheduling parameters, z. Note that since all the information available is based on data points of the functions at the grid points, an approximate numerical differentiation technique is required. In this particular algorithm the "Three Points Newton's Divided Difference
Interpolation Formula" (see for example page 60 in reference [20] ) is used.
IV. Solve the initial linear program. It minimizes the second partial derivatives of the decomposition functions while allowing the value of the functions at the grid points to vary constrained by a user defined bound,
where Λ is a user-defined constant to limit the values of the decomposition functions and F dec ∞ is the H ∞ -norm of the decomposed function, equation (12) . The initial guess for the LP is a zero-vector of appropriate dimension. The solution X can then be used to calculate the new decomposition functions,
It will also be used as an initial guess for the second LP, and to calculate a new bound for the second derivatives.
V. Calculate the maximum second partial derivative for the new decomposition functions,
This bound is used as a constraint on the derivatives in the following LP.
VI. The second linear program minimizes the decomposition functions using as an initial guess the solution of the first LP and relaxing the maximum absolute value for the second derivatives by using the bound obtained in step V.
where δ i is a user-defined constant used to relax the gradient constraint. The final decomposition functions are then given by
Substituting the decomposed function F dec , equation (13) [note that it now contains the final decomposition functions from equation (21)], into equation (11) and noting the previous coordinate change,´η z · z eq zµ, the function substitution qLPV model is obtained
where the selected trim condition (z eq w eq u eq ) is fixed.
The main disadvantage of this approach is a lack of theoretical completeness. There remain several open questions, among them the importance of the trim point chosen and its effects in the subsequent LPV controller synthesis stage. Also, the typical problem of selecting the grid vectors which is almost endemic to all the LPV techniques is also present here.
Recently, an attempt to provide some insight on the selection of the design trim point has been presented based on the theory of reachable sets [21] . It must also be noted that if we compare a frozen parameter model at a far away (from the chosen design point) trim point for the function substitution qLPV model with an LTI model obtained through a Jacobian linearization of the nonlinear system at the same trim point there might be great dissimilarities between the values of the eigenvalues and eigenvectors.
The main advantage is that it provides with a qLPV model that best represents the nonlinear behavior of the system for the whole operational envelope. Since it only depends on a unique equilibrium point the resulting qLPV model is not constrained to 'live' within the trim region alone.
Boeing 747-100/200
The aircraft model used in this study is a Boeing 747 series 100/200. This aircraft was cho- The body-axes longitudinal motion of the Boeing 747, not including flexible effects, can be described by the following differential equations (assuming no wind)
The states of the system are angle of attack, α, pitch rate, q, pitch angle, θ, true airspeed, V tas and altitude, h e . Longitudinal control is performed through a movable horizontal stabilizer, σ, four elevator segments and the thrust from the four engines, T n i . Pitch trim is provided by the horizontal stabilizer and under normal operation the inboard and outboard elevators move
The body-axes aerodynamic forces and moments are given by
T n i m¡g¡s θ (28)
The aerodynamic data for the Boeing 747-100/200 was obtained from references [22, 23] .
Since the full set of aerodynamic coefficients was deemed too complex for modeling and control design, an analytical study of the importance of each stability derivative with respect to the nominal value of the given aerodynamic coefficient was performed. Open-loop time simulation comparisons between this first reduced model and the complete set are performed to ascertain the validity of the final reduced set. In Figure 2 , the time responses of both aerodynamic systems, the high-fidelity (Hi-Fi) and the final low-fidelity models (Lo-Fi), to a 1.2 degree step input of the elevator applied at t=15 seconds are given. The difference in the angle of attack is due to software constraints, i.e. the trim subroutine used the angle of attack as an independent variable. The details of this reduction can be obtained in [18] where the six aerodynamic coefficients were studied. This final low-fidelity model (Lo-Fi) will be used in the LPV modeling stage. Note that the final goal of any controller is to control the actual high-fidelity nonlinear model, but in order to use LPV control techniques it is required to have LPV models. These LPV models are required to capture the main dynamic characteristics of the nonlinear system but should be sufficiently simplified to be handled.
The reduced aerodynamic coefficients for the longitudinal motion are given below (x c g 
The lift coefficient, C L , depends only on the effects of the pitch rate, the elevators (which 
It is interesting to note the dependency on the pitch rate state, q, in equation (34). This will pose a problem since one of the requirements for LPV modeling is to have the nonlinear equations linear in the pair w u℄ where w is the vector formed by the non-scheduling states and u the control input vector.
Software
The software used in this project to simulate and analyze the behavior of the Boeing 747 is an enhanced version of Flight Lab 747, FTLAB747, which is now capable of operating in a MATLABv6.1 environment. FTLAB747 program and its predecessor, Delft University Aircraft Simulation and Analysis Tool, DASMAT, were developed by Delft University of Technology, The Netherlands (see references [24, 25, 26] ). DASMAT has been used for many years as a learning tool at Delft University simulating and analyzing among other aircraft a twin-engined business jet, the Cessna Citation 500. The scheduling variables to be used in the qLPV model are angle of attack, true airspeed and altitude. For the qLPV models a new trimming subroutine using the MATLAB command f minsearch is used since it is required to specify the angle of attack, the true airspeed and the altitude of the aircraft as independent variables, see next section.
Quasi-LPV models
Generally, the scheduling variables for an aircraft are a combination of altitude, he, velocity, V tas , and angle of attack, α, or variables which register changes in those parameters such as Mach number, M, or dynamic pressure,q. In the present case to avoid excessive approximations and due to the dependencies of the stability derivatives, the scheduling variables selected are: angle of attack, α, true airspeed, V TAS and altitude, he. Hence the corresponding system vectors in equation (4) In order to transform the nonlinear entries, a linearisation with respect to a trim value is performed for the pitch angle, θ, where ∇ θ is the difference between the state and a trim point. 
and a similar linearization for the stability derivatives for the effect of the Mach number on the drag aerodynamic coefficient, CD Mach , is performed. Figure 3 , shows a plot of CD Mach and its approximation for a wing design angle of attack, α w , of 15 degrees and an altitude of 10000 m, see reference [18] for more details. 
After these approximations the new dependencies of the equations of motion will be as required [18] , recall that the scheduling parameters are ρ ´α V TAS he µ, the longitudinal states are
x long α q V TAS ∇ θ he ℄ and the longitudinal control inputs y long δ e σ T n ℄ .
x long A´ρ θ eq µ¡x long · B´ρµ¡y long · k´ρ θ eeq µ (39)
Next, it is necessary to study the feasible trim map since the state transformation and the Jacobian linearisation are dependent on trim functions and/or trim points. For flight control it is common to trim by zeroing out the aerodynamics forces and moments (28 30). It is easy to verify that q eq 0 and θ eq α (straight-level-flight). Figure 4 shows the acceptable trim region in terms of the angle of attack and the true airspeed at a given altitude, in this case 7000 meters.
Jacobian Linearisation quasi-LPV model
The Jacobian quasi-LPV model is quite straight forward. Generally, linearisations with respect to a family of trim points are performed to obtain a family of LTI plants which then form the qLPV model. In this present case, by performing a linearisation with respect to a generic trim point it is possible to obtain a general state-space description of the model where all the dependencies are in terms of the scheduling variables. Using the trim subroutine outlined in Section state-space realization together with the associated trim map will compose the Jacobian qLPV model. In reference [18] the quasi-LPV model is given in detail together with the complete derivation for one of the states.
This approach is possible since the above generic linearisation can be written in an analytical framework (i.e. a well-defined equation) and only interpolation of the trim map are necessary. Most commonly, only the LTI state-space matrices can be found and hence interpolation among members of the family of LTI plants are necessary. A drawback for this particular approach, besides the tediousness of deriving the analytical equations, it is the requirement to find partial derivatives for the aerodynamic coefficients look-up tables (LUT). This is a task amenable to errors since usually requires extrapolation of the available aerodynamic data and then a numerical differentiation.
State Transformation quasi-LPV model
It was shown in Section 3 that starting from the special class of nonlinear systems given by equation (4), finding the equilibrium equations, w eq´ρ µ and u eq´ρ µ, that satisfy equation (8) and their derivatives ∂w eq ∂ρ ∂u eq ∂ρ ℄ it was possible to obtain the state transformation qLPV model, i.e. equation (9) . For this particular case, the Boeing 747-100/200, the starting point is equation
(39) and the required algebraic manipulations are quite easy since q eq´ρ µ 0, and θ eq´ρ µ α and for any value of ρ ´α V TAS h e µ their derivatives are 
Hence, the qLPV system for the longitudinal motion of the Boeing 747 using the state transformation approach is a basic re-organization of the state-space coefficients in the nonlinear equation (39). The trim map used for the previous qLPV model, the Jacobian model, is also used for this model since it was not possible to calculate an analytical equation for the equilibrium functions (i.e. the trim map is a de facto numerical representation of the equilibrium functions w eq´ρ µ and u eq´ρ µ).
Function Substitution quasi-LPV model
The third approach used to obtain the quasi-LPV model is the function substitution method.
The same nonlinear equation for the Boeing 747-100/100 used in the other two approaches, equation (39), is also the departure point for this method. As mentioned before in Section 3, this approach models the nonlinear system around a unique trim point. The equilibrium point selected, design point 1, for the model design is the same as before: angle of attack of 2.29 degrees, true airspeed of 203 meters/second, and an altitude of 7000 meters.
Using the selected trim point and equation (39) it is necessary to re-write the system as in equation (11) and (13), the latter equation is the desired decomposed function F dec . From step I of the function substitution algorithm given in Section 3 it is required to find the decomposition functions, f i´z µ given by equation (14), and to select a grid range for the scheduling state vector ρ z ´α V tas he µ that covers the operational envelope of interest. This grid is used to evaluate F dec´z µ, and hence f i´z µ, across the flight envelope and subsequently the function substitution algorithm is applied to obtained the final decomposition functions, i.e. f i´z µ f inal in equation (21) . The qLPV model is then given by equation (22) .
Comparison Study
This section provides with a comparative study of the qLPV models obtained through the three modeling approaches. Time responses of the qLPV models are compared to the low-fidelity (Lo-Fi) nonlinear model responses. The low fidelity nonlinear model is used as the baseline comparison since the qLPV models are directly obtained from it and, as it was seen in Figure   2 , there are some small differences between the low and high fidelity nonlinear models which could bias the comparison. Also, a comparison between the qLPV models will be drawn based on the difficulty of the modeling technique and the qLPV models advantages and shortcomings.
For the simulation of the low-fidelity nonlinear and qLPV models two manoeuvres are applied, see Figure 5 . The first command input, deflection 1, is a small perturbation of the elevator surface equal to 0.5 degrees step starting after 2 second and in effect until the end of the simulation at 30 seconds. The second command, deflection 2, is a deflection of the elevator composed by a ¦ 2 degrees doublet. This second command results in a manoeuvre that will take the aircraft sufficiently away from the trim region to compare the qLPV models behaviour outside that region. The flight condition used in all the time responses in the sequel is the same for all the models unless specified: angle of attack of 2.29 degrees, true airspeed of 203 meters/second, and an altitude of 7000 meters.
In Figure 6 , the time simulation of the low-fidelity nonlinear and the qLPV models is shown for the 0.5 degree step deflection given in Figure 5 . This manoeuvre will keep the aircraft within the trim region. The thick solid line corresponds to the nonlinear model, the Jacobian and the state transformation qLPV models are respectively given by a dotted and a dashed line, and the function substitution qLPV model response by a 'plus' marker line. The Jacobian and state transformation qLPV models match almost perfectly with the nonlinear model time responses (indeed, it is difficult to differentiate them in Figure 6 ). This is mainly due to the better approximation of these two qLPV approaches to the nonlinear system for manoeuvres performed within the trim region (i.e. in the neighborhood of the trim points where the trim map obtained in Section 6 is valid). Results for different control inputs deflections also show good correlation between the qLPV and nonlinear aircraft time responses whenever the manoeuvre performed was within the trim region [18] . The function substitution qLPV model
shows an acceptably close behaviour to the nonlinear model with only some small deviation, 0.1 degrees, for the angle of attack.
In Figure 7 the time responses for the 2 degree doublet command in the elevator are given.
This manoeuvre results in a stronger model behaviour which takes the aircraft outside its trim region. We expect from the discussion in Section 3 that the function substitution model will more adequately correlate to the nonlinear system response since it is designed to characterize the nonlinear model behaviour in the off-trim region as oppose to the other two qLPV modeling approaches. It is observed in Figure 7 that this is the case: the Jacobian and state transformation qLPV models tend to be more oscillatory and clearly do not result in a correct behaviour This optimization is for the major part a systematic routine except for the initialization stage that needs to be adapted for the particular aircraft considered (an easy, straight forward pro-cess).
Summarizing the advantages of each model, it is observed that the Jacobian linearisation approach is the most widespread methodology and it has a proven theoretical base. It is therefore easy to understand and to learn how to apply it to parameter varying systems. The state transformation provides an exact LPV model of the nonlinear system, while the function substitution requires only one trim point around which to obtain the LPV model and mainly, it better characterizes the behaviour of the nonlinear model (for the entire operational envelope).
All of them allow the use of LPV control synthesis techniques.
With respect to the disadvantages and limitations of the different modeling approaches: the Jacobian LPV approach is a first order approximation of the system to equilibrium points, and 
Summary
In this paper three quasi-LPV modeling techniques have been studied and their application to the Boeing 747 longitudinal motion presented. Each approach differ in the nonlinear class of models they cover, theoretical knowledge, easiness of model design and trim restriction mainly.
The Jacobian linearisation and the state transformation approaches to LPV modeling are better known and the necessary theoretical developments more straight forward, but they are the most restrictive in terms of operational envelope since they require the existence of trim functions or points. The theory for the function substitution still has several open questions to be addressed but this approach provides the widest envelope for the model. The easiness of model design is relatively similar for all of them although this is problem dependent and hence is difficult to measure. Since linearisation routines based on the central difference or similar algorithms are more readily available, the Jacobian approach becomes quite straight forward and probably is always the easiest compared to the other two techniques.
The final goal of developing LPV and quasi-LPV models is to enable the use of LPV control techniques which will be applied at the end to the high-fidelity nonlinear system. Since the nonlinear system will operate at trim and non-trim points in the operational envelope, it is noted that qLPV models that capture the behavior of the nonlinear model for the widest envelope have a greater chance of providing with the necessary tools for the control designer.
Also, it should be mentioned that there are no theoretical results quantifying which LPV model is optimal for control design. This is an inherently difficult problem since the LPV model is meant to be an approximation of the nonlinear system. It is unclear how to select the "best"
LPV model which results in the "best" LPV controller for the nonlinear system. 
