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Abstract
We study equidistribution properties of translations on nilmanifolds along functions of
polynomial growth from a Hardy field. More precisely, if X = G/Γ is a nilmanifold,
a1, . . . , ak ∈ G are commuting nilrotations, and f1, . . . , fk are functions of polynomial
growth from a Hardy field then we show that
• the distribution of the sequence a
f1(n)
1 ·. . .·a
fk(n)
k Γ is governed by its projection onto
the maximal factor torus, which extends Leibman’s Equidistribution Criterion
form polynomials to a much wider range of functions; and
• the orbit closure of a
f1(n)
1 · . . . ·a
fk(n)
k Γ is always a finite union of sub-nilmanifolds,
which extends some of the previous work of Leibman and Frantzikinakis on this
topic.
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1. Introduction
The study of the distribution of orbital sequences in nilsystems is an important part of
contemporary ergodic theory. Not only do nilsystems play a key role in the structure theory
of measure preserving systems (cf. [HK18]), but they are also tightly connected to the theory
of higher order Fourier analysis, which finds remarkable applications to combinatorics and
number theory (cf. [Tao12]). The purpose of this article is to study the distribution of
orbits in nilsystems along functions of polynomial growth from a Hardy field. This has far-
reaching applications to additive combinatorics and leads to new refinements of Szemerédi’s
theorem on arithmetic progressions (see Section 1.1). Our main results in this direction
are Theorems A, B, C, and D below, which expand on the work of Leibman on the uniform
distribution of polynomial sequences in nilmanifolds [Lei05b], and the work of Frantzikinakis
on the uniform distribution of nil-orbits along functions of different polynomial growth from
a Hardy field [Fra09]. Our results also connect to various conjectures and problems posed
by Frantzikinakis over the years, including [Fra09, Conjecture on p. 357], [Fra10, Problems
1 and 4], [Fra15, Problem 1], and [Fra16a, Problems 23 and 25].
A closed subgroup Γ of a Lie group G is called uniform if the quotient G/Γ is compact,
and it is called discrete if there exists a cover of Γ by open subsets of the ambient group
G in which every open set contains exactly one element of Γ. Given a (s-step) nilpotent
Lie group G and a uniform and discrete subgroup Γ of G, the quotient space X := G/Γ is
called a (s-step) nilmanifold. For any group element a ∈ G and point x ∈ X, we define the
translation of x by a as ax := (ab)Γ, where b is any element in G such that x = bΓ. This
way, the Lie group G acts continuously and transitively on the nilmanifold X. There exists
a unique Borel probability measure on X invariant under this action by G, called the Haar
measure on X (see [Rag72]), which we denote by µX . A sequence (xn)n∈N of points in X is
then said to be uniformly distributed in X if
lim
N→∞
1
N
N∑
n=1
F (xn) =
∫
F dµX
holds for every continuous function F ∈ C(X).
When it comes to the study of uniform distribution in nilmanifolds, an important role
is played by the largest toral factor of the nilmanifold, called the maximal factor torus.
Let G◦ denote the identity component of a nilpotent Lie group G, and let [G◦, G◦] be the
commutator subgroup generated by G◦.
Definition 1.1 (Maximal factor torus). Given a connected nilmanifold X = G/Γ, the
maximal factor torus of X is the quotient [G◦, G◦]\X. We will use ϑ : X → [G◦, G◦]\X to
denote the natural factor map from X onto [G◦, G◦]\X.
The maximal factor torus is diffeomorphic to a torus Td := Rd/Zd whose dimension d
equals the dimension of the quotient group G◦/[G◦, G◦]. Moreover, as the name suggests, it
is the torus of highest dimension that is a factor of X.
If X = G/Γ is connected then it is well-known that the distribution of orbits along
many sequences is governed by their projection onto [G◦, G◦]\X. A classical result in this
direction is Green’s Theorem [Gre61] (see also [AGH63,Par69,Par70,Lei05b]) which states
that a niltranslation acts ergodically on the nilmanifold if and only if it acts ergodically on
the maximal factor torus. An important generalization of Green’s Theorem is Leibman’s
Equidistribution Criterion for polynomial sequences. Given an element a in a simply con-
nected nilpotent Lie group G, we write dom(a) for the set of all t ∈ R for which at is a
well-defined element of the group.1
Theorem 1.2 (Leibman’s Equidistribution Criterion, [Lei05b, Theorem C]). Let G be a
simply connected nilpotent Lie group and Γ a uniform and discrete subgroup of G. Suppose
u(n) = a
p1(n)
1 · . . . · a
pk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting and p1, . . . , pk ∈ R[t] with pi(N) ⊂ dom(ai). Then the
following are equivalent:
1For instance, a rational number r/q with gcd(r, q) = 1 belongs to dom(a) if and only if there exists b ∈ G
such that bq = ar. Since G is assumed to be simply connected, if such an element b exists then it must be
unique. Note also that dom(a) = R if and only if a ∈ G◦.
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(i) (u(n)Γ)n∈N is uniformly distributed in the nilmanifold X = G/Γ.
(ii) (ϑ(u(n)Γ))n∈N is uniformly distributed in the maximal factor torus [G◦, G◦]\X.
Remark 1.3. Leibman actually proves Theorem 1.2 without the assumption that the el-
ements a1, . . . , ak ∈ G are commuting. But for the scope of this paper, we stick to the
commuting case only, especially since it suffices for the applications to combinatorics that
we have in mind.
Closely related to Theorem 1.2 is Leibman’s Equidistribution Theorem, which describes
the orbit closure of polynomial sequences in a nilmanifold.
Theorem 1.4 (Leibman’s Equidistribution Theorem, [Lei05b, Theorem B]). Let G be a
simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G, and
u(n) := a
p1(n)
1 · . . . · a
pk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting and p1, . . . , pk ∈ R[t] with pi(N) ⊂ dom(ai). Then
there exists a closed and connected subgroup H of G and points x0, . . . , xq−1 ∈ X such
that, for all r = 0, 1, . . . , q − 1, the set Yr := Hxr is a closed sub-nilmanifold of X and the
sequence (u(qn+ r)Γ)n∈N is uniformly distributed in Yr.
It is natural to ask whether Theorems 1.2 and 1.4 remain true if one replaces the polyno-
mials p1, . . . , pk with other sufficiently smooth and eventually monotone functions of poly-
nomial growth. For instance, we can consider this question for the class of logarithmico-
exponential functions introduced by Hardy in [Har12,Har71]. This class, which we denote
by LE, consists of all real-valued functions defined on some half-line [t0,∞) that can be
build from real polynomials, the logarithmic function log(t), and the exponential function
exp(t) using the standard arithmetical operations +, −, ·, ÷ and the operation of compo-
sition. Examples of logartihmico-exponential functions are p(t)/q(t) for p(t), q(t) ∈ R[t], tc
for c ∈ R, t/log(t), and e
√
t, as well as any products or linear combinations of the above.
LE is an example of a so-called Hardy field. Although our main results apply to arbitrary
Hardy fields, and are stated as such in this introduction, we delay giving the definition of
a Hardy field until Section 2 (see Definition 2.1). Instead we ask the reader to keep LE
as a representative example in mind, in particular since our results are already new and
interesting for this class.
Given two functions f, g : [1,∞) → R we will write f(t) ≺ g(t) when g(t)/f(t) →∞ as
t → ∞, and f(t) ≪ g(t) when there exist C > 0 and t0 > 1 such that f(t) 6 Cg(t) for all
t > t0. We say f(t) has polynomial growth if it satisfies |f(t)| ≪ td for some d ∈ N; in this
case the smallest such d is called the degree of f and denoted by deg(f).
In the case of tori, the uniform distribution of functions from a Hardy field has been
studied extensively by Boshernitzan [Bos94]. In the case of nilmanifolds, Frantzikinakis
obtained the following result.
Theorem 1.5 ([Fra09, Theorem 1.3, part (i)]). Let H be a Hardy field, G a connected and
simply connected nilpotent Lie group, Γ a uniform and discrete subgroup of G, and consider
the nilmanifold Xk := Gk/Γk. Suppose
v(n) =
(
a
f1(n)
1 , . . . , a
fk(n)
k
)
, ∀n ∈ N,
where a1, . . . , ak ∈ G, f1, . . . , fk ∈ H have different growth
2, and for any f ∈ {f1, . . . , fk}
2A finite set of functions {f1, . . . , fk} is said to have different growth if, after potentially reordering, one
has f1(t) ≺ . . . ≺ fk(t).
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there exists ℓ ∈ N such that tℓ−1 log(t) ≺ f(t) ≺ tℓ. Then the sequence (v(n)Γ)n∈N is
uniformly distributed in the sub-nilmanifold aR1 Γ× . . .× a
R
kΓ.
Theorem 1.5 has significant implications to additive combinatorics, leading to ana-
logues and refinements of Szemerédi’s theorem on arithmetic progressions (see [FW09,Fra10,
Fra15]). It was conjectured by Frantzikinakis that the assumption in Theorem 1.5 that the
functions f1, . . . , fk have different growth can be relaxed considerably (cf. [Fra09, Conjecture
on p. 357]). This also relates to [Fra10, Problems 1], [Fra15, Problem 1], and [Fra16b, Prob-
lem 23]. Our first main result addresses a special case of this conjecture. It gives a gener-
alization of Theorem 1.2 to all finite collections f1, . . . , fk of functions from a Hardy field
H satisfying Property (P) below. Throughout this work, we use f ′(t), f ′′(t), and f (n)(t) to
denote the 1st, 2nd, and nth derivative of a function f(t), respectively.
Property (P): For all c1, . . . , ck ∈ R and n1, . . . , nk ∈ N ∪ {0} the function
f(t) = c1f
(n1)
1 (t)+ . . .+ ckf
(nk)
k (t) has the property that for
every p ∈ R[t] either |f(t)−p(t)| ≪ 1 or |f(t)−p(t)| ≻ log(t).
Theorem A. Let H be a Hardy field, G a simply connected nilpotent Lie group, Γ a
uniform and discrete subgroup of G, and assume X = G/Γ is connected. Suppose
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting, f1, . . . , fk ∈ H satisfy Property (P), and fi(N) ⊂
dom(ai). Then the following are equivalent:
(i) (v(n)Γ)n∈N is uniformly distributed in the nilmanifold X = G/Γ.
(ii) (ϑ(v(n)Γ))n∈N is uniformly distributed in the maximal factor torus [G◦, G◦]\X.
Whilst Theorem A provides us with a convenient criteria for checking whether a sequence
of the form n 7→ a
f1(n)
1 · . . . · a
fk(n)
k Γ is uniformly distributed in the entire nilmanifold, it
would also be desirable to have an analogue of Theorem 1.4 describing the orbit closure of
such sequences in general. The next result provides exactly that.
Theorem B. Let G be a simply connected nilpotent Lie group, Γ a uniform and discrete
subgroup of G, and H a Hardy field. Let
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting, f1, . . . , fk ∈ H satisfy Property (P), and fi(N) ⊂
dom(ai) for all i = 1, . . . , k. Then there exists a closed and connected subgroup H of G
and points x0, x1, . . . , xq−1 ∈ X such that, for all r = 0, 1, . . . , q − 1, the set Yr := Hxr is a
closed sub-nilmanifold of X and (v(qn + r)Γ)n∈N is uniformly distributed in Yr.
Note that if f1, . . . , fk are real polynomials then Property (P) is automatically satisfied,
which is why Theorems A and B imply Theorems 1.2 and 1.4. More generally, any finite
subset of {c1t
r1+ . . .+cmt
rm : m ∈ N, c1, . . . , cm, r1, . . . , rm ∈ R} satisfies Property (P). This
shows that, in contrast to Theorem 1.5, Theorems A and B apply to collections of functions
that don’t necessarily have different growth. But Theorems A and B do not imply all cases
of Theorem 1.5, because not every collection of functions f1, . . . , fk satisfying the hypothesis
of Theorem 1.5 also satisfy Property (P)> For instance, fi(t) = t
i log(t) for i ∈ {1, . . . , k} is
such an example.
We also prove analogues of Theorems A and B that apply to an arbitrary collection
of functions f1, . . . , fk ∈ H of polynomial growth, even when Property (P) is not satisfied.
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However, in the absence of Property (P) we need to replace Cesàro averages with other,
weaker, methods of summation.
Definition 1.6. Let W : N → (0,∞) be a non-decreasing sequence, let w(n) := ∆W (n) =
W (n + 1) − W (n) be its discrete derivative, and assume W (n) → ∞ and w(n) → 0 as
n → ∞. A sequence (xn)n∈N of points in a nilmanifold X = G/Γ is said to be uniformly
distributed with respect to W -averages in X if
lim
N→∞
1
W (N)
N∑
n=1
w(n)F (xn) =
∫
F dµX
holds for every continuous function F ∈ C(X).
When dealing with functions of “slow growth” from a Hardy field, it turns out to be
necessary to switch form Cesàro averages to W -averages to adequately capture the way in
which orbits along such functions distribute. For example, if f(t) satisfies log log(t) ≺ f(t)≪
log(t) then the sequence (f(n) mod 1)n∈N is not uniformly distributed with respect to Cesàro
averages in the unit interval [0, 1), but it is uniformly distributed with respect to logarithmic
averages, i.e., W -averages where W (n) = log(n) for all n ∈ N. Likewise, if log log log(t) ≺
f(t) ≪ log log(t) then the sequence (f(n) mod 1)n∈N is neither uniformly distributed with
respect to Cesàro averages nor uniformly distributed with respect to logarithmic averages,
but it is uniformly distributed with respect to double-logarithmic averages, i.e., W -averages
where W (n) = log log(n) for all n ∈ N (cf. Theorem 5.1 below).
Theorems C and D below are generalizations of Theorems A and B that apply to all
finite collections of functions f1, . . . , fk of polynomial growth from a Hardy field. However,
the increased generality comes at the cost of having to change the method of summation
from Cesàro averages to W -averages.
Theorem C. LetH be a Hardy field, G a simply connected nilpotent Lie group, Γ a uniform
and discrete subgroup of G, and assume X = G/Γ is connected. Suppose
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting and f1, . . . , fk ∈ H have polynomial growth and satisfy
fi(N) ⊂ dom(ai). Then there exists W ∈ H with 1 ≺ W ≪ t such that the following are
equivalent:
(i) The sequence (v(n)Γ)n∈N is uniformly distributed with respect to W -averages in the
nilmanifold X = G/Γ.
(ii) The sequence (ϑ(v(n)Γ))n∈N is uniformly distributed with respect to W -averages in
the maximal factor torus [G◦, G◦]\X.
Aside from this change in the averaging scheme, Theorem C implies Theorem 1.5 as
well as Frantzinakis’ aforementioned conjecture [Fra09, Conjecture on p. 357]. Moreover,
Theorem C provides the following aesthetic corollary.
Corollary 1.7. Let H be a Hardy field, G a simply connected nilpotent Lie group, Γ a
uniform and discrete subgroup of G, and assume X = G/Γ is connected. Suppose
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting and f1, . . . , fk ∈ H have polynomial growth and satisfy
fi(N) ⊂ dom(ai). Then the following are equivalent:
(i) The sequence (v(n)Γ)n∈N is dense in the nilmanifold X = G/Γ.
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(ii) The sequence (ϑ(v(n)Γ))n∈N is dense in the maximal factor torus [G◦, G◦]\X.
Finally, let us state our last main result.
Theorem D. Let G be a simply connected nilpotent Lie group, Γ a uniform and discrete
subgroup of G, and H a Hardy field. Suppose
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G are commuting and f1, . . . , fk ∈ H have polynomial growth and satisfy
fi(N) ⊂ dom(ai). Then there exists W ∈ H with 1 ≺ W ≪ t, a closed and connected
subgroup H of G, and points x0, x1, . . . , xq−1 ∈ X such that Yr := Hxr is a closed sub-
nilmanifold of X and (v(qn + r)Γ)n∈N is uniformly distributed with respect to W -averages
in Yr for all r = 0, 1, . . . , q − 1.
The connection between W and f1, . . . , fk in Theorems C and D is given by a variant of
Property (P):
Property (PW ): For all c1, . . . , ck ∈ R and n1, . . . , nk ∈ N ∪ {0} the function
f(t) = c1f
(n1)
1 (t)+. . .+ckf
(nk)
k (t) has the property that for ev-
ery p ∈ R[t] either |f(t)−p(t)| ≪ 1 or |f(t)−p(t)| ≻ log(W (t)).
As we will show below (see Corollary A.5), for an arbitrary finite collection of functions from
a Hardy field f1, . . . , fk of polynomial growth there exists some W with 1 ≺W (t)≪ t such
that Property (PW ) holds. Moreover, it will be clear from the proofs of Theorems C and D
that if f1, . . . , fk satisfy Property (PW ) for some W then we can take this W to be the same
as the one appearing in the statements of Theorems C and D.
1.1. Applications to Combinatorics
One of the author’s main motivation in obtaining Theorems A, B, C, and D is their connec-
tion to additive combinations. Indeed, our main results play a crucial role in a forthcoming
paper [BMR20], where a far-reaching generalization of Szemerédi’s theorem on arithmetic
progressions is explored. To motivate our combinatorial results in this direction, let us first
recall the statement of Szemerédi’s Theorem. The upper density of a set E ⊂ N is defined
as d(E) = lim supN→∞ |E ∩ {1, . . . , N}|/N .
Theorem 1.8 (Szemerédi’s Theorem). For any set E ⊂ N of positive upper density and
any k ∈ N there exist a, n ∈ N such that {a, a+ n, . . . , a+ (k − 1)n} ⊂ E.
Szemerédi’s Theorem has been generalized numerous times and in many different direc-
tions. One of the most noteworhty extensions is due to Bergelson and Leibman in [BL96],
where a polynomial version was obtained. The following theorem pertains to the one-
dimensional case of their result.
Theorem 1.9 (Polynomial Szemerédi Theorem). For any set E ⊂ N of positive upper
density and any polynomials p1, . . . , pk ∈ Z[t] satisfying p1(0) = . . . = pk(0) = 0 there exist
a, n ∈ N such that {a, a+ p1(n), . . . , a+ pk(n)} ⊂ E.
Theorem 1.9 was later improved in [BLL08] to include an “if and only if” condition.
Theorem 1.10. Given p1, . . . , pk ∈ Z[t] the following are equivalent:
(i) The polynomials p1, . . . , pk are jointly intersective, i.e., for any m ∈ N there exists
n ∈ N such that pi(n) ≡ 0 mod m for all i ∈ {1, . . . , k}.
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(ii) For any set E ⊂ N of positive upper density there exist a, n ∈ N such that {a, a +
p1(n), . . . , a+ pk(n)} ⊂ E.
Via the Host-Kra structure theory (see [HK05,HK18]), Szemerédi’s Theorem and its gen-
eralizations are intimately connected to questions about uniform distribution in nilmanifolds.
This connection played an important role in the proof of Theorem 1.10 in [BLL08], but was
also used by Frantzikinakis in [Fra15] (see also [FW09,Fra10]) to derive from Theorem 1.5
the following combinatorial theorem.
Theorem 1.11. Let f1, . . . , fk be functions from a Hardy field of different growth and
with the property that for every f ∈ {f1, . . . , fk} there is ℓ ∈ N such that t
ℓ−1 log t ≺
f(t) ≺ tl. Then for any set E ⊂ N of positive upper density there exist a, n ∈ N such that
{a, a+ ⌊f1(n)⌋, . . . , a+ ⌊fk(n)⌋} ⊂ E.
Given a finite collection of functions f1, . . . , fk we denote by spanR(f1, . . . , fk) the set
of all functions of the form f(t) = c1f1(t) + . . . + ckfk(t) for (c1, . . . , ck) ∈ R
k, and by
span∗
R
(f1, . . . , fk) the set of all functions of the form f(t) = c1f1(t) + . . . + ckfk(t) for
(c1, . . . , ck) ∈ R
k\{0}. The following open conjecture is an extension of Theorem 1.11 and
was posed by Frantzikinakis on multiple occasions.
Conjecture 1.12 (see [Fra10, Problems 4 and 4’] and [Fra16b, Problem 25]). Let f1, . . . , fk
be functions of polynomial growth from a Hardy field such that
|f(t)− p(t)| → ∞
for every p ∈ Z[t], and every f ∈ span∗
R
(f1, . . . , fk). Then for any set E ⊂ N of positive
upper density there exist a, n ∈ N such that {a, a+ ⌊f1(n)⌋, . . . , a+ ⌊fk(n)⌋} ⊂ E.
Finally, another variant of Szemerédi’s Theorem, which also involves functions from a
Hardy field, was obtained in [BMR17].
Theorem 1.13. Let f be a function from a Hardy field and assume there is ℓ ∈ N such
that tℓ−1 ≺ f(t) ≺ tℓ. Then for any set E ⊂ N of positive upper density there exist a, n ∈ N
such that {a, a+ ⌊f(n)⌋, a+ ⌊f(n+ 1)⌋, . . . , a+ ⌊f(n+ k)⌋} ⊂ E.
Similar to the proofs of Theorem 1.10 and Theorem 1.11, the proof of Theorem 1.13 also
hinges on uniform distribution results in nilmanifolds.
With the help of Theorems C and D, we prove in [BMR20] a theorem which not only
unifies Theorems 1.8, 1.9, 1.10, 1.11, 1.13, but also confirms Conjecture 1.12.
Theorem E ([BMR20]). Let [.] : R→ Z be the rounding to the closest integer function, let
f1, . . . , fk be functions from a Hardy field with polynomial growth, and assume at least one
of the following two conditions holds:
(1) For all q ∈ Z[t] and f ∈ span∗
R
(f1, . . . , fk) we have limt→∞ |f(t)− q(t)| =∞.
(2) There is jointly intersective collection of polynomials p1, . . . , pℓ ∈ Z[t] such that any real
polynomial “appearing” in spanR(f1, . . . , fk) also appears in spanR(p1, . . . , pℓ), where we
say a polynomial p ∈ R[t] “appears” in spanR(f1, . . . , fk) if there exists f ∈ spanR(f1, . . . , fk)
such that limt→∞ |f(t)− p(t)| = 0.
Then for any set E ⊂ N of positive upper density there exist a, n ∈ N such that {a, a +
[f1(n)], . . . , a+ [fk(n)]} ⊂ E.
Acknowledgements. The author thanks Vitaly Bergelson, Nikos Frantzikinakis, and Joel
Moreira for looking at an early draft of this paper and providing useful comments. The
7
author is supported by the National Science Foundation under grant number DMS 1901453.
2. Preliminaries
In the proofs of our main theorems we utilize numerous well-known facts and results regard-
ing Hardy fields, nilpotent Lie groups, and nilmanifolds. For conveinence, we collect them
here in this preparatory section.
2.1. Preliminaries on Hardy fields
A germ at ∞ is any equivalence class of real-valued functions in one real variable under the
equivalence relationship (f ∼ g)⇔
(
∃t0 > 0 such that f(t) = g(t) for all t ∈ [t0,∞)
)
. Let B
denote the set of all germs at∞ of real valued functions defined on some half-line [s,∞) for
some s ∈ R. Note that B forms a ring under pointwise addition and multiplication, which
we denote by (B,+, ·).
Definition 2.1 (see [Bos94, Definition 1.2]). Any subfield of the ring (B,+, ·) that is closed
under differentiation is called a Hardy field.
By abuse of language, we say that a function f : [s,∞)→ R belongs to some Hardy field
H (and write f ∈ H) if its germ at ∞ belongs to H.
Functions from a Hardy field have a number of convenient properties. For instance, for
any function f belonging to a Hardy field H we have that
• the limit limt→∞ f(t) always exists as an element in R ∪ {−∞,∞};
• f is either eventually increasing, eventually decreasing, or eventually constant;
• for any f, g ∈ H either f(t) ≺ g(t), or g(t) ≺ f(t), or limt→∞ f(t)/g(t) is a non-zero
real number.
The following lemma was proved in [Fra09, Subsection 2.1] using L’Hospital’s rule.
Lemma 2.2. Let H be a Hardy field. If f ∈ H satisfies t−k ≺ f(t) ≺ tk for some k ∈ N
and f(t) is not asymptotically equal to a constant then
f(t)
t log2(t)
≺ f ′(t) ≺
f(t)
t
.
For more information on Hardy fields we refer the reader to [Bos81, Bos82, Bos84b,
Bos84a,Bos94,Fra09].
2.2. Preliminaries on nilpotent Lie groups
Let G be a s-step nilpotent Lie group with identity element 1G. The lower central series
of G, which we denote by C• := {C1, C2, . . . , Cs, Cs+1}, is a decreasing nested sequence of
normal subgroups,
G = C1 D C2 D . . . D Cs D Cs+1 = {1G},
where Ci+1 := [Ci, G] is the subgroup of G generated by all the commutators aba
−1b−1 with
a ∈ Ci and b ∈ G. Note that Cs+1 = {1G} because G is s-step nilpotent. Also, each Ci is a
closed subgroup of G (cf. [Lei05b, Section 2.11]).
The upper central series of G, denoted by Z• := {Z0, Z1, Z2, . . . , Zs}, is an increasing
nested sequence of normal subgroups,
{1G} = Z0 E Z1 E . . . E Zs−1 E Zs = G,
8
where the Z0, Z1, . . . , Zs are defined inductively by Z0 = {1G} and Zi+1 = {a ∈ G : [a, b] ∈
Zi for all b ∈ G}. Note that Z1 is equal to the center Z(G) of G and, Zs = G because G is
s-step nilpotent.
Given a uniform and discrete subgroup Γ of a nilpotent Lie group G, an element g ∈ G
with the property that gn ∈ Γ for some n ∈ N is called rational (or rational with respect
to Γ). A closed subgroup H of G is then called rational (or rational with respect to Γ) if
rational elements are dense in H. For example, the subgroups C1, . . . , Cs, Cs+1 in the lower
central series of G, as well as Z0, Z1, . . . , Zs in the upper central series of G, are rational with
respect to any uniform and discrete subgroup Γ of G. (cf. [Rag72, Corollary 1 of Theorem
2.1] for a proof of this fact for connected G and [Lei05b, Section 2.11] for the general case.)
Rational subgroups play a key role in the description of sub-nilmanifolds. If X = G/Γ
is a nilmanifold, then a sub-nilmanifold Y of X is any closed set of the form Y = Hx, where
x ∈ X and H is a closed subgroup of G. It is not true that for every closed subgroup H
of G and every element x = gΓ in X = G/Γ the set Hx is a sub-nilmanifold of X, because
Hx need not be closed. In fact, it is shown in [Lei06] that Hx is closed in X (and hence a
sub-nilmanifold) if and only if the subgroup g−1Hg is rational with respect to Γ.
For more information on rational elements and rational subgroups see [Lei06].
2.3. Preliminaries on the center and central characters
Throughout the paper we use Z(G) to denote the center of a group G.
Lemma 2.3. Let G be a nilpotent group and L a non-trivial normal subgroup of G. Then
L ∩ Z(G) 6= {1G}.
Proof. We prove Lemma 2.3 by induction on the nilpotency step of G. IfG is 1-step nilpotent
then Z(G) = G and hence L ∩ Z(G) = L, from which the claim follows immediately.
For the proof of the inductive step we will make use of the upper central series
{1G} E Z0 E Z1 E . . . E Zs = G,
which was defined in the previous subsection. Consider the intersection L ∩ Zs−1. We
distinguish two cases, the one where this intersection is trivial and the one where it is
non-trivial.
First, assume the intersection is non-trivial, i.e., L∩Zs−1 6= {1G}. In this case L∩Zs−1
is a non-trivial normal subgroup of Zs−1. Since Zs−1 is (s−1)-step nilpotent and the center
of Zs−1 equals the center of G, it follows from the induction hypothesis that L∩Zs−1∩Z(G)
is non-trivial, and therefore L ∩ Z(G) is also non-trivial.
It remains to deal with the case L ∩ Zs−1 = {1G}. Observe that [L,G] is a subgroup of
[G,G] ∩ L, because L is normal. Since [G,G] ⊂ Zs−1 and L ∩ Zs−1 = {1G}, we conclude
that [L,G] = {1G}. But this implies that any element in L commutes with any element in
G, or in other words, L ⊂ Z(G). The claim follows.
Corollary 2.4. Let G be a simply-connected nilpotent Lie group and L a non-trivial,
connected, and normal subgroup of G. Then L ∩ Z(G)◦ 6= {1G}.
Proof. According to Lemma 2.3 there exists an element a 6= 1G in the intersection L∩Z(G).
Since L is connected and a ∈ L, the element a belongs to the identity component G◦ of
G. Moreover, since G is simply-connected, the 1-parameter subgroup aR = {at : t ∈ R}
is well defined. It follows from [Mal49, Lemma 3] (and, alternatively, also from the Baker-
Campbell-Hausdorff formula) that if a commutes with an element b ∈ G then the entire
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1-parameter subgroup aR commutes with b. This implies that if a belongs to the center
of G, then so does aR. In particular, aR ⊂ Z(G), which proves a ∈ Z(G)◦ and hence
L ∩ Z(G)◦ 6= {1G}.
Definition 2.5 (Central characters). Let G be a nilpotent Lie group and Γ a uniform and
discrete subgroup of G. A central character of (G,Γ) is any continuous map ϕ : X → C
with the property that there exists a continuous group homomorphism χ : Z(G)→ {z ∈ C :
|z| = 1} such that
ϕ(sx) = χ(s)ϕ(x), ∀s ∈ Z(G), ∀x ∈ X. (2.1)
Remark 2.6. Since the set of all central characters is closed under conjugation and sep-
arates points3 in X, it follows from the Stone-Weierstrass Theorem that their linear span
is uniformly dense in C(X). We will make use of this fact multiple times in the upcoming
sections.
Remark 2.7. Let ϕ be a central character of (G,Γ) and let χ : Z(G) → {z ∈ C : |z| = 1}
be the corresponding continuous group homomorphism such that (2.1) is satisfied. We claim
that if χ is non-trivial (meaning that there exists s ∈ Z(G) such that χ(s) 6= 1) then the
integral
∫
ϕ dµX equals 0. To verify this claim, note that the measure µX is invariant under
left-multiplication by s. Therefore,∫
ϕ(x) dµX(x) =
∫
ϕ(sx) dµX(x) = χ(s)
∫
ϕ(x) dµX(x),
which can only hold if
∫
ϕ dµX = 0.
2.4. Preliminaries on relatively independent self-products
One of the key ideas featured in the proofs of Theorems A, B, C, and D is the utilization of
a special type of “relative product group”. Similar product groups played an important role
in the inductive procedure employed by Green and Tao in [GT12].
Definition 2.8 (Relatively independent product). Let G be a group and L a normal sub-
group of G. We define the relatively independent self-product of G over L as
G×LG := {(a1, a2) ∈ G×G : a1a
−1
2 ∈ L}.
If G is a nilpotent Lie group, Γ a uniform and discrete subgroup of G, and L a normal
and rational subgroup of G then the group
Γ×LΓ := {(γ1, γ2) ∈ Γ×Γ : γ1γ
−1
2 ∈ L} = (Γ×Γ) ∩ (G×LG)
3We claim that for any two distinct points x, y ∈ X = G/Γ there exists a central character ϕ such
that ϕ(x) 6= ϕ(y). To verify this claim, we distinguish two cases, the case y /∈ {sx : s ∈ Z(G)} and the
case y ∈ {sx : s ∈ Z(G)}. If we are in the first case then Z(G)x 6= Z(G)y. This implies there exists a
continuous function ϕ′ on the quotient space Z(G)\X with ϕ′(Z(G)x) 6= ϕ′(Z(G)y), which we can lift to
a continuous and Z(G)-invariant function ϕ on X satisfying ϕ(x) 6= ϕ(y). If we are in the second case
then there is s0 ∈ Z(G) such that y = s0x. Note that s0 cannot be an element of Γ because x 6= y.
Let χ0 be any group character of Z(G) with the property that Z(G) ∩ Γ ⊂ kerχ and χ0(s0) 6= 1. Define
T := Z(G)/(Γ ∩ Z(G)) and observe that T is a compact abelian group. Let U be a small neighborhood
of x, and let ρ : X → [0, 1] be a continuous function with the property that ρ(x) = 1 and ρ(z) = 0 for all
z /∈ U . Now define ϕ(z) :=
∫
ρ(sz)χ0(s) dµT (s), where µT is the normalized Haar measure on T . It is
straightforward to check that ϕ is a non-zero and continuous function on X satisfying ϕ(sz) = χ0(s)ϕ(z)
for all s ∈ Z(G) and z ∈ X. In particular ϕ(y) = ϕ(s0x) = χ0(s0)ϕ(x) and so ϕ(y) 6= ϕ(x).
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is a uniform and discrete subgroup of G×LG. This gives rise to the nilmanifold
X×LX := (G×LG)/(Γ×LΓ),
which we call the relatively independent self-product of X over L.
Remark 2.9. In ergodic theory, the notion of a relatively independent self-joining of a
system X over one of its factors Y is an important notion and finds many applications (see
[EW11, Definition 6.15] for the definition). If X = G/Γ is a nilmanifold and L is a normal
and rational subgroup of G then the quotient space Y = L\X is a factor of X. It turns out
that that the relatively independent self-product X×LX is exactly the same as the relatively
independent self-joining of X over the factor Y .
Next, let us state and prove a few results regarding relatively independent self-products
that will be useful in the later sections.
Lemma 2.10. We have
[
G×LG,G×LG
]
= [G,G]×[G,L][G,G].
Proof. Note that [G,L]×[G,L] is a normal subgroup of G×G and it is contained in both[
G×LG,G×LG
]
and [G,G]×[G,L][G,G]. Thus, to show[
G×LG,G×LG
]
= [G,G]×[G,L][G,G],
it suffices to show[
G×LG,G×LG
]
mod [G,L]×[G,L] = [G,G]×[G,L][G,G] mod [G,L]×[G,L].
But this follows immediately from the fact that elements in G commute with elements in L
modulo [G,L].
From Lemma 2.10 we can derive the following corollary.
Corollary 2.11. G/[G,G]×L/[G,L] and G×LG/[G×LG,G×LG] are isomorphic as nilpo-
tent Lie groups.
Proof. Consider the map Φ: G×L→ G×LG/[G×LG,G×LG] defined as
Φ(a, b) = (a, ba)[G×LG,G×LG], ∀a ∈ G, ∀b ∈ L.
Clearly, Φ is well defined, smooth, surjective, and a homomorphism. Moreover, by Lemma 2.10,
the kernel of Φ equals [G,G]×[G,L].
Corollary 2.11 helps us better understand the maximal factor torus of the relatively
independent self-product X×LX, which will turn out to be an important aspect in the
proofs of our main results. First, let us introduce the notion of a horizontal character.
Definition 2.12 (Horizontal characters, cf. [GT12]). Let G be a nilpotent Lie group and
Γ a uniform and discrete subgroup of G. A horizontal character of (G,Γ) is any continuous
map η : X → C\{0} satisfying
η(abΓ) = η(aΓ)η(bΓ), ∀a, b ∈ G. (2.2)
We say η is non-trivial if η is not constant equal to 1.
Remark 2.13. With the help of Corollary 2.11 it is easy to describe the horizontal char-
acters of the relatively independent product (G×LG,Γ×LΓ) in terms of the horizontal char-
acters of (G,Γ) and (L,ΓL), where ΓL := Γ ∩ L. Indeed, for any horizontal character η of
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(G×LG,Γ×LΓ) there exists a horizontal character η1 of (G,Γ) and a horizontal character η2
of (L,ΓL) with [G,L] ⊂ ker η2 such that
η
(
(a1, a2)Γ×LΓ
)
= η1
(
a2Γ
)
η2
(
a1a
−1
2 ΓL
)
, ∀(a1, a2) ∈ G×LG.
Observe that if G is connected then horizontal characters descend to the maximal factor
torus, where they generate an algebra that is uniformly dense due to the Stone-Weierstrass
Theorem. Therefore, Remark 2.13 helps us understand the maximal factor torus of the
relatively independent self-product X×LX in the case when G is connected. However, we
also need to better understand the maximal factor torus if G is not connected. First, let us
characterize the identity component of G×LG.
Lemma 2.14. We have (G×LG)
◦ = G◦×L◦G◦.
Proof. If (Gi)i∈I are the connected components of G and (Lj)j∈J are the connected com-
ponents of L then the connected components of G×LG are (Gi×LjGi)i∈I,j∈J . Indeed, the
Gi×LjGi are open and connected subsets of G×LG, and if (i, j) 6= (i
′, j′) then Gi×LjGi and
Gi′×Lj′Gi′ are disjoint. It follows that the connected component of G×LG that contains the
identity is G◦×L◦G◦.
To study the maximal factor torus for non-connected G, we utilize a variant of the notion
of a horizontal character.
Definition 2.15 (Pseudo-horizontal characters). Let G be a nilpotent Lie group and Γ a
uniform and discrete subgroup of G. A pseudo-horizontal character of (G,Γ) is any contin-
uous map η : X → C\{0} satisfying
η(abΓ) = η(aΓ)η(bΓ), ∀a ∈ G◦, ∀b ∈ G. (2.3)
Note that if G is connected then pseudo-horizontal characters are the same as horizontal
characters. Also, pseudo-horizontal characters descend to the maximal factor torus, where
they generated a dense algebra, provided that G/Γ is connected.
Remark 2.16. By combining Corollary 2.11 with Lemma 2.14 we are now able to describe
the pseudo-horizontal characters of (G×LG,Γ×LΓ) similar to the way we described the
horizontal characters of (G×LG,Γ×LΓ) in Remark 2.13 above. Indeed, for any pseudo-
horizontal character η of (G×LG,Γ×LΓ) there exists a pseudo-horizontal character η1 of
(G,Γ) and a pseudo-horizontal character η2 of (L,ΓL) with [G
◦, L◦] ⊂ ker η2 such that
η
(
(a1, a2)Γ×LΓ
)
= η1
(
a2Γ
)
η2
(
a1a
−1
2 ΓL
)
, ∀(a1, a2) ∈ G×LG.
Finally, here is another lemma that we will invoke numerous times in the later sections.
Lemma 2.17. Let G be a nilpotent Lie group, Γ a uniform and discrete subgroup of G,
and L a normal and rational subgroup of G. Let π : G → X denote the natural projection
of G onto the nilmanifold X := G/Γ. If both X and the sub-nilmanifold π(L) are connected
then the relatively independent self-product X×LX is also connected.
Proof. Note that X is connected if and only if G = G◦Γ. Likewise, π(L) is connected if
and only if L◦Γ = LΓ. It follows that G×LG = (G◦×L◦G◦)(Γ×LΓ), which implies X×LX is
connected.
3. Reducing Theorems A and B to Theorem F
Our first step in proving Theorems A and B is to reduce them to the following result.
12
Theorem F. Let G be a simply connected nilpotent Lie group and Γ a uniform and discrete
subgroup of G. Assume v : N→ G is a mapping of the form
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k b
p1(n)
1 · . . . · b
pm(n)
m , ∀n ∈ N,
where a1, . . . , ak ∈ G
◦, b1, . . . , bm ∈ G, the elements a1, . . . , ak, b1, . . . , bm are pairwise com-
muting, bZ1Γ, . . . , b
Z
mΓ are connected sub-nilmanifolds of X = G/Γ, p1, . . . , pm ∈ R[t] are
polynomials satisfying
(F1) pj(Z) ⊂ Z, for all j = 1, . . . ,m,
(F2) 1 6 deg(p1) < . . . < deg(pm) 6 m,
and f1, . . . , fk are functions belonging to some Hardy field H satisfying
(F3) f1(t) ≺ . . . ≺ fk(t),
(F4) for all f ∈ {f1, . . . , fk} there exists ℓ ∈ N such that t
ℓ−1 log(t) ≺ f(t) ≺ tℓ,
(F5) for all f ∈ {f1, . . . , fk} with deg(f) > 2 we have f
′ ∈ {f1, . . . , fk}.
Then (v(n)Γ)n∈N is uniformly distributed in the sub-nilmanifold aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ.
We remark that the set aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ appearing in the formulation of Theorem F
above is indeed a sub-nilmanifold of X, which follows from [BMR17, Lemma A.6].
Remark 3.1. Using the “change of base-point” trick (cf. [Fra09, p. 368]), it is straight-
forward to see that if the sequence a
f1(n)
1 · · · a
fk(n)
k b
p1(n)
1 · · · b
pm(n)
m Γ is uniformly distributed
in aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ then for every c ∈ G the sequence a
f1(n)
1 · · · a
fk(n)
k b
p1(n)
1 · · · b
pm(n)
m cΓ is
uniformly distributed in aR1 · · · a
R
k b
Z
1 · · · b
Z
mcΓ.
The proof of Theorem F is given in Section 4. The remainder of this section is dedicated
to showing that Theorem F implies Theorems A and B. For this, we will make use of
Lemma A.2 and Corollary A.6, which are formulated and proved in the appendix.
Proof that Theorem F implies Theorems A and B. Let G be a simply connected nilpotent
Lie group, Γ a uniform and discrete subgroup of G, and X the nilmanifold G/Γ. Let
a1, . . . , ak ∈ G be pairwise commuting, f1, . . . , fk ∈ H satisfy Property (P), suppose fi(N) ⊂
dom(ai) for all i = 1, . . . , k, and consider the sequence
v(n) := a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N.
To begin with, we divide the set {1, . . . , k} into two pieces. The first piece, which we
denote by I , consists of all i ∈ {1, . . . , k} for which ai belongs to the identity component
G◦. The second piece Ic is defined as {1, . . . , k}\I . According to Lemma A.2, for any i ∈ Ic
there exist mi ∈ N and pi ∈ R[t] such that pi(Z) ⊂ Z, 1/mi ∈ dom(ai), and
fi(n) = pi(n)/mi, ∀n ∈ N.
Then, by Corollary A.6 applied with V (t) = t to the family of functions {fi : i ∈ I}, we
can find m ∈ N, functions g1, . . . , gm ∈ H, a set of polynomials {pi : i ∈ I} ⊂ R[t], and
coefficients {λi,1, . . . , λi,m : i ∈ I} ⊂ R such that the following properties hold:
(I) g1(t) ≺ . . . ≺ gm(t);
(II) for all g ∈ {g1, . . . , gm} either g = 0 or there exists ℓ ∈ N such that t
ℓ−1 log(t) ≺
g(t) ≺ tℓ;
(III) for all g ∈ {g1, . . . , gm} with deg(g) > 2 we have g
′ ∈ {g1, . . . , gm};
(IV) for all i ∈ I ,
lim
t→∞
∣∣∣∣∣fi(t)−
m∑
l=1
λi,lgl(t)− pi(t)
∣∣∣∣∣ = 0.
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For i ∈ I the polynomial pi can be written as
pi(n) = ci,0
(
n
0
)
+ ci,1
(
n
1
)
+ ci,2
(
n
2
)
+ . . .+ ci,M
(
n
M
)
for some real coefficients ci,0, . . . , ci,M . For i /∈ I the polynomial pi can also be written as
pi(n) = ci,0
(
n
0
)
+ ci,1
(
n
1
)
+ ci,2
(
n
2
)
+ . . .+ ci,M
(
n
M
)
but with an additional feature. It is a standard fact from algebra that any polynomial
which takes integer values on the integers can we expressed as an integer linear combination
of binomial coefficients. Therefore, if i ∈ Ic then the coefficients ci,0, . . . , ci,M are actually
integers.
Next, for l = {1, . . . ,m}, define
ul :=
∏
i∈I
a
λi,l
i
and for j ∈ {0, 1, . . . ,M} define
ej :=
(∏
i∈I
a
ci,j
i
)
·
(∏
i∈Ic
a
ci,j/mi
i
)
.
Note that for all i ∈ I the elements a
λi,j
i and a
ci,j
i are well defined because ai ∈ G
◦, and for
all i ∈ Ic the elements a
ci,j/mi
i are well defined because 1/mi ∈ dom(ai) and ci,j ∈ Z. It
follows that the elements u1, . . . , um belong to G
◦ and u1, . . . , um, e0, e1, . . . , eM are pairwise
commuting.
Let dG be any right-invariant metric on the nilpotent Lie group G. Using property (IV),
it is straightforward to check that
lim
n→∞ dG
(
a
f1(n)
1 · . . . · a
fk(n)
k , u
g1(n)
1 · . . . · u
gm(n)
m e
(n0)
0 e
(n1)
1 · . . . · e
( nM)
M
)
= 0.
Therefore, instead of showing the conclusions of Theorems A and B for (v(n)Γ)n∈N, it suffices
to show the conclusions of Theorems A and B for the sequence (w(n)Γ)n∈N, where
w(n) := u
g1(n)
1 · . . . · u
gm(n)
m e
(n1)
1 · . . . · e
( nM)
M , n ∈ N.
Note that e
(n0)
0 was omitted because it is a constant (cf. Remark 3.1).
It is a consequence of Theorem 1.4 that for every j ∈ {1, . . . ,M} there exists qj ∈ N
such that for all r ∈ {0, 1, . . . , qj − 1} the set
e
qjZ+r
j Γ = {e
qjn+r
j Γ : n ∈ Z}
is a connected sub-nilmanifold of X. If we take q = lcm(q1, . . . , qM ) then
eqZ+rj Γ
is also connected for all r ∈ {0, 1, . . . , q − 1} and all j ∈ {1, . . . ,M}. Let pj,r(n) be the
polynomial defined as
pj,r(n) :=
1
q
((
qn+ r
j
)
−
(
r
j
))
,
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let sj := e
q
j and cr := e
(r1)
1 · . . . · e
( rM)
M , let hi,r(t) := q
−deg(gi)gi(qt+ r) and zi := u
qdeg(gi)
i , and
define
wr(n) := z
h1,r(n)
1 · . . . · z
hm,r(n)
m s
p1,r(n)
1 · . . . · s
pM,r(n)
M .
A straightforward calculation shows that
w(qn+ r) = wr(n)cr, ∀r ∈ {0, 1, . . . , q − 1}.
Also note that the elements z1, . . . , zm belong to G
◦ and z1, . . . , zm, s1, . . . , sM are pairwise
commuting. Additionally, the polynomials p1,r, . . . , pM,r satisfy conditions (F1) and (F2)
from Theorem F, and the functions h1,r, . . . , hm,r belong to H and satisfy conditions (F3)
and (F4). Condition (F5) is also satisfied, because
h′i,r(t) = q
−deg(gi)+1g′i(qt+ r) = q
− deg(g′i)g′i(qt+ r)
and g1, . . . , gm satisfy (III). In conclusion, all the conditions of Theorem F are met, which
means that for every r ∈ {0, 1, . . . , q− 1} the sequence (wr(n)crΓ)n∈N = (w(qn+ r)Γ)n∈N is
uniformly distributed in the sub-nilmanifold zR1 · · · z
R
ms
Z
1 · · · s
Z
McrΓ. Taking
Yr = zR1 · · · z
R
ms
Z
1 · · · s
Z
McrΓ
proves the conclusion of Theorem B. Also, since zR1 · · · z
R
ms
Z
1 · · · s
Z
McrΓ is dense in X if and
only if its projection onto the maximal factor torus is dense there (which is a corollary of
Theorem 1.2), it follows that (w(qn + r)Γ)n∈N is uniformly distributed in X if and only if
its projection (ϑ(w(qn + r)Γ))n∈N onto [G◦, G◦]\X is uniformly distributed there. In par-
ticular, (w(n)Γ)n∈N is uniformly distributed in X if and only if (ϑ(w(n)Γ))n∈N is uniformly
distributed in [G◦, G◦]\X, which proves the conclusion of Theorem A.
4. Proof of Theorem F
For the proof of Theorem F we distinguish three cases:
The first case that we consider is when G is abelian. Although this case essentially
follows from the work of Boshernitzan [Bos94], for completeness we state and prove it in
Section 4.1 below. It serves as the base case for the induction used in the proofs of the two
subsequent cases.
The second case of Theorem F that we consider is when fk(t) ≺ t and b1 = . . . = bm = 1G.
We will refer to this as the “sub-linear” case of Theorem F, and it is proved in Section 4.2
below using induction on the nilpotency step of the Lie group G. The reason why we consider
this case separately is because its proof requires the use of a special type of van der Corput
Lemma that is specifically designed to handle functions of sub-linear growth from a Hardy
field (see Proposition 4.4).
Finally, in Section 4.3, we prove the general case of Theorem F. The proof of the general
case bears many similarities to the proof of the “sub-linear” case, but relies on the standard
van der Corput Lemma and instead of induction on the nilpotency step of G uses induction
on the so-called degree of the sequence v(n), see Definition 4.7.
4.1. The abelian case
The following corresponds to the special case of Theorem F where G is abelian.
Theorem 4.1 (The abelian case of Theorem F). Let d = d1 + d2 and consider a map
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v : N→ Rd1 × Zd2 of the form
v(n) = f1(n)α1 + . . .+ fk(n)αk + p1(n)β1 + . . .+ pm(n)βm,
where α1, . . . , αk ∈ R
d×{(0, . . . , 0)}, b ∈ Rd1×Zd2 , p1, . . . , pm ∈ R[t] satisfy properties (F1)
and (F2), and f1, . . . , fk ∈ H satisfy properties (F3), (F4), and (F5). Moreover, let Λ be a
subgroup of Zd2 of finite index, define ∆ := Zd2/Λ, and assume that for every j = 1, . . . ,m
the set {nβj mod (Zd1 × Λ) : n ∈ Z} is a connected subgroup of (R
d1 × Zd2)/(Zd1 × Λ) =
T
d1×∆. Then the sequence (v(n) mod (Zd1×Λ))n∈N is uniformly distributed in the subgroup
T := Rα1 + . . .+ Rαk + Zβ1 + . . . + Zβm mod (Zd1 × Λ)
of Td ×∆.
Proof. Since Td1×∆ is a compact abelian group, the algebra generated by continuous group
characters η : Td1 ×∆→ S1 = {z ∈ C : |z| = 1} is uniformly dense C(Td1 ×∆). Therefore,
to prove that (v(n) mod (Zd1 ×Λ))n∈N is uniformly distributed in T it suffices to show that
for every continuous group characters η that is non-trivial when restricted to T we have
lim
N→∞
1
N
N∑
n=1
η(v(n) mod (Zd1 × Λ)) = 0. (4.1)
Let e(x) be shorthand for e2πix and choose ξ1, . . . , ξk ∈ R and ζ1, . . . , ζm ∈ [0, 1) such that
η(tαi mod (Z
d1 × Λ)) = e(tξi) for all t ∈ R as well as η(nβj mod (Z
d1 ×Λ)) = e(nζj) for all
n ∈ N. This allows us to rewrite (4.1) as
lim
N→∞
1
N
N∑
n=1
e
(
f1(n)ξ1 + . . .+ fk(n)ξk + p1(n)ζ1 + . . .+ pm(n)ζm
)
= 0. (4.2)
Since f1, . . . , fk have different growth and satisfy property (F4), if at least one of the numbers
ξ1, . . . , ξk is non-zero then it follows from Boshernitzan’s Equidistribution Theorem ([Bos94,
Theorem 1.8]) that (4.2) holds. If all of the ξ1, . . . , ξk are zero and at least one of the numbers
ζ1, . . . , ζk is non-zero then (4.2) holds too, because p1, . . . , pk have different degree and, since
{nβj mod (Zd1 × Λ) : n ∈ Z} is connected for all j ∈ {1, . . . ,M}, any non-zero ζj must be
an irrational number and polynomials with irrational coefficients are unifomrly distributed
mod 1 by Weyl’s Equidsitribution Theorem [Wey16, Satz 14]. To finish the proof, note that
not all the numbers ξ1, . . . , ξk, ζ1, . . . , ζm can be zero since η was assumed to be non-trivial
when restricted to T .
4.2. The sub-linear case
The purpose of this subsection is to prove the special case of Theorem F when b1, . . . , bm = 1G
and fk(t) ≺ t, which we dubbed the “sub-linear case”. For the convenience of the reader, let
us state it as a separate theorem here.
Theorem 4.2 (The sub-linear case of Theorem F). Let G be a simply connected nilpotent
Lie group, Γ a uniform and discrete subgroup of G, and H a Hardy field. For any mapping
v : N→ G of the form
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k , ∀n ∈ N,
where a1, . . . , ak ∈ G
◦ are commuting and log(t) ≺ f1 ≺ . . . ≺ fk ≺ t ∈ H, the sequence
(v(n)Γ)n∈N is uniformly distributed in the sub-nilmanifold aR1 · · · a
R
kΓ.
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Given a sub-nilmanifold Y of a nilmanifold X = G/Γ and a function F ∈ C(X) we will
write F (Y ) to denote the quantity
∫
F dµY . A sequence of sub-nilmanifolds (Yn)n∈N is said
to be uniformly distributed in X if
lim
N→∞
1
N
N∑
n=1
F (Yn) =
∫
F dµX , ∀F ∈ C(X).
The following lemma will be instrumental in our proof of Theorem 4.2.
Lemma 4.3. Let G be a connected simply connected nilpotent Lie group, Γ a uniform and
discrete subgroup of G and consider the nilmanifold X := G/Γ. Let b ∈ G be arbitrary and
let L denote the smallest connected, normal, rational, and closed subgroup of G containing
bR = {bt : t ∈ R}. Let X△ denote the diagonal {(x, x) : x ∈ X}. Then for all but
countably many ξ ∈ R, the sequence
(
(bξn, 1G)X
△)
n∈N is uniformly distributed in the
relatively independent product X×LX.
4
Proof. It follows from [Lei05a, Corollary 1.9] that
(
(bξn, 1G)X
△)
n∈N is uniformly distributed
in X×LX if and only if
lim
N→∞
1
N
N∑
n=1
η
(
(bξn, 1G)X
△) = 0 (4.3)
for every non-trivial horizontal character η of (G×LG,Γ×LΓ). As was mentioned in Re-
mark 2.13, for any horizontal character η of (G×LG,Γ×LΓ) there exists a horizontal char-
acter η1 of (G,Γ) and a horizontal character η2 of (L,ΓL) with [G,L] ⊂ ker η2 and such
that
η
(
(a1, a2)Γ×LΓ
)
= η1
(
a2Γ
)
η2
(
a1a
−1
2 ΓL
)
, ∀(a1, a2) ∈ G×LG.
Therefore we get
lim
N→∞
1
N
N∑
n=1
η
(
(bξn, 1G)X
△) = (∫ η1 dµX)
(
lim
N→∞
1
N
N∑
n=1
η2(b
ξnΓL)
)
.
Since η is non-trivial, either η1 or η2 is non-trivial. If η1 is non trivial then
∫
η1 dµX = 0
and hence (4.3) is satisfied. It remains to deal with the case when η2 is non-trivial.
Note that η2(b
tΓL) = λ
t for some λ ∈ C with |λ| = 1. We claim that λ 6= 1. Before
we verify this claim, let us show how it allows us finish the proof of (4.3). Indeed, if λ 6= 1
then λξ 6= 1 for all but countably many ξ. Since there are only countably many horizontal
characters, by excluding countably many “bad” ξs for each horizontal character, there exists
a co-countable set of “good” ξs independent of the choice of η2. Since the Cesàro average of
λξn is 0 whenever λξ 6= 1, it follows that for any such “good” ξ we have
lim
N→∞
1
N
N∑
n=1
η2(b
ξnΓL) = 0,
which proves that (4.3) holds.
Let us now prove the claim that λ 6= 1 whenever η2 is non-trivial. By way of contradic-
4Since {(g, g) : g ∈ G} is a rational and closed subgroup of G×LG, we can identify (gΓ, gΓ) with
(g, g)Γ×LΓ. This allows us to view the diagonal X
△ := {(x, x) : x ∈ X} as a sub-nilmanifold of the
relatively independent product X×LX.
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tion, assume λ = 1. Therefore η2(b
tΓL) = 1 for all t ∈ R. Consider the set
K := {g ∈ L : η2(gΓL) = 1}.
Clearly bR ⊂ K. Since η2(g1g2ΓL) = η2(g1ΓL)η2(g2ΓL) for all g1, g2 ∈ L, we see that K
is a subgroup of L, and hence also a subgroup of G. Moreover, [L,G] ⊂ ker η2 implies
[L,G] ⊂ K, from which we conclude that K is a normal subgroup of G. Since g 7→ gΓL
and η2 : L/ΓL → C are continuous maps, K is a closed set. Also, since KΓL = η
−1({1})
is a closed subset of L/ΓL, K is rational. In summary, K is a normal, rational, and closed
subgroup of G. Let K◦ be the identity component of K. Then K◦ is also normal, rational,
and closed. On top of that, K◦ is connected and contains bR. By the minimality assumption
on L, we must have K = L. However, we also have K 6= L because η2 was assumed to be
non-trivial. This is a contradiction.
Besides Lemma 4.3, another important ingredient in our proof of Theorem 4.2 is the
following variant of van der Corput’s Lemma.
Proposition 4.4 (van der Corput’s Lemma for sub-linear functions). Assume f1, . . . , fk
are functions from a Hardy field H satisfying log(t) ≺ f1(t) ≺ . . . ≺ fk ≺ t. Let Ψ: R
k → C
be a bounded and uniformly continuous function and suppose for all s ∈ R the limit
A(s) := lim
N→∞
1
N
N∑
n=1
Ψ(f1(n), . . . , fk−1(n), fk(n) + s)Ψ(f1(n), . . . , fk(n))
exists. If for every ε > 0 there exists ξ ∈ (0, ε) such that
lim
H→∞
1
H
H∑
h=1
A(ξh) = 0
then necessarily
lim
N→∞
1
N
N∑
n=1
Ψ(f1(n), . . . , fk(n)) = 0. (4.4)
Proposition 4.4 is a special case of Proposition 6.1, which is stated and proved in Sec-
tion 6. Let us now turn to the proof of Theorem 4.2.
Proof of Theorem 4.2. We proceed by induction on the nilpotency step of G. The case of
Theorem 4.2 where G is abelian (i.e., where the nilpotency step of G equals 1) has already
been taken care of by Theorem 4.1. Let us therefore assume that G is a d-step nilpotent
Lie group with d > 2 and that Theorem 4.2 has already been proven for all cases where the
nilpotency step of the Lie group is smaller than d.
By replacing X with the sub-nilmanifold aR1 · · · a
R
kΓ if necessary, we can assume without
loss of generality that
X = aR1 · · · a
R
kΓ. (4.5)
In particular, X is connected and therefore G◦Γ = G. On top of that, a1, . . . , ak ∈ G◦.
This means we can replace G by G◦ if needed, which allows us to also assume that G is
connected.
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To show that (v(n)Γ)n∈N is uniformly distributed in X we must verify
lim
N→∞
1
N
N∑
n=1
F
(
v(n)Γ
)
=
∫
F dµX (4.6)
for all continuous functions F ∈ C(X). However, in light Remark 2.6 it is actually not
necessary to check (4.6) for all continuous functions. Indeed, since the linear span of central
characters is uniformly dense in C(X), instead of (4.6) it suffices to show
lim
N→∞
1
N
N∑
n=1
ϕ
(
v(n)Γ
)
=
∫
ϕ dµX (4.7)
for central characters ϕ only. Let us therefore fix a central character ϕ and let χ be the
character of Z(G) corresponding to ϕ, i.e., the continuous group homomorphism from Z(G)
to the unit circle {z ∈ C : |z| = 1} such that (2.1) holds.
Write L for the smallest connected, normal, rational and closed subgroup of G containing
the element ak. Let V be the intersection of L with Z(G) and note that by Lemma 2.3, V
is a non-trivial subgroup of Z(G). Moreover, since L is connected and Z(G) is connected
(note that Z(G) is connected because G = G◦), V is connected too.
We now claim that we can assume χ is non-trivial when restricted to V (by which we
mean that there exists s ∈ V such that χ(s) 6= 1). Indeed, if χ is trivial on V then ϕ is
invariant under the action of V . In this case, ϕ descends to a continuous function on the
quotient space X/V . We can identify X/V with the nilmanifold (G/V )/(Γ/V ) and, since
V is connected and non-trivial, the dimension of X/V is smaller than the dimension of X.
This allows us to reduce (4.7) to an analogous question on a nilmanifold of strictly smaller
dimension. By induction on the dimension, we can thus assume that χ is non-trivial when
restricted to V .
Since χ is non-trivial when restricted to V , it is in particular a non-trivial central charac-
ter. Non-trivial central character have zero mean (see Remark 2.7), and hence (4.7) becomes
lim
N→∞
1
N
N∑
n=1
ϕ
(
v(n)Γ
)
= 0. (4.8)
In order to prove (4.8) we use the “van der Corput Lemma for sub-linear functions”, i.e.,
Proposition 4.4. Define
A(s) := lim
N→∞
1
N
N∑
n=1
ϕ
(
v(n)askΓ
)
ϕ
(
v(n)Γ
)
. (4.9)
According to Proposition 4.4, if we can show that A(s) is well defined for all s ∈ R (meaning
that the limit on the right hand side of (4.9) exists for all s ∈ R) and for every ε > 0 there
exists ξ ∈ (0, ε) such that
lim
H→∞
1
H
H∑
h=1
A(ξh) = 0, (4.10)
then (4.8) holds. Define
v△(n) :=
(
v(n), v(n)
)
, ∀n ∈ N,
and let b := ak. Clearly, (b
s, 1G)v
△(n) takes values in G×LG for all s ∈ R and n ∈ N. This
will allow us to express A(s) in terms of the relatively independent product X×LX instead
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of the cartesian product X×X, which, as we will see, turns out to be a big advantage. Define
the map Φ: X×LX → C as Φ
(
(g1, g2)Γ×LΓ
)
= ϕ(g1Γ)ϕ(g2Γ) for all (g1, g2) ∈ G×LG. Note
that Φ is well defined and continuous. We can now rewrite (4.9) as
A(s) = lim
N→∞
1
N
N∑
n=1
Φ
(
(bs, 1G)v
△(n)(Γ×LΓ)
)
.
We make two claims:
Claim 1. The integral
∫
Φ dµX×LX equals 0.
Claim 2. For all s ∈ R,
lim
N→∞
1
N
N∑
n=1
Φ
(
(bs, 1G)v
△(n)(Γ×LΓ)
)
= Φ
(
(bs, 1G)X
△). (4.11)
Once Claim 1 and Claim 2 have been verified, we can finish the proof of (4.10) rather
quickly. Indeed, Claim 2 implies that the limit in A(s) exists for all s ∈ R and
lim
H→∞
1
H
H∑
h=1
A(ξh) = lim
H→∞
1
H
H∑
h=1
Φ
(
(bξh, 1G)X
△).
In view of Lemma 4.3, we thus have for a co-countable set of ξ that
lim
H→∞
1
H
H∑
h=1
Φ
(
(bξh, 1G)X
△) = ∫ Φ dµX×LX ,
which together with Claim 1 implies (4.10).
It remains to verify Claims 1 and 2.
Proof of Claim 1. Recall that there exists s ∈ V such that χ(s) 6= 1. Using the definition of
Φ it is straightforward to check that
Φ
(
(s, 1G)(g1, g2)(Γ×LΓ)
)
= χ(s)Φ
(
(g1, g2)(Γ×LΓ)
)
, ∀(g1, g2) ∈ G×LG.
Note that (s, 1G) is an element of G×LG because s ∈ V and V ⊂ L. Therefore µX×LX is
invariant under left-multiplication by (s, 1G), which gives∫
Φ dµX×LX =
∫
(s, 1G) · Φ dµX×LX = χ(s)
∫
Φ dµX×LX .
Since χ(s) 6= 1, we obtain
∫
Φ dµX×LX = 0 as claimed. △
Proof of Claim 2. Define a new function Φs : X → C via
Φs
(
gΓ
)
:= Φ
(
(bs, 1G)(g, g)(Γ×LΓ)
)
, ∀g ∈ G.
It is straightforward to check that (4.11) is equivalent to
lim
N→∞
1
N
N∑
n=1
Φs
(
v(n)Γ
)
=
∫
Φs dµX . (4.12)
Write σ : G→ G/Z(G) for the natural projection of G onto G/Z(G) and set
Ĝ := G/Z(G);
Γ̂ := σ(Γ);
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X̂ := Ĝ/Γ̂;
v̂(n) := σ(v(n)).
It follows from (2.1) that Φ is invariant under the action of Z(G)△ = {(g, g) : g ∈ Z(G)}
and so Φs is invariant under the action of Z(G). Therefore, Φs descents to a continuous
function Φ̂s on X̂ , which makes (4.12) equivalent to
lim
N→∞
1
N
N∑
n=1
Φ̂s
(
v̂(n)Γ̂
)
=
∫
Φ̂s dµX̂ . (4.13)
Since Ĝ has nilpotency step d − 1, we can invoke the induction hypothesis and conclude
that the sequence (v̂(n)Γ̂)n∈N is uniformly distributed on the sub-nilmanifold âR1 · . . . · â
R
k Γ̂,
where âi := σ(ai), i = 0, 1, . . . , k. However, (4.5) implies
X̂ = âR1 · . . . · â
R
k Γ̂,
which proves (4.13). △
This finishes the proofs of Claims 1 and 2, which in turn completes the proof of Theo-
rem 4.2.
4.3. The general case
In this subsection we deal with the general case of Theorem F. In the proof of the “sub-linear”
case in the previous subsection we got away with using induction on the nilpotency step of
the Lie group G. Unfortunately, the proof of the general case requires a more complicated
inductive procedure. This inductive scheme bears similarities to the ones used in [GT12]
and [BMR17, Section 5] and relies on the notion of the “degree” associated to a mapping
v : N→ G. For the definition of this degree, the notion of a filtration is needed.
Definition 4.5. Let G be a nilpotent Lie group and Γ a uniform and discrete subgroup
of G. Let d ∈ N and let G1 ⊃ . . . ⊃ Gd ⊃ Gd+1 be subgroups of G that are normal,
rational and closed. We call G• := {G1, . . . , Gd, Gd+1} a d-step filtration of G if G1 = G,
Gd+1 = {1G}, and
[Gi, Gj ] ⊂ Gi+j , ∀i, j ∈ {1, . . . , d} with i+ j 6 d+ 1.
The next lemma shows how one can turn a d-step filtration of G into a d-step filtration
of the relatively independent self-product G×LG.
Lemma 4.6 (cf. [GT12, Proposition 7.2]). Let G• = {G1, . . . , Gd, Gd+1} be a d-step filtra-
tion of G and suppose L is a normal subgroup of G with L ⊂ G2. Define Li := L∩Gi+1 for
i = 0, 1, . . . , d, and set Ld+1 := {1G}. Then
(G×LG)• =
{
G1×L1G1, . . . , Gd×LdGd, Gd+1×Ld+1Gd+1
}
is a d-step filtration of G×LG.
Proof. Suppose (a, b) ∈ Gi×LiGi and (c, d) ∈ Gj×LjGj , where i and j belong to {1, . . . , d}
and satisfy i + j 6 d + 1. To complete the proof we must show that ([a, c], [b, d]) ∈
Gi+j×Li+jGi+j . Clearly, [a, c] ∈ Gi+j and [b, d] ∈ Gi+j . It remains to prove that
[a, c][b, d]−1 ∈ Li+j . (4.14)
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Since Li+j = L∩Gi+j+1, we will establish (4.14) in two steps: First we show that [a, c][b, d]
−1 ∈
L, and thereafter we show that [a, c][b, d]−1 ∈ Gi+j+1.
Write t := a−1b and s := c−1d. Then t ∈ Li and (a, b) = (a, at). Likewise, s ∈ Lj and
(c, d) = (c, cs). So [a, c][b, d]−1 ∈ L can be written as
[a, c][b, d]−1 = a−1c−1act−1c−1s−1a−1ctas ∈ L. (4.15)
Since s ∈ L, (4.15) is equivalent to
a−1c−1act−1c−1s−1a−1cta ∈ L. (4.16)
Next, using aLa−1 = L and t ∈ L, we see that (4.16) is equivalent to
c−1act−1c−1s−1a−1c ∈ L. (4.17)
Using normality of L again, (4.17) reduces to
ct−1c−1s−1 ∈ L.
Finally, since s ∈ L and t ∈ L, it follows that ct−1c−1s−1 ∈ L, which finishes the proof of
(4.15).
It remains to show that
[a, c][b, d]−1 = a−1c−1act−1c−1s−1a−1ctas ∈ Gi+j+1. (4.18)
We can assume without loss of generality that i > j. Since t ∈ Gi+1, we have that [t, c] ∈
Gi+j+1, [t, s] ∈ Gi+j+2 ⊂ Gi+j+1 and [a, t] ∈ G2i+1 ⊂ Gi+j+1. In particular, modulo Gi+j+1
the element t commutes with a, c and s. Hence
[a, c][b, d]−1 mod Gi+j+1 = a−1c−1as−1a−1cas mod Gi+j+1.
Next, observe that [s, a] ∈ Gi+j+1 and hence s commutes with a modulo Gi+j+1. Therefore
[a, c][b, d]−1 mod Gi+j+1 = a−1c−1s−1cas mod Gi+j+1
= a−1c−1s−1csa mod Gi+j+1
= c−1s−1cs mod Gi+j+1
= [c, s] mod Gi+j+1.
Finally, since [c, s] ∈ Gi+j+1, we conclude that [a, c][b, d]
−1 ∈ Gi+j+1.
Given a nilpotent Lie group G, let dG : G×G → [0,∞) be a right-invariant metric on
G. For any uniform and discrete subgroup Γ the metric dG descends to a metric dX on the
nilmanifold X = G/Γ in the following way:
dX(xΓ, yΓ) := inf{dG(xγ, yγ
′) : γ, γ′ ∈ Γ}. (4.19)
Given a subset S ⊂ G and a point g ∈ G we denote by d(g, S) := infs∈S dG(g, s) the distance
between S and g.
Definition 4.7 (cf. [GT12, Definition 1.8] and [BMR17, Definition 5.9]). Let G be a simply
connected nilpotent Lie group, H a Hardy field, and v : N→ G a mapping of the form
v(n) := a
f1(n)
1 · . . . · a
fk(n)
k b
p1(n)
1 · . . . · b
pm(n)
m , ∀n ∈ N,
where a1, . . . , ak ∈ G
◦, b1, . . . , bm ∈ G, the elements a1, . . . , ak, b1, . . . , bm are commuting,
f1, . . . , fk ∈ H have polynomial growth, and p1, . . . , pm ∈ R[t] with pj(Z) ⊂ Z. We define
the degree of v to be the smallest number d ∈ N such that there exists a d-step filtration
G• = {G1, G2, . . . , Gd, Gd+1} with the property that bj ∈ Gdeg(pj)+1 for all j = 1, . . . ,m and
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ai ∈ Gdeg(fi) for all i = 1, . . . , k. If G• is such a minimal filtration then we say G• realizes
the degree of v. If there exists no such filtration, then we say that v has infinite degree.
Lemma 4.8. Let G be a simply connected nilpotent Lie group G and H a Hardy field.
Assume v : N→ G is a mapping of the form
v(n) := a
f1(n)
1 · . . . · a
fk(n)
k b
p1(n)
1 · . . . · b
pm(n)
m , ∀n ∈ N,
where a1, . . . , ak ∈ G
◦, b1, . . . , bm ∈ G, the elements a1, . . . , ak, b1, . . . , bm are commuting,
f1, . . . , fk ∈ H have polynomial growth, and p1, . . . , pm ∈ R[t] with pj(Z) ⊂ Z. Then v has
finite degree.
Proof. Let M ∈ N be any number such that deg(fi) 6M for all i = 1, . . . , k and deg(pj) +
1 6M for all j = 1, . . . ,m. Let C• := {C1, C2, . . . , Cs, Cs+1} denote the lower central series
of G. Set r := (s + 1)(M + 1) and define a filtration
G• = {G1, G2, . . . , Gr, Gr+1}
by setting G(j−1)(M+1)+i := Cj for all j ∈ {1, . . . , s + 1} and i ∈ {1, . . . ,M + 1} and
Gr+1 = {1G}. It is straightforward to check that G• is a filtration. Also, since Gi = G
for all i = 1, . . . ,M + 1, we certainly have that bj ∈ Gdeg(pj)+1 for all j = 1, . . . ,m and
ai ∈ Gdeg(fi) for all i = 1, . . . , k.
Remark 4.9. Note that the the filtration G• = {G1, G2, . . . , Gr, Gr+1} constructed in the
above proof is not necessarily a filtration that realizes the degree of v. Nonetheless, its
existence proves that the degree of v does not exceed r = (s + 1)(M + 1).
Proof of Theorem F, the general case. Let v : N→ G be as in the statement of Theorem F.
We use induction on the degree d of v, which is finite due to Lemma 4.8. The base case of
this induction, which is when d = 1, is covered by Theorem 4.1, because if d = 1 then G
must be abelian. Therefore, we only have to deal with the inductive step. Assume d > 1 and
Theorem F has already been proven for all mappings v̂ : N→ Ĝ satisfying the hypothesis of
Theorem F and whose degree is strictly smaller than d.
By replacing X with aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ if necessary
5, we will assume that
X = aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ. (4.20)
Since bZ1Γ, . . . , b
Z
mΓ are assumed to be connected, the sub-nilmanifold b
Z
1 · · · b
Z
mΓ is also con-
nected. It follows that aR1 · · · a
R
k (b
Z
1 · · · b
Z
mΓ) is connected, which in turn implies that
aR1 · · · a
R
k (b
Z
1 · · · b
Z
mΓ) = a
R
1 · · · a
R
k b
Z
1 · · · b
Z
mΓ = X
is connected. For technical reasons, it will be convenient to assume that for every j =
1, . . . ,m, if the sub-nilmanifold bZj Γ is a point then bj = 1G. This assumption can be made
without loss of generality, because if bZj Γ is a point then bj must belong to Γ, in which case
we can simply replace bj with 1G and the sequence (v(n)Γ)n∈N remains unchanged.
5Let G′ be the the smallest rational and closed subgroup of G containing aR1 · · · a
R
kb
Z
1 · · · b
Z
m. Then Γ
′ =
G′ ∩ Γ is a uniform and discrete subgroup of G′ and the nilmanifold X ′ := G′/Γ′ can be identified with the
sub-nilmanifold aR1 · · · a
R
kb
Z
1 · · · b
Z
mΓ of X. Moreover, (v(n)Γ)n∈N is uniformly distributed in a
R
1 · · · a
R
kb
Z
1 · · · b
Z
mΓ
if and only if (v(n)Γ′)n∈N is uniformly distributed in X
′. Thus, by replacing G with G′, Γ with Γ′, and X
with X ′, we can assume without loss of generality that X = aR1 · · · a
R
kb
Z
1 · · · b
Z
mΓ.
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Our goal is to show that (v(n)Γ)n∈N is uniformly distributed in X, or equivalently,
lim
N→∞
1
N
N∑
n=1
F
(
v(n)Γ
)
=
∫
F dµX (4.21)
for all F ∈ C(X). Repeating the same argument as was already used in the proof of
Theorem 4.2, we see that instead of (4.21) it suffices to show
lim
N→∞
1
N
N∑
n=1
ϕ
(
v(n)Γ
)
=
∫
ϕ dµX (4.22)
for all central characters ϕ. Let I denote all the numbers i ∈ {1, . . . , k} for which deg(fi) > 2,
and let J be all the numbers j ∈ {1, . . . ,m} for which bj 6= 1G. Note that if I and J are
both the empty set then fk(t) ≺ t and b1 = . . . = bm = 1G, and so we find ourselves
in the “sub-linear case” of Theorem F. Since this case has already been taken care of by
Theorem 4.2, we can assume that either I or J is non-empty.
Let G• = {G1, G2, . . . , Gd, Gd+1} be a d-step filtration that realizes the degree of v
(cf. Definition 4.7). Among other things, this means bZj ⊂ G2 for all j = 1, . . . ,m and
aRi ⊂ G2 for all i ∈ I . Let L denote the smallest closed rational and normal subgroup of
G containing aRi for all i ∈ I and b
Z
j for all j = 1, . . . ,m. Then, if π : G → X denotes
the natural projection of G onto X, the set π(L) is a sub-nilmanifold of X containing
the sub-nilmanifold
∏
i∈I a
R
i
∏
16j6m b
Z
j Γ. This sub-nilmanifold is what Leibman calls the
normal closure, and it is shown in [Lei10, p. 844] that the normal closure of a connected
sub-nilmanifold is connected. In particular, since
∏
i∈I a
R
i
∏
16j6m b
Z
j Γ is connected, π(L) is
connected too.
Next, we claim that the identity component L◦ of L is non-trivial. To verify this claim,
we are going to distinguish two cases. The first case is when I is non-empty. In this case,
L◦ contains a one-parameter subgroup aRi for i ∈ I and is therefore non-trivial (we assume
without loss of generality that ai 6= 1G for all i = 1, . . . , k). The second case is when J is
non-empty. Note that if we are not in the first case, then we must be in the second, since
either I or J is non-empty. If J is non-empty then π(L◦) contains bZj Γ for some j ∈ J ,
and since bZj Γ is connected and not a point for every j ∈ J , it follows that L
◦ is non-trivial.
Let V be the intersection of L◦ with Z(G)◦. By Corollary 2.4, V is a non-trivial subgroup
of Z(G). Also, as an intersection of connected subgroups, V is connected. We can now use
the same argument as in the proof of Theorem 4.2, which involved induction on the dimension
of the nilmanifold X, to show that it suffices to prove (4.22) for the case when the central
character ϕ has a “central frequency” χ that is non-trivial when restricted to V , i.e., there
exists s ∈ V such that χ(s) 6= 0. This also implies that
∫
ϕ dµX = 0, and hence (4.22) can
be written as
lim
N→∞
1
N
N∑
n=1
ϕ
(
v(n)Γ
)
= 0. (4.23)
To prove (4.23) we use van der Corput’s trick. Define
A(h) := lim
N→∞
1
N
N∑
n=1
ϕ
(
v(n+ h)Γ
)
ϕ
(
v(n)Γ
)
(4.24)
whenever this limit exists. In light of Theorem A.7 (applied with pn = 1 for all n ∈ N),
(4.23) holds if we can show that the limit on the right hand side of (4.24) exists for all h ∈ N
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and
lim
H→∞
1
H
H∑
h=1
A(h) = 0. (4.25)
We can interpret ϕ(v(n+h)Γ)ϕ(v(n)Γ) as ϕ⊗ϕ((v(n+h), v(n))(Γ×Γ)), where now ϕ⊗ϕ is a
continuous function on the product nilmanifold X×X = (G×G)/(Γ×Γ) and (v(n+h), v(n))
is an element in G×G. Note that the sequence (v(n + h), v(n)) can be rewritten as
(v(n + h), v(n)) = (∆hw(n), 1G) v
△(n), (4.26)
where v△(n) = (v(n), v(n)) and
∆hw(n) = a
∆hf1(n)
1 · . . . · a
∆hfk(n)
k b
∆hp1(n)
1 · . . . · b
∆hpm(n)
m , ∀n, h ∈ N. (4.27)
For every i /∈ I the function fi has degree 1, which means its discrete derivative ∆hfi(n) is
negligibly small for large n. This implies that for every i /∈ I the element a
∆hfi(n)
i converges
to the identity 1G and can therefore be ignored. More precisely, using the right-invariance
of the metric dG, we have
lim
n→∞ dG (∆hw(n), wh(n)) = 0,
where
wh(n) :=
∏
i∈I
a
∆hfi(n)
i ·
∏
16j6m
b
∆hpj(n)
j .
It follows that if we set
vh (n) := (wh(n), 1G) v
△(n) (4.28)
then, in view of (4.26), the difference between (v(n + h), v(n)) and vh (n) goes to zero as
n→∞. Hence A(h) equals
A(h) = lim
N→∞
1
N
N∑
n=1
(ϕ⊗ϕ)
(
vh (n)(Γ×Γ)
)
. (4.29)
The advantage of using (4.29) over (4.24) is that vh (n) ∈ G×LG for all n ∈ N. Define
the map Φ: X×LX → C as Φ
(
(g1, g2)Γ×LΓ
)
= ϕ(g1Γ)ϕ(g2Γ) for all (g1, g2) ∈ G×LG. Note
that Φ is well defined and continuous. This allows us to rewrite (4.29) as
A(h) = lim
N→∞
1
N
N∑
n=1
Φ
(
vh (n)(Γ×LΓ)
)
. (4.30)
Let Z(G)△ := {(g, g) : g ∈ Z(G)} and denote by σ : G×LG → (G×LG)/Z(G)△ the
natural projection of G×LG onto (G×LG)/Z(G)
△. Define
Ĝ := σ(G×LG),
Γ̂ := σ
(
Γ×LΓ
)
,
X̂ := Ĝ/Γ̂,
v̂h(n) := σ
(
vh (n)
)
.
It follows from (2.1) that Φ is invariant under the action of Z(G)△. Therefore, Φ descents
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to a continuous function on X̂, meaning there exists Φ̂ ∈ C(X̂) such that
Φ
(
(g1, g2)(Γ×LΓ)
)
= Φ̂
(
σ(g1, g2)Γ̂
)
, ∀(g1, g2) ∈ G×LG.
It thus follows form (4.30) that
A(h) = lim
N→∞
1
N
N∑
n=1
Φ̂
(
v̂h(n)Γ̂
)
. (4.31)
We now make four claims.
Claim 1. The integral
∫
Φ̂ dµ
X̂
equals zero.
Claim 2. For all non-trivial pseudo-horizontal characters η̂ of (Ĝ, Γ̂) (see Definition 2.15)
we have
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
N
N∑
n=1
η̂
(
v̂h(n) Γ̂
)
= 0. (4.32)
In the following, we call any mapping u : N → H of the from u(n) = g
p1(n)
1 · . . . · g
pℓ(n)
ℓ ,
where g1, . . . , gn are elements in a nilpotent Lie group H and p1, . . . , pℓ are polynomials with
pi(Z) ⊂ Z, a polynomial mapping (cf. [Lei05b, Subsection 1.3]).
Claim 3. There exist polynomials q1, . . . , qm ∈ R[t] with qj(Z) ⊂ Z and 1 6 deg(q1) <
. . . < deg(qm) 6 m, polynomial mappings c, e1, . . . , em : N → Ĝ, and polynomial map-
pings u1, . . . , uk : N→ Ĝ
◦ such that the elements c(h), e1(h), . . . , em(h), u1(h), . . . , uk(h) are
pairwise commuting for every h ∈ N, and
dĜ
(
v̂h(n), u1(h)
f1(n) · . . . · uk(h)
fk(n)e1(h)
q1(n) · . . . · em(h)
qm(n)c(h)
)
= on→∞(1)
for every h ∈ N.
Claim 4. For every h the degree of v̂h is smaller than d.
Before we provide the proofs of Claims 1, 2, 3, and 4, let us see how they can be used to
prove that the limit in A(h) exists for all h ∈ N and (4.25) holds. Claims 3 and 4 allow us to
invoke the induction hypothesis and deduce that for every h ∈ N the sequence (v̂h(n)Γ̂)n∈N
is uniformly distributed in the sub-nilmanifold
Ŷh := u1(h)R · · · . . . · uk(h)Re1(h)Z · . . . · em(h)Zc(h)Γ̂.
(As was explained in Remark 3.1, it is not a problem that the “base point” of the sequence
(v̂h(n)Γ̂)n∈N is c(h)Γ̂ instead of Γ̂.) As a consequence we have A(h) = Φ̂(Ŷh), which in
particular proves that the limit in A(h) exists for all h ∈ N. Moreover, (4.25) will follow if
we can show that
lim
H→∞
1
H
H∑
h=1
Φ̂(Ŷh) = 0. (4.33)
Note that Claim 2 implies
lim
H→∞
1
H
H∑
h=1
η̂(Ŷh) = 0
for all non-trivial pseudo-horizontal characters η̂ of (Ĝ, Γ̂). Moreover, X×LX is connected
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(due to Lemma 2.17 and the fact that both X and π(L) are connected). Thus, it follows
from the work of Leibman (see [Lei05a, Theorems A and B]) that
lim
H→∞
1
H
H∑
h=1
Φ̂(Ŷh) =
∫
Φ̂ dµ
X̂
.
Now we can simply invoke Claim 1 to conclude that (4.33) holds.
Let us now turn to the proofs of Claims 1, 2, 3, and 4.
Proof of Claim 1. The following argument is very similar to the proof of Claim 1 which
appeared in the proof of Theorem 4.2 in Section 4.2 above. Recall that χ is non-trivial when
restricted to V , meaning that there exists s ∈ V such that χ(s) 6= 1. Let ŝ := σ(s, 1G),
where 1G denotes the identity element of G. Using the definition of Φ̂ it is straightforward
to check that
Φ̂(ŝx̂) = χ(s)Φ̂(x̂), ∀x̂ ∈ X̂.
Since µX̂ is invariant under ŝ, we have that∫
Φ̂(x̂) dµ
X̂
(x̂) =
∫
Φ̂(ŝx̂) dµ
X̂
(x̂) = χ(s)
∫
Φ̂(x̂) dµ
X̂
(x̂),
and hence
∫
Φ̂ dµX̂ = 0 as claimed. △
Proof of Claim 2. For any pseudo-horizontal character η̂ of (Ĝ, Γ̂) there exists a pseudo-
horizontal character η of (G×LG,Γ×LΓ) such that η̂ ◦ σ = η. Thus, instead of (4.32), it
suffices to show that for all non-trivial pseudo-horizontal characters η of (G×LG,Γ×LΓ) we
have
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
N
N∑
n=1
η
(
vh (n)Γ×LΓ
)
= 0. (4.34)
According to Remark 2.16, there exist a pseudo-horizontal character η1 of (G,Γ) and a
pseudo-horizontal character η2 of (L, (L ∩ Γ)) with [G
◦, L◦] ⊂ ker η2 such that
η
(
(a, b)Γ×LΓ
)
= η1(bΓ)η2(ab
−1ΓL), ∀(a, b) ∈ G×LG,
where ΓL := Γ ∩ L. Thus, by (4.28),
η
(
vh (n)Γ×LΓ
)
= η1
(
v(n)Γ
)
η2
(
wh(n)ΓL
)
.
Although we have b1, . . . , bm ∈ L, we don’t necessarily have b1, . . . , bm ∈ L
◦. This
makes it more difficult to study the expressions η1(v(n)Γ) and η2(wh(n)ΓL), because η1 and
η2 are only pseudo-horizontal characters and not horizontal characters. However, we can
circumvent these difficulties in the following way. Since π(L) is connected, we have
L◦ΓL = L. (4.35)
As is explained in [Lei05b, Subsections 2.6 and 2.7 on p. 204], under these conditions there
exist a polynomial sequence g1 : N→ L
◦ such that
g1(n)ΓL = b
p1(n)
1 · . . . · b
pm(n)
m ΓL, ∀n ∈ N. (4.36)
The advantage of using g1(n) instead of b
p1(n)
1 · . . . · b
pm(n)
m is that g1(n) takes values in
L◦ ⊂ G◦ and hence the image of g1(n) under η1 and η2 is easier to understand. A downside
of making this trade-off is that, unlike b1, . . . , bm, the values of g1(n) do not necessarily
27
commute with a1, . . . , ak. But for the current proof (meaning the proof of Claim 2) this
commutative is not needed. Similarly, we can find a polynomial sequence in two variables
g2 : N
2 → L◦ such that
g2(n, h)ΓL = b
∆hp1(n)
1 · . . . · b
∆hpm(n)
m ΓL, ∀n, h ∈ N.
Note that even though
b
∆hp1(n)
1 · . . . · b
∆hpm(n)
m =
(
b
p1(n+h)
1 · . . . · b
pm(n+h)
m
)(
b
p1(n)
1 · . . . · b
pm(n)
m
)−1
,
we do not necessarily have g2(n, h) = g1(n+ h)g1(n)
−1. But we do have
g2(n, h)[L
◦, L◦]ΓL = g1(n+ h)g1(n)−1[L◦, L◦]ΓL, (4.37)
which we will make use of later.
It will be convenient to pick α1, . . . , αk and (ζi)i∈I such that
η1(a
t
iΓ) = e(tαi), i = 1, . . . , k, ∀t ∈ R,
η2(a
t
iΓL) = e(tζi), i ∈ I, ∀t ∈ R,
where e(x) is shorthand for e2πix. From (2.3) and the fact that a1, . . . , ak ∈ G
◦ as well as
ai ∈ L
◦ for all i ∈ I , it follows that
η1
(
v(n)Γ
)
η2
(
wh(n)ΓL
)
=
= η1
 ∏
16i6k
a
fi(n)
i ·
∏
16j6m
b
pj(n)
j Γ
 η2
∏
i∈I
a
∆hfi(n)
i ·
∏
16j6m
b
∆hpj(n)
j ΓL

= e
(
k∑
i=1
fi(n)αi +
∑
i∈I
∆hfi(n)ζi
)
η1
 ∏
16j6m
b
pj(n)
j Γ
 η2
 ∏
16j6m
b
∆hpj(n)
j ΓL

= e
(
k∑
i=1
fi(n)αi +
∑
i∈I
∆hfi(n)ζi
)
η1 (g1(n)Γ) η2 (g2(n, h)ΓL) .
(4.38)
Note that [L◦, L◦]ΓL belongs to the kernel of η2 and so it follows from (4.37) that
η2 (g2(n, h)ΓL) = η2
(
g1(n+ h)g1(n)
−1ΓL
)
.
Let r1, r2 ∈ R[t] be polynomials such that
η1 (g1(n)) = e
(
r1(n)
)
as well as
η2 (g1(n)ΓL) = e
(
r2(n)
)
.
Then (4.38) implies
η1
(
v(n)Γ
)
η2
(
wh(n)ΓL
)
= e
(
k∑
i=1
fi(n)αi +
∑
i∈I
∆hfi(n)ζi + r1(n) + r2(n + h)− r2(n)
)
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and so (4.34) becomes
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
N
N∑
n=1
e
(
k∑
i=1
fi(n)αi +
∑
i∈I
∆hfi(n)ζi + r1(n) + r2(n+ h)− r2(n)
)
= 0.
(4.39)
Since f1, . . . , fk have different growth (see property (F3)) and behave independently from
polynomials (due to property (F4)), it follows that if at least one of the αi is non-zero or
at least one of the ζi is non-zero, then (4.39) is satisfied and we are done. Let us therefore
assume αi = 0 for all i = 1, . . . , k and ζi = 0 for all i ∈ I . In this case, (4.39) is equivalent
to
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
N
N∑
n=1
e (r1(n) + r2(n+ h)− r2(n)) = 0. (4.40)
Averages of polynomial sequences are known to behave very regularly. In particular, the
order of limits in (4.40) can be interchanged freely, which means that (4.40) is equivalent to
lim
N→∞
lim
H→∞
1
N
N∑
n=1
1
H
H∑
h=1
e (r1(n) + r2(n+ h)− r2(n)) = 0,
which is the same as(
lim
N→∞
1
N
N∑
n=1
e (r1(n)− r2(n))
)(
lim
H→∞
1
H
H∑
h=1
e (r2(h))
)
= 0. (4.41)
Recall that bZi Γ is connected for all i = 1, . . . ,m. This implies that b
Z
i ΓL is also connected
for all i = 1, . . . ,m and therefore{
b
p1(n)
1 · . . . · b
pm(n)
m : n ∈ Z
}
= bZ1 · . . . · b
Z
mΓ
is connected. It now follows from (4.36) that g1(Z)Γ and g1(Z)ΓL are connected. But
if g1(Z)ΓL is connected then, because e(r2(n)) = η2(g1(n)ΓL), as soon as the function
n 7→ e(r2(n)) is non-constant, the average
lim
H→∞
1
H
H∑
h=1
e (r2(h))
must equal 0. If this average equals 0 then (4.41) holds, which implies that (4.40) holds,
and once again we are done. Let us therefore assume that n 7→ e(r2(n)) is constant. Since
e(r2(0)) = 1, if n 7→ e(r2(n)) is constant then we must have e(r2(n)) = 1 for all n ∈ N.
Therefore g1(n) belongs to the kernel of η2 and (4.40) becomes
lim
N→∞
1
N
N∑
n=1
e (r1(n)) = 0. (4.42)
Since g1(Z)Γ is connected, we once again only have two possibilities: either e(r1(n)) is
constant equal to 1 or (4.42) is satisfied. Since we are done if (4.42) is satisfied, the proof
of Claim 2 is completed if we can show that e(r1(n)) cannot be constant equal to 1 under
the current assumptions.
By way of contradiction, assume e(r1(n)) = 1 for all n ∈ N. This implies that g1(n)
belongs to the kernel of η1. But we also have that a1, . . . , ak belong to the kernel of η1 and
ai for i ∈ I as well as g1(n) for all n ∈ N belong to the kernel of η2. We claim that having
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all those elements belong to the kernels of η1 and η2 contradicts the hypothesis that either
η1 or η2 are non-trivial.
To verify this claim, we first need to make a simplifying assumption. Note that the group
generated by G◦ and b1, . . . , bm is closed and rational6, and it contains a1, . . . , ak as well as
b1, . . . , bm. Therefore we can replace G by 〈G
◦, b1, . . . , bm〉 if necessary, and will henceforth
assume that G = 〈G◦, b1, . . . , bm〉.
Next, define
N :=
∏
i∈I
aRi · b
Z
1 · . . . · b
Z
m[G
◦, L◦]ΓL◦ ,
where ΓL◦ = Γ ∩ L
◦. We claim that N is a normal subgroup of G with a dense subset
of rational elements. Once verified, this claim will imply that the closure of N , which we
denote by N , is a closed, rational, and normal subgroup of G.
To show that N is a group, define
N0 :=
∏
i∈I
aRi [G
◦, L◦]ΓL◦ and H := bZ1 · . . . · b
Z
m
and note that N = HN0. Certainly, H is a subgroup of G. If we can show that N0 is a
normal subgroup of G then it will follow that N is a group.
Since G = 〈G◦, b1, . . . , bm〉, to prove that N0 is normal it suffices to show that g−1N0g =
N0 for all g ∈ G
◦, and b−1j N0bj = N0 for all j = 1, . . . ,m. It is easy to see that that
g−1N0g = N0 holds for all g ∈ G◦, becauseN0 contains [G◦, L◦]. To show that b−1j N0bj = N0
for all j = 1, . . . ,m fix some j between 1 and m. Since bj commutes with ai, we have
b−1j N0bj = b
−1
j
(∏
i∈I
aRi [G
◦, L◦]ΓL◦
)
bj =
∏
i∈I
aRi b
−1
j [G
◦, L◦]ΓL◦bj.
Since both G◦ and L◦ are normal subgroups of G, the commutator [G◦, L◦] is normal and
hence ∏
i∈I
aRi b
−1
j [G
◦, L◦]ΓL◦bj =
∏
i∈I
aRi [G
◦, L◦]b−1j ΓL◦bj .
Since L◦ΓL = ΓLL◦ = L (cf. (4.35)), there exists γ ∈ ΓL and c ∈ L◦ such that γc = bj .
Hence ∏
i∈I
aRi [G
◦, L◦]b−1j ΓL◦bj =
∏
i∈I
aRi [G
◦, L◦]c−1γ−1ΓL◦γc.
Since ΓL◦ is a normal subgroup of Γ, we have γ
−1ΓL◦γ = ΓL◦ . So∏
i∈I
aRi [G
◦, L◦]c−1γ−1ΓL◦γc =
∏
i∈I
aRi [G
◦, L◦]c−1ΓL◦c.
Finally, observe that c−1ΓL◦c = ΓL◦ mod [G◦, L◦], which gives∏
i∈I
aRi [G
◦, L◦]c−1ΓL◦c =
∏
i∈I
aRi [G
◦, L◦]ΓL◦ = N0.
This proves that N0 is a normal subgroup of G and hence N is a subgroup of G.
6 Since X is connected, be have G◦Γ = G. Therefore, for every i = 1, . . . , m there exists γi ∈ Γ such
that biγi ∈ G
◦. This means that the group generated by G◦ and b1, . . . , bm equals G
◦Γ′, where Γ′ is the
subgroup of Γ generated by γ1, . . . , γm. This proves that the group generated by G
◦ and b1, . . . , bm is both
closed and rational.
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Next, let us show that N is normal too. When proving that N0 is normal, we used that
G is generated by G◦ and b1, . . . , bm. For the proof that N is normal, this does not seem to
be particularly helpful. Instead, we shall use that the set aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ is dense in G
(which follows from (4.20)). Therefore, to show that N is normal, it suffices to prove that
a−1i Nai = N for all i = 1, . . . , k, b
−1
j Nbj = N for all j = 1, . . . ,m, and γ
−1Nγ = N for all
γ ∈ Γ. To verify the first assertion, namely that a−1i Nai = N , simply note that N = HN0,
where N0 is normal and H is a group every element of which commutes with ai. A similar
argument shows that b−1j Nbj = N . To see why γ
−1Nγ = N holds for all γ ∈ Γ, simply note
that N = HN0 = ΓLN0 and ΓL is a normal subgroup of Γ.
Finally let us show that rational elements are dense in N , or equivalently, that N is
rational. It is well known (see [Lei05b, Subsection 2.2, p. 203–204]) that a closed subgroup
of G is rational if and only if its intersection with Γ is a uniform subgroup of that group.
Hence, to prove that N is rational, it suffices to show that Γ ∩N is a uniform subgroup of
N . However, since ΓL ⊂ N and N ⊂ L, it follows that Γ ∩N = ΓL. Since ΓL is a uniform
subgroup of L and N is a subgroup of L, it follows that ΓL is a uniform subgroup of N and
we are done.
In conclusion, N is a closed and rational subgroup of L that contains ai for all i ∈ I and
bj for all j = 1, . . . ,m. Moreover, N is a normal subgroup of G. Since, by definition, L is
the smallest subgroup of G with all these properties, we must have
L = N.
Recall that a1, . . . , ak and g1(n) for all n ∈ N belong to the kernel of η1 and ai for
i ∈ I and g1(n) for all n ∈ N belong to the kernel of η2. From this it follows that
b1, . . . , bm also belong to the kernel of both η1 and η2. Recall also that [G
◦, L◦] ⊂ ker η2.
In other words aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ is a subset of ker(η1) and N is a subset of ker(η2). Since
aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ is dense in G it follows that η1 is trivial, and since N is dense in L, η2
is also trivial. This contradicts the fact that either η1 or η2 is non-trivial and finishes the
proof of Claim 2. △
Proof of Claim 3. Recall that v̂h(n) = σ(vh (n)), where v

h (n) = (wh(n), 1G) v
△(n),
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k b
p1(n)
1 · . . . · b
pm(n)
m , ∀n ∈ N,
and
wh(n) =
∏
i∈I
a
∆hfi(n)
i ·
∏
16j6m
b
∆hpj(n)
j .
Let νi denote the degree of fi. Using Taylor’s Theorem, we can approximate ∆hfi(n) by
∆hfi(n) = hf
′
i(n) + . . . +
h(νi−1)
(νi − 1)!
f
(νi−1)
i (n) + O
(
f (νi)(n)
)
.
In view of Lemma 2.2, we have O(f (νi)(n)) = on→∞(1). Thus,
dG
(
wh(n),
∏
i∈I
a
hf ′i(n)+...+
h(νi−1)
(νi−1)!
f
(νi−1)
i
(n)
i ·
∏
16j6m
b
∆hpj(n)
j
)
= on→∞(1).
If i ∈ I then νi > 2. Also, according to the hypothesis of Theorem F, for every j ∈
{1, . . . , νi−1} there exists z(i, j) ∈ {1, . . . , k} such that f
(j)
i = fz(i,j). For every l ∈ {1, . . . , k}
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define Ql := {(i, j) : z(i, j) = l} and set
u˜l(h) :=
∏
(i,j)∈Ql
a
hj
j!
i .
Now define, for every i ∈ {1, . . . , k}, the polynomial mapping ui : N→ Ĝ
◦ as
ui(h) :=
{
σ(ai, ai), if i /∈ I,
σ(aiu˜i(h), ai), if i ∈ I.
In a similar way, one can find c, e1, . . . , em : N→ Ĝ. △
Proof of Claim 4. Fix h ∈ N. Since G• = {G1, G2, . . . , Gd, Gd+1} is filtration that realizes
the degree of v, we have bj ∈ Gdeg(pj)+1 for all j = 1, . . . ,m and ai ∈ Gdeg(fi) for all
i = 1, . . . , k. Define Li := L ∩Gi+1, i = 0, 1, . . . , d, Ld+1 := {1G}, and
(G×LG)• =
{
G1×L1G1, . . . , Gd×LdGd, Gd+1×Ld+1Gd+1
}
.
According to Lemma 4.6, (G×LG)• is a d-step filtration of G×LG. We claim that (G×LG)•
is a filtration that realizes the degree of vh (n). Recall that
vh (n) = (wh(n), 1G) v
△(n),
where
v△(n) =
∏
16i6k
(ai, ai)
fi(n) ·
∏
16j6m
(bj , bj)
pj(n)
and
(wh(n), 1G) =
∏
i∈I
(ai, 1G)
∆hfi(n) ·
∏
16j6m
(bj , 1G)
∆hpj(n).
To show that (G×LG)• is a filtration realizing the degree of vh (n), we must prove that
(i) (bj , bj) ∈ Gdeg(pj)+1×Ldeg(pj)+1Gdeg(pj)+1 for all j = 1, . . . ,m;
(ii) (ai, ai) ∈ Gdeg(fi)×Ldeg(fi)Gdeg(fi) for all i = 1, . . . , k;
(iii) (bj , 1G) ∈ Gdeg(∆hpj)+1×Ldeg(∆hpj )+1
Gdeg(∆hpj)+1 for all j = 1, . . . ,m;
(iv) (ai, 1G) ∈ Gdeg(∆hfi)×Ldeg(∆hfi)
Gdeg(∆hfi) for all i ∈ I ;
Parts (i) and (ii) follow from the fact that G△i ⊂ Gi×LiGi for all i = 1, . . . , d and that
bj ∈ Gdeg(pj)+1 for all j = 1, . . . ,m and ai ∈ Gdeg(fi) for all i = 1, . . . , k. Parts (i) and (ii)
follow from the fact that deg(∆hfi) = deg(fi) − 1 and deg(∆hpj) = deg(pj) − 1 and that
(L ∩Gi+1)× {1G} ⊂ Gi×LiGi.
To complete the proof of Claim 4, note that if (G×LG)• is a filtration realizing the degree
of vh (n), then the filtration Ĝ• = {Ĝ1, Ĝ2, . . . , Ĝd}, defined as
Ĝi := σ
(
Gi×LiGi
)
, i = 1, . . . , d,
is a filtration realizing the degree of v̂h(n). Moreover, Gd×LdGd is equal to G
△
d because Ld =
{1G}, and henceGd×LdGd belongs to the kernel of σ. This shows that Ĝ• = {Ĝ1, Ĝ2, . . . , Ĝd}
is a (d− 1)-step filtration and hence v̂h(n) has degree d− 1. △
This finishes the proofs of Claims 1, 2, 3, and 4, which in turn completes the proof of
Theorem F.
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5. Theorems C and D
For proving Theorems C and D we use essentially the same ideas as were used in the proofs
of Theorems A and B, only that all Cesàro averages get replaced with W -averages. Similar
to what we did in Section 3, the first step is to reduce Theorems C and D to the following
analogue of Theorem F.
Theorem G. Let G be a simply connected nilpotent Lie group, Γ a uniform and discrete
subgroup of G, and H a Hardy field. Assume v : N→ G is a mapping of the form
v(n) = a
f1(n)
1 · . . . · a
fk(n)
k b
p1(n)
1 · . . . · b
pm(n)
m , ∀n ∈ N,
where a1, . . . , ak ∈ G
◦, b1, . . . , bm ∈ G, the elements a1, . . . , ak, b1, . . . , bm are pairwise com-
muting, bZ1Γ, . . . , b
Z
mΓ are connected sub-nilmanifolds of X = G/Γ, p1, . . . , pm ∈ R[t] are
polynomials satisfying
(G1) pj(Z) ⊂ Z, for all j = 1, . . . ,m,
(G2) 1 6 deg(p1) < . . . < deg(pm) 6 m,
and f1, . . . , fk ∈ H satisfy
(G3) f1(t) ≺ . . . ≺ fk(t),
(G4) for all f ∈ {f1, . . . , fk} there exists ℓ ∈ N such that t
ℓ−1 log(W (t)) ≺ f(t) ≺ tℓ,
(G5) for all f ∈ {f1, . . . , fk} with deg(f) > 2 we have f
′ ∈ {f1, . . . , fk},
where W ∈ H has degree 1. Then (v(n)Γ)n∈N is uniformly distributed with respect to
W -averages in the sub-nilmanifold aR1 · · · a
R
k b
Z
1 · · · b
Z
mΓ.
The proof that Theorem G implies Theorems D and C is almost identical to the proof
that Theorem F implies Theorems A and B given in Section 3. The only difference is that
instead of applying Corollary A.6 with V (t) = t, we apply Corollary A.6 with V (t) = W (t)
where W ∈ H is chosen (using Corollary A.5) such that f1, . . . , fk satisfy Property (PW ).
Since these proofs are so similar, we omit the details.
The proof of Theorem G is, just like the proof of Theorem F, split into three cases: the
abelian case, the sub-linear case, and the general case. The proof of the sub-linear case
of Theorem G is the same as the proof of the sub-linear case of Theorem F, except that
all Cesàro averages are replaced with W -averages and instead of utilizing Proposition 4.4
one uses Proposition 6.1, which is precisely the analogue of Proposition 4.4 for W -averages.
Therefore, we omit the details of this part of the proof of Theorem G too.
Similarly, the arguments used in the proof of the general case of Theorem G are almost
identical to the ones used in the proof of the general case of Theorem F in Section 4.3 if one
replaces all Cesàro averages with W -averages and instead of applying Theorem A.7 with
pn = 1 one applies Theorem A.7 with pn = w(n). We omit the details of this part as well.
This leaves only the abelian case of Theorem G to be verified. For the proof of this case
we can also copy the proof of the abelian case of Theorem F given in Section 4.1. The only
missing ingredient is a variant of Boshernitzan’s Equidistribution Theorem ([Bos94, Theorem
1.8]) for W -averages. Let us formulate and prove such a variant now.
Theorem 5.1. Let H be a Hardy field, let W,f ∈ H, and assume 1 ≺ W (t) ≪ t and
tℓ−1 log(W (t)) ≺ f(t) ≺ tℓ for some ℓ ∈ N. Then
lim
N→∞
1
W (n)
N∑
n=1
w(n) e(f(n)) = 0, (5.1)
where w = ∆W .
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Although Theorem 5.1 for W (t) = t does not imply Boshernitzan’s Equidistribution
Theorem in full generality, it is good enough for the proof of the abelian case of Theorem G.
Proof of Theorem 5.1. For the proof we use induction on ℓ. For the base case of the induc-
tion, when ℓ = 1, we use Proposition 6.1. In light of Proposition 6.1, instead of (5.1) it
suffices to show that for every ε > 0 there exists ξ ∈ (0, ε) such that
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
W (N)
N∑
n=1
w(n)e(f(n) + ξh)e(f(n)) = 0. (5.2)
We can simplify the left hand side of (5.2) to
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
W (N)
N∑
n=1
w(n)e(f(n) + ξh)e(f(n))
= lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
W (N)
N∑
n=1
w(n)e(ξh)
= lim
H→∞
1
H
H∑
h=1
e(ξh),
(5.3)
which equals 0 for all ξ /∈ Z.
For the proof of the inductive step, we use Theorem A.7. In view of Theorem A.7,
applied with PN = W (N) and pn = w(n), we see that (5.1) holds if we can show
lim
H→∞
lim
N→∞
1
H
H∑
h=1
1
W (n)
N∑
n=1
w(n) e(f(n + h)− f(n)) = 0. (5.4)
However, since f satisfied tℓ−1 log(W (t)) ≺ f(t) ≺ tℓ, the function ∆hf(t) := f(t+h)− f(t)
satisfies tℓ−2 log(W (t)) ≺ ∆hf(t) ≺ tℓ−1, which is a consequence of Lemma 2.2. Hence (5.4)
follows form the induction hypothesis.
6. A variant of van der Corput’s Lemma
The purpose of this section is to prove the following proposition which was used in the proofs
of Theorem 4.2 in Section 4.2 and Theorem G in Section 5.
Proposition 6.1. Assume W and f1, . . . , fk are functions from a Hardy field H satisfying
1 ≺ W ≪ t and log(W (t)) ≺ f1(t) ≺ . . . ≺ fk ≺ t. Let Ψ: R
k → C be a bounded and
uniformly continuous function and suppose for all s ∈ R the limit
A(s) := lim
N→∞
1
W (N)
N∑
n=1
w(n)Ψ(f1(n), . . . , fk−1(n), fk(n) + s)Ψ(f1(n), . . . , fk(n)) (6.1)
exists, where w = ∆W . If for every ε > 0 there exists ξ ∈ (0, ε) such that
lim
H→∞
1
H
H∑
h=1
A(ξh) = 0
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then necessarily
lim
N→∞
1
W (N)
N∑
n=1
w(n)Ψ(f1(n), . . . , fk(n)) = 0. (6.2)
Note that Proposition 4.4 follows from Proposition 6.1 by choosing W (t) = t.
The next lemma will be useful for the proof of Proposition 6.1. We say a function
f : [1,∞) → R has sub-exponential growth if |f(t)| ≺ ct for all c > 1.
Lemma 6.2. Let f ∈ H with log(t) ≺ f(t) ≺ t. Then f−1 has sub-exponential growth.
Proof. Note that f−1(t) has sub-exponential growth if and only if
lim
t→∞
f−1(t+ 1)
f−1(t)
= 1.
Let us therefore consider the number c0 := limn→∞ f−1(n+ 1)/f−1(n). Note that this limit
exists because if f belongs to some Hardy Field, then so does f−1.
Since f−1 is eventually increasing, we have c0 > 1. It remains to show that c0 6 1, which
we will do by showing that c 6 1 for all c < c0. Thus, fix any c with 0 < c < c0. There
exists M ∈ N such that for all but finitely many n we have
f−1(n) >Mcn
and hence, using f(f−1(n)) = n, we obtain
f(Mcn) 6 n.
Since log(t) ≺ f(t), we conclude that log(Mcn) ≺ n and hence c 6 1.
Remark 6.3. It follows from Lemma 6.2 that ifW,f ∈ H with 1 ≺W ≪ t and log(W (t)) ≺
f(t) then W ◦ f−1 has sub-exponential growth.
Lemma 6.4. Let W,f ∈ H with 1 ≺ W (t) ≪ 1 and log(W (t)) ≺ f(t) ≺ t, and define
w := ∆W . For every n ∈ N and ξ ∈ (0, 1] define
Kn :=
{
j ∈ N : f(j) ∈ (ξn, ξ(n+ 1)]
}
.
Define g(t) := ξ−1f(t), pn :=
∑
i∈Kn w(i), and PN :=
∑N
n=1 pn. Then the following hold:
(i) limn→∞
W (g−1(n+1))−W (g−1(n))
pn
= 1.
(ii) limn→∞
W (g−1(n))
Pn
= 1;
(iii) limn→∞ Pn =∞;
(iv) limn→∞ pnPn = 0.
Proof. Since 1 ≺ f(t) ≺ t and f is eventually monotone increasing, for sufficiently large n
the set Kn is an interval of the form [an, bn] ⊂ N, where limn→∞ bn−an =∞. For all such n
we thus also have pn = W (bn+1)−W (an) = W (bn)−W (an)+on→∞(1). Let sn := min{t ∈
R : f(t) > ξn}. Then for all but finitely many n we have that sn = g
−1(n). Note that the
difference between an and sn can be bounded from above by ∆f(n), and since ∆f(n)→ 0 as
n→∞, we have that limn→∞ an−sn = 0. Similarly, we can show that limn→∞ bn−sn+1 = 0.
Therefore limn→∞W (an)−W (g−1(n)) = limn→∞W (bn)−W (g−1(n + 1)) = 0 and hence
lim
n→∞
W (g−1(n+ 1))−W (g−1(n))
pn
= lim
n→∞
W (g−1(n+ 1))−W (g−1(n))
W (bn)−W (an)
= 1.
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Part (ii) follows straight away from (i) and part (iii) follows immediately from part (ii)
and the fact that W (g−1(t)) →∞.
For the proof of part (iv) note that
lim
n→∞ pn/Pn = limn→∞
W (g−1(n+ 1))−W (g−1(n))
W (g−1(n))
because of parts (i) and (ii). However, limn→∞(g−1(n + 1) − g−1(n))/g−1(n) = 0 because
W (g−1(t)) has sub-exponential growth due to Remark 6.3 and the fact that log(W (t)) ≺
g(t).
Proof of Proposition 6.1. Fix ξ ∈ (0, 1] and define Kj := {n ∈ N : fk(n) ∈ (ξ(j − 1), ξj]}
and g(t) := ξ−1fk(t). Since
1
W (N)
N∑
n=1
w(n)Ψ(f1(n), . . . , fk(n))
=
1
W (N)
⌊g(N)⌋∑
j=1
∑
n∈Kj
w(n)Ψ(f1(n), . . . , fk(n)) + oN→∞(1),
instead of (6.2) is suffices to show that
lim
N→∞
1
W (N)
⌊g(N)⌋∑
j=1
∑
n∈Kj
w(n)Ψ(f1(n), . . . , fk(n)) = 0. (6.3)
Set pj :=
∑
n∈Kj w(n) and PJ :=
∑J
j=1 pj. According to Lemma 6.4, part (ii), we have
lim
N→∞
W (N)
P⌊g(N)⌋
= 1.
Therefore, (6.3) is equivalent to
lim
N→∞
1
P⌊g(N)⌋
⌊g(N)⌋∑
j=1
∑
n∈Kj
w(n)Ψ(f1(n), . . . , fk(n)) = 0.
which we can write as
lim
J→∞
1
PJ
J∑
j=1
∑
n∈Kj
w(n)Ψ(f1(n), . . . , fk(n)) = 0. (6.4)
Define gi(n) := fi(g
−1(n)) for i = 1, . . . , k and note that gk(n) = ξn. Then supn∈Kj |gk(j)−
fk(n)| = O(ξ) and, for all i < k, we have supn∈Kj |gi(j) − fi(n)| = on→∞(1). Therefore,
using the uniform continuity of Ψ, we have that∑
n∈Kj
w(n)Ψ(f1(n), . . . , fk(n)) = pjΨ
(
g1(j), . . . , gk(j)
)
+ oj→∞,ξ→0(pj).
It follows that
1
PJ
J∑
j=1
∑
n∈Kj
w(n)Ψ(f1(n), . . . , fk(n)) =
1
PJ
J∑
j=1
pjΨ(g1(j), . . . , gk(j)) + oJ→∞,ξ→0(1).
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In conclusion, (6.4), and therefore also (6.2), are equivalent to
lim
J→∞
1
PJ
J∑
j=1
pjΨ(g1(j), . . . , gk(j)) = oξ→0(1). (6.5)
Using essentially the same argument one can also show that A(s), which was defined in
(6.1), is given by
A(s) = lim
J→∞
1
PJ
J∑
j=1
pjΨ(g1(j), . . . , gk−1(j), gk(j) + s)Ψ(g1(j), . . . , gk(j)). (6.6)
According to Theorem A.7, instead of (6.5), it is enough to prove that
lim
H→∞
1
H
H∑
h=1
 lim
J→∞
1
PJ
J∑
j=1
pjΨ(g1(j + h), . . . , gk(j + h))Ψ(g1(j), . . . , gk(j))
 = oξ→0(1).
(6.7)
For i < k we have gi(t) ≺ t and hence gi(j + h) = gi(j) + oj→∞(1). For i = k we have
g(j + h) = g(j) + ξ. Therefore the left hand side of (6.7) can be replaced with
lim
H→∞
1
H
H∑
h=1
 lim
J→∞
1
PJ
J∑
j=1
pjΨ(g1(j), . . . , gk−1(j), gk(j) + ξh)Ψ(g1(j), . . . , gk(j))
 ,
which in combination with (6.6) shows that (6.7) is equivalent to
lim
H→∞
1
H
H∑
h=1
A(ξh) = oξ→0(1).
This finishes the proof.
A. Appendix
A.1. Some basic results regarding functions form a Hardy field
Lemma A.1. Let H be a Hardy field and let f ∈ H be of polynomial growth. If f(N) ⊂ Z
then f ∈ R[t].
Proof. For k ∈ N, let ∆kf denote the k-fold finite difference of f , that is, ∆0f(n) = f(n),
∆1f(n) = ∆f(n) = f(n+1)− f(n), ∆2f(n) = ∆f(n+1)−∆f(n) = f(n+2)−2f(n+1)+
f(n), and so on. If d is the degree of f then the function ∆df has degree 0. Moreover, since
f(N) ⊂ Z, we have ∆df(n) ∈ Z for all n ∈ N. However, the only function from a Hardy
field that has degree 0 and for which all its values belong to Z is a constant function. That
means that ∆df(n) = c for some c ∈ Z, which implies that f is a polynomial of degree d
satisfying f(N) ⊂ Z.
Lemma A.2. Let G be a simply connected nilpotent Lie group, a ∈ G, H a Hardy field,
and f ∈ H of polynomial growth. If f(N) ⊂ dom(a) then one of the following two cases
holds:
(i) either a ∈ G◦;
(ii) or there exist m ∈ N and p ∈ R[t] with p(Z) ⊂ Z such that 1m ∈ dom(a) and
f(n) = p(n)/m for all n ∈ N.
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Proof. Suppose a is not an element of G◦. This means there exists m ∈ N such that
dom(a) = 1mZ. In particular, f(N) ⊂
1
mZ. By Lemma A.1 the function p(n) := mf(n) is
polynomial with p(N) ⊂ Z. This finishes the proof.
Define S(f1, . . . , fk) = {λ1f1 + . . .+ λkfk + p : λ1, . . . , λk ∈ R, p ∈ R[t]}.
Lemma A.3. Let H be a Hardy field and assume f1, . . . , fk ∈ H have polynomial growth.
Then there exist m ∈ N, g1, . . . , gm ∈ S(f1, . . . , fk), p1, . . . , pk ∈ R[t], and λ1,1, . . . , λk,m ∈ R
with the following properties:
(1) g1(t) ≺ . . . ≺ gm(t);
(2) for all g ∈ {g1, . . . , gm} either g = 0 or there exists ℓ ∈ N such that t
ℓ−1 ≺ g(t) ≺ tℓ;
(3) for all i ∈ {1, . . . , k},
lim
t→∞
∣∣∣∣∣fi(t)−
m∑
j=1
λi,jgj(t)− pi(t)
∣∣∣∣∣ = 0.
Proof. Let us associate to every finite set of functions h1, . . . , hr ∈ H of polynomial growth a
pair (d, e) ∈ (N∪{0})×N, which we will call the characteristic pair associated to {h1, . . . , hr},
in the following way: The number d is the maximal degree among degrees of functions in
{h1, . . . , hr}, i.e.,
d = max
{
deg(hi) : 1 6 i 6 r
}
,
and the number e equals the number of functions in {h1, . . . , hr} whose degree is d, i.e.,
e =
∣∣{i ∈ {1, . . . , r} : deg(hi) = d}∣∣.
Using this notion of a characteristic pair, we can define a partial ordering on the set of
finite subsets of functions in H of polynomial growth: Given h1, . . . , hr, h
∗
1, . . . , h
∗
r∗ ∈ H of
polynomial growth we write {h1, . . . , hr} ≺ {h
∗
1, . . . , h
∗
r∗} if
• either d < d∗,
• or d = d∗ and e < e∗,
where (d, e), (d∗, e∗) are the characteristic pairs associated to {h1, . . . , hr} and {h∗1, . . . , h
∗
r∗}
respectively.
Recall, our goal is to show for any f1, . . . , fk ∈ H of polynomial growth there existm ∈ N,
g1, . . . , gm ∈ S(f1, . . . , fk), p1, . . . , pk ∈ R[t], and λ1,1, . . . , λk,m ∈ R such that properties (1),
(2), and (3) are satisfied. To accomplish this goal, we will use induction on the just defined
partial ordering.
The base case of this induction corresponds to (d, e) = (0, e) for some e ∈ N. In this case
we have k = e. Let m := 1, ci := limt→∞ fi(t), g1(t) = 0, pi(t) := ci, and λi,1 := 0. With
this choice, (1), (2), and (3) are satisfied, and we are done.
Next, suppose we are in the case when the characteristic pair associated to {f1, . . . , fk}
is of the form (d, e) and d > 1. Define σi := limt→∞ fi(t)/td and set
hi(t) := fi(t)− σit
d, i = 1, . . . , k.
This yields a new collection of functions {h1, . . . , hk} with the property that hi(t) ≺ t
d
for all i = 1, . . . , k. We now distinguish two cases, the case when the characteristic pair
of {h1, . . . , hk} is the same as the characteristic pair of {f1, . . . , fk}, and the case when
{h1, . . . , hk} ≺ {f1, . . . , fk}.
If we are in the first case then there exists some function in {h1, . . . , hk} of degree d.
In light of Lemma 2.2 we can relabel h1, . . . , hk such that h1 ≪ . . . ≪ hk. Then hk has
degree d. Define ηi := limt→∞ hi(t)/hk(t) and set h∗i := hi − ηihk for all i = 1, . . . , k − 1.
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It is straightforward to check that h∗1, . . . , h
∗
k−1 ∈ H satisfies {h
∗
1, . . . , h
∗
k−1} ≺ {h1, . . . , hk}.
Therefore, By the induction hypothesis, we can find m∗ ∈ N, g∗1 , . . . , g
∗
m∗ ∈ S(h
∗
1, . . . , h
∗
k−1),
p∗1, . . . , p
∗
k−1 ∈ R[t], and λ
∗
1,1, . . . , λ
∗
k−1,m∗ ∈ R such that g
∗
1 , . . . , g
∗
m∗ satisfy properties (1)
and (2), and for all i ∈ {1, . . . , k − 1} we have
lim
t→∞
∣∣∣∣∣h∗i (t)−
m∗∑
j=1
λ∗i,jg
∗
j (t)− p
∗
i (t)
∣∣∣∣∣ = 0.
Define m = m∗ + 1, let pi := p∗i + σit
d, and set
λi,j =

λ∗i,j, if i < k and j < m
ηi, if i < k and j = m
0, if i = k and j < m
1, if i = k and j = m
, and gj =
{
g∗j , if j < m
hk, if j = m
.
Then, for i ∈ {1, . . . , k − 1} we have
fi(t) = h
∗
i (t) + ηihk(t) + σit
d + ot→∞(1)
=
m∗∑
j=1
λ∗i,jg
∗
j (t) + p
∗
i (t) + ηihk(t) + σit
d + ot→∞(1)
=
m−1∑
j=1
λi,jgj(t) + λi,mgm(t) + pi(t) + ot→∞(1)
=
m∑
j=1
λi,jgj(t) + pi(t) + ot→∞(1).
For i = k we have
fk(t) = hk(t) + σit
d + ot→∞(1) =
m∑
j=1
λk,jgj(t) + pk(t) + ot→∞(1).
This shows that property (3) is satisfied. Property (2) holds by construction (and the fact
that gm = hk has degree d but satisfies also gm(t) ≺ t
d) and property (1) holds because hk
grows faster than any h∗i for i = 1, . . . , k − 1, which implies that gm also grows faster than
any gj , 1 6 j 6 m− 1.
It remains to deal with the second case, i.e., the case when {h1, . . . , hk} ≺ {f1, . . . , fk}.
By the induction hypothesis, we can find m ∈ N, g1, . . . , gm ∈ S(h1, . . . , hk), p
∗
1, . . . , p
∗
k ∈
R[t], and λ1,1, . . . , λk,m ∈ R such that g1, . . . , gm satisfy properties (1), (2), and for all
i ∈ {1, . . . , k},
lim
t→∞
∣∣∣∣∣hi(t)−
m∑
j=1
λi,jgj(t)− p
∗
i (t)
∣∣∣∣∣ = 0.
Note that S(h1, . . . , hk) = S(f1, . . . , fk) and hence g1, . . . , gm ∈ S(f1, . . . , fk). Moreover, if
we take pi(t) := p
∗
i (t) + σit
d then we get
lim
t→∞
∣∣∣∣∣fi(t)−
m∑
j=1
λi,jgj(t)− pi(t)
∣∣∣∣∣ = 0
as desired.
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Define S∗(f1, . . . , fk) = {λ1f
(n1)
1 +. . .+λkf
(nk)
k +p : λ1, . . . , λk ∈ R, p ∈ R[t], n1, . . . , nk ∈
N ∪ {0}}.
Lemma A.4. Let H be a Hardy field and assume f1, . . . , fk ∈ H have polynomial growth.
Then there exists m ∈ N, g1, . . . , gm ∈ S
∗(f1, . . . , fk), p1, . . . , pk ∈ R[t], and λ1,1, . . . , λk,m ∈
R with the following properties:
(1) g1(t) ≺ . . . ≺ gm(t);
(2) for all g ∈ {g1, . . . , gm} either g = 0 or there exists ℓ ∈ N such that t
ℓ−1 ≺ g(t) ≺ tℓ;
(3) for all g ∈ {g1, . . . , gm} with deg(g) > 2 we have g
′ ∈ {g1, . . . , gm};
(4) for all i ∈ {1, . . . , k},
lim
t→∞
∣∣∣∣∣fi(t)−
m∑
j=1
λi,jgj(t)− pi(t)
∣∣∣∣∣ = 0.
In the proof of Lemma A.3 we associated to every finite set of functions h1, . . . , hr ∈ H
of polynomial growth a pair (d, e) ∈ (N∪{0})×N, called the characteristic pair, which gave
rise to a partial ordering ≺ on the set of finite subsets of functions from H of polynomial
growth. For the proof of Lemma A.4 we shall use inductions on the same partial ordering.
Proof of Lemma A.4. If the characteristic pair associated to {f1, . . . , fk} is either of the from
(0, e) or (1, e) for some e ∈ N then the conclusion of Lemma A.4 follows from Lemma A.3.
Let us therefore assume that the characteristic pair associated to {f1, . . . , fk} is (d, e) with
d > 2 and that Lemma A.4 has already been proven for all f∗1 , . . . , f
∗
k∗ ∈ H satisfying
{f∗1 , . . . , f
∗
k∗} ≺ {f1, . . . , fk}.
By replacing fi with −fi if necessary, we can assume without loss of generality that all
functions in f1, . . . , fk are eventually non-negative. Also, invoking Lemma 2.2, we can relabel
f1, . . . , fk such that f1 ≪ f2 ≪ . . . ≪ fk. Define ηi := limt→∞ fi(t)/fk(t). Set k∗ := k,
define f∗i := fi − ηifk for all i = 1, . . . , k
∗ − 1 and f∗k∗ := f
′
k. It is straightforward to check
that f∗1 , . . . , f
∗
k∗ ∈ H satisfies {f
∗
1 , . . . , f
∗
k∗} ≺ {f1, . . . , fk}. By the induction hypothesis, we
can find m∗ ∈ N, g∗1 , . . . , g
∗
m∗ ∈ H, p
∗
1, . . . , p
∗
k∗ ∈ R[t], and λ
∗
1,1, . . . , λ
∗
k∗,m∗ ∈ R such that
g∗1 , . . . , g
∗
m∗ satisfy properties (1), (2), and (3), and for all i ∈ {1, . . . , k
∗} we have
lim
t→∞
∣∣∣∣∣f∗i (t)−
m∗∑
j=1
λ∗i,jg
∗
j (t)− p
∗
i (t)
∣∣∣∣∣ = 0.
Next, set gj(t) := g
∗
j (t) for all j ∈ {1, . . . ,m
∗} and pi = pi∗ for all i ∈ {1, . . . , k∗ − 1} =
{1, . . . , k−1}. Let j0 be the number in {1, . . . ,m
∗} uniquely determined by the property that
gj has an antiderivative in {g1, . . . , gm∗} if j 6 j0, and has no antiderivative in {g1, . . . , gm∗}
if j > j0. Then, for every j 6 j0, let β(j) be the number in {j + 1, j + 2, . . . ,m
∗} such that
the derivative of gβ(j) equals gj . Define m := 2m
∗ − j0 and, for every j ∈ {m∗ + 1, . . . ,m},
let gj be any antiderivative of gj0+j−m∗ . Let J := {β(j) : 1 6 j 6 j0} and take
λi,j =

λ∗k,β−1(j), if i = k and j ∈ J
0, if i = k and j ∈ {1, . . . ,m∗}\J ,
λ∗k,j+j0−m∗ , if i = k and m
∗ < j 6 m
λ∗i,j + ηiλk,j, if i < k and j 6 m
∗
ηiλk,j, if i < k and m
∗ < j 6 m
.
Also, let pk be any polynomial with the property that it is an antiderivative of p
∗
k. Since
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f ′k(t) = f
∗
k∗(t) and k
∗ = k, we can write
f ′k(t) =
m∗∑
j=1
λ∗k∗,j g
∗
j (t) + p
∗
k∗(t) + ot→∞(1) =
m∗∑
j=1
λ∗k,j gj(t) + p
∗
k(t) + ot→∞(1).
By integrating we get
fk(t) =
j0∑
j=1
λ∗k,j gβ(j)(t) +
m∗∑
j=j0+1
λ∗k,j gm∗+j−j0(t) + c+ pk(t) + ot→∞(1), (A.1)
where c is some real constant. We can absorb c into pk, since pk was chosen to be an
arbitrary antiderivative of p∗k. Thus, (A.1) becomes
fk(t) =
j0∑
j=1
λ∗k,j gβ(j)(t) +
m∗∑
j=j0+1
λ∗k,j gm∗+j−j0(t) + pk(t) + ot→∞(1)
=
j0∑
j=1
λ∗k,j gβ(j)(t) +
m∑
j=m∗+1
λ∗k,j+j0−m∗ gj(t) + pk(t) + ot→∞(1)
=
∑
j∈J
λ∗k,β−1(j) gj(t) +
m∑
j=m∗+1
λk,j gj(t) + pk(t) + ot→∞(1)
=
m∑
j=1
λk,j gj(t) + pk(t) + ot→∞(1).
For i ∈ {1, . . . , k − 1} we have
fi(t) = f
∗
i (t) + ηifk(t)
=
m∗∑
j=1
λ∗i,jg
∗
j (t) + p
∗
i (t) + ηifk(t) + ot→∞(1)
=
m∗∑
j=1
λ∗i,jgj(t) + ηi
m∑
j=1
λk,j gj(t) + pi(t) + ot→∞(1)
=
m∗∑
j=1
(λ∗i,j + ηiλk,j)gj(t) +
m∑
j=m∗+1
ηiλk,j gj(t) + pi(t) + ot→∞(1)
=
m∑
j=1
λi,j gj(t) + pi(t) + ot→∞(1).
This shows that property (4) holds. Properties (1), (2), and (3) are straightforward to
check.
Corollary A.5. LetH be a Hardy field and assume f1, . . . , fk ∈ H have polynomial growth.
Then there exists W ∈ H with 1 ≺W (t)≪ t such that f1, . . . , fk satisfy Property (PW ).
Proof. Let m ∈ N, g1, . . . , gm ∈ S∗(f1, . . . , fk), p1, . . . , pk ∈ R[t], and λ1,1, . . . , λk,m ∈ R be
as guaranteed by Lemma A.4. According to (2), for all g ∈ {g1, . . . , gm} either g = 0 or
there exists ℓ ∈ N such that tℓ−1 ≺ g(t) ≺ tℓ. If g = 0 for some g ∈ {g1, . . . , gm} then
we must have g = g1, since g1 ≺ . . . ≺ gm. By discarding g1 if it is the zero function, we
can assume that for all j ∈ {1, . . . ,m} there exists ℓj ∈ N such that t
ℓj−1 ≺ gj(t) ≺ tℓj .
41
Consider the functions gj(t)/t
ℓj−1, j = 1, . . . ,m, and pick any function W ∈ H with the
property that 1 ≺ W (t)≪ t and log(W (t)) ≺ gj(t)/t
ℓj−1 for all j = 1, . . . ,m. Any W with
these properties is as desired.
Corollary A.6. Let H be a Hardy field, V ∈ H with 1 ≺ V (t)≪ t, and assume f1, . . . , fk ∈
H have the property that
(0) for all c1, . . . , ck ∈ R, n1, . . . , nk ∈ N ∪ {0}, and p ∈ R[t] with p(0) = 0 the function
f = c1f
(n1)
1 + . . .+ ckf
(nk)
k + p satisfies either |f(t)| ≪ 1 or t
ℓ−1 log(V (t)) ≺ |f(t)| ≪ tℓ
for some ℓ ∈ N.
Then there exists m ∈ N, g1, . . . , gm ∈ H, p1, . . . , pk ∈ R[t], and λ1,1, . . . , λk,m ∈ R with the
following properties:
(1) g1(t) ≺ . . . ≺ gm(t);
(2) for all g ∈ {g1, . . . , gm} there exists ℓ ∈ N such that t
ℓ−1 log(V (t)) ≺ g(t) ≺ tℓ;
(3) for all g ∈ {g1, . . . , gm} with deg(g) > 2 we have g
′ ∈ {g1, . . . , gm};
(4) for all i ∈ {1, . . . , k},
lim
t→∞
∣∣∣∣∣fi(t)−
m∑
j=1
λi,jgj(t)− pi(t)
∣∣∣∣∣ = 0.
Proof. This follows straightaway from Lemma A.4.
A.2. Another variant of van der Corput’s Lemma
Theorem A.7. Let p1, p2, p3, . . . be a sequence of positive real numbers that is either non-
decreasing or non-increasing. Let PN :=
∑N
n=1 pn and assume
lim
N→∞
PN = ∞ and lim
N→∞
pN
PN
= 0.
Then for every ε > 0 there exists δ > 0 such that for every arithmetic function f : N → C
bounded in modulus by 1 and with the property that for every h ∈ N the limit
A(h) := lim
N→∞
1
PN
N∑
n=1
pnf(n+ h)f(n)
exists, we have
lim sup
H→∞
∣∣∣∣∣ 1H
H∑
h=1
A(h)
∣∣∣∣∣ 6 δ =⇒ limN→∞
∣∣∣∣∣ 1PN
N∑
n=1
pnf(n)
∣∣∣∣∣ 6 ε. (A.2)
Proof. Assume p1, p2, . . . is non-decreasing, i.e., pn > pn−1 for all n ∈ N. For the case when
p1, p2, . . . is non-increasing similar arguments apply. We claim that for any bounded function
f : N→ C we have
lim
N→∞
∣∣∣∣∣ 1PN
N∑
n=1
pn(f(n)− f(n+ 1))
∣∣∣∣∣ = 0. (A.3)
Let f : N → C be bounded. For the proof of (A.3) we can assume without loss of
generality that supn∈N |f(n)| 6 1. After an index-shift we obtain∣∣∣∣∣ 1PN
N∑
n=1
pn(f(n)− f(n+ 1))
∣∣∣∣∣ 6 p1PN + pNPN +
∣∣∣∣∣ 1PN
N∑
n=2
(pn − pn−1)f(n)
∣∣∣∣∣
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Using pn > pn−1 we can estimate∣∣∣∣∣ 1PN
N∑
n=2
(pn − pn−1)f(n)
∣∣∣∣∣ 6 1PN
N−1∑
n=1
(pn − pn−1).
The sum
∑N
n=2(pn − pn−1) is telescoping and equals pN − p1. We are left with∣∣∣∣∣ 1PN
N∑
n=1
pn(f(n)− f(n+ 1))
∣∣∣∣∣ 6 p1PN + pNPN + pNPN − p1PN = 2pNPN .
The Claim now follows from the assumption pN/PN → 0 as N →∞.
Next, fix any f : N→ C bounded by 1. Using (A.3), we get for all H ∈ N that∣∣∣∣∣ 1PN
N∑
n=1
pnf(n)
∣∣∣∣∣
2
=
∣∣∣∣∣ 1H
H∑
h=1
1
PN
N∑
n=1
pnf(n+ h)
∣∣∣∣∣
2
+ oN→∞(1).
By Jensen’s inequality we have∣∣∣∣∣ 1H
H∑
h=1
1
PN
N∑
n=1
pnf(n+ h)
∣∣∣∣∣
2
6
1
PN
N∑
n=1
pn
∣∣∣∣∣ 1H
H∑
h=1
f(n+ h)
∣∣∣∣∣
2
=
1
PN
N∑
n=1
pn
1
H2
H∑
h1,h2=1
f(n+ h1)f(n+ h2)
=
1
PN
N∑
n=1
pn
1
H2
H∑
h1,h2=1
f(n+ h1 − h2)f(n) + oN→∞(1)
=
1
PN
N∑
n=1
pn
1
H
H∑
h=−H
H − |h|
H
f(n+ h)f(n) + oN→∞(1).
Moreover, we can write
1
PN
N∑
n=1
pn
1
H
H∑
h=−H
H − |h|
H
f(n+ h)f(n) =
1
H
H∑
h=−H
H − |h|
H
A(h) + oN→∞(1).
In summary, we have shown that∣∣∣∣∣ 1PN
N∑
n=1
pnf(n)
∣∣∣∣∣
2
6
1
H
H∑
h=−H
H − |h|
H
A(h) + oN→∞(1).
It is now not hard to show that for every ε > 0 there exists δ > 0 such that
lim sup
H→∞
∣∣∣∣∣ 1H
H∑
h=1
A(h)
∣∣∣∣∣ 6 δ =⇒ limH→∞
∣∣∣∣∣ 1H
H∑
h=−H
H − |h|
H
A(h)
∣∣∣∣∣ 6 ε,
from which (A.2) follows.
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