Abstract. Pulse-transient IR thermography enables detection and quantification of subsurface defects. However, defect detection can be perturbed by the geometry of the part, if not planar. A method is presented that, from a single IR image recorded at the end of the thermal pulse, enables one to evaluate the shape of a nonplanar part and then apply a correction on subsequent thermograms in the time sequence to increase the reliability of defect detection. The method uses some of the concepts of the ''shape from shading'' theory from the machine vision field. © 1997
Introduction
In pulse-transient IR thermography, the heating is performed by means of a heat pulse and a time sequence of images ͑called thermograms͒ is recorded to visualize the temperature decay of the inspected surface: a subsurface defect produces a change in the thermal contrast due to its different thermophysical properties. With this approach, nondestructive evaluation of specimens is performed to detect and quantify defect through image processing techniques ͑see Ref. 1 
for instance͒.
On the other hand, pulse-transient IR thermography has some operating limitations that can be roughly classified in three categories: noneven emissivity, nonuniform heating, and shape problems. The emissivity problem is caused by local variations of emissivity on the inspected surface producing local changes in the thermal contrast of the thermograms that can confuse defect detection and quantification algorithms. Nonuniform heating produces a low-frequency pattern on the surface because some parts are heated more than others. A low-frequency variation of the thermal contrast is then observable in the thermogram, making the thermogram analysis more complex. Note that even if specimens are generally heated to perform the inspection, a cold thermal perturbation is also possible, since the important point is to generate a temperature differential ͑see Ref. 1, p. 48͒. However, specimen heating is more common.
Finally, the third problem, the shape problem, is the one studied in this paper. 2 Usually, the inspected specimens have a planar shape. In this case, for even emissivity and uniform heating, the thermal variation caused by a defect is visible on a mostly uniform background. For some specimen geometries, the 3-D shape influences the energy distribution on the surface. Two factors contribute to this phenomenon: the surface orientation with respect to the source and the depth variation. In fact, the maximum heating is reached when the surface normal is parallel to the heating direction. Moreover, there is a thermal attenuation proportional to the distance-source-inspected object.
This paper presents a method, based on the shape from heating method already reported by Barker et al., 3 which enables one to extract two shape parameters from a single thermogram ͑local orientation and relative depth͒, and then use these parameters to correct the effects of the geometry on subsequent thermograms. This reference thermogram is called an ''early recorded thermogram'' and is observed soon after the heat pulse end to avoid interference with shallow subsurface defects becoming visible rapidly. It is important to note that in the original work of Barker et al. thermograms were analyzed following a row-per-row thermal profile approach, while this paper addresses the problem globally ͑full thermogram analysis, region-per-region approach͒.
Image Segmentation
A thermogram can be seen as a 3-D graph where x and y are the coordinates of the pixels while the third dimension is the pixel temperature. Hence, we can define the image by the relation Tϭ f (x,y), where T is the temperature of each point. The main interest of this definition is that it enables us to make an analogy with a range image for which the third coordinate is the distance between the sensor and points on the inspected object. The segmentation method was developed using this analogy. In fact, the main structure of the algorithm is based on the works of Shirai, 4 Yokoya and Levine, 5 Hoffmann and Jain, 6 and Besl and Jain 7 in the field of range image segmentation.
Edge Extraction
Prior to image segmentation, an edge extraction is needed primarily to create the smoothed image ͑see Sec. 
Creation of the Surface Patches
The high level of noise in the thermograms requires a smoothing of the thermal surface before any further processing. The chosen method is a least-squares fitting of the intensity by a quadric surface of the first order ͑a plane͒ defined by
T͑x,y ͒ϭAxϩByϩC, ͑1͒
where A is the thermal gradient in the x direction, B is the gradient in the y direction, and C is the average of the intensity in a neighborhood around the pixel as large as the smoothing window. In fact, three smoothing windows were developed, one for each coefficient, and are used to compute their magnitude and direction. The sizes of the windows were chosen to be larger than the standard deviation of the noise in the thermal image, so the effect of this noise can be reduced and the computation stabilized. Finally, the smoothed image created by using Eq. ͑1͒ is divided into small surface patches of 5ϫ5 pixels. The gradients used to characterize each patch are taken from the equation at the center pixel. However, in the proximity of the edges, the equation chosen is the one that is the most distant from the edge ͑to avoid ''edge effects''͒.
Classification of the Surface Patches
After the smoothing step, each patch is classified into one of the two classes: linear or nonlinear. These classes correspond to the ones determined by Barker et al. in the case of thermal profiles. The criterion used to classify the surface patches is the magnitude of the first derivatives of the thermal surface ͑A and B͒ obtained by
where S ͑the ratio of gray levels/depth variation: dT/dz͒ and d ͑the distance covered by 1 pixel͒ are both obtained in a calibration phase. If this condition is satisfied, the patch is linear; to the contrary, the patch is labeled as nonlinear. An optional class is added if the image contains strong discontinuities, for instance close to the edges. In this case, ͑bor-der͒ patches are classified in an undefined category and then ignored in further processing. The calibration of S is performed by recording a time sequence of thermograms on a plane with a known orientation and made of the same material as the specimens to be inspected ͑different distances in front of the IR camera are also tested͒. Parameter d is obtained from a thermogram recorded on a grid of known size and strong differences of emissivity to obtain a good thermal contrast ͑such as a black grid on white background͒.
Shape Extraction
Once each patch has been classified into a category, shape extraction can be performed. The linear elements are first analyzed, followed by the nonlinear elements. Finally, the undefined ͑border͒ patches are not considered by the algorithm because they provide nonreliable information.
Linear Zones
Linear patches are grouped into regions having similar characteristics ͑coefficients͒. The method uses a regiongrowing approach as explained next.
Selection of the seed
First, in each region, a stable surface patch is selected as a seed to start the growing by maximizing an evaluation function E:
where n is the number of available neighbors for the studied element and ⑀ is the average of the total error between the coefficients (A,B,C). The patch with the highest value of E is chosen ͑i.e., the patch with the smallest error, the least coefficient differences with respect to its neighbors͒.
Region growing
Region growing is next performed by comparing the coefficients of the studied patch and that of the seed. If the difference is under a given threshold, the studied patch is agglomerated to the region and the global equation is updated. This process is repeated until no more patches can be agglomerated to the region. A new seed is then chosen among unlabeled patches, and the global process is repeated until all the linear surface elements are included in a region ͑Fig. 1͒.
Calculation of the partial derivatives of the real surface
Partial derivatives of the real surface can be computed using the linear model developed by Barker et al. 3 First, for each identified region, the following two equations are applied to compute the directional surface orientation , depending on the gradient used ͑A or B͒ and the depth variation dz in this direction: In the linear model, we assume that the thermal variations in the IR image are mainly due to the depth variation, and the effect of surface orientation variation is negligible. We can then extract the directional surface orientation with the thermal gradients in x and y and then obtain p and q, the partial derivatives of the real surface, with the following equations:
qϭ ⌬z ⌬y ϭtan y . ͑7͒
Surface orientation extraction
Once p and q are available for each region, the surface orientation between the normal and the heating direction ͑assumed perpendicular to the inspected specimen͒ can be computed, the equation for the surface normal is ͑Ref. . ͑9͒
Relative depth extraction
Before performing the relative depth extraction, the effect of surface orientation must be corrected. The equivalent thermal intensity of the patch, if perpendicular to the heating direction, is computed. In this way, an equivalent ͑sub-script eq͒ thermogram is obtained where the only significant changes in thermal intensity are due to the thermal attenuation with the distance:
where T i is the initial temperature of the surface, and T is the temperature of the pixel of interest. The relative depth extraction is finally obtained by choosing the central point of the surface patch ͑within the image͒ having the higher mean ͑or, in other words, the higher C coefficient͒ and then by computing the depth variation between this point and any linear point of the image corrected in orientation with
Such depth variation is further used to correct images ͑more on this later͒.
Nonlinear Zones
Processing of nonlinear zones is relatively similar to the linear case. Region growing is performed, but no criterion is used to perform the agglomeration. In fact, it stops when there are no more neighbors that can be agglomerated to the closed region, and all coefficients are averaged ͑recall that linear regions were processed and labeled before͒. The surface parameter extraction is done using the nonlinear model reported by Barker et al. 3 In this model, the assumption made is that the thermal variations are mainly due to the surface orientation variation, and the depth has a negligible effect. Accordingly, when the growing is performed for nonlinear patches, a reference point with an orientation close to 0 is chosen, and the surface orientation extraction is found with
It is important to note the following problem for the reconstruction of the surface with the nonlinear model. In fact, only the general surface orientation is obtained with this model, the knowledge of the partial derivatives p and q is not available ͓Eq. ͑8͔͒, and with the hypothesis of having no effect of the relative depth on the thermal intensity in this case, the relative depth cannot be extracted.
Correction Method
The knowledge of the surface parameters ͑,z͒ for each model enables us to correct the other thermograms of the sequence for the effects of the geometry. The correction procedure works in two stages. First, the correction is done on the linear zones for which the relative depth correction is performed with ͓T eq is obtained using Eq. ͑10͔͒
It is important to note that the knowledge of the thermal slope is needed for each image in the sequence to compute correction with Eq. ͑13͒ ͑the thermal contrast change from one image to the next in the time sequence leading to variation of SϪdT/dz, and thus of S t , where the subscript t denotes time͒. To avoid this difficulty, it is possible instead to choose two points of known depth in the images and then follow them along the sequence. The computation of the slope becomes easy at this point: knowing the depth variation between the two reference points, it is possible to compute S t for each image in the time sequence.
The correction of the nonlinear zones is done only for the surface orientation using Eq. ͑10͒ applied on each point of the nonlinear zones ͑as noted before, no depth information is available in these cases͒. 
Experimental Results
The specimen used in the experiments was a plastic halfcylinder bonded on a flat plastic plate; it was blackpainted to increase its emissivity ͑to about 0.9͒ as well as to decrease the reflections on the surface. The object was heated with a thermal source made of six tubes ͑1200 W each͒ for a total electric power of 7200 W ͑Fig. 3͒. The heating duration was 2.5 s and the temperature decay was monitored with an IR camera ͑Inframetrics 600 LW͒. Results of surface orientation extraction are presented both for an ideal ͑Fig. 4͒ and a real specimen ͑Fig. 5͒ having the same shape. This comparison allows to assess the effect of non uniform heating and noise in the correction process.
Figures 6 and 7 show orientation extraction in both cases. As seen with the ideal thermogram ͑Fig. 6͒, the method works well. The only concern is in the center of the cylinder where a small surface orientation is detected instead of 0 deg. This is due to the size of the patch at this position; its center does not match exactly the center of the cylinder so the equation chosen exhibits a small gradient. Smaller windows would solve this problem. In the case of the real cylinder, the results are corrupted by an effect that was not taken into account in the development of the method: the nonuniform heating. For instance, in the real thermogram ͑Fig. 5͒, the flat background presents variations due to the heating. The algorithm is confused by these effects and extracts orientation where there is none. For the central section of the real cylinder, a local thermal variation is also present, thus explaining the observed patch with the high orientation peak. These variations cannot be compensated by the size of the smoothing window, because they have too low a frequency of occurrence. Another point concerns the crude separation between linear and nonlinear regions, which causes visible effects on the surface orientation image either for the real ͑Fig. 7͒ or for the ideal case ͑Fig. 6͒. Finally, Figs. 8 and 9 show, respectively, the raw ͑before correction͒ and corrected thermograms for the specimen ͑they should be compared with Fig. 5 presented in gray levels, although time of acquisition for Figs. 8 and 9 is later in the sequence: 3.3 s͒. For linear regions, the correction is for depth and orientation, while for nonlinear regions it is for orientation only, as explained before. Pixels with high orientation, close to 90 deg ͑at the cylinder edges͒ are obviously not heated and thus not considered in the correction process, as discussed previously; the same holds for image edge pixels. In Fig. 9 , these pixels are seen as below 1000 thermal units. Grossly, the mean error between real and computed orientation is about 15 deg, which is quite acceptable taking into account the hypothesis of the model; i.e., no effect is assumed for variations of emissivity with orientation, no computation is made of depth for the nonlinear model, and no correction is made for uneven heating.
Conclusion
The performance of the algorithm described in this paper enables a relatively good correspondence between actual specimen shape and that computed from a thermogram, especially when thermal variations are due only to surface geometry. In the real case, however, the performance is reduced due to nonuniform heating problems. In fact, the nonuniform heating creates patterns on flat surfaces, thus causing parasitic regions to be found by the algorithm. This problem is worse at image edges. At this point of the study, uniform heating is needed, or a correction of the nonuniform heating effects must be developed. Moreover, a continuous model for shape extraction would be interesting instead of having two models with a sharp transition between them ͑linear and nonlinear͒. The results with such a model would be more accurate. Nevertheless, as presented, it is possible to extract with relative accuracy the shape of a nonplanar object from a single thermal image. This offers a new method in the unexplored domain of 3-D thermography. 
