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Abstract
In this paper we consider skew bisubmodular functions as intro-
duced in [9]. We construct a convex extension of a skew bisubmodular
function which we call Lova´sz extension in correspondence to the sub-
modular case. We use this extension to show that skew bisubmodular
functions given by an oracle can be minimised in polynomial time.
1 Introduction
A key task in combinatorial optimisation is the minimisation of discrete func-
tions. Important examples are submodular functions, see e. g. [6, 13, 14, 17],
and bisubmodular functions, see e. g. [2, 6, 14, 16]. These functions can be
viewed as (special) functions from Dn to R where D is a 2-element set for
the submodular case and a 3-element set for the bisubmodular case. Fix a
finite set D. One says that a class C of functions from Dn to Q is oracle-
tractable if there is an algorithm which, given a function f ∈ C represented
by a value-giving oracle, finds the minimiser of f in time polynomial time in
n (the arity of f). The oracle tractability of submodular and bisubmodular
functions has been shown in [8, 13] and [16] respectively, with many sub-
sequent improvements (see e. g. [14]). Results about oracle tractability for
other classes of discrete functions can be found in [11, 12].
Submodular and bisubmodular functions play an important role for clas-
sifying the complexity of optimisation problems known as valued constraint
satisfaction problems (VCSPs). These problems amount to minimising cer-
tain discrete functions represented as sums of bounded-arity functions. Sub-
modularity characterises tractable VCSPs on a two-element domain [4]. In [9]
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a generalisation of bisubmodularity, skew bisubmodularity, is introduced and
used to classify the complexity of VCSPs on a three-element domain. The
tractability of skew bisubmodular function minimisation in the VCSP setting
(i.e. represented as sums of bounded-arity skew bisubmodular functions) fol-
lows from [15], but the question whether skew bisubmodular functions are
also tractable in the oracle model has been left open in [9]. In this paper we
construct a convex extension of a skew bisubmodular function, called Lova´sz
extension in correspondence to the submodular case [13], and show the oracle
tractability of skew bisubmodular functions.
Very closely related results have recently appeared in [7], where the au-
thors acknowledge this work.
1.1 Notation and Definition
Skew bisubmodularity, also known as α-bisubmodularity, is defined for func-
tions f : Dn → R where |D| = 3. In [9], the elements of D are denoted by
−1, 0, 1. In this paper, we will fix α ∈ (0, 1] throughout and, for convenience
of notation, denote the elements of D by −α, 0, 1, replacing the name −1
by −α. Obviously, there is a direct correspondence between functions over
{−1, 0, 1} and functions over {−α, 0, 1}. The definition of α-bisubmodularity
as in [9] is then as follows. Let n ∈ N. We write [n] := {1, . . . , n}.
Define the order ≺ on D through 0 ≺ 1, 0 ≺ −α and 1 and −α being
incomparable. We also denote the corresponding component-wise order on
Dn by ≺.
Define the binary operation ∧0 on D as follows.
1 ∧0 −α = −α ∧0 1 = 0;
x ∧0 y = min(x, y) with respect to the above order if {x, y} 6= {−α, 1}.
For a ∈ D, define the binary operation ∨a as follows:
1 ∨a −α = −α ∨a 1 = a;
x ∨a y = max(x, y) with respect to the above order if {x, y} 6= {−α, 1}.
We also denote the corresponding component-wise operations on Dn by ∧0
and ∨a respectively.
Definition 1. A function f : Dn → R is called α-bisubmodular if, for all
a,b ∈ Dn,
f(a ∧0 b) + α · f(a ∨0 b) + (1− α) · f(a ∨1 b) ≤ f(a) + f(b). (1)
2
The above inequality defines submodular functions if we restrict D to
{0, 1} (i.e. ignore −α) and bisubmodular functions if α = 1.
1.2 Result
Theorem 1. There exists an algorithm that finds a minimum of any α-
bisubmodular function f : Dn → Q in time polynomial in n if f is given by
an oracle.
Proof. In the remainder of the paper we will construct for any α-bisubmodular
function f : Dn → Q a convex extension fL : [−α, 1]n → R which takes its
minimal value on Dn and which can be efficiently computed on every ratio-
nal vector in [−α, 1]n. The theorem then follows from convex optimisation
techniques, in the same way that sub- and bisubmodular minimisation are
achieved through convex optimisation, see [13] and [16] respectively.
2 Lova´sz Extension for Skew Bisubmodular
Functions
For x ∈ [−α, 1]n let P(x) be the set of all probability distributions on Dn
with marginals x, i. e.
P(x) :=
{
λ : Dn → [0, 1]
∣∣ ∑
a∈Dn
λ(a) = 1,
∑
a∈Dn
λ(a)a = x
}
Definition 2 (Lova´sz Extension). For a function f : Dn → R define the
Lova´sz Extension fL : [−α, 1]n → R through
fL(x) :=
∑
a∈Dn
λx(a)f(a),
where λx is the unique element of P(x) such that its support forms a chain
in Dn with respect to the order ≺. (The existence of this element is proved
below in Lemma 1).
Note that, for a ∈ Dn, one has λa(a) = 1 and thus f
L(a) = f(a), i. e. fL
is indeed an extension of f . It also follows directly from the definition that
min
{
f(a)
∣∣ a ∈ Dn} = min{fL(x) ∣∣ x ∈ [−α, 1]n} .
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The restriction of fL to [0, 1]n is the ordinary Lova´sz extension for f |{0,1}n ,
as in [13]. In the case α = 1, the function fL is the Lova´sz extension for
bisubmodular functions as in [16].
Lemma 1. For every x ∈ [−α, 1]n, there is a unique element λx of P(x)
such that its support forms a chain in Dn with respect to the order ≺.
Proof. Let x ∈ [−α, 1]n and write x = (x1, . . . , xn).
Construction: We will construct an element λx ∈ R
Dn and show that it
has the required properties. To this aim we will recursively construct two
sequences, (ui)i∈N in D
n and (xi)i∈N in [−α, 1]
n. For every i ∈ N we write
ui = (ui1, . . . , uin) and xi = (xi1, . . . , xin).
Let x1 := x. Assuming that xi is already constructed for some i ∈ N, we
will construct ui and xi+1 as follows.
Denote Ni :=
{
j ∈ [n]
∣∣ xij < 0}, Zi := {j ∈ [n] ∣∣ xij = 0}, and Pi :={
j ∈ [n]
∣∣ xij > 0}. Let
uij :=


−α for j ∈ Ni
0 for j ∈ Zi
1 for j ∈ Pi,
λx(ui) :=
{
min
{
min
{
−
xij
α
∣∣ j ∈ Ni} ,min{xij ∣∣ j ∈ Pi}} if ui 6= 0
1− λx(u1)− · · · − λx(ui−1) if ui = 0
and
xi+1 := xi − λx(ui)ui. (2)
From this construction we have for every j ∈ [n] that
uij = 0 ⇒ xi+1,j = 0 ⇒ ui+1,j = 0
uij = 1 ⇒ λx(ui) ≤ xij ⇒ xi+1,j ≥ 0 ⇒ ui+1,j ∈ {0, 1}
uij = −α ⇒ λx(ui) ≤ −
xij
α
⇒ xi+1,j ≤ 0 ⇒ ui+1,j ∈ {0,−α},
so ui+1,j  uij and thus ui+1  ui. Furthermore, if ui 6= 0 and m ∈ [n] is
such that either
m ∈ Ni and −
xim
α
= min
{
−
xij
α
∣∣ j ∈ Ni} = λx(ui)
or m ∈ Pi and xim = min
{
xij
∣∣ j ∈ Pi} = λx(ui),
4
then xi+1,m = 0 and thus ui+1,m = 0, whereas uim 6= 0. Thus ui+1 ≺ ui.
Clearly, this recursive construction yields un+1 = 0. Let k ∈ N be such
that uk−1 6= 0 and uk = 0 and let λx(v) := 0 for all v ∈ D
n \ {u1, . . . ,uk}.
The construction yields that the support of λx forms a chain in D
n with
respect to the order ≺. We will now prove that λx ∈ P(x).
The choice of k yields λx(u1), . . . , λx(uk−1) 6= 0. Equation (2) yields
k−1∑
i=1
λx(ui)ui = x. (3)
Let j ∈ [n] be such that uk−1,j 6= 0. As 0 ≺ uk−1 ≺ . . . ≺ u1, one has
uk−1,j = · · · = u1j and thus
k−1∑
i=1
λx(ui)uij = xj
from (3) yields
k−1∑
i=1
λx(ui) =
xj
u1j
≤ 1.
If
k−1∑
i=1
λx(ui) = 1,
then λx(uk) = 0 by definition and λx is supported by the chain {u1, . . . ,uk−1}.
If
k−1∑
i=1
λx(ui) < 1,
then λx(uk) > 0 by definition and λx is supported by the chain {u1, . . . ,uk}.
One has
∑
a∈Dn
λx(a) =
k∑
i=1
λx(ui) = 1
by definition and
∑
a∈Dn
λx(a)a =
k∑
i=1
λx(ui)ui =
k−1∑
i=1
λx(ui)ui
(3)
= x,
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so λx ∈ P(x).
Uniqueness: Let (ui)i∈N, (xi)i∈N and λx be as constructed above, let v1 ≻
. . . ≻ vℓ be a chain in D
n and let µ ∈ P(x) have support {v1, . . . ,vℓ}. We
will show that µ = λx. One has
ℓ∑
i=1
µ(vi)vi = x. (4)
Let j ∈ [n]. As v1 ≻ . . . ≻ vℓ, unless v1j = 0, there is a h ∈ [ℓ] such
that v1j = · · · = vhj 6= 0 and either h = ℓ or vhj ≻ vh+1,j = · · · = vℓj = 0.
If v1j = 0, Equation (4) yields x1j = 0 and thus u1j = 0 by definition of u1j .
Otherwise, we have
v1j
h∑
i=1
µ(vi) =
h∑
i=1
µ(vi)vij =
ℓ∑
i=1
µ(vi)vij
(4)
= xj . (5)
As
h∑
i=1
µ(vi) > 0, the numbers v1j , u1j and xj all have the same sign. Since
v1j , u1j ∈ {−α, 0, 1}, it must hold that v1j = u1j . This yields v1 = u1.
If ℓ = 1, we are done, as µ and λx both take the value 1 on v1 = u1 and
0 otherwise, so µ = λx. If ℓ > 1, let m ∈ [ℓ− 1] be such that vh = uh holds
for all h ≤ m and µ(vh) = λx(uh) holds for all h < m. We will show that
µ(vm) = λx(um) and vm+1 = um+1.
As vm ≻ vm+1 there is a j ∈ [n] such that vm+1,j = 0 but vmj 6= 0.
As v1 ≻ . . . ≻ vℓ, one has v1j = · · · = vmj ≻ vm+1,j = · · · = vℓj = 0, and
thus
µ(vm)vmj =
m∑
i=1
µ(vi)vij −
m−1∑
i=1
µ(vi)vij
=
ℓ∑
i=1
µ(vi)vij −
m−1∑
i=1
λx(ui)uij
(4),(2)
= xj − (xj − xmj)
= xmj
So if vmj = 1 we must have µ(vm) = xmj and if vmj = −α we must have
µ(vm) = −
xmj
α
.
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If µ(vm) 6= min
{
min
{
−
xmj
α
∣∣ j ∈ Ni} ,min{xmj ∣∣ j ∈ Pi}} = λx(um)
we get a contradiction to (4) as then µ(vm) > λx(um), and so, for j
′ ∈ [n]
such that u(m+1)j′ = 0 but umj′ 6= 0 we get the following. As u1 ≻ . . . ≻ uk,
one has u1j′ = · · · = umj′ ≻ um+1,j′ = · · · = ukj′ = 0.
If umj′ = 1, then v1j′ = · · · = vmj′ = u1j′ = · · · = umj′ = 1 and
v(m+1)j′ , . . . , vℓj′ ∈ {0, 1}, and so we have
ℓ∑
i=1
µ(vi)vij′ ≥
m∑
i=1
µ(vi)vij′ =
m∑
i=1
µ(vi)
>
m∑
i=1
λx(ui) =
m∑
i=1
λx(ui)uij′ =
k∑
i=1
λx(ui)uij′ = xj′ ,
contradiction to (4).
Equally, if umj′ = −α, we have v1j′ = · · · = vmj′ = u1j′ = · · · = umj′ = −α
and v(m+1)j′ , . . . , vℓj′ ∈ {0,−α}, and so
ℓ∑
i=1
µ(vi)vij′ ≤
m∑
i=1
µ(vi)vij′ = −α
m∑
i=1
µ(vi)
< −α
m∑
i=1
λx(ui) =
m∑
i=1
λx(ui)uij′ =
k∑
i=1
λx(ui)uij′ = xj′,
contradiction to (4). We thus have µ(vm) = λx(um). The fact that vh = uh
and µ(vh) = λx(uh) holds for all h ≤ m implies vm+1 = um+1 by a similar
argument as used to show v1 = u1 in (5). This finishes the inductive proof
that vh = uh for all h ∈ [ℓ] and that µ = λx.
2.1 Convex Closure
As, for every x ∈ [−α, 1]n, the set P(x) is a compact and non-empty subset
of RD
n
, the set {∑
a∈Dn
λ(a)f(a)
∣∣ λ ∈ P(x)
}
is a compact and non-empty subset of R, and so contains its infimum.
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Definition 3 (Convex Closure). For a function f : Dn → R we define the
convex closure f− : [−α, 1]n → R by
f−(x) := min
{∑
a∈Dn
λ(a)f(a)
∣∣ λ ∈ P(x)
}
.
Proposition 1. f− is convex.
Proof. Let β ∈ (0, 1) and x,y ∈ [−α, 1]n. Let µ ∈ P(x) be such that
f−(x) =
∑
a∈Dn
µ(a)f(a)
and let ν ∈ P(y) be such that
f−(y) =
∑
a∈Dn
ν(a)f(a).
Then βµ+ (1− β)ν ∈ P(βx+ (1− β)y), and so
f−(βx+ (1− β)y) = min
{∑
a∈Dn
λ(a)f(a)
∣∣ λ ∈ P(βx + (1− β)y)
}
≤
∑
a∈Dn
(βµ+ (1− β)ν)(a)f(a)
= β
∑
a∈Dn
µ(a)f(a) + (1− β)
∑
a∈Dn
ν(a)f(a)
= βf−(x) + (1− β)f−(y).
2.2 Convexity of the Lova´sz Extension
The following lemma generalises the corresponding results for submodular
and bisubmodular functions, see [13] and [16].
Lemma 2. The Lova´sz extension fL is convex if and only if f is α-bisubmodular.
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Proof. Let a,b ∈ Dn. If fL is convex, it holds that
fL
(
a+b
2
)
≤ f
L(a)+fL(b)
2
= f(a)+f(b)
2
. (6)
It is easy to check that
(a ∧0 b) + α(a ∨0 b) + (1− α)(a ∨1 b) = a+ b, (7)
and so the probability distribution λ with λ(a ∧0 b) =
1
2
, λ(a ∨0 b) =
α
2
and
λ(a ∨1 b) =
(1−α)
2
is in P(a+b
2
). Furthermore, we have
a ∧0 b  a ∨0 b  a ∨1 b,
which means that λ = λ a+b
2
and thus the value of the the Lova´sz Extension
at a+b
2
is
fL
(
a+b
2
)
= 1
2
f(a ∧0 b) +
α
2
f(a ∨0 b) +
(1−α)
2
f(a ∨1 b). (8)
Equations (6) and (8) imply (1), so f is α-bisubmodular.
On the other hand, let f be α-bisubmodular. We will show fL = f−, as
then fL is convex by Proposition 1.
Let x ∈ [−α, 1]n. We will show fL(x) = f−(x).
Let
M(x) :=
{
λ ∈ P(x)
∣∣ ∑
a∈Dn
λ(a)f(a) = f−(x)
}
.
For every a = (a1, . . . , an) ∈ D
n denote z(a) :=
∣∣{i ∈ [n] ∣∣ ai = 0}∣∣ . As
M(x) is a compact and non-empty subset of RD
n
, the set{∑
a∈Dn
λ(a)z2(a)
∣∣ λ ∈M(x)
}
is a compact and non-empty subset of R and contains its supremum. Let
µ ∈M(x) be such that
∑
a∈Dn
µ(a)z2(a) = max
{∑
a∈Dn
λ(a)z2(a)
∣∣ λ ∈M(x)
}
.
To show fL(x) = f−(x), it is left to show that µ = λx. By Lemma 1 it
suffices to show that µ is supported by a chain.
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Assume that supp(µ) is not a chain, and let a,b ∈ supp(µ) be incom-
parable. We will define a function ν to contradict the choice of µ. As f is
α-bisubmodular, we have
f(a ∧0 b) + α · f(a ∨0 b) + (1− α) · f(a ∨1 b) ≤ f(a) + f(b). (9)
Let r := min
{
µ(a), µ(b), 1−µ(a∧0b)
1+α
, 1− µ(a ∨0 b), 1− µ(a ∨1 b)
}
. Then
r > 0 by the choice of a and b.
Define the function ν on Dn as follows. Case (i): If all a,b, a ∧0 b, a∨0 b
and a ∨1 b are distinct, define
ν(a) := µ(a)− r,
ν(b) := µ(b)− r,
ν(a ∧0 b) := µ(a ∧0 b) + r,
ν(a ∨0 b) := µ(a ∨0 b) + r · α, (10)
ν(a ∨1 b) := µ(a ∨1 b) + r · (1− α),
and ν(c) := µ(c) otherwise.
If any of the five elements a,b, a ∧0 b, a∨0 b and a∨1 b coincide, we have to
add the corresponding adjustments as follows. Firstly note that, as a and b
are incomparable, it is easy to see that at most one pair of two elements can
coincide, and that there are only the following four possibilities for these two
coinciding elements: (ii) a∧0 b = a∨0 b, (iii) a∨0 b = a∨1 b, (iv) a∨1 b = a
and (v) a ∨1 b = b.
In case (ii), we define ν(a ∧0 b) := µ(a ∧0 b) + r · (1 + α) and all other
function values as in (10), in case (iii), we define ν(a ∨0 b) := µ(a ∨0 b) + r
and all other function values as in (10), and in cases (iv) and (v), we define
ν(a ∨1 b) := µ(a ∨1 b)− r · α and all other function values as in (10).
The image of ν is in [0, 1] by the choice of r, and it is easy to check that
in all five cases one has∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
ν(c) =
∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
µ(c).
This yields ∑
c∈Dn
ν(c) =
∑
c∈Dn
µ(c) = 1,
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so ν is a probability distribution. Furthermore, an easy calculation using
Equation (7) yields∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
ν(c)c =
∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
µ(c)c
in all five cases, and so ∑
c∈Dn
ν(c)c =
∑
c∈Dn
µ(c)c = x,
so ν ∈ P(x). The α-bisubmodularity inequality (9) yields∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
µ(c)f(c)−
∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
ν(c)f(c) =
r (f(a) + f(b)− f(a ∧0 b)− αf(a ∨0 b)− (1− α)f(a ∨1 b))
(9)
≥ 0
and so ∑
c∈Dn
ν(c)f(c) ≤
∑
c∈Dn
µ(c)f(c),
so ν ∈M(x). Finally, we will show that∑
c∈Dn
ν(c)z2(c) >
∑
c∈Dn
µ(c)z2(c), (11)
which is a contradiction to the choice of µ. Let
A :=
∣∣{i ∈ [n] ∣∣ ai = 0, bi 6= 0}∣∣ ,
B :=
∣∣{i ∈ [n] ∣∣ bi = 0, ai 6= 0}∣∣ ,
C :=
∣∣{i ∈ [n] ∣∣ ai = bi = 0}∣∣ and
N :=
∣∣{i ∈ [n] ∣∣ 0 6= ai 6= bi 6= 0}∣∣ .
The incomparability of a and b implies that we have either N > 0 or, if
N = 0, we have both A > 0 and B > 0. It is easy to check that
z(a ∧0 b) = A+B + C +N,
z(a ∨0 b) = C +N,
z(a ∨1 b) = C,
z(a) = A+ C,
z(b) = B + C,
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and so
z(a ∧0 b)
2 + α · z(a ∨0 b)
2 + (1− α) · z(a ∨1 b)
2 − z(a)2 − z(b)2
= (A+B + C +N)2 + α(C +N)2 + (1− α)C2 − (A+ C)2 − (B + C)2
= 2(AB + AN +BN + CN) +N2 + 2αCN + αN2
= 2(AB + AN +BN + (1 + α)CN) + (1 + α)N2 > 0,
as N > 0 or AB > 0. As r > 0 this implies
r(z(a ∧0 b)
2 + α · z(a ∨0 b)
2 + (1− α) · z(a ∨1 b)
2 − z(a)2 − z(b)2) > 0.
An easy calculation yields∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
ν(c)z2(c) >
∑
c∈{a,b,a∧0b,a∨0b,a∨1b}
µ(c)z2(c)
in all five cases for the definition of ν.
From this, the contradicting inequality (11) follows. So µ is supported by
a chain, and this implies µ = λx, which means that f
L(x) = f−(x).
Thus fL = f− holds and fL is convex.
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