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1. TERMINOLOGY 
Let m be a positive integer. 
(1) ForpEPandr>Oweset 
Dyp, Y) = Rm n (x : 1 x - p 1 < Y} 
Dom(p,~) = Rm n (X : ) x -p / < V} 
aW(p, Y) = Rm n (x : ) x - p j = Y}. 
(2) H, denotes Hausdorff m dimensional measure in Rm and 
Rm+l ([l] 2.2, p. 327). We set a(m) = J&(D”(O, 1)). 
(3) If A CR* is bounded, K(A) denotes the capacity of A equal 
to the supremum over all compact subsets C C A of the infimum of 
the numbers JRm 1 Dz I2 dH, corresponding to all lipschitzian functions 
z : R" -+ [0, I] for which Z(X) = 1 for x E C and lim,,,,, z(x) = 0. 
If A is a bounded Suslin set with K(A) = 0, then the Hausdorff 
dimension of A is at most m - 2 ([2], $IV, Theorem 1, p. 28). 
(4) Let F: W(O, 1) x R x Rm -+ R be a variational integrand of 
class 1, where for each f : P(O, 1) ---t R of class 1 one sets 
F(f) = Ldl,,,l, @,fW W(x)) d&x. 
Assuming F is of class 3 in its last m independent variables, F can be 
expanded uniquely as follows: 
F(X,Y,P) = C(X~Y) f f L,(x,Y) Pi f f Qdx,Y)PtPj + H(X,Y,P) 
i=l i&l 
* This research was supported in part by National Science Foundation Grant 
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for (x, y, p) E Rm x R x R”. Here 
C(x, y) = qx, y, O), b(x, Y> = (W~P& Y, 01, 
Qi.j(X, y) = 2-‘(~z~/wpik y, O), 
and for (x, y, p) E P(O, 1) X [0, 1] X R”, H(x, y, p) = O(l P 13), 
(aH,‘aY)(x,Y,P) = O(l P 13), and (?H/;ip,)(x, y, p) = 0( I p I’) (compare 
[I] 5.1, p. 362). 
2. THEOREM 
Suppose 
(1) F is a variational integrand as above and there exists cl > 0 such 
that for each (x, y) E D”(0, 1) x [0, I], 
whenever 5 E R”. 
(2) f : P(0, 1) ---t [0, l] is of class 1 and e : D”(0, 1) --+ (O}. 
(3) e and f are critical points of F, i.e. for each lipschitzian function 
h : Dm(O, 1) -+ R with spt(h) C Qm(O, 1) 
0 = (@it) F(e + th)l,=, = (d/4 F(f + th)lt,, 
(4) K(f-l(O) n D,“(O, 1)) > 0. 
Then f = e. 
Proof. 
Part 1. Let A CR” be compact with K(A) > 0. Define the 
continuous, decreasing function 
h:{s:O<s<oo}-t{t:K(A)<t<co} 
by setting K(s) equal to the infimum of the numbers JR” 1 Dz I2 dH, 
corresponding to all lipschitzian functions z : R” --f [0, l] such that 
that A C z-l(l) and {x : dist(x, A) > s} C Z-~(O) whenever 0 < s < co. 
Then lims+O+ k(s) = co. 
Proof. Let A4 < CO and choose E > 0 and 0 < t < 1 such that 
(1 - t)-l (K(A) + E) - (1 - t)-2 E > M. Since A is compact, it is, 
in particular, a bounded Suslin set and therefore capacitable. Hence 
5W4l3-5 
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one can choose a bounded open set U containing A such that 
K(LT) < K(A) + E and arT is a class co m - 1 dimensional sub- 
manifold of Rm. Let z : Rm - [0, l] be the unique continuous 
potential function harmonic in Rnl - clos( Li) with Z(X) = 1 for x E CT, 
lim,Z,+Z Z(X) = 0, and JR,,, 1 Dz je dH,,, = K(U). One verifies that 
JZ-l~l,ll j Dz I2 dH, = (1 - t) K(U) and JZ-llO,l~ 1 Dz I2 dH, = tK( U). 
Clearly the infimum of the numbers JR”, 1 Dw IZ dH,n corresponding to 
all lipschitzian functions w : Rni --f [t, I] such that A C w-‘(l) and 
z-‘[O, t] c w-l{t} is not less than (1 - t) K(U) - E. Hence the 
infimum of the numbers JRm ) Dw ja dH,,, corresponding to all 
lipschitzian functions w : Rm + [t, l] such that A C w-l(l) and 
z-‘[O, t] c w-l(O) is not less than (1 - t))” [( 1 - t) K(U) - ;] 3 M. 
If s > 0 with (x : dist(x, A) < s) C a-‘[t, I] then k(s) 3 M by the 
extension of domain criterion. The assertion of part 1 follows since 
M < cc was arbitrarily large. 
Part 2. Let B C D'"(0, I) be compact with K(B) > 0 and 
D”(O, 1) - B # O. Define the continuous function 
z:{s:O<s<2}--t{t:O~t<~} 
by setting l(s) equal to the infimum of the numbers SD- ) Dz I2 & 
corresponding to all lipschitzian functions z : Dm -+ [0, l] such that 
B C Z-‘{ l> and { x : x E Dm(O, 1) and dist(x, B) 3 s} C Z-~(O) whenever 
0 < s < 2. Then lims++ Z(s) = co. 
Proof. If ZJ : Dm(O, 1) -+ Dm(O, 1) is a bilipschitzian diffeomorphism 
which is the identity in a neighborhood of i3Dm(0, 1) then the assertion 
of part 2 is true if and only if it is true with B replaced by u(B) as one 
verifies immediately. One can thus assume without loss of generality 
that B n Dm(O, l/2) = B. Define 
w : Dye, 1) - D”(0, l/4) --+ P(0, 7/4) - D(y(O, 1) 
by setting V(X) = 2x/l x / - x for x E Dm(O, 1) - Dm(O, l/4) and note 
that v is a bilipschitzian homeomorphism, which is the identity on 
i3Dm(0, 1). Set A = B u v(B) and define the function K as in part 1 
corresponding to A above. One verifies that lim++s+ k(s) = co if and 
only if lim,,,+ Z(s) = co. Part 2 thus follows from part 1. 
Part 3. Choose cs < co sufficiently large so that, in the 
terminology above, 
(a) Lip(aC/ay I DW, 1) x [O, 11) < c2. 
(b) Lip(& 1 D”(0, 1) x [0, 11) < c2 for each i = l,..., m. 
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(c) Lip(QtJ / P(O, 1) x [0, l]) < c2 for each i,j = l,.,., m. 
(d) supcQ&, y) : (x, y) E WI 1) x [O, 111 d c2 for each 
i,j = l,,.., m. 
(4 l(aH/ay)(qf(~), W(x))1 d c2 I W(x)13 for each xE Wk 1) 
(f) I(aH/+,)(x,f(~), D)(x))\ < c2 I Of(~ for each i = l,..., m 
and each x E D”(O, 1). 
Part 4. The proof of the theorem is by contradiction. Suppose 
then that the conclusion of the theorem is false. In that case there*will 
exist 0 < 6 < 114 such that P(O, 1 - 26) -f-l(O) # ,@ and 
K(D”(0, 1 - 26) nf-‘(0)) > 0. w e will construct a lipschitzian 
function h : P(0, 1) -+ [0, I] and show for this function, 
which contradicts the hypothesis 3. h is constructed as follows: 
First defineg : P(0, 1) -+R,g(x) = (1-S)2 - 1 x 12forXEDm(0, 1) 
and note that I g(x)1 < 1 and / Dg(x)I < 2. Furthermore, for 
x E qo, 1 - 26), g(x) > 6. 
Second, choose s > 0 sufficiently small so that the infimum Z(s) 
of the numbers JD,,,(o,l-2a) I DZ I2 & corresponding to lipschitzian 
functions z : P(0, 1 -+ 26) -+ [0, l] with 
f-'{O} n P(0, 1 - 26) c ~-l(l) 
and 
P(0, 1 - 26) n {x : dist(.r,f-l(O) n P(0, 1 - 26)) 3 s} C Z-~(O) 
is large enough to satisfy the two conditions 
(a) 4m20r(m) c,(Z(s) S2)-l < cl/8 
(b) 4m2ar(m)1/2 c,(Z(s) 82)-1/2 < cJ8. 
The choice of such an s is possible by part 2. 
Finally choose 0 < E < 1 sufficiently small so that 
(c) Dye, 1 - 26) nf-i[O, E/4] 
C P(O, 1 - 26) n {X : dist(x,f-l(O) n P(0, 1 - 26)) < S} 
(d) m2c2e < cl/8 
(4 SUP? WWI : x GYO, 4) < 1 
(f) mc2(2e + sup{1 J??(x)1 : x of-l[O, E]}) -c q/8 
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Considering the function x = sup(0, 1 - (US)-‘f), one notes that (c) 
implies the following crucial estimates: 
i P[O.dl n P(O.l--16) 
1 Df I2 dH, 2: l(s)(+, 
k) l 2 d (4) 9-l jf-,[U.r61 n Dm(O 1--26) I Df I' dJ&n . 
We now define h : P(O, I) -+ [0, l] by setting 
h(x) = sup{~g(x) -f(x), 0). 
Note that f-l[O, ~81 A P(O, 1 - 26) C E = spt(h) and h(x) = 0 for 
1 x j > 1 - 6. Also one has 
(h) I~~I~:EI~~~+/~~I~~~+I~~I. 
Part 5. We compute 
(44 F( f + 4 I t=o - (Wt) F(e + th)l t-o 
= (44 j,,, [Q, f(x) + t44, D!(x) + Wx)) 
- F(x, t&), tDh(x))] &I&c IfzO 
zzz 
s w/wc(~, f(4 + th(x)) - C(x, t~(~))ll,=o XEE 
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We will show that the above expression is strictly negative by making 
estimates on the size of each of the seven summands in the last 
expression above. 
First summand. One notes from part 3(a) that 
I(w?Y>(x,f(X)) - (w?Y)(~, 0)l < c2f(x) 
for each x E P(O, 1) and thus 
IjE WW(~~~(~)) - (w~)(~, ON w)I dJLx 
< ~2 =fh d&n I 
< c2a(m) 62 
< 44 c,(4) a2)-l j, I Df I2 d&n 
d W3) j I Df I2 Wn 
E 
by part 4(a, g) 
Second summand. One notes from part 3(b) that 
Iwi/w(~, f (“ai G c2 
for each i = l,..., m and each x E D*(O, 1) and thus 
1 j, WWN(x, f (4) * 4x) * Pf /W(x) &nx 1 
< mc, s hlDfldHm E 
< mc2ff(m)1/2c (j, I W I2 d&n)1’2 
< ma(m)112 c2W a2)-” j, I Df I2 dWn 
G W3) j, I Df I2 & 
by part 4 (b, g) 
Third summand. One notes from part 3(b) that 
I ‘wf (4) - w, O>l < C2f (4 
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for each i = l,..., m and each x E P(0, 1) and thus 
< 2m+) c2(&) W1 1, I Df I2 a 
+ 2ma(m)1’2 c,(l(s) P)-1’2 1, 1 Df I2 dI&, 
<(c,/4)-~ IDf12~m 
E 
by part 4(a, b, g) 
Fourth summand. One notes from part 3(c) that 
@Qil?d(x, f WI d cz 
for each x E P(0, 1) and thus 
6 mzcz 
s hlDfl"& E 
< m2c2E 
I IDf 12dH, E 
-G W3) j- I Df I" d&z 
E 
by part 4(f). 
Fifth summand. We compute 
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From part 3(d) we have 
ljE Z.jQt,dx, f(x)> . (a(~g)lW(x) . (af/%)(x) d&a 1 
d4m2c2E EIDfla I 
< 4m2ci(m)lj2 c2W 82)-1’2 1, I Df I2 d&z 
G (c,P) j, I Df I2 a 
by part 4th g). 
On the other hand we have from the hypothesis (1) of this theorem 
that 
i E 2&,~Q&,fW - (~fP~,)W - (~fhX4 &,a.~ 
2 2c, I I Df 12clH,. E 
Sixth summand. From part 3(e) one has 
JjEWW9f(5C)> DfW) *w a2 / 
< c, I hlDf13dHm E 
G h/8) 1 I Df I” dRn 
E 
by part 4(e, f). 
Seoenth summand. From part 3(f) and part 4(f) one has 
11, -&:t(aH/+d(x, f XL Df(x)) * (ahla4(x) Q%P / 
< m2 supil DWI : +f-YQ 4 I Df I2 a 
G (49 s I Df I2 mm. 
E 
Clearly the sum of the seven summands above is strictly negative, 
which proves the theorem. 
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3. COROLLARY 
LetF* : Rm x R x R” -+ R n {t : t > 0} be a variational integrand 
of class 3 as in l(4) and suppose the Euler partial dt$jferential equation 
associated with F is elliptic. Let f *, g* : Dm(O, 1) + [0, l] be two 
functions of class 2 which are critical points of F* as in 2(3) such that 
(1) f*(x) > g*(x) for each x E Dm(O, l), and 
(2) K(Dom(O, 1) n {x : f *(x) = g*(x)}) > 0. 
Thenf * = g*. 
Proof. Apply Theorem 2 with f = f * - g* and F(x, y, p) = 
fF*(x, y + g*(x), p + Q*(x)) for (x9 Y, P) E WO, 1) x P, 11 x I+. 
4. REMARK 
Combining the compactness properties of integral currents 
([3] 8.13), the lower semicontinuity of integrals of elliptic integrands, 
the decomposition technique of ([4-J 3.4), the regularity results of 
([I] 1.10, 7.6) and the Corollary 3 above, one obtains the following 
result (whose extension to manifolds is immediate). 
5. THEOREM 
Let I,(R”+‘) [resp. I,,+,(Rm+l)] denote the space of all m dimensional 
[resp. m - 1 dimensional] integral currents in 1p”+l ([3] 3.7) and let 
A,(Rm+l) denote the Grassmann vector space of all m vectors in R”+l. 
Suppose F : Rm+l x A,(Rm+l) -+ R is of class k > 3 such that 
F(x, *) : A,(Rm+‘) + R is a un$rmly convex norm for each x e Rm+l 
and inf{F(x, X) : x E lim+l, X E A,(R”+l), 1 h 1 = l> > 0. Let 
B E Im-l(Rm+l) with aB = 0. Then there exists S E I,(W+l) with the 
following properties: 
(1) &S = B, 
(2) LP+ F(x, %4) d II S II x < Jzap+J+, @)) dll Tll x 
whenever T E I.JRm+l) with aT = B, 
(3) There is an open set U C p+l such that H,J[spt(S) - 
SPWI - U) = 0 and spt(S) A U is an m dimensional submanifold of 
1pm+l of class k - 1. 
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