Partial-order reduction is a well-known technique to cope with the state-space-explosion problem in the verification of concurrent systems. Using the hierarchical structure of concurrent systems, we present an enhancement of the partial-order-reduction scheme of [12, 191. A prototype of the new algorithm has been implemented on top of the veriJication tool SPIN. The j r s t experimental results are encouraging.
Introductiont
Over the last decades, the complexity of computer systems has been increasing rapidly, with a tendency towards distribution and concurrency. The correct functioning of these complex systems is becoming an ever larger problem. Many verification and proof techniques have been invented to solve this problem. An important class of techniques are those based on a fully automatic, exhaustive traversal of the state space of a concurrent system. Well-known representatives are the various model-checking techniques.
An infamous problem complicating an exhaustive traversal of the state space of a concurrent system is the state explosion, caused by the arbitrary interleaving of independent actions of the various components of the system. Several techniques have been developed to cope with this problem. Partial-order reduction is a very prominent one (see, for example, [l, 7, 8;.11, 12, 18, 19, 20, 21, 221) . It exploits the independence-of actions to reduce the state space of a system while preserving properties of interest. When generating a state space, in each state, a subset of the enabled actions satisfying certain criteria is chosen for further exploration. Following [12, 191, we call these sets ample sets.
The traditional approach to partial-order reduction (see, for example, [12, 191) deals with systems seen as an unstructured collection of sequential processes running in parallel. However, many systems have inherent hierarchical structure, imposed either explicitly by the language used for the system specification that groups processes in blocks or similar constructs (e.g., SDL, UML), or implicitly by the interconnections among processes. In this paper, we present a partial-order-reduction algorithm that exploits the hierarchical structure of a system.
Our starting point is the partial-order algorithm of Holzmann and Peled [12, 191. This algorithm is implemented in the verification tool SPIN [9] and has proven to be successful in coping with the state-space explosion. It is also sufficiently flexible to allow extensions (see for instance the extensions for timed systems in [4, 171). The algorithm uses a notion of safety to select ample sets. The safety requirement is imposed via syntactical criteria to avoid expensive computations during the state-space traversal. These criteria give ample sets containing either all enabled actions of a single process or all enabled actions of all processes. Our idea is to introduce a gradation of the safety requirement based on the hierarchical structure of a system. To this end, we introduce the concept of a clustering hierarchy to capture the system hierarchy and the induced (in)dependencies among processes. This generalization allows ample sets consisting of actions from different, but not necessarily all, processes. Our cluster-based algorithm is a true generalization of the partial-order-reduction algorithm of [12, 191. It can also be seen as a version of the algorithm of Overman [lS] , adapted for clustering hierarchies and LTL model checking. We implemented our algorithm on top of the verification tool SPIN. The results obtained with the prototype are encouraging, in particular, considering that a visual language is being developed for SPIN [ 151 that combines naturally with our cluster-based reduction algorithm.
The remainder of this paper is organized as follows. Section 2 explains the state-space-explosion problem and the basic concepts that play a role in this paper. Section 3 presents some known theoretical results on partial-order reduction as well as the reduction algorithm of [12, 191. In Section 4, we present our cluster-based partial-orderreduction algorithm. Section 5 gives experimental results. Finally, Section 6 contains concluding remarks.
Preliminaries
State spaces of concurrent systems. Concurrent systems typically consist of a number of processes running in parallel. To exchange information, these processes communicate via messages andor shared memory. The left part of Figure  1 shows the very simple concurrent system example. It consists of three processes, PO, P1, and P2, each one executing a sequence of two actions. Assuming that there is no communication and, thus, all actions can be executed independently, the right part of Figure 1 shows the state space of system example. The numbers 00 through 08, 10 through 18, and 20 through 28 represent states of system example. The states encode all relevant information of example such as values of variables and local program counters. The initial state of the system is 00 (marked with a small arrow). The labeled arrows in Figure 1 correspond to state changes or transitions of the system. The labels link transitions to actions of the system. Note that parallel arrows in Figure 1 are assumed to have identical action labels.
The example of Figure 1 illustrates a well-known problem complicating the verification of concurrent systems. Clearly, each of the processes in example can only be in three different states. However, Figure 1 shows that the complete state space of example consists of 27 (=33) states. The state space of a system with a fourth process (executing two actions) already consist of 81 (=34) states, whereas the state space of a system consisting of two processes consists of only 9 (=32) states. This example illustrates that the state space of a concurrent system may grow exponentially if the number of processes in the system increases. This phenomenon is known as the state-space explosion. Obviously, the state-space explosion complicates verification techniques that are based on an exhaustive traversal of the entire state space of a concurrent system. Labeled transition systems. The notion of a state space is the most important concept in this paper. To formally reason about state spaces, we introduce the notion of a labeled transition system. Definition 2.1 (Labeled transition system) A labeled transition system, or simply an LTS, is a 6-tuple (S, 2 , A , r, l7, L ) , where S is a finite set of states; 2 E S is the initial state; A is a finite set of actions; r : S x A + S is a (partial) transitionfunction; l 7 is a finite set of boolean propositions; L : S + 2" is a state labelingfunction.
The first four elements in the definition of an LTS have already been discussed in the previous paragraph. Propositions and state labels are included in the definition because they play a role when one is interested in verifying specific properties of a concurrent system. Before explaining these last two elements in some more detail, we introduce some auxiliary notions. Let 7 = (S, i, A, t, ll, L ) be some LTS.
An action a E A is said to be enabled in a state s E S, In the previous paragraph, the notion of a transition has already been mentioned. Formally, transition function r of LTS 7 induces a set T 2 S x A x S of transitions defined as T = {(s,a,s') 1 s,s' E S A U E A A S ' = r ( s , a ) ) . To improve readability, we write s -$ s' for (s, a, s') E T . Besides the number of states of a concurrent system, also the number of transitions of the system is a factor complicating verification. The LTS of Figure 1 has 54 transitions.
An execution sequence of LTS 7 is a (finite) sequence of subsequent transitions in T . Formally, for any natural numbern E IN, states si E Swithi E N a n d 0 5 i 5 n, and actions ai E A with i E Nand 0 5 i < n, the sequence 
Partial-Order Reduction
Section 3.1 gives results, known from the literature on partial-order reduction (see, for example, [l, 7, 8, 11, 12, 18, 19, 20, 21, 22] ), that are needed to prove that our reduction technique preserves deadlocks, local properties, and next-time-free LTL. Section 3.2 presents the partial-orderreduction algorithm of Holzmann and Peled [12, 191 . In Section 3.3, we briefly discuss implementation issues.
Basic theoretical framework
The basic idea of state-space-reduction techniques for enhancing verification is to restrict the part of the state space of a concurrent system that is explored during verification in such a way that properties of interest are preserved. There are several types of reduction techniques. In this paper, we focus on partial-order reduction. This technique exploits the independence of properties from the possible interleavings of the actions of the concurrent system. It uses the fact that the state-space explosion is often caused by the interleaving of independent actions of concurrently executing processes of the system (see Figure 1 ).
To be practically useful, a reduction of the state space of a concurrent system must be achieved during the traversal of the state space. Thus, it must be decided per state which transitions, and hence which subsequent states, must be considered. Let 7 = (S, s^, A, 7 , n, L ) be some LTS. It may be clear that not all reductions preserve all properties of interest. Thus, depending on the properties that a reduction must preserve, we have to define additional restrictions on r . To this end, we need to formally capture the notion of independence introduced earlier. Actions occurring in different processes may still influence each other, for example, when they access global variables. The following notion of independence defines the absence of such mutual influence. Intuitively, two actions are independent iff, in every state where they are both enabled, (1) the execution of one action cannot disable the other and (2) the result of executing both actions is always the same. defined, rr (s, a ) is defined. An example of independent actions are two assignments to or readings from local variables in distinct processes. Note that two actions are trivially independent if there is no state in which they are both enabled. It is straightforward to see that, in our running example of Figure 1 , all actions are rnutually independent.
The first class of properties we are interested in is the presence or absence of deadlocks. To preserve deadlock states of an LTS in a reduced LTS, the reduction function r must satisfy the following two conditions (called provisos):
C1 (persistency)
For any s E S and execution sequence s = SO + s1 + ... -+ sn of lengthn E I N \ (0) with ai # r ( s ) for all i (0 5 i < n), action an-1 is independent of all actions in r (s) .
The basic idea behind the persistency proviso is that, during the state-space traversal, transitions caused by actions that are independent of all the actions chosen by the reduction function can be ignored. Proviso C2 prevents the so-called 'ignoring problem' identified in [20] . Informally, this problem occurs when a reduction of a state space ignores the actions of an entire process. Proofs of (variants of) Theorem 3.4 can be found in [7, 11, 201. In fact, these references show that C2 can be weakened if one is only interested in the preservation of local properties. The stronger proviso given above is needed for the preservation of next-time-free LTL properties, which is the third class of properties we are interested in. For any LTL formula 4, prop($) is the set of propositions in 4.
Definition 3.5 (Invisibility) An action a E A is +-invisible in state s E S iff 7(s, a ) is undefined or, for all n E prop(#), s , a ) ) . Action a is globally 4-invisible iff it is +invisible for all s E S.
Informally, an action is globally +invisible iff it cannot change the truth value of formula 4. 
C3 (invisibility)

The algorithm of Holzmann and Peled
Given the three theorems of the previous subsection, the challenge is to find interesting reduction functions and efficient algorithms implementing the corresponding reductions. A well-known reduction algorithm is the one described in [12, 191 . The most important aspects of the algorithm are the following: (1) It is based on a depth-first search (DFS) of the state space of a concurrent system and (2) it uses a reduction function based on the process structure of the system. For details, the reader is referred to the original references [12, 191. In this paper, we concentrate on the reduction function. To this end, we introduce a notion of processes in our framework of LTSs.
Let 7 = (S, s^, A , T, n, L ) be an LTS. We assume that a set of processes P is associated with 7 as follows. Each P E P is a set of actions, i.e., P g A . We require that the processes partition the set of actions: A = U p e p P and, for all P , Q E P with P # Q, P r l Q = 0. Function Pid : A + P gives for each action the process it is contained in. Not every partitioning of actions is a meaningful process structure. Concurrency within processes is not allowed. Thus, we require that, for any pair of distinct actions a, b E A belonging to the same process in P and any state s E S such that a , b E enabled@), b g' enabZed(t(s, a ) ) . That is, each two actions from a single process that are simultaneously enabled in a given state must disable each other. Clearly, this restriction disallows concurrency within processes, whereas it does allow choices.
The following definition is crucial in the formulation of the abovementioned reduction function. It depends on the class of properties one is interested in. As mentioned, the algorithm of [ 12, 191 performs the reduction of the state space during a DFS. A DFS uses a stuck to store partially investigated states. The reduction is obtained by defining for each state a so-called ample set. Note that the definition uses safety and, hence, depends on the particular class of properties to be verified.
Definition 3.8 (Reduction function ample) Let s E S.
Consider the set SP of processes P E P such that enabZed(s) n P # 0, for all a E enabled(s) n P , a is safe (for some next-time-free LTL formula b), and ~( s ,
a )
is not on the DFS stack. If SP is empty, then define ampZe(s) = enabZed(s); otherwise, choose an arbitrary element P of SP and define ampZe(s) = enabZed(s) n P . Set ampZe(s) is said to be the ample set fors.
It is not difficult to verify that reduction function ample satisfies provisos CO through C3 given in the previous subsection. CO follows easily from Definition 3.8. C1 and C3 follow from the safety. requirement in Definition 3.8. Finally, C2 follows from the requirement in Definition 3.8 that the state resulting from the execution of an action in the ample set cannot be on the DFS stack unless the ample set consists of the entire set of enabled actions. As a result, the reduction via ample preserves deadlocks (Theorem 3.3), local properties (Theorem 3.4), and next-time-free LTL (Theorem 3.6). SPIN [9] is a tool supporting the automatic verification of deadlock-, local-, and next-time-free LTL properties. Specifications of 'concurrent system are written in the language PROMELA. The partial-order-reduction algorithm of 112, 191 has beeniimplemented in SPIN. To allow for the efficient computation of ample sets during a DFS, sufficient conditions for the safety of actions are derived from the PROMELA specification before starting the DFS (see [12] ). For instance, a sufficient condition for the safety of an action that can be derived from a PROMELA specification is that it does not touch any global objects such as variables or communication channels. Another good reference for readers interested in implementation issues concerning partial-order reduction is [7] .
Implementation in SPIN
Cluster-based Partial-Order Reduction
We motivate our improvement of partial-order reduction by means of two different specifications of the same concurrent system given in Figure 2 . Specification example1 has two global variables and four processes, each of them executing a single action assigning a value to one of these variables. Clearly, none of the actions is independent of all the other actions, which by Definition 3.7 means that none of the actions is safe. Thus, reduction function ample of Definition 3.8 yields no reduction. The interested reader could verify that the LTS corresponding to the concurrent system has 25 states and 40 transitions.
Specification example2 in Figure 2 is a variant of example1 with the processes clustered in pairs. The two clusters encapsulate the dependencies between processes. As a result, all actions within one cluster are independent of all actions within the other one. Our idea is to augment an LTS with a hierarchy of clusters and to generalize Definitions 3.7 and 3.8 to clusters. Thus, it is possible to reduce the state space of the system of Figure 2 to an LTS that includes all interleavings of actions within clusters CO and c1 but only a single interleaving of actions from different clusters (see Figure 2) , while preserving all properties of interest.
Let ' 7-= (S, 2, A , 5, n, L ) be an LTS with processes P. Clearly, Definition 4.1 implies that each level in a clustering hierarchy is a coarsening of all lower levels. Also note that the maximum number of levels in a clustering hierarchy is limited by the number of processes in Let 'fl = (CO, . . . , C,-1), with n E IN \ {O), be a clustering hierarchy for ?. For all i E IN with 0 5 i < n, function Cid(') : P --f Ci yields for a given process the level-i cluster it belongs to; that is, given a process P E P and level In the aboveclustering hierarchy for example2, all actions are level-1 and (trivially) level-2 safe, but not level4 safe.
Given a cluster C _C P , let acrions(C) = U p e c P . Proof. It is straightforward to prove that cample satisfies provisos CO, C1, C2, and C3 of Section 3.1. The arguments are the same as in Section 3.2, where it is argued that function ample of Definition 3.8 satisfies these provisos. The desiredresult follows fromTheorems 3.3,3.4, and 3.6. 0
Consider again the concurrent system of Figure 2 . In practice, the largest state-space reductions are obtained by choosing the ample sets as small as possible. A simple way to obtain small ample sets is to search the levels in a clustering hierarchy for suitable clusters in increasing order.
Another practical issue is how to obtain useful clustering hierarchies. Such a clustering should maximize the dependencies between processes within a cluster and minimize the dependencies between clusters. It is our aim to obtain such hierarchies statically, derived from the concurrentsystem specification. In that way, we avoid the overhead of forming a hierarchy on-the-fly by inspecting dependencies between processes during the DFS. One possibility to derive a hierarchy in a static way is to preprocess the system specification and to cluster processes based on shared objects. Another option is to use the existing hierarchical or modular structure of a specification; many contemporary specification and modeling languages such as UML and SDL include standard hierarchical structuring mechanisms. A final option could be the use of advanced statistical clustering techniques (based on run-time information) as described in ~4 1 .
Experiments
To validate our cluster-based reduction algorithm, we implemented a prototype on top of the verification tool SPIN, version 3.2.4. We applied our prototype implementation to several examples. Since PROMELA, the input language of SPIN, does not support modular design, we provided the clustering hierarchies ourselves (based on a straightforward informal analysis of the examples). Our focus is on the generation of state spaces; we did not verify any properties. The goal of the experiments is to compare reductions in states and transitions obtained via our algorithm with reductions obtained via SPIN'S standard partialorder reduction. As may be expected, similar to standard partial-order reduction, our algorithm performs best for systems with a large amount of concurrency. In all cases, we observe significantly larger reductions than the ones obtained with standard partial-order reduction. Moreover, in all cases, our algorithm reduces verification times. The overhead of upgrading the standard partial-order-reduction engine is marginalized by the gain in time because of the smaller number of generated states and transitions.
In the remainder, we show the results of three case studies. The experiments were performed on a Sun Ultra-10 machine, with a 299 M H z UltraSPARC-IIi processor and 128 MB of main memory, running the SunOS 5.6 operating system. All the verification times are given in seconds.
Best-case example. Our first case study consists of variants of system example2 of Figure 2 . The systems we verified consist of N pairs of processes and N variables, each pair sharing one of these variables. The system with N=2 corresponds to system example2. Table 1 shows the results, including the reductions in states and transitions in percentages compared to SPIN with standard partial-order reduction. The numbers deviate from the theoretical results given in Section 4 due to implementation details of SPIN. SPIN adds to each process a special end transition that is inde-
Computer.
pendent of all other transitions. The standard SPIN partialorder reduction captures the independence of these special end transitions. Our prototype implementation takes, in addition, advantage of the independence of some transitions involving shared variables, as explained in Section 4. We used a hierarchy of two layers, with the nontrivial layer consisting of clusters that coincided with process pairs.
Parity Computer. The second example, taken from [2], models a Parity Computer with a tree structure. The system consists of a root module, N client modules as leaves, and join modules as intermediate nodes. The system with N=4 is shown in Figure 3 . The figure also shows a clustering hierarchy that is immediately derived from the modular structure of the Parity Computer.
A client process starts with nondeterministically generating a bit value that it puts into the request variable that it shares with its parent join module. Subsequently, it continuously waits for an acknowledgment from its parent. Each time it receives an acknowledgment, it again sends an arbitrary bit value to its parent. A join process computes the parity (XOR) of its two inputs and transmits it upwards to its parent, while, simultaneously, sending an acknowledgment to its children. Eventually, parity bits are delivered to the root process.
Consider again the example in Figure 3 . Our clusterbased partial-order-reduction algorithm takes advantage of the fact that a join process communicates with its parent and its children in alternating order. Because the cluster with root Join0 is independent of the cluster with root Joinl, we can reduce the state space by basically serializing the transitions internal to one of these clusters with those internal standard POR to the other one. SPINS standard reduction algorithm does not give any reduction because all transitions involve global variables. As Table 2 shows, the reduction with clusterbased partial-order reduction is quite impressive. The reduction with cluster-based partial-order reduction is slightly worse (though of the same order of magnitude) than the reduction reported in [2] for the same examples, obtained with the Next heuristic. However, it is difficult to draw any final conclusions about the comparative efficiency of the two techniques based only on this one example. First, the input languages in which the models are specified are different, which inevitably leads to differences in the model. Second, the Parity-Computer example is one of the best cases for the Next heuristic and, as the authors note themselves in [2], there are many examples for which partialorder reduction gives better results than the Next heuristic. 
Concurrent
Conclusion
The main contribution of this paper is an enhancement of the partial-order-reduction scheme of [ 12,191. Using the inherent structure of concurrent systems, we improve the way the safety (i.e., independence and invisibility) of actions is determined syntactically during the compilation of the system specification. The resulting ample sets may contain actions frommore than one process. Although ample sets with actions from several processes have been considered earlier (e.g., [ l]), to the best of our knowledge, the idea of exploiting hierarchical system structure is not present in the literature. We implemented our algorithm on top of SPIN, by upgrading SPIN'S standard partial-order-reduction engine.
The prototype implementation has been tested on several examples known from the literature and the obtained results are encouraging: Compared to SPIN'S standard partialorder-reduction algorithm, significantly larger reductions of state spaces are obtained and verification times are decreased.
It will be interesting to see how our approach works in combination with other state-space-reduction heuristics. Following [6], it is easy to show that our technique is fully compatible with symmetry reduction. The two techniques are orthogonal because they exploit different features of concurrent systems. We agree with the conjecture in [2] that partial-order reduction (and also our enhancement) is compatible with the Next heuristic. It seems though that cluster-based partial-order reduction and the Next heuristic are not fully orthogonal, because they capture to some extent the same redundancies in state spaces. It is interesting to study the relation between the Next heuristic and clusterbased partial-order reduction in more detail.
The main task in the near future is to fully automate our implementation. In the current prototype, the clustering hierarchy and safety levels must be included manually. A fully automatic implementation will allow us to test the implementation on larger, real-world examples. We also plan to take advantage of the improved partial-order reduction [lo] introduced in the latest releases of SPIN, as well as the introduction of V-Promela [ 151. Another interesting topic is the study of clustering heuristics (see, e.g., [14]). Good clustering heuristics might actually yield better clustering hierarchies than the ones obtained from the hierarchical structure specified by a system designer. Finally, our cluster-based algorithm is compatible with the upgrade of SPIN'S engine for timed systems from [4]. It is very likely that it can be combined with techniques for partial-order reduction for timed automata [3,5, 171.
