In certain applications of linear programming, some particular solutions called the weighted centers of the solution set are often desired, giving rise to the need of algorithms capable of locating such centers. In this note, we modify the Mizuno-Todd-Ye predictor-corrector algorithm so that the modified algorithm is guaranteed to converge to the weighted center for given weights. The key idea is to ensure that iterates remain in a sequence of shrinking neighborhoods of the ·weighted central path. The modified algorithm also possesses polynomiality and superlinear convergence.
Introduction
In some applications in economy and management sciences, it is often required to obtain particular solutions for the linear program underlying the mathematical model. One such application is the Data Envelopment Analysis (DEA) (Ref. 1) which is a method to estimate amount of inefficiencies contained in the outputs and inputs generated by managed entities called Decision Making Units. The desired solutions for the DEA linear programming model are essentially those solutions that satisfy strict complementarity. Among those strict complementary solutions, its often more beneficial to obtain a solution that is "as far as possible" from the relative boundary of the solution set (Ref.
2), i.e. it is desirable to obtain a solution that is "central" to the solution set in some sense. Several notions of centers are introduced in the literature. To cite some, we mention, the center of gravity, the center of an ellipsoid of the maximum volume inscribed inside the solution set, see (Ref. 3) . Unfortunately, some of these centers are more difficult to obtain than the linear programming itself, while others can be obtained in a polynomial time but the algorithms for obtaining them are not computationally attractive (Ref. 3) . Another notion of center is the analytic center of the solution set. The attractiveness of this center arise from the fact that it maximizes the product of the positive components of solutions in the relative interior of the solution set ( equivalently, it maximizes the logarithmic barrier term). The analytic center can also be defined as the intersection of the central path with the solution set (Ref. 3) . It is our main objective in this work to obtain an interior-point algorithm that can locate the analytic center of the solution set and also possesses both global and fast local convergence properties. Throughout this paper, the term center will be used exclusively to refer to (weighted) analytic centers, which will be defined later in this section.
We consider linear programs in the standard form:
where c,x E Rn, b E Rm, A E Rmxn(m < n) and A has full rank m. The dual linear · program of ( 1) is max1m1ze bT y subject to AT y + z = c, z 2 0, where y E Rm and z E Rn.
The optimality conditions for (1) and (2) can be written as
and e is then-vector of all ones.
The feasibility set of problem (3) is defined as
A feasible point ( x, y, z) E :Fis said to be strictly feasible if :r: and z are strictly positive. In this paper we denote the set of all strictly points by F+ and assume it to be nonempty.
For any point ( x, y, z) E :F, the duality gap is
The equality holds only at optimal solutions. In general, the goal of a primal-dual interiorpoint method is to drive the duality gap to zero.
We denote the solution set of Problem (3) by
It is known that the existence of strictly feasible points implies that S is bounded. In addition, if Sp and Sd are the primal and dual solution sets, respectively, then
In this work, we are only concerned with the case when S is not a singleton set, i.e.,
ri(S) #-0
where ri( S) is the relative interior of S. In this case, the solution set S has the following well-known structure: (i) the relative interior of S coincides with the set of strict complementary solutions; (ii) the zero-nonzero pattern of points in the relative interior is invariant.
Therefore, for any (x*,y*,z*) E ri(S), the following index sets I;={i:xT>0,1:s;i::;n} and I;={i:z;>o,1::;i::;n}.
are independent of the choice of (x*, y*, z*). Moreover, by strict complementarity I;LJI; = {1,2, ... ,n} and J;n/; = 0.
Given a weight vector w E Rn such that
thew-weighted center, or simply w-center, of the solution set Sis defined as
Equivalently, in (5) one can replace i/Jw(x, z) by its logarithm, i.e., 
See also Proposition 8.2 in Megiddo (Ref. 5 ) and the discussion preceding it.
In this paper, the norm II · II represents the Euclidean norm unless otherwise specified.
The rest of the paper is organized as follows. In Section 2 we describe the Mizuno-ToddYe predictor-corrector algorithm. We present our modified predictor-corrector algorithm in Section 3. The convergence properties of proposed algorithm are studied in Section 4. The final section contains concluding remarks.
Predictor-Corrector Algorithm
In this section, we describe the Mizuno-Todd-Ye predictor-corrector algorithm (Ref. 
where 
where r = -X z for the predictor step and r = µe -X z for the corrector step. It is easy to see that the matrix in the left-hand-side of ( 9) is F' ( x, y, z), and the right-hand-side is -F(x,y,z) for the predictor step and µe -F(x,y,z) for the corrector step, noting that for any feasible point ( x, y, z), the first two blocks of linear equations in F( x, y, z) = 0 are always satisfied. Hence, the predictor step is a Newton step for the system of optimality conditions F(x, y, z) = 0, and the corrector step is a Newton step for a perturbed system.
We now formally state the Mizuno-Todd-Ye predictor-corrector algorithm. 
{(xk, l, zk)} c N(/3) c N(l/4). From the definition of N(/3), it is clear that Lemma 2.1 implies that for µk > 0

Modified Algorithm
When multiple solutions exist, there has been no assurance, up to the writing of this note, that the iteration sequence generated by the Mizuno-Todd-Ye predictor-corrector algorithm will converge to a solution, a center or not, as it approaches the solution set. In this section, we modify the Mizuno-Todd-Ye predictor-corrector algorithm so that the resulting algorithm is guaranteed to converge to the w-center of the solution set for any given weight vector w satisfying ( 4). Throughout this paper, we will assume that a weight vector w satisfies ( 4).
The following lemma was proved in (Ref. 8 ). It provides a sufficient condition for a strictly feasible sequence { ( xk, yk, zk)} to converge to a w-center of the solution set. (12)
Our approach to constructing an algorithm that is guaranteed to converge to aw-center is to enforce condition ( 11). We do so by properly choosing the steplength cl at each iteration.
The idea is to produce a sequence of gradually shrinking neighborhoods {Nw(f3k)} of a wcentral path with ,Bk -+ 0, and to restrict the k-th iterate (xk, :1/, zk) to lie in f'1u(f3k-l ).
This strategy will eventually force the iteration sequence {(xk, yk, zk)} to satisfy condition (11) (14) is satisfied and cl > 0 is well defined by (13).
We now state our modified predictor-corrector algorithm. It allows more general weight vector w other than w = e, and it always converges to the w-center of the solution set S, as will be shown in the next section.
Algorithm 3.2 (Modified Predictor-Corrector)
Let w be a weight vector satisfying (4) and let ,\ E (0, 1). Given a strictly feasible pair with /3k from (16).
(2) Solve for the corrector step (~~rk, ~71\ ~czk) from (9) with It should be mentioned that if ak = 1 at some iteration, then ( i/, '[/, zk) will be an optimal solution. Hence Algorithm 3.2 (and Algorithm 2.1 for that matter) can be terminated.
However, this case seems extremely unlikely to happen in practice. Without loss of practical significance, we will assume that ci < 1 for all k.
It is easy to verify the following well-known identities for the iteration sequence generated by Algorithm 3.2.
(18)
These identities will be used in analyzing the convergence properties of Algorithm 3.2 in the next section.
Analogous to Lemma 2.1 for Algorithm 2.1, we have the following lemma for Algorithm 3.2. 
It is well-known [see (Ref. 6), for example] that for any (~x, ~z) satisfying (9) ll~X ~zlJ ~ ll(X Z)2-1/2rlJ2
Therefore, it follows from (19), (20) and (21) that
In the last inequality we used the fact /3k :S 1/4. This completes the proof. err/:::; max(n/(,Bmin(w)),(n/~in(w))") = O(n).
It follows from (23) that ak = 0(1/-Jn).
(2) It is equivalent to prove 
Concluding Remarks
In this note, we proposed a variant of the Mizuno-Todd-Ye predictor-corrector algorithm that is guaranteed to converge to the w-center of the solution set S for any given weight vector w, provided that an initial point close to the w-central path is available. To our best knowledge, this is the first demonstration of an algorithm with such a property. The introduction of weights can be useful in applications where large values for certain variables are desirable.
