Thermal striping caused by the mixing of fluids at different temperatures is one of the most important issues in the design of Sodium cooled Fast Reactors (SFRs), because it may cause high-cycle thermal fatigue in the structure and affect the structural integrity. A numerical simulation code named MUGTHES has been developed to investigate thermal striping phenomena and to estimate high-cycle thermal fatigue in SFRs. In this study, the numerical simulation of the WATLON which was a water experiment of the T-junction piping system conducted by the Japan Atomic Energy Agency (JAEA) was conducted to validate the MUGTHES as a typical problem of thermal striping and to investigate the temperature fluctuation generation mechanism relating to the unsteady motion of large eddy structures. In the numerical simulation, an approach using the large eddy simulation (LES) with the standard Smagorinsky model was employed to simulate large scale eddy motions in the T-pipe. To quantify the uncertainty of the numerical results, the Grid Convergence Index (GCI) estimation was examined using two modified methods from the Roache's GCI method described in the ASME V&V-20 guideline and the Eça-Hoekstra's least square version GCI. The modified least square version GCI was named SLS-GCI (Simplified Least Square version GCI estimation method). Three mesh arrangements were employed to estimate the GCI value for uncertainty quantification in the validation process. Through the GCI estimation, it was found that the SLS-GCI method could successfully quantify the uncertainty of the numerical results. The numerical results suggested that the fine mesh arrangement in this study could improve the temperature distribution in the wake and that the thermal mixing phenomena in the T-pipe were caused by the mutual interaction of the necklace-shaped vortex around the wake from the front of the branch jet, the horseshoe-shaped vortex, and Karman's vortex motions in the wake.
Introduction
Investigations of the conceptual design of an advanced sodium cooled fast reactor called JSFR (Japan Sodium cooled Fast Reactor) (Ichimiya, 2007) have been conducted at the Japan Atomic Energy Agency (JAEA). Thermal striping phenomena may occur in the reactor vessel and the piping system where fluids at different temperatures are mixed. In the upper plenum of the JSFR reactor vessel, for example, there is a concern (Ohyama, 2009) regarding the possibility of thermal striping issues around the lowest perforated plate of the upper internal structure (UIS), termed as the core instrument plate (CIP), which holds the upper guide tubes of the control rod systems, thermocouples, and other sensors for operation and safety measures. At the top of the reactor core, hot sodium is injected from the fuel assemblies and cold sodium flows out from the control rod channel outlets and the blanket fuel assemblies. The fluid temperature fluctuation may occur around the CIP and the control rod shaft. When the fluid temperature fluctuation is carried to those structure surfaces, cyclic thermal stress can be induced according to the frequency characteristics and the degree of amplitude of the fluid temperature fluctuation. If such a cyclic stress continuously acts on the structure, cracks may be eventually initiated and may cause damage to the structure. Thus, thermal striping, which may cause high-cycle thermal fatigue in the structure, is recognized as one of the most important issues in the design of the JSFR.
To investigate the thermal striping phenomena and to estimate the structural integrity against high-cycle thermal fatigue, experiments (Kimura, 2005 , Kobayashi, 2009 and Kamide 2009 ) and numerical investigations (Kimura, 2008 and Tanaka, 2009a) have been performed by the JAEA. Since it is difficult to conduct large scale experiments covering the JSFR operating conditions, the establishment of a numerical estimation method for high-cycle thermal fatigue in the JSFR is strongly desired. As an important part of the numerical investigations, a numerical simulation code named MUGTHES has been developed to investigate and estimate high-cycle thermal fatigue in the structure (Tanaka, 2009b and 2010a) . For successful development of the numerical simulation codes and numerical estimation methods, a step-by-step approach including the verification and validation (V&V) process was previously considered (Tanaka, 2010b and 2011) . Evolving the previous approach, Tanaka (2014b) proposed a procedure named V2UP (Verification and Validation plus Uncertainty quantification and Prediction) consisting of five components: (1) definition of the target problem and phenomena analysis, (2) implementation of the V&V, (3) design and rearrangement of experiments for the V&V, (4) uncertainty quantification in each problem and integration of uncertainties and (5) numerical prediction (estimation) for the target issue. In the V2UP, problems for the V&V process are hierarchically arranged into four categories: the fundamental problems (FPs), the separated effect tests (SETs), the component effect tests (CETs) and the integrated effect tests (IETs). The fundamental problem (FP) contains a single element phenomenon to confirm the applicability of the numerical schemes and the potential of the physical models in the code to perform the numerical estimations for the target issue. The SET contains several elemental phenomena to check the applicability of the numerical schemes and the physical models to the practical problems. A set of the numerical simulations of the FPs and the SETs is defined as the fundamental validation step. Through the fundamental validation, the potential capability of the numerical simulation code for the target issue is confirmed. In the validation defined as a set of the CETs and the IETs, on the other hand, the similarity of the geometrical configuration of the test section should be preserved. The CET should be designed as an essential model wherein the important phenomena of the problem of interest are included. Validation with the CETs is an important step to establish a numerical estimation method in the view point of the sufficiency of the physical model for the target phenomena. The IETs should be designed and performed to provide data on the synergistic effects of the phenomena in the target issue to confirm the comprehensive capability of the numerical simulation codes and methods for the simulation of the full scale plant.
In this paper, numerical simulations of the WATLON (Igarashi, 2003 and Kamide, 2009 ) which was a water experiment for the T-junction piping system (T-pipe) conducted in JAEA were conducted as a SET in the fundamental validation of the MUGTHES, before the validation with the CETs and the IETs, and the numerical prediction of the thermal-hydraulic behavior around the CIP. In the numerical simulation, three different mesh arrangements were prepared to quantify the uncertainty using the grid convergence index (GCI) estimation and confirm the applicability of the GCI estimation methods proposed in this paper to the practical problem. The fine mesh arrangement was made to improve the accuracy of the numerical results from previous studies (Tanaka, 2010a and 2010b) , in addition to the GCI estimation. For the GCI estimation, the two modified methods from Roache's GCI method (Roache, 1994 and 1997) introduced in the ASME guideline (ASME, 2009) and the least square version GCI method that was originally developed by Eça and Hoeksta (2006) were examined for the T-pipe problem using the numerical results with three different mesh arrangements at common boundary conditions. By the numerical simulations, the temperature fluctuation generation mechanism in the T-pipe was discussed and requirements for the mesh arrangement were studied related to the large eddy structures around the jet from the branch pipe.
Outline of the Numerical Simulation Code
The numerical simulation code, MUGTHES, employs the LES approach to predict unsteady thermal mixing phenomena and the boundary fitted coordinate (BFC) system to fit complex boundary shapes in a reactor. The MUGTHES is designed to simulate the thermal interaction between unsteady thermal-hydraulics and unsteady heat conduction in the structure simultaneously. In this paper, only the thermal-hydraulics module was used, because the adiabatic condition was set on the inner wall of the WATLON setup. In this module, the unsteady incompressible Navier-Stokes equation and energy conservation equation are solved using the finite difference scheme and finite volume approach (Vinokur, 1986) . A collocated grid system is employed and the physical velocity components (u, v, w) in a Cartesian coordinate system, temperature and pressure are defined at the center of the computational cell. In the BFC system, additional terms of Jacobian and surface area vectors called metrics appear, and they are evaluated on the basis of the finite volume approach in the MUGTHES (Tanaka, 2010a) . The Crank-Nicolson method is used for time integration and the Projection method (Chorin, 1968 ) is used to solve the velocity field. The central differential scheme of the second order accuracy is used in the discretization equations except an advection term in the energy conservation equation. For the pressure solver, the BiCGSTAB (Vorst, 1992) was used as the base method. Although an iterative method combined with the SOR method was previously developed (Tanaka, 2009b) , the SOR method was replaced by the Jacobi method, which is suited for the parallel computation (see Appendix). After the pressure equation is solved, velocity components are fixed using the correct pressure distribution in the Projection method. After the velocity field is calculated, the fluid temperature is calculated by solving the unsteady energy equation of the flow field with the velocity components at a new time step. In the calculation of the energy equation, the monotone integrated large eddy simulation (MILES) approach (Gullbrand and Chow, 2003) , which has been successfully used in numerical simulations of thermal striping phenomena (Kimura, 2008 , Kamide, 2009 and Tanaka, 2009a ) is employed. In the MILES approach, the numerical diffusion (error) derived from a higher-order upwind scheme is taken as an implicit model of turbulence diffusion. Subsequently, a higher-order accuracy upwind scheme in the BFC system is used for the advection term in the energy equation without the physical model for turbulent thermal diffusion and a simple limiting procedure (filtering method) is employed to prevent numerical oscillation of the temperature distribution around the steep temperature gradient (Tanaka, 2010a) .
The turbulent viscosity µ t is basically evaluated by the standard Smagorinsky model (SSM) (Smagorinsky, 1963) as follows:
where Cs and ∆ (=J 1/3 ) in Eq. (1) are respectively the parameter coefficient of the model and the filter length evaluated with the Jacobian J corresponding to the cell volume, and δ in Eq. (2) is the distance in normal direction from the wall surface to the cell center. S ij in Eq. (3) is the rate of strain tensor defined at the cell center and is discretized after translation from the Cartesian coordinate system to the BFC one. In boundary cells on the walls, the van Driest damping function in Eq. (2) is used. Although the MUGTHES employs the LES approach, an artificial wall condition (Morinishi and Kobayashi, 1991) with the wall function law is used in order to make predictions of unsteady thermal-hydraulics and thermal fatigue issues in the JSFR with relatively coarse mesh arrangement near the wall region by reducing the computational load. As for the wall function law, the three-layer model (Temmerman, 2003) which describes the viscous sub layer, the buffer layer, and the fully turbulent super layer with three different equations in employed. The wall friction velocity u τ for the wall shear stress τ w and the velocity gradient for the turbulent viscosity µ t are obtained as follows:
(1) δ
(2) 5 < δ
where A = {2.5ln(30E) -5}/ln(6), B=5-A ln(5), E = 9.8, and κ = 0.4. The independent two-dimensional coordinate system consisting of the vertical and the parallel axes to the wall surface is considered in the boundary cell. The velocity component in parallel to the wall is used for the representative velocity component of Vp in Eqs. (4a), (4b) and (4c) defined as follows:
where (u n , v n , w n ) are physical velocity components in the normal direction to the wall surface at the cell center and they are estimated by the inner product of the surface area vector on the wall and the velocity vector at the cell center (Tanaka, 2010a) . To obtain the wall friction velocity u τ, the wall function law in Eqs. (4a), (4b) and (4c) is solved by the Newton-Raphson method using V P in Eq. (5) and δ. And wall shear stress τ w (= ρ(u τ )
2 ) is evaluated with u τ . In evaluation of the rate of strain tensor in Eq. (3) for the turbulent viscosity µ t , the finite differential method as the same manner in the normal cell is used, if non-dimensional distance δ + (= u τ δ/ν) is equal to or less than 2.5 (boundary cell is included in the viscous sub-layer). If the boundary cell isn't completely included in the viscous sub layer (δ + > 2.5), the tensor is alternatively evaluated using the mixing length approach with the velocity gradient derived from the wall function law in Eqs. (4a), (4b), and (4c). Therefore, the turbulent viscosity in Eq. (1) is alternatively estimated by the following equation.
( )
When the composed velocity V 0 is nearly equal to zero, the calculation process of wall function is skipped and the finite differential method is applied.
Uncertainty Quantification 3.1 Modification of Roache's GCI Method
To quantify the uncertainty due to the numerical discretization, Roache's grid convergence index (GCI) method is demonstrated in the ASME guideline (ASME, 2009). For the GCI estimation, three calculations with different mesh arrangements in the common domain and at the common boundary conditions are required. The grid refinement factors are defined as r 21 = h 2 /h 1 and r 32 = h 3 /h 2 where h k is a representative cell size in order of h 1 <h 2 <h 3 . Therefore, k = 1 indicates the case of the finest mesh arrangement. The local value at position j of the observed order of convergence p* j is estimated as follows:
Here, the local value (f k ) j at a mesh refinement level k (=1,2,3) in Eq. (8) is normalized by an appropriate representative value (e.g. representative boundary conditions). Because the defined position of the numerical result doesn't necessarily correspond to that of the reference results, The local value (f k ) j at the reference position is interpolated with the adjacent numerical results using the third-order spline function method. When r 21 is not equal to r 32 , p * j in Eq. (7) is solved iteratively with q(p * j ) in Eq. (9). A constant rate of meshes (r 21 = r 32 ) makes the GCI estimation easy because this iteration step can be skipped. By the way, it was indicated that p * j calculated by Eq. (7) could take the value of less than one even if the higher-order scheme is used (Roache, 1997 and Davis, 1983) . Moreover, it was founded in the previous study (Tanaka, 2014a) that uncertainty was over-estimated by Roache's GCI method with the observed p * j nearly equal to zero for simple laminar flow problems. A lower threshold must be introduced for the observed p * j and the order of convergence p j is estimated as follows:
In the MUGTHES, the lower threshold of the order p l as the lowest order of accuracy of the discretization schemes (p l = 1) is introduced. The local GCI value (u G ) j and the local extrapolated value (f c ) j can be estimated using p j in Eq. (11) and the local values of (f 1 ) j and (f 2 ) j as follows:
(
The local GCI value (u G ) j as in Eq. (13) can be rewritten by Eq. (12) as follows:
This equation indicates that accurate prediction of the extrapolated value (f c ) j is important, and the local value (f 1 ) j with the finest mesh arrangement should be used carefully for appropriate uncertainty quantification. Here, F S is a safety factor. Although the value of F S = 1.25 is recommended in the ASME guideline, the value of F S is varied in accordance with the magnitude of p j (Oberkampf and Roy, 2010) .
is applied as a conservative value. The upper threshold of p f (= 2) is decided as the highest order of accuracy of the discretization scheme in the MUGTHES. Thus, the modified method based on Roache's GCI method written as Mod.-ASME can be established.
Modification of Least Square Version
In application of Roache's GCI method described in the ASME guideline, Tanaka (2014a) indicated that the lower threshold should be introduced in the estimation of the order of convergence p j as in Eq. (11) and the value of the safety factor F S in Eq. (14) should be varied in accordance with the magnitude of the order of convergence p j . Moreover, limitation of Roache's GCI method was also indicated (Tanaka, 2014a) . Therefore, application of the least square version GCI method established by Eça and Hoeksta (2006) was considered. A modified method of the least square version named SLS-GCI (Simplified Least Square version GCI) was developed to reflect the modifications in the Mod.-ASME described in Sec.3.1 and to simplify the categorization conditions in the GCI estimation and the equations to estimate the GCI value in each category from Eça's original method. To estimate the order of convergence, the original method required the numerical results for much more than three different mesh arrangements (k>3), but the SLS-GCI was designed to work with three numerical results in different mesh arrangements (k=3) at the minimum number to reduce the cost of V&V implementation.
In the SLS-GCI, the convergence rate p j and the extrapolated value (f c ) j and coefficient α j were calculated as the solutions of the following equation of Eq. (16) solved by the least square method as the same way of the original method. Figure 1 shows the relation of values regarding the uncertainty estimation including the numerical results f k and estimated values k f by a power law in Eq. (15) at a point of j. In Fig. 1 , the subscription of j is intentionally removed from the indexes in the figure for easy to understand. Although Roache's method stands on condition that the numerical results are distributed on the equation of Eq. (15), the numerical results f k exist around the equation practically, not on the law as illustrated in Fig. 1 . In this sense, direct utilization of the numerical results f k for the GCI estimation as in Eq. (13) may be an inappropriate manner. In the SLS-GCI, therefore, the GCI value of u G is estimated using the estimated values k f by Eq. (15). On the other hand, the difference between the numerical results and estimated value is counted as one of the important factors of uncertainty. In the SLS-GCI, moreover, categorization for the GCI estimation is defined by the convergence behavior of the order of convergence p j as the same way with the original method. In the original method, constant values of 2.05 and 0.95 were taken as the high and the low threshold values in the classification for the GCI estimation. Since the definition of these values seemed to be indistinct, in the SLS-GCI, the highest and the lowest values of the order of accuracy of discretization schemes were used for the threshold values (respectively, p f and p l ) as the same way of the Mod.-ASME. When p j has a positive convergence value between zero and the lower threshold p l , p j is set at p l as the same manner in Eq. (11). Otherwise, if p j has a value over p l , the safety factor Fs is changed between 1.25 and 3.0 according to the value of p j and larger factor of Fs=3.0 is taken in the estimation when p j is over the higher threshold p f . If p j doesn't have a convergence value or is less than zero, the GCI value can't be defined and set at zero. Moreover, f c is defined as the arithmetical mean of the numerical results.
As the results, the local values of the GCI (u G ) j and the error of estimation (u e ) j as the difference between numerical and estimated results are calculated in the following categories in accordance with the magnitude of p j .
.25 is applied.
(2) For 0 < p j < p l , p j = p l = 1 and
p j is set at p l and the coefficient of a l j and the extrapolated value of (f c l ) j in Eq. (17b) must be estimated again according to Eqs. (15) and (16) with a constant p j (= p l ).
Combination of Uncertainties
In the validation of the multi-dimensional simulation, it is desired to quantify the over-all value of the uncertainty in the spatial distribution of the physical variables in comparisons to the reference results (e.g. experimental results). In the GCI estimation described in Sec. 3.1 and Sec. 3.2, meanwhile, uncertainty around the numerical result in the fine mesh arrangement can only be estimated. In the GCI estimation as in Fig. 1 , the extrapolated value (f c ) j estimated by Eq. (15) doesn't necessarily correspond to that of the reference result (f 0 ) j . Therefore, the over-all uncertainty U S of the numerical results to the reference results should be estimated and discussed, taking account of the difference ε c between Fig. 1 Illustration of the relation of values at a point of j regarding the uncertainty estimation among the numerical results, the estimated values in Eq. (15), and the indices in the estimation of the combined standard uncertainty (the subscription of j is intentionally removed in the figure) .
these values and the value of the GCI estimation as shown in Fig. 1 . The over-all GCI U G is estimated by the root mean square (RMS) function with respect to the local GCI of (u G ) j for target grid points (M is the total number of data points used for estimation) as follows:
The index of ε c estimated by the RMS of the differences between the reference result (f 0 ) j (e.g. experimental and analytical results) and the extrapolation result (f c ) j is also an uncertainty factor. The index of ε c estimated is estimated as follows:
Moreover, for the SLS-GCI described in Sec. 3.3, the local error of estimation (u e ) j as in Eqs. (17a), (17b), and (17c) is counted as an uncertainty factor, as follows:
Therefore, the combined standard uncertainty U S of the numerical discretization as the over-all value in the domain can be estimated by the root sum square (RSS) function regarding the global values of the GCI of U G with a modification coefficient of 1.15 to fit the value to the standard deviation, the error of estimation U e , and the difference ε c between the extrapolation and the reference:
Numerical Simulation of the T-Junction Piping System 4.1 Numerical Conditions
The boundary condition for the numerical simulation was employed from the experimental conditions of the WATLON (Igarashi, 2003 and Kamide, 2009 ), which was a water experiment on the thermal striping phenomena in a T-pipe. As the boundary condition, the branch jet of 0. . In these conditions, the Reynolds numbers of the main pipe flow and the branch pipe flow were of 3.8x10 5 and 6.6x10 4 , respectively. The flow pattern in these conditions is called the wall jet case. In the wall jet case, the fluid injected from the branch pipe into the main pipe flows downstream touching the main pipe surface, and the significant temperature fluctuation was observed around the cold or hot spot behind the branch pipe exit on the wall surface. Figure 2 shows the mesh arrangement in the finest case (Case-F) on the symmetric cross section. The main pipe flow came from the left and went to the right, and the branch jet came from below. The gravity direction was along the negative direction of y from the main pipe to the branch pipe inlet in the same manner as the experiment. The origin of the coordinate axes was positioned at a point called the connecting point, where the center axes of the branch pipe and the main pipe are connected.
Figures 3(a), (b), and (c) show the mesh arrangements on the transversal cross section of the main pipe on the downstream side for Case-C (Coarse), Case-M (Medium) as reference, and Case-F (Fine), respectively. The mesh arrangement of Case-M as reference was commonly used in the previous studies (Tanaka, 2010a and 2011) . Specifications of the mesh arrangement for the GCI estimation are listed in Table 1 . The distance between the inlet boundary surface and the connecting point was commonly twice as long as the main pipe diameter (2D m ). The radial mesh size of the inner pipe wall was 0.5 mm and was unchanged in all cases. The total number of cells in the mesh arrangement of Case-C, Case-M, and Case-F were 91,800, 262,480, and 602,000, respectively. The numerical simulation for Case-C with coarse mesh was performed to provide the data for the GCI estimation and to investigate the influence of mesh number on the thermal-hydraulic phenomena. The model coefficient Cs of the SSM in Eq. (1) of 0.14 was employed as the appropriate value in the numerical simulation of the WATLON experiment according to the results of parametric numerical simulations with Cs =0.1, 0.14, and 0.17 in the previous study (Tanaka, 2010b and 2011) .
At the inlet boundary conditions of the main pipe and the branch pipe, a fixed velocity profile evaluated by 1/n-power law (n = 8.5 for main pipe flow and n = 7.5 for branch pipe flow) was employed to simulate the developed velocity distribution of the experiment. The axial velocity fluctuation was not applied in the same manner as that in previous studies (Tanaka, 2011) . Figures 4(a) and (b) respectively show the time-averaged axial velocity W and the axial velocity fluctuation intensity W' estimated as a standard deviation of the axial velocity component in the main pipe at 0.32D m upstream from the connecting point. Both indexes were normalized by the time-averaged axial velocity Table 1 Specifications of each mesh arrangements.
Case index
N total (Range of domain) Fig. 4(a) , the time-averaged velocity profiles of the numerical simulation in all cases did not differ much from the experimental results, though the axial velocity was slightly overestimated at the center region because of the influence of the velocity profiles evaluated by the power law. For the inlet boundary conditions for the energy equation, constant temperature was applied to each pipe inlet. The adiabatic condition was set on the inner surface of the pipes and the outlet of the main pipe. After a quasi-steady state calculation to achieve developed flow state, a transient calculation for 10 s was conducted with a time interval of 0.1 ms in Cases-C and -M, and 0.05 ms in Case-F. During the computation, the Courant number was controlled at less than 0.1 in each case. Ten thousands velocity components and temperature data points were obtained for statistical analysis at the time interval of 1 ms during transient calculation for 10 s. The intensity of fluctuation of the physical index was evaluated as the standard deviation value.
Uncertainty Quantification by GCI Estimation
Representative mesh sizes of Cases-C, -M, and -F for the GCI estimation were 5.2 mm (=h 3 ), 3.6 mm (=h 2 ) and 2.5 mm (=h 1 ), respectively, which are evaluated by the following equation.
The grid refinement factors of r 21 (=h 2 /h 1 ) and r 32 (=h 3 /h 2 ) as in Eq. (5) were respectively defined as 1.43 and 1.45 as listed in Table 1 . A summary of the GCI estimation results is shown in Table 2 . The index of ε 0 in Table 2 was the error between the experimental results (f 0 ) j as a reference value and the numerical results in Case-F (Fine) (f 1 ) j which were interpolated using the third-order spline function method to the position of the measured result with the adjacent numerical results. Mod.-ASME and the SLS-GCI. In Table 2 , the values of ε c of the SLS-GCI are nearly equal to the value of ε 0 in Eq. (23), but those of the Mod.-ASME are very large compared with that of ε 0 . This indicates that the accuracy of the extrapolation in the Mod.-ASME as in Eq. (12) was inferior to that in the SLS-GCI. The value of the GCI was estimated on the basis of the difference between the extrapolated result and the numerical result with the finest mesh arrangement according to Eq. (14) . Therefore, the inadequate result of the GCI value U G as listed in Table 2 was due to poor extrapolation in the Mod.-ASME. Although the Mod.-ASME could successfully be applied to the fundamental (Tanaka, 2014a) , the method introduced in the ASME guideline was difficult to apply to the practical problem. Therefore, the SLS-GCI was decided on as a reference method and the uncertainty values by the SLS-GCI are discussed in the following sections. Table 2 . In the SLS-GCI, the magnitude of the combined standard uncertainty U S was close to that of index of ε 0 . In the Mod.-ASME, otherwise, the values of U S were more than two times larger than those of index of ε 0 as listed in Table 2 .
Comparisons between Experimental and Numerical Results

Axial velocity in the main pipe
This indicated that the applicability of the SLS-GCI was much higher than that of the Mod.-ASME. 
Fluid temperature in the main pipe
and the experimental results in the temperature fluctuation was 2.6 % and 2.0 % of ∆T at 0.5D m and 1.0D m downstream as listed in Table 2 . The values of the magnitude of the combined standard uncertainty U S for the data as shown in Figs. 6(b-1) and (b-2) were 3.6 % and 5.3 % of ∆T, and they were shown by the error bar on the results of Case-F.
Figures 7(a) and (b) show the circumferential profiles of the time-averaged water temperature at 1 mm inside from the main pipe surface on the branch pipe side respectively at (a) 0.5D m and (b) 1.0D m downstream from the branch pipe center. The differences (ε 0 ) between the numerical results at Case-F and the experimental results in time-averaged fluid temperature at 0.5D m and 1.0D m downstream were 9.3 % and 9.4 % of ∆T, respectively, as listed in Table 2 . The combined standard uncertainties U S at 0.5D m and 1.0D m downstream were 12.1 % and 10 % of ∆T, respectively, as shown by the error bar on the numerical results in Case-F in Figs. 7(a) and (b) . Figures 8(a) and (b) show the circumferential profiles of the temperature fluctuation intensity at 1 mm inside from the main pipe surface on the branch pipe side respectively at (a) 0.5D m and (b) 1.0D m downstream from the branch pipe center. The differences (ε 0 ) between the numerical results for Case-F and the experimental results in temperature fluctuation intensity at 0.5D m and 1.0D m downstream were 3.7 % and 4.1 % of ∆T, respectively, as listed in Table 2 . The combined standard uncertainties U S at 0.5D m and 1.0D m downstream were 5.8 % and 6.0 % of ∆T, respectively, as shown by the error bar on the numerical results in Case-F.
The profiles of the temperature fluctuation intensity of Case-C showed an almost flat distribution and were far from the experimental results at any location. As for Case-M, the profiles of the temperature fluctuation intensity could show two peaks as the same with the experimental result, though the magnitude of the maximum intensity was approximately a half of that of the experimental result. In Case-F, the intensity of the maximum fluctuation was comparable to that of the experiment, but the positions showing the maximum value were located slightly within the peaks of the experimental results. The positions of the two peaks of the temperature fluctuation intensity corresponded to the boundaries on both sides of the wake region occupied by low temperature fluid from the branch pipe. Although the time-averaged temperature in Case-C and Case-M showed higher than that of the experiment in the wake region behind the branch jet (-π/6 < θ < +π/6), especially in the center region (θ ~ 0), temperature distributions of the time-averaged value and fluctuation intensity there were well improved by the fine mesh arrangement in Case-F though those in the outside region of the wake were slightly higher than those of the experiment. C is shown in red. In the wall jet case, the magnitude of inertia of the main pipe flow is higher than that of the branch pipe flow. Thus, the main pipe flow bends the branch jet from the vertical direction to the horizontal direction and cold fluid from the branch jet goes through the lower half cross section on the branch pipe side. The axial velocity above the mixing area is accelerated to approximately 1.2 times higher than that on the upstream side because the effective cross section is decreased by the formation of the wake due to the branch jet entering into the main pipe. Shear stress induced around the branch jet acts as the driving force of the vortex generation. In front of the jet, the strong oncoming main pipe flow immediately blows out the vortex and then the wavy-shaped boundary is formed. Behind the branch jet, the vortex can be enlarged, involving the cold fluid from the branch pipe in it. The vortex on the sides of the branch jet is stretched downstream because of the main pipe flow. Thus, the horseshoe-shaped vortex containing cold fluid from the branch pipe is formed in the wake region. The existence of the horseshoe-shaped vortex was also predicted by the other numerical simulations with commercial CFD codes (Nakamura, 2009 and . In front of the branch jet, adverse flow appears periodically. The wavy boundary between the hot fluid and the cold fluid from the branch pipe appears in the center part of the main pipe. In this region, hot fluid exists between the large-scale flow structures between 1.0D m and 1.5D m and a cold area is shown at the tail edge of the branch jet around 0.5D m . The wake region disappeared within 1.0D m . Figure 11 shows an illustration of the thermal mixing mechanism in the T-junction piping system in the wall jet case as a summary of the previous numerical simulations for the WATLON experiment using MUGTHES with the same mesh arrangement of Case-M (Tanaka, 2010b and 2011) . Two modes, Modes-I and -II, were identified in the mixing process related to the horseshoe-shaped vortex structures. In Mode-I, a part of the low temperature fluid was separated from the edge of the branch jet, according to the horseshoe vortex and it was carried away by the main pipe flow. In Mode-II, low temperature fluid came in the wake behind the branch jet by re-circulation flow from the downstream side of the wake. These two modes of mixing behavior were recognized as essentials in the mixing process in the T-pipe. From the results as shown in Fig. 9 , it was indicated that the temperature behind the branch pipe in the wake was decreased and the area of low temperature (blue area) was spread with increasing mesh density. The region showing high temperature fluctuation intensity corresponding to the region of the wavy temperature boundary as shown in Figs. 9(a) and (b) was caused by the large-scale eddy structures defined as Mode-I in Fig. 11 . In Case-F, moreover, the wavy temperature distribution in front of the branch jet could be shown as in Fig. 9(b) and the temperature fluctuation intensity in the same region was high as in Fig. 10(b) . Meanwhile, the temperature fluctuation of Case-M was weak in front of the branch jet as shown in Fig. 10(a) . This seems to be a result of poor spatial resolution of the mesh arrangement in Case-M. In the view point of the inlet boundary condition, such a fluctuated flow behavior could be predicted by the fine mesh arrangement even with the fixed velocity condition at the inlet.
Mixing Phenomena in Wall Jet Condition
Figures 12(a) and (b) show the instantaneous large-scale eddy structures in the wake region and temperature distribution on the lower-half surface of the main pipe wall at the same time step in Figs. 9(a) and (b), respectively. Eddy structures were shown by the iso-surface of the second invariant of the velocity gradient tensor (Q = 1,000 1/s 2 ).
By careful observations of animations of the numerical results in Case-M and Case-F containing the instantaneous pictures as shown in Figs. 9 and 12, it could be confirmed that two typical modes (Modes-I and -II) as shown in Fig. 11 (a) (b) Fig. 11 Illustrations of thermal mixing mechanism in T-junction piping system after the branch jet injected: (a) two typical modes to generate temperature fluctuation and (b) relation between the large eddy structure and instantaneous temperature distribution as a part in Fig. 9 (b) . were well predicted in both cases. From the numerical results of Case-F, a new mode, categorized as Mode-III, was recognized in addition to Modes-I and -II. As shown in Fig. 12(b) , Mode-III is related to the motion of the necklace-shaped long and sharp longitudinal vortex exiting from the front of the branch jet of both sides of the wake region near the wall surface. In fact, a sign of such a necklace-shaped vortex appeared in Case-M as a periodical adverse flow in front of the branch jet, but the spatial resolution of the mesh in Case-M was not sufficient to predict the shape of the necklace-shaped vortex. When the necklace vortex was not formed on both sides of the wake, the horseshoe vortex could widely sway in the circumferential direction behind the branch jet and the cold fluid in the wake was diffused. On the contrary, the sway motion was limited by the existence of the necklace vortex on both sides of the wake in Case-F. Consequently, cold fluid from the branch pipe had to stay in the wake and the temperature decreased. Figure 13 shows the frequency characteristics of the fluid temperature at a position of -30 o and 1 mm inside from the inner wall surface, 1.0D m downstream. The frequency characteristic in each case was shown by the averaged power spectrum density (PSD) function using 1,809 profiles of the PSD function evaluated by the fast Fourier transform (FFT) method with 8,192 data points. One profile of the PSD was evaluated from the data in the order of i to the data at i + 8,191, as the initial order of i was varied from 1 to 1,809 along the time step. The dominant frequency components at approximately 3 Hz, 5 Hz, and 6 Hz were respectively observed in Case-C, Case-M and Case-F. The dominant frequency observed in the experiment was 6 Hz and it agreed well with the results in Case-F. As mentioned in Sec.4.2, two thermal mixing patterns were observed in the mixing region: one (Mode-I) was that fluid temperatures on both sides of the wake were simultaneously high or low because the horseshoe-shaped vortex structure went through the center part of the main pipe, keeping a symmetrical form. In the other pattern (Mode-II), the fluid temperatures on both sides were opposite with inverse phase. For example, the temperature at the position of +30 o was high when the temperature at the position of -30 o was low. This was due to flow behavior similar to Karman's vortex motion. Because (a) (b) Fig. 12 Instantaneous large-scale eddy structures in the wake region and temperature distribution on the lower half surface of the main pipe wall at a same time step in Fig. 9 in (a) Case-M and (b) Case-F. The eddy structures were drawn by the iso-surface of the second invariant of the velocity gradient tensor (Q = 1,000 1/s 2 ). 1.E-6
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Conclusion
Numerical simulation of thermal striping phenomena in the T-junction piping system (T-pipe) was performed using the MUGTHES with the LES approach to investigate thermal striping phenomena and to confirm the applicability of GCI estimation in the validation process. For the GCI estimation, two modified methods from Roache's method introduced in the ASME guideline and Eça's least square version were established with numerical results for three different mesh arrangements in spatial density. In comparisons between the experimental results and the numerical results for three different meshes, the applicability of the modified method of the least square version SLS-GCI was confirmed. It was found that the method in the ASME guideline had a disadvantage in predicting the extrapolated value and it was not applicable to the practical problem even though the modified method was used. Through the numerical simulations, the applicability of the MUGTHES to thermal striping phenomena in the T-pipe was confirmed with approximately 10% of the temperature difference before mixing as a representative value in uncertainty for temperature distribution and increasing the mesh density around the mixing area was found to be effective for enhancing the accuracy of the numerical results. A new mode, Mode-III, related to the motion of the necklace-shaped longitudinal vortex generated from in front of the branch jet to the both sides of the wake was clearly observed in the fine mesh arrangement. It could be concluded that the significant temperature fluctuation on the wall surface in the T-pipe was caused by mutual interaction among Karman's vortex, the large-scale horseshoe-shaped vortex and the necklace-shaped vortex motions, the fine mesh arrangement, which could reproduce these elemental motions was required for accurate numerical simulation. A is a coefficient matrix for discretization equations consisting of 19 nodes in the BFC system including the cross-differential terms in Poisson equation. φ r is an independent variable vector in the equation. The matrix A can be decomposed into two coefficient matrixes; N and C. The matrix N is a coefficient matrix consisting of 7 neighboring elements and the matrix C is that consisting of other elements derived from cross-differential terms. Therefore, the matrix N is easy to construct, but the matrix C is not easy to construct in the BFC system. Although some procedures are changed to take into account the contribution of cross-differential terms and boundary condition in BFC system, the BiCGSTAB method for 7 nodes equation is employed as the main scheme. Contribution of coefficient matrix of C is considered in the residual vector * ρ r and φ r using the Jacobi method, to treat numerically the contribution of the cross-differentials without constructing the matrix C in the program. 
