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Abstract
The absolute muon flux between 20 and 3000 GeV is measured with the L3 magnetic muon spectrometer for zenith angles
ranging from 0◦ to 58◦. Due to the large exposure of about 150 m2 sr d, and the excellent momentum resolution of the L3 muon
chambers, a precision of 2.3% at 150 GeV in the vertical direction is achieved.
The ratio of positive to negative muons is studied between 20 and 500 GeV, and the average vertical muon charge ratio is
found to be 1.285 ± 0.003(stat.) ± 0.019(syst.).
 2004 Elsevier B.V. Open access under CC BY license.1. Introduction
Atmospheric muons are among the final products
of cosmic ray induced air-showers. The absolute muon
flux and its momentum dependence are mainly deter-
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 Deceased.mined by the flux of nucleons entering the atmosphere
and the inclusive meson production cross sections in
high-energy hadronic interactions. The ratio of the
fluxes of positive to negative muons, denoted as charge
ratio in the following, reflects the proton to neutron
ratio at the top of the atmosphere, folded with the pro-
duction and decay spectra of charged pions and kaons.
While the knowledge of the primary cosmic ray spec-
trum below a few 100 GeV has improved considerably
in the recent past [1], large uncertainties still exist in
the primary energy range between 0.1 and 500 TeV
responsible for the production of secondaries with mo-
menta in the range under study here. Moreover, the
details of high energy hadronic interactions still lack
theoretical understanding and there is little experimen-
tal data in the relevant energy and phase space regions
[2]. Therefore the ground-level muon flux and charge
ratio are widely used to tune or verify the parameters
of atmospheric cascade calculations [3–6]. Currently
these calculations are of great interest, as they predict
the absolute atmospheric neutrino fluxes [7] which are
L3 Collaboration / Physics Letters B 598 (2004) 15–32 19needed to interpret the observed muon neutrino flux
deficit [8–10] and to evaluate the backgrounds for neu-
trino astronomy.
The muon flux and charge ratio have been exten-
sively studied with different experimental techniques
[11]. However, results show discrepancies of about
10–20% with respect to each other, which exceed the
uncertainties assigned to the individual measurements
and thus indicate the presence of systematic effects not
accounted for.
Here a new measurement of the atmospheric muon
flux is presented using the precise muon spectrometer
of the L3 detector located at the LEP collider at CERN,
near Geneva, Switzerland. Special attention is given to
the precise determination of all relevant detector and
environmental parameters needed to convert the raw-
data distributions into an absolute surface level flux.
The large statistics available permits extensive studies
of the residual systematic uncertainties.2. Experimental setup
The momentum distribution of atmospheric muons
is measured with the upgraded L3 setup of the L3 de-
tector [12] known as L3 + C [13]. The parts of the
detector used in this analysis are sketched in Fig. 1.
After passing through the stratified rock overburden,
called “molasse”, the arrival time t0 of a muon is mea-
sured with a resolution of 1.7 ns by a 202 m2 scintil-
lator array placed on top of the L3 detector. The array
is composed of 34 modules, each read out by two pho-
tomultipliers in coincidence to reduce noise. Inside a
volume of about 1000 m3 with a magnetic field of
0.5 T, the coordinates and slopes of a muon track are
measured in up to six drift chambers in the bending
plane and up to eight times in the non-bending plane.
These chambers are arranged concentrically around
the LEP beam line in two groups of eight octants, each
containing three layers of drift cells. By subtracting theFig. 1. Schematic view of the experimental setup.
20 L3 Collaboration / Physics Letters B 598 (2004) 15–32t0 time from the arrival times of the drift electrons at
the sense wires, a track position in each chamber can
be reconstructed with a precision of about 60 µm in the
bending plane and 1 mm in the non-bending plane.
Only three points are needed to determine the ra-
dius of the track in the magnetic field, therefore the
momentum of a muon traversing two octants can be
measured twice. This redundancy is used to evaluate
the detector efficiencies and the resolution of the ap-
paratus. The best resolution is obtained when fitting
the six points together over the full track length of 11
meters. The multiple scattering and energy loss inside
the L3 inner detectors, as well as the effect of the inho-
mogeneous magnetic field are taken into account using
the procedure proposed in Ref. [14].
Equipped with a trigger and data acquisition sys-
tem independent of the normal L3 data-taking, L3 + C
recorded 1.2×1010 atmospheric muon triggers during
its operation in the years 1999 and 2000.
The L3 + C experiment was located 450 m above
sea level at a longitude of 6.02◦ E and a latitude of
46.25◦ N.
For vertically incident muons, the mean energy loss
in the molasse (X = 6854 g cm−2) and the magnet
(X = 1227 g cm−2) is 19 GeV at low momenta and
reaches 57 GeV at 1 TeV.
3. Analysis
3.1. Detector and molasse simulation
The geometrical acceptance of the L3 + C detector
and the stochastic energy loss in the molasse over-
burden are evaluated using the following simulation
procedure: Monte Carlo events are generated on the
surface using a parameterization of the zenith angle
and momentum dependence of the muon spectrum
as obtained with the CORSIKA [15] program. These
simulated muons are then tracked through a GEANT
[16,17] model of the L3 + C environment which in-
cludes the molasse, access shafts and the concrete
structures around the cavern which hosts the appara-
tus. Finally, the detector response is simulated with a
detailed GEANT description of the L3 detector. The
generated detector signals are reconstructed with the
same program used for the data. In total 1.7 × 109 re-constructed Monte Carlo events are used in this analy-
sis.
3.2. Event selection
The data analysis is restricted to events with three
position measurements in at least one octant, a scin-
tillator hit and good running conditions during data-
taking. A total of 1.2 × 109 reconstructed muon tracks
are retained.
The shielding of the 30 m of molasse overbur-
den absorbs most of the charged air-shower parti-
cles other than muons. The number of muons pro-
duced in e+e− collisions by LEP is negligible com-
pared to the flux of atmospheric muons. Therefore
no background rejection is needed. The data selec-
tion focuses on two topics. Firstly, fiducial volume
cuts are defined to assure a good description of the
data by the simulation. Secondly, selection cuts are
imposed on the track quality to enhance the momen-
tum and angular resolution. These selection criteria
are:
• The muon track positions must be measured in six
layers in the bending plane.
• The momentum resolution, calculated from the
quality of the track position measurements, should
not exceed its nominal value by more than 50%.
• At least four position measurements (two in each
octant) should be present in the non-bending
plane.
• The χ2 of a fit of the tracks to a circle within an
octant must satisfy χ2/ndf < 4.
• The difference between the two photomultiplier
time measurements from the same scintillator
module must be below 8 ns.
After these cuts, 2 × 107 data events remain for
the muon spectrum analysis. The selection efficien-
cies depend on the charge, momentum and direc-
tion of the muon. For muons with momenta above
80 GeV, the average efficiency is 7.6% for the fidu-
cial volume cut and 33.3% for the quality selec-
tion.
4% of the raw events are multi-muon events. Each
individual muon is counted as an input to the spectrum
data.
L3 Collaboration / Physics Letters B 598 (2004) 15–32 21Fig. 2. Curvature difference at 100 GeV. The line denotes a fit with
a sum of two Gaussian distributions with width σ1 and σ2. The frac-
tion of events with width σ1 is denoted by r .
3.3. Momentum resolution
The single-octant resolution is inferred directly
from the data by comparing the two independent cur-
vature measurements of muons traversing two octants.
An example of the curvature difference is shown in
Fig. 2. These measurements are used to tune the de-
tector simulation, from which the resolution of the full
fit is determined. The relative momentum resolution
p/p as a function of momentum at the detector-
level is shown in Fig. 3(a). The maximum detectable
momentum of the spectrometer, defined as the mo-
mentum at which p/p reaches unity, is 0.78 TeV for
muons measured in only one octant and about 5 TeV
for muons measured in two octants.
3.4. Detector efficiencies
The efficiency of each subdetector is studied by
exploiting redundancies in the measurement process.
For about 50% of the tracks, the muon arrival time is
also deduced from the muon chambers. These tracks
are used to determine the scintillator efficiencies as a
function of time and position on the array. A mean ef-
ficiency of 95.6% is found at the start of data-taking
decreasing continuously to 94.5% towards the end ofFig. 3. L3 + C detector performance: (a) relative momentum res-
olution as a function of the muon momentum at the detector-level,
(b) detector exposure for this analysis as a function of the muon mo-
mentum at surface for positive and negative muons (the sum over all
zenith angle bins is shown).
2000. The possibility of reconstructing a muon within
a single octant is used to scan the drift-layer perfor-
mance of the facing octant. On average, a fraction
of 10.5% of the drift cells are found to have an effi-
ciency lower than 80%. These regions are excluded in
both the data and Monte Carlo reconstruction. Under
these conditions the trigger efficiency is determined
from redundant trigger classes to be 99.85% on av-
erage.
During data-taking, the total effective running time
was continuously measured with a 10 MHz live-time
counter, which is disabled whenever the trigger system
is not ready to accept new data. In addition, each sec-
ond an external trigger signal was sent to the L3 + C
trigger system. The number of these external triggers
on tape compared to the total number of running sec-
22 L3 Collaboration / Physics Letters B 598 (2004) 15–32onds gives another estimate of the effective running
time and agrees with the value from the live-time
counter within 0.02%.
3.5. Selection efficiency
Using the possibility to measure a muon indepen-
dently in two detector parts, the selection efficiencies
are determined in the following way: the detector is
subdivided into two hemispheres, i and j , and the con-
ditional hemisphere selection probabilities εi are mea-
sured for data and Monte Carlo separately as a func-
tion of the muon charge q , momentum p and zenith
angle θ . In the absence of correlated inefficiencies, the
total selection efficiency for accepting a track in the
two hemispheres is given by the product ε1 × ε2. The
ratio
(1)r = (ε1 × ε2)
data
(ε1 × ε2)MC
is used to correct the differences between data and
Monte Carlo. Depending on the zenith angle range and
the data-taking year, r varies from 0.84 to 0.90. A large
fraction of this correction factor originates from a de-
fect in the TDCs used to read out the muon chambers,
giving rise to an 8% inefficiency for the full track se-
lection.
3.6. Surface spectrum
The relation between the momentum distribution
measured in L3 + C and the muon surface spectrum
is given by
(2)n = τ · E · R · A · m.
Here n is the vector of events ni with measured mo-
menta between [qpi, qpi+1]. The effective live-time
is given by τ and R denotes the migration matrix, i.e.,
the conditional probability of measuring a momentum
qpi given a surface momentum qpj . A is the diag-
onal matrix of geometrical acceptances as a function
of the surface momentum and E is the diagonal ma-
trix of detector efficiencies as a function of momentum
at the detector-level. The vector m contains the true
surface spectrum integrated over a surface momentum
bin. The complete detector matrix, D ≡ E · R · A, is










where SMC is the surface area used in the Monte Carlo
generator, Ω the solid angle of the zenith bin un-
der study, εi includes the scintillator and trigger ef-
ficiencies and ri is the selection efficiency correction
discussed above. nselij denotes the number of selected
Monte Carlo events found within a detector-level mo-
mentum bin i , which were generated within the mo-
mentum bin j at the surface, and Ngenj is the total
number of Monte Carlo events generated within this
surface momentum bin.
The effective acceptance of this analysis is calcu-
lated by summing over the columns of the detector
matrix, which yields the geometrical factor for a muon
being registered in the detector and fulfilling the se-
lection cuts. The product of the effective acceptance
and the live-time gives the total exposure, shown in
Fig. 3(b) for positive and negative muons as a function
of surface momentum. It rapidly decreases at low en-
ergies due to the momentum cut-off caused by the mo-
lasse overburden. Below 200 GeV, positive and neg-
ative muons have different acceptances, because the
magnetic field bends their tracks in opposite directions
and correspondingly into different detector regions. At
large momenta the acceptance decreases with the per-
formance of the full detector fit and a more difficult
reconstruction caused by the increasing production of
delta rays.
The measurement Eq. (2) is solved using the least




(ni − τ∑j Dijmj )2
σi(m)2
,




ni + τ 2
∑
j
V [Dij ]m2j .
In the first step, the statistical Monte Carlo variances
V [Dij ] are set to zero, such that Eq. (4) becomes linear
with respect to the surface spectrum m and its solution
is
(6)mˆ = 1 (DTWD)−1DTWn
τ
L3 Collaboration / Physics Letters B 598 (2004) 15–32 23with covariance matrix
(7)V[mˆ] = (DTWD)−1.
Here W denotes the diagonal weight matrix containing
the statistical errors of the data and the Monte Carlo,
Wii = 1/σ 2i .
The minimization of Eq. (4) is then repeated using
the solution mˆ of the previous iteration for the calcu-
lation of the errors in Eq. (5). This process is repeated
until the maximum relative difference to the result of




Uncertainties on the live-time and the trigger and
scintillator efficiencies give rise to a normalization un-
certainty of 0.7%.
The uncertainty of the detector acceptance is as-
sessed in three studies: first, the results obtained for
statistically independent data subsamples, as, for in-
stance, the data collected in 1999 and 2000 or in dif-
ferent detector parts, are compared. Second, the muon
flux and charge ratio are measured as a function of the
azimuthal angle. At large momenta, geomagnetic ef-
fects and the variation of the molasse overburden are
not important, and therefore a flat distribution is ex-
pected. Finally, the stability of the measured flux and
charge ratio with respect to a variation of the selection
criteria is investigated.
From these studies, additional normalization uncer-
tainties in the absolute muon flux are derived. These
range from 1.7% to 3.7% depending on the zenith an-
gle. For the charge ratio normalization uncertainties
between 1.0% and 2.3% are estimated.
Fig. 4 shows an example of the stability of the mea-
sured muon flux within the two data-taking years for
zenith angles between 0 and 32 degrees. Since the
muon production is known to change with atmospheric
conditions [18,19], the observed variation of the muon
flux is compared to an air-shower simulation with the
TARGET [20] program using atmospheric density pro-
files measured in balloon flights close to the experi-
ment [21]. Good overall agreement between data andFig. 4. Relative rate change with time for muon momenta between
50 and 62 GeV, compared to a prediction of the atmospheric effect
obtained with the TARGET air-shower simulation. The value of a χ2
comparison of data and Monte Carlo is also shown.
Monte Carlo is observed. However, the full compari-
son to the rates in 26 weeks and 14 momentum bins
yields a χ2/ndf of 526/364. The assumption that this
large value is caused by detector inefficiencies not ac-
counted for, leads to an additional normalization un-
certainty of 0.3%, which is well within the above esti-
mated uncertainties.
4.2. Momentum scale uncertainties
Due to the steepness of the muon spectrum, even
small uncertainties in the absolute momentum scale
can introduce a considerable bias in the muon flux
measurement.
The uncertainty on the L3 magnetic field strength
introduces a momentum scale bias of less than 0.4%
[22].
Furthermore, the momentum measurement is sub-
ject to uncertainties of the detector alignment. A sys-
tematic shift of the chamber positions may introduce a
constant offset C. The measurement of the curvature,
q/p, and the alignment related momentum scale un-
certainty, δal is given by
(8)δal = C
q/p + Cp,
and depends on the muon charge. Within one octant,
the alignment is measured by an optical alignment sys-
tem [23] with a precision corresponding to 0.19 TeV−1
[24]. The relative alignment of the muon chamber oc-
24 L3 Collaboration / Physics Letters B 598 (2004) 15–32tants, relevant for this analysis, is determined from
the data itself with a precision between 0.075 and
0.152 TeV−1 [25], depending on the zenith angle.
The uncertainty due the molasse overburden affects
the conversion of the measured flux at the detector to
the surface. The results of two survey drillings at dif-
ferent locations close to L3 + C provide an absolute
measurement of the L3 + C matter overburden. The
influence of molasse inhomogeneities and of surface
installations not included in the L3 + C simulation is
estimated by studying the variance of the muon flux as
a function of the azimuthal angle near the momentum
threshold. This leads to an uncertainty of the average
rock density of 2%, which is equivalent to an energy
loss uncertainty of 0.4 GeV in the vertical direction.
Good agreement between the muon energy-loss
calculation used here [16,17] and other approaches
[26–28] is found. The residual differences corre-
spond to a momentum scale uncertainty below or less
than 0.3% in the vertical direction.
The relative momentum scale uncertainties for ver-
tically incident muons are displayed in Fig. 5(a). At
low energies the molasse uncertainty contributes the
most, whereas above 100 GeV the alignment uncer-
tainties dominate.
4.3. Detector matrix uncertainty
The limited Monte Carlo statistics affects the pre-
cision of the detector matrix D. Below 200 GeV, it
dominates the total statistical uncertainty in the de-
nominator of Eq. (4), contributing about 0.5% to the
total uncertainty per zenith angle bin.
In order to estimate the influence of the uncertainty
of the momentum resolution on the measured muon
flux, the minimization of Eq. (4) is repeated with dif-
ferent detector matrices, for which the momentum res-
olution is altered by ±8%. This corresponds to the
estimated uncertainty of its Monte Carlo prediction.
As expected, no differences are found at low momenta.
Above 200 GeV, the observed relative flux change Φ
is well described by
(9)Φ = c · (p − 0.2 TeV)
with c = 0.03 TeV−1. The observed difference be-
tween the high-energy muon flux measured in differ-
ent detector regions leads to a somewhat larger value
of c = 0.06 TeV−1.4.4. Total uncertainty
The total uncertainties of the muon flux and charge
ratio are obtained by adding the individual contribu-
tions in quadrature. The different sources of the ver-
tical uncertainties are shown in Fig. 5(b) and (c). The
muon flux uncertainty is dominated by the uncertainty
of the molasse overburden at low momenta and by the
alignment and resolution uncertainty at high momenta.
The minimal uncertainty is 2.3% at 150 GeV in the
vertical direction. The vertical charge ratio uncertainty
is below 2% up to momenta of 100 GeV. Above this
momentum, it rises rapidly with the alignment uncer-
tainties.
These uncertainties are fully correlated between
different momenta for a given zenith angle bin. As
approximately the same detector parts are used to mea-
sure the muons in neighboring zenith angles, the sys-
tematic uncertainties are also correlated with respect
to the zenith angle. The estimated correlation coeffi-
cients are listed in Table 1.
4.5. Z-events
The understanding of the detector is validated by
analyzing the muons produced at LEP via the process
e+e− → Z → µ+µ−,
recorded during the LEP calibration runs at a mean
centre-of-mass energy of 91.27 GeV. The selection cri-
teria include the requirement of a muon track close to
the collision point and an event-time in coincidence
with the LEP beam crossing time. The number of se-
lected muons with a momentum above 60% of the




µ+µ− = 1.447 ± 0.071(stat.) ± 0.021(syst.) nb.
Here the quoted systematic uncertainty includes only
sources which are not relevant to the muon spectrum
measurement, such as the luminosity.
Using the LEP precision measurements [29], the
Standard Model expectation of σµ+µ− is calculated
[30] to be
(11)σ SM
µ+µ− = 1.4840 ± 0.0013 nb,
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ratio. The individual contributions are added in quadrature.
Table 1
Correlation coefficients of the detector-related systematic uncertainties between different zenith angle bins from 0◦ to 58◦
cos θ 0.525–0.600 0.600–0.675 0.675–0.750 0.750–0.825 0.825–0.900 0.900–0.938 0.938–0.975 0.975–1.000
0.525–0.600 1.00 0.91 0.99 0.94 0.93 0.00 0.00 0.00
0.600–0.675 0.91 1.00 0.96 0.76 0.88 0.00 0.00 0.00
0.675–0.750 0.99 0.96 1.00 0.91 0.95 0.00 0.00 0.00
0.750–0.825 0.94 0.76 0.91 1.00 0.93 0.00 0.00 0.00
0.825–0.900 0.93 0.88 0.95 0.93 1.00 0.01 0.01 0.01
0.900–0.938 0.00 0.00 0.00 0.00 0.01 1.00 1.00 1.00
0.938–0.975 0.00 0.00 0.00 0.00 0.01 1.00 1.00 1.00
0.975–1.000 0.00 0.00 0.00 0.00 0.01 1.00 1.00 1.00which is in excellent agreement to the value measured
here.Thus this study verifies the L3 + C acceptance cal-
culation and a normalization uncertainty of < 5.2%
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Muon flux, Φ , multiplied with the third power of the momentum, and charge ratio for 0.975 < cos θ < 1.000. The statistical, stat , and the
systematical, syst , uncertainties are given. ρΦ and ρR are the statistical correlation coefficients between neighboring momentum bins, as
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20.0–27.0 23.18 0.217 0.4 4.4 1.274 0.7 1.5−0.24 −0.24
27.0–34.5 30.47 0.231 0.3 3.7 1.284 0.6 1.5−0.22 −0.22
34.5–42.0 38.02 0.244 0.4 3.3 1.295 0.8 1.5−0.24 −0.24
42.0–50.0 45.78 0.252 0.5 3.0 1.269 0.9 1.5−0.26 −0.26
50.0–58.5 54.04 0.257 0.5 2.8 1.286 1.0 1.5−0.31 −0.31
58.5–68.5 63.25 0.261 0.5 2.6 1.298 1.0 1.5−0.31 −0.31
68.5–81.5 74.63 0.266 0.5 2.5 1.273 1.1 1.5−0.30 −0.29
81.5–100 90.13 0.262 0.6 2.4 1.293 1.2 1.5−0.26 −0.26
100–132 114.5 0.264 0.5 2.3 1.286 1.0 1.6−0.22 −0.21
132–200 161.3 0.250 0.5 2.2 1.287 1.1 2.1−0.22 −0.22
200–300 243.0 0.233 0.8 2.2 1.327 1.7 3.7−0.27 −0.27
300–500 381.9 0.203 1.2 2.4 1.276 2.6 7.2−0.28
500–1000 687.2 0.151 2.3 3.5−0.30
1000–3000 1599 0.087 6.0 8.4Fig. 6. Momentum distribution of the selected Z-events and the
background. The Monte Carlo [31–33] events are normalized to the
Standard Model expectation as given in Eq. (11). The arrow indi-
cates the low momentum cut.
at 68% C.L. can be stated. Although this number is
larger than the estimated systematic uncertainty of
the muon flux normalization, it provides an absolutesystematic cross-check qualitatively different from the
relative studies described above.
The momentum distribution of the selected events,
displayed in Fig. 6, shows good agreement between
the data and the simulation. From the peak position of
the data, an absolute momentum scale uncertainty of
< 370 MeV and a single octant alignment uncertainty
of < 0.1 TeV−1 is derived.
As can be seen in figure Fig. 3(a), the momentum
resolution derived from the Z muon sample agrees
well with the one measured with atmospheric muons.
5. Results
The muon fluxes, Φ , conventionally multiplied by
the third power of the momentum, and the charge
ratios, R, are listed for each zenith angle bin in Ta-
bles 2–9 with their statistical and systematic uncer-
tainties. The statistical correlation coefficients, ρ, be-
tween neighboring momentum bins, as derived from
Eq. (7), are also given. Due to the limited detector res-
olution these correlations are inevitable. However, the
momentum binning is chosen such that only neighbor-
ing bins have a significant correlation.
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27.0–34.5 30.47 0.237 0.3 4.5 1.265 0.6 2.3−0.23 −0.22
34.5–42.0 38.02 0.254 0.4 4.1 1.261 0.8 2.3−0.24 −0.24
42.0–50.0 45.78 0.259 0.5 3.8 1.265 1.0 2.3−0.26 −0.26
50.0–58.5 54.04 0.264 0.5 3.7 1.297 1.1 2.3−0.30 −0.30
58.5–68.5 63.25 0.266 0.6 3.5 1.250 1.1 2.3−0.31 −0.31
68.5–81.5 74.63 0.270 0.6 3.4 1.319 1.2 2.3−0.29 −0.29
81.5–100 90.13 0.271 0.6 3.3 1.259 1.3 2.3−0.25 −0.25
100–132 114.5 0.270 0.5 3.2 1.296 1.1 2.5−0.21 −0.21
132–200 161.3 0.262 0.6 3.1 1.281 1.2 3.0−0.21 −0.21
200–300 243.0 0.241 0.9 3.1 1.273 1.8 4.8−0.27 −0.27
300–500 382.1 0.219 1.3 3.2 1.389 2.7 8.3−0.27
500–1000 687.8 0.165 2.4 4.2−0.30
1000–3000 1604 0.093 6.5 9.2
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27.0–34.5 30.47 0.245 0.4 4.3 1.265 0.7 2.3−0.24 −0.24
34.5–42.0 38.02 0.257 0.4 3.9 1.296 0.9 2.3−0.26 −0.26
42.0–50.0 45.78 0.265 0.5 3.6 1.302 1.1 2.3−0.28 −0.28
50.0–58.5 54.04 0.273 0.5 3.4 1.267 1.1 2.3−0.31 −0.31
58.5–68.5 63.25 0.279 0.5 3.2 1.287 1.1 2.3−0.31 −0.30
68.5–81.5 74.64 0.282 0.5 3.1 1.272 1.1 2.3−0.27 −0.27
81.5–100 90.14 0.283 0.5 3.0 1.288 1.1 2.4−0.23 −0.23
100–132 114.5 0.284 0.5 2.9 1.303 0.9 2.6−0.19 −0.19
132–200 161.3 0.274 0.5 2.8 1.325 1.0 3.8−0.19 −0.19
200–300 243.0 0.255 0.7 2.8 1.300 1.4 6.8−0.23 −0.23
300–500 382.0 0.220 1.1 2.9 1.437 2.2 12.0−0.25
500–1000 687.3 0.172 1.9 4.2−0.29
1000–3000 1599 0.091 5.7 11.3The average momenta, 〈p〉, within a momentum
range [p1,p2] are calculated [34] by fitting the phe-
nomenological muon flux function from Ref. [11] to





Φ(p)dp.It should be noted that the fluxes are neither cor-
rected for the altitude of L3 + C nor for the at-
mospheric profile to avoid additional theoretical un-
certainties. Instead, we quote the average atmospheric
mass overburden X above L3 + C, which was contin-
uously measured with balloon flights from close to the
experiment to altitudes of over 30 km [21]. The para-
meterization of Ref. [35] is used to describe the mass
profile X in g cm−2 as a function of the altitude h in
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34.5–42.0 38.02 0.263 0.4 3.9 1.248 0.8 1.3−0.28 −0.28
42.0–50.0 45.78 0.269 0.5 3.5 1.288 1.1 1.3−0.29 −0.29
50.0–58.5 54.04 0.274 0.5 3.3 1.280 1.1 1.3−0.32 −0.32
58.5–68.5 63.25 0.284 0.6 3.1 1.285 1.2 1.3−0.31 −0.31
68.5–81.5 74.64 0.280 0.6 2.9 1.274 1.2 1.3−0.28 −0.28
81.5–100 90.14 0.288 0.6 2.8 1.302 1.3 1.3−0.24 −0.24
100–132 114.5 0.290 0.5 2.6 1.280 1.1 1.4−0.20 −0.20
132–200 161.3 0.279 0.6 2.6 1.313 1.1 2.0−0.20 −0.20
200–300 243.1 0.264 0.8 2.5 1.301 1.7 4.7−0.27 −0.27
300–500 382.1 0.232 1.3 2.6 1.318 2.6 11.3−0.30
500–1000 686.8 0.167 2.5 4.2−0.37
1000–3000 1587 0.087 7.9 10.4
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34.5–42.0 38.02 0.255 0.5 4.6 1.279 1.0 1.0−0.32 −0.32
42.0–50.0 45.78 0.265 0.5 4.2 1.284 1.1 1.0−0.32 −0.32
50.0–58.5 54.04 0.275 0.6 3.9 1.263 1.1 1.0−0.35 −0.35
58.5–68.5 63.25 0.283 0.6 3.7 1.261 1.2 1.0−0.33 −0.33
68.5–81.5 74.64 0.283 0.6 3.6 1.271 1.2 1.0−0.29 −0.29
81.5–100 90.14 0.290 0.6 3.4 1.281 1.2 1.0−0.26 −0.26
100–132 114.6 0.290 0.5 3.3 1.256 1.0 1.1−0.20 −0.20
132–200 161.3 0.292 0.5 3.2 1.280 1.1 1.4−0.22 −0.22
200–300 243.1 0.271 0.8 3.2 1.297 1.6 3.1−0.28 −0.28
300–500 382.2 0.244 1.2 3.3 1.428 2.5 7.4−0.31
500–1000 687.5 0.191 2.2 4.0−0.36
1000–3000 1594 0.087 7.6 8.4km above sea level:
(13)X(h) =
{
A(hb − h)(α+1), h 11,
Be
− hh0 , h > 11.
A fit to the live-time weighted balloon data yields A =
8.078 × 10−5, B = 1332, hb = 39.17, h0 = 6.370 and
α = 3.461.
The measured muon fluxes at the L3 + C altitude
are shown in Fig. 7 for each zenith angle bin. As no
previous continuous zenith angle measurements exist
in the large energy range examined here, only the ver-tical flux can be compared to other experiments, as
shown in Fig. 8. Only measurements providing an ab-
solute normalization [36–44] are taken into account.
The data are extrapolated to sea level using the muon
flux predictions of the TARGET [20] program.
The comparison to low energy experiments [38–
43] gives a good overall agreement with this analy-
sis above about 40 GeV. At lower momenta, a sys-
tematic slope difference seems to be present, which
corresponds to about three standard deviations of the
systematic molasse uncertainty estimated above.
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34.5–42.0 38.02 0.253 0.6 4.6 1.273 1.2 1.8−0.38 −0.38
42.0–50.0 45.78 0.265 0.6 4.1 1.292 1.1 1.8−0.35 −0.35
50.0–58.5 54.04 0.275 0.5 3.7 1.263 1.1 1.8−0.38 −0.38
58.5–68.5 63.25 0.281 0.6 3.4 1.273 1.2 1.8−0.34 −0.34
68.5–81.5 74.64 0.291 0.6 3.1 1.263 1.2 1.8−0.31 −0.31
81.5–100 90.15 0.293 0.6 2.9 1.260 1.2 1.8−0.27 −0.27
100–132 114.6 0.298 0.5 2.7 1.266 1.0 1.8−0.22 −0.22
132–200 161.4 0.298 0.5 2.5 1.281 1.0 1.9−0.23 −0.23
200–300 243.2 0.285 0.7 2.4 1.267 1.6 2.8−0.29 −0.29
300–500 382.3 0.256 1.1 2.6 1.394 2.5 5.7−0.31
500–1000 688.2 0.203 2.0 3.5−0.35
1000–3000 1601 0.120 5.3 7.8
Table 8






Φ · 〈p〉3[ GeV2
cm2 s sr










42.0–50.0 45.79 0.256 0.6 4.7 1.262 1.3 1.4−0.41 −0.41
50.0–58.5 54.05 0.269 0.6 4.3 1.284 1.2 1.4−0.42 −0.42
58.5–68.5 63.26 0.282 0.6 4.0 1.261 1.3 1.4−0.36 −0.36
68.5–81.5 74.65 0.290 0.6 3.7 1.277 1.3 1.4−0.31 −0.31
81.5–100 90.16 0.299 0.6 3.5 1.267 1.2 1.4−0.26 −0.26
100–132 114.6 0.307 0.5 3.3 1.287 1.0 1.4−0.22 −0.22
132–200 161.4 0.312 0.5 3.1 1.274 1.0 1.4−0.24 −0.23
200–300 243.2 0.300 0.8 3.0 1.278 1.6 2.1−0.32 −0.31
300–500 382.5 0.277 1.2 3.1 1.317 2.4 4.7−0.35
500–1000 688.5 0.231 2.0 3.8−0.38
1000–3000 1602 0.117 6.3 8.7Only three previous experiments measured a nor-
malized spectrum at high energies. The shape of the
Kiel measurements [36] agree with this result over the
full momentum range, but a lower flux normalization
is determined by L3 + C.
The data obtained with the MARS apparatus [37]
significantly disagree with this result, both in shape
and normalization.
Above momenta of 50 GeV, the recent muon flux
measurement from BESS-TeV [44] is in very good
agreement with this result.The measured charge ratios at the L3 + C altitude
are shown in Fig. 9 for each zenith angle bin up to
momenta of 500 GeV. In the considered momentum
range, the charge ratio is independent of the momen-
tum within the experimental uncertainties. The mean
value in the vertical direction is found to be 1.285 ±
0.003(stat.) ± 0.019(syst.) with a χ2/ndf = 9.5/11.
This is in good agreement with the average of all previ-
ous measurements, 1.270±0.003(stat.)±0.015(syst.)
[11]. It is worth noting, that the precision of the data
of a single L3 + C zenith angle bin is comparable to
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42.0–50.0 45.79 0.256 1.4 5.6 1.281 2.8 1.4−0.49 −0.50
50.0–58.5 54.05 0.255 0.9 5.3 1.269 1.7 1.4−0.45 −0.45
58.5–68.5 63.26 0.273 0.8 5.1 1.290 1.6 1.4−0.38 −0.37
68.5–81.5 74.65 0.284 0.8 4.9 1.280 1.5 1.4−0.32 −0.32
81.5–100 90.16 0.294 0.7 4.7 1.278 1.4 1.4−0.25 −0.25
100–132 114.6 0.305 0.5 4.6 1.258 1.1 1.4−0.22 −0.21
132–200 161.5 0.316 0.6 4.5 1.254 1.2 1.6−0.22 −0.22
200–300 243.4 0.315 0.8 4.4 1.285 1.7 2.6−0.30 −0.30
300–500 382.7 0.297 1.3 4.4 1.332 2.6 5.6−0.33
500–1000 689.3 0.243 2.3 4.8−0.36
1000–3000 1604 0.153 5.9 9.4Fig. 7. The measured muon flux for zenith angles ranging from 0◦
(bottom) to 58◦ (top). The inner bars denote the statistical uncer-
tainty, the full bars show the total uncertainty. For better visibility,
an offset of 0.05 GeV2 cm−2 s−1 sr−1 was added consecutively and
lines are shown to guide the eye.
Fig. 8. The L3 + C vertical muon spectrum compared to previous
direct measurements providing an absolute flux normalization. All
data are extrapolated to sea level.
the combined uncertainty of all data collected in the
past.
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