A normal Hall subgroup N of a group G is a normal subgroup with its order coprime with its index. SchurZassenhaus theorem states that every normal Hall subgroup has a complement subgroup, that is a set of coset representatives H which also forms a subgroup of G. In this paper, we present a framework to test isomorphism of groups with at least one normal Hall subgroup, when groups are given as multiplication tables. To establish the framework, we first observe that a proof of Schur-Zassenhaus theorem is constructive, and formulate a necessary and sufficient condition for testing isomorphism in terms of the associated actions of the semidirect products, and isomorphisms of the normal parts and complement parts. We then focus on the case when the normal subgroup is abelian. Utilizing basic facts of representation theory of finite groups and a technique by Le Gall (STACS 2009), we first get an efficient isomorphism testing algorithm when the complement has bounded number of generators. For the case when the complement subgroup is elementary abelian, which does not necessarily have bounded number of generators, we obtain a polynomial time isomorphism testing algorithm by reducing to generalized code isomorphism problem, which asks whether two linear subspaces are the same up to permutation of coordinates. A solution to the latter can be obtained by a mild extension of the singly exponential (in the number of coordinates) time algorithm for code isomorphism problem developed recently by Babai et al. (SODA 2011). Enroute to obtaining the above reduction, we study the following computational problem in representation theory of finite groups: given two representations ρ and τ of a group H over Z 
Introduction
The group isomorphism problem (GpI) is a computational problem intriguing for both complexity theorists as well as computational group theorists. Given two finite groups G and H, the problem asks to test if they are isomorphic, that is the existence of a bijection φ : G → H preserving group operations, namely ∀g, h ∈ G, φ(g · h) = φ(g) · φ(h). Naturally, the complexity of the problem depends on how the group is represented: if the groups are given as presentations (generators and relations), then it is undecidable [1] [2] . For permutation groups given as generators, the best upper bound known [3] is PSPACE. The least succinct input format, multiplication table (Cayley table) , gives rise to a more interesting scenario from a complexity theoretic perspective. For this case, the problem is known to be easier than the wellknown graph isomorphism problem (GrI) [4] , thus giving an upper bound of NP ∩ coAM. However, unlike many other isomorphism-type problems, a reduction in the reverse direction is not known [4] . A recent work [5] shows that GrI cannot be AC 0 reducible to GpI. Another distinction between GpI and GrI lies in the best known algorithms for them. The best known algorithm for GrI is 2Õ ( √ n) [6] , where n is the size of the graph. For groups of size n with b generators, in [7] Tarjan is credited for pointing out an n b+O (1) algorithm. Then by the observation that every group has a generating set of size log n , we get an n log n+O (1) algorithm for testing isomorphism of general groups. This is improved by Lipton, Snyder and Zalcstein [8] , who gave an algorithm running in O(log 2 n) space. However, whether a polynomial time algorithm exists is still open. 
Progress on Testing Isomorphism of Restricted Group Classes
There has been some progress on group isomorphism problem for restricted classes of groups. The class of groups with bounded number of generators (say, of size b) can be tested efficiently by the n b+O (1) algorithm. For abelian groups, Savage [9] first gave an O(n 2 ) algorithm, which was improved to O(n log n) by Vikas [10] and finally to O(n) by Kavitha [11] . Little is known beyond abelian groups until 2008, when Le Gall [12] showed that isomorphism of groups in the form of semidirect products of an abelian group and a cyclic group, whose orders are coprime, can be tested in almost linear time even in the model of black-box groups. The class of p-groups seems to be the current barrier, though recent works by Wilson [13] [14] on the structure of p-groups are noteworthy.
Recently, Kayal and Nezhmetdinov [15] and Wilson [16] address the problem of finding the factors of a group under the direct product operation (Wilson [16] considers a stronger model, that is permutation groups given as generators). They show that given a group, all its direct factors can be computed efficiently. As pointed out in [15] , this result can be interpreted in the context of isomorphism testing as follows: by RemakKrull-Schmidt theorem, two groups are isomorphic if and only if their direct factors are isomorphic up to appropriate correspondence of the factors. Thus, the class of groups that are direct products of groups with known efficient isomorphism testing procedure can be tested efficiently.
This argument suggests the following strategy: suppose for some group class, the groups can be decomposed into smaller subgroups in some canonical way. Then after decomposition, isomorphism testing of the original groups may reduce to testing isomorphism of the building blocks, and then pasting solutions of building blocks back together. In the case of direct product, decomposition is solved in [15] and [16] , and "pasting" is trivial due to Remak-Krull-Schmidt theorem. Now it is natural to ask if this strategy can be extended to the case of less stringently defined products. The next natural target is that of semidirect product, which is already considered in [12] . A group G is the semidirect product of a normal subgroup N by a subgroup H if G = NH and N ∩ H = {id}. Every h ∈ H can act on N by conjugation, giving rise to a homomorphism from H to Aut(N ), called the action associated with the semidirect product. Unlike direct product, a semidirect product G = N τ H is canonical only with respect to the associated action. For the special class considered in [12] , due to this reason Le Gall needs to solve the problem of testing whether two automorphisms of abelian groups are conjugate or not (when the automorphisms satisfy some property), for which he gives an efficient algorithm.
Our Result: Framework for Testing Isomorphism of Groups with Normal Hall Subgroups
A Hall divisor m of an integer n is a divisor of n such that (m, n/m) = 1. A normal Hall subgroup is a normal subgroup whose order is a Hall divisor of the order of the group. In this paper, we consider the class of groups with at least one normal Hall subgroup, and use H to denote this group class. It turns out this condition suggests some interesting properties of the group structure. For a given Hall divisor of the size of the group, if the normal Hall subgroup of this size exists then it is a characteristic subgroup. Schur-Zassenhaus theorem states that a normal Hall subgroup always has a complement, that is a set of representatives forming a subgroup. Thus the semidirect product arises naturally for groups in H. Note that H contains all groups of order 2 · p k , p a prime other than 2, and all nilpotent groups that are not p-groups. To see the first point, note that a Sylow p-subgroup is normal as it is of index 2, and the second point follows due to that a nilpotent group is direct product of its Sylow subgroups.
Inspired by [12] , we begin with formalizing the strategy for isomorphism testing discussed in Subsection 1.1 for the class H. As a first step, we need to have an efficient decomposition procedure. The observation is that the proof of Schur-Zassenhaus theorem is efficiently constructive, establishing the following theorem about finding a complement of a normal Hall subgroup. 4 ). In the second step, we need to consider how isomorphism of the original groups connects isomorphisms of the components. One important tool, which has been discovered by Taunt [17] in the context of construction of finite groups, is the formulation of a necessary and sufficient condition of the original groups being isomorphic in terms of actions associated with the semidirect products and isomorphisms of the normal and complement parts. (We state the precise formulation in Theorem 7). From the condition, it is necessary that we are able to test isomorphism of the components, thus, we focus on the case when the factors of semidirect product are efficiently testable. The following notations will help us talk about the group classes of the factors in the semidirect product. Given two groups X and Y whose orders are coprime, H(X, Y ) is the class of groups with a normal Hall subgroup isomorphic with X, and a complement isomorphic with Y . For two group classes X and Y, H(X , Y) is the class of groups with a normal Hall subgroup X from X and the complement Y from Y. Note that X being a Hall subgroup implies that the orders of X and Y are coprime. That is
We set notations for some group classes with known isomorphism testing/computing procedure. Let A be the class of abelian groups. As subclasses of A, A p is the class of abelian p-groups, and E is the class of elementary abelian groups.
E is the class of direct products of elementary abelian groups. B b is the class of groups with the number of generators bounded by b. Note that B 2 includes all finite simple groups , symmetric groups and cyclic groups. When the specific number of generators is not required in the context, we drop the subscript and will simply write B. C = B 1 is the class of cyclic groups. Finally, let K denote any group from the class of groups for which an efficient isomorphism testing/computing procedure is known. In this article, we mainly consider the case when K is A or B, or subclasses of A or B. To give an example of the use of the notations, the main result of [12] is an efficient isomorphism testing/computing algorithm of H(A, C), while our main concrete results are efficient algorithms for H(A, B) (when the complement has bounded number of generators), and H(A, E) (when the complement is elementary abelian).H(A, B) includes the class H(A, C) studied in [12] .
Our Result: Efficient Isomorphism Testing of H(A, E), H(A, B)
Representation theory of finite groups studies the homomorphisms from abstract groups to general linear groups. Such a homomorphism is called a representation. When the normal subgroup is an elementary abelian group Z d p , p a prime, the condition of isomorphism of large groups with respect to the components (cf. Theorem 7) naturally gives rise to the following algorithmic problem in representation theory of finite groups which may be of independent interest. We call it AutoInducedRepEquiv, short for finding the Automorphism Induced Representation Equivalence. In a recent work [19] (see also [20] ), Babai presents an algorithm solving the code isomorphism problem in singly exponential time in the number of coordinates, which is logarithmic of the size of the group in our case, allowing us to establish the following.
Problem 1 (AutoInducedRepEquiv

Corollary 1. There is an O(n 6 ) algorithm testing isomorphism of groups from H(E, E).
It is worth noting that the number of groups in this class is lower bounded by n Ω (log n) , for certain infinite sequence of group size n. (cf. Appendix A1).
Applying The rest of the paper is organized as follows. Section 2 contains the preliminaries. In Section 3 we present the decomposition procedure into normal and complement parts, proving Theorem 1. In Section 4, we first present the condition that shows how testing isomorphism of the original groups relates to that of the small groups. Then we prove Theorem 2, elaborate on the framework, and show that how a technique from [12] 
allows us to reduce from H( E, E) to H(A, E).
Finally, in Section 5, we introduce generalized code For readers unfamiliar with this fact, cf. the first theorem in [18] , and note that a simple abelian group must be a cyclic group with prime order.
See Section 5 for specific points of generalization.
isomorphism, the reductions (Theorem 3) and show how to test isomorphism of H(A, E)
. Section 6 concludes the paper.
Preliminaries
In this section we introduce some preliminary concepts and notations that we will be using. We refer the reader to a standard text book [22] for basic concepts in Group theory.
An abelian group is a group with group operation commutative. Given a prime p, an abelian p-group is an abelian group of order p k , k ∈ Z + , and an elementary abelian p-group is of the form Z k p . Every abelian group can be decomposed as direct product of cyclic groups by the fundamental theorem of abelian groups.
Let G be a group and N be a normal subgroup of G (denoted by N G). We say that G is the Representation Theory of Finite Groups. We list basic notions and facts about representation theory of finite groups, and we refer the reader to a standard text book [23] for further details. For a finite group G and a vector space V , a representation of G over V is a group homomorphism φ : G → GL(V ). There is always a trivial representation by mapping every element in G to 1. If the underlying field of V is F, and V is of finite dimension 
A representation is completely reducible if it is a direct sum of irreducible representations. Maschke's theorem states that if characteristic of F is 0 or coprimes with |G|, then the representation over F is completely reducible.
Two representations φ :
A fact about completely reducible representations is that two representations are equivalent if and only if irreducible representations (up to equivalence) that appear in their decompositions are the same. Specifically, decomposing a representation gives for every irreducible representation (up to equivalence) its multiplicity in that representation, and two representations are equivalent if and only if for every irreducible representation the multiplicities are the same. For a representation φ :
be the set of irreducible representations with multiplicity i in the decomposition φ, and
We use this straightforward criterion to test whether a representation is irreducible. For v ∈ V , let gv denote the action of the representation of g on v.
Proposition 1. Let φ : G → GL(V ) be a representation. φ is irreducible if and only if ∀v ∈
Proposition 1 and Theorem 6 suggest the following procedure to decompose a representation into its irreducible components. Let φ : G → GL(V ) be a representation. For every v ∈ V , test if gv | g ∈ G generates V . If so, it is an irreducible representation. Otherwise, for a specific v, gv | g ∈ G is a sub-representation W . Then Theorem 6 helps to identify a sub-representation
As this is a simple embedding, for convenience we write G = N τ H. 2 · |V | · |G|). Proposition 2 is sufficient for our purpose. But we remark that, in general, the decomposition of modular representation (representations over fields of finite characteristic) can be done much more efficiently (cf. [24] and Chapter 7.4 of [21] ). Given two irreducible representations, there is an efficient algorithm to determine whether they are equivalent (cf. [21] , Chapter 7.5.3). For factoring polynomials of degree n over Z p , we use the O(p 1/2 (log p) 2 n 2+ε ) algorithm in [25] . For computing canonical normal form of a linear transformation, Steel's algorithm [26] in time O(n 4 ) suffices. Permutation Group Algorithm and Coset Intersection Problem. The most studied model in Computational Group theory [27] is permutation groups given as generators. It subsumes the Cayley table representation since every group can be viewed as a permutation group acting on the group itself. Let S n be the symmetric group of order n. A coset of a permutation group H, Hx is represented as a set of generators of H and a coset representative. When we apply permutation group algorithms, or when the input or output is clearly a permutation group or a coset of permutation group, we assume they are given as above. In particular, the output of the singly exponential algorithm for code isomorphism problem in [19] (see also [20] ) is given as such. Given two cosets Hx and H y, where H and H are permutation groups given as generators acting on a domain of size n, to compute their intersection (another coset) is called the coset intersection problem. The best known algorithm computing coset intersection is an exp(n 1/2+o(1) ) presented in [28] , while in this paper the bound 2 n suffices for us. We refer the reader to [29] for a relatively simple exp(O(n)) algorithm.
Decomposition into Normal and Complement Parts
In this section we describe that for a given group, all its normal Hall subgroups and their complements can be listed, proving Theorem 1, by providing the following two propositions. 
For a given group G of size n, Lemma 1 implies that for a given Hall divisor m of n, if a normal Hall subgroup of size m exists then it is unique (thus a characteristic subgroup). For any group G given as multiplication table, and a given subset S ⊆ G, S can be computed in time O(n 3 ). Indeed, we can do this in stages by simply computing all pairwise product of elements in the closure produced at the previous stage and stop exactly when no new elements are produced. Along with this, Lemma 1 implies Proposition 3.
Finding the Complement: Proof of Proposition 4
We state the following algorithmic problem called SubgroupComplement.
Problem 2 (SubgroupComplement). Given a group G and N G, decide if there is a complement H G such that G = N H. If there exists, compute H.
When N is abelian, this problem can be solved even in the model of permutation groups given as generators [30] , but beyond abelian we are not aware of any result. For the case when N is a normal Hall subgroup of G, Schur-Zassenhaus theorem states that a complement always exists, thus solving the decision version of SubgroupComplement. Our observation is that, the proof of Schur-Zassenhaus theorem is efficiently constructive when groups are represented as Cayley tables, thus providing an efficient algorithm solving the search version of SubgroupComplement when the normal subgroup is a Hall subgroup.
When the Normal Subgroup is Abelian
In this subsection we use addition as the operation in the normal subgroup.
The correctness of the algorithm follows from the proof of Schur-Zassenhaus theorem [22] , which is adapted slightly and put in Appendix A2 O(max(log m, log l) ) is needed, and σ needs O(l 2 ) computations. Thus the algorithm runs Output: H G such that G = N H.
. . , a l } be any representative set of G/N , and let φ : G → A be the natural map.
3: Let p, q be two integers such that pm + ql = 1. Co-
When the Normal Subgroup is not Abelian
In this subsection we show the algorithm that computes the complement when the normal subgroup is not abelian. The idea is to transform the proof of SchurZassenhaus theorem into a recursive algorithm. The correctness of the algorithm follows from the proof of Schur-Zassenhaus theorem [22] , and we give an analysis of the proof strategy in Appendix A2.2. Before the actual algorithm we need to set up some auxiliary algorithms which basically follow from definitions. We present the algorithms in Appendix A2.3 and only introduce their functionality and running time here. Algorithm A1 computes the normalizer of a given set S ⊆ G within G. Algorithm A2 tests whether a given subgroup N of G is a minimal normal subgroup. Algorithm A3 finds a Sylow p-subgroup given a group G and a prime p dividing |G|. For groups of size n, the first subroutine runs in time O(n 2 ), the second and third ones can be verified to be running in O(n 4 ) and O(log n · n 3 ), respectively. Now we analyze Algorithm 2. The base case (normal subgroup being abelian) runs in time O(n 2 ). As explained in Appendix A2.2, if N is not abelian and is a minimal normal subgroup of G, then the p-Sylow subgroup G is a proper subgroup of G and hence the size of the group reduces by at least one half. If N is not a minimal subgroups, then the algorithm makes two recursive calls, one with respect to G/T and N/T , the other with respect to K and T . By Correspondence theorem, K is a subgroup. So |G|/|T |, |K| |G|/2. Thus the time complexity follows from the expression T (n) = 2T (n/2) + O(n 4 ), which gives the running time to be O(n 4 ). For some p that divides |N |, P ← Sylow(N, p).
7:
G ← Normalizer(G, P ) {G < G, see Appendix A2.2}.
8:
N ← Normalizer(N, P ).
9:
return ComputeComplement(G , N ). 10: else 11:
T ← MinimalNormal(G, N ).
12: K/T ← ComputeComplement(G/T, N/T ). 13:
return ComputeComplement(K, T ). 14: end if
Condition for Isomorphism Testing
The next theorem shows how isomorphism of big groups reduces to that of components for groups with normal Hall subgroups. This has been discovered by Taunt [17] in the context of construction of finite groups, though he did not apply it to normal Hall subgroups explicitly (because the fact that complement subgroups are conjugate was not proved then). We present the proof here as this theorem is crucial to further development of this work. 
Theorem 7 (Theorem 3.3, [17]). Given
Proof. ⇒: Since G 1 ∼ = G 2 , let f : G 1 → G 2 be an isomorphism. As f preserves normal groups, and N 2 is the unique normal subgroup of G 2 with order 
, since it can be written as nh, for n ∈ N 1 and h ∈ H 1 , we define f :
, which yields n = n and h = h . f is a homomorphism since
Remark 1. From the algorithmic point of view, a first observation about Theorem 7 is that we only need to test
(1) for a generating set of H 1 , rather than all of H 1 , as τ , γ, φ and ψ are all homomorphisms.
Proof of Theorem 2
Theorem 2 states that isomorphism of H(E, K) is equivalent to AutoInducedRepEquiv. In this subsection we show the two reductions here.
Isomorphism of Groups in H(E, K)
to AutoInducedRepEquiv. By listing all normal Hall subgroups and their complements we can find two normal Hall subgroups of the same size from two groups. Thus in order to test isomorphism of the original pair of groups, we first solve the isomorphism problem for normal and complement parts. Given the isomorphisms of the normal and complement parts, the only task left is to test (1), which, by composing the isomorphisms of the normal and complement parts, gives an instance of the problem AutoInducedRepEquiv. This gives the reduction.
AutoInducedRepEquiv to Isomorphism of Groups in H(E, K). In Section 2 we described the standard construction that, given groups N , H and τ : H → Aut(N ), defines a group G = N τ H. Thus, given two representations τ and γ of H over Z 
Framework for Testing Isomorphism of Groups from H(K, K)
Suppose we want to test isomorphism of two groups G 1 and G 2 from H(K, K). Given Theorem 1, for any group all its normal Hall subgroups can be listed efficiently, so we can first compare the orders of the normal Hall subgroups of G 1 and G 2 , and output "not isomorphic" if there are no normal Hall subgroups of the same size. For normal Hall subgroups with the same order, compute their complements using Proposition 4. Suppose we decompose
As the normal and complement parts are from groups with known isomorphism computing procedure, run the isomorphism tests between N 1 , N 2 and H 1 , H 2 . If they are not isomorphic output "not isomorphic". Now the only task left is to test (1) . Recall that E denotes the class of direct products of elementary abelian groups.
The cases H(E, B) and H( E, B) are immediate: for H(E, B)
, the automorphisms of complements can be efficiently enumerated and they correspond to the φ in (1). For a given automorphism of the complement, the problem is to test if two representations are equivalent. It can be solved by decomposing the representations, and then noticing that equivalence of irreducible representations can be determined efficiently. For H( E, B) , like in H (E, B) , as the automorphisms of the complement can be enumerated, for a given automorphism, the problem is to test if the representations over the direct factors of the normal subgroup are equivalent. These instances can be solved separately.
We remark that when the complement is in B, to find the complement it is easy to come up with an efficient enumeration procedure (without using algorithmic Schur-Zassenhaus). From the above discussion, the difficult case is when the complement has no generating set of size O(1).
From H( E, K) to H(A, K): Le Gall's Technique
Let A be an abelian p-group with minimal generating set of size s, and let φ 1 , φ 2 ∈ Aut(A) such that p |φ i |, i = 1, 2. In [12] , Le Gall devised a map Λ p : Aut(A) → GL(F p , s), such that φ 1 and φ 2 are conjugate if and only if Λ p (φ 1 ) and Λ p (φ 2 ) are conjugate. In [31] , the same reduction was proved to work for S 1 , S 2 Aut(A), as explained formally in the following lemma. We refer it as Le Gall's , s) , where s is the size of the minimal generating set of H. This finishes the reduction. To go from H(A, K) to H( E, K) we need to consider the factors of E separately and apply the appropriate Λ p to each factor.
Isomorphism of H(A, E)
The main result of this section is a reduction of the isomorphism testing problem for groups in H(A, E) to the problem of generalized code isomorphism problem. We first introduce this problem. Let F be a field. For F n , a linear code of dimension d is a d-dimensional linear subspace of F n . A generating matrix of a code C of dimension d is a d by n matrix with row vectors being a basis of C. With abuse of notation we will also use C to denote the generating matrix of the code C. Two codes C and D of dimension d over F are isomorphic if they are equivalent up to permutation of coordinates. Formally, if there exists a d by d non-singular matrix G and an n by n permutation matrix P such that GCP = D. It is noted that linear code isomorphism problem is hard for Graph Isomorphism problem [32] , and the following singly exponential algorithm presented by Babai in [19] (see also [20] ) is the main algorithmic tool we shall use. Theorem 8 ([19] , see also [20] ). Given two linear codes C and D, presented as generating matrices, it can be tested if they are isomorphic, and the coset of the isomorphism can be computed in time (2 + o(1)) n .
We generalizes code isomorphism problem slightly to get: Problem 3 (Generalized Code Isomorphism Problem). Given two d × n matrices C and D over the field F, and a permutation group S S n , determine the existence of G ∈ GL(F, d ) and a permutation matrix P ∈ S, such that GC P = D . If such G and P exist, then C and D are called isomorphic.
The generalized code isomorphism problem generalizes code isomorphism problem in two ways: first we do not require row vectors of C and D to be linearly independent. Secondly the permutation matrix P must come from a certain permutation group S. Its solution in singly exponential time can be viewed as a corollary to Theorem 8, by applying a coset intersection running in singly exponential time [28] . A detailed proof of the following corollary can be found in Appendix A4. (1)) n .
Representation of Z q over Z p
In this subsection, we recall basic facts concerning representations of Z q over Z p , p, q two different primes, and we refer the reader to Appendix A5 for more detailed explanations. First suppose the cyclotomic polynomial Φ q (x) factors as g 1 · g 2 · . . . · g r over Z p , in which g i 's are monic polynomials with the same degree d = (q − 1)/r. It is noted that d is the order of p in the multiplicative group (Z/qZ) × . Let
To unify notation let f 0 : Z q → Z p be the trivial representation. Then f v gives an irreducible representation of Z q over Z p , and {f v | v ∈ V } is the set of all irreducible representations. However, f v and f u may be equivalent, for u, v ∈ V , as described by the following claims, whose proofs are put in Appendix A5. are completely reducible.
Note that t is bounded by 1 + (k − 1)/d or k/d, depending on whether the trivial representation exists or not. For a given multiplicity w ∈ [k], recall that L τ (w) is the set of irreducible representations with multiplicity w appearing in τ , and L τ = (L τ (w)) w∈ [k] determines a representation up to equivalence. The problem of working with L τ is that the irreducible representations are "abstract", while we need to actually know the form of the irreducible representations. The idea is to use vectors to index irreducible representations (which must be induced from vectors as described before), at the cost of losing uniqueness. Definition 1. Given a representation τ : For two representations τ : 
The induced representation of f v by φ ∈ GL(Z q , l) has a nice form: v) . Note that for any two representations g and h of an arbitrary group G and φ ∈ Aut(G), (g⊕h)
. For φ ∈ GL(Z q , l), and S ⊆ Z q , S φ is the set obtained by
Isomorphism of H(E, E): Proof of Theorem 3
To test isomorphism of two groups G 1 and G 2 identified as Z Proof
. This is just generalized code isomorphism problem with the permutation group S s1 × S s2−s1 × . . . × S s k −s k−1 , whose generators can be computed as symmetric groups can be generated by two elements. The reduction takes time poly(k, ).
Thus the solution for generalized code isomorphism in singly exponential time gives the algorithm for AutoInducedRepEquiv for elementary abelian groups, finishing the proof of Theorem 3.
Isomorphism of H(A, E): Proof of Theorem 4
The Decompose Ti and Γi to get The analysis of Algorithm 3 goes as follows. Let |G 1 | = |G 2 | = n, we first note that the iterations in step 8 and in step 20 are bounded by s and 2 i∈ [s] ki , which are bounded by log n and n, respectively. Then the following routines are used. In step 6, we need to decompose an abelian group in canonical form. This can be done in time O(n) by [33] . In step 12, to decompose a representation requires O(n 4 ) by Proposition 2. To identify the indexing vectors for irreducible components we need to factor Φ q over different fields, and test conjugation of matrices of size at most q. 
Conclusions
In this paper we design polynomial-time algorithm for groups in the following form: firstly it has an abelian normal Hall subgroup; secondly, that subgroup has a complement with bounded number of generators, or elementary abelian. These results greatly expand the previous work of Le Gall [12] . Furthermore, we put the study of this group class (groups with abelian normal Hall subgroup) in a representation-theoretic framework, which lies the foundation for further research. When p is clear from the context we drop the subscript from Λ p to get Λ.
In general, an abelian group is direct product of abelian p i -groups with different p i 's. We define R(A) as the class of big diagonal matrices where its i-th diagonal block is from R(A pi ) corresponding to the component of the p i -group, constructed as above. We can define Λ by applying Λ pi for the block corresponding to R(A pi ). Then Lemma 2 can be extended to R(A) naturally by considering each component independently.
This finishes the description of the reduction Λ p used in Subsection 4.3. The most interesting property about Λ p is Lemma 2. In [12] , a weaker version of Lemma 2, namely when the subgroup of Aut(A) is cyclic, is proved. The form presented in Subsection 4.3 is also proved in [31] . We refer the reader to these references for more details.
A4 Proof of Corollary 2
First of all the ranks of C and D must be the same, as multiplying G and P will not change the rank, and two matrices being equal necessarily implies their ranks are the same. Let C and D be the linear subspaces generated by row vectors of C and D , respectively. We claim that C and D are isomorphic if and only if C and D are isomorphic as linear codes.
The "If " Direction. C and D being isomorphic as codes implies that C and D are the same subspaces up to permutation of coordinates. Let P be the permutation, then row vectors of C P and D generate the same subspace. Now every row vector of D can be generated by an appropriate combination of row vectors in C P , and an appropriate general linear map G can be recovered.
The "Only If " Direction. If GC P = D , then row vectors of GC P and row vectors of D generate the same subspace. It follows that row vectors of C P and row vectors of D generate the same subspace. This means that under the permutation of coordinates by P , C and D are the same subspace.
So to test isomorphism of C and D , it is enough to take a set of linearly independent row vectors of C and D to form generating matrices of C and D, then to apply Theorem 8. Finally, to make sure that the permutation of coordinates comes from the permutation group S, we take a coset intersection which runs in time 2 n to finish the proof. This gives a permutation matrix, and the general linear map can be recovered easily.
