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Re´sume´ – On cherche ici a` mieux comprendre une technique re´cente de de´composition locale et auto-adaptative de signaux appele´e
De´composition Modale Empirique (ou EMD, pour “Empirical Mode Decomposition”). On se base sur des simulations nume´riques extensives
permettant de mettre en e´vidence des comportements typiques de la me´thode et d’en quantifier les performances dans des cas simples et controˆle´s.
On donne une interpre´tation spectrale de la me´thode et on souligne ses ressemblances et diffe´rences avec des techniques de de´composition mul-
tire´solution a` base d’ondelettes.
Abstract – This paper is intended to give new insights into a recent technique of local and data-dependent signal decomposition, referred to as
“Empirical Mode Decomposition” (EMD). The study relies heavily on numerical simulations which allow for evidencing typical characteristics
of the method and for quantifying performance in simple well-controlled situations. A spectral interpretation of EMD is given, and emphasis is
put on its similarities and differences with wavelet-based multiresolution decomposition techniques.
1 Introduction
N.E. Huang et ses collaborateurs ont re´cemment introduit
une technique de de´composition de signaux non stationnaires,
appele´e De´composition Modale Empirique (ou EMD, pour “Em-
pirical Mode Decomposition”) [1]. Si celle-ci posse`de un car-
acte`re tre`s intuitif, elle est reste´e jusqu’a` pre´sent reˆtive a` une
ve´ritable e´valuation the´orique dans la mesure ou` sa de´finition
n’est en fait donne´e que par l’algorithme de de´composition pro-
pose´.
L’EMD a ne´anmoins e´te´ applique´e a` un certain nombre de
situations re´elles (cf., par exemple, [1, 2, 3]), motivant des e´tudes
syste´matiques de la me´thode dans des conditions controˆle´es
afin de mieux cerner ses possibilite´s et limitations.
2 Principe de l’EMD
Dans son principe, l’EMD conside`re les signaux a` l’e´chelle
de leurs oscillations locales, sans que celles-ci soient ne´ces-
sairement harmoniques au sens de Fourier. D’une manie`re plus
pre´cise, si l’on cherche a` de´crire un signal x(t) entre deux ex-
trema conse´cutifs (par exemple, deux minima situe´s aux temps
t− et t+), on peut de´finir de fac¸on heuristique une contribu-
tion “hautes fre´quences” locale {d1[x](t), t− ≤ t ≤ t+}, ou
de´tail local, qui correspond a` l’oscillation se terminant aux
deux minima conside´re´s et passant par le maximum qui ex-
iste ne´cessairement entre eux. Pour que la description du com-
portement local soit comple`te, il suffit d’identifier la contribu-
tion “basses fre´quences” locale correspondante m1[x](t), ou
tendance locale, de telle sorte que l’on ait
x(t) = m1[x](t) + d1[x](t)
pour t− ≤ t ≤ t+. Si ce point de vue est adopte´ pour l’ensem-
ble des oscillations constituant le signal, la proce´dure peut alors
eˆtre applique´e sur le re´sidu m1[x](t) forme´ par l’ensemble des
tendances locales et conside´re´ comme un nouveau signal, con-
duisant a` un nouveau de´tail d2[x](t) et a` un nouveau re´sidu
m2[x](t).
On obtient ainsi une de´composition dont les diffe´rents modes
(ou IMF, pour “Intrinsic Mode Functions”) dk[x](t) sont ex-
traits ite´rativement, conduisant a` une repre´sentation du type :
x(t) = mK [x](t) +
K∑
k=1
dk[x](t)
pour une profondeur de de´composition K. On pourra trouver
dans [1, 4] davantage de de´tails sur la me´thode, et dans [5] des
codes MATLAB pour la mettre en œuvre.
3 L’EMD comme filtrage
Pour la simplicite´ de la pre´sentation, les diffe´rents modes et
re´sidus ont e´te´ introduits sur des arguments “spectraux”, mais il
est bon de noter que leur discrimination “hautes fre´quences” vs.
“basses fre´quences” est essentiellement qualitative (les oscilla-
tions ne sont pas ne´cessairement sinusoı¨dales), qu’elle ne s’ap-
plique que localement et qu’elle ne correspond en aucune fac¸on
a` un filtrage pre´de´termine´. La se´lection des modes s’apparente
davantage a` un filtrage non line´aire de´pendant du temps, au-
tomatique et auto-adaptatif (c’est-a`-dire localement de´pendant
du signal). Ne´anmoins, un des objectifs de cette communica-
tion est de justifier que, dans des cas ide´alise´s et bien controˆle´s,
l’EMD re´alise de manie`re automatique une de´composition en
sous-bandes tre`s proche de ce que donnerait une analyse mul-
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FIG. 1: Filtres e´quivalents — Dans le cas du bruit gaussien
fractionnaire, l’EMD peut s’interpre´ter comme un banc de fil-
tres passe-bande pour les modes d’indices k ≥ 2, le mode
#1 correspondant essentiellement a` un filtre passe-haut. Pour
chaque valeur de l’exposant de Hurst (H = 0.2, 0.5 et 0.8), on
a simule´ 5000 se´ries inde´pendantes de 512 points chacune, et
on a trace´ dans un diagramme log-log le spectre moyen des 7
premie`res IMF en fonction de la fre´quence normalise´e.
tire´solution de type ondelettes. Pour ce faire, on s’appuie ici sur
la conduite de deux types d’expe´riences nume´riques.
3.1 Approche spectrale
Dans le premier cas, on aborde la question de la de´com-
position d’un bruit large bande en s’inte´ressant au comporte-
ment statistique de l’EMD lorsqu’on l’applique au mode`le tre`s
ge´ne´ral du bruit gaussien fractionnaire [8].
Rappelons que le bruit gaussien fractionnaire (fGn) est de´fini
comme le processus des accroissements du mouvement brown-
ien fractionnaire (fBm) [6]. A` temps discret, le fGn est une se´rie
{gH [n], n = . . . ,−1, 0, 1, . . . }, indexe´e par un parame`tre re´el
0 < H < 1 (son exposant de Hurst), et telle que sa se´quence
d’autocorre´lation
rgH [k] := E{gH [n]gH [n + k]}
s’e´crit:
rgH [k] =
σ2
2
(|k − 1|2H − 2|k|2H + |k + 1|2H) .
Le cas particulier H = 1/2 se re´duit a` celui du bruit blanc
(donc, de´corre´le´), alors que les autres valeurs de H introduisent
des corre´lations non nulles pouvant eˆtre, soit ne´gatives quand
0 < H < 1/2, soit positives quand 1/2 < H < 1 (longue
me´moire).
Partant de ce mode`le, nous avons conduit des simulations
nume´riques extensives pour des valeurs de H allant de 0.1 a`
0.9. La longueur typique des se´ries e´tudie´es e´tait de N = 512
points et, pour chaque valeur de H , 5000 re´alisations inde´-
pendantes de fGn ont e´te´ ge´ne´re´es par l’algorithme de Wood
et Chan [7] (on ne donnera pas davantage de de´tails ici sur
la mise en œuvre effective de l’EMD, mais les codes Matlab
utilise´s pour les simulations sont disponibles [5]).
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FIG. 2: Variance-covariance — Dans le cas du bruit gaussien
fractionnaire, la variance des IMF suit une loi de puissance lie´e
simplement a` l’exposant de Hurst, les IMF e´tant de plus ap-
proximativement de´corre´le´s entre eux. Pour chaque valeur de
l’exposant de Hurst (H = 0.1 a` 0.9), on a simule´ 100 se´ries
inde´pendantes de 2048 points chacune, et on a trace´ la matrice
de variance-covariance moyenne relative aux 7 premie`res IMF
(codage logarithmique en niveaux de gris, dynamique de 35
dB).
Banc de filtres — Le re´sultat central de ces simulations est
donne´ a` la Figure 1 qui repre´sente, mode par mode, les estime´es
des densite´s spectrales
Γk[gH ](f) =
∫ +∞
−∞
E {dk[gH ](t)dk[gH ](t + τ)} e−i2πfτ dτ,
mettant en e´vidence une organisation spontane´e de type banc
de filtres a` surtension constante (des re´sultats de meˆme nature
ont depuis e´te´ obtenus inde´pendamment [9], quoique dans le
cas du seul bruit blanc).
Variance-covariance — La nature quasi-dyadique de ces bancs
de filtres a e´te´ justifie´e dans [8], ou` l’on a de plus montre´ com-
ment la puissance spectrale se re´partissait exponentiellement
dans les diffe´rents IMF, de telle sorte que cette re´partition per-
met en the´orie une estimation de H . Afin de pre´ciser plus avant
la pertinence de cette approche, en particulier lorsqu’on ne dis-
pose que d’une re´alisation, nous avons comple´te´ l’e´tude pre´-
sente´e en [8] en e´valuant le lien statistique pouvant exister en-
tre modes. A` cette fin nous avons estime´ la matrice de variance-
covariance
CH [m,n] = E
{
1
T
∫ T
0
dm[gH ](t)dn[gH ](t) dt
}
sur la base de 100 re´alisations inde´pendantes, pour une taille
de donne´es de N = 2048 points et m et n variant de 1 a` 7.
La Figure 2 pre´sente le re´sultat normalise´ CH [m,n]/CH [1, 1].
Comme attendu, on y observe sur la diagonale principale (soit,
m = n) le comportement
CH [m,m] = var dm[gH ](t) ∝ ρ2(H−1)mH ,
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FIG. 3: Statistiques marginales des IMF — Hormis pour l’IMF
1 qui est bimodale, les densite´s de probabilite´ marginales
{pk(x), k = 2, . . . 5} des IMF du fGn (calcule´es ici sur 500
re´alisations de N = 512 points) sont approximativement
gaussiennes et re´ductibles a` un gabarit unique moyennant une
renormalisation bien choisie (diagrammes du bas : superposi-
tion des log pk(x) renormalise´es).
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FIG. 4: Densite´ de probabilite´ de l’IMF 1 — Dans le cas H =
0.5, la densite´ de probabilite´ p1(x) de l’IMF 1 (calcule´e ici sur
500 re´alisations de N = 512 points et repre´sente´e par les croix)
est tre`s proche de celle pre´dite pour les maxima positifs et les
minima ne´gatifs d’un bruit blanc gaussien a` temps discret (trait
continu).
avec ρH ≈ 2 [8]. Ce que l’on observe de fac¸on additionnelle,
c’est un effet global de de´corre´lation effective entre modes, a`
l’exception cependant du mode 1 dont la contribution spectrale
non ne´gligeable dans la moitie´ infe´rieure du spectre (cf. Figure
1) maintient des liens forts avec les autres modes.
Statistiques marginales — Afin d’aller au-dela` de l’ordre 2, il
est inte´ressant d’e´valuer les densite´s de probabilite´ marginales
des IMF. La Figure 3 re´veˆle a` cet e´gard le caracte`re approxi-
mativement gaussien des IMF de rang au moins 2. Ces densite´s
de probabilite´ gaussiennes pk(x) sont de plus renormalisables
au sens ou` elles se superposent toutes sur un gabarit unique
moyennant la transformation
pk(x) → 1
β
pk
(
x
β
)
lorsque l’on choisit β := 2−(H−1)k.
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FIG. 5: Re´ponse impulsionnelle — La re´ponse impulsionnelle
e´quivalente de l’EMD peut eˆtre obtenue en moyennant mode
par mode un grand nombre de de´compositions calcule´es sur
une impulsion faiblement bruite´e. Dans le cas pre´sent, on a
simule´ 5000 re´alisations inde´pendantes de 256 points chacune
et on a trace´ (sous le signal moyen) la moyenne d’ensemble,
normalise´e en amplitude mode par mode, des 6 premie`res IMF.
L’IMF 1 s’e´carte du cas gaussien en posse´dant une densite´
de probabilite´ bimodale, cohe´rente avec sa nature de bruit filtre´
passe-haut (cf. Figure 1). En effet, dans le cas (H = 0.5) du
bruit blanc gaussien a` temps discret, un calcul simple montre
que les densite´s de probabilite´ p+(x) et p−(x) des maxima et
des minima s’e´crivent :
p±(x) =
[
1
2
±
(
1
2
− erf(x)
)]2
γ(x),
avec
γ(x) =
1√
2π
e−x
2/2
et
erf(x) :=
∫ +∞
x
γ(θ) dθ.
L’EMD ne retenant, par construction, que les maxima posi-
tifs et les minima ne´gatifs, on constate alors (cf. Figure 4) que
la densite´ de probabilite´ p∗(x) := max(p−(x), p+(x)) de ces
derniers est tre`s proche de celle observe´e pour l’IMF 1, en
cohe´rence avec son interpe´tation en termes de bruit blanc filtre´
passe-haut.
3.2 Approche temporelle
Une vue duale du comportement qui vient d’eˆtre de´crit peut
eˆtre obtenue par une approche de type re´ponse impulsionnelle
en e´valuant la collection des de´tails moyens
dk[δ](t) = lim
ε→0+
E {dk[δ + εb](t)} ,
ou` δ(t) est une impulsion et b(t) un bruit additif dont le roˆle
est de garantir l’existence d’extrema permettant d’appliquer
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FIG. 6: Auto-similarite´ — Le logarithme de l’amplitude maxi-
male des modes 2 a` 5 de la Figure 5 varie line´airement en fonc-
tion de l’indice des modes (en haut, a` gauche). Renormaliser de
fac¸on couple´e ces modes, soit en temps (en haut, a` droite), soit
en fre´quence (en bas, a` gauche) fournit un gabarit unique. La
“re´ponse impulsionnelle” ainsi identifie´e peut eˆtre compare´e
avec profit a` une ondelette de type spline cubique (en bas, a`
droite).
l’EMD. On obtient la` encore (cf. Figure 5) une signature car-
acte´ristique directement e´vocatrice de ce que donnerait une anal-
yse en ondelettes dans une situation analogue.
Pour pre´ciser ce point plus avant, on peut — tout comme
on l’avait fait dans l’approche spectrale [8] — chercher dans la
de´composition obtenue une signature e´ventuelle d’auto-similarite´
qui rame´nerait la collection des modes a` un motif unique moyen-
nant une renormalisation judicieusement choisie.
La figure 6 montre qu’il en est bien ainsi. Dans un premier
temps, le trace´ de l’amplitude maximale des modes en fonction
de leur indice permet d’identifier une loi exponentielle du type :
log2 dk[δ](0) = C − pk,
avec p ≈ 0.85. On montre alors que le choix concomitant d’un
facteur de dilatation α = 2p ≈ 1.80 permet de superposer les
gabarits temporels et spectraux des diffe´rents IMF, justifiant
une relation de la forme :
dk[δ](t) =
1
αk
ψ
(
t
αk
)
,
ou` ψ(t) est une forme d’onde de re´fe´rence (analogue a` une
ondelette-me`re dans une analyse multire´solution). Dans le cas
conside´re´ ici, la proce´dure d’interpolation utilise´e par l’EMD
repose sur des splines cubiques [1, 4, 5], et il est inte´ressant
de constater que le motif ψ(t) obtenu est tre`s proche de l’on-
delette spline cubique obtenue comme troise`me puissance de
convolution de l’ondelette de Haar.
4 Conclusion
La de´composition modale empirique (ou “EMD”) est une
me´thode d’analyse des signaux qui est a` la fois attractive et
proble´matique. Attractive, car intuitive, flexible, non parame´-
trique et auto-adaptative; mais proble´matique aussi car forte-
ment non line´aire, d’interpre´tation de´licate et de´finie seulement
par un algorithme difficilement re´ductible a` l’analyse.
A` mi-chemin entre l’application d’une me´thode encore mal
comprise a` des donne´es re´elles et l’attente d’une the´orie bien
e´tablie, il nous a semble´ ne´cessaire de recourir a` des simula-
tions extensives dans des situations simples et bien controˆle´es.
Les re´sultats pre´sente´s ici comple`tent d’autres e´tudes conduites
dans le meˆme esprit [4, 8], apparentant l’EMD a` une me´thode
multire´solution que l’on pourrait qualifier de “spontane´e” dans
la mesure ou` elle repose sur une hie´rarchie d’e´chelles “na-
turelles” extraites ite´rativement en fonction du signal analyse´.
A` la diffe´rence de me´thodes plus classiques a` base d’ondelettes
(et variations), cette extraction est faite localement et de fac¸on
fondamentalement auto-adaptative, aucun filtre pre´-de´termine´
ne pre´sidant a priori a` la de´composition.
Ces premiers e´le´ments ne´cessitent maintenant de disposer
d’une ve´ritable compre´hension the´orique qui permettrait une
utilisation raisonne´e de la me´thode comme analyse exploratoire
de signaux re´els.
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