Abstract. In this work we give a presentation of the prefix expansion Pr(G) of an inverse semigroup G as recently introduced by Lawson, Margolis and Steinberg which is similar to the universal inverse semigroup defined by the second named author in case G is a group. The inverse semigroup Pr(G) classifies the partial actions of G on spaces. We extend this result and prove that Fell bundles over G correspond bijectively to saturated Fell bundles over Pr(G). In particular, this shows that twisted partial actions of G (on C * -algebras) correspond to twisted (global) actions of Pr(G). Furthermore, we show that this correspondence preserves C * -algebras crossed products.
Introduction
Modifying the construction of the Birget-Rhodes prefix expansion of a semigroup [1] , Lawson, Margolis and Steinberg [8] introduced a generalized prefix expansion of an inverse semigroup G as follows: let Pr(G) be the collection of all pairs (A, t), where t ∈ G, and A is a finite subset of G satisfying tt * , t ∈ A and ss * = tt * for all s ∈ A.
With the operation (1.1)
The above explicit construction of Pr(G) is suggested via a McAlister-O'Carroll triple [7] constructed from G in a somewhat involving way.
The first goal of this paper is to obtain an alternate description of Pr(G) in terms of generators and relations which emphasizes its role as governing partial representations (or homomorphisms) of G. Our method for doing so is independent of [8] and is very similar to the one adopted in [4] , where an inverse semigroup S(G) was constructed from a group G, possessing a universal property related to partial representations and which was later shown by Kellendonk and Lawson [6] to be precisely the Birget-Rhodes expansion of G. Needless to say, in case G is a group, the prefix expansion Pr(G) coincides with the inverse semigroup S(G) constructed in [4] .
The interest in approaching Pr(G) from a different route is, in part, to show that its structure, including the product operation (1.1) above, is a direct consequence of the concept of partial representations. In addition, we answer some natural questions about the expansion Pr(G) which did not take place in [8] , as for instance what happens with Pr(Pr(G)) as well as the order of Pr(G) if G is finite.
As already observed in [8] , the assignment G → Pr(G) is a functor on the category Inv of inverse semigroups (with homomorphisms as morphisms). It may also be viewed as a functor from the category PInv of inverse semigroups with partial homomorphisms as morphisms to Inv. When viewed in this way, we show that it is the left adjoint of the forgetful functor Inv → PInv. This is related to the result in [11] where Szendrei shows that G → Pr(G), when considered as a functor from the category of groups to F -inverse semigroups, is left adjoint of to the functor assigning to an inverse semigroup its maximal homomorphic group image.
One of the main goals in this paper is to study the relation between Fell bundles and crossed products by G and Pr(G). We prove that Fell bundles over G correspond bijectively to saturated Fell bundles over Pr(G) in a somewhat canonical way. In fact, this correspondence extends to a functor and gives an equivalence between the categories of Fell bundles over G and saturated Fell bundles over Pr(G). Moreover, this equivalence preserves the associated (full and reduced) cross-sectional C * -algebras. In particular, the functor G → Pr(G) preserves classical partial crossed products, that is, A ⋊ G ∼ = A ⋊ Pr(G) for any partial action of G on a C * -algebra A and the corresponding (global) action of Pr(G) on A. A similar result still holds for twisted partial actions. In fact, all these results are special cases of the more general theorem we obtain for Fell bundles and their corresponding C * -algebras.
The expansion
Throughout this section we will let G be an inverse semigroup. 
To conclude we need to check (b) but this follows from
Definition 2.9. If x ∈ Pr(G) is written as in (2.7) in such a way that Proposition 2.6(a-b) are satisfied, we will say that x is in normal form.
Suppose that an element x ∈ Pr(G) is written as x = ε s1 ε s2 . . . ε sn [t] , as in (2.7), but not necessarily in normal form. Letting A = {s 1 , s 2 , . . . , s n } we will denote by (2.10)
which is unambiguously defined since the ε si commute with each other by Proposition 2.2(iii). Employing this notation we may therefore write
Assuming now that x is in normal form, notice that Proposition 2.6(a -b) may be rephrased as (2.12) t, tt * ∈ A and ss * = tt * for all s ∈ A.
Definition 2.13. Given e ∈ E(G) we will say that a subset A ⊆ G is an e-set if (i) e ∈ A, and (ii) ss * = e, for all s ∈ A.
Observe that condition (2.12) may be rephrased by saying that A is a finite tt * -set containing t. We may therefore summarize our findings as follows:
Proposition 2.14. Every element x ∈ Pr(G) may be written as
where t ∈ G, and A is a finite tt * -set containing t, in which case we say that x is in normal form.
Let us now give an expression for multiplying elements of Pr(G). 
The proof thatxxx =x is just as easy.
Before we proceed we need to introduce the following important concept: 
is a partial homomorphism of G in Pr(G), and we will call it the canonical partial homomorphism. The universal property of Pr(G) tells us that every partial homomorphism of G factors through the canonical one. 
commutes, where the vertical arrow is the canonical partial homomorphism.
Proof. Obvious from the definition of Pr(G).
This result has a very useful consequence, as follows:
Proof. Lettingπ be as in Proposition 2.20 we have
proving the first part of (ii), while the second part follows similarly. As for (i), it follows from (ii) by taking s = e.
If we take π to be the identity map on G, then it is evidently a partial homomorphism of G in itself, so Proposition 2.20 provides a semigroup homomorphism 1 In particular, the idempotents of Pr(G) have the form ε A for some finite subset A ⊆ G which can be chosen to be an e-set for some e ∈ E(G).
Proof. We have
In particular, if x is idempotent then so is t. In this case, t = ε t (by Proposition 2.4(i)) so that x = ε A ε t = ε A∪{t} = ε A because A contains t. Recall that an inverse semigroup G is E-unitary if for all s ∈ G and e ∈ E(G),
Proposition 2.25. The inverse semigroup Pr(G) is E-unitary if and only if G is E-unitary.
Proof. Suppose that G is E-unitary, and let x ∈ Pr(G) and y ∈ E(Pr(G)) with
Before ending this section, let us remark at this point that our inverse semigroup Pr(G) is canonically isomorphic to the inverse semigroup
* ∈ A and ss * = tt * for all s ∈ A} introduced in [8] (see our introduction). In fact, this obviously follows from the same universal property (of classifying partial homomorphisms) that both have. An explicit isomorphism Pr(G) ∼ = H is given by taking an element x = ǫ A [t] ∈ Pr(G) in normal form and sending it to the pair (A, t) ∈ H. This is the same map one gets by first considering the map π : G → H, t → ({tt * , t}, t) and checking that π is a partial homomorphism. The corresponding homomorphismπ : Pr(G) → H obtained from the universal property of Pr(G) is then equal to map ǫ A [t] → (A, t) just mentioned. In particular, this shows that this map is well-defined and, even more important, that normal forms are unique:
are two ways of writing x in normal form, then A = B and s = t. Later, in section 5, we are going to prove uniqueness of normal forms without using the inverse semigroup H above: we construct a canonical partial action of G that "separates" normal forms.
Partial homomorphisms and partial actions
In 2.17 we gave a definition of partial homomorphisms of inverse semigroups. Now we will find equivalent conditions for checking that a map into an inverse semigroup is a partial homomorphism. As before we fix an inverse semigroup G.
Proposition 3.1. Let H be an inverse semigroup and let π : G → H be a map. Then π is a partial homomorphism if and only if, for all s and t in G, one has that
Proof. Assume that π is a partial homomorphism. Then (i) holds by (2.18). Next pick s, t ∈ G, and let f = π(t * )π(t). We then have that f is idempotent by (i), and
proving (ii). Assuming that s ≤ t, write s = te, for some idempotent e. Then π(e) is idempotent by Corollary 2.21(i) and
where in the last step we have used (iii) and the fact that stt * ≤ s. This gives Definition 2.17(i), and 2.17(ii) follows similarly. The last axiom of Definition2.17 follows immediately from (i). Let us specialize to partial homomorphisms in symmetric inverse semigroups, but first we would like to introduce some terminology. Definition 3.3. Let G be an inverse semigroup and let X be a set. By a partial action of G on X we shall mean a partial homomorphism
where I(X) denotes the symmetric inverse semigroup on X.
Given a partial action π, as above, we shall write π s for π(s), since an expression such as "π s (x)" looks a lot nicer than " π(s) (x)". 
Proof. Initially observe that, under (i) -(ii), the composition "π s π t (x) " appearing in (iii) is meaningful, since
Assume first that (i) -(iii) hold. In order to prove that π is a partial action we will use Proposition 3.1. Since Proposition 3.1(i) is granted, let us attack Proposition 3.1(ii). For this let s, t ∈ G, and notice that the domain of π s π t coincides with
Evidently this is contained in X t * s * , also known as the domain of π st . By (iii) we see that π s π t coincides with π st on the domain of the former, which means that π s π t ≤ π st , proving Proposition 3.1(ii).
Let us now study the behavior of π e , for an idempotent e ∈ E(G). By (iii) with s = t = e, we deduce that for every x ∈ X e , one has that π e (π e (x)) = π e (x), but since π e (x) is injective it must be that π e (x) = x. In other words, π e is the identity map on X e . Now let s, t ∈ G with s ≤ t, so that s = ts * s. As seen above π s * s is the identity on X s * s , so
This implies that X s * ⊆ X t * and, for every x ∈ X s * , we have
proving that π s ≤ π t . Now assume that π is a partial action, so Proposition 3.1(i-iii) hold. Then (i) is granted so let us prove (ii). Given s, t ∈ G, observe that the domain of π s π t is given by π t * (X t ∩ X s * ), which is therefore contained in the domain of π st , namely X t * s * , by Proposition 3.1(ii), that is,
Since the set in the left hand side above is obviously also contained in X t * , we deduce that
We claim that (3.5) is actually an equality of sets. In order to prove it notice that a suitable change of variables in (3.5) yields
Evidently stt * ≤ s, so the domain of π stt * is contained in the domain of π s by Proposition 3.1(iii) or, in other words, X tt * s * ⊆ X s * . Plugging this in (3.6) one obtains
Applying the inverse of π t to both sides then gives
which happens to be precisely the converse of the inclusion in (3.5). Therefore
and our claim is proved. Suitably changing variables in the above equality immediately yields (ii). In order to prove (iii) let x ∈ X t * ∩X t * s * . Then by (3.7) one has that π t (x) ∈ X s * , so x is in the domain of π s π t , and hence by Proposition 3.1(ii) one has that
Let us now prove a result very similar to the above, except that it is tailored to require minimal effort for checking a map to be a partial action. 
Proof. The reader should have noticed that the conditions above are very similar to the conditions given in Proposition 3.4, except that the equality in Proposition 3.4(ii) is replaced by the weaker inclusion in (ii) above, while (iii) is new.
The remark made at the begining of the proof of Proposition 3.4 applies here as well, although with a different argument: under (i) -(iii), let the x ∈ X t * ∩ X t * s * . Then
Let us first observe that conditions (i) -(iv) above are necessary for π to be a partial action: clearly (i), (ii), and (iv) immediately follow from Proposition 3.4, while (iii) is a direct consequence of Proposition 3.1(iii).
Conversely, let us prove that π is a partial action under the assumption that the above conditions hold. Using Proposition 3.4, it is clearly enough to verify Proposition 3.4(ii). Since the range of π s is precisely X s one immediately deduces from (ii) that
Applying this with a suitable change of variables we get
Because π s is the inverse of π s * the above implies that
which combines with (3.9) to give the desired Proposition 3.4(ii).
The expansion as an adjunction of categories
Let Inv be the category of inverse semigroups with usual homomorphisms as morphisms, and let PInv be the category of inverse semigroups with partial homomorphisms as morphisms. Note that composition of partial homomorphisms in again a partial homomorphism (this can be seen from Proposition 3.1) so that PInv is indeed a category. Given two inverse semigroups G and H, we write Hom(G, H) for the set of all homomorphisms G → H (that is, the hom-set in Inv) and PHom(G, H) for the set of all partial homomorphisms G → H (that is, the hom-set in PInv). Observe that G → Pr(G) is a functor PInv → Inv: given a partial homomor- 
is the identity (partial) homomorphism Id G : G → G. Both assertions are easily checked.
The canonical partial action
We again fix an inverse semigroup G. The goal of this section is to exhibit a somewhat canonical partial action of G which will, among other things, enable us to prove that the normal form of each element in Pr(G) is unique. Definition 5.1. A nonempty subset ξ ⊆ G will be called a filter if for every e ∈ E(G) and s ∈ G,
es ∈ ξ ⇐⇒ e ∈ ξ and s ∈ ξ.
If G is a group, a filter is just a subset ξ ⊆ G containing 1 (the unit of G). In general, filters may contain several idempotents (for instance G is always a filter). If G has a zero 0 ∈ G, then the only filter containing 0 is G. Also, observe that
E(S) is a filter if and only if S is E-unitary.
Remark 5.3. In general, a filter does not satisfy the symmetric property of (5.2):
se ∈ ξ ⇐⇒ e ∈ ξ and s ∈ ξ.
In fact, it may happen that s ∈ ξ but s * s / ∈ ξ and also s * / ∈ ξ. As a simple example, let G be the inverse semigroup with 0 and one generator s = 0 satisfying s 2 = 0. This is the inverse semigroup with five elements G = {0, e, f, s, t}, where t = s * , ss * = e and s * s = f (with s 2 = t 2 = 0). Observe that ξ = {e, s} is a filter in G. We have s ∈ ξ but s * = t / ∈ ξ and s * s = f / ∈ ξ. The same problem happens for the filter η = {f, t}.
Let us use the opportunity to mention that Pr(G) = Proof. Assuming that ξ is a filter, let s ∈ ξ. With e = ss * , we have es = s ∈ ξ, hence e ∈ ξ, proving (i). If one is also given t ∈ ξ, then ss * t = et ∈ ξ, proving (ii). Next assume that t ≥ s ∈ ξ. Again with e = ss * , we have et = ss
Conversely, suppose that ξ satisfies (i)-(iii) and assume that es ∈ ξ, where e is idempotent. Then ξ ∋ es ≤ s and hence s ∈ ξ, by (iii). Moreover, by (i),
and hence e ∈ ξ, again by (iii). On the other hand, assuming that e, s ∈ ξ, with e idempotent, we have by (ii) that
Definition 5.5. A nonempty subset ξ ⊆ G is said to be a filter base if it satisfies Proposition 5.4(i-ii).
Observe that Proposition 5.4(i) follows from Proposition 5.4(ii) by taking s = t. So a filter base is just a subset ∅ = ξ ⊆ G satisfying Proposition 5.4(ii).
As a relevant example, notice that every e-set (Definition 2.13) is a filter base.
Proposition 5.6. Let η be a filter base. Then
is a filter. Definition 5.7. If η is a filter base we will refer to η as the filter generated by η. If ξ is a filter and η = ξ, we will say that η is a filter base for ξ.
Proof. Let e ∈ E(G)
If ξ is a filter, then it is evidently also a filter base and ξ = ξ.
Definition 5.8. We will denote by X the collection of all filters, and for t ∈ G we will set X t = {ξ ∈ X : t ∈ ξ}.
We next start preparing for the construction of our partial action of G on X. Proof. Given u ∈ tη, write u = ts, with s ∈ η. Then ss * t * ∈ η, so
If v is another element of tη, write v = tr, with r ∈ η, and notice that ss * r ∈ η, so
This proves that tη is a filter base. Since t * ∈ η, we have t * t ∈ η, so t = tt * t ∈ tη.
Given η ′ as above, suppose that u ∈ tη . Then there exists s ∈ η such that u ≥ ts. Since
proving that u ∈ tη ′ . Thus shows that tη ⊆ tη ′ , and the reverse inclusion may be proved in a similar way.
We are now ready to introduce the partial action which is the main object of this section.
Theorem 5.10. For each t ∈ G, define
Proof. We will check the conditions in Proposition 3.8. For this we first claim that π s * π s is the identity on X s * , for every s in G. Given ξ ∈ X s * , we have s ∈ sξ, and sξ is a filter base for π s (ξ), so we deduce from Proposition 5.9 that s * sξ is a filter base for π s * (π s (ξ)). Thus, in order to prove our claim, it suffices to show that s * sξ = ξ. 
(i).
In order to prove Proposition 3.8(ii), let t, s ∈ G and let ξ ∈ X s * ∩ X t . This means that s * , t ∈ ξ, so evidently
which implies that π s (ξ) ∈ X st . With respect to Proposition 3.8(iii), assume that s ≤ t, and pick ξ ∈ X s . Then
and hence t ∈ ξ, by Proposition 5.4(iii), proving that ξ ∈ X t . Finally, assuming that ξ ∈ X t * ∩ X t * s * , we claim that stξ = s tξ .
Clearly tξ ⊆ tξ , so stξ ⊆ s tξ , and hence stξ ⊆ s tξ . Conversely, given u ∈ s tξ , there exists v ∈ tξ such that u ≥ sv, and there exists w ∈ ξ, such that v ≥ tw. So u ≥ sv ≥ stw ∈ stξ, implying that u ∈ stξ . This proves our claim and hence
The reader may have thought of another strategy to prove this last fact, using tξ as a filter base for π t (ξ) when computing π s (π t (ξ)). However there is no guarantee that s * ∈ tξ, so this might not work.
We shall now employ the above partial action to deduce the promised fact that the normal form of each element in Pr(G) is unique. Recall that every e-set is a filter base, so if A is an e-set we may form the filter A generated by A.
Lemma 5.11. Let A be an e-set, where e ∈ E(G), and let ξ = A . Then
Proof. It is evident that A is contained in the set in the right-hand-side. Conversely, given s ∈ ξ, such that ss * = e, there exists t ∈ A, such that s ≥ t. Thus t = tt * s = es = ss * s = s, which implies that s ∈ A.
Theorem 5.12. Let x, y ∈ Pr(G) be written in normal form as x = ε A [s] and y = ε B [t]. If x = y, then s = t and A = B.
Proof. By Proposition 2.23 we have
so s = t. Since s ∈ A, and s = t ∈ B, we deduce that Recalling that every e-set is a filter base we have by Proposition 5.6 that ξ := A is a filter, which evidently belongs to X A , and hence also to X B , meaning that B ⊆ ξ. Using Lemma 5.11 we then obtain A = {s ∈ ξ : ss * = e} ⊇ B, and a symmetric argument yields A ⊆ B, proving that A = B and completing the proof.
One natural question is whether Pr(Pr(G)) ∼ = Pr(G).
The following result shows that this happens if and only if G is a semilattice. In particular, since ǫ g = ǫ gg * , it follows that g = gg * for all g ∈ G, that is, G = E(G). Finally, to check (v)⇒(i), suppose that G is a semilattice and π is a partial homomorphism of G. Then π(ef ) = π(e)π(f ) for all e, f ∈ E(G) = G by Corollary 2.21, so that π is a homomorphism.
Proposition 5.13. Let G be an inverse semigroup. Then the following assertions are equivalent: (i) every partial homomorphism of G is a homomorphism; (ii) the canonical map ι G : g → [g] from G into Pr(G) is a homomorphism; (iii) {[g] : g ∈ G} is an inverse subsemigroup of Pr(G) (and hence equals Pr(G)); (iv) the canonical map G → Pr(G) is an isomorphism (whose inverse is the degree map ∂ : Pr(G) → G); (v) G = E(G), that is, G is a semilattice. In particular, every inverse semigroup G which is not a semilattice has a partial homomorphism which is not a representation. Moreover, in this case we have a strictly increasing chain of inclusions:
Proposition 5.14. Let G be a finite inverse semigroup. Given e ∈ E(G), define G e := {s ∈ G : ss * = e} and let p e = |G e | be the number of elements of G e . Then Pr(G) has exactly
idempotent elements and exactly
non-idempotent elements. In particular, the total number of elements of Pr(G) is given by
. 
Twisted partial actions on C * -algebras
In this section we are going to enrich sets with further structure and require a partial action of an inverse semigroup G to be compatible with this structure. For instance, if X is a topological space, and α : G → I(X) is a partial action of G on X, then it is natural to require the domain D s * := dom(α s ) and the range D s := ran(α s ) of α s to be open subsets of X and α s : D s * → D s to be continuous for all s ∈ G. Observe that this implies that each α s is a homeomorphism with inverse α s * . Alternatively, we could say that α s is a partial homeomorphism of X. So, a partial action of G on a topological space X is just a partial homomorphism of G into the inverse semigroup of all partial homeomorphisms of X. We also require that the union ∪D s be dense in X -otherwise this can be arranged replacing X by the closure of ∪D s .
Similarly, if B is a C * -algebra and β : G → I(B) is a partial action of G on B, it is natural to require each β s : D s * → D s to be a partial automorphism between (closed, two-sided) ideals D s * , D s of B. Of course, by a partial automorphism of B we mean a * -isomorphism I ∼ − → J between ideals I, J of B. Hence, a partial action of G on a C * -algebra B is just a partial homomorphism from G into the inverse semigroup of all partial automorphisms of B. In addition, we require that the union ∪D s spans a dense subspace of B. If B = C 0 (X) is a commutative C * -algebra, then partial automorphisms of B correspond to partial homeomorphisms of X, so partial actions on B correspond to partial actions on X.
The notion of partial actions of inverse semigroups on C * -algebras appears in [9] . In the case of groups, it can be seen as a special case of the twisted partial actions defined by the second named author in [3] . In [2] , we considered a notion of twisted (global) actions for inverse semigroups improving Sieben's definition in [10] . We already know that partial actions of G correspond bijectively to actions of Pr(G). A similar result should also hold with twists, that is, twisted partial actions of G should correspond to twisted (global) actions of Pr(G). In order to prove this, we first have to find the right definition of twisted partial actions in the realm of inverse semigroups. Using the canonical partial homomorphism of G in Pr(G) to view G as a subset of Pr(G), a short way to define this is to say that a twisted partial action of G is the restriction of a twisted action of Pr(G) (in the sense of 
It is not difficult to see that the above definition is in fact a generalization of both [ 
On the other hand, (Ad ω(r,s) • β rs ). In the untwisted case (that is, if ω(r, s) is the unit multiplier of D r ∩ D rs for all r, s), we may interpret Ad ω(r,s) • β rs as the restriction of β rs to the domain of β r • β s . In this case, Equation (ii) β e : D e → D e is the identity map for all e ∈ E(G);
we have to check that (β, ω) is a twisted global action, that is, the axioms (i)-(iv) appearing in [2, Definition 4.1] are satisfied. But the axioms are essentially the same by looking at property (iii) we are going to prove below.
(ii) By axiom (iii) in Definition 6.1, we have ω(e, e) = 1 e , so that β e (β e (x)) = ω(e, e)β e (x)ω(e, e) = β e (x) for all D e by Definition 6.1(ii). Since β e : D e → D e is an isomorphism, this implies that β e = id De .
(
(iv) By Definition 6.1(i) and (iii) above, we have
Let (β, ω) be a twisted partial action of an inverse semigroup S on a C * -algebra B as in Definition 6.1. Given an element 
is not difficult to see that the domain and range of β r1 β Again, it easy to check the axioms of twisted partial action of the pair (β, ω). And it is clear that the assignments (β, ω) → (β,ω) and (β,ω) → (β, ω) are inverse to each other.
Fell bundles over G and Pr(G)
Recall that a Fell bundle over an inverse semigroup G is a family A = {A s } s∈G of Banach spaces A s together with multiplication maps A s × A t → A st , involutions A s → A s * for all s, t ∈ G and inclusions A s ֒→ A t whenever s ≤ t in G. All this structure is required to be compatible in a suitable way. In addition, the norms on the fibers A s are required to satisfy the C * -condition a * a = a 2 for all a ∈ A s . Observe that a * a ∈ A s * s whenever a ∈ A s . In particular, the fiber A e over an idempotent e ∈ E(G) is a C * -algebra. One of the requirements in the definition of a Fell bundle is that a * a be a positive element of the C * -algebra A s * s for all a ∈ A s , that is, a * a = b * b for some b ∈ A s * s (this is not automatically satisfied in general). There are two canonical C * -algebras that can be constructed from a Fell bundle A: one is the full cross-sectional C * -algebra C * (A) and the other is the reduced cross-sectional C * -algebra C * r (A) of A. We refer the reader to [5] for the precise definition of Fell bundles and their cross-sectional C * -algebras. A famous result by Gelfand-Neumark asserts that every C * -algebra is isomorphic to a concrete * -algebra of operators, that is, to some closed * -subalgebra A ⊆ L(H) of bounded operators on some Hilbert space H (this is the reason why C * -algebras are sometimes also called operator algebras). An extension of this result is also true for Fell bundles. A concrete Fell bundle over G is a family A = {A s } of closed subspaces A s ⊆ L(H), for some fixed Hilbert space H, such that
Every (abstract) Fell bundle A is isomorphic to a concrete one. Indeed, this can be proved by applying the Gelfand-Neumark Theorem mentioned above to the full (or reduced) cross-sectional C * -algebra A = C * (A) and using the canonical representation of A into A (see [5] for more details). Thus, given a Fell bundle A = {A s } s∈G , we may assume that there is a Hilbert space H such that A is a concrete Fell bundle in L(H) and such that A = C * (A) is the C * -subalgebra of L(H) defined as the closed linear span of the fibers A s ⊆ L(H). Observe that the fibers A e over idempotents e ∈ E = E(G) are in this way C * -subalgebras of A ⊆ L(H). Let E = {A e } e∈E be the restriction of A to the semilattice E. By [5, Proposition 4.3] , the C * -algebra B = C * (E) is isomorphic to the closed linear span of the fibers A e with e ∈ E. So, we may further assume that B is a C * -subalgebra of A ⊆ L(H). Hence, there is no loss of generality in assuming that a given Fell bundle is concrete and we shall usually do so in what follows. Definition 7.1. Given a C * -algebra A, we write P ℓ (A) for the semigroup of all closed subspaces of A with respect to the canonical multiplication:
If H is a Hilbert space, we write P ℓ (H) for P ℓ (L(H)).
Observe that P ℓ (A) is not an inverse semigroup in general, even if we restrict attention to subspaces M ⊆ A that are ternary ring of operators in the sense that
The problem is that P ℓ (A) is too big and idempotents do not commute in general. One way to find an inverse subsemigroup inside P ℓ (A) is to consider a fixed C * -subalgebra B ⊆ A and consider the subset
Then it is not difficult to prove that P ℓ (A, B) is in fact an inverse subsemigroup of P ℓ (A). This is done in the proof of [2, Proposition 8.6] . The inverse of M in
In particular, if A = {A s } s∈G is a concrete Fell bundle in L(H) for some Hilbert space H, we may consider the C * -algebra B = C * (E) ⊆ L(H) defined as the closed linear span of the fibers A e with e ∈ E(S). Then P ℓ (H, B) is an inverse semigroup containing all the fibers A s ⊆ L(H). This assertion includes in particular the fact that each A s is a ternary ring of operators (this is proved in [2, ?] ). Observe that the fibers generate an inverse subsemigroup of P ℓ (H, B), namely the inverse semigroup consisting of all finite products (that is, closed linear spans) of the form A s1 · A s2 · · · A sn with s i ∈ G. If A is saturated, meaning that span A s A t = A st for all s, t ∈ G, then in a sense the Fell bundle A itself may be "confused" with this inverse semigroup. Given s 1 , . . . , s n , s ∈ G, the fiberÃ x over x = ε s1 · · · ε sn [s] is given by
The assignment A →Ã is a bijective correspondence between Fell bundles over G and saturated Fell bundles over Pr(G). Furthermore, the canonical Fell bundle morphismÃ
, whereẼ and E are the restrictions ofÃ and A to E(Pr(G)) and E(G), respectively.
Proof. To prove that π is a partial homomorphism we have to show that
On the other hand, observe that A se ⊆ A s for all e ∈ E(G) because se ≤ s in G. Applying this to e = tt * and using that A t * = A t * · A t · A t * , we get
Of course, π is a homomorphism if and only if A st = π(st) = π(s)π(t) = A s · A t , that is, A is saturated. Observe that the image of π (and hence ofπ) is contained in P ℓ (H, B) , where B = C * (E) (see comments above). Sinceπ is a representation, we haveπ(xy) =π(x)π(y) andπ(x * ) =π(x) * , that is, we haveÃ xy =Ã x ·Ã y andÃ x * =Ã * x for all x, y ∈ Pr(G). If x ≤ y in Pr(G), thenπ(x) ≤π(y) in P ℓ (H, B) , that is,Ã x ⊆Ã y whenever x ≤ y (the natural order of P ℓ (H, B) is given by inclusion of subspaces). This implies thatÃ is a (concrete) saturated Fell bundle over Pr(G). If x = ε s1 · · · ε sn [s] , observe that π(x) =π(ε s1 ) · · ·π(ε sn )π(ε s ) = π(s 1 )π(s * 1 ) · · · π(s n )π(s * n )π(s). This is exactly Equation (7.3) .
IfÃ is a saturated Fell bundle over Pr(G), then we may "restrict"Ã to G (using the canonical inclusion map ι G : G → Pr(G)) and get a Fell bundle A over G. The two constructions A →Ã andÃ → A are easily seen to be inverse to each other, so that Fell bundles over G correspond bijectively to saturated Fell bundles over Pr(G).
The final assertion will follow from [2, Theorem 8.4], after we check that the canonical morphism (ι, ∂) : (Ã, Pr(G)) → (A, G) givesÃ as a refinement of A in the sense of [2, Definition 8.1], where ∂ : Pr(G) → G is the degree map and ι :Ã → A is given by the inclusionsÃ x ֒→ A ∂(x) (observe thatÃ x ⊆ A ∂(x) by Equation (7.3)). First, we already know from Proposition 2.23 that ∂ is (surjective and) essentially injective. And, by definition, ι :Ã x → A ∂(x) is the inclusion map, so it is injective. Finally, given s ∈ G, the condition To be more precise, in [2, Proposition 8.6] we proved that every Fell bundle A = {A s } s∈G has a saturated refinement B = {B t } t∈T , where T is another inverse semigroup which, a priori, depends on the Fell bundle A (see proof of Proposition 8.6 in [2] ). Above we have proved that T can be chosen to be Pr(G), a more natural choice which depends only on G. So, for instance, if we know that G is countable, then so is T = Pr(G) (this was not clear in [2, Proposition 8.6] ). Also, if the fibers A s are separable, then so are the fibers B t because each one is a subspace of some A s . The refinement obtained in the above theorem also preserves (local) regularity (see [2] for the definition of (local) regularity of Fell bundles): in fact, observe that each fiberÃ x is an ideal of A ∂(x) (in the sense of [3, Definition 6.1]). So, the result follows from [3, Proposition 6.3].
Fell bundles and partial twisted actions
Given a twisted partial action (B, β, ω) of G on a C * -algebra B as in Definition 6.1, there is a canonical associated Fell bundle A over G as described in [2] for (global) twisted actions (where we get saturated Fell bundles). The Fell bundle A is defined as follows:
The fiber A s over s ∈ G is defined by The above operations are exactly the same as the ones defined in [2] . And the proof that A is in fact a Fell bundle can also be made in the same way. The only difference here is that A is not necessarily saturated because of the partiality of also regular (and concrete in L(H)). Moreover, if u = {u s } s∈G is a family of partial isometries on H satisfying (8.1) for A, then the familyũ = {ũ x } x∈Pr(G) defined bỹ 
Pr(G).
Of course, this also covers the case of (untwisted) partial actions of inverse semigroups on C * -algebras (and, in particular, on locally compact spaces): 
