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Abstract
We study the following combinatorial game played by two players, Alice and Bob,
which generalizes the Pizza game considered by Brown, Winkler and others. Given a con-
nected graph G with nonnegative weights assigned to its vertices, the players alternately
take one vertex of G in each turn. The first turn is Alice’s. The vertices are to be taken
according to one (or both) of the following two rules: (T) the subgraph of G induced by
the taken vertices is connected during the whole game, (R) the subgraph of G induced
by the remaining vertices is connected during the whole game. We show that if rules (T)
and/or (R) are required then for every ε > 0 and for every k ≥ 1 there is a k-connected
graph G for which Bob has a strategy to obtain (1− ε) of the total weight of the vertices.
This contrasts with the original Pizza game played on a cycle, where Alice is known to
have a strategy to obtain 4/9 of the total weight.
We show that the problem of deciding whether Alice has a winning strategy (i.e., a
strategy to obtain more than half of the total weight) is PSPACE-complete if condition (R)
or both conditions (T) and (R) are required. We also consider a game played on connected
graphs (without weights) where the first player who violates condition (T) or (R) loses
the game. We show that deciding who has the winning strategy is PSPACE-complete.
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1 Introduction
The pizza problem.
Dan Brown devised the following pizza puzzle in 1996 which we formulate using graph nota-
tion. The pizza with n slices of not necessarily equal size, can be considered as a cycle Cn with
nonnegative weights on the vertices. Two players, Bob and Alice, are sharing it by taking
turns alternately. In every turn one vertex is taken. The first turn is Alice’s. Afterwards, a
player can take a vertex only if the subgraph induced by the remaining vertices is connected.
Dan Brown asked if Alice can always obtain at least half of the sum of the weights. Peter
Winkler and others solved this puzzle by constructing a weighted cycle where Bob had a
strategy to get at least 5/9 of the total weight [1]. Peter Winkler conjectured that Alice can
always gain at least 4/9 of the total weight. This conjecture has been proved independently
by two groups of authors [1, 5].
The games T, R and TR.
In this paper we investigate a generalized setting where the cycle Cn is replaced with an
arbitrary connected graph G. Consider the following two conditions:
(T) the subgraph of G induced by the taken vertices is connected during the whole game,
(R) the subgraph of G induced by the remaining vertices is connected during the whole
game.
Observe that the two conditions are equivalent if G is a cycle or a clique.
The generalized game is called game T, game R, or game TR if we require condition (T),
condition (R), or both conditions (T) and (R), respectively. Note that in games T and R,
regardless of the strategies of the players, there is always an available vertex for the player
on turn until all vertices are taken as the graph G is connected. This need not be the case
in game TR, however. Therefore we consider game TR played only on 2-connected graphs,
where the game never ends prematurely; see Lemma 5. In Proposition 7 we give a complete
characterization of the graphs G where the game TR ends with all vertices taken for all
strategies of the players.
Playing on k-connected graphs.
In games T, R and TR, there are graphs where Bob can ensure (almost) the whole weight
to himself. See Fig. 1 for examples in games T and R where the graph G is a tree. For any
k ≥ 2, examples of k-connected graphs G exist in any of the three variants of the game. See
Fig. 2 for examples of such 2-connected graphs.
Theorem 1. For each of the games T, R and TR, for every ε > 0 and for every k ≥ 1 there
is a k-connected graph G for which Bob has a strategy to obtain at least (1 − ε) of the total
weight of the vertices.
Parity of the vertex set.
Micek and Walczak [6, 7] also studied, independently of us, generalizations of the pizza game.
They investigated how the parity of the number of vertices affects Alice’s chances to gain a
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Figure 1: Left, game T: a tree where Alice gets at most one vertex of weight 1. Right, game
R: a path of even length, Bob gets the only vertex of positive weight. Vertices with no label
have weight 0.
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Figure 2: Examples of 2-connected graphs where Alice gets at most one vertex of weight 1.
Left: game T, or game TR. Right: game R; the number of vertices of degree 4 (and of weight
1) must be odd. Vertices with no label have weight 0.
positive fraction of the total weight in games T and R, particularly when the game is played
on a tree. They proved that Alice can gain at least 1/4 of the total weight in game R on a
tree with an even number of vertices and in game T on a tree with an odd number of vertices.
For the opposite parities they constructed examples of trees (such as those in Figure 1) where
Bob has a strategy to get almost all the weight. They conjectured that Alice can gain at least
1/2 of the total weight in game R on a tree with an even number of vertices; this has been
confirmed by Seacrest and Seacrest [11].
In our original proof of Theorem 1 the graphs for games T and TR had an even number of
vertices and the graphs for game R an odd number of vertices. Micek and Walczak (personal
communication) asked whether also k-connected graphs with opposite parities satisfying the
conditions of Theorem 1 exist. In Subsection 2.2 we find examples of such graphs for all three
variants of the game.
Micek and Walczak [7] also conjectured that there is a function f(m) > 0 such that in
game T, Alice can gain at least f(m) of the weight of any graph with an odd number of
vertices and with no Km-minor. Ga֒gol [3] showed that under the additional assumption that
the input graph G has only {0, 1} weights, Alice gan gain at least Ω(1/(m√logm)3) of the
total weight. Ga֒gol, Micek and Walczak [4] recently informed us about proving a stronger
version of their conjecture: there is a function f(m) > 0 such that in game T, Alice can
gain at least f(m) of the weight of any graph with an odd number of vertices and with no
subdivision of Km. On the other hand, they show that the construction of odd graphs which
are arbitrarily bad for Alice can be easily modified to yield graphs with bounded expansion.
Micek and Walczak [6] noted that all known examples of sequences of even graphs where
Alice’s gain in game R tends to zero, contain arbitrarily large cliques as subgraphs. We show
that the condition of containing arbitrarily large cliques is not necessary to force Alice’s gain
to tend to zero. In fact, the graphs in our example have arbitrarily large girth and form a
class with bounded local expansion.
Theorem 2. For every ε > 0 there is a {0, 1}-weighted even graph G with arbitrarily large
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girth for which in game R, Bob has a strategy to obtain at least (1− 4ε) of the total weight of
the vertices. Moreover,
(1) there exists an infinite class Gε of such graphs with maximum degree bounded by O(1ε log(1ε ));
in particular, Gε has bounded expansion.
(2) There is a class G with bounded local expansion of {0, 1}-weighted even graphs for which
the infimum of the fraction of Alice’s gain in game R is zero.
For definitions of the classes with bounded expansion and bounded local expansion, see [9].
Canonical game and misere game.
As game TR does not always end with all vertices taken, it is natural to consider the following
variation of the game, which we call a canonical game TR. Given a connected graph G, Alice
and Bob take turns alternately. In each turn a player takes one vertex of G. The first player
who has no move satisfying conditions (T) and (R) loses the game. We also consider a misere
game TR, where the first player who has no move satisfying conditions (T) and (R) wins the
game.
Complexity results and open problems.
We determine the complexity of deciding who has the winning strategy in the canonical and
the misere game.
Theorem 3. It is PSPACE-complete to decide who has the winning strategy in the canonical
game TR and in the misere game TR.
We also consider the complexity of determining the winning strategy (i.e., gaining more
than half of the total weight) for the original three types of the game. We show the following.
Theorem 4. It is PSPACE-complete to decide who has the winning strategy in game R and
TR.
However, we are unable to determine the complexity of deciding the winner for game T.
Problem 1. What is the complexity of deciding who has the winning strategy in game T?
Problem 2. What is the complexity of deciding who has the winning strategy in game R and
in game T when the input graph G is a tree?
We are not able to show that the problem is polynomial even if the tree has only one
branching vertex.
Game R played on a tree is also known as the gold-grabbing game [10, 11].
Since the weights used in our proof of Theorem 4 are growing exponentially, it is natural
to ask the following question.
Problem 3. What is the complexity of deciding who has the winning strategy in game R and
TR, when the weights of the vertices of G are only 0 or 1?
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2 Proofs
2.1 Graphs where game TR ends with all vertices taken
Here we characterize the graphs where game TR always ends with all vertices taken, and also
the graphs for which there is at least one sequence of turns in game TR such that the game
ends with all vertices taken. First we prove an auxiliary observation implying that it is always
“safe” to play game TR on a 2-connected graph.
Lemma 5. Let G be a 2-connected graph with n vertices and let v be a vertex of G. Let C
be a set of i ≤ n− 2 vertices of G such that v /∈ C and the two induced subgraphs Hi = G[C]
and H ′i = G[V (G) \ C] are connected. Then there is a vertex vi+1 ∈ V (G) \ (C ∪ {v}) such
that both induced subgraphs Hi+1 = G[C ∪ {vi+1}] and H ′i+1 = G[V (G) \ (C ∪ {vi+1})] are
connected.
Proof. The 2-connectivity of G implies that H ′i has at least two vertices that are neighbors of
Hi. Let w1, w2 be such a pair of vertices with the largest possible distance inH
′
i. We claim that
neither of the vertices w1, w2 separates H
′
i and therefore we can choose vi+1 ∈ {w1, w2} \ {v}.
Suppose for contradiction that w1 is a cut vertex of H
′
i and let C1 be a component of H
′
i−w1
that does not contain w2. Since w1 does not separate G, the component C1 contains a neighbor
w3 of Hi. The shortest path in H
′
i between w2 and w3 passes through w1, which contradicts
the choice of the pair w1, w2.
Corollary 6. Let G be a 2-connected graph with n vertices and let u and v be two distinct
vertices of G. Then the vertices of G can be ordered as u1 = u, u2, . . . , un = v so that for
each i = 1, 2, . . . , n− 1, both induced graphs G[{u1, u2, . . . , ui}] and G[{ui+1, . . . , un−1, un}]
are connected.
Proposition 7. (1) For game TR on a graph G there is a sequence of turns to take all
the vertices of G if and only if each cut vertex of G separates the graph into precisely two
components and every 2-connected component of G contains at most two cut vertices of G.
(2) Game TR on a graph G will always end with all vertices taken if and only if each
cut vertex of G separates the graph into precisely two components and every 2-connected
component of G with at least three vertices contains at most one cut vertex of G.
Proof. (1) First we show that the two conditions are necessary.
Suppose v is a cut vertex separating G into more than two components. Let C be the
component where Alice made her first turn, and let C1 and C2 be two other components. By
rule (T), before v is taken, only vertices of C can be taken. Therefore by rule (R), the vertex
v never becomes available since it separates C1 from C2 in the remaining graph.
Let C be a 2-connected component of G. Suppose for contradiction that C contains at
least three cut vertices of G. Then G−C has at least three components C1, C2, C3. Let vi be
the only vertex of C neighboring with Ci (i = 1, 2, 3). By rule (T), before any vertex of C is
taken, the players can take vertices from at most one of the components C1, C2, C3, say C1.
Before any vertex of C2 ∪ C3 is taken, one of the vertices v2, v3 has to be taken. But these
vertices never become available by rule (R), since they both separate C2 from C3.
If both conditions are satisfied, then the 2-connected components of G can be arranged
into a sequence C1, C2, . . . , Ck, where for each i = 1, 2, . . . k− 1, the components Ci and Ci+1
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share a cut vertex vi. By applying Corollary 6 for each of the components Ci and the cut
vertices it contains, we obtain the following order in which the players can take the vertices:
u1,1, u1,2, . . . , u1,n1 , v1, u2,1, u2,2, . . . , u2,n2 , v2, . . . , vk−1, uk,1, uk,2, . . . , uk,nk ,
where
{u1,1, u1,2, . . . , u1,n1 , v1} = C1,
{vi−1, ui,1, ui,2, . . . , ui,ni , vi} = Ci, for i = 2, . . . , k − 1, and
{vk−1, uk,1, uk,2, . . . , uk,nk} = Ck.
(2) If game TR always ends with all vertices taken, then we may assume that the two con-
ditions from part (1) are satisfied. Suppose that G has a 2-connected component C with at
least 3 vertices and with two cut vertices of G: a vertex v1 separating C from C1 and v2
separating C from C2. If Alice starts with taking a vertex from C \ {v1, v2}, then neither of
the vertices v1, v2 becomes available during game TR.
If both conditions are satisfied, then the graph G is 2-connected or it is a union of two
2-connected subgraphs H,H ′ (including the degenerate cases when H or H ′ has only one
vertex) and a path P = v1, v2, . . . , vk of cut vertices where P ∩H = {v1} and P ∩H ′ = {vk}.
By rule (R), Alice has to start in H − v1 or H ′ − vk (or in v1 or vk in the degenerate cases).
Suppose without loss of generality that she starts with taking a vertex u in H − v1. By rule
(R), all vertices of H − v1 have to be taken before v1. By Lemma 5 applied to the set V (H)
and the vertex v1, all the vertices of H will be indeed taken. After that the players have to
take the vertices of the path P sequentially from v1 to vk. If H
′ has at least three vertices,
then by Lemma 5, also all the vertices of H ′ will be taken before the game ends.
2.2 Proof of Theorem 1
In games T and TR, Bob can choose the following k-connected graph with an even number
of vertices (for any given k ≥ 2): Take a large even cycle and replace each vertex in it by a
2⌈k/4⌉-clique and each edge by a complete bipartite graph K2⌈k/4⌉,2⌈k/4⌉. Assign weight 1 to
one vertex in every other 2⌈k/4⌉-clique, and weight 0 to all the other vertices of the graph.
See Figure 3, left. Bob uses the following strategy.
1) Take an availabe vertex of weight 1.
2) If no vertex of weight 1 is available, take an available vertex from one of the 2⌈k/4⌉-
cliques where at least one vertex has already been taken.
It is easy to see that by this strategy Bob makes sure that Alice takes at most one vertex of
weight 1, and only in her first or second turn.
In game R, Bob can choose the following k-connected (bipartite) graph G with an odd
number of vertices. The vertex set is a disjoint union of sets X,Y and Z where Y is an
m-element set for some large m ≥ k + 2, Z is the set of all k-element subsets of Y and X is
a set of |Y | + |Z| + 2 or |Y | + |Z| + 3 elements so that the total number of vertices is odd.
The edge set of G consists of all edges between X and Y and all edges that connect a vertex
z ∈ Z with each of the k vertices y ∈ Y such that y ∈ z. Each vertex from Y has weight 1,
all the other vertices have weight 0. See Figure 3, right.
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Figure 3: Left: a 4-connected graph with an even number of vertices where Alice gets at most
one vertex of weight 1 in games T and TR. Right: a 3-connected graph with an odd number
of vertices where Alice gets at most one vertex of weight 1 in game R; Vertices with no label
have weight 0.
Consider a position in the game. Let H be a subgraph of G induced by the remaining
vertices. A vertex v ∈ H is available if it is not a cut vertex of H (equivalently, v can be
taken in the next turn). A leaf is a vertex in H of degree one.
Claim 8. Bob can force Alice to get at most ⌊k/2⌋ vertices of weight 1.
Proof. Bob has the following strategy.
1) If possible, he takes an available vertex of Y .
2) If no vertex of Y is available, then if possible, he takes either a vertex of Z that is not
a leaf or a leaf vertex of Z whose neighbor in Y neighbors at least one other leaf in Z.
3) If neither 1) nor 2) applies, he takes any vertex of X.
There are three phases of the game. The ith phase lasts as long as Bob acts only according
to the rules with numbers at most i.
During the first phase Bob takes only vertices from Y . Let a and b be the numbers of
vertices from Y taken in the first phase by Alice and by Bob, respectively. Since the first
phase ends by Alice’s turn, Alice takes exactly b+ 1− a vertices of X ∪ Z in the first phase.
Due to rules (R) and 1), all the vertices of Z whose all k neighbors are taken in the first
phase must be taken by Alice in the first phase. There are
(a+b
k
)
such vertices. It follows that(a+b
k
) ≤ b− a+ 1. Equivalently,
2a ≤ a+ b−
(
a+ b
k
)
+ 1.
If a+ b ∈ {k − 1, k} then the right-hand side equals k; otherwise it is smaller than k. Thus,
2a ≤ k. It means that Alice takes at most ⌊k/2⌋ vertices of weight 1 in the first phase. We
further show that Alice takes only vertices of weight 0 in the other two phases.
At the beginning of the second phase each remaining y ∈ Y neighbors at least one leaf
in Z. During the second phase this property is preserved because in each turn at most one
vertex from Y may become available. Note that only Alice can make a vertex y in Y available,
so Bob will take such y in the following turn. Thus Alice is forced to take vertices only from
X ∪ Z during the second phase.
As X has at least two more vertices than Y ∪ Z, at some point the third phase has to
start. At the beginning of the third phase the remaining vertex set is a union of three sets
X ′, Y ′ and Z ′ that are subsets of X,Y and Z, respectively. There is a complete bipartite
graph on (X ′, Y ′) and there is a matching between Y ′ and Z ′. The first turn in the third
phase is Bob’s. He takes a vertex from X ′ (there is an available vertex in X ′ since the size of
X ′ is positive and even). Alice may take vertices from X ′∪Z ′. Whenever Alice takes a vertex
of X ′, then in the consecutive turn Bob will do the same. Whenever Alice takes a vertex from
Z ′, then in the consecutive turn Bob will take the available vertex from Y ′. This implies that
either the entire Y ′ ∪ Z ′ is taken in the previously described way or the graph G transforms
into a star centered in the only remaining vertex of X ′ with each edge subdivided by a vertex
in Y ′, and with each leaf in Z ′. As the original graph G had odd number of vertices, the
next turn is Alice’s and consequently Bob collects all the remaining vertices of Y . The claim
follows.
Now we show the constructions of graphs with the parities opposite to those in the proof
above.
For game T and game TR and for every k ≥ 1, we can construct a (2k + 1)-connected
graph Hn,k with an odd number of vertices starting from the graph Hn described by Micek
and Walczak [7, Example 2.2], replacing each vertex of weight 0 by 2k+1 vertices of weight 0
forming a clique, and replacing each original edge by a complete bipartite graph. The graph
Hn consists of vertices a1, a2, . . . , an of weight 1, vertices b1, b2, . . . , bn of weight 0, and a vertex
cS of weight 0 for every non-empty subset S ⊆ {1, 2, . . . , n}. Each ai is joined by an edge to
bi and each cS is joined to all bi such that i ∈ S. For the graph Hn,k Bob has a strategy to
take all but one vertex of weight 1, analogous to the strategy for Hn [7].
For game R, for every k ≥ 1 we construct a k-connected weighted graph G′n,k with n+
(
n
k
)
vertices (we may assume that n = 2m > k for some positive integerm so that the total number
of vertices is even). The construction generalizes the graph G′n [7, Example 5.2] consisting of
a clique of n vertices of weight 1, with a leaf of weight 0 attached to each vertex of the clique.
The graph G′n,k consists of a clique on n vertices a1, a2, . . . , an of weight 1 and a vertex bS of
weight 0 for each k-element subset S ⊆ {1, 2, . . . , n}. The vertex bS is connected by an edge
to all k vertices ai such that i ∈ S.
Alice can collect at most ⌊k/2⌋ + 1 vertices of weight 1 if Bob plays as follows.
1) If possible, Bob takes a vertex of weight 1.
2) Otherwise he takes a vertex of weight 0 which is not a unique leaf neighbor of some
vertex ai (in the graph induced by the remaining vertices).
Bob can always play according to one of these two rules because the number of remaining
vertices before his turn is odd. It follows that Bob plays in such a way that no vertex of weight
1 becomes available after his turn, except the turn after which only two vertices remain. By
the same argument as in the proof of Theorem 1, Alice takes at most ⌊k/2⌋ vertices of weight
1 at the beginning of the game, while Bob plays only by rule 1). Then she takes at most one
more vertex of weight 1 in her last turn.
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2.3 Proof of Theorem 2
Let ε > 0 be fixed. We construct a weighted even graph G as follows. The graph G consists
of a graph H with all vertices of weight 1, and one leaf of weight 0 connected to each vertex
of H. In a similar construction of the graph G′n by Micek and Walczak [7, Example 5.2], H
was a complete graph. Here we take as H a much sparser graph on n vertices, which is still a
“good expander” in the following sense: the complement of H contains no complete bipartite
subgraph K⌊εn⌋,⌊εn⌋. In addition, H is a graph with girth Ω(log n) and we may also require H
to have a bounded maximum degree. We show that such a graph H exists using probabilistic
method.
In the rest of this section we omit the explicit rounding in the expressions involving εn,
to keep the notation simple.
Lemma 9. Let ε ∈ (0, 1), c = 2 log(3e/ε)/ε and c′ = 1/(2 log(3c)). There exists n0(ε) such
that for every n > n0(ε) there exists a connected graph H with n vertices of girth at least
c′ log n and of maximum degree at most 9c, whose complement contains no copy of Kεn,εn.
Proof. Let H ′ be a random graph from the probability space G(3n, c/n). That is, H ′ is a
subgraph of K3n where every edge is taken independently with probability c/n. First we show
that the expected number of cycles of length at most c′ log n in H ′ is less than n. The number
of cycles of length k in the complete graph with 3n vertices is
(3n
k
)
k!/(2k) ≤ (3n)k. A cycle
of length k appears in H ′ with probability (c/n)k. Hence, the expected number of cycles of
length k is at most (c/n)k(3n)k = (3c)k. Therefore, the expected number of cycles of length
at most c′ log n in H ′ is at most
c′ logn∑
k=3
(3c)k ≤ (3c)c′ logn+1 ≤ 3cnc′ log(3c) = 3cn1/2 = o(n).
The expected number of subgraphs Kεn,εn in the complement of H
′ is at most
(
1− c
n
)(εn)2 ( 3n
2εn
)(
2εn
εn
)
≤ e−cε2n(3n)2εn(e/εn)2εn
≤ e−cε2n(3e/ε)2εn ≤ eεn(−cε+2 log(3e/ε)) = 1.
The expected average degree of H ′ is smaller than 3c but the expected maximum degree
of H ′ is unbounded. However, the number of vertices of large degree is small. The probability
that a given vertex has degree larger than 9c is at most
(
3n
9c
)( c
n
)9c
≤ (3n)9c
( e
9c
)9c ( c
n
)9c
≤
(e
3
)9c
<
1
3
.
(This is also a direct consequence of Markov’s inequality). The expected number of vertices
of degree larger than 9c is thus at most n.
It follows that there exists a graph with 3n vertices such that by deleting some 2n vertices,
we obtain a graph H with n vertices, with maximum degree at most 9c, with no cycle shorter
than c′ log n, and with no Kεn,εn in the complement.
In case the graph H is not connected, we add the necessary edges connecting different
components of H to make H connected, in such a way that the maximum degree of H does
not exceed 9c+ 1.
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Let ε > 0 be fixed. By taking a graph H from Lemma 9 for every n > n0(ε) and attaching
a leaf to each vertex of H, we get an infinite class Gε of graphs with bounded maximum
degree, thus with bounded expansion. Note that to obtain a class of bounded expansion it is
not necessary to delete vertices of high degree as in the proof of Lemma 9, since a.a.s. the
random graphs G(n, c/n) form a class with bounded expansion [8].
The class G is constructed as follows. For every ε > 0, let c, c′ and n0(ε) be as in
Lemma 9. Let n > n0(ε) be such that c
′ log n > 9c+ 1 and let H = Hε,n be the graph given
by Lemma 9. Let Gε,n be the graph obtained by attaching a leaf to each vertex of Hε,n. Then
G = {G1/m,n,m = 1, 2, . . . } is a class of graphs satisfying girth(G) ≥ ∆(G) and therefore has
bounded local expansion [9].
Now we show that Alice’s gain in game R played on the graph G is bounded by 4ε of the
total weight. That is, Alice takes at most 4εn vertices of H during the game. We need only
the property that the complement of H contains no Kεn,εn and that H is connected.
During the game, we call a remaining vertex v of H exposed if its neighboring leaf of
weight 0 has been taken. Let HR be the remaining subgraph of H. Let B be the set of
exposed cut vertices of HR. Let K = HR−B. Call a component of the graph K large if it has
at least εn vertices and small otherwise. Observe that K has at most one large component,
which we denote by L. Let BL ⊆ B be the set of exposed cut vertices adjacent to L. Let
S = HR − L−BL. Observe that |BL| ≤ |V (S)| < εn.
Bob’s strategy is the following.
1) If Alice took a vertex of weight 0 neighboring a vertex v ∈ L in the previous turn, Bob
takes v, if it is available (that is, if v is not a cut vertex in HR).
2) If Alice makes a vertex v ∈ BL available (in which case v does not belong to B after
her turn), Bob takes v.
3) If neither of the previous rules apply, Bob takes any vertex v such that v /∈ L, v is not
a vertex of weight 0 neighboring a vertex of L, and taking v does not make any vertex
of BL available. In case there is no large component L, Bob may take any available
vertex.
We claim that Bob’s strategy is complete, that is, he can always play by one of the rules.
We show this in a series of observations.
Observation 10. The large component contains at most one exposed vertex, and that can
happen only after Alice’s turn.
Proof. This is a direct consequence of Bob’s strategy: he is not allowed to expose a vertex of
L, and by rule 1) he immediately takes a vertex of L exposed by Alice.
Corollary 11. Alice never takes a vertex of L.
Observation 12. A vertex of BL can become available only after Alice’s turn and Bob takes
it immediately in his next turn.
Proof. By following rules 1) and 2) Bob takes a vertex from L or BL and thus cannot make a
vertex of BL available. Rule 3) explicitly forbids making a vertex of BL available. Alice can
make a vertex of BL available only by taking its neighbor from H. For Bob’s next turn only
rule 2) applies and the observation follows.
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Corollary 13. Alice never takes a vertex of BL.
Observation 14. If Bob has to follow rule 3), there is a vertex v he can take.
Proof. Suppose that Bob is forced to follow rule 3) and that HR has a large component L.
By Observation 10, none of the vertices of L is exposed. In particular, the total number of
vertices in L and the remaining leaves of weight 0 attached to L is even. If taking every
available vertex v makes some vertex u ∈ BL available, then v is the only neighbor of u
outside L. In particular, |B| = |BL| = |V (S)| and hence the total number of vertices of HR is
even, which is a contradiction with Bob being on turn. Therefore there is an available vertex
v satisfying the conditions of rule 3).
It remains to estimate Alice’s gain. To this end, we need an upper bound on the size of
the “latest” large component. Let Li, i = 0, 1, 2, . . . , f , be the large component after Bob’s
ith turn. The number f is chosen as the largest possible.
Observation 15. For i = 1, 2, . . . , f , we have Li ⊆ Li−1. There is no large component after
f + 1 or more Bob’s turns.
Proof. The large component expands only when some vertex v of BL becomes available (and
thus v is added to L). By Observation 12, v is taken by Bob in the next turn and thus the
large component remains the same as two turns before. Similar observation applies also for
small components.
The large component shrinks after Alice’s and Bob’s ith turns (that is, Li ⊂ Li−1) if either
some of its vertices is taken or if some of its cut vertices becomes exposed. In the first case
the size of L drops exactly by 1, in the second case the size of L can drop by up to εn.
Now consider the last large component Lf . If some of the vertices of Lf is taken in the
next Bob’s turn, then L has precisely εn vertices, since the remaining subset of Lf after Bob’s
turn is a small component of HR.
Suppose that a cut vertex v of Lf is exposed in the next Alice’s turn. Then Lf−v consists
of small components only.
For i = 0, 1, 2, . . . , f , let Si denote the graph S after Bob’s ith turn. Let T =
⋃f
i=0 Si. By
Corollaries 11 and 13, the only vertices of weight 1 Alice can take belong to T ∪ Lf ∪ BLf .
The following lemma thus provides an upper bound on Alice’s gain.
Lemma 16. |T | < εn and |Lf − v|+ |T | < 3εn.
Proof. Observe that there is no edge between a vertex of T and a vertex of Lf . Indeed, every
vertex of T belongs to Si for some i ≤ f , Lf ⊆ Li and Li is non-adjacent to Si by the definition
of Si. Since |V (Lf )| ≥ εn, the inequality |T | < εn follows, otherwise the complement of H
would contain a forbidden copy of Kεn,εn.
The graph K ′ = (Lf − v) ∪ T consists of small components only. If K ′ has at least εn
vertices, consider a minimal subgraph L′ of K ′ that has at least εn vertices and is a union
of some components of K ′. Then L′ has less than 2εn vertices and K ′ − L′ has less than εn
vertices, due to the forbidden Kεn,εn in the complement of H. Therefore K
′ has less than 3εn
vertices.
By previous observations and Lemma 16, Alice’s gain is at most
|T |+ |Lf |+ |BLf | ≤ |T |+ |Lf |+ |Sf | ≤ |T |+ |Lf |+ |T | ≤ 4εn.
This completes the proof of Theorem 2.
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Figure 4: Variable gadget for xi where Ti and Fi represent the two possible values, TRUE
and FALSE, of the variable xi.
2.4 Proof of Theorem 3
First we consider the canonical game TR. We proceed by polynomial reduction from the
standard PSPACE-complete problem TQBF (also called QBF). An instance of the TQBF
problem is a fully quantified boolean formula with n variables and alternating quantifiers,
and the question is whether Φ is true. Without loss of generality we may assume that n is
even and that the formula starts with the existential quantifier:
Φ = ∃x1∀x2∃x3∀x4 . . . ∀xnϕ(x1, x2, . . . , xn).
We may also assume without loss of generality that ϕ in the previous expression is a 3-SAT
formula.
As the game always ends after polynomially many turns, one can search through all
possible game states and determine who has the winning strategy in PSPACE. To show that
the problem is also PSPACE-hard, it suffices to prove that for every formula Φ there is a graph
GΦ constructible in polynomial time such that Φ is true if and only if Alice has a strategy to
win on GΦ in the canonical game TR.
2.4.1 The construction of GΦ
First we introduce a V-gadget that will be used many times in the construction of GΦ. The
V-gadget is a path P of length four. The middle vertex c of P is distinguished because c will
be identified with other vertices during the construction.
For every variable of ϕ we build a variable gadget. For the variable xi the gadget consists
of a path Pi of length two between the vertices Ti and Fi that represent the two possible
values of xi, and we attach a V-gadget to the middle vertex of Pi, see Figure 4. The variable
gadgets are connected by edges TiTi+1, TiFi+1, FiTi+1 and FiFi+1 in GΦ for all i < n, see
Figure 5.
For every clause cl of ϕ we introduce a new vertex Cl in GΦ. The vertex Cl is connected
to the three vertices in GΦ corresponding to the literals of the clause cl. In case a variable xi
stands with negation in cl, the vertex Cl is connected to Ti in GΦ, otherwise Cl is connected
to Fi. We attach a V-gadget to Cl. Further we add one special vertex L to GΦ and edges
TnL, FnL, and LCl for each Cl, see Figure 5.
The order enforcer for a vertex u is a gadget that prevents Alice from starting at u. This
property is proved in Observation 19 below. The special neighbors of u are the neighbors
of u among the vertices T1, F1, T2, F2, . . . , Tn, Fn, L. The order enforcer for the vertex u
connects u to a newly added vertex Eu, adds a path Si of length two between Eu and each
special neighbor ui of u, and adds a V-gadget to the middle vertex of each Si, see Figure 6.
We attach an order enforcer simultaneously for each vertex u ∈ {T2, F2, T3, F3, . . . , Tn, Fn, L}.
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Figure 5: Variable gadgets and the vertex Cl corresponding to the clause cl = (xi∨¬xj ∨xk).
u
u2 u1
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u3u4
Figure 6: Order enforcer for u where u1, u2, u3, u4 are the special neighbors of u and Eu is
the newly added vertex.
2.4.2 The game
In the following we make some easy observations.
Observation 17. In a game where Alice wins, no vertex of a V-gadget can be taken.
Proof. Each V-gadget in GΦ is connected to other vertices only at its middle vertex c, see
Figures 4 and 5. By rule (R), the first vertex taken from the V-gadget is a or a′. Consequently,
by rule (T), it can be taken only in the first turn. If Alice takes vertex a in the first turn,
then Bob has to take vertex b. By the rules there is no further vertex that Alice could take.
So she loses the game. The case of a′ is analogous.
As a straightforward consequence of Observation 17 we get that no vertex Cl corresponding
to some clause cl can be taken from GΦ.
Observation 18. For every i, only one of Ti and Fi can be taken.
Proof. Since GΦ has at least two V-gadgets, Observation 17 implies that taking both Ti and
Fi would disconnect GΦ.
Observation 19. Let u be a vertex in GΦ to which an order enforcer is attached. If in the
first turn Alice takes u or Eu, then she loses the game.
Proof. Suppose that Alice takes u. Then Bob takes Eu and there is no further vertex for Alice
to take, as each special neighbor of u would disconnect the order enforcer and every other
neighbor of u or Eu is the middle vertex of a V-gadget. If Alice takes Eu, then Bob takes u.
Similarly, Alice cannot take any further vertex. In both cases Alice loses the game.
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Figure 7: A part of the graph GΦ constructed for the misere game TR.
Using similar arguments as in the previous proof we also observe the following fact.
Observation 20. If some neighbor of u is taken, Eu cannot be taken anymore.
The game must proceed as follows. As a consequence of Observations 17, 18 and 19 Alice
will take T1 or F1 in the first turn. By Observations 18 and 20, the only possible choices in
the ith turn for the player on turn are Ti and Fi for i ≤ n. In the (n+ 1)st turn Alice has to
take L or she has no turn and loses the game.
If Alice cannot take L, it means that some vertex Cl corresponding to a clause cl would
get disconnected from the part of GΦ that contains the remaining vertices Ti and Fi. This
occurs if and only if previously all three vertices corresponding to the literals of cl were taken.
If after taking L the subgraph induced by the remaining vertices of GΦ is connected, then
there is no further vertex to take as it would necessarily disconnect GΦ.
For i ≤ n, let xi be TRUE if Ti was taken by one of the players and FALSE if Fi was
taken. It follows that the formula ϕ is satisfied if and only if Alice can take L at the end of
the game, that is, if and only if she wins the game. As Alice’s turns in GΦ correspond to the
variables with the existential quantifier in Φ and Bob’s turns in GΦ to the variables with the
universal quantifier, it follows that Alice wins if and only if Φ is a true formula.
Obviously the construction of GΦ was carried out in polynomial time. This completes the
proof of Theorem 3 for the canonical game TR.
2.4.3 The misere game TR
The proof of the PSPACE-completeness for the misere game TR is very similar to the proof
for the canonical game TR, with the following differences. Instead of n even we consider n
odd, so that Alice chooses between Tn and Fn and Bob then takes L or has no move in the
(n+1)st turn. The V-gadget now consists of a path of length 2 attached by its middle vertex,
and the order enforcer for a vertex u is now doubled, with an additional edge EuFu. See
Figures 7 and 8.
2.5 Proof of Theorem 4
As in the proof of Theorem 3, we show a polynomial reduction from the TQBF problem.
Without loss of generality we may assume that the considered formula Φ is of the form
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Figure 8: An order enforcer for the misere game TR attached to a vertex u and its two special
neighbors.
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Figure 9: An illustration of a part of the graph GΦ for game R and TR.
Φ = ∃x1∀x2∃x3∀x4 . . . ∃xnϕ(x1, x2, . . . , xn) where ϕ is a NAE-3-SAT formula. That is, each
clause of ϕ has three literals and it is satisfied if and only if at least one of the three literals
is evaluated as TRUE and at least one as FALSE.
2.5.1 The construction of GΦ
Let m be the number of clauses in ϕ. We construct a 3-connected weighted graph GΦ of size
O(m+ n) in the following way (see Figure 9). For each variable xi we take a path Pi with 4
vertices. The end vertices of Pi are labeled xi and ¬xi. If a variable xi occurs in the clause
cj , we add a vertex x
j
i connected by an edge to xi and a vertex ¬xji connected by an edge to
¬xi. The vertices xji and ¬xji are connected by clause gadgets depicted in Figure 10. We add
a set Z of 10(m + n) + 1 vertices that are connected to all vertices xi and ¬xi. Finally, we
add two vertices a and b connected to all other vertices (including the edge between a and b).
Observe that the constructed graph GΦ is 3-connected and has an odd number of vertices.
The weights w : V (GΦ)→ [0,∞) are set as follows:
w(xi) = w(¬xi) = 9n+1−i,
w(xji ) = w(¬xji ) = 10/999j ,
w(cj) = w(c
′
j) = 11/999
j ,
w(b) = 9n+2,
w(a) = 9n+2 + 2 · (9n−1 + 9n−3 + · · · + 92) + 1/999m+1.
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Figure 10: Examples of NAE-3-SAT clause gadgets.
All other vertices (that is, the inner points on the paths Pi and the vertices of Z) have
weight 0. The 2n + 8m + 2 vertices of positive weight can be partitioned into the following
groups: V0 = {a, b}, V1 = {x1,¬x1}, . . . , Vn = {xn,¬xn}, and the m groups Vn+1, . . . , Vn+m,
each Vn+j consisting of 8 vertices of the clause gadget corresponding to the clause cj. Note
that the weights are chosen so that each vertex in a group Vk has larger weight than the sum
of weights of all the vertices from groups Vl, l > k. Let W denote the total weight of all
vertices in GΦ.
In the rest of this section we prove the following statement.
Proposition 21. Alice has a winning strategy in game TR played on GΦ if and only if Φ is
true. Alice has a winning strategy in game R played on GΦ if and only if Φ is true.
2.5.2 Starting the game
We start with the following easy observations.
Observation 22. Once one of the vertices a or b is taken, game TR reduces to game R as
condition (T) is always satisfied further on.
We will call the graph induced by the remaining vertices in some position in the game
briefly the remaining graph.
Observation 23. If in some position in game R played on GΦ the remaining graph has a cut
vertex v, then Bob has a strategy to get v.
Proof. Let H be the remaining graph after some of Alice’s turns. If there is a component in
H − v containing at least two vertices, Bob takes a vertex from that component (at least one
vertex from such component is always available). When no such component exists, the graph
H is a star with central vertex v and odd number of leaves. Now Bob and Alice alternately
take leaves of H, until only two vertices are left. Then v becomes available for Bob.
Corollary 24. If Bob is on turn in game R, he has a strategy to get any of the remaining
vertices.
In the analysis of the game we may without loss of generality assume that the players play
optimally , that is, each of them follows a strategy maximizing his/her gain.
Now in a sequence of lemmas we show that the players do not have much freedom in
choosing their strategy if they want to play optimally. Roughly speaking, the players will
not deviate too much from a greedy strategy, which consists in taking an available vertex of
largest weight.
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Lemma 25. Suppose that both players play optimally. Fix i ∈ {0, 1, . . . , n}. Suppose further
that Alice’s first turn is on a, Bob’s first turn is on b, and for each j = 1, 2, . . . , i in the
(j + 2)nd turn of the game either xj or ¬xj is taken. Then Bob has a strategy to get all the
remaining vertices from V1 ∪ V2 ∪ · · · ∪ Vi.
Proof. For each j = 1, 2, . . . , i, let wj be the remaining vertex of the pair xj,¬xj and let
Wi = {w1, w2, . . . , wi}. Every vertex of Wi is a cut vertex in the remaining graph and is
adjacent to all vertices from Z. Each wj has a neighbor yj in the path Pj that is still not
taken. Let Yi = {y1, y2, . . . , yi}. Bob’s strategy is to avoid taking vertices from Yi ∪Z as long
as possible, and take a vertex of Wi whenever it becomes available. When no such turn is
possible, he takes an available vertex from Z.
First we observe that if the remaining graph H after some of the Alice’s following turns is
not covered by Wi ∪ Yi ∪ Z, then every component C of H − (Wi ∪ Yi ∪ Z) contains a vertex
that is not a cut vertex in H. Indeed, since V (H)∩(Wi∪Yi∪Z) induces a connected subgraph
of H, we may take the end vertex of the longest path starting in V (H) ∩ (Wi ∪ Yi ∪ Z) and
ending in C.
As the vertices of Z are the only common neighbors of any pair of vertices from Wi, at
most one vertex of Wi is made available after each Alice’s turn, unless Alice took the last
remaining vertex of Z. But this will not happen as long as Bob is avoiding taking vertices
from Z, since Z contains more than half of the vertices of GΦ.
It follows that if Bob has no available vertex outside Yi ∪ Z, then all the vertices of the
remaining graph belong to Wi∪Yi∪Z. Hence in the rest of the game, Bob’s strategy reduces
to avoiding Yi and taking a vertex of Wi whenever Alice makes it available. When only one
vertex z ∈ Z remains, we have a similar situation as in the proof of Theorem 1: the remaining
graph is a tree which is a union of paths zwjyj, it has an odd number of vertices and so Alice
is on turn. Consequently Bob can get all the remaining vertices wj .
Lemma 26. Suppose that both players play optimally. Suppose further that Alice’s first turn
is on a and Bob’s first turn is on b. Then Bob has a strategy to get vertices of total weight at
least w(b) + w(x1) + 2w(x2).
Proof. If Alice takes a vertex v /∈ {x1,¬x1} in her second turn, then Bob takes x1 in his
second turn. This makes ¬x1 unavailable for Alice’s third turn. By Corollary 24, Bob has a
strategy to get ¬x1 in the rest of the game. Therefore he gets vertices of total weight at least
w(b) + 2w(x1) > w(b) + w(x1) + 2w(x2).
Now suppose that Alice takes x1 in her second turn (the case of ¬x1 is symmetric). Then
Bob takes x2 in his second turn. By Lemma 25, Bob has a strategy to take both ¬x1 and
¬x2 in the rest of the game.
Lemma 27. If both players play optimally in game R or game TR, then Alice’s first turn is
on a and Bob’s first turn is on b.
Proof. Suppose that Alice takes a in her first turn and then Bob takes v 6= b. If v is not a
cut vertex in GΦ \ {a, b}, then Alice can take b in her second turn and get vertices of total
weight at least w(a) +w(b) > W −w(b) which implies that Bob’s first turn was not optimal.
If v is a cut vertex in GΦ \ {a, b} (namely, one of the vertices cj), then b becomes the only
cut vertex in the remaining graph, so it is the only unavailable vertex for Alice in her second
turn. Thus Alice can take x1 in her second turn. As b still separates the remaining vertices,
Bob cannot take b in his next turn. It follows that Alice can take ¬x1 or x2 in her third turn,
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depending on Bob’s choice in his second turn (we may assume without loss of generality that
the formula Φ has at least two variables). In this way Alice gained vertices of total weight at
least w(a) + 9n + 9n−1 > W − w(b) − w(x1) − 2w(x2). Therefore by Lemma 26, Bob’s first
turn was not optimal.
Now suppose that Alice’s first turn is on u 6= a. As both a and b are connected to all other
vertices, Bob can play his first turn on a. By Observation 22, we can consider only game R
from now on. If Alice took b in her second turn, then she is not playing optimally, as she can
get to a position with the same remaining graph using a better strategy: she takes a in her
first turn, then by the previous paragraph Bob takes b, and then Alice takes u. Thus Alice
takes v 6= b in her second turn. Then by Corollary 24 Bob has a strategy to get b, so he gains
at least w(a) + w(b) > W − w(a). Hence Alice’s only optimal first turn is on a.
2.5.3 Variable gadgets
A variable gadget for the variable xi is the path Pi connecting vertices xi and ¬xi, with only
the end vertices connected to Z.
Lemma 28. If both players play optimally, then for each i = 1, 2, . . . , n, in the (i+2)nd turn
of the game either xi or ¬xi is taken.
Proof. By Lemma 27 and Observation 22, we need to consider only game R.
Let i be the smallest positive integer that violates the statement of the lemma.
Suppose first that the (i+ 2)nd turn was Alice’s (thus i is odd). Let u /∈ {xi,¬xi} be the
vertex taken by Alice in the (i+2)nd turn. If u ∈ Pi, then Bob can take the end vertex of Pi
adjacent to u in the next turn. If u /∈ Pi, then Bob takes xi in the next turn.
We now argue that Bob has a strategy to get all the remaining vertices from V1∪V2∪· · ·∪Vi.
We would get the same remaining graph if Alice and Bob switched the vertices they took in
the (i+2)nd and the (i+3)rd turn. This modified game satisfies conditions of Lemma 25 until
the (i+2)nd turn. Since Bob is now required to take u in the (i+3)rd turn, we cannot apply
Lemma 25 directly. But since Z is large enough and taking u does not make any remaining
vertex of V1 ∪ V2 ∪ · · · ∪ Vi available to Alice, Bob may get all the remaining vertices from
V1 ∪ V2 ∪ · · · ∪ Vi using the strategy from the proof of Lemma 25 from his next turn.
It follows that Bob has a strategy to get vertices of weight at least w(b) + 9n + 2 · 9n−1 +
9n−2+2 ·9n−3+ · · ·+2 ·9n−i+1+2 ·9n−i > W −w(a)−w(x1)−w(x3)−· · ·−w(xi). Therefore
the only optimal choice for Alice in the (i+ 2)nd turn was xi or ¬xi.
Now suppose that i is even. If Bob takes a vertex v /∈ {xi,¬xi} in the (i+2)nd turn, then
either xi or ¬xi is available for Alice in the next turn and she takes it. The total weight of the
remaining vertices and the vertex v is then smaller than 9n+9n−1+ · · ·+9n−i+2+2 · 9n−i+1.
But by Lemma 25, Bob has a strategy to get at least that much of the weight if he takes xi
or ¬xi instead of v in the (i+ 2)nd turn. This finishes the proof of Lemma 28.
Let w1, w2, . . . , wn be the sequence of the remaining vertices from the groups V1, V2, . . . , Vn.
The vertices wi determine a truth assignment σ of the variables: σ(xi) = TRUE if wi = ¬xi
and σ(xi) = FALSE if wi = xi. See Figure 11. For each i = 1, 2, . . . , n, let yi be the neighbor
of wi in the path Pi.
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Figure 11: A clause gadget after the players chose the evaluation σ of the variables. Left:
σ(x1) = TRUE, σ(x2) = FALSE, σ(x3) = TRUE, the clause cj is evaluated as TRUE. Right:
σ(x1) = TRUE, σ(x2) = TRUE, σ(x3) = FALSE, the clause cj is evaluated as FALSE.
2.5.4 Clause gadgets
The subgraph induced by the group Vn+j acts as a clause gadget for the clause cj . Call the
two vertices of the group Vn+j of weight 11/999
j heavy and the six vertices of weight 10/999j
light .
Lemma 29. Suppose that all vertices {w1, w2, . . . , wn} and at least one vertex from Z are
still remaining and the players are restricted to play on the subgraph of GΦ induced by Vn+j
with Bob being on turn. If both players play optimally, then Alice takes one heavy and three
light vertices if the clause cj is satisfied by σ, otherwise she takes four light vertices. In other
words, Alice takes exactly half of the weight of the group Vn+j (namely 41/999
j) if the clause
cj is satisfied by σ and 40/999
j otherwise.
Proof. Suppose that the clause cj is satisfied by σ. Then each of the triangles induced by
light vertices is connected by an edge to some vertex wi (which is connected to all vertices in
Z). Bob can take a heavy vertex (c′j) in his first turn. Alice can also take a heavy vertex in
the next turn: either c′j if Bob took another vertex, or cj if Bob took c
′
j . In the remaining
turns each player takes three light vertices.
Now suppose that the clause cj is not satisfied by σ. Then Bob takes c
′
j in his first turn.
The remaining heavy vertex cj is a separator in the remaining graph. Bob’s strategy now is
to take a light vertex from the same triangle as Alice. Once Alice takes the third light vertex
of one of the two triangles, Bob takes cj and Alice thus gets no heavy vertex.
Lemma 30. Suppose that the players played optimally during the first n+ 2 turns.
(A) If all clauses are satisfied after the first n+ 2 turns then Alice has a winning strategy
for the rest of the game.
(B) If at least one of the clauses is not satisfied after the first n+ 2 turns then Bob has a
winning strategy for the rest of the game.
Proof. By the previous lemmas, the remaining vertices with positive weights are w1, w2, . . . , wn,
where wi ∈ Vi, and all vertices from the groups Vn+1, Vn+2, . . . , Vn+m.
For every j = 1, 2, . . . ,m, both Bob and Alice have a strategy to get four vertices of the
clause gadget Vn+j : if one of the players decides to take vertices from Vn+j only, the other
player cannot make all the remaining vertices of Vn+j unavailable. Indeed, in such a case
the remaining vertices would form a tree with every leaf connected to a unique component in
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the rest of the remaining graph. This is not possible as the only neighbors of Vn+j are three
vertices wi that are all connected to a large set Z.
(A) We show that Alice wins if she follows the greedy strategy, that is, after the (n+2)nd turn
she always takes an available vertex of the largest weight. The weights of the two vertices a, b
are set in such a way that in order to get more than one half of the total weight, Alice only
needs to gather additional vertices of total weight
∑m
j=1 41/999
j , which equals to the weight
of a collection of one heavy and three light vertices from each clause gadget. Clearly, also any
vertex wi is sufficient, so we can assume that Bob makes no wi available to Alice. Then Alice
is sequentially taking vertices from the groups Vn+1, Vn+2, . . . , Vn+m, first the heavy ones and
then the light ones.
Let i be the smallest integer such that after the (n+2)nd turn, Bob took a vertex outside
Vn+i when there was still at least one vertex available in Vn+i and no vertex available in
Vn+1∪Vn+2∪· · ·∪Vn+i−1. Then by Lemma 29 and its proof, Alice got four vertices, including
at least one heavy, from each of the groups Vn+1, Vn+2, . . . , Vn+i−1. By the observation at the
beginning of this proof, Alice has a strategy to get four vertices of Vn+i as well. Again by
the proof of Lemma 29, at least one of these vertices will be heavy. If Bob took two vertices
outside Vn+i while Vn+i was still not completely taken, then Alice would get five vertices of
Vn+i and hence she would win the game.
Therefore we can assume that Bob took only one vertex v outside Vn+i before all vertices
from Vn+i were taken. But then the position of the game just after taking the last vertex of
Vn+i is the same as in the case when Bob took v later, in the (n+3+8i)th turn of the game
(in his first turn after all vertices of Vn+i were taken). So we may assume that Bob chose
this latter strategy instead. By induction we conclude that Bob always took a vertex from
the group Vn+i with the smallest possible i, and hence Alice got one heavy and three light
vertices from every clause gadget.
(B) Let i be the smallest integer such that the clause ci is not satisfied. We show that Bob
has a strategy to get all the vertices wj and vertices from Vn+1, Vn+2, . . . , Vn+i of total weight
at least (
∑i−1
j=1 41/999
j) + 42/999i. This equals to the weight of one heavy and three light
vertices from each of the groups Vn+1, Vn+2, . . . , Vn+i−1, and two heavy and two light vertices
from Vn+i. Together with the vertices obtained during the first n+ 2 turns, this makes more
than one half of the total weight W .
Bob starts with taking the vertex c′1. Now we consider two phases of the remaining part
of the game. The first phase lasts while in each of her turns, Alice takes a vertex from a
group Vn+j where j ≤ i and j is the smallest integer such that Vn+j has still some vertex
available. Bob’s strategy in this phase is to take an available vertex from Vn+j where j is the
smallest possible such integer, according to the strategy from the proof of Lemma 29. In this
way Bob gets four vertices from each group Vn+j that is completely taken; in particular, one
heavy and three light vertices if the corresponding clause cj is satisfied, and two heavy and
two light vertices if the clause cj is unsatisfied (that is, if j = i).
If all vertices from Vn+1, Vn+2, . . . , Vn+i are taken during the first phase, then Bob follows
the following strategy in the second phase.
1) Take an available vertex wi of largest weight.
2) If no wi is available, take any vertex except the vertices yi.
By the proof of Lemma 25, Bob gets all the vertices wi in the rest of the game.
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In the remaining case, let k ≤ i be the smallest integer such that Alice takes a vertex v
outside of the group Vn+k while some vertex in Vn+k is still available and no vertex is available
in Vn+1 ∪ Vn+2 ∪ · · · ∪ Vn+k−1. Now Bob has to be a bit careful, since Alice can expose some
of the vertices wj by taking its neighbor yj (after taking the other inner vertex zj of the path
Pj). The neighbor of such an exposed vertex wj in Vn+k may then become dangerous: a
dangerous vertex is any available vertex which, after being taken, makes some of the vertices
wj available. In particular, the vertex yj may become dangerous after its neighbor zj is taken.
Note that a vertex may lose the property of being dangerous after several turns.
Bob’s strategy is thus the following.
1) Take an available vertex wi of largest weight.
2) If no wi is available, take an available vertex from Vn+k that is not dangerous.
3) If neither of the previous rules apply, take any vertex that is not dangerous.
We claim that using this strategy Bob gets five vertices of Vn+k and all the vertices w1, w2, . . . , wn,
which is enough for him to win the game.
First we observe that the only case when Bob can take no vertex from Vn+k according to
his strategy is when all the remaining vertices in Vn+k are dangerous. Indeed, let D be the set
of dangerous vertices in Vn+k and suppose that Vn+k \D is nonempty. Consider the longest
path P starting in D with all other vertices in Vn+k \D. Then the end vertex of P in Vn+k \D
is not a cut vertex in the remaining graph, since all dangerous vertices are connected through
their neighbors wj and the set Z.
Consider the first position in the game when all the remaining vertices of Vn+k are dan-
gerous. Let d be the number of these dangerous vertices. For each dangerous vertex of Vn+k,
Alice had to expose one vertex wj, so she had to take two vertices zj and yj outside of Vn+k.
It follows that Bob took at least 2d + 1 vertices from Vn+k and thus d ≤ 2. If d = 2, then
Bob took at least 5 vertices from Vn+k. If d = 1, then Bob took at least 2 more vertices than
Alice from the 7 taken vertices of Vn+k, which is at least 5 again. Finally, if d = 0, then Alice
took precisely one vertex outside of Vn+k, so she took 3 vertices from Vn+k while Bob took 5
of them.
Now by the proof of Lemma 25, Bob gets all the vertices wi in the rest of the game. This
finishes the proof.
By the previous lemma, the existence of a winning strategy for Alice on the graph GΦ is
naturally reformulated as the quantified boolean formula Φ, where the existential quantifiers
correspond to Alice’s turns and the universal quantifiers to Bob’s turns on the variable gadgets.
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