Abstract-Monitoring small objects against cluttered moving backgrounds is a huge challenge to future robotic vision systems. As a source of inspiration, insects are quite apt at searching for mates and tracking prey, which always appear as small dim speckles in the visual field. The exquisite sensitivity of insects for small target motion, as revealed recently, is coming from a class of specific neurons called small target motion detectors (STMDs). Although a few STMD-based models have been proposed, these existing models only use motion information for small target detection and cannot discriminate small targets from smalltarget-like background features (named fake features). To address this problem, this paper proposes a novel visual system model (STMD+) for small target motion detection, which is composed of four subsystems-ommatidia, motion pathway, contrast pathway, and mushroom body. Compared with the existing STMD-based models, the additional contrast pathway extracts directional contrast from luminance signals to eliminate false positive background motion. The directional contrast and the extracted motion information by the motion pathway are integrated into the mushroom body for small target discrimination. Extensive experiments showed the significant and consistent improvements of the proposed visual system model over the existing STMD-based models against fake features.
interaction/competition, for example, a flying insect searching for mates in the distance. In the visual world, detecting visual motion in the distance and early often means dealing with small targets with only one or a few pixels in size let alone other physical characteristics. Small target motion detection has a wide variety of applications in defenses, surveillance, security, and road safety. However, detecting small targets against cluttered moving backgrounds is always a challenge for artificial visual systems due to limited physical cues of small targets, free motion of camera, and extremely cluttered backgrounds.
How to detect small target motion in cluttered moving backgrounds robustly with limited resources? Research in insects' visual system has revealed one effective solution. Insects show exquisite sensitivity for small target motion [7] and are able to pursue small flying targets with high capture rates [8] . Biological research demonstrates that a class of specific neurons, called small target motion detectors (STMDs), can account for insects' exquisite sensitivity for small target motion [7] , [9] , [10] . These STMD neurons give peak responses to small targets subtending 1 • -3 • of the visual field, with no response to large bars (typically > 10 • ) or to background movements represented by wide-field grating stimuli [11] . Building a quantitative STMD model is the first step for not only further understanding of the biological visual system but also providing robust and economic solutions of small target detection for an artificial vision system.
The electrophysiological knowledge about the STMD neurons revealed in the past few decades makes it possible to propose quantitative models, such as elementary STMD (ESTMD) [12] and directionally selective STMD (DSTMD) [13] . Using motion information 1 extracted by large monopolar cells (LMCs) [14] , [15] , these models are able to detect small moving targets in cluttered backgrounds. However, they cannot discriminate small moving targets from small-targetlike background features, as shown in Fig. 1 , which means that their detection results may contain a large number of false positives. This is because: 1) small-target-like background features are embedded in the cluttered background such as bushes, trees, and/or rocks and 2) they are moving with the whole background due to a free-flying animal/camera. In this case, these small-target-like features (named fake features) Fig. 1 . Small target is moving in the cluttered natural background that contains a number of small-target-like features (or called fake features). The small target and fake features all appear as small dim speckles whose sizes vary from one pixel to a few pixels, since they are far away from the animal/camera. cannot be simply filtered out by the existing STMD-based models with motion information only for small target motion detection. To address this problem, other visual information, such as directional contrast, 2 should be combined with motion information for distinguishing small targets from fake features.
In the insects' visual systems, multiple visual cues are extracted by different specialized neural circuits [16] [17] [18] . Multiple neural circuits could be coordinated to discriminate small target motion. For example, in the lamina layer, LMCs [14] , [15] have been described as temporal bandpass filters that extract motion information from luminance signals [12] , [13] , [19] , and amacrine cells (AMCs) [20] [21] [22] linked to multiadjacent ommatidia with thin extending fibers may constitute a contrast pathway with their downstream neurons to extract directional contrast from luminance signals. Although the contribution from the AMCs to STMD neural circuits in insects is unknown, it is clear that with directional contrast and motion information together, an artificial vision system could discriminate small moving targets from fake features robustly.
Inspired by the above-mentioned biological findings, this paper proposes a new visual system model (STMD+) to detect small target motion in cluttered moving backgrounds. The main contribution of this paper is to combine motion information with directional contrast to successfully discriminate small targets from fake features. The rest of this paper is organized as follows. Section II reviews the related work on small target motion detection. In Section III, we introduce our proposed visual system model. Section IV provides the extensive performance evaluation as well as comparisons against the existing models. Finally, we conclude this paper in Section V.
II. RELATED WORK
Small target motion detection aims to detect objects of interest that move against cluttered natural environments and appear as small dim speckles 3 in images. Inspired by the insect's motion-sensitive neurons, several models have been developed to detect small target motion. In this section, we first review the motion-sensitive neural models and then briefly discuss the traditional motion detection and small target detection approaches.
A. Motion-Sensitive Neural Models
STMDs [9] [10] [11] and lobula plate tangential cells (LPTCs) [23] , [24] are widely investigated motion-sensitive neurons, where the former shows exquisite sensitivity to small target motion, while the latter responds strongly to wide-field motion.
Wiederman et al. [12] presented a mathematical model called ESTMD to simulate STMD neurons. It can detect the presence of small moving targets, but it is unable to estimate motion direction. To address this issue, directional selectivity has been introduced into the ESTMD [13] , [19] , [25] . However, these models cannot discriminate small targets from fake features, as they only make use of motion information.
The first LPTC model called elementary motion detector (EMD) [26] is originally inferred from the insects' behavior. Following that, several studies have been done to further improve the EMD, such as [27] [28] [29] . These models can detect all objects' motion; nevertheless, they are unable to distinguish small moving objects from large ones.
B. Traditional Motion Detection Methods
Traditional motion detection methods, such as optical flow [30] , background subtraction [31] , and temporal differencing [32] , have been developed to detect normal-sized objects, such as pedestrians and vehicles. They utilize physical characteristics including shape, color, and texture, to segment regions corresponding to moving objects from the background. Nonetheless, these methods would be powerless for objects that are as small as one pixel or a few pixels, because it is difficult to identify objects' physical characteristics in such small sizes. Additionally, the above-mentioned methods may not work for cluttered moving backgrounds, as small moving objects could be submerged among the pixel error when applying background motion compensation [33] .
C. Infrared Small Target Detection
Previous research and application of small target detection have mainly focused on infrared images [34] [35] [36] . These infrared-based methods strongly rely on significant temperature differences between the background and the objects of interest, such as rockets, jets, and missiles. However, such a significant temperature difference is rare in the natural world. Moreover, the detection environment of these methods was mainly sky and/or ocean, which are much more clear and homogeneous than the cluttered natural environments. These infrared-based methods may not work in a natural environment with a lot of bushes, trees, sunlight, and shadows, let alone to meet the needs of compact in size and low energy consumption in real applications [37] [38] [39] [40] [41] .
III. FORMULATION OF THE SYSTEM
In this section, we first illustrate the proposed visual system model schematically and then elaborate on its components in Sections III-A-III-E. The proposed visual system model is composed of four subsystems, including ommatidia, motion pathway, contrast pathway, and mushroom body [42] , [43] , as shown in Fig. 2(a) . The luminance signals are received and smoothed by the ommatidia and then applied to the motion and contrast pathways. These two pathways separately extract motion information and directional contrast that are finally integrated into the mushroom body to discriminate small targets from fake features. Fig. 2(b) shows the image processing of the proposed visual system model, where the input image sequence is processed frame by frame. In each frame, both small targets and fake features are located by computing luminance changes of each pixel over time, while the directional contrast is obtained by calculating the luminance changes of each pixel along different directions. The detected positions and directional contrast are further processed as follows.
1) Successively record the detected positions to infer motion traces. 2) Extract the directional contrast on each motion trace. 3) Compute the standard deviation (SD) of directional contrast on each motion trace and compare it with a threshold for distinguishing small targets from fake features. Our motivation is mainly based on the following observations; the directional contrast of small targets varies significantly with time, since they have relative movement to the background; on the contrary, the directional contrast of fake features shows little change over time, as they are static relative to the background. The variation amount in the directional contrast with time is represented by the SD, which is taken as the criterion for small target discrimination. Fig. 2(c) visually shows the directional contrast on two typical motion traces that are separately caused by the small target and fake feature. As an example, Fig. 2(d) shows the directional contrast along the 45 • direction, which is used to calculate the SD for this direction.
A. Ommatidia
Ommatidia act as luminance receptors to perceptive visual stimuli from the natural world [44] . In the proposed visual system, they are arranged in a matrix form and modeled as spatial Gaussian filters, each of which captures and smooths the luminance of each pixel in the input image. Formally, let I (x, y, t) ∈ R denote the input image sequence, where x, y and t are spatial and temporal field positions. The output of an ommatidium P(x, y, t) is given by
where G σ 1 (x, y) is a Gaussian function which is defined as
B. Motion Pathway
As shown in Fig. 3 (a), the motion pathway consists of LMCs [14] , [15] , medulla neurons (i.e., Mi1, Tm1, Tm2, and Tm3) [45] , [46] , and STMDs [9] [10] [11] . The output of ommatidia is first fed into LMCs, then processed by medulla neurons, and finally integrated by STMDs. Fig. 4(a) shows the model of the motion pathway, which is elaborated as follows.
1) Large Monopolar Cells:
Objects' motion can induce the luminance changes of pixels with time. These luminance changes are extracted by the LMCs, each of which is modeled by a temporal bandpass filter that is defined as the difference of two Gamma kernels [see Fig. 4 
(a)], that is
where H (t) denotes the impulse response of the bandpass filter, n,τ (t) stands for the Gamma kernel [47] , and n and τ refer to the order and time constant of the Gamma kernel n,τ (t), respectively. Then, the output of each LMC can be calculated by convolving H (t) with the output of ommatidia
L(x, y, t) reflects the luminance changes of pixel (x, y) over time t, where positive L(x, y, t) means the luminance increase, while negative L(x, y, t) suggests the luminance decrease.
2) Medulla Neurons: Medulla neurons, including Tm1, Tm2, Tm3, and Mi1, constitute four parallel channels to process the output of LMCs L(x, y, t). Tm3 and Tm2 are modeled as half-wave rectifiers to separate L(x, y, t) into luminance increase and decrease components. Let S Tm3 (x, y, t) and S Tm2 (x, y, t) denote the output of Tm3 and Tm2, respectively, and then, they are given by
where [x] + denotes max(x, 0). Mi1 and Tm1 further temporally delay S Tm3 (x, y, t) and S Tm2 (x, y, t) by convolving them with a Gamma kernel, that is
where S Mi1 (n,τ ) (x, y, t) and S Tm1 (n,τ ) (x, y, t) represent the outputs of Mi1 and Tm1, respectively, and n and τ are the order and time constant of the Gamma kernel, respectively, which separately determine the order and time-delay length of the time-delay unit (TDU) [see Fig. 4 (a)].
3) Small Target Motion Detectors: As can be seen from Fig. 4 (a), each STMD collects the outputs of medulla neurons located at two pixels, i.e., (x, y) and (x (θ ), y (θ )) that are defined as
where α 1 is a constant and θ denotes the preferred direction of the STMD. When a dim object successively moves over pixels (x, y) and (x (θ ), y (θ )), a luminance decrease followed by a luminance increase will appear at each of these two pixels. These luminance increase and decrease signals are first aligned in the time domain and then multiplied together so as to produce a large response [13] , that is
where D(x, y, t, θ) denotes the output of the STMD neuron with a preferred direction θ . Here, θ belongs to
, (7π/4)}, corresponding to eight preferred directions of STMD neurons (see Fig. 5 ). It is worthy to note that τ 3 , τ 4 , and τ 5 are determined by the different delays among the luminance changes, while n 3 , n 4 , and n 5 are accordingly tuned to guarantee appropriate Gamma kernel shapes [13] . So far, the obtained D(x, y, t, θ) can detect both small and large moving objects in the forms of producing a large response. In order to suppress the responses to large moving objects, D(x, y, t, θ) is further laterally inhibited by convolving with an inhibition kernel W s (x, y), that is
where E(x, y, t, θ) represents the inhibited signal; the inhibition kernel W s (x, y) is defined as
where [x] + and [x] − denote max(x, 0) and min(x, 0), respectively, and A, B, e, and ρ are constant.
By comparing E(x, y, t, θ) with a detection threshold β, we can find the positions of small moving objects. Specially, if E(x, y, t, θ) > β, then we believe that a small object moving along the direction θ is located at pixel (x, y) and time t. However, it cannot distinguish small targets and fake features that can be both recognized as small moving objects. To address this issue, we construct a contrast pathway accounting for directional contrast calculation.
C. Contrast Pathway
As shown in Fig. 3(b) , the contrast pathway is composed of AMCs [20] [21] [22] and T1 neurons [48] , [49] . The output of ommatidia is first fed into AMCs and then processed by T1 neurons. Fig. 4(b) shows the model of the contrast pathway, which is elaborated as follows. 
1) Amacrine Cells:
Each AMC receives the output of multiple ommatidia located in a small region and serves as a weighted summation unit, as shown in Fig. 4(b) . Here, we define the weight function as
where η is constant. Then, the output of each AMC A(x, y, t) can be given by
where P(x, y, t) is the output of ommatidia defined in (1).
2) T1 Neurons:
The T1 neuron layer is adopted to extract the directional contrast along different directions. The directional contrast at (x, y) along the direction φ is defined as the difference between the outputs of two AMCs that are located at (x + α 2 cos φ, y + α 2 sin φ) and (x − α 2 cos φ, y − α 2 sin φ). Here, α 2 is a constant. Let T (x, y, t, φ) denote the output of a T1 neuron with a preferred direction φ, and then, it can be given by
Substituting (16) into (17), we have
where the convolution kernel W T (x, y, φ) represents
Here, φ belongs to {0, (π/4), (π/2), (3π/4)}, corresponding to four preferred directions of T1 neurons. It is worthy to note that the convolution kernel W T (x, y, φ) is one of the directional derivative operators [50] , [51] , which can extract anisotropic luminance variations (see Fig. 6 ).
D. Mushroom Body
In the proposed visual system, the mushroom body [42] , [43] receives two types of neural outputs, including the output of STMDs E(x, y, t, θ) and the output of T1 neurons T (x, y, t, φ). These neural outputs are integrated to discriminate small targets from fake features via the following three procedures. , y B ) is the nearest detected point to pixel A (x A , y A ) and pixel B is in the small neighborhood of pixel A, then we believe that pixels A and B belong to the same motion trace denoted by TR. Repeating the above-mentioned steps, the motion trace TR can be recorded during a time period, as shown in Fig. 7 . The TR can be described as
1) Motion Trace
where x(t) and y(t) represent the x-and y-coordinates at time t, θ(t) denotes the motion direction, and t 0 and t n are the starting time and the current time.
2) Information Integration: Once motion traces are recorded, we can obtain their directional contrast by substituting (20) into T (x, y, t, φ) , that is
where Q(t, φ) denotes the directional contrast along the direction φ on the motion trace TR and (x(t), y(t)) stands for the point on the motion trace. To quantify the variation amount in the directional contrast, we calculate the SD of the Q(t, φ) during a time period
Here, m represents the sample number for the SD calculation. 
3) Small Target Discrimination:
We determine whether a detected object is a small target or a fake feature using the SDs of the directional contrast on the object's motion trace, i.e., S D(t n−m , t n , φ). If SD(t n−m , t n , φ) is smaller than a certain threshold, we believe that the detected object is a fake feature; otherwise, it is a small target.
E. Parameter Setting
Parameters of the proposed visual system model are listed in Table I , where the parameters of the motion pathway are determined by the analysis in [13] , while those of the contrast pathway are tuned empirically. These parameters are chosen to satisfy the functionality, which are mainly determined by the velocity and size ranges of the moving targets. They will not be changed in the following experiments unless stated.
The proposed visual system model is written in MATLAB (MathWorks, Inc., Natick, MA, USA). The computer used in the experiments is a standard laptop with a 2.50-GHz Intel Core i7 CPU and 16-GB DDR3 memory. The source code can be found at https://github.com/wanghongxin/STMD-Plus.
IV. RESULTS AND DISCUSSION
The proposed visual system model is evaluated on a synthetic data set [52] and a real data set (STNS data set) [19] . The synthetic data set contains a number of image sequences that are synthesized by using real background images and a computer-generated small target (a black block). These image sequences all display the motion of the small target against the cluttered moving backgrounds, which are different in the target sizes, target velocities, background velocities, background types, and so on. The sampling frequencies of the synthetic videos are all equal to 1000 Hz. The STNS data set is a collection of 25 real videos featuring various moving targets and environments. The scenarios include many kinds of challenges, such as heavy clutter, camera motion, and changes in overall brightness. The STNS data set (videos and manual ground truth annotations) is available at https://figshare.com/articles/STNS_Dataset/4496768.
To quantitatively evaluate the detection performance, two metrics are defined as follows [34] :
number of true detections number of actual targets (22) F A = number of false detections number of images (23) Fig. 8 . Input frame at time t 0 = 1000 ms whose resolution is 500 pixels (in horizontal) × 250 pixels (in vertical). The small target (the black block) and the cluttered background are moving from left to right. Their velocities are all equal to 250 pixels/s, where arrow V B denotes the motion direction of the background. The tree that is regarded as a large object is also moving due to the background motion. where D R and F A denote the detection rate and false alarm rate, respectively. The detected result is considered correct if the pixel distance between the ground truth and the result is within a threshold (5 pixels).
A. Signal Processing in the Motion Pathway
To intuitively illustrate the signal processing in the motion pathway, we observe the output of each neural layer with respect to x by setting y and t as y 0 = 125 pixel and t 0 = 1000 ms, respectively. Fig. 8 shows the input frame at time t 0 = 1000 ms, where the luminance signal I (x, y 0 , t 0 ) on the middle line is presented in Fig. 9(a) . Its resulting ommatidium output and LMC output are shown in Fig. 9(b) and (c) , respectively. The ommatidum output is a smoothed version of the input signal. The LMC output reveals the luminance changes of pixels, where the positive values correspond to the luminance increase, while the negative values suggest the luminance decrease. 
STMD output E(x, y 0 , t 0 , θ) when the preferred direction θ is equal to 0. Fig. 10(a) shows the four inputs of the STMDs when the preferred direction θ is set to 0. Specifically, S Tm3 (x, y 0 , t 0 ) is the positive part of the LMC output, S Mi1 (n 3 ,τ 3 ) (x + α 1 , y 0 , t 0 ) denotes the delayed version of the positive part of the LMC output with a shift of α 1 pixels, S Tm1 (n 4 ,τ 4 ) (x, y 0 , t 0 ) stands for the delayed version of the negative part of the LMC output, and S Tm1 (n 5 ,τ 5 ) (x + α 1 , y 0 , t 0 ) represents the delayed version of negative part of the LMC output with a shift of α 1 pixels. Fig. 10(b) further shows the output of STMDs, where a high response appears at the position of the small target (x = 245), while the responses at other positions are effectively suppressed. This is because the four peaks located at the position of the small target are aligned [see Fig. 10(a) ], which will produce a strong response after the multiplication, summation, and lateral inhibition in the STMD (see Fig. 4 ). For other positions, e.g., x = 120, 343, 435, the peaks on the four curves exhibit a low aligning probability, hence producing a weak response. Note that the lateral inhibition is introduced to suppress the responses to large objects, such as the tree shown in Fig. 8 . It is worthy to note that the above-mentioned analysis is based on the presetting of the preferred direction θ = 0. When we change the preferred direction θ , different STMD outputs can be calculated. Fig. 11 shows the STMD outputs at the positions x = 245 and x = 435 along eight preferred directions θ , where x = 245 is the position of the small target and x = 435 corresponds to the position of the large tree. As shown in Fig. 11(a) , for the small target, the STMD shows strong directional selectivity. As the preferred direction deviates from the motion direction of the small target, the STMD output will decrease correspondingly. On the other hand, the direction of the small target can be estimated by computing the summation of these output vectors [13] . For the large tree [see Fig. 11(b) ], the outputs of the STMD along eight preferred directions are very low, suggesting that the STMD is not interested in large moving objects.
B. Characteristics of the STMD
To further demonstrate the characteristics of the STMD, we compare its outputs to objects with different velocities, widths, heights, and Weber contrasts. As shown in Fig. 12 , width (or height) represents the object length extended parallel (or orthogonal) to the motion direction. Weber contrast is defined by the following equation:
where μ t is the average pixel value of the object, while μ b is the average pixel value in neighboring area around the object. If the size of an object is w × h, the size of its background rectangle is (w + 2d) × (h + 2d), where d is a constant which equals to 10 pixels. The initial Weber contrast, velocity, width, and height of the object are set as 1, 250 pixels/s, 5 pixels, and 5 pixels, respectively. Fig. 13(a) shows the STMD output with respect to the Weber contrast. As can be seen, the STMD output increases as the increase of Weber contrast until reaches maximum at Weber contrast = 1. This indicates that the higher the Weber contrast of an object is, the easier it can be detected. Fig. 13(b) shows the STMD output with regard to the velocity of the moving object. Obviously, the STMD output peaks at an optimal velocity (300 pixels/s). The STMD also exhibits high responses to the objects whose velocities range from 100 to 500 pixels/s. Fig. 13(c) and (d) shows the output of the STMD when changing the width and height of the object, which indicates that the STMD prefers moving objects whose widths and heights are smaller than 15 pixels.
These characteristics of the STMD revealed in Fig. 13(a)-(d) are called Weber contrast sensitivity, velocity selectivity, width selectivity, and height selectivity, respectively, which have been already found in the STMD neurons in biological research [7] , [9] , [10] .
C. Effectiveness of the Contrast Pathway
In the proposed visual system model, we design a contrast pathway and incorporate it with the motion pathway to discriminate small targets from fake features. To validate its effectiveness, we first compare the performance of the STMD+ with and without the contrast pathway. Then, we conduct a performance comparison between the developed STMD+ and two baseline models, including ESTMD [12] and DSTMD [13] . The testing setups are detailed as follows. The input image sequence is presented in Fig. 14(a) , which displays a small target moving against the cluttered background, the background is moving from left to right and its velocity is 250 pixels/s, the luminance, size, and velocity of small target are equal to 0, 5 × 5 pixels, and 250 pixels/s, respectively, and the motion trace of the small target during time period [0, 1000] ms is shown in Fig. 14(b) . Fig. 15(a)-(d) shows the motion traces detected by the STMD+ without the contrast pathway under different detection thresholds β. As can be seen, these detection results all contain numerous fake features. When increasing the detection threshold, the detected fake features will decrease, while the detected motion trace becomes more incomplete. After applying the contrast pathway, the fake features are all filtered out even under different detection thresholds [see Fig. 15(e)-(h) ]. The specific detection rate (D R ) and false alarm rate (F A ) are presented in Table II . Fig. 16 shows the motion traces detected by the ESTMD, DSTMD, and STMD+, where the detection rates (D R ) of the three models are all set to 0.85 for a fair comparison. As can be seen, the detection results of the ESTMD and DSTMD are seriously contaminated by a number of fake features, whereas the detection result of the STMD+ is noiseless.
To reveal the role of the contrast pathway, we analyze the directional contrast on two motion traces chosen from Fig. 15(a) , where one is the small target motion trace and the other is a randomly selected fake feature trace. Fig. 17 shows the directional contrast on these two motion traces. Note that each motion trace has four directional contrasts along four directions φ ∈ {0, (π/4), (π/2), (3π/4)}. As shown in Fig. 17(a) , the directional contrast on the motion trace caused by the small target displays the significant changes over time. In contrast, the directional contrast of the fake feature trace remains almost unchanged with respect to time [see Fig. 17(b) ]. The calculated SDs of the directional contrast on these two motion traces are listed in Table III , where the sample number m is equal to 1000. Obviously, the SDs of the small target are much larger than those of the fake feature, suggesting that the small target can be discriminated from fake features by comparing their SDs.
We further study the relationship of the SDs with regard to the sample number m (see Fig. 18 ). As it is shown, the SDs of the small target exhibit a sharp rise when the sample number increases from 0 to 200. With the continuous growth of the sample number, the SDs tend to be stable. Similarly, the SDs of the fake feature become stable as the increase of the sample number. The above-mentioned results indicate that a certain number of samples, which is at least greater than 200, is needed to obtain stable SDs.
D. Comparison on Synthetic and Real Data Sets
In this section, six groups of synthetic image sequences are first utilized to evaluate the performance of the proposed model in terms of different target velocities, target sizes, target luminances, background velocities, background motion directions, and background images. The details of the synthetic image sequences are listed in Table IV . Then, the proposed model is further tested on the real data set (STNS data set [19] ). The performance comparison between the proposed STMD+ and two baseline models (namely, ESTMD and DSTMD) is also conducted. Fig. 19(a) shows the receiver operating characteristic (ROC) curves of the three models for the initial synthetic image sequence. It can be seen that the STMD+ has a better performance than the baseline models. More precisely, the STMD+ has higher detection rates (D R ) compared with the baseline models, while the false alarm rates (F A ) are low. Fig. 19(b)-(d) shows the detection rates of the three models for Groups 1-5, where the false alarm rates of the three models are all equal to 5 for fair comparison. From Fig. 19(b) and (c), we can see that the STMD+ significantly outperforms the baseline models. The STMD+ has higher detection rates than the baseline models for different target velocities and sizes. The detection rate of the STMD+ remains stable when the target velocity (or size) ranges from 200 to 500 pixels/s (or from 4 × 4 to 12 × 12 pixels). In contrast, the detection rates of the two baseline models significantly decrease after reaching the maximum points. As it is shown in Fig. 19(d) , the STMD+ consistently performs best under different target luminances. It is worthy to note that the detection rates of the three models decrease with the increase in target luminance. In Fig. 19 (e) and (f), we can see that the STMD+ has the better performance than the baseline models under different background velocities and directions. Fig. 20 shows the ROC curves of the three models for Group 6. As can be seen, the STMD+ outperforms the baseline models in different backgrounds. Note that the three models perform well in Fig. 20(a) . Their detection rates are all close to 1 when the false alarm rates are low and show small differences. This is because the background is much more homogeneous and contains less fake features. However, in more cluttered backgrounds such as in Fig. 20(b) and (c) , the STMD+ has a much better performance than the other two models.
We further tested the developed model on the publicly available STNS data set [19] . Fig. 21 shows the ROC curves of the three models for the six real image sequences, where the numbers of these six image sequences in the STNS data set are 4, 15, 16, 18, 22, and 25, respectively. As it is shown in Fig. 21(a) and (f), the detection rates of the STMD+ are higher than those of two baseline models when the false alarm rates are given, that is, the STMD+ obtains the best performance for all six real sequences, which means that the STMD+ can work more stable for different cluttered backgrounds and target types.
V. CONCLUSION
In this paper, we have proposed a visual system model (STMD+) for small target motion detection in cluttered backgrounds. The visual system contains two parallel information pathways and is capable of discriminating small targets from fake features. The first pathway called motion pathway is intended to locate all small moving objects by calculating luminance changes over time at each pixel. The second pathway called contrast pathway is designed to capture the directional contrast by computing luminance changes of each pixel along different directions. The mushroom body is introduced 15: Calculate the directional contrast of the motion trace via (21); 16: Calculate the standard deviations (S D) of the directional contrast on the motion trace; 17: if S D > threshold then 18: the detected object is a small target; 19: else 20: the detected object is a fake feature. 21: end if 22 : end for 23 : end for to fuse the two types of information from the two pathways. Finally, small targets are distinguished from fake features by comparing the SDs of the directional contrast on their motion traces. A comprehensive evaluation on the synthetic and real data sets and comparisons with the existing STMD models demonstrate the effectiveness of the proposed visual system in filtering out fake features and improving detection rates. In the future, we will investigate the self-adaptability of the proposed visual system in different environments to further improve the robustness.
APPENDIX
For a demonstration of actual implementations, we attach the pseudocode form of the STMD Plus (see Algorithm 1). We further briefly discuss the complexity of the proposed method for small target motion detection. As shown in Algorithm 1, the computational time of our method mainly consists of four parts: the ommatidia, the motion pathway, the contrast pathway, and the mushroom body.
The computational complexity of the ommatidia is essentially determined by a 2-D spatial convolution of the input image with a Gaussian kernel [see (1) ], which can be implemented in O(k 2 mn) time for an m × n input image and a k × k kernel.
In the motion pathway, the LMC output can be regarded as the difference of two Gamma convolutions [see (3)- (5)]. Since the temporal Gamma convolution needs O(lmn) cost where l is the length of the Gamma kernel, the computational complexity of the LMC scales with O(2lmn). Similarly, the total cost of the four medulla neurons is about O(2lmn + 2mn). According to (11) , the computational complexity of the STMD is O(2mn) for each preferred direction, and therefore, its entire cost grows like O(2dmn), where d denotes the number of the preferred directions. Finally, the lateral inhibition mechanism, which is implemented by a 2-D convolution [see (12) ], needs O(k 2 mn) cost. Thus, the entire computational complexity of the motion pathway is O ((k 2 +4l +2d +2)mn) .
In the contrast pathway, the directional contrast of each pixel along different spatial directions is calculated by convolving the ommatidium output with directional derivative operators [see (17) ]. Since the 2-D spatial convolution needs O(k 2 mn) cost for each spatial direction, the entire computational complexity of the contrast pathway is O(k 2 dmn).
In the mushroom body, the nearest neighbor of each detected object is calculated for recording motion trace, which can be implemented in O( p log p) time [53] , where p is the number of the detected objects. In addition, the cost of SD calculation is around O(r p), where r represents the sample number. Therefore, the entire computational complexity of the mushroom body is around O( p log p + r p).
Based on the aforementioned analysis, the entire computational complexity of the proposed STMD Plus is around O(N(2k 2 + k 2 d + 4l + 2d + 2)mn + N(log p + r ) p), where N stands for the number of input images. In 2018, he was a Research Assistant with the Machine Life and Intelligence Research Center, Guangzhou University, Guangzhou, China. His current research interests include small target detection models, artificial intelligence, and computational neuroscience.
