In this paper, with the help of convex-like function, we discuss the duality theory for nonconvex semidefinite programming. Our contributions are: duality theory for the general nonconvex semidefinite programming when Slater's condition holds; perfect duality for a special case of the nonconvex semidefinite programming for which Slater's condition fails. We point out that the results of [2] can be regarded as a special case of our result.
Introduction
In this paper, we use X, S n , S n + to denote the finite dimensional space, the space of symmetric n × n matrices and the cone of all symmetric positive semidefinite matrices respectively, and denote C ⊂ X a subspace. We consider the following nonconvex semidefinite programming problem [4, 9, 6, 11, 7, 8] ). In this paper our concern is on duality theory for nonconvex semidefinite programming (1.1).
There are two special cases of problem (1.1). When the functions f, g and G in (1.1) are convex, C = X = S n and G(x) ≡ −x, then the optimization problem (1.1) becomes the problem (NSDP) in [2] as follows:
In this paper, under the conditions that are different from and weaker than [2] , we prove that the properties about (NSDP) in [2] are also satisfied by the nonconvex semidefinite programming (1.1). So, the conclusions obtained in this paper are both a generalization and enhancement of the results of [2] .
Another special case of (1.1) is
We can reformulate the constraint h(x) = 0 in (1.2) as h(x) ≤ 0 and −h(x) ≤ 0, so there are two ways to transform the problem (1.2) into (1.1):
Case I), let g(x) = (h(x) , −h(x) ) and G(x) = H(x); Case II), let g(x) = h(x) and
where Λ h(x) is a diagonal matrix with its i-th diagonal element h i (x) which is the i-th entry of the vector h(x).
Optimization problem (1.2) is an important case of semidefinite programming (see [10, 11] ). Unfortunately, the Slater's condition does not hold in problem (1.2) when we consider it as a special case of problem (1.1). In this case we employ the new way of [1] to get the perfect duality of nonconvex semidefinite programming (1.2) when the Slater's condition fails.
The organization of this paper is as follows. In Section 2, we give some notation and preliminaries. The duality theory for general nonconvex semidefinite programming (1.1) is given in Section 3 when the Slater's condition holds. In Section 4, we establish the perfect duality for the special case (1.2) of nonconvex semidefinite programming when the Slater's condition fails. Finally, we give a conclusion in Section 5.
Notation and Preliminaries
In this section, we introduce some notation and definitions. It is natural to equip S n with the inner product of the vectors representing the matrices:
where T r stands for trace. By using the definition of the inner product, we can define the F(robenius)-norm of a matrix:
The generalized inner product of points P 1 = (y 1 , A 1 ) and
We reserve Z to represent S 
Under the assumptions above, it is natural to define that, for all A, B ∈ Z,
Next, we introduce two kinds of nonconvex functions in [3, 12, 13, 14] as follows.
Definition 2.2 A set C ⊆ X is said to be invex if there exists a vector function
Definition 2.3 Let C ⊆ X be an invex set with respect to η : X × X → X and let T : C → Z. We say that T is a pre-invex function relative to η if
It is obvious that every pre-invex function is convex-like function, and every convex function is pre-invex function (i.e., let η(x, y) = x − y), but the reverse is not true. For an example in [13] , we consider the function f : R → R defined by f (x) = −|x|, then f , instead of a convex function, is a pre-invex function with η given by
The following two kinds of Farkas lemma can be found in [5] . 
has no solution if and only if there exists
(λ, U ) ∈ R m × S n with λ ≥ 0, U ≥ 0 and (λ, U ) = (0, 0) such that λ g(x) + U • G(x) ≥ 0, ∀x ∈ C. (2.2)
Duality Theory
In this section, we discuss the duality theory for general nonconvex semidefinite programming (1.1).
We use Ω to denote the set of feasible points of the non-convex optimization problem (1.1) as
and we define the Lagrange function as
We call
the dual objective function of L(x, λ, U ), where (λ, U ) ≥ 0. Hence the dual problem to (1.1) can be written as
Now we study the relationship between (1.1) and (3.3). Similar to Theorem 3.1 in [2] , we have that the following theorem holds.
Theorem 3.1 Suppose that Ω is nonempty, then
f (x) ≥ p(λ, U ), ∀x ∈ Ω, (λ, U ) ≥ 0.
Proof.
For all x ∈ Ω and (λ, U ) ≥ 0, the inequalities λ g(x ) ≤ 0 and U • G(x ) ≤ 0 hold from the definition of Ω. With the definition of p(λ, U ) we have
We complete the proof. 2
, then x and (λ, U ) are optimal solutions of the primal and the dual, respectively.
Next, we discuss the saddle point problem of (1.1). The saddle point problem is to find a pair (x, λ, U ) with x ∈ C and (λ,
holds for all x ∈ C and (λ,
The relation between the solution of (3.4) with the optimal solutions of primal problem (1.1) and dual problem (3.3) is shown in the following result. 
Proof.
(Necessary condition) Since (x, λ, U ) is the solution of (3.4), it follows from inequality (3.4) and the definition of L(x, λ, U ) that
holds for all x ∈ C and (λ, U ) ≥ 0. Let λ = λ in the inequality above, then
This together with U ≥ 0 implies
Combining (3.6), (3.7) and the right inequality of (3.5), we have
for all x ∈ Ω, which means that x is the optimal solution of (1.1). We now show that (λ, U ) is the optimal solution of (3.3). From the definition of p(λ, U ) and the right inequality of (3.5), we know that x minimizes
then it follows from (3.6) and (3.7) that
which gives result (c). Applying Corollary 3.2, we get result (b).
(Sufficient condition) Since
we have
Combining (3.8) and (3.9), we have that (x, λ, U ) satisfies the right inequality of (3.5). The left inequality also follows immediately from the fact that
To study the relationship between the solution of (1.1) and (3.4), we make the following assumption.
Standard Assumption The Slater Condition (SC) holds for problem (1.1), i.e., there exists x ∈ C such that g( x) < 0 and G( x) < 0. 
Since x is the optimal solution of (1.1), the following system
has no solution, so it follows from Theorem 2.4 that there exists ( λ, U ) ∈ R m+1 + × S n + with λ = ( λ 0 , λ 1 ) and ( λ, U ) = 0 such that
(3.10)
First, we show that λ 0 = 0. Suppose λ 0 = 0, then we have ( λ 1 , U ) = 0 and
, where x ∈ C is the point with g( x) < 0 and G( x) < 0. Hence it follows from
so we have λ 1 = 0 and U = 0, which lead to a contradiction. Therefore we have λ 0 = 0. Let λ 0 = λ 0 / λ 0 = 1, λ = λ 1 / λ 0 and U = U / λ 0 , then (λ, U ) ≥ 0 and (3.10) can be rewritten as
Now we show that (x, λ, U ) is the solution of the saddle point problem (3.4). By (3.11) and (3.12), we have
which means that the right inequality of (3.5) holds. On the other hand, (g(x), G(x)) ≤ 0 and (λ, U ) ≥ 0 imply that λ g(x) ≤ 0 and U • G(x) ≤ 0, hence the left inequality of (3.5) also holds. Therefore, (x, λ, U ) is the solution of (3.4). We complete the proof. 2
Corollary 3.5 Let C be an invex set (convex set, respectively) with respect to η, and assume that f, g and G are all pre-invex functions (convex functions, respectively) with respect to η on C, and that the standard assumption holds. Ifx is the optimal solution of (1.1), then there exists
(λ, U ) ∈ R m + × S n + , such that (x, λ,
U ) is the solution of (3.4).

Proof.
The corollary follows immediately from Theorem 3.4 and Theorem 2.5. 2
It is easy to see that Theorem 3.5 about (NSDP) in [2] is a special case of Corollary 3.5.
Corollary 3.6 Let T (x) = (f (x), g(x), G(x)) be convex-like function, and let the standard assumption hold. If problem (1.1) has an optimal solution x, then the dual problem (3.3) has an optimal solution (λ, U ). Moreover, we have f (x) = p(λ, U ).
Proof.
The corollary follows immediately from Theorem 3.4 and Theorem 3.3. 2 Corollary 3.7 Let C be an invex set (convex set, respectively) with respect to η, and assume that f, g and G are all pre-invex functions (convex functions, respectively) with respect to η on C, and that the standard assumption holds.
If (1.1) has an optimal solution x, then the dual problem (3.3) has an optimal solution (λ, U ). Moreover, we have f (x) = p(λ, U ).
Proof.
The corollary follows immediately from Theorem 3.3 and Corollary 3.5. 
Perfect Duality of Nonconvex Semidefinite Programming
We reformulate (1.2) as
Then the Lagrange function of (4.1) is
and the corresponding dual objective function is
Hence the dual problem to (1.2) is written as
Moveover, the saddle point of problem (1.2) is the point (
for all x ∈ X and (λ, U ) ∈ R m × S q + . From the reformulated problem (4.1) and Theorem 3.3, we have the following corollary.
the solution of (4.3) if and only if (a ) x is the optimal solution of (1.2); (b ) (λ, U ) is the optimal solution of (4.2); (c ) f (x) = p(λ, U ) (here the function f in the corollary is the objective function of (1.2)).
As mentioned in Section 1, Standard Assumption is not satisfied by programming (1.2) when it is reformulated into (4.1). Fortunately, thanks to Dinh, Jeyakumar and Lee [1] , who bring us a new way to analyze the duality property between problem (1.2) and its dual problem (4.2). Enlightened by Theorem 3.1 in [1] , we obtain the following lemma.
Lemma 4.2 Assume that T (x) = (f (x), g(x), G(x)) is convex-like function and that the standard assumption holds, then there exists
where inf(P ) is the optimal value of problem (1.1).
Proof.
It is easy to see that
The last inequality of (4.4) comes from the fact that
f (x) = inf(P ).
From (4.4), we can complete the proof if inf(P ) = −∞. Hence, we assume that inf(P ) = −∞, then the following system
has no solution, and according to the proof of Theorem 3.4 we know that there exists (λ, U ) ≥ 0 such that
Combining (4.4) and (4.5), we complete the proof. 2
The perfect duality in nonlinear programming has been in the literatures since at least the 1970s, and also discussed in paper [1] . We recall that a minimization (maximization, respectively) problem is said to be consistent if its value is not equal to +∞ (−∞, respectively). We say that the two problems are in perfect duality if a) when one problem has finite value, the other has the same value; b) when both problems are consistent, they share the same values. Let us consider a series of problems: for all t > 0,
It is easy to see that problem (4.6) is exactly the problem (1.2) if we let t be zero, and that the optimal value of (4.6) depends on the positive real number t. When we denote the optimal value of (4.6) by inf(P t ) for each t > 0, it is obvious that the function inf(P t ) about t is a non-increasing function on R + . Denote by P ( D , respectively) the value of lim t↓0 inf(P t ) (the optimal value of the dual problem (4.2), respectively). In order to deduce the perfect duality, we need another simple lemma.
The inequality sup x∈R
On the other hand, for all x ∈ R m , there exist
From the relation inf x∈Z T (x) = − sup x∈Z T (x) and the first equality, we complete the proof. 2 
hold at the same time, then the problem (4.2) and lim t↓0 inf(P t ) are in perfect duality.
Proof.
First, we show that
In order to show that (4.7) holds, we only need to show for all U ≥ 0 and λ ∈ R m that the following inequality
holds. Suppose that (4.8) does not hold, then there exist U ≥ 0 and λ ∈ R m , such that
From the definition of inf(P t ), we have for all t > 0 that
denotes the j-th component of λ i , (i = 1, 2). Then for all t > 0 and (λ 1 , λ 2 , U ) ≥ 0, we have
(4.10)
Define λ 1 = max{0, λ} ≥ 0 and λ 2 = max{0, λ} − λ ≥ 0, let (λ 1 , λ 2 , U ) = (λ 1 , λ 2 , U ) and t → 0 in (4.10), then we have
which is a contradiction to (4.9), so (4.7) holds. By assumption,
is a convex-like function on X, and the feasible set of (4.6) is
For simplicity, we omit the subscript 2m + q of the identity matrix in the latter part of this paper. Suppose that D is finite, if there exists t 0 > 0 such that
From Lemma 4.3 and (4.11) we have
which is a contradiction. Therefore, if D is finite, then {x ∈ X | W (x) < tI} is nonempty for all t > 0.
On the other hand, if P is finite, then from the definition of P and the non-increasing of inf(P t ), we have inf(P t ) < +∞ for all t > 0, which means that inf(P t ) is consistent for all t > 0, i.e.,
which is equivalent to {x ∈ X | W (x) < tI} = Φ, ∀t > 0.
Since the constraint mapping of (4.6) is W (·) − tI, we can see that, if one of P and D has a finite value, (4.6) satisfies the Slater condition for all t > 0. So, from Lemma 4.2, we have that inf(P t ) = sup 
Conclusion
In this paper, we discuss the duality theory for non-convex semidefinite programming (1.1). Our contributions are as follows: 1. we establish the duality theory for the general nonconvex semidefinite programming (1.1) when Slater's condition holds; 2. we obtain the perfect duality for a special case (1.2) of the nonconvex semidefinite programming for which Slater's condition fails. Furthermore, we point out that the results of [2] can be regarded as a special case of our result.
