Abstract--This paper introduces a set of new algorithms, called the Space-Decomposition Minimization (SDM) algorithms, that decomposes the minimization problem into subproblems. If the decomposed-space subproblems are not coupled to each other, they can be solved independently with any convergent algorithm; otherwise, iterative algorithms presented in this paper can be used. Furthermore, if the design space is further decomposed into one-dimensional decomposed spaces, the solution can be found directly using one-dimensional search methods. A hybrid algorithm that yields the benefits of the SDM algorithm and the conjugate gradient method is also given.
INTRODUCTION
This paper introduces a set of space-decomposition minimization (SDM) algorithms for solving the unconstrained minimization problem min f(x),
zER ~ where f : ~n ~ ~ is a lower bounded and continuously dilferentiable function. The space-decomposition minimization (SDM) algorithms are based on decomposing the design space S 6 ~'* into individual subspaces. The minimization problem can then be decomposed into q subproblems and the final minimization solution is the combination of the q decomposedspace minimization solutions.
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Moreover, the complement space of S~ is defined as
Si spanned by {x& ] where
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That is, Si U Si = S and :~i n S~ = 0, V i e (1, q). According to definitions of the nonoverlapping decomposed-space set, the minimization function (1) can be decomposed as f(x) = f$, (xS,,x~,) -t-f~, (x~,). (3) where fs, (xs,, x&) is the decomposed-space minimization function and fg, (xg,) is the complement decomposed-space minimization function. COROLLARY 2.2. According to (3) , the complement decomposed-space minimization function f& (xg, ) is only a function of x&. That is, fix& /s a constant vector, f&(x&) can be treated as a constant value that can be removed during the process of minimizing decomposed-space subproblems.
The following example uses the Powell test function listed in the Appendix to describe Definition 2.1 and Corollary 2.2. EXAMPLE 2.3. The Powell minimization problem with four design variables is [9] [10] [11] . min f(x) = (Xl -{-10x2) 2 -[-5(x3 -x4) 2 -{-(x2 -2x3) 4 -{-10(Xl -x4) 4.
zER 4
Definition 2.1 and Corollary 2.2 suggest the nonoverlapping decomposed spaces Si, i = 1,..., 4, are spanned by {Xl), {x2}, {x3), {x4}, and the complementary spaces •, i = 1,...,4, are spanned by {x:,xa,x4), {xl,xa,x4}, (xl,x2,x4}, {xl,x2,x3) , respectively. Thus, the decomposed-space minimization function f& can be expressed by eliminating the component of f (x) defined only in S~. That is, These subproblems can then be solved using the methods presented in this paper. |
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The definition of the nonoverlapping decomposed-space set leads to the following theorem. 
Oxj Oxj '
Thus, from Definition 2.1 and (7), it can be concluded that
Since x~, is the minimization solution for decomposed space Si, it follows that x* 0fs, (s,) = 0, Vxj 6 S,.
) Oxj
Thus, from (8) and (9), it can be concluded that
That is, [[Vf(x*)][ = 0, and this is the minimization or stationary condition for minimization problem (1) . | Theorem 2.4 is efficient for some simple problems, and can save lots of processor time and memory resources. However, most minimization problems cannot be decomposed into uncoupled decomposed-space subproblems, so iterative algorithms must be used.
Before stating and proving the iterative space-decomposition minimization algorithm, the definition of forcing function [1, 3] is required and is defined below. The forcing function definition leads to the following space-decomposition theorem and proof. 
where c~, is the gradient of fs, (x~,, xg,) in space S,. Thus, the descent condition for S, can be obtained as [12] _< o (15)
Since ak > 0, it can be rewritten as
That is, (13) and (16) are equivalent. From (7) and (8), it gets (16) and (17) it gets that
'/,----1
That is, the descent condition is also satisfied in design space S and it can be concluded that
Therefore, {f(xk)}, is a nonincreasing sequence. Since f(x k) is a lower bounded function, it gets from (19) that
i----1 q > lim ~'a~(--Cks,.dks, ) >0, (by (12)).
Thus, from (20) and the forcing function definition, it gets
k-*oo
Using (11) and (21), it gets 0 = lira (-~s, "dk,) > lira al (11411) > 0. In general, finding the exact zero point of [[Vf(xk) [[ is either impossible or impractical for numerical methods. Thus, the following convergence criteria can be applied to solve all the decomposed-apace subproblems [13] :
, where (.)j denotes the jth component of xs,.
III. [(Xs, )i
It has been shown that Theorem 2.6 can be applied to minimization problem (1) even though the decomposed-space minimization functions are coupled to each other. Theorem 2.6 can be summarized as the following algorithm. ALGORITHM 2.7. SPACE-DECOMPOSITION MINIMIZATION (SDM) ALGORITHM.
Step 1. Decompose the design space into a nonoverlapping decomposed-space set {$I,..., Sq}.
Step 2. Derive the decomposed-space minimization functions f& (xs~, xg~), for { = 1,..., q.
Step 3. Choose the starting point x I, where x I X 1 = [ Sl" ''' xlsq] T and set k --1.
Step 4. For i = 1 to q, solve one or more steps of the minimization subproblems Js~t s~, ~,) using any convergent algorithm, such as the conjugate gradient method, that satisfies descent conditions ill) and (12) . Then, update Xs,k'i, which is the subvector of xk; that is,
Step 5. Apply convergence criterion to all decomposed-spaces Si. If the convergence criterion is satisfied for all decomposed spaces, then the minimization solution has been found as x* = [X's1, "'" , X*sqj]T', otherwise, set k = k + 1 and go to Step 4.
DIRECT-SEARCH
SPACE-DECOMPOSITION
MINIMIZATION (SDM) ALGORITHM
Since direct-search methods with no analytic gradient information are of interest to a number of researchers, a direct-search SDM algorithm is also introduced in this paper.
It has been shown that, if the design space S is further decomposed into a one-dimension decomposed-space set {$1,..., S,}, V S~ E !!~ 1, one-dimensional search methods can be directly applied to Step 4 of Algorithm 2.7, and search direction updating can be eliminated. That is, the minimization function gradient is not required. The direct search algorithm is illustrated as the direct-search SDM algorithm below. ALGORITHM 3.1. DIRECT-SEARCH SDM ALGORITHM.
Step 1 to 3 are the same as those in Algorithm 2.7 except for setting q = n.
Step 4. For i --1 to n, solve the minimization solutions x kJ & using any one-dimensional search method that satisfies
Ss, ~,Xs, ,x~,) < Ss, (xks,,x~,) • (23)
Then, update x k'i which is the subcomponent of xk; that is, x k Ix k'z "k'nlT
Step 5. Check the convergence criteria
iE ( then the minimization solution has been found as x* = [xs~,..., s.J , otherwise set k = k + 1 and go to Step 4.
In the direct-search SDM algorithm, x~ is used as the line search parameter, and any exact or inexact line search method satisfied (23) can be used. This is a special case of Algorithm 2.7. The advantages are that the search direction is either +1 or -1, depending only on the sign of fs, (xk~, x~,) --fS, (x~ + 6, x~) , where if is a small positive real number. Only one-dimensional search methods are used in every decomposed-space Si, and the convergence of Algorithm 3.1 can be proof by Theorem 2.6 with all the dimensions of decomposed space are set to one. In addition, if the gradient of any decomposed-space minimization function ~ = 0 can be explicitly expressed dxs i
as x& = g(x&), then xs, can be calculated directly without using any one-dimensional search method.
HYBRID SPACE-DECOMPOSITION MINIMIZATION ALGORITHM
As shown in Figures 1 and 2 , the direct-search SDM algorithm initially decreases the minimization functionis value far faster than the conjugate gradient method does. However, the direct-search SDM algorithm converges more slowly than the conjugate gradient method around Step 5. If f& (x~, x$~) > 0, V k, check the approximate convergence criterion Ss, (x~,, x~,) ~h Ss, (x~,,x~,)
otherwise, check the approximate convergence criterion max IS~, (x~,,x~,) -Ss, (x~, + 6,x~,)l < ~h,
iE (1,n) to all decomposed-spaces, where ~ and eh are small positive values. If the approximate convergence criterion has been satisfied for all decomposed spaces, then go to Step 6; otherwise go to Step 4.
Stage II
Step 6. Using the approximate minimization solution in Stage I as the starting point, and then applying other convergent algorithms, such as the conjugate gradient method or the Algorithm 2.7, to find the final minimization solution.
Hybrid Algorithm 4.1 includes two stages. In the first stage, direct-search Algorithm 3.1 is used to solve for the approximate minimization solution. Then, another algorithm that converges more rapidly around the minimization point can be applied to solve for the final minimization solution in the second stage.
APPLICATION EXAMPLE
The SDM algorithms were applied to the learning of the single-layer perceptron neural network to demonstrate their effectiveness. EXAMPLE 5.1. SINGLE-LAYER PERCEPTRON NEURAL NETWORK. The single-layer perceptron neural network with m input nodes and n output nodes shown in Figure 3 can be used as a pattern-classification device. The pth input pattern {x0p,..., Xrap} is multiplied by {wji}, which is a set of adjustable synaptic weights connecting the ith input node to the jth output node. 
Then, the output YJn is compared with the desired signal, d¢n• (1,-1), and the quantized error
is generated to adjust the weight.
The standard perceptron neural network learning algorithm minimizes the mean-squared error function. Such a mean-squared error function for the fh pattern can he formulated as Since YJn is a function of {wj0,..., wjrn} only, it can be concluded on the basis of Theorem 2.4 that the original design space Sw spanned by {wji [ wji • ~(r~+l)×n, j = 1,..., n, i = 0,..., m} can be decomposed into n nonoverlapping decomposed-spaces Sw~ spanned by {wj, I wj, E ~rn, i----0,...,m, Vj • (1,n)}.
That is, LJ~'=l Sw~ = Sw and Sw~ N S~ = q), if j # j. Then, the unconstrained minimization problem (34) can be decomposed into n uncoupled subproblems
Ej = vj • (1,.). (36) p=l
These n uncoupled subproblems can be solved independently either on a single processor or on parallel processors. In addition, any of the n uncoupled subneural networks can be trained using either the conventional steepest-descent gradient rule [14] or some other more efficient minimization algorithm, such as the conjugate gradient method [15, 16] .
Furthermore, the direct-search Algorithm 3.1 or the hybrid Algorithm 4.1 can also be applied to these n uncoupled subproblems. To apply the direct-search Algorithm 3.1 or the first stage of Algorithm 4.1 to subproblems (36), the original design space Swj in (36) must be further decomposed into one-dimensional space S%~ that is spanned by the subset I v; vj (1,m)}.
(37)
Then, the error function ejp in (36) can be further decomposed into
WjiXip ie(1,m) and i@i / J where ~-~ee(i,m)and i~i(~UJiXiP) is a constant value in the decomposed-space S%~ and can be evaluated only once during the minimization process in decomposed-space S%~.
NUMERICAL TESTING
To demonstrate the SDM algorithms, five large-scale test problems [10, 11, 17, 18] were solved using the direct-search Algorithm 3.1 and the hybrid Algorithm 4.1. The numerical test results are shown in Tables 1 and 2 , along with the results from the conjugate gradient method for comparison.
The notation used in Table 1 is shown below: n --number of variables, IT = number of iterations, CPU -~ processor time measured in seconds.
The speed-up factors used in Table 2 were calculated as follows:
Processor time for the conjugate gradient method Speed-up factor 1 = Processor time for nongradient Algorithm 3.1 ' (38) Processor time for the conjugate gradient method Speed-up factor 2 = Processor time for hybrid Algorithm 4.1 (39)
As shown in Table 2 , the speed-up factors varied from 0.109 to 184.345 for the direct-search SDM algorithm, and from 1.5 to 27.708 for the hybrid SDM algorithm. The numerical results were obtained on a Pentium 120 Mhz machine with 48 M bytes of RAM memory, and the convergence criteria were set as e = 10 -3 and ~h --10 -3. The numerical test results show that the conjugate gradient method may be superior to direct-search SDM algorithm on some test problems. As shown in Figures 1 and 2 , the direct-search SDM has a high convergence characteristic during the first few steps, but the convergence speed slows down significantly near the minimization point. However, as shown in Figures 1 and 2 , the slow convergence problem of the direct-search SDM can be improved using the hybrid SDM algorithm. As Figure 2 shows, if the switch point between the two stages of hybrid SDM Algorithm 4.1 is properly chosen, the processor time can be significantly reduced. The processor times for the conjugate gradient method, the direct-search SDM algorithm and the hybrid SDM algorithm are shown in Figures 4-6 , respectively. As Figure 1 shows, the For minimization problem (1) with n design variables, it can be shown that the conjugate gradient method requires at least 3r~ units of memory to save the design variables, minimization function gradient and search-direction vector. Furthermore, additional temporary memory is required during the computation process for the conjugate gradient method. By contrast, the direct-search SDM algorithm requires only n units of storage memory to save the design variables and some more units of temporary storage for the one-dimensional search method. Because temporary storage requirements are strongly dependent on programming techniques, the minimum amount of memory required was used to calculate the MRR. The MRR is less than 0.3333 as compared with conjugate gradient method. Therefore, the direct-search SDM algorithm is particular suitable for large-scale problems due to its low memory requirement.
CONCLUSIONS
Three fundamental convergent space-decomposition minimization (SDM) algorithms for largescale unconstrained minimization problems have been presented in this paper. These algorithms allow minimization problems to be decomposed into q subproblems. If the decomposed-space minimization functions are uncoupled from each other, the q subproblems can be solved independently using any convergent algorithm. However, if they are coupled to each other, the iterative space-decomposition minimization (SDM) algorithm can be used and all subproblems can be solved iteratively with any convergent algorithm that satisfies space-decomposition Theorem 2.6. Furthermore, it has been shown that if the design space is further divided into one-dimensional decomposed spaces, general one-dimensional search methods can be applied directly to the onedimensional subproblems, and the SDM algorithm can be considered a direct-search algorithm. Although the direct-search SDM algorithm converges slowly near the minimization point, the hybrid SDM algorithm can be used to eliminate the slow convergence problem.
Numerical tests have shown that the SDM algorithms save more processor time and memory resources than the conjugate gradient method. In addition, properly choosing the switch point between the two stages of the hybrid SDM algorithm allows the processor time to be significantly reduced, and further study of methods for finding the proper switch point for the hybrid SDM algorithm is warranted.
Although all of the test problems are solved on a serial computer, all of the algorithms presented in this paper are particularly suitable for parallel computers after further modification. Further study and testing on parallel computer of the SDM algorithms are warranted.
In the application example, the single-layer perceptron neural network was used as an example to demonstrate the effectiveness of SDM algorithms. However, the SDM algorithms can be extended to multilayer perceptron neural network by the multilevel decomposition methods [19, 20] and further study and testing for multilayer pereeptron neural network are also warranted. 
