Abstract-As an efficient recurrent neural network (RNN) model, reservoir computing (RC) models, such as Echo State Networks, have attracted widespread attention in the last decade. However, while they have had great success with time series data [1], [2], many time series have a multiscale structure, which a single-hidden-layer RC model may have difficulty capturing. In this paper, we propose a novel hierarchical reservoir computing framework we call Deep Echo State Networks (Deep-ESNs). The most distinctive feature of a Deep-ESN is its ability to deal with time series through hierarchical projections. Specifically, when an input time series is projected into the high-dimensional echo-state space of a reservoir, a subsequent encoding layer (e.g., a PCA, autoencoder, or a random projection) can project the echo-state representations into a lower-dimensional space. These low-dimensional representations can then be processed by another ESN. By using projection layers and encoding layers alternately in the hierarchical framework, a Deep-ESN can not only attenuate the effects of the collinearity problem in ESNs, but also fully take advantage of the temporal kernel property of ESNs to explore multiscale dynamics of time series. To fuse the multiscale representations obtained by each reservoir, we add connections from each encoding layer to the last output layer. Theoretical analyses prove that stability of a Deep-ESN is guaranteed by the echo state property (ESP), and the time complexity is equivalent to a conventional ESN. Experimental results on some artificial and real world time series demonstrate that Deep-ESNs can capture multiscale dynamics, and outperform both standard ESNs and previous hierarchical ESN-based models.
I. INTRODUCTION
R ESERVOIR computing (RC) [1] is a framework for creating recurrent neural networks (RNNs) efficiently that have a "reservoir" of dynamics that can be easily tapped to process complex temporal data. By using fixed input and hiddento-hidden weights, reservoir computing avoids the laborious process of gradient-descent RNN training, yet can achieve excellent performance in nonlinear system identification [3] , [4] , signal processing [5] and time series prediction [2] , [6] , [7] , [8] , [9] .
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State Machines have continuous dynamics and spiking neurons, while Echo State Networks (ESNs) use discrete dynamics and rate-coded neurons. Due to their relative simplicity, ESNs are more widely used. An ESN usually consists of three components: an input layer, a large RNN layer (called the reservoir) and a linear output layer. The weights in the input and reservoir layers are randomly initialized and fixed during the learning stage. The reservoir is initialized with sparse connections and a constraint on the spectral radius of the weight matrix that guarantees rich, long-term dynamics [1] . The reservoir of an ESN can be viewed as a nonlinear temporal kernel, which can map sequences of inputs into a highdimensional space, and learning is reduced to linear regression from the reservoir to the output. Hence, ESNs are a powerful tool for analysis of dynamic data by simplifying the training process.
However, hierarchical multiscale structures naturally exist in temporal data [12] , and a single RNN can have difficulty dealing with input signals that require explicit support for multiple time scales [13] . Therefore, to quote Herbert Jaeger, "A natural strategy to deal with multiscale input is to design hierarchical information processing systems, where the modules on the various levels in the hierarchy specialize on features on various scales." [14] .
In recent years, several hierarchical RNN architectures have been proposed [12] , [13] , [15] , [16] , [17] , [18] . However, the lengthy process of training deep RNNs is still a practical issue [18] . Hence, constructing a hierarchical ESN is an attractive approach to this problem as the training is trivial. Nevertheless, constructing a hierarchical ESN-based model while maintaining the stability and echo state property (ESP) of the hierarchical system is still a challenging issue.
The first attempt to develop a hierarchical ESN is the dynamical feature discoverer (DFD) model proposed by Jaeger [14] . The main idea is that by stacking multiple reservoirs, the outputs of a higher level in the hierarchy serve as coefficients of mixing (or voting on) outputs from a lower one [1] . It learns the outputs from each reservoir simultaneously by a gradient-based algorithm, which increases the computational complexity compared to the linear regression training of the original ESN. Subsequently, Triefenbach et al. [19] , [20] , [21] explored cascaded ESNs to obtain multi-level phonetic states, and used Hidden Markov Models (HMMs) as the phoneme language model for speech recognition. The cascaded ESN feeds outputs of the previous reservoir into the next one in a supervised way and trains output weights layer by layer.
In order to study the memory properties of deep ESNs, Gallicchio and Micheli [22] performed an empirical analysis arXiv:1711.05255v1 [cs. LG] 13 Nov 2017 of deep ESNs with leaky integrator units. They constructed an artificial random time series out of 10 1-out-of-N inputs, and constructed a second time series by adding a "typo" partway through the series. The goal was to measure how long the representation differed between the original series and the one with a typo. They found that varying the integration parameter, slowing the integration through the stacks lead to very long memory. It is unclear how well this will generalize to realistic time series, but it is an interesting observation.
Most recently, the multilayered echo-state machine (MESM) [23] was proposed to pipeline multiple same-size reservoirs. Each reservoir uses the same internal weight matrix, and are connected by subsequent layers by the same coupling weight matrix. As with standard ESNs, the output weights of the last reservoir are the only trainable parameters. They proved that this architecture satisfies the Echo-State Property, and did a rigorous comparison of its performance compared to standard ESNs on multiple datasets. They achieved better results compared to standard ESNs. However, by setting the reservoir size in each layer to the same size as [23] , [22] did, the hierarchical models do not take advantage of the high-dimensional projection capacity since the representations generated by the first reservoir will be projected into a state space with the same dimension of the first one.
Apart from above-mentioned ESN-based hierarchy, some work tries to take advantage of a random-static-projection technique, the Extreme Learning Machine (ELM) [24] , to augment the nonlinearity in reservoirs. One such model is the ϕ-ESN [25] , which is a two-layer model adding a static feed-forward layer of ELM to a reservoir. The main idea is to use the ELM to increase the dimensionality over that of the reservoir, in order to increase separability. The other is R 2 SP [26] , [27] which is very similar to the ϕ-ESN, adding two ELMs to encode inputs and reservoir states respectively. Their results showed that employing some static feed-forward networks as intermediate layers will obtain more nonlinear computational power in the reservoir.
As mentioned before, directly stacking several reservoirs is not sufficient to built a efficient hierarchical ESN-based model. On one hand, it is well known that the most important property of ESN is the high-dimensional projection capacity of reservoir. If connecting several same size reservoirs together as [22] and [23] did, usually only a small advantage is obtained over one layer, and the MESM model did not appear to gain anything beyond two layers. On the other hand, due to the reservoir usually being a big randomly sparsely connected RNN, when the input data are expressed as echo-state representations by the reservoir, some of the representations tend to be redundant. This is called the collinearity problem of ESNs [6] , [7] . Therefore, in a hierarchical ESN, encoding the high-dimensional echo-state representations of the previous reservoir to proper low-dimensional data is vital for playing a role of projection in the next reservoir. Furthermore, although [22] explored the time-scale hierarchical differentiation among layers by providing input data to every intermediate layer, most existing hierarchical ESN-based models fail to fuse multiple time-scale features at the last layer.
To address these problems, this paper proposes a novel achieves better performances on well-known chaotic dynamical system tasks and some real world time series. The rest of this paper is organized as follows. In Section II, we introduce typical ESN architecture and its properties and related hyper-parameters. In Section III, we describe the details of the proposed Deep-ESN and then we conduct stability and computational complexity analysis. After that, we report our experimental results in Section IV. We also give the structure analysis, collinearity analysis, and dynamic analysis of Deep-ESN. Finally, we give the discussion and conclusions in Section V.
II. ECHO STATE NETWORK

A. ESN Architecture
Echo state network is a recurrent neural network consisting of three basic components: an input layer, a large recurrent layer (called the reservoir) with fixed sparse hidden-to-hidden connections and an output layer. The general architecture of an ESN is illustrated in Fig.1 .
Let D, N and L denote the numbers of neurons in the input layer, the reservoir and the output layer. The weights of input- to-reservoir and reservoir-to-reservoir are collected by an Nby-D matrix W in and an N -by-N matrix W res . The weights from input-to-output and reservoir-to-output are cascaded into a single L-by-(D + N ) matrix W out . Among these, W in is randomly initialized from a uniform distribution [−1, 1], and W res is defined in (4) . They are fixed during the training stage, and only W out needs to be adapted. An ESN is trained by supervised learning. Two steps are involved. The first one is to map D-dimensional inputs u into a high-dimensional reservoir state space, driving the reservoir to obtain the echo states x. The other step is to learn the output matrix W out by simple regression techniques. Here we introduce an ESN with leaky-integrator neurons proposed by Jaeger [28] , which is also adopted by [23] , [22] . The mathematical formulations for the entire system are as follows:
where u, x and y denote the inputs, the reservoir states and the outputs, respectively. f (·) is the non-linear activation function in reservoir (usually tanh(·)) and f out is the activation function in output (usually identity(·)). t denotes the time step. γ in (2) denotes the leak rate which is used for integrating the states of the previous time step with the current time step.
There are three main characteristics that distinguish an ESN from other RNNs:
1) ESN adopts a random high-dimensional projection method to capture the dynamics of the inputs, which has a similar function to that of the kernel in kernel-based learning methods [1] ; 2) The reservoir is the core of whole system, which consists of large number (typically 100-1000D) of sparsely connected neurons, and none of the weights in the reservoir are trained.
3) The output signals are the linear combinations of the echo states of the reservoir, and simple linear regression algorithms can compute the linear readout layer weights. Therefore, compared with other RNNs, training an ESN is both simple and fast. Moreover, it does not get stuck in local minima, which endows it with high computational capabilities for modeling underlying dynamical system of time series.
B. Hyperparameters and Initializations
The important hyperparameters used for initializing an ESN are IS -the input scaling, SR -the spectral radius, α -the sparsity and the aforementioned leak rate γ.
1) IS is used for the initialization of the matrix W in : the elements of W in obey the uniform distribution of -IS to IS. 2) SR is the spectral radius of W res , given by
where λ max (W) is the largest eigenvalue of matrix W and the elements of W are generated randomly from [−0.5, 0.5]. To satisfy the Echo State Property (ESP) [10] , [29] , SR should be set smaller than 1. This is a necessary condition of ESN stability. The ESP will be discussed in more detail later. 3) α denotes the proportion of non-zero elements in W res . We set α to 0.1. In short, ESNs have a very simple training procedure, and due to the high-dimensional projection and highly sparse connectivity of neurons in the reservoir, it has abundant nonlinear echo states and short-term memory, which are very useful for modeling dynamical systems. However, a single ESN can not deal with input signals that require complex hierarchical processing and it cannot explicitly support multiple time scales. In the next section, we will propose a novel deep reservoir computing framework to resolve this issue.
III. DEEP ECHO STATE NETWORK
In this section, the details of the proposed Deep-ESN will be described, as well as the related analysis of stability and computational complexity.
Although the main idea of hierarchical ESN-based models is to capture multiscale dynamics of time series by constructing a deep architecture, there are three main features of our Deep-ESN that contrast with previous approaches: Fig. 2 . Architecture of the proposed Deep-ESN with K reservoirs and (K − 1) encoders. The direct connections from inputs to output layer and the feature links from each encoder to output layer will be cascaded and connected into the output neurons.
A. Deep-ESN Framework
The architecture of the Deep-ESN is illustrated in Fig.2 . Its hidden layers consist of K reservoirs and (K − 1) encoders. To avoid confusion, we define this Deep-ESN as a K-layer 
at each time step t. Activations (updated states) in i-th layer reservoir and j-th layer encoder are denoted as x enc (t) respectively, where i = 1, . . . , K, j = 1, . . . , K − 1 and t = 1, . . . , T . Further, We use W in(i) to collect the input weights of i-th reservoir, W res(i) to collect the recurrent weights and W enc(j) to collect the input weights of j-th encoder. Matrix W out has all the weights of the direct connections, the output weights from the last reservoir and the weights of feature links. In this way, the formulation details of our proposed Deep-ESN can be presented as follows.
For the i-th reservoir (i = 1, . . . , K), its high-dimensional states can be obtained by
where x in (t + 1) = u(t + 1). When i is greater than one, we have x
enc (t), which means the inputs of i-th reservoir are the output of the (i − 1)-th encoder. For simplicity, we use an operator F i to denote the high-dimensional projection (5) and the update step (6). That is x (i)
Given the states of the previous reservoir, we can use an unsupervised dimension reduction technique T to encode them and produce encoded features. Thus, the encoding procedure of the j-th encoder (j = 1, . . . , K − 1) can be formulated as
Further, we can instantiate T in (8) as
where f enc (·) is the activation function of the encoder. When f enc (·) is the identity function, T is a linear dimensionality reduction technique. The choices of T will be introduced later.
According to above description, we can obtain the state representations of the last reservoir by
where H j = T j • F j and the symbol • denotes a composition operator. Unlike the traditional ESNs, the Deep-ESN incorporates additional middle-layer encoded features into the last output layer. Outputs of the Deep-ESN at time t+ 1 can be computed by
where M(t + 1) is:
where A is the echo states of the last reservoir, B is the inputs along with direct connections, and C is the multiscale representations along with the feature links. Rewriting (11) in matrix form, we have:
where
Additionally, if the teacher signals matrix is defined as
, we have the squared error loss of the whole system:
which is still a simple regression problem on the parameters W out . Since time series present a high-dimensional form (T is too large), this problem always is over-determined and we adopt ridge-regression with Tikhonov regularization [30] 
where β is a small regularization term (here fixed to 10 −5 ).
B. Choices of Encoders
To retain the computational advantages of RC, the encoder T should have low learning cost. Three dimensionality reduction (DR) techniques are used.
1) Principal Component Analysis (PCA) is a popular DR statistical method. PCA adopts an orthogonal base transformation to project the observations into a linearly uncorrelated low-dimensional representation where the selected orthogonal bases are called principal components. In mathematical terms, PCA attempts to find a linear mapping W ∈ R D×M (M < D) that maximizes the following optimization problem:
where S x = XX T is the covariance matrix of zero-mean inputs X ∈ R D×N . I M is the M ×M identity matrix. D and M are the original and reduced dimension of X respectively. The optimal W can be provided by eigenvectors corresponding to the m largest eigenvalues of the covariance matrix S x . While standard PCA is dominated by the eigenvalue decomposition, and so is O(
where N is the number of data points, M is the number of leading eigenvectors required, and L is the number of iterations to converge, which is usually quite small (usually 2-5), and therefore the complexity can be [33] , [34] is a recent DR tool based on Extreme Learning Machine (ELM), which is used for simplifying the training of traditional autoencoders. The main idea is to obtain the hidden random features H ∈ R M ×N by using random weights
where X ∈ R D×N is the inputs and g denotes the activation function. Then the dimension reduction mappings W ∈ R D×M can be solved by optimizing the following problems:
where λ is the regularization coefficient. This problem is a simple regression problem and can be solved by the pseudoinverse technique, same as (15) . Finally, the reduced data H enc can be represented by H enc = (W ) T X. The computational complexity of (19) is O(DM N ).
3) Random Projection (RP) is a kind of Monte Carlo method which constructs Lipschitz mappings [35] to preserve the local separation of high-dimensional data with a high probability [36] . Different RP methods can be realized by various random matrices [37] . In Deep-ESN, we select the random matrix W ∈ R D×M designed by Achlioptas [38] . The elements w ij of W are given by this distribution:
, with probability 1/6, 0, with probability 2/3, (20) −1, with probability 1/6.
Compared with PCA and ELM-AE, RP has much lower computational expense with O(DM ), where D and M are the original and reduced dimension of X, respectively.
C. Heuristic Optimization of Hyperparameters
Reasonable setting of the hyperparameters is vital to building a high performance RC network. There are three commonly used strategies: direct method (based on user's experience), grid search and heuristic optimization. The former two strategies are used for general single-reservoir ESNs, but they are unsuitable for Deep-ESNs due to its larger parameter space. Thus, we adopt heuristic optimization to set hyperparameters. The genetic algorithm (GA) is a commonlyused heuristic technique to generate high-quality solutions to optimization and search problems [39] . The GA works on a population of candidate solutions. First, the fitness of every individual in the population is evaluated in each iteration (called a "generation"), where the fitness is the value of the objective function. The more fit individuals are stochastically selected from the current population and used to form a new generation by three biologically-inspired operators: mutation, crossover and selection. Finally, the algorithm terminates when a maximum number of generations or a satisfactory fitness level is reached.
In our Deep-ESN, we view the cascaded hyper-parameter vector of IS, SR and γ of each reservoir as an individual, and the search space is constrained to the interval [0, 1]. Additionally, we use the prediction error of the system as the fitness value of individual (the smaller loss, the higher fitness). We set a population size to 40 individuals and evaluate 80 generations. In all the experiments that follow, we use the training set to optimize the hyperparameters, with the fitness measured on the validation set.
D. Echo State Property in Deep-ESN
The Echo State Property (ESP) is very important to ESNs, as it determines the stability and convergence of the whole system. In [10] , Jaeger gave a formal definition of the ESP:
Definition 1 (Echo-state property [10] ): Assuming the standard compactness conditions (that is inputs u(t) and states x(t) come from a compact set U −∞ and X −∞ respectively) are satisfied. Moreover, assume the given ESN has no output feedback connections. Then the ESN can produce echo states (or has the ESP) if every echo-state x(t) is uniquely determined by every left-infinite input u −∞ ∈ U −∞ . According to Definition.1, we can see that nearby echo states have more similar input histories, which means that past information will be gradually washed out and the recent inputs and states are remembered. This is the so-called "fading memory" or "short-term memory". With this capacity, ESNs can accurately model the underlying dynamical characteristics of time series.
To ensure the stability of ESNs, Jaeger [10] also provided a sufficient condition for global asymptotic stability:
Theorem 1 (Global asymptotic condition [10] ): Let an ESN have fixed internal weight matrix W res and the activation function in the reservoir is f (·) = tanh(·), which satisfies the Lipschitz condition f (x 1 ) − f (x 2 ) ≤ x 1 − x 2 for any x 1 , x 2 ∈ R. Let x(t) and x(t) be two distinct echo states at time t. If the largest singular value of the internal weight matrix σ(W res ) < 1, the ESN will have the echo-state property, i.e. , lim t→∞ x(t) − x(t) → 0 for all right-infinite inputs u +∞ ∈ U +∞ . Unlike the aforementioned necessary condition of stability (SR < 1), the sufficient condition (σ(W res ) < 1) provides more restrictive theoretical support for global asymptotic stability.
In the following, we formally introduce the analysis of global asymptotic stability for our Deep-ESN. For convenience, we consider leaky unit reservoir neurons, consistent with Jaeger's work [10] .
Theorem 2 (Stability condition for Deep-ESN): Assume a Deep-ESN with K reservoirs has fixed high-dimensional projection matrices W in(i) , internal matrix W res(i) of each reservoir and the learned encoding matrix W enc(j) where W
2 both are bounded, i = 1, . . . , K and j = 1, . . . , K − 1. Let the activation function in reservoir is f (·) = tanh(·), which satisfies the Lipschitz condition
for any x 1 , x 2 ∈ R, and the encoders are linear for convenience. Moreover, we use x res (t) to denote distinct echo states in i-th reservoir at time t. And then, if the largest singular value of internal weight matrix of each reservoir all satisfy the condition σ(W res(i) ) < 1, we say that the Deep-ESN will has the echo-state property, e.g., lim t→∞ x (i)
res (t) → 0 for i ∈ 1, . . . , K and all right-infinite inputs u +∞ ∈ U +∞ . Proof: First, we consider the asymptotic condition in the first reservoir. At the time t + 1, the input u(t + 1) is projected by W in (1) . For two distinct echo states (x res (t)) at previous time t, we have their difference at the current time as follows: 
From the result of (25) , lim t→∞ ∆x (1) res (t + 1) → 0 is satisfied for all right-infinite inputs u +∞ ∈ U +∞ when σ(W res(1) ) < 1. This result is consistent with that of a singlereservoir ESN.
For the following reservoirs (i > 1), we have
In the result of (33), the term ∆x res (t + 1) → 0 by induction if it satisfies the condition σ(W res(i ) ) < 1 for all i ∈ {1, . . . , i}. In this situation, when t → ∞, the first term in (33) will wash out with its factor σ(W res(i ) ) < 1 and ∆x
E. Computational Complexity
Although Deep-ESN is a deep neural model of reservoir computing, there are not large additional costs in the whole learning process. In this section, we analyze the computational complexity of Deep-ESN.
Assuming a Deep-ESN has K reservoirs and K − 1 PCAbased encoders, where sizes of the reservoirs are all fixed by N , and the reduced dimensionality is M (M < N ). Given Tlength D-dimensional input sequences (assume the washout length of each reservoir T washout to be zero), we can analyze the computational complexity of Deep-ESN as follows.
For the high-dimensional projection (5) and the update step (6) in i-th reservoir, its complexity can be computed by
where α is very small (usually fixed by 0.01).
The complexity of encoding j-th states with PCA [32] mentioned before can be computed by
After updating the echo states at all the time stamps and all the layers, we can collect the last reservoir states, inputs and all the middle-layer-encoded features into the M where its size is (N + (K − 1)M + D) × T with full row rank. In this way, the complexity of solving the regression problem in (15) can be computed by
Since reservoir usually is a much larger hidden layer compared with inputs and encoders, we can assume that N M and N D. And then, we have P ≈ N . In this way, C regression
. Thus in total, the computational complexity of Deep-ESN can be formulated by
It is seen that, with efficient unsupervised encoders (e.g., PCA), the computational complexity of Deep-ESN is O(T N 2 ). This is the training complexity of Deep-ESN, and the run-time complexity is much smaller.
A single-reservoir ESN's computational complexity can be given by
Therefore, Deep-ESN can realize equivalent computational performance to a single-reservoir ESN, which means that Deep-ESN remains the high computational efficiency of traditional reservoir computing networks.
IV. EXPERIMENTS
In this section, we provide a comprehensive experimental analysis of our proposed Deep-ESN on two chaotic systems and two real world time series. Specifically, these time series are 1) the Mackey-Glass system (MGS); 2) NARMA system; 3) the monthly sunspot series and 4) a daily minimumtemperature series. Fig. 3 shows examples of these time series. Qualitatively, we see that the NARMA dataset and the daily minimum-temperature series present strong nonlinearity, the monthly sunspot series presents nonlinearity at its peaks, and the MGS chaotic series is relatively smooth.
To evaluate the effectiveness of proposed Deep-ESN, we compare with four baseline models, including a singlereservoir ESN with leaky neurons [28] , the aforementioned two-layer ESN variants: ϕ-ESN [25] , R 2 SP [26] , and the most recent hierarchical ESN-based model called multilayered echo-state machine (MESM) [23] . In fact, MESM can be viewed as a simplified variant of the Deep-ESN without encoders. Since the core of our work is exploring and analyzing the effectiveness of hierarchical schema, we ignore other variants of ESNs, for example, the Simple Cycle Reservoir (SCR) [40] with a circular topology reservoir, and the support vector echo state machine (SVESM) [41] which optimizes the output weights with an SVM. It is worth noting that these single-reservoir variants (SCR, SVESM) can be viewed as a module and integrated into our Deep-ESN framework.
We also compare the performance among Deep-ESNs with various encoders (PCA, ELM-AE, RP). Furthermore, in these comparisons, we conduct experiments on Deep-ESNs with or without feature links to evaluate the impact of fusing multiscale dynamics to the outputs. The performance of all methods are evaluated by three widely used metrics: the root mean squared error (RMSE), the normalized root mean squared error (NRMSE) and the mean absolute percentage error (MAPE). They are used by most of ESN-based methods and can be formulated as follows.
where y(t) denotes t-th observation from T -length target signals y = [y(1), y(2), . . . , y(T )]. y denotes the mean of T observation points from y.ŷ(t) denotes t-th observation output of the forecasting process. Note that the metric MAPE can not be used for evaluating the time series involving zero values (the denominator should not be zero), so we modify it by adding a small number, e.g., adding 0.1 to the sunspot time series and the predicted results before computing their MAPE. For these three metrics, smaller values mean better performance.
In the following simulations, we adopt the metric RMSE to direct the GA-based hyperparameter optimization (hyperparameters: IS, SR and γ). Although the baseline systems did not use the GA to choose their hyperparameters in the original work, here we use the GA to optimize all baselines to ensure fairness of comparison. For the MESM and DeepESNs, we report the best result among their variants with different number of layers (reservoirs) from 2 to 8 and different size of encoders from 10 to 300 by intervals of 10 (N.B., a 2 layer Deep-ESN has two reservoirs and one encoder layer, while MESM only has two directly connected reservoirs). We use cross-validation to determine the optimal layer number and the encoder size. From our experiments, we find the DeepESNs with larger sizes of reservoirs have better performances. For simplicity, the sizes of reservoirs are fixed to 300. We will discuss the effects of the reservoir size in Section IV-E. More details of the parameters settings are given in Table I . 
A. Mackey-Glass System
The Mackey-Glass System (MGS) is a classical time series for evaluating the performance of dynamical system identification methods [2] , [10] . In discrete time, the Mackey-Glass delay differential equation can be formulated by
where the parameters δ, a, b, n usually are set to 0.1, 0.2, -0.1, 10. When τ > 16.8, the system becomes chaotic, and in most previous work, τ is set to 17. Thus, we also let τ be 17 in this task. In detail, we generate a 10000-length time series from Equation (46) by the fourth-order Runge-Kutta method. We split these 10000 points into three parts with length T train = 6400, T validate = 1600 and T test = 2000.
To avoid the influence of initial states, we discard a certain number of initial steps, T washout = 100 for each reservoir. The task is to predict the input 84 time steps ahead. Thus, all of the methods are required to learn the mapping from the current input u(t) to the target output y(t), where y(t) = u(t+84). For each model, we conduct ten simulations independently and record their the average result and standard deviation.
The detailed results are presented in Table II . As seen in the Table, all of the Deep-ESN models (with feature links) outperform the baselines by about an order of magnitude. Among all of the baseline systems, ϕ-ESN [25] is the best. MESM reaches its best result with 7 reservoirs.
For the case of Deep-ESN with different encoders, the PCA variant outperforms the ELM-AE and RP encoders in this task, a result that will be reprised in every experiment. We also found that the depth of the network has a significant effect on the Deep-ESN performance. We tried up to 8 layers, and performance improved as we added layers. Further analysis of the effects of depth on network performance is in Section IV-E.
In all models, removing the feature links reduces performance. Again, this will be a theme that will be repeated in the remaining experiments. This demonstrates that incorporating the feature links are a crucial part of the design of the Deep-ESN, as they provide multiscale information to the output layer, compared to networks where the output only depends on the dynamics of the last reservoir. 
B. Tenth-Order NARMA System
NARMA is short for nonlinear autoregressive moving average system, a highly nonlinear system incorporating memory. The tenth-order NARMA depends on outputs and inputs 9 time steps back, so it is considered difficult to identify. The tenth-order NARMA system can be described by
where u(t) is a random input at time step t, drawn from a uniform distribution over [0, 0.5]. The output signal y(t) is initialized by zeros for the first ten steps (t = 1, 2, . . . , 10).
In this task, we generate a NARMA time series with total length T total = 4000 and split it into three parts with length T train = 2560, T validate = 640 and T test = 800, respectively. The washout length is also set to be 30 for each reservoir in all algorithms. We conduct one-step-ahead prediction of the tenth-order NARMA time series. The averaged results of 10 independent simulations are presented in Table III . Again, all Deep-ESN models outperform the baselines, and the PCA encoder version is best. Again, the results of the Deep-ESNs with feature links outperform the ones without these links. MESM is the best among the baselines. We note that, compared with the results on the Mackey-Glass system, the hierarchical methods (MESM and Deep-ESNs) with the best performance tend to use fewer layers on the NARMA task. Fig.4 (b) illustrates the prediction curve and absolute error curve of the 4-layer Deep-ESN with PCA on the 10th-order NARMA time series. In this case, errors are visible in the plot due to some strong nonlinear changes, which are mirrored in the error plot.
C. Monthly Sunspot Series Forecasting
Sunspot number is a dynamic manifestation of the strong magnetic field in the Sun's outer regions. It has been found that the sunspot number has a very close statistical relationship with solar activity [42] . Due to the complexity of the underlying solar activity and the high nonlinearity of the sunspot series, forecasting and analyzing these series is a challenging task, and is commonly used to evaluate the capability of timeseries prediction models [43] , [44] . An open source 13-month smoothed monthly sunspot series is provided by the world data center SILSO [45] . We use the data from July, 1749 to November, 2016 in our forecasting experiment. There are a total of 3209 sample points. Since the last 11 points are still provisional and are subject to possible revision, we remove these points and use the remaining 3198 observations. We split the data into three parts with length T train = 2046, T validate = 512 and T test = 640, respectively. The washout length T washout for each reservoir is set to 30.
In this task, one-step-ahead prediction of sunspot time series is conducted ten times independently. The average results and standard deviations are reported in Table IV . We can see that in this real world time series, our proposed Deep-ESNs also outperform the baselines. Under the metrics RMSE and NRMSE, the 3-layer Deep-ESN with PCA achieves the best performance. In an exception to previous results, here the Deep-ESN with ELM-AE presents the best result with MAPE. The feature links improve performance over not having feature links.
For the absolute error plot in Fig.4 (c) , we see that the predicted results are in accord with the target signals on the whole, with occasional error spikes on a minority of time points, e.g., at around 370 and 470 time steps.
D. Daily Minimum Temperatures Prediction
Daily minimum temperatures in Melbourne, Australia is our second real world time series dataset, recorded from January 1, 1981 to December 31, 1990 [46] . There are a total of 3650 sample points (T total = 3650). We let T train = 2336, T validate = 584 and T test = 730, respectively. The washout length T washout for each reservoir is set to 30. Since this real world time series shows strong nonlinearity, we smooth it with a 5-step sliding window. The smoothed data can be seen in Fig.3 .
We perform one-step-ahead prediction on the daily minimum temperatures. The results are listed in Table V . As with our previous observations, the Deep-ESN with PCA gives the best results (with two-layer structure on this task). MESM also performs well and is better than ESN, ϕ-ESN and R 2 SP with its two-layer reservoirs. Here, the feature links do not make much of a difference, suggesting that the time series is not multiscale. Fig.4 (d) shows the predicted results and absolute errors plots of the test data. From these plots, we can see that the error signals show drastic oscillations due to the strong nonlinearity of the target time series, reflecting the high complexity of this dynamical system. Over these four experiments, the Mackey-Glass 84-stepahead prediction task needs the deepest structure (8 reservoirs), while one-step-ahead prediction of the daily minimum temperature series required shallower networks (2 reservoirs). We believe that this reflects the four time series have different multiscale structures. Furthermore, it is interesting to note that the feature links have much larger effects in deeper models (e.g. Deep-ESN with 8 reservoirs) than in shallower ones, which suggests that the time series with shallower models are not multiscale. Based on these informal observations, we provide a more detailed analysis of the effects of network structure in the next section.
E. Analysis of Network Structure
In this section, we exam the effects of various structure parameters on the performance of 8-layer Deep-ESNs.
First, we examine the effects of the size N of the reservoir on the 84-step-ahead prediction of MGS time series. In this experiment, we used an 8-layer Deep-ESN with PCA. As illustrated in Fig.5 (a) , we fix the size of each encoder at 30 and increase the size of all the reservoirs from 100 to 1000. We can see that enlarging reservoirs generally improves the overall performance. This observation shows that the size of reservoir plays an important role in Deep-ESN. Deep-ESN with PCA has relatively better performance than the ones with ELM-AE or RP.
Second, we look at the effects of encoder dimensionality in Figure 5(b) . We fix the size of all reservoirs at 300, and increase the encoder dimension from 20 to 300 by intervals of 40. As seen in Figure 5(b) , the dimensionality of the encoders also affects the performance of Deep-ESNs to some extent. If the encoder dimension is too small, it will lose too much information from the previous reservoir. Generally, a Deep-ESN with larger encoders performs better than one with smaller ones, with diminishing returns after about 60 dimensions for this problem. The effect persists with a flat slope, and we suspect this effect is due to the orthogonalization of the variables. If we increase the dimensionality of the encoder to match the reservoir (300D), it is interest to see that Deep-ESNs with PCA or RP still have good performances, while the performances of Deep-ESNs with ELM-AE continue to get rapidly worse when the encoder size is larger than 180. Therefore, it is better to use smaller size for ELM-AE.
Third, in order to evaluate the effect of depth in the networks, we varied the number of layers in Figure 6 . We compared a Deep-ESN with PCA and MESM on the 84-stepahead prediction on the Mackey-Glass system, and one-stepahead prediction of a tenth-order NARMA. The sizes of the reservoirs in all models were fixed at 300. The size of the encoder in the Deep-ESN is 30 and 200 on Mackey-Glass and NARMA, respectively.
As shown in Figure 6 , we see that the effects of depth differ on these two tasks. In the Mackey-Glass prediction task, networks with more layers have much better performance, while in the NARMA task, the networks with only 2∼4 layers perform well. This observation is consistent with the results in our previous nonlinear real world experiments (see Table IV and V). On the other hand, comparisons between Deep-ESN and MESM in Figure 6 also demonstrate the effectiveness of our proposed model. Fourth, we investigate the effects of feature links when we vary the depth of Deep-ESNs. There are two contrast trends in Mackey-Glass (Figure 7 (a) ) and NARMA (Figure 7 (b) ). In the former task, networks with/without feature links both have much better performance with more layers, while in the latter task, the networks without feature links only perform well with 2∼4 layers. On the other hand, when the networks are shallow, there are not much performance differences between Deep-ESN with feature links and the ones without feature links. In other words, the deeper the network is, the more useful the feature links are.
Last, we explore a general schema to further deepen our Deep-ESN (adding more layers to depth 19). Since the number of hyper-parameters (IS, SR and γ) become unwieldy for these many layers, we first optimize a 3-layer network (Deep-ESN with PCA and MESM, each reservoir is fixed to be 300), and then directly copy the hyperparameters of the 2nd and 3rd reservoir into the 2j th and 2(j + 1) th reservoirs, where j ∈ Z + . In this way, we can deepen our Deep-ESN without a high optimization cost. The settings of the first three layers (including other fixed parameters) are listed in Table VI . The performance of the networks with depth from 3 to 19 are shown in Figure 8 .
As seen in Figure 8 , it appears that this way of directly adding layers, by copying hyperparameters, is feasible in our Deep-ESN (blue line), and improves performance. The Deep-ESN obtains the best performance at 17 layers. Moreover, we also consider a shallower model Deep-ESN with only 3-layers (red line), where we do not add any more layers, but instead enlarge its last reservoir with the same number of learned output weights (numbers in the brackets) as the Deep-ESN with the corresponding depth. Compared with this model (red line), the Deep-ESN outperforms it with more and more layers added. It also verifies the Deep-ESN is better than shallow models with the same scale of learned weights. For the MESM (green line), we see that this method of deepening it has a sweet spot at 11 layers, but performance worsens after that. In general, the Deep-ESN is a better and more efficient hierarchical choice.
F. Collinearity Analysis
The high-dimensional projection afforded by the echostate reservoir is an important feature of reservoir computing. Through this process, a reservoir network can produce abundant echo states in a high-dimensional space, enhancing the separability of samples, and allowing the outputs to be obtained by a simple linear combination of these variables. However, solving this regression problem has a collinearity issue due to redundant echo states and variables (components) in those echo states. Redundant states lead to the inability to make different predictions when the states are similar, while redundant components waste predictor variables. It is better for the echo states to have as many independent contributions as possible. Our Deep-ESN added unsupervised encoders (PCA, ELM-AE or RP) to the reservoirs. With these encoders, the model can extract uncorrelated subspace representations of echo states so as to reduce the redundancy of each reservoir. In this section, we visualize the effects of these encoders on the collinearity problem.
Here, we use the condition number to describe the redundancy in a (sub)system. The condition number is the standard measure of ill-conditioning in a matrix [47] . Given a regression problem Ax = b, where x ∈ R n , b ∈ R n , and A ∈ R m×n , we have condition number of matrix A defined by
where σ max (A) and σ min (A) are maximal and minimal singular values of A respectively. For our Deep-ESN, we compute the condition number of the echo-state collected matrix X For the MESM, we only compute its condition number of X (i)
res . The results of collinearity analysis on three 8-layer Deep-ESNs with different encoders and an 8-layer MESM are shown in Fig.9 .
As seen in Fig.9 , for all the methods, the largest redundancy occurs in the first reservoir. With the multiple state transitions in its hierarchical direction, MESM does not reduce redundancy any further after two layers. A high condition number in MESM lowers the accuracy of the linear regression. Compared with MESM, our Deep-ESN works well with its encoders. We can see that the higher the layer, the redundancy on reservoirs will be less, especially with PCA, although this flattens out after E2 or E3. In fact, after R4, the condition number appears to increase for ELM and RP, which suggests why the PCA encoder is more effective.
Note that the condition number oscillates between encoder and reservoir layers, because PCA automatically reduces the condition number due to the orthogonalization of the data. On the other hand, we also see that the high-dimensional projection results in abundant but redundant features, which demonstrates the tradeoff between the high-dimensional projection and the hierarchical construction of reservoir computing. The high-dimensional projection is a major feature of reservoir computing. If we hope to retain this projection capacity in a hierarchical framework of reservoir computing, the size of the higher reservoir will have to increase, and its redundancy will be more serious. The PCA layer holds this in check, preventing the network from becoming overly redundant. In this way, we believe that the method of alternating projection and encoding scheme in our Deep-ESN is an effective strategy to construct a hierarchical reservoir computing framework.
G. Visualization of Multiscale Dynamics
Visualizing multiscale dynamics is one of most intuitive and effective ways to understand the internal mechanism of a given hierarchical system [13] . In this section, we construct an experiment similar to the work of [13] to visualize the multiscale dynamics of our proposed Deep-ESN with various encoders and that of the MESM. We generate a Mackey-Glass time series S with the length of 300. We then perturb S by adding a noise value to the time series at time step 200, which is denoted as S . We then drive the same hierarchical ESNbased model with S and S , and then measure the Euclidean distance between the echo states generated by S and S. Formally, we measure the difference between x (b4) Fig. 11 . Visualization of the multiscale dynamics in MESM and Deep-ESNs with PCA on four datasets: the Mackey-Glass, NARMA, the monthly sunspot series and the daily minimum-temperature series.
step t, which we denote as x (i) (t). In this way, we see how long the perturbation affects each layer, as a measure of the "memory span" of the network.
We consider an 8-layer Deep-ESN and an 8-layer MESM with the hyperparameters that were used in Section IV-A. As a reference model, we also plot the dynamics of a single-layer ESN. The visualization results of the multiscale dynamics are plotted in Figure 10 (here we only plot 80 of the last 100 time steps for clarity). In these plots, the red line denotes the singlelayer reference ESN, and blue lines to denote the perturbation effects at each layer. Darker colors correspond to deeper layers. In Figure 10 (a), the multiscale dynamics of a 8-layer MESM are observed. We can see from this plot that the timescales differences among layers are quite small and are almost dominated by the first reservoir, although there is a small, persistent memory. Therefore, directly stacking reservoirs of equal size has dynamics very similar to a shallow ESN (red line). This is unlikely to produce significant multiscale behaviors in the hierarchy. Figure10(a) , the Deep-ESN produces greater and more persistent multiscale dynamics. The Deep-ESN has short time-scales in the more shallow layers, and the deeper layers show longer memory. In particular, the last reservoir has the longest time-scale. These results verify that the proposed hierarchical framework generates rich multiscale dynamic behaviors and is very suitable for modeling time series. Similar to the Deep-ESN with PCA in Figure 10(b) , the ELM-AE based Deep-ESN also performs multiscale dynamics in Figure10(c). Interestingly, in the case of random projection (RP) in Figure 10(d) , the distances in some subsequent layers are even larger than that in the first layer. The random projections may be enlarging the added noise in the corresponding encoder layers.
Furthermore, we explore the difference of multiscale structures between four time series data: Mackey-Glass, NARMA, Sunspots, and Temperature in Figure 11 . We use DeepESNs with optimal depth according to the results in previous sections. Similar to Figure 10 , we add noise value to each time series and see how long the perturbation affects each layer. From Figure 11 , we can see Mackey-Glass have a more multiscale structure than the other three time series. Although there are time-scales differences among layers in Deep-ESN for the other three time series, shallower Deep-ESN can capture dynamics in these datasets than in Mackey-Glass. Especially, for the Sunspots and Temperature time series, Deep-ESNs with 3 layers and 2 layers respectively can have good performances as shown in previous sections. Therefore, it is important to choose proper hierarchy of Deep-ESN for time series with various multiscale structures. Again, MESM does not show significant time-scales differences among layers no matter the time series are multiscale or not.
V. DISCUSSION AND CONCLUSIONS
Hierarchical multiscale structures naturally exist in many temporal data, a phenomenon that is difficult to capture by a conventional ESN. To overcome this limitation, we propose a novel hierarchical reservoir computing framework called Deep-ESNs. Instead of directly stacking reservoirs, we combine the randomly-generated reservoirs with unsupervised encoders, retaining the high-dimensional projection capacity as well as the efficient learning of reservoir computing. Through this multiple projection-encoding system, we not only alleviate the collinearity problem in ESNs, but we also capture the multiscale dynamics in each layer. The feature links in our Deep-ESN provides multiscale information fusion, which improves the ability of the network to fit the time series.
We also presented a derivation of the stability condition and the computational complexity of our Deep-ESN. The results show that our Deep-ESN with efficient unsupervised encoders (e.g., PCA) can be as efficiently learned as a shallow ESN, retaining the major computational advantages of traditional reservoir-computing networks.
In the experiments, we demonstrated empirically that our Deep-ESNs outperform other baselines, including other approaches to multiscale ESNs, on four time series (two chaotic systems and two real-world time series). Furthermore, we found that increasing the size of the reservoirs generally improved performance, while increasing the size of the encoder layer showed smaller improvements. We also showed that increasing the depth of the network could either help or hurt performance, depending on the problem. This demonstrates that it is important to set the network structure parameters using cross-validation.
We also evaluated how the model overcomes the collinearity problem by measuring the condition numbers of the generated representations at different layers of the network. We found that using the encoders controlled this redundancy, especially in the case of PCA. On the other hand, simply stacking reservoirs as in MESM [23] leads to higher condition numbers overall. This suggests that the encoders are a vital part of the design of the system, and one of their main effects is to control the collinearity in deeper reservoirs.
Finally, we investigated the multiscale dynamics in our models by using a perturbation analysis. We found that all of our models demonstrated long-term memory for the perturbation, which was most evident in the final layer. The MESM seemed to never quite recover from the perturbation, with very small but persistent effects. We also found the four time series we used have different multiscale structures. Thus, the different hierarchies of Deep-ESNs can deal with various multiscale dynamics.
Reservoir computing is an efficient method to construct recurrent networks that model dynamical systems. This is in stark contrast to deep learning systems, which require extensive training. The former pursues conciseness and effectiveness, but the latter focuses on the capacity to learn abstract, complex features in the service of the task. Thus, there is a gap between the merits and weaknesses of these two approaches, and a potentially fruitful future direction is to discover a way to bridge these two models, and achieve a balance between the efficiency of one and the feature learning of the other. Our Deep-ESN is a first step towards bridging this gap between reservoir computing and deep learning.
