This brief paper: (1) Discusses strategies to generate random test cases that can be used to extensively test any Linear Distance Program (LDP) software. (2) Gives three numerical examples of input cases generated by this strategy that cause problems in the Lawson and Hanson LDP module. (3) Proposes, as a standard matter of acceptable implementation procedures, that (unless it is done internally in the software itself, but, in general, this seems to be much rarer than one would expect) all users should test the returned output from any LDP module for self-consistency since it incurs only a small amount of added computational overhead and it is not hard to do.
Introduction
Given some m × n matrix G and m-vector h, the Linear Distance Programming (LDP) problem consists of finding the n-vector X of minimum norm that satisfies the following system of inequality constraints (when a solution exists):
GX ≥ h .
Here the phrase "X is of minimum norm" means that |X| is to be minimized, subject to the set of constraints given by (1) and provided that these constraints are consistent. A properly implemented LDP algorithm must thus:
1. find the X of minimum norm, when the system of constrains given by (1) is consistent or 2. return a flag indicating that the set of constraints given by (1) is inconsistent and thus that no solution exists.
The very well known and extensively utilized Lawson and Hanson software module "Subroutine LDP" is an implementation of this LDP problem [1, 2] . The distributions of the Lawson and Hanson algorithm(s) are generally in Fortran and can be ported from the web site netlib at: http://netlib.org/lawson-hanson/all . These distributions are also available at numerous other web sites such as http://netlib.bell-labs.com/lawson-hanson/index.html . When the inequality constraints are determined to be consistent, the Lawson and Hanson module LDP sets the flag MODE to 1 and returns a solution vector X. Alternatively, if the constraints are determined to be inconsistent, the Lawson and Hanson module LDP sets the flag MODE to 4 indicating that there is no solution. The prime concern here is the relatively rare occurrence of a MODE = 1 return with an associated solution vector X that fails to satisfy the set of constraints (1) . Although these problem cases seem to be associated with issues in handling significant digits, the erroneous returned solutions may, in fact, produce numerically sizeable violations of the specified inequality constraints.
These types of problem examples were uncovered using a strategy of systematically generating copious numbers of random cases. This general strategy is outlined in Section 2 and three specific numerical examples generated by this strategy that cause problems and have small values of m and n are given in Section 3 and then discussed in Section 4.
Although the Lawson and Hanson software LDP module [1, 2] is of primary interest here, the general checkout strategies and recommendations apply to other LDP implementations as well. In particular similar testing was performed on the NSWC Mathematics Library Subroutine LSEI [3] , which can be used to handle LDP problems. This testing revealed that LSEI was also prone to yield a MODE = 1 return under rare circumstances when the set of constraints (1) was inconsistent; however, the properties of the G matrices that caused problems appeared to be different for LSEI and LDP. In this regard, the remark at the bottom of page 393 of [3] may be relevant and is worth repeating here:
1. "LSEI may perform poorly if the norms of the rows of A and E differ by many orders of magnitude, or if the norms of the rows of E are exceedingly small."
Given that problems were found for the only two LDP algorithms tested and because it is clearly easy to do and entails only a small added computational burden, as a matter of course, it is recommended that users of any LDP software module should automatically check the constraint condition (1) of all returned solutions when the software module indicates that there is one.
Random Case Generation Strategy
One significant point is that random cases that are guaranteed to satisfy some inequality constraint or other can be generated systematically. First, consider the set of inequality constraints that results for the choice h = 0:
Clearly, in this case, X = 0 is always the solution to the LDP problem since |X| = 0. It is easy to generalize this solution. Towards that end consider the set of conditions
where X 0 is some (randomly) chosen vector. Clearly (3) always specifies a set of consistent constraints since X = X 0 is always a valid solution to the constraint conditions. Some other choice of X with |X| < |X 0 | may exist so X = X 0 may not be the actual solution to the LDP problem, but at least a solution is guaranteed.
Thus, for any randomly chosen vales of m and n, if G is a randomly generated m × n matrix and X 0 is a randomly generated n-vector, then provided the n-component h vector is computed by
a consistent solution to (1) always exists. This whole procedure can be carried one step further to obtain a more general set of self-consistent equations of the form (1). Let A be a general (i.e., randomly generated) l × m matrix and B be an arbritrary invertible (i.e., also possibly randomly generated) n × n matrix. Then (3) yields the following form
which can be rewritten as
where
Here the solution X ′ is related to X by X ′ = B −1 X and the inclusion of B here allows for additional freedom in the choice of X since it helps to de-link the solution vector from X 0 .
By generating a random l, m, and n and then appropriate random matrices A, B and G, along with a random vector X 0 , it is easy to test out any LDP algorithm for the case of self-consistent constraints using (7). Notice that in practice it is easy to generate a non-singular B matrix with random elements: Simply generate completely random B matrices and then test the result to see if |B| = 0 and then simply regenerate the B matrix if it is. (Appropriate scaling factors, as well as other minor implementation issues are obvious from the examples in Section 2.)
Observe that since the existence of a solution in the above derivation was predicated on the existence of equalities [i.e., the ≥ and not = in, say (1) or (7)], the region where the constraints are consistent may consist of only a single point and thus (due to round-off or other factors) the LDP algorithms may potentially experience some problems in finding and testing for this one point. One way to enlarge this interior feasibility region is to replace (1) by GX ≥h ,
whereh = h− C, for some constant or random vector C, all of whose components are positive. It is also easy to modify the above random case generation strategy so that inconsistent constraints are produced. One strategy, for example, is to simply replaceh in (8) byh = h + D for some random vector D with sufficiently large components.
Numerical Examples of Randomly Generated Problem Cases
Three numerical examples of inconsistent inequality constraints are given below. When the input for each of these cases is used in the Lawson and Hanson Fortran Subroutine LDP implemented on a SUN workstation using double precision, a MODE = 1 return results and a candidate solution vector is returned, whereas there should be a MODE = 4 return indicating that no solution exists. Specific problem cases are by nature somewhat finicky and difficult to replicate and may not cause similar problems on other computer systemsthey are, in fact, highly dependent on the number of internal significant digits used for the inputs, as well as in the internal computations themselves. (SUN architecture reuses the mantissa when going from single to double precision so there are generally 16 or so significant digits of internal representation rather than the 14 or so one might normally expect.) This, however, does not mean that the problem is tied to only SUN systems or that they are more common on SUN systems; rather, it means that different specific cases will cause problems on different systems. Given this state of affairs, the reader may well not be able to use the input cases below to generate inconsistent returns from Subroutine LDP and may thus have to use the strategies outlined above to generate such cases randomly. [Generally, A and B can be taken to be identity matrices, but a certain number of columns of the random G should be zero and since (for what might be typical reasonable parameter settings designed to generate such cases and an associated well-chosen random test case generation methodology) the incidences of such problem cases might usually be only approximately one in a thousand or so, probably at least 50,000 or so cases of various types and with parameter settings should normally be generated.] In passing, it is worth noting that the problems addressed here are not tied specifically to Fortran: a C programming language version of the Lawson and Hanson LDP algorithm was also tested and displayed the same problems. Finally, before considering the examples, two observations are in order. First, notice that the Lawson and Hanson in-line function "DIFF" is used in their LDP implementation to help prevent internal significant digit masking, but this, in itself, does not appear to resolve the problems indicated here. Second, when these same inputs are used with a type quad internal Fortran version (which corresponds to approximately 32 internal digits of representation), then they all yield MODE = 4 returns, but it seems clear that simply going to a type quad implementation will not solve the problem (although it will lessen the incidence of it)-it will only make counter-examples harder to find.
Although the cases m >> n >> 0 are the ones that generate the most problem cases, for simplicity only three cases with m = 4 and n = 2 are considered. 
For these cases, direct numerical testing shows that the problems seem to be in the Subroutine LDP itself and not in the other subroutines it calls. More specifically, using Lawson and Hanson's notation [1, 2] , except for the use of bold face type for vectors and matrices, from the returns supplied to Subroutine LDP from Subroutine NNLS (which LDP calls), the basic vectors and matrices E, r, p andx can be determined. {Specifically, see equations (23.28) through (23.34) in [1] or [2] .} Using these computed quantities it easy to show that due to round-off and/or masking the basic assumptions in proving the validity of the LDP algorithm do not hold; For example, that some of the components of the p vector are negative. For these specific inputs all of these inconsistencies go away when type quad variables are used, but as indicated above, one would expect to be able to find similar cases when a full set of type quad random cases (one tricky part here appears to be finding a full-up type quad random number generator). Finally, with regards to type quad Fortran implementations, it is perhaps worth noting that there is a SUN f 77 compiler option that automatically converts from type double to type quad.
