Abstract Constraint integer programming (CIP) is a novel paradigm which integrates constraint programming (CP), mixed integer programming (MIP), and satisfiability (SAT) modeling and solving techniques. In this paper we discuss the software framework and solver SCIP (Solving Constraint Integer Programs), which is free for academic and non-commercial use and can be downloaded in source code. This paper gives an overview of the main design concepts of SCIP and how it can be used to solve constraint integer programs. To illustrate the performance and flexibility of SCIP, we apply it to two different problem classes. First, we consider mixed integer programming and show by computational experiments that SCIP is almost competitive to specialized commercial MIP solvers, even though SCIP supports the more general constraint integer programming paradigm. We develop new ingredients that improve current MIP solving technology. As a second application, we employ SCIP to solve chip design verification problems as they arise in the logic design of integrated circuits. This application goes far beyond traditional MIP solving, as it includes several highly non-linear constraints, which can be handled nicely within the constraint integer programming framework. We show anecdotally how the different solving techniques from MIP, CP, and SAT work together inside SCIP to deal with such constraint classes. Finally, experimental results show that our approach outperforms current state-of-the-art techniques for proving the validity of properties on circuits containing arithmetic.
Introduction
SCIP is a software framework for constraint integer programming (CIP), a novel paradigm that integrates constraint programming (CP), mixed integer programming (MIP), and satisfiability (SAT) modeling and solving techniques. SCIP is freely available in source code for academic and non-commercial use and can be downloaded from [102] .
Constraint integer programming is a generalization of MIP that allows for inclusion of arbitrary constraints that get reduced to linear constraints on continuous variables after all integer variables have been fixed. CIPs can be treated by a combination of techniques used to solve CPs, MIPs, and SAT problems: propagating the variables' domains by constraint specific algorithms, solving a linear programming (LP) relaxation of the problem, strengthening the LP by cutting plane separation, and analyzing infeasible subproblems to infer useful global knowledge about the problem instance.
The idea of combining modeling and solving techniques from CP and MIP is not new. Several authors showed that an integrated approach can help to solve optimization problems that were intractable with either of the two methods alone (see for instance, [33, 60, 95] ). Other approaches to integrate general constraint and mixed integer programming into a single framework have been proposed in the literature as well, for example [10, 17, 32, 58] .
Our approach differs from the existing work in the level of integration. SCIP combines the CP, SAT, and MIP techniques on a very low level. In particular, all involved algorithms operate on a single search tree, which enables close interaction amongst these techniques. For example, MIP components can base their heuristic decisions on statistics that have been gathered by CP algorithms or vice versa, and both can use the dual information provided by the LP relaxation of the current subproblem. Furthermore, the SAT-like conflict analysis evaluates both the deductions discovered by CP techniques and the information obtained through the LP relaxation. This paper is based on the dissertation of the author [2] and is organized as follows. Section 2 introduces the concept of constraint integer programming and shows that SAT, CP, and MIP are special cases of CIP. Section 3 provides an overview of the main design concepts of SCIP. Then, the paper illustrates the use of SCIP on two different problem classes.
We describe mixed integer programming as the first application of CIP in Sect. 4. On our test set, SCIP 1.1 is only 1.87 times slower than Cplex 10.2 [59] , even though Cplex is a specialized commercial MIP solver and SCIP supports the more general constraint integer programming model. This performance is achieved by carefully implementing methods used for solving MIPs as described in the literature and by introducing new algorithms that improve the current state-of-the-art. The most important improvements are reviewed in this section and their effects are assessed by computational experiments. Then we compare the performance of SCIP with that of Cplex and CBC [49] .
As a second application, Sect. 5 shows how to employ SCIP to solve chip design verification problems as they arise in the logic design of integrated circuits. Although this problem class features a sizeable kernel of linear constraints that can be efficiently treated by MIP techniques, it also contains few non-linear constraints that are difficult to handle by MIP solvers. In this setting, the CIP approach is very effective: it can apply the sophisticated MIP machinery to the linear part of the problem, while it is still able to deal with the non-linear constraints outside the MIP kernel by employing constraint programming techniques. By giving examples of some of the chip verification specific plugins that are used on top of SCIP, we illustrate how such non-linear problems can be solved by using SCIP as a CIP framework. Experimental results show that our approach outperforms current state-of-the-art techniques for proving the validity of properties on circuits containing arithmetics.
The constraint integer programming paradigm is a step to extend the horizon of classical mathematical programming. The modular design of SCIP and the availability of the source code make it an ideal platform for further research in this direction. In addition, its good performance enables computational research and algorithm development in the area of mathematical programming to also consider interactions between new methods and existing state-of-the-art MIP components, which is essential for the further algorithmic advancement in MIP solving technology. It has to be noted that the latter can also be achieved by employing CBC [49] of the Coin-OR [38] project, which achieves a similar MIP solving performance as SCIP.
Apart from mixed integer programming and the chip design verification problem covered in this paper, SCIP has already been used in various other projects like branch-and-cut [63, 87, 90] and branch-and-price [37, 86] applications, general MIP research [64, 66] , and other problem specific algorithms [11, 29, 31, 44] . A very interesting topic was studied by Armbruster et al. [14] [15] [16] , who used SCIP to combine LP and semidefinite relaxations to solve the minimum graph bisection problem within the branch-and-cut framework. Additionally, SCIP is also being used for teaching computational optimization, see Achterberg, Grötschel, and Koch [6] .
Constraint integer programming
Most solvers for constraint programs, satisfiability problems, and mixed integer programs share the idea of dividing the problem into smaller subproblems and implicitly enumerating all potential solutions. They differ, however, in the way of processing the subproblems.
Because MIP is a very specific case of CP, MIP solvers can apply sophisticated problem specific algorithms that operate on the subproblem as a whole. In particular, they usually employ the simplex algorithm invented by Dantzig [41] to solve the LP relaxations and cutting plane separators like the Gomory cut separator [56] .
In contrast, due to the unrestricted definition of CPs, CP solvers cannot take such a global perspective. They rely on constraint propagators, each of them exploiting the structure of a single constraint class. Usually, the only interaction between the individual constraints takes place via the variables' domains. An advantage of CP is, however, the possibility to model the given problem more directly, using very expressive constraints which contain a great deal of structure. Transforming such constraints into linear inequalities can conceal their structure from an MIP solver. Therefore, this restricts the solver's ability to draw valuable conclusions about the instance or to make the right decisions during the search.
SAT is also a very specific case of CP with only one type of constraints, namely Boolean clauses. Since the canonical LP relaxation of SAT is rather useless (if each clause has at least two literals, one can always satisfy the relaxation by setting all variables to 0.5), SAT solvers mainly exploit the special problem structure to speed up the domain propagation algorithm and to employ highly effective data structures.
The motivation behind combining CP, SAT, and MIP techniques is to combine their advantages and to compensate for their individual weaknesses. We propose the following slight restriction of a CP to specify our integrated approach [2, 4] :
. . , n} of the variable index set, and an objective function vector c ∈ R n . A CIP has to fulfill the following condition:
with C := N \I , A ∈ R k×C , and b ∈ R k for some k ∈ Z ≥0 .
Restriction (1) ensures that the subproblem obtained after fixing the integer variables is always a linear program. This means that for the case of finite domain integer variables, the problem can-in principle-be solved by enumerating all values of the integer variables and solving the corresponding LPs. Note that this does not forbid non-linear expressions. Only the remaining part after fixing (and thus eliminating) the integer variables must be linear in the continuous variables.
The linearity restriction of the objective function can be avoided easily by introducing an auxiliary objective variable z that is linked to the actual non-linear objective function with a non-linear constraint z = f (x). We just demand a linear objective function in order to simplify the derivation of the LP relaxation: Definition 2.2 (LP relaxation of a CIP) Given a constraint integer program (C, I, c), a linear program
Using the above objective function transformation, every CP that meets Condition (1) can be represented as constraint integer program. In particular, we can observe the following [ 
SCIP design concepts
Clearly, in order to solve CIPs a new solver design is needed. In the following we explain the approach that we used for SCIP.
SCIP employs a branch-and-bound approach, which is used in all three areas, MIP, CP, and SAT. This is complemented by LP relaxations and cutting plane separators as they can be found in MIP, by constraint specific domain propagation algorithms as in CP and SAT, and by conflict analysis as in modern SAT solvers.
Branch-and-bound. The problem instance is successively divided into subproblems, usually by splitting the domain of a variable into two disjoint parts (branching), see Fig. 1 . The dissection of a subproblem ends if it is infeasible, an optimal solution for the subproblem can be identified, or if it can be proven that no better solution than the currently best known solution can be contained in the subproblem (bounding). Most branching schemes found in the literature split a problem into two subproblems, usually by a disjunction on the domain of a single variable. However, SCIP also supports branching with a larger number of subproblems and branching on constraints.
LP relaxation. The LP relaxation of an MIP is obtained by dropping the integrality restrictions of the variables. It can be solved efficiently and provides a dual bound on the objective value which can be used for the bounding step in branch-and-bound. For a CIP, we use an LP relaxation that arises as the intersection of linear relaxations of the individual constraints in the problem instance. Note, however, that in SCIP the LP relaxation does not need to be solved at every node of the search tree. It can even be turned off completely, which turns SCIP into a pure constraint programming solver.
Cutting plane separation. After having solved the LP relaxation of a subproblem, it is possible to exploit the integrality restrictions in order to tighten the relaxation and thereby improve the bound obtained. This is achieved by adding linear inequalities that are valid for all integer feasible solutions of the problem but violated by the current LP solution, see Fig. 2 . This approach of tightening a relaxation of a general problem, ideally until the convex hull of all feasible solutions has been obtained, can be seen as an extension to the approach of Crowder, Johnson, and Padberg [39] .
In addition to linear cutting planes, in SCIP, it is also possible to tighten the subproblem formulation with general constraints. For example, Armbruster [14] extracts additional valid non-linear constraints during the solving of a semidefinite programming (SDP) relaxation to tighten the SDP relaxation of the current subproblem and its descendants.
Domain propagation.
After having tightened a variable's domain in the branching step of branch-and-bound, domain propagation infers additional domain reductions on the variables by inspecting the individual constraints and the current domains of the involved variables. Figure 3 illustrates domain propagation on the example of the well-known alldiff constraint, which demands that all variables of the constraint take pairwise different values.
Conflict analysis. Infeasible subproblems are analyzed to identify the reason of the infeasibility and to extract additional valid constraints. These can be applied later during the search to prune the search tree and to improve the subproblems' relaxations.
The core of SCIP is a framework that provides the infrastructure to implement very adjustable branch-and-bound based search algorithms with special support for LP relaxations. In addition to the infrastructure, SCIP includes a large library of default algorithms to control the search. These main algorithms are part of external plugins, which are user defined callback objects that interact with the framework through a very detailed interface. The different plugin types are described in Sect. 3.1. The infrastructure provided by the framework for communication and data sharing between the plugins is explained in Sect. 3.3. Finally, Sect. 3.4 discusses the advantages and limitations of this plugin approach.
User plugins
In the following, we describe the various types of user plugins that can enrich the basic CIP framework and explain their role in the solution process. As the constraint handlers are the most important plugin types, they are discussed in detail, while the other plugin types are only covered very briefly.
Constraint handlers
The main structure of CIPs is determined by constraints. Hence, the central objects of SCIP are constraint handlers. Each constraint handler represents the semantics of a single class of constraints and provides algorithms to handle constraints of the corresponding type.
The primary task of a constraint handler is to check the feasibility of a given solution with respect to all constraints of its type existing in the problem instance. This feasibility test suffices to turn SCIP into an algorithm which correctly solves CIPs with constraints of the supported type, at least if no continuous variables are involved. However, because the constraint handler would then behave like a feasibility oracle without providing additional information about the problem structure, the resulting procedure would be a complete enumeration of all potential solutions.
To improve the performance of the solution process, constraint handlers may provide additional algorithms and information about their constraints to the framework, namely
• presolving methods to simplify the constraint representation, • propagation methods to tighten the variables' domains, • a linear relaxation, which can be generated in advance or on the fly, that strengthens the LP relaxation of the problem, and • branching decisions to split the problem into smaller subproblems, using structural knowledge of the constraints in order to generate a small search tree.
Example 3.1 (Knapsack constraint handler) A binary knapsack constraint is a specialization of a linear constraint
with non-negative integral right hand side β ∈ Z ≥0 , non-negative integral coefficients a j ∈ Z ≥0 , and binary variables x j ∈ {0, 1}, j ∈ N . The knapsack constraint handler is available in the SCIP distribution at src/scip/cons_knapsack.c. The feasibility test of the knapsack constraint handler is very simple: for each knapsack constraint it only adds up the coefficients a j of variables x j set to 1 in the given solution and compares the result with the right hand side β. Presolving algorithms for knapsack constraints include modifying the coefficients and right hand side in order to tighten the LP relaxation, and fixing variables with a j > β to 0, see Savelsbergh [93] and Achterberg [2] for details.
The propagation method fixes additional variables to 0, that would not fit into the knapsack together with the variables that are already fixed to 1 in the current subproblem.
The linear relaxation of the knapsack constraint initially consists of the knapsack inequality (2) itself. Additional cutting planes like lifted cover cuts (see, for example, [21, 23] or [80] ) or GUB cover cuts (see Wolsey [98] ) are dynamically generated to enrich the knapsack's relaxation and to cut off the current LP solution. 
x uv ∈ {0, 1} for all uv ∈ E.
Formally, this model consists of |V | degree constraints (3), one nosubtour constraint (4), and |E| integrality constraints (5) . The nosubtour constraint is a nonlinear constraint which is defined as
This constraint must be supported by a constraint handler, which for a given integral solution x ∈ {0, 1} E checks whether the corresponding set of edges contains a subtour C. The linear relaxation of the nosubtour constraint consists of exponentially many subtour elimination inequalities uv∈E (S) x uv ≤ |S| − 1 for all S ⊂ V with 2 ≤ |S| ≤| V | − 2, with E(S) = {uv ∈ E | u, v ∈ S}, which can be separated and added on demand to the LP relaxation. Additionally, the constraint handler could separate various other classes of valid inequalities for the traveling salesman problem that can be found in the literature, see Applegate et al. [13] and the references therein. The SCIP distribution contains a nosubtour constraint handler as C++ example at examples/TSP/src/ConshdlrNosubtour.cpp.
Variable pricers
Several optimization problems are modeled with a huge number of variables, e.g., with each path in a graph or each subset of a given set corresponding to a single variable. In this case, the full set of variables cannot be generated in advance. Instead, the variables are added dynamically to the problem whenever they may improve the current solution. In mixed integer programming, this technique is called column generation. SCIP supports dynamic variable creation by variable pricers. They are called during the subproblem processing and have to generate additional variables that reduce the lower bound of the subproblem. If they operate on the LP relaxation, they would usually calculate the reduced costs of the not yet existing variables with a problem specific algorithm and add some or all of the variables with negative reduced costs. Note that since variable pricers are part of the model, they are always problem class specific. Therefore, SCIP does not contain any "default" variable pricers.
Presolvers
In addition to the constraint based (primal) presolving mechanisms provided by the individual constraint handlers, additional presolving algorithms can be applied with the help of presolvers, which interact with the whole set of constraints. They may, for example, perform dual presolving reductions which take the objective function into account.
A particular example of such a presolver is the probing [93] plugin, which is located at src/scip/presol_probing.c in the SCIP distribution. Probing is a very time-consuming preprocessing technique which consists of successively fixing each binary variable to zero and one and evaluating the corresponding subproblems by domain propagation techniques. The analysis of the two subproblems can identify variable fixings, aggregations, tightened bounds, and valid implications between variables. The latter are stored in an implication graph and exploited during the solution process, e.g., in other preprocessing algorithms or in the branching variable selection.
Note that the domain propagation itself is conducted by calling the domain propagation methods of the constraint handlers. In this way, the probing plugin can exploit the structure of the constraints without having explicit knowledge about their semantics.
Cut separators
In SCIP, we distinguish between two different types of cutting planes. The first type are the constraint based cutting planes, that are valid inequalities or even facets of the polyhedron described by a single constraint or a subset of the constraints of a single constraint class. They are generated by the constraint handlers of the corresponding constraint types. Prominent examples are the different types of knapsack cuts that are generated in the knapsack constraint handler, see Example 3.1, or the cuts for the traveling salesman problem like subtour elimination and comb inequalities which can be separated by the nosubtour constraint handler, see Example 3.2.
The second type of cutting planes are general purpose cuts, which use the current LP relaxation and the integrality restrictions to generate valid inequalities. Generating those cuts is the task of cut separators. Examples are Gomory fractional and Gomory mixed integer cuts (Gomory [56] ), complemented mixed integer rounding cuts (Marchand and Wolsey [76] ), and strong Chvátal-Gomory cuts (Letchford and Lodi [68] ). See Wolter [99] for a detailed discussion of cutting plane separators in SCIP.
Primal heuristics
Feasible solutions can be found in two different ways during the traversal of the branching tree. On one hand, the solution of a node's relaxation may turn out to be feasible with respect to all of the constraints including integrality restrictions. On the other hand, feasible solutions can be discovered by primal heuristics, which are called periodically during the search.
SCIP provides specific infrastructure for diving and probing heuristics. Diving heuristics iteratively resolve the LP after making a few changes to the current subproblem, usually aiming at driving the fractional values of integer variables to integrality. Probing heuristics are even more sophisticated. Besides solving LP relaxations, they may call the domain propagation algorithms of the constraint handlers after applying changes to the variables' domains, and they can undo these changes using backtracking.
Other heuristics without special support in SCIP include local search heuristics like tabu search [54] , rounding heuristics which try to round the current fractional LP solution to a feasible integral solution, and improvement heuristics like local branching [48] or RINS [40] , which try to generate improved solutions by inspecting one or more of the feasible solutions that have already been found. See Berthold [26] for a detailed discussion of primal heuristics in SCIP.
Other plugin types
Other types of plugins that can be added to SCIP are as follows.
Domain propagators complement the constraint based domain propagation of the constraint handlers by dual propagations, i.e., propagations that can be applied due to the objective function and the currently best known primal solution.
If none of the constraint handlers performed a "structure exploiting" dissection of the search space (like, for example, the Ryan-Foster branching rule for set partitioning constraints [91] ), the branching rules are called to split the problem into two or more subproblems, usually by applying a dichotomy on an integer variable with fractional value in the solution of the current LP relaxation. The well-known most infeasible, pseudocost, reliability, and strong branching rules are examples of this type (see Achterberg, Martin, and Koch [7] ).
Node selectors decide which of the leaves in the current branching tree is selected as the next subproblem to be processed. This choice can have a large impact on the solver's performance, because it influences the finding of feasible solutions and the development of the global dual bound. Common examples for node selection are depth first, best first, and best estimate search.
In addition to the native support of the LP relaxation, it is also possible to include other relaxations, e.g., Lagrange relaxations or semidefinite relaxations. This is possible through relaxation handler plugins. The relaxation handler manages the necessary data structures and calls the relaxation solver to generate dual bounds and primal solution candidates.
Event handlers process events that are generated by SCIP, for example, if a bound of a variable has been changed. Usually, a constraint handler closely interacts with an event handler in order to improve its own runtime performance.
Conflict handlers take care of conflict sets that are produced by the conflict analysis and turn them into constraints. File readers parse input data (like .mps, .lp, or Zimpl [65] files) and produce a CIP model. Dialog handlers can be used to introduce additional dialog options in SCIP's interactive shell. Display columns allow for user generated output in the columns of the node log. The output of SCIP is passed through message handlers, which easily allows for redirection or suppression of output. Figure 4 sketches the solution process as it is performed in SCIP. After the user has specified his problem instance in terms of variables and constraints, the presolver plugins and the presolving methods of the constraint handlers are called to simplify the problem instance. Then, the actual search commences by creating the root node of the search tree and by selecting the root as the first node to be processed. Primal heuristics are called at various places in the solving loop, and each heuristic plugin can specify when it should be called. For example, heuristics like farthest insert for the TSP that do not depend on an LP solution can be called before the LP relaxation has been solved. Very fast heuristics like rounding are best to be called inside the cutting plane loop, whereas more time consuming heuristics like diving should only be called once at the end of the node processing cycle.
Solution process
After a node has been selected and applicable heuristics have been called, domain propagation is applied by calling the domain propagation plugins and the domain propagation methods of the constraint handlers. If specified in the parameter settings, The LP solving loop consists of an inner pricing loop in which the pricer plugins produce additional variables, and an outer cutting plane loop in which the cut separators and the cut callbacks of the constraint handlers add cutting planes to the LP relaxation. Cutting plane separators, in particular reduced cost fixing, can tighten the bounds of the variables, which triggers another call to the domain propagators in order to infer further domain reductions.
Eventually, no more improvements of the relaxation can be found and the constraint enforcement is executed. If the relaxation of the current node became infeasible during the process, the node can be pruned and another node is selected from the search tree for processing. Otherwise, the constraint handlers have to check the final solution of the relaxation for feasibility. If the solution is feasible for all constraints, a new incumbent has been found and the node can be pruned. Otherwise, the constraint handlers have the options to add further cutting planes or domain reductions, or to conduct a branching. In particular, if there are integer variables with fractional LP value, the integrality constraint handler calls the branching rule plugins to split the problem into subproblems. Finally, a new unprocessed node is selected from the search tree by the current node selector plugin and the process is iterated. If no unprocessed node is left, the algorithm terminates.
After processing a node, there is also the option to trigger a restart, which is an idea originating from the SAT community. Restarting means to exploit collected knowledge like incumbents, cutting planes, and variable fixings in a subsequent repeated presolving step and to restart the tree search from scratch. Our experiments with SCIP indicate that in the MIP context, restarts should only be applied at the root node, and only if a certain fraction of the variables have been fixed while processing the root node. This is in contrast to SAT solvers, which usually perform periodic restarts throughout the whole solution process.
Infrastructure
SCIP provides all necessary infrastructure to implement branch-and-bound based algorithms to solve CIPs. It manages the branching tree along with all subproblem data, automatically updates the LP relaxations, and handles all necessary transformations due to the preprocessing problem modifications. Additionally, a cut pool, pricing and separation storage management, and a SAT-like conflict analysis mechanism are available. Figure 5 gives a rough sketch of the different components of SCIP and how they interact with each other and with the external plugins. The problem information is represented in three different parts of the diagram. Initially, the user states the CIP instance as original problem. The constraint handler and presolver plugins generate the transformed problem, which is an equivalent but usually more compact and smaller formulation of the problem instance. Feasible solutions for the instance-i.e., value assignments for the variables such that all constraints are satisfied-are stored in the solution pool. Optionally, an implication graph and a clique table can be associated to the transformed problem.
The third representation of the problem instance is only a partial representation, namely the LP relaxation. It is populated via intermediate storage components, the pricing storage and the separation storage. Additionally, the cut pool can store valid inequalities that can be added on demand to the LP through the separation storage. The branching tree and conflict analysis components operate on both representations, the CIP model of the transformed problem and the LP relaxation. The user plugins can access all of the components, although the LP relaxation can only be modified through the pricing and separation storages.
The infrastructure depicted above provides a communication interface between the plugins. Most notably, the plugins can communicate through the variables' bounds and the LP relaxation, which, together with the integrality information of the variables, form an MIP relaxation of the actual constraint integer program. Because this MIP relaxation is managed by the framework and accessible via interface methods, it can be used by problem-independent plugins even though they do not know the structure of the underlying CIP. Consequently, if the MIP relaxation is a good approximation of the CIP model at hand, standard MIP plugins like primal heuristics or cutting plane separators that are already available in SCIP can be effectively used to improve the CIP solution process.
Advantages and limitations of plugin approach
The plugin concept of SCIP facilitates the implementation of self-contained solver components that can be employed by a user to solve his particular constraint integer programming model. For example, if some user implemented a constraint handler for a certain class of constraints, he could make this plugin publicly available in order to enable all other SCIP users to use such constraints in their CIP models. Since all MIP specific components that come with the SCIP distribution are implemented as plugins, more general CIP applications can immediately benefit from these components.
Such a modular code design has the consequence that all communication between the plugins has to pass through a unified interface defined by the framework. In SCIP, this communication interface is mainly based on the MIP relaxation of the CIP, see Sect. 3.3. The actual semantics of the various (potentially non-linear) constraints in the model is hidden from all plugins except the responsible constraint handler.
An important aspect of this information hiding is the loss of the dual view, i.e., the column-based representation of the problem. By looking at the columns of the constraint system Ax ≤ b, a typical MIP solver knows exactly how the feasibility of the constraints is affected if the value of a particular variable changes. Such data is, for instance, used for dual presolving reductions like the identification of parallel and dominated columns and for symmetry detection.
Therefore, SCIP suffers from some handicaps when compared to specialized MIP solvers. To attenuate this drawback, SCIP demands from the constraint handlers to provide a limited amount of dual information to the framework, namely the number of constraints that may block the increase or decrease of each variable. This information suffices to enable the most important dual presolving operations like dual fixing and dual bound reduction and helps to guide primal heuristics and branching, see Achterberg [2] .
Additionally, the constraint handler approach itself yields some remedy for the issues that arise from decomposing the problem formulation into individual constraints. Other branch-and-cut frameworks like Abacus [94] treat each individual constraint as an isolated object. In contrast, a constraint handler in SCIP, which manages all constraints of a certain type, can still perform operations on multiple constraints. In particular, if the limited dual information reveal that some variables are contained only in a single class of constraints, then the corresponding constraint handler can apply dual presolving methods on these variables. Some dual methods are incorporated into the linear constraint handler. Others, like symmetry detection and parallel column aggregation are still under development. Another drawback of the plugin approach of SCIP is its memory footprint and poor locality. An MIP solver can store the whole problem matrix A in a single memory block. In contrast, the CIP problem data in SCIP is stored locally in the constraint handlers, which means that the data are distributed across the memory address range. This usually leads to a degradation in the cache usage of the CPU and consequently to a performance loss. Additionally, since SCIP manages an MIP relaxation of the problem and additionally employs a black-box LP solver as sub-algorithm to manage the LP relaxation, most of the problem data is copied several times. This yields a significant increase in the memory consumption. Moreover, treating the LP solver as a black box and passing information through an interface layer abandons the opportunity for runtime improvements, namely to take certain short cuts and to exploit integrality during the LP solves.
Technical remarks
SCIP is implemented in C and is being developed at the Zuse Institute Berlin (ZIB) since 2001. It is the successor of the mixed integer programming solver SIP of Alexander Martin [79] and adopts several ideas and algorithms of its predecessor. It was implemented from scratch in order to obtain a much more flexible design and to support the constraint integer programming paradigm. Roughly 18% of the lines in the source code are comments, and the code contains 16 446 assertions, which amounts to 20% of the total number of code statements. As to the author's knowledge, this constitutes a fairly large amount of comments and assertions compared to other software projects. The hope is that this helps for using and understanding the code, and to ease further development and maintenance of the software.
SCIP compiles and runs on various architectures and compilers, including Linux, Windows, SunOS, MacOS, and AIX. It supports both 32 and 64 bit platforms. The default plugins allow to read in various data formats, such as the MIP .mps and .lp formats, the SAT .cnf format and the pseudo-Boolean .opb format. Most notably, it also has a direct interface to Zimpl [65] in order to parse .zpl files without having to generate intermediate .lp or .mps files. SCIP includes a Doxygen documentation, which can be generated from the source code or accessed at [102] .
Advances in mixed integer programming
Integer programming and mixed integer programming emerged in the late 1950's and early 1960's when researchers realized that the ability to solve mixed integer programming models would have great impact for practical applications (see [42, 77] ).
A mixed integer program is defined as
with A ∈ R m×n , b ∈ R m , c ∈ R n , and a subset I ⊆ N = {1, . . . , n}. Today's most successful solvers apply the branch-and-cut algorithm, which is a combination of LP based branch-and-bound and cutting plane separation. SCIP takes the same approach and contains many of the ingredients found in the literature. In this section, we focus on the new methods that have been developed in [2] and which improve the MIP performance of SCIP. Improving the MIP solving technology within SCIP is particularly interesting, because it immediately enables more involved applications like branch-and-cut or general CIP solving to benefit from the advancements.
Branching
Since branching is in the core of any branch-and-bound algorithm, finding good strategies was important to practical MIP solving right from the beginning, see [25, 81] . For a comprehensive study of branch-and-bound strategies we refer to [51, 67, 72] and the references therein. SCIP implements multiple branching rules from the literature, namely most infeasible branching, pseudocost branching, strong branching, hybrid strong/pseudocost branching, and pseudocost branching with strong branching initialization, see [2, 7] for details. SIP and its successor SCIP employ a new technique called reliability branching [7] , which is a generalization of pseudocost branching with strong branching initialization. Additionally, SCIP features an inference branching rule, which is described in the following. Classical MIP branching rules like pseudocost branching, strong branching, and their hybrid variants mentioned above base the branching decision on the change in the objective value of the relaxation. In a constraint satisfaction problem or in a SAT, however, there is no objective function, and these rules do not make sense. One idea, which is employed in the SAT solver SatZ [69, 70] , is to evaluate the branching decisions in a strong branching fashion, but instead of looking at the objective value change one considers the number of additional domain reductions that are triggered by the branching. In contrast, the inference branching rule of SCIP keeps track of the domain reductions in a history similar to the pseudo costs. Then, it selects a variable with largest estimated number of deductions. The hybrid reliability/inference branching rule combines the selection criteria of reliability branching and inference branching, and augments this with the so-called variable state independent decaying sum rule as it is used in SAT solvers based on conflict analysis [84] , see [2] for details. Table 2 shows the test sets that we used for evaluating the MIP components of SCIP. The benchmarks have been conducted with SCIP 0.90f on a 3.8 GHz Intel P4 with 1 MB cache, using a time limit of 3,600 s. Further details on the instance selection and the testing methodology can be found in [2] .
A summary of computational results for various branching rules is given in Table 3 . As one can see, our new hybrid reliability/inference branching rule gives an overall speed-up of 8% compared to the previous state-of-the-art pseudocost branching with strong branching initialization, 2 ranging from a deterioration of 5% on the fc test set to an improvement of 55% on the alu instances. The 8% speedup is the result of a 27% reduction in the number of branching nodes. Note that in this regard the full strong branching and strong branching rules are the most efficient schemes, but this node reduction cannot compensate for the amount of work that they spent on each branching decision. The values denote the percental changes in the shifted geometric mean of the runtime compared to the default hybrid reliability/inference branching rule. Positive values represent a deterioration, negative values an improvement. The "total" line gives a weighted mean over all test sets. For reasons of comparison, we also include the "nodes total", which shows the percental changes in the number of branching nodes over all test sets
As it turns out, we can achieve an even larger improvement by altering the score function to combine the estimated impact q 
with µ ∈ [0, 1] being a parameter. Bénichou et al. [25] and Beale [24] propose to use µ = 0, while Gauthier and Ribière [53] employ µ = 1 2 . However, as can be seen in Table 4 , the best value for µ in SCIP is located between 0 and 1 2 , which is also reported by Linderoth and Savelsbergh [72] . They found µ = 1 3 to be a good value, while for SCIP a value of µ = 1 6 is superior. Nevertheless, none of the weighted sum score functions is able to reach the performance of the product score function
which is, as to the author's knowledge, a new idea that has not been proposed previously. Using the product score function improves the overall MIP performance of SCIP by 14%.
Cutting planes
SCIP separates knapsack cover cuts [39] , complemented mixed integer rounding cuts [75] , Gomory mixed integer cuts [22, 55] , strong Chvátal-Gomory cuts [68] , Table 4 Performance effect of different branching score functions for solving MIP instances
The values denote the percental changes in the shifted geometric mean of the runtime compared to the default product score function (6) . Positive values represent a deterioration, negative values an improvement. The "total" line gives a weighted mean over all test sets. For reasons of comparison, we also include the "nodes total", which shows the percental changes in the number of branching nodes over all test sets flow cover cuts [88, 97] , implied bound cuts [93] , and clique cuts [62, 93] . In the default settings, SCIP only separates cuts at the root node. For implementation details, see [2, 99] . In addition to implementations of the mentioned cutting plane separators, SCIP features a newly developed ingredient, namely a cut selection algorithm based on efficacy, orthogonality, and objective parallelism. The first two concepts have already been used in [12] for cut selection, but only within a single cutting plane class. In contrast, SCIP performs a cut selection among the generated cutting planes of all cut separators.
Given the current solutionx of the LP relaxation, the idea of the cut selection is that we want to add cuts r : In an initial step, the cut selection algorithm calculates the efficacy e r and objective parallelism p r for each cutting plane candidate r , and assumes a perfect minimal orthogonality o r = 1 to obtain an initial score s r := w e e r + w p p r + w o o r with w e = 1, w p = 0.1, and w o = 1 being the default settings for the weights of the addends. Then, it successively adds a cut r of maximal score s r to the LP and updates the orthogonality o r := min{o r , o rr } and score s r for each of the remaining cut candidates r . In addition, cuts with too small efficacy (e r < mineffi = 0.01) or orthogonality (o r < minortho = 0.5) are removed from the cut candidate set. Table 5 shows that the two simple strategies to add only the deepest cut of each separation round to the LP and to add all violated cuts are clearly inferior to the more sophisticated selection rule of SCIP. The values denote the percental changes in the shifted geometric mean of the runtime compared to the default cutting plane selection of SCIP, which considers efficacy, orthogonality, and objective parallelism. Positive values represent a deterioration, negative values an improvement. The "total" line gives a weighted mean over all test sets. For reasons of comparison, we also include the "nodes total", which shows the percental changes in the number of branching nodes over all test sets Additionally, one can see that considering orthogonality improves the overall performance by 22%, even though the number of branching nodes increases by 8%. On the other hand, the idea of including the objective parallelism seems to be ineffective.
Conflict analysis
One of the key ingredients in modern SAT solvers is conflict analysis [78] : infeasible subproblems that are encountered during branch-and-bound are analyzed in order to learn deduced clauses that can later be used to prune other nodes of the search tree. In addition, these conflict clauses enable the solver to perform so-called nonchronological backtracking [78] .
SCIP features a generalization of conflict analysis to constraint integer programming, which includes mixed integer programming. The details can be found in [1, 2] . Table 6 shows the effect of conflict analysis if used with different aggressiveness. Note that in SCIP 0.90f, which was used in this test, conflict analysis was not enabled by default. Thus, negative values in the table reflect an improvement due to conflict analysis.
In the "prop" column, we only apply conflict analysis on propagation conflicts, i.e., we do not analyze infeasible or bound exceeding LPs. The two columns "prop/inflp" and "prop/inflp/age" extend this by the infeasible LP analysis, with the latter adding an aging strategy to get rid of useless conflict constraints. The "prop/lp" column also applies conflict analysis on LPs that exceed the objective cutoff, and the "all" and "full" columns even extract conflicts from infeasible or bound exceeding strong branching sub-LPs, with "full" being more aggressive in reducing the initial conflict set for bound exceeding LPs. As one can see, with a well-balanced aggressiveness The values denote the percental changes in the shifted geometric mean of the runtime compared to disabling conflict analysis. Positive values represent a deterioration, negative values an improvement. The "total" line gives a weighted mean over all test sets. For reasons of comparison, we also include the "nodes total", which shows the percental changes in the number of branching nodes over all test sets conflict analysis can reduce the overall runtime by 12%. On the enlight instances, the reduction is almost 50%, which is a speed-up by a factor of 2.
Further improvements
The previous sections covered some of the newly developed ingredients in SCIP that improve the state-of-the-art in MIP solving. Further improvements have been made in node selection, child selection, in primal heuristics [3] , and by applying restarts at the root node (see Sect. 3.2). Within SCIP, these components lead to a speed-up of 4, 9, 7, and 8%, respectively. For details, see [2] .
Comparison to Cplex and CBC
In order to evaluate the overall performance of SCIP on MIP instances, we compare it to the specialized MIP solvers CBC 2.2, Cplex 11.0, and Cplex 10.2. Table 7 shows detailed results on instances obtained from Miplib 3, Miplib 2003, and Hans Mittelmann's web-site [82] as it was in March 2008. We applied Cplex 11 [59] and CBC 2.2 [49] with CLP 1.8 [50] on all of the 159 instances in these sets and removed instances that none of the two solvers could solve to optimality within the time limit of 3,600 s on an Intel Pentium D processor with 3.4 GHz and 2 MB cache. Additionally, we also excluded the instances enigma, lrn, markshare1_1, markshare2_1, mitre, and timtab1, because the six tested solvers did not agree on a common optimal objective value. The resulting test set consists of 122 instances.
The table lists the results of the six different solvers that we consider, namely Cplex 11.0, Cplex 10.2, CBC 2.2, and SCIP 1.1 linked to the LP solvers Cplex 11.0, CLP 1.8, and SoPlex 1.4 [100] , respectively. The "Time" columns show the solution Table 7 continued Name Table 7 continued Name time in seconds for each instance and solver, while the "Nodes" column contains the number of branching nodes needed to solve the instance. A ">" tag in front of the time identifies instances that could not be solved by the respective solver within the time limit of 3,600 s. In the shifted geometric means 3 at the bottom of Table 7 such cases are counted as if the instance was solved after 3,600 s. Note that this gives a small advantage to solvers that often hit the time limit; their geometric time and node statistics would degrade if a larger time limit was employed. Table 8 gives a summary of the results. The top part of the table provides information which is similar to a performance profile [45] : for each of the solvers it shows how many of the 122 instances can be solved within a certain time relative to the fastest of the six solvers. For example, on 48 instances SCIP 1.1 with Cplex 11 as LP solver spent at most twice as much time as the respective best solver. It is obvious that Cplex 11 is the best of the considered solvers on this test set. Among the non-commercial products, the largest number of instances that can be solved in a "reasonable" time is by SCIP/CLP. The performance of CBC and SCIP/SoPlex seems to be similar. This observation is confirmed by the shifted geometric mean ratios in the second part of Table 8 . These ratios are calculated by dividing the shifted geometric means of time, nodes, and simplex iterations, respectively, by the results of Cplex 11. As one can see, Cplex 10.2 shows a performance degradation of a factor of 1.53 compared to Cplex 11, which is followed by SCIP/Cplex with a factor of 2.86. Since there is not much improvement in the LP solver from Cplex 10.2 to Cplex 11, this means that the "MIP kernel" of SCIP is only 1.87 times slower than the one of Cplex 10.2. This supports the results in [2] , where a performance difference of a factor of 1.63 was reported between Cplex 10.0.1 and SCIP 0.90i.
The bottom part of the table concentrates only on those instances that could be solved by all six solvers within the time limit. On these 97 "easy" instances, the difference of SCIP to Cplex is smaller than on the whole test set. This is also confirmed by our own experience, namely that Cplex 11 has improved considerably over Cplex 10 on the harder instances and can now solve many more instances in reasonable time. Additionally, many algorithms in SCIP are designed and tuned for medium sized models.
Comparing time, node counts, and iteration numbers of the different solvers reveals some interesting facts. First, the speedup from Cplex 10.2 to Cplex 11 can be attributed to a reduction in the number of nodes while the node throughput (i.e., how many nodes are processed per second) has not changed much. The number of simplex iterations needed to resolve each node in the search tree stayed almost constant.
Compared to CBC, SCIP needs a much smaller number of branching nodes in average to solve the MIP instances. It can even compete to Cplex in this regard. Together with the time values, this indicates that SCIP spends more work on individual nodes than the other solvers, which can mainly be attributed to the aggressive use of strong branching. Comparing the performance of the LP solvers within an MIP framework, the results of SCIP show that Cplex is superior to CLP, which in turn outperforms SoPlex.
SCIP as a CIP framework: chip design verification
This section shows the use of SCIP as a CIP framework by the example of the property checking problem, which arises in chip design verification (see also [2, 4, 5] ). First, we give a short introduction to the problem.
A recent trend in the semiconductor industry is to produce so-called Systems-onChips (SoCs). These are circuits which integrate large parts of the functionality of complete electronic systems. They are employed in cell phones, car controls, digital televisions, network processors, video games, and many other devices [61] . Due to the complexity of SoCs, it is a very challenging task to ensure the correctness of the chip design. According to Infineon [96] , 60-80% of the expenses in SoC chip design are spent on verification. Figure 6 sketches a typical work flow in the chip manufacturing process. The chip design is usually developed in a hardware design language like Verilog, VHDL, System-C, or System Verilog, which are very similar to ordinary imperative computer programming languages like C or Fortran. The design is tested by software simulation, which consists of applying many different input patterns to the input connectors of a virtual representation of the chip. If the computed output does not match the expected output, the design is flawed and has to be corrected.
The idea of formal verification is that the verification engineer completely describes the expected behavior of the chip by a set of properties, which are formal relations between the inputs, outputs, and internal states of the circuit. Given one of these properties, the task of the property checking problem is to prove that the chip design satisfies this property. If this can be shown for all properties, the chip is proven to be correct.
Constraint integer programming approach
Properties can be defined in a language similar to chip design languages like VHDL or Verilog that are used to design the circuit. Current state-of-the-art property checking algorithms transform this representation into an instance of the satisfiability problem, which is then solved by a black-box SAT solver.
The reduction of the property checking problem to a SAT instance facilitates formal verification of industrial circuit designs far beyond the scope of classical model checking techniques like BDD 4 based approaches [28, 30] . However, it is well known that SAT solvers have problems when dealing with instances derived from the verification of arithmetic circuits (as opposed to logic oriented circuits). Hence, although SAT based property checking can often be applied successfully to the control part of a design, it typically fails on data paths with large arithmetic blocks.
To remedy this situation, word level solvers have been proposed [35, 47, 52, 89, 101 ] that address the property checking problem at a higher representation level, the register transfer (RT) level, and try to exploit the structural information therein. Our approach shares this idea but differs from previous work in the techniques that are employed. Namely, we formulate the problem as a constraint integer program. For each type of RT operation, we implemented a constraint handler with specialized domain propagation algorithms that use both bit and word level representations. We also provide reverse propagation algorithms to support conflict analysis at the RT level. In addition, we present linearizations for most of the RT operators in order to construct the LP relaxation.
The property checking problem at the register transfer level can be defined as follows: 
holds, i.e., to either find a counter-example satisfying C( ) but violating P( ) or to prove that no such counter-example exists.
In order to verify Condition (7) we search for a counter-example using the equivalence
The right hand side of (8) (9) define their correlation. In addition, we consider the following circuit operations: add, and, concat, eq, ite, lt, minus, mult, not, or, read, shl, shr, signext, slice, sub, uand, uor, uxor, write, xor, zeroext with the semantics as defined in Table 9 , see also [2, 34] . Each constraint class, including the linking constraints (9) , gives rise to a constraint handler with a specialized set of algorithms in order to perform presolving, domain propagation, reverse propagation, linearization, cutting plane separation, and feasibility checking.
The whole set of plugins specific to the property checking problem, including constraint handlers, a branching rule, presolvers, and file readers, consists of 58 367 lines of C code. In the following, we provide some very brief anecdotal descriptions of the algorithms that are contained in these plugins in order to convey an impression of how SCIP can be extended to support a complex CIP model.
Domain propagation
For the bit linking constraints (9) and for each type of circuit operation we implemented a specific domain propagation algorithm that exploits the special structure of Table 9 Semantics and LP relaxation of circuit operations. l and u are the lower and upper bounds of Table 9 continued
of the resultant r can already be decided after the remaining input bits have been fixed. Some of the domain propagation algorithms are very complex. For example, the domain propagation of the mult constraint uses term algebra techniques to recognize certain deductions inside its internal representation of a partial product and overflow addition network. Others, like the algorithms for shl, slice, read, and write, involve reasoning that mixes bit-and word-level information.
Most of the constraint handlers perform domain propagation on one or even multiple internal representations of the constraints. Thereby, they exploit one of the inherent advantages of SCIP compared to other branch-and-cut frameworks like Cplex with callbacks, namely that SCIP takes care of all the bookkeeping for the internal variables inside the search tree but does not need to add them to the LP relaxation. Furthermore, the event system of SCIP enables constraint handlers to easily track bound changes on variables and allows for efficient sparse domain propagation implementations.
LP relaxation
Although the property checking is a pure feasibility problem and there is no natural objective function, its LP relaxation is still useful, because it usually detects the infeasibility of a subproblem much earlier than domain propagation. This is due to the fact that the LP has a "global view" taking all (linearizable) constraints except the integrality restrictions into consideration at the same time, while domain propagation is applied successively on each individual constraint. Table 9 shows the linearizations of the circuit operation constraints that are used in addition to the bit linking constraints (9) to construct the LP relaxation of the problem instance. Very large coefficients like 2 β r in the add linearization can lead to numerical difficulties in the LP relaxation. Therefore, we split the bit vector variables into words of W = 16 bits and apply the linearization to the individual words. The linkage between the words is established in a proper fashion. For example, the overflow bit of a word in an addition is added to the right hand side of the next word's linearization. The relaxation of the mult constraint involves additional variables y n and r n which are "nibbles" of y and r with L = W 2 bits. The minus and sub operations can be replaced by an equivalent add operation as shown in the table. shr is replaced by the more general slice operator. The operations concat, not, signext, and zeroext do not need an LP relaxation: their resultant bits can be aggregated with the corresponding operand bits such that the constraints can be deleted in the preprocessing stage of the algorithm.
No linearization is generated for the shl, slice, read, and write constraints. Their linearizations are very complex and would dramatically increase the size of the LP relaxation, thereby reducing the solvability of the LPs. For example, a straightforward linearization of the shl constraint on a 64-bit input vector x that uses internal ite-blocks for the potential values of the shifting operand y already requires 30944 inequalities and 20929 auxiliary variables. The possibility in SCIP to treat such constraints solely by CP techniques without having to specify an LP relaxation is a key ingredient for the success of our CIP based property checker. In contrast, pure IP approaches like [35] are not able to efficiently incorporate highly non-linear constraints like shl into their models.
The objective function vector c of the CIP model, and consequently the one of the LP relaxation, can be chosen arbitrarily. We experimented with three choices, namely c = 0, c jb = 1, and c jb = −1 for all register bits jb . It turned out that this choice does not have a large impact on the performance of the solver.
Preprocessing
Before the actual branch-and-bound based search algorithm is applied we try to simplify the given problem instance by employing the following preprocessing techniques. The individual preprocessing algorithms are applied periodically until no more reductions can be found.
Constraint based presolving is conducted by the constraint handlers. For example, as noted in Sect. 5.3, the constraint handlers for concat, not, signext, and zeroext just perform the necessary variable aggregations and fixings. Afterwards, they delete all of their constraints from the model.
The presolving of the add constraint handler for constraints r = add(x, y) can extract fixings and aggregations of bits r b , x b , y b , and its internal overflow variables o b by inspecting the bit level addition scheme. Additionally, it can detect the global inequalities r = y or r = z if z = 0 or y = 0, respectively, on the word level. Such global inequality information can be exploited in other presolving and domain propagation algorithms. Furthermore, the add constraint handler performs pairwise presolving to detect equivalences between bit variables across multiple add constraints.
The presolving of mult constraints is even more complicated. As can be seen in Sect. 5.3, the LP relaxation of r = mult(x, y) is asymmetric w.r.t. x and y. Therefore, such a constraint is replaced by r = mult(y, x) if this leads to a smaller number of LP rows and columns in the relaxation. Aggregations and fixings of bit variables are performed by traversing the bit level multiplication table, which contains internal partial product variables p i j = x i · y j as well as intermediate sum and overflow variables. Additionally, a symbolic domain propagation is applied which can identify fixings as well as aggregations of variables. Similar to the add constraint presolving, a pairwise comparison can detect aggregations and global inequalities across multiple mult constraints.
In addition to the constraint based presolving conducted by the constraint handlers, our chip verification code features some global presolving methods which are implemented as presolver plugins. One of the employed presolvers is probing, which is already available in SCIP and also used in MIP solving, see Sect. 3.1.3. In addition, we implemented two special purpose presolving plugins for the property checking problem, which we call term algebra preprocessing and irrelevance detection and which are described in detail in [2] .
These two special purpose presolving methods are based on the high-level constraint description of the problem. The tight cooperation between such problem specific algorithms and general purpose methods like probing can be accomplished easily in the constraint integer programming paradigm through the plugin concept of SCIP.
Experimental results
In this section we examine the computational effectiveness of the described constraint integer programming techniques on industrial benchmarks obtained from verification projects conducted by OneSpin Solutions. All calculations were performed on a 3.8 GHz Pentium-4 workstation with 2 GB RAM. In all runs we used a time limit of 7,200 s. The specific chip verification algorithms were incorporated into SCIP 0.90i [2] . The LP relaxations were solved using Cplex 10.0.1 [59] .
For reasons of comparison, we also solved the instances with classical SAT techniques on the bit level. Before the SAT solver is called, a preprocessing step is executed to simplify the instance at the bit level. We used MiniSat 2.0 [46] to solve the resulting SAT instances. We also tried MiniSat 1.14, Siege v4 [92] and zChaff 2004.11.15 [84] , but MiniSat 2.0 turned out to perform best on most of the instances of our test set. Unfortunately, we cannot compare our approach to other word level solvers as mentioned in Sect. 5.1, because they are not available within the framework of our industrial partner.
We conducted experiments on property checking instances of different circuits. Details can be found in [2] . Table 10 compares the results of MiniSat and our CIP approach on some of the non-trivial instances of our test set.
For each circuit and property listed in the "Prop" column the table shows the time in seconds of the two algorithms needed to solve instances of different input bit-widths. Table 10 Comparison of SAT and CIP approaches on invalid (top) and valid (bottom) properties Solution times are given in seconds. The right most column shows the geometric mean of the number of branching nodes needed to solve the instances of each property. The means include only those instances that both solvers could solve within the time limit
Results marked with "-" could not be solved within the time limit. The right most column shows the geometric mean of the number of branching nodes needed to solve the instances of each property.
The top part of the table contains invalid properties. One can see that SAT clearly outperforms CIP to find counter-examples for those invalid properties. This is due to the fact that SAT processes the nodes of the search tree much faster than CIP and is thereby able to investigate many more nodes in the same amount of time.
For most of the valid properties, however, CIP dominates the SAT approach, sometimes by orders of magnitude. Dramatic improvements can be observed on the muls and neg_flag properties of the ALU circuit and on the PipeMult instances. The latter are a result of the structure exploiting presolving methods that are possible within the Solution times are given in seconds. The right most column shows the geometric mean of the number of branching nodes needed to solve the instances of each circuit layout. The means include only those instances that both solvers could solve within the time limit CIP paradigm. As can be seen in the geometric means of the nodes, these instances are already solved by preprocessing. Table 11 shows a comparison on equivalence checking problems for a Multiplier circuit. Here, one has to show that a given representation on the bit level indeed implements the multiplication of two input registers. We consider signed and unsigned multipliers and two different bit level implementations, the so-called "Booth" and "non-Booth" encodings, which gives four different layouts in total. Note that this equivalence checking task is not particularly well suited for our approach, since in the bit-level implementation of the multiplication, the arithmetic structure is already lost and cannot be exploited by specialized constraint handlers.
Nevertheless, there seems to be no clear winner on these instances. SAT is faster on the smaller instances, but the running time for the CIP approach increases to a lesser extent with the bit-width of the inputs. The 10 × 10 multiplication circuits were verified with both techniques in roughly the same time. For larger bit widths, the CIP approach is superior to SAT.
On the whole test set of property checking instances (which is only partly shown in the tables of this paper), SAT failed on 58 out of 258 instances, while CIP was able to solve all instances within the time limit.
Outlook
SCIP is still under active development. Future goals are to deal with mixed integer nonlinear programming by outer approximation and non-linear relaxations, detecting and handling symmetries, and implementing an exact MIP solver based on SCIP. Additionally, the number of supported constraint types will grow by adding new constraint handlers, for example scheduling constraints or an alldiff constraint handler.
Recently, Berthold et al. [27] extended SCIP to solve pseudo-Boolean problems of optimizing a linear objective subject to polynomial constraints in binary variables.
Computational results on the pseudo-Boolean Evaluation 2007 [74] test set show that SCIP outperforms MiniSat+ 1.14 [46] , which is the best of the participating codes in terms of number of solved instances within the time limit of 30 minutes.
