1 The PRIORITY framework. Conservation-based priors Assume we have n DNA sequences X 1 to X n believed to be commonly bound by some TF. Out goal is to find a DNA motif that occurs in most sequences and is over-represented with respect to background. For simplicity, we model at most one binding site in each sequence; this is analogous to the zero or one occurrence per sequence (ZOOPS) model in MEME [1] . Let Z be a vector of length n denoting the starting location of the binding site in each sequence: Z i = j if a binding site starts at location j in X i . We adopt the convention that Z i = 0 if X i contains no binding site. We assume that the TF motif can be modeled as a position specific scoring matrix (or PSSM [2] ) of length W , while the rest of the sequence follows some background model parameterized by φ 0 . The PSSM can be described by a matrix φ where φ a,b is the probability of finding base b at location a within the binding site for 1 ≤ b ≤ 4 and 1 ≤ a ≤ W .
Thus if sequence X i is of length l i , and X i contains a binding site at location Z i , we can compute the probability of the sequence given the model parameters as:
and if it does not contain a binding site as:
We wish to find φ and Z that maximize the joint posterior distribution of all the unknowns given the data. Assuming priors P (φ) and P (Z) over φ and Z respectively, our objective function is: arg max φ,Z P (φ, Z | X, φ 0 ) = arg max φ,Z P (X | φ, Z, φ 0 )P (φ)P (Z)
We use collapsed Gibbs sampling [3] to sample repeatedly from the joint posterior over φ and Z for a predetermined number of iterations, while keeping track of the highest scoring PSSM. The default number of iterations is 10000, which has proven sufficient for the algorithm to reach convergence. The score for the PSSM at each iteration is computed as the logarithm of the ratio between the joint posterior P (φ, Z | X, φ 0 ) and the constant P (X | Z = 0, φ 0 ).
In each run of PRIORITY, we start from several random starting points (by default, the number of trials is 50) and output the highest scoring PSSM across all the trials. We use this motif to evaluate the algorithm and compare it with other popular methods.
All the results reported here were obtained using version 2.1.0 of our PRIORITY software implementation, which is available online. This version uses an improved sampling strategy compared to older versions. More precisely, we write the sampling equation as:
where Z [−i] denotes the vector Z without the element Z i , P denotes the contribution of the prior, and L denotes the contribution of the likelihood. Instead of sampling directly from equation 1, for the burn-in period, we sample from (P) ρ 1 × (L) ρ 2 (with ρ 1 ≥ 1 and ρ 2 ≥ 1) and gradually lower ρ 1 and ρ 2 . This causes the landscape of the Markov invariant distribution to sharpen at the beginning and then flatten gradually to the target posterior distribution. After a burn-in period of 5000 iterations, we sample for another 5000 iterations from the true target distribution. Of the 50 trials performed during each run of PRIORITY, for the first ten trials we set ρ 1 = 1 and ρ 2 = 1, for the next ten we set ρ 1 = 1 and ρ 2 > 1 (i.e., we sample close to where the likelihood is high), for the next ten we set ρ 1 > 1 and ρ 2 = 1 (i.e, we sample close to where the prior is high), and for the remaining trials we set ρ 1 > 1 and ρ 2 > 1. We note that the PSSM score is computed identically across all trials and all iterations. Further details are available in our earlier work [4, 5, 6, 7, 8 ].
Incorporating positional priors
The Gibbs sampling technique described above has been used in several motif finders, often with additional parameters and heuristics. Usually, these motif finders assume a uniform prior over the locations Z. We believe that some positions are a priori more likely to be starting locations of TF binding sites, and therefore use informative positional priors P (Z). A positional prior can be built from any score S that defines, for each site of size W in the input sequences, the a priori probability of that site being a TF binding site: S(X i , j) = P (the W -mer starting at position j in sequence X i is a binding site). Note that the values S(X i , j) themselves may not (and usually do not) define a probability distribution over j, so normalization is necessary. As mentioned earlier, we model each sequence X i as containing zero or one binding sites. If X i has no binding site, then none of the positions of X i can be the starting location of such a binding site so it must be that:
where l i is the length of sequence X i . On the other hand, if X i has one such binding site at position j, not only must a binding site start at location j but also no such binding site should start at any of the other locations in X i . Formally, we write:
for 1 ≤ j ≤ l i −W +1. We then normalize P (Z i ) using the same proportionality constant in (2) and (3), so that under the assumptions of our model we have
As described in the next sections, substituting S with different scores based on evolutionary conservation we obtain different positional priors and thus different versions of the PRIORITY algorithm.
Derivation of alignment-free conservation score S C
Based on the relaxed definition of conserved binding sites, we develop the alignment-free conservation score S C . Let X i be a DNA sequence from the reference species (i.e., the species for which we have TF binding data). Let X (s) i for 1 ≤ s ≤ k be orthologous sequences from related species, obtained via a genome alignment or by searching for regions near orthologous genes. A sequence is permitted to be empty if no such region is found in the genome of the corresponding organism.
We compute the alignment-free conservation score S C by searching orthologous sequences X (s) i for occurrences of all W -mers present in X i . We assume that a W -mer has a high probability of being conserved if it occurs in most of the orthologous sequences regardless of its orientation or specific position in the sequences. For the W -mer at position j in the bound sequence X i , the score is defined as:
where I[·] is an indicator function and X W ij denotes the W -mer at position j in sequence X i . In other words, the score S C (X i , j) is directly proportional to the number of orthologous sequences in which the W -mer X W ij appears. The values of S C range from 0 to 1. To avoid singularities, we scale S C linearly so that the values lie between 0.1 and 0.9. We convert this score into a positional prior by substituting S C for S in (3) and then normalizing P (Z i ) as shown in the previous section. We call this prior C, and the Gibbs sampling algorithm that uses this prior, PRIORITY-C.
Derivation of alignment-based conservation scores S A and S T
The alignment-based score S A is built directly from the aligned orthologous sequences X i , X
i . First, for every position j in sequence X i we compute the fraction of orthologous sequences in which the nucleotide at position j is conserved according to the alignment. Next, we average this fraction over the W -mer starting at position j in sequence X i and call this score S A (X i , j).
The score S T is based on the conservation track computed by Siepel et al. [9] from multiple alignments of seven yeast species, and available at the UCSC genome browser [10] . For every position j in sequence X i , the track specifies the probability of that position being conserved (as computed by PhastCons from the multiple alignments). We define S T (X i , j) as the average of the conservation track over the W -mer starting at position j in sequence X i .
Similarly to S C , we scale S A and S T linearly to lie between 0.1 and 0.9 instead of the original 0 and 1, to avoid singularities in the model. We then convert the scores into positional priors by substituting S A and S T for S in (2) and (3) and normalizing P (Z i ). We call the new positional priors A and T .
Derivation of discriminative scores
A ChIP-chip experiment gives rise to sequences X that are bound by the profiled TF as well as sequences Y that are not bound. Assume we are given m such unbound sequences. As in the case of X, we have orthologous sequences Y
We compute a discriminative score S DC (X i , j) by taking into account the conservation score S C over both sets X and Y as follows. For each W -mer in X, we ask the following question: "Of all the conserved occurrences of this W -mer, what fraction occur in the bound set?". The motivation behind this is to ensure a high score for W -mers that are conserved only in the bound set but not W -mers that are conserved in general throughout the genome. Since we only know the probability that a certain location is conserved, we count the number of conserved W -mers in expectation, weighing each occurrence of the W -mer according to how conserved it is. Using the score S C derived over both sets X and Y , we calculate S DC as:
As in the case of previous conservation scores, we convert S DC into a positional prior which we call DC. Similarly, we compute the discriminative scores S DT , and S DA using the scores S T and S A across both bound and unbound sequences, and convert the scores into positional priors DT and DA, respectively. We note that in the case of discriminative scores, a W -mer will have the same score (and as a results the same prior) regardless of which sequence it appears in. This is generally not the case for simple (i.e., non-discriminative) priors, although in the case of the C prior different occurrences of a W -mer in the same sequence will have the same prior. We chose the term "positional prior" because it is general enough that we can use it to refer to any of the priors developed in our work. Furthermore, in a sense, a discriminative prior is still "positional" because it depends on the W -mer at that position.
Evaluating conservation-based motif discovery algorithms on the yeast TF binding data
We evaluate PRIORITY with positional priors U, A, T , C, D, DA, DT , and DC on 156 sequence-sets derived from yeast ChIP-chip data [11] . Harbison et al. [11] profiled the intergenic binding locations of 203 TFs under various environmental conditions over 6140 yeast intergenic regions. For each TF, we define its sequence-set X for a particular condition to be those intergenic sequences reported to be bound with p-value ≤ 0.001 in that condition. Similarly, we define set Y to be all intergenic sequences reported to be bound with p-value ≥ 0.5. We restrict our attention to sequence-sets X of size at least 10. Of the resulting 238 sets, 156 correspond to TFs with known binding motifs (as summarized by Harbison et al. [11] at the time their paper was published, or as reported by Dorrington and Cooper [12] , Jia et al. [13] , Zhao et al. [14] , Liu et al. [15] , or Tan et al. [16] ). We use these 156 sets to assess the accuracy of different motif discovery algorithms.
The inter-motif distance
To evaluate the accuracy of a motif finding algorithm, we count the number of successes out of the total 156 sequence-sets. We say that an algorithm is successful on a particular sequence-set if the top motif it reports matches the known literature consensus. Precisely, we require the distance between the two motifs to be smaller than 0.25, according to the widely used inter-motif distance [5, 11] :
where φ and φ are the two motifs (PSSMs) aligned to each other, and ω is the aligned motif width. To determine the optimal alignment between two motifs, we use the minimum distance between motifs among all possible alignments (including reverse complements) in which the motifs overlap by at least six bases. If the smaller motif is shorter than six bases, we ensure that all bases of the smaller motif are used in the optimal alignment. We include an additional constraint that the average entropy of the learned motif must be at least 1 in the overlapping region. We noticed that without this entropy constraint, low entropy motifs or motifs with a mismatch at important nucleotide bases were incorrectly labeled as true motifs. The distance ranges from 0 to 1, and we use a distance cutoff of 0.25 to declare whether a motif learned from a particular sequence-set matches the literature consensus or not. Although increasing or decreasing the distance cutoff of 0.25 correspondingly changes the number of motifs called correct, the general trend of the total number of correctly learned motifs across all programs (both PRIORITY-based and other state-of-the-art programs) remains the same [8] , so the relative results are generally insensitive to a range of reasonable choices for this cutoff. We acknowledge that our distance function is imperfect and probably not as accurate as visual inspection in determining whether two motifs match, but we chose an automated method in order to reduce the possibility of introducing subjective bias into our results.
Parameter settings for conservation-based methods
In Table 1 (main text), we compare the results of PRIORITY-C and PRIORITY-DC with the results of seven conservation-based motif finders: MEME c [11] , a method of Kellis et al. [17] , Converge [18] , PhyloCon [19] , PhyME [20] , PhyloGibbs [21] , and CompareProspector [22] . All methods fall into the 'multiple genes' category, and thus search for motifs that are both over-represented in a set of bound sequences from a species of reference, and conserved across related species. We did not compare with a few other methods also in this category [23, 24, 25, 26] due to one or more of the following reasons: some are so computationally expensive that running them on all 156 sequence-sets was practically impossible; some are designed for only two related organisms; and some have been reported to perform worse than methods we have included in our analysis. Please see Section 5 below for detailed descriptions of the algorithms, along with specific reasons why an algorithm was not selected for comparison in cases where that applies.
Of the seven conservatio-based methods considered in our analysis, for MEME c and the method of Kellis et al. we use the results reported by Harbison et al. [11] , and for Converge we use the results reported by MacIsaac et al. [18] .
We ran PhyloCon version 3b with the default parameter setting and the parameter s set to 0.5, as in [18] . However, unlike MacIsaac et al., we did not preprocess the data or postprocess the results reported by PhyloCon. Version 1.2 of the PhyME algorithm was run with default settings and a motif width of 8 (-w 8). We specified that the algorithm should look for motifs on both the forward and the reverse strand, by specifying the parameter -revcompW. By default, the algorithms uses a third order Markov model to describe the background (this feature is set during compilation). As recommended by the authors, we used LAGAN [27] to compute the alignments for PhyME .
PhyloGibbs version 1.0 was run with the default parameters, a motif width of 8 (-m 8), and a third order Markov model to describe the background (-N 3). As recommended by the authors, we used Sigma [28] to compute the alignments for PhyloGibbs, and ran the algorithm with aligned sequences (-D 1).
For CompareProspector (Release 1) we tried several settings for the low and high conservation thresholds, and chose the setting that gave the best results (-T 0.3 -Z 0.0). We also set the motif width to 8 (-W 8), and we allowed the algorithm to decrease the percent identity value threshold from high to low during the search (-D 1). As recommended by the authors, we generated the background model using the genomebg program (included in the CompareProspector distribution), and we used LAGAN [27] to generate the alignments.
Parameter setting for PRIORITY
Version 2.1.0 of our PRIORITY implementation was run with the default parameters: the motif width was set to 8, as a background model we used a third order Markov model trained on all intergenic sequences in yeast, the number of trials was set to 50, and the number of iterations in each trials was set to 10000. The sampling strategy was as described in Section 1: of the 50 trials performed during each run of PRIORITY, for the first ten trials we set ρ 1 = 1 and ρ 2 = 1, for the next ten ρ 1 = 1 and ρ 2 = 12, for the next ten ρ 1 = 6 and ρ 2 = 1 , and for the remaining trials ρ 1 = 6 and ρ 2 = 12.
For each run of PRIORITY on a sequence-set, we consider the algorithm to be successful if the top motif reported by the algorithm matches the literature consensus motif (i.e., the distance between the two motifs is < 0.25). In our earlier work, we ran each version of PRIORITY of the 156 sequence-sets and reported the number of successes (out of 156). However, since PRIORITY is a stochastic method, different runs of the algorithm may give different results. For this reason, here we perform a more thorough analysis of the performance of PRIORITY: we run each version of the algorithm 50 times and report the median number of successes (across the 50 runs), along with the first and the third quartiles (please see in Figure 4 in the main text).
Detailed results of PRIORITY on the yeast data
In this section we analyze the results of PRIORITY with different positional priors on each of the 156 sequence-sets. For each version of PRIORITY and each sequence-set, we compute the distance between the literature motif and the motifs report by PRIORITY in each of the 50 runs. We say that an algorithm "finds" the correct motif in a sequence-set if the median distance between the literature motif and the PRIORITY motif is < 0.25 (note that for a deterministic algorithm this simplifies to "the distance between the literature motif and the reported motif is 0.25", the success criterion described in Section 2.1).
Supplementary Table 2 shows the results for each PRIORITY algorithm on each of the 156 sequence-sets, according to the criterion described above. PRIORITY-U finds 58 correct motifs, PRIORITY-A 62, PRIORITY-T 64, PRIORITY-C 72, PRIORITY-D 69, PRIORITY-DA 69, PRIORITY-DT 72, and PRIORITY-DC 78. It is important to note the difference between the numbers reported here and the median number of successes reported in the main text. For the results reported in the main text, we ran each version of PRIORITY on all 156 sequence-sets and counted the number of successes. We repeated this procedure 50 times and reported the median number (across the 50 runs). Here, we use the exact same results, but analyze them differently, looking at individual sequence-sets first, and then integrating the results over all 156 sets.
As shown in Supplementary Table 2 , all conservation-based priors perform better than the uniform prior. However, the improvement is greater when the conservation information is used in an alignment-free manner: PRIORITY-C finds 14 motifs that PRIORITY-U does not, while PRIORITY-A finds only 4 motifs that PRIORITY-U does not, and PRIORITY-T finds 9 motifs that PRIORITY-U does not, but also fails to find 3 motifs that PRIORITY-U does. In the former 9 sequence-sets, we believe the information in the alignment helps. In some of the latter sequence-sets, however, we notice that PRIORITY-T reports motifs with low information content. A closer examination revealed that some are actually very weak matches to the literature consensus but do not pass our success criterion. It is possible that the alignments produce misleading peaks in the prior at regions other than (or in addition to) the binding sites of the TF, diluting the true motif signal. In the rest of the cases, we believe the alignment is "faulty", i.e., the binding sites do not get aligned correctly. Interestingly, one of these 8 sequence-sets corresponds to TF Mac1 and contains the sequence iYLR213C (see Figure 1 in the main text). Also, we notice that there is no sequence-set for which PRIORITY-U succeeds and PRIORITY-C fails, suggesting that, at least for the data used in our analysis, alignment-free conservation information is never detrimental to motif discovery. The results in Supplementary Table 2 also show that for each of the priors C, T , A, and U, adopting a discriminative perspective helps find the true motif in many more instances than without doing so. PRIORITY-DC is most accurate: it finds the true motif in 78 sequence-sets, compared to 72 for PRIORITY-DT , 69 for PRIORITY-DA, and 69 for PRIORITY-D. Moreover, there is no sequence-setfor which PRIORITY-DC fails to find the true motif but PRIORITY-DT or PRIORITY-DA is successful. This shows, once again, that conservation information is most useful when used in an alignment-free manner.
The figures below show the results of PRIORITY on each of the 156 sequence-sets. The height of the bars corresponds to the median distance between the literature motif and the motif reported by PRIORITY. The error bars show the first and third quartiles (i.e., the 25th and the 75th percentiles, respectively). We note that for a particular sequence-set and a particular version of PRIORITY, a median distance < 0.25 implies that in at least half the runs PRIORITY reported a motif that matches the literature motif. If the third quartile is < 0.25, it implies that in at least 75% of the runs, PRIORITY reported a motif that matches the literature motif.
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Distance to literature motif rithms PhyloCon, PhyME, PhyloGibbs, CompareProspector, and PRIORITY-DC on sequence-sets of increasing size. The x-axis represents the cardinality of the sequence-sets. The y-axis represents the running time for each algorithm (in seconds), including the necessary preprocessing steps (i.e., alignment computation for PhyME, PhyloGibbs, and CompareProspector, and prior computation for PRIORITY-DC). All programs were run on a 3.06GHz Intel Pentium 4 processor.
Predicting novel TF binding motifs using PRIORITY-DC
Since PRIORITY-DC performed best among the tested algorithms, we used it to predict novel yeast TF binding motifs. We ran PRIORITY-DC on 82 sequence-sets with at least 10 bound probes, that correspond to TFs without a consensus binding motif (at the time the ChIP-chip experiments were performed). For each of the 82 sequence-sets, PRIORITY-DC returns the top-scoring motif along with its log-posterior score, computed as described in Section 1. To assess the significance of the motif score, we run PRIORITY-DC on 50 randomized sequence-sets of the same cardinality (i.e., each randomized set contains the same number of sequences as the original sequence-set, chosen randomly among the intergenic sequences in yeast). Similarly to the sequences in the original set, the orthologs for the randomly chosen sequences were obtained from the UCSC genome browser. Next, we fit the observed scores to a normal distribution, and then use this distribution to assign an empirical p-value to the score computed from the original sequence-set (see [29] for further details and an example of curve fitting). Thus, each novel motif learned by PRIORITY-DC from a ChIP-chip sequence-set can be assigned a p-value that reflects our confidence that the motif is correct.
Using the method described above we also compute p-values for the 156 sequence-sets of TFs with known consensus binding motifs. We plot precision-recall and receiver operating characteristic curves based on these p-values (see Supplementary Figure 4 ) and estimate the FDR for different p-value cutoffs. To keep the FDR below 15%, we choose a p-value cutoff of 2 × 10 −7 , which corresponds to a true positive rate of approximately 75% and a false positive rate of less than 13%.
Out of the 82 motifs predicted for sequence-sets without a known TF binding motif, 16 motifs have a p-value smaller than the chosen cutoff (see Figure X in the main text). At the estimated FDR of 15% we expect at least 13 of these novel motifs to be correct.
Since PRIORITY-DC is a stochastic algorithm, for each of the 16 predicted motifs we verified that even if we run the algorithm several times on a particular sequence-set, the reported motifs are highly similar (or exactly the same), and the p-values associated with the motif scores are always below the chosen cutoff (2 × 10 −7 ). Supplementary Figure 4 : Detecting significant motifs. We compute empirical p-values for the motifs learned from the 156 sequence-sets with known consensus binding motifs. We plot the (A) precision-recall curve and (B) receiver operating characteristic curve based on these p-values and estimate the FDR for different p-value cutoffs.
4 Results of PRIORITY on data from higher organisms
Results on fly data
We used fly TF binding data from Zhou and Wong [30] , who collected over 60 enhancer sequences controlling 20 different genes expressed during the early development of D. melanogaster. Based on known regulatory interactions, they built three sequences-sets, each of which contained all enhancers believed to be bound by one of the three transcription factors, Bicoid (Bcd), Hunchback (Hb), and Krüppel (Kr). For each enhancer region in D. melanogaster, we obtained orthologous sequences from seven related species (D. simulans, D. sechellia, D. yakuba, D. erecta, D. ananassae, D. pseudoobscura, and D. persimilis) based on the alignments from the UCSC genome browser. As described earlier for the yeast ChIP-chip sequence-sets, we used the orthologous regulatory regions to compute the alignment-free prior C, and alignment-based priors T and A. We applied PRIORITY-C, PRIORITY-T , and PRIORITY-A on the three fly sequence-sets. For comparison, we also ran PRIORITY-U. (Note that we cannot compute discriminative priors since a set of unbound sequences is not available.) We ran each version of PRIORITY 50 times, and for each run we computed the distance between the literature motif [30] and the motif reported by PRIORITY. Supplementary Figure 5 shows, for each TF and each algorithm, the median distance across 50 runs, as well as the first and third quartiles (i.e., the 25th and the 75th percentiles, respectively). Considering that an algorithm "finds" the correct motif in a sequence-set if the median distance between the literature motif and the reported motif is < 0.25, we notice that PRIORITY-U and PRIORITY-A find only one correct motif (Hb), PRIORITY-T finds two correct motifs (Hb and Kr), while PRIORITY-C finds all three motifs correctly. Although this fly data is not nearly as comprehensive as the yeast ChIP-chip data of Harbison et al. [11] , these results do indicate that our alignment-free method can be easily applied and is successful on more complex organisms. Supplementary Figure 6 : Motifs found by PRIORITY-U and PRIORITY-C when applied to TF binding data from D. melanogaster. The two algorithms were run on three sequencesets containing enhancers believed to be bound by the fly TFs Bicoid (Bcd), Hunchback (Hb), and Krüppel (Kr), respectively.
Results on mouse data
We also applied PRIORITY-U, -A, -T , -C, -D, -DA, -DT , and -DC on 12 mouse ChIP-seq data sets from Chen et al. [31] , as compiled by Machanick and Bailey [32] . For each of the 12 TFs, the positive sequences were obtained from the top 300 binding loci reported in [31] , widened to 200 bp and centered on the original location. The negative sequences were collected from locations that did not overlap any of the positive sequences. The conservation-based priors were computed using orthologous regions from 16 species: armadillo (Dasypus novemcinctus), chicken (Gallus gallus), chimpanzee (Pan troglodytes), cow (Bos taurus), dog (Canis familiaris), elephant (Loxodonta africana), frog (Xenopus tropicalis), fugu (Takifugu rubripes), human (Homo sapiens), opossum (Monodelphis domestica), rabbit (Oryctolagus cuniculus), rat (Rattus norvegicus), rhesus (Macaca mulatta), tenrec (Echinops telfairi ), tetraodon (Tetraodon nigroviridis), and zebrafish (Danio rerio). Orthologous sequences were obtained using the mafFrags tool from the UCSC genome database [32] . We ran each version of PRIORITY 50 times, and for each run we computed the distance between the literature motif [33, 34, 35, 36, 37, 38] and the motif reported by PRIORITY. Supplementary Figures 7 and 8 show, for each TF and each algorithm, the median distance across 50 runs, as well as the first and third quartiles (i.e., the 25th and the 75th percentiles, respectively).
We consider that an algorithm "finds" the correct motif in a sequence-set if the median distance between the literature motif and the reported motif is < 0.25. As shown in Supplementary Figures 7 and 8 , all eight algorithms found the correct motif in 9 of the 12 mouse sequence-sets. Although the number of correct motifs is the same for all algorithms, we notice that in 8 of the 9 cases the median distance between the literature motif and the motif reported by PRIORITY is smaller or equal when using the DC prior compared to the U prior, and in 7 of the 9 cases the distance is smaller or equal when using the C prior compared to the U prior (see Supplementary Figures 9 and 10 ). 
Results on human data
Discovery of human TF binding motifs can also benefit from using alignment-free conservation information. We applied PRIORITY-U, PRIORITY-A, PRIORITY-T , and PRIORITY-C on three sequence-sets containing promoters bound by the human TFs HNF1, HNF4, and HNF6 in human hepatocytes, according to ChIP-chip experiments performed by Odom et al. [39] . For each human promoter we obtained orthologous sequences from ten species: chimpanzee (Pan troglodytes), rhesus (Macaca mulatta), mouse (Mus musculus), rat (Rattus norvegicus), dog (Canis familiaris), cow (Bos taurus), opossum (Monodelphis domestica), chicken (Gallus gallus), frog (Xenopus tropicalis), and zebrafish (Danio rerio), based on the alignments from the UCSC genome browser. We used the orthologous regulatory regions to compute the alignment-free prior C, and alignment-based priors T and A.
We applied PRIORITY-U, PRIORITY-A, PRIORITY-T , and PRIORITY-C on the sequencesets for the three human TFs. We ran each algorithm 50 times, and for each run we computed the distance between the literature motif [33] and the motif reported by PRI-ORITY. Supplementary Figure 12 shows, for each TF and each algorithm, the median distance across 50 runs, as well as the first and third quartiles (i.e., the 25th and the 75th percentiles, respectively). Considering that an algorithm "finds" the correct motif in a sequence-set if the median distance between the literature motif and the reported motif is < 0.25, we notice that PRIORITY-U, PRIORITY-A, and PRIORITY-T find the correct motif in a single sequence-set (HNF6), while PRIORITY-C is successful in the HNF4 and HNF6 sequence-sets. Supplementary Figure 13 : Motifs found by PRIORITY-U and PRIORITY-C on human TF binding data. The two algorithms were run on three sequence-sets containing sequences bound by the human TFs HNF1, HNF4, and HNF6, respectively.
Conservation-based methods for DNA motif discovery
• MEME c [11] • 'multiple genes, multiple species' method.
• aligns orthologous sequences (using ClustalW [40] ) to identify conserved regions, masks the bases that are not conserved in 2/3 or 3/4 of the orthologous sequences, and then applies a conventional motif finder (MEME [1] ).
• ignores regions with a conservation level below the chosen threshold.
• the method of [17] • 'multiple genes, multiple species' approach.
• searches for mini-motifs (3-gap-3 motifs) that are more conserved in the bound sequences than expected, and then extends these motifs if the neighboring bases are also conserved.
• is based on alignments of orthologous sequences. A score CC4 is used to detect motifs conserved in the intergenic regions in a category (e.g. coregulated genes). Let IN be the number of conserved instances of a motif in the positives (i.e. sequences within the category), and let OUT be the number of conserved instances in the negatives (i.e. sequences outside the category). The method searches for motifs of the form XYZn(0-21)UVW that have a low probability of occurring in IN out of IN+OUT cases.
• Converge [11, 18] • 'multiple genes, multiple species' method.
• takes as input a set of sequences believed to share a common motif, and pair-wise alignments of these sequences to orthologous sequences from related species. It assumes the alignments are high-quality.
• is similar to MEME [1] , but modified to include conservation in the probabilistic model.
• treats the probability of a motif occurring at a site in the alignment as the product of the probabilities of the motif occurring at the same site in each of the aligned sequences.
• the background model is 5 th order Markov model.
• requires a motif width as input.
• the motifs found by Converge are scored by the comparing the frequency of motif occurrences in the bound versus unbound sequences, using a hypergeometric distribution.
• unlike the first version of Converge [11] , the algorithm used by [18] allows for different evolutionary distances between each species and the reference genome. These distances are not required as input, instead they are learned by the algorithm.
• PhyloCon (Phylogenetic Consensus) [19] :
• 'multiple genes, multiple species' method.
• locally aligns conserved regions of orthologous sequences into multiple sequence alignments (or profiles), keeping the optimal alignment as well as suboptimal local alignments. Then it compares profiles from non-orthologous regions and merges the common sections into a new profile, using a greedy approach, until only a few profiles are left.
• does not take into account phylogenetic relations between species.
• does not require aligned sequences.
• does not need the motif width a priori.
• it is slow, since it has to consider a large number of local alignments.
• uses a 0 th order Markov model to describe the background.
• PhyME [20] • 'multiple genes, multiple species' method.
• EM-based approach that requires as input aligned sequences, as well as a phylogenetic tree describing the distances between organisms.
• it allows for motifs to occur in conserved as well as non-conserved regions, but when a motif occurs in a conserved region, it has to occur in the orthologous sequences as well.
• conserved regions (blocks) between the reference species and each of the other species are computed using LAGAN [27] .
• it allows for phylogenetic trees with arbitrary topologies (i.e. not restricted to star topology), unlike PhyloGibbs [21] .
• the evolutionary model takes into account the binding site specificities. The model assumes that all position in a binding site evolve independently at equal rates, and the probability of fixation of a mutation to a base b is proportional to the PSSM entry of b at that position.
• very similar to PhyloGibbs [21] , with the following differences: 1) EM versus Gibbs sampling, 2) any topology versus. star topology, 3) PhyloGibbs allows for several motifs to be searched simultaneously.
• FootPrinter [23] • is a 'single gene, multiple organisms' method.
• is a Gibbs sampling algorithm that uses conservation scores computed from sequence alignments. It biases the search towards windows that are highly conserved.
• assumes a trusted phylogenetic tree is given.
• this algorithm was not selected for comparison because it is a 'single gene, multiple organisms' approach.
• CompareProspector [22] • 'multiple genes, multiple species' method.
• defines two conservation thresholds: T ch and T cl . During the initial iterations only the positions with conservation scores > T ch are sampled. Then the threshold is decreased gradually until it reaches T cl .
• EMnEM [24] • 'multiple genes, multiple species' method.
• EM approach that simultaneously learns the motif model and the evolutionary model.
• considers observed sequences to have been generated from ancestral sequences that are two component mixture of motif and background, each with their own evolutionary model.
• takes as input aligned sequences.
• uses the Jukes-Cantor model of evolution, and simply assumes a slower rate of evolution in the binding sites compared to background sequences.
• the final motif is the motif in the ancestor.
• applicable to any group of species whose intergenic regions can be aligned.
• time complexity: the algorithm is linear in the total length of the data, but the initialization is quadratic in the length of the data.
• this algorithm was not selected for comparison because it is too computationally expensive
• orthoMEME [25] • 'multiple genes, multiple species' method.
• EM approach that searches the space of motifs and alignments simultaneously.
• each motif is assumed to have an orthologous copy in the other species, that could be located anywhere in the orthologous promoter.
• the model assumes a star topology for the evolutionary tree, with equal branch lengths.
• assumes the motif and its orthologs are in the same orientation.
• it can handle only two species at a time.
• time complexity: each E-step and M-step take O(nm 2 W ), which makes the algorithm very slow (n is the number of sequences, m the length of the input sequences, and W the motif width).
• this algorithm was not selected for comparison because it is too computationally expensive, and it is designed for only two related organisms.
• PhyloGibbs [21] • 'multiple genes, multiple species' method.
• based on Gibbs sampling.
• uses syntenic local multiple alignments (produced by Dialign [41] ). Clearly similar segments are aligned into blocks, the rest are left unaligned. Binding sites occur either in conserved regions (in which case they must be aligned) or in non-conserved regions. Occurrences in non-conserved regions are treated as independent.
• assumes a star topology for the evolutionary tree (given as input).
• as in PhyME [20] , the evolutionary model implemented in PhyloGibbs assumes that all position in a binding site evolve independently at equal rates, and the probability of fixation of a mutation to a base b is proportional to the PSSM entry of b at that position.
• very good performance on simulated data.
• on real data, PhyloGibbs without phylogeny (i.e. treating the sequences as independent) performed almost as well as PhyloGibbs with phylogeny.
• it can search for several motifs simultaneously.
• the sampler of [26] • 'multiple genes, multiple species' method.
• use two substitution matrices: for motifs and for background. The background model is estimated from sequence alignments. The motif model assumes half the branch length of the background model.
• this algorithm was not selected for comparison because it has been reported [18] to perform worse than methods we do compare to in our analysis (PhyloCon and Converge).
