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Abstract
For each odd m ≥ 3 we completely solve the problem of when an m-cycle system
of order u can be embedded in an m-cycle system of order v, barring a finite number
of possible exceptions. In cases where u is large compared to m, where m is a prime
power, or where m ≤ 15, the problem is completely resolved. In other cases, the only
possible exceptions occur when v − u is small compared to m. This result is proved as a
consequence of a more general result which gives necessary and sufficient conditions for
the existence of an m-cycle decomposition of a complete graph of order v with a hole of
size u in the case where u ≥ m− 2 and v − u ≥ m+ 1 both hold.
1 Introduction
An m-cycle decomposition of a graph G is a collection of cycles of length m in G whose edge sets
form a partition of the edge set of G. An m-cycle system of order v is an m-cycle decomposition
of the complete graph of order v. Cycle systems of order one exist trivially. Building on work
of Hoffman, Lindner and Rodger [11], Alspach and Gavlas [1] and Sˇajna [14] established that
the obvious necessary conditions for the existence of an m-cycle system of order v were also
sufficient.
Theorem 1 ([1, 14]). Let m ≥ 3 and v > 1 be integers. There exists an m-cycle system of
order v if and only if v is odd, v ≥ m, and
(
v
2
)
≡ 0 (mod m).
An m-cycle system A is said to be embedded in another m-cycle system B when A ⊆ B.
Every m-cycle system can be trivially embedded in itself. The problem of determining when
an m-cycle system of order u can be embedded in an m-cycle system of order v has been well
studied, although it remains open. The problem takes on quite a different complexion depending
on whether m is odd or even. Our focus here will be on the case where m is odd. Famously,
the problem was solved in the case of 3-cycles by Doyen and Wilson [10]. Subsequently, this
result was extended to the case of m-cycles for m = 5 [5], then to m ∈ {7, 9} [6], and finally to
1
m ∈ {11, 13} [8]. Also, in [6] the problem was solved in the case where u, v ≡ 1 or m (mod 2m),
barring at most one exception for each m and u.
Here we completely solve the problem in the case when u > (m−1)(m−2)
2
and, for other values
of m and u, we solve it apart from cases where u < v ≤ u + m − 1. This means that the
problem is solved for each m with the exception of finitely many possible cases. We completely
solve the problem in the case where m is a prime power by resolving the possible exceptions in
a result in [6].
Theorem 2. Let m ≥ 3 be an odd integer and let u and v be positive integers with u < v.
(i) If u > (m−1)(m−2)
2
or if m is a prime power, then an m-cycle system of order u can be
embedded in an m-cycle system of order v if and only if u and v are odd,
(
u
2
)
,
(
v
2
)
≡
0 (mod m) and v ≥ u(m+1)
m−1
+ 1.
(ii) If u ≤ (m−1)(m−2)
2
and m is not a prime power, then an m-cycle system of order u can
be embedded in an m-cycle system of order v if and only if u and v are odd,
(
u
2
)
,
(
v
2
)
≡
0 (mod m) and v ≥ u(m+1)
m−1
+1, except that the embedding may not exist when u(m+1)
m−1
+1 ≤
v ≤ u+m− 1.
In the above it is easy to see that the conditions that u and v are odd and
(
u
2
)
,
(
v
2
)
≡
0 (mod m) are necessary for the embedding to exist. The condition v ≥ u(m+1)
m−1
+ 1 can also be
seen to be necessary by observing that each m-cycle which is not part of the original system
must contain two consecutive vertices not in the original system (see Lemma 3 below).
In fact, we prove a result more general than Theorem 2 concerning m-cycle decompositions
of complete graphs with holes. For positive integers u and v with u < v, the complete graph of
order v with a hole of size u, denoted Kv −Ku, is the graph obtained from a complete graph
of order v by removing the edges of a complete subgraph of order u. Any embedding of an
m-cycle system of order u in another of order v yields anm-cycle decomposition of Kv−Ku (via
removing the cycles in the original system), but the problem of finding m-cycle decompositions
of complete graphs with holes is more general because the orders of the graph and hole need not
be feasible orders for m-cycle systems. This more general problem has also received significant
attention. For odd m, the problem is completely solved for m = 3 [13], m = 5 [2], and m = 7
[8]. For a survey of results concerning cycle decompositions, see [7]. The following lemma
from [8] gives well-known necessary conditions for the existence of an m-cycle decomposition
of Kv −Ku.
Lemma 3 ([8]). Let m ≥ 3 be an odd integer and let u and v be positive integers such that
v > u. If there exists an m-cycle decomposition of Kv −Ku, then
(N1) u and v are odd;
(N2)
(
v
2
)
−
(
u
2
)
≡ 0 (mod m);
(N3) v ≥ u(m+1)
m−1
+ 1; and
(N4) (v −m)(v − 1) ≥ u(u− 1).
2
The necessity of (N3) follows from the fact that each m-cycle must contain two consecutive
vertices outside the hole. The necessity of (N4) follows from the fact that v−1
2
cycles of the
decomposition contain some vertex outside the hole, and hence Kv − Ku must have at least
m(v−1)
2
edges. Condition (N4) implies that v ≥ u+m
2
. It will be important for our purposes that
(N4) is always satisfied if v ≥ u +m− 1. For an odd integer m ≥ 3, we say that a pair (u, v)
of positive integers is m-admissible if u and v satisfy conditions (N1)–(N4). Our main result
shows that these necessary conditions are sufficient whenever u ≥ m− 2 and v − u ≥ m+ 1.
Theorem 4. Let m ≥ 3 be an odd integer and let u and v be integers such that u ≥ m− 2 and
v − u ≥ m+ 1. There exists an m-cycle decomposition of Kv −Ku if and only if
(i) u and v are odd;
(ii)
(
v
2
)
−
(
u
2
)
≡ 0 (mod m); and
(iii) v ≥ u(m+1)
m−1
+ 1.
Theorem 4 complements a similar result for cycles of fixed even length; see Theorem 1.2 of
[12]. As a consequence of Theorem 4 we find the following.
Corollary 5. Let m and u be odd integers and let νm(u) be the smallest integer x > u such
that (u, x) is m-admissible.
(i) If 3 < u < m− 2 and there exists an m-cycle decomposition of Kv′ −Ku for each integer
v′ such that (u, v′) is m-admissible and νm(u) ≤ v
′ ≤ νm(u) +m− 1, then there exists an
m-cycle decomposition of Kv −Ku if and only if (u, v) is m-admissible.
(ii) If m − 2 ≤ u ≤ (m−1)(m−2)
2
, then there exists an m-cycle decomposition of Kv − Ku if
and only if (u, v) is m-admissible, except that this decomposition may not exist when
νm(u) ≤ v ≤ u+m− 1.
(iii) If u > (m−1)(m−2)
2
or u ∈ {1, 3}, then there exists an m-cycle decomposition of Kv −Ku if
and only if (u, v) is m-admissible.
Note that νm(u) in the above corollary is at most the smallest integer y ≡ u (mod 2m) such
that y ≥ u(m+1)
m−1
+ 1, because (u, y) is m-admissible for any such integer. Corollary 5 makes
it clear that for a given odd m, we can establish the existence of an m-cycle decomposition of
Kv −Ku for all m-admissible (u, v) provided we can construct a number of “small” decomposi-
tions. We have been able to do this for m ∈ {9, 11, 13, 15} and thus have resolved the problem
for each odd m ≤ 15.
Theorem 6. Let m be an odd integer such that 3 ≤ m ≤ 15 and let u and v be positive integers
such that v > u. Then there exists an m-cycle decomposition of Kv −Ku if and only if (u, v)
is m-admissible.
Theorem 4 is proved by beginning with a cycle decomposition of Kv − Ku that involves
many short cycles and iteratively altering our decomposition of Kv − Ku so as to “merge” a
3
number of short cycle lengths until we eventually obtain an m-cycle decomposition of Kv−Ku.
We alter the decompositions using “cycle switching” techniques first developed in [3]. Section
2 is devoted to introducing the notation and definitions that we will require, as well as the
fundamental lemma encapsulating our cycle switching techniques. Sections 3–5 are devoted to
proving Lemma 22 which shows that we can alter a cycle decomposition of Kv − Ku in the
required manner. In Section 6 we construct the decompositions of Kv − Ku involving short
cycles that are required as a “base” for our construction. Finally in Section 7 we combine these
results in order to prove Theorem 4 and its consequences.
2 Notation and Preliminary Results
A decomposition of a graph G is a collection of subgraphs of G whose edges form a partition
of the edge set of G. A packing of a graph G is a decomposition of some subgraph H of G and
the leave of the packing is the graph obtained by removing the edges of H from G. We define
the reduced leave of a packing of a graph G as the graph obtained from its leave by deleting
any isolated vertices. For a list of positive integers M = m1, . . . , mt, an (M)-decomposition of
a graph G is a decomposition of G into t cycles of lengths m1, m2, . . . , mt and an (M)-packing
of G is a packing of G with t cycles of lengths m1, m2, . . . , mt. All lists in this paper will be
lists of positive integers.
The m-cycle with vertices x0, x1, . . . , xm−1 and edges xixi+1 for i ∈ {0, . . . , m − 1} (with
subscripts modulom) is denoted by (x0, x1, . . . , xm−1) and the n-path with vertices y0, y1, . . . , yn
and edges yjyj+1 for j ∈ {0, 1, . . . , n− 1} is denoted by [y0, y1, . . . , yn]. We will say that y0 and
yn are the end vertices of this path.
For a positive integer v, let Kv denote the complete graph of order v, and for a set V ,
let KV denote the complete graph with vertex set V . For positive integers u and w, let Ku,w
denote the complete bipartite graph with parts of size u and w, and for disjoint sets U and
W , let KU,W denote the complete bipartite graph with parts U and W . For graphs G and H ,
we denote by G ∪H the graph with vertex set V (G) ∪ V (H) and edge set E(G) ∪ E(H), we
denote by G−H the graph with vertex set V (G) and edge set E(G) \E(H), and, if V (G) and
V (H) are disjoint, we denote by G ∨H the graph with vertex set V (G) ∪ V (H) and edge set
E(G) ∪ E(H) ∪ E(KV (G),V (H)) (our use of this last notation will imply that V (G) and V (H)
are disjoint).
The neighbourhood NbdG(x) of a vertex x in a graph G is the set of vertices in G that are
adjacent to x (not including x itself). We say vertices x and y of a graph G are twin in G if
NbdG(x) \ {y} = NbdG(y) \ {x}. Let U and V be sets with U ⊆ V , and let G be the graph
KV −KU . Note that the vertices in U are pairwise twin and the vertices in V \ U are pairwise
twin. We say an edge xy of G is a pure edge if x, y ∈ V \ U , and we say that it is a cross edge
if x or y ∈ U .
Given a permutation π of a set V , a subset S of V and a graph G with V (G) ⊆ V , π(S)
is defined to be the set {π(x) : x ∈ S} and π(G) is defined to be the graph with vertex set
{π(x) : x ∈ V (G)} and edge set {π(x)π(y) : xy ∈ E(G)}.
The following lemma encapsulates the switching technique that is fundamental to the results
4
in Sections 3–5. It is almost identical to Lemma 2.1 of [12] and the proof given in that paper
suffices to prove this result as well.
Lemma 7. Let u and v be positive odd integers with u ≤ v, and let M be a list of integers. Let
P be an (M)-packing of Kv −Ku with leave L, let α and β be twin vertices in Kv −Ku, and
let π be the transposition (αβ). Then there exists a partition of the set (NbdL(α)∪NbdL(β)) \
((NbdL(α) ∩ NbdL(β)) ∪ {α, β}) into pairs such that for each pair {x, y} of the partition,
there exists an (M)-packing P ′ of Kv − Ku whose leave L
′ differs from L only in that each
of αx, αy, βx and βy is an edge in L′ if and only if it is not an edge in L. Furthermore, if
P = {C1, C2, . . . , Ct}, then P
′ = {C ′1, C
′
2, . . . , C
′
t}, where, for each i ∈ {1, . . . , t}, C
′
i is a cycle
of the same length as Ci such that
(i) if neither α nor β is in V (Ci), then C
′
i = Ci;
(ii) if exactly one of α and β is in V (Ci), then either C
′
i = Ci or C
′
i = π(Ci); and
(iii) if both α and β are in V (Ci), then C
′
i ∈ {Ci, π(Ci), π(Pi)∪P
†
i , Pi ∪ π(P
†
i )}, where Pi and
P †i are the two paths in Ci which have end vertices α and β.
If we are applying Lemma 7 we say that we are performing the (α, β)-switch with origin x
and terminus y (equivalently, with origin y and terminus x). Note that if U and V are sets
with U ⊆ V , then two vertices α, β ∈ V are twin in KV − KU if and only if {α, β} ⊆ U or
{α, β} ⊆ V \ U .
Definition. Let G be a graph, and let P = {G1, . . . , Gt} be a packing of G. We say that
another packing P ′ of G is a repacking of P if P ′ = {G′1, . . . , G
′
t} where for each i ∈ {1, . . . , t}
there is a permutation πi of V (G) such that πi(Gi) = G
′
i and x and πi(x) are twin in G for each
x ∈ V (G).
Obviously, for any list of integers M , any repacking of an (M)-packing of a graph G is also
an (M)-packing of G. If G is a complete graph with a hole, then the above definition implies
that Gi and G
′
i have the same number of pure and cross edges for each i ∈ {1, . . . , t} and hence
also that the leaves of P and P ′ have the same number of pure and cross edges. If P is a
packing of a graph G, P ′ is a repacking of P and P ′′ is a repacking of P ′, then P ′′ is obviously
also a repacking of P. If P is a packing of a graph G and P ′ is another packing of G obtained
from P by applying Lemma 7, then P ′ is necessarily a repacking of P.
The following definitions for two types of graphs, rings and chains, are the same as in [12].
Definition. An (a1, a2, . . . , as)-chain (or s-chain if we do not wish to specify the lengths of the
cycles) is the edge-disjoint union of s ≥ 2 cycles A1, A2, . . . , As such that
• Ai is a cycle of length ai for 1 ≤ i ≤ s; and
• for 1 ≤ i < j ≤ s, |V (Ai) ∩ V (Aj)| = 1 if j = i+ 1 and |V (Ai) ∩ V (Aj)| = 0 otherwise.
We call A1 and As the end cycles of the chain, and for 1 < i < s we call Ai an internal
cycle of the chain. A vertex which is in two cycles of the chain is said to be the link vertex of
those cycles. We denote a 2-chain with cycles P and Q by P ·Q.
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Definition. An (a1, a2, . . . , as)-ring (or s-ring if we do not wish to specify the lengths of the
cycles) is the edge-disjoint union of s ≥ 2 cycles A1, A2, . . . , As such that
• Ai is a cycle of length ai for 1 ≤ i ≤ s;
• for s ≥ 3 and 1 ≤ i < j ≤ s, |V (Ai) ∩ V (Aj)| = 1 if j = i + 1 or if (i, j) = (1, s), and
|V (Ai) ∩ V (Aj)| = 0 otherwise; and
• if s = 2 then |V (A1) ∩ V (A2)| = 2.
We refer to the cycles A1, A2, . . . , As as the ring cycles of the ring in order to distinguish
them from the other cycles that can be found within the graph. A vertex which is in two ring
cycles of the ring is said to be a link vertex of those cycles.
3 Packings whose leaves are 2-chains
Our aim in Sections 3–5 is to prove Lemma 22. This lemma allows us to begin with a packing
of Kv −Ku satisfying various conditions and find a repacking whose leave can be decomposed
into two m-cycles, each with exactly one pure edge. Finding m-cycles of this form is important
because, in an m-cycle decomposition of Kv−Ku with m odd and v =
u(m+1)
m−1
+1 (that is, with
equality in necessary condition (N3)), every cycle must contain exactly one pure edge. Thus
in Lemmas 12–22 we focus on packings of Kv −Ku whose leaves have exactly two pure edges
(recall that repacking preserves the number of pure and cross edges in the leave).
In this section we focus on starting with a packing whose reduced leave is a 2-chain and
finding a repacking whose reduced leave is the edge-disjoint union of two cycles of specified
lengths. Our main goal here is to prove Lemma 14. The other lemmas in this section are used
only in order to prove it. Lemmas 8–11 apply to packings of arbitrary graphs, while in Lemmas
12–14 we concentrate on packings of complete graphs with holes whose leaves have exactly two
pure edges.
Lemma 8. Let G be a graph and let M be a list of integers. Let m, p and q be positive integers
with m ≥ p and p + q − m ≥ 3. Suppose there exists an (M)-packing P of G whose reduced
leave is a (p, q)-chain (x1, x2, . . . , xp−1, c) · (c, y1, y2, . . . , yq−1) such that x1 and ym−p+1 are twin
in G. Then there exists a repacking of P whose reduced leave is either
• the edge-disjoint union of an m-cycle and a (p+ q −m)-cycle; or
• the (m − p + 2, 2p + q − m − 2)-chain given by (x1, ym−p, ym−p−1, . . . , y1, c) ·
(c, xp−1, xp−2, . . . , x2, ym−p+1, ym−p+2, . . . , yq−1).
Proof. Note that p+ q−m ≥ 3 implies that m− p+1 ≤ q− 2. If p = m then we are finished,
so assume p < m. Since x1 and ym−p+1 are twin in G, we can perform the (x1, ym−p+1)-
switch with origin x2. If the switch has terminus ym−p, then we obtain a repacking of P
whose reduced leave is the (m − p + 2, 2p + q − m − 2)-chain (x1, ym−p, ym−p−1, . . . , y1, c) ·
(c, xp−1, xp−2, . . . , x2, ym−p+1, ym−p+2, . . . , yq−1). Otherwise the switch has terminus c or ym−p+2
and in either case we obtain a repacking of P whose reduced leave is the edge-disjoint union of
the m-cycle (y1, y2, . . . , ym−p+1, x2, x3, . . . , xp−1, c) and some (p + q −m)-cycle.
6
Lemma 9. Let G be a graph and let M be a list of integers. Let m, p and q be positive integers
with m ≥ p and p + q − m ≥ 3. Suppose there exists an (M)-packing P of G whose reduced
leave is a (p, q)-chain (x1, x2, . . . , xp−1, c) · (c, y1, y2, . . . , yq−1) such that x2 and ym−p+2 are twin
in G. Then there exists a repacking of P whose reduced leave is either
• the edge-disjoint union of an m-cycle and a (p+ q −m)-cycle; or
• the (m − p + 4, 2p + q − m − 4)-chain given by (x1, x2, ym−p+1, ym−p, . . . , y1, c) ·
(c, xp−1, xp−2, . . . , x3, ym−p+2, ym−p+3, . . . , yq−1).
Proof. Note that p+ q−m ≥ 3 implies that m− p+2 ≤ q− 1. If p = m then we are finished,
so assume p < m. Since x2 and ym−p+2 are twin in G, we can perform the (x2, ym−p+2)-
switch with origin x3. If the switch has terminus ym−p+1, then we obtain a repacking of P
whose reduced leave is the (m − p + 4, 2p + q −m − 4)-chain (x1, x2, ym−p+1, ym−p, . . . , y1, c) ·
(c, xp−1, xp−2, . . . , x3, ym−p+2, ym−p+3, . . . , yq−1). Otherwise the switch has terminus ym−p+3 or
x1 and in either case we obtain a repacking of P whose reduced leave is the edge-disjoint union
of the m-cycle (y1, y2, . . . , ym−p+2, x3, x4, . . . , xp−1, c) and some (p+ q −m)-cycle.
Lemma 10. Let G be a graph and let M be a list of integers. Let m, p and q be positive integers
with m odd, m ≥ p and p + q − m ≥ 3. Suppose there exists an (M)-packing P of G whose
reduced leave is a (p, q)-chain (x1, x2, . . . , xp−1, c) · (c, y1, y2, . . . , yq−1) such that either
(i) p is odd, x1, y3, y5, . . . , ym−p+1 are pairwise twin in G and y2, y4, . . . , ym−p+2 are pairwise
twin in G; or
(ii) p is even, x1, x3, . . . , xp−3 are pairwise twin in G and ym−p+2, x2, x4, . . . , xp−2 are pairwise
twin in G.
Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle
and a (p+ q −m)-cycle.
Proof. If p = m, then we are finished. If p = 4, then x2 and ym−2 are twin in G and we can
apply Lemma 9 to obtain the required packing. So we may assume p /∈ {4, m}. Let p0, p1, . . . , pℓ
be the sequence m, 4, m − 2, 6, . . . , 7, m − 3, 5, m − 1, 3. For some k ∈ {2, . . . , ℓ} assume that
the lemma holds for p = pk−1. We will now show that it holds for p = pk.
Case 1. Suppose p = pk is odd. Since x1 and ym−p+1 are twin in G, Lemma 8 can be applied to
obtain a repacking P ′ of P. Either we are finished, or the reduced leave of P ′ is a (p′, q′)-chain
where p′ = m− p + 2 and q′ = 2p+ q −m− 2. We give this chain and, below it, a relabelling
of its vertices.
(x1, ym−p, ym−p−1, . . . , y1, c) · (c, xp−1, xp−2, . . . , x2, ym−p+1, ym−p+2, . . . , yq−1 )
( x′1, x
′
2, x
′
3, . . . , x
′
p′−1, c) · (c, y
′
1, y
′
2, . . . , y
′
p−2, y
′
p−1, y
′
p, . . . , y
′
q′−1 )
Note that p′ = pk−1 and p
′ is even. Since x′1 = x1 and {x
′
3, x
′
5, . . . , x
′
p′−3} = {y3, y5, . . . , ym−p−1},
the vertices x′1, x
′
3, . . . , x
′
p′−3 are pairwise twin in G. Similarly, since y
′
m−p′+2 = y
′
p = ym−p+2 and
{x′2, x
′
4, . . . , x
′
p′−2} = {y2, y4, . . . , ym−p}, the vertices y
′
m−p′+2, x
′
2, x
′
4, . . . , x
′
p′−2 are pairwise twin
in G. Thus P ′ satisfies (ii) and we are finished by our inductive hypothesis.
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Case 2. Suppose p = pk is even. Then, since x2 and ym−p+2 are twin in G, Lemma 9 can be
applied to obtain a repacking P ′ of P. Either we are finished, or the reduced leave of P ′ is a
(p′, q′)-chain where p′ = m− p+ 4 and q′ = 2p+ q −m− 4. We give this chain and, below it,
a relabelling of its vertices.
(x1, x2, ym−p+1, ym−p, . . . , y1, c) · (c, xp−1, xp−2, . . . , x3, ym−p+2, ym−p+3, . . . , yq−1 )
( x′1, x
′
2, x
′
3, x
′
4, . . . , x
′
p′−1, c) · (c, y
′
1, y
′
2, . . . , y
′
p−3, y
′
p−2, y
′
p−1, . . . , y
′
q′−1 )
Note that p′ = pk−1 and p
′ is odd. Since x′1 = x1 and {y
′
3, y
′
5, . . . , y
′
m−p′+1} = {x3, x5, . . . , xp−3},
the vertices x′1, y
′
3, y
′
5, . . . , y
′
m−p′+1 are pairwise twin in G. Similarly, since {y
′
2, y
′
4, . . . , y
′
m−p′+2} =
{x4, x6, . . . , xp−2} ∪ {ym−p+2}, the vertices y
′
2, y
′
4, . . . , y
′
m−p′+2 are pairwise twin in G. Thus P
′
satisfies (i) and we are finished by our inductive hypothesis.
Lemma 11. Let G be a graph and let M be a list of integers. Let m, p and q be positive
integers with m odd, m ≥ p, p + q −m ≥ 3 and q ≥ 5. Suppose there exists an (M)-packing
P of G whose reduced leave is a (p, q)-chain (x1, x2, . . . , xp−1, y0) · (y0, y1, . . . , yq−1) such that y0
and yq−2 are twin in G. Then there exists a repacking of P whose reduced leave is either
• a (p+ 2, q − 2)-chain containing the (q − 2)-cycle (y0, y1, . . . , yq−3); or
• the (p, q)-chain (x1, x2, . . . , xp−1, y0) · (y0, yq−1, yq−2, y1, y2, . . . , yq−3).
Proof. Perform the (y0, yq−2)-switch with origin yq−3 (note that y0 and yq−2 are twin in G
and that q ≥ 5). If the terminus of the switch is y1, then the reduced leave of the resulting
packing is the (p, q)-chain (x1, x2, . . . , xp−1, y0) · (y0, yq−1, yq−2, y1, y2, . . . , yq−3). Otherwise the
terminus of the switch is x1 or xp−1 and in either case the leave of the resulting packing is a
(p+ 2, q − 2)-chain containing the (q − 2)-cycle (y0, y1, . . . , yq−3).
Lemma 12. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m, p and q be positive integers with m odd and m, p+ q −m ≥ 3. Suppose there exists an
(M)-packing P of KV −KU whose reduced leave L is a (p, q)-chain such that each cycle of L
contains exactly one pure edge and the link vertex of L is in V \U if 3 ∈ {m, p+ q−m}. Then
there exists a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and
a (p+ q −m)-cycle.
Proof. We can assume without loss of generality that m ≥ p+q−m and that p ≤ q. Note that
this implies p ≤ m. Since each cycle of L must contain an even number of cross edges, p and q
are odd. If p = m, then we are finished immediately, so we can assume that p ≤ m−2. We will
show that we can obtain a repacking of P whose reduced leave is either a (p + 2, q − 2)-chain
or the edge-disjoint union of an m-cycle and a (p+ q −m)-cycle. This will suffice to complete
the proof, because by iteratively applying this procedure we will eventually obtain a repacking
of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p+ q −m)-cycle.
Case 1. Suppose that L can be labelled as (x1, x2, . . . , xp−1, y0) · (y0, y1, . . . , yq−1) so that y0x1
is not a pure edge and yryr+1 is a pure edge (subscripts modulo q) for an integer r such that
m− p+ 2 ≤ r ≤ q − 1. Then the hypotheses of Lemma 10(i) are satisfied and we can apply it
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to obtain a repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a
(p+ q −m)-cycle.
Case 2. Suppose that L cannot be labelled as in Case 1. Without loss of generality we can label
L as (x1, x2, . . . , xp−1, y0) · (y0, y1, . . . , yq−1) so that y0x1 is not a pure edge and yryr+1 is a pure
edge (subscripts modulo q) for an integer r such that q−1
2
≤ r ≤ q − 1, r is even if y0 ∈ V \ U ,
and r is odd if y0 ∈ U . It must be that r ≤ m−p+1, for otherwise we would be in Case 1. Then
we can iteratively apply Lemma 11 to obtain a repacking of P whose reduced leave L′ is either a
(p+2, q−2)-chain or a (p, q)-chain which can be labelled (x′1, x
′
2, . . . , x
′
p−1, y
′
0) · (y
′
0, y
′
1, . . . , y
′
q−1)
so that y′0x
′
1 is not a pure edge, and y
′
r′y
′
r′+1 is a pure edge (subscripts modulo q), where r
′ is
the element of {m− p+ 2, m− p+ 3} such that r′ ≡ r (mod 2). Note that r′ ≤ q − 1 because
if p + q − m ≥ 4 then m − p + 3 ≤ q − 1, and if p + q − m = 3 then y0 ∈ V \ U , r is even
and r′ = m − p + 2 = q − 1. If L′ is a (p + 2, q − 2)-chain then we are finished, and if L′ is a
(p, q)-chain then we can proceed as we did in Case 1.
Lemma 13. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m, p and q be positive integers with m odd and m, p+ q −m ≥ 3. Suppose there exists an
(M)-packing P of KV − KU whose reduced leave L is a (p, q)-chain such that one cycle in L
contains no pure edges, the other contains exactly two pure edges, and the link vertex of L is
in V \ U if 3 ∈ {m, p + q −m}. Then there exists a repacking of P whose reduced leave is the
edge-disjoint union of an m-cycle and a (p+ q −m)-cycle.
Proof. We can assume without loss of generality that m ≥ p+ q −m and that a p-cycle in L
contains no pure edges. Since each cycle of L must contain an even number of cross edges, p
and q are even.
Case 1. Suppose that L can be labelled as (x1, x2, . . . , xp−1, y0) ·(y0, y1, . . . , yq−1) so that yryr+1
and ysys+1 are pure edges (subscripts modulo q) for integers r and s such that 0 ≤ r < s ≤ q−1,
r ≤ m− 2 and s ≥ m − p + 1. Observe that, in particular, such a labelling is always possible
when q = 4 (any labelling with r < s and s ∈ {2, 3} will suffice, because then r ≤ 2 < m − 2
since m ≥ p + 4 − m and m − p + 1 ≤ 2 ≤ s since p + 4 − m ≥ 3). Let x0 = y0 and
t = max(r + 1, m − p + 1). Consider the vertices xm−t and yt. Note that 1 ≤ m − t ≤ p − 1
because r ≤ m − 2, p ≥ 3 and t ≥ m − p + 1, and that r < t ≤ s because t ≥ r + 1,
r < s and s ≥ m − p + 1. Since r + 1 ≤ t ≤ s, there is exactly one pure edge in the m-path
[xm−t, xm−t−1, . . . , x1, y0, y1, . . . , yt] and hence xm−t and yt are twin in KV −KU . Let L
′ be the
reduced leave of the repacking of P obtained by performing the (xm−t, yt)-switch with origin
xm−t−1. If the terminus of the switch is not yt−1, L
′ is the edge-disjoint union of an m-cycle
and a (p + q −m)-cycle and we are finished. If the terminus of the switch is yt−1, then L
′ is
a (p + 2t −m, q +m − 2t)-chain with one pure edge in each cycle and whose link vertex is in
V \ U if 3 ∈ {m, p+ q −m}, and we can apply Lemma 12 to complete the proof.
Case 2. Suppose that L cannot be labelled as in Case 1. From our comments in Case 1 we may
assume q ≥ 6. We will show that we can obtain a repacking of P whose reduced leave either
satisfies the conditions of Case 1 or is a (p + 2, q − 2)-chain in which a (p + 2)-cycle contains
no pure edges. Since any reduced leave which is a (p + q − 4, 4)-chain with exactly two pure
edges in which a (p + q − 4)-cycle contains no pure edges must fall into Case 1, repeating this
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procedure will eventually result in a repacking of P whose reduced leave satisfies the conditions
of Case 1. We can then proceed as we did in Case 1 to complete the proof.
Without loss of generality we can label L as (x1, x2, . . . , xp−1, y0) · (y0, y1, . . . , yq−1) so that
yryr+1 and ysys+1 are pure edges (subscripts modulo q) for integers such that 0 ≤ r < s ≤ q−1
and r ≤ q
2
. Because r ≤ q
2
and q
2
≤ m − 2 (note that m ≥ p+q
2
≥ q+4
2
), it must be that
s < m − p + 1, for otherwise we would be in Case 1. So we can repeatedly apply Lemma 11
to obtain a repacking of P whose reduced leave L′ is either a (p + 2, q − 2)-chain in which a
(p+2)-cycle contains no pure edges or a (p, q)-chain which can be labelled (x′1, x
′
2, . . . , x
′
p−1, y
′
0) ·
(y′0, y
′
1, . . . , y
′
q−1) so that y
′
ry
′
r+1 and y
′
s′y
′
s′+1 are pure edges for integers r
′ and s′ such that
0 ≤ r′ < s′ ≤ q − 1 and s′ ∈ {m − p + 1, m − p + 2} (note that m − p + 2 ≤ q − 1 since
p + q −m ≥ 3). Observe that in the latter case L′ satisfies the conditions of Case 1.
Lemma 14. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m, p and q be positive integers with m odd, and m, p+ q −m ≥ 3. Suppose there exists an
(M)-packing of KV −KU whose reduced leave L is a (p, q)-chain such that L contains exactly
two pure edges and the link vertex of L is in V \ U if 3 ∈ {m, p+ q −m}. Then there exists a
repacking of P whose reduced leave is the edge-disjoint union of an m-cycle and a (p+ q−m)-
cycle.
Proof. If each cycle of L contains exactly one pure edge, then we can apply Lemma 12 to
complete the proof. If one cycle in L contains no pure edges and the other contains exactly two
pure edges, then we can apply Lemma 13 to complete the proof.
4 Packings whose leaves are t-chains
In this section we use Lemma 14 to prove an analogous result for chains with more than two
cycles, namely Lemma 18. Given a packing whose reduced leave is an s-chain that contains
two pure edges and satisfies certain other properties, Lemma 18 allows us to find a repacking
whose reduced leave is the edge-disjoint union of two cycles of specified lengths. Lemmas 16
and 17 are used only in order to prove Lemma 18, while Lemma 15 will also be used in Section
5. We will need the following additional definitions for chains and rings.
Definition. For sets U and V with U ⊆ V , an s-chain that is a subgraph of KV −KU is good
if s = 2 or if s ≥ 3 and
• one end cycle of the chain contains at least one pure edge and has its link vertex in V \U ;
and
• each internal cycle of the chain has one link vertex in V \ U and one link vertex in U .
Definition. For sets U and V with U ⊆ V , an s-ring that is a subgraph of KV −KU is good
if either
• s is even, and each of the ring cycles has one link vertex in U and one link vertex in V \U ;
or
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• s is odd, one ring cycle has both link vertices in V \ U and contains at least one pure
edge, and each other ring cycle has one link vertex in U and one link vertex in V \ U .
Lemma 15. Let U and V be sets with U ⊆ V and |U |, |V | odd, and suppose that L is a subgraph
of KV −KU such that L contains exactly two pure edges and each vertex of L has positive even
degree.
(i) If |E(L)| ≤ 2(|U | + 1) and U contains a vertex of degree at least 4 in L, then there is a
vertex y in U such that y /∈ V (L).
(ii) If |E(L)| ≤ 2min(|U | + 2, |V | − |U |) and S is an element of {U, V \ U} such that S
contains either at least two vertices of degree 4 in L or at least one vertex of degree at
least 6 in L, then there is a vertex y in S such that y /∈ V (L).
(iii) If |E(L)| ≤ 2min(|U |+2, |V |−|U |) and L contains either at least two vertices of degree 4
or at least one vertex of degree at least 6, then there are twin vertices x and y in KV −KU
such that degL(x) ≥ 4 and y /∈ V (L).
Proof. Let l = |E(L)|. Because L contains exactly two pure edges, we have
∑
x∈V (L)∩U
degL(x) = l − 2 and
∑
x∈V (L)\U
degL(x) = l + 2.
Proof of (i). Suppose that l ≤ 2(|U | + 1) and U contains a vertex of degree at least 4 in L.
Suppose for a contradiction that U ⊆ V (L). Then we have l−2 =
∑
x∈V (L)∩U degL(x) ≥ 2|U |+2
since every vertex of L in U has degree at least 2. This contradicts l ≤ 2(|U |+ 1).
Proof of (ii). Suppose that l ≤ 2min(|U |+2, |V |−|U |) and S is an element of {U, V \U} such
that S contains either at least two vertices of degree 4 in L or at least one vertex of degree at least
6 in L. Suppose for a contradiction that S ⊆ V (L). Then we have
∑
x∈V (L)∩S
degL(x) ≥ 2|S|+4
since every vertex of L in S has degree at least 2. So, if S = U , then l−2 ≥ 2|U |+4, contradicting
l ≤ 2(|U |+ 2). If S = V \ U , then l + 2 ≥ 2(|V | − |U |) + 4, contradicting l ≤ 2(|V | − |U |).
Proof of (iii). Because we have proved (ii), it only remains to show that if L contains two
vertices of degree 4, one in U and one in V \U , and every other vertex of L has degree 2, then
there are twin vertices x and y in KV − KU such that degL(x) ≥ 4 and y /∈ V (L). Suppose
otherwise. Then it must be the case that V (L) = V , l−2 = 2|U |+2 and l+2 = 2(|V |−|U |)+2.
But then l = 2|U | + 4 and l = 2(|V | − |U |), so |V | = 2|U | + 2 which contradicts the fact that
|V | is odd.
Lemma 16. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let p and s be positive integers such that p ≥ 5 is odd and s ≥ 2. Suppose there exists an
(M)-packing P of KV −KU whose reduced leave L is a good s-chain that has a decomposition
{P, L − P} into two paths such that P has length p and each path contains exactly one pure
edge and has both end vertices in V \U . Suppose further that P has a subpath P0 = [x0, . . . , xr]
such that 2 ≤ r ≤ p− 1, x0 is an end vertex of P , P0 contains no pure edge, and degL(xr−1) =
degL(xr) = 2. Then there is a repacking of P whose reduced leave L
′ is a good s-chain that has
a decomposition {P ′, L′ − P ′} into two paths such that P ′ has length p− 2, each path contains
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exactly one pure edge and has both end vertices in V \ U , and P ′ contains a pure edge in an
end cycle of L′ with link vertex in V \ U if P contains a pure edge in an end cycle of L with
link vertex in V \ U .
Proof. We prove the result by induction on the length of P0. If |E(P0)| = 2, then {P
′, L−P ′}
where P ′ = [x2, . . . , xp] is a decomposition of L with the required properties. So we can assume
that |E(P0)| ≥ 3. By induction we can assume that P0 is the shortest subpath of P satisfying
the required conditions. Because r ≥ 3 this implies degL(xr−2) = 4. Label the vertices in
V (P ) \ V (P0) so that P = [x0, . . . , xp].
The vertices xr and xr−2 are twin in KV − KU because they are joined by a path of
length 2 containing no pure edge. Let L′ be the reduced leave of the repacking of P ob-
tained by performing the (xr, xr−2)-switch with origin xr−3. Note that L
′ is a good s-chain
irrespective of the terminus of the switch. If the terminus of the switch is not xr+1, then
{P ′, L′ − P ′} where P ′ = [x0, x1, . . . , xr−3, xr, xr+1, . . . , xp] is a decomposition of L
′ with
the required properties. If the terminus of the switch is xr+1, then {P
′, L′ − P ′} where
P ′ = [x0, x1, . . . , xr−3, xr, xr−1, xr−2, xr+1, xr+2, . . . , xp] is a decomposition of L
′ into two paths
such that P ′ has length p and each path contains exactly one pure edge and has both end
vertices in V \ U . Further P ′ has the subpath P ′0 = [x0, . . . , xr−3, xr, xr−1] and we know that
x0 is an end vertex of P
′, P ′0 contains no pure edge, and degL′(xr) = degL′(xr−1) = 2. Thus,
because |E(P ′0)| = r − 1, we are finished by our inductive hypothesis.
Lemma 17. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m1, m2 and s be positive integers such that m1 and m2 are odd, m1, m2 ≥ s and s ≥ 3.
Suppose there exists an (M)-packing P of KV − KU whose reduced leave is a good s-chain of
size m1 +m2 that contains exactly two pure edges. Then there exists a repacking of P whose
reduced leave is a good s-chain that has a decomposition into an m1-path and an m2-path such
that each path contains exactly one pure edge.
Proof. Suppose without loss of generality that m1 ≤ m2, and let L be the reduced leave of P.
Note that |E(L)| = m1 +m2. Because L is good and contains exactly two pure edges, we can
find some decomposition {P, L − P} of L into two odd length paths each of which has both
end vertices in V \ U and contains exactly one pure edge. Without loss of generality we can
assume that P is at least as long as L−P if m1 ≥ s+1 and that P contains a pure edge in an
end cycle of L with link vertex in V \ U if m1 = s. Let p be the length of P and note that in
each case p ≥ m1 because p ≥
m1+m2
2
≥ m1 if m1 ≥ s + 1 and p ≥ s = m1 if m1 = s. We are
finished if p = m1, so we may assume p ≥ m1 + 2.
Case 1. Suppose each cycle of L contains at most two edges of P . Then exactly p − s cycles
of L contain two edges of P and the rest contain one edge of P . Because L is good and both
end vertices of P are in V \ U , if C is a cycle of L that contains two edges of P , then either
• C is an internal cycle of L and C contains the pure edge of P ; or
• C is an end cycle of L with link vertex in U and C contains the pure edge of P ; or
• C is an end cycle of L with link vertex in V \U and C does not contain the pure edge of
P .
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From this it follows that p−s ≤ 3. Note that p ≥ m1+2 ≥ s+2 and hence that p ∈ {s+2, s+3}.
If p = s + 2, then m1 = s. But then P contains a pure edge in an end cycle of L with link
vertex in V \U by its definition and it can be seen that no cycle of L contains two edges of P ,
contradicting p = s+ 2. So it must be that p = s+ 3 and thus m1 = s+ 1 = p− 2 because m1
and p are odd. Because p = s+ 3, P contains two edges of each end cycle of L and two edges,
including a pure edge, of some internal cycle of L. Let P ′ be the path obtained from P by
deleting both end vertices of P and their incident edges. Then {P ′, L−P ′} is a decomposition
of L into an m1-path and an m2-path such that each path contains exactly one pure edge.
Case 2. Suppose there is a cycle C in L such that C ∩ P is a path of length at least 3. Let
P0 = [x0, . . . , xr] be a subpath of P such that x0 is an end vertex of P , P0 contains no pure
edge, and P0 contains exactly two edges in C ∩ P . If C ∩ P contains no pure edge or if C ∩ P
has length at least 4, then it is easy to see such a subpath exists. If C ∩ P has length 3 and
contains a pure edge, then the facts that L is good and that the end vertices of P are in V \U
imply that C is an end cycle of L with link vertex in V \ U and hence that such a subpath
exists. So we can apply Lemma 16 to obtain a repacking of P whose reduced leave L′ is a good
s-chain that has a decomposition {P ′, L′ − P ′} into two paths such that P ′ has length p − 2,
each path contains exactly one pure edge and has both end vertices in V \U , and P ′ contains a
pure edge in an end cycle of L′ with link vertex in V \U if m1 = s. It is clear that by repeating
this procedure we will eventually obtain a repacking of P whose reduced leave either has a
decomposition into an m1-path and an m2-path such that each path contains exactly one pure
edge or has a decomposition into odd length paths which satisfies the hypotheses for Case 1.
In the former case we are finished and in the latter we can proceed as we did in Case 1.
Lemma 18. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m1, m2 and s be positive integers such that s ≥ 2, m1 and m2 are odd, m1, m2 ≥ s,
m1 + m2 ≤ 2min(|U | + 2, |V | − |U |), and m1 + m2 ≤ 2(|U | + 1) if 3 ∈ {m1, m2}. Suppose
there exists an (M)-packing P of KV − KU whose reduced leave has size m1 + m2, contains
exactly two pure edges, is either a good s-ring or a good s-chain that, if 3 ∈ {m1, m2}, is not
a 2-chain with link vertex in U . Then there exists a repacking of P whose reduced leave is the
edge-disjoint union of an m1-cycle and an m2-cycle.
Proof. Let L be the reduced leave of P. We first show that the result holds for s = 2. If
L is a 2-chain, then the result follows by Lemma 14. If L is a 2-ring, then it follows from
our hypotheses and Lemma 15 that there are twin vertices x and y in KV − KU such that
degL(x) ≥ 4 and y /∈ V (L), and such that if 3 ∈ {m1, m2} then x ∈ U (if 3 ∈ {m1, m2}, then
apply Lemma 15(i) and otherwise apply Lemma 15(iii)). Performing an (x, y)-switch results in
a repacking of P whose reduced leave is a 2-chain whose link vertex is in V \U if 3 ∈ {m1, m2}
and the result follows by Lemma 14. So it is sufficient to show, for each integer s′ ≥ 3, that if
the result holds for s = s′ − 1 then it holds for s = s′.
Case 1. Suppose that L is a good s′-chain. By Lemma 17 we can obtain a repacking of P
whose reduced leave is a good s′-chain with a decomposition into paths of length m1 and m2
each containing exactly one pure edge. Let [x0, x1, . . . , xm1 ] be the path of length m1. Observe
that x0 and xm1 are twin in KV −KU because they are joined by an odd length path containing
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exactly one pure edge, and perform the (x0, xm1)-switch with origin x1.
If the terminus of the switch is not xm1−1, then we obtain a repacking of P whose reduced
leave is the edge-disjoint union of an m1-cycle and an m2-cycle and we are finished. If the
terminus of the switch is xm1−1, then we obtain a repacking of P whose reduced leave is a
good (s′ − 1)-ring that contains exactly two pure edges and the result follows by our inductive
hypothesis.
Case 2. Suppose that L is a good s′-ring. Let A be a ring cycle of L such that A contains a
pure edge and if s′ is odd then A has both link vertices in V \ U . Let x and y be twin vertices
in KV −KU such that x is a link vertex in A, x ∈ U if s
′ is even, and y /∈ V (L). Such a vertex y
exists by Lemma 15(ii) because |E(L)| ≤ 2min(|U |+ 2, |V | − |U |), V \U contains two vertices
of degree 4 in L if s′ is odd, and U contains two vertices of degree 4 in L if s′ is even (for then
s′ ≥ 4). By performing an (x, y)-switch with origin in V (A) we obtain a repacking of P whose
reduced leave contains exactly two pure edges, is a good s′-chain if the terminus of the switch
is also in V (A), and is a good (s′ − 1)-ring otherwise. In the former case we can proceed as in
Case 1 and in the latter case the result follows by our inductive hypothesis.
5 Merging cycle lengths
In this section we use Lemma 18 to prove Lemma 22, which is the key result in proving
Theorem 4. Given a cycle decomposition of Kv −Ku that satisfies certain conditions, Lemma
22 allows us to find a new cycle decomposition of Kv −Ku in which some of the shorter cycle
lengths have been merged into cycles of length m.
Lemma 19. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m1, m2, t and k be positive integers such that m1 and m2 are odd, m1, m2 ≥ k + t − 1,
m1 + m2 ≤ 2min(|U | + 2, |V | − |U |), and m1 + m2 ≤ 2(|U | + 1) if 3 ∈ {m1, m2}. Suppose
there exists an (M)-packing P of KV −KU with a reduced leave L of size m1 +m2 such that L
contains exactly two pure edges and L has exactly k components, k− 1 of which are cycles and
one of which is a good t-chain that, if 3 ∈ {m1, m2}, is not a 2-chain with link vertex in U .
Then there exists a repacking of P whose reduced leave is the edge-disjoint union of an m1-cycle
and an m2-cycle.
Proof. By Lemma 18 it is sufficient to show that we can construct a repacking of P whose
reduced leave is a good s-chain, for some s ∈ {2, . . . , k + t − 1}, that is not a 2-chain with
link vertex in U if 3 ∈ {m1, m2}. If k = 1, then we are finished, so we can assume k ≥ 2. By
induction on k, it suffices to show that there is a repacking of P with a reduced leave L′ such
that L′ has exactly k− 1 components, one component of L′ is a good t′-chain for t′ ∈ {t, t+1},
each other component of L′ is a cycle, and a degree 4 vertex of L′ is in V \ U if 3 ∈ {m1, m2}.
Let H be the component of L which is a good t-chain, and let C be a component of L such
that C is a cycle and C contains at least one pure edge if H contains at most one pure edge.
Let H1 and Ht be the end cycles of H where H1 contains a pure edge if H does and the link
vertex of H1 is in V \ U if t ≥ 3.
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Case 1. Suppose that either t ≥ 3 or it is the case that t = 2, H1 contains a pure edge, and
the link vertex of H is in V \ U . Let x and y be vertices such that x ∈ V (Ht), x is not a link
vertex of H , y ∈ V (C), x, y ∈ V \U if t is odd, and x, y ∈ U if t is even. Let P ′ be a repacking
of P obtained by performing an (x, y)-switch with origin in V (Ht). The reduced leave L
′ of P ′
has exactly k − 1 components, k − 2 of which are cycles and one of which is a good t′-chain,
where t′ = t + 1 if the terminus of the switch is also in V (Ht) and t
′ = t otherwise. Further, a
degree 4 vertex of L′ is in V \ U if 3 ∈ {m1, m2}. So we are finished by induction.
Case 2. Suppose that t = 2 and either H contains exactly one pure edge and has its link vertex
in U or H contains no pure edges. Then C contains a pure edge. Let w and x be vertices such
that w ∈ V (C) \U , x ∈ V (H1) \U , and x is not the link vertex of H . Let P
′ be a repacking of
P obtained by performing a (w, x)-switch with origin in V (H1) and let L
′ be the reduced leave
of P ′. If the terminus of this switch is in C, then L′ has exactly k − 1 components, k − 2 of
which are cycles and one of which is a 2-chain, and the link vertex of this chain is in V \ U if
3 ∈ {m1, m2}. In this case we are finished by induction. Otherwise the terminus of this switch
is in V (H1) and L
′ has exactly k− 1 components, k− 2 of which are cycles and one of which is
a 3-chain H ′ one of whose end cycles contains a pure edge and has its link vertex in V \ U . If
H ′ is good, then we are done. Otherwise, it must be that both link vertices of H ′ are in V \U .
In this latter case we proceed as follows.
Let H ′1 and H
′
3 be the end cycles of H
′ such that H ′1 has a pure edge. Let y, z ∈ V \ U be
vertices such that y is the link vertex in V (H ′3) and z /∈ V (L
′) (note that z exists by Lemma
15(ii) because m1 +m2 ≤ 2min(|U | + 2, |V | − |U |) and both link vertices of H
′ are in V \ U).
Let P ′′ be a repacking of P obtained from P ′ by performing a (y, z)-switch with origin in V (H ′3)
and let L′′ be the reduced leave of P ′′. If the terminus of this switch is not in V (H ′3), then L
′′
has exactly k − 1 components, k − 2 of which are cycles and one of which is a 2-chain whose
link vertex is in V \ U . In this case we are finished by induction. Otherwise, the terminus of
this switch is in V (H ′3) and L
′′ has exactly k components, k − 1 of which are cycles and one of
which is a 2-chain that contains a pure edge and has its link vertex in V \ U . In this case we
can proceed as we did in Case 1.
Case 3. Suppose that t = 2, H contains two pure edges and the link vertex of H is in U . Note
that, from our hypotheses, m1, m2 ≥ 4. Let x be the link vertex of H and let y be a vertex in
V (C) ∩ U . Let P ′ be a repacking of P obtained by performing an (x, y)-switch with origin in
V (H2) and let L
′ be the reduced leave of P ′. If the terminus of this switch is in V (C), then L′
has exactly k − 1 components, k − 2 of which are cycles and one of which is a 2-chain. In this
case we are finished by induction. Otherwise the terminus of this switch is in V (H2) and L
′ has
exactly k components, k − 1 of which are cycles and one of which is a 2-chain that contains at
most one pure edge and has its link vertex in U . In this case we can proceed as we did in Case
2.
Lemma 20. Let U and V be sets with U ⊆ V and |U |, |V | odd. If L is a subgraph of KV −KU
such that L contains at most two pure edges, L has one vertex of degree 4, and each other vertex
of L has degree 2, then L has at most
⌊
|E(L)|−6
4
⌋
+ 1 components.
Proof. Because each vertex of L has even degree, L has a decomposition D into cycles. Since
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there are at most two pure edges in L, at most two cycles in D have length 3 and each other
cycle in D has length at least 4. Thus |E(L)| ≥ 4(|D|−2)+6 which implies |D| ≤
⌊
|E(L)|−6
4
⌋
+2.
At least one component of L contains a vertex of degree 4 and hence contains at least two cycles
and each other component of L contains at least one cycle. The result follows.
Lemma 21. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Suppose there exists an (M)-packing P0 of KV −KU with a reduced leave L0 such that |E(L0)| ≤
2min(|U |+2, |V |− |U |), L0 has exactly two pure edges, and L0 has at least one vertex of degree
at least 4. Then there exists a repacking P⋆ of P0 with a reduced leave L
⋆ such that exactly one
vertex of L⋆ has degree 4 and every other vertex of L⋆ has degree 2.
Proof. Let d = 1
2
∑
x∈V (L0)
(degL0(x)−2), and construct a sequence P0,P1, . . . ,Pd−1, where for
i ∈ {0, . . . , d − 2} Pi+1 is a repacking of Pi obtained from Pi by performing an (xi, yi)-switch
where xi and yi are twin vertices in KV −KU such that the degree of xi in the reduced leave
of Pi is at least 4 and yi is not in the reduced leave of Pi. Such vertices exist by Lemma 15(iii)
since |E(L0)| ≤ 2min(|U |+2, |V |− |U |) and i ≤ d−2. Exactly one vertex of the reduced leave
of Pd−1 has degree 4 and all its other vertices have degree 2.
Lemma 22. Let U and V be sets with U ⊆ V and |U |, |V | odd, and let M be a list of integers.
Let m be a positive odd integer such that 7 ≤ m ≤ min(|U | + 2, |V | − |U | − 1). Let a1, . . . , as
and b1, . . . , bt be lists of integers such that a1 + · · · + as = m and b1 + · · · + bt = m. Suppose
there exists an (M)-packing P of KV − KU with a reduced leave that contains exactly two
pure edges and is the edge-disjoint union of cycles of lengths a1, . . . , as, b1, . . . , bt. Then there
exists an (M,m,m)-decomposition D of KV −KU containing two m-cycles C
′ and C ′′ such that
D \ {C ′, C ′′} is a repacking of P.
Proof. Let L be the reduced leave of P. It obviously suffices to find a repacking of P whose
reduced leave is the edge-disjoint union of two m-cycles.
We prove the result by induction on s + t. If s = 1 and t = 1, then the result is trivial. So
suppose that s+ t ≥ 3. Assume without loss of generality that s ≥ t and note that s ≥ 2.
Case 1. Suppose that some vertex of L has degree at least 4. Then by Lemma 21, there is
a repacking P ′ of P with a reduced leave L′ such that exactly one vertex of L′ has degree 4
and every other vertex of L′ has degree 2. So one component of L′ is a 2-chain, and any other
component of L′ is a cycle. Furthermore L′ contains at most ⌊2m−6
4
⌋+1 components by Lemma
20 and obviously m ≥ ⌊2m−6
4
⌋+ 2. Thus, applying Lemma 19 with m1 = m2 = m to P
′, there
is a repacking of P whose reduced leave is the edge-disjoint union of two m-cycles.
Case 2. Suppose that every vertex of L has degree 2. Then the components of L are cycles
of lengths a1, . . . , as, b1, . . . , bt. Let x and y be vertices in V \ U such that x and y are in two
distinct cycles of L which have lengths a1 and a2 respectively. Let P
′ be a repacking of P
obtained by performing an (x, y)-switch and let L′ be the reduced leave of P ′. If the origin
and terminus of this switch are in the same cycle, then one vertex of L′ has degree 4 and every
other vertex of L′ has degree 2, and we can proceed as we did in Case 1. If the origin and
terminus of this switch are in different cycles, then L′ is the edge-disjoint union of cycles of
lengths a1 + a2, a3, . . . , as, b1, . . . , bt (lengths a1 + a2, b1, . . . , bt if s = 2) and we can complete
the proof by applying our inductive hypothesis.
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6 Base decompositions
Our goal in this section is to prove Lemmas 28 and 29 which provide the “base” decompositions
of Kv − Ku into short cycles and m-cycles to which we apply Lemma 22 in order to prove
Theorem 4. Lemma 28 is used in the case where m ≥ 11 and Lemma 29 is used when m = 9.
We first require several preliminary results. Lemma 23 is a method for decomposing certain
graphs into 3-cycles and 5-cycles. Theorems 24, 25 and 27 are existing results on decomposing
the complete graph and the complete bipartite graph into cycles.
We require some additional notation in the remainder of the paper. For a positive integer
v, let Kcv denote a graph of order v with no edges and, for a set V , let K
c
V denote the graph
with vertex set V and no edges. For a non-negative integer i, let xi denote a list containing
i entries all equal to x. For technical reasons we ignore any 0’s in a list M when discussing
(M)-decompositions.
Lemma 23. Let a and k be non-negative integers such that k ≥ 3, a ≤ k and a is even. Let C
be a cycle of length k, and let N be a vertex set of size k−a such that V (C)∩N = ∅. Then there
exists a (3a, 5k−a)-decomposition of Kc2 ∨ (C ∪K
c
N ) such that each cycle in the decomposition
contains exactly one edge of C.
Proof. Let y and z be the vertices inKc2, let C = (c1, c2, . . . , ck), and letN = {x1, x2, . . . , xk−a}.
Let
D1 = {(y, ck, c1), (z, c1, c2), (y, c2, c3), (z, c3, c4), . . . , (y, ca−2, ca−1), (z, ca−1, ca)}; and
D2 = {(y, ca, ca+1, z, x1), (y, ca+1, ca+2, z, x2), . . . , (y, ck−2, ck−1, z, xk−a−1), (y, ck−1, ck, z, xk−a)};
where D1 is understood to be empty and c0 = ck if a = 0, and D2 is understood to be empty if
a = k. Then D1 ∪ D2 is a decomposition with the required properties.
Theorem 24 ([4]). Let n be a positive even integer and let m1, . . . , mt be integers such that
3 ≤ mi ≤ n for i ∈ {1, . . . , t} and m1 + m2 + · · · + mt =
(
n
2
)
− n
2
. Then there exists an
(m1, . . . , mt)-decomposition of Kn − I, where I is a 1-factor with vertex set V (Kn).
Theorem 25 ([9]). Let a, b, p, q and r be positive integers such that a ≥ 4 and b ≥ 6 are even.
Then there exists a (4p, 6q, 8r)-decomposition of Ka,b if and only if 4p+ 6q + 8r = ab.
Theorem 27 below is slightly stronger than Theorem 1.1 of [12] but is easily proved using
the following lemma which is Lemma 3.6 of that paper.
Lemma 26 ([12]). Let M be a list of integers and let a, b, h, n and n′ be positive integers such
that a ≤ b, n + n′ ≤ 3h, n + n′ + h ≤ 2a + 2 if a < b, and n + n′ + h ≤ 2a if a = b. If there
exists an (M,h, n, n′)-decomposition of Ka,b, then there exists an (M,h, n + n
′)-decomposition
of Ka,b.
Theorem 27. Let a and b be positive integers such that a and b are even and a ≤ b, and let
m1, m2, . . . , mτ be even integers such that 4 ≤ m1 ≤ m2 ≤ · · · ≤ mτ . If
(B1) mτ ≤ 3mτ−1;
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(B2) mτ−1 +mτ ≤ 2a + 2 if a < b and mτ−1 +mτ ≤ 2a if a = b; and
(B3) m1 +m2 + · · ·+mτ = ab;
then there exists an (m1, m2, . . . , mτ )-decomposition of Ka,b.
Proof. Suppose for a contradiction that there exists a non-decreasing list of integers that
satisfies the hypotheses of the theorem but for which there is no corresponding decomposition
of Ka,b, and amongst all such lists let Z = z1, . . . , zτ be one with a maximum number of entries.
It follows from Theorem 25 that zτ > 8. Let Z
⋆ be the list z1, z2, . . . , zτ−1, 4, zτ−4 reordered
so as to be non-decreasing. Since Z satisfies the conditions of the claim, so must Z⋆, and since
Z⋆ has more entries than Z, there exists a (Z⋆)-decomposition of Ka,b. However, by applying
Lemma 26 with n = 4, n′ = zτ − 4 and h = zτ−1 we obtain a (Z)-decomposition of Ka,b which
is a contradiction.
For each even integer ℓ ≥ 4 we define a list Rℓ as follows
Rℓ =
{
4ℓ/4 if ℓ ≡ 0 (mod 4);
4(ℓ−6)/4, 6 if ℓ ≡ 2 (mod 4).
We also define R0 to be the empty list. Given a list Rℓ and a positive integer i we define R
i
ℓ to
be the list obtained by concatenating i copies of Rℓ.
Lemma 28. Let u, v and m be odd integers such that m ≥ 11, (u, v) is m-admissible, v − u ≥
m+1, u ≥ m if m ∈ {11, 13, 15}, and u ≥ m− 2 if m ≥ 17. Let k, t and x be the non-negative
integers such that u(v − u) = (m − 1)k + t, t < m − 1 and m(k + x) =
(
v
2
)
−
(
u
2
)
. Then, for
some h ∈ {4, 6, . . . , m− 7} ∪ {m− 3}, there exists an (mx, 3k, h, Rk−1m−3, R
1
m−h−3)-decomposition
of Kv −Ku in which each cycle of length less than m contains at most one pure edge.
Proof. Observe that k is the maximum number of pairwise edge-disjoint m-cycles in Kv −Ku
that each contain exactly one pure edge. Also note that t is even and so t ≤ m−3. Let w = v−u,
note that w is even, and let p and q be the non-negative integers such that k = w(p + 1
2
) + q
and q < w. We will make use of the following facts throughout this proof.
uw = (w(p+ 1
2
) + q)(m− 1) + t (6.1)
2(u− 2p) ≥
{
4
3
m+ 22
3
if p = 0
4
3
m+ 34
3
if p ≥ 1
(6.2)
Note that (6.1) follows directly from the definitions of k, t, p and q. To see that (6.2) holds,
observe that when p = 0 and m ∈ {11, 13, 15} we have 2(u − 2p) = 2u ≥ 2m, which implies
2(u− 2p) ≥ 4
3
m+ 22
3
since m ≥ 11. When p = 0 and m ≥ 17 we have 2(u− 2p) = 2u ≥ 2m− 4,
which implies 2(u − 2p) ≥ 4
3
m + 22
3
since m ≥ 17. Also, (6.1) implies uw ≥ w(p + 1
2
)(m − 1)
and so u ≥ (p + 1
2
)(m − 1). Thus 2(u − 2p) ≥ 2p(m − 3) + m − 1. So when p ≥ 1 we have
2(u− 2p) ≥ 3m− 7, which implies 2(u− 2p) ≥ 4
3
m+ 34
3
since m ≥ 11.
Let U = {y1, y2, . . . , yu} and W = {z1, z2, . . . , zw} be disjoint sets of vertices. We will
construct a decomposition of KU∪W −KU with the desired properties. Let I be a 1-factor with
vertex set W . The proof divides into two cases depending on whether t = 0 or t > 0.
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Case 1. Suppose that t > 0. Then q > 0, for otherwise (6.1) implies w(u− (p+ 1
2
)(m− 1)) =
t > 0 which contradicts the facts that w > m > t and u− (p+ 1
2
)(m− 1) is an integer.
Depending on the value of q, we define integers p′, q′ and q′′ so that w(p′ + 1
2
) + q′ + q′′ = k
according to the following table.
p′ q′ q′′
q ∈ {1, 2, 3, 4} p− 1 w q
q ∈ {5, 7, . . . , w − 1} p q − 1 1
q ∈ {6, 8, . . . , w − 2} p q − 2 2
We show that p′ ≥ 0 by establishing that it cannot be the case that both p = 0 and q ∈
{1, 2, 3, 4}. If p = 0 and q ∈ {1, 2, 3, 4}, then (6.1) implies uw ≤ (m− 1)(w
2
+ 4) + (m− 3) and
hence w(u− m−1
2
) ≤ 5m− 7. Because u ≥ m if m ∈ {11, 13, 15} and u ≥ m− 2 if m ≥ 17, we
have that u− m−1
2
≥ 6 and we obtain a contradiction by noting that w > m.
We define h to be the smallest integer in {4, 6, . . . , m − 7} ∪ {m − 3} such that h ≥ 2q
′′+t
3
.
Using the facts that q′′ ∈ {1, 2, 3, 4} and t ≤ m− 3 it is routine to check that if 2q
′′+t
3
> m− 7,
then m = 11, q′′ ∈ {3, 4} and h = 8. Thus h is well-defined and, if it is not the case that
2q′′+t
3
≤ h ≤ 2q
′′+t+5
3
, then either 2q′′ + t ≤ 6 and h = 4 or m = 11, q′′ ∈ {3, 4} and h = 8. We
claim that
2q′′ + t+ h ≤
{
4
3
m+ 28
3
if p′ = p− 1;
4
3
m+ 3 if p′ = p.
(6.3)
To see that this is the case note that if 2q′′+t ≤ 6 and h = 4 or ifm = 11, q′′ ∈ {3, 4} and h = 8,
then (6.3) holds (recall that t ≤ m− 3 and m ≥ 11). Otherwise, 2q′′ + t + h ≤ 4
3
(2q′′ + t) + 5
3
and hence 2q′′ + t+ h ≤ 4
3
m+ 1
3
(8q′′− 7) using t ≤ m− 3. Because q′′ ≤ 2 if p′ = p and q′′ ≤ 4
if p′ = p− 1, (6.3) holds.
We will complete the proof by constructing an (mx, 3k, h, Rk−1m−3, R
1
m−h−3)-decomposition of
KU∪W − KU in which each cycle of length less than m contains at most one pure edge. We
will construct this decomposition in such a way that the pure edges in the 3-cycles of the
decomposition form p′ w-cycles, a 1-factor with w vertices, a q′-cycle, and a q′′-path (recall that
p′w + w/2 + q′ + q′′ = k). Our required decomposition can be obtained as
(D1 \ {H1, . . . , Hp, C
′, C ′′}) ∪ (D2 \ {C
†}) ∪ D3 ∪ D4 ∪ D5
where D1,D2,D3,D4,D5 are given as follows.
• D1 is a (w
p′, mx−1, q′, m + q′′ − t)-decomposition of KW − I, that includes p
′ w-cycles
H1, . . . , Hp′, a q
′-cycle C ′, and an (m+q′′−t)-cycle C ′′ containing the path [z1, z2, . . . , zq′′+1]
and not containing the t
2
− 1 vertices zq′′+2, zq′′+3, . . . , zq′′+ t
2
. A (wp
′
, mx−1, q′, m+ q′′− t)-
decomposition of KW − I exists by Theorem 24 because mx+ p
′w + q′ + q′′ − t = mx+
k− t− w
2
=
(
w
2
)
− w
2
(note that the definitions of k, t and x imply that
(
w
2
)
= mx+k− t).
We can relabel the vertices of this decomposition to ensure that C ′′ has the specified
properties because (m+ q′′− t)+( t
2
−1) = m− t
2
+ q′′−1 ≤ w. (If m− t
2
+ q′′−1 ≥ w+1,
then t ≥ 2, q′′ ≤ 4 and w ≥ m + 1 imply (t, q′′, w) = (2, 4, m + 1) and hence q = 4.
However, in this case (6.1) implies that u(m+ 1) = (m+ 1)(m− 1)(p+ 1
2
) + 4m− 2 and
hence that (m+ 1) divides 4m− 2. This contradicts m ≥ 11.)
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• D2 is a (2q
′′ + t, h, Rk−1m−3, R
1
m−h−3)-decomposition of K{y1,...,yu−2p′−1},W −
K{yu−2p′−2,yu−2p′−1},V (C′) that includes the (2q
′′ + t)-cycle C† =
(y1, z1, y2, z2, . . . , yq′′+ t
2
, zq′′+ t
2
). We form D2 by first decomposing
K{yu−2p′−2,yu−2p′−1},W\V (C′) into
w−q′
2
4-cycles (if q′ < w) and then decomposing
K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths. Note that R
k−1
m−3 contains at
least k − 1 4’s since m ≥ 11, and also that k − 1 = w(p+ 1
2
) + q − 1 ≥ w
2
+ q − 1 ≥ w−q
′
2
.
A decomposition of K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths exists by
Theorem 27. Let mτ and mτ−1 be respectively the greatest and second greatest of the
remaining cycle lengths. To see that (B1), (B2) and (B3) hold, we first suppose that
(mτ , mτ−1) = (2q
′′ + t, h). It follows from the definition of h that 2q′′ + t ≤ 3h and hence
that (B1) holds. If u− 2p′− 3 ≥ w, then (B2) holds because, using m ≥ 11 and (6.3), we
have
2w ≥ 2(m+ 1) ≥ 4
3
m+ 28
3
≥ 2q′′ + t+ h.
If u− 2p′ − 3 < w and p′ = p, then (B2) holds because, using (6.2) and (6.3), we have
2(u− 2p′ − 3) + 2 = 2(u− 2p)− 4 ≥ (4
3
m+ 22
3
)− 4 > 4
3
m+ 3 ≥ 2q′′ + t+ h.
If u − 2p′ − 3 < w and p′ = p − 1, then p ≥ 1 and (B2) holds because, using (6.2) and
(6.3), we have
2(u− 2p′ − 3) + 2 = 2(u− 2p) ≥ 4
3
m+ 34
3
> 4
3
m+ 28
3
≥ 2q′′ + t + h.
Finally, (B3) holds because, using the definitions of t, k, p and q, and the fact that
q′ + q′′ − q = w(p− p′), we have
(k − 1)(m− 3) + (m− h− 3) + h+ (2q′′ + t)− 4w−q
′
2
= k(m− 3) + t− 2w + 2(q′ + q′′)
= (uw − 2k)− 2w + 2(q′ + q′′)
= (u− 2p− 3)w + 2(q′ + q′′ − q)
= (u− 2p′ − 3)w.
Now suppose that (mτ , mτ−1) 6= (2q
′′ + t, h). Then it must be that mτ ≤ 12 and mτ−1 ∈
{4, 6}. Clearly (B1) holds. Also, mτ + mτ−1 ≤ 18. So if w ≤ u − 2p
′ − 3 then (B2)
holds because 2w ≥ 2(m+ 1) ≥ 24, and if w > u− 2p′ − 3 then (B2) holds because (6.2)
implies 2(u − 2p′ − 3) + 2 ≥ 18 (note that p′ ≤ p and m ≥ 11). Finally, (B3) holds by
the argument above. We can relabel the vertices of this decomposition to ensure that
C† = (y1, z1, y2, z2, . . . , yq′′+ t
2
, zq′′+ t
2
).
• D3 is a (3
q′)-decomposition of Kc{yu−2p′−2,yu−2p′−1} ∨ C
′ which exists by Lemma 23.
• D4 is a (3
p′w+w/2)-decomposition of Kc{yu−2p′ ,...,yu} ∨ (I ∪ H1 ∪ · · · ∪ Hp
′) which exists by
applying Lemma 23 to Kc{yu−2p′−1+i,yu−p′−1+i} ∨ Hi for i ∈ {1, 2, . . . , p
′} and taking the
obvious decomposition of K{yu} ∨ I.
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• D5 is the (3
q′′ , m)-decomposition of C ′′ ∪ C† given by
{(z1, y2, z2), (z2, y3, z3), . . . , (zq′′ , yq′′+1, zq′′+1)} ∪
{(C ′′ − [z1, z2, . . . , zq′′+1]) ∪ [zq′′+1, yq′′+2, zq′′+2, yq′′+3, . . . , yq′′+ t
2
, zq′′+ t
2
, y1, z1]}.
Case 2. Suppose that t = 0. Then (6.1) reduces to uw = (w(p + 1
2
) + q)(m − 1). Note that
q 6= 1, since if q = 1 then uw = w(p + 1
2
)(m − 1) + m − 1 and so w divides m − 1 which
contradicts w ≥ m + 1. Depending on the value of q, we define integers p′, q′ and q′′ so that
w(p′ + 1
2
) + q′ + q′′ = k according to the following table.
p′ q′ q′′
q ∈ {0, 3, 5} p− 1 w q
q = 2 p− 1 w − 2 4
q ∈ {4, 6, . . . , w − 2} p q 0
q ∈ {7, 9, . . . , w − 1} p q − 3 3
We show that p′ ≥ 0 by establishing that it cannot be the case that both p = 0 and q ∈
{0, 2, 3, 5}. If p = 0 and q ∈ {0, 2, 3, 5}, then (6.1) implies uw ≤ (m − 1)(w
2
+ 5) and hence
w(u − m−1
2
) ≤ 5m − 5. Because u ≥ m if m ∈ {11, 13, 15} and u ≥ m − 2 if m ≥ 17, we have
that u− m−1
2
≥ 6 and we obtain a contradiction by noting that w > m.
We will complete the proof by constructing an (mx, 3k, Rkm−3)-decomposition of KU∪W −KU
in which each cycle of length less than m contains at most one pure edge. We will construct
this decomposition in such a way that the pure edges in the 3-cycles of the decomposition
form p′ w-cycles, a 1-factor with w vertices, a q′-cycle, and a q′′-cycle if q′′ 6= 0 (recall that
p′w + w/2 + q′ + q′′ = k). The desired decomposition can be obtained as
(D1 \ S1) ∪ (D2 \ S2) ∪ D3 ∪ D4 ∪ D5
where (S1, S2) = ({H1, H2, . . . , Hp′, C
′, C ′′}, {C†}) if q′′ 6= 0, (S1, S2) =
({H1, H2, . . . , Hp′, C
′}, ∅) if q′′ = 0, and D1,D2,D3,D4,D5 are given as follows.
• D1 is an (m
x, wp
′
, q′, q′′)-decomposition of KW − I that includes p
′ w-cycles H1, . . . , Hp′,
a q′-cycle C ′ and, if q′′ 6= 0, the q′′-cycle C ′′ = (z1, z2, . . . , zq′′). An (m
x, wp
′
, q′, q′′)-
decomposition of KW −I exists by Theorem 24 because mx+p
′w+q′+q′′ = mx+k− w
2
=(
w
2
)
− w
2
(note that the definitions of k, t and x imply that
(
w
2
)
= mx + k − t). We can
relabel the vertices of this decomposition to ensure that C ′′ = (z1, z2, . . . , zq′′).
• D2 is a (2q
′′, 3k, Rkm−3)-decomposition of K{y1,y2,...,yu−2p′−1},W −K{yu−2p′−2,yu−2p′−1},V (C′) that
includes the (2q′′)-cycle C† = (y1, z1, y2, z2, . . . , yq′′, zq′′) if q
′′ 6= 0.
We form D2 by first decomposing K{yu−2p′−2,yu−2p′−1},W\V (C′) into
w−q′
2
4-cycles (if q′ < w)
and then decomposing K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths. Note that
Rkm−3 contains at least k 4’s since m ≥ 11, and also that k = w(p+
1
2
)+ q ≥ w
2
+ q ≥ w−q
′
2
.
A decomposition of K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths exists by
Theorem 27. Let mτ and mτ−1 be respectively the greatest and second greatest of the
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remaining cycle lengths. Note that mτ ≤ max(2q
′′, 6) ≤ 10 and mτ−1 ∈ {4, 6}. Clearly
(B1) holds. If w ≤ u − 2p′ − 3, then (B2) holds because mτ−1 + mτ ≤ 16 and 2w ≥
2(m + 1) ≥ 24. If w > u − 2p′ − 3, then (B2) holds because mτ−1 +mτ ≤ 16 and (6.2)
implies that 2(u − 2p′ − 3) + 2 ≥ 18 (note that p′ ≤ p and m ≥ 11). Finally, (B3)
holds by a similar argument to that used in Case 1. We can relabel the vertices of this
decomposition to ensure that C† = (y1, z1, y2, z2, . . . , yq′′, zq′′) if q
′′ 6= 0.
• D3 is a (3
q′)-decomposition of Kc{yu−2p′−2,yu−2p′−1} ∨ C
′ which exists by Lemma 23.
• D4 is a (3
p′w+w/2)-decomposition of Kc{yu−2p′ ,...,yu} ∨ (I ∪ H1 ∪ · · · ∪ Hp
′) which exists by
applying Lemma 23 to Kc{yu−2p′−1+i,yu−p′−1+i} ∨ Hi for i ∈ {1, 2, . . . , p
′} and taking the
obvious decomposition of K{yu} ∨ I.
• D5 is the (3
q′′)-decomposition of C ′′ ∪ C† given by
{(z1, y2, z2), (z2, y3, z3), . . . , (zq′′−1, yq′′, zq′′), (zq′′ , y1, z1)} if q
′′ 6= 0, and D5 = ∅ if
q′′ = 0.
Lemma 29. Let u and v be positive integers such that (u, v) is 9-admissible, v − u ≥ 10
and u ≥ 9. Let k, t and x be the non-negative integers such that u(v − u) = 8k + t, t <
8 and 9(x + k) =
(
v
2
)
−
(
u
2
)
. Then, for some non-negative integer k′ ≤ k, there exists a
(3k−k
′
, 4k
′
, 5k
′
, 6k−k
′
, 9x)-decomposition of Kv − Ku in which each cycle of length less than 9
contains at most one pure edge.
Proof. Observe that k is the maximum number of pairwise edge-disjoint 9-cycles in Kv −Ku
that each contain exactly one pure edge. Also note that t is even and so t ≤ 6. Let w = v− u,
note that w is even, and let p and q be the non-negative integers such that k = (p + 1)w
2
+ q
and q < w
2
. We will make use of the following fact, which follows directly from the definitions
of k, t, p and q, throughout this proof.
uw = 8((p+ 1)w
2
+ q) + t (6.4)
Note that p ≥ 1, for otherwise uw ≤ 4w + 8q + t ≤ 4w + 8(w
2
− 1) + 6 < 8w which contradicts
u ≥ 9. Also note that u ≥ 4p + 5, because u is odd and (6.4) implies uw ≥ 4(p + 1)w. From
this, we can see that
u− 2p− 3 ≥ 2p+ 2 ≥ 4. (6.5)
Let U = {y1, y2, . . . , yu} and W = {z1, z2, . . . , zw} be disjoint sets of vertices. We will
construct a decomposition of KU∪W −KU with the desired properties. Let I be a 1-factor with
vertex set W . The proof divides into two cases depending on whether t = 0 or t > 0.
Case 1. Suppose that t > 0. Then q > 0, for otherwise (6.4) implies w(u − 4p − 4) = t > 0
which contradicts the facts that w ≥ 10 > t and u − 4p − 4 is an integer. Depending on the
value of q, we define integers p′, q′3, q
′
5 and q
′′ so that (p′ + 1)w
2
+ q′3 + q
′
5 + q
′′ = k according to
the following table.
p′ q′3 q
′
5 q
′′
q ∈ {1, 2, 3} p− 1 2q − 2 w
2
+ 1− q 1
q ∈ {4, . . . , w
2
− 1} p 0 q − 1 1
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We will complete the proof by constructing a (3w/2+q
′
3
+q′′, 4p
′w/2+q′
5, 5p
′w/2+q′
5, 6w/2+q
′
3
+q′′, 9x)-
decomposition ofKU∪W−KU in which each cycle of length less than 9 contains at most one pure
edge. We will construct this decomposition in such a way that the pure edges in the 3-cycles
and 5-cycles of the decomposition form p′ w
2
-cycles, a 1-factor with w vertices, a (q′3+ q
′
5)-cycle,
and a q′′-path (recall that (p′ + 1)w
2
+ q′3 + q
′
5 + q
′′ = k). The desired decomposition can be
obtained as
(D1 \ {H1, H2, . . . , Hp′, C
′, C ′′}) ∪ (D2 \ {C
†}) ∪ D3 ∪ D4 ∪ D5
where D1, D2, D3, D4 and D5 are given as follows.
• D1 is a (9
x−1, (w
2
)p
′
, q′3+q
′
5, 9+q
′′− t)-decomposition of KW −I that includes p
′ (w
2
)-cycles
H1, H2, . . . , Hp′, a (q
′
3+q
′
5)-cycle C
′, and a (9+q′′−t)-cycle C ′′ containing the edge z1z2 and
not containing the t
2
−1 vertices z3, z4, . . . , z t
2
+1 if t > 2. A (9
x−1, (w
2
)p
′
, q′3+q
′
5, 9+q
′′− t)-
decomposition of KW−I exists by Theorem 24 because 9(x−1)+p
′w
2
+q′3+q
′
5+9+q
′′−t =
9x+k−t−w
2
=
(
w
2
)
−w
2
(note that the definitions of k, t and x imply that
(
w
2
)
= 9x+k−t).
We can relabel the vertices of this decomposition to ensure that C ′′ has the specified
properties because (9 + q′′ − t) + ( t
2
− 1) = 9− t
2
< 10 ≤ w.
• D2 is a (4
p′w/2+q′5, 6w/2+q
′
3+q
′′
, t + 2q′′)-decomposition of K{y1,y2,...,yu−2p′−1},W −
K{yu−2p′−2,yu−2p′−1},V (C′)∪Q, where Q is a subset of W \ V (C
′) of size q′5, that includes the
(t+2q′′)-cycle C† = (y1, z1, y2, z2, . . . , y t
2
+1, z t
2
+1). Note that |W \V (C
′)| = w−q′3−q
′
5 ≥ q
′
5
follows from our choice of q′3 and q
′
5.
We form D2 by first decomposing K{yu−2p′−2,yu−2p′−1},W\(V (C′)∪Q) into
w−q′3−2q
′
5
2
4-cycles and
then decomposing K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths. Note that we
desire p′w
2
+ q′5 4-cycles in D2 and that p
′w
2
+ q′5 ≥
w−q′
3
−2q′
5
2
follows from our choice of p′,
q′3 and q
′
5 (recall that p ≥ 1).
A decomposition of K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths exists by
Theorem 25 because t + 2q′′ ∈ {4, 6, 8}. To see that the conditions of Theorem 25 hold,
note that u− 2p′ − 3 ≥ u− 2p− 3 ≥ 4 using (6.5), that w ≥ 10, and that
4(p′w
2
+ q′5 −
w−q′3−2q
′
5
2
) + 6(w
2
+ q′3 + q
′′) + (t+ 2q′′)
= 8((p′ + 1)w
2
+ q′3 + q
′
5 + q
′′) + t− (2p′ + 3)w
= uw − (2p′ + 3)w
= (u− 2p′ − 3)w.
We can relabel the vertices of this decomposition to ensure that C† =
(y1, z1, y2, z2, . . . , y t
2
+1, z t
2
+1).
• D3 is a (3
q′
3, 5q
′
5)-decomposition ofKc{yu−2p′−2,yu−2p′−1}∨(C
′∪KcQ) which exists by Lemma 23.
• D4 is a (3
w/2, 5p
′w/2)-decomposition of K{yu−2p′ ,...,yu},W ∪ I ∪H1 ∪ · · · ∪Hp′ which exists by
applying Lemma 23 (with a = 0 and n = w
2
) to Kc{yu−2p′−1+i,yu−p′−1+i} ∨ (Hi ∪K
c
W\V (Hi)
)
for i ∈ {1, 2, . . . , p′} and taking the obvious decomposition of K{yu} ∨ I.
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• D5 is the following (3
q′′, 91)-decomposition of C ′′ ∪ C† (recall that q′′ = 1).
{(z1, y2, z2)} ∪ {(C
′′ − [z1, z2]) ∪ [z2, y3, z3, y4, . . . , y t
2
+1, z t
2
+1, y1, z1]}
Case 2. Suppose that t = 0. Then (6.4) reduces to uw = 8((p + 1)w
2
+ q). Depending on
the value of q, we define integers p′, q′ and q′′ so that (p′ + 1)w
2
+ q′ + q′′ = k according to the
following table.
p′ q′ q′′
q = 0 p− 1 w
2
0
q ∈ {1, 2} p− 1 w
2
− 3 + q 3
q ∈ {3, 4, . . . , w
2
− 1} p q 0
We will complete the proof by constructing a (3w/2+q
′′
, 4p
′w/2+q′ , 5p
′w/2+q′, 6w/2+q
′′
, 9x)-
decomposition of KU∪W − KU in which each cycle of length less than 9 contains at most
one pure edge. We will construct this decomposition in such a way that the pure edges in
the 3-cycles and 5-cycles of the decomposition form p′ w
2
-cycles, a 1-factor with w vertices, a
q′-cycle, and a q′′-cycle if q′′ 6= 0 (recall that (p′+1)w
2
+q′+q′′ = k). The desired decomposition
can be obtained as
(D1 \ S1) ∪ (D2 \ S2) ∪ D3 ∪ D4 ∪ D5
where (S1, S2) = ({H1, H2, . . . , Hp′, C
′, C ′′}, {C†}) if q′′ 6= 0, (S1, S2) =
({H1, H2, . . . , Hp′, C
′}, ∅) if q′′ = 0, and D1, D2, D3, D4 and D5 are given as follows.
• D1 is a (9
x, (w
2
)p
′
, q′, q′′)-decomposition of KW − I that includes p
′ (w
2
)-cycles
H1, H2, . . . , Hp′, a q
′-cycle C ′ and a q′′-cycle C ′′ = (z1, z2, . . . , zq′′) if q
′′ 6= 0. A
(9x, (w
2
)p
′
, q′, q′′)-decomposition ofKW−I exists by Theorem 24 because 9x+p
′w
2
+q′+q′′ =
9x+k− w
2
=
(
w
2
)
− w
2
(note that the definitions of k, t and x imply that
(
w
2
)
= 9x+k− t).
We can relabel the vertices of this decomposition to ensure that C ′′ = (z1, z2, . . . , zq′′) if
q′′ 6= 0.
• D2 is a (4
p′w/2+q′ , 6w/2+q
′′
, 2q′′)-decomposition of K{y1,y2,...,yu−2p′−1},W −
K{yu−2p′−2,yu−2p′−1},V (C′)∪Q, where Q is a subset of W \ V (C
′) of size q′, that includes the
(2q′′)-cycle C† = (y1, z1, y2, z2, . . . , yq′′, zq′′) if q
′′ 6= 0. Note that |W \V (C ′)| = w− q′ ≥ q′
follows from our choice of q′.
We form D2 by first decomposing K{yu−2p′−2,yu−2p′−1},W\(V (C′)∪Q) into
w
2
− q′ 4-cycles (if
q′ < w
2
) and then decomposing K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths.
Note that we desire p′w
2
+ q′ 4-cycles in D2 and that p
′w
2
+ q′ ≥ w
2
− q′ follows from our
choice of p′, q′ and q′′ (recall that p ≥ 1 and w ≥ 10).
A decomposition of K{y1,y2,...,yu−2p′−3},W into cycles of the remaining lengths exists by
Theorem 25 because 2q′′ ∈ {0, 6}. The conditions of Theorem 25 can be shown to hold by a
similar argument to that used in Case 1. We can relabel the vertices of this decomposition
to ensure that C† = (y1, z1, y2, z2, . . . , yq′′, zq′′) if q
′′ 6= 0.
• D3 is a (5
q′)-decomposition of Kc{yu−2p′−2,yu−2p′−1} ∨ (C
′ ∪KcQ) which exists by Lemma 23.
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• D4 is a (3
w/2, 5p
′w/2)-decomposition of K{yu−2p′ ,...,yu},W ∪ I ∪H1 ∪ · · · ∪Hp′ which exists by
applying Lemma 23 (with a = 0 and n = w
2
) to Kc{yu−2p′−1+i,yu−p′−1+i} ∨ (Hi ∪K
c
W\V (Hi)
)
for i ∈ {1, 2, . . . , p′} and taking the obvious decomposition of K{yu} ∨ I.
• D5 is the (3
q′′)-decomposition of C ′′ ∪ C† given by
{(z1, y2, z2), (z2, y3, z3), . . . , (zq′′−1, yq′′, zq′′), (zq′′ , y1, z1)} if q
′′ 6= 0, and D5 = ∅ if
q′′ = 0.
7 Proof of main results
We first prove the following lemma, which does most of the work toward proving Theorem 4.
Lemma 30. Let m, u and v be positive odd integers such that m ≥ 9, v−u ≥ m+1 and (u, v)
is m-admissible. If either m ≥ 17 and u ≥ m− 2 or m ∈ {9, 11, 13, 15} and u ≥ m, then there
exists an m-cycle decomposition of Kv −Ku.
Proof. Let k and x be the integers such that k = ⌊u(v−u)
m−1
⌋ and m(x + k) =
(
v
2
)
−
(
u
2
)
. From
Lemmas 28 and 29, it follows that there is an (mx,M1, . . . ,Mk)-decomposition D0 of Kv−Ku in
which each cycle of length less than m contains at most one pure edge, where for j ∈ {1, . . . , k}
Mj is a list of at least two integers with sum m that contains exactly one odd integer.
We will now construct a sequence D1, . . . ,Dk−1 such that, for each i ∈ {1, . . . , k − 1}, Di
is an (mx+i+1,M1, . . . ,Mk−i−1)-decomposition of Kv − Ku such that, with the exception of x
m-cycles, each cycle in Di contains at most one pure edge. This will suffice to complete the
proof because Dk−1 will be an m-cycle decomposition of Kv −Ku.
Let D1 be the decomposition obtained by applying Lemma 22 to the packing P0 = D0 \ C0,
where C0 is a set of cycles in D0 with lengths given by the list Mk−1,Mk. For each i ∈
{1, . . . , k − 2}, let Di+1 be the decomposition obtained by applying Lemma 22 to the packing
Pi = Di \ ({Ci} ∪ Ci), where Ci is an m-cycle in Di that contains exactly one pure edge and
Ci is a set of cycles in Di with lengths given by the list Mk−i−1. For each i ∈ {0, . . . , k − 2},
it is easy to verify that Di+1 has the required properties because Di does and, by Lemma 22,
Di+1 \ {C
′, C ′′} is a repacking of Pi for some distinct m-cycles C
′, C ′′ ∈ Di+1.
The following lemma exploits the fact that two m-cycle decompositions of complete graphs
with holes can be “nested” to create another. It will be used to help deal with the remaining
cases of Theorem 4 and in the proof of Corollary 5.
Lemma 31. Let m ≥ 9 and u be odd integers. If there exists an m-cycle decomposition of
Ku⋆ − Ku for some positive integer u
⋆ ≥ m, then there exists an m-cycle decomposition of
Kv −Ku for each integer v such that v ≥ u
⋆ +m+ 1 and (u, v) is m-admissible.
Proof. Let v be an integer such that v ≥ u⋆ +m + 1 and (u, v) is m-admissible. Let U , U⋆
and V be sets such that |U | = u, |U⋆| = u⋆, |V | = v, and U ⊆ U⋆ ⊆ V . By our hypotheses,
there exists an m-cycle decomposition D1 of KU⋆ −KU . Now note that v − u
⋆ ≥ m + 1 and
u⋆ ≥ m from our hypotheses, and that (u⋆, v) is m-admissible because (u, u⋆) and (u, v) are
m-admissible. Thus, by Lemma 30, there is an m-cycle decomposition D2 of KV −KU⋆ . Then
D1 ∪ D2 is an m-cycle decomposition of KV −KU .
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Proof of Theorem 4. We first note that Theorem 4 is equivalent to showing that for u ≥
m − 2 and v − u ≥ m + 1, there exists an m-cycle decomposition of Kv − Ku if and only if
(u, v) is m-admissible (note that v − u ≥ m + 1 guarantees that (v −m)(v − 1) ≥ u(u − 1)).
By Lemma 3, if there exists an m-cycle decomposition of Kv −Ku, then (u, v) is m-admissible.
So it is sufficient to prove that for any m-admissible pair (u, v) of integers such that u ≥ m− 2
and v − u ≥ m+ 1, there exists an m-cycle decomposition of Kv −Ku. This is established for
m ≤ 7 (see [2, 8, 13]), so we can suppose that m ≥ 9. By Lemma 30 there exists an m-cycle
decomposition of Kv −Ku if either m ≥ 17 and u ≥ m − 2 or m ∈ {9, 11, 13, 15} and u ≥ m,
so we can further suppose that m ∈ {9, 11, 13, 15} and u = m− 2.
Because u = m − 2 and m ∈ {9, 11, 13, 15}, it follows from v − u ≥ m + 1 that v ≥
2m − 1. Furthermore, it is routine to check that (N1) and (N2) of Lemma 3 imply that
v ≡ 3 (mod 2m) or v ≡ m−2 (mod 2m). Provided that there exists anm-cycle decomposition of
K2m+3−Km−2, by Lemma 31 there exists anm-cycle decomposition ofKv−Km−2 if v ≥ 4m+3.
Thus, because v ≥ 2m − 1, it suffices to show that there is an m-cycle decomposition of
K2m+3 −Km−2 and of K3m−2 −Km−2. For each m ∈ {9, 11, 13, 15}, we have found these two
decompositions using a computer program that implements basic cycle switching techniques to
augment decompositions. These decompositions are included as supplementary material with
electronic versions of this paper.
Proof of Corollary 5. Part (i) follows from Lemma 31 (with u⋆ = νm(u)). Part (ii) follows
from Theorem 4. For u = 1 part (iii) follows from Theorem 1 and for u = 3 it follows by
removing a 3-cycle from a decomposition of a complete graph into m-cycles and a single 3-cycle
which exists by the main result of [4]. If u > 3, then part (iii) follows from Theorem 4, noting
that u > (m−1)(m−2)
2
implies that u(m+1)
m−1
+ 1 > u+m− 1.
Now we shall prove Theorem 2. Theorem 4 can be shown to cover the exceptions to the
following result from [6], and as a consequence we can completely solve the embedding problem
for m-cycle systems in the case where m is an odd prime power.
Theorem 32 ([6]). Let m, u and v be positive integers such that m is odd, u < v, and u, v ≡ 1
or m (mod 2m). An m-cycle system of order u can be embedded in an m-cycle system of
order v if and only if v ≥ (m+1)u
m−1
+ 1, except sometimes when u ≡ v ≡ m (mod 2m) and
(m+1)u
m−1
+ 1 ≤ v ≤ (m+1)u
m−1
+ 2m.
Lemma 33. Let m be an odd prime power. For positive integers u and v with u < v, an m-
cycle system of order u can be embedded in an m-cycle system of order v if and only if u, v ≡ 1
or m (mod 2m) and v ≥ u(m+1)
m−1
+ 1.
Proof. Let m = pn for some odd prime p and some integer n ≥ 1. If there exists an m-
cycle system of order v containing a subsystem of order u then pn divides
(
u
2
)
= u(u−1)
2
and(
v
2
)
= v(v−1)
2
. Since p cannot divide both u and u − 1, u ≡ 1 or m (mod 2m) and by a similar
argument v ≡ 1 or m (mod 2m). Also note that v ≥ (m+1)u
m−1
+ 1 by Lemma 3.
Conversely, suppose that v ≥ (m+1)u
m−1
+ 1 and u, v ≡ 1 or m (mod 2m). If u ≡ v ≡
m (mod 2m), then u ≥ m, v − u ≥ 2m and the result follows by Theorem 4. Otherwise either
u ≡ 1 (mod 2m) or v ≡ 1 (mod 2m) and the result follows directly from Theorem 32.
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Proof of Theorem 2. Part (i) follows directly from Theorem 1, Corollary 5(iii) and Lemma
33. Part (ii) follows from Theorem 1 and Corollary 5(ii) (note that an m-cycle system of order
one is trivially embedded in any m-cycle system and that any non-trivial m-cycle system has
order at least m).
Finally we shall prove Theorem 6.
Proof of Theorem 6. By Corollary 5 it is sufficient to findm-cycle decompositions ofKv−Ku
when (u, v) is m-admissible and either
• u < m− 2 and v ≤ νm(u) +m− 1; or
• m− 2 ≤ u ≤ (m−1)(m−2)
2
and v ≤ u+m− 1.
By Theorem 32 we also know that, for pairs (u, v) such that u ≡ 1 (mod 2m) and v ≡
m (mod 2m), there exists an m-cycle decomposition of Kv − Ku when v ≥
u(m+1)
m−1
+ 1. So
simple calculation reveals that it suffices to find an m-cycle decomposition of Kv −Ku for the
values of m, u and v given in the following table.
m (u, v)
9 (5, 11), (5, 17), (11, 17), (17, 23)
11 (5, 27), (5, 29), (7, 27), (7, 29), (13, 21), (25, 31), (35, 43)
13 (5, 31), (5, 35), (7, 33), (9, 31), (9, 35), (15, 25), (29, 37), (41, 51)
15 (5, 35), (5, 41), (7, 19), (7, 27), (9, 19), (9, 27), (11, 35), (11, 41), (15, 25), (17, 29), (21, 31),
(27, 37), (27, 39), (33, 43), (37, 49), (39, 49), (45, 55), (47, 59), (49, 57), (51, 61), (57, 67),
(57, 69), (63, 73), (67, 79), (77, 89)
We have found the desired decomposition in each of these cases using a computer program
that implements basic cycle switching techniques to augment decompositions. These decom-
positions are included as supplementary material with arXiv:1411.3785.
Acknowledgements
The first author was supported by Australian Research Council grants DE120100040,
DP120103067 and DP150100506. The second author was supported by an Australian Post-
graduate Award.
References
[1] B. Alspach and H. Gavlas. Cycle decompositions of Kn and Kn − I. J. Combin. Theory
Ser. B, 81(1):77–99, 2001.
[2] D. E. Bryant, D. G. Hoffman, and C. A. Rodger. 5-cycle systems with holes. Des. Codes
Cryptogr., 8(1-2):103–108, 1996.
[3] D. E. Bryant, D. Horsley, and B. M. Maenhaut. Decompositions into 2-regular subgraphs
and equitable partial cycle decompositions. J. Combin. Theory Ser. B, 93(1):67–72, 2005.
27
[4] D. E. Bryant, D. Horsley, and W. Pettersson. Cycle decompositions V: Complete graphs
into cycles of arbitrary lengths. Proc. Lond. Math. Soc. (3), 108(5):1153–1192, 2014.
[5] D. E. Bryant and C. A. Rodger. The Doyen-Wilson theorem extended to 5-cycles. J.
Combin. Theory Ser. A, 68(1):218–225, 1994.
[6] D. E. Bryant and C. A. Rodger. On the Doyen-Wilson theorem for m-cycle systems. J.
Combin. Des., 2(4):253–271, 1994.
[7] D. E. Bryant and C. A. Rodger. Cycle decompositions. In C. J. Colbourn and J. H. Dinitz,
editors, The CRC Handbook of Combinatorial Designs, pages 373–382. CRC Press, Boca
Raton, 2nd edition, 2007.
[8] D. E. Bryant, C. A. Rodger, and E. R. Spicer. Embeddings of m-cycle systems and
incomplete m-cycle systems: m ≤ 14. Discrete Math., 171(1-3):55–75, 1997.
[9] C-C. Chou, C-M. Fu, and W-C. Huang. Decomposition of Km,n into short cycles. Discrete
Math., 197/198:195–203, 1999.
[10] J. Doyen and R. M. Wilson. Embeddings of Steiner triple systems. Discrete Math., 5:229–
239, 1973.
[11] D. G. Hoffman, C. C. Lindner, and C. A. Rodger. On the construction of odd cycle
systems. J. Graph Theory, 13(4):417–426, 1989.
[12] D. Horsley. Decomposing various graphs into short even-length cycles. Ann. Comb.,
16(3):571–589, 2012.
[13] E. Mendelsohn and A. Rosa. Embedding maximal packings of triples. Congr. Numer.,
40:235–247, 1983.
[14] M. Sˇajna. Cycle decompositions III. Complete graphs and fixed length cycles. J. Combin.
Des., 10(1):27–78, 2002.
28
