Vaccination rates are decreasing in many areas of the world, and outbreaks of preventable diseases tend to follow in areas with particular low rates. Much research has been devoted to improving our understanding of the motivations behind vaccination decisions and the effects of various types of information offered to skeptics, no large-scale study of the structure of online vaccination discourse have been conducted.
Introduction
The effectiveness of vaccinations is highly dependent on a reliably high immunization rate in the populace. For example, the effort to eradicate measles in the US was slowed in the late 1980's and early 1990's due to declining immunization rates, and studies have linked sporadic outbreaks following the 2000 eradication of endemic measles to deliberately under-or un-vaccinated individuals (Phadke et al. (2016) ).
There are indications the recent and current outbreaks are tied only in part to low overall vaccination rates, which have been relatively stable (National Center for Health Statistics (2016) ), but also in part to local phenomena. For example high numbers of non-medical exemptions (NMEs) from vaccination schedules have been linked to outbreaks on a local (Smith et al. (2004) ; Atwell et al. (2013) ) and state level (Omer et al. (2006) ).
This may be part in due to the differences between NME policies in various states, as evidenced by increased morbidity of preventable diseases in states with high NME rates (Omer et al. (2006) ), and among children with NMEs (Salmon et al. (1999) ; Feikin et al. (2000) ). However outbreaks of preventable diseases have also been linked to areas in which vaccine skeptics, colloquially known as 'antivaxxers' have led intense campaigns (Hall et al. (2017) ). In addition to purely empirical data, theoretical models and computer simulations have shown that interplay between awareness and disease dynamics can alter the epidemiological threshold for a disease (Granell et al. (2013) ; Pananos et al. (2017) ).
While typical misconceptions regarding vaccines are readily debunked in the literature (DeStefano et al. (2019) ; Hviid et al. (2019) ), simply presenting antivaxxers with this tends to further entrench their position (Kahan et al. (2010) ). However, many parents who interact with health care professionals are more likely to vaccinate (Smith et al. (2006) ). The motives for avoiding vaccines are typically diverse (Helps et al. (2019) ; Kata (2010) ), and there are calls for increased communications with those skeptical of vaccination (Diekema (2005)) to address these.
This highlights need for a better understanding of typical narratives in the vaccination debate, and of the structures through which not only infectious disease, but also information regarding the disease and preventative measures.
Results
The present section contains the results of a few different analyses. We classified tweets containing keywords related to vaccination in the period 2013 to 2019 using a deep neural network. The materials and methods section contains details on the data and classifier. From the classified tweets we identified profiles that consistently produced content expressing opposition to, and support of, vaccination. We refer to these as anti-and pro-vaxx profiles. We investigate the interplay between user-level vaccine sentiments various behavioural patterns such as post frequency, network/community structure, etc.
External links (URLs)
We searched for external links posted in tweets containing vaccination-related keywords in the period spanning from February 2015 to May 2019. We converted each link to a 'base-url', for example converting https://www.youtube. com/watch?v=thHprH4G8k8 into youtube.com.
We found the top 10 such base URLs for both anti-and pro-vaxxers. This resulted in 18 unique base URLs as Youtube and Facebook links were present in both top 10 sets. The frequency at which each of the 18 sources where linked to in both profile categories, is shown in fig. 1 .
To gain an understanding of this more broadly, we extracted the top 20 links for each profile category for the entire period, an assigned categories such as 'science', 'news', etc. to each base URL. Some URLs were assigned multiple categories -for example sciencedaily.com was labeled as both 'science' and 'news'. If a products were sold on a site, it was labeled as 'commercial'. An overview of the assigned categories is shown in the Materials and Methods section. We found that, across the time period, links to Youtube and commercial sites represented the majority of the common links by antivaxxers, with conspiracy sites occasionally gaining popularity. In contrast, news sites where by far the most common for provaxxers. This is visualized in fig. 2 .
Activity
Analyzing the frequency of contributions from anti-and provaxx profiles, we found a power law-like distribution for both groups, see fig. 3 , with more active profile being responsible for a disproportionately large quantity of tweets.
This effect is more pronounced for antivaxxers, where 3.75% of profiles generate 50% of the content, compared with 9.16% for provaxxers. 
Network-based Analysis
To investigate possible network phenomena, constructed a graph representing mutual interactions from a dataset containing a random 10% sample of tweets from late 2013 to late 2016 (Liu et al. (2014) ). Nodes in the graph represent Twitter profiles, and nodes are connected only if both profiles have interacted with the other by mentioning, replying to, or retweeting them. Therefore, we refer to this as the mutual mentions and reply/retweet graph, or simply the MMR graph. We then generated a subgraph of the MMR graph representing representing repeated mutual interaction of profiels expressing strong sentiments regarding vaccines. We did this by aggregating the graph, and keeping only nodes labelled as anti/provaxx, and links that occurred in at least 2 time windows, and then keeping only the giant connected component of the resulting graph.
The resulting graph contains 3359 nodes, of which 395 (11.76%) represent
antivaxxers. The graph is heavily stratified, with an assortativity coefficient of r = 0.813.
We generated a layout for the graph using the force layout algorithm (Jacomy 
Materials and methods.
This section provides details of the data analyzed and the methods employed.
Twitter data
Our initial Twitter dataset consisted of a large collection (approximately 60 billion) of tweets, collected by Alan Mislove of Northeastern University (Helps et al. (2019) ). To collect additional data, we set up a stream listener using the tweepy module in Python. This listened for the following vaccination-related keywords: "unvaccinated", "unvaccined", "vaccinate", "vaccinated", "vaccinating", "vaccination", "vaccinations", "vaccinator", "vaccinators", "vaccine", "vaccined", "vaccinering", "vaccines", "vaccinology", "vaxx".
In addition, we used Python to paginate backwards through the official search API for tweets matching either of the keywords. When a match occurred, the tweet was analyzed and saved to a database. The analysis involved evaluating the sentiment expressed by the tweet (details in the subsequent section), location analysis, and link following.
Location analysis followed a three-tiered approach:
• If the tweet's metadata contained raw coordinates (lattitude and longitude), those where used to directly obtain the location.
• If not, we extracted the 'location string' form the tweet aand tried two approaches, as follows:
We first passed the location string to an openstreetmap based geocoder in Python.
If this failed, we compared the string with a repository obtained from the aforementioned Twitter data. From those data, we had a mapping from such strings unto a maximum likelihood estimation of the probability of locations in terms of US county (FIPS) codes. From that we obtained a probability distribution over state codes and saved that.
Many links posted to Twitter are shortened by external URL shorteners. To remedy this, we used Python to recursively follow redirects of each link until it resolved, timed out, or a loop was detected. As this process easily becomes input/output bottlenecked (link following took much longer than the typical time between two tweets being posted), we used a parallel approach where tweets were sent to a multiprocess pool as they were received, allowing us to crawl many links in parallel.
The links we analysed were categorized as shown in the following: 
Classification
We trained a deep neural network to classify tweets as anti-vaccine, provaccine, or neutral/unrelated, using a transfer learning approach. This ap-proach consists of first training a complex model to a large source dataset, then stripping off the layer of output neurons and using the output of the next last, representation, layer in conjunction with another model to predict the desired target dataset. This sometimes increases model performance, as it allows one to 'reuse' higher-order representations of the input data learned by the original classifier.
for the target data, we hired workers on Amazon's Mechanican Turk (MTurk) platform to classify tweets as being either for, or agains human vaccination, or as undecideable or unrelated. To ensure high-quality ratings, we first manually rated 100 tweets, then hired a number of workers for a test assignment which clearly stated that top performers would receive offers for additional tasks. The payment was set to be very high compared to typical MTurk to provide incentive for good performance. We then identified top performers whose scores where most similar to our own, and launched the remaining tasks, allowing only the identified workers to participate. We hired them to label 10, 000 tweets with 3 raters pr tweet. We then kept only the tweets for which all 3 raters agreed on a label, which reduced the data set to 5358, the distribution of labels in which was 18.8% antivaxx, 45.67% provaxx, and 35.50% neutral/unrelated.
As the source dataset, we chose to train the classifier to predict a number of hashtags which we presumed to be related to the sentiment prediction task.
From an initial qualitative analysis of the data, and from a brief review of the literature, we noted that
• Anti-vaccine narratives occasionally supposes underlying conspiracies, as
represented by hashtags such as #cdctruth, or #cdcwhistleblower.
• Many tweets that that mention vaccine-related keywords are not concerned with vaccination of humans, but rather of pets. To help the classifier disambiguate, we included hashtags such as #dog and #cat.
• There is a relatively popular indie rock band called The Vaccines. To help disambiguate, we included hashtags like #music and #livemusic.
The full list of included hashtags is as follows : #endautismnow, #antivax, #autism, #autismismedical, #cat, #cdctruth, #cdcwhistleblower, #dog, #ebola, #flu, #health, #hearthiswell, #hpv, #immunization, #livemusic, #measles, #medication, #music, #polio, #sb277, #science, #vaccination, #vaccine, #vac- cines, #vaccinescauseautism, #vaccineswork, #vaxxed.
We then downloaded a large number of tweets (≈ 10, 670, 000 in total) of tweets containing either of those hashtags. and trained a deep neural network classifier to predict the hashtags from text. We used a random upsampling approach to achieve a balanced dataset.
The classifier consisted of an embedding layer, a spatial dropout, then a parallel sequence of a) a bi-directional GRU (gated recurrent unit) and a dropout layer, and b) a weighted attention average layer (Felbo et al. (2017) ). Those were then concatenated into a representation layer.
After fitting the hashtag model, we removed the output layer and 'froze' the remaining layers, to prohibit training of the weights contained in the original model. We then added a fasttext network (Joulin et al. (2016) ) in parallel with the pretrained classifier. The rationale for this was that, while the initial classifier might have learned to recognize highly complex patterns in text, it might not do a good job of making simpler connections between input text and target probabilities. After fitting the fasttext part of the classifier, we used the chain-thaw approch of (Felbo et al. (2017) ) to further improve performance.
On the three-class prediction task, the classifier attained a micro-averaged F1-score of 0.762. The score was computed by aggregating true and false positives/negatives over a 10-fold stratified cross-validation procedure (Forman & Scholz (2010) ). For comparison with the literature, we also trained the classifier for binary prediction (i.e. predicting simply whether a text snippet was antivaxx or not). The accuracy on the binary case was 90.4 ± 1.4% over a 10-fold stratified cross-validation evaluation, an increase over what to our knowledge is state of the art performance (Mitra et al. (2016) ).
Looking qualitatively at the performance of the classifier, the tweets that were labeled with high confidence demonstrate some capability of the classifier to recognize relatively subtle indications of the correct label for the tweet, as shown in table 1.
For each user, we counted the number of tweets concerning vaccination (based on keyword matching), and computed the probability of each tweet being characterized as pro/antivaxx, according to our classifier. We then label profiles as anti/pro-vaxx if the classifier assigns more than 50% of the profile's tweets a probability of at least 50% of being anti/pro-vaxx. This strong criterion is intended to reduce the number of profiles falsely assigned into either category. Table 1 : Qualitative summary of classifier performance. The classifier correctly assigns a large probability of antivaxxness to text snippets the express conspiracist notions about vaccines being part of a global scam. Similarly, texts highlighting the positive qualities of vaccinations are assigned a high probability of being provaxx. In addition, text snippets concerning the band named The Vaccines are recognized as irrelevant. A text snippet expressing how much more expensive it is to kill, rather than vaccinate, badgers is also categorized as irrelevant with a high certainty, despite containing negative words like 'kill'.
Acknowledgements

