Abstract. In this work we characterize the combinatorial metrics admitting a MacWilliams-type identity and describe the group of linear isometries of such metrics. Considering coverings that are not connected, we classify the metrics satisfying the MacWilliams extension property.
Introduction
In the context of coding theory, different metrics have been used to provide good (efficient) alternatives to the Maximum a Posteriori Decoders (MAP), which is the ideal observer decoder determined by the distribution probabilities of a given channel. In general, the quality of an encoder is measured by its usefulness and its manageability. Due to its structure, many metric decoders (Minimum Distance Decoders -MD) simplify the decoding process. The family of combinatorial metrics attend some usefulness condition: "The b-burst metric can be considered as a combinatorial metric" [6] . The study of combinatorial metrics rested nearly untouched since its introduction in 1973 and just recently, after they were recalled in a survey made by Gabidulin in 2012, the interest in these metrics arose. In order to determine the manageability of such metrics, it is necessary to explore the details of the geometry. This is the direction we work here.
Some subfamilies of combinatorial metrics has been widely explored in the literature, as we can see, for example, the block and translational metrics in [5] and [10] , respectively. In a general setting, a few number of papers are devoted to these metrics, as one of the exceptions we can cite the work [1] concerning Singleton-type bounds. Classical coding properties like MacWilliams' Identities and MacWilliams' Extensions have not been yet explored in the general case. Our objective is to characterize the combinatorial metrics having a MacWillimas-type Identity and to describe the group of linear isometries of such metrics. Although we still have not classified the metrics with the extension property, we managed to get a partial characterization for the combinatorial metrics determined by not connected coverings. We expect that these partial results and the description of the group of linear isometries may lead us to the complete characterization of combinatorial metrics having the MacWilliams extension property.
This work is organized as follows. In Section 2 we define the combinatorial metric and the redundancy of a covering. In Section 3 we characterize the combinatorial metrics that admits a MacWilliams' identity. In Section 4 we characterize the group of linear isometries of a space endowed with a combinatorial metric. In Section 5 we give necessary and sufficient conditions for an unconnected covering to determine a metric which satisfies an extension property of isometries, similar to the MacWilliams Extension Theorem. We remark that, due to lack of space, some technical proofs are omitted and some are shortened.
Preliminaries
Let F n q be the n-dimensional vector space over the field F q , [n] := {1, . . . , n} and P n := {A : A ⊂ [n]} the power set of [n] . We say that a family A ⊂ P n is a covering of a set X ⊂ [n] if, and only if, X ⊂ ∪ A∈A A. If F is a covering of [n], then the F-combinatorial weight of x = (x 1 , . . . , x n ) ∈ F n q is the integer-valued map wt F defined by wt F (x) = min{|A| : A ⊂ F and A is a covering of supp(x)}, where supp(x) = {i ∈ [n] : x i = 0} is the support of x. Each element A ∈ F is called a basic set of the covering.
As showed in [6] , the function
satisfies the metric axioms and is called F-combinatorial metric.
Example 1 (Block Metrics, [5] ). Suppose F is a partition of [n] , that is, the basic sets are pairwise disjoint. In this case, the F-combinatorial metric is also called a block metric. In the particular case that every basic set has a unique element (F = {{1}, {2}, . . . , {n}}), we have the classical Hamming metric.
be the partition over [n] where b < n. The metric induced by F is called the b-burst metric.
Note that both the coverings
, B} where B ⊂ [n] is any subset, determine the same metric, indeed, for every x, y ∈ F n q ,
In order to eliminate multiplicity (different coverings determining the same metric), we need to define the redundancy of basic sets: given a covering F, we say that A ∈ F is F-redundant (or just redundant) if there is B ∈ F, with A ⊂ B and A = B. We denote by F the set of all redundant basic sets.
Proposition 1. Given a covering F of [n], the set F 2 = F \F is also a covering of [n] and determines the same combinatorial metric of F.
Proof. Follows straightforward from the definitions.
From Proposition 1, we may (and will) assume that F has no redundancy.
Proposition 2. Two different coverings with no redundancy determine different metrics.
We end this section with a definition which will used many times later.
and every A ∈ F has constant cardinality k = |A|. In this case, the F-combinatorial metric is called an (F, k)-combinatorial metric.
MacWilliams' Identities
The classical MacWilliams identity, presented in [9] , is a remarkable result in coding theory that relates, in the case of the Hamming metric, weight enumerators of codes and weight enumerators of their duals. When another metric is in place, to establish such relations may not be possible, as we can see in the counterexamples for the Lee metric constructed in [13] and in the classification of poset-block metrics admitting a MacWilliams-type identity presented in [12] . Regarding combinatorial metrics, the block metrics is the unique instance where the MacWilliams identities were completely described. For the general case, it is not known if it is possible to obtain such identities.
The dual of a linear code C ⊂ F n q is the space
The F-weight enumerator of a code C is the polynomial
where A i = |{c ∈ C : w(c) = i}| and D = max{wt F (c) : c ∈ C}. When no confusion may arise, we write W C (x, y), omitting the index F.
Definition 2. A combinatorial metric d F admits a MacWilliams-type identity if the F-weight enumerator of a code determines the F-weight enumerator of its dual, i.e., if
Restating the results of [5] in terms of combinatorial metrics, we have the following:
Our goal is to proof that these are all the combinatorial metrics satisfying a MacWilliams identity. Proposition 4. Let d F be a combinatorial metric. If d F satisfy a MacWilliamstype identity then F is an (F, k)-combinatorial metric for some k.
Proof. If F is a partition of [n], the result follows from Proposition 3. Suppose F is not a partition, i.e., F is not an (F, k)-combinatorial metric, hence, there are A, B ∈ F such that A ∩ B = ∅ and A = B and let i 1 ∈ A ∩ B. We shall prove that d F does not satisfy a MacWilliams-type identity.
Assuming that F has no redundancy we find that there is i 0 ∈ A\B. Consider the unidimensional codes over F n q given by C 1 = span{e i0 } and C 2 = span{e i0 + e i1 }.
By direct computations we conclude that
and hence we get a linear map T :
. By construction, T is an injection, hence a bijection.
It is possible to prove that T preserves weight (wt F (x) = wt F (T (x)) for every x ∈ C 
Linear F -isometries
In the context of coding theory, the linear group of isometries has been characterized considering many different metrics (see for example [11, 3] ) and been used as a relevant tool to prove coding related results (see [4, 7] ). We aim to characterize the group of linear isometries of a space endowed with a combinatorial metric. We start with some definitions.
Let us denote by GL (n, F) q the group of linear isometries of F n q , d F , i.e.,
Definition 3. Let F be a covering of [n]. We say that a permutation φ :
Let S n be the group of permutations of [n] . Consider the action of S n on F n q by permutation of coordinates: given φ ∈ S n , we define a map T :
The first thing we remark is that if φ preserves F then T φ ∈ GL (n, F) q .
Proposition 5. If φ preserves F then T φ is a is a linear F-isometry.
We denote G := {T φ : φ preserves F}. A covering F determines a equivalence relation ∼ F on [n] by the following rule:
We denote by H 1 , · · · , H s the equivalence classes, so we write
We stress that if an element of a equivalence class H i belongs to a basic set A j ∈ F, then the entire class H i is contained in A j . Assuming that, F = {A 1 , . . . , A r } and H = {H 1 , . . . , H s }, let M = M (F; H) be an incidence matrix, defined as follows
We say that a class
, where v k denotes the k-th row of M . This is an order relation and we denote it by H j ≤ H i . We say that H i is a head in a family of equivalence classes if it is a maximal element in the family.
Given a subset X ⊂ [n], there is a minimum set H = {H i1 , . . . , H i k } of equivalence classes of F such that X ⊂ H i1 ∪ · · · ∪ H i k . From H, we construct the subset H consisting of all the heads in H. The Minimum Set Header (MSH) of X is X = {i ∈ X : i ∈ H j for some H j ∈ H}.
Given x = (x 1 , . . . , x n ) ∈ F n q the cleared out form of x is the vector x = ( x 1 , . . . , x n ) where x i = x i if i ∈ supp(x) and x i = 0 otherwise. Let h i = |H i | be the cardinality of H i , N i = i j=1 h j and N 0 = 0. Without loss of generality, we may relabel the elements of the equivalence classes by
An n × n-matrix B = (b xy ) with coefficients in F q is said to respect M if for every block B ij = (b xy ) x∈Hi,y∈Hj , the following conditions hold:
1. Each block B ii = (b xy ) x,y∈Hi is an invertible matrix; 2. If x ∈ H i and y ∈ H j for i = j, then B ij = 0 implies H j dominates H i .
We denote by K M as the set of all matrices respecting M . Proposition 6. An n × n matrix B respecting M is a linear F-isometry, i.e., B ∈ GL (n, F) q .
Proof. If a vector x ∈ F n q has wt F (x) = k then, there are A 1 , . . . , A k ∈ F covering the support of x, i.e., supp(x) ⊂ A 1 ∪ · · · ∪ A k . Since B respects M , every covering of supp(x) also covers supp(Bx), that is, wt F (Bv) ≤ wt F (v). It is possible to prove that B ∈ K M implies that B −1 ∈ K M and so we have that wt F (v) = wt F (Bv).
The previous proposition ensures that for every vector x ∈ F n q there is a linear F-isometry S ∈ K M such that S(x) the cleared out of x, i.e., S(x) = x. Lemma 1. Let T ∈ GL(n, F) q . Given e i ∈ F n q , the support of T (e i ) is contained in some equivalence class of F.
Proof. Due to lack of space, this proof is omitted.
The previous Lemma ensures the existence of an equivalence class that contains supp( T (e i )). In the next lemma we prove that this class does not depend on i, but only on T and the class containing i. Lemma 2. Given an equivalence class H and an F-isometry T , there is an equivalence class H such that, for every i ∈ H, supp( T (e i )) ⊂ H .
Proof. Suppose that supp( T (e i )) ⊂ H 1 and supp( T (e j )) ⊂ H 2 with H 1 = H 2 . It is possible to prove that T (e i + e j ) is contained in a unique equivalence class and this implies that either H 1 dominates H 2 or H 2 dominates H 1 . Let us assume that H 1 dominates H 2 . It means there is a vector e k ∈ F n q such that the F-weight of T (e i ) + T (e k ) is 2 while T (e j ) + T (e k ) has F-weight 1. It is a contradiction because, by construction, the vectors e i +e k and e j +e k have the same F-weight.
Proof. Lemmas 1 and 2 ensure that for each equivalence class H i of F, there is S i ∈ K M such that S i (T (e j ) = T (e j )) for j ∈ H i and S i ( T (e k )) = T (e k ) for every k / ∈ H i . It follows that, given T ∈ GL(n, F) q , S 1 S 2 · · · S n T is a permutation of basic sets of F.
MacWilliams' Extension Property
When working with equivalence relations among linear codes, there are two distinct approaches, a local one and a global one. For the Hamming metric, F. J. MacWilliams, in her thesis (see [8] ), proved that the two approaches are equivalent. To be more precise, we need some definitions. The MacWilliams result states that, in the Hamming metric case, every weight-preserving linear map t : C 1 → C 2 can be extended to a monomial map, hence, in particular, if F induces the Hamming metric, then two codes are locally F-equivalent if, and only if, they are F-equivalent. Proof. Let A, B ∈ F such that |A| > |B|. Define C ⊂ [n] such that C ⊂ A, A ∩ B ⊂ C and |C| = |B|. Let σ : B \ A → (A \ B) ∩ C be a bijection. Define the linear map t by t(e i ) = e i for every i ∈ A ∩ B and t(e i ) = e σ(i) for every i ∈ B \ A. By construction, t is a local F-equivalence. Given i 0 ∈ A \ C, if T is a linear extension of t, then
Since F has no redundancy, wt F ( j∈B e j + T (e i0 )) > 1. Therefore, T is not an isometry.
In order to characterize the unconnected coverings satisfying the MacWilliams extension property, we need the definition of connected components. Proof. It is well known that the Hamming metric satisfies MEP. For the opposite direction, we may suppose, without loss of generality, that F has exactly 3 connected components: A 1 , A 2 and A 3 . Furthermore, suppose d F does not coincide with the Hamming metric, hence by Proposition 7, |A| > 1 for every A ∈ F. Take A ∈ A 1 , B ∈ A 2 and C ∈ A 3 . Furthermore, take a 0 , a 1 ∈ A, b 0 , b 1 ∈ B and c ∈ C where a 0 = a 1 and b 0 = b 1 . Define t(e a0 + e b0 ) = e a1 + e c and t(e a1 + e b1 ) = −e a1 + e b1 .
By construction, t is a local F-equivalence. Let T be a linear extension of t, since T (e a0 ) = e a1 + e c − T (e b0 )
and T (e a1 + e b1 + e b0 ) = −e a1 + e b1 + T (e b0 ),
Equation (1) ensures that T is an isometry if either T (e b0 ) = e a1 or T (e b0 ) = e c , but in both the cases we get a contradiction by (2) . Therefore, T can not be an F-equivalence.
Proposition 9. Suppose F has two connected components. A combinatorial metric d F satisfies MEP if, and only if, F is a k-partition.
Proof. Suppose that d F satisfies MEP and that F has two connected components A 1 and A 2 . By Proposition 7 we have that |A| = |B| for every A, B ∈ F. Suppose that |A 1 | > 1. Thus, there exist A, B ∈ A 1 such that A ∩ B = ∅. Take C ∈ A 2 and define u = i∈A e i , v = i∈B\A e i and w = i∈A∩B e i .
Define t by t(u) = e j0 and t(v) = e i0 where i 0 ∈ A \ B and j 0 ∈ C. By construction t is a local F-equivalence. Suppose T is an F-equivalence and an extension of t. Note that if M = i∈B e i , then
T (M ) = T (v) + T (w) = e i0 + T (w).
Since wt F (T (M )) = 1, it follows that supp(T (w)) ⊂ ∪ A∈Ai A if, and only if, supp(e i0 ) ⊂ ∪ A∈Ai A. On the other hand, if N = i∈A\B e i , then T (N ) = T (u) − T (w) = e j0 − T (w).
Since wt F (T (N )) = 1, it follows that supp(T (w)) ⊂ ∪ A∈Aj A if, and only if, supp(e j0 ) ⊂ ∪ A∈Aj A. But supp(e j0 ) ⊂ ∪ A∈Aj A and supp(e i0 ) ⊂ ∪ A∈Aj A with i = j. Hence, T can not be an isometry. The other implication is a lengthy and delicate construction of the desired extension. Due to the limitations of space, it will be omitted.
Summarizing the previous results, we have the following theorem:
Theorem 3. If F is unconnected with l connected components, d F satisfies MEP if, and only if, either l = 2 and F is a k-partition or l > 2 and d F is the Hamming metric.
To complete the characterization of the combinatorial metrics satisfying MEP, the case of combinatorial metrics determined by connected coverings must be solved. Based on some examples and on the characterization of the group of linear isometries, we have the following conjecture: Conjecture 1. Suppose F is connected. The metric d F satisfies MEP if, and only if, |A| = |B| for every A, B ∈ F and C ∈ F for any C ⊂ [n] with |C| = |A|.
