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Cap´ıtulo 1
Introduccio´n
1.1 Estructura de la tesis
En el primer cap´ıtulo se presenta el objetivo de la tesis, las hipo´tesis implicadas,
la justificacio´n de la tesis y la metodolog´ıa empleada para el desarrollo de la
misma, adema´s de una breve introduccio´n al problema de ruteo en general y
al caso de esta tesis.
En el segundo cap´ıtulo esta´ dedicado a la explicacio´n de conceptos como rela-
jacio´n y en especifico la relajacio´n lagrangiana, su utilidad y metodolog´ıa para
resolver los problemas que implica (la resolucio´n del dual lagrangiano)
En el tercer cap´ıtulo se discutira´ sobre el estado actual del arte sobre los proble-
mas de ruteo o los que esta´n relacionados con nuestro modelo de investigacio´n
En el cuarto cap´ıtulo se explica el modelo matema´tico del problema de ruteo
de veh´ıculo tipo estrella.
En el quinto cap´ıtulo se explica detalladamente la manera en que se constru-
yeron los modelos relajados para el ca´lculo de cotas lagrangianas, normales y
modificadas, adema´s de la estimacio´n del error relativo GAP que obtendremos
con esta cota.
Para el sexto cap´ıtulo se hablara´ sobre la implementacio´n computacional rea-
lizada para llevar a cabo las relajaciones.
1
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En el se´ptimo cap´ıtulo incluye los experimentos computacionales y algunas
estimaciones con los resultados de estos.
En el octavo cap´ıtulo se presentan las conclusiones obtenidas de esta investi-
gacio´n y algunas sugerencias para trabajo futuro.
El noveno cap´ıtulo presenta ma´s detalladamente los datos de las instancias y
los para´metros utilizados en las relajaciones.
1.2 Problema de ruteo de veh´ıculos (VRP)
El antecedente histo´rico del problema de ruteo de veh´ıculos data de finales de
la de´cada de los 50’s del siglo XX; Dantzing y Ramser en 1959 [11]establecieron una
formulacio´n matema´tica como una generalizacio´n del Problema del Agente Viajero
(TSP) presentado por Flood[15], y un algoritmo de resolucio´n para dar una solucio´n
cercana a la optima para el problema de suministro de gasolina en las estaciones de
servicio, en el an˜o 1964 Clarke y Wrigth propusieron una heur´ıstica voraz (conocida
como el algoritmo de los ahorros [9]), desde entonces cientos de algoritmos, modelos
han sido propuestos para solucionar este problema y sus diferentes versiones por
este tipo de problemas envuelve a los investigadores hasta el d´ıa de hoy [39]. En
el problema de ruteo de veh´ıculos se establece que desde un depo´sito (o centro de
suministros) parten veh´ıculos cargados con mercanc´ıas para ser llevadas a diversos
clientes y as´ı satisfacer la demanda de los mismos, el problema es desarrollar las
rutas o´ptimas que tengan que hacer los veh´ıculos para satisfacer la demanda de los
clientes
1.2.1 Problema de ruteo de veh´ıculos cla´sico y otros
En muchas organizaciones el manejo de la distribucio´n de las actividades consti-
tuye un problema de decisio´n mayor; la utilizacio´n eficiente de una flotilla de veh´ıculo,
del ruteo de estos, es la parte ma´s importante en los problemas de ruteo. Preguntas
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como cuantos y de que capacidad de veh´ıculos se necesitan para obtener por ejemplo
un costo mı´nimo es lo que necesita responderse. El problema de ruteo de veh´ıculos
cla´sico, presentado en la seccio´n anterior, tiene como restricciones cla´sicas, el que
un veh´ıculo en su viaje hacia los clientes (porque puede visitar varios en el mismo
viaje), El problema de ruteo de veh´ıculos puede ser reducido a hallar el modo en
que la distancia recorrida por los veh´ıculos sea la menor posible y usar el menor
nu´mero de estos, en la interpretacio´n cla´sica del VRP se permite conexiones entre
clientes, proporcionando un grafo completo, al problema de una red incompleta o
cuando podr´ıa no haber conexiones entre todos los nodos o clientes, se le ha puesto
poca atencio´n, ver figura 1.1.
Figura 1.1: Problema de ruteo de veh´ıculos como un grafo completo
Sin embargo en la vida real el problema de ruteo de veh´ıculos cla´sico es mucho ma´s
complejo, en la pra´ctica se agregan quitan o modifican restricciones complicando o
simplificando su resolucio´n.
Una de estas variantes es el CVRP (Capacitated Vehicle Routing Problem) en
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este problema los veh´ıculos tienen una capacidad ma´xima de mercanc´ıa, esta variante
es considerada la mas conocida y estudiada, la formulacio´n matema´tica de Dantzing
y Ramer es para un problema de CVRP [11], otra variante es el VRPTW (Vehicle
Routing Problem with Time Windows), la cual impone una restriccio´n de tiempo
en la llegada de veh´ıculos a los clientes, lo que hace que el problema de VRPTW
tambie´n tenga un problema de Scheduling (o secuenciacio´n) por lo que tambie´n es co-
nocido como VRPSTW, el primer caso de estudio fue presentado en 1967 por Pullen
y Webb [31] y una variante adicional es la combinacio´n de ambos la cual es llamada
CVRPTW (Capacitated Vehicle Routing Problem with Time Windows)[40].
El VRP es un problema tipo NP-Completo(Lenstra y Rinnooy Kan,1981 [27]),
y solo puede ser resuelto en un tiempo razonable en instancias pequen˜as, las heur´ısti-
cas no garantizan una solucio´n exacta aunque dan buenos resultados en la pra´cti-
ca, En los ultimos 20 an˜os se han desarrollado de forma prometedora muchas me-
taheur´ısticas para la solucio´n del problema, el libro de Golden del 2008 [5] sobre
los u´ltimos avances y te´cnicas para la resolucio´n del problema de VRP se pueden
encontrar algunas de estas.
El uso de me´todos aproximados para la resolucio´n de este tipo de problemas
plantea la necesidad de tener un medio para evaluar las soluciones dadas; las cotas
inferiores y superiores son u´tiles para la determinacio´n de que tan buena es una
solucio´n y sustentan la base de este trabajo de investigacio´n.
1.2.2 Problema de ruteo de veh´ıculos tipo estrella
(VRP-Starcase)
Para este trabajo de investigacio´n nos hemos enfocado en una variante del pro-
blema de ruteo de veh´ıculos llamado VRP-Starcase o problema de ruteo de veh´ıculos
en red tipo estrella. En esta variante existe el problema de la capacidad de los veh´ıcu-
los y el problema de la ventana de tiempo de entrega de los clientes, siendo la ventana
de tiempo suave que no impide que los clientes lleguen fuera de esta ventana incu-
rriendo en multa si esto ocurre.
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Una caracter´ıstica importante en esta variante es que el veh´ıculo puede hacer
varios viajes para satisfacer la demanda del cliente y que el veh´ıculo solo puede vi-
sitar a un cliente en cada uno de sus viajes.
La funcio´n de costo implica optimizar el costo de los viajes, el costo por las
multas y el costo por adquirir los veh´ıculos que se vayan realmente a utilizar. Este
modelo se da en la pra´ctica por diversas situaciones; por ejemplo, algunas de e´stas
son:
La red de transporte tiene una configuracio´n tipo estrella, esta situacio´n ocu-
rre en redes bajo tierra, por ejemplo (minas, tren subterra´neo, etc.), donde
efectivamente no existe una conexio´n f´ısica entre clientes, todas las conexiones
pasan a trave´s del centro.
La red de transporte puede ser un grafo completo, pero por reglas de la empresa
no se permite utilizar la conexio´n entre los clientes, aunque esta exista; por
ejemplo en el suministro de gasolina de PEMEX (Empresa de petro´leo de
Me´xico), la demanda de gasolina de una estacio´n es varias veces ma´s grande
que la capacidad del veh´ıculo y por razones de seguridad se exige retornar al
centro inmediatamente despue´s de visitar una estacio´n de gasolina. En general
estas reglas pueden deberse a razones de seguridad (por el material peligroso
que se transporta) o tambie´n por el valor de la mercanc´ıa.
Otra causa probable para que se de´ una red tipo estrella es que la demanda de
los clientes sea tan grande, mucho ma´s grande que la capacidad de los veh´ıculos,
que haga imposible satisfacer la demanda en una sola entrega; as´ı que, aunque
la red tenga un grafo completo, las conexiones cliente a cliente no se utilizan,
ya que el veh´ıculo queda vacio´ despue´s de entregar a un cliente obligando a
regresar al depo´sito para recarga.
Una representacio´n gra´fica del problema VRP Star-case se presenta en la figura 1.2.
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Figura 1.2: Problema de ruteo de veh´ıculos tipo Star-case, grafo incompleto
1.3 Objetivo
El objetivo de esta investigacio´n es encontrar mejores cotas (mediante el ca´lculo
de las cotas lagrangeanas del problema) que las ofrecidas por software comercial, para
el problema de ruteo de veh´ıculos en red tipo estrella, desarrollando una herramienta
de ca´lculo para el ca´lculo de estas cotas, para este tipo de problema.
1.4 Justificacio´n
La solucio´n de este modelo no es sencilla, consumiendo mucho tiempo en un
solver comercial pudiendo llevar d´ıas llegar a la solucio´n optima global. Las soluciones
factibles intermedias , obtenidas en un tiempo razonable de ejecucio´n son evaluadas
por el solver (cplex) como lejanas a la solucio´n optima global[28]. La justificacio´n de
este trabajo, esta´ en poder ofrecer una mejor estimacio´n de que tan cerca esta una
solucio´n factible de la solucio´n optima global, dada por el solver (o un heur´ıstico).
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1.5 Hipo´tesis
Para el ca´lculo de las cotas lagrangeanas este trabajo se basa en diversos estu-
dios que se han hecho sobre la relajacio´n lagrangiana; la teor´ıa dada por Guignard
[21] y la teor´ıa aplicada a problemas de programacio´n lineal como por ejemplo los
trabajos sobre relajaciones lagrangianas en problemas de asignacio´n de Saucedo [29].
La teor´ıa nos marca que podemos obtener una cota mejor que la cota calculada por
el solver cplex. La teor´ıa en que se sustenta esta hipo´tesis es detallada en el segundo
cap´ıtulo.
1.6 Metodolog´ıa
La metodolog´ıa que se propone es construir instancias del modelo conforme
al perfil de caracter´ısticas de casos reales, calcular la mejor solucio´n que se pueda
obtener dentro de un l´ımite de tiempo y finalmente su cota lagrangiana (de ser
posible) para cada restriccio´n del modelo con el me´todo del subgradiente.
Cap´ıtulo 2
Revisio´n de la literatura
En este capitulo se detallara la teor´ıa en que se basa nuestra tesis para el
ca´lculo de cotas de nuestro problema,explicando brevemente que se entiende cuando
hablamos de relajaciones y que relajaciones existen (ademas de la lagrangiana). Se
da adema´s una explicacio´n de los me´todos utilizados para resolver el problema del
dual lagrangiano (o ca´lculo de cota lagrangiana)
2.1 Relajaciones a problemas de optimizacio´n
En un problema de programacio´n lineal entera o mixta, la obtencio´n de la solu-
cio´n se comporta de la siguiente manera, al crecer el taman˜o del problema , aumenta
ademas el tiempo de ca´lculo para obtener su solucio´n o´ptima, pero el tiempo de
ca´lculo para este tipo de problemas, no crece de manera aritme´tica como se pudie-
ra pensar, crece de una manera exponencial, haciendo dif´ıcil llegar a una solucio´n
o´ptima en un tiempo conveniente, au´n en problemas que incluso no parecen muy
grandes. Los problemas no solo se complica por su taman˜o, sino que su misma es-
tructura interna y la caracter´ıstica discreta de las variables(enteras o binarias) puede
hacer complejo un problema. Para la solucio´n de problemas lineales complejos como
los anteriores, muchas veces no es posible ofrecer una solucio´n o´ptima global, de
hecho el hallar buenas soluciones puede ser tardado con los me´todos matema´ticos
convencionales (simplex, me´todo de puntos interiores etc.).
Las heur´ısticas o metaheur´ısticas dan buenas soluciones , sin embargo nunca se ase-
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gura que sean las o´ptimas globales, se habla de buenas solucio´nes, de o´ptimos locales,
ademas las heur´ısticas y metaheur´ısticas pueden ser muy especificas para cada tipo
de problema[35].
Otro enfoque para dar solucio´n a un problema, es relajarlo; cuando se habla de una
relajacio´n , se habla de modificar el modelo matema´tico del problema, simplificar-
lo, hacerlo menos restrictivo, ya sea quitando restricciones, volviendo continuas las
variables enteras, agrupando restricciones en una sola. Las relajaciones nos ofrecen
soluciones modificadas al problema, soluciones que nos pueden servir de cotas pa-
ra los me´todos exactos o como punto de partida para encontrar buenas soluciones
factibles combina´ndolas con algu´n me´todo heur´ıstico, por si mismas las relajaciones
pueden dar solucio´n problema en algunos caso.
2.1.1 Relajacio´n lineal
Cuando se habla de la relajacio´n lineal de un problema, se habla de convertir
las variables enteras de nuestro problema en variables continuas[?]; mediante esa
simplificacio´n el tiempo de ca´lculo de un problema se reduce considerablemente, un
problema puede resolverse solo con la utilizacio´n del me´todo simplex. Sin embargo
la Relajacio´n lineal ofrece una cota muy pobre para los problemas y a pesar de no
ofrecer una buena cota o de no aproximar a una buena solucio´n en la mayor´ıa de
los casos, se puede utilizar ya sea como referencia a otras cotas o como parte de un
me´todo mas grande por ejemplo en el desarrollo del algoritmo de branch and bound
o tambie´n en el algoritmo de solucio´n en una relajacio´n lagrangiana.
2.1.2 Relajacio´n subrogada
Este tipo de Relajacio´n consiste en agrupar varias restricciones en una sola,
Glover (1975) [20] desarrollo´ una teor´ıa de sobre estas mismas ya que no exist´ıa un
cuerpo teo´rico completo sobre estas como si lo era para la Relajacio´n lagrangiana.
En este tipo de Relajacio´n se trata de hallar como agrupar de la manera mas conve-
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niente las restricciones, como seleccionar el mejor agrupamiento , ya sea para hallar
la solucio´n al problema o para encontrar buenas cotas.
Si tenemos un modelo matema´tico definido como
(P ) min
x
{fx|Ax ≥ 0, x ∈ X} (2.1)
Donde fx es la funcio´n objetivo y Ax ≥ 0 define un conjunto de restricciones,
entonces podemos definir una restriccio´n subrogada como la combinacio´n lineal de
todo el conjunto de restricciones, asociamos cada restriccio´n con un multiplicador ui
para cada restriccio´n del conjunto, as´ı que nuestro modelo subrogado seria
(SPu) min
x
{fx|uAx ≥ 0, x ∈ X} (2.2)
Para poder mantener la desigualdad ≥ en la restriccio´n, se forza a que todos
los multiplicadores sean u ≥ 0, ya que este modelo es relajado ofrecera´ una solucio´n
menor a la o´ptima del modelo primal. De esta forma la solucio´n del problema dual
sera hallar el conjunto o´ptimo de multiplicadores u que de la solucio´n ma´xima del
modelo subrogado.
(SD) max
u≤0
{SP (u)} (2.3)
Relajaciones subrogadas han sido aplicadas en los trabajos de Dinkel y Kochenberger[?]
y Chen et al [?]. Se han hecho tambie´n combinaciones del planteamiento de la Rela-
jacio´n Subrogada con el de la Relajacio´n Lagrangiana(Espejo y Galvao[?] y Caprara
et al[7]).
2.2 Relajacio´n Lagrangiana
La Relajacio´n lagrangiana en la teor´ıa cla´sica dada por Guignard[21], Fisher[?],
se habla de retirar restricciones del modelo original (el solo prescindir de restricciones
ya nos habla de una existencia de un tipo de Relajacio´n). Si ademas estas restric-
ciones las usamos en la funcio´n objetivo como penalizacio´n, esta introduccio´n de
penalizacio´n convierte al problema en una Relajacio´n lagrangiana.
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La funcio´n objetivo penalizada no solo va a depender de las variables del problema,
sino de los llamados multiplicadores lagrangianos y el valor optimizado de esta fun-
cio´n dependera´ del valor de estos multiplicadores. Una explicacio´n mas formal se da
a continuacio´n.
Primeramente definimos nuestro problema al que llamaremos P y sera nuestra
definicio´n original o primal del problema, la cual tendra´ dos tipos de restricciones, la
solucio´n o´ptima de este problema la llamaremos z* o tambie´n v(P) como se muestra
a continuacion.
(P ) min
x
{fx|Ax ≤ b, Cx ≤ d, x ∈ X} (2.4)
Las variables x de nuestro problema son restringidas a pertenecer al conjunto X
el cual estara´ restringido a variables enteras o binarias. Para pasar nuestro modelo a
un modelo de forma lagrangeana, bastara´ con pasar un conjunto de las restricciones
a la funcio´n objetivo, multiplicando e´stas con un vector de multiplicadores λ. La
definicio´n de nuestro problema quedara de la siguiente manera.
(LRλ) min
x
{fx+ λ(Ax ≤ b)|Cx ≤ d, x ∈ X} (2.5)
La eleccio´n de cual conjunto de restricciones se relajara´ debera´ al conjunto
de restricciones dif´ıcil que al ser quitado simplificara mucho nuestro problema; en
este caso suponemos que Ax ≤ b es el conjunto de restricciones dif´ıcil, Debido a la
naturaleza de las restricciones que son del tipo ”(Ax− b) ≤ 0 ”, los multiplicadores
λ tendra´n que ser positivos λ ≥ 0, el problema modificado ya sin el operador de
desigualdad, queda expresada como sigue.
(LRλ) min
x
{fx+ λ(Ax− b)|Cx ≤ d, x ∈ X} (2.6)
LRλ es el modelo matema´tico del problema relajado. La expresio´n de la funcio´n
objetivo en este problema LRλ queda dependiente del valor de los multiplicadores
λ. La evaluacio´n de esta funcio´n para dado λ dara´ un valor al que llamaremos
Lz que podr´ıa ser igual o menor a la solucio´n o´ptima del problema original, esto
es Lz ≤ z∗. El ca´lculo de la cota lagrangiana se reduce a la solucio´n del llamado
problema dual lagrangiano, que en el caso de minimizacio´n no es mas que la bu´squeda
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del ma´ximo valor de la funcio´n objetivo penalizada a minimizar, buscando entre
todos los multiplicadores posibles, a este problema de bu´squeda se le llama dual
lagrangiano y queda expresado de la siguiente forma:
max
λ≥0
v(LRλ) (2.7)
donde v(LRλ) representa una solucio´n al modelo relajado para dado un multiplica-
dor λ. Al valor resultante de la solucio´n del dual lagrangiano le llamaremos Lz∗ y
debera´ ser igual o mayor a cualquier valor Lz, pero menor o igual al valor o´ptimo
z∗ del problema primal, esto es Lz ≤ Lz∗ ≤ z∗. La solucio´n del dual lagrangiano es
la que nos da la cota lagrangiana que es el problema de esta tesis. Para encontrar
esta solucio´n al dual lagrangiano, lo que no es un problema trivial y para resolverlo
se utilizan diversos me´todos.
Otra forma de expresar el problema del dual lagrangiano es describirlo de una
manera equivalente con este modelo primal
min
x
{fx|Ax ≤ b, x ∈ Co{x ∈ X|Cx ≤ d}} (2.8)
Esta forma de expresar el dual lagrangiano, nos dice que la solucio´n estara´ en la
interseccio´n de la envolvente convexa de las restricciones no relajadas y de la envol-
vente de las restricciones relajadas (ver figura 2.1).
2.2.1 La funcio´n lagrangiana
En la seccio´n anterior se menciono el hecho de que en la Relajacio´n Lagrangiana
un modelo relajado queda en funcio´n de sus multiplicadores, esto nos dice que para
dado un conjunto de multiplicadores existe una solucio´n optima del modelo relajado.
La solucio´n Lz queda entonces en funcio´n de los multiplicadores Lz(λ) = v(LRλ) y la
solucio´n del dual lagrangiano seria Lz∗ = max
λ≥0
v(LRλ). El objetivo de esta funcio´n,
es encontrar en el caso de minimizacio´n, el ma´ximo de los mı´nimos calculados del
modelo relajado. en una representacio´n gra´fica de las soluciones del modelo relajado(
λ vs Lz ) ser´ıa el punto ma´ximo del gra´fico (caso minimizacio´n).
Cap´ıtulo 2. Revisio´n de la literatura 13
Figura 2.1: Interpretacio´n geome´trica de la Relajacio´n Lagrangiana
2.3 Propiedades de la Relajacio´n Lagrangiana
2.3.1 solucio´n factible lagrangeana
Una de las propiedades interesantes del problema dual lagrangiano son que
si la solucio´n de esta es factible y ademas el termino de holgura complementaria
es λ(Ax − b) = 0, esta solucio´n lagrangiana sera´ la solucio´n o´ptima del problema
original, esto es Lz∗ = z∗,.
2.3.2 Propiedad de Integralidad
Otra caracter´ıstica de un Relajacio´n Lagrangiana, es que si en un modelo
relajado se tiene la propiedad de Integralidad entonces el modelo relajado contiene
la envolvente convexa en su espacio de solucio´n (Co{x ∈ X|Cx ≤ d} = Co{x ∈
X|Cx ≤ d}) por lo que la solucio´n al dual lagrangiano sera´ exactamente igual a la
relajacio´n lineal del problema sin relajar.
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2.3.3 descomposicio´n en subproblemas
Esta propiedad refiere a la propiedad que puede tener un modelo de separarse
en subproblemas al ser relajado, la separacio´n del problema en subproblemas permite
resolver el problema de manera separada e incluso paralela.
Estos subproblemas no necesariamente pueden ser fa´cilmente resueltos, solo si
tienen la condicio´n de integralidad, pero podra´n tener una situacio´n ma´s favorable
que el problema original
2.4 Descomposicio´n lagrangiana
La descomposicio´n lagrangiana refiere a una manera de construir una Relaja-
cio´n Lagrangiana; la descomposicio´n lagrangiana tiene la capacidad de dividir un pro-
blema en dos subproblemas, mediante una refo´rmulacio´n al modelo original. Se crea
una nueva variable artificial llamada ”variable layering.o ”variable spliting”,siendo
esta nueva variable, una variable espejo (esto es una variable con el mismo valor que
otra) de otra original del modelo , esta te´cnica de crear estructuras de problemas
aprovechables a trave´s de una variable artificial se estudia por Glover y Klingman
(1988) [12].
No debemos confundir esto con la descomposicio´n en subproblemas que se da
al simplemente relajar una restriccio´n del modelo dada anteriormente, ya que en la
descomposicio´n lagrangiana se obliga a la separacio´n del problema en por lo menos
dos subproblemas, la descomposicio´n en subproblemas dada anteriormente, no hace
uso de una variable artificial . Una descomposicio´n lagrangiana puede tambie´n apro-
vechar la propiedad de descomposicio´n en subproblemas si es posible.
A continuacio´n se presenta una interpretacio´n geome´trica de la descomposicio´n
lagrangiana. La descomposicio´n lagrangiana puede ser mejor que relajar cada res-
triccio´n individualmente, adema´s a diferencia de la Relajacio´n Lagrangiana normal
esta Relajacio´n usa las envolventes convexas de cada conjunto de restricciones y no
de solo uno solo (ver figura 2.2).
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Figura 2.2: Interpretacio´n geome´trica de la descomposicio´n lagrangiana
Tenemos un problema P definido con el siguiente modelo matema´tico
(P ) min
x
{fx|Ax ≤ b, Cx ≤ d, x ∈ X} (2.9)
El problema anterior tiene dos grupos de restricciones; este modelo mediante la
creacio´n de las variables artificiales y, que asignamos en un grupo de restricciones
nuevo con las variables x originales del modelo, y de ese modo se logra construir un
nuevo modelo equivalente.
(P ) min
x,y
{fx|Ax ≤ b, Cy ≤ d, x = y, x ∈ X, y ∈ X} (2.10)
Este nuevo modelo posibilita la divisio´n del problema en dos subproblemas al rela-
jarse la restriccio´n de igualdad x = y
(P ′) min
x,y
{fx+ λ(y − x)|Ax ≤ b, Cy ≤ d, x ∈ X, y ∈ X} (2.11)
Agrupando los te´rminos el problema queda como :
(P ′) min
x
{(f − λ)x|Ax ≤ b, x ∈ X}+ min
y
{λy|Cy ≤ d, y ∈ X} (2.12)
Cap´ıtulo 2. Revisio´n de la literatura 16
lo que nos deja ver dos modelos que se pueden resolver individualmente P ′ = P1′ +
P2′
(P1′) min
x
{(f − λ)x|Ax ≤ b, x ∈ X} (2.13)
(P2′) min
y
{λy|Cy ≤ d, y ∈ X} (2.14)
La cota calculada de este modelo modificado puede ser mejor que relajar individual-
mente cada grupo de restricciones del modelo original, (ver figura 2.2)
2.5 Relajacio´n Lagrangiana modificada
Como extensio´n a la teor´ıa cla´sica de la Relajacio´n Lagrangiana tenemos la
Relajacio´n Lagrangiana modificada. Esta extensio´n trata de aprovechar las carac-
ter´ısticas que podr´ıa tener un modelo al ser dividido en dos problemas diferentes,
se podr´ıa tener una solucio´n fa´cil o de poder ser divididos en pequen˜os problemas.
La Relajacio´n Lagrangiana modificada utiliza variables artificiales; sin embargo a
diferencia de la descomposicio´n lagrangiana que introduce solamente un grupo de
restricciones al modelo, la Relajacio´n Lagrangiana modificada introduce varios gru-
pos que intentan tener el mismo efecto.
La descomposicio´n lagrangiana puede involucrar ma´s ca´lculos debido a que
puede contener un numero de multiplicadores tan alto como el de las variables in-
volucradas ya que las variables artificiales son copias de la original. La Relajacio´n
Lagrangiana modificada utiliza un conjunto menor de restricciones y por lo tanto un
nu´mero menor de multiplicadores.
Una explicacio´n formal es la siguiente, dado el modelo matema´tico primal que se
expresa como
(P ) z∗ = max
x
{cx|Dx ≤ b, Ax ≤ d, x ∈ U} (2.15)
introducimos la variable artificial y, y volvemos a escribir el modelo de la siguiente
forma
(P ) zM = max
x
{cx|Dx ≤ Dy, cx = cy, x ∈ X, y ∈ W} (2.16)
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este modelo no es completamente ide´ntico al original pero los valores para (x, y) =
(x∗, x∗) son factibles en este modelo , donde x∗ son los valores en x para la solucio´n
o´ptima global. Hay que hacer notar que z∗ ≤ zM , y si sabemos adema´s que el
conjunto X = {x ∈ U |Ax ≤ b}, y que el conjunto W implica la restriccio´n Dy ≤ d,
esto hace que la solucio´n o´ptima del modelo modificado sea factible en el modelo
original. Por lo que sabemos una solucio´n factible en ambos modelos podr´ıa ser
menor o igual al o´ptimo as´ı que z∗ ≤ zM , pero como sabemos que no puede ser
menor entonces z∗ = zM Al hacer la Relajacio´n de este modelo, llevando los
grupos de restriccio´n de enlace de variables a relajar nos queda un modelo que se
puede ver como dos subproblemas; esto queda como
(P ) zM(u, η) = max
x∈X
{(1− v)cx− uDx}+ max
y∈W
{η ∗ cy − uDy} (2.17)
la cota zM(u, v) contiene apenas m+1 multiplicadores (un vector u y un escalar η)
mientras que la descomposicio´n lagrangiana utiliza una mayor cantidad de multi-
plicadores λ otra forma de ver la cota modificada es como la minimizacio´n de los
te´rminos complementarios de una relajacio´n ,como esto
(P ) max
x∈X
{cx+ u(d−Dx)} −min
y∈W
{u(d−Dy)} (2.18)
as´ı que podemos observar a la cota modificada como un ajuste a la relajacio´n al
restarle una minimizacio´n de los te´rminos complementarios
2.6 me´todos para resolver la Relajacio´n
Lagrangiana
me´todo del subgradiente
Los me´todos de gradientes son utilizados para obtener el ma´ximo valor en una
funcio´n co´ncava, tambie´n llamados me´todos de ascensos ma´s pronunciados, buscan
una solucio´n o´ptima a un problema partiendo desde un punto inicial x0 pasando
por una secuencia de {x0, x1, ..., xn} ,hasta eventualmente converger a una solucio´n.
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Cada nuevo punto en xi es calculado con una funcio´n de ascenso; Guta[?] desarrolla
detalladamente el tema de los me´todos del subgradiente en relajaciones lagrangianas.
xn+1 = xn + tn∇f(xn) (2.19)
donde tn es la longitud del paso de bu´squeda y ∇f(xn) es el vector gradiente de la
funcio´n f en xn; esto es, el nuevo x esta´ encaminado en la direccio´n de bu´squeda
dada por el gradiente(ver figura 2.3).
Figura 2.3: Ilustracio´n del me´todo del gradiente
En nuestro caso, la funcio´n no es diferenciable ya que es una funcio´n discreta
y no es continua. El me´todo del subgradiente es una adaptacio´n del me´todo de los
gradientes, los gradientes son remplazados por subgradientes. los me´todos basados
en los subgradientes no aseguran una solucio´n exacta al problema, sin embargo son
ra´pidos y fa´ciles de implementar.
Para aplicar el me´todo del subgradiente debemos tener la funcio´n objetivo
relajada.
Lk = min
xk
{fxk + λk(Axk − b)} (2.20)
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donde λ es el vector de multiplicadores lagrangianos para el grupo de restricciones
relajadas, x representa las variables solucio´n y el indice k el numero de iteracio´n del
subgradiente , para obtener e identificar el subgradiente se deriva la funcio´n objetivo
con respecto a λ, as´ı que nuestro gradiente ser´ıa:
γk = Axk − b (2.21)
Se comienza calculando un valor de la funcio´n lagrangiana dado un vector λ
arbitrario (au´nque en la pra´ctica se utilizan los valores duales de una Relajacio´n
lineal por ofrecer una mejor aproximacio´n inicial, o simplemente un vector inicial
donde todos los multiplicadores sean cero).
Una vez calculada esa solucio´n de la funcio´n lagrangiana, se procede a calcular
los subgradientes γ dada la fo´rmula 2.21, Podemos notar que la evaluacio´n de sub-
gradientes es parecido a la evaluacio´n de las restricciones relajadas
Con el valor obtenido de la funcio´n lagrangiana y el ca´lculo de los subgradientes
procedemos a calcular el taman˜o del paso tk con la siguiente formula.
tk =
θk ∗ (Ls − Lk(λk))
‖γk‖2 (2.22)
donde Ls es el valor de una solucio´n factible del modelo original, obtenido ya sea por
un me´todo heur´ıstico o por el valor aproximado dado por un software comercial, Lk
es la solucio´n obtenida del modelo relajado en la iteracio´n k y θk es un para´metro
de ajuste del me´todo del subgradiente (comu´nmente inicia en 2 ). Si despue´s de
k iteraciones consecutivas con un valor fijo de θ el valor de la solucio´n no mejora
entonces se procede a modificar ese valor θ comu´nmente θ
2
.
Para la siguiente iteracio´n del subgradiente; el taman˜o de paso multiplicado por
el subgradiente gamma correspondiente nos da la magnitud de cuanto debera´n mo-
dificarse los multiplicadores para la siguiente iteracio´n, la siguiente fo´rmula calcula
el valor de los nuevos multiplicadores.
λk+1 = λk + tk ∗ γk (2.23)
Este me´todo es el llamado subgradiente puro, pero existen otras variantes de
este me´todo que intentan hacer que el subgradiente converga mas ra´pido, tales como
Cap´ıtulo 2. Revisio´n de la literatura 20
el me´todo de defleccio´n del subgradiente, el me´todo del subgradiente condicional
utilizados para disminuir el zig-zag en la resolucio´n del subgradiente puro.
me´todo de benders o de generacio´n de restricciones
Este me´todo tambie´n llamado generador de restricciones, es tambie´n un me´todo
iterativo, en donde el modelo original es relajado para hacer ma´s fa´cil su solucio´n[?],
se construye adema´s un problema dual que tendr´ıa como variables los multiplica-
dores, las restricciones de este modelo dual se ir´ıan adicionando una a una en cada
iteracio´n con una funcio´n generadora de restricciones.El algoritmo inicia con una so-
lucio´n o´ptima del modelo relajado (podemos utilizar como multiplicadores iniciales
λ1 un valor aleatorio o simplemente cero).
(LRλ1) min
x
{fx+ λ(Ax ≤ b)|Cx ≤ d, x ∈ X} (2.24)
Obtenemos un valor o´ptimo de solucio´n inicial z1 con x1 y comenzamos la
construccio´n del modelo dual.
Funcio´n objetivo del modelo dual
MP = m
λ
ax θ (2.25)
Agregamos una restriccio´n con la funcio´n generadora de restricciones
θ = fx1 + λ(Ax1 − b) (2.26)
Obtendremos una solucio´n al sistema, con un valor o´ptimo de solucio´n que llama-
remos θ1 y multiplicadores igual a λ2. Con este nuevo valor de multiplicadores,
regresamos al problema relajado original y resolvemos, da´ndonos una solucio´n o´pti-
ma con valor z2 y x2, con lo que podemos agregar otra restriccio´n al modelo dual
con el nuevo valor repitie´ndose el proceso entre modelo original y dual
La funcio´n generadora de restricciones para la iteracio´n k seria expresada como
θ = fxk + λ(Axk − b) (2.27)
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el modelo dual queda expresado de la siguiente forma
MP k = max
λ
{θ|θ ≤ fxh + λ(Axh − b), h = 1, 2...k} (2.28)
Y el modelo relajado original podemos expresarlo en una iteracio´n k como
LRλk = minx
{fx+ λ(Ax ≤ b)|Cx ≤ d, x ∈ X} (2.29)
El algoritmo de este me´todo terminar´ıa cuando los o´ptimos de la solucio´n del
modelo relajado y del dual sean iguales; esto es LRλk+1 = MP
k quedando la solucio´n
del dual lagrangiano en ese valor final
El me´todo de benders es un algoritmo exacto para encontrar el dual lagran-
giano, pero es ma´s costoso computacionalmente.
Generacio´n de columnas
Ana´logo al me´todo de generacio´n de restricciones se tiene el me´todo de gene-
racio´n de columnas (este me´todo puede ser visto como una aplicacio´n del me´todo
de Dantzing Wolfe [?][?][?], el cual consiste en refo´rmular el problema de tal modo
que las columnas del modelo correspondan a solucio´nes factibles de un subconjunto
de restricciones del problema, en este se elige un pequen˜o conjunto de columnas
y durante las iteracio´nes se van sumando columnas, el modelo para generacio´n de
columnas resulta podemos obtenerlo del modelo dual
(LR∗) max
λ≥0
{min
x
{fx+ λ(Ax− b)|Cx ≤ d, x ∈ X}} (2.30)
que expresado como una envolvente convexa queda
(LR∗) min
x
{fx|Ax ≤ b, x ∈ conv{x ∈ X|Cx ≤ d}} (2.31)
Para utilizar el me´todo de generacio´n de columnas debemos identificar las
restricciones de acoplamiento Ax ≤ b ,las cuales se combinara´n con una solucio´n
Axk y una nueva variable µk, tal que
∑
k∈K
µk(Ax
k) ≤ b , partiendo del hecho de que
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se trata de una combinacion convexa
∑
k∈K
µk = 1 , el modelo completo queda como:
(LR∗) min
x
{
∑
k∈K
µk(fx
k)|
∑
k∈K
µk(Ax
k) ≤ b,
∑
k∈K
µk = 1, µ ≥ 0} (2.32)
Una eleccio´n adecuada para xk esta en elegir entre cualquiera de todos los pun-
tos de la envolvente convexa o solo de sus puntos extremos x ∈ Co{x ∈ X|Cx ≤ d}
, para obtener los valores de la variable original se tiene x =
∑
k∈K
µkx
k con
∑
k∈K
µk = 1
and µk ≥ 0.
La separacio´n de un problema en un problema maestro y un subproblema es
equivalente a la separacio´n de restricciones guardadas y las restricciones dualiza-
das. Las columnas generadas son soluciones de subproblemas enteros que tienen las
mismas restricciones de los subproblemas lagrangianos; al igual que benders, es un
me´todo exacto para el ca´lculo del dual lagrangiano.
me´todos Combinados
Una descripcio´n detallada de estos me´todos puede encontrarse Hiriart-Urruty
y Lemarechal[26],[25],[23] , kiwiel [?] y frangioni [16] introdujeron una extensio´n a los
me´todos de subgradientes, llamados me´todos combinados en los cuales la informacio´n
pasada es recolectada para proveer una mejor aproximacio´n a la funcio´n lagrangiana.
me´todos h´ıbridos de dos fases
En este me´todo presentado en 1994 por Guignard y Zhu [22] se hace uso de
dos me´todos: el del subgradiente y el de generacio´n de restricciones. En una primera
fase se hace uso del subgradiente para ajustar los multiplicadores y al mismo tiempo
las restricciones correspondientes a las soluciones conocidas de los subproblemas
lagrangianos son adheridas al problema maestro LP; esto es, hacer uso del me´todo
de generacio´n de restricciones en la segunda fase. Tambie´n se puede usar generacio´n
de columnas en la segunda fase [17] el cual es descrito por Guignard y Freville.
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El algoritmo de Volumen VA
Este algoritmo propuesto por Barahona y Anbil(2000) [3] es una extensio´n mas
al me´todo del subgradiente, pero tambie´n puede ser visto como una forma aproxi-
mada de la descomposicio´n de Dantzing-Wolfe.
Dado un problema de programacio´n entera (IP) con dos restricciones (r1 y r2)
(IP ) min cx
(r1) st : Ax ≥ b
(r2) Dx ≥ d
x ∈ Zn+
minimizando la fo´rmulacio´n
(IP ) min cx
− st : Ax ≥ b
x ∈ X = {x ∈ Zn+, Dx ≥ d}
su Relajacio´n Lagrangiana con respecto a r1 puede quedar expresado con zona con-
vexa de X
z∗ min cx
st : Ax ≥ b
x ∈ conv(X)
La Relajacio´n Lagrangiana de este modelo puede reformularse, haciendo de x
una combinacio´n convexa de xi , haciendo esto podemos hacer una reformulacio´n
similar al esquema de Dantzing-Wolfe para agregacio´n de columnas
φ∗ min cx
st : Ax ≥ b
x ∈ conv(X) = {x : x = ∑
i
µxi,
∑
i
µ = 1, µ ≥ 0}
El cual puede ser rescrito como:
φ∗ min ∑
i
(cxi)µi
st :
∑
i
(Axi − b)µi ≥ 0∑
i
µi = 1
µi ≥ 0
Este problema puede ser reformulado con el dual:
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φ∗ max z
st : z + u(Axi − b) ≤ cxi
u ∈ Rn+, z ∈ R
o tambie´n :
φ∗ max z
st : z ≤ ub+ (c− uA)xi
u ∈ Rn+, z ∈ R
La formulacio´n con para´metro u es equivalente al lagrangiano dual z = φ(u),
por ultimo podemos expresar el problema solo minimizando la parte de holgura
(c− uA)xi, de tal forma
φ(u) = ub+min{(c− uA)xi : xi ∈ X, ∀i} (2.33)
El ca´lculo de los pesos µ se realiza con la estimacio´n de ciertos volu´menes
asociados a las caras activas en una solucio´n o´ptima dual.
Cap´ıtulo 3
Estado del arte
3.1 Introduccio´n
En este apartado se hara´ un recorrido de los problemas actuales e histo´ricos del
problema ruteo de veh´ıculos, y de otros problemas en la investigacio´n de operaciones,
describiendo su relacio´n con nuestro modelo
3.2 Problema de VRP con ventanas de tiempo
suaves
En este problema existen un numero de veh´ıculos localizados en un deposito,
los cuales tienen que satisfacer la demanda de bienes de un conjunto de clientes
ubicados en distintas localizaciones geogra´ficas. Los veh´ıculos tienen una capacidad
limitada y existe un intervalo (o ventana de tiempo) en el que los clientes deben ser
satisfechos, adema´s se debe retornar al depo´sito. A este modelo se le llama VRPTW
pero existen otros casos donde se permite llegar fuera de la ventana de tiempo
pero causando una penalidad, Valverde et al (2007)[6] realizan una investigacio´n
del uso de programacio´n por metas para modelar el problema, donde el modelo
intenta reflejar las penalidades por las violaciones a la ventana de tiempo, a trave´s
de variables de desviacio´n. Este modelo permite evaluar las consecuencias por poner
diferentes penalidades por las violaciones a las ventanas de tiempo, dependientes
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de los clientes. Tambie´n se han propuesto heur´ısticas como Eglese et al (2008) [18],
los cuales propusieron una bu´squeda tabu´ con memoria adaptativa para resolver el
problema. Ellos tambie´n mencionan que este tipo de problemas puede contener al de
ventanas de tiempo duras e incluso llegar a resolverlo con los adecuados coeficientes
de penalizacio´n.
3.3 Problema de VRP con entregas divididas
Este tipo de ruteo tambie´n llamado SDVRP fue introducido en la literatura
por Dror y Trudeau (1989) [14] quienes definieron algunas propiedades estructurales
y propusieron una bu´squeda local, Dror et al [13] formularon un modelo de progra-
macio´n entera, aplicaciones reales del problema han sido abordadas por Sierksma
y Tijseen [36] que consideraron el problema de determinar la agenda de vuelos de
helico´pteros para el intercambio de personal en plataformas. Otro problema es pre-
sentado por Archetti et al [2] que consideraron un problema de recoleccio´n de resi-
duos donde los veh´ıculos ten´ıa muy poca capacidad y los clientes una gran demanda;
ellos tambie´n consideraron restricciones como ventanas de tiempo, priorizacio´n en
los clientes y diferentes tipos de veh´ıculos y residuos, ellos propusieron un heur´ıstica
de bu´squeda tabu ara resolver el problema.
3.4 Problema de ruteo en minas
Entre los problemas de optimizacio´n de la industria minera, se encuentra el
problema del transporte del mineral en minas subterra´neas, el del manejo de la flo-
tilla de veh´ıculos de acarreo, en la pra´ctica el supervisor asigna los operadores para
los veh´ıculos tomando en cuenta el estado de los recursos pero son los operadores de
los veh´ıculos los que toman las decisiones de ruteo de acuerdo a su experiencia Cor-
dova et al 2004 [10]. Esta problema´tica ha sido tratada por Gamache et al(2005)[19],
que intentan resolver el problema de ruteo implementando el algoritmo del camino
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ma´s corto pero con estrategia de veh´ıculo por veh´ıculo y de manera ma´s integral
en el 2006 Beaulieu y Gamache [4] estudian el problema de gestio´n de veh´ıculos y
desarrollan un algoritmo de enumeracio´n basado en programacio´n dina´mica para el
enrutamiento y programacio´n de veh´ıculos que se mueven solo en dos sentidos (bi-
direccionales) en una red de transporte con un solo carril; en esta nueva propuesta
o extensio´n se intenta aprovechar el modo bidireccional de desplazamiento de los
veh´ıculos en los segmentos del ruteo resultando una ma´s eficiente formulacio´n. El
veh´ıculo comienza su recorrido desde un punto inicial hasta su destino y se trata
de encontrar la mejor ruta y programacio´n posible para cada veh´ıculo de tal ma-
nera que haga su recorrido en el menor tiempo posible, tratando tambie´n de evitar
conflictos entre las rutas de los veh´ıculos como se ve en la figura 3.1, el algoritmo
toma tambie´n en cuenta el movimiento bidireccional del veh´ıculo (hacia adelante y
hacia atra´s) pero asegurando que el destino (punto de servicio) es alcanzado por un
movimiento hacia adelante; en este tipo de ambientes(minas subterra´neas) las rutas
son muy limitadas y adema´s solo permiten un veh´ıculo a la vez, comu´nmente se elige
una u´nica ruta , este problema ha sido clasificado por Peters et al [30] como uno de
los mas dif´ıciles en los sistemas de veh´ıculos guiados (AGV).
Figura 3.1: Ruteo en minas, evitar conflictos entre veh´ıculos
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3.5 Problema de ruteo de contenedores
Este problema concierne a la entrega y recoleccio´n de bienes. En este problema
de transportacio´n el veh´ıculo lleva un contenedor a un cliente donde este es vaciado o
llenado; el veh´ıculo parte de una terminal a un cliente con un contenedor donde este
es vaciado o llenado y regresa a la terminal con el contenedor, Lo anterior estable que
el contenedor puede estar vacio e ir con el cliente de recoleccio´n que lo llenara; o ir
con el de entrega que vaciara´ para regresar con el contenedor vacio en lo que se llama
triangulacio´n de ordenes (de importacio´n y exportacio´n). Esta segunda alternativa
es la ma´s econo´mica, Imai et al (2007)[24] utilizan un me´todo heur´ıstico basado en
relajaciones lagrangianas para resolver el problema, siendo el me´todo eficiente en
instancias grandes , Reinhardt et al(2012)[32] disen˜a un modelo matema´tico para
resolver un problema de este tipo, en el cual se reciben o´rdenes con ventanas de
tiempo establecidas por los clientes y los contenedores de los veh´ıculos deben ser del
mismo taman˜o para poder hacer una triangulacio´n. No siempre sera´ posible la trian-
gulacio´n, por lo que se requiere buscar la mejor combinacio´n de viajes triangulados
y simples. Podemos ver co´mo ser´ıan los tipos de viajes posibles en la figura 3.2. 3.2.
Este modelo ejemplifica el caso de tener solo una terminal en donde salen los
veh´ıculos con sus contenedores, que pueden ser de distintos taman˜os.
3.6 Abastecimiento de comida en aviones
Un problema de este tipo se estudio´ por Sze (2012) et al[37]. Este problema
trata del transporte de alimentos desde un centro (la cocina central) hacia las ae-
ronaves. Se establecen restricciones para que los veh´ıculos de suministro en cuanto
a su capacidad para abastecer una limitada cantidad de aeronaves; otra restriccio´n
es el tiempo en que la comida tarde en salir y ser entregada a las aeronaves, es-
tablecie´ndose un periodo de tiempo predeterminado desde la salida del centro de
preparacio´n la comida. Adicionalmente, los equipos de carga (personas) tienen un
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Figura 3.2: Problema de ruteo de contenedores
per´ıodo de descanso. El objetivo fundamental del problema es satisfacer a todos los
clientes (aeronaves) pero debido a las pequen˜as ventanas de tiempo y a los distintos
tipos de aeronaves, posiblemente ma´s de un equipo se requiera para satisfacer la
demanda del cliente (aeronave).
Otras restricciones son la capacidad del veh´ıculo de carga. Todos los viajes
deben ser agendados y tener su tiempo l´ımite, siendo obligado que los clientes sean
visitados una vez en la ventana de tiempo dispuesta para ellos. Tiempos de carga
y descarga de paquetes de comida son incluidos en los tiempos de viaje por conve-
niencia.
Para este problema, por ser de gran taman˜o y complejidad, se propuso una
heur´ıstica de insercio´n de viajes ra´pida y que diera buenas soluciones
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3.7 Problema de ruteo de veh´ıculos de
emergencias medicas
El problema de ruteo de veh´ıculos de emergencias es un problema de ruteo
dina´mico, donde los veh´ıculos tienen ventanas de tiempo de servicio. El viaje de los
veh´ıculos es hacia un solo cliente para proporcionar el servicio necesario (consulta,
traslado, etc.) y se debe volver al punto de origen. Existen prioridades de servicio y
adema´s es problema de naturaleza dina´mica, va cambiando con el tiempo, conforme
se van recibiendo llamadas de los clientes y conforme se les va dando el servicio,
Rengifo et al(2012)[33] proponen un modelo matema´tico para este tipo de problema
de ruteo para una empresa que provee este servicio de veh´ıculos de emergencia
en Medell´ın Colombia. En este modelo se manejan distintos tiempos de servicio,
dependiendo de la naturaleza de la llamada hecha por el cliente. Se tiene el a´rea
total de servicio dividida en zonas con un nu´mero de posibles clientes y puntos
donde pudieran ubicarse los veh´ıculos. En este problema real existen dificultades
para poder dar el servicio en los tiempos reglamentados (para mantener la calidad
del servicio) por varias razones: parque vehicular limitado , dificultad para evaluar
el impacto de una decisio´n de asignacio´n de veh´ıculos en las futuras asignaciones.
En este problema real se intenta optimizar la operacio´n de la flotilla de veh´ıculos
con que se dispone antes de acudir a una alta inversio´n por la compra de veh´ıculos
nuevos.
3.8 Maquinas paralelas
En este problema se tiene un conjunto de maquinas y un conjunto de trabajos
a resolver , Zhilong y Powell (1996) [8] propusieron un me´todo exacto de solucio´n ,
basado en la descomposicio´n de Dantzing Wolfe para un caso de ma´quinas paralelas
que inclu´ıa la secuenciacio´n de los trabajos y cuyo objetivo era minimizar el tiempo
de la programacio´n de trabajos.
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Takashi et al(2007)[38] proponen una relajacio´n lagrangiana para una variante
de este tipo de problemas, en la cual se incluyen estaciones de trabajo donde se ubican
las ma´quinas y los trabajos se procesan a trave´s de estas estaciones pasando por un
buffer intermedio entre estas para ser enteramente realizados. Se trabaja tambie´n
con un modelo con ventanas de tiempo y capacidad limitada de buffer; el objetivo
es minimizar el peso de las violaciones a las ventanas de tiempo. Ellos encontraron
que trabajaba bien La relajacio´n lagrangiana a las restricciones de capacidad y si
el nu´mero de estaciones aumentaba pod´ıa usarse conjuntamente la restricciones de
precedencia (las que definen en que´ momento comienza un nuevo trabajo).
Una forma aproximada de ver el problema de VRP Starcase es hacer una analog´ıa con
el de ma´quinas paralelas , donde los veh´ıculos podr´ıan hacer la funcio´n de maquinas
trabajando de manera paralela para hacer un trabajo.
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Formulacio´n matema´tica
4.1 Introduccio´n
El problema VRP-Starcase, es un problema de ruteo de veh´ıculos en el cual
los veh´ıculos solo pueden visitar un cliente y regresar al depo´sito para recarga. Los
veh´ıculos pueden hacer solo un cierto nu´mero de viajes para satisfacer la demanda
del cliente y tambie´n se tienen penalizaciones con el cliente por llegar antes o despue´s
de lo esperado (ventana de tiempo suave).
El objetivo es minimizar los costos por viajes realizados, veh´ıculos utilizados
y costos por multas; la solucio´n dara´ como resultados: la flotilla de veh´ıculos ma´s
adecuada , las rutas de los veh´ıculos, y la secuenciacio´n de los viajes a realizar por
los veh´ıculos.
El modelo planteado para resolver este problema es un modelo de programacio´n
lineal entera mixta. Podemos observar en este modelo matema´tico que no existen
restricciones de subtour como en modelos cla´sicos ya que al no existir rutas entre
clientes, los subtour son inexistentes.
4.2 Modelo matema´tico
Los para´metros del modelo son costos por viajes, utilizacio´n de veh´ıculos, tiem-
pos de viaje, horarios de entrega , demandas de clientes, multas, entre otros, que se
listan en esta seccio´n
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Indices de arreglos
i.− Nu´mero de cliente (0 para depo´sito)
j.− Nu´mero de viaje, relacionado directamente con el veh´ıculo, existiendo una cantidad de viajes ma´xima J
k.− Nu´mero de veh´ıculo, no confundir con tipo de veh´ıculo
Para´metros de veh´ıculos
Jk Conjunto de viajes de veh´ıculo k.
JMk Ma´ximo nu´mero de viajes de veh´ıculo k.
Cik Costo de viaje redondo desde el depo´sito hacia el cliente i del veh´ıculo k.
qk Capacidad del veh´ıculo k.
tik Tiempo de viaje (ida) desde el depo´sito hacia el cliente i por el veh´ıculo k.
fk Costo de adquisicio´n de veh´ıculo k.
Para´metros de clientes
di.− Demanda del cliente i
Para´metros de ventanas de tiempo
Ei Tiempo inicial para comienzo de entrega de mercanc´ıa a cliente i.
Li Tiempo final para entrega de mercanc´ıa a cliente i.
eik Multa por entrega de mercanc´ıa de veh´ıculo k antes de tiempo inicial de
cliente i.
lik Multa por entrega de mercanc´ıa de veh´ıculo k despue´s de tiempo final de
cliente i.
M Constante que representa un valor muy grande.
las variables a utilizar son:
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xijk Variable de decisio´n, indica si un cliente i es visitado por un veh´ıculo k, en
el viaje j de ese mismo veh´ıculo (Xijk = 1 si es visitado).
yk Variable de decisio´n, indica si un veh´ıculo es utilizado (y = 1 si es visitado).
sjk Tiempo inicial de viaje j del veh´ıculo k.
w−ik Tiempo de entrega de mercanc´ıa de veh´ıculo k antes de tiempo inicial de
cliente i.
w+ik Tiempo por entrega de mercanc´ıa de veh´ıculo k despue´s de tiempo final de
cliente i.
La naturaleza de estas variables es:
x, y ∈ {0, 1} y sjk, w−ik, w+ik ≥ 0
Como tenemos variables binarias y continuas, tenemos un modelo de progra-
macio´n lineal entera-mixto
Se presenta el modelo matema´tico para el problema:
(0) min :
∑
k
fkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
(1) x0jk +
∑
i≥1
xijk = 1 ∀j ∈ Jk, k
(2)
∑
j∈Jk,k
qkxijk ≥ di ∀i 6= 0
(3) JMk −
∑
j∈Jk
x0,j,k ≤ ykJMk ∀k
(4) sj+1,k ≥ sjk +
∑
i,k
2tikxijk ∀j ∈ Jk, k
(5) w-ijk ≥ Eixijk − (sjk + tikxijk) ∀ i 6= 0, j ∈ Jk, k
(6) w+ijk ≥ sjk + tikxijk − Li −M (1− xijk) ∀ i 6= 0, j ∈ Jk, k
A continuacio´n se da una explicacio´n de como funcionan y para que´ sirven
cada una de las restricciones y la funcio´n objetivo.
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4.2.1 funcio´n Objetivo
La funcio´n objetivo consta de tres partes, la primera calcula los costos de ad-
quisicio´n de los veh´ıculos realmente utilizados, la segunda parte calcula el costo de
los viajes realizados y la ultima los costos debidos a las multas por salirse de la
ventana de tiempo.
Los costos de adquisicio´n son superiores en gran proporcio´n a los de transpor-
tacio´n; en el caso de ventanas de tiempo duras, el costo de penalizacio´n es muy alto.
El objetivo es minimizar los costos. Esto se puede ver en la siguiente figura 4.1.
Figura 4.1: Descripcio´n de funcio´n objetivo
4.2.2 Restricciones
El primer grupo de restricciones (llamaremos .asignacio´n de viajes”) obliga a
que en un viaje se visite exactamente un cliente o se quede en el depo´sito; ba´sicamen-
te es sumar todos los clientes visitados por el veh´ıculo k en el viaje j. La explicacio´n
se puede ver en la figura 4.2
La figura izquierda (visitando a un cliente), muestra que si se visita en el viaje
j de un veh´ıculo k a un cliente, se hace imposible visitar a otro para mantener la
igualdad. La ilustracio´n derecha (queda´ndose en el depo´sito), indica que se perma-
necio´ en el depo´sito (o cliente 0), no se puede visitar a otro cliente para mantener la
igualdad de la restriccio´n.
Cap´ıtulo 4. Formulacio´n matema´tica 36
Figura 4.2: Descripcio´n de restriccio´n 1
El segundo grupo de restricciones (llamaremos ”de capacidad”) asegura la sa-
tisfaccio´n de la demanda de los clientes; suma todas las entregas hechas al cliente
realizadas por todos los veh´ıculos en sus viajes. Una explicacio´n puede verse en la
figura 4.3.
Figura 4.3: Descripcio´n de restriccio´n 2
La ilustracio´n muestra los viajes realizados a un cliente (que no sea el depo´si-
to)donde las entregas debera´n sumar al menos la demanda del cliente
El tercer grupo de restricciones esta´ relacionado con la utilizacio´n de veh´ıcu-
los, establece cuales fueron los que realmente se utilizan, marcando como y=1 los
veh´ıculos que realmente son usados; esta´ relacionada con la primer parte de la fun-
cio´n objetivo que calcula los costos por adquisicio´n de veh´ıculos. Puede verse en la
figura 4.4
La ilustracio´n muestra los dos casos posibles, el caso en que se visita al menos
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Figura 4.4: Descripcio´n de restriccio´n 3
un cliente, que obliga a marcar el veh´ıculo como utilizado yk = 1 y el caso en que
todos los viajes fueron al depo´sito. Se marca el veh´ıculo como no utilizado yk = 0.
El cuarto grupo de restricciones establece la secuenciacio´n de los viajes, obli-
gando que un viaje de un veh´ıculo solo pueda comenzar despue´s de haberse terminado
el anterior viaje del mismo veh´ıculo, un viaje es de ida y vuelta por lo que el tiempo
debera´ ser multiplicado por dos para el ca´lculo del viaje redondo (ver figura 4.5).
Figura 4.5: Descripcio´n de restriccio´n 4
El quinto y sexto grupo de restricciones son los que establecen los tiempos de
violacio´n, si es que los hubo. Estos dos grupos son muy similares al de secuenciacio´n,
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pero estos solo calculan al momento en que se llega al cliente.
El quinto grupo calcula el tiempo de violacio´n si se llego´ antes de lo permitido
con el cliente, siendo 0 si se llego despue´s de la hora inicial permitida por el cliente
(ver figura 4.6).
Figura 4.6: Descripcio´n de restriccio´n 5
El sexto grupo revisa si se llego´ despue´s de la hora final permitida, se hace uso
de una constante M (con un valor muy grande)para calcular como cero los tiempos
de violacio´n en viajes que no se realizaron(ver figura 4.7).
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Figura 4.7: Descripcio´n de restriccio´n 6
Cap´ıtulo 5
Construccio´n de cotas
5.1 Introduccio´n
En este cap´ıtulo desarrollamos los modelos relajados del modelo VRP-Starcase.
se relajaran en este modelo todas las restricciones una por una y se pondra´n en un
formato esta´ndar para facilitar las labores de programacio´n; sobre estas relajaciones
se aplicara el subgradiente el cual se explicara´ en detalle.
5.2 relajacio´n 1er grupo de restricciones
Separamos del modelo el grupo de restricciones que nos interesa, en este caso
el primer grupo que es el de restriccio´n de asignacio´n de viajes:
(1) x0jk +
∑
i≥1
xijk = 1 ∀j ∈ Jk, k
Ponemos a este grupo de restricciones en un formato esta´ndar para llevar a la
funcio´n objetivo
1− x0jk −
∑
i≥1
xijk = 0 ∀j ∈ Jk, k (5.1)
Este grupo de restricciones requiere una matriz de multiplicadores λjk corres-
pondientes a cada pareja viaje-veh´ıculo (jk) existente, para poder ser llevada como
penalizacio´n a la funcio´n objetivo. La naturaleza de los multiplicadores es cualquier
numero racional , sin importar el signo, debido a que es una restriccio´n de igualdad
λjk ∈ R
40
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(LRλjk) minx
{
∑
k
fkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
+λjk(1− x0jk −
∑
i≥1
xijk)} (5.2)
La expresio´n anterior representa la funcio´n objetivo del modelo relajado, el
modelo relajado puede entonces decirse que queda como funcio´n de los multiplica-
dores(funcio´n lagrangiana). Para obtener la cota debemos obtener el valor ma´ximo
de esta funcio´n.
Lz∗ = max
λ
v(LRλ) (5.3)
5.3 relajacio´n 2do grupo de restricciones
El segundo grupo de restricciones a relajar es el de la satisfaccio´n de la deman-
da de los clientes
(2)
∑
j∈Jk,k
qkxijk ≥ di ∀i 6= 0
Este grupo de restricciones solo requiere un vector de multiplicadores λi co-
rrespondientes a cada uno de los clientes i en el sistema (excepto el ı´ndice 0 que es
el del depo´sito)
(LRλjk) minx
{
∑
k
fkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
+λi(1− x0jk −
∑
i≥1
xijk)} (5.4)
Ponemos a este grupo de restricciones en un formato esta´ndar (para facilitar
la construccio´n de cotas), para llevarlo a la funcio´n objetivo, se cambia el sentido de
la desigualdad para considerarla siempre negativa.
di −
∑
j∈Jk,k
qkxijk ≤ 0 ∀j, k (5.5)
Continuamos con colocar esta expresio´n en la funcio´n objetivo con sus multipli-
cadores correspondiente, los multiplicadores solo podra´n ser positivos λi ≥ 0 debido
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a la desigualdad ≤, con esto se mantiene que el valor dado de la funcio´n lagrangiana
sea menor al o´ptimo global.
(LRλjk) minx
{
∑
k
fkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
+ λi(di −
∑
j∈Jk,k
qkxijk)}
Este valor como ya se ha mencionado es menor o igual a la solucio´n o´ptima
global. Para obtener la solucio´n al dual lagrangiano se obtiene el ma´ximo de la
funcio´n lagrangiana, pero en este caso debe cuidarse el sentido de los multiplicadores.
Lz∗ = max
λ≥0
v(LRλ) (5.6)
5.4 relajacio´n 3er grupo de restricciones
El tercer grupo de restricciones es el de asignacio´n o utilizacio´n de veh´ıculos
(3) JMk −
∑
j∈Jk
x0,j,k ≤ ykJMk ∀k
Ponemos a este grupo de restricciones en un formato esta´ndar para llevar a la
funcio´n objetivo, en este grupo no se cambio el sentido de la desigualdad al ponerla
en el formato esta´ndar.
JMk −
∑
j∈Jk
x0,j,k − ykJMk ≤ 0 ∀k (5.7)
Continuamos con colocar esta expresio´n en la funcio´n objetivo con sus multi-
plicadores correspondientes, solo se requerira´ un vector de multiplicadores lambdak
uno por cada veh´ıculo , los multiplicadores solo podra´n ser positivos λk ≥ 0 debido
a la desigualdad ≤.
(LRλjk) minx
{
∑
k
fkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
+λk(JMk −
∑
j∈Jk
x0,j,k − ykJMk −
∑
j∈Jk,k
qkxijk)} (5.8)
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5.5 relajacio´n 4to grupo de restricciones
El cuarto grupo de restricciones es el de secuenciacio´n de viajes
(4) sj+1,k ≥ sjk +
∑
i,k
2tikxijk ∀j ∈ Jk, k
Pasamos a poner este grupo en el formato esta´ndar, este grupo necesitara
tambie´n una matriz de multiplicadores λjk un multiplicador por cada pareja jk.
sjk − sj+1,k +
∑
i,k
2tikxijk ≤ 0 ∀j ∈ Jk, k (5.9)
Los multiplicadores sera´n reales mayores que cero debido al sentido ≤ de la
desigualdad, La funcio´n objetivo ya con el grupo de restricciones incorporado es:
(LRλjk) minx
{
∑
k
fkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
+λjk(sjk − sj+1,k +
∑
i,k
2tikxijk)} (5.10)
5.6 relajacio´n 5to y 6to grupo de restricciones
Estos grupos establecen los tiempos de violacio´n de la instancia, son realmente
dos conjuntos pero por cuestiones de concepto se relajan de manera conjunta.
(5) w-ijk ≥ Eixijk − (sjk + tikxijk) ∀i 6= 0, j ∈ Jk, k
(6) w+ijk ≥ sjk + tikxijk − Li −M (1− xijk) ∀i 6= 0, j ∈ Jk, k
Estos conjuntos van a requerir dos matrices de multiplicadores una por ca-
da grupo uijk para (5) y vijk para (6), se pasan a poner en formato esta´ndar.
Eixijk − w-ijk − (sjk + tikxijk) ≤ 0 ∀i 6= 0, j ∈ Jk, k
sjk − w+ijk + tikxijk − Li −M (1− xijk) ≤ 0 ∀i 6= 0, j ∈ Jk, k
La funcio´n objetivo con los dos conjuntos de restricciones integradas en la tiene
como resultado:
(LRλjk) minx
{s
k
umfkyk +
∑
i,j∈Jk,k
(
cikxijk + eikw
-
ijk + likw
+
ijk
)
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+uijk(Eixijk − w-ijk − (sjk + tikxijk))
+vijk(sjk − w+ijk + tikxijk − Li −M (1− xijk))}
5.7 Me´todo del subgradiente - detallado
El me´todo del subgradiente desarrollado para calcular el dual lagrangiano es
el me´todo del subgradiente normal(Kipp[?]) pero con una estrategia en el avance
similar a la planteada por Caprara et al [7]. Se presenta a continuacio´n el proceso
completo de solucio´n de una instancia de un modelo relajado en el que se incluye la
parte del subgradiente.
PARTE 1.- Antes de entrar a la construccio´n del modelo relajado. Se calcula una
solucio´n factible del modelo original y se calcula un valor inicial para los multiplica-
dores de acuerdo a los valores de las variables duales en una relajacio´n lineal.
1.- Calculo de una solucio´n factible para el modelo original. En este caso se uso el
mismo solver (cplex) para hallar esta solucio´n pero modificando los para´metros para
obtener una respuesta ra´pida del solver (el solver se detiene apenas alcanza un GAP
dado, opcionalmente se puede utilizar una heur´ıstica para el ca´lculo de esta solucio´n
factible.
2.- Ca´lculo de una relajacio´n lineal en el modelo original. Para obtener sus duales
(valores relacionados con las restricciones) y usarlos como multiplicadores in´ıciales
se realiza una Relajacio´n Lineal.
2.1.-Relajacio´n Lineal
2.1.1.-Se relaja modelo original.
2.1.2.-Variables enteras o binarias, pasan a ser continuas.
2.1.3.-Se resuelve modelo relajado.
2.1.4.-Se asigna a los multiplicadores λ los valores duales de solucio´n de
modelo relajado.
Los multiplicadores lagrangianos λ pudieran tambie´n ser estimados simplemen-
te con un valor aleatorio o puestos todos en cero, aunque la pra´ctica ha mostrado
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que una buena estimacio´n son los valores duales de solucio´n.
PARTE 2.- Construccio´n del Modelo relajado. Aqu´ı se agregan solo las restricciones
no relajadas al modelo y se construye adema´s la funcio´n objetivo.
1.- Construccio´n de restricciones del modelo relajado
Ax ≤ b Grupo de restricciones que queda fuera del modelo
Dx ≤ d Grupo de restricciones que se agrega al modelo
2.- Construccio´n de funcio´n objetivo (modelo original)
z = Cx
En este momento el modelo relajado aun no agrega la penalizacio´n y queda de esta
forma
P : minz = Cx
Sujeto a:
Dx ≤ d
x ∈ X
PARTE 3.- Construccio´n y solucio´n del modelo lagrangiano
1.- Agregacio´n a la funcio´n objetivo de la penalizacio´n del modelo. Los multiplica-
dores lambda calculados hasta el momento, se agregan a la funcio´n objetivo para
completar el modelo relajado.
z = z + λ(Ax− b)
objetivo = minimizar{z}
Agregar objetivo al modelo
El modelo LRλ relajado esta completo y listo para ser resuelto:
LRλ : minz = c ∗ x+ λ(Ax− b)
Sujeto a:
Dx ≤ d
x ∈ X
2.- Se calcula la solucio´n del modelo LRλ. Esta solucio´n sera´ nuestra cota actual Lk
del problema.
PARTE 4.- Subgradiente, ca´lculo de los nuevos multiplicadores con el me´todo del
subgradiente.
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1.-Verificacio´n de la solucio´n. Si hubo mejora en cota con respecto a la mejor hasta
el momento llamada Lm, pasar al paso 2; en caso de no haber mejora saltar al paso
3.
Comparar Lm < Lk
2.- En caso de mejora (Lm < Lk ). Se cambia la cota Lm por la nueva cota mejor Lk.
Se almacena el valor de los multiplicadores (con el objetivo de guardar informacio´n
de la iteracio´n donde hubo mejora para regresar a ese punto).
Lm = Lk
λmejor = λk
γmejor = Ax− b
γk = γmejor
Si se utiliza el subgradiente modificado se incrementa el valor de θ, y se da un valor
inicial para el nu´mero de faltas para probar solo unas cuantas veces esta nueva θ
θ = θ ∗ 1.5
faltas = faltasmax/1.5
3.-En este paso se penaliza el subgradiente y se incrementan las faltas
faltas = faltas+ 1
Si la falta fue por tiempo se incrementa en 1 las faltas por tiempo
faltastiempo = faltastiempo+ 1
Si no se ha pasado ma´ximo de faltas por tiempo
Si se ha pasado el ma´ximo de faltas
θ = θ ∗ 2
λactual = lambdamejor
γk = γmejor
No ha pasado el l´ımite de faltas
γk = Ax− b
Se ha pasado del l´ımite de faltas por tiempo
Ir a paso 7 (Fin del algoritmo)
4.-En este paso se calcula el nuevo multiplicador λ
4.1.- Ca´lculo de ‖γk‖2
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‖γ‖2 = ∑ γ2k
4.2.- Ca´lculo del taman˜o del paso tk
tk =
θ∗(Ls−Lk(λk))
‖γk‖2
4.3.- Ca´lculo de los nuevos multiplicadores
λk+1 = λk + tkγk
Pero si multiplicadores pertenecen a una restriccio´n del tipo ≤ :
λk+1 = min(λk + tkγk,0)
5.- Revisar el criterio de parada (iteraciones, l´ımite de tiempo, convergencia , etc.)
6.- Retornar a la PARTE 3 - paso 2, Si no se cumplio´ el criterio de parada, esto
implica recalcular la funcio´n objetivo con los nuevos multiplicadores.
7.- Fin del algoritmo, retorna la mejor cota calculada hasta el momento con sus
multiplicadores respectivos.
Esta es una descripcio´n comentada del proceso de ca´lculo del dual lagrangiano
a trave´s del subgradiente; en el cap´ıtulo 6 se muestran los seudoco´digos de este
proceso.
5.8 Sobre el GAP
Para medir el error relativo de una solucio´n factible obtenida ya sea por un
me´todo aproximado (heur´ısticos, metaheur´ısticos , etc.) con el valor real del o´ptimo
global de un problema, se mide obteniendo la relacio´n entre la solucio´n obtenida y
la real, esta relacio´n en un problema de minimizacio´n se expresa como:
%GAP = 100 ∗ Zf − Zo
Zf
(5.11)
Donde:
Zf .- Es una solucio´n factible del problema.
Zo.- Es la solucio´n o´ptima al problema.
%GAP .- Es el error relativo en porcentaje de nuestra solucio´n
Este GAP es el mejor que se puede estimar, ya que expresa de manera precisa
el error de nuestra solucio´n con la verdadera solucio´n. La explicacio´n de la relacio´n
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de este GAP con el error absoluto de nuestra solucio´n factible se puede ver en la
figura 5.1
Figura 5.1: GAP entre solucio´n factible y la o´ptima global
Los problemas a los que nos enfrentamos en programacio´n lineal, no siempre
podra´n estar en relacio´n con el valor o´ptimo del problema, ya que de hecho es lo
que se intenta buscar. No se sabe de antemano cual es la solucio´n o´ptima global, a
menos que sea un problema de solucio´n trivial. Un problema de programacio´n entera
, binaria o mixta necesitara necesitara´ otra forma de estimar el error; por ejemplo, en
un problema de programacio´n lineal entera, usando el me´todo de branch and bound,
se estima una solucio´n factible al problema y esa solucio´n entera estara´ relacionada
con una solucio´n de una Relajacio´n Lineal, la relacio´n entre esa solucio´n entera y su
solucio´n lineal pudiera ser una estimacio´n del error. Si el error no esta´ en lo tolerado
se har´ıa un nuevo corte obteniendo una nueva solucio´n factible y nueva solucio´n
lineal. Si quisie´ramos obtener la solucio´n o´ptima global tendr´ıamos que reducir ese
error hasta cero; la expresio´n siguiente calcula en por ciento ese error estimado.
%GAP = 100 ∗ Zf − Zl
Zf
(5.12)
Donde:
Zl.- Es la solucio´n lineal del problema.
Este GAP expresa un error relativo de nuestra solucio´n, no tiene la precision
del GAP estimado con una solucio´n o´ptima global, es ma´s parecido a un intervalo de
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confianza, la explicacio´n de la relacio´n de este GAP con el error absoluto de nuestra
solucio´n factible se puede ver en la figura 5.2
Figura 5.2: Descripcio´n del GAP relativo a una solucio´n lineal
La figura 5.2 muestra la relacio´n que hay de nuestra solucio´n factible con la
solucio´n o´ptima global, La solucio´n o´ptima global esta´ en un rango entre dos fron-
teras o cotas, una cota relajada del problema (la solucio´n lineal) y la otra cota es la
solucio´n factible que obtuvimos. Entre ma´s pequen˜o sea este rango ma´s cerca esta
nuestra solucio´n de ser la solucio´n o´ptima global, se puede decir que expresa que tan
cerca esta nuestra solucio´n de ser la verdadera, no que tan cerca esta de la solucio´n
real.
Para nuestra investigacio´n usamos el mismo principio anterior: estimamos el
error de nuestra solucio´n relativo a una solucio´n relajada, pero no utilizamos la rela-
jacio´n lineal, usamos la relajacio´n lagrangiana, la expresio´n del GAP siguiente es una
expresio´n general para cualquier tipo de relajacio´n (lineal, subrogada, lagrangiana,
etc.):
%GAP = 100 ∗ Zf − Zr
Zf
(5.13)
Donde:
Zr.- Es la solucio´n relajada del problema
La figura 5.3 muestra el GAP deseado utilizando una relajacio´n lagrangiana
para estimar nuestra cota, se puede observar donde podr´ıa quedar la cota lineal con
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respecto a nuestra cota lagrangiana y como la zona encerrada entre cotas pudiera
ser menor.
Figura 5.3: Descripcio´n del GAP relativo a una solucio´n lagrangiana
io´n se seguir´ıa Por ultimo, para el caso de maximizacio´n, las formulas serian:
Para el caso o´ptimo:
%GAP = 100 ∗ Zo − Zf
Zo
(5.14)
Cuando se tiene una cota relajada:
%GAP = 100 ∗ Zr − Zf
Zr
(5.15)
Cap´ıtulo 6
Implementacio´n computacional
6.1 Introduccio´n
En esta seccio´n hablaremos de como se implementaron computacionalmente
las relajaciones al modelo y las herramientas utilizadas para esto
6.2 GAMS
GAMS es un lenguaje de modelado algebraico, para construir modelos ma-
tema´ticos de programacio´n lineal y no lineal, es capaz de utilizar diferentes solvers
para la resolucio´n de problemas y modificar los para´metros de estos, su ventaja sobre
un lenguaje de programacio´n general es su facilidad de uso. No se requiere construir
las matrices del modelo, solo construir las expresiones algebraicas que definen esas
matrices facilitando mucho el modelado[34].
En esta investigacio´n fue utilizado solo para verificar resultados de los modelos
construidos con el lenguaje C++ y resueltos por el solver Cplex.
6.3 Ilog Cplex Optimization Studio
Ilog Cplex Optimization Studio es un conjunto de herramientas de software
para resolver problemas de optimizacio´n. Una de las principales herramientas es un
solver llamado Cplex. Este programa contiene una implementacio´n del me´todo sim-
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plex hecha en lenguaje C, aunque hoy soporta otros me´todos de optimizacio´n. El
solver Cplex es un solver de alto rendimiento para problemas de Programacio´n Lineal
(LP), Programacio´n Entera Mixta (MIP) y problemas de Programacio´n Cuadra´tica
(QP/QCP/MIQCP/MIQP) El solver Cplex ofrece varios algoritmos para resolver
problemas de Programacio´n Lineal, pudiendo elegir entre el algoritmo simplex pri-
mal, el algoritmo de puntos interiores entre otros. El solver Cplex adema´s tiene un
presolver que ayuda a reducir el taman˜o de los problemas a ser resueltos Para la
solucio´n de problemas de Programacio´n Entera Mixta, se provee de una implemen-
tacio´n del algoritmo de branch and bound, el cual utiliza modernas te´cnicas como
planos de corte y heur´ısticas para encontrar soluciones enteras. Ilog Cplex Optimi-
zation Studio ofrece adicionalmente herramientas para el modelado de programas,
tales como un lenguaje propio de optimizacio´n llamado .Optimization Programming
Language”(OPL) y librer´ıas de componentes, que ofrecen interfaces para usar el
solver en distintos lenguajes de programacio´n.
6.4 Librer´ıa Cplex
La librer´ıa proporcionada para Cplex[1] provee lo necesario para usar todas las
caracter´ısticas del solver en distintos lenguajes de programacio´n la cual nos permite
usar el solver e interactuar con los para´metros de este, algo muy dif´ıcil con la consola
de comandos . Se uso esta librer´ıa para resolver instancias y sus relajaciones, adema´s
de calcular duales, valor final de las restricciones ya que posee un evaluador de
expresiones algebraicas (u´til para el ca´lculo de subgradientes). La librer´ıa implementa
caracter´ısticas de modelado algebraico, muy parecido a GAMS, esto quiere decir que
se pueden construir expresiones algebraicas para definir el modelo. La librer´ıa de
Cplex para C++ contiene un conjunto de clases con las que definimos, variables,
restricciones, modelos etc.. A continuacio´n se listara´n las ma´s importantes:
IloNumArray. Esta clase define arreglos de datos nume´ricos. En C++ es un
arreglo de valores tipo float o double, su uso es opcional ya que pueden utilizarse
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los tipos de datos proporcionados por C++
IloIntVar, IloNumVar, IloBoolVar. Con estas clases definimos las variables en-
teras, continuas y binarias , asociadas a estas esta´n las clases IloIntVarArray,
IloNumVarArray, IloBoolVarArry que definen arreglos de variables, enteras,
continuas y binarias respectivamente.
IloArray. Es una plantilla que permite hacer arreglos de clases, es ba´sicamente
utilizada para hacer arreglos de arreglos variables (o matrices)
IloExpr. En esta clase se guardan las expresiones algebraicas, con las que cons-
truiremos despue´s las restricciones, tambie´n tiene una clase asociada llamada
IloExprArray para definir arreglos.
IloRange. Esta clase se utiliza para definir las restricciones del modelo, es u´til
para consultar los valores de las variables duales del problema. Tiene una clase
asociada llamada IloRangeArray para definir arreglos de esta.
IloObjetive. Esta clase define la funcio´n objetivo del modelo.
IloModel. Esta clase define todo nuestro modelo, es donde se agregan las res-
tricciones y el objetivo.
IloCplex. Esta clase es la que realiza el trabajo de solucio´n del modelo, a
trave´s de esta se define el tipo de solver a utilizar, el tiempo ma´ximo que se
dejara´ correr la instancia del modelo y tambie´n guarda otras funciones como
exportar el modelo a un archivo o importarlo entre otras.
IloEnv. Esta clase es la que guarda toda la informacio´n del modelado y la que
maneja la memoria que se vaya utilizando. Cuando se construye un modelo,
todas las clases instanciadas debera´n hacer referencia a e´sta.
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6.5 Lenguaje C++
Aunque la librer´ıa de Cplex nos provee de muchas herramientas no es capaz
por s´ı sola de generar instancias especificas, generar reportes de resultados amigables
etc. para eso utilizamos C++. A continuacio´n se listaran las funciones programadas
en C++
Creacio´n de instancias simuladas. Se genera un archivo de datos con las ma-
trices necesarias para procesar la instancia.
Generacio´n de reportes de instancias, de datos de entrada , de salida (soluciones
modelo originales y modelos relajados)
Construccio´n de modelos originales y relajados usando la librer´ıa de cplex.
Implementacio´n del subgradiente usando librer´ıas de Cplex para el ca´lculo de
expresiones del modelo.
El compilador utilizado fue el compilador de C++ para visual studio (Microsoft
Visual C++ 9.0 Compiler ), junto con el editor QTCreator
6.6 archivos de datos
Un archivo de datos es generado cuando se simulan instancias, el cual contiene
el nombre del archivo, tipo de modelo, cuantas matrices tiene el archivo, y todas las
matrices de la instancia, iniciando con su descripcio´n (nombre de matriz y dimen-
siones). Este archivo es ba´sicamente un archivo de matrices, es un archivo de texto
que puede editarse en un bloc de notas.
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6.7 archivos de salida
No existe un solo archivo de salida, existen archivos de salida para la solucio´n
de instancias sin relajacio´n y otros para instancias relajadas.
Para los modelos sin relajacio´n tenemos:
Archivo de reporte de solucio´n. E´ste es una interpretacio´n de la solucio´n dada
por el software, contiene las agendas de los veh´ıculos, de clientes, cuantos
veh´ıculos fueron utilizados, etc.
Archivo de reporte de solucio´n en formato matricial. Contiene los valores de
las variables.
Para los modelos relajados
Archivo de multiplicadores , generados durante el proceso del subgradiente
Archivo de reporte de solucio´n de la relajacio´n, que contiene el valor final
de la relajacio´n (la cota lagrangiana), las caracter´ısticas de cada iteracio´n del
subgradiente y los para´metros utilizados para el subgradiente.
6.8 Algoritmos
La parte ma´s importante de la implementacio´n computacional son cinco fun-
ciones: (1) la que implementa la resolucio´n de modelos, considerando como criterio
de parada el GAP,(2) una funcio´n que implementa la relajacio´n lineal obteniendo los
duales del grupo de restricciones relajado,(3) una funcio´n que construye los mode-
los, considerando que grupos de restricciones se relajan y cuales,(4) una funcio´n para
construir la funcio´n objetivo y (5) la funcio´n propia del subgradiente, combinaciones
de e´stas forman las dema´s funciones de la implementacio´n
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Los seudoco´digos dados a continuacio´n puedan dar una idea ba´sica de la im-
plementacio´n, la implementacio´n en C++ contiene ma´s procesos intermedios no pri-
mordiales para el funcionamiento del programa pero u´tiles para el control de errores
y crear los reportes
El siguiente seudoco´digo es una funcio´n para obtener una solucio´n factible del
modelo sin relajar
//OBTENER SOLUCION FACTIBLE
//GAP − es e l c r i t e r i o de parada de l s o l v e r (0 s o l u c i o n g l o b a l optima
)
// gr − vec to r grupos de r e s t r i c c i o n e s a r e l a j a r (0 s i n r e l a j a c i o n )
//modelo − modelo a r e s o l v e r
S o l u c i o n f a c t i b l e (GAP)
begin
gr<−I n i c i a r s i n r e l a j a c i o n
Cargar datos ( i n s t a n c i a )
D imens ionar var i ab l e s
C o n s t r u i r r e s t r i c c i o n e s ( gr ,&model )
C o n s t r u i r f u n c i o´ n o b j e t i v o (&model )
z<−r e s o l v e r (GAP, model )
r e t o rna r z ;
end ;
Este seudoco´digo, obtiene la relajacio´n lineal del modelo y marca los grupos de
restricciones donde queremos obtener los duales. Se considera que se dispone de los
para´metros y las variables que son continuas, se retorna z y se modifica el valor de
los multiplicadores U.
//OBTENER RELAJACION LINEAL
//GAP es e l c r i t e r i o de parada de l s o l v e r
// gr son l o s grupos de r e s t r i c c i o n e s a r e l a j a r (0 s i n r e l a j a c i o n )
//U son l o s m u l t i p l i c a d o r e s a i n i c i a l i z a r
r e l a j a c i o n l i n e a l ( gr ,&U)
begin
l i n e a l i z a r v a r i a b l e s
C o n s t r u i r r e s t r i c c i o n e s ( gr ,&model )
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Zobj<−C o n s t r u i r f u n c i o´ n o b j e t i v o ( )
// se agrega func i o´n o b j e t i v o a modelo para minimizar
model−>Objet ivo ( Zobj , minimiza )
z<−s o l v e r ( model )
U<−obtenerdua l e s ( model , gr )
r e t o rna r z ;
end
El siguiente seudoco´digo es el de creacio´n de grupo de restricciones. Considerando
que si se relaja se adhiere a una lista de expresiones la restriccio´n relajada. En esta
implementacio´n las matrices de multiplicadores se interpretan simplemente como
una lista o vector, la lista de multiplicadores coincide con la lista de expresiones al
momento de su utilizacio´n.
// Constru i r r e s t r i c c i o n e s
// gr son l o s grupos de r e s t r i c c i o n e s a r e l a j a r (0 s i n r e l a j a c i o n )
//model modelo de l a i n s t a n c i a
// l expr l i s t a de e x p r e s i o n e s r e l a j a d a s
C o n s t r u i r r e s t r i c c i o n e s ( gr , &model )
begin
Para i en Grupo 1
expr <− C on s t ru i r e xp r e s i on ( i )
S i gr [0 ]=0
// r e l a j a r
lexpr−>add ( expr )
S i no
r s t <− ( expr = 0)
model−>add ( r s t )
Fin
. . . . . . // un c i c l o d i f e r e n t e para cada grupo de r e s t r i c c i o n e s
end t e s t ;
Seudoco´digo para construir la funcio´n objetivo primal. Ba´sicamente es construir la
expresio´n algebraica del modelo y almacenar la expresio´n algebraica.
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// Constru i r func i o´n o b j e t i v o
// gr son l o s grupos de r e s t r i c c i o n e s a r e l a j a r (0 s i n r e l a j a c i o n )
//model modelo de l a i n s t a n c i a
// l expr l i s t a de e x p r e s i o n e s r e l a j a d a s
C o n s t r u i r f u n c i o´ n o b j e t i v o ( )
begin
// Construye expre s i on z = cx
Zobj<− C on s t ru i r e xp r e s i on
re turnar Zobj
end
Seudoco´digo para construir la funcio´n objetivo relajada, Notar que se necesita la
expresio´n de la funcio´n objetivos sin relajar ya que solo construye la parte relajada
de la expresio´n algebraica.
// Constru i r func i o´n o b j e t i v o
// gr son l o s grupos de r e s t r i c c i o n e s a r e l a j a r (0 s i n r e l a j a c i o n )
//model modelo de l a i n s t a n c i a
// l expr l i s t a de e x p r e s i o n e s r e l a j a d a s
C o n s t r u i r f u n c i o´ n o b j e t i v o r e l a j a d a (U, lexpr , Zobj , model )
begin
Para cada i en l expr
MultaExpr<−U[ i ]* l e xp r [ i ]
Fin de i
Zobj=Zobj+MultaExpr ;
model−>Objet ivo (Z , minimiza )
end ;
El seudoco´digo del subgradiente presentado a continuacio´n es el enfoque cla´sico. Se
tiene una solucio´n, se compara con la anterior , se actualiza la cota si esta es mejor ,
se modifican los multiplicadores de acuerdo a los subgradientes actuales del proble-
ma , si la cota no mejoro´ se penaliza el subgradiente y si pasa del l´ımite de faltas se
modifica el factor θ del paso; esto es, se hacen los pasos ma´s pequen˜os. Suponemos
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que ya se obtuvo de alguna manera una solucio´n del problema sin relajar, necesaria
para calcular el taman˜o del paso.
Subgradiente (Lk,&U,&aprox )
begin
S i (Lk>Lm)
Lm<−Lk
Umejor=U
No
multa<−multa+1
Si multa=fa l tasmax
theta=theta /2
U=Umejor
Fin S i
ro<−c a l c u l a r s u b g r a d i e n t e s r o ;
tk<−ca lcu lar taman˜opaso ( ro , theta , Lf , Lm) ;
Uant=U;
U<−U+ro * tk
aprox<−c a l c u l a r a p r o x (U, Uant )
end
El seudoco´digo que se presenta a continuacio´n es una pequen˜a modificacio´n al sub-
gradiente cla´sico. Es una estrategia de progreso que no modifica la forma de calcular
el paso, solo contempla fallas por tiempo;, esto es cuando la iteracio´n tarda dema-
siado, se penaliza y no se modifica la cota. Se calculan los nuevos multiplicadores
y la penalizacio´n por no mejorar cota sigue existiendo tambie´n pero adema´s si hay
mejora en cota se premia el factor θ de los multiplicadores (aunque se acorta la
exploracio´n para esta θ).Esta modificacio´n se utiliza en esta tesis.
Subgradiente ( t i empo i t e r , Lk,&U,&aprox )
begin
S i (Lk>Lm y t i empo i t e r<t iempo maxiter )
Lm<−Lk
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Umejor=U
theta=theta *1 .5
f a l t a s=fa l tasmax /1 .5
No
multa<−multa+1
Si t i empo i t e r<=tiempo maxiter
f a l t a s t i empo<−f a l t a s t i e m p o+1
Si f a l t a s t i empo<=faltast iempomax
Si multa=fa l tasmax
theta=theta /2
U=Umejor
No
d e t e n e r p o r f a l t a s t i e m p o <− verdad
Fin S i
S i d e t e n e r p o r f a l t a s t i e m p o = f a l s o
ro<−c a l c u l a r s u b g r a d i e n t e s r o ;
tk<−ca lcu lar taman˜opaso ( ro , theta , Lf , Lm) ;
Uant=U;
U<−U+ro * tk
aprox<−c a l c u l a r a p r o x (U, Uant )
end
6.9 Simulacio´n
Para la simulacio´n se utilizo un algoritmo sencillo, al que se le proporciona lo
siguiente:
La cantidad de clientes.
La demanda mı´nima y ma´xima de los clientes.
La ventana de tiempo de los clientes (igual para todos).
La cantidad y tipos de veh´ıculos.
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La proporcio´n entre tipos de veh´ıculos
La capacidad del primer tipo de veh´ıculo.
Los costos de adquisicio´n solo para el primer tipo de veh´ıculo, los dema´s tipos
estara´n proporcio´n de este.
La proporcio´n de capacidad, costos y tiempos entre tipos de veh´ıculos (con
respecto al primer tipo).
Los costos mı´nimo y ma´ximo que pudiera haber entre viajes entre veh´ıculos y
clientes.
Los tiempos mı´nimo y ma´ximo que pudiera haber entre viajes entre veh´ıculos
y clientes.
El costo de penalizacio´n por demora (igual para todos los tipos de veh´ıculos).
El costo de penalizacio´n por llegar antes (igual para todos los tipos de veh´ıcu-
los).
El algoritmo trabaja creando valores aleatorios en los para´metros donde definimos
un mı´nimo y un ma´ximo, tales como demandas de clientes, costos de viaje y tiempos
de viaje, para la cantidad de viajes se estima un valor igual para todos los veh´ıculos
de acuerdo a la demanda y capacidad del sistema, esto es procurar que se genere un
a´rea de soluciones factibles de la instancia.
Cap´ıtulo 7
Experimentacio´n computacional
7.1 Introduccio´n
En este cap´ıtulo, se explicara co´mo se crearon las instancias, la experimentacio´n
realizada en cada una de estas , los resultados de cada una de las experimentaciones
y el tratamiento estad´ıstico realizado con los resultados para inferir conclusiones
(ba´sicamente que % de GAP podemos esperar de la relajacio´n lagrangiana).
7.2 Creacio´n de instancias
Se crearon instancias de experimentacio´n con un perfil semejante a una instan-
cia real dada como ejemplo; las caracter´ısticas de estas instancias fueron:
La cantidad de veh´ıculos sobrepasa a la de clientes.
La capacidad de los veh´ıculos es muy inferior a la demanda de los clientes.
Los tiempos de viaje hacia un cliente i, es igual para cualquier vehiculo k.
La consideracio´n de una ventana dura (esto se traduce en el modelo a trave´s
de una penalizacio´n muy alta, igual para ambos casos de demora o llegada
anticipada).
Las ventanas de tiempo de los clientes son iguales para todos los clientes;
62
Cap´ıtulo 7. Experimentacio´n computacional 63
La experimentacio´n con cotas lagrangianas se hizo con el siguiente disen˜o de expe-
rimentos:
Se hicieron 4 tipos de instancias y 5 repeticiones para cada tipo (en total
20 instancias). Cada tipo de instancia supera en 10 veh´ıculos al nu´mero de
veh´ıculos del tipo anterior. Se consideraron solo diez para todos los tipos de
instancias. Se consideraron solo diez clientes para todas las instancias
Se considero una ventana de tiempo 6:00 a 11:00 para todos los clientes en
todos los tipos de instancias
Solo se contemplan dos tipos de veh´ıculos en la misma proporcio´n, esto es , para
20 veh´ıculos sera´n 10 de un tipo y 10 del otro. La proporcio´n entre capacidad
, costos de adquisicio´n y de viaje entre tipos de veh´ıculos es del doble, esto
es, si el primer tipo tiene capacidad de 100 unidades el siguiente sera´ de 200
unidades, lo mismo para costos de adquisicio´n y de viaje.
El perfil de estas instancias es dif´ıcil de resolver para el solver Cplex. Los resulta-
dos ofrecidos por el solver en una hora no estiman un GAP aceptable para pensar
que la solucio´n es una buena solucio´n; sin embargo, la hipo´tesis que se maneja en
esta investigacio´n es que un ca´lculo con otra cota (La proporcionada por la Relaja-
cio´n Lagrangiana) podr´ıa indicarnos que la solucio´n dada por Cplex es mejor de lo
estimado.
TIPO I K J DIM
TIPO A 10 30 6 1800
TIPO B 10 40 9 3600
TIPO C 10 50 12 6000
TIPO D 10 60 15 9000
Tabla 7.1: Tipos de instancias
Adicionalmente se hizo un reducido disen˜o de experimentos (con solo cuatro instan-
cias una por cada tipo) para mostrar la dificultad que tienen CPLEX de llegar a la
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solucio´n optima global del problema. Se calcularon soluciones y sus GAPS a 8 horas
y 1 hora, los resultados se dan a continuacio´n
TIPO INST GAP 8-horas GAP 1-hora
TIPO A INSTSR0 22.99 % 24.51 %
TIPO B INSTSR3 43.49 % 44.11 %
TIPO C INSTSR1 47.66 % 48.60 %
TIPO D INSTSR3 52.41 % 52.41 %
Tabla 7.2: GAPs de soluciones Cplex para 8 horas y 1 hora
7.3 Experimentacion
El primer paso fue correr el solver durante una hora en todas las instancias y
se recolectaron varios datos: la solucio´n factible del problema hasta ese momento, el
GAP de esa solucio´n, con lo que se calculo´ su cota dual.
El segundo paso, fue para estas mismas instancias, calcular sus cotas lagran-
gianas, recolecta´ndose adicionalmente al valor de la cota final, el tiempo, el nu´mero
de iteraciones, los para´metros utilizados y el valor de la relajacio´n lineal (RLin en
tablas)
7.3.1 Para´metros del subgradiente
Para ajustar el valor del para´metro θ subgradiente se hicieron algunas expe-
rimentaciones previas, en estas experimentaciones se observo que los para´metros
tradicionalmente usados del subgradiente no ofrec´ıan una mejora en la cota, experi-
mentaciones aleatorias previas mostraron la utilidad de utilizar un θ muy pequen˜o
(de 0.001 e incluso 0.0001) para mejorar la cota, por lo que se definieron y usaron
dos modos de subgradiente, el tradicional y una versio´n modificada para tratar de
obtener buenas cotas.
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el subgradiente modificado usado para la experimentacio´n en esta investigacio´n
ofrece una estrategia que puede incrementar el valor de θ en caso de mejora con el
propo´sito de aumentar con eso la capacidad de exploracio´n del subgradiente a pesar
de tener un θ muy pequen˜o
7.3.2 Calculo del GAP
Para calcular el GAP relativo a la solucio´n de Cplex y a la cota lagrangiana
utilizamos la siguiente formula:
GAPrel =
Zcplex − Zlagr
Zcplex
(7.1)
Donde:
GAPrel .- Es el GAP calculado con la cota lagrangiana en lugar de la calculada
por el solver
Zcplex.- Es el valor factible dado por el solver, pudiendo ser o no el valor optimo
global
Zlagr .- Es el valor de la mejor cota lagrangiana obtenida por el me´todo del
subgradiente
7.4 Resumen resultados
Se obtuvieron resultados para los dos primeros grupos de restricciones (G0 y
G1),en G0 solo se utilizo el modo ba´sico del subgradiente ya que no se considero
necesario usar el modificado ya que el modificado necesita que la cota muestre algu´n
progreso en algu´n momento para poder incrementar θ, la experimentacio´n en G0
no fue capaz de mejorar la cota en ningu´n momento, con la que inicio fue con la
que termino, los dema´s grupos no pudieron simplificar el problema lo suficiente para
llegar a una solucio´n relajada en todas las instancias probadas, por lo que se puede
decir que estos dos grupos restricciones son los ”dif´ıciles”, es interesante observar
que los u´ltimos dos grupos (los de ca´lculo de penalizacio´n) a pesar de ser los que
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proveen la mayor cantidad de restricciones no facilitan la solucio´n del problema
Se muestran a continuacio´n un resumen de las tablas del cap´ıtulo 9(Tablas
9.1,9.3,9.4,9.5). Se muestra el GAP calculado para las relajaciones realizadas para
todas las instancias, agrupadas por tipo, grupo de restriccio´n relajado y modo de
subgradiente utilizado:
TIP0 A 10x30
CPLEX LAGRANGE GAP
INST GAP G0 G1 BAS G1 AV
INSTSR1.MTL 21.48 % 21.48 % 4.93 % 4.81 %
INSTSR2.MTL 18.07 % 18.07 % 4.11 % 4.15 %
INSTSR3.MTL 14.37 % 14.37 % 4.60 % 4.22 %
INSTSR4.MTL 11.83 % 11.83 % 2.47 % 2.61 %
INSTSR5.MTL 1.92 % 1.92 % 4.39 % 4.39 %
Tabla 7.3: GAPs Tipo A
TIP0 B 10x40
CPLEX LAGRANGE GAP
INST GAP G0 G1 BAS G1 AV
INSTSR1.MTL 38.82 % 38.82 % 13.52 % 13.04 %
INSTSR2.MTL 37.89 % 37.89 % 15.46 % 22.63 %
INSTSR3.MTL 38.48 % 38.48 % 17.35 % 20.69 %
INSTSR4.MTL 86.69 % 86.69 % 79.54 % 79.10 %
INSTSR5.MTL 41.92 % 42.00 % 18.67 % 18.13 %
Tabla 7.4: GAPs Tipo B
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TIP0 C 10x50
CPLEX LAGRANGE GAP
INST GAP G0 G1 BAS G1 AV
INSTSR1.MTL 45.02 % 45.02 % 23.11 % 26.03 %
INSTSR2.MTL 49.28 % 49.28 % 35.36 % 29.02 %
INSTSR3.MTL 51.77 % 51.77 % 15.54 % 24.47 %
INSTSR4.MTL 70.88 % 70.88 % 49.78 % 43.70 %
INSTSR5.MTL 56.59 % 56.59 % 31.40 % 30.91 %
Tabla 7.5: GAPs Tipo C
El tipo D se dividio´ en dos tablas porque se hicieron varias relajaciones con
diferentes para´metros de subgradiente
TIP0 D 10x60
CPLEX LAGRANGE GAP
INST GAP G0 G1 BAS1 G1 AV1
INSTSR1.MTL 66.90 % 63.33 % 34.40 % 35.04 %
INSTSR2.MTL 63.57 % 54.25 % 63.95 % 63.95 %
INSTSR3.MTL 72.07 % 66.33 % 47.15 % 56.59 %
INSTSR4.MTL 82.81 % 83.26 % 72.95 % 75.46 %
INSTSR5.MTL 69.91 % 73.50 % 47.78 % 70.19 %
Tabla 7.6: GAPs Tipo D parte 1
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TIP0 D 10x60
LAGRANGE GAP
INST G1 BAS2 G1 AV2 G1 BAS3 G1 AV3
INSTSR1.MTL 38.08 % 67.32 % 38.17 % 42.73 %
INSTSR2.MTL 50.47 % 50.05 % 50.47 % 53.83 %
INSTSR3.MTL 67.26 % 48.40 % 52.17 % 52.17 %
INSTSR4.MTL 70.92 % 72.06 % 72.94 % 72.06 %
INSTSR5.MTL 39.67 % 43.88 % 36.97 % 39.69 %
Tabla 7.7: GAPs Tipo D parte 2
7.5 Sobre la cota lagrangeana
En esta parte se calcula un estimado de la mejora en la cota con respecto a
la ofrecida por Cplex. Seleccionando la mejor relajacio´n de las probadas para cada
instancia; esta estimacio´n de mejora la pondremos en porcentaje con la siguiente
formula:
Mejorarel = 100(
GAPcplex −GAPlagr
GAPcplex
) (7.2)
Donde:
Mejorarel.− .- Estimado en porcentaje , de la mejora que se tiene de la cota
con respecto a la de cplex
GAPcplex .- Es la estimacio´n de la desviacio´n con respecto al o´ptimo global
de la solucio´n calculada por Cplex. la formula ba´sicamente nos expresa que tanto
mejora hubo de la cota con respecto a la que obtuvo Cplex; es una comparativa de
porcentajes.
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7.5.1 Resumen de resultados
Se presenta a continuacio´n un resumen de resultados, conteniendo para cada
instancia el GAP dado por Cplex y el mejor GAP calculado con la cota lagrangiana.
Los resultados se agrupan por tipos de instancias.
Instancias del TIPO A
INST CPLEX GAP Mejor GAP Mejora
INSTSR1.MTL 21.48 % 4.81 % 77.61 %
INSTSR2.MTL 18.07 % 4.11 % 77.23 %
INSTSR3.MTL 14.37 % 4.22 % 70.63 %
INSTSR4.MTL 11.83 % 2.47 % 79.09 %
INSTSR5.MTL 1.92 % 1.92 % 0.00 %
PROMEDIO= 60.91 %
DESVIACION= 34.20 %
Tabla 7.8:
Instancias del TIPO B
INST GAP Mejor GAP Mejora
INSTSR1.MTL 38.82 % 13.04 % 66.40 %
INSTSR2.MTL 37.89 % 15.46 % 59.18 %
INSTSR3.MTL 38.48 % 17.35 % 54.90 %
INSTSR4.MTL 86.69 % 79.10 % 8.76 %
INSTSR5.MTL 41.92 % 18.13 % 56.75 %
PROMEDIO= 49.20 %
DESVIACION= 23.02 %
Tabla 7.9:
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Instancias del TIPO C
CPLEX
INST GAP Mejor Mejora
INSTSR1.MTL 45.02 % 23.11 % 48.66 %
INSTSR2.MTL 49.28 % 29.02 % 41.13 %
INSTSR3.MTL 51.77 % 15.54 % 69.98 %
INSTSR4.MTL 70.88 % 43.70 % 38.35 %
INSTSR5.MTL 56.59 % 30.91 % 45.38 %
PROMEDIO= 48.70 %
DESVIACION= 12.53 %
Tabla 7.10:
Instancias del TIPO D
CPLEX
INST GAP Mejor Mejora
INSTSR1.MTL 66.90 % 34.40 % 48.59 %
INSTSR2.MTL 63.57 % 50.05 % 21.27 %
INSTSR3.MTL 72.07 % 47.15 % 34.58 %
INSTSR4.MTL 82.81 % 70.92 % 14.36 %
INSTSR5.MTL 69.91 % 36.97 % 47.12 %
PROMEDIO= 33.18 %
DESVIACION= 15.25 %
Tabla 7.11:
El promedio de mejora de todas las experimentaciones y su desviacio´n esta´ndar son
48.00 % y 23.28 % respectivamente . En la mayor parte de los resultados se observaron
mejoras significativas, tenemos en promedio un 48 % de mejora independientemente
del tipo ,haciendo una estimacio´n podemos estimar con un 70 % de confiabilidad en
un 35.66 % la mejora que podr´ıamos esperar de la relajacio´n lagrangiana en este tipo
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de perfil de instancias, para obtener este ca´lculo su usa la distribucio´n normal de
prueba con los promedios y desviaciones esta´ndar de cada tipo. Para los modelos
ma´s grandes, podemos decir que la mejora esperada es menor, estando esa posible
mejora por arriba del 35 % (Tipo D) sin embargo la reduccio´n es ma´s marcada ya
que los GAPs estimados en estas instancias son ma´s grandes, para obtener el valor de
mejora esperado utilizamos la fo´rmula para transformar a una distribucio´n normal
esta´ndar cuando la media no es cero.
Z =
X − µ
σ
(7.3)
Despejando X de la ecuacio´n obtenemos la mejora esperada
X = Zσ + µ (7.4)
Donde Z es el valor obtenido del valor z para un a´rea bajo la curva normal
En nuestro caso para estimar, seria ubicarse en 0.30 de a´rea bajo la curva
normal y dar el estimado con 70 % de probabilidad; esto podr´ıa representarse como
Z = Z0.30 donde Z0.30 = 0.53
En base a estos resultados (ver tabla 7.12) podemos decir que existe una mejora
significativa mayor al 35 % sobre la cota proporcionada por Cplex, para el perfil de
instancias investigado.
MEJORA
PROMEDIO DESVIACION ESPERADA
TIPO A 60.91 % 34.20 % 42.79 %
TIPO B 49.20 % 49.20 % 49.20 %
TIPO C 48.70 % 12.53 % 48.70 %
TIPO D 33.18 % 15.25 % 33.18 %
Tabla 7.12:
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Conclusiones
En esta investigacio´n se puede concluir que la utilizacio´n de las relajaciones
lagrangianas puede resultar conveniente para estimar la calidad de una solucio´n
factible dada por Cplex para el problema de VRP Starcase. En instancias con un
perfil complicado por su taman˜o y estructura interna (instancias donde la cantidad
de veh´ıculos es mayor a la de clientes y la capacidad de los veh´ıculos es pequen˜a
compara´ndola con la demanda)
Se mostro´ a trave´s de la experimentacio´n que las soluciones ofrecidas por el
solver esta´n ma´s cerca de la solucio´n optima global que la estimacio´n dada por el
solver Cplex
Tambie´n se mostro´ una modificacio´n a la estrategia de avance del me´todo de
subgradiente que puede trabajar mejor para este modelo , en la mitad de los casos
hubo una mejor cota que la ofrecida por el me´todo tradicional, ya que contempla la
posibilidad de instancias donde si en una iteracio´n del subgradiente demora demasia-
do tiene la capacidad de continuar con la siguiente iteracio´n, el me´todo simplemente
rechaza esa instancia y ve la iteracio´n como una penalizacio´n y continua con el
ca´lculo para el siguiente subgradiente. Lo anterior indica que el problema tiene una
sensibilidad muy grande a un cambio pequen˜o de para´metros, tambie´n ofrece una
mayor posibilidad de exploracio´n al no ir decreciendo siempre ya que premia cuando
existe una mejora
Adicionalmente se implemento´ un modelo de programacio´n que puede ser u´til
para relajaciones lagrangianas en otro tipos de modelos, ya que generaliza los mo-
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delos como conjuntos de restricciones y con una funcio´n objetivo.
8.1 Trabajo futuro
El trabajo futuro sera implementar un me´todo heur´ıstico para llegar a solu-
ciones factibles a trave´s de soluciones lagrangianas. Tambie´n sera´ implementar de
manera ma´s eficiente la descomposicio´n lagrangiana junto con la cota modificada pa-
ra este modelo y en general para otros tipos de problemas. Implementar y evaluar el
me´todo de benders para este tipo de problemas, adema´s de iniciar la implementacio´n
del me´todo de volu´menes.
Cap´ıtulo 9
TABLAS
9.1 Soluciones Cplex
TIP0 A—10x30
Instancia DIM Objetivo Z %GAP COTA INF Tiempo sec
INSTSR1.MTL 1800 543040 21.4840 426373.29 12651.6
INSTSR2.MTL 1800 525760 18.0691 430759.90 3600.55
INSTSR3.MTL 1800 545280 14.3657 466946.71 3600.2
INSTSR4.MTL 1800 549680 11.8251 484679.79 3600.63
INSTSR5.MTL 1800 433480 1.9224 425146.65 3600.16
TIPO B—10x40
Instancia Objetivo Z %GAP COTA INF Tiempo sec
INSTSR1.MTL 3600 675520 38.8178 413298.00 3601.01
INSTSR2.MTL 3600 665720 37.8871 413498.00 3600.2
INSTSR3.MTL 3600 635320 38.4758 390875.55 3600.71
INSTSR4.MTL 3600 3280440 86.6923 436551.11 3600.26
INSTSR5.MTL 3600 701000 41.9242 407111.36 3600.25
Tabla 9.1: Tabla Soluciones Cplex
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TIPO C—10x50
Instancia Objetivo Z %GAP COTA INF Tiempo sec
INSTSR1.MTL 6000 477530 45.0233 262530.24 3600.96
INSTSR2.MTL 6000 588420 49.2845 298420.15 3600.3
INSTSR3.MTL 6000 599320 51.7654 289079.60 3600.3
INSTSR4.MTL 6000 842980 70.8795 245479.99 3600.34
INSTSR5.MTL 6000 544890 56.5900 236536.75 3600.9
TIPO D—10x60
Instancia Objetivo Z %GAP COTA INF Tiempo sec
INSTSR1.MTL 9000 716000 66.8995 236999.58 3600.46
INSTSR2.MTL 9000 652280 63.5719 237613.21 3600.7
INSTSR3.MTL 9000 858480 72.0653 239813.81 3600.7
INSTSR4.MTL 9000 1466360 82.8128 252026.23 3600.43
INSTSR5.MTL 9000 892534 69.9134 268533.13 3600.45
Tabla 9.2: Tabla Soluciones Cplex - continuacion
Cap´ıtulo 9. TABLAS 76
9.2 Parametros del subgradiente
SUBGRADIENTE BASICO RELAJACION G1
TIPO THETA FALTAS ITER. T. ITER. T. MAX.
MAX MAX (seg.) (seg.)
TIPO A 0.001 18 400 120 1800
TIPO B 0.001 6 400 120 1800
TIPO C 0.001 6 400 120 1800
TIPO D BAS1 0.001 6 400 120 1800
TIPO D BAS2 0.0001 6 400 120 1800
TIPO D BAS3 0.0001 18 400 120 1800
SUBGRADIENTE MODIFICADO RELAJACION G1
TIPO THETA FALTAS ITER. TIM. ITER. TIM. MAX.
MAX MAX (seg.) (seg.)
TIPO A 0.001 18 400 120 1800
TIPO B 0.001 6 400 120 1800
TIPO C 0.001 6 400 120 1800
TIPO D AV1 0.001 6 400 120 1800
TIPO D AV2 0.0001 6 400 120 1800
TIPO D AV3 0.0001 18 400 120 1800
Tabla 9.3: Parametros subgradiente G1
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SUBGRADIENTE BASICO RELAJACION G0
TIPO THETA FALTAS ITER. TIM. ITER. TIM. MAX.
MAX MAX (seg.) (seg.)
TIPO A 0.001 6 400 120 1800
TIPO B 0.001 6 400 120 1800
TIPO C 0.001 6 400 120 1800
TIPO D 0.001 6 400 120 1800
Tabla 9.4: Parametros subgradiente G0
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9.3 Soluciones - Relajacion en grupo G0
TIP0 A 10x30
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 1800 419104 426373 49 214.501
INSTSR2.MTL 1800 423371 430760 34 47.892
INSTSR3.MTL 1800 458357 466947 35 25.569
INSTSR4.MTL 1800 475104 484680 37 459.158
INSTSR5.MTL 1800 414432 425147 21 16.521
TIP0 B 10x40
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 3600 405545 413298 31 1813.71
INSTSR2.MTL 3600 406868 413498 52 1484.43
INSTSR3.MTL 3600 383449 390876 51 1539.82
INSTSR4.MTL 3600 431584 436551 24 1851.13
INSTSR5.MTL 3600 402807 406556 22 1815.38
TIP0 C 10x50
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 6000 262530 262530 25 1870.58
INSTSR2.MTL 6000 294237 298420 28 1919
INSTSR3.MTL 6000 285347 289080 25 1829.63
INSTSR4.MTL 6000 242367 245480 23 1829.76
INSTSR5.MTL 6000 233227 236537 37 1836.92
Tabla 9.5: Relajaciones G0
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TIP0 D 10x50
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 6000 262530 262530 25 1870.58
INSTSR2.MTL 6000 294237 298420 28 1919
INSTSR3.MTL 6000 285347 289080 25 1829.63
INSTSR4.MTL 6000 242367 245480 23 1829.76
INSTSR5.MTL 6000 233227 236537 37 1836.92
Tabla 9.6: Relajaciones G0 continuacion
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9.4 Soluciones - Relajacio´n en grupo G1
subgradiente normal
TIP0 A 10x30
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 1800 419104 516271 169 1816.18
INSTSR2.MTL 1800 423371 504130 248 1700.92
INSTSR3.MTL 1800 458357 520217 199 1805.62
INSTSR4.MTL 1800 475104 536089 312 1808.38
INSTSR5.MTL 1800 414432 414432 23 8.393
TIP0 B 10x40
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 3600 405545 584166 28 1909.51
INSTSR2.MTL 3600 406868 562768 24 1808.84
INSTSR3.MTL 3600 383449 525070 25 1895.45
INSTSR4.MTL 3600 431584 671061 19 1856.57
INSTSR5.MTL 3600 402807 570145 22 1837.39
TIP0 C 10x50
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 6000 262530 367154 28 1916.23
INSTSR2.MTL 6000 294237 380330 18 1810.9
INSTSR3.MTL 6000 285347 506187 24 1834.57
INSTSR4.MTL 6000 242367 423375 18 1876.67
INSTSR5.MTL 6000 233227 373820 18 1826.06
Tabla 9.7: Relajaciones G1
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TIP0 D BAS1 10x60
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 9000 233957 469728 18 1822.34
INSTSR2.MTL 9000 235152 235152 16 1806.21
INSTSR3.MTL 9000 237840 453730 17 1904.14
INSTSR4.MTL 9000 249365 396711 18 1864.41
INSTSR5.MTL 9000 266048 466046 17 1858.73
TIP0 D BAS2 10x60
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 9000 233957 443335 17 1861.24
INSTSR2.MTL 9000 235152 323090 16 1806.16
INSTSR3.MTL 9000 237840 281035 17 1892.86
INSTSR4.MTL 9000 249365 426346 18 1876.48
INSTSR5.MTL 9000 266048 538506 17 1839.49
TIP0 D BAS3 10x60
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 9000 233957 442674 21 1840.84
INSTSR2.MTL 9000 235152 323090 17 1889.85
INSTSR3.MTL 9000 237840 410590 17 1887.49
INSTSR4.MTL 9000 249365 396862 18 1841.81
INSTSR5.MTL 9000 266048 562576 18 1899.73
Tabla 9.8: Relajaciones G1
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9.5 Soluciones - Relajacio´n en grupo G1
subgradiente modificado
TIP0 A 10x30
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 1800 419104 516921 231 1806.99
INSTSR2.MTL 1800 423371 503966 226 1236.8
INSTSR3.MTL 1800 458357 522273 247 1806.11
INSTSR4.MTL 1800 475104 535359 342 1804.02
INSTSR5.MTL 1800 414432 414432 25 23.852
TIP0 B 10x40
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 3600 405545 587406 26 1867.32
INSTSR2.MTL 3600 406868 515052 26 1814.52
INSTSR3.MTL 3600 383449 503864 27 1875.09
INSTSR4.MTL 3600 431584 685767 20 1886.3
INSTSR5.MTL 3600 402807 573901 24 1854.6
TIP0 C 10x50
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 6000 262530 353237 26 1881.94
INSTSR2.MTL 6000 294237 417689 18 1894.3
INSTSR3.MTL 6000 285347 452642 22 1908.01
INSTSR4.MTL 6000 242367 474630 17 1813.24
INSTSR5.MTL 6000 233227 376469 17 1895.96
Tabla 9.9: Relajaciones G1
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TIP0 D AV1 10x60
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 9000 233957 465121 17 1878.91
INSTSR2.MTL 9000 235152 235152 16 1807.24
INSTSR3.MTL 9000 237840 372698 17 1919.38
INSTSR4.MTL 9000 249365 359777 17 1906.07
INSTSR5.MTL 9000 266048 266048 16 1815.86
TIP0 D AV2 10x60
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 9000 233957 233957 16 1813.31
INSTSR2.MTL 9000 235152 325819 17 1820.87
INSTSR3.MTL 9000 237840 442986 17 1910.22
INSTSR4.MTL 9000 249365 409755 17 1846.96
INSTSR5.MTL 9000 266048 500930 17 1900.47
TIP0 D AV3 10x60
Instancia DIM RLin Lm iter tiempo
INSTSR1.MTL 9000 233957 410083 18 1868.13
INSTSR2.MTL 9000 235152 301135 17 1874.66
INSTSR3.MTL 9000 237840 410599 17 1910.05
INSTSR4.MTL 9000 249365 409706 17 1815.11
INSTSR5.MTL 9000 266048 538283 17 1803.71
Tabla 9.10: Relajaciones G1
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