In this study we investigate the effect of detector size in the dosimetry of small fields and steep dose gradients with a particular emphasis on IMRT measurements. Comparisons of calculated and measured cross-profiles and absolute dose values of IMRT treatment plans are presented. As a consequence of the finite size of the detector that was used for the commissioning of the IMRT tool, local discrepancies of more than 10% are found between calculated cross-profiles of intensity modulated beams and intensity modulated profiles measured with film. Absolute dose measurements of intensity modulated fields with a 0.6 cm 3 Farmer chamber show significant differences of more than 6% between calculated and measured dose values at the isocenter of an IMRT treatment plan. Differences of not more than 2% are found in the same experiment for dose values measured with a 0.015 cm 3 pinpoint ion chamber. A method to correct for the spatial response of finite-sized detectors and to obtain the ''real'' penumbra width of cross-profiles from measurements is introduced. Output factor measurements are performed with different detectors and are presented as a function of detector size for a 1ϫ1 cm 2 field. Because of its high spatial resolution and water equivalence, a diamond detector is found to be suitable as an alternative to other detectors used for small field dosimetry as there are photographic and photochromic film, TLDs, or water-equivalent scintillation detectors.
I. INTRODUCTION
The concept of intensity modulated radiation therapy ͑IMRT͒ succeeds in limiting damage to normal tissue, while high doses can be delivered to target volumes. 1, 2 This has the potential to improve local control and tolerance of radiation therapy. To be able to deliver the planned dose distributions, intensity profiles are most commonly translated into various multileaf collimated ͑MLC͒ segments. The delivery of small segments with at least one dimension smaller than 2 cm is often required as a result. To be able to calculate dose distributions and monitor units ͑MUs͒ for such small segments accurately, high-resolution absolute and relative dosimetry is of great importance. Another problem that occurs as a consequence of the step and shoot technique is that the exact position of multileaf collimators ͑MLCs͒ depends on the penumbra calculated in the IMRT planning engine for segments. An inaccurate calculation of the penumbra can result in cold or hot spots between two adjacent segments. This is another reason why it is important to provide IMRT planning engines with accurate dosimetric data.
In this study we investigate the effect of detector size ͑volume effect͒ in the dosimetry of small fields and of steep dose gradient regions that are frequently encountered in IMRT. Calculated and measured absolute dose values and cross-profiles of IMRT treatment plans are compared. Presented is the penumbra width of cross-profiles plotted versus detector size of various different detectors. In order to obtain the ''real'' penumbra width of cross-profiles from measurements, an established method to correct for the spatial response of finite-sized detectors is modified and applied. Output factor measurements are performed with different detectors and are presented as a function of detector size for a 1ϫ1 cm 2 field.
II. METHODS

A. Detectors
The dosimetry diode type 60008 ͑PTW-Freiburg͒ is a p-type Si diode. Because of the high signal-to-noise ratio of the diode, the effective measuring volume of the detector can be made small and allows data acquisition with a very good spatial resolution. The detector features a small sensitive volume shaped as a disk with an area of 1 mm 2 and a thickness of only 2.5 m. The relatively high atomic number of silicon leads to a higher sensitivity to low-energy photons as compared with water. As a consequence, an over-response is expected for broad beams, where scattered photons contribute a larger portion of dose. This is, however, not a big problem, as the detector is designed for narrow photon beams where the effect is not critical. 3 Another disadvantage of single diode detectors is the relatively large directional dependence of the detector response, 3 which is due to the asymmetry inherent in the silicon chip and has a magnitude of about 3%. Therefore, over-response can be noticed in the low dose region of profiles measured with a diode for positive lateral distances to the central axis. The resulting profiles are slightly asymmetric in the low dose regions. It would be difficult to correct for the directional dependence of the diode response, but the effect is minor and can be tolerated. The advantage of a high spatial resolution is of more relevance.
The radiation-sensitive region of the diamond detector type 60003 ͑PTW-Freiburg͒ is a low-impurity natural diamond disk of thickness 0.32 mm and volume 3 mm 3 . This diamond plate is fixed in a polystyrene housing of diameter 7.3 mm, the surface of the crystal lies 1.0 mm below the top of the housing. The diamond detector was connected to a Unidos Universal Dosimeter ͑PTW-Freiburg͒ with an applied detector bias of ϩ100 V. After the high voltage was switched on, a preirradiation of the detector with a dose of about 5 Gy was performed to settle the response of the diamond at a stable level. Diamond detectors are known to show a slight sublinearity of the current and dose rate. 4, 5 Detector current and dose rate are related by the expression iϰḊ ⌬ , where i is the detector current, Ḋ is the dose rate, and ⌬ is a correction factor. A correction factor of approximately 0.963 was found for the used diamond detector and applied to all measured data with the diamond detector similar to data presented in various studies. 4, 5 Another detector that is specifically designed for small field dosimetry is the pinpoint ionization chamber type 31006 ͑PTW-Freiburg͒. The measuring volume of this ionization chamber is 0.015 cm 3 . As reported, the chamber overresponds to low-energy Compton scatter due to its aluminum electrode. Therefore, the pinpoint chamber is primarily suitable for relative dose measurements in small field dosimetry. 6 Other detectors used in this study are the 0.125 cm 3 semiflex tube type 31002, with a uniform spatial resolution during phantom measurements along all three axes and designed for relative dose measurements, the 0.3 cm 3 type 233641 and 0.125 cm 3 type 233642 rigid stem chambers, both designed as reference chambers for absolute dosimetry, the linear array LA 48, designed for relative dosimetry, the 0.6 cm 3 Farmer-chamber type 30001, designed for absolute dosimetry, and the Markus chamber type 23343, designed mainly for electron absolute dosimetry ͑all PTW-Freiburg͒.
Film measurements were performed in RW-3 solid-water phantom. Kodak EDR2 films were irradiated with doses of approximately 180 cGy and scanned with a VXR-12 scanner ͑Vidar Systems Corp.͒. Calibration data were measured for each film batch separately and for doses higher than 25 cGy in 25 cGy increments.
B. Measurements
Two linear accelerators were deployed: an Elekta Sli plus linear accelerator with 6 and 15 MV x rays and an Elekta Sli plus linear accelerator with 6 and 18 MV x rays. All detector measurements were carried out in an MP3-water tank ͑PTW-Freiburg͒ or in a 30ϫ30ϫ23 cm 3 solid-water phantom. Absolute dose measurements were performed with a Unidos Universal Dosimeter with an applied detector bias of 300 V. Ionization chambers were calibrated at room temperature, using a reference system with a radioactive emitter for measuring pressure and temperature. Therefore a temperature correction factor, allowing for the difference between water and room temperature, was required. Unless stated otherwise, detectors were always positioned at the central beam axis of a photon beam with gantry angle zero degree normal to the surface of the water phantom.
Profile and dose measurements for IMRT beams
To emphasize the importance of high-resolution dosimetry in IMRT, prostate treatment plans with five equally spaced 18 MV photon beams were generated in the treatment planning system Pinnacle ͑ADAC, Milpitas͒ with the IMRT tool Orbit ͑RaySearch Laboratories, Sweden͒. Each beam had a field size of about 12ϫ12 cm 2 and between three and seven step and shoot segments. For the commissioning of Pinnacle, the required water phantom measurements across the beam profiles at different depths were carried out with a standard 0.125 cm 3 ionization chamber type 31002. Because of the volume effect of this ion chamber, the penumbra of measured profiles is broadened compared to the ''real'' penumbra of the beams. As a result, the penumbra of profiles calculated in Pinnacle is also expected to be broadened, since the measured data are used for beam modeling in Pinnacle. After the IMRT planning process on the CT dataset of a patient, the prostate treatment plans were mapped to the CT dataset of a 30ϫ30ϫ23 cm 3 solid-water phantom. In the phantom the dose distribution was recalculated for each imported intensity modulated beam separately, with the gantry angle of all beams set to zero degrees. For comparison with the dose calculations in Pinnacle, Kodak EDR2 film measurements were performed at a depth of 5 cm in the solidwater phantom. The MLC positions were validated before film measurements. The phantom was positioned with its geometrical center at the isocenter position and irradiated with the step and shoot segments of the intensity modulated photon beams. To minimize artefacts caused by inaccuracies in the reproducibility of the MLC positioning, each film was irradiated with the same intensity modulated beam twice. All data from the film measurements were imported into the RIT 113 software tool ͑Radiological Image Technology, Inc.͒. The dose cube calculated with a 2 mm grid size in Pinnacle was also imported into RIT and compared to the measured film data. In addition, absolute dose measurements were carried out at the center of the solid water phantom with a Farmer chamber and with a pinpoint chamber.
Penumbra measurements
The volume effect of detectors was investigated by the determination of the penumbra width with different detectors. The size of a detector was defined as the geometrical dimension of the measuring volume in the scan direction. Measured profiles were normalized to a relative dose value of 50% at the point of inflection in the penumbra region. To produce a sharp penumbra, a rectangular 15ϫ8ϫ7 cm 3 cerrobend block was aligned in the transverse ͑A-B͒ direction and attached to a block tray with one edge at the center of a 15 MV photon beam. A SSD of 110 cm was set and measurements were performed at the depth of maximum dose d max of 27 mm. To achieve the best possible spatial resolution, the diamond detector was oriented with its axis in the scan direction. The diamond detector was also used with its axis perpendicular to the water surface. The 0.125 and 0.3 cm 3 rigid stem chambers type 233641 and 233642 were both used with their detector axis in the scan direction and perpendicular to the scan direction. The linear array LA 48 and the Markus chamber type 23343 were used with their flat surface parallel to the water surface.
Inaccuracies in the determination of the ''real'' penumbra width of profiles as a result of the finite-sized measuring volume of detectors have been reported earlier. 7, 8 GarciaVicente et al. 8 have presented an experimental method for the determination of the spatial convolution kernel of detectors. They mathematically describe the effect of the finite size of any detector as the convolution of a kernel K(x) representative of a measuring system with the real profile:
where D(u) represents the real profile of a beam and D m (x) is the measured profile. The authors use the scanned profile of a step function to determine the kernel of the densitometer system. Next, film is exposed with an x-ray beam from a linear accelerator and scanned. By deconvolution of the measured profiles with the known kernel of the densitometer system, the real profiles are derived. Once the real profiles are known, they can be used to determine the kernels of other measuring devices. The major disadvantage of this method is that it makes film measurements necessary to correct ionization chamber measurements. Photographic films have a high spatial resolution, but the calibration curve can be slightly different for each film and an over-response of low dose values in the penumbra region can occur as a result of an energy dependence of the used film. 9, 10 Hence, a detailed study of the properties of the film material and of the used film scanner is necessary to achieve accurate dosimetric results with photographic films. We therefore modified the method of Garcia-Vicente et al. and present a method to correct for the spatial response of finite-sized detectors and to obtain the ''real'' penumbra width of cross-profiles from measurements with ionization chambers and without film measurements.
Output factor measurements
Output factors for fields with sizes between 1ϫ1 and 15ϫ15 cm 2 were measured with the dosimetry diode and the diamond detector, as well as with the pinpoint chamber, the 0.125 cm 3 semiflex tube and the Farmer chamber. The size of a detector was defined as the maximum of the geometrical dimension of the measuring volume in the gantry-couch ͑G-T͒ and transverse ͑A-B͒ direction. Output factors were defined as the ratio of the dose at a reference depth for a given field to the dose at the same depth for a 10ϫ10 cm 2 field. To avoid dose from electron contamination of the photon beam at the measuring depth, a measuring depth of 10 cm was chosen as the reference depth with a SSD of 100 cm. Output factor measurements were performed with 6 and 15 MV photon beams. The Monte Carlo system EGS4/BEAM was used to model the 6 MV photon beam of the Sli accelerator. Individual component modules that are available with the code and data provided by the manufacturer were used to model the beam. 11, 12 Output factors were obtained from Monte Carlo simulations for field sizes between 1ϫ1 and 10ϫ10 cm 2 and for different voxel sizes of 1 and 5 mm, as defined in the irradiated water phantom used in the simulations. More details about the output factor measurements and Monte Carlo simulations in this study are given in Haryanto et al. 13 To investigate the volume effect for output factor measurements in small fields, which leads to an averaging of the dose across the detectors volume, profiles of a 1ϫ1 cm 2 field were measured at 15 mm d max with a dosimetry diode. A good fit for the measured profiles in G-T and in A-B direction was found with a Gaussian curve. In general, average values of a three-dimensional Gaussian function f (x,y) can be calculated using the equation
is the best Gaussian fit function for the profiles measured in the G-T direction and h(y) the best Gaussian fit function for the profiles measured in the A-B direction, we can write
If we assume that our detectors have a measuring volume with a dimension of 2a in the G-T direction and 2b in the A-B direction, it follows that f ͑ x,y ͒ϭ ͐g͑x ͒dx ͐dx • ͐h͑ y ͒dy ͐dy
Dividing 2a into n intervals and 2b into m intervals leads to 2aϭn•⌬x and 2bϭm•⌬y. As a result, we can form the equation
Mean values inside an area of the three-dimensional Gaussian function that fit the measured cross-profiles of the 1ϫ1 cm 2 field were calculated with this expression for the geometry of a dosimetry diode, a diamond detector, a pinpoint chamber, and a 0.125 cm 3 ionization chamber.
III. RESULTS AND DISCUSSION
A. Profile and dose measurements for IMRT beams Figures 1 and 2 show a comparison of cross-profiles calculated in Pinnacle and measured with film for two different beams of a prostate IMRT treatment plan. The profiles represent scans in the A-B direction and have different off-axis distances to the central beam axis. As expected, the penumbra of the calculated profiles is broader than the penumbra measured with film ͑Fig. 1͒.
Because of the high spatial resolution of film and of the VXR-12 scanner ͑0.2 mm͒, the penumbra measured with film is close to the ''real'' penumbra of the beam. As mentioned before, water phantom measurements were carried out with a standard 0.125 cm 3 ionization chamber for the commissioning of Pinnacle, which leads to penumbra broadening due to the volume effect at regions with high dose gradients. For conventional treatment planning, this volume effect is of little importance. The planning target volume ͑PTV͒ generally has to be encompassed by the 95% isodose line and field edges must therefore have a margin to the PTV of at least the penumbra widths. Consequently, the penumbra region is situated outside the PTV and penumbra broadening will only lead to an overestimation of dose values in a small volume of surrounding tissue. However, for IMRT with step and shoot delivery, the situation is different. Intensity modulated beams are composed of a number of step and shoot segments. Segments can have a small field size and their field edges are often situated inside the PTV. As shown in Fig. 2 , this can lead to local differences between calculated and measured dose values of more than 10%. Although no further investigations have been made in the study to determine the clinical effect of inaccurate dose calculations in the penumbra region of beam segments, it is reasonable to suggest that such differences may be of clinical significance.
In Fig. 3 , the deviation between absolute point dose values calculated in Pinnacle and dose values measured with a Farmer chamber and a pinpoint chamber are plotted for all five beams of a prostate IMRT treatment plan. Deviations of measurements using the pinpoint chamber are much smaller than deviations of measurements using the Farmer chamber. Maximum differences of less than 2% are found for the pinpoint chamber, while differences of more than 6% can be found for the Farmer-chamber measurements. The larger measuring volume of the Farmer chamber in comparison to the small measuring volume of the pinpoint chamber explains why high dose gradients in the proximity of the effective measuring point can lead to an over-or underestimation of dose values. This volume effect of the Farmer chamber could lead to inaccurate conclusions upon clinical verification of IMRT plans. The possibility of calculating a volume dose value in Pinnacle instead of a point dose to account for the volume effect of the Farmer chamber was not investigated. Figure 4 shows the lateral distance between the 50% dose value and various other dose values ͑ranging from 10% to 90%͒ in the penumbra region of a beam profile. These measurements were made using several different detectors. The x axis reflects both detector size and orientation: ͑a͒ the diamond with its axis in the scan direction, ͑b͒ the diamond with its axis perpendicular to the water surface, ͑c͒ the linear array LA 48, the 0.125 cm 3 rigid stem chamber with its detector axis ͑d͒ in the scan direction, and ͑e͒ perpendicular to the scan direction, the 0.3 cm 3 rigid stem chamber with its detector axis ͑f͒ in the scan direction, and ͑g͒ perpendicular to the scan direction, and ͑h͒ the Markus chamber. With decreasing detector size, the measured penumbra width and therefore the distance to the point of inflection decreases. Linear fit curves are plotted for each relative dose value. No data obtained from detectors with a detector size of 3 mm or better were used to find the best linear fit curve. Nevertheless, confidence values of 0.99 and higher are found for the fit curves and indicate that the linear dependency between the distance to the point of inflection and the size of the detector is very strong. Discrepancies between the linear fit curves and the measured distances can only be noticed for the 10% and 20% dose values measured with the diamond detector positioned with its axis in the scan direction, and for the 10%, 90% dose values measured with the diamond detector positioned with its axis perpendicularly to the water surface. Dose gradients are lower in the high-and low-dose regions of the penumbra and as a result small differences in the measured dose can lead to relatively large differences in the distance to the point of inflection. Hence, the reconstruction of the ''real'' penumbra of profiles is possible by a linear extrapolation of the data of penumbra measurements with detectors that do not have a high spatial resolution and are not primarily designed for relative dose measurements.
B. Penumbra measurements
A good agreement between the reconstructed penumbra region and the penumbra region measured with the diamond detector is found in Fig. 5 as a consequence, if the diamond detector is oriented with its axis in the scan direction to achieve the best possible spatial resolution. In agreement to the results in Fig. 4 , differences can only be noticed for dose values in the shallow part of the penumbra region. Results of measurements performed with the diamond detector, oriented with its axis perpendicular to the water surface, and with a 0.3 cm 3 ionization chamber, oriented with its axis in the scan direction, are also plotted in Fig. 5 . Large discrepancies can be noticed between the measurements and the reconstructed penumbra region, which emphasizes the importance of a high spatial resolution in regions with high dose gradients.
Our results show that a reconstruction of the real penumbra width of beams is possible with a linear extrapolation, if measurements are performed with different detectors or detector orientations. Once the real penumbra is known, the kernel K(x) representative of a measuring system can be FIG. 4 . The lateral distance between the 50% dose value and various other dose values ͑ranging from 10% to 90%͒ detector size. The x axis reflects both detector size and orientation: ͑a͒ the diamond with its axis in the scan direction, ͑b͒ the diamond with its axis perpendicular to the water surface, ͑c͒ the linear array LA 48, the 0.125 cm 3 rigid stem chamber with its detector axis ͑d͒ in the scan direction and ͑e͒ perpendicular to the scan direction, the 0.3 cm 3 rigid stem chamber with its detector axis ͑f͒ in the scan direction and ͑g͒ perpendicular to the scan direction, and ͑h͒ the Markus chamber. For each relative dose value, linear fits are plotted.
FIG. 5.
Reconstructed penumbra region of a half-blocked 15 MV photon beam, corrected for the volume effect of finite-sized detectors. The penumbra region is also plotted as measured with ͑a͒ the diamond detector with its axis in the scan direction, ͑b͒ the diamond detector with its axis perpendicular to the water surface, and ͑c͒ the 0.3 cm 3 rigid stem ionization chamber with its detector axis in the scan direction.
derived for all used detectors and measured profiles can be corrected, as described by Garcia-Vicente et al. 8 However, in contrast to Garcia-Vicente et al., no film measurements are required with the modified method for the determination of the spatial convolution kernel of detectors. This can be an advantage, since determining the real penumbra width of beams from film measurements can be problematic if the used film has an over-response to low-energy photons. Accurate film dosimetry is also very time consuming.
C. Output factor measurements
Another important aspect of small field dosimetry is the measurement of output factors. For field sizes larger than 10ϫ10 cm 2 , the pinpoint chamber overestimates output factors due to its over-response to low-energy Compton scatter. 12 For field sizes smaller than 3ϫ3 cm 2 , significant differences of measured output factors can be found among different detectors. 13 If measured with a diode detector, which is non-water-equivalent, the increase of the importance of secondary electrons in small fields leads to an overestimation of output factors. If measured with ionization chambers, the reason for an underestimation of output factors is the increase of lateral electron disequilibrium with an increase of the detectors measuring volume. Another reason for differences is the volume effect of detectors. In this section we investigate the importance of the volume effect in the measurement of output factors of small fields for different detectors. Figure 6 shows output factors of a 6 and 15 MV photon beam versus detector size for a 1ϫ1 cm 2 field. A quadratic function was used to fit the output factors measured with a dosimetry diode, a diamond detector, a pinpoint chamber and a 0.125 cm 3 ionization chamber. The detector size of the Farmer chamber that was used is 26 mm. Output factors determined with the Farmer chamber for both photon energies are plotted on the quadratic fit curves, at 12 mm for 6 MV and 11.4 mm for 15 MV ͑Fig. 6͒. The 1ϫ1 cm 2 field blocks a large part of the measuring volume, but, obviously, a slightly larger part of the measuring volume contributes to the measured dose value if the detector is irradiated with the 6 MV photon beam due to lateral scatter.
The cross-profiles of a 1ϫ1 cm 2 field were measured at dose maximum with a dosimetry diode ͑Fig. 7͒. Mean values inside an area of the three-dimensional Gaussian function that fits the measured cross-profiles of the 1ϫ1 cm 2 field were calculated for the geometry of a dosimetry diode, a diamond detector, a pinpoint chamber, and a 0.125 cm 3 ionization chamber. The determined mean values and a quadratic function that fits these values are added to Fig. 6 . The Gaussian function was normalized to a maximum value of 0.68, in agreement to the output factor determined with Monte Carlo simulations for the 6 MV photon beam. 13 The quadratic fit curves of the measurements and of the mean values are different. This is expected, since the determined mean values simply reflect the volume effect, while the detector measurements also reflect other influences. The small differences between the correct output factor and the output factor that was measured with the diamond detector, which is water equivalent and has a very high spatial resolution, can be explained with the volume effect. The overestimation of the output factor, as measured with the diode detector, is a result of the non-water-equivalent material surrounding diode detectors, and was investigated in detail by Haryanto et al. 13 As a consequence, the extrapolation of the quadratic fit curves for a detector size of 0 mm that result from measurements leads to an overestimation of the correct output factor.
For ionization chambers the importance of the volume effect is relatively small ͑Fig. 6͒. With increasing measuring volume, the volume effect increases, but its importance relative to the total underestimation of the output factor decreases. The main reason for an underestimation of the cor- rect output factor is the increase of lateral electron disequilibrium with an increase of the detectors measuring volume. Consequently, if corrections are applied, they primarily need to correct for lateral electron disequilibrium, not so much for the averaging of the dose across the detector volume. In general, it can be concluded that both spatial resolution and water equivalence of the detector are important for output factor measurements in small fields.
IV. SUMMARY AND CONCLUSION
In this study we deal with the importance of accurate absolute and relative dose measurements, with particular emphasis on quality assurance measurements in IMRT. Measurements at the isocenter of an IMRT treatment plan were performed in a phantom with a 0.6 cm 3 Farmer chamber. Significant differences of more than 6% were found between calculated and measured absolute dose values. In contrast, differences of less than 2% were found in the same experiment for dose values measured with a 0.015 cm 3 pinpoint ion chamber. This volume effect of the Farmer chamber could lead to inaccurate conclusions upon clinical verification of IMRT plans. Because of the insufficient spatial resolution of the detector that was used to collect beam data for the commissioning of the IMRT planning tool, local relative discrepancies of more than 10% were found between calculated cross-profiles and profiles measured with film. The results demonstrate that the commissioning of IMRT treatment planning tools with detectors that have a limited spatial resolution can lead to the introduction of systematic errors. Requirements for both the commissioning of clinical IMRT planning tools and the quality assurance procedures in IMRT should therefore be similar to the requirements for stereotactic treatment planning and delivery. The MLC positioning and reproducibility of the MLC positioning is equally important and requires appropriate quality assurance tests as well. However, a discussion about MLC quality assurance tests is beyond the scope of this paper. Further studies are warranted to investigate the clinical significance of the found discrepancies between IMRT film and treatment plan comparisons.
An established method to correct for the volume effect of finite-sized detectors in the penumbra region of profiles was modified so that film measurements are no longer required to determine the convolution kernel that describes the effect of the finite size of a detector. As demonstrated in Fig. 4 , the modified method can be applied by extrapolating penumbra widths measured with detectors with different spatial resolutions.
Output factor measurements with different detectors demonstrate that both spatial resolution and water-equivalence of the used detector are important for output factor measurements in small fields. For ionization chambers, the importance of the volume effect is small compared to the underestimation of the correct output factor that results from lateral electron disequilibrium. A diamond detector was found to be suitable for output factor measurements of small fields because of its water equivalence and high spatial resolution. Therefore, the diamond detector is a good alternative to other detectors used for small field dosimetry as there are photographic and photochromic film, TLDs, or water-equivalent scintillation detectors. 
