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0. INTRODLCTIOS 
WITH G. Carlsson’s solution of the Segal Conjecture [2] it has become possible to determine 
p-local stable decompositions 
BGzX,vXzv...vX, 
for the classifying spaces of finite groups. In a previous paper [ 171, one of us determined a 
necessary and sufficient condition for a spectrum to be an indecomposable summand in BG, 
for G a p-group. In this paper we give the multiplicity of each indecomposablc summand 
thus giving complete splittings for all finite groups G. The result is given in terms of the rank 
of a certain matrix which depends only on the subgroups of G and on the modular 
representation theory of their outer automorphism groups. 
Splittings of BG arc equivalent to idcmpotcnt decompositions of the identity in the ring 
of homotopy classes of stable maps [ UG. ,!I(; ). Such decompositions, which are usually 
diflicult to obtain, can be partially studied via the ring homomorphism 
B:~,Out(G)-t(HG,BG~. (1) 
On the other hand, transfer techniques show that if P is a Sylow p-subgroup of G then the 
p-local summands of BG appear among those of BP. Thus we may concentrate on p-groups 
in which case {BP, BP) is isomorphic to the p-adic completion of the double Burnside ring 
A(P. P). This was shown by Lewis, May, and McClure 193 using [Z]. In this context, a 
complete solution is possible; however this latter ring is also complicated and so our 
strategy is to extract just enough information to obtain the required splittings. This turns 
out to involve the subgroups of P and the simple modules of their outer automorphism 
groups. 
Nishida 1151 defines the ideal J, E (BP, BP; generated by maps of the form 
BP - BQ + BP where Q 2 P. He then shows that (I) induces g,Out(P) z {BP, BP)/J,. If 
X is an indecomposable summand of BP then it corresponds to a primitive idempotent 
Ed (BP, BP} up to conjugacy. If e# Jp then Nishida calls X a dominant summand of BP. 
Mod Jp, e is a primitive idempotent of k,Out(P) and thus corresponds to a simple 
F,Out( P) module M,. The multiplicity of X in BP is equal to the dimension of M, over its 
endomorphism field. If eE Jp then by a result of Nishida, X is also a summand of BQ for 
some proper subgroup Q 2 P. Thus inductively, our problem reduces to considering a 
summand X of BQ which itself does not come from a proper subgroup of Q and determining 
its multiplicity in BP. Such an X is a dominant summand of BQ and corresponds to a simple 
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R = F, Out( Q) module M = Ms. whose isomorphism class is determined by the homotopy 
type of x. 
To state our multiplicity result let 
Wit(Q) = (q.:p,-r Q,) 
be the conjugacy classes of split surjections q. where Q. < P, -C P and Q,, z Q (we assume 
chosen a fixed isomorphism). Here q. is said to be conjugate to qg if there is a commutative 
diagram 
p. c, P8 
4.1 4r 1 
Q. e. Qg 
for some u. c E G. Let 
@an = c qacx mod Jo 
x 
for XEN(Q,, P,)/P, where N(Q,, Pa) = {xEGIQ: < Pp}. Then *a# is a well-defined 
element of R via the isomorphisms Q. z Q and mod p reduction. Let n = ISplit(Q)I then 
A(Q) = (@a,) is an n x n matrix over R. Let k = End,(M). Then viewed as a k-linear map 
of M”, A(Q. M) = ( was)~ Mat,,(k) where m = dim, M. 
THEOREM 0.1. Let G he afinite group with a Sylow p-suhyroup P. Let X he a dominant 
summand of BQ. Q < P, with corresponding simple R = F,Out(Q) module M. Then the 
multiplicity of X in BG is 
m(X, BG) = rank,A(Q, M). 
C~R~LLARV 0.2. The p-local complete stable splitting of BG is given by 
BG = V rank, A(Q, M)X 
where the indecomposable summands X = X, range over isomorphism classes of simple 
F,Out(Q) modules M and over isomorphism classes of subgroups Q < P. 
One can view these results as direct generalizations of Theorem 0.1 of [ 173 in that we are 
determining the degree of linear independence among the ti,, elements defined there. We 
wish to emphasize however that this paper is independent of the main results of [17]. It also 
does not assume that G is a p-group. 
Remark 1. If I@,,, # 0 mod Jo then Q, fi Pp 4 Qa is an isomorphism for some 
XEN(Q,, P,)/P,,. Arguing as in [17, Th. 2.23, we see that this map must extend to a 
homomorphism Id,( Q.) + Q,, where 
Id,(Q,) = {xcN,.(Q.): c, = id on H,(BQ,)}. 
Thus Q. is a retract of Idr(Q,); this imposes a stringent condition on the possible Q. z Q 
which can give non-trivial entries in the matrix A(Q. M). 
Definition 2. If Split(Q) = {id: Q. + Q.} then we say that Q is not a subretract of P, in 
which case the Qbs range over representatives of the conjugacy classes of subgroups of P 
isomorphic to Q. 
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In addition to proving Theorem 0.1 we also determine some corollaries and pro- 
positions related to the theorem. For example we generalize the result in [Ia to an 
arbitrary finite group. If Q is not a subretract of P then we show that the multiplicities of the 
dominant summands can be quickly determined. We can even draw conclusions about 
some of the non-dominant summands of BQ under ideal conditions which will be described 
later. We also determine the multiplicity of the Steinberg summand for self-centralizing 
elementary abelian subgroups. 
To illustrate our results we give several applications. Splittings have been obtained for 
abelian p-groups by Harris and Kuhn [S], therefore our interest is mainly in the non- 
abelian case. Splittings have also been provided for several families of these groups, for 
example the dihedral, quaternion and semidihedral groups [14], [ 111. Our results greatly 
simplify such calculations; however rather than repeat any of these we will determine the 
complete splittings of the non-abelian groups of order 16. Four cases remain of which the 
most difficult is 16fzc, in the Hall-Senior notation; whose classifying space has 14 
summands. To illustrate the situation for groups of composite order we consider &. We 
also give an example of a complete splitting at an odd prime. Namely, the group of 3 x 3 
upper triangular matrices in GL2(FJ) with ones along the diagonal. 
The paper is organized as follows: Section I is devoted to preliminaries suficient to 
make the paper reasonably self-contained. The proof of the main result, Theorem 0.1, for 
p-groups is given in Section 2. Changes necessary for the gcncral case are given in the 
short Section 3. One takes into account the additional conjugations available in G. The 
corollaries and applications cited above arc proved in Sections 4 and 5 respectively. 
I. l’R~:I.IMINARIfi 
We recall some basic concepts nccdcd in what follows. For more details see [SJ. [I I]. 
[IS], [16]. Throughout WC will work in the category of p-local spectra. 
Let G be a finite group. Given an idcmpotent L’E { BG, BG}, the ring of stable homotopy 
classes of maps. one forms the mapping telescope e13G = Tcl(BG 5 BG r, , . .). It follows 
that X = eSG is indecomposable under wedge sums if and only if e is primitive. Then a 
decomposition I = i e, of the identity into primitive, orthogonal idempotents is equival- 
I- I 
ent to a stable homotopy equivalence 
BGzX,vX,v...vX, 
where X, = e,BG. Such a decomposition is usually called a complere splitting of BG; it is 
unique up to order and equivalence [IS], [6]. 
The ring { BG, BG ) can be computed by means of a suitable completion of the two-sided 
Burnside ring A(G. G) defined as follows: let G’ be another finite group and let A(G. G’) be 
the Grothcndieck group of isomorphism classes of finite G x G’-sets with free right G’ 
action. Addition is disjoint union; if G = G’ composition is detined by Cartesian product. 
Then A(G, G’) is the free abclian group with basis the transitive G x G’-sets. These may be 
described by 
G x PG’ = (G x G’)/H, 
where H < G, p: H -+ G’ is a homomorphism, and H, = ((h, p(h)) 1 h E H }. 
Let BG, denote BG with a disjoint basepoint. Then a homomorphism a: 
A(G,G’)-+jBG,BG’~ is defined by z(Gx,G’):BG+ ‘2 BH+‘f-BG’+ where tr, is the 
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unreduced transfer. The usual Bumside ring is ,4(G) = A(G, 1). the Grothendieck group of 
finite left G-sets. Using this, an augmentation homomorphism E: A(C. G’) -. A(G) is given 
by .s(G x,G’) = G/H. Let i(G, G’) = Ker E. Then i(G, G’) is free abelian on classes 
G x p G’ - (G/H x G’). Furthermore a induces a homomorphism 
~~:&G,G~)+{BG,BG’) 
ji(Gx,G’-G/HxG’):BG -1: BH 2 BG 
If G = G’, 6 is a ring homomorphism. In general to get an isomorphism we must complete 
i(G, G’) with respect o a certain ideal, however for our purposes the following suffices 
THEOREM 1.1. (Segal Conjecture [2], [9]) &j-G is a p-group then 2 induces an isomorphism 
a’^ : /i(G, G’), 2 { BG, BG’} 
where ( )” = ( ) @ 2, is a p-adic completion. 
Since G is a p-group { BG, BG’} is p-adically complete. 
In the rest of this section G will be a p-group, for emphasis we write G = P. The idea of 
studying (BP, BP} by means of its subgroup lattice was suggested by Nishida’s theory of 
dominant summands [lS], which we now recall. Simply stated an indecomposable sum- 
mand X of BP is called dominant in BQ. Q < P, if X is a summand of BQ but not a summand 
of BQ’ for Q’ 5 Q. This can be rcexpresscd in terms of idcmpotcnts as follows: if X = eBQ 
then e$J = Jc, the idcal of {BQ, BQ} gcncratcd by maps of the form 
BQ --, UQ’ 4 BQ 
for all Q’ 2 Q. Th’. IS notion is important bccausc it rclatcs the Nurnsidc ring to a group ring. 
PROPOSITION 1.2. [ 1 S] The composite 
2, Out(Q) 4 [BQ, BQ] : (SQ, BQ)/J 
is an isomorphism of rinys. 
This follows immediately from Theorem 1.1. 
Each indecomposable summand of BP is dominant in BQ for some Q < P which is 
unique up to isomorphism. This follows from Theorem 1.1 and uniqueness of splitting. We 
can refine this correspondence as follows: let f? = gp Out(Q), R = F, Out(Q). and rad( R) 
the Jacobson radical. If X = eBQ is dominant in BQ, by Proposition 1.2 we can choose an 
idempotent in i such that i(i) = e mod J. Then P is also primitive and reducing mod p we 
obtain a simple R module Mx = Rt?/rad( R)S where Z is the reduction of e^. 
PROPOSITION 1.3. There is a one-to-one correspondence, X-M,. between the homotopy 
classes of dominant summands of BQ and the isomorphism classes of simple R modules. 
Prooj: [17, Prop. 1.21. This correspondence also carries over to maps. If X is in- 
decomposable then {X, X} is a local ring [lo]; let Rad be the unique maximal ideal of 
{X, X}. 
PROPOSITION 1.4. The correspondence X++Mx induces an isomorphism offelds 
{X. X}/Rad 4 End,(Mx). 
COMPLETE STABLE SPLITTING 147 
Proof Fix inclusion and projection maps i: X + BQ, K: BQ + X. Then e = in 
E{BQ, BQ} is a primitive idempotent such that X = eBQ. Now (X,X)+ 
e{BQ, BQJe is an isomorphism where fe {X. X) is sent to ifn = e(ifn)e. The inverse 
homomorphism sends ege to ngi. Let i(2) = emod J (as above). Then the composite is onto 
z: (X, X) -, e{BQ, BQje + ZF, Out(Q); 
where the second map is given by mod p reduction and the isomorphism of Proposition 1.2. 
But eF,,Out(Q)e z End,(RC) [B], and Rt? is the projective cover of M,. So we have a 
homomorphism 
/?: End,(Re) + End,(Mx) 
which is onto by the universal property of projective covers. By composing /I and I we get 
an epimorphism 
cp: (X, X} + End,( M,). (1.5) 
This completes the proof since the target is a field. I 
Remark. We describe the homomorphism cp explicitly. LetfE {X. X} and XE M,. Then 
x(/) = if Ic mod JE R and q(/)(x) = x*(x(/). 
2. PROOF OF THEOREM 0.1: p-GROUP CASE 
In this section we prove Theorem 0.1 for G = P, a p-group. Recall that X is an 
indecomposable summand of BP dominant in BQ, Q < P. Let M = Mx be the simple 
R = F,Out(Q) module corresponding to X. We defined A(Q) = (Wap)o Mat,(R). Let 
J = J, c (BQ, BQ] then 
t&: BQ$+BP~BPb~ BQp mod .l. 
Viewing A(Q) 11s LL linear map of M” WC d&cd the matrix A(Q, M)E Mat,,(k) where 
k = End,(M) and m = dim, M. 
We now dcscribc the entries of the matrix A(Q, M). Since hf is a simple module any 
cosct rcprcscntativa of r in R/Rad(R) will result in the same matrix (r,)~Mat,,,(k) when 
viewed as a lincur map of M. R/Rad( R) is a direct product of matrix rings, each matrix ring 
corresponding to an isomorphism class of simple modules. The projection of r mod Rad( R) 
onto the matrix ring corresponding to bf is (rij). 
Let C, E Mat,,,(k) be the idempotent with I in the (C i)-position and zeroes everywhere 
else, then ri, = Cir2,. But 2,, . . , , Z,,, are mod Rad( R) images of a complete set of primitive, 
orthogonal idempotents in R for the projective cover of M. We have gone into such detail in 
order to observe that 
commutes where r,,Ek = End,(M). e, = i,n,, and et stands for right multiplication in R. 
Proof of Theorem 0.1 For a p-Group: Let r = rank,(A(Q, M)) and s = m(X, BP). We will 
first show that r s s. Let (0: Mat({X, X}) 4 Mat(k) be induced by cp. 
LEMMA 22. ff @1(x) is a unit then x is a unit. 
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Proof Rad(Mat(A)) = Mat(Rad(h)) for any ring A. Assume O(x) is a unit and 
ye Mat( { X. X 1) such that U)(y) = CD(x)-‘. So xy = 1 + j where jc Ker @ = 
Rad(Mat( { X, X})). Then 1 + j is a unit by definition, so there exist a z such that xyz = 1. 
Thus x has a right inverse and by a similar argument it has a left inverse. I 
We consider A(Q, Ai) to be a matrix of endomorphisms of M. The map 
X 
incl 
“r-Xvnvl-+BQvr~ vBQ,- 
xi, Bp”‘- v Bp,$J# 
v BQn 
= BQ vi v”+xvm”-xv’ (2.3) 
becomes under 0 
id A@. M) 
M’-Mm” - M ma M’ (2.4) 
because of (2.1). If the rank of A(Q, M) is r then choosing the correct inclusion and 
projection homomorphisms will make (2.4) an isomorphism so by Lemma 2.2 (2.3) is a 
stable homotopy equivalence and r < s. 
We now want to show that s 5 r. Let e,, . . . , e, be orthogonal idempotents in {BP, BP } 
such that e,BP z X for every i. Since X is a dominant summand in BQ. It follows that 
e = Z:pi is a linear combination of maps of the form 
84. I 
BP r: BP, 4 BQ, -; BP 
modulo maps which factor through classifying spaces of proper subgroups of Q. Define 
7t = v y,Bq,rr,. y. E %,, and i = Ii, so that e = in. Let E = xi then C’ is an idempotent. Since 
X 
1ncl cl id 
“‘- v BQa -, v BQa = X “‘- v BQ,, WC have 
X id 
c* -cJ 
“I. v BQ,- v BQz- wj Xvs=Xv~~vBQ, A vBQ,?!!!+X~’ 
In order for BQ, 5 BP 2 BP, 
mr 
-+ BQ,, to be nonzero mod J we must have qa a split 
surjection. Applying @ to 
yields the identity 
X “ls vBQ, 5 ,,BQ,~XvS 
M’ : M’ 
Thus the columns of the s x s identity matrix are linear combinations of subcolumns of 
A(Q, A4) so s 5 rank(A(Q, M)), hence r = s. I 
Remarks: 
(I) rank, A(Q, M) is less than or equal to the number of conjugacy classes of subgroups 
isomorphic to Q times the multiplicity of X in BQ. This is clear since @,B begins with 
BQ,- i"c' BP. 
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(2) Each indecomposable summand X of BP is in one-to-one correspondence with an 
irreducible {BP, BP) module _K, and the multiplicity of X is the dimension of ,rY over 
its endomorphism field. For the structure of ,K see Cl]. In view of Remark 1. following 
(3 
Corollary 0.2 we have that if X + BQ, - inc’ BP is an inclusion of X as a summand of 
BP, then Q. is determined up to isomorphism by an isomorphism which extends to 
Q.C,(Q,) < WQJ Th e module .K is studied in [I]; they call the equivalence class of 
Q. the source of X and M, its vertex. 
1) If H”(X; F,,) = F, for some n then Proposition 1.4 provides a quick way to determine 
d = dimr, k. Since {X, X} + End(H”(X; F,)) z F, provides a map onto a field, so we 
have End,(M) z F, and d = 1. 
3. PROOF OF THEOREM 0.1: GENERAL GROUP CASE 
For a general finite group G, the proof of Theorem 0.1 must be altered slightly from that 
given in Section 2. This is because our version of the Segal Conjecture, Theorem 1. I requires 
the source group to bc a p-group. This is a minor problem; however, which we treat here to 
avoid complicating the basic ideas of Section 2. 
Let r = rank, A(Q, M), s = m(X, BG). WC wish to show r = s. The argument for r 5 s is 
completely analogous to that of Section 2. To show r 2 s we first note that 
is an equivalcncc (localized at p). hcncc 
ty:BP A BG L, BG 1: BP 
is an idcmpotcnt for BG(,, = eBP. Now let r = m(X, BP). Then by Theorem 0.1 (p-group 
case) there are inclusion (rcsp. projection) maps j: X “’ + v BQ, (resp. p: v BQ, + X “‘such 
that 
x VI L vBQ,- 
Zi. BP v w, v BY, 
-vBPB- v BQa 3 X” 
is an equivalence. Thus by the uniqueness of splittings there is an equivalence u: BP -+ BP 
such that 
X “-+X” 1, vBQ,- xi. Bp* ” BY, BP-= vBP/- vBQp 5 X”+X” (3.1) 
is also an equivalence. By Theorem 1. I we have 
modulo maps which factor through the classifying spaces of groups of smaller order then Q. 
(Strictly speaking the left hand side breaks up into a linear combination of monomorphism 
but by redefining; they can be taken to be inclusions). Similarly 
(~Bq~)(vt~~)u-*f~~.~= v~~Bq~tr~tr~.~:BG-r vBQ,, ?,E&,. 
Thus (3.1) becomes 
X 
W. “=+X”’ L vBQ,- BP LBG 
v I, By,“, 2 BP A vBQa z X”-+X*‘. (3.2) 
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We now proceed as in Section 2. The matrix obtained from the maps 
has columns which are multiples of subcolumns of A(Q, M). Hence s s r. I 
Let d = dime, k, as an F,-vector space k z F”,. Let A(Q, M)EM~~,,(F,) be the 
matrix considering A(Q, M) as an F,-linear transformation. Then rankp,(A(Q, M)) 
= d rank,(A(Q, M)) 
COROLLARY 3.3. The multiplicity ofX in BG is rank,,(x(Q, M))/d. 
4. COROLLARIES AND RELATED PROPOSITIONS 
In this section we state some immediate corollaries and propositions related to 
Theorem 0.1. 
We begin with a generalization of a result in [173 
COROLLARY 4.1. For G a finite group, suppose that X is a dominant summand of BQ, Q a 
p-subgroup of G. Then at least one X is a summand of BG if and only i/ 
(i) there exists p-subgroups Q’. P’, Q z Q’ and a split surjection g: P’ + Q’ 
(ii) For #,,: BQ’ x BG 4 BP’ 2 BQ’ mod JEF~OU~(Q’). w,,M # 0, where M is 
the irreducible F, Out( Q’) module in one-to-one correspondence with X. 
Proof. w#M # 0 implies that A(Q, M) # 0 so at least, X is a summand of BG. 
Conversely if X is a summand then A(Q, M) # 0 so there exists some g: P’ + Q’ 
such that &,M # 0. I 
Rrmurk. @# = 1 gc, mod J where x ranges over N(Q’, P’)/P’. 
The next propos;tion may aid in determining if some tifl M # 0. By the F,-character of 
M we mean the mod p reduction of the Brauer character (see [7]). 
PROPOSITION 4.2. Let x be the F,-character of M, an irreducible F, Out(Q) module. For 
XE F, Out (Q), xM # 0 if and only if x( (x)) # 0 where (x) is the ideal generated by x. 
Proof 
(3) xM #O=e= oxb for some a, b where e is a primitive idempotent for the projective 
cover of M [17] and x(e) = 1, so x((x)) # 0. 
(t) x((x)) z 0 =. for some a, /I, x(axfl) # 0 so ax/II does not act as zero on 
M*axfiM #O*e = r(axfl)6 [17]=sxM #O [17]. I 
For the remainder of this section we will assume the following hypothesis. 
HYPOTHESIS 4.3. G afinite group, Q a p-subgroup such that Q is not a subretract of a Sylow 
p-subgroup of G (see Definition 2 of Section 0). Furthermore, let X be a dominant summand of 
BQ with corresponding simple R = F, Out( Q) module M and k = End,(M). 
COROLLARY 4.4, Assume Hypothesis 4.3. Let Q,, . . . , Q. be a complete set of conjugacy- 
class representatives of subgroups isomorphic to Q ond ct’, = EC, . Then the multiplicity 
xcNo(Q*NQt 
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Proof Under 4.3, Split(Q) = {id: Qi + Qi}l=, . Furthermore BQi z BG 2 BQ,, is in 
the ideal J of {BQ, BQ} if i #j. So the matrix A(Q, M) consists of n blocks, one for each Qi. 
The rank of each block is dim, W,M. I 
Definition 4.5. Under Hypothesis 4.3 we say the multiplicity of X in BG from Qi is 
dim, RM. 
COROLLARY 4.6. Assume Hypothesis 4.3 and that G is a p-group. Suppose there exists a 
normal p-subgroup N of Out(Q) such that Out(Q)/N z GL,( F,) for some n. Let We(Q) 
= No( Q)/Q, St, be the Steinberg module of F,GL,( FP) and X the corresponding Steinberg 
summand in BQ. If Q is selllcentralizing and W,(Q) n N = 1 then X is a summand of BG and 
the multiplicity in BG from Q is p(i)/ 1 Wo(Q)I. 
Proof Since N is a p-group, F, Out(Q) 4 F,GL,(F,) has a nilpotent kernel [S], and 
W,(Q) 5 Out(Q). The multiplicity of X from Q is dim WSt, (here k = F,,) where @ 
= ccx . An F,,-basis for St, is (u,elu,E V,} where U,, is the subgroup of upper triangular 
Xew,,tQ) 
matrices with ones on the diagonal in GL,( F,,) and e is the Steinberg idcmpotcnt. W,(Q) is a 
p-group and hence can be viewed as a subgroup of U,. the Sylow p-subgroup of GL,( FJ. 
The clcments of WSt, are the sums of the right coscts of W,(Q) in U,. IU,,l = p(i) so the 
number of cosets is p(z)/ ( W,(Q)1 
In [I I] it is shown that a primitive idcmpotent in (BQ. BQ} 
I 
is of the form 
;:BQ+BQ’- inc’ Bp r$ BP’ 2 SQ mod J (4.7) 
when ZBQ is a summand of BP, P a p-group with Q zc P and q a split surjection. 
Definition 4.8. If eE F,Out(P) is a primitive idempotent, X’ the dominant summand of 
eBP and Y’ another summand in eBP then Y’ is associated to X’. Furthermore, if any 
primitive idempotent for Y’ must have P’ = P in (4.7) then Y’ is linked to X’ in BP. 
Remark. If P is abelian then Y’ is associated to X’ if and only if Y’ is linked to X’. 
PROPOSITION 4.9. Assume Hypothesis 4.3 and that R $ Q. tf Y is a dominant summand of 
BR linked to X in BQ then the multiplicity of X in BG is a lower boundfor the multiplicity of Y 
in BG. 
Proof If n = m(X, BG), we can find a unit of the form 
*: X’” 
” II 4 vBQ,inS!BG- vBQ,-+X”” 
Let i: X 4 X’“and K: X’” -+ X be arbitrary projection and inclusion maps. Now consider 
0: Y”” + vBQ,Zinc! BG”‘- vBQ,-r Y”“. 
In [I I] it is shown that if rr$i is a unit then the corresponding a’& for i: Y + Y “” and 
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7r’: Y”” + Y is also a unit. Since + is a unit it follows that 8 is a unit by the universal 
property of direct sums. So Y “’ is a summand of BG. I 
If Q is an abelian subgroup then Proposition 4.9 can be strengthened. In this case there is 
a nilpotent ideal J, of {BQ, BQ} g enerated by maps factoring through a transfer map and 
{BQ, BQ}/J, z 2, End(Q) where the zero homomorphism is identified with the zero 
element [S, IS]. 
LEMMA 4.10. Let Q be a finite abelian p-group. Y an indecomposable summand 
of BQ. Then Y corresponds to an irreducible S = F, End(Q) module N, and 
{Y, Y}/Rad( { Y, Y}) 2 End,(N). 
Pro05 The existence of N follows from J, being nilpotent (see [S]); the rest of the 
argument is the same as Proposition 1.4. I 
PROPOSITION 4.11. Assume Hypothesis 4.3. Let Q be abelian and R 3 Q. lj Y is a 
dominant summand in BR linked to X in BQ and M, the corresponding simple F, Out(R) 
module. Then the multiplicity of X in BG from Q is equal to the rank of the submatrix of 
A(R, IV,) where the (z, fi)-enfry is 
pa,: BR, -?!+ BG 5 BQ * BR, mod J,. 
Prooj Let N bc the corresponding simple F, End(Q) module to Y and M = NIF,Our,Q, 
by (51. Let @: BQ -!% BG 1: BQ mod J. The multiplicity of X in BG from Q is dim, @M 
and the rank of the submatrix of A(R, M,) is dim, WN by using Lemma 4.10 in the same 
argument as in the proof of Thcorcm 0.1. But dim, GN = dim, WM. I 
5. APPLICATIOM 
We apply our main results to obtain splittings for the groups cited in the Introduction. 
In what follows we will say that a group Q is a retract of P if Q < P and there is a split 
surjcction P + Q. 
In subsections A and B we will assume that spectra have been localized at p = 2. 
A. The non-abelian groups of order 16 
There are 9 such groups: the dihedral and quaternion groups D,, and Q16, were split 
in [14]. These splittings are in fact complete [ 111. For the semidihedral and quasidihedral 
(or modular) groups, SD,, and QD,,, and the central product D, 0 Z/4 also see [ll]. The 
four remaining groups are 
16r,c,, 16r2a, = D, x Z/2,16r,a, = Qe x Z/2,16r,c, = Z/4 >Q Z/4 
in the Hall-Senior notation [4] 
AS. P = 16l-,c, 
This group can be written as a semidirect product 
P=(AxB)xC 
where A = Z/4(a). B = Z/2(b), C = Z/2(c) with cat-’ = ah. We claim a complete 
splitting is given by 
BP = X, v X3, v X,z v 4L(3) v BA, v 4L(2) v 8214 v 8212. 
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where 
(i) X, is the principal dominant summand, i.e. the dominant summand corresponding 
to the trivial module 
(ii) X,, (resp. X,,) is the dominant summand of B(Z/2)3 corresponding to the standard 
G&(F*) module Y z (F2)’ (resp. its dual V*) [12, 51. 
(iii) L(k) = I;-’ Sp2’ S”/Sp 2k-’ So is the dominant summand of B(Z/2Y corresponding 
to the Steinberg module Sr, [13]. 
Since Out(P) is a 2-group [18], BP has only one dominant summand X0. 
There are two isomorphism classes of subgroups of order 8, namely (Z/2)’ and Z/4 
x Z/2; each subgroup is normal and not a retract of P. The former E = Z/2(a2, b, c) is 
unique. The Weyl group W,(E) = Z/2(+ where (5 is the mod 2 reduction of a. Therefore 
A(E) has one entry 1 + c,-. There are four simple GLJ(F2) modules: 1, V, V’, St,. Thus 
A(E, 1) = 0 and so by Theorem 0.1 the principal dominant summand of BE is not a 
summand of BP. The action of c+ on V E E is given by a2 -+ u2, b -+ b, c + bc. Thus 
of rank 1. Thus X3, (and similarly X,,) has multiplicity 1 in BP. The multiplicity of L(3) 
follows from Corollary 4.6. 
For Q = Z/4 x Z/2, the only dominant summand is BZ/4 A BZ/2, the principal domi- 
nant summand [S]. Since W,(Q) = Z/2, A(Q, I) = (8 z). Thus BZ/4 A BZ/2 is not a 
summand. 
Them arc tivc conjugacy classes of subgroups Q’ E (Z/2)2 none of which are retracts of 
P. The dominant summands of B(Z/2)’ are BA, and f(2) [13]. However BA4 is linked to 
X,2 (resp. L(2) is linked to L(3)) in B(Z/2)’ (see [S], [ 123) hence the multiplicity is I (rcsp. 4) 
by Proposition 4. I 1. 
The remaining non-trivial subgroups are Z/4 and Z/2 both of which are retracts of P. 
Since Ah(P) = Z/4 x Z/2, BZ/4 and BZ/2 appear with multiplicity 1. 
A.2. P= 16&a, = D, x Z/2 
We claim 
B(D, x Z/2) z X, v 2X,, v 3BZ/2 v 2X,, v 2BA, v 8L(3) v 8L(2) v BPSL,(F,). 
where X, is the principal dominant summand of BP and the other summands are as 
in (A. 1). 
Out(P) has order 16 [IS] so BP contains only one dominant summand corresponding 
to the trivial module which we will denote by X,. 
We now consider the summands dominant in B(Z/Z)’ these are BJ, (the principal 
dominant summand). X,, , X,,, and L(3). There are two topics of(Z/2)’ in D, x Z/2, both 
normal. (Z/2)’ is not a retract so we can use Corollary 4.4. A((Z/2)‘. I) = (8 t), A((Z/2)‘, V) 
and A((Z/2)3, V”) are rank 2 matrices, and by Corollary 4.6 A((Z/2)‘, St,) has rank 8. 
. . 
Smce BZ/2 IS hnkcd to X,, in (Z/2)’ we have at least two copies in BP by Proposition 
4.11 but it is easily seen that a third copy can be found by retraction. BA, is linked to X,, in 
(Z/2)’ so WC have two copies in BP. Also L(2) is linked to L(3) so there are 8 copies in BP. 
It is clear that there is a copy of BPSL,(F,) the principal, and only, dominant summand 
of BD, in BP by retraction. The only other summands which need to be considered are 
8214 A BZ/2 and 8214 but the corresponding matrices are zero. 
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A3. P = 16r,a, = Qe x Z/2 
We have a splitting from the direct product 
B(Q, x Z/2) = (BSL,(F,)h BZ/2) v 2(X-‘BS’/BN A BZ/2) 
v BSL,(F,) v 2(C-’ BS3/BN) v BZf2. 
where N is the normalizer of a maximal torus in S3. For a splitting of BQe see [14]. 
We want to show that the above splitting is complete. Out(P) is an extension of 
GL,(F,) by Qe [18]. So the semisimple quotient is the same as that of F,GL,(F*). 
Therefore there are two dominant summands of multiplicity 1 and 2 corresponding to the 
trivial and Steinberg modules respectively [13]. 
The proper subgroups of P are Z/4 x Z/2, Qe, Z/4,2/2 x Z/2, and Z/2. It is easily seen 
by cohomological methods that no summands of the classifying spaces of the proper 
subgroups are contained in the above smash products. Therefore the splitting is complete. 
A.4. P = 16I’, c2 = Z/4 >Q Z/4 
We claim 
BP 2 X2 v 8214 
is a complete splitting, where X, is the principal dominant summand of BP. 
Out(P) has order 8 [ 181 so there is only one dominant summand with multiplicity one. 
Up to isomorphism Z/4 x Z/2 is the only subgroup of index 2 in P. By [I I] BZ/4 A BZ/2 is 
not a summand of BP. BZ/2 is not a summand since Z/2 is not a retract of P. BZ/4 is a 
summand since Z/4 is a retract. By [I I] these are the only possible non-dominant 
summands. 
B. The symmetric group Z, 
Using Theorem 0.1 and Proposition 4.11 WC can easily recover the 2-local splitting of 
BIG:, in [14]. A Sylow 2-subgroup is P = E,& = (a = (12). b = (34). c = (13)(24)(cac-’ 
= b). Since P z D, we have a complete splitting 
BP = BPSL,(F,) v 2L(2) v 28212. Cl41 
Now since BPSL,(F,) is the principal (and only) dominant summand of BP it must be a 
summand of BE, [ll]. It remains to determine the multiplicity of L(2) and BZ/2. The 
former is dominant in B(Z/2)2 and corresponds to St, = V 3 (F2)2 the standard GL,(F,) 
module. There are two conjugacy of subgroups of P isomorphic to (Z/2)2: T = Z/2(a, b) 
and A = Z/2(ab, c). Neither are retracts of P. We have W,,(T) = Z/2(c), W,,(A) 
= GL,(F,) whose traces act on V by 1 + c, = (t :) and Eg = (8 8). Thus 
Y cG&(F,) 
of rank 1. By Theorem 0.1, the multiplicity of L(2) is 1. Since BZ/2 is linked to L(2) in 
B(Z/2)2 its multiplicity is 1 also. Therefore 
BE, = BPSL,(F,) v L(2) v BZ/2 
is a complete 2-local splitting. 
In subsection C we will assume that all spectra have been localized at p = 3. 
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C. PSL,(F:, ) and its Sylow Esubgroup 
C.I. P = Lg (F, ) = upper triangular matrices in GL, (F,) with ones on the diagonal 
Out(P) has order 48 [IS] and by the Bumside Basis Theorem is an extension of SD,,. 
the semidihedral group, by Z/3. From the character table [IS] we know that FsSD,, has 
seven isomorphism classes of simple modules; 4 of dimension 1 and 3 of dimension 2. 
There are 4 copies of (Z/3)2 in P, all normal, they are not retracts so we can use 
Corollary 4.4. By [S] 
B(Z/3)’ = X, v XD v 2X, v 2X,*, v 3L(2) v 3XSl10D v 38x:, v ZY, 
where 
(i) X, is the dominant summand of B(Z/3)’ corresponding to the simple module M. 
(ii) 1 is the trivial module, D the determinant module, V the standard module, and 9, 
the Steinberg module. 
(iii) L(2) = Z-2Sp9So/Sp’So corresponds to the Steinberg module St,. 
(iv) Y,. is the dominant summand of BZ/3 corresponding to the standard module. 
In ah four cases tV,((Z/3)‘) r Z/3 so the determinant of any matrix representing the 
action of an element of the Weyi group is I. since FT z Z/2. Thus 13,((2/3)*) = x c, 
< E rc;cz:, 
acts the same on Al and M 00. 
A((Z/3)2, I) = 0, A((Z/3)‘. k7 = 0. and A((Z/3)2, 9,) has rank 4 by Corollary 4.4 and 
Proposition 4.1 I. These matrices arc easy to calculate so WC spare the reader. 
The maps %/3(.~,~) + P- Z/3(x,,) and Z/3(x,,) + P 4 Z/3 (x2,) are independ- 
cnt retractions so there arc at least 2 topics of BE, and YV in BP. In (Z/3)*, BC, is linked 
to L(2) and Y, is linked to XV [S]. So by Proposition 4.1 I there are another 4 copies 
of DC, in BI’. These copies are distinct from the 2 previously found since 
BZ/3(x) -, BP z U(Z/3)’ -+ 8213 is zero for x = x,~ or x2,. Here x,, means I’s down the 
diagonal and the (ij) position, zeroes elsewhere. We have exhausted all the possible 
nondominant summands. 
So we have a complete splitting 
BL’3(F,)=X, v X, vX, vX,v2X, v2X, v2X, v4L(2)v6BZj v~X~,,~~VZY~ 
where the Xis are the dominant summands. 
C.2. G = PSLJF,) = SL,(F,) 
U,(F,) is a Sylow 3-subgroup of G. 
The Weyl group for each (Z/3)’ is SL,(F,) and Z c, is a central involution and 
hence 
x ~s&tF,) 
in the radical of F,GLr(F,). Also Z/3 is not a retract of G, since G is simple. Thus there are 
no non-dominant summands in BG(,,. 
wG(U,(F,)) = (Z/2)’ and considering its action on the simple FaSD,, modules we get 
that 
BG(,, z X, v X, v X6 
is a complete 3-local splitting. 
In subsection D all spectra have been localized at p = 13. 
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D. G = PSL,(FJ) andp = 13 
A Sylow 13-subgroup of G is Z/13. 
By [3] W,(Z/13) = Z/3. 
k?Z/13 = v Zi where Zi corresponds to the (det)’ module 
I 
Thus SC,:,,‘= Z, v Z, v Z, v Z,* 
. . 
In [l I] It IS shown that BG,l, is indecomposable. Therefore, 
BPSL,(F,) 2 BPSL3(F,lf,, v x, v x, v x, v z, v z, v z, v z,2 
where the X,s are 34ocal and the ZiS are 134ocal. 2, 3. and 13 are the only primes 
dividing I G I. 
Remarks. 
(2) The splitting is in subsections C and D were accomplished without references to 
cohomology. 
I. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
II. 
12. 
13. 
14. 
15. 
16. 
17. 
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