In this paper, we propose a modified trust-region filter method algorithm for Minimax problems, which based on the framework of SQP-filter method and associated with the technique of nonmonotone method. We use the SQP subproblem to acquire an attempt step, and use the filter to weigh the effect of the attempt step so as to avoid using penalty function. The algorithm uses the Lagrange function as a merit function and the nonmonotone filter to improve the effect of the algorithm. Under some mild conditions, we prove the global convergence.
Introduction
Consider the following Minimax problem: 
The Minimax problem is one of the most important non-differentiable optimization problems. It does not only have broader applications in engineering design, electronic microcircuits programming, game theory and so on, but also has very close relationship with nonlinear equations, muti-object programming, nonlinear programmming, etc. There are some methods e.g., line search method SQP method, trust region method and the activeset method, for solving Minimax problems. C. Charalambous and A.R. Conn [1] proposed the line search method. A. Vardi [2] presented the trust region method with the active-set methods. There are many other effective algorithms, see Z. B. Zhu [3] , L. Gao [4] , J. L. Zhou [5] ,Y. Xue [6] .
Recently, the filter method for nonlinear programming has broader applications and good numerical effects, see [7] [8] [9] [10] [11] [12] . The major filter methods are of two kinds: line search and trust-region methods.
R. Fletcher proposed the global convergent SQP-filter trust-region method [9] , based on this idea, Huang [13] proposed a filter method for Minimax problems. In [14] , Ulbrich S. used the Lagrange function to replace the function and gave the local superlinear convergence proof of the SQP-filter trust-region method.
The nonmonotone technique can improve the effect of the algorithm, relax the accept criteria of the attempt step. Recently, Su [15] and Shen [16] presented the idea of using nonmonotone filter methods for nonlinear programming. Motivated by their idea, we present a modified filter-method for Minimax problems. The algorithm uses the Lagrangian function instead of the function itself as a merit function, and combines it with a nonmonotone filter technique to improve the effect of the algorithm.
Consider the SQP subproblem of problem (2):
We use the following notations:
 is a symmetric matrix, and it is the approximate Hessian matrix of the subproblem (3).
Remark:
k H is updated by the Powell's safeguard BFGS update formula. This paper is organized as follows. The new algorithm is described in Section 2. Basic assumptions and some important lemmas are given in Section 3. The analysis of the global convergence is given in Sections 4 and 5.
Algorithm
Now we introduce some definitions about the filter used in this paper.
Definition 1: [14] Lagrange function:
is added to the filter, then the new filter set is updated as follows:
is the Lagrange multiplier of the subproblem (3).
In order to improve both the feasibility and optimality if 
then we require
and call it is a f-type iteration.
then we add ( , )
to the filter set and update the filter set, calling it is a h-type iteration .
we also call it is a h-type iteration . ( ) k   Now we describe the detailed algorithm below:
Step 0 (Initialization) Give , , , , (0,1), , 0,
Step 1: Solve subproblem (3) to get an attempt step s.
Step 2: If the solution of (3) is not compatible or
to the filter set and update the filter set, let:
If s   , stop; else go to step 3.
Step 3: If (4) fails, then , go to Step 1; else go to Step 4.
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Step 4: If (5) holds but (6) fails, then , go to step 1, else go to Step 6. Step 6: : 
Step S e er circle iteran steps, while Step 1, Step 6 are called outer circle steps.
. Ba 3
irst we make the following assumptions: 
Proof. We consider t e following two cases: e 1:
Case 2:
We prove (8) 
Proof. Use the Taylor Expansion: (10) holds. Thus, the Lemma is proven. 
The Well

