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EQUIVALENCE OF ELLIPTICITY AND FREDHOLMNESS IN THE
WEYL-HO¨RMANDER CALCULUS
STEVAN PILIPOVIC´ AND BOJAN PRANGOSKI
Abstract. The main result is that the Fredholm property of a ΨDO acting on
Sobolev spaces in the Weyl-Ho¨rmander calculus and the ellipticity are equivalent
for geodesically temperate Ho¨rmanders metrics whose associated Planck’s functions
vanish at infinity. Additionally, we prove that when the Ho¨rmander metric is geodesi-
cally temperate, and consequently the calculus is spectrally invariant, the inverse
λ 7→ bλ ∈ S(1, g) of every CN , 0 ≤ N ≤ ∞, map λ 7→ aλ ∈ S(1, g) comprised of
invertible elements on L2 is again of class CN .
1. Introduction
The question of spectral invariance is of a significant importance in the theory
of pseudodifferential operators. Recall that a pseudodifferential calculus is said to be
spectrally invariant if for every ΨDO with 0 order symbol (consequently, continuous
on L2) which is invertible on L2 its inverse is again a ΨDO with a 0 order symbol.
This property has been proved by several authors for various global (and local) calculi
including the Shubin calculus, the SG (scattering) calculus, the Beals-Fefferman cal-
culus, e.t.c. (see [4, 12, 14, 19, 20, 28]). In their seminal paper [8], Bony and Chemin
(see also [9]) generalised these results by proving the spectral invariance for the Weyl-
Ho¨rmander calculus [17, 18] when the Ho¨rmander metric satisfies the so-called geodesic
temperance (see [8, 21]). In the first part of this article (Section 3) we slightly improve
two lemmas of [8, 21], by, essentially, repeating the arguments employed there, but
changing the right hand sides of the estimates in these results. Subsequently, we avail
ourselves of these results to prove the following fact which sheds more light on the
spectral invariance of the Weyl-Ho¨rmander calculus: the process of taking inverses in
S(1, g) preserves the regularity. To be more precise, if λ 7→ aλ is a CN , 0 ≤ N ≤ ∞,
mapping with values in S(1, g) such that awλ is invertible on L
2, then the mapping
λ 7→ bλ, where bwλ is the inverse of awλ , is also of class CN ; in fact, we prove this result
for matrix valued symbols. In the second part of the article (Section 4), we investigate
the Fredholm properties of ΨDOs with symbols in the Weyl-Ho¨rmander classes when
acting between the Sobolev spaces naturally associated to them. The main result is
that the Fredholm property of a ΨDO can be characterised by the ellipticity of the
symbol, that is a ΨDO is Fredholm operator between appropriate Sobolev spaces if
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and only if its symbol is elliptic (see [6, 24, 20, 19] for similar type of results concerning
special instances of the Weyl-Ho¨rmander calculus). This result heavily relies on the
vanishing at infinity of the Planck function associated to the Ho¨rmander metric as well
as on the main result of Section 3 which, in turn, depends on the spectral invariance
and the geodesic temperance of the metric.
2. Preliminaries
Let V be an n dimensional real vector space with V ′ being its dual. The 2n-
dimensional vector space is W = V × V ′ is symplectic with the symplectic form
[(x, ξ), (y, η)] = 〈ξ, y〉 − 〈η, x〉. We will always denote the points in W with capital
letters X, Y, Z, . . .. Let X 7→ gX be a Borel measurable symmetric covariant 2-tensor
field on W that is positive definite at every point. We will always denote the cor-
responding positive definite quadratic form at X ∈ W by the same symbol gX , i.e.
gX(T ) = gX(T, T ), T ∈ TXW . Denoting by QX the corresponding linear mapW →W ′
and by σ : W → W ′ the linear map induced by the symplectic form, one defines the
symplectic dual of QX by Q
σ
X = σ
∗Q−1X σ. The corresponding symmetric covariant 2-
tensor field X 7→ gσX is again Borel measurable and positive definite at every point;
it can be given by gσX(T ) = supS∈W\{0}[T, S]
2/gX(S). We say that X 7→ gX is a
Ho¨rmander metric if the following three conditions are satisfied:
(i) (slow variation) there exist C ≥ 1 and r > 0 such that for all X, Y, T ∈ W
gX(X − Y ) ≤ r2 ⇒ C−1gY (T ) ≤ gX(T ) ≤ CgY (T );
(ii) (temperance) there exist C ≥ 1, N ∈ N such that for all X, Y, T ∈ W
(gX(T )/gY (T ))
±1 ≤ C(1 + gσX(X − Y ))N ;
(iii) (the uncertainty principle) gX(T ) ≤ gσX(T ), for all X, T ∈ W .
We call C, r and N the structure constants of g. We say that g is symplectic if g = gσ.
Denote λg(X) = infT∈W\{0}(g
σ
X(T )/gX(T ))
1/2; it is Borel measurable and λg(X) ≥ 1,
∀X ∈ W . Given Y ∈ W and r > 0, denote UY,r = {X ∈ W | gY (X − Y ) ≤ r2}
and define δr(X, Y ) = 1 + g
σ
X ∧ gσY (UX,r − UY,r), X, Y ∈ W ; where gσX ∧ gσY denotes
the harmonic mean of the positive-definite quadratic forms gσX and g
σ
Y . The function
(X, Y ) 7→ δr(X, Y ) is Borel measurable on W ×W and when r ≤ r′ where r′ depends
only on the structure constants of g, the function δr enjoys very useful properties; see
[21, Section 2.2.6] for the complete account.
A positive Borel measurable function M on W is said to be g-admissible if there are
C ≥ 1, r > 0 and N ∈ N such that for all X, Y ∈ W
gX(X − Y ) ≤ r2 ⇒ C−1M(Y ) ≤M(X) ≤ CM(Y );
(M(X)/M(Y ))±1 ≤ C(1 + gσX(X − Y ))N .
We denote by g#X the geometric mean of gX and g
σ
X : g
#
X =
√
gX · gσX =
√
gσX · gX (cf.
[21, Definition 4.4.26, p. 341]). Then X 7→ g#X is a symplectic Ho¨rmander metric, called
the symplectic intermediate of g, and every g-admissible weight is also g#-admissible
(see [27] and [21, Proposition 2.2.20, p. 78]); furthermore gX ≤ g#X ≤ gσX .
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Given a g-admissible weight M , the space of symbols S(M, g) is defined as the
space of all a ∈ C∞(W ) for which
‖a‖(k)S(M,g) = sup
l≤k
sup
X∈W
T1,...,Tl∈W\{0}
|a(l)(X ;T1, . . . , Tl)|
M(X)
∏l
j=1 gX(Tj)
1/2
<∞, ∀k ∈ N. (2.1)
With this system of seminorms, S(M, g) becomes an (F )-space. One can always reg-
ularise the metric making it to be smooth (hence Riemannian) without changing the
notion of g-admissibility of a weight and the space S(M, g); furthermore the same can
be done for any g-admissible weight (see [17], [21, Remark 2.2.8, p. 71]). In fact, given
any g-admissible weightM , there exists a smooth g-admissible weight M˜ ∈ S(M, g) and
C > 0 such thatM(X) ≤ CM˜(X), ∀X ∈ W . The definition of S(M, g) can be naturally
extended to matrix valued symbols. Namely, let V˜ be a finite dimensional complex Ba-
nach space (from now on, always abbreviated as (B)-space) with norm ‖·‖V˜ and denote
by ‖·‖Lb(V˜ ) the induced norm on Lb(V˜ ). One defines the space of Lb(V˜ )-valued symbols
S(M, g;Lb(V˜ )) as the space of all a ∈ C∞(W ;Lb(V˜ )) for which ‖a‖(k)S(M,g;Lb(V˜ )) < ∞
where the latter norms are defined as in (2.1) with ‖a(l)(X ;T1, . . . , Tl)‖Lb(V˜ ) in place
of |a(l)(X ;T1, . . . , Tl)|. Then S(M, g;Lb(V˜ )) = S(M, g) ⊗ Lb(V˜ ) is an (F )-space (the
topology on the tensor product is π = ǫ since Lb(V˜ ) is finite dimensional).
For any a ∈ S(W ) (or a ∈ S(W ;Lb(V˜ ))), the Weyl quantisation aw is the operator
awϕ(x) =
1
(2π)n
∫
V ′
∫
V
ei〈x−y,ξ〉a((x+ y)/2, ξ)ϕ(y)dydξ, ϕ ∈ S(V ) (resp.ϕ ∈ S(V ; V˜ )),
where dy is a left-right Haar measure on V with dξ being its dual measure defined on V ′
so that the Fourier inversion formula holds with the standard constants (consequently,
aw as well as the product measure dydξ on W are unambiguously defined); aw extends
to a continuous operator from S ′(V ) into S(V ) (resp. from S ′(V ; V˜ ) = S ′(V )⊗ V˜ into
S(V ; V˜ ) = S(V )⊗V˜ ; the topology on the tensor product is π = ǫ). The definition of the
Weyl quantisation extends to symbols in S ′(W ) (resp. S ′(W ;Lb(V˜ ))) and in this case
aw : S(V )→ S ′(V ) (resp. aw : S(V ; V˜ )→ S ′(V ; V˜ )) is continuous. When a ∈ S(M, g)
(resp. a ∈ S(M, g; L˜b(V˜ ))), for g-admissible weight M , aw is in fact continuous as
operator on S(V ) (resp. S(V ; V˜ )) and it uniquely extends to an operator on S ′(V )
(resp, S ′(V ; V˜ )) (cf. [17]). Furthermore, if a, b ∈ S(W ) (resp. a, b ∈ S(W ;Lb(V˜ ))),
then awbw = (a#b)w, where a#b ∈ S(W ) (resp. a#b ∈ S(W ;Lb(V˜ ))) is given by
a#b(X) =
1
π2n
∫
W×W
e−2i[X−Y1,X−Y2]a(Y1)b(Y2)dY1dY2.
The bilinear map # extends uniquely to a weakly continuous bilinear map S(M1, g)×
S(M2, g) → S(M1M2, g) (in the sense of [17, Theorem 4.2]) and it is also continuous
when these spaces are equipped with the (F )-topologies described above. This holds
equally well in the Lb(V˜ )-valued case (see [17]).
Given Y ∈ W and r > 0, denote UY,r = {X ∈ W | gY (X − Y ) ≤ r2}. We say that
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a ∈ C∞(W ) is gY -confined in UY,r (see [8, 21]) if
‖a‖(k)gY ,UY,r = sup
l≤k
sup
X∈W
T1,...,Tl∈W\{0}
|a(l)(X ;T1, . . . , Tl)|(1 + gσY (X − UY,r))k/2∏l
j=1 gX(Tj)
1/2
<∞, ∀k ∈ N.
We will use the same notations even when a is Lb(V˜ )-valued (of course, instead of
the absolute value one uses ‖ · ‖Lb(V˜ ) in the above definition); from the context, it
will always be clear whether we are considering scalar or Lb(V˜ )-valued symbols. For
fixed Y and r, the set of gY -confined symbols in UY,r coincides with S(W ) (resp. with
S(W ;Lb(V˜ ))). A family S(W ) ∋ ϕY , Y ∈ W , (resp. S(W ;Lb(V˜ )) ∋ ϕY , Y ∈ W ) is
said to be uniformly gY -confined in UY,r if supY ∈W ‖ϕY ‖(k)gY ,UY,r <∞, ∀k ∈ N. There is
r0 > 0 which depends only on the structure constants of g such that for each r ≤ r0
there is a smooth uniformly gY -confined family in UY,r Y 7→ ϕY , W → S(W ), such
that suppϕY ⊆ UY,r, ϕY ≥ 0 and∫
W
ϕY (X)|gY |1/2dY = 1, ∀X ∈ W, (2.2)
where |gY | = det gY (see [21, Theorem 2.2.7, p. 70]). Given aj ∈ S(Mj, g) (resp.
aj ∈ S(Mj , g;Lb(V˜ ))), j = 1, 2, and denoting aj,Y = ajϕY , Y ∈ W , it holds
a1#a2(X) =
∫
W×W
a1,Y1#a2,Y2(X)|gY1|1/2|gY2|1/2dY1dY2, ∀X ∈ W
(cf. the proof of [21, Theorem 2.3.7, p. 91]). Furthermore, given a ∈ S(M, g) (resp.
a ∈ S(M, g;Lb(V˜ ))), and denoting as before aY = aϕY we have
awu =
∫
W
awY u|gY |1/2dY, u ∈ S(V ) (resp. u ∈ S(V ; V˜ )),
where the equality holds if we interpret the integral in Bochner sense as well as
pointwise. Furthermore, for ϕY , Y ∈ W , as above and any r′ > r there exist two
strongly Borel measurable uniformly gY -confined families in UY,r′, Y 7→ ψY , Y 7→ θY ,
W → S(W ), such that ϕY = ψY#θY , Y ∈ W (see [21, Theorem 2.3.15, p. 98]). The
Sobolev space H(M, g), with a g-admissible weight M , is the space of all u ∈ S ′(V )
such that ∫
W
M(Y )2‖θwY u‖2L2(V )|gY |1/2dY <∞. (2.3)
It is a Hilbert space with inner product
(u, v)H(M,g) =
∫
W
M(Y )2(θwY u, θ
w
Y v)L2(V )|gY |1/2dY (2.4)
and its definition and topology do not depend on the choice of the partition of unity ϕY ,
Y ∈ W , and the families ψY , θY , Y ∈ W . The space S(V ) is continuously and densely
included into H(M, g) and the latter is continuously and densely included into S ′(V ).
If a ∈ S(M ′, g), aw restricts to a continuous operator from H(M, g) into H(M/M ′, g);
in particular, if M1/M2 is bounded from below then H(M1, g) is continuously (and
densely) included into H(M2, g). Furthermore, H(1, g) is just L
2(V ). (We refer to [21,
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Section 2.6] and [8] for the proofs of these properties of the Sobolev spaces H(M, g).)
The definition of H(M, g; V˜ ) is similar: u ∈ S ′(V ; V˜ ) is in H(M, g; V˜ ) if the quantity
(2.3) is finite with ‖θwY u‖L2(V ) replaced by ‖(θY I)wu‖L2(V ;V˜ ), where I : V˜ → V˜ is the
identity operator. It is a (B)-space since it is topologically isomorphic to H(M, g)⊗ V˜ .
Fixing an inner product on V˜ naturally induces an inner product on L2(V ; V˜ ) which,
in turn, induces an inner product on H(M, g; V˜ ) (similarly as in (2.4)) and the latter
becomes a Hilbert space. Moreover, the above isomorphism verifies that all facts we
mentioned for the scalar valued case remain true in the vector-valued case as well.
For any A ∈ L(S(V ),S ′(V )) and any linear form L on W , we denote by adLw ·A
the commutator of Lw and A, i.e. adLw · A = LwA − ALw ∈ L(S(V ),S ′(V )). When
LX = [T,X ], for some T ∈ W , it will be convenient to identify the linear form L with
T . If a ∈ S(M, g), the following seminorms are always finite for all families φY , Y ∈ W ,
which are uniformly gY -confined in UY,r
‖aw‖(k)op(M,g) = sup
Y ∈W
sup
l≤k
gY (L1)≤1,...,gY (Ll)≤1
M(Y )−1‖ adLw1 . . . adLwl · φwY aw‖L(L2) <∞, ∀k ∈ N,
where LjX = [Tj, X ] and, as mentioned above, we identified Lj with Tj . In fact, a result
of Bony and Chemin [8, Theorem 5.5] (see also [21, Theorem 2.6.12, p. 145]) proves that
the converse is also true. Namely, if A ∈ L(S(V ),S ′(V )) is such that for all families
φY , Y ∈ W , which are uniformly gY -confined in UY,r, adLw1 . . . adLwk · φwYA ∈ L(L2),
∀Y ∈ W , ∀k ∈ N, and the seminorms ‖A‖(k)op(M,g) are finite for all k ∈ N, then A = aw,
for some a ∈ S(M, g). In fact, with ϕY , ψY , θY , Y ∈ W , as before, one needs to check
this only for the uniformly confined family θY , Y ∈ W , and
∀k ∈ N, ∃C > 0, ∃l ∈ N, ‖a‖(k)S(M,g) ≤ C‖aw‖(l)op(M,g),
with ‖aw‖(l)op(M,g) defined via θY , Y ∈ W . All of the above hold equally well in the
vector-valued case with φwY and adL
w replaces by (φY I)
w and ad(LI)w respectively; in
fact, the validity of these results is a direct consequence of the topological isomorphism
S(M, g;Lb(V˜ )) ∼= S(M, g)⊗ Lb(V˜ ).
On a couple of occasions we will impose the following additional assumption on
g; we will always emphasise when we assume it. We say the Ho¨rmander metric g is
geodesically temperate if there exist C ≥ 1 and N ∈ N such that
gX(T ) ≤ CgY (T )(1 + d(X, Y ))N , ∀X, Y, T ∈ W, (2.5)
where d(·, ·) stands for the geodesic distance onW induced by g#. A number of metrics
which correspond to different calculi are geodesically temperate: the Smρ,δ-calculus, the
semi-classical, the Shubin calculus (see [8, Example 7.3], [21, Lemmas 2.6.22 and 2.6.23,
p. 154]). In fact, [7, Theorem 5 (i)] proves that if the positive Borel measurable functions
ϕ and Φ on R2n are such that
gx,ξ = ϕ(x, ξ)
−2|dx|2 + Φ(x, ξ)−2|dξ|2
is a Ho¨rmander metric than g satisfies (2.5) with d(·, ·) standing for the geodesic dis-
tance induced by gσ. Applying this result to g#x,ξ = Φϕ
−1|dx|2+ϕΦ−1|dξ|2 we conclude
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the latter is geodesically temperate. As g = ϕ−1Φ−1g#, [21, Lemma 2.6.22, p. 154]
verifies that g is also geodesically temperate (ϕΦ ≥ 1 since g is a Ho¨rmander metric).
In particular, the geodesic temperance is valid for the Beals-Fefferman calculus [1, 2, 3]
(cf. [17, Example 3]) as well as the Nicola-Rodino calculus [23].
3. Inverse smoothness in S(1, g;Lb(V˜ ))
The result of Bony and Chemin [8, Theorem 7.6] (see also [21, Theorem 2.6.27,
p. 158]) verifies that the Weyl-Ho¨rmander calculus is spectrally invariant provided the
Ho¨rmnader metric g is geodesically temperate. That is, given a ∈ S(1, g) such that aw is
invertible on L2(V ) its inverse is pseudodifferential operator with symbol in S(1, g) (i.e.
the operators with symbols in S(1, g) form a Ψ∗-algebra in the C∗-algebra Lb(L2(V ));
cf. [16, 24]). In this section, we prove that this process of taking inverses preserves the
regularity in the following sense. If λ 7→ aλ is of class CN , 0 ≤ N ≤ ∞, with values
in S(1, g;Lb(V˜ )) such that awλ is invertible in Lb(L2(V ; V˜ )), then the mapping λ 7→ bλ,
where bwλ is the inverse of a
w
λ , is also of class CN .
Before we state and prove this result, we need the following technical results. They
have the same form as [21, Lemma 2.6.25, p. 155], see also [21, Lemma 2.6.26, p. 156]
and Bony and Chemin [8, Lemma 7.4] [8, Lemma 7.5] but the right hand sides of the
estimates in our paper have slightly more precise forms. Moreover, the second lemma
is slightly more general variant of the second cited lemma.
Lemma 3.1. Let g be a Ho¨rmander metric. Then ∀N0 ≥ 0, ∃C0 > 0, ∃k0 ∈ N, ∀N1 ≥
0, ∃C1 > 0, ∃k1 ∈ N, ∀ν ∈ Z+, ∀J ⊆ {0, . . . , ν−1}, J 6= ∅, ∀c0, . . . , cν ∈ S(W ;Lb(V˜ )),
∀Y0, . . . , Yν ∈ W it holds
‖cw0 . . . cwν ‖Lb(L2(V ;V˜ )) ≤ C
ν−|J |
0 C
1+|J |
1 ‖c0‖(k1)gY0 ,UY0,r‖cν‖
(k1)
gYν ,UYν,r
(
max
j∈K ′
‖cj‖(k0)gYj ,UYj ,r
)ν−|J∪{0,ν−1}|
·
(
max
j∈K
‖cj‖(k1)gYj ,UYj ,r
)|(J∪{0})\{ν−1}| ν−1∏
j=0
δr(Yj, Yj+1)
−N0
∏
j∈J
δr(Yj, Yj+1)
−N1 ,
with K = (J ∪ (J + 1))\{0, ν} and K ′ = (N ∩ [1, ν − 1])\(J ∩ (J + 1)). If K = ∅ then
|(J ∪ {0})\{ν − 1}| = 0 and we define(
max
j∈K
‖cj‖(k1)gYj ,UYj ,r
)|(J∪{0})\{ν−1}|
= 1;
if K ′ = ∅ then ν − |J ∪ {0, ν − 1}| = 0 and we define(
max
j∈K ′
‖cj‖(k0)gYj ,UYj ,r
)ν−|J∪{0,ν−1}|
= 1.
Proof. Applying the same technique as in the proof of [8, Lemma 7.4] (see also the
proof of [21, Lemma 2.6.25, p. 155]) we infer1
‖cw0 . . . cwν ‖2Lb(L2(V ;V˜ )) ≤ C
2ν−2|J |
0 C
2+2|J |
1
(
‖c0‖(k1)gY0 ,UY0,r
)2 (
‖cν‖(k1)gYν ,UYν,r
)2
1here and throughout the article we use the principle of vacuous (empty) product; i.e.
∏0
j=1 rj = 1
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·

 ∏
j∈J\{0}
‖cj‖(k1)gYj ,UYj ,r



 ∏
j∈(J+1)\{ν}
‖cj‖(k1)gYj ,UYj ,r




ν−1∏
j=1
j 6∈J
‖cj‖(k0)gYj ,UYj ,r




ν−1∏
j=1
j 6∈J+1
‖cj‖(k0)gYj ,UYj ,r


(3.1)
·
(
ν−1∏
j=0
δr(Yj, Yj+1)
−2N0
)(∏
j∈J
δr(Yj, Yj+1)
−2N1
)
,
with C0 and k0 ≥ 2n + 1 depending only on N0 and C1 ≥ C0 and k1 ≥ k0 depending
on N0+N1. Now, one can deduce the claim in the lemma by considering the four cases
depending on whether 0 or ν − 1 belongs to J or not. We illustrate the main ideas on
the case when 0 6∈ J and ν − 1 6∈ J . As J 6= ∅, ν ≥ 3. Denote s = min{j| j ∈ J},
t = max{j| j ∈ J}. Clearly 1 ≤ s ≤ t ≤ ν − 2; K,K ′ 6= ∅; t+ 1 6∈ J ; s 6∈ J + 1. Denote
c˜ = maxj∈K ‖cj‖(k1)gYj ,UYj ,r, ˜˜c = maxj∈K ′ ‖cj‖
(k0)
gYj ,UYj ,r
. The products in (3.1) are equal to

 ∏
j∈J\{0}
‖cj‖(k1)gYj ,UYj ,r



 ∏
j∈(J+1)\{ν}
‖cj‖(k1)gYj ,UYj ,r




ν−1∏
j=1
j 6=t+1, j 6∈J
‖cj‖(k0)gYj ,UYj ,r


·


ν−1∏
j=1
j 6=s, j 6∈J+1
‖cj‖(k0)gYj ,UYj ,r

 ‖ct+1‖(k0)gYt+1 ,UYt+1 ,r‖cs‖(k0)gYs ,UYs ,r
≤ c˜2|J |˜˜c2(ν−|J |−2)‖ct+1‖(k0)gYt+1 ,UYt+1 ,r‖cs‖
(k0)
gYs ,UYs ,r
.
As t + 1, s ∈ K and k0 ≤ k1, we infer ‖cs‖(k0)gYs ,UYs ,r ≤ c˜, ‖ct+1‖
(k0)
gYt+1 ,UYt+1 ,r
≤ c˜ and
the above is bounded by c˜2(|J |+1)˜˜c2(ν−|J |−2). As |J | + 1 = |(J ∪ {0})\{ν − 1}| and
ν − |J | − 2 = ν − |J ∪ {0, ν − 1}|, we deduce the claim in the lemma. 
The following is a slight generalisation of [8, Lemma 7.5] (cf. [21, Lemma 2.6.26,
p. 156]).
Lemma 3.2. Let g be a geodesically temperate symplectic Ho¨rmader metric. There
exist C0 > 0 and k0 ∈ Z+ which depend only on the structure constants of g, and for
all k ∈ N, there exist C1, N1 > 0, k1 ∈ Z+, such that for ν ∈ Z+ and a1, . . . , aν ∈
S(1, g;Lb(V˜ )) it holds
‖aw1 . . . awν ‖(k)op(1,g) ≤ C1(ν + 1)N1
(
C0 max
j=1,...,ν
‖aj‖(k0)S(1,g;Lb(V˜ ))
)ν−4k (
C1 max
j=1,...,ν
‖aj‖(k1)S(1,g;Lb(V˜ ))
)4k
.
Proof. Let ϕY ∈ S(W ), Y ∈ W , be the decomposition of unity given in [21, Theorem
2.2.7, p. 70], that is Y 7→ ϕY ,W → S(W ), is a smooth family of non-negative functions
such that suppϕY ⊆ UY,r and (2.2) holds true. Denote aj,Y = ϕY aj, j = 1, . . . , ν, and
set a0,Y = θY I and aν+1,Y = ϕY I, with I : V˜ → V˜ being the identity operator. Let
k ∈ Z+. Fix Y0 ∈ W and let Lj(X) = [Tj , X ], j = 1, . . . , k, with gY0(Tj) = 1. Employing
8 S. PILIPOVIC´ AND B. PRANGOSKI
the same technique as in the proof of [21, Lemma 2.6.26, p. 156] (see also the proof of
[8, Lemma 7.5]) we deduce that ‖ ad(L1I)w . . . ad(LkI)w · (θY0I)waw1 . . . awν ‖Lb(L2(V ;V˜ )) is
bounded by sum of (ν + 2)k terms ω˜k of the form
ω˜k =
∫
W ν+1
‖bw0 . . . bwν+1‖Lb(L2(V ;V˜ ))|gY1|1/2 . . . |gYν+1|1/2dY1 . . . dYν+1, (3.2)
where bj = (
∏
α∈Ej
∂Tα)aj,Yj and Ej, j = 0, . . . , ν + 1, are disjoint possibly empty
subsets of {1, . . . , k}.2 Let J = {j ∈ N|Ej 6= ∅}; clearly |J | ≤
∑
j |Ej| ≤ k. Similarly
as in the proof of [21, Lemma 2.6.26, p. 156], we define cj = bj = aj,Yj for j 6∈ J , and
cj = bj(
∏
α∈Ej
gYj(Tα)
−1/2) for j ∈ J . Employing the geodesic temperance of g(= g#),
in an analogous fashion as in the proof of the quoted result, we infer
gYj(Tα) ≤ C(ν + 1)N−1
j−1∑
l=0
δr(Yl, Yl+1)
N2 , j = 1, . . . , ν + 1, α = 1, . . . , k,
where C and N depend only on the structure constants of g and the constants in (2.5).
If J\{0} 6= ∅, we infer
‖bw0 . . . bwν+1‖Lb(L2(V ;V˜ )) ≤ Ck(ν + 1)(N−1)k‖cw0 . . . cwν+1‖L(L2b(V ;V˜ ))
∏
j∈J\{0}
(
j−1∑
l=0
δr(Yl, Yl+1)
N2
)|Ej |
= Ck(ν + 1)(N−1)k‖cw0 . . . cwν+1‖L(L2b(V ;V˜ ))
∑
µ
Fµ, (3.3)
where, the very last sum has at most (ν + 1)k terms and each Fµ is of the following
form
Fµ =
ν∏
j=0
δr(Yj, Yj+1)
mj,µN2
with mj,µ ∈ N satisfying
∑ν
j=0mj,µ ≤
∑
j∈J |Ej| ≤ k. If J = {0} (i.e. only E0 is non-
empty) then (3.3) remains true if the sum over µ has only one term Fµ = 1, i.e.mj,µ = 0,
j = 0, . . . , ν. For each µ, let Jµ = {j ∈ N|mj,µ 6= 0}; clearly |Jµ| ≤
∑
j mj,µ ≤ k. Define
F˜µ = Fµ
∏
j∈((J∪{ν})\{ν+1})∪((J−1)∩N)
j 6∈Jµ
δr(Yj, Yj+1)
N2 =
ν∏
j=0
δr(Yj, Yj+1)
m˜j,µN
2
.
Then
∑ν
j=0 m˜j,µ ≤ 3k+1. Let J˜µ = {j ∈ N| m˜j,µ 6= 0}. Then |J˜µ| ≤ 3k+1, ν ∈ J˜µ and
‖bw0 . . . bwν+1‖L(L2(V ;V˜ )) ≤ Ck(ν + 1)(N−1)k
∑
µ
‖cw0 . . . cwν+1‖L(L2(V ;V˜ ))F˜µ; (3.4)
J\{0, ν + 1} ⊆ J˜µ ∩ (J˜µ + 1). (3.5)
2we employ the convention
∏
s∈∅Bs = Id
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For each µ we apply Lemma 3.1 withN0 ≥ 0 such that supY ∈W
∫
W
δr(Y, Z)
−N0|gZ|1/2dZ <
∞, N1 = kN2 and J˜µ ⊆ {0, . . . , ν} (with ν + 1 in place of ν) to obtain
‖cw0 . . . cwν+1‖L(L2(V ;V˜ )) ≤ Cν+1−|J˜µ|0 C1+|J˜µ|1 ‖c0‖(k1)gY0 ,UY0,r‖cν+1‖
(k1)
gYν+1 ,UYν+1,r
·
(
max
j∈K˜ ′µ
‖cj‖(k0)gYj ,UYj ,r
)ν+1−|J˜µ∪{0,ν}|(
max
j∈K˜µ
‖cj‖(k1)gYj ,UYj ,r
)|(J˜µ∪{0})\{ν}|
·
ν∏
j=0
δr(Yj, Yj+1)
−N0
∏
j∈J˜µ
δr(Yj, Yj+1)
−kN2,
where K˜µ = (J˜µ ∪ (J˜µ + 1))\{0, ν + 1} 6= ∅ (since ν ∈ J˜µ) and K˜ ′µ = (N ∩ [1, ν])\(J˜µ ∩
(J˜µ + 1)); of course, we may assume k0 ≤ k1. Notice that K˜ ′µ = ∅ if and only if
J˜µ = {0, . . . , ν}. By construction, there exists C ′ ≥ 1, which depends only on the
structure constants of g, such that ‖cj‖(l)gYj ,UYj ,r ≤ C
′k‖aj,Yj‖(l+k)gYj ,UYj ,r, for all l ∈ N,
j = 1, . . . , ν. Furthermore, if j ∈ K˜ ′µ, (3.5) implies cj = aj,Yj . Finally, notice that
the seminorms of c0 and cν+1 depend only on the structure constants of g (recall
a0,Y0 = θY0I, aν+1,Y = ϕY I). Plugging these estimates in (3.4) we infer (since ν ∈ J˜µ)
‖bw0 . . . bwν+1‖L(L2(V ;V˜ )) ≤ C ′1(ν + 1)(N−1)k
ν∏
j=0
δr(Yj, Yj+1)
−N0
·
∑
µ
(
C ′0 max
j=1...,ν
‖aj‖(k0)S(1,g;Lb(V˜ ))
)ν+1−|J˜µ∪{0}|(
C ′1 max
j=1,...,ν
‖aj‖(k1+k)S(1,g;Lb(V˜ ))
)|J˜µ∪{0}|−1
,
(3.6)
with C ′0 depending only on the structure constants of g and C
′
1 independent of ν and
a1, . . . , aν . Since |J˜µ ∪ {0}| ≤ 3k + 2 ≤ 4k + 1 we deduce
(
C ′0 max
j=1...,ν
‖aj‖(k0)S(1,g;Lb(V˜ ))
)ν+1−|J˜µ∪{0}|(
C ′1 max
j=1,...,ν
‖aj‖(k1+k)S(1,g;Lb(V˜ ))
)|J˜µ∪{0}|−1
≤
(
C ′0 max
j=1...,ν
‖aj‖(k0)S(1,g;Lb(V˜ ))
)ν−4k (
C ′1 max
j=1,...,ν
‖aj‖(k1+k)S(1,g;Lb(V˜ ))
)4k
.
Having in mind the latter and the fact that the sum over µ has at most (ν+1)k terms,
we can employ the estimate (3.6) in (3.2) to conclude the claim in the lemma; the
estimates for ‖(θY0I)waw1 . . . awν ‖Lb(L2(V ;V˜ )) (when k = 0) can be obtained in analogous
fashion as for the case when k ∈ Z+. 
The following remarks will prove useful throughout the rest of the article; we state
them here for convenience but we will frequently tacitly apply them.
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Remark 3.3. If Ej , j = 1, 2, are two locally compact Hausdorff topological spaces and
fj : Ej → S(W ;Lb(V˜ )), j = 1, 2, continuous mappings, then the mapping
(λ, µ) 7→ f1(λ)#f2(µ), E1 ×E2 → S(W ;Lb(V˜ )), (3.7)
is continuous; this is a direct consequence of [21, Corollary 2.3.3, p. 85]. Consequently,
if E1 = E2 = E, the mapping λ 7→ f1(λ)#f2(λ), E → S(W ;Lb(V˜ )), is continuous.
If Ej , j = 1, 2, are as above and fj : Ej → S(Mj, g;Lb(V˜ )), j = 1, 2, are continuous
mappings where M1 and M2 are admissible weights for g then [21, Theorem 2.3.7, p.
91] verifies that the mapping
(λ, µ) 7→ f1(λ)#f2(µ), E1 × E2 → S(M1M2, g;Lb(V˜ )) (3.8)
is continuous. Again, if E1 = E2 = E, this implies that the mapping λ 7→ f1(λ)#f2(λ),
E → S(M1M2, g;Lb(V˜ )), is also continuous.
Remark 3.4. If Ej , j = 1, 2, are two smooth manifolds without boundary (we always
assume the smooth manifolds are paracompact) and fj : Ej → S(W ;Lb(V˜ )), j = 1, 2,
are of class CN , 0 ≤ N ≤ ∞, then so is the map (3.7); this can be easily derived from
[21, Corollary 2.3.3, p. 85] (in fact, since the problem is local in nature, it is enough to
prove it when E1 and E2 are Euclidean spaces). If Xj is a smooth vector field on Ej
and fj is smooth, j = 1, 2, then
X1 ×X2(f1(λ)#f2(µ)) = X1f1(λ)#f2(µ) + f1(λ)#X2f2(µ) (3.9)
(of course, X1f1(λ) and X2f2(µ) are smooth maps into S(W ;Lb(V˜ ))). Consequently, if
E1 = E2 = E, the mapping λ 7→ f1(λ)#f2(λ), E → S(W ;Lb(V˜ )), is smooth and the
smooth vector fields on E are derivations of the algebra C∞(E;S(W ;Lb(V˜ ))) (with the
associative product #). If fj, j = 1, 2, are of class C
N , N ≥ 1, and X a smooth vector
field on E, we still have
X(f1(λ)#f2(λ)) = Xf1(λ)#f2(λ) + f1(λ)#Xf2(λ). (3.10)
If E1 and E2 are as above and fj : Ej → S(Mj , g;Lb(V˜ )), j = 1, 2, are of class CN ,
0 ≤ N ≤ ∞, where Mj , j = 1, 2, are admissible weights for g, then the mapping (3.8)
is also of class CN (by [21, Theorem 2.3.7, p. 91]). When fj , j = 1, 2, are smooth, (3.9)
holds true; in particular, if E1 = E2 = E and M1 = M2 = 1, the smooth vector fields
on E are derivations of the unital algebra C∞(E;S(1, g;Lb(V˜ ))) (with the associative
product #). Furthermore, if f1 and f2 are of class CN , N ≥ 1, and X a smooth vector
field on E, (3.10) remains valid.
The main result of the section is the following.
Theorem 3.5. Assume that g is a geodesically temperate Ho¨rmander metric. Let E
be a Hausdorff topological space and f : E → S(1, g;Lb(V˜ )) a continuous mapping. If
for each λ ∈ E, f(λ)w is invertible operator on L2(V ; V˜ ), then there exists a unique
continuous mapping f˜ : E → S(1, g;Lb(V˜ )) such that
f˜(λ)#f(λ) = f(λ)#f˜(λ) = I, ∀λ ∈ E. (3.11)
ELLIPTICITY AND FREDHOLMNESS IN THE WEYL-HO¨RMANDER CALCULUS 11
If E is a smooth manifold without boundary and f : E → S(1, g;Lb(V˜ )) is of class CN ,
0 ≤ N ≤ ∞, then f˜ : E → S(1, g;Lb(V˜ )) is also of class CN .
Proof. The existence of f˜ : E → S(1, g;Lb(V˜ )) which satisfies (3.11) is a direct con-
sequence of [21, Theorem 2.6.27, p. 158]3 and the uniqueness easily follows from the
fact that S(1, g;Lb(V˜ )) is a unital associative algebra. We need to proof the continuity
and the fact that f˜ is of class CN , respectively. Throughout the proof, we fix an inner
product on V˜ and denote by ‖ · ‖V˜ and ‖ · ‖Lb(V˜ ) the induced norms.
The continuity of f˜ follows from general facts on Fre´chet algebras because of the fol-
lowing. The set of invertible elements of the Banach algebra Lb(L2(V ; V˜ )) is open and
thus its inverse image under the continuous mapping S(1, g;Lb(V˜ )) → Lb(L2(V ; V˜ )),
a 7→ aw, is open in S(1, g;Lb(V ; V˜ )) and it coincides with the set of invertible elements
of S(1, g;Lb(V˜ )) because of spectral invariance [21, Theorem 2.6.27, p. 158]. Hence [29,
Chapter 7, Proposition 2, p. 113] implies that the inversion on this set (equipped with
the topology induced by S(1, g;Lb(V˜ ))) is continuous which implies that f˜ is contin-
uous. However, we will give a direct proof of the continuity of f˜ in the case E is a
locally compact Hausdorff topological space since much of the ideas (and notations)
we employ in this case will become useful for the part concerning the assertion that f˜
is of class CN when E is a smooth manifold.
Assume first that g is symplectic; thus g = g# = gσ. Let E be a locally com-
pact Hausdorff topological space and let r : E → S(1, g;Lb(V˜ )) be a continuous
mapping such that ‖r(λ)w‖Lb(L2(V ;V˜ )) < 1, ∀λ ∈ E. Then (Id − r(λ)w)−1 = Id +∑∞
m=1(r(λ)
w)m as operators on L2(V ; V˜ ). Fix λ0 ∈ E and a compact neighbourhood
K of λ0. There exists 0 < ε < 1 such that supλ∈K ‖r(λ)w‖Lb(L2(V ;V˜ )) ≤ ε and, for
every k ∈ N there exists C˜k ≥ 1 such that supλ∈K ‖r(λ)‖(k)S(1,g;Lb(V˜ )) ≤ C˜k. Now,
in analogous way as in the first part of the proof of [21, Theorem 2.6.27, p. 158]
one deduces that for each k ∈ N there exists 0 < εk < 1 and C˜ ′k ≥ 1 such that
supλ∈K ‖r(λ)#m‖(k)S(1,g;Lb(V˜ )) ≤ C˜
′
kε
m
k . Thus I +
∑∞
m=1 r(λ)
#m converges to a continu-
ous function R : E → S(1, g;Lb(V˜ )) such that R(λ)w is the inverse of Id − r(λ)w in
L2(V ; V˜ ); a direct inspection also yields (I − r(λ))#R(λ) = R(λ)#(I − r(λ)) = I,
for all λ ∈ E. If E is a smooth p-dimensional manifold and r : E → S(1, g;Lb(V˜ ))
is of class CN , 1 ≤ N ≤ ∞, such that ‖r(λ)w‖Lb(L2(V ;V˜ )) < 1, ∀λ ∈ E, we claim that
λ 7→ I +∑∞m=1 r(λ)#m, E → S(1, g;Lb(V˜ )), is also of class CN (it is continuous by
the above considerations). Let λ0 ∈ E be arbitrary but fixed. Let K be a compact
neighbourhood of λ0 included in a coordinate neighbourhood U with local coordi-
nates (λ1, . . . , λp) about λ0. Let q ∈ Z+, q ≤ N , be arbitrary but fixed and denote
C˜ = 1 + supα∈Np, |α|≤q supλ∈K ‖∂αλ r(λ)w‖Lb(L2(V ;V˜ )) < ∞. For each α ∈ Np, |α| ≤ q,
3this result is given only for the scalar valued case, but one can easily verify that the same proof
works in the vector valued case as well
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∂αλ (r(λ)
#m) is a sum of m|α| terms
bλ,1# . . .#bλ,m, with bλ,j = ∂
β(j)r(λ), j = 1, . . . , m, and
m∑
j=1
β(j) = α.
For k ∈ N, we apply [21, Theorem 2.6.12, p. 145] with τ ∈ [0, 1) to be chosen later to
deduce the existence of C ′k,τ ≥ 1 and lk,τ ∈ Z+ such that
‖(bλ,1# . . .#bλ,m)w‖(k)op(1,g) ≤ C ′k,τ
(
‖(bλ,1# . . .#bλ,m)w‖(0)op(1,g)
)τ (
‖bwλ,1 . . . bwλ,m‖(lk,τ )op(1,g)
)1−τ
.
When m ≥ 2q, at least m− q ≥ m/2 of the terms bλ,j are just r(λ) and thus
‖(bλ,1# . . .#bλ,m)w‖(0)op(1,g) ≤ C ′‖bwλ,1 . . . bwλ,m‖Lb(L2(V ;V˜ )) ≤ C ′C˜q‖r(λ)w‖
m/2
Lb(L2(V ;V˜ ))
.
To estimate ‖bwλ,1 . . . bwλ,m‖(lk,τ )op(1,g), we apply Lemma 3.2 to conclude
‖bwλ,1 . . . bwλ,m‖(lk,τ )op(1,g) ≤ Clk,τ (m+ 1)Nlk,τ
(
C0 max
j=1,...,m
‖bλ,j‖(k0)S(1,g;Lb(V˜ ))
)m−4lk,τ
·
(
C1max
|β|≤q
‖∂βλr(λ)‖(k1(lk,τ ))S(1,g;Lb(V˜ ))
)4lk,τ
.
Denote C˜1 = max|β|≤q supλ∈K ‖∂βλr(λ)‖(k0)S(1,g;Lb(V˜ )) < ∞ (recall, k0 depends only on the
structure constants of g). Then, for m ≥ max{2q, 4lk,τ} we deduce
‖(∂αλ r(λ)#m)w‖(k)op(1,g) ≤ C ′′k,τ C˜qmq(m+ 1)Nlk,τ ‖r(λ)w‖τm/2Lb(L2(V ;V˜ ))(C0C˜1)
(m−4lk,τ )(1−τ)
·

C1 sup
λ∈K
|β|≤q
‖∂βλr(λ)‖(k1(lk,τ ))S(1,g;Lb(V˜ ))


4lk,τ (1−τ)
.
We take τ ∈ (0, 1) such that (recall, C0 depends only on the structure constants of g)
ε = sup
λ∈K
‖r(λ)w‖τ/2
Lb(L2(V ;V˜ ))
(C0C˜1)
1−τ < 1
and deduce that ‖(∂αλ r(λ)#m)w‖(k)op(1,g) ≤ C ′′′mq(m+ 1)Nlk,τ εm, for m ≥ max{2q, 4lk,τ}.
As q and λ0 are arbitrary, we conclude that λ 7→ 1+
∑∞
m=1 r(λ)
#m, E 7→ S(1, g;Lb(V˜ )),
is of class CN .
Let f be as in the statement of the theorem; we continue to assume g is symplectic.
Fix λ0 ∈ E and let K be a compact neighbourhood of λ0 and, if E is a smooth
manifold, assume further that K is a regular compact set (i.e. K = intK) included
in a coordinate neighbourhood U of λ0. Since (f(λ)
w)∗f(λ)w is positive invertible on
L2(V ; V˜ ), f is continuous and K compact, there exists C > 0 and for each λ ∈ K there
exists 0 < cλ ≤ C such that
cλ‖u‖2L2(V ;V˜ ) ≤ ((f(λ)w)∗f(λ)wu, u) ≤ C‖u‖2L2(V ;V˜ ), ∀u ∈ L2(V ; V˜ ), ∀λ ∈ K.
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Define r(λ) = I − C−1f(λ)∗#f(λ) and thus, r(λ)w = Id − C−1(f(λ)w)∗f(λ)w. The
mapping r : K → S(1, g;Lb(V˜ )) is continuous and ‖r(λ)w‖Lb(L2(V ;V˜ )) < 1, ∀λ ∈ K. If
E is a smooth manifold and f is of class CN , then r : intK → S(1, g;Lb(V˜ )) is also of
class CN . As K is compact, we infer supλ∈K ‖r(λ)w‖Lb(L2(V ;V˜ )) < 1. The first part now
implies that there exists a continuous mapping RK : K → S(1, g;Lb(V˜ )) such that
RK(λ)#f(λ)
∗#f(λ) = I = f(λ)∗#f(λ)#RK(λ), ∀λ ∈ K. (3.12)
Similarly, there exists a continuous mapping R˜K : K → S(1, g;Lb(V˜ )) such that
R˜K(λ)#f(λ)#f(λ)
∗ = I = f(λ)#f(λ)∗#R˜K(λ), ∀λ ∈ K. (3.13)
Now, (3.12) and (3.13) imply that RK(λ)#f(λ)
∗ = f(λ)∗#R˜K(λ), ∀λ ∈ K. Thus, by
defining f˜K(λ) = RK(λ)#f(λ)
∗, we deduce that f˜K : K → S(1, g;Lb(V˜ )) is continuous
and satisfies the conclusion of the theorem on K. If E is smooth manifold and f is
of class CN , the first part verifies that the restriction of RK to intK is of class CN
and thus the restriction of f˜K to intK is also of class CN . Covering E by compact
neighbourhoods and noticing that, when K ∩K ′ 6= ∅,
f˜K(λ) = f˜K(λ)#f(λ)#f˜K ′(λ) = f˜K ′(λ), ∀λ ∈ K ∩K ′,
we conclude the proof of the theorem when g is symplectic.
Assume now that g is a general geodesically temperate Ho¨rmander metric; g# is
also a Ho¨rmander metric by [21, Proposition 2.2.20, p. 78], g# is geodesically temperate
(cf. [21, Remark 2.6.21, p. 153]) and every admissible weight for g is admissible for
g# too. Let E be a locally compact Hausdorff topological space. Since S(1, g;Lb(V˜ ))
is continuously included into S(1, g#;Lb(V˜ )), the first part of the proof verifies the
existence of a continuous map f˜ : E → S(1, g#;Lb(V˜ )) such that (3.11) holds. In
fact, [21, Theorem 2.6.27, p. 158] verifies that f˜(E) ⊆ S(1, g;Lb(V˜ )); we only need to
prove it is continuous as an S(1, g;Lb(V˜ ))-valued mapping. Let k ∈ Z+. Given S ∈ W
and Tj ∈ W , j = 1, . . . , k, satisfying gS(Tj) = 1, define the function MTl1 ,...,TlmS (X) =∏m
j=1 gX(Tlj )
1/2, X ∈ W . One easily verifies that MTl1 ,...,TlmS , {l1, . . . , lm} ⊆ {1, . . . , k},
are admissible weights for g and g# with uniform structure constants for g and g# (cf.
the proof of [21, Theorem 2.6.27, p. 158]); of course the structure constants depend on
k. Notice that ∂Tl1 . . . ∂Tlm f(λ) ∈ S(M
Tl1 ,...,Tlm
S , g
#;Lb(V˜ )), for all λ ∈ E. Moreover,
‖∂Tl1 . . . ∂Tlm f(λ)‖
(q)
S(M
Tl1
,...,Tlm
S ,g
#;Lb(V˜ ))
≤ ‖f(λ)‖(q+m)
S(1,g;Lb(V˜ ))
, for all q ∈ N, λ ∈ E.(3.14)
Applying ∂T1 to the identity (3.11), we infer ∂T1 f˜(λ)#f(λ) + f˜(λ)#∂T1f(λ) = 0 and
thus ∂T1 f˜(λ) = −f˜(λ)#∂T1f(λ)#f˜(λ). By induction, one can verify that ∂T1 . . . ∂Tk f˜(λ)
is a finite sum of terms of the form
±f (1)λ # . . .#f (s)λ (3.15)
where each f
(j)
λ is either f˜(λ) or ∂Tl1 . . . ∂Tlm f(λ) and s ≤ 2k+1; furthermore each ∂Tj ,
j = 1 . . . , k, appears exactly once in (3.15). Fix λ0 ∈ E and a compact neighbourhood
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K of λ0. Then ∂T1 . . . ∂Tk f˜(λ)− ∂T1 . . . ∂Tk f˜(λ0) is a finite sum of terms of the form
±
(
f
(1)
λ # . . .#f
(s)
λ − f (1)λ0 # . . .#f
(s)
λ0
)
(3.16)
with f
(j)
λ and f
(j)
λ0
as above and s ≤ 2k + 1. The quantity (3.16) is equal to
±
s∑
j=1
f
(1)
λ0
# . . .#f
(j−1)
λ0
#(f
(j)
λ − f (j)λ0 )#f
(j+1)
λ # . . .#f
(s)
λ .
We take the norm ‖ · ‖(0)
S(M
T1,...,Tk
S ,g
#;Lb(V˜ ))
of the above sum. Because of [21, Theorem
2.3.7, p. 91], there exists p ∈ Z+ and C > 0 independent of S and Tj (since MTl1 ,...,TlmS
have uniform structure constants with respect to g# and s ≤ 2k + 1) such that this
norm is dominated by
C
s∑
j=1
(
j−1∏
l=1
‖f (l)λ0 ‖
(p)
S(M˜l,g#;Lb(V˜ ))
)
‖f (j)λ − f (j)λ0 ‖
(p)
S(M˜j ,g#;Lb(V˜ ))
(
s∏
l=j+1
‖f (l)λ ‖(p)S(M˜l,g#;Lb(V˜ ))
)
,(3.17)
where M˜j , j = 1, . . . , s, are given as follows: when f
(j)
λ = f˜(λ) then M˜j(X) = 1, ∀X ∈
W , and when f
(j)
λ = ∂Tl1 . . . ∂Tlm f(λ) then M˜j(X) = M
Tl1 ,...,Tlm
S (X), ∀X ∈ W . Since f˜
and f are continuous with values in S(1, g#;Lb(V˜ )) and S(1, g;Lb(V˜ )) respectively and
K is compact, (3.17) tends to 0 as λ→ λ0 uniformly in S ∈ W , Tj ∈ W , j = 1, . . . , k,
satisfying gS(Tj) = 1 (cf. (3.14)). Thus
sup
S∈W
T1,...,Tk∈W,gS(Tj)=1
‖∂T1 . . . ∂Tk f˜(λ)(S)− ∂T1 . . . ∂Tk f˜(λ0)(S)‖Lb(V˜ ) → 0, as λ→ λ0.
We conclude f˜ is continuous at λ0 as a S(1, g;Lb(V˜ ))-valued mapping.
Assume that E is a smooth p-dimensional manifold with f being of class CN ,
1 ≤ N ≤ ∞. Then the first part proves that f˜ : E → S(1, g#;Lb(V˜ )) is of class CN and
the above also verifies that f˜ : E → S(1, g;Lb(V˜ )) is continuous. For a (local or global)
smooth vector field X on E, (3.11) implies
X f˜(λ) = −f˜(λ)#Xf(λ)#f˜(λ), as S(1, g#;Lb(V˜ ))− valued mappings. (3.18)
To prove f˜ is of class CN as an S(1, g;Lb(V˜ ))-valued mapping, let λ0 ∈ E and let K
be a regular compact set containing λ0 in its interior and K is contained in a coordi-
nate neighbourhood U of λ0 with local coordinates (λ
1, . . . , λp). We infer ∂λj f˜(λ) =
−f˜(λ)#∂λj f(λ)#f˜(λ) as S(1, g#;Lb(V˜ ))-valued maps (cf. (3.18)). Hence, the maps
f˜j : U → S(1, g;Lb(V˜ )), f˜j(λ) = −f˜(λ)#∂λj f(λ)#f˜(λ), j = 1, . . . , p, are well defined
and continuous. We will prove that
|λ− λ0|−1
(
f˜(λ)− f˜(λ0)−
p∑
j=1
(λj − λj0)f˜j(λ0)
)
→ 0, as λ→ λ0, in S(1, g;Lb(V˜ )).(3.19)
Let k ∈ Z+ be arbitrary but fixed and let T1, . . . , Tk, S ∈ W be such that gS(Tj) = 1,
j = 1, . . . , k. We keep the same notations as above. Notice that ∂Tl1 . . . ∂Tlm∂λj f(λ) ∈
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Tl1 ,...,Tlm
S , g
#;Lb(V˜ )), for all λ ∈ E, j = 1, . . . , p, and
‖∂Tl1 . . . ∂Tlm∂λj f(λ)‖
(q)
S(M
Tl1
,...,Tlm
S ,g
#;Lb(V˜ ))
≤ ‖∂λj f(λ)‖(q+m)S(1,g;Lb(V˜ )), (3.20)
for all q ∈ N, λ ∈ U , j = 1, . . . , p. Because of (3.15) and the fact that ∂Tj commute
with ∂λq , we deduce that ∂T1 . . . ∂Tk f˜q(λ) is a finite sum of terms of the form
±∂λq(f (1)λ # . . .#f (s)λ ) = ±
s∑
j=1
f
(1)
λ # . . .#∂λqf
(j)
λ # . . .#f
(s)
λ ,
and s ≤ 2k+ 1. Notice that ∂T1 . . . ∂Tk f˜(λ)− ∂T1 . . . ∂Tk f˜(λ0) is a finite sum of terms of
the form (3.16) which in turn is equal to
±
s∑
j=1
f
(1)
λ0
# . . .#f
(j−1)
λ0
#
(
f
(j)
λ − f (j)λ0 −
p∑
q=1
(λq − λq0)∂λqf (j)λ0
)
#f
(j+1)
λ # . . .#f
(s)
λ
(3.21)
±
p∑
q=1
(λq − λq0)
s∑
j=1
s∑
t=j+1
f
(1)
λ0
# . . .#f
(j−1)
λ0
#∂λqf
(j)
λ0
#f
(j+1)
λ0
# . . .#f
(t−1)
λ0
#(f
(t)
λ − f (t)λ0 )#f
(t+1)
λ # . . .#f
(s)
λ (3.22)
±
p∑
q=1
(λq − λq0)∂λq(f (1)λ # . . .#f (s)λ )
∣∣
λ=λ0
.
We deduce that the derivatives ∂T1 . . . ∂Tk of the term in brackets in (3.19) is a finite
sum of terms of the form (3.21) and (3.22). We take the norm ‖ · ‖(0)
S(M
T1,...,Tk
S ,g
#;Lb(V˜ ))
of
(3.21) and (3.22) and, similarly as above, we conclude that it is dominated by
s∑
j=1
(
j−1∏
l=1
‖f (l)λ0 ‖
(p)
S(M˜l,g#;Lb(V˜ ))
)∥∥∥∥∥f (j)λ − f (j)λ0 −
p∑
q=1
(λq − λq0)∂λqf (j)λ0
∥∥∥∥∥
(p)
S(M˜j ,g#;Lb(V˜ ))
·
(
s∏
l=j+1
‖f (l)λ ‖(p)S(M˜l,g#;Lb(V˜ ))
)
+ |λ− λ0|
p∑
q=1
s∑
j=1
s∑
t=j+1
(
j−1∏
l=1
‖f (l)λ0 ‖
(p)
S(M˜l,g#;Lb(V˜ ))
)
‖∂λqf (j)λ0 ‖
(p)
S(M˜j ,g#;Lb(V˜ ))
·
(
t−1∏
l=j+1
‖f (l)λ0 ‖
(p)
S(M˜l,g#;Lb(V˜ ))
)
‖f (t)λ − f (t)λ0 ‖
(p)
S(M˜t,g#;Lb(V˜ ))
(
s∏
l=t+1
‖f (l)λ ‖(p)S(M˜l,g#;Lb(V˜ ))
)
.
Thus, the seminorm ‖ · ‖(k)
S(1,g;Lb(V˜ ))
of (3.19) tends to 0 as λ→ λ0 (cf. (3.14) and (3.20);
additionally each s is at most 2k+1). Since k and λ0 ∈ intK are arbitrary, we conclude
that f˜ is C1 as S(1, g;Lb(V˜ ))-valued mapping whose partial derivatives are f˜j (recall,
these are continuous S(1, g;Lb(V˜ ))-valued mappings). In the same way one proves that
16 S. PILIPOVIC´ AND B. PRANGOSKI
f˜ is Ck, for every k ∈ Z+, k ≤ N , i.e. it is of class CN on intK, and, as K is arbitrary,
it is of class CN on E as S(1, g;Lb(V˜ ))-valued mapping. 
4. Fredholmness and ellipticity
The goal of this section is to investigate the relationship between the property of
a pseudodifferential operator to restrict to a Fredholm operator between appropriate
Sobolev spaces and the notion of ellipticity. In fact, we will prove that these are the
same provided the metric is geodesically temperate and its associate function λg tends
to infinity at infinity.
We start with the following simple but useful result.
Lemma 4.1. Let g be a Ho¨rmander metric and M1, M2 and M g-admissible weights.
If MM2/M1 vanishes at infinity then for any a ∈ S(M, g;Lb(V˜ )), aw restricts to a
compact operator from H(M1, g; V˜ ) into H(M2, g; V˜ ).
Proof. By [21, Corollary 2.6.16, p. 150], we can choose aj ∈ S(Mj , g), a˜j ∈ S(1/Mj, g)
satisfying aj#a˜j = 1 = a˜j#aj , j = 1, 2. Then a
w = (a˜2I)
w((a2I)#a#(a˜1I))
w(a1I)
w.
Since (a2I)#a#(a˜1I) ∈ S(MM2/M1, g;Lb(V˜ )) and MM2/M1 vanishes at infinity, [17,
Theorem 5.5] yields that ((a2I)#a#(a˜1I))
w is compact on L2(V ; V˜ ) and the result of
the lemma follows. 
The definition of ellipticity is as follows.
Definition 4.2. Let g be a Ho¨rmander metric andM g-admissible weight. We say that
a ∈ S(M, g;Lb(V˜ )) is S(M, g;Lb(V˜ ))-elliptic if there exist a compact neighbourhood of
the origin K ⊆W and C > 0 such that | det a(X)| ≥ CM(X)dim V˜ , for all X ∈ W\K.
Remark 4.3. Of course, in the scalar valued case, this definition reduces to the familiar
one when working in the frequently used calculi (the Shubin calculus, the SG calculus,
etc.; cf. [23, 25]); see also [10] for the notion of hypoellipticity in the scalar-valued
setting of the Weyl-Ho¨rmander calculus.
Remark 4.4. For a ∈ S(M, g;Lb(V˜ )), we always have det a ∈ S(Mdim V˜ , g). Thus, for
a given a ∈ S(M, g;Lb(V˜ )), the S(M, g;Lb(V˜ ))-ellipticity of a is equivalent to the
S(Mdim V˜ , g)-ellipticity of det a.
Remark 4.5. There exists c′0 ≥ 1 which depends only on dim V˜ and ‖ · ‖V˜ such that for
any invertible A : V˜ → V˜ we have 1/‖A‖Lb(V˜ ) ≤ ‖A−1‖Lb(V˜ ) ≤ c′0‖A‖dim V˜−1Lb(V˜ ) /| detA|.
Consequently, for a ∈ S(M, g;Lb(V˜ )) the S(M, g;Lb(V˜ ))-ellipticity of a is equivalent
to the following: there exist a compact neighbourhood of the origin K ⊆ W and C > 0
such that a(X) is invertible on W\K and ‖a(X)−1‖Lb(V˜ ) ≤ C/M(X), ∀X ∈ W\K.
Theorem 4.6. Let g be a Ho¨rmander metric satisfying λg →∞ and M a g-admissible
weight. If a ∈ S(M, g;Lb(V˜ )) is elliptic than for any g-admissible weight M1, aw re-
stricts to a Fredholm operator from H(M1, g; V˜ ) into H(M1/M, g; V˜ ) and its index is
independent of M1.
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Proof. Let a˜ = a−1 away from the origin and modified on a sufficiently large compact
neighbourhood of the origin so as to be a well defined element of S(1/M, g;Lb(V˜ )).
Then a˜#a− I ∈ S(1/λg, g;Lb(V˜ )) and Lemma 4.1 verifies that a˜waw − Id is compact
operator on H(M1, g; V˜ ). Similarly, a
wa˜w− Id is compact operator on H(M1/M, g; V˜ ).
Consequently, aw : H(M1, g; V˜ ) → H(M1/M, g; V˜ ) is Fredholm. To prove that the
index is independent of M1, let M2 be another g-admissible weight and denote by
Aj the restriction of a
w to H(Mj, g; V˜ ) → H(Mj/M, g; V˜ ), j = 1, 2. Because of [21,
Corollary 2.6.16, p. 150] we can choose b1 ∈ S(M1/M2, g) and b2 ∈ S(M2/M1, g) such
that b1#b2 = 1 = b2#b1. Consequently, the restrictions B1 and B2 of (b1I)
w and (b2I)
w
toH(M1, g; V˜ )→ H(M2, g; V˜ ) andH(M2/M, g; V˜ )→ H(M1/M, g; V˜ ) respectively, are
isomorphisms. Since (b2I)#a#(b1I)− a ∈ S(M/λg, g;Lb(V˜ )) and λg →∞ at infinity,
Lemma 4.1 implies that B2A2B1 − A1 : H(M1, g; V˜ ) → H(M1/M, g; V˜ ) is compact.
Consequently, indA2 = indB2A2B1 = indA1. 
Remark 4.7. If there exists C, δ > 0 such that λg(X) ≥ C(1+g0(X))δ, ∀X ∈ W , (i.e. if
the metric satisfies the strong uncertainty principle) then given an elliptic a ∈ S(M, g)
one can construct a parametrix of a (see [5, 22]; see also [11, 15]) and derive from that
the the index of aw|H(M1,g) : H(M1, g) → H(M1/M, g) does not depend on M1; in fact
one can derive the stronger result that the dimensions of the kernel and cokernel are
independent of M1 (cf. [23, Section 1.6]). The significance of the above result is that
the index is independent of M1 even when only requiring λg →∞; however we can not
say anything about the invariance of the dimensions of the kernel and cokernel.
Our next goal is to prove a converse result to that of Theorem 4.6; namely, if
aw restrict to a Fredholm operator between Sobolev spaces than it is elliptic. The
proof relies on Theorem 3.5 and, consequently, on the spectral invariance of the Weyl-
Ho¨rmander calculus which, in turn, relies on the geodesic temperance of g. We first
prove this result for symbols in S(1, g;Lb(V˜ )) and derive the general case from the
latter.
Before we proceed, we need the the following result whose proof is the same as for
[24, Lemma 2.7] and we omit it.
Lemma 4.8. Let g be a Ho¨rmander metric and a ∈ S(1, g;Lb(V˜ )) is such that A =
aw |L2(V ;V˜ ) has finite dimensional range. Then there exist ϕj ∈ S(V ; V˜ ′), ψj ∈ S(V ; V˜ ),
j = 1, . . . , m, such that Af =
∑m
j=1〈f, ϕj〉ψj, f ∈ L2(V ; V˜ ). Consequently, the kernel
of A is in S(V ; V˜ ′)⊗ S(V ; V˜ ) and thus a ∈ S(W ;Lb(V˜ )).
Theorem 4.9. Let g be a geodesically temperate Ho¨rmander metric satisfying λg →∞.
If a ∈ S(1, g;Lb(V˜ )) is such that aw restricts to a Fredholm operator on L2(V ) then a
is elliptic.
Proof. Throughout the proof, we fix an inner product on V˜ and denote by ‖ · ‖V˜ and
‖ · ‖Lb(V˜ ) the induced norms. Denote A = aw|L2(V ;V˜ ). As A is Fredholm, 0 is an isolated
point of the spectrum of the positive operator A∗A (see [13, Lemma 7.2]). Let Γ be
a circle about the origin in C with radius r ≤ 1 which contains no other point of the
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spectrum of A∗A except possibly 0 and define
B =
1
2πi
∫
Γ
(λId−A∗A)−1dλ.
Then B is an orthogonal projection and [26, Section 5.10, Theorems 10.2 and 10.1, p.
330] imply that the range of B is kerA∗A = kerA; i.e. B is an orthogonal projection
onto kerA (this trivially holds if kerA = {0}). Let a˜λ = λI − a∗#a ∈ S(1, g;Lb(V˜ )),
λ ∈ Γ. The mapping λ 7→ a˜λ, Γ → S(1, g;Lb(V˜ )), is continuous (and in fact smooth)
and a˜wλ is invertible on L
2(V ; V˜ ). Theorem 3.5 yields the existence of continuous (and
in fact smooth) mapping λ 7→ b˜λ, Γ → S(1, g;Lb(V˜ )), such that b˜λ#a˜λ = I = a˜λ#b˜λ,
λ ∈ Γ. Define
b(X) =
1
2πi
∫
Γ
b˜λ(X)dλ =
r
2π
∫ 2pi
0
b˜reit(X)e
itdt, X ∈ W.
Clearly b ∈ C∞(W ;Lb(V˜ )) and, since λ 7→ b˜λ is continuous and Γ is compact, one easily
derives that b ∈ S(1, g;Lb(V˜ )). For each m ∈ Z+, define c˜m,t = b˜re2piij/me2piij/m, when
2π(j − 1)/m ≤ t < 2πj/m, j = 1, . . . , m; clearly cm,t ∈ S(1, g;Lb(V˜ )). Furthermore,
bm =
r
2π
∫ 2pi
0
cm,tdt =
r
2π
m∑
j=1
b˜re2piij/me
2piij/m · 2π
m
∈ S(1, g;Lb(V˜ )).
Now
‖bw − bwm‖Lb(L2(V ;V˜ )) ≤ C‖b− bm‖
(k)
S(1,g;Lb(V˜ ))
≤ C
2π
m∑
j=1
∫ 2pij/m
2pi(j−1)/m
‖b˜reiteit − b˜re2piij/me2piij/m‖(k)S(1,g;Lb(V˜ ))dt.
The right hand side tends to 0 as m → ∞ since t 7→ b˜reiteit, [0, 2π] → S(1, g;Lb(V˜ )),
is uniformly continuous. Consequently bwm → bw in Lb(L2(V ; V˜ )). On the other hand,
cwm,t → b˜wreiteit, asm→∞, pointwise in Lb(L2(V ; V˜ )), so dominated convergence implies
bwm → B in Lb(L2(V ; V˜ )). We conclude bw |L2(V ;V˜ ) = B. Since the range of B is the finite
dimensional space kerA, we can apply Lemma 4.8 to deduce b ∈ S(W ;Lb(V˜ )). One
easily verifies that B + A∗A is invertible on L2(V ; V˜ ) and consequently, there exists
c ∈ S(1, g;Lb(V˜ )) such that cw|L2(V ;V˜ ) = (B + A∗A)−1. We infer c#(b + a∗#a) = I
which yields c#a∗#a = I − c#b. Since c#b ∈ S(W ;Lb(V˜ )) and c#a∗#a − ca∗a ∈
S(1/λg, g;Lb(V˜ )), we deduce ca∗a − I ∈ S(1/λg, g;Lb(V˜ )). As c ∈ S(1, g;Lb(V˜ )) and
1/λg vanishes at infinity, we conclude the validity of the theorem.
4

The main result of the section is the following.
Theorem 4.10. Let g be a geodesically temperate Ho¨rmander metric satisfying λg →
∞ and M and M1 two g-admissible weights. If a ∈ S(M, g;Lb(V˜ )) is such that aw re-
stricts to a Fredholm operator from H(M1, g; V˜ ) into H(M1/M, g; V˜ ) then a is elliptic.
4there exists ε > 0 which depends only on dim V˜ and ‖ · ‖V˜ such that for all P ∈ L(V˜ ) satisfying
‖P‖
Lb(V˜ )
≤ ε it holds | det(I + P )| ≥ 1/2
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Proof. Take elliptic b ∈ S(1/M1, g) and elliptic c ∈ S(M1/M, g). Then a˜ = (cI)#a#(bI) ∈
S(1, g;Lb(V˜ )) and a˜w = (cI)waw(bI)w is Fredholm operator on L2(V ; V˜ ) (cf. The-
orem 4.6). By Theorem 4.9, | det a˜(X)| ≥ 1/C and ‖a˜(X)−1‖Lb(V˜ ) ≤ C for all X
outside of a compact neighbourhood of the origin K ⊆ W (cf. Remark 4.5). Denote
f = a˜− (cI)a(bI) ∈ S(1/λg, g;Lb(V˜ )) and notice that
| det(cI)a(bI)(X)| = | det a˜(X)|| det(I − a˜(X)−1f(X))|, ∀X ∈ W\K.
As 1/λg vanishes at infinity the claim in the theorem follows. 
References
[1] R. Beals, C. Fefferman, Spatially inhomogeneous pseudodifferential operators. I, Comm. Pure
Appl. Math. 27 (1974), 1-24.
[2] R. Beals, Spatially inhomogeneous pseudodifferential operators. II, Comm. Pure Appl. Math. 27
(1974), 161-205.
[3] R. Beals, A general calculus of pseudodifferential operators, Duke Math. J. 42 (1975), 1-42.
[4] R. Beals, Characterization of pseudodifferential operators and applications, Duke Math. J. 44(1)
(1977), 45-57.
[5] O. Bilyj, E. Schrohe, J. Seiler, H∞-calculus for hypoelliptic pseudodifferential operators, Proc.
Amer. Math. Soc. 138(5) (2010), 1645-1656.
[6] P. Boggiatto, E. Schrohe, Characterization, spectral invariance and the Fredholm property
ofmulti-quasi-elliptic operators, Rend. Sem. Mat. Univ. Politec. Torino, 59(4) (2001), 229-242
[7] J. M. Bony, On the Characterization of Pseudodifferential Operators (old and new), in Studies
in Phase Space Analysis with Applications to PDEs, pp. 21-34, Birkha¨user, New York, NY 2013.
[8] J. M. Bony, J. Y. Chemin, Espaces fonctionnels associe´s au calcul de Weyl-Ho¨rmander, Bull.
Soc. Math. France, 122(1) (1994), 77-118.
[9] J. M. Bony, N. Lerner, Quantification asymptotique et microlocalisations d’ordre suprieur. I.,
Ann. Sci. cole Norm. Sup. (4), 22(3) (1989), 377-433
[10] E. Buzano and F. Nicola, Complex powers of hypoelliptic pseudodifferential operators, J. Funct.
Anal. 245 (2007), 353–378.
[11] C. Cancelier, J.-Y, Chemin, C,-J. Xu, Calcul de Weyl et ope´rateurs sous-elliptiques, Exp. No.
XXII, 16 pp., E´cole Polytech., Palaiseau, 1992.
[12] R. R. Coifman, Y. Meyer, Au dela´ des ope´rateurs pseudo-diffe´rentiels, Aste´risque, Soc. Math.
France, Vol. 57, 1978.
[13] H. O. Cordes, On a class of C*-algebras, Math. Ann., 170(4) (1967), 283-313.
[14] H. O. Cordes, On pseudodifferential operators and smoothness of special Lie-group representa-
tions, Manuscripta Math. 28(1-3) (1979), 51-69
[15] B. Helffer, The´orie spectrale pour des ope´rateurs globalement elliptiques, Aste´risque, Soc. Math.
France, Vol. 112, 1984.
[16] B. Gramsch, Relative Inversion in der Sto¨rungstheorie von Operatoren und Ψ-Algebren, Math.
Ann., 269(1), (1984) 27-71.
[17] L. Ho¨rmander, The Weyl calculus of pseudo-differential operators, Comm. Pure Appl. Math.,
32(3) (1979), 359-443.
[18] L. Ho¨rmander, The analysis of linear partial differential operators. III. Pseudo-differential op-
erators, Reprint of the 1994 edition. Classics in Mathematics. Springer, Berlin, 2007.
[19] H-G. Leopold, E. Schrohe, Spectral invariance for algebras of pseudodifferential operators on
Besov-Triebel-Lizorkin spaces, Manuscripta Math. 78(1) (1993), 99-110.
[20] H-G. Leopold, E. Schrohe, Spectral invariance for algebras of pseudodifferential operators on
Besov spaces of variable order of differentiation, Math. Nachr. 156 (1992), 7-23.
[21] N. Lerner, Metrics on the phase space and non-selfadjoint pseudo-differential operators, Vol. 3.
Springer Science & Business Media, 2011.
20 S. PILIPOVIC´ AND B. PRANGOSKI
[22] F. Nicola, L. Rodino, Dixmier traceability for general pseudo-differential operators, In: C*-
algebras and Elliptic Theory II, pp. 227-237, Birkha¨user Basel, 2008.
[23] F. Nicola, L. Rodino, Global Psedo-Differential Calculus on Euclidean Spaces, Vol. 4. Birkha¨user
Basel, 2010
[24] E. Schrohe, Spectral invariance, ellipticity, and the Fredholm property for pseudodifferential op-
erators on weighted Sobolev spaces, Ann. Global Anal. Geom., 10(3) (1992), 237-254.
[25] M. A. Shubin, Pseudodifferential operators and spectral theory, Springer- Verlag, Berlin, 1987.
[26] A. E. Taylor, D. C. Lay, Introduction to functional analysis, John Wiley & Sons, New York,
1986.
[27] J. Toft, Schatten-von Neumann properties in the Weyl calculus, and calculus of metrics on
symplectic vector spaces, Ann. Global Anal. Geom., 30(2) (2006), 169-209.
[28] J. Ueberberg, Zur Spektralinvarianz von Algebren von Pseudo-differentialoperatoren in der Lp-
Theorie, Manuscripta Math., 61 (1988), 459-475.
[29] L. Waelbroeck, Topological vector spaces and algebras, Vol. 230. Springer-Verlag Berlin-
Heidelberg-New York 1971.
Department of Mathematics and Informatics, University of Novi Sad, Trg Dositeja
Obradovic´a 4, 21000 Novi Sad, Serbia
E-mail address : stevan.pilipovic@dmi.uns.ac.rs
Department of Mathematics, Faculty of Mechanical Engineering-Skopje, Univer-
sity “Ss. Cyril and Methodius”, Karposh 2 b.b., 1000 Skopje, Macedonia
E-mail address : bprangoski@yahoo.com
