The phonotactic system of Afrikaans underwent multiple changes in its diachronic development. While some consonant clusters got lost, others still surface in contemporary Afrikaans. In this paper, we investigate to what extent articulatory difference between the segments of a cluster contribute to its successful transmission. We proceed in two steps. First, we analyse the respective effects of differences in manner of articulation, place of articulation and voicing on the age at which a cluster is acquired by analysing Dutch acquisition data. Second, we investigate the role that these articulatory differences play in the diachronic frequency development from Dutch to Afrikaans. We demonstrate that large differences in manner of articulation between segments contribute to a cluster's success in acquisition and diachrony. In contrast, large differences in place of articulation have impeding effects, while voicing difference shows a more complicated behaviour.
Introduction
In its history, the sound system of Afrikaans underwent a number of changes. A considerable amount of these changes is related with the way in which sounds are combined to form strings in speech, i.e. with the language's phonotactics. Of course, not all combinations of sounds -or more precisely, phonemes -are permitted in speech. For instance, no Afrikaans word ends in /ʃn/, a sequence that is for instance perfectly fine in (Austrian) German, as in /d̥ e:tʃn/ (Tetschn, 'slap in the face'), nor is there an Afrikaans word ending in /rm/. The latter was not always the case. For instance, words like arm ('arm'), skerm ('screen') or wurm ('worm') were, and still are, articulated with a final /rm/ sequence in Dutch, while the two phonemes are separated in contemporary Afrikaans by a neutral vowel so that they end in /rəm/. Similarly, some consonant Figure 1 . Irrespective of whether or not these animals are fine with it, woodpeckers and flatworms underwent cluster-deletion processes in the history of Afrikaans: specht > speg ('woodpecker') by consonant elimination from /xt/ to /x/ and worm > wurm ('worm') by schwa epenthesis from /rm/ to /rəm/. But why? 1 The question of why some clusters have been deleted in Afrikaans diachrony, while others are still abundantly used -and thus diachronically more stable -figures centrally in this paper. More precisely, we consider which articulatory factors might determine the diachronic stability of word-final consonant clusters in Afrikaans. Consonants are conventionally described by three primary articulatory features:
1. Place of articulation (PoA): where does the obstruction occur in the vocal tract? 2. Manner of articulation (MoA): how tight is the obstruction? 3. Voicing: do the vocal folds vibrate?
These features, naturally, play a crucial role when consonants are paired to form strings, i.e. phonotactic items. There are reasonable arguments for the assumption that clusters whose segments differ with respect to some of these articulatory features are more easily processed and, as a consequence over multiple production-and-perception cycles, diachronically more stable. Likewise, there are reasons for assuming on the contrary that phonotactic items are http://spilplus.journals.ac.za processes. In word-final V(C)CC structures, both of them can apply either (i) in the end of the cluster or (ii) cluster-medially. In the diachronic development of Afrikaans, all of the four logically possible changes that have occurred are shown in Table 1 : Table 1 . Coda processes in the diachrony of Afrikaans (Conradie 2017; Donaldson 1993; Roberge 2002) Process Example (ai) final t-deletion /xt/ > /x/ in nacht > nag ('night') (aii) medial t-deletion /xts/ > /xs/ in slechts > slegs ('only') (bi) final t-insertion /n/ > /nt/ in oven > oond ('oven') (bii) medial p-insertion; medial schwainsertion /mt/ > /mpt/ in hemt > hempt > hemp ('shirt'); /rm/ > /rəm/ in worm > wurm ('worm') Let us go through (ai) to (bii) above in more detail. Final t-deletion (ai) − also t-apokope − is a process that, according to van Veen (1964) , is known since the Middle Ages. It first occurred in and around Utrecht in the Netherlands and later also in the vernacular of Dutch cities in the west of the Netherlands. It is generally assumed to have been transferred to the Cape, where it developed further, while since then being reversed in Standard Dutch (Schouten 1982) . In Afrikaans, the process is context sensitive and only applies to word-final VCC structures in which the first consonant is an obstruent (Conradie 2017) . This is illustrated in Table 2 , which lists all obstruent-obstruent clusters in Dutch and Afrikaans. The process does not apply when the first consonant is a sonorant, e.g. /lt, rt, nt/ in Dutch and Afrikaans asfalt ('asphalt'), hart ('heart') or land ('land' pronounced with final /nt/ due to final devoicing), respectively, although Ponelis (1989) argues that general stop-deletion after sonorants was productive in early Afrikaans due to Malay influence, e.g. /mp/ > /m/ in lamp 'lamp', /lt/ > /l/ in wild 'wild' or /rt/ > /t/ in boord 'board'. According to Kotzé (1984) , however, this contact-induced process is restricted to clusters in which the first segment is either a nasal or /l/ (e.g. in /mɔnt/, mond 'mouth'; /xəstamp/, gestamp 'bumped'; /xɛlt/, geld 'money'). The latter process still occurs in the Cape region. Beyond that, it is seen sporadically in unstressed syllables, e.g. /rt/ > /t/ in mosterd 'mustard' (Ponelis 1989: 4) . Note that the dental stop still surfaces in plural forms like nagte (/naxtə/ 'nights') when the /t/ occurs in the onset of the final syllable (Watermeyer 1996) . In contrast to final position, t-deletion within a coda cluster (aii), necessarily VCCC, to our knowledge only occurs in /xts/ > /xs/ (slechts > slegs, 'only') and it is debatable if this process merely represents final t-deletion together with -s suffixation (the latter likely being an adverbial derivational suffix). This boils down to the question of whether or not sleg+s (derived from sleg, 'bad', with final /x/; originally in Dutch slecht 'bad' but formerly also 'simple', with final /xt/) is still morphologically transparent.
Final t-insertion (bi), or t-paragoge, applies sporadically in forms like oond from oven ('oven'), reent from regen ('rain') or behoort from behooren ('belong') (Conradie 2017) . It seems to apply only after sonorants, which is consistent with the context-sensitive t-deletion process discussed before.
Finally, there are some interesting processes of epenthesis (bii) involving consonants and schwas. On the one hand, there is p-insertion in final /mt/ clusters to yield /mpt/, e.g. in hemt > hempt > hemp ('shirt'), a process which is likely articulatorily motivated, the opening of the lips in the transition from bilabial /m/ to /t/ functioning as a release of the bilabial stop /p/ (Conradie 2017) . Similar processes can be observed in (Austrian) German in Hemd, /hɛmpt/, 'shirt' or Samt, /sɑmpt/, 'velvet'. More commonly, however, is schwa-epenthesis in clusters in which the first segment is a liquid /r, l/ and the second segment a nasal /n, m/, e.g. in worm /vɔrm/ > wurm /vʌrəm/ ('worm') or psalm /psalm/ > / pəsaləm/ ('psalm', here also in the onset) (Donaldson 1993) . Donaldson (1993) points out that schwa-epenthesis does not apply to liquid-stop clusters, a process which occurs sporadically in Dutch (e.g. /rk/ > /rək/ in kerk, 'church'). We suspect that the latter represents a more recent development in Dutch (Kuijpers, van Donselaar and Cutler 1996) , so a process of checked schwa deletion /rək/ > /rk/ should not be assumed for Afrikaans.
From what has been covered so far, it becomes clear that the phonotactics of Afrikaans underwent numerous changes. That is, some phonotactic items, or strings of consonants in our case, got lost while others have emerged during the past couple of centuries. Table 3 gives an overview of those consonant-cluster types that were, historically speaking, unsuccessful in that they got lost in the history of Afrikaans. Note that this table does not consider token frequency, in other words, a cluster type is considered present even if it only features a single token. In the remainder of this paper we will adopt a more fine-grained assessment of linguistic stability which also takes token frequencies into account. In the subsequent section, we discuss the articulatory and perceptual factors that influence the historical stability of a phonotactic item, in order to better understand the motivation behind the phonotactic processes (ai) to (bii) discussed above.
Articulatory and perceptual determinants in phonotactic stability
A phonotactic item, e.g. a consonant cluster, that remains within a language's phonotactic inventory through multiple generations of speakers is considered as diachronically stable. Diachronic stability has at least two different aspects. First, phonotactic items can be stable because they are frequently uttered and used. Trivially, a certain sound sequence that is not produced any more although speakers might have mental representations of that sequence stored in their memories, will cease to exist and drop out of a language's phonotactic inventory. Sound sequences that are, in contrast, produced frequently have a higher chance of being perceived and memorised by other speakers, which leads to enforced cognitive entrenchment of that sequence. This, in turn, entails higher utterance frequencies, as many cognitive linguists argue (Bybee 2007 , Bybee 2010 , Croft 2000 , Langacker 2008 ).
The second aspect relevant to phonotactic stability is that of accuracy in production and perception.
If it is extremely difficult to produce a certain sequence of sounds − for instance because the articulation of that sequence involves inconvenient and laborious movements of the tongue − it is likely that speakers will facilitate that sequence by, for example, switching places of articulation. Notably, this might be the case no matter how frequently the sequence should surface in speech, e.g. caused by very productive morphological operations (e.g. plural -s in Afrikaans as in kinders 'children'). Indeed, it has been argued that utterance frequency even decreases accuracy in sound production (Bybee 2007 , Diessel 2007 ), a notion also referred to as "frequency-driven phonological (or phonetic) erosion" in diachronic change (Heine and Kuteva 2007) .
We conclude that utterance frequency and accuracy [in more general terms, also referred to as "fecundity" and "copying fidelity" (Ritt 2004: 123) ] are two orthogonal aspects of diachronic stability in phonotactics, which may or may not be linked to each other by a trade-off, where accuracy is diminished by high utterance frequency and vice versa. The focus of this paper, however, is not on phonotactic utterance frequency but rather on articulatory and perceptual determinants in phonotactics, that is, on factors that determine the accurate transmission of phonotactic items. Frequency may well interact with these determinants in one way or another, but this is not of primary concern to our endeavour (see Pagel, Atkinson and Meade 2007; Diessel 2007 , and works cited above for more discussion). Nevertheless − and crucially independent thereof − we will, in this paper, operationalise diachronic stability of phonotactic sequences by means of diachronic increase or decrease in frequency. This is not contradictory, since inaccurate production and perception of a phonotactic sequence yield, everything else being equal, a diachronic decrease in frequency irrespective of whether or not that sequence was initially highly frequent. Synchronic frequency and diachronic growth (or decline) in frequency are clearly conceptually different from each other. So, we will consider a sound sequence relatively stable if it gains in frequency, and unstable if its frequency of use declines. We think that this notion provides a better proxy for stability than synchronic token frequency does because linguistic items can persist diachronically even if they are rarely used.
The question now is which articulatory factors determine accuracy and hence diachronic stability of phonotactic items. We focus on the three most prominent articulatory features in phonological http://spilplus.journals.ac.za research throughout various theoretical approaches: manner of articulation, place of articulation, and phonation or voicing (Chomsky and Halle 1968 , Dressler 1989 , Dziubalska-Kołaczyk 2014 , Hogg and McCully 1987 , Prince and Smolensky 2002 . Although the cognitive implementation of these articulatory features is by no means clear (Bybee 1994 , Daland and Pierrehumbert 2011 , Välimaa-Blum 2005 , Wedel 2006 , they have clear physiological interpretations and without doubt serve as valuable models in phonological theory.
Three phonotactic concepts related to these articulatory features shall be discussed exemplarily: 'net auditory distance', 'voicing harmony', and 'sonority sequencing'. Although we focus on pairs of consonants in this paper, these principles can be extended to larger sequences of phonemes.
First, the framework of beats-and-binding phonology (Dziubalska-Kołaczyk 2014; Marecka and Dziubalska-Kołaczyk 2014) predicts that phonotactic sequences in general, and sequences of consonants in particular, are preferred if the articulatory difference between the sounds they are composed of is large. In order to operationalise articulatory difference, Dziubalska-Kołaczyk and colleagues derive the so-called "net auditory distance" (NAD) for a sequence of consonants. This metric combines differences between the respective manners of articulation, and places of articulation of the consonants and vowels involved. Via NAD, it is determined whether or not a consonant sequence is preferred (or "well-formed"); generally, the larger NAD between the consonantal segments (and the smaller NAD between neighbouring V and C), the better the cluster. For instance, NAD would predict that word-final /mʃ/ is more preferred than word final /mf/ because the latter cluster does not exhibit a sufficiently large difference between PoA of its segments, while the former does so (Dziubalska-Kołaczyk, Pietrala and Aperliński 2014).
Although defined in terms of articulatory features, the NAD principle is motivated on perceptual grounds. It is argued that large articulatory differences facilitate the perception of a phonotactic sequence and its decomposition into segments. However, the dominance of assimilation as opposed to dissimiliation processes in casual -and, crucially, speaker-friendly -speech suggests that speakers favour small articulatory differences in phonotactic sequences (DziubalskaKołaczyk 2014: 17) .
A second important strand of phonotactic research involving articulatory differences is that of "voicing harmony" (Blevins 2004 , Coetzee 2014 , Hansson 2004 . Regressive and progressive voicing agreement among pairs of consonants occurs in various languages across long distances (i.e. crossing intervening segments; Cho 1991 , Hansson 2004 as well as within consonant clusters (Grijzenhout and Krämer 2000) .
In general, voicing agreement has been argued to be motivated in multiple ways (see Coetzee 2014: 696-700 for an excellent discussion). On the one hand, this agreement serves the speaker since changing voicing in the transition from one consonant to another incurs increased articulatory effort to the speaker (although Dziubalska-Kołaczyk (2014: 17) challenges that notion by posing the question of whether actually retention or modulation is physiologically more costly). Similarly, regressive voicing agreement could be driven by "anticipatory activation" in production (Coetzee 2014 , Hansson 2001 in which an articulatory feature of a consonant that is about to be produced is activated already before the consonant is actually produced and mapped onto a preceding consonant. On the other hand, progressive voicing agreement might be driven by perception errors, in which the listener maps formant values http://spilplus.journals.ac.za characterising voicing in a consonant to a nearby and originally voiceless consonant (Coetzee 2014: 697 Finally, let us consider the principle of 'sonority sequencing' (SSP) which, in a nutshell, asserts that consonant sequences in the onset position must rise, while consonant sequences in the coda position must successively fall in sonority (Clements 1990) . For the present discussion, the SSP is relevant because sonority is tightly linked to manner of articulation and, to a lesser extent, to voicing. In general, consonants are more sonorous the less the airstream is obstructed by the articulators, so glides and liquids are more sonorous than nasals followed by fricatives, affricates, and stops (in decreasing order). Within these categories, voiced sounds are considered more sonorous than voiceless sounds (Burquest and Payne 1993: 101) .
Crucially, apart from directionality, the SSP entails a strict ordering with respect to sonority and prefers large sonority differences to small ones. Cross-linguistically, large sonority rises (in onset position) or drops (in coda position) are more common than small rises or drops, which in turn are more widely attested than sonority plateaus (Berent et al. 2007 : 294, Clements 1990 ). More specifically, Berent et al. (2007) have shown experimentally that onset-clusters with rising sonority are processed faster by speakers of English than onset-clusters remaining on the same sonority level. They do, however, point out that this behaviour is language specific and might depend on linguistic experience. Russian speakers did not show differential processing in their experiment, which is in turn reflected in the generosity (or laxness) of the Russian language with respect to the SSP.
Sonority sequencing interferes with the above described principles in an interesting way. Although in word-final position and under the assumption that the penultimate consonant is fixed, it is trivially consistent with the principle of maximising NAD. Since manner of articulation corresponds to the sonority scale, it counteracts the principle of voicing harmony in those cases in which progressive voicing assimilation applies to coda clusters, e.g. in English plural bells /bɛlz/ or in the loan Pils /pɪlz/ imported from German into English. Sonority sequencing would prefer /ls/ to /lz/ while voicing harmony would prefer /lz/ to /ls/ (mutatis mutandis the same holds for regressive assimilation in onset clusters).
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What we can infer from this discussion is, at least, that articulatory (or, more generally, phonological) differences matter in phonotactic production and perception. More specifically, manner of articulation seems to play a particularly important role as it is a defining feature in the principle of sonority sequencing, which is arguably quite prominent in phonotactic research. Interestingly, the dominance of manner of articulation over place of articulation and voicing in the formation of phonotactic sequences is supported by recent neurological research. Mesgarani et al. (2014) have found that during processing in the superior temporal gyrus in the brains of speakers of English, consonants sharing the same manner of articulation are locally patched together, while in each of these patches consonants with different places of articulation and voicing patterns are mixed and processed closely together. This implies that on the neurological level, manner of articulation has higher discriminatory power than place of articulation, while voicing is shown to have discriminating effects within the subset of fricatives and plosives (Mesgarani et al. 2014 (Mesgarani et al. : 1009 . As a consequence, consonant clusters exhibiting large manner-ofarticulation differences should be less confusable and hence more stable than clusters with large place-of-articulation differences. Whether this neurological setup reflects universal properties related to articulatory organs or is exclusively shaped by linguistic experience and thus language specific, is -as far as we know -a matter for future research.
The link between phonotactic acquisition and change
In this paper, observations from language acquisition data and diachronic data are contrasted with each other, the underlying hypothesis being that what is acquired early tends to be diachronically more successful. This deserves some discussion, since the exact relationship between language acquisition and language change is under debate.
While it is generally acknowledged in generative research that language acquisition and change are inherently linked to each other − since, in this framework, the grammatical output of the language-acquisition process ultimately determines the next generation's grammar (Roberts 2007 , Yang 2000 − the respective roles that children and adults play in language change are much more contested in more functional and usage-based paradigms (Bybee 2010) . Trivially, only what is acquired can be passed on to the next generation but the question remains as to whether it is really the acquisition process which constitutes the source of linguistic variation.
Indeed, arguments have been brought forth that adults are, to a larger extent, responsible for linguistic change (Bybee 2010: 114-119) . First, changes do occur at the adult stage and the phonological domain particularly seems to be subject to changes in linguistic behaviour, as known from research on articulatory loss and phonological attrition (Ballard et al. 2001, Seliger and Vago 1991) . Furthermore, it is argued that phonological errors, in particular, occurring during the process of language acquisition do not resemble attested diachronic developments (Diessel 2012) and that these errors do not persist at later ages (Bybee 2010 ).
Nevertheless, it has been shown empirically that age of acquisition (which we are focusing on in this paper) indeed correlates with diachronic stability. Words that are acquired early tend to be more resistant to phonological change than later acquired words (Monaghan 2014) , and early used phonotactic strings have shown to be abundant in historically old word forms (MacNeilage and Davis 2000). Thus, a certain link between language acquisition and language change cannot be denied. Indeed, from a cognitive perspective, it makes sense that items which are acquired late are, to a larger extent, prone to change as a consequence of being cognitively less http://spilplus.journals.ac.za entrenched (Bybee 2007 , Croft 2000 , Diessel 2012 , Rosenbach 2008 . This is so because items that are acquired late have less opportunities to be processed and produced -and consequently less entrenched -than words which are acquired early. Thus, it may well be the case that it is variation in adult speech which drives linguistic change but the underlying mechanism that enables this variation might, to some extent, be originally grounded in language acquisition. 4
Summary and research hypotheses
We conclude that contrasting phonotactic acquisition with phonotactic change is worthy of investigation and, moreover, we expect the same articulatory and perceptual pressures to apply and be visible in both domains. More specifically, we suppose that if a certain articulatory distance in phonotactic items, say manner-of-articulation difference between consonants, is shown to be positively correlated with ease of acquisition so that consonant clusters featuring large manner-of-articulation differences are acquired early, then this articulatory difference is expected to positively correlate with diachronic stability. Hence, clusters featuring large differences should diachronically become more established and clusters featuring small -in this example, manner-of-articulation -differences are expected to become less frequently used on the diachronic time scale. The same reasoning applies mutatis mutandis to place of articulation and voicing.
By the same token, we expect that the relative ordering of the respective strength of effect of manner, place and voicing to language acquisition is preserved in diachrony. That is, if, for instance, voicing difference is shown to exert a larger facilitating effect on the acquisition of consonant clusters than place of articulation does, then place of articulation is expected to contribute less to the diachronic stability (or more to diachronic change) of a cluster than voicing does.
Thus, given the discussion in 1.2 on the relevance of differences in manner, place and voicing to processes and phenomena in phonotactics, we propose the following two research hypotheses:
(1) Articulatory differences in phonotactic acquisition. Large manner-of-articulation difference between the segments of a cluster decrease its age of acquisition. Facilitating effects should be smaller for difference in voicing and smallest for place-of-articulation difference. (2) Articulatory differences in phonotactic diachrony. Large manner-of-articulation difference between the segments of a cluster increase its diachronic stability. These stabilising effects should be smaller for difference in voicing and smallest for place-ofarticulation difference.
It is possible that these two hypotheses causally hang together if acquisition is indeed a driving force of diachronic change, as outlined in the previous section. If (1) Since both studies are based on empirical data, it is clear that the causal relationship between (1) and (2) can only be partially accounted for, the reason for this being the obvious lack of acquisition data of historical Dutch or Afrikaans. In other words, the present project rests on the simplifying assumption that Dutch did not change much phonotactically (or at least less than Afrikaans) through the past two to three centuries (but see, for instance, Szemerényi (1996) for a justification of this assumption). Being fully aware of this, we assume for the sake of argument that the results from Study 1 about the acquisition of Dutch phonotactics can be transferred to historical Afrikaans (see 3.1 below for more comments). Both studies will be described in detail in the subsequent sections.
Study 1: Articulatory effects on phonotactic acquisition in Dutch
Here, we tackle the question of whether large differences are beneficial to the acquisition of Dutch consonant clusters. More specifically, hypothesis (1) in the previous section is addressed, which states that the facilitating effects of manner of articulation and voicing should be larger than those of place of articulation. This hypothesis can be corroborated. It can be shown that large place-ofarticulation differences delay cluster acquisition as opposed to voicing and manner-of-articulation differences. However, it is voicing difference (and not MoA) which excels in enhancing phonotactic acquisition. Only in highly frequent consonant clusters do both voicing and manner show similarly strong facilitating effects (cf. 2.4). The data, variable operationalisation, statistical modelling procedure, analysis and results are discussed in more detail below.
Data
We combined two data sets in order to assess the effect of articulation on the acquisition of phonotactic sequences in Dutch. Age-of-acquisition (AoA) data were taken from Brysbaert et al. (2014) who provide AoA ratings for 30,000 Dutch lemmas. These ratings were collected in a large study in which participants were asked to estimate the age at which a given stimulus word was acquired, a methodology which has been shown to yield high correlations with estimates obtained under laboratory conditions (Kuperman, Stadthagen-Gonzalez and Brysbaert 2012) . Phonological transcriptions were taken from the CELEX database (Baayen, Piepenbrock and Gulikers 1995) and added to the lemmas. Additionally, word-length in terms of the number of phonemes and token frequency was retrieved from CELEX. Only a core vocabulary of the 5,000 most frequent words was considered (based on INL token-frequency scores in CELEX) in order to exclude nonprototypical low-frequency items. 6 Foreign words were excluded as well.
Since we are analysing consonant clusters in word-final position in this study, only words ending in a sequence of two consonants were considered. In total, 828 Dutch lemmas met these requirements, featuring a range of 33 word-final consonant-cluster types. Articulatory features of the two final consonants were assigned based on the IPA chart.
independently supporting both hypotheses. Diessel (2012) suggests a number of psychological and cognitive factors that would do so. 6 Inspecting CELEX (INL frequency), it can be easily shown that the 5,000 most frequent lemmas cover about three fourths of all Dutch tokens.
Variables
The aim of this study is to assess the effect of articulatory differences on the AoA of consonant clusters. Thus, a number of variables were considered in the statistical analysis. First and foremost, for each cluster type, age-of-acquisition (AoA) was determined by calculating the first decile of all AoA ratings given by Brysbaert et al. (2014) of the words showing that cluster type word-finally ( age = 6.7 ; age = 1.5 ; age = (4.3,10.7)). The first decile was chosen as it provides a more robust, albeit at the same time more conservative, estimate of the minimum of cluster-wise AoA ratings than the actual minimum does. This is so, since the actual minimum is obviously sensitive to outliers at the lower range of AoA. In other words, this procedure ensures that cluster AoA is not just determined by the knowledge of a single word. As AoA featured a slightly skewed distributional pattern, the data were Box-Cox transformed (Box and Cox 1964) in order to fit the statistical modelling requirements (after transformation: AoA = 0.84; AoA = 0.03; AoA = (0.77,0.91)).
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The primary predictors we are interested in are difference in manner of articulation, difference in place of articulation and difference in voicing of the two final consonants. In order to parametrise these differences, manner of articulation as well as place of articulation were first translated into ordinal scores as in Dziubalska-Kołaczyk (2014) and Dziubalska-Kołaczyk et al. (2014) . While manner-of-articulation scores (MoA1, MoA2) depend on sonority (from 1 to 7, higher sonority yielding a higher score), place-of-articulation scores (PoA1, PoA2) were defined by the phoneme's place of articulation in the vocal tract (from 1 to 7; the closer to the front, the lower the score). Voicing was simply considered as a binary variable (1/0; voiced/unvoiced). See Table A1 in the appendix.
Subsequently, difference in manner of articulation (ΔMoA) was operationalised as the absolute value of the difference between manner-of-articulation scores, normalised to the unit interval with respect to the maximal absolute difference, thus restricting values to scores going from 0 to 1, where 1 is the maximal difference of all cluster types considered and 0 denotes identity with respect to manner of articulation. Taking the absolute value ensures that the arbitrarily assigned directionality of the ordinal manner-of-articulation scores does not skew the results, while the normalisation procedure facilitates interpretation of and comparisons between the respective effects of manner, place and voicing without the need to compute normalised regression coefficients in the statistical analysis (Nakawaga and Cuthill 2007) , and at the same time retains any relevant information. Difference in place of articulation (ΔPoA) was determined mutatis mutandis as above. Difference in voicing (ΔVoice) was simply operationalised as a binary variable ('different' if consonants are voiced differently and 'same' if they are not).
A side note is in order on the operationalisation of ΔMoA of consonant clusters in word-final position by means of sonority. One might wonder whether relying on absolute values as 7 This procedure of using AoA ratings corresponding to word types to estimate AoA of a cluster type might potentially strike one as odd, since it tends to suggest words to be acquired, say, late because they contain a particularly ill-formed cluster. However, although the latter suggestion may -all other things being equal -be correct, we will remain agnostic about it. Rather, the decision to parametrise cluster-wise AoA, as done above, is a primarily pragmatic one. Since phonotactic sequences hardly occur in isolation, there is simply no better way of estimating their AoA than via the linguistic items they are embedded in.
http://spilplus.journals.ac.za opposed to actual differences makes sense from a theoretical perspective, since the principle of sonority sequencing (see 1.2) would predict sonority to decline word-finally. However, it was found in our data that absolute and actual differences in MoA deviate from each other in only 3 out of 33 cluster types, which as a matter of fact illustrates that the sonority-sequencing principle is fulfilled anyway to a large extent in Dutch. Thus, taking actual differences would not substantially change the results reported below.
Finally, two additional controlling variables entered the analysis. For each cluster type, token frequency (frequency) was determined by computing the median INL token frequency (see section 2.1) of all words featuring that cluster. We preferred the median of all words to, e.g., the frequency of only the subset of initially acquired words featuring that cluster as it better represents the average overall exposure of the language learner to the cluster type. Due to expected distributional properties, frequency was Box-Cox transformed as well, before it entered the statistical analysis (after transformation: frequency = 2.73; frequency = 0.11).
The remaining controlling variable, phonological length (length), was simply operationalised as the median number of phonemes of all words featuring that cluster ( length = 5.42; length = 1.29). All scores are summarised in Table A2 in the Appendix.
Modelling procedure
The goal of the statistical analysis is to assess the differential effects of ΔMoA, ΔPoA and ΔVoice on AoA. We opted for linear models (LM; Baayen 2013; West, Welch and Gałecki 2015) as this model family provides a flexible way of combining numerical as well as categorical variables and simultaneously allows for the inclusion of controlling factors. Thus, AoA was implemented as a dependent variable into a LM in which ΔMoA, ΔPoA and ΔVoice function as predictor variables. In addition, six interacting terms were included in which ΔMoA, ΔPoA and ΔVoice are controlled by length and frequency, respectively. All distributional requirements were met (see previous subsection). Computations were done in R (R Core Team 2018).
This resulted in a model featuring nine regression terms which harbours the risk of being overspecified and hence insufficient fitting properties, rendering conclusions drawn from the estimated coefficients unreliable. In order to find the most informative and at the same time most parsimonious model of AoA with the best fit, AICc-driven model selection was employed. This requires some elaboration. AICc ("corrected Akaike Information Criterion"; Johnson and Omland 2004 ) is a measure of information − or more precisely, of information loss relative to the data − of a given model which balances goodness-of-fit and model complexity, and which is in addition corrected for applications to small samples. The smaller the AICc, the better the model. AICc is superior to plain goodness-of-fit measures such as (adjusted) R 2 in that the latter automatically increases when more predictors are added to a model. Thus, AICc accounts for model overspecification.
In the model-selection procedure, linear models for all theoretically interesting subsets of predictor regression terms together with their AICc are computed. In the present analysis, nine predictor terms were considered, three for the isolated variables and six controlling terms, as described above. We assumed that controlling interaction terms always co-occur with their corresponding controlled predictor in isolation. For instance, if ΔMoA is controlled by http://spilplus.journals.ac.za frequency in a model it includes the configuration ΔMoA+ΔMoA:frequency. This restriction ensured that the controlling variables (frequency and length), which we are actually not interested in in this study, do not occur in isolation in the analysis. This resulted in a set of 124 candidate models. The optimal -or "AICc-best" -model is then the one model with the lowest AICc score, i.e. the least loss of information.
This information-theoretic model selection procedure allows for yet deeper investigations, namely "multimodel inference" (Burnham and Anderson 2002; Burnham, Anderson and Huyvaert 2011) . To begin with, an important observation is that although there is always a single best model, that model does not necessarily have to be much better than other candidate models. There might be some other relevant information contained in some of the remaining candidate models which would be lost if one only considers the single best model. By comparing a candidate model's AICc score with that of the best model, the relative strength of evidence of that candidate model − the so-called "Akaike weight" w − can be computed. It can be interpreted as the probability of that model given the data and the set of all competing candidates. Thus, the Akaike weight measures how much evidence there is in the data for a candidate model (Johnson and Omland 2004: 104) . Clearly, the best model has the largest Akaike weight.
In multimodel inference, one can exploit Akaike weights in order to combine all candidate models. A whole set of models obviously contains more information than a single best model. From the model set and the corresponding set of Akaike weights, average regression coefficients ̅ can be computed. These regression coefficients can then be used to calculate average predictor effects, under the assumption of average token frequency and phonological length. For instance, the average effect ̅ of ΔPoA can be computed as ̅ ΔPoA = ̅ ΔPoA + frequency • ̅ ΔPoA:frequency + length • ̅ ΔPoA:length , where denotes the mean.
Moreover, by using the Akaike weights, it is possible to compute "relative variable importance" (RVI), a measure of how often a predictor appears in the models contained in the candidate set (Burnham and Anderson 2002: 168) . This measure is very informative: not only can one determine the average strength of the effect of some predictor variable, it is also possible to make assertions about how important that predictor is for obtaining information about the output variable, relative to the other predictors. Note that large importance of a variable does not necessarily imply a large effect and vice versa. Finally, predictor variables can be ranked by their RVI. This procedure allows for an in-depth analysis of the effects that articulatory differences have on acquisition as well as of their respective informational importance.
Results
The AICc-best model of AoA obtained by the procedure described above features six terms 8 , as can be seen in Table 4 . Most notably, ΔMoA only contributes to AoA in isolation, having a slight enhancing effect on acquisition, so that no significant interactions surface in this model. Translating transformed AoA back into age of acquisition measured in years (based on the http://spilplus.journals.ac.za respective ranges), the effect on AoA corresponds to roughly 3 years if ΔMoA is maximal (note at this point that the intercept in the model conveniently coincides -approximately -with AoA ). A similar acquisition-enhancing effect can be seen in the averaged model. Taking average length and frequency into account, maximal ΔMoA reduces AoA by about ̅ ΔMoA = −0.06 (Table 4) . Also note that of all three variables, manner-of-articulation difference scores highest on RVI, suggesting that ΔMoA plays an important role in phonotactic acquisition.
In the best model, ΔPoA shows three significant effects on acquisition (Figure 2a) . In isolation, ΔPoA considerably increases AoA, an effect which becomes even significantly larger in long words but which is diminished significantly the more frequent clusters are in terms of tokens (Table 5) . Inspecting the average model, and assuming average length and frequency, it can be seen that ΔPoA has an inhibiting effect on phonotactic acquisition of about ̅ ΔPoA = 0.04 (Table 5) . From all three primary predictors, place-of-articulation difference seems to be least relevant to explaining age of acquisition and to be the most dependent on the controlling variables frequency and length, as can be judged from the respective RVI scores in Table  5 (see Figure 2b) . Finally, ΔVoice shows significant enhancing effects on acquisition (Table 1) . Crucially though, these effects are diminished considerably in frequent clusters, as shown by the http://spilplus.journals.ac.za significant interaction term in the best model. This is confirmed, by the average effect computed from the averaged model, ̅ ΔVoice = −0.11. In the upper part of the frequency spectrum, however, this effect becomes weaker.
We conclude that, everything else being equal, differences in manner of articulation as well as in voicing have a facilitating effect on the acquisition of word-final consonant clusters in Dutch, while clusters are acquired later if the phonemes they are composed of differ with respect to their place of articulation (e.g. /pt/, /lp/ or /kt/). In the upper part of the frequency spectrum, and thus in cognitively more entrenched clusters, manner becomes more enhancing while voicing becomes less enhancing ( ̅ ΔVoice = −0.10 vs. ̅ ΔMoA = −0.07 at maximum frequency and average length). For making predictions about acquisition, manner is most important, followed by voicing and finally place of articulation (cf. RVI in Table 5 and Figure 2b ). This corroborates hypothesis (1) presented in section 1.4, albeit only partially, as voicing difference turns out to enhance acquisition more than expected.
Interestingly, this is in line with results from neurological and cognitive research on the organisation of phonemes, as discussed in section 1.2. The question is whether the differential behaviour of manner of articulation, place of articulation and voicing in phonotactic acquisition also yields diachronic long-term reflexes. This question will be dealt with in the subsequently presented study. Figure 2. (a) Plot of the coefficients in the optimal model resulting from model-selection procedure. Vertical axis measures effect on AoA (transformed age-of-acquisition). Error bars denote 95% confidence intervals. Significance code: '***' p < 0.001, '**' p < 0.01, '*' p < 0.05 with respect to zero-effect hypothesis. (b) Averaged model resulting from multimodel inference. Dark gray and light gray bars correspond to isolated variables and interacting terms, respectively. On the left: averaged coefficients measuring the effect on AoA. On the right: RVI scores corresponding to variables and interaction terms.
Study 2: Articulatory effects on stability in the history of Afrikaans
In this section, we assess the second research hypothesis -i.e. (2) in section 1.4 -in this study and expect clusters featuring large manner-of-articulation differences to be diachronically more stable than clusters with differentially voiced segments followed by clusters that show large differences with respect to place of articulation. Indeed, as presented in what follows this hypothesis is largely supported by data from (historical) Dutch and contemporary Afrikaans. While large place-ofarticulation difference and difference in voicing diminishes diachronic stability, clusters showing large differences in terms of manner of articulation are more successful in contemporary Afrikaans than what would be expected under the null-hypothesis that no change occurred in the development of the Afrikaans phonotactic system. The hypothesis and data considered in this study require an analytic approach which differs from that in the first study. Our second study will be described in the following subsections together with its outcome.
Data
Two additional corpora were used to address the research question rephrased above. First, Afrikaans final clusters were retrieved from the NCHLT corpus (Eiselen and Puttkammer 2014) . The corpus consists of 58,096 annotated word tokens (distributed among 6,464 word types) retrieved from written Afrikaans, mostly from government websites. The fact that its tokens are lemmatised as well as morphologically decomposed was crucial in order to extract all tokens ending in a cluster, excluding those tokens in which the final cluster involves a morphological operation and thus spans a morpheme boundary. This was necessary, as the Dutch data did not include word forms containing boundary-spanning clusters either. Phonological information was taken from Coetzee (1969) . In total, 445 word types ending in a consonant cluster were retrieved, featuring 26 different cluster types. Subsequently, type frequencies were obtained for each cluster type, i.e. the number of word types a cluster type surfaces in word-finally.
Second, in order to obtain slightly more representative historical Dutch data, the 5,000 most frequent word types (cf. section 2.1) were retrieved from the pre-1900 subset of the De Gids corpus (henceforth DGC; see van de Velde 2009). The data were matched with the CELEX lemma list in order to obtain phonological transcriptions. After excluding those items not ending in a consonant cluster, 819 word types featuring 33 cluster types remained. Clusterspecific type frequencies were also based on DGC. It is worth mentioning that the 33 cluster types found in historical Dutch represent a proper superset of the 26 Afrikaans cluster types (only double clusters considered).
We emphasise that the procedure of retrieving frequency data from historical corpora, and phonological data from contemporary language sources implies that the present approach is, at best, pseudo-historical. Also, 19 th century Dutch data can obviously not be equated with historical Afrikaans which -at least, phonologically -emerged from Early Modern Dutch vernacular spoken in the 17 th or 18 th century (Roberge 1993) . Nevertheless, historical arguments are often based on comparative grounds solely considering contemporary data (cf. e.g. Szemerényi 1996) . In that sense, the present approach finds itself somewhere halfway between a synchronic comparative study and a purely diachronic one.
Having clarified this, the reader might be relieved to see that the distributional difference between the coda phonotactics in contemporary and 19 th -century Dutch is not substantially http://spilplus.journals.ac.za large anyway (phi-coefficient based on chi-squared test of independence: = 0.12, 95% CI: (0.11,0.12); 2 = 67,662.94; = 5,042,350; = 32; cluster-wise token frequencies in CELEX and DGC considered).
Variables
We now address the following question: do articulatory differences determine the historical stability of word-final consonant clusters in the diachrony of Afrikaans? We do so by measuring the productivity of word-final clusters in historical Dutch and contemporary Afrikaans, and subsequently testing whether articulatory differences have an effect on the relationship between both productivity scores. We straight-forwardly define the productivity of a cluster as the number of word types it occurs in. Note that these scores will differ substantially when considering raw figures in historical Dutch and Afrikaans due to the different corpus sizes of DGC and NCHLT, respectively. This does not pose any problem, since relationships among these scores rather than raw differences between them will be considered (but see 3.3 below). Cluster productivity in historical Dutch and contemporary Afrikaans shall be denoted as DutProd and AfrProd, respectively. Whenever a cluster only occurred in DGC but not in NCHLT, its AfrProd score was set to 0 in order to maintain as many data points as possible. We decided to leave both variables untransformed and to resort to nonparametric methods instead. DutProd and AfrProd scores for the set of 33 clusters are illustrated in Figure 3a .
Articulatory differences (ΔMoA, ΔPoA and ΔVoice) were defined exactly as in 2.2. All scores are summarized in Table A3 .
Modeling procedure
In a preliminary analysis, the strength of the relationship between productivity in historical Dutch (DutProd) and productivity in contemporary Afrikaans (AfrProd) was assessed. This was done by means of Spearman's (rank correlation) due to the nonparametric nature of the productivity scores. The relationship between DutProd and AfrProd can be shown to be relatively strong at = 0.68 (95% : (0.44,0.83); = 5.2, = 31). This was to be expected: on average, clusters which have been productive in historical Dutch are also productive in contemporary Afrikaans.
Subsequently, the influence that ΔMoA, ΔPoA and ΔVoice exert on the relationship between DutProd and AfrProd was analysed in three separate generalised additive models (GAMs, Wood 2006a ). GAMs are statistical models which do not only involve linear terms (as − generalised − linear models do) but combine linear, quadratic and even more complicated components. Hence, in contrast to straight lines or piece-wise linear surfaces, they potentially yield curves and "wiggly" surfaces, of course depending on the underlying data. They provide an efficient way of detecting non-linear or, more generally, non-monotone interactions among variables (Baayen 2013) . Indeed, the relationship between productivity in Dutch and Afrikaans might be for instance curved rather than linear, and this holds even more so for the relationship between productivity and articulatory difference. Most importantly, however, interactions among two predictor variables that influence a third (dependent) variable can be easily modelled using GAMs by implementing so-called "tensor-product terms" (Wood 2006b ), especially if predictor variables are located on different scales (e.g. in this case: articulatory differences on the one hand, and type frequencies on the other). Details are not relevant at this point; it is sufficient to note that this modelling toolkit provides a convenient way of analysing the interaction of articulatory difference on the relationship between productivity in Dutch and Afrikaans. Finally, GAMs have the advantage of being innately non-parametric, thus not imposing any particular distributional requirements on the data to be analysed. This is particularly convenient given the skewed distribution of the productivity scores (Figure 3a , see also previous section). We opted for three separate GAMs as opposed to a single GAM featuring interactions among all variables due to the relatively small number of cluster types. Moreover, by comparing 2 scores of the three separate models, the relative explanatory power of each of the three articulatory differences can be assessed (somewhat similar to -albeit not identical with -the information theoretic measure RVI in Study 1).
The question to be asked now is the following: in which way does the relationship between DutProd and AfrProd change, if we consider articulatory differences at different degrees? For instance, it could be the case that the relationship between DutProd and AfrProd is positive and increasing for small articulatory differences, say, in manner of articulation, but decreasing for large articulatory differences. This would indicate that ΔMoA would have a negative effect on cluster stability since, in this scenario, clusters with large manner-ofarticulation differences are less frequent in Afrikaans than what would be expected based on Dutch productivity scores. Thus, in the first GAM, AfrProd is implemented as an outcome variable depending on the interaction of DutProd and ΔMoA (integrated as a tensor-product term). In the second GAM, ΔMoA is simply replaced by ΔPoA, in order to assess the effect of place-of-articulation. In the third GAM, finally, AfrProd again functions as outcome variable predicted by DutProd which is controlled (or "smoothed"; Wood 2006a ) by the binary variable ΔVoice. All computations were done in R, in particular using the mgcv package for computing GAMs (R Core Team 2018; Wood 2006a) .
Results
The models reveal differential results about the impact that articulatory differences have on the relationship between cluster productivity in Dutch and Afrikaans, and hence on the diachronic stability of clusters. Let us begin with manner of articulation. The first GAM shows a significantly non-zero intercept at 13.49 ( = 1.59; = 8.50; < 0.001) and a significant tensor-product term modelling the interaction of DutProd and ΔMoA ( = 7.66; = 23.37; < 0.001) as well as remarkable fitting properties ( 2 = 0.87; = 33). From the significant interaction term, we see that DutProd and ΔMoA indeed affect AfrProd. In order to better understand the interacting behaviour, however, the model has to be visualised.
http://spilplus.journals.ac.za Figure 3c shows AfrProd as a two-dimensional function of DutProd and ΔMoA, illustrated by a curved surface. If ΔMoA is held constant at a certain value, say ΔMoA = 0.2, one can inspect the relationship between DutProd (horizontal) and AfrProd (vertical), just as in Figure 3a , represented by one of the solid black lines in the grid superimposed on the curved surface. For low ΔMoA scores, this functional relationship is decreasing. Clusters which do not or only slightly differ with respect to manner of articulation are less productive in Afrikaans than expected based on historical Dutch, i.e. under the null-hypothesis that there was no change between historical Dutch and contemporary Afrikaans. In contrast, for high ΔMoA scores, the relationship is increasing. Clusters exhibiting large manner-of-articulation differences are more productive in Afrikaans than expected.
The second GAM, which analyses place of articulation, also shows a significantly non-zero intercept at 13.49 ( = 2.49; = 5.42; < 0.001), a significant tensor-product term of the interaction of DutProd and ΔPoA ( = 6.68; = 10.11; < 0.001) and slightly reduced explanatory power ( 2 = 0.68; = 33).
In contrast to the first GAM, however, the relationship between DutProd (horizontal in Figure  3d ) and AfrProd (vertical) is roughly increasing for all ΔPoA scores (with a tiny dip in the lower-mid-frequency range). Additionally, the strength of this relationship seems to be strongest (i.e. showing the steepest slope) for small differences in place of articulation and comparably weak if consonants differ in their place of articulation. Thus, increasing ΔPoA weakens the relationship between both productivity scores. The larger the difference in place of articulation, the smaller the productivity of Afrikaans clusters than what would be expected by the Dutch data. It can be concluded that, overall, ΔPoA exerts a diachronically destabilising influence on word-final clusters.
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Finally, the third GAM yields two separate one-dimensional curves (smooth terms) for the relationship between DutProd (horizontal in Figure 3b ) and AfrProd (vertical), one for same voicing and one for different voicing (upper and lower graph in Figure 3b, respectively) . Overall, the model shows an intercept of 19.30 ( = 2.49; = 5.42; < 0.001) and, again, good fitting properties ( 2 = 0.89; = 33). Both smooth terms show significantly non-trivial behaviour (same: = 5.18; = 4.78; = 0.002; different: = 3.17; = 63.36; < 0.001), the latter staying more constant than the former, as can be seen from the two graphs in Figure 3b . In the low-and mid-frequency range, voicing does not seem to differentially determine cluster productivity. However, in the high frequency range, clusters that have no voicing difference are more productive than their differently voiced counterparts. This shows that at least highly frequent clusters do not benefit from voicing contrasts, diachronically speaking; the opposite seems to be the case. This goes in line with various voicing-assimilation processes discovered in historical language research (e.g. Horobin and Smith 2002, Colantoni and Steele 2007) . Infrequent clusters, however, do not seem to show this differential behaviour.
We thus conclude that, if diachronic stability of word-final clusters is assessed by comparing productivity in historical Dutch and contemporary Afrikaans, increasing manner-of-articulation differences between the building blocks of a cluster seem to have a promoting (or stabilising) effect, while increasing place-of-articulation differences and voicing differences exhibit demoting (or destabilising) effects on word-final consonant clusters. This effect is enhanced the more productive and, consequently, the more frequent a cluster is. Thus, it is clusters like /rt/, /lt/ and /mp/ which are diachronically most stable, and clusters such as /pt/, /kt/ or /lm/ which are expected to undergo diachronic deletion processes. In summary, this is in line with research hypothesis (2) in 1.4.
Discussion and conclusion
Based on considerations about the differential relevance of manner of articulation, place of articulation and voicing in phonotactic production and perception, we addressed the question of whether articulatory difference between the segments of a consonant sequence exerts a promoting effect in phonotactic acquisition and change. More specifically, we hypothesised difference in manner of articulation to have a stronger promoting effect than difference in 9 A clarifying note on the interpretation of the plots is in order. Although the relationship between productivity in Dutch and Afrikaans is (approximately) positive for all ΔPoA values, the overall effect of ΔPoA is negative because the relationship between Dutch and Afrikaans productivity gets weaker. Likewise, the effect of ΔMoA in Figure 3c is positive even though the relationship between Dutch and Afrikaans productivity is negative for low ΔMoA because the relationship gets stronger as ΔMoA increases. What the negative slope for ΔMoA shows, nevertheless, is that low differences in manner of articulation are substantially bad for the survival of clusters. In contrast, the positive slopes in Figure 3d indicate that the effect of ΔPoA is not substantial (because for all ΔPoA values, the relationship between Dutch and Afrikaans productivity does not differ much from the general positive relationship between Dutch and Afrikaans productivity shown in Figure 3a) .
http://spilplus.journals.ac.za voicing and in place of articulation, as suggested by research on the neuro-cognitive organisation of phonemes (Mesgarani et al. 2014) . We tested this set of hypotheses against Dutch acquisition data (word-final consonant clusters) and by means of a (pseudo-historical) comparative study of Dutch and Afrikaans. That is, we sought to identify the articulatory factors in the acquisition of Dutch coda phonotactics and the diachronically-stabilising determinants in the history of the Afrikaans phonotactic system.
Indeed, it was found that manner-of-articulation difference incurs a stronger promoting effect on phonotactic acquisition and diachronic stability than place-of-articulation difference does. That is, it is the set of clusters in the lower-right corner in Figure 4 below (dashed box) which is most successful in acquisition and change. Consequently, developments such as t-deletion in specht (/xt/ > /x/) or schwa-epenthesis in worm (/rm/ > /rəm/), as shown in Figure 1 , follow a systematic and articulatorily as well as perceptually motivated trend rather than occurring just by coincidence.
The behaviour of voicing difference is slightly more complicated. While voicing difference has turned out to yield the strongest enhancing effects in the acquisition of Dutch, it shows demoting effects on the diachronic time scale in the history of Afrikaans. Interestingly, voicing difference seems to suffer from utterance frequency in the sense that clusters in the upper part of the frequency spectrum face the strongest demoting effects -both in acquisition and in diachrony -if their constituents differ in voicing. With respect to manner and place, the effect of frequency goes in precisely the opposite direction. This is surprising, given that sonority (which is linked to manner of articulation) − by definition, at least − slightly correlates with voicing. Our results seem to converge with established phonotactic principles (cf. 1.2). The importance of manner-of-articulation difference in phonotactic acquisition and, more evidently, in phonotactic change is in line with the principle of sonority sequencing which favours decreasing sonority in coda position (Clements 1990 ). The diverging effect of voicing difference in acquisition and change, respectively, is admittedly more puzzling and probably hints at a conflict between voicing agreement and final devoicing in Afrikaans, especially in adult speech. Finally, the fact that large place-of-articulation differences are neither particularly beneficial to phonotactic acquisition nor to the diachronic stability of word-final clusters (in fact, the opposite seems to be the case) challenges net auditory distance (Dziubalska-Kołaczyk 2014) as an overall measure of phonotactic wellformedness (because NAD puts equal weights on differences in MoA and PoA). Rather, a more differentiated approach is required to assess whether or not consonant clusters are preferred, if only in the case of Afrikaans and Dutch coda phonotactics.
It is important to remark that our results are restricted to word-final sequences of two consonants in the coda. Neither did we specifically address longer sequences of consonants (although it is reasonable to assume that similar restrictions with respect to manner, place and voicing hold in longer phonotactic items), nor did we account for dynamics in the onset position. Similarly, we did not address any additional factors that potentially determine phonotactic evolution in Afrikaans. Even if principles like sonority sequencing represent (statistical) universals, it cannot be ruled out that their effects are overshadowed by factors like morphology or language contact (and concomitant influx of phonotactic sequences). Both may apply to the history of Afrikaans: compared to Dutch, the language shows major morphological restructuring as well as contact with a number of Non-European languages. In fact, it is very unlikely that phonotactic evolution is not influenced by phonology-internal factors. Otherwise it would be difficult to explain why Afrikaans phonotactics changed considerably while Dutch phonotactics did less so.
Apart from the empirical results about the differential roles that manner, place and voicing play in the acquisition and change of Dutch and Afrikaans phonotactics, the present study more generally contributes to the discussion about the link between language acquisition and change (Bybee 2010 , Diessel 2012 , MacNeilage and Davis 2000 , Monaghan 2014 ). Whether or not language change primarily happens during first-language acquisition cannot be clearly answered by our results. What can be confirmed is that in the domain of phonotactics, similar articulatory determinants influence acquisition and change. 
