Abstract-A software monitoring tool for easy visualization of digital errors that occur during data taking in the Tile calorimeter of the ATLAS experiment has been developed. This
system is useful to keep track of the performance over time. It can also correlate the digital errors with other problems, such as with power supplies, and for diagnostic purposes. The ATLAS archive database is used to correlate the current digital error rates with the detector and data acquisition status. The results are stored locally so that users can monitor the evolution of error rates and localize problems. The system provides a flexible easy to-use interface that can be accessed using a web browser.
I. THE ATLAS DETECTOR
A TLAS [1] is a general purpose experiment installed at the Large Hadron Collider (LHC) at CERN. LHC is delivering stable proton beams since 2009 and currently provides collisions at a center of mass energy of 8 TeV.
The Tile calorimeter [2] is the central section of the ATLAS hadronic calorimeter. It detects hadrons, jets and taus, while also contributing to the jet energy and Missing Er reconstruction, as well as assisting the spectrometer in the identification and reconstruction of muons. The Tile calorimeter is a sampling calorimeter using plastic scintillating tiles as the active medium and steel plates as the absorber. It covers the pseudorapidity range up to 1111 < 1.7 with one central Long Barrel (LB) and two Extended Barrels (EB). Each barrel is segmented azimuthally in 64 modules. The total nwnber of cells is 5182, while the number of channels is � lOOOO, as most cells are read by two PMTs. Each cell is composed of several steel and scintillating plates, the latter being read out on each side by wavelength shifting fibers. Each side of a cell is being read by a different PMT. This improves the response uniformity and provides readout reliability and redundancy.
During the LHC 2010-2012 data taking periods, the Tile calorimeter has delivered more than 99% of good data.
II. DIGITAL ERRORS
The Tile calorimeter front-end readout can encounter errors signaled by the Tile Data Management Unit (DMU) chip. One DMU chip receives the digitized data from 6 ADCs and implements circuitry for pipeline memories, buffer memories, memory parity checking, gain selection, bunch crossing identification and CRC (Cyclic Redundancy Check) A digital error is signaled in any of the following cases:
-wrong CRC generated by the DMU -wrong bunch crossing identifier -parity error in the pipeline memories -parity error in the buffer memories -parity error in the header -wrong signaling from TTCrx chip These can be caused by a wide variety of reasons, such as those derived from electromagnetically noisy environments or fluctuations in the power supply. Moreover, considering the fact that these components are on the detector, the DMUs are susceptible to single event upsets that are caused by ionizing radiation. This is partly mitigated by the fact that the DMUs are produced using a radiation tolerant process [4] .
III. TOOL DESCRIPTION
The presented system gives easy access, through a web interface, to the evolution of the quantity of the DMU errors of the Tile calorimeter. The flexibility of the system allows one to perfonn well defined analyses in order to identify past problems. While the data is presented as an easy to follow plot, care must be exercised in its interpretation, because modules that are powered off will report digital errors. Since the front-end electronics could be sensitive to instabilities in the power supply, when requesting the time evolution of digital errors for a particular module or one of its DMUs, the user is also presented with the evolution of the associated digital power supply voltages as a function of time. This allows the user to make an educated guess whether a power supply trip caused some digital errors, or conversely, if cycling the power of a module helped decrease the error rates. Another point of interest is the amount of data that are affected by the digital errors in a particular run. To give some indication of this aspect each run that is presented has, in addition to the error rate, its associated integrated luminosity delivered by the LHC. The tool outputs both percentages of digital errors as a function of time, as well as ranking of the most problematic modules or DMUs as a plot or in tabular fonn.
IV. ARCHITECTURE
The components are schematically shown in Fig. 2 , showing that the tool is composed of three main parts: the user interface and the supporting backend system, as well as the database that connects these two. The backend system makes use of ATLAS TDAQ tools [5] to obtain the run infonnation, as well as the luminosity tool [6] to calculate the concerned luminosity. Finally, the MySQL [7] database is populated by the backend system and queried by the user interface. To address the issue of system security, the principle of least privilege is used wherever applicable. This applies both to services rwming on the server, as well as to the way in which SQL queries are performed by the user interface; both of these are using limited accounts. Additionally, non alphanumeric characters are removed from strings before being embedded in MySQL queries to protect the database server from misuse.
The system has been implemented on a CERN virtual host that can be easily accessed from CERN's network.
V. USAGE
This tool has been used during the maintenance campaigns of the Tile calorimeter in order to spot modules that need to be repaired because of high digital error rates.
In performing the analysis, the user has control over the input data, being able to adjust selection criteria such as the time frame for the analysis, specific run parameters or the modules that are to be excluded from the results. Fig. 3 shows the effects of the increasing number of unpowered modules during the data taking periods. These modules dominate the errors as they send 100% of empty events. The operational modules report few percent of events with corrupted data for a part of the readout channels. The fact that the data contains digital errors does not imply that it is unusable for physics, as their effect is addressed through offline techniques in order to recover from possible inefficiencies. 
VI. CONCLUSIONS
This new tool was developed to allow the users to easily monitor the status of the error rates in the Tile Calorimeter. Information regarding DCS data, the error rates as well as specific run parameters are gathered in the tool's database and are made available through an easy to use web interface. These analyses have been particularly useful during the maintenance campaigns of the detector.
