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Chapter 1
Introduction: Physics of
Information
Since the pioneering works of Alan Turing (Tur36) and then of Claude Shannon
(Sha48) they have become progressively clearer the connections between the funda-
ments of physics and a mathematical theory of information1. In particular, Turing’s
work was originally conceived to solve a purely mathematical task (riformulable also
from a physical perspective) and opened the door to the formulation of the mathe-
matical concepts of information and computation, but, trying to idealize a specific
practical situation (that is the algorithmic resolution of a problem), implicitly pre-
supposed a particular underlying physical framework (that is classical mechanics).
Automatically, then, this “translation” led to a remarkable physical result: that
not all the computational problems can be solved. Similar dynamics recurred on
Shannon’s works, which allowed to deduce important physical results transposing
the problem of communication in terms of information transmitted. So, already in
the dawn of information science, appeared very profitable the interchange of views
between this kind of formalization and the physics itself, starting from its founda-
tions. More explicitly, the first observation that could be done, also in the light
of the recent developments, is that any set of physical principles could be used as
basis for the development of a mathematical model of information, i.e. a theory
that tries to capture the intuitive meaning of the concept of information. Actually,
the previous statement is usually rephrased, quoting Rolf Landauer, saying briefly
that information is physical. Some examples that would confirm this claim, in
particular, will be explicitly viewed during the present thesis.
Putting ourselves in a complementar point of view, then, historically it was
proved to be useful to think about fundamental questions of physis in terms of
information contained in a state; in some cases the same definition of a state or
of a physical theory in information-theoretical terms could be extremely useful and
clarificatory. An historically important example can be given considering the famous
“Maxwell’s daemon”, a paradoxal situation originally thought to provide evidence of
the possibility of diminishing the total entropy of a closed system. Loosely speaking,
that system consists in a box, separable into two compartment and containing a gas
of particles: the daemon acts on the splitting surface and let the fast particles come
1We will come back later, in a specific chapter, on the meaning of this expression.
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into a compartment and the slow ones into the other; in this way it makes the
total entropy to decrease. This apparently paradoxal situation can be solved in
a very elegant way taking account of the entropy acquired by the daemon itself,
considering finite the memory at its disposal to progressively register position and
velocity of the particles: the daemon will be forced to erase bits of information
when its memory will be full. In the total estimate (system + daemon) it can be
seen that the entropy could not decrease. In a more modern perspective, instead,
the same foundations of the pillar theories, like e.g. quantum field theories and
general relativity, could be better explored thinking at the information content of
a state. There are a lot of possible examples of this last claim too, looking at the
theory of black holes or at the features of quantum mechanics like nonlocality or
the decoherence phenomenon.
1.1 Beyond the classical physics of information.
Following the paradigm “information is physical” and considering the fact that
at a fundamental level the physical world is quantum-mechanical, it would result
quite natural to formulate a sort of extension of the theory of information, which
takes account of the principles of quantum mechanics: a “quantum information
theory”. In fact this idea has been recently followed and has been studied some
quantum aspects of information, leading to a theory that today is subject of intense
research (see (Pre04; NC00)). Historically, however, the motivations, more than
theoretical, has been mainly driven by situations of “practical” interest. First of
all, Feynmann himself realized the enormous practical difficulties to overcome when
trying to classically simulate a “truly quantum” system and, on the other side,
the great advantages achievable from the development of computational techniques
of pure quantum nature, that would allow to simulate experiments otherwise very
difficult or expensive. In addition, many scientists began to wonder about the
possibility of improving the efficiency of calculators (in the theoretical terms that
will be introduced later), defining some quantum computational models, and thus,
in other words, about the possibility of seriously challenging the strong Church-
Turing thesis (3.1.3) with those models. This approach led also to the conception
of many quantum communication protocols, that would offer a great advantage
over the traditional ones and acquired renewed enthusiasm when Peter Shor found
a quantum algorithm capable to solve efficiently (i.e. in polynomial time) the
factoring problem, that is still believed to be efficiently untractable on a classical
Turing machine. In particular, the above-mentioned problem is at the basis of the
actual standard cryptographic protocols (like e.g. RSA), which’s security, then,
would be seriously challenged by an eventual practical implementation of Shor’s
algorithm. On the other side, the same quantum information provides cryptographic
protocols that are perfectly secure against any kind of possible attack; an example
is the so called quantum key distribution protocol. All that led to the introduction
of new computational, as well as communication quantum models and of a new
complexity theory, that, among other things, is part of the present thesis’ work,
mainly focused on the so called QMA(Quantum Merlin Arthur)2 class. Still from
2We will give a precise definition of that class in a following chapter 3
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a practical point of view, besides the benefits just viewed, it is even possible to
take account of the technological issues that we will have in a near future, when the
devices will be so small that it will be inevitable to take care of quantum effects. An
useful empirical reference in this sense is the famous Moore’s law, perfectly obeyed
since its formulation (so for longer than two decades), that predicts, as a trend in
the construction of hardware, that the number of atoms (the physical extension of
the hardware) needed to store a bit halves every two years. If this trend would
continue so, this will lead to be sufficient few atoms for each bit!
Besides all that, however, from a strictly theoretical point of view it has been
found an increasing interest toward this new discipline, that is stimulated from
various research fields both for the fundamental nature of the topics and for its
applications, for example to the study of many boby systems.
At the end, recently have been (and still are) developed experimental techniques
that allow to treat, with good precision and control of the external parameters of the
hamiltonian, even single quantum systems, like atoms interacting with an external
electromagnetic field.
1.2 Quantitative study of entanglement.
The main difference introduced by the quantum information, as we will see in chap-
ter 4, resides in some non-local “new features”: there appear some new non-local
correlations that cannot be locally simulated, but can be locally “manipulated”,
with the only help of classical communications between distant sites. This particular
feature of quantum mechanics is called entanglement, and represents a kind of “hid-
den” part of the information content of a state. Quite recently, it has been started,
under different aspects, a quantitative study of that feature (PV07; EP03; AI07),
applied to quantum states of particular physical interest (AFOV07; HHHH09), like
vacuum states of hamiltonian theories (fundamental as well as effective). Given its
fundamental nature, this kind of study benefits of stimula from many research fields
and, thanks to the increasing number of results and to the numerous applications,
obtains increasing interest both theoretically and experimentally. Two disciplines
for which the analysis of entanglement has been particularly fruitful are condensed
matter physics and quantum information itself: on one side the studying of scaling
properties of entanglement in states of many body systems has been recently linked
to experimental phenomena of great interest, like superconductivity, quantum Hall
effect or quantum phase transitions; on the other side the same scaling properties of
entanglement represents the greatest obstacle to the classical simulation of quantum
systems.
At the same time, at the basis of the development and the success of quantum
protocols and algorithms, there is just the exploitation of the non local charac-
ter of entanglement, that, thus, within quantum information, represents the main
resource that allows to beat classical device’s computational and communication
performances. From a technological point of view, hence, it will be just the ability
of controlling, manipulating and creating entanglement the keystone of the possible
enhancement offered by quantum information.
Besides all that (that is yet embryonic), however, the theoretical quantitative
analysis of entanglement covers a considerable importance in the comprehension
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of fundamental questions of modern physics, from the basis of quantum mechanics
itself, to the study of quantum field theories, and therefore embraces fields like
statistical, condensed matter or high energy physics. Just to give an example, that
we will see again in this work, in the recent literature there have been developed
techniques originally conceived for the study of Hawking’s radiation of black holes
(Sre93; HLW94), and then applied to the study of quantum critical phenomena
(LRV04; CC04), as well as to the development of new techniques of simulation
(Sch05). The results obtained with these approaches allowed to formulate the so
called “area law” (ECP08), that, by the way, is reviewed in the present work and
thus it will be analized in some detail later (chap. 6).
Structure and aim of the thesis. The detail of the present thesis’ work is
focused on the study of some Hamiltonian models both fermionic and bosonic on
one dimensional chains and on the quantitative analysis of the entanglement entropy
of the relative ground state. In particular there have been analized quasi-free models
which’s ground state is gaussian and is more suitable for an analytical study. The
aim has been to find a model with only local interactions, which had showed a linear
scaling of ground state’s entanglement entropy. This problem is tightly connected
to the recent demonstration of the QMA completeness of the 2-local hamiltonian
problem (AGIK09). As already known in the literature, in fact, the scaling of
entanglement entropy of a ground state is connected to the simulability of the
associate hamiltonian problem, for example through the so called Matrix Product
States (MPS) (ECP08; Lat07). In particular, in the one dimensional case, is known
that a state which’s entanglement entropy tends to a constant (obey the area law)
is efficiently approximable with MPS; on the contrary, a state that shows a linear
scaling of entanglement entropy is not. The intermediate situations are ambiguous
(ECP08). For a QMA complete problem, on the other side, one expects that it is
not efficiently simulable with a classical machine (at least unless P 6= NP ⊆ QMA)
and thus that in general the ground state of a local hamiltonian model has a linear
scaling of the entanglement entropy. However, all the known and studied models
have ground states which have “little entanglement”, in the sense that it satisfy an
area law, at most with a logarithmic correction in the case of critical homogeneous
(CC04) as well as random models (RM04).
The approach followed here is for a good part analytical, but the complexity
of the problem rendered necessary some numerical simulations, which have, on one
side directed, and on the other side confirmed the analytical study. More in detail,
the present thesis could be ideally divided into two complementary parts.
The first consists of the following three chapters, in which it will be introduced
in a quite detailed way the approach of quantum information and the study of
the relative complexity classes. That could be viewed as the introduction on the
mathematical apparatus through which it will be studied a specific physical problem,
in particular:
• In chapter 2 there is a brief introduction on the basis of quantum mechanics,
posing a particular accent on the tool used in quantum information.
• In chapter 3, then, we will move on the introduction of some basic concepts
and results of information theory first, and then of quantum information, until
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the formulation of the local hamiltonian problem and the demonstration of
its QMA completeness.
• In chapter 4, at the end, it will be introduced the quantitative study of en-
tanglement and the associate fundamental measures used in the literature,
focusing on bi-partite and finite-dimensional systems.
The second part of the work, instead, consists in the remaining chapters and is more
focused on the study of relatively simple hamiltonian models and of the scaling of
the entanglement entropy of the relative ground states, with an eye toward the
resolution of the problem presented. In this part, so, we will move on the analysis
of a specific class of physical systems, which in our case will have mainly a theoretical
interest.
• In chapter 5 we will start with the study of some hamiltonian models of
interest for the work, i.e. the one dimensional chains of “quasi-free” fermions
and bosons, which’s relative simplicity resides in the fact that the ground
state is gaussian. In that chapter, then, there will be introduced also some
basic concepts concerning the analysis of a general gaussian state and of its
entanglement content.
• In the next chapter, 6, there will be reviewed a series of results, reported in
the recent literature, concerning the scaling of entanglement of ground states
of one-dimensional models, pointing out and enunciating the characteristic
area law that is obtained in many systems of physical interest. It will be then
made a brief indication on the methods of classical simulation of quantum
systems and on their relation with the area law, also to motivate the interest
on the problem studied in this thesis.
• The last two chapters, 7 e 8, at the end, represent the original part of the work
and contain the analytical (the first) and the numerical (the second) study of
a particular class of XX models, believed to be a good candidate to satisfy the
requisites expected for being difficult to simulate by a classical device, that is
to have a linear scaling of the entanglement entropy of the ground state.
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Chapter 2
Overview of quantum mechanics
Quantum mechanics is a set of rules that allows us to describe some aspects of reality,
namely the fundamentals upon which any physical theory has to rely. Up to present,
in fact, it is the most powerful mathematical framework upon which we can describe
the natural world, that is, acquire knowledge about a physical system and make
predictions about the evolution and the outcomes of measurements. In the language
of the next chapter it is the mathematical theory that (up to present) sets the most
basical rules, in agreement with the experience, for defining the information content
of a physical state and its change during the evolution. In this chapter we will review
briefly this fundamental set of rules in a quite modern language, thus setting the
basic formalism for the discussion of next chapters.
2.1 Axioms of Quantum Mechanics
QM, in a modern view, is built around a fundamental set of four axioms, which rules
the basic definitions and properties of what can be observed by an experimenter.
1. The most fundamental and complete description of a physical system is given
in terms of a state vector. A state vector is actually a ray of unit vectors
{exp(−iα)|φ〉,α ∈ C,〈φ|φ〉 = 1} in an Hilbert space H on the complex
numbers, which sets the physical system. For a system composed by some
parties A,B, . . . , the total Hilbert space associated to it is the tensor product
of the subsystem’s spaces H = HA ⊗ HB ⊗ . . . . In this case is useful to
distinguish a particular kind of states:
• the product states are those that can be written in the form |φAB...〉 =
|φA〉 ⊗ |φB〉 ⊗ . . . . They form a natural basis for the total Hilbert space.
Note that in this setting given two states accessible to the system |φ〉,|ψ〉, then
also every complex linear combination a|φ〉+ b|ψ〉 is an accessible state of the
system and, although a global phase is unobservable, the relative phase has a
physical meaning. This is called superposition principle.
2. An observable Oˆ, associated with a measurement apparatus, is formally de-
fined as an hermitean operator acting on the space of states; its expectation
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values are defined as
〈Oˆ〉 ≡ 〈φ|Oˆ|φ〉
In addition, thanks to the spectral theorem, every observable can be decom-
posed in a linear combination of orthogonal projectors:
Oˆ =
∑
i
λiPˆi with PˆiPˆj = δijPi , Pˆ
†
i = Pˆi
where λi are the (real) eigenvalues and Pˆi projects on the i-th eigenspace. A
state is completely known if are known the expectation values of a complete
set of observables Oˆi on that state, that is a set of commuting hermitean
operators, which’s common eigenvectors are a basis of the Hilbert space of
states. Such a state is called pure. On the other side, an incomplete known-
legde of the state is reflected in a statistical description of it; it is called a
mixed state and can be thought as a mixture of states |φi〉 with associated
probabilities pi. An important consequence of this axiom is the so called
Heisenberg principle, that states bounds on the uncertainty by which one can
actually measure a couple of observables:
Theorem 2.1 (Heisenberg principle). Given two observables Aˆ,Bˆ on a state
|φ〉, their standard deviations ∆Xˆ ≡ Xˆ − 〈Xˆ〉 obey the inequality:
(∆Aˆ)(∆Bˆ) ≥ |〈φ|[Aˆ,Bˆ]|φ〉|
2
where [·,·] is the usual commutator.
Thus, also in a statistical ensemble of identical states, two incompatible (non-
commuting) observables cannot be both known with arbitrary precision.
3. it is in principle possible to predict the evolution of a closed system with
respect to a time parameter. The evolution of the corresponding state vec-
tor is unitary and is given, in the differential form, by the Schroedinger
equation:
i
d
dt
|φ(t)〉 = Hˆ(t)|φ(t)〉
Hˆ(t) is a fundamental observable (hermitean operator) called Hamiltonian.
The Hamiltonian is what defines a particular physical theory and, being her-
mitean, can be decomposed like the other observables. However for a reason-
able physical theory it is required to the Hamiltonian to be bounded from
below, so that one can define the vacuum of the theory. The eigenvalues are
called energy levels of the theory and the eigenstate relative to the smaller
one is called ground state or vacuum of the theory. Integrating the previous
equation we obtain:
|φ(t)〉 = Uˆ(t,t0)|φ(t0)〉
where Uˆ(t,t0) is the unitary evolution operator. In the case where Hˆ is time
independent it is given by: Uˆ(t,t0) = exp(iHˆ(t − t0)). Note that the evo-
lution equation is linear, in accordance with the superposition principle, by
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which we have set an Hilbert space as the space of states and in addition
it preserves the norm of the states, so that it remains unity. This evolution
equation, besides, is completely deterministic. Note that this choice for the
evolution equation could be derived by the physically reasonable assumptions
of an underlying markovian (the evolution is memoryless), linear (to pre-
serve the superposition principle) process and of the preservation of the norm
of the state vectors (completely deterministic evolution).
4. The fourth axiom sets the fundamental definition of measurement as follows.
The possible outputs of a measurement are the eigenvalues λi of the corre-
sponding observable Oˆ. The outcomes of a measurement are fundamentally
probabilistic; the probability that, on a given state |φ〉, the measurement of
the observable Oˆ gives as output λi is
Prob(λi) = 〈φ|Pˆi|φ〉
where Pˆi is the projector on the respective eigenvector (or eigenspace). There-
fore, a measurement is given by the complete set of projectors {Pˆi} on the
eigenstates of the observable. Clearly, since
∑
i Pˆi = 1 the probabilities sum
up to one. This process is called projective measurement, because after that
the state is projected onto the normalized eigenstate relative to the output:
|φ〉 → Pˆi|φ〉√
〈φ|Pˆi|φ〉
This kind of evolution, therefore, is nonlinear and probabilistic. It is the
only exception to the ordinary unitary evolution. To give an explanation of
this choice we could think that, unless one acquires the knowledge of the out-
come of the measurement, the associated observable acts as a linear operator
on the state:
|φ〉 → Oˆ|φ〉 =
∑
i
λiPˆi|φ〉
After the completing of the measurement process, then, we assume that
the state collapses onto the eigenstate (or more generally an element of the
eigenspace) relative to the outcome (so that two consecutive measurement will
give the same result):
Oˆ|φ〉 → λiPˆi|φ〉
Thus we actually have fixed which is the final ray. To ensure the consistency
of the theory, then, we have to choose the element of the ray that is properly
normalized, i.e.:
λiPˆi|φ〉 → Pˆi|φ〉√
〈φ|Pˆi|φ〉
This will cause the nonlinearity of the complete transformation. This mea-
surement process is called repeatable, because if we repeat it immediately
after the first one, we will obtain the same outcome with certainty. How-
ever in the case of degenerate output, the eigenvector could change after a
repetition of the experiment.
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A remarkable consequence of this last axiom is that it is impossible to distinguish
two non-orthogonal states, i.e., there is no measurement that could discriminate
with certainty between two non-orthogonal states. This is due just to the fact
that two non-orthogonal vectors have always a non-zero component ci with respect
to a common basis vector |i〉 (these basis vectors could be, e.g. the eigenvectors of
any observable) and therefore there is always a probability |ci|2 ·|ci|2 of obtaining the
same output λi when mesuring the observable
∑
i λi|i〉〈i| on the two states, whatever
is the choice of the basis {|i〉} (and therefore of the observable). Let us discuss a bit
this last axiom because it is the more controversial. It presupposes the existence of
an ideal, (completely abstract) device, external to the considered system, that is
coupled to it in some way and leads to the measurement process. This apparatus
has not a description within the framework of theory and is only approximatively
reproducible by a real experimenter, because every real apparatus could be, at least
in principle, described within the theory itself. Anyway, it is subject of current
research to explain and eventually substitute this notion of measurement process
with a modification, perhaps nonlinear, of the evolution equation for a state.
2.2 Density matrix
It is also possible to give an other (equivalent) notion of a quantum state, and
consequently develop an other formalism, that has the advantage of looking more
general and powerful, because treats in an unified way pure and mixed states.
This approach is found on a fundamental theorem due to Gleason, that is based
on the task of assigning probability distributions to the outcomes of a quantum
measurement in a very general way. In this contest a state is viewed as a mapping
that assigns to a projector on the Hilbert space, a probability distribution, in a way
such that every couple of mutually orthogonal projectors represents a couple
of mutually exclusive alternatives and the average value of an observable respects
a strong superposition principle. Formally, a state is a mapping p(Pˆi) on the
projectors Pˆ †i = Pˆi, Pˆ
2
i = Pˆi, such that:
0 ≤ p(Pˆi) ≤ 1 ∀Pˆi : Pˆ 2i = Pˆi, Pˆ †i = Pˆi
p(0ˆ) = 0 , p(1ˆ) = 1
PˆiPˆj = 0ˆ ⇒ p(Pˆi + Pˆj) = p(Pˆi) + p(Pˆj) (Strong superposition principle)
The theorem states the existence, under these assumption plus in addition the
requirement of an Hilbert space of states of dimension greater than 2, of an operator
ρˆ with the following properties:
• it is hermitean: ρˆ = ρˆ†
• it is positive: ρˆ ≥ 0
• it is normalized as Tr ρˆ = 1
• for pure states it has the form ρˆ ≡ |φ〉 ⊗ 〈φ| and satisfies ρˆ2 = ρˆ
• for mixed states, it is a convex combination of pure states’ ρˆ = ∑i piρˆi =∑
i pi|φi〉 ⊗ 〈φi| and in general, it satisfies the inequality Tr ρˆ2 ≤ 1
9
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and such that
p(Pˆi) = Tr (ρˆPˆi)
and therefore:
Oˆ =
∑
i
λiPˆi ⇒ 〈Oˆ〉 =
∑
i
λip(Pˆi) =
∑
i
λiTr (ρˆPˆi) = Tr (
∑
i
λiρˆPˆi) = Tr (ρˆ Oˆ)
The density matrix ρˆ is the quantum analogous of the classical density function on
phase space. Loosely speaking it is, for pure states, a projector on the subspace of
the state, and a convex combination of such projectors, in the case of mixed states.
Note that, however, for a fixed mixed state
ρˆ =
∑
i
piρˆi
there are infinite many (inequivalent) way to express it as a convex combination
of pure states. In particular the totally mixed state, that has a density matrix
proportional to the identity ρˆ ∝ 1 has the same shape regardless of the basis chosen
and therefore of the preparation followed in terms of eigenstates of an observable1.
In the case of a composite system, the product states have density matrices of the
kind
ρˆAB... = ρˆA ⊗ ρˆB ⊗ . . .
the mixed combinations of those states are called separable states
Definition 2.1 (Separable states). A separable state has a density matrix of the
form:
ρˆAB... =
∑
i
piρˆ
A
i ⊗ ρˆBi ⊗ . . . with
∑
i
pi = 1 (2.1)
for, fixed the partitioning of the system (i.e. the subsystems A,B, . . . ), some choices
of the basis of the subsystems A,B, . . . . Loosely speaking, a state is separable iff
there exists at least one way to represent it as a mixed ensemble of product states
only. In these states, as we will see, there are no “quantum correlation”, but only
“classical” ones.
From now on, thus, we can identify the set of states with the set of density
matrices acting on system’s Hilbert space2. We will call this set B(H) (the B stands
for bounded operators, statement redundant in finite Hilbert space dimensions) and
is sometimes referred as the set of positive trace-class operators. In this descrip-
tion, the expectation values of an observable are defined as 〈Oˆ〉 = Tr (Oˆρˆ) and the
evolution equation for the state is, according with the Schroedinger picture:
− i∂tρˆ(t) = [ρˆ(t),Hˆ] (Schroedinger equation)
with Hˆ the Hamiltonian operator for the system. The above equation implies that
there is an unitary evolution operator Uˆ(t1,t2) such that:
ρˆ(t2) = Uˆ(t1,t2)ρˆ(t1)Uˆ(t1,t2)†
1One usually says that there is a complete loss of information about the preparation.
2In particular, this is a convex set
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in this framework the observables remain independent of time Oˆ(t) = Oˆ(0). Other-
wise, one could think that are the observables that evolve in time, while the states
remain fixed (Heisenberg picture). In that case we have:
i∂tOˆ(t) = [Oˆ(t),Hˆ]
Oˆ(t2) = Uˆ(t1,t2)†Oˆ(t1)Uˆ(t1,t2)
ρˆ(t) = ρˆ(0)
after such an evolution, however, the expectation values of the observables becomes:
Tr (Oˆρˆ(t2)) = Tr (OˆUˆ(t1,t2)ρˆ(t1)Uˆ(t1,t2)†)3, while the normalization (and the type)
of the state remains the same:
Tr ρˆ(t2) = Tr (Uˆ(t1,t2)ρˆ(t1)Uˆ(t1,t2)†)) = Tr ρˆ(t1)
Tr ρˆ2(t2) = Tr (Uˆ(t1,t2)ρˆ(t1)Uˆ(t1,t2)†)Uˆ(t1,t2)ρˆ(t1)Uˆ(t1,t2)†)) = Tr ρˆ2(t1)
After a projective measurement {Pˆi}, instead, the density matrix becomes, with a
certain probability pi = Tr (ρˆPˆi):
ρˆ→ ρˆ′ = PˆiρˆPˆi
Tr (ρˆPˆi)
and in general the type of state is not preserved. In this way we can also see
that the probability associated with some eigenstate Pˆi (the probability that the
measurement outcome is the respective eigenvalue λi) is just:
pi = Tr (Pˆiρˆ)
and if we develop ρˆ with respect to the complete set of eigenvectors of Oˆ:
ρˆ =
∑
i
c2i Pˆi
we have:
pk = Tr (Pˆk
∑
i
c2i Pˆi) = Tr (
∑
i
c2i δikPˆi) = Tr (c
2
kPˆk) = c
2
k
thus, the probabilities associated to the output of the measurement of an observable
Oˆ are, as before, just the square moduli of the components of the state vector |φ〉
with respect to a basis of eigenstates of Oˆ. At the end of this section we recall also
two useful decompositions of a general density matrix of an Hilbert space of (finite)
dimension N , that is given in terms of the generators of the SU(N) algebra:
Definition 2.2 (Hilbert-Schmidt and Exponential decompositions). Every density
matrix of an Hilbert space of (finite) dimension N can be written in terms of the
generators σˆi of the SU(N) algebra:
σˆiσˆj =
2
N
δˆij + dijkσˆk + ifijkσˆk
3Note that due to the ciclicity of the trace the two above representation are actually equivalent
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in the two forms:
ρˆ =
1
N
1ˆ+
N2−1∑
i
τiσˆi with τi ≡ 12Tr (ρˆσˆi) (Hilbert-Schmidt)
ρˆ =
exp(−βHˆ)
Tr (exp(−βHˆ)) with Hˆ =
N2−1∑
i
τiσˆi (Exponential decomposition)
These decomposition are useful, because intrinsecally provide evidence that a
basis for the space of density matrices are formed by a basis of su(N) plus the
identity.
2.3 Open systems: POVM, decoherence and master
equation.
The set of rules that we have just given, has to be literally applied to physical sys-
tems that are closed, i.e., actually to the whole universe. However, almost always it
is of interest (and clearly this is just the case of quantum information processing)
to consider an open system, that is coupled to some environment in a quite trascur-
able way, such that we are still able to make some reliable predictions discarding
the environment. In this framework, the theory leaves the possibility of more gen-
eral modifications of the state vector, that come out from the existence of a bigger
Hilbert space, in which our system is embedded. In this section we will assume that
the total physical Hilbert space is the tensor product of the systems’ HS and the
environment’s HE :
H = HS ⊗HE
A first consequence of the existence of a bigger Hilbert space is that, even in a
situation in which the global state is pure, when one traces out the environment,
then he looses some informations about the state and perhaps about the system’s
reduced state as well: the state of the system could be mixed. Actually this
phenomenon is more strong (and subtle) and we will discuss it in detail later. Let
us just mention that the operation of discarding the environment is done performing
a partial trace on the relative degrees of freedom:
ρˆ→ ρˆS = TrHE ρˆ
The reduced state of the system is, then, described only by such density matrix,
that is called reduced density matrix and is basis-independent. That is formally a
true density matrix, in the sense that it is a positive trace-class operator on the
system’s subspace ρˆS ∈ B(HS) and thus every observable on the sole system, that
hence has the form Oˆ = OˆS ⊗ 1E , acts only on that density matrix, e.g.:
〈Oˆ〉 = 〈OˆS ⊗ 1E〉 = Tr (ρˆOˆ) = TrHS (ρˆSOˆS)
However, as we said, even in the case in which ρˆ is pure, one can have a mixed ρˆS .
Now, an important generalization of the previously given rules comes just in the
measurement process. Indeed, in this situation, one is allowed to perform projec-
tive measurements on the whole Hilbert space; this fact, thanks to the Neumark’s
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theorem, leaves the possibility of performing a more general set of measurement on
the system: the so called POVM (Positive Operator Valued Measures).
Definition 2.3 (POVM). A POVM is a set of hermitean positive operators {Fˆi},
acting on the sole system’s subspace HS , such that
∑
i Fˆi = 1ˆS . They are associated
to a set of possible outputs {λi} of a measurement performed on the system only.
This set of operators describes a generalized measurement, which’s potential outputs
obey the usual statistical rule:
p(λi) = Tr (ρˆFˆi)
While the state of the system is trasformed into:
ρˆS → ρˆ′S =
√
Fˆiρˆ
√
Fˆi
Tr (ρˆFˆi)
(2.2)
The set of operators that defines a POVM represents, like the set of projectors
of a projective measurement, a partition of unity in the set of linear operators on
the Hilbert space of states. Unlike a projective measurement, instead, a POVM
in general is composed by non-orthogonal elements
√
Fˆi
√
Fˆj 6= δij
√
Fˆj and in
addition can be composed by more elements than the Hilbert space’s dimension.
An other important difference with the projective measurement is that a POVM is
not repeteable, in fact, after an output λi, if one repeat the POVM obtains:
p(λi) = Tr (ρˆFˆi) = Tr
(√
Fˆiρˆ
√
Fˆi
Tr (ρˆFˆi)
Fˆi
)
=
Tr (
√
Fˆiρˆ
√
FˆiFi)
Tr (ρˆFˆi)
Therefore the probability of obtaining the same result is 1 iff the POVM is a projec-
tive measurement
√
Fˆi
√
Fˆi =
√
Fˆi. Now, Neumark’s theorem states that a POVM
of N (in general non orthogonal) elements, acting on density matrices defined on
a Hilbert space of dimension M < N (system only) can be obtained performing a
projective measurement on a Hilbert space of dimension N (system + environment).
On the other hand, it can be seen that any projective measurement performed on
the whole Hilbert space induces a POVM on the system when we discard (trace
out) the environmental degrees of freedom. Thus, POVM on the system’s subspace
can (have to) be included when one allowes projective measurement on the whole
Hilbert space.
Furthermore one could ask for what could be the evolution for an open system.
For stating something on this task, one has to look at the possible operations on
the space of density matrices:
ρˆ→ E(ρˆ) ∈ B(HS)
Clearly an unitary evolution has to be allowed, but in addition, for example, one
has to take account that an unitary evolution on the whole Hilbert space (system
+ environment) could lead to non-unitary (and besides non-invertible) evolution
on the sole system. A fundamental phenomenon, for example, with which one has
to deal is the so-called decoherence process, that is, loosely speaking the transition
of “macroscopic” states from a quantum (entangled) to a “classical” one. More
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precisely, it is widely known and evident that, during the evolution, a macroscopic
state of an open system tends to become less entangled and tends to evolve from a
pure (possibly entangled) state to a mixed one. This phenomenon can be explained
with an entangling process between system and environment and the successive
discarding of the environment. This kind of process is quite well studied, and,
at the differential level, has been explained with some kind of master equations.
In general, if one assumes a Markovian process (memoryless) for the evolution,
it is often possible to write some differential equations for describing the process,
although in principle it is not at all guaranteed that this approximation could work
because one, in principle, must attibute a certain “flux of information” in a two
way direction between system and environment and therefore a certain memory
to the environment (the dissipation of the system into the environment induces
fluctuations on the system itself). However, for many practical purposes, we are
allowed to assume that the time scale of the problem is much larger than the memory
time of the environment: ∆tevol  ∆tmemory. In addition, one generally assumes
a linear master equation and, clearly, that the final state will be an acceptable
density matrix; then a decoherent evolution has been modelized by a differential
equation of the form:
∂tρˆ = L(ρˆ) = −i[Hˆ,ρˆ]−
∑
n
[Dˆn,[Dˆn,ρˆ]] with Dˆn = Dˆ†n , [Dˆn,Hˆ] = 0
where Hˆ is the Hamiltonian and Dˆn are some hermitean operators. This is called
Lindblad equation and the condition of commuting Hˆ and Dˆn operators assures the
conservation of energy, although a nonunitary evolution. Integrating that equation,
one obtains a linear map in the space of density matices B, i.e. which’s result is
again a positive operator with unit trace:
ρˆS → E(ρˆS) = MˆρˆSMˆ † with Tr (ρˆSMˆ †Mˆ) = 1 ⇒ Mˆ †Mˆ = 1 (2.3)
In general, when a map satisfies the last condition is called trace-preserving and, be-
sides, could be not invertible, taking account that the decoherence is an irreversible
process.
2.4 Quantum operation formalism.
In our context (that of quantum information processing), in which we want to
consider small quantum systems, as we also saw in the previous section, there are
some manipulations4 that are admissible on the states of a system, more general
than the simple projective measurement and the unitary evolution. In particular
we have (even implicitly for one of them) seen four types of different operations:
• the dismission of some parts of the whole (even open) system; this can formally
done by tracing out the degrees of freedom associated with the subsystem
to dismiss. Namely, we can consider the total Hilbert space of the system
4In this section we speak about manipulations to emphasize the fact that the system under
study is in some way controllable.
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alone, as a tensor product of two subsystem HS = H1S ⊗H2S ; tracing out the
subsystem H2S means bring the state to:
ρˆ −→ ρˆ1 = TrH2S ρˆ
• inversely, we can add some ancillas to our system:
ρˆ −→ ρˆ12 = ρˆ⊗ σˆ
• we can let the system evolve in time. This evolution can be unitary or even
non-unitary, but is trace-preserving and acts as in the (2.3). These first three
operation are usually referred as deterministic quantum operations.
• finally we can make a POVM {Fˆi}, trasforming the state probabilistically and
according to (2.2). This kind of operations is referred as probabilistic quantum
operations.
For considering all of the previous transformations in a single framework, one can
develop an axiomatic definition of a (most general) quantum operation (that is, pre-
cisely, useful in the area of quantum information processing). In such an approach
one usually requires only that those transformations leave invariant the space of
density matrices, e.g. T : B → B, and therefore that the final state is a positive
trace class operator. Let us analyze at first the set of deterministic operations. For
that operations a suitable request seems linearity, because in this way they act
independently of the choice of the ensemble of preparation of the state (we will give
another point of view on that later, when we discuss master equations). In that
case, if we fix the Hilbert space, then to ensure that condition it is sufficient to
require the positivity of the transformation and that the final state is properly nor-
malized. However, since we allow to add ancillas, we have to require the positivity
of the map whatever is the Hilbert space dimension. This request can be translated
to the complete positivity (plus, of course the normalization), that means that the
map T⊗1N : T(ρˆ) = ρˆ′ has to be positive for all N ∈ N. In total generality, there
is Stinespring dilation theorem that assures us on the fact that such an operation
can be written in the form:
T(ρˆ) =
∑
i
EˆiρˆEˆ
†
i (Operator sum representation)
with also the additional condition of trace-preserving of the so-called Kraus op-
erators
∑
i Eˆ
†
i Eˆi = 1. These transformations, for reason that will be clear later are
also referred as Quantum channels. In addition we have that any of those maps
can be thought as a combination of three trace-preserving ones of different kinds
(addition of ancillas, unitary evolution, discarding of subsystems):
M(ρˆ) = TrK
[
Uˆ(ρˆ⊗ |φ〉〈φ|)Uˆ †
]
(Environmental representation)
for some unitary Uˆ : H ⊗ K and some |φ〉 ∈ K (with dim[K] ≤ dim[H]2). If an
additional condition, namely the unitality :
∑
i EˆiEˆ
†
i = 1 ⇒ [Eˆi,Eˆ†i ] = 0 is satisfied,
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then such maps T are called bistochastic5. It is remarkable also that in general such
an operation is not invertible (and therefore leads to irreversible dynamic) and thus
the set of quantum operations is regarded as a semigroup. To give an alternative
derivation of this set of operations one could think in the differential way and
search for a general master equation for the evolution of an open system, which
takes account of the three types of transformations allowed
∂tρˆ = M(ρˆ) ∈ B
As usual some requests seem physically reasonable: the evolution has to be (at least
to a good degree of approximation) markovian and has to preserve the positivity
(and the normalization) of ρˆ for all the possible dimensions of the Hilbert space. In
this way one obtains a master equation of the type:
˙ˆρ = −i[Hˆ,ρˆ] +
∑
j>0
(
Lˆj ρˆLˆ
†
j −
1
2
Lˆ†jLˆj ρˆ−
1
2
ρˆLˆ†jLˆj
)
This is nothing more than a differential form of a general completely positive map.
At the end, to include also the generalized measurement processes in our framework,
to preserve the normalization we are forced to look at non-linear tranformations on
the density matrix:
M(ρˆ) =
∑
i EˆiρˆEˆ
†
i
Tr
(∑
i EˆiρˆEˆ
†
i
)
These operations, in particular, include also the previous (deterministic) types, for
which the proper normalization Tr
(∑
i EˆiρˆEˆ
†
i
)
= 1 was yet ensured. Particularly
interesting subset of allowed operations are those that act on each subsystem of
H = H1 ⊗ · · · ⊗ HN separately. Those operations are called local (LO) and are of
the form (by means of Kraus operators):
L(ρˆ) =
∑
i1...iN
[
Eˆ
(1)
i1
⊗ · · · ⊗ Eˆ(N)iN ρˆEˆ
(1)†
i1
⊗ · · · ⊗ Eˆ(N)†iN
]
Tr
(∑
i1...iN
[
Eˆ
(1)
i1
⊗ · · · ⊗ Eˆ(N)iN ρˆEˆ
(1)†
i1
⊗ · · · ⊗ Eˆ(N)†iN
]) (2.4)
each Eˆ(j)ij acting on its subspace Hj only. Usually, in the practice, one can allow the
observer of each subsystem to communicate classically, e.g. the result of some
local measurements. In this context the operation are more general than the simple
local ones and are called local operation with classical communication (LOCC).
They are difficult to express formally, but are included in the more general class of
separable operation (SO):
S(ρˆ) =
∑
i
[
Eˆ
(1)
i ⊗ · · · ⊗ Eˆ(N)i ρˆEˆ(1)†i ⊗ · · · ⊗ Eˆ(N)†i
]
Tr
(∑
i
[
Eˆ
(1)
i ⊗ · · · ⊗ Eˆ(N)i ρˆEˆ(1)†i ⊗ · · · ⊗ Eˆ(N)†i
]) (2.5)
Note that although the summation now goes over just one index, this class of
operation is more general than the previous one (2.4). At the end, thus, we have
5In particular we will see that such maps are those that increase the von Neumann entropy of
the state: S (M(ρˆ)) ≥ S (ρˆ)
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the following inclusion relation: LO ⊂ LOCC ⊂ SO and, as we will see, for our
scope is preferable to work with the last class, because its mathematical treatment
is more simple (although more general than the necessary).
Observation 1. Note that separable operations allow to create a separable state,
because every separable state is trivially created using only LOCC operations: Alice,
who wants to create the state (2.1), samples the distribution pi, and for every i she
informs all other parties (Bob,Claire...) on the outcome of the measurement i.Then
each of the others locally creates the eigenstate ρˆB,C,...i and discards the information
about the outcome i.
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Chapter 3
Quantum information and
complexity: the QMA class.
3.1 An introduction on information theory.
Normally most people have an intuitive idea of the concept of information, because
it is used in everyday life to speak about some “potential knowledge”. At a first
look it might be understood by classifying its properties.
• That kind of knowledge can be encoded in (and carried by) many different
“stuffs”, in many different ways, like for example a writing on a paper, a file
in an hard disk, an electromagnetic wave...
• Moreover an information can be discovered or deducted without a previous ad
hoc encoding: it was already present in the device. This is the case of, e.g.,
what an experimenter gains making a measurement.
• The information can be also transmitted by a sender to a receiver, at the
price of the introduction of some conventions, i.e. a language and a decoding
procedure so that the two (or more) parties can agree about the “meaning”
of such knowledge.
• Sometimes the information can be also processed as, e.g., letting evolve a
physical system or, more abstractly, given an input (an hypothesis) producing
an output (a thesis), following some algorithm (a series of logical operations)
that allows to accomplish a given task.
The first, perhaps obvious, common denominator of all these properties resides in
the fact that it is an ad-hoc modification or a preesistent feature of some physical
system. Indeed, following a complementar point of view it can be associated to the
reduction of uncertainty about a state of a physical system and therefore can be
thought as precisely what one could potentially know about that state. Anyhow,
it remains an ideal concept, without a reference to a particular, well defined entity.
However, keeping these considerations in mind could be useful, both theoretically
(i.e. from the point of view of physics) and for practical applications (communica-
tion, computation...) to develop a formal description of it, even trying to associate a
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measure to the (potential) reduction of uncertainty, e.g. after a measurement. Thus
the question could be: what is formally the definition of “information”? Can such
a definition be given at all? I.e., can be given a precise mathematical formulation of
this concept? The first who tried to follow such an attempt was Claude Shannon,
that posed the basis for the modern information theory. Actually the theoretical
framework developed by Shannon, was intended to deal only with the transmission
of information, and so with the encoding/decoding processes. Nevertheless after his
works the interest about this topic increased and today a framework of information
and computation theory is well estabilished and gives an almost complete descrip-
tion of all those properties. After Shannon, in fact, the theory was extended to the,
already explored, possibility of processing information, which was studied by some
great mathematicians such as Turing, Church, von Neumann... They were able to
formalize in a beautiful universal way the concept of computation, in the sense of the
resolution of a mathematical problem. This is, by the way, what does a processor of
a computer, but this could be also what a mathematician does with his brain and
with a paper and a pen. The last, in fact, was the key situation that the precursors
of the theory of computation wanted to idealize, so to give a formalization of the
concept of algorithm. The importance of the study of algorithm was pointed out by
Hilbert in the International Congress of Mathematicians held in Bologna in 1928,
that proposed as one of his famous Entscheidungsproblem to find an algorithm by
which all mathematical question could be decided. This problem was solved in
the 30’s by Alan Turing, who found explicitly an interesting mathematical problem
that could not be decided: the famous Halting problem. That problem could be
summarized as follows:
Does any program running on an information processor halt?
Remarkably the answer turned out to be NO; the trick used to solve this problem was
to exploit a construction similar to that of the self-referencing propositions which
produce a paradox. An other remarkable result was that, for doing that, Turing had
to formalize the abstract notion of algorithm: a general program running on what
is now called the universal Turing machine. This has been an other key ingredient
for the construction of a framework within which describe with sufficent depth the
concept of information. Now, let us try to briefly go over the logical passages of
that formalization, starting from the “classical” description to finally extend it to
include the rules of quantum mechanics.
3.1.1 Classical information theory
When we say classical information, we mean that its formalization follows some
“classical mechanical” rules, not only that it is contained in a “classical device”.
In particular we consider some “macroscopic” states and observables as containers
and decoders of information and, thus, given a value of such observables, there is
no ambiguity on the state of the system. For being able also to encode, transmit,
process and decode information, we need to introduce a formal language in a way
that could be (at the best possible) universal. Following classical principles, a way
to encode information could be by taking account of a discrete (finite) subset of the
possible values of some macroscopic observables, and assigning to each of them a
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particular character of a formal alphabet :
A = {0,1,2, · · · ,N}
Usually it is chosen an alphabet with only two possible characters A = {0,1}, that
are called bits, because there is no theoretical advantage in considering an other
one1. It could correspond to a potential knowledge of the answer to a Boolean
(yes/no) question, such as if an observable takes on the state a value greater or
lower of a threshold. Thus, a bit is physically constructed by an underlying two-
level “classical” system (in the sense explained above). Encoding a string of bits,
one can form a message, and in addition this message can be sent from a source
to a receiver and/or can be processed by a device. Therefore, in this framework,
an information can be treated as a quantity, that represents a reduction of the
uncertainty about the state and could be in principle measured in terms of bits.
That information resides in (and in some sense defines) the physical state and, hence,
can be processed, encoded, transmitted, decoded by some dynamical processes. If
we have complete control (or knowledge) of that underlying dynamical process, then
our uncertainty about the state will not increase, but can only decrease by some
measurement or in general decodification procedures. An other, perhaps simplified,
way to think at that, is to assume that the value of one bit (whether it is 0 or 1, that
is, the value of a two-level observable on a state) is determined at random, following
some a priori probability distribution X = (x,p(x)) and therefore that the processes
are stochastic instead of dynamical. If the state is composed by several parts (or
even if it depends on several observables) we associate a random variable to each
of them, thus we need a joint probability distribution p(x,y,z, . . . ) to describe the
whole state. For completeness, we recall also that if a joint probability distribution
has a product form:
p(x,y,z, . . . ) = p1(x)p2(y)p3(z) . . .
then the subsystems (the subset of observables) labelled by x,y,z, . . . are said to
be independent ; otherwise they are correlated. “Tracing out” one of the variables
(because perhaps we are not interested in its actual value), i.e. summing over all
possible outcomes:
p(y,z, . . . ) =
∑
x
p(x,y,z, . . . )
we obtain a marginal distribution. Then, one acquires knowledge about the state
when reduces the uncertainty contained in the probability distribution, i.e. one can
reduce a state of (that encodes) k bits of information to an other of h. At this stage,
however, it is necessary a formalization of the expression “the uncertainty contained
in the probability distribution”, that means to associate a sort of measure to that
uncertainty. This was, in some sense, the idea underlying Shannon’s works, that
now has been extended in many ways. Following a modern approach, then, one
considers the space of all possible probability distributions p(x,y,z, . . . ) of the vari-
ables x,y,z, . . . . To introduce a measure on probability distributions means firstly to
make a distinction between them and to give an order on their space. Our intuition
about uncertainty suggests, besides, that two extremal cases are when the proba-
bility is constant p(x) = const. (maximal uncertainty or maximally mixed state)
1Every natural number can be written in base two as well as in any other one.
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and when the distribution has only a single support point p(x0) = 1 (completely
known or pure state). An approach that goes in this way is driven by the concept
of majorization, that captures immediately our definitions of extremal states.
Definition 3.1 (Majorization relation). Given two probability distribution p(x),
q(x) and ordered their values in descreasing order, we say that p(x) majorizes q(x):
p(x)  q(x) iff (we assume also that x goes from 1 to N):
p(x)  q(x) ⇔
{∑k
x p(x) ≥
∑k
x q(x) for k ≤ N∑N
x p(x) =
∑N
x q(x) = 1
The majorization relation provide only a partial order on the space of distribu-
tion, because two elements may not be comparable, but, on the other side we have
that:
p(x) = const. ≺ r(x) ≺ q(x) = δ(x− x0) ∀r(x)
Therefore, to capture the notion that we want to give to information we can define
a measure that preserves the majorization relation, i.e. such that
p(x) ≺ q(x) ⇒ f(p(x)) ≤ f(q(x)) or p(x) ≺ q(x) ⇒ f(p(x)) ≥ f(q(x))
The first kind of functions are called Schur convex, while the second Schur concave.
The first remarkable result obtained by Shannon was just to find such a measure
of the information contained in the probability distribution, or, in another way to
think, of the uncertainty that originates from it. That is what is now called Shannon
entropy of a distribution (called X = (x,p(x)) the stochastic variable associated to
x)2:
H(X) = −〈log2(p(x))〉 = −
∑
x
p(x) log2(p(x))
An interpretation of this function is that it quantifies the amount of information
that one gains acquiring the knowledge of the actual value of x, given a priori the
probability distribution p(x), i.e. the number of bits needed to specify the state,
given the probability distribution. This model is applicable to the situation (and
this was indeed Shannon’s approach) in which two or more parties want to share
between themselves some informations and then agree to communicate, encoding a
message with a commonly known probability distribution. Therefore, in Shannon’s
hypothesis a source is a device that randomly chooses a string of k characters
from the alphabet with a probability distribution p(x). A bit value x, under this
assumptions, can be thought as a stochastic variable X = (x,p(x)), while a mes-
sage is a sequence of k i.i.d. (indipendent identically distribuited) bits Xk. The
encoding process, is viewed, thus, as a discrete controlled stochastic process Xi
(instead of a dynamical one) and usually it is assumed to be Markovian. Actually
the practical meaning of Shannon entropy is the following. To encode a message
of k bits, choosing them with a probability distribution p(x), in a way such that it
can reliably be completely decoded, in the limit k → ∞ are sufficient h = 2kH(p)
2Actually the following definition is given up to a normalization condition, which is set by the
chosen unity of uncertainty. Since, as usually, we have chosen the bit, we have set the basis of the
logarithm to 2.
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bits. Since 0 ≤ H(p) ≤ 1 the message needs a smaller number of bits to be realiably
encoded (it can be compressed). We have h = k only in the case of p(x) = const.,
i.e. when we have maximal uncertainty about the probability distribution. This
resul is called Shannon’s Noiseless coding theorem, because actually the message
has to be transmitted through a channel that do not disturbs the signal, a noise-
less one. That was the first and perhaps the principal (in the light of Shannon’s
theorem) measure of the uncertainty about a state, but there are also other possible
generalizations, that we will briefly enumerate. At first, however, is interesting to
list some particular properties of entropy:
1. Clearly it is positive and continuous and is bounded by 0 ≤ H(X) ≤ log2N ;
2. It is expandible: H(p(1), . . . ,p(N)) = H(p(1), . . . ,p(N),0);
3. It is concave: H(
∑
i qiXi) ≥
∑
i qiH(Xi) for some probability distribution∑
i qi = 1;
4. It is Schur concave, in the sense given above;
5. It is additive: H(X,Y ) = H(X) + H(Y ) if the two random variables are
independent p(x,y) = q(x)r(y);
6. It is subadditive: H(X,Y ) ≤ H(X) +H(Y ) for two general random variables
(X,Y ) = (x,y,p(x,y));
7. Is is strongly subadditive: H(X,Y,Z)+H(Y ) ≤ H(X,Y )+H(Y,Z); the equality
holds iff the random variables form a markov chain;
8. It satisfies the recursion property : suppose that we cannot distinguish between
all the outcomes of p(x) and we make a sort of coarse-graining, defining:
q(1) =
k1∑
x=1
p(x) , q(2) =
k2∑
x=k1+1
p(x) , . . . , q(r) =
N∑
x=N−kr+1
p(x)
then we have:
H(p(x)) = H(q(y)) + q1H
(
p1
q1
, . . . ,
pk1
q1
)
+ · · ·+ qrH
(
pkN−kr+1
qr
, . . . ,
pN
qr
)
This quantity, as we saw, comes out quite naturally thanks to the asymptotic result
of Shannon, and indeed its properties are those that one intuitively expects for
a suitable measure of uncertainty. In fact this measure could be also uniquely
derived setting a priori several axioms that capture our intuition, namely some of
the properties just listed. Nevertheless one can relax some of the requests, keeping
only the Schur concavity, and get generalized notions of entropy. This approach has
been followed and the results are different classes of generalized entropies, which’s
common limit case is, clearly, the Shannon entropy. In particular we recall the two
principal classes:
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Definition 3.2 (Tsallis entropies). The Tsallis entropies are a one parameter family
of Schur concave entropies, given by the following definition:
HTq (X) ≡
1
1− q
(∑
x
p(x)q − 1
)
Taking the logarithm one can ensure also additivity:
Definition 3.3 (Renyi entropies). The Renyi entropies are a one parameter family
of Schur concave and additive entropies, given by the following definition:
HRq (X) ≡
1
1− q log2
(∑
x
p(x)q
)
The expressions fq(p(x)) =
∑
x p(x)
q are called moments of a probability distri-
bution; in particular the second moment is called purity because discriminate the
purity of the state (it is equal unity iff the state is pure). For both the classes we
recover the Shannon entropy in the limit q → 1. In particular the set of all the N
moments completely defines the probability distribution, and therefore a complete
description of a physical state can be given in terms of the set of N Renyi or Tsallis
entropies instead of the probability distribution itself. Still following Shannon’s idea
one can further suppose that the communication could be disturbed by dynamical or
random non-controlled evolution processes on the state and therefore that this situ-
ation has to be taken into account by the receiver when tries to reliably decode the
message. Formalizing this concept one can assume that the communication channel
disturbs the message Xk, so that at the end the receiver reads a different one Yk,
which perhaps could be correlated with the original. Now, the initial (fundamental)
question is: how much information encoded in the original message the reicever can
recover decoding the disturbed one? In an other way to tell, the formal extension
that one has to employ, lies in the introduction of a true distance between two
probability distributions (as an extension of the ordering), so that we can answer
the question saying that the more two probability distributions are close, the less
information one can gain about the second, acquiring knowledge on the first. The
first class of distances that usually one employs is that called of the lp-distances:
Dlp(r(x),q(x)) ≡ ‖r(x)− q(x)‖p ≡
(
1
2
∑
x
|r(x)− q(x)|p
) 1
p
with p ≥ 1
However, again, to capture better our intuition about disturbed communications
(or in general transmissions of information) one has to deal with the behaviour of
distance functions with respect to the actual processes that could modify the infor-
mation during the transmission, namely evolution processes of the physical state.
At first let us formalize better this last concept: one in principle could assume that
evolution could be perfectly controllable, i.e. deterministic, and therefore that it
follows some dynamical equations. However both theoretically and for the prac-
tice is better to assume that the underlying evolutionary processes are random and
therefore governed by stochastic processes that, at least at a first approximation,
are markovian. In this way a general evolution equation or, in the language of
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communication theory, a general markovian channel is given by a stochastic ma-
trix B(x,y), that is positive and satisfies the requirement
∑
xB(x,y) = 1. If the
additional condition
∑
y B(x,y) = 1 is also verified, then the matrix is called bi-
stochastic. Now, our intuition suggests that if we initially the two messages Xk and
Yk have two distant probability distributions, after an uncontrolled evolution we are
less able to distinguish between them and therefore they have become closer. Thus,
to find a suitable distance measure, one usually imposes the monotonicity condition
under the action of stochastic matices:
D(B · p,B · q) ≤ D(p,q) ∀ stochastic matrix B(x,y) (3.1)
To further develop the formalization of a noisy communication let us associate to
the noisy channel, a conditional probability distribution p(y|x): the probability
that the sent bit x is converted in y because of the noise. As before p(x) is the
probability distribution for the encoding process and it is already known by all the
parties. Furthermore we assume an underlying Bayesian rule for the probability:
p(x|y) = p(y|x)p(x)
p(y)
p(y) =
∑
x
p(y|x)p(x)
So that we can define conditional quantities such as, e.g. conditional entropy
H(X|Y )
H(X|Y ) ≡ −
∑
y
∑
x
p(y)p(x|y) log2 p(x|y) = H(X,Y )−H(Y )
that is the residual uncertainty about the state X once Y is known. It is remark-
able that this quantity satisfies the inequality (that may seems intuitively obvious)
H(X) ≥ H(X|Y ). Now, in the light of the importance of the concept of entropy
in information theory, we define a distinguishability measure (it is actually not a
mathematical distance because it is not symmetric) that is entropy-like:
Definition 3.4 (Relative entropy).
H(p‖q) ≡
∑
x
p(x) log2
p(x)
q(x)
This is a good distance for us because it satisfies (togheter with the entropic
properties) the monotonicity condition (3.1). From the generalized family of en-
tropies, moreover, we obtain other useful monotonic family of distances :
HTr (p,q) ≡ 1−
∑
x
p(x)rq(x)1−r (Relative Tsallis entropies)
HRr (p,q) ≡ log2
(∑
x
p(x)rq(x)1−r
)
(Relative Renyi entropies)
The Tsallis relative entropy with r = 2 is particularly interesting and is called
Hellinger distance (and it is a distance also in the mathematical sense). From this
notion of distance (or at least of distinguishability) we can extract how much cor-
relation there is between two random variables (X,Y ) = (x,y,p(x,y)) (two physical
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states), taking the distance from their joint probability distribution p(x,y) and the
uncorrelated one p1(x)p2(y) (actually the set of uncorrelated ones). This is inter-
pretable as the amount of information about X gained by learning Y and is called
mutual information:
I(X,Y ) ≡ H(p(x,y)‖p1(x)p2(y)) =
∑
x,y
p(x,y) log2
p(x,y)
p1(x)p2(y)
=
= H(X)−H(X|Y ) = H(Y )−H(Y |X)
The mutual information is symmetric and always nonnegative and vanishes when
X and Y are uncorrelated p(x,y) = p1(x)p2(y). In particular we have H(X) ≥
I(X,Y ) with equality only for uncorrelated variables, so that the conditional en-
tropy H(Y |X) is equal to H(X). This function could be thought as a distance
measure of two messages (composite states) in terms of their information content
and is at the basis for the Shannon’s noisy coding theorem. In the model of a
communication channel, in fact, one can think at the mutual information as the
information reliably transmitted through a noisy channel, making the association
Y = B ·X = (y,p2(y)) = (y,
∑
xB(x,y)p1(x)). Then we would have:
I(X,BX) = H(BX)−H(BX|X) = H(BX)−
∑
x
p1(x)H(B−1Y )
Exploiting that, the Shannon’s noisy coding theorem states some important bounds
on the bits needed to reliably transmit a message through a noisy channel. In
particular, if we wish a perfect communication, despite the noise, we have to make
a sort of redundance on the message transmitted, i.e., transmit many times the same
bit. In this way we could recover the original message through, e.g., a majority vote
for each bit. Nevertheless, this procedure needs a transmission of more information.
The content of the second Shannon’s theorem gives just lower bounds on that:
1. The number n of bits needed to reliably transmit a message of k bits has to
have a rate R = nk that satisfies:
R ≤ C(p(y|x)) ≡ max
{p(x)}
I(X,Y )
C(p(y|x)) is called the channel capacity and the maximum is taken over all
the possible probability distribution p(x) for the random variable X.
2. The previously defined rate can be asymptotically (when k → ∞) attained,
keeping an asymptotically vanishing error in the transmission (asymptotically
errorless transmission).
3.1.2 Classical computational models.
The theory of computation deals with the possibility of processing information to
accomplish some tasks, i.e., modify a physical state (input) by using some con-
trolled dynamical (or sometimes random) processes (gates) that correspond to an
interested function of the input. The value of that function will be the output of
the computation. A “classical” device that could do that, as usually, has to be
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designed in a way that it can follow, to a good degree of approximation, classical
rules and, so, it has to take account only of macroscopic observables. Anyway, in a
theoretical framework, it can be thought as an abstract device that formally com-
putes a function of a classical information input and, in addition, that function has
to respect the constraints of classical dynamics, i.e. has to be composed of classi-
cal operations. Historically, there are at least two (equivalent) fundamental way of
thinking about such a device: a (perhaps more mathematical) model based on the
abstract idea input→algorithm→output, namely the Turing machine, and an other
(perhaps more physical) circuit model, based on the decomposition of the general
function to compute, in fundamental operations (gates). Let us describe in a little
more detail the two models:
Turing Machine A Turing machine, that can be thought as a formal definition
of an algorithm, is composed of four fundamental parts:
1. A tape, i.e. a memory, that can store an infinite long sequence of bits. This
is where are stored, for instance, the input and the output.
2. A read/write head, which points at the current position on the tape.
3. A finite set of control states qs, . . . ,qh where the first is called starting state
and the last halting state.
4. A program, that is composed of a set of lines of the type: (qi,xi,qj ,xj ,s), where
qi,qj are control states, xi,xj are bits’ values and s is a number that can take
three values s ∈ {−1,0,1}. This is precisely the algorithm to follow.
The machine works as follows:
• At first the head is pointing in the initial block of memory, that takes the
initial value 0, the control state is qs and the first line of the program is
readed.
• Then the machine runs the lines of the program, searching for a line of the
kind (qc,xc,qj ,xj ,s), where qc,xc are the current control state and memory’s
bit.
• When such a line is founded the current state is updated to qj , the current
block memory is overwritten by xj and the head moves left,right or stand,
depending on whether is the value of s, respectively −1,1,0.
• If a line of the previous type is not founded, then the control state becomes
qh and the program will halt.
Although its apparent simplicity, this machine model is believed to capture the
complete notion of an algorithm and a computable function. Indeed it is what
precisely states the so-called Church-Turing thesis:
Any algorithm can be realized by a Turing machine
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It is an undemostrated (and undemostrable) hypothesis that has been supported,
at least until now, by empirical evidence. Remarkably, to any Turing machine can
be associated a natural number (therefore the set of Turing machines is countable)
and this fact leads to the definition of an Universal Turing machine, that is a
Turing machine that can simulate any other one, besides requiring only a polynomial
amount of additional steps with respect to the original. This last statement remains
true also if one tries to extend the definition of Turing machine, for example allowing
random steps, adding many (finite) tapes...
Circuit machine model An alternative model of computational device is the
circuit model, that, although equivalent to the Turing machine in terms of compu-
tational power, is more similar to a possible practical implementation. This model
machine, in fact, as a normal computer, is composed by wires and gates. The last
are thought to perform some basical operations, while the formers work as carrier
of information and as links between gates, in order to construct a complex function
with many simpler one. A general binary function is called logical and is of the
form:
f : {0,1}n −→ {0,1}m
Clearly, n is the number of input bits, while m is the number of output bits. In
addition, the output of such a general function can be written as the output of m
function of the kind:
f : {0,1}n −→ {0,1}
That are, so, the basical one and are known as Boolean functions, because its output
consists only in a Boolean value. An other important result is that, to compute
a general function of n input bits, are sufficient only a very small subset of the
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Boolean functions: the so-called universal gates. There can be chosen many
(equivalent) set of fundamental gates, each consisting of a few ones. In particular,
if we allow the COPY operation to be performed, i.e., each bit can be copied to
other wires, actually only one more universal gate is sufficient! One choice for this
could be the so called NAND gate, that computes the following function3:
NAND : {0,1}2 −→ {0,1} NAND(x,y) = 1− xy = ¬(x ∧ y) = (¬x) ∨ (¬y)
If, instead, we allow only the ability to prepare constant bit (that perhaps could
be simpler than the copy operation), then again we need only one gate to perform
every function. This gate is the NOT/NAND one:
NOT/NAND : {0,1}2 −→ {0,1}2 NOT/NAND(x,y) = (1− x,1− xy)
= (¬x,¬(x ∧ y))
Also in this case every circuit computes a single function and therefore there are
a countable set of such circuits. Thus, again there is the possibility of defining
an Universal circuit family that could simulate any circuit, even if equipped with
probabilistic gates, with at most a polynomial growth of the size.
3Remember that the operations of sum and product are taken in base two and modulo two.
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Reversible computation Usually, in the light of the previously given models,
one thinks energy as an important resource for computations. Indeed there is also
the Landauer’s principle that goes in this direction, stating that for every bit erased
during the computation, at least an amount of kBT ln 2 of energy is dissipated onto
the environment (clearly T is the temperature of the environment and kB is the
Boltzmann constant). But Landauer’s principle tells us an other remarkable, both
for computation and for physics itself, fact: that irreversibility comes out only from
the erasure of information! On the other hand we just saw that in our models it is
necessary to erase information, e.g. in the NAND gate... But is it really a necessity?
We know that physical dynamics is reversible, i.e. given an output state we could in
principle reconstruct the input, knowing the dynamical process followed, therefore
there must be possible to perform computation reversibly. In fact it turns out to be
possible and, within the framework of circuit models, the set of fundamental gates
required contains a single gate, that, however, acts on three bits instead of two: the
Toffoli gate θ(3) (or controlled-controlled-NOT). It is the following logical function
of three qubits:
θ(3)(x,y,z) = (x,y,z + xy)
Clearly this gate is reversible (and in fact there is no erasure) that flips the third
bit iff the first two are 1 and does nothing otherwise. The universality of this gate
means, so, that any reversible function can be constructed using Toffoli gates only.
Besides this, there are other reversible models of computation, between which the
most famous is the so-called Billiard-ball computer, that, in practice, is based on
elastic collisions between balls and mirrors: a bit is regarded as the presence or
absence of a ball in a specific cell.
3.1.3 Complexity theory for classical machines.
During the development of the theory of information and computation, much in-
terest has been focused in the classification of the complexity of a computational
problem, i.e., in evalutating how much resources are needed for accomplishing a
given task. This kind of research, besides the clear practical motivations, has been
driven also by theoretical fundamental questions, such as, e.g., whether or not a
computational model can be more powerful of an other. The idea underlying this
theory is to divide the computational problems in classes, on the basis of their
complexity. Of course, there is some arbitrariness inherent to the definition of the
different classes, because the notion of “difficult” problem is not by itself universal.
Nevertheless, one can develop a framework that looks as universal, starting from
the analysis of the resources needed for a given computation and with the help of
the concept of universal Turing machine. The quantities that could be viewed as
resources are various and perhaps they are correlated. For example one could argue
that the energy dissipated in the circuit is a resource that is used, although we
have seen that there are models of computation, namely those reversible, that don’t
produce, at least in principle, any energy dissipation. A similar line of reasoning
applies for the number of elementar gates or equivalently the number of steps of a
Turing machine (in general the time). Perhaps an other interesting resource is the
memory needed by a Turing machine, or equivalently the number of ancilla bits of
a circuit, that is usually regarded as space. However, between them, traditionally,
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the notion of complexity is viewed in terms of the time and, for each fixed program,
is measured in function of the input bits. Now, if one tries to develop a kind of uni-
versal notion of complexity, then it has to reflect in some way the universality of the
Turing machine, and so, it has to be invariant under the passage from a Turing ma-
chine to an other. More simply, a program that runs in a certain Turing machine
cannot have a different complexity when simulated by an other Turing machine.
Fortunately, there is a remarkable result that helps in developing a complexity the-
ory that satisfies the previous requisites. It states that every Turing machine could
be simulated by any other (probabilistic) one at the price of at most polynomial
growth of the steps of the program. More strongly there is the strong Chuch-Turing
thesis that states that:
Any possible model of computation can be simulated by a probabilis-
tic Turing machine with at most polynomial growth of the number of
elementary operations required.
Clearly this last is an undemostrated hypothesis, that, moreover is seriously chal-
lenged by the quantum models of computation. However, in the framework of
classical models one can exploit the polynomial time equivalence between the Tur-
ing machines and try an approach in which examines the asymptotic behaviour
of the (time) resources needed for running a program, i.e., the scaling of them with
respect to the growing of the input bits. Usually, a specific notation for this kind
of analysis is used:
• The “big O” O notation is used to set asymptotic upper bounds for a function
f(n). Therefore f(n) = O(g(n)) means that asymptotically there is a constant
C such that f(n) ≤ Cg(n).
• The “big Omega” Ω notation, instead, is used to set asymptotic lower bounds,
in the same sense as the previous upper bounds.
• The “big Theta” Θ notation, at the end, means that asymptotically, two
function behave in the same way: f(n) = Θ(g(n)) means that f(n) = O(g(n))
and f(n) = Ω(g(n)) are both true.
The task of the complexity theory is to find lower bounds on the resources needed for
a program and thus classify them, at least in a first step, between easy (or practically
tractables) and hard (practically intractables). Conventionally, but justified by the
result given above, this separation is made in terms of (asymptotically) polynomial
or exponential4 resources needed. A problem in the first class is, thus, believed
to be easily solvable with a classical computer, while a problem in the second class,
although there could be algorithms to solve it, is believed to be practically (or
efficiently) unsolvable. Therefore in that way it is possible to put out the basis for a
very elegant, model independent theory of computational complexity, that lets the
universality of the probabilistic Turing machine model to emerge. Nevertheless, it
turns out to be very difficult to prove that a problem needs exponential resources and
therefore, until now, there is only a class of problems that is believed to be unsolvable
4Where here the term exponential is used for a general function that grows faster than any
polynomial.
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with a classical machine. Now let us briefly come deeper in detail of the analysis of
the various kind of specific problems. Before, we claimed that every binary function
(of finite input and output) can be reduced to a set of Boolean functions, thus, in
principle, we can restrict the classification to those, that sometimes are called also
decision problems (answers to YES/NO questions). Between those functions, as
we stated before, the easy ones are those that could be computed with a number
of steps that grows at most polynomially with the input bits. That class is called
P class. To give a formal definition of this class in terms of circuits, that looks
universal (machine independent), one has to introduce a universal notion of circuit
machine, in the sense that its power cannot change for the specific design and that
it has to be able to make the computation for an input of any number of bits. This
leads to the notion of a circuit family :
Definition 3.5 (Circuit family). A circuit family {Cn} consists in a collection of
circuits, indexed by the number n of input bits, with the property that if m < n,
then Cm(x) = Cn(x) for every input x. A circuit family, therefore can compute a
function independently of the number of its input bits, i.e. for an input x of k bits
the circuit family {Cn} computes the function Ck(x).
With the aid of this notion we can define the P class in terms of circuits:
Definition 3.6 (P complexity class). A Boolean function of some input of n bits,
f(n), is defined to be in the P -class, iff it can be computed by a class of circuits
{Cn} which’s size grows at most polynomially with the input bits:
size(Cn) = O(poly(n))
An other way of defining this class (and in general each class) is in terms of
formal languages L. A language L over an alphabet A, is simply a set of finite
string of characters of A. The computation of a Boolean function over the alphabet
A can also be viewed in terms of languages as we can see, e.g., in the so-called
PRIMALITY PROBLEM, i.e. the problem of deciding whether or not a given
input number is prime:
• First we define the binary language L of all the prime numbers, written in
binary code.
• Then the PRIMALITY PROBLEM can be stated as a test on the input num-
ber x, to decide wheter or not x ∈ L.
Therefore, in general, we say that a language L is decided by a program, if the
program can decide wheter or not an input x ∈ L. In this last formalism, the
complexity class P can be viewed as a class of languages:
Definition 3.7 (P complexity class). A language L is in the P class iff there exists
a program that could decide it in polynomial time, i.e., iff it can be decided by a
program of a number of steps that grows at most polynomially with the number of
input bits.
An other fundamental complexity class, that includes the previous one, is the
class of problems, which’s YES instance could be checked with polynomially many
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steps. A specific famous problem of this class is the FACTORING PROBLEM,
given by the following function:
f(x,y) =
{
1 if the integer x has a factor less than y
0 Otherwise
Clearly given the two input and the claim of the YES solution, there exists a witness
that allows a program to check if the solution is actually true: an integer z < y
that is a factor of x. The class of those problems is called NP -class, and, for
being defined in terms of circuits, needs the introduction of the nondeterministic
circuit Cn,m associated with a circuit family {Cn}:
Cn,m : Cn(x) = 1 ⇔ Cn,m(x,y) = 1 for some y
Those circuits are able to verify the YES instance of the problem, given the right
witness y. Given that definition, the NP -class is defined as:
Definition 3.8 (NP complexity class). A Boolean function of some input of n
bits, f(n), is defined to be in the NP -class, iff it can be verified by a class of
nondeterministic circuits {Cn,m} which’s size grows at most polynomially with the
input bits:
size(Cn,m) = O(poly(n))
In terms of languages, instead, the NP -class is defined as:
Definition 3.9 (NP complexity class). A language L is in the NP -class iff there
exists a deterministic verifier (boolean) program
V : {0,1}n × {0,1}poly(n) → {0,1}
with the following properties:
• ∀x ∈ L ∃y such that V (x,y) = 1
• ∀x /∈ L ∀y , V (x,y) = 0
Clearly we have P ⊆ NP . The major task for the classical complexity theory
is, on the other hand, to find an example of language L ∈ NP , such that L /∈ P ,
because the class NP is believed to contain some problems that are hard to solve,
although easy to verify. Therefore one of the fundamental conjectures of the classical
complexity theory is that P 6= NP . Altough a formal proof is still lacking, there is
no evidence of the contrary as well. To analize the complexity of a given problem, it
is necessary (or at least very useful) to have an universal way to compare it to other
problems in terms of the difficulty. This leads to the notion of reduction, which’s
formal definition has clearly to look universal within the framework of complexity
theory:
Definition 3.10 (Reducibility). A language B is said to be reducible to an other
language A if there exists a Turing machine operating in polynomial time such that
given as input x it outputs R(x) and x ∈ A ⇔ R(x) ∈ B.
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Loosely speaking a function f is reducible to an other g if a Turing machine (or
a circuit family) that computes g can compute f with at most a polynomial increase
of the elementary operations needed. Within some classes, there are problems that
are complete, in the sense that each problem of the class can be reduced to it,
and thus, one can solve any problem in the class iff is able to solve it. A famous
problem that is complete for the NP class is the circuit-satisfiability (CSAT). It
is defined as follows: given a boolean circuit with n gates and m input bits, {Cn}
is it satisfiable for some input x? In other words, there exists an input value x
such that Cn(x) = 1? The fact that this problem is NP -complete is the content
of the Cook-Levin theorem. Exploiting this fact and the notion of reducibility
it is possible to find many other problems that are NP-complete: it is sufficient to
reduce CSAT to them. The first example is just a reparaphrasation of CSAT in
terms of Boolean formulas; in particular the Boolean formulas are usually given in
the conjunctive normal form:
Definition 3.11 (Conjunctive normal form). A Boolean formula φ is said to be in
its conjunctive normal form if it is the AND of a collection of clauses: φ = c1 ∧ c2;
in addition each clause has to be the OR of one of more literals: ci = x1 ∨ x2 ∨
x3 ∨ . . . , where a literal is given by a boolean variable xi = x or its negation
xi = ¬x. Summarizing the Boolean formula in its normal form has the shape:
φ = ((¬)x1 ∨ (¬)x2 ∨ (¬)x3 ∨ . . . ) ∧ ((¬)y1 ∨ (¬)y2 ∨ (¬)y3 ∨ . . . )
So we define the k − SAT problem, that is the following:
Definition 3.12 (k-SAT problem). Consider a finite Boolean formula φ in its con-
junctive normal form, composed by a collection of m clauses {c1, . . . ,cm}, such that
each clause involves k literals {x1, . . . ,xk} (up to the total n, that is the number
of input bits of the formula). Does an input string x = x1x2 . . . xn satisfying the
formula (i.e. all the clauses) φ(x) = 1 exist?
The surprising fact is that any k − SAT problem with k ≥ 3 is NP-complete,
while 2 − SAT is in P. For this reason usually 3 − SAT is regarded as the most
important NP-complete problem.
The MAX-k-SAT problem. An other variant of the satisfiability problem, that
has profund analogies with an important “quantum” problem, is the following:
Definition 3.13 (MAX-k-SAT problem). Consider the premises of the k-SAT prob-
lem. Now, instead of looking for a string that satisfies all the clauses one poses an
harder question: does a string that breakes fewer than a fixed number a exist?
Clearly finding the minimum value a for which such a string exists defines also an
optimization problem.
That problem has been shown to be NP-complete for all the k ≥ 2, therefore
while 2-SAT is P , MAX-2-SAT is NP-complete. Going further on the possible
definition of computational models, one can allow some steps to be determined at
random, e.g. by a coin flip, and therefore the output not to be deterministic, but
only probabilistical. Those model are regared to be probabilistc (e.g. a Probabilistic
Turing Machine or a Probabilistic Circuit Model). In this way one can extend the
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definitions of the complexity classes to include problems solvable with a certain
(perhaps bounded) probability of error. Namely, the extension of the P class is the
following:
Definition 3.14 (BPP complexity class). A language L belongs to the BPP
(Bounded error, Probabilistic, Polynomial time) iff there exists a probabilistic tur-
ing machine that runs in polynomial time and decides L with probability bounded
by 1 − , for a certain constant 0 <  < 1/2. Note that a different choice of , as
long as it remains constant, does not change the definition of the class.
The fact that the result of the computation remains reliable for any choice of the
bound  (as long as it is strictly larger than 1/2) lies in the possibility of repeating it
n times, leading the probability of error to exponentially go to zero, as guaranteed
by the Chernoff bound :
Prob(Xi = 1) ≥ 1 +  ⇒ Prob(
n∑
i
Xi ≤ n2 ) ≤ e
−22n
Therefore when we repeat n times the same computation, the probability of error
goes exponentially to zero, no matter which  we have chosen. At the end we recall
also the probabilistic analog of the NP class, because it will be useful when we will
treat the quantum case. That class is called MA (Merlin-Arthur) and is formally
defined as follows:
Definition 3.15 (MA complexity class). A language L is in the MA-class iff there
exists a probabilistic verifier (boolean) program
V : {0,1}n × {0,1}poly(n) → {0,1}
with the following properties:
• ∀x ∈ L ∃y such that Prob(V (x,y) = 1) ≥ 23
• ∀x /∈ L ∀y , Prob(V (x,y) = 1) ≤ 13
3.2 Quantum information theory.
In the previous sections we have built a general framework that allows to formal-
ize and describe the abstract concept of information. It was referred as classical
information theory just because we are assuming underlying classical mechanical
principles. However, actually we know that the fundamental laws of the nature
are quantum mechanical. Therefore it arises naturally the questions of whether
is possible to construct a similar framework upon quantum mechanical principles
and whether or not this will be useful for practical needs. This “new kind” of
information has been formalized in the recent decades and is referred as quantum
information. Clearly, with the present knowledge, it is physically the only possible
kind of information and its formalism has to absorb, in some ways, the old one.
Actually it is the case and so one can think that in the classical description of in-
formation we was missing some important features. The classical information was
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just an approximative formalization of the physical concept of information. As we
are going to see, thus, a quantum mechanical framework generates a very rich set
of new features, that turns out to have also many, perhaps surprising, practical ap-
plications. Referring us to the discussion made above we may state that in general
quantum information is some “physical entity” encoded in a quantum state. The
task that we want to accomplish is to give a formal well defined characterization of
it, analogously to what we made in the former case, but keeping in mind the rules
given in chapter (2). However, already in the first basic definitions, there are needed
amazing differences. First of all, although the information contained in a quantum
state, could be, in principle, transmitted, stored, processed as well as its classical
counterpart, it cannot be completely “known” by an observer without destroy part
of it, even in principle. Therefore, there are many ways by which one can actually
acquire some, but incomplete, knowledge about a quantum state:
• One could measure an observable on the state. However, after the measure-
ment, the state will change accordingly. The information decoded in this way
is referred as “classical information” content of a quantum state, and this is
the way by which one can recover the previous formalism as an approximation.
• One could try to know something about the entanglement content of the state.
Actually, as we will see later, one can even quantify the entanglement content
of a state, but it remains an hidden part of the total information about the
state.
Thus the quantification of the information content of a quantum state is multifold.
In addition the no cloning theorem states, loosely speaking, that it is impossible
to COPY a general quantum state. In detail it states that the following situation:
U(|ψ〉 ⊗ |ϕ〉) = |ψ〉 ⊗ |ψ〉
is impossible for general states |ψ〉, |ϕ〉 and for an unitary transformation U . Indeed
there exists such a U only if the two states are orthogonal. Nevertheless, one can
in principle transmit, store and process a quantum state itself, leaving all its infor-
mation content inhaltered. Analogously to the former case we need a formulation
that includes the possibility of trasmitting information from a source to a receiver.
At first, hence, we have to introduce a sort of quantum version of an alphabet.
Usually, also in analogy with the classical case, it is chosen as the “unity” of quan-
tum information, a pure state of the simplest quantum system: a two-dimensional
one. The standard quantum-bit (qubit) is, thus, a vector (actually a ray) of a two-
dimensional Hilbert space, usually spanned by the so-called computational basis:
|0〉,|1〉:
|ψ〉 = α|0〉+ β|0〉 with |α|2 + |β|2 = 1
For encoding a message, then, we have to set an universal alphabet, that, in our
construction will be the set of quantum states (pure and mixed) of a two dimensional
Hilbert space {ρˆi} : ρi ∈ B(H2). A string of characters, again, can be thought as
if each one ρˆi is chosen with a probability p(i), sampled by an a priori probability
distribution. Here we face again with the differences between a classical and a
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quantum world. Firstly, while a classical message of k bits could be formed in 2k
ways, a quantum message of k qubits has to be a state ρˆ ∈ B of the Hilbert space
H1 ⊗ · · · ⊗ Hk
and hence it can be chosen in principle in infinite many ways (even if it is a single
character)! In addition a given mixed state could be represented (prepared) in in-
finitely many inequivalent ways as a convex combination of pure states. The only
simplification that helps us is that two states that can be transformed into each
other unitarily have the same information (or uncertainty) content because are re-
lated by a deterministic, and therefore completely reproducible transformation (or
evolution), while in the classical case we had that two states related by a determin-
istic evolution had simply the same probability distribution. Secondly not all these
states leads to completely distinguishable messages and moreover the randomness
of the decoding procedure is not only due to a lack of our control on the system,
but it is an intrinsic property of quantum mechanics: even a “natural”, perfectly
controlled state cannot be decoded reliably. In particular, to every fixed state could
be associated infinitely many different probability distribution, depending on which
POVM one chooses to perform on the state. And finally in quantum theory we
deal with non-commuting states and therefore we have to take account of a sort of
non-commutative probability theory. Anyway, also in this case, we can develop a
theory of communication, quite similarly to the classical case. A source, in a quan-
tum sense, is a device that prepares a message choosing the characters between a
set of quantum states (the alphabet) A = {ρˆi}, sampling a shared (and controlled)
probability distribution p(i). The message can be completely characterized by a
(general) density matrix:
ρˆM =
∑
i
piρˆi
Now, following Shannon’s approach again, we can quantify the (quantum) infor-
mation transmitted with the message in an almost unique way: using the von
Neumann Entropy :
S(ρˆ) = −Tr (ρˆ log ρˆ)
In fact, if there exists a set (or perhaps some sets) of orthogonal states {|i〉} that
diagonalizes the density matrix:
ρˆM =
∑
i
ci|i〉〈i|
then the von Neumann entropy is exactly the Shannon entropy of the random
variable X = {i,ci}:
S(ρˆ) = H(X)
I.e. it depends only on the eigenvalues of ρˆ. In this way we have recovered the
classical framework, in practice choosing the characters of ρˆ between an alphabet
of pure orthogonal states only. In particular, the von Neumann entropy:
1. vanishes for pure states: S(ρˆ) = 0 if ρˆ = |α〉〈α| and is nonnegative S(ρˆ) ≥ 0.
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2. is invariant under an unitary change of basis
S(ρˆ) = S(UρˆU †)
while it is increased by a projective measurement
S
(∑
i
ΠˆiρˆΠˆ
†
i
)
≥ S(ρˆ)
3. if ρˆ has L nonvanishing eigenvalues S is bounded by: S(ρˆ) ≤ logL
At a first look, in fact, this quantity seems to match our intuition about the equiv-
alence classes of states and the extremal ones. Surprisingly, besides, it will turn out
that the von Neumann entropy quantifies the information of the states in a double
fashion:
• It quantifies the quantum information hidden in the probability distribution
p(i), i.e. it gives the number of qubits needed to specify each letter of the
message, knowing the probability distribution.
• But it quantifies also the classical information content of the state (message),
i.e. it gives the number of bits per letter that we could in principle gain, mak-
ing the best possible measurement on the message and knowing the probability
distribution p(i).
We are going to see in more detail these statements, but at first is useful to make
a list of some of its properties:
1. Concavity: S (
∑
i piρˆi) ≥
∑
i piS(ρˆi). In general hold the following bounds:∑
i
piS(ρˆi) ≤ S
(∑
i
piρˆi
)
≤
∑
i
piS(ρˆi) +H(pi)
2. Additivity: the entropy is additive for uncorrelated systems
S(ρˆ⊗ σˆ) = S(ρˆ) + S(σˆ)
3. Subadditivity: for a general bi-partite system AB the following inequalities
hold:
S(ρˆAB) ≤ S(ρˆA) + S(ρˆB)
S(ρˆAB) ≥ |S(ρˆA)− S(ρˆB)| (Araki-Lieb inequality)
4. Strong subadditivity: for a tri-partite system ABC holds the inequality:
S(ρˆABC) + S(ρˆB) ≤ S(ρˆAB) + S(ρˆBC)
5. Preparation inequality: if the message is formed by only pure state char-
acters {|i〉,pi}, so that its density matrix is ρˆ =
∑
i pi|i〉, then holds H(X) ≥
S(ρˆ), with equality iff the states |i〉 are mutually orthogonal. In other words,
choosing between nonorthogonal states, we lose part of the distinguishability
of the message.
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6. Measurement inequality: given an observable Aˆ =
∑
i ai|i〉 and a state
ρˆ, then the Shannon entropy of the measurement outcomes Y = (ai,pi =
Tr (|i〉〈i|ρˆ)) satisfies the inequality: H(Y ) ≥ S(ρˆ), with equality iff Aˆ and ρˆ
commute.
In particular, much of those properties are analogous to that of the Shannon entropy,
but some of them hide (or make explicit, as do the last two) profund differences
with the classical case on the behaviour of the information contained in a state.
For example, the Araki-Lieb inequality, that is in correspondence with the classical
positivity of the conditional entropy, shows that sometimes, namely when S(ρˆA) =
S(ρˆB) > 0, the uncertainty about the whole is smaller than that about its parts5!
Now we are ready to go deeper in detail on the statements made above, applying
them directly to a model of communication. In particular the first statement sets a
bound on the ability of compression of a quantum message. For pure state letters,
it is the content of the Schumacher theorem:
Theorem 3.1 (Schumacher’s noiseless coding theorem). The best possible com-
pletely reliable compression of a message of k qubits (pure states), in the limit
k →∞, is a message contained in a Hilbert space of dimension
dimH′ = exp(kS(ρˆ))
So it is composed by h = exp(kS(ρˆ)) qubits.
Note that this theorem holds iff the message is written choosing a letter in an
alphabet of pure states only. On the other side, Schumacher’s theorem, gives the
optimal encoding to send the maximal amount of classical information, i.e., the
von Neumann entropy of the message quantifies also how many classical bits per
letter could be optimally sent. However, in the general situation of a message of
nonorthogonal pure state letters, this classical information could not be readed with-
out disturbing the message itself. Also in the quantum contest, therefore, emerges
naturally an entropic measure of the uncertainty about a state. However also in
this case one can relax some properties of the entropy to get other, generalized
entropies, and recover the von Neumann entropy as a limit, just like in the classical
case. These classes of entropies are the natural quantum extension of the classical
ones:
STq (ρˆ) ≡
1
1− q [Tr (ρˆ
q)− 1] (Tsallis entropies)
SRq (ρˆ) ≡
1
1− q log2 [Tr (ρˆ
q)] (Renyi entropies)
For discussing more clearly the general case of non-orthogonal and mixed charac-
ters, we first introduce the concept of accessible (classical) information of a
state, that emerges in a quantum mechanical contest because of the lack of perfect
distinguishability of the states, while classically all the information contained in a
state is in principle accessible. It is, loosely speaking, the information that one
could in principle aquire, performing the best possible measurement on the state
5We will go in detail on that in the next chapter
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and is a concept related to an ensemble of states: the ensemble from which the
sender chooses the message {pi,ρˆi}. It is formally defined as
Acc({pi,ρˆi}) = max{Ey} I(X,Y )
where I(X,Y ) is the mutual information of the preparation random variable, X =
{i,pi}, and the measurement output one, Y , and the maximization is over all the
possible POVMs. Clearly, when the states ρˆi are mutually orthogonal the accessible
information is all the classical information contained in the ensemble:
Acc({pi,ρˆi}) = H(X)
In the general case of nonorthogonal mixed states, instead, we have only a (strict)
upper bound:
Acc({pi,ρˆi}) ≤ S
(∑
i
piρˆi
)
−
∑
i
piS (ρˆi) ≡ χ({pi,ρˆi})
The quantity χ({pi,ρˆi}) is called Holevo information and the inequality is the
Holevo bound. The Holevo information can be thought as a generalization of
the von Neumann entropy and reduces to it for an ensemble of pure states, but it
depends not only on the eigenvalues of ρˆ, but also on the preparation that is fol-
lowed to build the state, i.e. on the particular way that ρˆ is realized as an ensemble
of mixed states. Looking at the concavity property of the von Neumann entropy
we can state that in general:
Acc({pi,ρˆi}) ≤ S(ρˆ) ≤ χ({pi,ρˆi})
with equality only in the case of an ensemble of mutually orthogonal (pure and
mixed) states, where S(ρˆ) = H(X). Therefore for a general ensemble of states
emerges the Holevo information as bound on the classical accessible information.
This suggests that this function in general is more likely to well quantify the amount
of quantum information encoded in an ensemble than the von Neumann entropy.
In fact it is conjectured, but not proved nor refused, that for general ensembles
of mixed states, the completely reliable compression of a message of k qubits is
possible only until χ({pi,ρˆi}) qubits, i.e. asymptotically is believed to be true that:
ln(dimH′) ≥ kχ({pi,ρˆi})
Here we have argued that such a compression is completely reliable and it is in
complete analogy with the Shannon’s theorem. However, while in a classical sense
two different messages can be perfectly distinguished, in a quantum mechanical
framework there is an intrinsic ambiguity in this statement, because two general
states cannot be completely distinguished... Therefore we have to make sense to
that claim, giving a formal, well defined, quantum notion of reliability, i.e., provide
suitable distance measure for the information contained in a quantum state. As in
the classical case, it turns out that there are several of such “distance” measure6.
Here we are going to list some of them that are most used, that are generalizations
of elements of the classes of distances given in the classical case:
6Some of them may not be distances in the mathematical meaning of the term.
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Relative Entropy An entropy-like measure of the closeness between two density
matrices is the relative entropy
S (ρˆ‖σˆ) = −Tr [ρˆ (log ρˆ− log σˆ)]
Trace norm distance An other very important distance measure between two
quantum states is the trace norm distance:
D1(ρˆ,σˆ) =
1
2
‖ρˆ− σˆ‖1 = 12Tr |ρˆ− σˆ|
7
Fidelity The fidelity is defined as:
F (ρˆ,σˆ) = Tr |
√
ρˆ
√
σˆ|
it is not a true distance, but from it we can define the Bures distance :
b2(ρˆ,σˆ) = 1− F (ρˆ,σˆ)
when the two states are pure, the fidelity is given by:
F (|φ〉|〈φ|,|ψ〉|〈ψ|) = |〈φ|ψ〉|
And the Bures distance reduces to the trace norm distance. Although the fidelity
is not strictly a distance, for many situation it is more used, perhaps because it is
easier to compute. It is interpretable as the (square root of the) transition probability
from a state ρˆ to σˆ (statistical overlap) and can be related to an other true distance:
the angle between two states:
A(ρˆ,σˆ) = arccos(F (ρˆ,σˆ))
These three notion of distance are the natural quantum generalization of some
classical distance measure for the probability distribution that we have defined in
the previous section (3.1.1). This connection to the classical case is made when one
associates a probability distribution to the outcomes of a POVM {Eˆi}:
pi = Tr
(
ρˆEˆi
)
then the quantum distance measures become respectively the relative entropy, Ham-
ming distance (and fidelity) and Kolmogorov distance of the probability distribution
of the outcomes relative to the worst possible POVM feasible on the state. In par-
ticular, when the two states ρˆ and σˆ commute, then the distances reduce to the
classical ones, computed on the eigenvalues relative to the common eigenvectors
of the states. Clearly all these distances are related and sometimes can be used
indifferently. Each of them satisfies a convexity condition:
D
(∑
i
piρˆi,
∑
i
qiσˆi
)
≤
∑
i
piD(ρˆi,σˆi) for
∑
i
pi,qi = 1
7The modulus of a matrix is defined as |A| =
√
A†A
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and also a monotonicy condition, i.e.:
D(E(ρˆ),E(σˆ)) ≤ D(ρˆ,σˆ)
for every trace-preserving quantum operation E(ρˆ), that can be regarded as a general
quantum channel. Finally, each of these distance measures is unitarily invariant:
D(UρˆU †,UσˆU †) = D(ρˆ,σˆ)
The last two properties are very important for the purpose of interpreting the dis-
tance measures as ratings for the reliability of a quantum noisy channel. In the
quantum mechanical contest, in fact, a source of noise (and also a noisy channel)
is viewed as a device that performs a trace-preserving quantum operation (in
the sense defined in the previous chapter 2.4) on the state of the message ρ→ E(ρˆ)
and, hence, it reduces the distinguishability of two states. Now, with the aid of
these definitions we can state more precisely that, through a noiseless channel, one
can optimally compress a message ρˆ ∈ H⊗k of k pure states to a message σˆ ∈ H⊗h
that lies in a typical subspace of dimension h = exp(kS(ρˆ)), with, e.g., average
fidelity that asymptotically approaches 1. Instead, in the case of mixed and non-
orthogonal states the typical subspace of dimension is believed to asymptotically
approach h = exp(kχ({pi,ρˆi})). After having achieved this result, one would like to
go on and consider the case of a message of general mixed states. This situation,
could have as a practical application to provide a general model for a communication
disturbed by the noise on the channel: a source can always choose to send a mes-
sage of only pure states, but the decoherence (or in general a quantum operation)
caused by the channel will provide to the receiver a message of mixed state letters.
Therefore the purpose is to investigate the theoretical bounds on the transmission
of information (both classical and quantum) through a quantum noisy channel. In
the classical case, we saw (even if not in detail) that also in the presence of noise, one
is still able to send reliably a message, at the price of enclosing some redundance.
Remarkably that turns out to be the case also in a quantum mechanical contest: in
spite of the more restrictive rules there are still some error-correcting codes. We
will not see in detail that techniques; our task is, instead to investigate quantita-
tively the theoretical bounds on the classical and quantum information that can be
sended through a quantum channel and on the necessary redundance that must be
added. At first we note that an other quantity that is monotonic with respect to
quantum operations is the Holevo information
χ({pi,E (ρˆi)}) ≤ χ({pi,ρˆi})
this is an other element in favour of this function with respect to the von Neumann
entropy, that is not monotonic. Now let us look at the classical information that
could be sent through a noisy quantum channel and try to set a way to compute
the capacity of such a channel. Unfortunately, until now a complete solution to this
problem is still lacking, but there is a theorem that allows to compute the capacity
of a quantum channel in the case of input message sent in a product state form,
i.e. when the input is a density matrix of the kind:
ρˆM =
⊗
j
ρˆj
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This is the HSW (Holevo-Schumacher-Westmoreland) theorem, that defines the
product state capacity Cp(E) of a quantum channel E:
Theorem 3.2 (HSW theorem). The product state capacity of a quantum channel
described by the trace-preserving quantum operation E is:
Cp(E) = max{pj ,ρˆj}
[
S
(
E
(∑
i
piρˆi
))
−
∑
i
piS (E(ρˆi))
]
≡ max
{pj ,ρˆj}
χ(E({pi,ρˆi}))
where the maximum is taken over all the ensembles of possible input states {pj ,ρˆj}.
Therefore again the measure given by the Holevo information emerges as bound
on the information content of a message. The last question which one would like to
answer is how much quantum information could be transmitted through a quantum
channel. This last issue is yet at an early stage and there are ideas yet to be
fully explored, such as communications assisted by other classical ones or by shared
entanglement. However now we are going only to set up some initial tools. A
first useful definition is regarded to quantify the uncertainty caused by a quantum
channel (noise). This is the entropy exchange and is defined embedding our system
S in a space with an environment E and supposing that our initial state ρˆS is pure,
as well as the environmental part ρˆE , or better extending also the system’s space
itself in order to purify the state. Therefore the global state is supposed to be
ρˆ ∈ B(HSin ⊗HSext ⊗HE)
S(ρˆS ,E) ≡ S(TrHE [E(ρˆ)]) = S(TrHSin⊗HSext [E(ρˆ)])
For any extension of the transformation to the whole state space. That quantity,
thus, is the entropy acquired by the environment after the transformation E on the
whole state. Clearly this definition does not depend on the particular extensions
of the Hilbert space (provided that the initial state is globally pure), nor on the
particular extension of the operation. Remarkably, there is a sort of canonical form
in which express the entropy exchange, that we can compute from an explicit trace-
preserving transformation E(ρˆSin) =
∑
i EˆiρˆSinEˆ
†
i . We have in a general basis for
the environment subspace:
ρˆE ≡ TrHSin⊗HSext [E(ρˆ)] =
∑
i,j
TrHSin⊗HSext (EˆiρˆSinEˆ
†
j )|i〉〈j|
Therefore, defining the W -matrix Wi,j = TrHSin⊗HSext (EˆiρˆSinEˆ
†
j ) (that is nothing
more than ρˆE in a particular basis) one finds the form:
S(ρˆS ,E) = −Tr (Wˆ log Wˆ )
then the canonical one is that in which the W -matrix is diagonal. Such a matrix
will always exist. From that quantity one defines the coherent information, that
is believed to play in the quantum contest a role analogous to that of the mutual
information in the classical.
Definition 3.16 (Coherent information). The coherent information is defined as
follows:
I(ρˆS ,E) = S(E(ρˆS))− S(ρˆS ,E)
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For an explicit embedding of the system in a larger space H = HSin ⊗ HSext this
quantity is related to the quantum version of the conditional entropy, that for a
general bipartition AB is:
S(ρˆAB|ρˆA) = S(ρˆAB)− S(ρˆA) (conditional von Neumann entropy)
Namely I(ρˆS ,E) = −S(ρˆSin,Sext |ρˆSin). However, in the quantum case the conditional
entropy is not forced to be positive like in the classical.
The reason of this utility lies in the quantum data processing inequality:
S(ρˆS) ≥ I(ρˆS ,E1) ≥ I(ρˆS ,E1 ◦E2)
that seems to resemble the classical one, which, however, involves the mutual infor-
mation. In terms of the coherent information there has been stated some quantum
channel capacities, which, however, depend on the particular encoding procedures
involved. For instance, if the encoding is performed only with unitary operations,
then a noisy channel capacity, that assures high fidelity of the decoded state with
the encoded, for the channel E is given by:
C = lim
n→∞
1
n
max
ρˆ
(ρˆ,E⊗n)
where E⊗n is an extension of the channel to an Hilbert space H⊗n. For non-unitary
encodings, besides, one can simply note that in general they can be performed
adding an ancilla and making an unitary operations on the whole, and then dis-
carding the ancilla. The noisy channel capacity, then, turned out to be:
C = lim
n→∞
1
n
max
ρˆ,C
(ρˆ,E⊗n ◦C)
and the maximization on C could be thought as a maximization over all possible
extension of the system. Clearly, these notion of capacities are, like the classical
one, operational and very difficult to compute in general.
3.3 Quantum information processing
As in the classical case, we can also think to a way to process information in order to
perform a certain computation. For this purpose, besides, the search for a quantum
model is very interesting in its own for many reasons and in principle its development
runs in a road quite indipendent to that of a quantum theory of information. At first,
in fact, one can observe that a device that performs some “quantum operations”
could be useful also to process classical information8 and solve “classical problems”,
because of some additional features that could in principle improve the efficiency.
On the other hand a quantum computer seems to be a necessity (but at least a big
improvement) when one tries to simulate efficiently a physical system9, just because
8As usually by classical information we mean an input that is a product of orthogonal pure
states.
9Indeed historically it was one of the main reasons for the developing of a quantum theory of
computation.
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physical systems are quantum mechanical and the computational resources needed
to simulate them classically are exponentially high. Third, a quantum notion of a
computation could be useful for solving true “quantum” problems, one of which is, of
course, the simulation of an Hamiltonian system. In addition, perhaps such a device,
opening the way for processing “quantum” information, i.e., general quantum states,
could give rise to completely new possibilities.
Quantum circuit model For making a quantum model for a computational
device, one usually refers himself to the circuit model and tries to develop an anal-
ogous circuit model with quantum notions of gates10. At first we summarize the
basic elements of such a model:
• the input is a string of a fixed finite number of qubits, say n. Therefore it is
a state of an Hilbert space H = H⊗n2 . As additional constraint we impose on
the input state to be |0,0, . . . ,0〉.
• the gates are unitary operations Uˆ, that act on a fixed finite number of qubits.
• it is assumed that is possible to add some ancillas |φ〉, e.g., with quantum
wires; it is also possible to trace out some qubits.
• at the end of the computation there is a projective measurement on the com-
putational basis |i1, . . . ,in〉, i = 0,1, of a fixed number of qubits. The result
of the measurement will be the output of the computation.
let us comment briefly on some criticism that could be made to this model. First of
all the choice of the input state is very naive and it is still unclear whether or not
it could be more useful to allow the initial state to be general, maybe entangled,
because perhaps sometimes it is easier to build a different state. On the other
hand it is still possible to tranform that input state in a general one during the
computation. In this way, besides, it is explicit the computational cost of such
a transformation and perhaps it could be useful as well. Also the choice of the
elementar Hilbert space can be questionable: we have assumed that there is a
preferable decomposition of the Hilbert space of the total system into qubit spaces.
Maybe it should be better to use, e.g. qutrits, or an infinite dimensional space, but
that was also our inital choice in quantum information theory. Next, the definition
of gates as unitary operation could seem an unuseful restriction, but, again, one
can perform a very general quantum operation with this scheme as well, because a
general quantum operation can be viewed as an unitary operation on an extended
space (“system+environment”) and therefore we can add some ancillas, perform the
operation and then discard the additional qubits. In the same way the restrictions
on the measurement: it has to be projective, has to be performed at the end and has
to be in a fixed basis, are not true restrictions and the model mantains a complete
generality. Moreover, forcing the measurement to be in the computational basis, one
takes account explicitly of the computational cost of a different, maybe more useful,
one. Anyway, the development of such a model is still at an early stage and, until
10On the other hand, there exists also a “quantum Turing model”, but its power (as in the
classical case) is equivalent to that of the circuit model.
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now, the study of this straightforward model seems sufficient. Now, let us move
on the analysis of the principal features of the model. The choice of unitary gates
makes it, in principle, reversible and incorporates also the classical reversible gates.
In addition, this choice allows our model to have the necessary universality, so that
a well defined complexity theory can be built. This is because it has been shown
that, as in the classical models, there can be constructed finite sets of universal
gates, i.e., that there exists a finite set of gates, by which one can approximate any
unitary matrix (acting of an arbitary number of qubits) arbitrarly well11 and in an
efficient way. This last statement is the content of the Solovay-Kitaev theorem.
These sets of universal gates include operations on only one and two qubits and can
be reduced to a single generic two-qubits gate. In particular the unitary gates on
a single qubit are 2 × 2 matrices that act on the computational basis |0〉,|1〉. In a
geometrical view, they are rotations in the Bloch sphere of the qubits and can be
easily decomposed in terms of the Pauli matrices:
σˆx =
(
0,1
1,0
)
σˆy =
(
0,− i
i,0
)
σˆz =
(
1,0
0,− 1
)
1ˆ =
(
1,0
0,1
)
U(α) = exp
(
−iα
2
n · σˆ
)
A fundamental set of universal gates contains, other than the previous, an other
more gate that acts on two qubits. Usually it is chosen the so called controlled
not CNOT, that has the following matrix representation with respect to the com-
putational basis |00〉,|01〉, . . . :
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

In general at least one 2-qubit gate is necessary for a universal set of gates, but
remarkably it turns out that a single 2-qubit gate is also sufficient: it is, for example,
the W gate (a controlled pi/2 rotation about the y-axis. Thanks to the existence of
simple sets of fundamental gates, one is allowed to construct an universal quantum
circuit family, that is able to simulate efficiently any other quantum machine and
opens the possibility of developing a complexity theory, generalizing the classical.
In particular, with an universal set of quantum gates we can perform any unitary
transformation, of fixed number of input qubits, with a precision bounded by ,
building a quantum circuit of size bounded above by a polynomial in −1. On the
other hand, to have high probability of getting the right answer when performing
a quantum circuit of size n, one should implement each quantum operation to an
accurancy that scales like n−1. Therefore it comes out that each quantum circuit
machine could simulate any other one with at most a polynomial growth of its
size and keeping an acceptable accurancy (high probability of success).
11That set is said dense in the set of unitary transformation.
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Feynman’s idea of quantum computation. In 1985, Feynman realized that
could have been possible to implement a quantum device able to perform a compu-
tation. We review briefly his model because it has been resumed by Kitaev to show
that the local HAMILTONIAN problem is QMA complete and its main feature is
still used in many models of quantum adiabatic computation as well. Feynman’s
view of a quantum computation was as a general sequence of unitary transformation
on an input state Uˆcomp(N) =
∏N
i Uˆi. Each of the unitary operations acts on, say,
an n qubit state space and N is the number of steps of the program (the time).
The idea for implementing such a program was through a controllable hamiltonian
system of the form:
H = Hwork ⊗Hclock
Thought in a way such that the state of Hclock is a register of the passage of time
and the hamiltonian implements the correct operation on Hwork accordingly. More
formally Feynmann’s hamiltonian is a sum of N terms of the form:
HˆFey =
N∑
t
HˆtFey =
N∑
t
Hˆwork ⊗ Hˆclock
where Hˆclock has to project onto a certain instant ti and correspondingly the Hˆwork
has to lead to the right tranformation Uˆt if the time is increased ti > ti−1 or Uˆ
†
t
if the time is decreased ti < ti−1. The desidered hamiltonian, therefore, can be
generally written as:
HˆFey =
N∑
t
Uˆt⊗ |t〉〈t− 1|+ Uˆ †t ⊗ |t− 1〉〈t| ≡
N∑
t
Uˆt⊗ Xˆt,t−1 + (Uˆt⊗ Xˆt,t−1)† (3.2)
The system is initialized in the state:
|Φ0〉 = |input〉 ⊗ |0〉
and, through the evolution is tranformed in a superposition of states of the form:
|Φt〉 = Uˆcomp(t)|input〉 ⊗ |t〉
at the end, performing a measurement on the clock register, there is a certain
probability to obtain the result N , and then the state is projected to
|ΦN 〉 = Uˆcomp(N)|input〉 ⊗ |N〉 = |output〉 ⊗ |N〉
obtaining the correct output of the computation in the work register. To increase
the probability of success, one has to modify slightly the previous system, adding a
certain amount, e.g. 2N , of identity operators in the definition of Ucomp:
U ′comp(N) = 1ˆ3N . . . 1ˆN+1UˆN UˆN−1 . . . Uˆ1
and expand the clock register as well to 3N+1 states. In this way all the states |Φt〉
with t ≥ N are the same as the desired output. Letting the system evolve for a time
T chosen uniformly at random, the probability of success can be shown to become
close to 23 . If, anyway, the output is wrong, one has to repeat the experiment.
Following this idea, it has been proposed a model of quantum computation called
Hamiltonian Computer.
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Adiabatic computation There is an other important model of quantum com-
puter, closely related to the Feynman’s idea, that comes out quite naturally as solver
for optimization problems. It is useful to resume some of its main features here,
because it, under some circumstances, has been shown to be universal as well as the
quantum circuit model, and this fact can be related with the complexity of the local
Hamiltonian problem, that is the main subject of the present work. Let’s suppose
to deal with an optimization problem with cost function h(x) of n input bits. Then
we can construct an Hamiltonian system that could help us to solve the problem in
the following way. First build an hamiltonian system for the cost function:
Hˆcost =
2n−1∑
x=0
h(x)|x〉
Clearly the ground state |ψsol〉 of that system provides the needed output. To
find this ground state, then, one can construct a quantum computer (this is what
is called Adiabatic Quantum Computer AQC) with the following time-dependent
system:
Hˆaqc(t) =
(
1− t
T
)
Hˆknown +
(
t
T
)
Hˆcost (3.3)
the trick is to choose a known and controllable system Hˆknown with an easy to
prepare ground state |ψ0〉. In this way one can initialize the system in the state
|ψ0〉 and then let it evolve according to the Schroedinger equation until the time T :
i
d
dt
|ψ(t)〉 = Hˆaqc(t)|ψ(t)〉
The working of this method lies in the adiabatic theorem
Theorem 3.3 (Adiabatic theorem). Given a time dependent hamiltonian Hˆ(t) and
its ground state at the initial time |φ0〉. Then, after the evolution from t = 0 to
t = T the final ground state will have a trace-norm overlap with the evolved |φ0〉
given by:
(T ) ≡ ‖Uˆ(T,0)|φ0〉 − |φT 〉‖ = O
(
1
T
max
t
M2(t)
g3(t)
)
where M(t) ≡ T‖dHˆdt ‖ and g(t) ≡ E1(t)− E0(t) is the energy gap.
It, loosely speaking, states that the overlap (measured with the trace norm
distance) between the final state of the computation Uˆaqc(T,0)|ψ0〉 and the one which
we looked for |ψsol〉 is constant when T ∝ ∆−3, where ∆ = mint |E0(t) − E1(t)|
is the lowest energy gap. The efficiency, instead, as usually, is given in terms of
the scaling of the time needed for the computation with respect to the number of
input bits T (n), given that the hamiltonian is properly normalized ‖Hˆaqc‖ = 1. The
scheme (3.3) is only one of the possibles, perhaps the most natural, but others can be
defined, in which, e.g., the path between the hamiltonians (two or more) is not linear,
and sometimes can be more powerful than this. The proof of the equivalence of the
AQC with respect to the quantum circuit model, and consequently its universality,
was given by Aharonov et al. and has followed some ideas of the proof. of the
QMA-completeness of the 5-local Hamiltonian problem, given by Kitaev.
Theorem 3.4. The model of adiabatic computation is polynomially equivalent to
the standard universal quantum circuit model.
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3.3.1 Quantum complexity theory
Now that a well defined framework of quantum mechanical computation is built, it
is of much interest to compare its power with respect to the universal Turing ma-
chine, i.e., challenge the strong Church-Turing thesis with the universal quantum
model of computation. In fact, there turns out that in general a classical Turing
machine needs exponential time to simulate the quantum machine and, therefore,
the strong Church-Turing thesis needs a quantum reformulation, while the simple
Church-Turing thesis remains valid. In practice there has been found algorithms
with efficiency improved of an exponential factor. The main example is the Shor ’s
algorithm for the FACTORING problem, that solves it in polynomial time, rather
than exponential. In developing a quantum theory of complexity some basic defini-
tions arise naturally:
Definition 3.17 (BQP complexity class). A language L is in the BQP -class iff
there exists a quantum Turing machine that runs in polynomial time that can decide
it with an error-probability smaller than 13 (Bounded error-probability, Quantum,
Polynomial time).
it is the naive quantum version of the BPP class and is considered the class of
problems tractable on a quantum machine. Besides we give the quantum version of
the MA class:
Definition 3.18 (QMA complexity class). A language L is in the QMA-class iff
there exists a quantum verifier program
V : H⊗n2 ×H⊗poly(n)2 → H2
with the following properties:
• ∀x ∈ L ∃|ξ〉 ∈ H⊗poly(n)2 such that Prob(V (|x〉,|ξ〉) = 1) ≥ 23
• ∀x /∈ L ∀|ξ〉 ∈ H⊗poly(n)2 , Prob(V (|x〉,|ξ〉) = 1) ≤ 13
It is also possible to allow the verifier program to be classical. The complexity
class obtained in this way is called QCMA. There turn out the following inclusions:
MA ⊆ QCMA ⊆ QMA
BPP ⊆ BQP ⊆ QCMA ⊆ QMA
QMA Completeness of the local Hamiltonian Problem In the study of
Quantum Complexity theory, much interest is focused on the QMA complexity
class. It is known that it has some complete problems, one of which is of particular
interest also for many practical reasons. It is the k-local HAMILTONIAN problem,
that is similar in spirit to the MAX-k-SAT that we have defined earlier (which is
NP complete for k ≥ 2). Formally we have the following definition:
Definition 3.19 (k-local HAMILTONIAN Problem). We have a set of r Hermitean
positive semidefinite hamiltionians Hˆ1 . . . Hˆr, that have bounded norms ||Hˆi|| ≤ 1
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and operate on the space of k qubits H⊗k2 (out of the total n qubits of the problem)12
and we have also two real numbers a and b such that b − a > 1/poly(n). The
(computational) problem is to decide if the smallest eigenvalue of Hˆ =
∑r
i Hˆi is
smaller than a or all the eigenvalues are larger than b13
Following the idea of the Feynmann’s model of computation, Kitaev (see (AN02))
has shown that the 5-local HAMILTONIAN problem, is QMA-complete. We will
briefly outline here the proof of this result, also because the central idea is widely
used in the contest of quantum complexity and adiabatic quantum computing.
Theorem 3.5. The 5-local HAMILTONIAN problem is QMA-complete.
Proof. At first one has to show that the problem belongs to the QMA-class. This
can be done quite easily, founding a witness for the yes instance, and building
explicitly a verifier that could accept such a witness with a probability bigger than,
e.g., 23 . The simplest witness to use is an eigenvector with an eigenvalue smaller
than a. Let’s denote with |GS〉 this ground state and with λ the corresponding
eigenvalue. A quantum verifier can be built in the following way. Consider the
spectral decomposition of each hamiltonian:
Hˆi =
dim(Hi)∑
j
ωij |αij〉〈αij |
add an ancilla qubit (that will give the answer) and, for every hamiltonian i con-
struct a checking operator Wˆi such that:
Wˆi|αij〉|0〉 = |αij〉(√ωij |0〉+
√
1− ωij |0〉)
a general state can be written in terms of the eigenvectors of each hamiltonian:
|η〉 = ∑j yij |αij〉 and, after a transformation Wˆi we obtain:
Wˆi|η〉|0〉 =
∑
j
yij(
√
ωij |0〉+
√
1− ωij |0〉) ≡ |η′〉
Then, measuring the ancilla qubit, the probability of getting 1 is:
〈η′|1ˆ⊗ |1〉〈1||η′〉 =
∑
j
(1− ωij)y∗j yj = 1− 〈η|Hˆi|η〉
For checking all the terms in the hamiltonian we add a new register qubit and define
the operator:
Wˆ =
r∑
i
|i〉〈i|reg ⊗ Wˆi
then one applies Wˆ to the state
Wˆ
(
r∑
i
|i〉reg
)
|η〉|0〉ans
12That means that the sum of all those hamiltonians operates on the space of n qubits
13Note that in such a problem we don‘t care about a possible minimal eigenvalue between a and
b.
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and measures the answer qubit. He will obtain 1 with probability:
Prob(1) = 1− 1− 〈η|Hˆ|η〉
r
Therefore if one gives the right ground state |GS〉 as witness the above probability
is 1−λ/r ≥ 1−a/r. In the NO instance, instead, every state 〈η| could have only an
average value larger than b and therefore Prob(1) ≤ 1− b/r. Since the two values a
and b have a small nonzero difference the above probabilities are sufficient to prove
that the problem is in QMA. To prove the completeness of the problem, instead,
Kitaev has followed these passages:
• given a verifier circuit Vˆ of a QMA problem, if the verifier accepts a witness
state |w〉 then one is able to construct a ground state of a local hamiltonian
from it, which’s eigenvalue is smaller than a certain a
• otherwise, if the verifier does not accept any witness state, the ground state
of the same hamiltonian will have an eigenvalue larger than a certain b >
a+ 1/poly(n)
explicitly constructing such an hamiltonian. That hamiltonian has a certain resem-
blance with that of Feymann, but is composed of three terms:
HˆKitaev = Hˆprop + Hˆout + Hˆinput (3.4)
that operator acts on an Hilbert space composed by a clock, that checks the passage
of time, and a work register, that is thought as the working space of the verifier
H = Hwork ⊗ Hclock. The first term follows the operations of the verifier and is
similar to Feynmann’s hamiltonian (3.2):
Hˆprop =
1
2
L∑
t=1
Hˆtprop =
1
2
L∑
t=1
(1ˆ⊗ (Xˆt,t + Xˆt−1,t−1))− HˆtFey
if |Φ0〉 = |input〉|0〉 is a general state of the system at the zeroth step of the verifier,
then |Φt〉 = (Vˆwork(t)|input〉) ⊗ |t〉 is the state of the system after t steps of the
verifier. The ground state of Hˆprop is the so-called history state and it has zero
energy:
|φhist〉 = 1√
T + 1
T∑
t=0
|Φt〉
where T is the total time of the verification procedure. The output of the verifier
is the last qubit of the work space qn; then the second term Hˆout of the Kitaev’s
hamiltonian adds an energy penalty to the states of the form |x1, . . . ,xn−1,0〉|T 〉,
therefore to the states not accepted by the verifier:
Hˆout = 11,...,n−1 ⊗ |0〉〈0|n ⊗ |T 〉〈T |
The last term Hˆinput ensures that the ancillas qubit of the work register are initial-
ized to 0, adding an energy penalty to those state which not satisfy this requisite:
Hˆinput =
∑
k∈ancilla
|1〉〈1|k ⊗ |0〉〈0|
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The total Kitaev’s Hamiltonian (3.4) can be shown to satisfy the requisites given
above on its ground state. The final step is to restict the terms of the hamiltonian
to be 5-local. For doing that one can encode the time in the so-called unary form
|t〉 = |11,12, . . . ,1t,0t+1, . . . ,0T 〉 and add a further term Hˆclock in the hamiltonian,
that ensures that the low-energy eigenstates are close to the subspace of states
with unary-encoded clock register. With this implementation the total hamiltonian
becomes:
HˆKitaev = Hˆprop + Hˆout + Hˆinput + Hˆclock
and the operators Xˆi,j take the form:
Xˆt,t = |1t,0t+1〉〈1t0t+1| Xˆt,t−1 = |1t−1,1t,0t+1〉〈1t−1,0t,0t+1|
and therefore their sum in Hˆtprop, as well as the total hamiltonian, is 5-local. The
ground state of this new hamiltonian mantains the properties of the previous, so
that the right requisites are still satisfied.
After this result, Kempe and Regev (KR03) (see also (NM07)) have reduced
the locality to the 3-local one, and at the end (until now) there is a proof, (due to
Aharonov et al. (AGIK09), but see also (Ira07),(KKR06)) that the 1-dimensional
2-local HAMILTONIAN problem is QMA-complete if the hamiltonians operate on
the space of 12-qubit instead of simple 2-qubit. We recall also that the QMA class
is much larger than the NP class: NP ⊆ QMA and so that a QMA complete
problem isn’t solvable with a classical computer as well. The central topic of this
study will be just to find an explicit 2-local hamiltonian which’s ground state is
hard to simulate with a classical machine, so that it could be a candidate model
that represents an explicit QMA-hard hamiltonian problem.
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Entanglement theory
4.1 Introduction
The most important (and most fascinating) aspect of the “quantumness” of the
modern physical theories is in the non-local (long-range) correlations that could ap-
pear between some observables and are stronger than the (random) classical ones.
Schroedinger called that “spooky” phenomenon entanglement of the measure-
ments and interpreted it saying that (Sch35)
...Maximal knowledge of a total system does not necessarily include total
knowledge of all its parts, not even when these are fully separated from
each other and at the moment are not influencing each other at all...
and this is what keeps coming back to haunt us.
Therefore, Schroedinger argued that in general, in a quantum mechanical contest,
one is not allowed to think to a system as divided into subsystems, but sometimes
there exists only a whole nonlocal object. At first, in 1935, the discussion on such a
feature of QM was raised by a paper of Einstein, Podolsky and Rosen (EPR35) that
argued on the incompatibility between: (i) Completeness of quantum mechanics,
(ii) Locality and (iii) Realism1 and suggested the necessity of and underlying LHV
(Local hidden variable) deterministic description. Such a “proof” was accomplished
by the use of, just, entanglement, and in particular of some states similar to a two
qubit (now called EPR pairs) of the form:
|φ+〉 ≡ |00〉+ |11〉√
2
⇒ ρˆ = 1
4
(|00〉〈00|+ |00〉〈11|+ |11〉〈00|+ |11〉〈11|) = (4.1)
=
1
4
∑
i,l={0,1}
∑
j,m={0,1}
δi,lδj,m|i,l〉〈j,m| (4.2)
They refer to a situation in which, after a certain process, two identical particles, 1
and 2, are prepared in an entangled state such that their relative distance is a large
constant x1 − x2 = L (they are space-like separated) and the total momentum is
zero p1 + p2 = 0. This preparation is in priciple possible, because one can set the
1Formally these last two words means respectively: (ii) results of a measurement are indipendent
of any event that are space-like separated with the apparatus, (iii) results of measurement are
determined by properties that systems carry on prior to, and independent of, it.
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values of the two commuting observables xˆ1 − xˆ2 and pˆ1 + pˆ2 on the system. Then
one can measure one of the two incompatible observables xˆ1 and pˆ1, deducing
the values of either xˆ2 or pˆ2 (also incompatible) without disturbing the particle
2 (it is space-like separated from the measurement). In summary they argued
that, because it is in principle possible to deduce the value of each of the two
noncommuting observables xˆ2 or pˆ2 without disturbing the system 2, then those
values correspond to elements of reality, independently on the measurement2.
Therefore quantum mechanics is not complete, because in the theory there is no
way to predict the value of two noncommuting observables, but those values has
to be predictable in the range of validity of quantum mechanics, because they are
elements of reality. Here the notion of completeness refers to the description of a
system by means of a quantum mechanical state (or wave function), that, according
to EPR, is not a complete description because it cannot predict some elements
of the “real factual world”. That article raised a long debate on the meaning
of the physical reality and of the measurement process that led to some different
interpretation of the quantum mechanics due to Bohr (Copenhagen school), Everett
(many worlds), Bohm (Deterministic reformulation of QM)... To remark better this
new phenomenon let us see briefly a modern example that reformulates the EPR
“paradox”. Suppose that the system’s Hilbert space is bi-partite HS = HAS ⊗ HBS
and that the state of the system is an EPR pair (4.1). Suppose, in addition, that
the two subsystems A and B are space-like separated and, thus, that in each of the
two laboratories, the experimenter sees a state
ρˆA,B = TrHA,BS
ρˆ =
∑
l,m
∑
i,j
δi,lδj,mδl,m
 |i〉〈j| = 1
2
1ˆ
As we can see, although we have a complete description of the whole system (it is
in a pure state), each of the two subsystems is in the maximally mixed state, and
therefore we have maximal uncertainty about it. Now, suppose that one of the two
observers decides to perform a local measurement on his subspace A, and that the
global result is given by the quantum operation L(ρˆ) that brings the state in, e.g3:
L(ρˆ) =
(|0〉〈0|A ⊗ 1ˆB)ρˆ(|0〉〈0|A ⊗ 1ˆB)
Tr [ρˆ(|0〉〈0|A ⊗ 1ˆB)]
then the whole state, after the measurement, will be ρˆ′ = L(ρˆ) = |00〉〈00| and
therefore the subsystem’s reduced states will be ρˆA = ρˆB = |0〉〈0|, that are pure
states. Therefore what we have obtained is that the experimenter in A, making
a local measurement and so do not causally interacting with B, has made the
subsystem B to collapse in a pure state, while it was in a completely mixed state
2This way of reasoning is called counterfactual, because it refers to actions that are in principle
possible, but not (assumed to be) actually realized. This reasoning implicitly assumes that such
actions do not disturb the system. These kind of deductions are no longer permitted in quantum
mechanics, because they lead to contradictions (see the book (Per02) for details). In addition, it
is remarkable that this seems a behaviour of nature itself, because it is experimentally verified.
3Of course the global result state will depend on the actual outcome of the measurement. Now
we are assuming, without loss of generality, that such an outcome is given by the value 0 of the
observable, and thus that the state in A is projected in the relative eigenstate.
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before the measurement. Summarizing, we have seen at least two new features of
QM:
• Although the state of the whole system is completely known (pure), the state
of each subsystem is completely unknown (maximally mixed).
• The measurement on a subsystem modifies the reduced state of the other, also
at a space-like distance, and therefore the counterfactual line of thinking of
EPR does not apply.
An other remarkable fact is that, after the measuremet in A, the state of the sub-
system B is modified in a way such that the uncertainty about it is reduced.
For the first quantitative contribution to the study of entanglement we have
to wait until 1964, when J.S. Bell found a set of inequalities (Bell’s inequalities)
that in a classical theory (a theory with some commuting LHV) that satisfies lo-
cality and realism (in the Einstein’s sense) have to be verified by the results of
correlate measurements. Furthermore, he showed that such inequalities are violated
in a QM contest, just when one deals with an entangled state. Later, in 1969,
Clauser, Horne, Shimony and Holt found a Bell’s inequality that could be tested
experimentally (CHSH inequality). The idea leading these inequalities lies in the
assumption of a random uniform distribution for an “hidden” variable (one has no
kowledge about it) and then on the deduction of general bounds on the correlations
of classical random variables in a statistical set of measurements. For example,
imagine that two distant parties, Alice and Bob, perform measurements on a set of
two dichotomic4 observables (A1,A2) and (B1B2). Then, in general, has to hold the
following inequality for the expectaction values of the correlations:
|E(A1,B1) + E(A1,B2) + E(A2,B1)− E(A2,B2)| ≤ 2 (CHSH inequality)
In a quantum formalism this can be reformulated introducing the CHSH observable:
OˆCHSH ≡ Aˆ1 ⊗ (Bˆ1 + Bˆ2) + Aˆ2 ⊗ (Bˆ1 − Bˆ2) with Xˆi = Xi · σ
|Tr (OˆCHSH ρˆ)| ≤ 2 (CHSH inequality)
The last inequality has to hold for every state ρ that admits a description with some
classical LHVs (and therefore the density matrix would not be itself a complete
description). Quantum formalism, instead, predicts a different bound:
|Tr (OˆCHSH ρˆ)| ≤ 2
√
2 (Tsirelson inequality)
hence the CHSH inequality can be violated for some choices of ρ and of the observ-
ables. In particular, the maximal violations is obtained with a maximal entangled
state ρEPR = |φ+〉〈φ+|. Note, however, that a purely algebraic bound on the val-
ues of the CHSH observables is 4, i.e. quantum mechanics itself sets a non trivial
bound. It is remarkable, in fact, that there have been proposed some classical non-
local theories which predict the maximal algebraic bound. Therefore entanglement
is something more intriguing than “much non-local correlations”, because it intro-
duces some, following EPR, unrealism in the theory. In particular it is also possible
4This word means that the observables can take only two values ±1.
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to set “unrealistic” conditions that are not statistical prediction, but only a single
equality, that is not satisfied in QM. Over the next years, many experimental tests
of those inequalities was made, almost all in favour of QM, and that seems to prove
that local realism is false. The most famous experiment was made by Aspect et al.
and involved entangled states of polarization of two photons. Two measurement
devices was placed in space-like separated spots, in the sense that the separation
was such that the two photons had to spend a measurable interval of time to travel
along that distance; each measurement on a photon was made in a way such that
it couldn’t causally influence the other and moreover the choice about the observ-
able to measure (the specific polarization) was performed randomly and when the
other photon was still in travel. The results of the experiments show correlations
that violated the CHSH inequality by five standard deviations. However, also in
that experiment, there was some experimental loopholes, concerning the efficiency
of the contemporaneous measurement of both the photons, that might invalidate
the confirmation. No experiments without loopholes has been made until today.
One of the unsatisfactory features of the (violation of) Bell’s inequalities approach
to the confirmation of quantum theory, from which, besides, derive the loopholes of
the experimental tests, is the statistical trait of the previsions. On the other hand,
however, there are contradictions that emerge from the assumpion of the Einstein’s
realism that could be tested with a single (tri-partite) entangled state and with
a non-statistical set of measurement (Bell theorem without inequalities). Anyway,
this last kind of tests are practically impossible and therefore the only experimental
test may involve inequalities and statistical measurement. Therefore one could be
tempted to say, as Schroedinger did, that is no longer possible to speak of only local
objects, but is instead necessary to think about a system only as a whole, possi-
bly non-local, and/or that the output of measurements are not elements of reality,
preexsistent and independent on the measurement itself. Experimental evidences
of entanglement seems to suggest that both the two statements made above are
true. We have called the new (non classically simulable) non-local correlations, en-
tanglement. For completeness, besides, we have to recall also that Bell has showed
that it is impossible to exploit entanglement to communicate at a superluminal
velocity and so, to construct a sort of “superluminal telegraph”. Classical informa-
tion content of a quantum state obeys the locality constraint imposed by special
relativity. In the light of that, relativity could be preserved, generically speaking,
thinking about the classical information (the only part of information that can be
locally observed) transmitted, instead of a more abstract “influence” between two
space-like separated systems. In fact, recalling the previous example, the observer
in A, making a local measurement, gains classical information (reduces uncertainty)
about the state in B, but, to transmit that information to the observer in B, he has
to “causally connect” A and B, e.g. sending a light signal. Therefore classical infor-
mation can travel only between causally connected events. Quantum information,
instead, as we will see in the teleportation protocol, can travel faster than light (or
backward in time). For completeness, besides, we have to recall that, on other hand,
there are approaches to QM in which locality itself is preserved, but one has still
to give up the traditional concept of reality. This is, indeed, the approach of some
modern interpretations of QM, such as, e.g., the relational quantum mechanics.
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After such a preliminar study of entanglement there have been proposed some
protocols that are useful to exploit it for accomplish tasks otherwise (or classically)
very difficult, if not impossible. Those tasks can regard communication, as well as
computation, but have to take account of the bounds stated in the previous chap-
ter about, e.g. the amount of information transmissible through channels and its
accessibility. The first, and the simpler, example of such protocols is called dense-
coding, and allows the possibility of communicate two classical bits of information
to a distant partner sending only a qubit and exploiting a preesistent e-bit of entan-
glement. This can be done, so, sharing an EPR pair |φ+〉 between the two parties,
say Alice and Bob, and assigning a different meaning to the four different elements
of the Bell’s basis:
|φ+〉 = |00〉+ |11〉√
2
, |φ−〉 = |00〉 − |11〉√
2
|ψ+〉 = |01〉+ |10〉√
2
, |ψ−〉 = |01〉 − |10〉√
2
The key property of entanglement that allows this protocol to work is that Alice
can transform the initial global state in each one of the four, performing only local
operations on her qubit. Therefore Alice, after modifying the global state according
to the message she wants to communicate, sends her qubit to Bob throught a quan-
tum channel and then Bob performs a joint measurement on the two qubits, that
projects the state in one of the four Bell’s states according to the outcome. The
measurement, then, reliably distinguishes between the four possible messages and
allows Bob to decode it. If one computes in detail the information sent, he sees that
the transmission cost is of 1 qubit + 1 “sharing of entangled pair” and therefore
that there have been still transmitted 2 bits: 1 qubit + 1 e-bit, in complete accor-
dance with the fact that each qubit contains (and carries) only a classical bit of
accessible information. The advantage, now, lies in the fact that one of the two bits
can be sent prior to the need of communicate a message and therefore its actual
value can be hidden to both the parties and to the equally remarkable fact that
no eavesdropper could decipher the message, because the qubit actually sent (and
also the other already in Bob’s hands) is ρˆA = 121A and therefore, alone, carries no
information at all!
A procedure that in some sense goes in the opposite direction and that still
exploit entanglement as a resource is the so-called teleportation protocol, which
allows one (the sender) to teleport an unknown state to a receiver5. In this way,
thus, quantum information (a quantum state) can be sent istantaneously to space-
like distant event. Let us recall briefly one way for doing that:
• prepare a composite system of two qubits in the Bell state |φ+〉
• share the two entangled qubits between sender and receiver
• attach as ancilla the state to be teleported |ξ〉 = α|0〉 + β|1〉. After that the
composite system is in the state:
|Ψ〉 = |ξ〉|φ+〉 = 1√
2
(|00〉+ |11〉)(α|0〉+ β|1〉)
5In this contest there is only one copy of the state in question, so actually the sender doesn’t
send a copy of the state to the receiver, but the state itself.
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• rewrite the latter expression in the form:
√
2|Ψ〉 = |ψ+〉(α|1〉+ β|0〉) + |ψ−〉(α|1〉 − β|0〉)
+ |φ+〉(α|0〉+ β|1〉) + |φ−〉(α|0〉 − β|1〉)
Now the sender (that controls two qubits) makes a projective measurement
on its subsystem, such that it collapses in one of the four Bell states (|ψ±〉
and |φ±〉
• the sender communicates classically the result of its measurement and in func-
tion of it the reicever makes a local unitary transformation that brings the
state to the right one (yet unknown).
This protocol has been subsequently verified in some experiments. It is useful, be-
sides, to note that at the end of the teleportation, as well as the dense coding, no
more entanglement remains shared between the two parties. In this sense, thus, it
was a resource that was been used to perform a task. Note also that the fact that
the state to send is unknown (or better unobserved) is a necessary condition for
the success of the procedure. This is so, again for the fact that direct observation of
the state will cause it to collapse to another. After that, entanglement was applied
in many protocols, ranging from quantum criptography to quantum computing and
hence, it was still more clear that entanglement could be used as a resource, as well
as, for example, energy. At this stage, thus, it was natural to ask for some quantifi-
cation of that resource, that leads one, for example, to go deeper in detail on which
tasks could be performed more efficiently (and even how much more efficiently) ex-
ploiting the entanglement of some states. Recently much progress has been made on
finding some measure for entanglement, and, at least for pure states, many results
have been obtained. The problem for bi-partite pure states has been essentially
solved and there is also a mathematical well defined framework in development,
but unfortunately in the general case it is a difficult task and many questions still
remain open in the treatment of mixed states, or multi-partite entangled states...
In the next section we’ll make a brief review of the recent progresses in this field
and of the actual situtation.
4.2 Bi-partite systems
Now we begin the quantitative study of entanglement, starting from the simplest
class of systems of interest in this topic: the bi-partite ones. In this first approach
we will consider only Hilbert spaces with finite dimension, leaving the discussion
of the continuous variable systems to subsequent chapters. In this framework the
theoretical study of entanglement has a good degree of development and also his-
torically it was the starting point for more general researches. In particular, for
the pure state case, the problem of quantifying entanglement is actually solved, and
this also offers some ways of approaching the multi-partite case. Clearly, a bi-partite
system is composed by two parts, A and B, and its Hilbert space is of the form
H = HA ⊗HB6. In such a space each vector (pure state) can be clearly written in
6Of course each Hilbert space of interest in physic could be viewed as the tensor product of
two spaces; the two subsystem are commonly thought as the “laboratory” and the “environment”.
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the form:
|ΨAB〉 =
NA∑
i
NB∑
j
Γij |ψAi 〉 ⊗ |ψBj 〉 (4.3)
ρˆAB =
NA∑
il
NB∑
jm
ΓijΓ∗mlρˆ
ψA
il ⊗ ρˆψ
B
jm (4.4)
where |ψA,Bi 〉 are an orthonormal basis of the respective subspace HA,B. Such a
decomposition exists for every kind of partitioning the whole system. In particular,
separable states are those which have the Γ matrix of the form Γij = γiγj for a fixed
choice of A and B. In that case, in fact, we have a density matrix of the form:
ρˆAB =
NA∑
il
NB∑
jm
γiγjγ
∗
mγ
∗
l ρˆ
ψA
il ⊗ ρˆψ
B
jm
and we can define two new states on the subsystems A and B such that the new
complete density matrix is{
ρˆφ
A
=
∑
il γiγ
∗
l ρˆ
ψA
il
ρˆφ
B
=
∑
jm γjγ
∗
mρˆ
ψB
jm
⇒ ρˆAB = ρˆφA ⊗ ρˆφB
In the case of bi-partition, besides, there can be performed an exceptional simplifi-
cation.
Schmidt decomposition Let us assume, without loss of generality, that the
subspace B is the bigger and so has a dimension NB ≥ NA; now we can perform a
singular value decomposition of the matrix Γij taking it in the form.
Γij =
NA∑
k
NB∑
h
UikλkδklVlj where λ2k are the eigenvalues of
NB∑
m
ΓimΓ∗mj
if we change the basis of the two subsystems in |φBi 〉 =
∑NB
j Vij |ψBj 〉 and |φAi 〉 =∑NA
j Uij |ψAj 〉 we obtain the so-called Schmidt decomposition
|ΨAB〉 =
NA∑
i
λi|φAi 〉 ⊗ |φBi 〉 (4.5)
ρˆAB =
NA∑
ij
λiλj ρˆ
φA
ij ⊗ ρˆφ
B
ij (4.6)
In the case of a separable state we have only one nonzero eigenvalue λk = 1 and so
λiλj = δikδjk.
Therefore, our next construction can in principle be applied to every physical system. However,
altgough usually one is interested only in the “laboratory” system and discards (traces out) the
environmental degrees of freedom, often there is the necessity of considering both the two parties
(two “laboratories”), or diving the system in more than two parties (and so the need of developing
also the multi-partite case).
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Observation 2. Note that the matrix Vij has dimensions NA ×NB and hence we
change only the first NA vectors of the |ψBj 〉. The remaining NB − NA will not
count in the Schmidt decomposition and we can neglect them. Note also that the
coefficients λi are real and positive. The number of nonvanishing λi (Schmidt
coefficients) is called Schmidt rank and is the rank of the matrix Γij.
In that decomposition the reduced density matrices of the two subsystems have
the same coefficients:
ρˆA = TrHB ρˆ =
NA∑
i
λ2i |φAi 〉〈φAi | ρˆB = TrHA ρˆ =
NA∑
i
λ2i |φBi 〉〈φBi |
The vector λ that has as components the Schmidt coefficients λ2i is called Schmidt
vector, and has to fulfill the normalization condition
∑
i λ
2
i = 1. Thanks to this
decomposition, one can define a sort of normal form of bipartite pure states and
this, leading to a unified treatment of this whole class of states, will significantly
simplify the study of bipartite systems. For instance, Schmidt decomposition allows
to prove that every mixed state could always be purified considering a larger space,
i.e. could be extended to a pure state of a larger systems, in a way such that it can
be recovered by tracing out the environment:
ρˆA → |φAB〉〈φAB| with ρˆA = TrHB ρˆAB
In addition there is the GHJW theorem that states, loosely speaking, that every
possible interpretation of a mixed state in terms of an ensemble of pure states, can be
obtained considering a purification on a bigger Hilbert space AB and then measuring
a suitable observable on the subsystem B, i.e. every possible interpretation can be
actually prepared in a specific way. The utility of the Schmidt decomposition in the
study of entanglemet is proved by a result due to Nielsen, that introduces a partial
order in the space of bi-partite pure states, with respect to the LOCC operations:
Theorem 4.1. A given pure state ρˆφ can be converted into an other pure state ρˆψ
with certainty, using only LOCC operations, if and only if the corresponding vectors
of Schmidt coefficients λφ,ψ satisfy the majorisation relation:
λφ  λψ ⇐⇒
l∑
i=1
(λφi )
2 ≥
l∑
i=1
(λψi )
2 ∀ 1 ≤ l < N and
N∑
i=1
(λφi )
2 =
n∑
i=1
(λψi )
2 = 1
We said that this result induces a partial order in the space of bi-partite pure
states because there are states that are incomparable with respect to this relation.
Now, exploiting the above feature of bi-partite systems, we are able to turn into
the study of the quantification of entanglement, at least for this case. We, at first,
have to associate some basic properties to the abstract notion of entanglement. For
doing that, we can refer to the tasks that can be performed exploiting it, such as
the violations of some Bell-kind inequalities, as, for example, in the case of the
teleportation protocol. That doesn’t allow us to select an explicit measure for it,
but helps us to choose some simple properties that it must have. At first, we have
to distinguish between states that are entangled from states that aren’t. The idea
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that drives us is that entanglement is associated to, following Schroedinger, the
uncertainty about a part, induced by a complete knowledge of the whole. Following
this way, the first “axiom” that we choose, is that:
Postulate 1. Separable states contains no entanglement.
This because a separable state is so that complete knowledge of the whole (i.e.
the whole is a pure state) induces complete knowledge of each of its parts (i.e. each
part is a pure state as well) and more in general the possible partial uncertainty
about the whole (i.e. a mixedness of the state) does not increase when considering
only a part: the von Neumann entropy of the reduced density matrices cannot be
greater than that of the whole density matrix on these states. Therefore we are
defining the separable states (2.1) as those which have only “classical” correlations,
while states that have also “quantum” correlations are referred as entangled and
one would hope that they will violate some Bell’s inequalities. To better justify
this assumption, we can note that separable states can be created using LOCC
(SO) operations only (see the observation 1), and thus they seem to have only
local correlations; instead we have qualitatively defined entanglement as the non-
local “quantum” correlations7. In addition the set of separable states is closed
under LOCC (LOCC can generate classical correlation only) and moreover these
operations define a partial order in the space of pure states. Thus, since we imagine
entanglement as a non-classical resource that will be irreversibly consumed, we state
also that
Postulate 2. The entanglement of states does not increase under LOCC transfor-
mations and in particular does not change under Local Unitary Operations.
The latter property is due to the fact that local unitary operations can be
inverted by local unitary operations and thus, since entanglement cannot increase
in both senses of the transformation it has to remain constant. This property that
we claim is just useful to exploit the above cited Nielsen’s theorem for bi-partite
systems. An other face of the unicity of the bi-partite case lies in the fact that we
can state that:
Postulate 3. In a bi-partite system there are maximally entangled pure states.
These can be cast into the form:
|ψ+〉 = 1√
N
(|0,0〉+ · · ·+ |N − 1,N − 1〉 with N = min(NA,NB)) ⇒ ρˆψ+ = 1
N
1ˆ
(4.7)
this notion of maximally entangled state comes out because, in the case of a bi-
partite system, every state can be prepared with certainty from it using LOCC (or
better SO) operations only. This is strictly related to the existence of the Schmidt
decomposition, because it can be shown that every bi-partite state in its Schmidt
decomposed form can be obtained from (4.7) using LOCC operation only. Note, in
addition, that a maximally entangled (bi-partite) state, in the language of eq.4.3,
has a density matrix with unitary components N · Γ: N ·∑k ΓimΓ∗mj = δij . As
a starting point, we have set a clear theoretical framework: we have given the set
7Hence it is quantitatively the “amount” of non-local correlations.
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of entangled states, the operations allowed to manipulate them and also a partial
order of states with respect to those tranformations. In addition we have a class of
operations, namely the local unitary transformations UA ⊗UB, that in particular
form a group, that do not change the entanglement content of a state and thus allow
a definition of an equivalence class of states: the orbits of their action. Anyhow,
of all this framework, the real basical assumption lies essentially only in the second
postulate, i.e the LOCC paradigm, from which the other two could be derived; on
the other hand, this was the key point of the intuitive and operational notion that
we wanted to capture. Now the point is to develop this framework, mainly giving a
quantification of entanglement itself.
4.2.1 Separability criteria
These simple requests on an acceptable, at least in the bi-partite case, entanglement
measure lead us already to a complex issue: to decide whether a state is separable
or not. In the case of pure states the task is not very difficult: it is sufficient to
compute the reduced density matrix for one subsystem ρˆA and see if it satisfies the
pure state condition Tr ρˆ2A = 1 too. In that case the whole state will be separable,
because it will be the product of reduced pure states; otherwise it will be entangled.
In the general case of mixed states, instead, the finding of separability criterions is
a difficul task, not at all accomplished yet. Let us recall that a state is separable iff
its density matrix is a convex combination of pure states’:
ρˆS =
∑
i
piρˆ
A
i ⊗ ρˆBi with
∑
i
pi = 1
What we have to describe, thus, is the convex set of separable states S. The
first property, that underlies the definition of separability itself, is that the space
S is invariant under the action of separable quantum operation S(ρˆ) ∈ SO and
in particular under the action of the group of local unitary transformations
L(ρˆ) = UA⊗UB(ρˆ). In addition, it has been shown that every entangled state has
a witness of this fact, that is an hermitean operator (observable) with the following
properties:
Definition 4.1 (Entanglement witness). An hermitean operator Wˆ is an entangle-
ment witness for a given entangled state ρˆ iff
• Tr (ρˆWˆ ) < 0 on the state;
• Tr (ρˆSWˆ ) ≥ 0 for every separable state ρˆS ∈ S.
We again emphasize that at least one of such witnesses exists for every entangled
state and that it is an observable quantity. This fact is directely related to a theorem
that represents one of the strongest criteria for separability (4.7). Examples of
witnesses are linear function of the observables that defines the Bell’s inequalities
(e.g. OˆCHSH). However, the structure of S is very difficult to investigate and useful
criteria for separability are difficult to obtain; in fact the most used and practically
relevant criteria work only in one way (are either necessary or sufficient conditions).
We are going to look briefly at the most important of them, starting with those
of greater interest in the sphere of information. For example, a very interesting
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fact, that is at the basis of a separability criterion, is that in general, in quantum
information, the conditional entropy of a bipartite state could be negative, making
explicit the fact that actually sometimes one looses information when discards a
subsystem. Clearly, this last fact has to be possible only for entangled states, and
therefore we have a necessary condition for separability:
Theorem 4.2 (Conditional entropy criterion). If a bi-partite state ρˆ is separable,
then the conditional von Neumann entropy is non-negative:
S(A|B) = S(ρˆ)− S(ρˆA) ≥ 0
This criterion, can be made more general in terms of the majorization relations
order of the information content of the reduced state:
Theorem 4.3 (Majorisation criterion). If a bi-partite state ρˆ is separable, then the
reduced density matrices satisfy the majorisation relations:
ρˆ ≺ ρˆA ρˆ ≺ ρˆB
The easiest to check, necessary separability condition for a state can be found
looking at the action on the state of the operation called partial transpose: T ⊗
1(ρˆ) ≡ ρˆΓA that is the local transposition operation on one subsystem (say A). The
transposition operation acts as usually on a density matrix: if we choose a basis |i〉,
then the density matrix ρˆ =
∑
ij Γij |i〉〈j| is transformed to T (ρˆ) =
∑
ij Γji|i〉〈j|.
This map is trace-preserving and positive, but it is not completely positive, that
means that the maps T ⊗ 1N are in general not positive. In particular, thus, for
bi-parite pure states, the partial transposition acts as following:
ρˆΓA =
NA∑
il
NB∑
jm
ΓijΓ∗mlρˆ
ψA
li ⊗ ρˆψ
B
jm =
NA∑
il
NB∑
jm
ΓljΓ∗miρˆ
ψA
il ⊗ ρˆψ
B
jm
and the result is not necessarily a positive operator. However, if the state ρˆ is
separable, then we have:
ρˆΓAS = ρˆ
T
A ⊗ ρˆB ≥ 0
and also in general for convex combination of the formers (separable mixed states)
ρˆΓAS =
∑
i
pi(ρˆTA ⊗ ρˆB)i ≥ 0
Therefore we have a first practically useful criterion for checking the separability of
a state:
Theorem 4.4 (Peres criterion). If the partial transpose of a bi-partite density ma-
trix is not positive ρˆΓA  0, then the (bi-partite) state ρˆ is entangled. Otherwise
we will say that the density matrix is PPT (Positive Partial Transpose).
Note that PPT is different from separable. However this criterion is very useful
because it is easy to check. In addition, iff the dimension of the total Hilbert space
is smaller than 6, the PPT condition is also sufficient:
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Theorem 4.5 (Peres-Horodecki criterion). A state ρˆ of an Hilbert space of the
kinds H⊗22 or H2 ⊗H3 is separable iff ρˆΓA ≥ 0.
As an important example one can exploit the Peres criterion on the so-called
Werner states, that are a convex mixture of a maximally entangled state and a
maximally mixed one:
ρˆW () ≡  ρˆEPR + (1− ) 1ˆ
N
with  ∈ [0,1]
For this kind of states the partial transpose turns out to be positive iff  ≤ 1/3;
therefore any Werner state with  > 1/3 is entangled. In addition to these, there
are other necessary or sufficient conditions for separability, one of which are listed
below:
Theorem 4.6 (Reduction criterion). If a bi-partite state ρˆ is separable, then the
reduced density matrices satisfy the inequalities:
ρˆA ⊗ 1ˆ− ρˆ ≥ 0 1ˆ⊗ ρˆB − ρˆ ≥ 0
Furthermore, there has been discovered some conditions that are both necessary
and sufficient for separability, one of which could be thought as an extension of the
Peres-Horodecki criterion to arbitrary dimension:
Theorem 4.7 (Positive maps criterion). A state ρˆ is separable iff, for all the posi-
tive, but not completely positive maps M(ρˆA) is verified that M⊗1(ρˆ) ≥ 0. Speaking
in other words, a state is separable iff it hasn’t any entanglement witness: every
operator with the properties of the definition (4.1) can be equivalently translated to
a positive but not completely positive map. Otherwise, a state is entangled iff it has
at least one such witness.
and finally we have also the:
Theorem 4.8 (Contraction criterion). A state ρˆ is separable iff, for all the trace-
preserving positive maps L(ρˆA) is verified that L⊗1(ρˆ) acts as a contraction in the
sense of the trace norm, i.e.:
‖L⊗ 1(ρˆ)‖1 ≤ ‖ρˆ‖ = Tr ρˆ = 1
However these last criteria, although true in both senses, are very difficult to
check, because one has to look at all the positive (or trace-preserving positive) maps
and verify that the required inequality is satisfied. As last result on separability, we
recall that every state can be cast in the form:
Definition 4.2 (Best separable aproximation). Every entangled state cam be de-
composed in the form, called the Lewenstein-Sanpera decomposition:
ρˆ = kρˆS + (1− k)ρˆE
where ρˆS is a separable state and k ∈ [0,1] is maximal. This decomposition is
unique in the case of bi-partite systems.
Before trying to investigate the possibilities of quantification of the entanglement
content of a state, we will hold a bit more on the analysis of the rich variety of
possibilities that raises this new, hidden kind of information. In particular, we are
going to have a short look at the possible manipulations allowed on the entanglement
of a state, because this gives some hints on the quantification itself of that resource.
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4.2.2 Entanglement manipulation and distillation.
All the quantum communication or computation protocols that we have cited, and
more generally almost all the ones discovered, that potentially beat classical ones,
are based on pure, often maximal entangled states. Nevertheless, it is very useful
for practical and also theoretical reasons, to investigate the possibilities raised by a
general entangled state, both pure or mixed or even the manipulations that could
be done on a general state, in order to obtain a maximal entangled one. For pure
states in the bi-partite setting, this task is made easier by the extremely powerful
tool of Schmidt decomposition and indeed it has been almost accomplished. In fact,
thanks to the Nielsen’s theorem (4.1), as we saw, it is possible to give a partial order
to the space of states by their entanglement content. Namely, that result implies
that, respecting the LOCC constraint, one can go only in the direction of a state
with lower Schmidt vector’s components, thus that LOCC transformations are in
some sense irreversible, and in addition that there are some states that cannot be
transformed into each others. On the other hand there is an other consequence of
the Nielsen’s theorem, discovered by Jonathan and Plenio, that is the possibility
of reverse the process using the following trick: despite a transition ρˆ → σˆ is
impossible, sometimes one is allowed to made ρˆ⊗ρˆC → σˆ⊗ρˆC , obtaining the wanted
target state, plus the untouched ρˆC back. Thus the ancilla state can be thought
as a catalyst and indeed this kind of process is called entanglement catalysis. An
other interesting approach, that is particularly useful also for the manipulation of
mixed states, is to look at the asymptotic setting, leaving the possibility of small
errors in reaching the target. One assumes that two parties share n copies of a state
ρˆAB = ρˆ⊗n; performing LOCC manipulations they will obtain a joint state ρˆ′AB.
The goal is to try to reach, at least in the asymptotic limit n → ∞, m copies of
a certain target state σˆ, that is more useful, for example because it is maximally
entangled. In formulas one asks:
D(ρˆ′AB,σˆ
⊗m) n→∞−→ 0
for some distance measure, such as, e.g. the trace norm distance ‖ρˆ′AB − σˆ⊗m‖1.
If m is non-vanishing, one says that ρˆ can be transformed into σˆ with rate R =
limn→∞
m(n)
n , clearly searching for the optimal one. Using the above given tools, the
theory allows to manipulate quite well the entanglement content of any bi-partite
pure state, so that the known quantum protocols can be performed with any state.
In particular the ordering of pure states, that is partial in the single-copy setting,
becomes total in the asymptotic regime: this order is given by the optimal rate
of conversion. If we choose as conventional initial states the maximally entangled,
we can also actually define a measure for entanglement of pure states, that has the
advantage of being practically meaningful and in addition, as we will see, essentially
unique. This is the entanglement cost EC(ρˆ) and represents the optimal rate
of creation of copies of the state from maximally entangled ones R(ρˆEPR → ρˆ).
Despite the utility and the easyness of comprehension of pure state’s entanglement,
in the real situations it is quite impossible to construct pure states because of the
noise that will inevitably disturb the process, and moreover because every pure
state will rapidly decay to a mixed one due to decoherence processes. Therefore
in almost all the practical implementations one has to find ways to exploit some
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noisy entanglement, namely some mixed entangled states. On the other hand, one is
tempted to ask if there may be a way to “exchange” many mixed entangled states for
few pure ones and then follow the already known procedures to accomplish a given
task more efficiently. In addition, again, it is better to impose even theorically the
constraint of performing only LOCC operations on the states (LOCC constraint).
Summarizing, a practically useful problem is to purify some mixed entanglement
that one shares with a distant party, using only LOCC operations (so without the aid
of a quantum channel), in a single-copy or even asymptotic setting. This process
is called entanglement distillation, while the optimal asymptotic ratio R of final
pure states is called distillable entanglement ED. That will be an useful measure of
entanglement, that both has an operational meaning and imposes a bound on other
measures. Intuitively (and practically) it have an opposite meaning with respect
to the entanglement cost EC defined above. However, for pure bi-partite states
the two measures will be equivalent and will lead to a universal quantification of
entanglement in that case. On the other hand, in the case in which EC is different
from ED, namely for the mixed bipartite states, entanglement will have (at least)
two different operational meanings. This is connected to the fact that, operationally
speaking, every mixed state can be prepared in infinite many inequivalent ways. In
the practice, there are some distillation protocols, which’s target state, in bi-partite
systems, is a maximally entangled one. However it turns out that in the general
case, even for bi-partite systems not all the entanglement is distillable, in the sense
that there are states which’s entanglement cannot be distilled. They are called
bound entangled states, an important example of vhich, is given by the set that we
have previously defined as PPT states. Nevertheless, also this bound entanglement
can be useful for improvements of classical protocols, specifically for a process called
activation, that is, e.g., the distillation of some entanglement, thanks to the presence
of an ancilla bound one, in a certain analogy with the case of entanglement catalysis
(that, by the way, is still present in the framework of mixed states).
4.3 Entanglement Measures
After this discussion, we are now able to develop the details and define some entan-
glement measures, based on the axioms given in the previous section, and thus on
the LOCC constraint. Therefore we basically set an entanglement measure as a func-
tion of the state that vanishes on separable states and is monotonic under LOCC:
it has to be a certain notion of distance from the state to the set of separable ones.
As additional request, we want to preserve the total order of pure states, obtained
considering an asymptotic limit and, so, take into account the operationally based
measures already (informally) defined. Summarizing, we can translate all these
requests in a set of formal (mathematical) axioms for such a function. This will
lead also to the concept, introduced by Vidal (Vid00), of entanglement monotone,
that, althought less stringent, is considered as a reasonable notion of entanglement
measure as well. The set of axioms is the following:
Definition 4.3 (Entaglement measure). An entanglement measure of bi-partite
systems H = HA ⊗HB is a function from the space of density matrices to the real
positive numbers E : B(H)→ R+ that:
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1. satisfies the normalization conditions:
• it is zero on the set of separable states: E(ρˆS) = 0 ∀ρˆS ∈ S(H);
• it is a fixed constant on the set of maximally entangled states: E(ρˆψ+) =
logN ;
2. does not increase under LOCC, i.e. :
E(Λ(ρˆ)) ≤ E(ρˆ) ∀Λ ∈ LOCC
this condition will automatically lead to invariance under local unitary oper-
ations.
3. it is additive: E(ρˆ⊗n) = nE(ρˆ). A measure E that is not additive could be
regularized defining its asymptotic version:
E∞(ρˆ) ≡ lim
n→∞
E(ρˆ⊗n)
n
that measure will then automatically satisfy additivity.
4. it is asymtotically continuous: given two sequences of states ρˆn, σˆn acting on
a sequence of hilbert spaces of dimensions Nn, then
lim
n→∞D(ρˆn,σˆn) = 0 ⇒ limn→∞
|E(ρˆn)− E(σˆn)|
log(Nn)
= 0
for a certain suitable distance function D(·,·) such as, e.g., the trace norm
distance.
Here, the first two axioms are the translation of the previous postulates, while
the last two take account of the requests on the asymptotic behaviour that leads
to a complete ordering of pure states. As additional useful properties, one usually
asks also for convexity and a stronger version of the LOCC constraint:
E
(∑
i
piρˆi
)
≤
∑
i
piE(ρˆi) (Convexity)
∑
i
piE
(
AˆiρˆAˆ
†
i
Tr (Aˆiρˆ)
)
≤ E(ρˆ) (Strong monotonicity)
where Λ(ρˆ) =
∑
i
AˆiρˆAˆ
†
i
Tr (Aˆiρˆ)
is a LOCC operation, and pi = Tr (Aˆiρˆ) is the probability
of outcome i of the local measurement. The last requirements is that any local
measurement will not increase entanglement on average.
Entanglement monotones If one, instead, wants to remain only in the more
general framework based on the three postulates, could define as a suitable measure
of entanglement a function called entanglement monotone, that is constrained to
satisfy only the first two axioms given above, or, alternatively, with strong mono-
tonicity instead of simple monotonicity. Therefore we have the following definition:
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Definition 4.4 (Entanglement monotone). An entanglement monotone is a func-
tion from the space of density matrices to the positive real numbers that satisfies the
normalization conditions (1) and the strong monotonicity (Strong monotonicity)
Any entanglement measure considered here will be also an entanglement mono-
tone, and in particular it will satisfy also the strong monotonicity. Following this
approach, Vidal (Vid00), thanks also to the Nielsen theorem, has showed that an
entanglement monotone, on pure states, is equivalent to a function EM with the
following properties:
1. EM (ρˆ) is symmetric, expansible function of the eigenvalues of ρˆ (and thus
of its Schmidt vector)
2. EM (ρˆ) is a concave function of ρˆ
Here expansibility simply means that the null eigenvalues don’t affect the value of
the function. Therefore any entanglement monotone on pure states has to satisfy
those conditions and vice-versa. As first step on the survey of various proposed
entanglement measures we give formal definitions of entanglement cost EC and
distillable entanglement ED:
Definition 4.5 (Entanglent cost). For a given state ρˆ, the entanglement cost EC(ρˆ)
is the optimal (maximal possible) rate at which one can convert, using LOCC only,
product of n 2-qubit maximally entangled states (EPR pairs) into a state that
asymptotically (n→∞) approaches a product of copies of the state ρˆ⊗k:
EC(ρˆ) ≡ inf
{
r : lim
n→∞
[
inf
Λ∈LOCC
D
(
ρˆ⊗k,Λ(ρˆ⊗nEPR)
)]
= 0
}
Definition 4.6 (Distillable entanglent). For a given state ρˆ, the distillable entan-
glement ED(ρˆ) is the optimal rate at which one can convert, using LOCC only, a
product of n mixed states ρˆ⊗n into a state that asymptotically (n→∞) approaches
a product of k copies of the 2-qubit maximally entangled states (EPR pairs):
ED(ρˆ) ≡ sup
{
r : lim
n→∞
[
inf
Λ∈LOCC
D
(
Λ(ρˆ⊗n),ρˆ⊗kEPR
)]
= 0
}
Both these two measures are very difficult to compute, but on the other hand
have a precise operational meaning and also provide useful bounds for every measure
that satisfies our previous axioms (4.3). More precisely a remarkable result is that
these two measures are extremal, in the sense that every measure EX(ρˆ) that
satisfies axioms (4.3) is such that:
ED(ρˆ) ≤ EX(ρˆ) ≤ EC(ρˆ)
Therefore, if those two measures were equal then all the possible ones would be
equivalent and there would be an unique total ordering of states. Otherwise there
are many inequivalent ones. Unfortunately it has been shown that the actual sit-
uation is the last and therefore that every different entanglement measure leads to
a different total order of states. The unicity is obtained only in the set of pure
states where we have exactly EC = ED or in general bi-partite states of Hilbert
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spaces of dimensions smaller than 68. In this last situations, as (unique) measure
of entanglement is usually chosen the:
Definition 4.7 (Entropy of entanglement). The entropy of entanglement of a bi-
partite state ρˆ is the von Neumann entropy of the reduced density matrix of either
of the two subsystems:
ES(ρˆ) ≡ −Tr (ρˆA ln ρˆA) = −Tr (ρˆB ln ρˆB)
in terms of Schmidt coefficient the entanglement entropy reads:
ES(ρˆ) = −
∑
i
λ2i lnλ
2
i
therefore it is the Shannon entropy of the probability distribution given by the
squares of Schmidt coefficients.
In taking account also of mixed states, instead, there have been proposed many
(inequivalent) measures of entanglement and an important problem is just to find
practically useful bounds for the two extremes EC and ED. Apart from those two
(that could be referred as the operational ones), some measures could be divided in
classes, on the basis of their character.
Operational measures At first there are measures that have an explicit oper-
ational interpretation. Besides the two already seen, namely EC and ED, there is
the
Definition 4.8 (Entanglement of formation). The entanglement of formation of
a state ρˆ is defined as the minimal possible average entanglement over all its pure
state decompositions. In formulas:
EF (ρˆ) ≡ inf
{∑
i
piES (|φi〉〈φi|) : ρˆ =
∑
i
pi|φi〉〈φi|
}
It is quite similar in spirit to the entanglement cost and is believed, but not proved,
that it is actually equal to EC . However this is the case for its regularized version
E∞F = limn→∞
EF (ρˆ
⊗n)
n , for which we have E
∞
F = EC .
The (potential) utility of this measure lies in its computational simplicity with
respect to EC and in its bond with the Holevo information. From that measure, in
addition, for systems of two qubits, it can be defined a quantity that is much used
to explore the entanglement content of a many-qubit state. That quantity is the
concurrence:
C(ρˆ) ≡ max{0,λ1 − λ2 − λ3 − λ4} (4.8)
EF (ρˆ) = H
(
1 +
√
1− C2(ρˆ)
2
)
with H2(x) = −x log x− (1− x) log(1− x)
(4.9)
8Where, by the way, the Peres-Horodecki criterion for separability applies in both directions.
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Entropic Measures As entropic measures of entanglement for bipartite states
one could choose any entropy of the reduced density matrix. One usually chooses the
von Neumann entropy, thus defining the usual entanglement entropy, but sometimes
are useful also the Renyi (Renyi entropies) as well as the Tsallis entropies (Tsallis
entropies) to better characterize the information contained in the reduced state and
so the entanglement of the whole state. In particular, for example, the first Tsallis
entropy is often used, because of its simplicity. It is called linear entropy :
EL(ρˆ) =
1
2
[
1− Tr (ρˆ2)] (Linear entanglement entropy)
and in some sense quantifies the impurity of the state itself in the naive way. An
other measure, that for instance we will encounter in studying gaussian states, is
the large q limit of the Renyi entropies, which is called single-copy entanglement :
E1(ρˆ) = log(‖ρˆ‖−1) (Single-copy entanglement)
Its name is due to its operational interpretation: it is given by log(d), where d is the
largest integer such that one can deterministically transform ρˆ into the maximally
entangled state of that dimension (d). Following naively the idea of measuring the
entanglement with a distance from the state to the set of separable states, one can
define some distance-based measures:
Edist(ρˆ) ≡ inf
σˆ∈S
D(ρˆ,σˆ)
For instance, even if it is not a true distance, one could use the relative entropy
(actually any specific relative entropy), to define:
ER(ρˆ) ≡ inf
σˆ∈S
S(ρˆ‖σˆ) (Retive entropy of entanglement)
Finally, an other interesting entropic measure is given by the:
Definition 4.9 (Squashed entanglement). The squashed entanglement is formally
defined as:
Esq(ρˆ) ≡ inf
[
1
2
I(ρˆABE) : TrHE (ρˆABE) = ρˆAB
]
where I(ρˆABE) is the quantum conditional mutual information:
I(ρˆABE) ≡ S(ρˆAE) + S(ρˆBE)− S(ρˆABE)− S(ρˆE)
It is useful in quantum cryptography and also gives bound on the operational mea-
sures. On pure states it is equal to the entanglement entropy because it is asymp-
totically continuous.
Norm based measures Exploiting the PPT criterion for separability, one can
define an entanglement monotone that represents a quantification of the “negativ-
ity” of the spectrum of the partially transposed density matrix. It is called, just,
negativity :
N(ρˆ) ≡ ‖ρˆ
ΓA‖1 − 1
2
(Negativity)
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This monotone, however, is not additive, therefore one defines a sort of regularized
version taking the logarithm (in analogy to the case of Tsallis-Renyi entropies). We
define, in this way, the logarithmic negativity :
EN (ρˆ) ≡ log(‖ρˆΓA‖1) (Logarithmic negativity)
It is a good measure because is easy to compute and sets a bound on the entan-
glement entropy, but, not being asymptotically continuous, it is not equal to the
entanglement entropy even on pure states. At the end it is curious to note that also
the best separable approximation (4.2), that we have seen previously, could lead to
an entanglement measure, namely precisely the coefficient k, that quantifies, on an
entangled state, how much of a separable state is “contained” in it.
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Hamiltonian Models
Now we are going to begin the quantitative study of entanglement in systems of
particular physical interest. In a certain point of view we are now turning our
attention from the general mathematical framework to some specific physical the-
ories, i.e. hamiltonian models thought to explain some experimental phenomena.
Specifically we are interested in lattice hamiltonian models, that are very useful for
many purposes, ranging from many body physics, condensed matter physics, to high
energy physics, until, just, quantum information. The utility of such models lies,
among other things, in their relative simplicity and in their intrinsic regularity, that
means that their treatment will not need any high energy regularization scheme,
because of the natural short-distance cut-off given by the lattice spacing. On the
other hand, lattice models are also relatively easy to simulate algorithmically and
anyway provide microscopic explanations of a rich class of experimental physical
phenomena, especially in the contest of condensed matter. Last but not least, there
has been recently developed experimental techniques (like NMR, ion traps...) that
allow to reproduce in the laboratory such models with a good control on the pa-
rameters. More formally as a lattice system we mean that the total Hilbert space
is the form of a tensor product H = ⊗j∈LHj , where each subspace Hj describes a
quantum system on a single site j of a lattice L.
5.1 Introduction on gaussian states
In this work we are particularly interested in gaussian states, for their simplicity,
that leads to a good degree of development of a framework of study, which contains
also some basical tools for the quantitative analysis of entanglament. Here we begin
with reviewing the general treatment of those states, which, in particular, originate
from the simplest class of infinite-dimensional systems.
Definition 5.1 (Gaussian states). We define gaussian states as those which’s den-
sity matrix is a gaussian operator. The systems that we will study concern chains
(one-dimensional lattice systems) of spinless fermions or bosons, for which a gaus-
sian state’s most general density matrix is of the following form:
ρˆG =
exp(−Qˆ)
Tr [exp(−Qˆ)] =
exp(−∑ij Qij bˆibˆj)
Tr [exp(−∑ij Qij bˆibˆj)] (5.1)
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where the operator Qˆ =
∑
ij Qij bˆibˆj has a quadratic form in terms of the bosonic
(or fermionic) operators. For these states a complete description of the density
matrix can be given with the only knowledge of the first and the second moments
of some operators; in our cases, for example, they could be the creation-annichilation
of bosons (fermions):
〈aˆi〉 〈aˆiaˆj〉 〈aˆiaˆ†j〉
and their hermitean conjugates. We call G the set of gaussian states (positive,
trace-class and gaussian operators) on the Hilbert space of the system.
This means that one can give a full description of a gaussian state with n degrees
of freedom knowing only 2n2 + n indipendent parameters (polynomially many in-
stead of exponentially), that could be further reduced with the possible symmetries.
Bosonic gaussian states In the case of a state composed by a set of spin-zero
bosons, we can use, as canonical operators, the set of creation-annichilation ones
bi, b
†
i , that are not hermitean and obey the commutation rules:
[aˆi,aˆ
†
j ] = δij [aˆi,aˆj ] = [aˆ
†
i ,aˆ
†
j ] = 0
for simplicity of notation we can introduce the vector:
bˆT = (aˆ1, . . . ,aˆn,aˆ
†
1, . . . ,aˆ
†
n)
[bˆi,bˆj ] = Σij with Σ = 1n ⊗ iσy
And from those we can evaluate the first and the second moments:
〈bˆi〉 = Tr (bˆiρˆ)
〈bˆibˆj〉 = Tr (bˆibˆj ρˆ) ≡
(
Fij Cij
C∗ji F
∗
ji
)
with
{
Fij = 〈aiaj〉
Cij = 〈aia†j〉
Alternatively, one can use the hermitean quadrature phase operators (“position”-
“momentum” operators):
xˆi =
bˆi + bˆ
†
i√
2
, pˆj = −i bˆi − bˆ
†
i√
2
that, instead, are hermitean and obey the following algebric rules:
[xˆi,pˆj ] = iδij [xˆi,xˆj ] = [pˆi,pˆj ] = 0
these operators are usually merged to define the vector
rˆT = (xˆ1, . . . ,xˆn,pˆ1, . . . ,pˆn)
[ri,rj ] = iΣij
and the moments obtained from it are defined as:
di ≡ 〈rˆi〉 = Tr (rˆiρˆ) (Displacement Vector)
Γij ≡ 2<{〈rˆirˆj〉 − 〈rˆi〉〈rˆj〉} = 〈{rˆirˆj} − 2〈rˆi〉〈rˆj〉〉 (Covariance Matrix)
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Finally is also useful to remark that, in principle, we can define a gaussian state
from the former functions; the only restriction is that the density matrix has to
be an element of G (usually it is said that the state have to satisfy the Heisenberg
uncertainty theorem). That condition is reformulable in the following terms:
Γ + iΣ ≥ 0
that means, as we will see, that the symplectic eigenvalues of the covariance matrix
must have a modulus higher than 1. In particular the equality holds for pure states,
while the strict inequality for mixed states.
Fermionic gaussian states The case of a system of spin-zero fermions in a
gaussian state is quite similar. We can use, as canonical operators, the set of
creation-annichilation ones ci, c
†
i , that obey the following anti-commutation algebric
rules:
{cˆ†i ,cˆj} = δij {cˆi,cˆj} = {cˆ†i ,cˆ†j} = 0
again is useful to compact the notation:
fˆT = (cˆ1, . . . ,cˆn,cˆ
†
1, . . . ,cˆ
†
n) (5.2)
{fˆi,fˆj} = Ωij with Ω = 1n ⊗ σx (5.3)
and from those evaluate the moments:
〈fˆi〉 = Tr (fˆiρˆ)
〈fˆifˆj〉 ≡
(
Fij Cij
C∗ji F
∗
ji
)
with
{
Fij = 〈cicj〉
Cij = 〈cic†j〉
Also in this case we can use the analogous of the position-momentum operators,
that are called Majorana operators
xˆi =
cˆ†i + cˆi√
2
, pˆj = i
cˆ†i − cˆi√
2
(5.4)
they are hermitean and the vector rˆT = (xˆ1, . . . ,xˆn,pˆ1, . . . ,pˆn) satisfy the anticom-
muting algebra:
{ri,rj} = iΩij (5.5)
from those operators the moments are:
di ≡ 〈rˆi〉 = Tr (rˆiρˆ) (Displacement Vector)
Γij ≡ 2i={〈rˆirˆj〉 − 〈rˆi〉〈rˆj〉} = 〈[rˆi,rˆj ]− 2〈rˆi〉〈rˆj〉〉 (Covariance Matrix)
Even for fermions we have a relation similar to the uncertainty theorem (although
not with the same physical consequences), that follows when one tries to define a
gaussian state from the correlation functions. The condition is:
Γ + iΩ ≤ 0
and implicitly states, as we will see, that the symplectic eigenvalues of the covariance
matrix have to be between −1 and 1: again the equality holds for pure states, while
the strict inequality holds for mixed states.
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Gaussian operations The strong usefulness of this set of states leads to the need
of developing a complete framework on which study them. That framework has to
include also a theory of operations on the set of gaussian states and perhaps also
theoretical tools for the study of entanglement of those states. In particular, one has
to define and study the set of operations which leave invariant the set of gaussian
states, i.e, the set of operations that send gaussian states onto other gaussian states.
These transformations have clearly to form a subset of the unitary ones for closed
systems, and a subset of general quantum operations (mappings between density
matrices) for open systems. The condition of leaving invariant the gaussianity of
the input state is simply a gaussianity condition for the operation itself (products
of gaussian operators remains gaussian). At a differential level such operations can
be translated in linear master equations:
dtρˆ = Q(ρˆ)
where the generators Q of the gaussian operations have to be represented by func-
tions at most quadratical in the field operators. Therefore we define:
Definition 5.2 (Gaussian operations). A gaussian operation is a transformation
that maps quantum gaussian states on quantum gaussian states G : G → G. These
transformations act as following
G(ρˆ) =
∑
i
GˆiρˆGˆ
†
i
with linear operators Gˆ gaussian in the field operators, that means that their group
is generated by linear operators Qˆ = Q(aˆi,aˆ
†
i ) quadratical with respect to the fields.
For open multi-partite systems the gaussian LOCC operations are abbreviated in
GLOCC. We assume, furthermore, that the operators are properly normalized:
Tr (
∑
i GˆiρˆGˆ
†
i ) = 1.
Given the fact that the shape of the density matrix remains gaussian with respect
to the fields, one can compute the result of a gaussian operation on a state simply
defining new fields through the function that defines the operation itself, namely, e.g.
bˆ′ = G(bˆ). If the operation acts linearly, then such function is a matrix: bˆ′ = G · bˆ.
In this picture, a third equivalent way to characterize gaussian operations, is by the
condition of leaving invariant the symplectic form that defines the algebric relations
of the fields: G(Σ) = Σ for bosons and G(Ω) = Ω for fermions:
Σij = [G(bˆ)i,G(bˆ)j ] = [
∑
k
Gik bˆk,
∑
k
Gjk bˆk] =
∑
k,k′
GikGjk′Σij = GΣG†
Ωij = {G(fˆ)i,G(fˆ)j} = {
∑
k
Gikfˆk,
∑
k
Gjkfˆk} =
∑
k,k′
GikGjk′Ωij = GΩG†
Now that we have completely set this framework, that is: a precise subset of states
with a natural subset of operation on that subspace, we want to set, as usual, an
equivalence class of states. Taking into account the discussion made for general
quantum states, and recalling that the information content is invariant under uni-
tary transformations, we can, analogously, require for two equivalent (gaussian)
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states to have the same information content (and clearly to be both gaussian) and
it is clear that those properties are preserved by gaussian unitary operation. Thus,
from our point of view, the fundamental properties of a gaussian state are given by
the invariants of the density matrix under such operations. The same reasoning
applies also for the correlation matrices, i.e. each of them can be defined by the
invariants under gaussian operations. In fact there is a precise relationship between
the two descriptions, that can be viewed more simply just bringing them into the
so called normal forms. In particular, acting with gaussian unitary operations on
a (gaussian) density matrix, or equivalently changing the set of particle operators
accordingly, we can put it into the form (that means that we have diagonalized the
matrix Qij in (5.1)):
ρˆ −→
∑
i
GˆiρˆGˆ
†
i =
exp(−∑k kξˆ†kξˆk)
Tr [exp(−∑k kξˆ†kξˆk)] =
=
exp(−∑k knˆk)
Tr [exp(−∑k knˆk)] = 1Tr [exp(−∑k knˆk)]
∏
k
exp(−knˆk)
(5.6)
where we have defined the new particle operators ξˆ = Gbˆ and nˆk = ξˆ
†
kξˆk is the
number operator for the new particles; each of the k is a sort of energy level of the k-
th mode. In particular, the particle number, can assume only two values for fermions
nfk = {0,1}, and infinite values for bosons nbk ∈ [0,∞]. In this form, the density
matrix is in the product form ρˆ =
⊗
k ρˆk and each term operates in the Hilbert space
of the k-th mode of the new particles (and therefore each term is bidimensional for
fermions and infinite-dimensional for bosons). Even the covariance matrix can be
transformed in a normal form by means of gaussian unitary transformation, that
is:
GΓG† = ν =
{
diag(νb1, . . . ,ν
b
N ) ·Σ with GΣG† = Σ for bosons
diag(νf1 , . . . ,ν
f
N ) ·Ω with GΩG† = Ω for fermions
We will call the νb/fi symplectic eigenvalues (although from a mathematical point of
view this name is appropriate only for the bosonic ones); they are the singular values
of the matrix iΣ−1Γ (iΩ−1Γ for fermions) and appear in pairs of opposite sign.
In particular, for the uncertainty conditions stated before, the bosons symplectic
eigenvalues have to be |νbk| ≥ 1, while the fermions’ have to be |νfk | ≤ 1. The
normal forms for the two matrices (density and correlation) are clearly related and
the gaussian transformation that defines them is unique. Even in this second way,
in fact, the density matrix assumes the uncorrelated product form, and, in terms of
the symplectic eigenvalues reads:
GˆρˆGˆ† =
⊗
k
ρˆk with

ρˆk =
2
1 + νk
∑∞
nk=0
(
νk − 1
νk + 1
)nk
(|nk〉〈nk|) for bosons
ρˆk =
( 1−νk
2 0
0 1+νk2
)
for fermions
(5.7)
Observation 3. In the two different expressions for the density matrix in its prod-
uct form, each element of the product is written in either the exponential (5.6) or
Hilbert-Schmidt (5.7) decomposition.
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Therefore we finally have the correspondence:
νfk = tanh
(k
2
)
⇒ exp(−k) = 1− νk1 + νk
νbk = coth
(k
2
)
⇒ exp(−k) = νk − 1
νk + 1
And this correspondence can be extended to the matrices themselves:
exp(−Q) = ±(1− Γ)(1 + Γ)−1
This kind of relationship between matrices is called Cayley transform. The fact that
gaussian states can be defined by their symplectic eigenvalues only, means that all
the information cointained in such states is encoded in those values. In particular
as a measure of information we, as usually, can use the von Neumann entropy, that,
when the density matrix is in the normal form, is given by:
S(ρˆ) =
∑
k
S(ρˆk) =
=
∑
k
[
νk + 1
2
ln
(
νk + 1
2
)
− νk − 1
2
ln
(
νk − 1
2
)]
=
∑
k
[
k e
−k
1− e−k − ln(1− e
−k)
]
for bosons
=
∑
k
[
−1− νk
2
ln
1− νk
2
− 1 + νk
2
ln
1 + νk
2
]
=
∑
k
[
k e
−k
1 + e−k
+ ln(1 + e−k)
]
for fermions
In terms of the k, therefore with the density matrix in the form which resembles
a statistical partition function, it is explicit the analogy with the termodinamical
entropy in both cases. In this way, besides, it is clear that the state is pure S(ρˆ) = 0
(in both cases) iff the symplectic eigenvalues have modulus 1.
5.2 Spin systems
Spin lattice systems are some of the most studied ones in many physical areas. They
are very useful because of their simplicity and because they can reproduce and give
a simple explanation of some experimental “quantum” phenomena. They are much
studied also in the field of quantum information, in particular in the theoretical
quantitative study of entanglement. In our work, in particular, we deal with one-
dimensional systems (spin-chains) and we will focus our attention on entanglement
scaling phenomena. The most simple, and the only completely solvable (in a sense
that will be more clear in the following) one, is the so called XY-chain. It is defined
by the following lattice Hamiltonian:
Hˆ = −
∑
i<j
Jxij σˆ
x
i σˆ
x
j + J
y
ij σˆ
y
i σˆ
y
j + hiσˆ
z
i (5.8)
In this form it is quite general and contains no restrictions on the topology of
the chain: it can be studied on graph of arbitrary shape and with interaction at
arbitrary distances. It is in general anisotropic (Jx 6= Jy) and contains external
control parameters, such as the external magnetic field h. The cases with which we
deal will be open linear chain (topology of the line) or closed chains (topology of
the ring). It is enough general to include some particular models much studied:
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• the XX-model, that is the isotropic one: Jx = Jy
• the Ising model, that is obtained setting Jy = 0
The XY hamiltonian, in the form (5.8), is quadratical in the Pauli operators σˆαi ,
that satisfy the algebric rules:
[σˆαi ,σˆ
β
j ] = iαβγ σˆ
γ
i δij {σˆαi ,σˆβi } = 0
For easily solving this model also in the termodinamical limit is useful to exploit
the Jordan-Wigner transformation cˆ
†
l =
∏
j<l
(
σˆzj
)
σˆ+l
cˆl =
∏
j<l
(
σˆzj
)
σˆ−l
(5.9)
that maps it into a spin-zero fermionic chain
Hˆ =
1
2
N∑
ij=1
(
cˆ†iAij cˆj − cˆiAij cˆ†j + cˆiBij cˆj − cˆ†iBij cˆ†j
)
=
1
2
(
fˆ †Cfˆ + Tr A
)
(5.10)
with C ≡ σz ⊗A + iσy ⊗B and the following real matrices A, B:
Aij = 2hiδij +
(
Jxij + J
y
ij
)
A = AT (5.11)
Bij =
(
Jxij − Jyij
)
B = −BT (5.12)
that means that now it is written in terms of purely fermionic operators (5.3)
and is quadratical (quasi-free fermions). This fact is very important because in this
case Wick theorem assures us that every average of products of operators ci, c
†
i
evaluated in the ground state |GS〉:
〈cˆicˆj cˆ†hcˆ†k〉 = Tr
(
cˆicˆj cˆ
†
hcˆ
†
kρˆGS
)
can be expressed in terms of the second moments only, also because the first mo-
ments identically vanish 〈ci〉 = 〈c†i 〉 = 0 for symmetry. In other words, the ground
state of this system is a (fermionic) gaussian state and the hamiltonian (5.10) gen-
erates a gaussian unitary evolution. In particular, thus, the Hamiltonian can be
diagonalized, i.e. put into the normal form, (as we will see later in detail) by means
of a gaussian operation, that is a transformation that defines new fields, but leaving
the algebric relations (5.3) unchanged. An other name for this kind of operations
on the fields is canonical transformations. A possible extension of such models
can include some interaction terms that commute with the hamiltonian (5.8), for
example as: ∑
i<j
JDMij
(
σxi σ
y
j − σyi σxj
)
(DM interaction)
terms of this kind are mapped, by a J-W transformation, into complex terms:∑
i<j
2iJDMij
(
cˆ†i cˆj − cˆ†j cˆi
)
=
∑
i 6=j
A′ij cˆ
†
i cˆj
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for including them (and others similar) into the fermionic treatment, thus, in suf-
ficient to leave the possibility of a complex hermitean matrix C of the same
kind. Such an extended hamiltonian, then, is still diagonalizable with a canonical
transformation, which, however, could be complex. Other possible extensions are
terms of the kind
∏
i σˆ
z
i , σˆ
z
i σˆ
α
j . Those terms, however, written in terms of fermionic
operators, are not quadratical, and so, such an extended model is not a quasi-free
particle one and, in particular, the ground state is not gaussian and the hamiltonian
is difficult to diagonalize. In the literature there have been studied and (partially)
solved some of those extensions, in particular between the so-called XYZ -models:
Hˆ = −
∑
i<j
Jxij σˆ
x
i σˆ
x
j + J
y
ij σˆ
y
i σˆ
y
j + J
z
ij σˆ
z
i σˆ
z
j + hiσˆ
z
i (5.13)
it is possible to find the energy eigenvectors and eigenvalues for the partially isotropic
XXZ-model (in which Jx = Jy), exploiting the rotational symmetry about z-axis,
with the so-called Bethe Ansatz.
5.3 Free fermionic systems
Knowing that spin systems are naturally mapped into fermionic models is useful to
give a general framework for studying them. At first we note that with the inverse
of the J-W transformation
σˆzl = 1− 2cˆ†l cˆl
σˆ±l =
σˆxl ± σˆyl
2
=
∏
k<l
(
1− 2cˆ†k cˆk
)
cˆ
(†)
l
we can also map a general fermionic hamiltonian (5.10) into a spin-system of the
XY kind:
Hˆ =
∑
j<k
(Ajk +Bjk) σˆxj σˆxk
 k−1∏
l=j+1
σˆzl
+ (Ajk −Bjk) σˆyj σˆyk
 k−1∏
l=j+1
σˆzl
+∑
j=k
Ajkσˆ
z
j
In practice, thus, the two systems (5.8) and (5.10) are actually the same. An other
way to describe these systems is by means of the hermitean Majorana operators,
that are the fermionic analogous of the position/momentum bosonic ones (5.4); in
terms of those, the hamiltonian reads:
Hˆ =
1
2
N∑
ij=1
(pˆiMij xˆj − xˆiMij pˆj) = 12 rˆ
TRrˆ (5.14)
with an antihermitean M = i(A−B) = −M†, and so an hermitean R = iσy ⊗M.
For “solving” the model in terms of usual “Dirac” fermions, is better to write it
in terms of one fundamental matrix:{
Z = A−B = −iM
Z† = A + B = iM†
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Then we can diagonalize the hamiltonian with a canonical transformation ηˆ
†
k =
∑N
i
(
gkicˆi + hkicˆ
†
i
)
ηˆk =
∑N
i
(
hkicˆi + gkicˆ
†
i
) η = Vf with V ≡ 12 ⊗ g + σx ⊗ h (5.15)
with g,h (real matrices in the case of real A,B) that have to satisfy the following
relations in order to preserve the fermionic anticommutation relations of the fields:{
g · g† + h · h† = 1
g · h† + h · g† = 0 (5.16)
Defining the matrices {
φ = g + h
ψ = g − h
the previous conditions (5.16) become orthonormality conditions for the row vec-
tors: {
φk · φk′ =
∑N
i φkiφk′i = δkk′
ψk ·ψk′ =
∑N
i ψkiψk′i = δkk′
(5.17)
After such a canonical transformation the matrix Z transforms in:
Z′ ≡ A′ −B′ = φ · Z ·ψ†
the problem is solved when we find a transformation (5.15) that take Z to be in its
singular value decomposition:
Z′ = Λ ≡ diag (Λ1, . . . ,ΛN ) = φ · Z ·ψ† = ψ · Z† · φ† (5.18)
For the condition (5.17), moreover, the two matrices φ and ψ are orthogonal:
φ† = φ−1 and ψ† = ψ−1. We are, so, looking for a transformation that puts
the Hamiltonian in the (diagonal) form:
H =
N∑
i=1
Λiηˆ
†
i ηˆi +
1
2
N∑
i
Λi =
1
2
(
η†C′η + Tr A
)
(5.19)
where also the operators ηˆ†i and ηˆi are fermionic and C
′ = VCV† ≡ σz ⊗ A′ +
iσy ⊗B′.
In the formulation with Majorana fermions, the “diagonalized” hamiltonian ma-
trix is of the form: R = σy ⊗ Z′.
The eigenvalues Λi are the energy levels of the system. A system for which
0 ∈ Sp(Λ) (at least in the N → ∞ limit) is said to be gapful and, in particular, it
will be quantum critical. Therfore such systems undergo a quantum phase transition
of second order. One reason for which such simple systems are much studied in the
contest of condensed matter physics is just the fact that they can even reproduce
some quite complicated features like that and therefore are useful to describe many
interesting phenomena. We will see, besides, that the quantum criticality of the
system will have remarkable consequences also on the entanglement of the ground
state.
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From the relations (5.18) is straightforward to derive the followings:{
Λ ·ψ = φ · Z
Λ · φ = ψ · Z† ⇒
{
φ · Z · Z† = Λ2 · φ
ψ · Z† · Z = Λ2 ·ψ (5.20)
in practice one has to solve one of the (5.20) and then (for example) compute:
ψ = Λ−1 · φ · Z (5.21)
because φ and ψ are not indipendent and can’t be computed with both the relation
(5.20).
The fundamental matrix can also be decomposed in the polar form, still using
its singular value decomposition:1
Z = ΛφT where
{
Λφ ≡ φ†Λφ =
√
ZZ† is the positive part (the “norm”)
T ≡ φ†ψ = |Z|−1Z is the unitary part TT† = 1
(5.22)
Using the T matrix we can write the transformation matrices as:
g = φ
[
1+ T
2
]
h = φ
[
1−T
2
]
That form (5.23) will be more useful for computing the correlation coefficient of the
ci fermions in the ground state, because, as we will see later, the T matrix is the
covariance matrix of the ground state.
In the Majorana fermions representation, instead, the T matrix is defined by
the following decomposition of the M matrix:
Z = −iΛφT where
{
Λφ ≡ φ†Λφ =
√
MM† is the positive part (the “norm”)
T ≡ φ†ψ = i|M|−1M is the unitary part TT† = 1
(5.23)
If we deal with commuting A,B matrices, then we can diagonalize them simul-
taneously, that means that we can find a complete set of orthonormal common
eigenvectors. Let us call them φki, then we have, from (5.21):
|Λk|ψki =
∑
j
φkj (Aji −Bji) = Λ′kφki with Λ′k ∈ C
This means that the vectors φk and ψk are proportional:
ψkj =
Λ′k
|Λk|φkj
and because of the fact that the proportionality coefficient is only a phase (unitarity
of φk and ψk), it can be assumed as Λk|Λk| . Using this particular eigenvectors, we can
redefine T as:
T = φ†ψ ⇒ Tij =
∑
k
Λk
|Λk|φ
∗
kiφkj
1In the cases where Z is not invertible, the notation |Z|−1 refers to the Moore-Penrose general-
ized inverse of a matrix.
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that is unitarily equivalent to the previous “standard” definition (5.23) and can
be used instead of it. A particular case of this kind is that of the XX-model, for
which we have only the hermitean part of Z that is nonvanishing (A 6= 0,B = 0), or,
in the general XY -model, but with homogeneous interactions, when A,B are
Toepliz (or Circulant) matrices. In that cases, hence, is useful this new definition.
Observation 4. Note that, in principle, is always possible to find the eigenvalues
tk (in general complex phases) and the eigenvectors τk of the matrix T written as
T = |Z|−1Z, so that we have
T = τ †tτ =
∑
k
tkτ
∗
kiτki
the problem is in the computation of the matrix |Z|−1 that is easier (and better)
done finding the singular value decomposition of Z.
The model with most physical interest are those in which the interactions are
local, that means that the fundamental matrix Z of the model is tridiagonal:
Zij = aiδij + biδi,j−1 + cjδi,j+1
Its eigenvalue problem, thus, is translated into the equations:∑
j
φkjZji = Λkφki =
∑
j
φkj (aiδij + biδi,j−1 + cjδi,j+1)
Λkφki = aiφki + biφk,i+1 + ci−1φk,i−1
In the cases in which Z is hermitean2 the problem reduces to:
aiφki + biφk,i+1 + b∗i−1φk,i−1 = Λkφki (5.24)
that in the continuum limit is a Sturm-Liouville problem:
∂x (b(x)∂x)φk(x) + a(x)φk(x) = Λkφk(x)
The same argument applies for the eigenvalue problem of the hermitean matrix
ZZ†, that, for local interactions, is in general penta-diagonal:∑
j
ZijZ
†
jk =
∑
j
(aiδij + biδi,j−1 + cjδi,j+1)
(
a∗jδjk + c
∗
jδj,k−1 + b
∗
kδj,k+1
)
=
= |a|2i δik + aic∗i δi,k−1 + aib∗kδi,k+1 + bia∗kδi,k−1 + bic∗k−1δi,k−2 + |b|2i δi+1,k+1+
+cka∗kδi,k+1 + |c|2k−1δi−1,k−1 + ck+1b∗kδi,k+2
in the limit of infinite dimensional matrix it can rewritten as:∑
j
ZijZ
†
jk =
(|a|2i + |b|2i + |c|2i ) δik + (ak+1b∗k + cka∗k) δi,k+1+
+
(
aic
∗
i + bia
∗
i+1
)
δi,k−1 + bic∗i+1δi,k−2 + ck+1b
∗
kδi,k+2
If we have a system in which bi or ci vanish, then again the matrix is tridiagonal
and, in the cases of real matrix, we deal with a Sturm-Lioville problem:
∂x (f(x)∂x)φk(x) + g(x)φk(x) = Λkφk(x)
where f(x) = a(x)c(x) + b(x)∂xa(x) and g(x) = a2(x) + b2(x) + c2(x).
2For example in the XX-model, in which Z is real and symmetric.
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5.3.1 Ground State
After the diagonalization of the Hamiltonian, we can easily define the ground state,
imposing that it is the product of the vacuums of every Hilbert space of mode
k. Therefore the condition that defines the ground state is: ηˆk|GS〉 = 0 ∀k, for
ηˆi =
∑
j Vij fˆj .
Density Matrix of A Subsystem
The density matrix of the ground state is a Gaussian operator, and thus, the reduced
density matrix of a subsystem of L fermions
ρˆ(L) ≡ TrN−Lρˆ
is also a Gaussian operator:
ρˆ(L) =
exp
(
−Qˆ′
)
Tr [exp(−Qˆ′)] (5.25)
with some operator Qˆ of the form (5.10), that is quadratical. For some new fermionic
fields ξˆi, the operator Qˆ can be put in the normal form:
ρˆ(L) =
exp(−∑Li iξˆ†i ξˆi)
Tr [exp(−∑Li iξˆ†i ξˆi)]
That density matrix is the product of L uncorrelated matrices:
ρˆ(L) = ρˆ1⊗· · ·⊗ρˆL =
1
Tr [exp(−∑Li iξˆ†i ξˆi)]
L∏
i=1
exp
(
−
L∑
i
iξˆ
†
i ξˆi
)
=
L⊗
i=1
(
e−i
1+e−i 0
0 1
1+e−i
)
Correlation Matrix
If we have a quadratic Hamiltonian, and so a system in a Gaussian ground state, we
know that (due to the Wick theorem) the density matrix can be expressed with the
only known of the “average” 〈cˆm〉 and the “two point functions” (correlation coeffi-
cients) 〈cˆicˆ†j〉 and their hermitean conjugates. If we choose, for every subsystem of
size L (of the ground state), a set of fermionic operators ξˆi,ξˆ
†
j , that are uncorrelated :
〈ξˆiξˆj〉 = 0, 〈ξˆ†i ξˆj〉 = λiδij we can put the reduced density matrix for that subsystem
into the normal form:
ρˆ(L) = ρˆ1 ⊗ · · · ⊗ ρˆL with each ρˆi =
(
λi 0
0 1− λi
)
=
(
〈ξˆ†i ξˆi〉 〈ξˆiξˆi〉
〈ξˆ†i ξˆ†i 〉 〈ξˆiξˆ†i 〉
)
Observation 5. Note that if we choose as subsystem the entire system, the ξ†i , ξi
are the η†i , ηi and the ρi =
(
0 0
0 1
)
for everi i.
Let us recall what has been done in order to put the reduced density matrix of
a subsystem of L fermions into its normal form:
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1. write the correlation matrix of the initial set of fermions:
Γ(N×N)c = 〈fˆ · fˆT 〉
2. trace out the N − L rows and columns that corresponds to the traced out
degrees of freedom for the subsystem
Γ(L×L)c = 〈fˆ · fˆT 〉(L×L)
3. “diagonalize” the reduced correlation matrix (put it into the form):
Γ(L×L)ξ = 〈ξˆ · ξˆ
T 〉(L×L) =
(
0 (1− λi) · 1L
λi · 1L 0
)
for some ξ = W(L×L) · fˆL with W = 12 ⊗ u + σx ⊗ v.
The Γ(L×L)ξ is, so, given by:
Γ(L×L)ξ = W(L×L)Γ
(L×L)
c W
†
(L×L)
imposing that for the diagonalized whole system the correlation matrix it is
Γ(N×N)η = 〈ηiηj〉 =
(
0 1N
0 0
)
we can compute the correlation matrix for the initial set of fermions:3
Γ(N×N)c = V
TΓ(N×N)η V with V = 12 ⊗ g + σx ⊗ h
In that way, in addition, we can see that the diagonalized reduced density matrix
is of the form (5.7):
Γ(L×L)ξ =
(
0 1+νi2 · 1L
1−νi
2 · 1L 0
)
with νi the singular values of T(L×L), and so the eigenvalues of
|T|(L×L) =
√
T(L×L)TT(L×L)
where, clearly, T = [φ† ·ψ] = [Λ−1φ ·Z], or, in some cases, as we have seen previously,
T = [φ† Λ|Λ|φ]. Therefore we have also seen that T is the covariance matrix of the
ground state. The reduced density matrix is, now, in the normal form:
ρˆ(L) = ρˆ1 ⊗ · · · ⊗ ρˆL with ρˆi =
(
1−νi
2 0
0 1+νi2
)
Therefore, for the reduced density matrix, the covariance matrix (imaginary part of
the correlation matrix) is the T(L×L) submatrix, that, as we have seen in the first
section, is the Cayley transform of the matrix Q′:
exp(−Q′) = (1−T(L))(1 + T(L))−1
And therefore the relation between the i and the νi is:
1 + νi
2
=
1
1 + e−i
⇒ e−i = 1− νi
1 + νi
3V is the same canonical transformation that diagonalize the Hamiltonian.
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Observation 6. Notice that, due to the unitarity of T, for the whole system the
νi can be either ±1 and thus we recover the exact expression for the correlation
coefficients (and for the diagonalized density matrix), and, in addition we can see
that they satisfy the uncertainty theorem for pure states.
5.4 Free bosonic systems
An other much studied class of systems is that of the free spin-zero bosons. It is
very similar to the case of free fermions and its treatment follows the previous one
in many passages, however there are sensibles differences that we are going to show.
The generic Hamiltonian for this class of systems is:
Hˆ =
1
2
N∑
ij=1
(
aˆ†iAij aˆj + aˆiAij aˆ
†
j + aˆ
†
iBij aˆ
†
j + aˆiBij aˆj
)
=
1
2
(
bˆ†Cbˆ + Tr A
)
(5.26)
with C ≡ 12 ⊗ A + σx ⊗ B and general real symmetric matrices A = AT ,
B = BT . Usually these systems are written in terms of the canonical hermitean
position/momentum operators and have the following hamiltonian:
Hˆ =
1
2
N∑
ij=1
(pˆiPij pˆj + xˆiXij xˆj) =
1
2
rˆTRrˆ (5.27)
with X = A + B, P = A − B and R = X ⊕ P. Clearly, also in this case there
could be other terms that commute with the formers and, for example might be of
the kind ∑
ij
pˆiMij xˆj
Again, for including them is sufficient to leave the possibility of a complex hamil-
tonian matrix. Also in this case we have a quadratic hamiltonian in terms of ei-
ther the boson’s creation/annichilation or position/momentum operators (quasi-free
bosons), hence, as usually, we can easily diagonalize the hamiltonian, that means
to find some other bosonic operators α, α†, in terms of which the hamiltonian is
into the form:
Hˆ =
N∑
i=1
diαˆ
†
i αˆi +
1
2
N∑
i
di =
1
2
(
αˆ†C′αˆ+ TrA
)
(5.28)
to find an other set of bosonic operators, means that we have to transform the
initial set ai,a
†
i with an operation that preserves the algebric commutation relations
(canonical transformation):
C′ = STCS with STΣS = Σ
such a matrix S is called a symplectic matrix S ∈ Sp(2N,K) (because the form Σ
is called symplectic form) and the diagonalized matrix has the same spectrum that
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the matrix |iΣ−1C|4. Let us see in detail how to diagonalize such an hamiltonian,
considering at first the quadrature phase operators and starting with the simpler
(but most useful) case of diagonal P = diag(m−11 , . . . ,m
−1
N ). In that case the
symplectic matrix that diagonalizes the hamiltonian reduces to a direct sum of
orthogonal ones
R′ = (O⊕O)TR(O⊕O)
where O is the orthogonal matrix that diagonalizes the “potential” X. The diago-
nalized hamiltonian matrix, is, so
R′ = X′ ⊕P with X′ = diag(m1ω21, . . . ,mNω2N )
and the diagonalized hamiltonian operator reads as follows
Hˆ =
1
2
N∑
i=1
miω
2
i ξˆ
†
i ξˆi +
1
mi
pˆiipˆii = ρˆTR′ρˆ with ρˆ = Srˆ (5.29)
Now, let us define the new bosonic operators:
αˆi =
ξˆi + idipˆii√
2di
with di ≡ miωi (5.30)
in terms of those, the hamiltonian takes the desired form (5.28). In the general case,
we have to consider, instead of the sole potential, the matrix X1/2PX1/2 ≡M, that
is symmetric and hence can be diagonalized by an orthogonal matrix O:
OTMO = D2 ≡ diag(d21, . . . ,d2N )
Now, the symplectic matrix that diagonalizes the hamiltonian is
S = X−1/2O⊕X1/2O
and the new bosonic operators are defined likewise to above (5.30).
Observation 7. After this analysis is clear, in particular, that the energy gap
between the ground and the first exctited states is given by the smaller eigenvalue of
the matrix M:
dmin = λmin(M) = λmin(PX)
This can be seen also in the following way. Recalling that the symplectic eigenvalues
of the matrix R can be obtained from the eigenvalues of the matrix
iΣ−1R =
(
0 iP
−iX 0
)
we can easily see that the eigenvalue equations for that matrix reduces to the follow-
ing:
PXφ = D2φ
In particular, in the case in which P = 1 we have that the energy gap is 0 ≡
λmin(X) and so, the system is gapful or critical when 0 = λmin(X) = 0.
4These eigenvalues are called symplectic eigenvalues and are the singular values of ΣC.
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5.4.1 Ground State
Also in that case, the fact that we have a quadratic hamiltonian means that we
can apply the Wick theorem and find that the ground state is a gaussian state.
For finding a characterization of the ground state, then, we can diagonalize the
hamiltonian and impose that it is the vacuum for the new bosonic operators αˆi:
αˆi|GS〉 = 0 ∀i. The gaussianity of the ground state, as seen previously, means that
all the information about the state (density matrix) is contained in the displacement
vector and in the covariance matrix (in particular all the information about the
entanglement is contained in the last). The covariance matrix, in particular, as the
hamiltonian matrix, can be diagonalized with a symplectic transformation. The
diagonal matrix so obtained, has the same spectrum that of the matrix |iΣ−1Γ|.
Density matrix of a subsystem
As in the fermionic case, the fact that the ground state is gaussian, means that also
the reduced density matrix of a subsystem of length L is a gaussian operator, i.e.
of the form (5.25), with some Qˆ quadratical in the bosonic operators bˆi. For some
new bosonic fields ξˆi, the operator Qˆ can be put in the normal form:
ρˆ(L) =
exp(−∑Li iξˆ†i ξˆi)
Tr [exp(−∑Li iξˆ†i ξˆi)]
That density matrix is the product of L uncorrelated matrices:
ρˆ(L) = ρˆ1 ⊗ · · · ⊗ ρˆL =
1
Tr [exp(−∑Li iξˆ†i ξˆi)]
L∏
i=1
exp
(
−
L∑
i
iξˆ
†
i ξˆi
)
=
=
L⊗
i=1
1
Tr [ρˆ(L)k ]
∞∑
nk=0
exp(−knk)(|nk〉〈nk|)
Correlation matrix
Now let us start with the computation of the correlation matrix for the ground state
of such a bosonic system and go to find its general shape. Let us consider a bosonic
system of the form R = X ⊕ P. Then, after the diagonalization, the covariance
matrix is of the form:
Γ′ = Γ′x ⊕ Γ′p =
1
2
(
D−1 ⊕D) ⇒ {(Γ′x)ij = 12d−1i δij = 12miωi
(Γ′p)ij =
di
2 δij =
miωi
2
where the di are the symplectic values of the hamiltonian matrix C (normal modes),
and, as seen previously, are also the eigenvalues of the matrix M1/2 = (X1/2PX1/2)1/2.
To go back to the original covariance matrix we have to apply the inverse transfor-
mation S = X−1/2O⊕X1/2O and obtain:
Γ =(X−1/2O⊕X1/2O)Γ′(X−1/2O⊕X1/2O)T =
=
[
(X−1/2OΓ′xO
T (X−1/2)T )⊕ (X1/2OΓ′pOT (X1/2)T )
]
=
=Γx ⊕ Γp with Γp = 12X
1/2M1/2(X1/2)T and Γx = Γ−1p
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In the simpler case in which P = 1, in particular, we have the following simple
formula for the covariance matrix:
Γ = Γx ⊕ Γp = 12
(
X−1/2 ⊕X1/2
)
(5.31)
To find the covariance matrix of a subsystem of L sites (out of the total N)
we have simply to eliminate the N − L rows and columns that corresponds to the
traced out subsystem; then it will have the same shape:
Γ(L) = Γ
(L)
x ⊕ Γ(L)p
The symplectic eigenvalues of the reduced covariance matrix, νi, that are given
by the eigenvalues of the matrix |iΣ−1Γ(L)|, are also the square root of the eigen-
values of the matrix:
G = Γ(L)p Γ
(L)
x
and when we consider the whole system, we can see that those eigenvalues reduces
simply to ν2i = 1, because:
Γp = Γ−1x ⇒ G = 1
and therefore we recover the fact that the whole ground state is pure. For a subsys-
tem of L bosons, instead, the state can be mixed and the symplectic eigenvalues,
obtained diagonalizing G, are related to the eigenvalues of Q by:
νi = coth
(i
2
)
⇒ exp(−i) = νi − 1
νi + 1
5.5 Entanglement
In the previous chapter we have seen how to define and quantify the entanglement
content of a state in a framework of finite dimensional Hilbert spaces of states. How-
ever, that construction cannot be naively applied to infinite dimensional systems as
well, and this last situation needs further analysis. A case that is almost completely
analogous to the finite dimensions is just that of the subset of gaussian states in an
infinite dimensional setting. That framework, as we saw, is, on one side, very useful
for applications to experimental situations, and, in another side, very simple in the
treatment, so that also the quantitative studying of entanglement can be sufficiently
well developed. The reason for this simplicity, concerning the study of entangle-
ment too, lies fundamentally in the structure given by the covariance matrix (which
gives complete informations for gaussian states) that allows to reduce the degrees
of freedom to finitely (or at least discretely) many (the dimension of the covariance
matrix). In particular, in the analysis of the pure bi-partite case, one recovers a
tool that could be thought as the analogous of the Schmidt decomposition, that
leads to a treatment substantially equivalent to the finite dimensional one, in which
there is a single, well defined notion of entanglement measure: the von Neumann
entanglement entropy. What we are going to do, now, is to make an other step in
the development of the gaussian states’ framework, that is the quantitative anal-
ysis of entanglement. For doing it, we have to take account of all the discussion
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made in the previous chapter about the basic definitions on entanglement and intro-
duce a tool similar to the Schmidt decomposition for pure states. Before we have
stated that the entanglement content of a state is invariant under local unitary
transformations and therefore that the notion of entanglement is fully captured by
the invariants under the set of those transformations. Here, in our framework,
we clearly have to restrict the discussion to gaussian local unitary transformations,
i.e. those which also preserve the (anti-)commutation relations between the fields,
and to the informations contained in the displacement vector and in the covariance
matrix. The first feature that we note, is that the displacement vector can be set
to zero by means of gaussian local unitary transformations and therefore do not
contribute to the entanglement.
Now consider a bi-partite gaussian state ρˆAB, with a certain correlation matrix
ΓAB; we can express the partitioning explicitly, associating the first NA degrees of
freedom to subsystem A and the last NB ones to subsystem B:
ΓAB =
(
ΓA ≡ Γ(NA×NA)AB Γ(NA×NB)AB
Γ(NB×NA)AB ΓB ≡ Γ(NB×NB)AB
)
then, performing gaussian local unitary transformation GA ⊕ GB, one can bring
each of the two subsystems’ correlation matrices to the respective normal form:
(GA ⊕GB)ΓAB(GA ⊕GB)† =
(
νA Γ
′(NA×NB)
AB
Γ′(NB×NA)AB νB
)
and in addition the matrices νA,B have the same symplectic rank, that is the
same number of νi different from 1, and besides (supposed, e.g. that NB ≥ NA)
νB = νA ⊕ 1NB−NA . The symplectic spectrum of either of the reduced correlation
matrices is, thus, invariant under gaussian local unitary transformations. This fact
is in complete analogy with the simplification given by the Schmidt decomposition,
because here the entanglement content of a state, since it has to depend only from
invariants under gaussian local unitary transformations, can be given only in terms
of the symplectic spectrum of the reduced correlation matrix, i.e. in terms of the
νAi . Exploiting this fact, one can give a treatment of entanglement of gaussian
bi-partite states almost completely analogous to that of the finite-dimensional sys-
tems. In particular, when one is faced again with the separability problem for mixed
states, then he recovers some of the criteria given in the previous chapter, such as,
e.g. the PPT criterion, that here is translated as follows:
Theorem 5.1 (PPT criterion for gaussian states). If bipartite state ρˆAB is separa-
ble, then its partial transpose has to be a plausible state, namely it has to be positive
ρˆΓAAB ≥ 0. For gaussian states (that lie in infinite Hilbert spaces) the partial transpo-
sition acts at the level of covariance matrix as a partial time reversal (that send pˆi in
−pˆi). Therefore the PPT criterion can be stated in terms of the covariance matrix:
if a gaussian state is separable, then its partially transposed covariance matrix has
to satisfy the uncertainty relation:
ΓΓAAB + iΣ ≥ 0 for bosons
ΓΓAAB + iΩ ≤ 0 for fermions
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Therefore, for pure gaussian states, we again have a unique notion of distance
between states, in terms of the entanglement content and that can be translated in
a substantially unique measure given by the entanglement entropy.
5.5.1 von Neumann Entropy
We have seen that the entanglement of a bi-partite gaussian state of, say, N =
NA + NB sites can be measured with the von Neumann entropy of the reduced
density matrix of a subsystem (so the system has to be partitioned in two subsystems
say A and B):
ES = −Tr (ρˆA ln ρˆA) = −Tr (ρˆB ln ρˆB)
thus, for a system described by our model Hamiltonian, we can measure the entan-
glement of the ground state by computing the von Neumann entropy of a subsystem
of L sites:
ES = −Tr
(
ρˆ(L) ln ρˆ(L)
)
Fermionic Entanglement Entropy For the fermionic case, after putting ρˆ(L)
in its uncorrelated product form, we can exploit the additivity of the von Neumann
entropy and compute it as the sum of those relative no each single site:
ES =
L∑
i=1
Si(λi)
with Si(λi) be the binary entropy:
Si(λi) = −λi lnλi − (1− λi) ln(1− λi)
and in our case we have λi = 1−νi2 =
e−i
1+e−i and so:
ES =
∑
i
(
−1− νi
2
ln
1− νi
2
− 1 + νi
2
ln
1 + νi
2
)
=
∑
i
(
ie
−i
1 + e−i
+ ln(1 + e−i)
)
(5.32)
Bosonic Entanglement Entropy For the uncorrelated product form of the
bosonic density matrix, the entanglement entropy is again given by a sum of the
single sites’:
ES =
L∑
i
S′i(λi)
but, now, S′i(λi) is the following function of the symplectic eigenvalues of the reduced
correlation matrix:
S′i =
νi + 1
2
ln
(
νi + 1
2
)
− νi − 1
2
ln
(
νi − 1
2
)
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And finally, one can also express the entropy as a function of the “energy levels” of
the reduced density matrix:
ρˆ(L) ∝ exp(−ka†kak) ⇒ coth(k/2) = νk
ES =
L∑
i
[
νi + 1
2
ln
(
νi + 1
2
)
− νi − 1
2
ln
(
νi − 1
2
)]
=
L∑
i
[
ie
−i
1− e−i − ln(1− e
−i)
]
and again it is yielded explicitly the analogy with the termodinamical entropy in
both the bosonic and the fermionic cases.
However, we have seen in the previous chapter (4.3) that the entanglement
entropy quantifies well entanglement in an asymptotic setting, but sometimes it can
be useful also to state something on the entanglement in the single-copy setting.
For this task, especially in many body states like gaussian ones, it is much used
the single-copy entanglement, which, we recall, is given by the n-Renyi entropies
in the limit of large n (Single-copy entanglement). For bosonic systems, besides,
it is also useful the logarithmic negativity (Logarithmic negativity) because of its
computational simplicity and because it is an upper bound of the entanglement
entropy.
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Chapter 6
Known results on the scaling of
entanglement
Now we are ready to start the discussion about the central topic of the work, that
is the practical quantitative study of entanglement, precisely in the ground states
of some local hamiltonian models of the kind of those introduced in the previous
chapter. We are particularly interested in that topic, because of its usefulness in
quantum information (as we have discussed previously) and of the consequences
that the results will imply on the classical simulation of quantum mechanical sys-
tems. Nevertheless, in recent years, its importance progressively increased, and
today it assumes a central role in many branch of physics, from condensed matter
theory to high energy physics. In particular, within the theory of many body sys-
tems, entanglement influences in a crucial way the properties of the ground state
(and thus of the behaviour of the system at very low temperatures), leading to
phenomena such as superconductivity, quantum Hall effect or quantum phase tran-
sitions. Unfortunately, at the moment there lacks a well developed theory (neither
quantitative nor qualitative) of true multipartite entanglement, and therefore one
has to find ways to extract the more informations possible (even about the whole
multipartite state) from some bipartite setting. In addition, in general it is very
difficult to evaluate ground states’ properties, like e.g. correlators of particle or
spin operators, of a many body system and thus one has to restrict the analysis
to some simple (lattice) models, as those which’s ground state is gaussian (this be-
cause there are powerful analytical techniques and because the computational effort
for numerical studies grows only polynamially instead of exponentially). Anyhow,
even those simple models reproduce many of the fundamental features of observed
(experimental) phenomena and, besides, allow for quantitative investigations of en-
tanglement and universal properties of criticality. Historically, the first approach
followed was to focus on spin chains and compute quantitatively the entanglement
of pairs of spins (precisely the concurrence (4.8)) at different length scales. This
study pointed out that the pairwise entanglement was picked in proximity of a
quantum phase transition (QPT) and in addition that its first derivative showed a
kind of universal scaling law. Later, Vidal, Latorre, Rico and Kitaev ((VLRK03),
(LRV04)) suggested and set up the analysis of the entanglement of a block (of length
L) of the chain with respect to the rest, measured by the von Neumann entropy of
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the reduced density matrix of the block (4.7), because of the purity of that ground
state. This study was motivated as an approach to better understand the scaling
behaviour of quantum correlations, i.e. the entanglement in function of the length
of the block, and to capture the emergence of universality at a quantum critical
point. Furthermore, the block entanglement entropy was strictly related to the ef-
ficiency of numerical techniques of simulation of quantum mechanics, feature that
had to be yet explored in detail. The universal (model independent) features that
appeared, led the study of ground states’ entanglement to be also a useful tool in
condensed matter theory, especially in the study of conformally invariant quantum
critical phenomena, and made a connection with the seemingly uncorrelated gen-
eral study of conformal field theories. Finally, the entanglement entropy can be also
related to the more practically interesting single copy entanglement (Single-copy
entanglement, that is, loosely speaking, the entanglement that can be distilled by a
single-copy of the state):
ES = 2E1
thus offering also a useful resource-oriented perspective. In our study we will follow
these last motivations and we will study the scaling of block entanglement entropy
on spin-chains, mainly focusing on its relationships with the complexity of the local
hamiltonian problem and the classical simulation of quantum chains. In the follow-
ing, then, we will review the results concerning the entanglement scaling on ground
states of quantum chains, stressing the area law behaviour and the relations of its
violations and the quantum criticality of the system. We will then move to outline
the numerical methods used to simulate such quantum chains, their limitations and
the bond of their efficiency and the scaling of entanglement.
6.1 Fermionic homogeneous models
Let us begin the study of the scaling of entanglement entropy reviewing it in a
simple class of models: the homogeneous systems of free fermions (XY models).
We recall that the free fermions models can be completely solved exploiting the fact
that the ground state is gaussian. Furthermore this kind of states are, up to now,
the sole in which the entanglement content can be evaluated analitically, because
it depends on the correlation matrix only. For such systems we will consider the
von Neumann entropy of a subsystem (bi-partite entanglement) which is given by
(5.32). If we consider an homogeneous model we have that the interaction matrices
that define the hamiltonian are Toepliz matrices, that means that their elements
depend only on the differences between the indices (translational invariance):
Ajk = Aj−k ≡ Al Bjk = Bj−k ≡ Bl ⇒ Zjk = Zj−k ≡ Zl
The simplification that comes from considering this kind of systems lies in the fact
that also T is a Toepliz matrix and that there are known tecniques that allow to eval-
uate its singular values, at least in the asymptotic limit N →∞. More in detail, if
we consider periodic boundary conditions (condition that becomes unnecessary
in the termodinamic limit), we have that the A and B matrices becomes circulant
and therefore commute; this means that we, as seen in the section (5.3), can find a
common set of eigenvectors φk and define the T matrix as Tij =
∑
k sgn(Λk)φ
∗
kiφkj .
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In particular it is known that for all the circulant matrices exists a set of common
eigenvectors of the form 1:
φkj =
1√
N
exp
(
2piikj
N
)
and the respective eigenvalues are the following (θ ≡ 2pikN ):
Λθ =
A0 + 2
∑N−1
2
j=1 (Aj cos(θj) + iBj sin(θj)) for odd N
A0 + (−1)kAN/2 + 2
∑N−1
2
j=1 (Aj cos(θj) + iBj sin(θj)) for even N
The T matrix, thus, becomes:
Tjl =
1
2pi
2pi(1−1/N)∑
k
2pi
N
Λk
|Λk|e
− i2pik(j−l)
N
and it is manifest its dependence on the sole difference between the indices (Toepliz
matrix). In the termodinamical limit N → ∞ we can substitute the discrete sum
with an integral over the continuous variable θ = 2pikN :
Tjl =
1
2pi
∫ 2pi
0
Λ(θ)
|Λ(θ)|e
−iθ(j−l)dθ (6.1)
and the eigenvalues Λ(θ) can be written, in that limit, as:
Λ(θ) =
∞∑
j=−∞
Λ′je
ijθ with
{
Λ′j = Aj −Bj for j > 0
Λ′j = Aj +Bj for j < 0
The last results can be summarized saying that T is a Toepliz matrix with symbol
g(θ) = Λ(θ)/|Λ(θ)|. From this generic treatment we can recover the usual XY -
model with only nearest neighbor interactions, setting:
Aj = J(δ1,j + δ−1,j)− 2hδ0,j
Bj = −Jγ(δ1,j − δ−1,j)
and, thus, obtaining the following energy levels:
Λ(θ) = −J cos(θ) + h+ iJγ sin(θ)
At this point, for explicitly computing the entanglement entropy of a subsystem
in the asymptotic limit, we need to find the eigenvalues of the matrix |T(L×L)|.
Historically, the first approach followed was to evaluate numerically the eigenval-
ues of the expression (6.1), helped by the fact that the resources needed grow only
quadratically in the length N of the whole chain (see the original work (VLRK03)
or its expanded version (LRV04)). The results (that we are going to see) were later
1The form of the eigenvectors expresses the fact that in the homogeneous systems we can exploit
the Fourier transform to diagonalize the fundamental matrix.
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confirmed by Korepin et al. ((JK04), (IJK05)) with the aid of some powerful tech-
niques that involve the theory of Block Toepliz Determinants. Anyway, in the
case of symmetric T matrix (U(N) symmetry of the coefficients), the task becomes
simpler, because we can compute the eigenvalues of T itself, that correspond to the
singular values. Let’s briefly recall the steps of the computation in this simple situ-
ation and then only enunciate the results for the general XY case. Firstly, it turns
out very useful to observe that ES (5.32) can be put into the form of an integration
over the complex plane:
ES = lim
→0+
lim
δ→0+
1
2pii
∮
c(,δ)
e(1 + ,λ)
d lnDL(λ)
dλ
dλ (6.2)
where the function e(x,y) and DL are defined as
e(x,y) = −x+ y
2
ln
(
x+ y
2
)
− x− y
2
ln
(
x− y
2
)
(6.3)
DL(λ) = det(λ1− |TL|)
In the case in which the interaction (nearest neighbor) are real and isotrope, the
matrices A, B, show an U(N) symmetry and T is a Toepliz matrix with real and
even symbol:
g(θ) =
{
1 for − k ≤ θ ≤ k
−1 for k ≤ θ ≤ 2pi − k with k = arccos(h/J) (6.4)
This symbol, hence, shows a discontinuity in the point θr in which Λ(θr) = 0,
that is the point in which the system undergoes a quantum phase transition of the
second kind (critical point). For such a Toepliz matrix it has been shown, using the
Fisher-Hartwig theorem, that the entanglement entropy follows a logarithmic
scaling law:
ES(L) ∼ 13 ln
(
2L
√
1− h2
)
+ c1 for L −→∞ (6.5)
Therefore, when the external magnetic field is above its critical values |h| > |hc| = 1,
the entanglement entropy scales toward a constant (area law). Instead, when |h| <
|hc| and thus the system is critical, the entanglement entropy shows a divergence
logarithmic in L; in particular, in the limit h→ 0 we have:
ES(L) ∼ 13 lnL+ const.
This result is due to the fact that, as states the F-H theorem, asymptotically,
the determinant of a Toepliz matrix can be put in the form:
lnDL(λ) = c0L+β2 lnL+O(1) with
c0(λ) =
1
2pi
∫ 2pi
0 ln(λ− g(θ))dθ
β : λ− g(θ) = φ(λ)tβ(θ − k)t−β(θ + k)
for some φ,t. This fact brings the ES to be:
ES(L) = 0L+ 1 lnL+O(1)
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with vanishing 0 in the case of g(θ) like in (6.4) (thus, in the case of nearest neighbor
isotrope interactions). Now let’s briefly cite the results concerning the scaling of
entanglement in the generic homogeneous XY -model with only nearest neighbor
interaction. Korepin et al. (IJK05) have been able to compute the von Neumann
entropy of a subchain of L spins in the asymptotic limit L→∞ using theorems on
the determinants of Block Toepliz matrices (Toepliz matrices with 2 × 2 matrices
as elements) and have found agreement with the case of isotropic interactions: at
most a logarithmic scaling when the system is quantum critical. Here is a summary
of the results: there are three different behaviours depending on the strength of the
external magnetic field h2:
• In the case of strong magnetic field |h| > 1 we have a ferromagnetic ground
state (all the spins aligned) and the entanglement saturates to a constant:
E∞S =
1
12
(
ln
(
16
k2(1− k2) + (2k
2 − 1)4I(k
2)I(1− k2)
pi
))
with k =
γ√
h2 + γ2 − 1
• for moderate magnetic field
√
1− γ2 ≤ |h| ≤ 1, instead, we can have a
critical system and the entanglement correlations show a logarithmic divergent
correction:
E∞S =
1
6
(
ln
(
k21
16
√
1− k21
+
(
1− k
2
1
2
)
4I(k21)I(1− k21)
pi
))
+ln 2 with k1 = k−1
• and, at the end, when the magnetic field is weak h2 + γ2 < 1 (including the
case h = 0), the system is again quantum critical, and again the entanglement
entropy shows a logarithmic divergent behaviour:
E∞S =
1
6
(
ln
(
k22
16
√
1− k22
+
(
1− k
2
2
2
)
4I(k22)I(1− k22)
pi
))
+ ln 2
here k2 =
√
1−h2−γ2
1−h2 .
In all these formulas I(x) is the elliptic function of the first kind
I(x) =
∫ 1
0
1√
(1− y2)(1− xy2)dy
In the boundary between the cases of moderate and weak magnetic field, so in the
circumference γ2 + h2 = 1, the ground state is doubly-degenerate, and there is
not a phase transition: the entanglement entropy reaches a local minimum E∞S =
ln 2 (FIJK06). Instead, the absolute minimum E∞S = 0 is reached in the case of
infinite strong magnetic field, when all the spins are aligned and the (only) ground
state is ferromagnetic. These results were immediately related to some studies of
the geometric entropy in the framework of conformal field theories and black hole
2That parameter, together with the anisotropy parameter |J |γ ≡ Jx−Jy, 0 ≤ γ ≤ 1, determines
also the criticality of the system.
94
6.1 – Fermionic homogeneous models
termodynamics ((HLW94),(Sre93)), raising an increasing interest in the study of
entanglement and an unexpected bond between these two fields. In addition to
those results, some authors ((EZ05),(SCL+09)) have studied the modification that
some solvable extensions of the XY -model make on its statistical behaviour (energy
levels, phase diagram...), including some features concerning the entanglement and
its scaling. In particular Derzhko et al. ((SCL+09),(DVKB06)) have explicitly
diagonalized an Hamiltonian XY + DM in the homogeneous case, founding the
following energy levels:
|Λ(θ)| =
√
(h− J cos(θ))2 + J2γ2 sin2(θ) + JDM sin(θ) = |ΛXY (θ)|+ JDM sin(θ)
However, the eigenvectors φki,ψki remain the same, and no qualitative changes
happens for the correlation matrix. In fact the scaling of entanglement has the
same at most logarithmic behaviour, as seen in some different ways3.
Comb entanglement. Until now, we have considered partitions of the system
in two “block” regions, i.e. two regions composed by adjacent sites, that share a
single point (the boundary between the regions is a single, or in general a finite set
of points). This is clearly the most physically interesting choiche, because better
represents the idea of a “laboratory” and an “environment” (for its locality) and also
because is strictly related to the numerical methods that one wants to study. In that
setting, moreover, there is a direct evidence of the connection between criticality
of the system and scaling of entanglement and there is the interesting area law
behaviour out of criticality. However, for theoretical investigations could be quite
useful also to consider the so-called comb partitions, that are subsystems composed
by sites separated by a spacing p. With this kind of partitions, studied by Keating
et al. in (KMN06), one tries to explore the non local features of entanglement and
also to clarify the dependence of its scaling from the boundary between the regions.
In this situation, in fact, the entanglement entropy is found to scale linearly with the
lenght of the subsystem and even maximally in some specific cases. In particular,
it was studied the critical XX homogeneous chain, for its computational simplicity
(due to the high symmetry), because the correlation coefficients can be computed
simply by the eigenvalues of T. That matrix, when one chooses a subchain of L
sites separated by a spacing p, is of the following form:
T
(L)
j,k =
1
2pi
∫ 2pi
0
g(θ)e−ip(j−k)θ
It looks no longer as a Toepliz matrix, but can be again put in a Toepliz form,
defining new coefficients:
gp(θ) =
1
p
p−1∑
(j−k)=0
g
(
θ
p
+
2pin
p
)
⇒ T (L)j,k =
1
2pi
∫ 2pi
0
gp(α)e−i(j−k)α
The function gp(θ) so defined are still piecewise constant and even, with disconti-
nuities at two “critical points” ±θ∗, that are different from 0 for every p > 1. Then
3For example in (EZ05) for the entanglement entropy including a three-site interaction, or in
(LC09), (LC08), (KJL09), where is studied the concurrence in the general XY Z-model.
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one can still use the Fisher-Hartwig theorem to find the asymptotic expression for
the entanglement entropy, that, clearly, will depend also on p:
ES(L,p) = 0(p)L+ 1(p) lnL+O(1)
with the following expression for the first coefficient:
0(p) =
1
pi
[θ∗e(1,gp(0))+(pi−θ∗)e(1,gp(pi))] where e(x,y) is the function defined before (6.3)
This coefficient vanishes for p = 1 and is maximal for p = 2. This last fact can be
also checked directely from the correlation matrix of the homogeneous XX model
without magnetic field, that is:
Ci,j = 〈c†icj〉 =
sin[kc(i− j)]
pi(i− j) where kc = pi/2 is the value of k = arccos(h/J)
From that, one can easily see that if i− j = 2l the correlations reduces to:
Ci,j = δi,j
And then the entanglement entropy is maximal. We will see in the computations
of next chapter that this fact remains true also in the general non-homogeneous
case. In conclusion, we could summarize the results of the study of these simple
spin chains, stating that, for a bipartition of the chain and for local interactions,
the scaling of the entanglament entropy seems to depend only on the “boundary”
of the two regions (at least when the system is out of criticality): it is bounded by
a constant for block regions (area law) and, instead, follows a volume law for comb
regions. The only exception is found when the system is critical: then there is a
logarithmic correction.
6.2 Bosonic homogeneous models
In the case of a bosonic system (studied in (AEPW02), (CEPD06), (PEDC05),
(CEP07)) the entropy of entanglement is difficult to evaluate and moreover is in
principle unbounded. On the other side, in that case we have a natural bound for
the entropy, that is also a useful measure of entanglement, in the sense that it is
an entanglement monotone and is computational simple, and also it is the principal
entanglement measure for gaussian mixed states. It is called logarithmic negativity :
EN = ln ||ρˆΓL ||1 EN ≥ SE
where || · ||1 is the trace norm and ρˆΓL means the partial transpose of (the complete)
ρˆ with respect to the subsystem of L sites:
ρˆΓL =
(
ρˆ(L) ⊗ ρˆ(N−L)
)ΓL = ρˆT(L) ⊗ ρˆ(N−L)
On the level of covariance matrix, the partial transpose acts as the (partial) time
reversal of the sole subsystem. For gaussian states the logarithmic negativity can
be evaluated by means of the sum of single-mode terms (thanks to the invariance
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of the trace norm with respect to unitary transformations and to the Williamson
normal form):
EN =
2N∑
k=1
ln(max(1,2|λk|))
where the λk are the symplectic eigenvalues of the partial transposed reduced co-
variance matrix ΓΓ(L). For covariance matrices of the type Γ = Γx⊕Γp (that means
that the positions and the momentums are uncorrelated) we have that the oper-
ation of partial transposition is expressed by the matrix P = 1N ⊕ Pp, where
Pp = −1L⊕ 1N−L. Finally, hence, we have to compute the spectrum of the matrix
B ≡ −iΣΓΓ(L) = −iΣPΓ(L)P
and in the case of direct sum structure of the correlation matrix the expression of
B further simplifies:
B =
i
2
(
0 −PpΓ(L)p Pp
Γ(L)x 0
)
The spectrum is given by the following eigenvalue equation:
1
4
(
PpΓ(L)p PpΓ
(L)
x
)
φ = Λ2φ
and thus the eigenvalues are in opposite pairs and, instead of taking the absolute
value, we can simply double the multiplicity of them in the sum. Then we obtain:
EN =
N∑
k=1
ln(max(1,λk))
and in the case in which P = 1 the λk are the eigenvalues of the matrix
Q = PpX1/2PpX−1/2
Using this technique, Audenaert et al. (AEPW02) have showed that the logarithmic
negativity of a bi-sected chain of homogeneous nearest-neighbor interacting bosonic
(harmonic) systems is the following:
EN =
1
2
ln(1 + 4α)
where the coefficient α is the coupling coefficient (the only non-zero entry of the
potential matrix), while the matrix P is diagonal. The remarkable result is the fact
that it (that is also an upper bound on the entanglement entropy) is independent
of the lenght of the subsystem and therefore, in particular, the entanglement content
scales toward a constant. As we are going to see, this result is extendable to every
non-critical bosonic system with only finite-ranged interactions. As improvement of
the previous result, Cramer et al. (CEPD06) have found upper and lower bounds on
the entanglement entropy of the ground state of some particular classes of bosonic
chains. Let us briefly review those results. For simplicity of computations, they
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have considered systems for which P = 1, so that the symplectic eigenvalues of the
reduced correlation matrix are given by the eigenvalues of the matrix:
G(L) = (X
−1/2)(L)(X−1/2)(L) ⇒ Gij = δij −
N∑
k=L+1
(X−1/2)ik(X1/2)kj
As upper bound for the entanglement entropy, they used the logarithmic negativity:
ES ≤ EN = EN =
N∑
k=1
ln [max {1,λk(Q)}]
and they find that the last is bounded in the following way:
ES ≤ EN ≤ 4λmax(X)ln(2)
N∑
i,j=1
|(X−1/2)ij | ≤ 4λmax(X)ln(2)
L∑
i=1
N∑
j=L+1
|(X−1/2)ij |
For a lower bound, instead, it is useful to consider the entanglement entropy itself.
In particular, given that the symplectic eigenvalues of the reduced correlation matrix
cannot be smaller than 1, we can bound them by the maximal eigenvalue of G(L),
that, besides, satisfies the inequality:
dmax = λmax(G(L)) ≤ [λmax(X)/λmin(X)]1/2 ≡ κ1/2
This leads to the following lower bound for the entanglement entropy:
ES ≥ ln(
√
κ)
2(
√
κ− 1)Tr
(
G(L) − 1L
)
= − ln(
√
κ)
2(
√
κ− 1)
L∑
i=1
N∑
j=L+1
(X−1/2)ij(X1/2)ji
For finite ranged interactions, the upper bound can be improved and set as a func-
tion of the sole κ4:
ES ≤ EN ≤ 4(κ+ 1)
3/2
ln 2
4s(L)
∞∑
l=1
(
κ− 1
κ+ 1
)2l/κ
l
where s(L) is the surface area of the subsystem. This bound, thus, makes explicit
the dependence of the entanglement entropy on the area of the subsystem, at least
in the case of non-critical systems (κ <∞). Moreover, in the case of homogeneous
nearest-neighbor interaction (with also periodic boundary conditions), when the
potential matrix is circulant, also the lower bound can be improved and carried to:
ES ≥ ln(
√
κ)c2
8(
√
κ− 1)s(L) with κ =
1 + 2c
1− 2c
in this expression c is the strenght of the interaction and is again made explicit the
area-dependence of the entanglement entropy in the non-critical case. In the critical
case, instead, this bound (and thus the entanglement entropy) goes to infinity.
4Note that this bound is valid independently of the particular form of the interaction, as long
as it is finite ranged. In particular it remains valid for non-homogeneous ones.
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6.3 Non-homogeneous models
Besides the studies on the homogeneous models, in the literature sometimes has
been considered various kind of inhomogeneities, such as randomness of the cou-
plings, small defects and some simple site-dependences. However the results did
not qualitatively differ from those already viewed, that means that we again see
at most a logarithmically divergent scaling of the entanglement. Before reviewing
some of those results, it is useful to recall a very general relationship between the
ground states’ entanglement entropies of the Ising model and the XY model without
magnetic field. This was found by Igoi and Juhasz in (IJ08), exploiting a previous
construction, and includes also the inhomogeneous cases. In practice one maps the
XY chain hamiltonian (5.8) into a couple of (decoupled but correlated) Ising chains:
HˆXY → 1
2
N/2∑
i=1
(Jx2iτˆ
x
i τˆ
x
i+1 + J
y
2(i−1)τˆ
z
i ) +
N/2∑
i=1
(Jy2iζˆ
x
i ζˆ
x
i+1 + J
x
2(i−1)ζˆ
z
i )

with the following transformations:
τxi =
2i−1∏
j=1
2σˆxj , τ
z
i = 4σˆ
y
2i−1σˆ
y
2i
ζxi =
2i−1∏
j=1
2σˆyj , ζ
z
i = 4σˆ
x
2i−1σˆ
x
2i
And then, exploiting a similar mapping between the correlation matrices, one ob-
tains, for the von Neumann entropies:
EXYS (L,N) = E
τ
S(L/2,N/2) + E
ζ
S(L/2,N/2)
This relation can be extended to other entanglement measures because has been
obtained from a mapping between the correlations matrices themselves. We recall
also that in a general situation, the criticality of the XY model without magnetic
field is given by the following equality between the averages over the site index i of
the couplings:
〈ln Jxi 〉i = 〈ln Jyi 〉i
Instead, for the criticality of the Ising model, we have to have:
〈ln Jxi 〉i = 〈lnhi〉i
We have just seen that homogeneous spin chain models show an universal scaling
behaviour of the entanglement entropy, that, as we will see, at the critical point can
be ultimately related to the underlying conformal field theory. However there are
also some result concerning situation in which the invariance under the conformal
group is lost, namely disordered or in general non-homogeneous systems.
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6.3.1 Random Models
The first, and perhaps one of the most important, of such results comes from the
study (of Refael and Moore (RM04)) of some random chains in their quantum
critical point. In particular, regarding the Heisenberg, XX and Ising models, it is
believed that any initial or quenched randomness drives the system (at long scale
distance) through a random quantum critical point, toward the so called random
singlet phase. In those models the couplings are, hence, random and the analysis
is performed exploiting the tecnique called Real Space Renormalization Group (see
(IM05) for a review), that, for example in the XX model works as follows:
• First find the strongest coupling Ji, that is the largest energy scale of the
system.
• In a regime of stong disorder we can suppose that Ji  Ji±1. Therefore we
can diagonalize the sub-hamiltonian given by the i-th term independently of
the rest. This will lead to a singlet between sites i and i + 1 at the zeroth
order.
• Treat the rest of the hamiltonian as a perturbation, leading to an effective
interaction between sites i−1 and i+2 given by J˜i−1,i+2 = Ji−1Ji+2Ji < Ji. This
will “renormalize” the couplings and reduce the energy scale of the system.
• Repeat iteratively the previous steps. In this way we find the ground state at
zeroth order as a product of singlets.
This method, therefore is similar in spirit to the usual Renormalization Group
transformations, because at each step we perform a coarse-graining, retaining only
some degrees of freedom that are believed to capture the essential behaviour that
leads to universality. This approach leads also to a flow equation for the coupling
distribution, which’s attractor is given in terms of the logarithmic energy scales
β ≡ ln(Ω/J), Γ ≡ ln(Ω0/Ω) (Ω is the current reduced energy scale and Ω0 is the
initial one):
p(β) =
1
Γ
exp(−β/Γ)
Therefore the system, at large distance scale, is in the random singlet phase, that
means that singlets form in a random fashion over all lenght scales. Regarding
the entanglement content of the ground state, then, one, as usually, focus on the
entanglement entropy of a subchain of L sites and its scaling in L. Clearly the
entanglement entropy of a spin in a singlet is 1 (or ln 2 in the natural logarithmic
normalization) and, since the von Neumann entropy is additive on product states,
each of the L sites that is in a singlet with one of the remaining N − L brings
a “bit” of entanglement, while a singlet between two of the L (or N − L) sites
brings no entanglement. Therefore the total entanglement entropy is given by the
number n of singlets connecting a site in the subsystem with an other out of it.
Taking account of the probability to have singlets at a certain lenght scale λ, one
can compute the average number of singlets 〈n〉 that contribute to entanglement.
Remarkably, also in this cases it is found a kind of universal scaling, that is again
logarithmical with the length of the subsystem and has a coefficient proportional
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to that of the analogous homogeneous model (and therefore still proportional to
the central charge of the underlying conformal field theory, despite the breaking of
conformal invariance). With a quite detailed computation Refael and Moore got:
ES(L) = 〈n〉 ln 2 = c ln 23 lnL+ const. ≡
c˜
3
lnL+ const. (6.6)
In our discussion it was implicit that this approach had been succesufully applied
to the XX model, as well as to the Heisenberg’s and the Ising’s, with only little
modification on the passages followed. In all the three models the scaling found
was (6.6), that has been subsequently numerically tested by some authors (Laf05),
with results that had confirmed the predictions. Even in this thesis that relation
has been numerically tested, as an implicit test of the program itself, in the XX and
Ising models, with result in complete agreement with (6.6).
6.3.2 Non homogeneous models with particular symmetries
Quite recently the approach followed by Korepin et al. for the homogeneous XX-
model (U(N) symmetry of the couplings), that is the asymptotic study of the
Toepliz determinant, have been interpreted in terms of the random matrix the-
ory and extended to other possible symmetries of the couplings. Therefore, in this
way have been studied (by Keating and Mezzadri in (KM04)) some simple non-
homogeneous models, that at the end show again an at most logarithmic scaling
law for the entanglement entropy. Let us outline briefly the ideas. At first one
notes that the expression for the entanglement entropy of the XX-model (6.2) can
be viewed in terms of the statistical average of a certain function in the space of
U(N) matrices with respect to its Haar measure; namely:
〈G(U)〉U(N) ≡
∫
G(U)pHaarU(N) =
1
2piNN !
∫
G(U)
N∏
i<j
|eiθi − eiθj |2
From that, taking the average of a certain function on the space of unitary matrices
U = exp(iA), that depends only on the (nonzero) eigenvalues of the matrix λk =
exp(iθk) and is of the form:
G(U) =
N∏
i
g(θi) with 2pi-periodicg(θi) (6.7)
one obtains:
〈G(U)〉U(N) = det(gj−k) where gl =
1
2pi
∫ 2pi
0
g(θ)e−ilθdθ
that is the determinant of the Toepliz matrix associated to the symbol g(θ). From
that determinant one is then allowed to compute the entanglement entropy from
(6.2) and find the previously given result (6.5) thanks to the F-H theorem. Now,
the idea of Keating and Mezzadri was to perform the same construction starting
from several other compact groups of matrices, which will reflect the symmetries
of the model hamiltonian. Therefore they focused on averages of function of the
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type (6.7), that depend only on the eigenvalue of matrices that belong to a cer-
tain compact group, with respect to the Haar measure of the group itself. Then,
for every classical compact group they found a suitable kind of fermionic hamilto-
nian, which’s ground state’s entanglement entropy could be expressed in function
of those averages. Clearly, for all those fermionic models the matrix B had to be
null (isotrope models), in order to be able to compute the singular values of T from
the matrix itself (i.e. T, and therefore Z had to be symmetric). In particular they
studied the following scenarios:
Average in the space of O+(2N) matrices. The matrices in O+(2N) have
only N independent eigenvalues. In that case, the functions g(θi) (the “simbols” of
the T matrix) have to be even g(θi) = f(θi)f(−θi) and the corresponding Z = A
are sum of a Toepliz plus an Hankel5 matrices:
Ajl = ATj−l +A
H
j+l
Furthermore the eigenvectors turns out to be (k ≡ 2pilN ):
φjk =
√
2
N
sin(jk) with l ∈
[
1,
N − 1
2
]
for Λk = 0
φjk =
√
2
N
cos(jk) with 0 < k < pi for Λk 6= 0
and the corresponding non-vanishing eigenvalues:
Λk =
{
2A0 + 4
∑
j Aj cos(kj) for N odd
2[A0 + (−1)lAN/2] + 4
∑
j Aj cos(kj) for N even
(6.8)
In the computation of T one has to take account only of the non-zero eigenvalues
and therefore it turns out to be:
Tjl =
2
pi
∫ pi
0
dθ
Λ(θ)
|Λ(θ)| cos(jθ) cos(lθ) (6.9)
Average in the space of Sp(2N) and O−(2N+2). The treatment for the groups
Sp(2N) and O−(2N + 2) turns out to be the same. In those cases the hamiltonian
matrix Z = A has the following shape:
Ajk = Aj−k −Aj+k+2
and the diagonalization is quite analogous to the previous case, leading to the same
spectrum (6.8), but different eigenvectors:
φjk =
√
2
N
sin(k(j + 1)) with l even for Λk = 0
φjk =
√
2
N
cos(k(j + 1)) with l odd for Λk 6= 0
while T is
Tjl =
1
2pi
∫ 2pi
0
dθ
Λ(θ)
|Λ(θ)|(e
−i(j−l)θ − e−i(j+l+2)θ) (6.10)
5An Hankel matrix depends only on the sums its indices.
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Average in the space of O±(2N+1). The last case is that of the group O±(2N+
1). There one obtains (the upper (lower) symbols refers respectively to O+ (O−)):
Ajk = Aj−k ∓Aj+k+1
φjk =
√
2
N
sin
(
k(j + 1)
2
)
with l even for Λk
=
6= 0
φjk =
√
2
N
cos
(
k(j + 1)
2
)
with l odd for Λk
6=
= 0
while the spectrum remains the same (6.8) and T becomes
Tjl =
1
2pi
∫ 2pi
0
dθ
Λ(θ)
|Λ(θ)|(e
−i(j−l)θ ∓ e−i(j+l+1)θ) (6.11)
In all those cases, if one restricts to nearest neighbor interactions:
Aj = [δ1j + δ1,−j ]− 2hδ0j
then he is able to evaluate asymptotically the determinant of the matrix (6.9) with
the aid of a statement analogous to the F-H theorem and find that the scaling of
the ES is logatithmic in a critical regime h < 1:
ES ∼ n6 lnL+O(1)
Specifically, n is the number of discontinuities of the symbol and therefore is related
to the criticality of the system (in particular it is 0 for non-critical systems).
6.4 Other results from homogeneous models: CFT ap-
proach.
The results reviewed above, strongly suggest that the entanglement entropy (and
thus more generally the entanglement content) of ground states of local hamilto-
nians, at least in the discussed framework of 1D systems, on one side is very low
compared to its maximal possible value, and, on the other side, could be a wit-
ness of criticality. In particular, if one considers two contiguous blocks of a chain,
the entanglement scales like the boundary of the two regions out of criticality, and
shows a logarithmic correction for critical systems, thus showing in general a non-
extensive behaviour. This fact is particularly significant, because one is tempted to
conjecture that the situation is analogous in a broader physical contest, precisely
when the interactions are local, with suggestive possible implications in apparently
scorrelated theories and field of study. Among the others, we are especially inter-
ested in the consequences on the framework of quantum complexity theory, namely
on the task of classically simulating a quantum ground state and on a more profund
understanding of current numerical methods, that we will explore in this chapter.
However, the range of applicability of those results is very wide, and therefore has
been recently subject of intense investigations from different views, leading to quite
general statements on the area law behaviour of ground states.
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Entanglement and Conformal Field Theories in 1 + 1 dimensions. For
instance, a complementary approach to one-dimensional quantum systems, that
provide useful analytical results otherwise very difficult to obtain and has tight
connections with the lattice models studied, is given by the study of conformal field
theories (CFT) on 1+1 dimensions (see (CC04) for the original results and (CC09),
(CC06) for reviews). Those theories emerge in the framework of condensed matter
physics in the analisys of the universal features of some quantum critical points:
when a system undergoes a quantum phase transition (QPT) usually is lost any
characteristic length scale and a description can be given in terms of a scale invariant
QFT; sometimes, besides, mainly when the system is translationally invariant, the
invariance of the QFT can be extended to the entire conformal group and the
universal properties of the critical point, that are characterized by few parameters
(independent on the microscopic details), like, just the symmetries, can be computed
by a CFT and its flow under renormalization group transformations. The framework
of 1+1 dimensional CFTs, as we said, allows for analytical computations also of the
entanglement content of the ground state. This task can be accomplished working
out the Renyi entropies of a reduced density matrix ρˆL, exploiting the so called
replica trick and then evaluating the limit q → 1, i.e. the von Neumann entropy.
More precisely, one firstly observe that the series Tr (ρˆnL) =
∑
i(λ
2
i )
n is analytic for
Re(n) > 1 and therefore its derivative with respect to n is analytic in the same
region as well. Then one could in principle compute the entanglement entropy as a
limiting case for n→ 1+:
ES(ρˆ) = − lim
n→1+
∂
∂n
Tr (ρˆnL)
The final step of the replica trick consists in the computation of Tr (ρˆnL) from the
partition function, for only positive integer values and in the analytical continuation
for general complex values. In this way Calabrese and Cardy ((CC04)) have found,
in the termodynamical limit N →∞ and with periodic boundary, the formula:
ES ∼ c3 ln(L/a) + const. (6.12)
where c is the central charge of the theory and a is a small distance cutoff (that is
small compared to L and can be thought as the lattice spacing); furthermore, they
have obtained also the expression for finite chains, that becomes:
ES ∼ c3 ln
(
N
pia
sin
piL
N
)
+ const. (6.13)
and with an additional factor 1/2 for open boundaries. These expressions make more
explicit two remarkable facts: from one side one sees that the lack of characteristic
scale lengths influence also the behaviour of the purely quantum correlations, mak-
ing the scaling of entanglement to not saturate at long-range distances; in addition,
even the entanglement shows an universal behaviour, beeing related only to the
central charge of the CFT, that is one of the principal universal parameters that
classifies quantum critical points and which’s flow under RG transformations fulfils
a c-theorem, namely only decreases along RG trajectories. In the light of the pre-
vious studies, we have to attribute to the studied models, the critical charges c = 1
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(universality class of free bosons) for the critical XX model, and c = 1 (universality
class of free fermions) for the critical Ising model, thus leading to perfect agree-
ment with analytical, as well as numerical results already achieved and in addition
suggesting the universality classes to which include the models previously studied.
Furthermore, thanks to this parallelims, we can argue that the entenglement itself
decreases along RG trajectories, following the behaviour of the central charge. An
other important result achieved with QFTs, is the extension of (6.12) to regimes
of not perfect scale invariance, but of a large correlation length ξ  a. In this
situation the system has an energy gap ∆ ∼ ξ−1 and is no longer critical (but is
near criticality); the entanglement saturates to a constant given by:
ES ∼ c6 ln(ξ/a) + const.
where c is the central charge of the conformal field theory associated to the (nearest)
critical point. Therefore we have again a confirmation of the area law behaviour
of ground states away from criticality. After this series of results concerning the
scaling of entanglement in 1D and the emergence of the area law behaviour in many
physically interesting settings, an intriguing problem has been to generalize the
framework, including non symmetric, as well as higher dimensional systems. The
general behaviour that emerged confirmed the previsions: for local gapped systems
in d dimensions, the ground state’s entanglement follows an area law (see (ECP08)
and references therein):
ES ∼ c1
(
L
a
)d−1
For gapless local models, instead, usually a logarithmic corrective factor has to
be included. In particular, a precise statement can be made concerning critical
fermionic quasi-free homogeneous lattice models, in which one has:
c0L
d−1 lnL ≤ ES ≤ c0Ld−1 ln2 L
Finally, dealing with nonlocal models one could even have maximal entanglement
scaling.
6.5 Simulations of quantum states
Above we have affirmed that the investigations about the entanglement scaling of
interesting ground states was mainly led by the need of understanding the potential
power of some known algorithms for the classical approximations of quantum states.
In particular it was quite surprising the enormous success of DMRG techniques in
the simulation of one dimensional chains, againts its failure in higher dimensions.
Now we are going to explain in some details these methods and try to understand
their limits, in the light of the results and the discussion made before. In principle,
i.e. dealing with random states and dynamics, an efficient simulation of quantum
systems should be very hard with classical devices, because of the exponentially
high scaling of the degrees of freedom with respect to the non exponential resources
available. For instance, consider a linear chain of n interacting spins. A general state
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of the system is given by a state of the Hilbert space H⊗n2 and can be decomposed
in terms of the computational basis:
|ϕ〉 =
∑
i1,...,in=0,1
ci1,...,in |i1, . . . ,in〉 (6.14)
Therefore already to completely specify a general state one has to provide all the
coefficients ci1,...,in , which’s number increase exponentially in n (alternatively one
can provide all the n Renyi entropies). Besides, to compute the evolution of such
state may be even worst. Instead, being able to set up the quantum mechanical
system itself, one has to control only parameters that grow like n, like, for instance,
the couplings between the spins in an XY model. On the other side, there are some
specific states that can be classically simulated efficiently, because they actually do
not have a true quantum fashion, namely they do not show any entanglement. For
instance if we take a product state:
|ϕ〉 = |φ1〉 ⊗ · · · ⊗ |φN 〉
and we want to express it in the computational basis, we have to provide only 2N
coefficients that represent the change of basis:
|ϕ〉 =
∑
i1,...,iN
αi1 · αi2 . . . αiN |i1, . . . ,iN 〉
Therefore actually it is possible that states that differ slightly from product states,
i.e. that are slightly entangled, can be described with not much more classical
effort. Furthermore, it could be also possible (and that is precisely suggested by
the previous discussion) that actual (experimental) physical states, for the fact that
are subject to local dynamics, carry little entanglement and thus that there could
be found algorithms to account for that and to describe those states efficiently. In
particular, at least some interesting physical states, as we just seen, are only slightly
entangled, in the sense, e.g., that the scaling of the entanglement entropy obey an
area law. Therefore such states do not need, at least in principle, a lot of classical
effort to be described and could be quite well classically simultated. In fact, to deal
with this task, there is a class of states, that for construction account well for a
little amount of entanglement, which could efficiently represent precisely such kind
of states, like for example ground states of the universal classes of 1D systems that
we have seen.
6.5.1 MPS
It total generality, the Matrix Product States are introduced on a chain-system
composed by, say, N sites, each supporting a D-dimensional subsystem. Then, one
tries to express a general pure state |ϕ1,...,N 〉 (6.14), and follows an iterative way
(see e.g. (Lat07)):
• Take the Schmidt decomposition between the first site and the rest of the
system:
|ϕ1,...,N 〉 =
χ1∑
α1=1
λ[1]α1 |α1〉|ϕ[1]α1〉
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and change the basis of the first site to the computational one |α1〉 =
∑D
i1=1
Γ[1] i1α1 |i1〉:
|ϕ1,...,N 〉 =
χ1∑
α1=1
D∑
i1=1
λ[1]α1Γ
[1] i1
α1 |i1〉|ϕ[1]α1〉
• Then take the Schmidt decomposition between the first two sites and the rest
of the system:
|ϕ1,...,N 〉 =
χ2∑
α2=1
λ[2]α2 |α2〉|ϕ[2]α2〉
• Express the χ1 vectors |ϕ[1]α1〉 in terms of the χ2’s |ϕ[2]α2〉 and the computational
basis for site 2:
|ϕ[1]α1〉 =
χ2∑
α2=1
λ[2]α2
D∑
i2=1
Γ[2] i2α1,α2 |i2〉|ϕ[2]α2〉
Thus we can rewrite:
|ϕ1,...,N 〉 =
χ1,χ2∑
α1,α2=1
D∑
i1,i2=1
λ[1]α1Γ
[1] i1
α1 λ
[2]
α2Γ
[2] i2
α1,α2 |i1〉|i2〉|ϕ[2]α2〉
• Proceeding iteratively in this way we finally have the decomposition:
|ϕ1,...,N 〉 =
χ1,...,χN−1∑
α1,...,αN−1=1
D∑
i1,...,iN=1
Γ[1] i1α1 λ
[1]
α1Γ
[2] i2
α1,α2λ
[2]
α2 . . . λ
[N−1]
αN−1 Γ
[N ] iN
αN−1 |i1, . . . ,iN 〉
Therefore we have decomposed the coefficients ci1,...,ıN in product of tensors and
vectors:
ci1,...,ıN =
χ1,...,χN−1∑
α1,...,αN−1=1
Γ[1] i1α1 λ
[1]
α1Γ
[2] i2
α1,α2λ
[2]
α2 . . . λ
[N−1]
αN−1 Γ
[N ] iN
αN−1
For giving a more general look, we can absorb the λ[i]’s into the definition of the
tensors, setting: A[i] = λ[i−1]Γ[i] and add an extra fictitious summed index j (for
dealing with periodic boundary conditions) so that A[1] = A[1]j,α1 , A
[N ] = A[N ]αN−1,j
and
ci1,...,ıN = Tr
(
A[1] . . .A[N ]
)i1,...,ıN
Furthermore we can set all the matrices to have the same dimension χ × χ, with
clearly χ = maxi χi. Therefore, summarizing, we have changed the 2N initial coef-
ficient to the ∼ 2Nχ2 final’s, that, since χ measures the entanglement content of
the state, provide an efficient representation when the state is slightly entangled6.
In particular, if in the termodynamical limit N → ∞ the entanglement entropy of
a subchain of L sites is bounded by:
ES(L) ≤ 2 logχ
6More precisely, when the stase is such that χ = maxi χi = O(poly(N)), i.e. grows at most
polynomially in N instead of, like on a random state, exponentially.
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and if we retain constant the maximal Schmidt number χ, then such MPSs will
satisfy an area law. In this last situation the MPS, so, can be thought in some
sense as a generalization of product states, that take account also of some “little”
entanglement. After this discussion, it has become quite easy to understand that a
MPS with fixed (or at most polinomially growing) χ would approximate well a state
which’s entanglement scales in a bounded (or at most slightly divergent) way. More
quantitatively there is a theorem that states bounds on the entanglement entropies
of a state efficiently approximable with MPS:
Theorem 6.1. Consider a chain of length N and a state ρˆN . If the reduced density
matrices of subchains of length L ρˆL satisfy an area law for a Renyi entropy with
q < 1, that is:
SRq (ρˆL) = O(1) ∀L ≤ N
then the state ρˆN is efficiently approximable by MPS. Instead, if the entanglement
entropy scales at least linearly in L:
ES(ρˆN ) = Ω(L)
then the state cannot be approximated efficiently with MPS. In intermediate situa-
tions the connection is undetermined, because examples of both approximable and
unapproximable states has been found.
DMRG The principal algorithms that exploit MPS, using them as ansatz states,
go under the common name of DMRG-type (Density Matrix-Renormalization Group)
(see (Sch05) for a review). As we anticipated before, this set of algorithms shows
a very good performance in approximating ground states of local hamiltonians on
a chain (thus 1-dimensional systems), expecially when the systems are out of criti-
cality, and fails for higher dimensions. Here we are going to outline the main idea
underlying the DMRG, starting from its original formulation, which captures some
features of the renormalization group technique, and then reformulating the whole
as a variational problem on the set of MPS. The definition of a DMRG procedure
starts from the idea of real space renormalization group, which we saw above ap-
plied to random chains, and from the recognization of its failure in many situations.
In particular, understanding the motivations of the failure itself, namely, e.g. the
incompatibility with boundary conditions, suggested the formulation of the first
scheme of a RG-like algorithm that treated the subsystems as open, trying to take
account of different boundary conditions. In the new approach, in fact, one consid-
ers two subchains, a system and an environment, and “renormalizes” them together,
retaining effective degrees of freedom of both and reconstructing a new system and
a new environment. As the main example, let us outline the steps of the so-called
infinite-system DMRG algorithm:
1. Select two sublattices: a “system” of l sites and an environment of m’s. Ex-
press the local operators, and in particular the subhamiltonians HˆSl ,Hˆ
E
m, in a
local basis of the subsystems {|iSl 〉},{|jEm〉}
2. Add one new site to both the system and the environment and consider the
product state basis {|iSl ,σ〉},{|jEm,τ〉}
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3. Merge the system and the environment to form the superblock B of length
l +m+ 2
4. Find the ground state |φ〉 of the subhamiltonian HˆBl+m+2
5. Compute the system’s reduced density matrix ρˆS = TrE |φ〉〈φ| and put it into
the Schmidt decomposed form ρˆ =
∑
i λ
2
i |ωi〉〈ωi|
6. Discard the smallest eigenvalues λi and the relative eigenvectors |ωi〉, retain-
ing only the first, say, M and project the system’s hamiltonian onto those
eigenvectors HˆSl+1 → HˆS
′
l+1
7. Perform the steps 5 − 6 also for the environment and then repeat iteratively
from step 2, with system and environment of size l + 1 and m + 1 and the
truncated hamiltonians HˆS
′
l+1,Hˆ
E′
m+1
In this way one obtains an approximate ground state and can compute from it the
desired averages and correlators. After this original formulation has progressively
become clearer the connection with the MPS, namely that at each step the algorithm
produces a MPS with matrices of dimension M ×M . Therefore, in a revised point
of view, DMRG can be reformulated as an optimization problem on the set of MPS
themselves, that is, for finding the ground state |ϕ〉 of a certain hamiltonian Hˆ one
follows the “variational approach”:
|ϕ〉 : 〈E〉 = 〈ϕ|Hˆ|ϕ〉 = min
φ∈MPS
〈φ|Hˆ|φ〉
Now, therefore, it is clear the connection between the convergence of such methods
to the true absolute minimum and the area law satisfied by the entanglement scaling
of such ground states. In particular, thanks to the theorem given above (6.1) one
understands the why of such good performances on 1D systems out of criticality and
the failure on higher dimensions. To conclude this chapter we want to recall also
that, despite the ambiguity of the theorem on logarithmic corrections to area law,
there are known algorithms, such as the so called MERA (Multiscale Entanglement
Renormalization Ansatz ), that allow for such corrections and thus work well even
for critical 1D chains.
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Chapter 7
XX local model which highly
violates area law.
7.1 Area laws vs QMA-Completeness of the local Hamil-
tonian problem.
Let us come back to chapter 3 and keep in mind the results of section 3.3.1, in
particular that the 2-local HAMILTONIAN problem is QMA-complete if the hamil-
tonians operate on 1D systems with 12 levels. In the light of that, we can think
that the Hamiltonian problem it is QMA-complete also if the hamiltonians have
only nearest-neighbor interactions and operate on the space of qubits (systems with
2 levels) and on 1 dimension at all. This takes us back to the study of, e.g., spin
chains, with the hope to find an example of a model which’s Hamiltonian prob-
lem could be QMA complete, also if we restrict the interaction between the spins
to be only nearest neighbor. Recalling that the hamiltonian problem consists into
the study of its ground state energy, we have to keep also in mind that, as we
have just seen in the previous chapter, for simulating with a classical machine a
quantum state (e.g. the ground state of an hamiltonian) there are some power-
ful techniques, such as for example DMRG, which’s efficiency is obstacled by the
“amount of entanglement” of the state itself. For instance, it works well for chains
that are out of the critical regime, because in that case the ground state shows a
scaling function for the entanglement entropy that is bounded by a constant (area
law for entanglement). The hope is, thus, that a model which’s hamiltionian prob-
lem is QMA-complete has a ground state with (almost) maximal entanglement, so
that it is impossible to simulate it with a classical computer (necessary condition
if one believes that P 6= NP ⊆ QMA). The obstacle for finding it is that all the
known (and studied) models have at most a logarithmic scaling of entanglement
entropy, that is still trascurable with respect to the maximal one, that is linear. In
particular for critical models, which’s critical point can be described by a confor-
mal field theory the scaling of the entanglement entropy is given by (6.12). Those
models are all homogeneus, in the sense that the interacions between the (nearest
neighbor) spins are all equal (constant with respect to the site index). In addition,
it has been shown that also in the case of random interactions the scaling of the
entanglement entropy, in average, is yet logarithmical (6.6). In particular it still
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shows an universal scaling coefficient, that is given by the central charges of the
CFT associated to the homogeneous analogous, times ln 2. Those results mean that,
if we want to refer ourselves to the studied models, we have to generalize them to
have non-homogeneous interactions.
7.2 Expansion of the entanglement entropy
Simply looking at its definition (5.32), we can see that the entanglement entropy of
a fermionic system is maximal when the correlation matrix’s eigenvalues are λi = 12
⇒ νi = 0 for every i. In that case we have
ES =
L∑
i=1
Si(λi) =
L∑
i=1
ln 2 = L · ln 2
and it scales linearly as a function of L. The maximal entanglement entropy is
obtained in the following cases:
1. When all the νi = 0 from 0 to L, and so when T(L×L) is the null matrix. In
that case the first L column vectors φki and ψkj are orthogonal
∑N
k=1 φkiψkj =
0 ∀i,j ∈ [0,L].
2. Otherwise, in the limit of infinite chain, we can assume that there is a highly
decreasing correction.
Since the first situation is impossible for system with only nearest-neighbor inter-
action (see the appendix A), we will consider only the second case. In detail we
have:
ES(L) =
L∑
i
Si[νi(L)] = −1− νi(L)2 ln
1− νi(L)
2
− 1 + νi(L)
2
ln
1 + νi(L)
2
expanding the Si:
Si[νi(L)] =− 12 [(1− νi(L))(ln(1− νi(L))− ln 2) + (1 + νi(L))(ln(1 + νi(L))− ln 2)] =
=− 1
2
[−2 ln 2 + ln(1− νi(L)) + ln(1 + νi(L)) + νi(L)(ln(1 + νi(L))
− ln(1− νi(L)))] = ln 2− ln(1− νi(L)) + ln(1 + νi(L))2 +
+νi(L)
ln(1− νi(L))− ln(1 + νi(L))
2
≡ ln 2 + S(2)i (L)
If we want to neglect the correction (for L→∞) we have to impose that∑Li S(2)i (L)
is marginal with respect to L ln 2, that means:
lim
L→∞
∑L
i S
(2)
i (L)
L
−→ 0 (7.1)
Otherwise, if we want a general linear scaling, the correction can be also linear, but
the coefficient has to be smaller than ln 2:
lim
L→∞
∑L
i S
(2)
i (L)
L
−→ c < ln 2 (7.2)
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For having an almost maximal scaling, the νi have to be near zero, so in that case
we can take “small” νi and we can expand the logarithm:
νi  1 ⇒ ln(1± νi) ' ±νi ∓ ν2i ± . . .
Si[νi(L)] ' ln 2− νi(L)[νi(L)− ν2i (L) + . . . ]
under this approximation, to satisfy the previous condition (7.1), we have to take
lim
L→∞
∑L
i ν
2
i (L)
L
= 0
and the last equation is nothing more than the following condition for the (trace
norm of the) matrix TL×L:
lim
L→∞
‖TL×L‖2
L
= lim
L→∞
Tr
[
TL×LT
†
L×L
]
L
= 0 (7.3)
“Large” T submatrix In the opposite limit, that is when the νi are almost 1
we can write them as νi ' 1− i we have:
Si[νi(L)] = ln 2− ln(1 + νi(L))− i(L) ln(1− νi(L))− ln(1 + νi(L))2 =
' ln 2−
(
ln 2 +
1
2
i(L) +
1
4
2i (L)
)
− i(L) ln(i(L))− (ln 2 + i(L)/2)2 =
= −i(L)
2
+
ln 2
2
i(L)− i(L)2 ln(i(L))
Thus, if after a certain I the νi>I become quite close to 1 and then asymptotically
approach it, or better if limi→L→N/2→∞ νi(L) = 1, then the i-th entropy goes to
zero Si
i→L→N/2→∞−→ 0. That implies that the total entanglement entropy scales
strictly less than linearly in L:
lim
L→∞
E
(L)
S
L
= lim
L→∞
∑L
i Si(L)
L
−→ 0
For a linear scaling it is necessary that asymptotically in L the i-th entropy goes
to a constant bigger than 0. In the most general case, so, for a linear scaling of
entanglement entropy, we need that the succession νi tends to a constant strictly
smaller than 1 in the double limit case i → L → N/2 → ∞, because all the i-th
terms of the entropy have to contribute (volume law). At the end is useful to notice
that the T matrix is writable in a form in which we take account explicitly of the
partition in a subsystem of L fermions and its complement:
T =
(
L×L HL×(N−L)
K(N−L)×L γ(N−L)×(N−L)
)
(7.4)
And in this expression, the unitarity condition becomes:
TTT = 1 ⇒
{
T + HHT = KKT + γγT = 1
KT + HγT = KT + γHT = 0
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Taking the trace of the first equation we have:
Tr [T ] + Tr [HHT ] = L
Therefore, having a “small”  implies that:
Tr [T ]
L
−→ 0 ⇒ Tr [HH
T ]
L
−→ 1 ⇒ Tr [
T ]
Tr [HHT ]
−→ 0
Instead, “large”  implies the opposite situation. That conditions can be better
understood looking at the following general bounds for the entanglement entropy
(ECP08):
ln 2 · Tr
[
(1−T(L)T†(L))1/2
]
≥ E(L)S ≥ ln 2 · Tr
[
1−T(L)T†(L)
]
These bounds become a single equality in the two limits |T| → 0 and |T| → 1. Let
us examine in more detail the trace norm of :
Tr
[
†
]
(L) =
L∑
ij
2ij
The condition (7.3) is reformulable as:
lim
L→∞
∑L
i
(∑L
j 
2
ij
)
L
= 0 ⇒ lim
L→∞
L∑
j
2ij < 1 for 0 ≤ i ≤ L ≤ N/2 ⇒
lim
j→L→∞
ij ·
√
j = 0 for 0 ≤ i ≤ L ≤ N/2 (7.5)
that means that the columns’ (but the same argument applies for the rows’) coef-
ficients of  have to scale toward zero faster than the inverse square root function,
at the growing of the index to infinity. Now, since we are interested in finding a
model with only nearest neighbor interaction, the orthogonal vectors φk,i,ψk,j
have to be solutions of an eigenvalue problem of a symmetric and at most five-
diagonal matrix. Thanks to the results of Igloi and Juhasz (IJ08), however, for
the study of entanglement entropy, the general XY -model withouth magnetic field,
the XX-model withouth magnetic field and the Ising model with external magnetic
field, are substantially equivalent. In the following, hence, we will consider only
the XX-model without external magnetic field, exploiting its high symmetry to
simplify the computations, and deal with an eigenvalue problem of a tridiagonal
symmetric matrix, that is translated in the following type of difference equation:
Jiφk,i+1 + Ji−1φk,i−1 = Λkφki (7.6)
for solving it (finding the eigenvalues Λk and the eigenvectors φki) we have to impose
some “boundary conditions” on the φki and the Ji, that we choose as the following:
J0 = JN+1 = 0
φk,0 = φk,N+1 = 0
φk,k = 1
113
7 – XX local model which highly violates area law.
Now we can procede iteratively in the equation (7.6) and write the components φki
in terms of φk,1 and then evaluate the last exploiting the boundary conditions:
J1φk,2 + J0φk,0 = Λkφk,1 ⇒ φk,2 = Λk
J1
φk,1
J2φk,3 + J1φk,1 = Λkφk,2 ⇒ φk,3 = Λ
2
k
J1J2
φk,1 − J
2
1
J1J2
φk,1
J3φk,4 + J2φk,2 = Λkφk,3 ⇒ φk,4 = Λ
3
k
J1J2J3
φk,1 − Λk(J
2
1 + J
2
2 )
J1J2J3
φk,1
. . .
in this way we can easily see that the eigenvectors’ components φki can be written
in the form:
φki = fkiφk,1
where we have defined the matrix:
fki ≡
i−1∏
j=1
J−1j
[
Λi−1k − Λi−3k
i−2∑
h
J2h + Λ
i−5
k
i−2∑
h>l+1
J2hJ
2
l − Λi−7k
i−2∑
h>l+1>m+1
J2hJ
2
l J
2
m + . . .
]
(7.7)
As we anticipated before, we can now exploit the boundary conditions to evaluate
the first component φk,1 and the eigenvalues Λk:
1 = φk,k = fk,kφk,1 ⇒ φk,1 = f−1k,k
so that at the end we have:
φki = fkif−1k,k (7.8)
Note that those eigenvectors are not normalized and thus, for defining the or-
thonormal ones (necessary for the definition of T), we have to divide for the norm
φnormki = φki · ‖φk‖−1. The eigenvalues can be computed thanks to the condition
φk,N+1 = 0:
0 = φk,N+1 = fk,N+1f−1k,k ⇒ fk,N+1 = 0
0 = fk,N+1 ⇒ λf (k,N + 1) = 0
ΛNk − ΛN−2k
(
N−1∑
h
J2h
)
+ ΛN−4k
(
N−1∑
h>l+1
J2hJ
2
l
)
− ΛN−6k
(
N−1∑
h>l+1>m+1
J2hJ
2
l J
2
m
)
− · · · = 0
(7.9)
so the last equation can be thought as the characteristic equation for the matrix
Z. It will be also useful to develop an analogue expression, but starting from the
last component φk,N and proceding iteratively toward the first φk,1, imposing the
boundary condition φk,0 = 0 to derive the characteristic equation (7.9). We can
also, so, put all in function of the last component:
φk,N−i = gkiφk,N
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defining the matrix:
gki ≡
i∏
j=1
J−1N−j
[
Λik − Λi−2k
i−1∑
h
J2N−h + Λ
i−4
k
i−1∑
h>l+1
J2N−hJ
2
N−l + . . .
]
again, to find the component φk,N , we have to impose our normalization condition:
1 = φk,k = gk,N−kφk,N ⇒ φk,N = g−1k,N−k
and at the end we have:
φk,N−i = gkig−1k,N−k (7.10)
Observation 8. Note that, since we have fixed the normalization condition φk,k = 1
and each eigenvalue has multiplicity 1, the two expression (7.8),(7.10) have to coin-
cide: fkif−1k,k = gk,N−ig
−1
k,N−k. This last equation can be reduced to the characteristic
equation (7.9).
Now we are able to compute the T matrix for such a model:
Tij =
∑
k
sgn(Λk)φnormki φ
norm
kj =
∑
k
sgn(Λk)fkif−1k,kfkjf
−1
k,k‖φk‖−2 = (7.11)
=
∑
k
sgn(Λk)gk,N−ig−1k,N−kgk,N−jg
−1
k,N−k‖φk‖−2 (7.12)
We can make a simplification looking at the shape of the eigenvalues.
Observation 9. We can restrict to the case of even dimension N , because in the
case of odd N the difference is only in the fact that there is one more Λk, but it is
zero and it doesn’t contribute to the T matrix.
In the equation (7.9), in the case of even N , we can define the variable x = Λ2k
and solve in terms of that variable. This means that the eigenvalues always appear
in pairs of opposite sign, which we can label as ΛN/2−(k′−1) and ΛN/2+k′ (1 ≤ k′ ≤
N/2). Then the sum in the equation (7.11) can be reduced to N/2 terms:
Tij =
N/2∑
k
sgn(Λk)‖φk‖−2
[
φkiφkj − φk+N/2,iφk+N/2,j
]
Moreover also the fN/2−(k′−1),i and the fN/2+k′,i can only differ in the sign and, in
particular, satisfy the following relation:
fN/2+k′,i = (−1)i−1fN/2−(k′−1),i
so that, at the end, T assumes the expression:
Tij =
N/2∑
k
‖φk‖−2
[
φkiφkj − (−1)i+jφk,iφk,j
]
⇒
{
Tij = 0 for i+ j even
Tij = 2 ·
∑N/2
k ‖φk‖−2|φki‖φkj | for i+ j odd
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In particular, we can see that also in the most general case the comb entanglement
with spacing p = 2 scales maximally (the symplectic eigenvalues are all equal to
zero). The nonvanishing components satisfy the equation:
Tij = 2 ·
N/2∑
k
|fki‖fkj |
(
N∑
h=1
f2kh
)−1
(7.13)
Now, since the condition that we have previously found for the shape of T (7.3)
is very general, we can try to guess the shape of the coupling constants Ji and
eventually show that the relative T matrix satisfies that condition. For doing this,
we try to exploit the idea of the real space renormalization group approach, that
we have already seen applied for the random case.
7.3 RSRG approach and perturbation expansion of the
GS
RSRG approach The Real Space Renormalization Group idea, exploited for
example in (RM04), consists to approximate the ground state as a product of singlets
in the following way:
1. find the strongest coupling, e.g. Ji
2. diagonalize separately the relative (sub-)hamiltonian Hˆ = Ji(σˆxi σˆ
x
i+1+σˆ
y
i σˆ
y
i+1)
3. write the ground state as |GS〉 = |ψx<i〉 ⊗ 1√
2
(|01〉 − |10〉)i,i+1 ⊗ |ψx>i+1〉
4. eliminate that sites, leaving an “effective” coupling J˜i−1,i+2 =
Ji−1Ji+1
Ji
5. iteratively repeat all the previous steps
For applying this scheme we require that at each step the bond Ji dominates with
respect to the nearest neighbors Ji  Ji−1,Ji+1, so that a second order degenerate
perturbation expansion is applicable (in the step 4). At the end the (approximate)
ground state will be a product of singlets. For having a maximal scaling of the
entanglement entropy, for example when the subsystem scales starting from i =
N/2, is sufficient that the singlets are between very distant sites (1 − N,2 − (N −
1),3− (N − 2), . . . ). The last condition is equivalent to the following:
J˜i−1,i+2 ≡ J˜i+1 = Ji−1Ji+1
J˜i
 Ji+2,Ji−2 for i that scales from N/2 to 1 (7.14)
in practice we need the strongest coupling to be JN/2 and then that they decrease
very fast, so that (7.14) is satisfied. For example, for couplings that have the
symmetry JN/2+i = JN/2−i and follow a law JN/2±i = α(i) with a small  ∈ [0,1]
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the condition is translated in:
J2N/2+1  JN/2+2JN/2 ⇒ 2α(1)  α(2)α(0), J˜N/2+1 =
J2N/2+1
JN/2
J2N/2+2  JN/2+3J˜N/2+1 = JN/2+3
J2N/2+1
JN/2
⇒ 2α(2)  α(3)2α(1)−α(0), J˜N/2+2 =
J2N/2+2
J˜N/2+1
. . .
J2N/2+i  JN/2+i+1J˜N/2+(i−1) = JN/2+i+1
J2N/2+(i−1)
J˜N/2+(i−2)
⇒ 2α(i)  α(i+1)2
P
i−2j>0 α(i−2j)−2
P
i−2j−1>0 α(i−2j−1), J˜N/2+i =
J2N/2+i
J˜N/2+i−1
and, if  is sufficiently small, is sufficient that
2α(i) < α(i+ 1) + 2
∑
i−2j>0
α(i− 2j)− 2
∑
i−2j−1>0
α(i− 2j − 1) ∀i ∈ [1,N/2]
As we will see later this corresponds to the case in which the function α(i) is a
power law ia with an exponent strictly larger than 1, a > 1 (e.g. a polynomial of
degree 2, etc.).
Formal perturbation expansion of the GS We can see the previous result
also taking a formal perturbation expansion of the ground state with respect to
the parameter  of the couplings JN/2±i = α(i). For simplicity we will procede
iteratively, starting with an XX-hamiltonian for only two sites:
Hˆ = σˆxN/2σˆ
x
N/2+1 + σˆ
y
N/2σˆ
y
N/2+1
that can be re-expressed in terms of the projectors on the Bell’s basis:
|ψS〉 ≡ 1√
2
(|01〉 − |10〉)12 , ΠˆψS ≡ |ψS〉〈ψS | =
1−∑i=x,y,z σˆi1σˆi2
4
|ϕ0〉 ≡ 1√
2
(|01〉+ |10〉)12 , Πˆϕ0 ≡ |ϕ0〉〈ϕ0| =
1+
∑
i=x,y,z σˆ
i
1σˆ
i
2
4
− σˆ
z
1σˆ
z
2
2
|ϕ+〉 ≡ 1√
2
(|11〉+ |00〉)12 , Πˆϕ+ ≡ |ϕ+〉〈ϕ+| =
1+
∑
i=x,y,z σˆ
i
1σˆ
i
2
4
− σˆ
y
1 σˆ
y
2
2
|ϕ−〉 ≡ 1√
2
(|11〉 − |00〉)12 , Πˆϕ− ≡ |ϕ−〉〈ϕ−| =
1+
∑
i=x,y,z σˆ
i
1σˆ
i
2
4
− σˆ
x
1 σˆ
x
2
2
thus, we can rewrite the Hamiltonian as follows:
Hˆ0 = σˆ+N/2σˆ
−
N/2+1 + σˆ
−
N/2σˆ
+
N/2+1 = Πˆϕ0 − ΠˆψS
and now is easy to see that the ground state is the singlet |ψS〉. As next step we
add a “perturbation”
Hˆ1 = 
(
σˆxN/2−1σˆ
x
N/2 + σˆ
y
N/2−1σˆ
y
N/2 + σˆ
x
N/2+1σˆ
x
N/2+2 + σˆ
y
N/2+1σˆ
y
N/2+2
)
= 
(
σˆ+N/2−1σˆ
−
N/2 + σˆ
−
N/2−1σˆ
+
N/2 + σˆ
+
N/2+1σˆ
−
N/2+2 + σˆ
−
N/2+1σˆ
+
N/2+2
)
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The result that we expect is that at the zeroth order in perturbation theory, the
ground state of the total Hamiltonian Hˆ = Hˆ0 + Hˆ1 is the product of two distant
singlets:
|GS〉 ' |ψS〉N/2,N/2+1 ⊗ |ψS〉N/2−1,N/2+2 + |GS〉1 + . . .
For this reason we compute the perturbation expansion in the basis that is composed
by the tensor products between the Bell’s states for the couples of sites N/2,N/2+1
and N/2− 1,N/2 + 2:
|ψS〉N/2,N/2+1|ψS〉N/2−1,N/2+2 ≡ |φ1〉 |ψS〉N/2,N/2+1|ϕ0〉N/2−1,N/2+2 ≡ |φ2〉
(7.15)
|ψS〉N/2,N/2+1|ϕ+〉N/2−1,N/2+2 ≡ |φ3〉 |ψS〉N/2,N/2+1|ϕ−〉N/2−1,N/2+2 ≡ |φ4〉
. . .
In that basis, the ground state for the hamiltonian Hˆ0 is degenerate and its subspace
is spanned by the four vectors written above (7.15). Since we are interested only in
the ground state, we can apply the perturbation only to those states, seeing if the
degeneration is resolved. Applying Hˆ1 to those states we have:
Hˆ1|φ1〉 = 
(|ϕ−〉N/2,N/2+1|ϕ−〉N/2−1,N/2+2 − |ϕ+〉N/2,N/2+1|ϕ+〉N/2−1,N/2+2)
(7.16)
Hˆ1|φ2〉 = 0 (7.17)
Hˆ1|φ3〉 = |ϕ+〉N/2,N/2+1|ψS〉N/2−1,N/2+2 (7.18)
Hˆ1|φ4〉 = |ϕ−〉N/2,N/2+1|ψS〉N/2−1,N/2+2 (7.19)
Now we formally expand in series with respect to  the eigenvalue equation for the
complete Hamiltonian:
Hˆ|GS〉 = (Hˆ0 + Hˆ1())(|GS〉0 + |GS〉1 + . . . ) =
= (E0 + E1 + 2E2 + . . . )(|GS〉0 + |GS〉1 + . . . )
Equating the terms of the same order and substituting at each order the previous
equation, we have:
Hˆ0|GS〉0 = E0|GS〉0

(
Hˆ0|GS〉1 + Hˆ1|GS〉0 = E0|GS〉1 + E1|GS〉0
)
2
(
Hˆ0|GS〉2 + Hˆ1|GS〉1 = E0|GS〉2 + E1|GS〉1 + E2|GS〉0
)
3 . . .
Now, to compute the corrections Ei and |GS〉i, we have to multiply the equations
for the “bra” vector 〈GS|0 and for the energy level basis
∑
i〈φ|i. It that way, as
usually, we find:
E1 = 〈GS0|Hˆ1|GS〉0 |GS〉1 =
∑
i
〈φi|Hˆ1|GS〉0
E0 − Ei |φ〉i
E2 =
∑
i
|〈φi|Hˆ1|GS〉0|2
E0 − Ei . . .
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So, looking at the (7.16) we see that the first order correction for the eigenvalue
vanish E1 = 0 for all the four ground states, but the second order correction “selects”
as ground state what we expected: the product of singlets |φ〉1. This is because it
has two negative contribution −2, instead of one for the states |φ〉3, |φ〉4 and zero
for the state |φ〉2. We have that the only |GS〉0 is the state |φ〉1 and after there is
a correction of order :
|GS〉 = |φ〉1 +O()
Now, the next iterative step is to add other two sites:
Hˆ2 = α
(
σˆxN/2−2σˆ
x
N/2−1 + σˆ
y
N/2−2σˆ
y
N/2−1 + σˆ
x
N/2+2σˆ
x
N/2+3 + σˆ
y
N/2+2σˆ
y
N/2+3
)
= α
(
σˆ+N/2−2σˆ
−
N/2−1 + σˆ
−
N/2−2σˆ
+
N/2−1 + σˆ
+
N/2+2σˆ
−
N/2+3 + σˆ
−
N/2+2σˆ
+
N/2+3
)
we have posed an exponent α > 2 in order to prevent the previous perturbative
development at least until the second order. This condition is in complete analogy
with that obtained with the renormalization group approach and in addition sug-
gests that the function α(i) defined there, could be a power law with an exponent
strictly larger than 1. As we can easily see, this last term in the Hamiltonian does
not “perturbate” the ground state in the sites N/2,N/2 + 1 and moreover it adds a
degeneration in the ground state (as in the case of Hˆ1), that becomes:
|GS〉|ψS〉N/2−2,N/2+3 ' |φ〉1|ψS〉N/2−2,N/2+3
|GS〉|ϕ0〉N/2−2,N/2+3 ' |φ〉1|ϕ0〉N/2−2,N/2+3 (7.20)
|GS〉|ϕ+〉N/2−2,N/2+3 ' |φ〉1|ϕ+〉N/2−2,N/2+3
|GS〉|ϕ−〉N/2−2,N/2+3 ' |φ〉1|ϕ−〉N/2−2,N/2+3
Since the two terms Hˆ0 and Hˆ1 cannot resolve that new degeneration, because they
don’t affect the state in the sites N/2−2, N/2+3, in this step we can consider only
the term Hˆ2 as the perturbation and we can apply exactly the previous construction
to the four states (7.20) and obtain again that the approximate (zeroth order)
ground state is the tensor product of distant singlets:
|GS〉0 = |ψS〉N/2,N/2+1 ⊗ |ψS〉N/2−1,N/2+2 ⊗ |ψS〉N/2−2,N/2+3
Keeping with this procedure it is clear that the zeroth order ground state is the
same obtained with the renormalization group approach: the product of distant
singlets. Its entanglement entropy, so, scales maximally if we consider subsystems
that start from the site N/2 and grow in one direction toward N (or 0).
7.4 XX local model with high scaling of ground state’s
entanglement
Thanks to the result just obtained we can try to guess the model and compute the
relative T matrix, checking if it satisfies the condition for the maximal scaling of
entanglement entropy (7.5). The model that we have found is given by the following
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(symmetric) Z matrix:
0 α(N/2−i) 0 0 0 0
α(N/2−i) 0
. . . 0 0 0
0
. . . 0 1 0 0
0 0 1 0
. . . 0
0 0 0
. . . 0 α(i−N/2)
0 0 0 0 α(i−N/2) 0

Zij = α(|N/2−i|) (δi,j+1 + δi,j−1)
In particular it has JN/2−i = JN/2+i and this implies that the components of the
eigenvectors have the following symmetry:
|φki| = |φk,N+1−i| ⇔
{
fk,i = ±fk,N+1−i
fk,i = gk,i+1
∀1 ≤ k ≤ N
and we have f2k,N+1−i = f
2
k,i = ±fk,ifk,N+1−i. Here it is very useful to exploit
the symmetry to simplify the expression for T. This will allow us to make an
approximation otherwise impossible, that will be to keep only the first nonvanishing
orders in  (here comes the usefulness of both the fk,i and the gk,i). So, in the
expression (7.13) we can consider only the first N/2 terms and delete the factor 2:
Tij =
N/2∑
k
|fki‖fkj |
N/2∑
h=1
f2kh
−1
but in addition, we have to consider only the indices i ≤ N/2. It turns out that the
matrix has the symmetries:
Tij = TN+1−i,j Tij = Ti,N+1−j Tij = Tji
Now let us analize carefully each term for every specific eigenvalue Λk. From the
eigenvalue equation we can see that, as in our model the couplings Ji scales expo-
nentially, we have eigenvalues of progressive smaller order of magnitude. With an
argument similar to the perturbative expansion given in the previous section (7.3),
we can state that:
• at the zeroth order O(JN/2) there are only two non-vanishing eigenvalues
Λ(0)N/2 = JN/2 = −Λ
(0)
N/2+1 (in the following we consider only the ones with
index 1 ≤ k ≤ N/2);
• if we “add” the first order term JN/2±1 we “perturbate” the eigenvalues
ΛN/2 = Λ
(0)
N/2+O(J
2
N/2±1) and ΛN/2−1 = Λ
(0)
N/2−1+O(JN/2±1) = 0+O(JN/2±1);
• following this procedure, when we consider the matrix with only the ele-
ments JN/2±k and we treat it as a perturbation, we have to modify the order
O(JN/2±k) = O(α(k)) of the eigenvalues ΛN/2, . . . ,ΛN/2−k: the first k − 1
have non-vanishing lower orders, while the k-th has only order O(JN/2±k) and
higher.
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As we saw previously, we can keep only the first N/2 eigenvalues. Now, from the
definition (7.7), we find that the fk,i have the following order of magnitude:
fki '
i−1∏
h=1
J−1h
[
J
(i−1)
k − J (i−3)k
i−2∑
h
J2h + . . .
]
'
(
i−1∏
h
J−1h
)
J
(i−1)
k (7.21)
As a first approximation, in computing the sum
∑
i f
2
ki, we look only at the biggest
component. For finding it we have to compare the two opposite contributions in
(7.21). Explicitly, the components scales in the following way:
fk '
(
1,J−11 · Jk,J−11 J−12 · J2k , . . .
)
, fki = fk,i−1 · J−1i−1Jk
Therefore when i increases toward k (remembering that we take only 1 ≤ i,k ≤ N/2
and Ji  Ji+1 in that case), i→ i+1 < k, the fk,i increases as well. When i−1 = k
we have fki = fk,i−1, and after it begins to decrease again. Thus, the two biggest
term for each fixed k are:
fk,k = fk,k+1 '
J
(k−1)
k∏k−1
l Jl
Finally, we can evaluate the T matrix:
Tij =
N/2∑
k
φk,iφk,j =
N/2∑
k
|fki‖fkj |
(
2f2kk
)−1 =
=
1
2
N/2∑
k
(
i−1∏
m
J−1m
)(
j−1∏
n
J−1n
)
J
(i−1)
k J
(j−1)
k
(
(
∏k−1
l Jl)
2
J
2(k−1)
k
)
≡
N/2∑
k
T
(k)
ij
with the previous approssimation for the fk,i (7.21). Again we search for the biggest
contribution in k. Let us suppose, without loss of generality, that j > i. First we
see the case k ≥ i. In that situation we have:
T
(k)
ij =
(∏k−1
l=i J
2
l
J
(2k−i−j)
k
)
j−1∏
n=i
J−1n
and taking k → k + 1 < N/2:
T
(k+1)
ij = T
(k)
ij ·
(
J
(2k−i−j)
k
J
(2k−i−j)
k+1
)
·
(
J2k
J2k+1
)
Thus, when 2k − i− j + 2 > 0 we have T (k+1)ij < T (k)ij . Otherwise T (k+1)ij > T (k)ij . It
is impossible to have 2k − i − j + 2 = 0 because i + j has to be odd. Therefore in
this case, the better choice is 2k − i− j + 2 = 1. Instead, when k < i we have:
T
(k)
ij =
( ∏i−1
l=k J
2
l
J
(2k−i−j)
k
)(
j−1∏
n
J−1n
)
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and taking k → k − 1 > 0:
T
(k−1)
ij = T
(k)
ij ·
(
J
(2k−i−j)
k
J
(2k−i−j)
k−1
)
Since k < i ⇒ 2k− i−j < 0 we have T (k−1)ij < T (k)ij and we have to increase k until
it reachs i, k ≥ i, so that we return into the previous situation. Therefore we have
seen that for each component Tij the biggest contribute comes from the eigenvalue
Λk ' Jk so that 2k = i+ j− 1, and besides it is of order O(F (k,j)), (where we have
indicate with j the bigger between the row’s and column’s indices) with:
F (k,j) =
(∏k−1
l=i J
2
l
J
(2k−i−j)
k
)
j−1∏
n=i
J−1n = Jk ·
j−1∏
n=2k−j+1
J−1n
 k−1∏
l=2k−j+1
J2l

For example let us compute the element T12:
T12 ' 12
N/2∑
k
|fk1‖fk2|
(
f−2kk
)
=
1
2
N/2∑
k
1 · J−11 Jk
(
f−2kk
)
In this first example we consider the two biggest contributions, that come from the
eigenvalues Λ1 and Λ2 (k = 1,2):
T12 ' 12
(
J−11 J1 · (1) + J−11 J2 · (J−22 J21 )
)
= O(1) +O(α(N/2−1)−α(N/2−2))
So this element is of order unity if we suppose that α(N/2−1)−α(N/2−2)  1. Let us
scale one time to the right (remember that T13 = 0):
T14 =
N/2∑
k
|fk1‖fk4|
(
f−2kk
) ' |f21‖f24| (f−222 )
Now the biggest contribute comes from Λ2:
T14 ' F (2,4) ' J1
J3
= O(α(N/2−1)−α(N/2−3))
and analogously for the other elements. At the end we find that the matrix has the
shape
Tij =

0 O(1) . . . O(F (k,2k)) . . . O(1)
O(1)
. . . O(F (k,j))
. . . O(1)
...
... O(F (k,i))
. . . O(1)
. . . O(F (k,2k))
O(F (k,2k))
. . . O(1)
. . . O(F (k,j′))
...
... O(1)
. . . O(F (k,i′))
. . . O(1)
O(1) . . . O(F (k,2k)) . . . O(1) 0

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where x′ = N + 1 − x and the order of magnitude of the element is given by the
function:
F (k,x) = Jk ·
x−1∏
n=2k−x+1
J−1n
(
k−1∏
l=2k−x+1
J2l
)
=
= α(N/2−k)
Pk−1
l=2k−x+1 2α(N/2−l)−
Px−1
h′=2k−x+1 α(N/2−h′)
Comparing the order of a generic element (of a fixed row) with that of the previous
(j′ = j − 2), for having a scaling of the trace-norm ‖TL‖ that is negligible with
respect to the linear one, we can impose that the order is progressively smaller:
F (k,j) F (k + 1,j + 2) for k ≤ N/4 , j ≤ N/2 (7.22)
F (k,j) F (k + 1,j + 2) for k ≥ N/4 , j ≥ N/2 (7.23)
if that condition is satisfied, as the elements Tij scales so that they, for each row
(or column), tends to zero faster than the square root function (exponentially):
lim
j→N/2→∞
Tij
√
j = 0
the condition (7.5) is satisfied and the scaling of the entanglement entropy of the
ground state is maximal at the first order. The same remains true (for the symme-
try) if we take the sites from N/2 to N (or to 1). However, looking at the examples,
the condition (7.22) seems to be satisfied. Let us analize it deeper. Since the two
conditions (7.22) are equivalent (for the symmetry of the problem) we restrict the
analysis to the first, and in particular to the first row of the matrix, so that k = j/2;
we have:
F (k,j) = F (k,2k) F (k + 1,2k + 2) ⇒
α(N/2−k)
Pk−1
l=1 2α(N/2−l)−
P2k−1
h′=1 α(N/2−h′)  α(N/2−k−1)
Pk
l=1 2α(N/2−l)−
P2k+1
h′=1 α(N/2−h′)
α(N/2−k)  α(N/2−k−1)2α(N/2−k)−(α(N/2−2k)+α(N/2−2k−1))
Let us look at some possible shapes of the function α(i):
• for linear α(i) (exponential couplings) we have that the condition reduces to
2k > 0. Thus, the elements scale with an exponential law 2k.
• for quadratic α(i) (gaussian couplings), instead, the condition becomes 2k(N−
3k−1) > 0 and the elements scale faster 2k(N−3k−1). Since N ≥ 4k we obtain
a scaling faster than gaussian: F (k + 1,2k + 1)/F (k,2k) > 2k(k−1).
Therefore the sole obstacle to our construction seems to be the validity of the
expansion. Let us summarize the approximations made:
1. we have considered only the first nontrivial order of the eigenvalues Λk;
2. we have considered only the biggest term in the expression for fk,i neglecting
the others because they were of leading orders of magnitude;
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3. we have considered only the biggest term (actually two terms) in the sum∑
i f
2
k,i neglecting the others because they were of leading orders of magnitude;
4. finally we have considered only the biggest contribution in k for the elements
of T, neglecting the others because they were of leading orders of magnitude.
For evaluating the second order correction to the entanglement entropy we have to
consider the trace norm of the submatrix TL×L of a fixed subsystem, as, e.g., the
sites from N/2 + 1 to N/2 + L:
‖TL×L‖ =
L∑
ij
T 2ij '
L∑
i,j
(|fhi‖fhj | (f−2hh ))2 δi+j,2h+1 '
' 2 ·
L∑
j>i
F 2(h,j)δi+j,2h+1 =
=
L∑
j>i
2α(N/2−k)
Pk−1
l=2k−j+1 4α(N/2−l)−
Px−1
h′=2k−j+1 2α(N/2−h′)
Thus the correction would approach exponentially a constant.
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Chapter 8
Numerical Datas
As last step in our analysis, we have tried to reproduce numerically the previous re-
sults. Using the gsl1 (GNU Scientific Libraries) C libraries, we have made a program
that reproduces the steps given in section (5.3) for the solution of the eigenproblem
of the model (finding energy levels and energy eigenstates). In particular, in this
way, we have been able to compute numerically the entanglement entropy of the
ground state for some XX models of the kind of those studied (so, with couplings
Ji = α(|N/2−i|)). The numerical simulations seem to agree with the prediction
of almost maximal scaling of the entanglement entropy, at least in some specific
cases. Firstly, however, we have made some tests on the program itself, checking
the already known scaling formulas for Ising and XX models in the homogeneous
(6.12,6.13) as well as the random cases (6.6). For homogeneous models we have
verified the expression for finite chains (6.13) and we have found perfect agreement
for both the Ising (fig. 8.1) and the XX models (fig. 8.2). After that, we have tried
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Figure 8.1: Entanglement entropy of the Ising homogeneous model.
to reproduce also the scaling of random models (6.6). In that case the expected
scaling formula is valid in an asymptotic regime N → ∞. We have averaged over
a progressively larger number of samples: the fit made with the predicted function
provides always the right coefficient (figs. 8.3,8.4); however a good fit is obtained
1http://www.gnu.org/software/gsl/
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Figure 8.2: Entanglement entropy of the XX homogeneous model.
only after an average over 104 samples (figs. 8.5,8.6). Finally, for completeness, we
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Figure 8.3: Entanglement entropy of the Ising random model.
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Figure 8.4: Entanglement entropy of the XX random model.
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Figure 8.5: Entanglement entropy of the Ising random model averaged over 104
samples.
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Figure 8.6: Entanglement entropy of the XX random model averaged over 104
samples.
have tried to account for finite-size corrections also for the random models, fitting
the datas with a function of the kind (6.13). However in that case the coefficient
is bigger than the expected (fig. 8.7), even if still smaller than the homogeneous
one, and the fit is even better than the previous (made with a simple log and which
is thought to reproduce the asymptotic behaviour). After this initial check, that
confirmed both the theoretical results and the reliability of the program itself, we
have focused ourselves on the nonhomogeneous XX model studied in the previous
chapter. Here are some plots of the results. As a first choiche we take  = e−1 and
try with some different α(i) = in/10 (10 ≤ n ≤ 21). So the coupling coefficients are
chosen to scale from exponentially to gaussian. Figure 8.8 shows a plot of the entan-
glement entropy for gaussian couplings; in that case we can see a good agreement
with the predicted maximal scaling S = ln 2 ·L. For having a better idea of the cor-
rections, we made also a plot of the first correction S(L) ' ln 2 ·L−||TL||, togheter
with the whole entropy and the first term S(L) + ||TL|| (Fig. 8.8). Although the
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Figure 8.7: Entanglement entropy random models averaged over 104 samples ac-
counting of finite-size correction.
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Figure 8.8: Entanglement entropy for gaussian interactions Ji = exp(|N/2− i|2).
fit is non-linear, and so not at all trustworthy, the first correction seems to be ex-
ponentially convergent to a constant. In the opposite case, so with exponentially
decreasing coefficients, the plot shows again a linear scaling of the entanglement
entropy, but with a smaller coefficient (Fig. 8.9). The plot of the first two terms,
in fact, shows that also the first correction grows toward infinity and is quite well
fitted by a linear function too (Fig. 8.9). We have looked also at the cases “in the
middle” and we have seen that the scaling of the entanglement entropy is always
well fitted by a linear function and the coefficient grows toward ln 2 when the index
n grows from 10 to 20. Here is, as an example, the case with n = 14: in this case
the correction is “smaller” than in the exponential case, in the sense that it is fitted
by a function which’s linear coefficient is smaller. At the end, we have also varied
the “smallness” of the  constant, choosing a number m/10, from 0.1 to 1 and we
have seen (as expected) that the best agreement is in the case of smallest . Here
follow also some plots for the case  = 0.1.
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Figure 8.9: Entanglement entropy for exponential interactions Ji = exp(|N/2− i|).
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Figure 8.10: Entanglement entropy for interactions Ji = exp(|N/2− i|14/10).
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Figure 8.11: Entanglement entropy for interactions Ji = 0.1|N/2−i|
2
.
Conclusions
The two chapters just viewed contain our attempt to solve the problem of finding a
one dimensional local model difficult to simulate with the current classical methods.
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In particular we have analysed a class of XX models with coupling coefficients which
decrease very fast along the chain and are symmetric with respect to the center. The
choice for the model has been suggested by an argument of perturbation theory (or
of real space renormalization) and has been also drove by the possibility of making
an approximate, but still quite reliable, analysis. The best difficulty, in fact, was
that in the literature there was no general methods to study and diagonalize a non
homogeneous model, even in the simple case of quasi-free one dimensional chains of
spinless particles. Therefore, in trying to solve our problem, we had to find our own
method to approach the solution of an eigenproblem of a non homogeneous spin
chain and we have so exploited, on one side, the high symmetry of the XX prob-
lem, for finding very general expressions for the eigenvectors (7.8) and an algebric
eigenvalue equation (7.9), and on the other side, the exponential smallness of the
coefficients (as well as again the high degree of symmetry) to make an expansion
for them. By the way, during the study, we have found also a confirmation that in
general the comb entanglement of the XX model scales maximally when p = 2.
The analysis made, althought being approximate, strongly suggests that the
model studied could provide an example of hamiltonian which’s associate computa-
tional problem of determining the ground state’s energy could be untractable with
a classical machine. This hope is also due to the numerical analysis made in the last
chapter, that in the case of gaussian couplings confirms well the predictions. The
numerical analysis, however, has been possible only for a chain of a small number
of sites (∼ 60), because of the high smallness of the coefficients, and we have to
remeber that, on the other side, the theoretical (approximate) results suggests a
maximal scaling of entanglement entropy only in the asymptotic limit N →∞ (but
anyway a high scaling also in the finite case). In the non-asymptotic regime (and
thus for a finite chain), in fact, we have found (A) that it is impossible to have a
perfectly maximal scaling. Therefore it could be even possible, for the models which
show a linear nonmaximal scaling in this numerical study, to have a scaling that
approaches the maximal one in the asymptotic limit. Anyway, also those other cases
are hamiltonian models that could be untractable on a classical machine, because
the scaling of the entanglement entropy is still linear. The result obtained, then,
seems to suggest that the local hamiltonian problem could be QMA complete also
for a 2-local one dimensional chain of 2-level systems, that was what we hoped for
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in the first place. The numerical analysis, moreover, confirmed the already known
(and also already numerically tested) results for the scaling of entanglement entropy
for the homogeneous as well as the random models.
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Appendix A
Impossibility of a null T
submatrix with local
interactions
Here we will show that a system with only nearest neighbor interaction cannot have
a null T submatrix for the half chain.
T =
(
0 HN/2×(N/2)
KN/2×(N/2) 0
)
(A.1)
For computing Z from the knowing of T we could use the definition and have:
Λφ =
(
Λφ1 Λφ2
ΛTφ2 Λφ4
)
1 ⇒ Z = ΛφT =
(
Λφ2K Λφ1H
Λφ4K ΛTφ2H
)
(A.2)
Taking into account the unitarity conditions for T and φ together with the simmetry
condition for Λφ4 and Λφ1:
TTT = 1 ⇒ HHT = KKT = 1 (A.3)
φTφ = φφT = 1 (A.4)
Λφ1 = ΛTφ1 , Λφ4 = Λ
T
φ4 (A.5)
Now, for a model with only nearest-neighbor interactions we have to impose
further conditions on the shape of the Z matrix; in particular:
• the products Λφ4K and Λφ1H can be different from 0 only in the 1N2 and N2 1
elements (for a closed chain)
• they can be different from 0 only respectively in the 1N2 and N2 1 elements (for
an open chain)
• the products ΛTφ2K and Λφ2H have to be tridiagonal matrices
1Note that, because ZZT is symmetric and positive definite, also Λφ is symmetric and positive
definite.
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In particular, if we want a tridiagonal Z matrix, the following condition:
det(Λφ4K) = det(Λφ1H) = 0 ⇒ det(Λφ4) = det(Λφ1) = 0
are necessary. In particular, those implies that:
det(Λφ) = det(Λφ1) det(Λφ4)− det(Λφ2)2 = −det(Λφ2)2 < 0
but this is impossible because the matrix Λφ has to be (semi) positive definite. For
this reason, we can conclude that is impossible to find a tridiagonal matrix Z that
has the expected polar decomposition for our purpose.
Example A.1 (Examples of non-local interacting system with maximal entangle-
ment). Here is an example of non-local interacting system with maximal entangle-
ment. It is given by
H = K =
 0 . . . 1... 1 ...
1 . . . 0
 or H = K = 1 =
 1 . . . 0... 1 ...
0 . . . 1

For computing Z we have to use the definition (5.23); if we restrict to diagonal Λφ
we have:
Λφ = φTΛφ = Λ ≡
(
Λ1 0
0 Λ2
)
⇒ φ = 1
Z =
(
0 Λ1H
Λ2K 0
)
It this way we have found some simple models which’s ground state’s entanglement
entropy scales linearly. The problem of those models is that the interactions are not
nearest neighor, but highly non-local.
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