Position Management für ortsbezogene Community-Dienste by Treu, Georg
Position Management fu¨r
ortsbezogene Community-Dienste
Dissertation
eingereicht an der
Fakulta¨t fu¨r Mathematik, Informatik und Statistik
der
Ludwig-Maximilians-Universita¨t Mu¨nchen
vorgelegt von
Georg Treu
Datum der Einreichung: 19. April 2007
Datum des Rigorosums: 11. Juni 2007
1. Berichterstatter: Prof. Dr. Claudia Linnhoff-Popien, LMU Mu¨nchen
2. Berichterstatter: Prof. Dr. Christian Becker, Universita¨t Mannheim
Danksagung
Die vorliegende Arbeit entstand im Rahmen meiner Ta¨tigkeit als wissenschaftlicher Mit-
arbeiter in den Jahren 2004 bis 2007 am Lehrstuhl fu¨r Mobile und Verteilte Systeme des
Instituts fu¨r Informatik der Ludwig-Maximilians-Universita¨t Mu¨nchen.
Besonders dankbar bin ich meiner Doktormutter, Frau Prof. Dr. Claudia Linnhoff-Popien.
Claudia stand mir stets wohlwollend und mit wertvollem Rat zur Seite und ließ mir alle
Freiheiten und Mo¨glichkeiten, die mir wichtig waren. Gleichzeitig forderte sie Leistung ein.
Dies war offensichtlich genau der richtige Weg, um mich dazu zu bewegen, einen solch
umfangreichen Text wie diesen zu schreiben.
Dank gebu¨hrt auch Herrn Prof. Dr. Christian Becker, der sich bereit erkla¨rt hat, diese
Arbeit als Zweitgutachter zu betreuen. Christian gab mir bereits im Jahre 2005 anla¨sslich
eines Vortrags auf der KiVS sehr hilfreiche Anregung zur Fortfu¨hrung der in der Arbeit
behandelten Themen.
In der Dissertation werden so genannte ortsbezogene Dienste behandelt, die Herr Dr. Axel
Ku¨pper thematisch in den Lehrstuhl einbrachte. Sein dazu erschienenes Buch
”
Location–
based Services — Fundamentals and Operation“ war fast fertig, als ich an den Lehrstuhl
kam. Axel bot mir an, mit ihm gemeinsam auf dem Gebiet der ortsbezogenen Dienste zu
forschen, wofu¨r ich ihm sehr dankbar bin.
Weiterer Dank gilt den ju¨ngeren Team-Mitgliedern: Johannes Martens, Peter Ruppel und
Diana Weiß. Alle drei wurden von Axel und mir bei ihrer Diplomarbeit betreut und haben
damit (zum Teil ohne es zu ahnen) einen großen Beitrag zu dieser Arbeit geliefert. Auch
unseren externen Mitgliedern, Florian Fuchs, Caroline Funk und Dr. Markus Strassberger,
bin ich sehr dankbar fu¨r eine Menge gewinnbringender fachlicher Diskussionen und scho¨ne
gemeinsame Arbeiten.
Herzlicher Dank geht natu¨rlich auch an Herrn Prof. Dr. Heinz-Gerd Hegering und sein
MNM-Team, mit dem die Zusammenarbeit stets freundschaftlich und anregend war.
Zu guter Letzt danke ich meiner Familie fu¨r den großen Ru¨ckhalt und die guten Nerven
wa¨hrend der vergangenen drei Jahre.
Zusammenfassung
Bei ortsbezogenen Community-Diensten (Location-based Community Services, LBCSs) tau-
schen mobile Nutzer ihre Ortsinformationen miteinander aus oder setzen sie zueinander in
Beziehung, zum Beispiel um zu erfahren, welche anderen Community-Mitglieder gerade in
der Na¨he sind. Dabei regelt das so genannte Position Management die ¨Ubertragung, Analy-
se, Aufbereitung und Zugriffsverwaltung der Ortsinformationen entlang einer entsprechen-
den Wertscho¨pfungskette. Diese erstreckt sich vom Endgera¨t der Zielperson, auf dem die
Ortsinformation zum Beispiel mittels GPS abgeleitet wird, u¨ber Intermedia¨re wie dem Lo-
cation und LBS Provider bis hin zum Nutzer. Bei Community-Diensten ergeben sich die
folgenden Herausforderungen an das Position Management, die sich grob in die Bereiche
Datenschutz und Effizienz einteilen lassen:
Zum einen soll die Zielperson Kontrolle daru¨ber erhalten, wer unter welchen Umsta¨nden
auf ihre Ortsinformationen zugreifen darf. Um dies zu gewa¨hrleisten, mu¨ssen Ortsdaten
vor dem Location und LBS Provider anonymisiert werden ko¨nnen, wofu¨r bislang keine fu¨r
Community-Dienste geeignete Technik besteht. Außerdem soll die Zielperson in der Lage
sein, den Zugriff anderer Nutzer auf eine mo¨glichst einfache und sozial akzeptable Form zu
steuern.
Zum anderen sollen so genannte proaktive Mehrpersonen-LBCSs effizient realisiert wer-
den. Hier wird automatisch erkannt, wenn zwei oder mehr Zielpersonen eine vorher de-
finierte ra¨umliche Konstellation zueinander einnehmen. Ein Beispiel ist Buddy Tracking,
bei dem automatisch festgestellt wird, ob sich zwei Personen einander angena¨hert haben.
Das Problem hierbei ist die ha¨ufige ¨Ubertragung von Ortsinformationen u¨ber die knappe
Luftschnittstelle und der hohe, damit einhergehende Energieverbrauch auf dem Endera¨t der
Zielperson. Auch hier fehlen bislang geeignete Lo¨sungsansa¨tze.
Die Dissertation entwickelt daher neuartige Konzepte in beiden vorgestellten Bereichen
und zeigt deren Eignung anhand zahlreicher Simulationen sowie analytischer Bewertungen.
Auch wird die TraX-Plattform vorgestellt, welche die erarbeiteten Konzepte praktisch um-
setzt.
Abstract
In Location-based Community Services (LBCSs) mobile users interchange and correlate
their spatial positions, for example, in order to find out which other community members
are currently staying nearby. The so-called position management is responsible for the trans-
mission, analysis, processing and access control of position information, which is directed
along a corresponding supply chain. The supply chain spans from the mobile device of the
target person, where the position is derived, for example, by GPS, via intermediaries like
the location or LBS provider, to the domain of the user. Community services pose special
requirements on position management, which can be coarsely divided into the fields privacy
protection and efficiency:
First, the target person must be able to control by who and under which circumstances
her position information is accessed. To guarantee that, it must be possible to anonymize the
position data with respect to the location and LBS provider, for which so far no technique
exists that is suited for community services. Also, the target person must be able to authorize
requests to access her position in an easy and socially acceptable fashion.
Second, concepts for efficiently realizing so-called proactive multi-target LBCSs are nee-
ded. These services are automatically triggered as soon as two or more target person have
entered into a certain pre-defined spatial constellation. An example is buddy tracking, which
automatically detects when two persons have approached each other below a certain pro-
ximity distance. The technical problem to solve is the frequent transmission of position in-
formation over the scarce air-interface and the associated energy consumption at the mobile
terminal of the target person.
This dissertation develops new concepts in both of the sketched fields and shows their
feasibility based on numerous simulations and analytical reflection. Also the TraX-platform
is presented, which practically implements the developed concepts.
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1 Einleitung
Ortsbezogene Dienste (Location-based Services, LBSs) sind dank der immer ho¨heren Ver-
breitung von Global Positioning System (GPS)-fa¨higen mobilen Endgera¨ten endlich reif, fu¨r
einen breiten Markt attraktiv zu werden. Durch die von LBSs vorgesehene Integration von
Ortsinformationen mobiler Zielpersonen ergeben sich vo¨llig neue Dienstarten. Zusa¨tzlich
zur Nutzung klassischer Navigationsanwendungen, die mit GPS im Endgera¨t nicht mehr
nur im Auto, sondern auch zu Fuß oder auf dem Fahrrad mo¨glich werden, kann sich der
Nutzer zum Beispiel innerhalb so genannter ortsbezogener Community-Dienste verwirkli-
chen. Diese Dienste – Beispiele sind Friend-Finder- oder ortsbezogene Instant Messaging
(IM)-Dienste – beru¨cksichtigen die Beziehungen zwischen ihren Nutzern und verwenden zu
diesem Zweck gleichzeitig deren Aufenthaltsort.
LBSs tauchen nicht das erste Mal auf dem Radarschirm der Marktanalysten auf. Bereits
Anfang der 90er-Jahre wurden sie als die neue Killer-Applikation gehandelt. ¨Ahnlich wie
andere Technologien, die in ihrer ersten Generation mit hohem Aufwand vorangetrieben
wurden, geschah dies damals bei LBSs jedoch mit nur sehr begrenztem Erfolg.
Vergleichbar sind sie in dieser Hinsicht mit dem Wireless Application Protocol (WAP)
der Version 1.0. Web-Inhalte wurden dem Nutzer hier u¨ber leichtgewichtige, auf die Lei-
stungsmerkmale mobiler Endgera¨te zugeschnittene Netzwerkprotokolle und Markup-Spra-
chen nahegebracht. Die Anbindung an das fest verdrahtete World Wide Web (WWW) erfolg-
te u¨ber spezielle WAP-Gateways. Nicht zuletzt aufgrund der geringen Kompatibilita¨t dieser
Speziallo¨sung mit klassischen WWW-Seiten gab es jedoch nur sehr wenige externe Dienst-
betreiber, die sich den Umstand machten, ihr Web-Angebot u¨ber WAP bereitzustellen. Eine
Besserung ergab erst die Einfu¨hrung von WAP 2.0, das auch klassische Internet-Protokolle
und Markup-Sprachen vorsieht und so auch herko¨mmliche WWW-Seiten auf dem mobilen
Endgera¨t zur Anzeige bringt. Die Eintrittsschwelle fu¨r externe Betreiber, ihr Web-Angebot
an das mobile Umfeld anzupassen, verkleinerte sich somit. Gleichzeitig wurde die Technik
benutzbarer, da leichter zu konfigurieren, und kostengu¨nstiger, und endlich war eine wahr-
nehmbare Nutzerzahl bereit, sich auf diese neue Technologie einzulassen.
Ein wichtiger Treiber dieses Prozesses war technologischer Art. Immer leistungsfa¨higere
Modelle mobiler Endgera¨te machten es mo¨glich, auf die speziellen Optimierungen, die WAP
1.0 vorsieht, zu verzichten. Erst mit der Verbreitung dieser modernen Gera¨te, die in der Lage
sind, einen voll funktionsfa¨higen WWW-Browser auszufu¨hren, erhielt das klassische WWW
Einzug in die mobile Welt.
Eine vergleichbare Situation deutet sich derzeit bei LBSs an. Wie gesagt wurden Anfang
der 90er-Jahre LBSs mit sehr hohen Erwartungen besetzt, die Kassen der Mobilfunkbetrei-
ber, die nicht zuletzt unter den hohen Investitionen in UMTS-Frequenzen und -Netztech-
nologien gelitten hatten, wieder aufzubessern. Grundlegender technologischer Ansatz war
dabei die netzbasierte Ortung: Mittels fu¨r das Global System for Mobile Communications
(GSM) spezifischer Signalisierung wurde die Position des Mobilfunkteilnehmers ermittelt,
indem sie zum Beispiel dem Standort der aktuell bedienenden Basisstation gleichgesetzt
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wurde (Cell-Id-Verfahren). Die so abgeleitete Position wurde dann entweder vom Netzbe-
treiber selbst verwendet, um dem Teilnehmer eigene LBSs anzubieten (ein klassisches Bei-
spiel ist der Taxi-Finder-Dienst), oder sie wurde externen LBS-Anbietern gegen eine Gebu¨hr
zur Verfu¨gung gestellt.
Wie im na¨chsten Kapitel genauer diskutiert, hat dieser Ansatz aufgrund verschiedener
Einschra¨nkungen nicht funktioniert: Zum einen waren die LBSs, die direkt vom Netzbe-
treiber erbracht wurden – von bestimmten Ausnahmen abgesehen – nur wenig innovativ.
Zum anderen hatten es die externen LBS-Betreiber schwer, LBSs u¨berhaupt zum Laufen
zu bringen. Dies lag zum großen Teil an dem sehr rigiden Kostenmodell, was eine Bezah-
lung pro Ortung vorsieht und es somit erschwert, ein tragbares Gescha¨ftsmodell zu finden.
Gleichzeitig machte die nur sehr ungenaue Ortung durch das Cell-Id-Verfahren mo¨gliche
LBSs nur begrenzt attraktiv bzw. schra¨nkte die Auswahl an LBSs, die u¨berhaupt sinnvoll
waren, stark ein. Schließlich lag eine Hauptschwierigkeit fu¨r Drittanbieter darin begru¨ndet,
dass zur Erreichung einer kritischen Nutzermasse Vertra¨ge bzw. technische Schnittstellen
mit mehreren Mobilfunkbetreibern gleichzeitig geschlossen werden mussten.
Im weitesten Sinn ist die netzbasierte Wertscho¨pfungskette, in deren Zentrum der Netz-
betreiber stand und die den LBSs der ersten Generation zugrunde lag, also mit WAP 1.0
vergleichbar: Diese LBSs hatten eine unzureichende Qualita¨t (Cell-Id), die Dienstdiversita¨t
war sehr beschra¨nkt, und sie waren mit hohen Kosten verbunden.
Gleichermaßen wie bei WAP ergibt sich fu¨r LBSs in den letzten Jahren eine technolo-
gische Entwicklung, die diese Rahmenbedingungen grundlegend vera¨ndert. Mobiltelefone
sind zunehmend mit GPS-Empfa¨ngern ausgestattet, die es mo¨glich machen, die aktuelle Po-
sition ihres Besitzers mit einer sehr hohen Genauigkeit zu bestimmen. Bei GPS handelt es
sich um ein endgera¨tbasiertes Ortungsverfahren, was zur Folge hat, dass der Nutzer die Kon-
trolle u¨ber seine eigenen Ortsdaten hat. Er ist somit in der Lage, diese mittels o¨ffentlicher
Datendienste, wie dem General Packet Radio Service (GPRS) oder Universal Mobile Te-
lecommunications System (UMTS) im paketvermittelnden Modus, direkt an externe LBS-
Betreiber zu u¨bermitteln, wodurch sich eine bisher nicht da gewesene Wettbewerbssituation
ergibt. Dem Mobilfunkbetreiber kommt in dieser neuen Wertscho¨pfungskette keine aktive
Rolle mehr zu.
Durch die Integration von GPS in Mobiltelefone wird es jetzt also mo¨glich, LBSs mit
einer sehr hohen Qualita¨t (10 bis 15 m Genauigkeit) anzubieten. Gleichzeitig ist mit ei-
ner Vielzahl konkurrierender LBS-Betreiber auf dem Markt zu rechnen und mit einer ent-
sprechenden Vielfalt innovativer Dienste. Da der Netzbetreiber sein Preismonopol auf die
Ortsdaten verloren hat, richten sich die entstehenden Kosten prinzipiell nur noch nach den
Preisen der zur ¨Ubertragung benutzten Datendienste, welche momentan stark sinkend sind.
Eine im Festnetz besonders erfolgreiche Dienstform sind so genannte Community-Dienste,
die die Beziehungen zwischen ihren Nutzern bei der Diensterbringung beru¨cksichtigen. Bei-
spiele sind Blogs, Foren, Chat-Ra¨ume und Messenger-Anwendungen sowie Dienste, die
auf dem sozialen Netzwerk ihrer Nutzer aufbauen. Mit der Mo¨glichkeit, Ortsinformatio-
nen von Nutzern zu integrieren, ergibt sich fu¨r mobile Community-Dienste eine Vielfalt
neuer Anwendungen: Nutzer ko¨nnen sich zum Beispiel u¨ber den Aufenthaltsort der an-
deren Community-Mitglieder informieren und dementsprechend ihr Kommunikationsver-
halten anpassen. Oder sie ko¨nnen sich automatisch benachrichtigen lassen, sobald andere
Community-Mitglieder in der Na¨he sind, um perso¨nlich in Kontakt zu treten.
Wa¨hrend die Anreicherung klassischer Einzelnutzer-Dienste mit Ortsinformationen durch
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die neue, GPS-basierte Wertscho¨pfungskette relativ leicht wird, stellen sich bei Community-
Diensten jedoch besondere Anforderungen an das so genannte Position Management.
Eine Schwierigkeit ist die Erbringung proaktiver Mehrpersonen-LBSs. Dabei wird au-
tomatisch erkannt, wenn sich zwischen mehreren Zielpersonen derselben Community eine
bestimmte ra¨umliche Konstellation ergibt. Einfachstes und grundlegendstes Beispiel, dem
in dieser Arbeit eine besondere Bedeutung zukommt, ist die Nahbereichserkennung. Der
Nutzer wird hierbei automatisch informiert, sobald sich ihm eine Person auf eine bestimmte
ra¨umliche Distanz angena¨hert hat, zum Beispiel im Rahmen eines proaktiven Friend-Finder-
Dienstes. Hierzu mu¨ssen die Positionen der unterschiedlichen Teilnehmer regelma¨ßig mit-
einander abgeglichen werden. In einem naiven Ansatz, bei dem die Positionen dazu sta¨ndig
an einen zentralen Location Server u¨bermittelt werden, wu¨rde dies jedoch zu großen techni-
schen Problemen fu¨hren: Die begrenzte Luftschnittstelle wu¨rde u¨berlastet und die Batterie-
ressourcen des Endgera¨ts, die zum ¨Ubertragen der Nachrichten gebraucht werden, in einem
nicht akzeptablen Maße beansprucht. Fu¨r die Realisierung dieser und verwandter Funktio-
nen werden in dieser Arbeit neue, effizientere Lo¨sungen entwickelt und evaluiert.
Ein zweites Problem, das entsteht, wenn so sensible Daten wie Ortsinformationen zwi-
schen verschiedenen LBS-Akteuren ausgetauscht werden, ist der Datenschutz. Diesem sehr
komplexen Thema widmet sich der zweite Teil dieser Arbeit, sowohl auf einer rein tech-
nischen Ebene (Anonymisierung) als auch auf einer nutzerfokussierten (soziale Akzeptanz
von Autorisierungsverfahren).
Die Struktur der Arbeit ist wie folgt: Das direkt anschließende Kapitel vermittelt die im
Weiteren beno¨tigten Grundlagen von LBSs. Besprochen werden die verschiedenen Klassen
vorstellbarer LBSs sowie die bei der Erbringung eines LBS involvierten Rollen und Ak-
teure. Ferner wird detailliert auf die bereits angesprochenen LBS-Wertscho¨pfungsketten der
ersten und der zweiten Generation eingegangen. Kapitel 3 setzt dann das Thema LBSs und
Community-Dienste klarer in Zusammenhang, und es werden die in dieser Arbeit zu be-
handelnden Herausforderungen an das Position Management im Detail erarbeitet. Kapitel 4
entwickelt neuartige Mechanismen zur effizienten Realisierung der proaktiven Nahbereichs-
und Trennungserkennung zwischen zwei mobilen Zielpersonen. Kapitel 5 erweitert diesen
Mechanismus dann auf die proaktive Erkennung von Cliquen, wobei automatisch erkannt
wird, wenn sich mehr als zwei Personen zueinander in ra¨umlicher Na¨her befinden. Kapi-
tel 6 geht ausfu¨hrlich auf die beiden angesprochenen Datenschutz-Themen ein. In Kapi-
tel 7 wird die praktische Realisierung der entwickelten Konzepte anhand der so genann-
ten TraX-Plattform gezeigt. Dabei ergibt sich unter anderem eine funktionale Schichtung,
die nicht nur die effiziente und einfache Erkennung von Cliquen und nahe gelegenen Paa-
ren ermo¨glicht, sondern auch die Lo¨sung weiterer wichtiger Problemstellungen, wie der
¨Uberwachung der k na¨chsten Nachbarn einer Zielperson, in Aussicht stellt. Kapitel 8 fasst
schließlich die Ergebnisse der Arbeit zusammen und gibt einen Ausblick auf weitere For-
schungsmo¨glichkeiten in dem behandelten Gebiet.
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2 Grundlagen ortsbezogener
Dienste
2.1 Akteure und Rollen
LBSs sind IT-Dienste, die die geographische Position eines oder mehrerer Individuen ein-
beziehen, um fu¨r ihre Nutzer Informationen zu erzeugen, zu filtern oder auszuwa¨hlen. Die
Ausfu¨hrung eines LBS erfolgt organisationsu¨bergreifend. Dies bedeutet, dass zur Erbrin-
gung eines LBS verschiedene Akteure zusammenarbeiten. Solche Akteure ko¨nnen natu¨rliche
Personen, Firmen oder andere Organisationsformen sein. Jeder dieser Akteure u¨bernimmt
dabei eine oder mehrere Rollen. Diese fassen jeweils eine Reihe technischer Funktionen zu-
sammen, die direkt mit der Erbringung des LBS verknu¨pft sind, vergleiche [98; 94]. Die
folgenden Rollen sind fu¨r diese Arbeit von Bedeutung.
• Positioning Enabler: Als Positioning Enabler wird die Organisation bezeichnet, die
die zur Ortung notwendige Infrastruktur einrichtet und betreibt.
• Zielperson: Das sind die Individuen, deren Ortsinformationen fu¨r den LBS herange-
zogen werden.
• Location Provider: Er tritt als Intermedia¨r auf, der die Ortsinformationen mehre-
rer Zielpersonen verwaltet und aufbereitet und sie verschiedenen LBS Providern zur
Verfu¨gung stellt.
• Content Provider: Er unterstu¨tzt LBSs durch die Bereitstellung zusa¨tzlicher Inhalte,
zum Beispiel Kartenmaterial oder Routeninformationen.
• LBS Provider: Dieser erbringt letztendlich den LBS.
• Nutzer: Das sind die Personen, die auf ortsbezogene Inhalte zugreifen bzw. sie nut-
zen.
2.2 LBS-Klassifikation
Im Folgenden werden verschiedene Merkmale beschrieben, mit denen sich LBSs funktio-
nal klassifizieren lassen, vergleiche [98; 111]. Eine solche LBS-Klasse ist dabei entweder
inha¨rent oder variabel. Im ersten Fall sind die Merkmale, die die Klasse definieren, fest an
die Struktur des LBS gekoppelt. Treffen solche inha¨renten Merkmale also nicht mehr auf
einen LBS zu, so handelt es sich auch nicht um denselben Dienst. Eine variable LBS-Klasse
la¨sst sich im Gegensatz dazu wa¨hrend der Ausfu¨hrung desselben LBS mit Hilfe geeigneter
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Handover-Mechanismen wechseln. Die inha¨renten Klassenmerkmale eines LBS sind also
wesentlich sta¨rker als die variablen. Die drei folgenden inha¨renten Klassenmerkmale finden
sich auch wieder in Kapitel 3 zur Identifizierung der Herausforderungen an Community-
Dienste:
• Reaktive und proaktive LBSs: Wa¨hrend bei reaktiven LBSs dem Nutzer ortsbezo-
gene Informationen nur auf Anfrage ausgeliefert werden, lo¨sen proaktive LBSs beim
Eintreten vordefinierter ra¨umlicher Ereignisse, wie etwa dem Anna¨hern einer Zielper-
son an einen Point of Interest (PoI), Dienstaktionen aus.
• Selbst- und querverweisende LBSs: Bei selbstverweisenden LBSs ist der Nutzer mit
der Zielperson identisch, das heißt, die dem Nutzer pra¨sentierte Information bezieht
sich auf dessen eigene Position. Im Gegensatz dazu stehen querverweisende LBSs, bei
denen die Nutzer bezu¨glich des Aufenthaltsorts anderer Personen informiert werden,
also nicht mit der Zielperson gleichgesetzt sind.
• Einzel- und Mehrpersonen-LBSs: Einzelpersonen-LBSs verbinden die Position ei-
ner einzelnen Zielperson mit geographischen Inhalten, zum Beispiel zur Darstellung
des aktuellen Aufenthaltsorts der Zielperson auf einer Karte. Bei Mehrpersonen-LBSs
werden hingegen die Positionen mehrerer Zielpersonen miteinander verknu¨pft, zum
Beispiel um herauszufinden, ob sich bestimmte Personen in geographischer Na¨he be-
finden.
Als Beispiele fu¨r variable LBS-Klassenmerkmale seien die folgenden genannt. Verschie-
dene weitere Unterteilungen sind jedoch denkbar:
• Zentralisierte und Peer-to-Peer-LBSs: Zentralisierte LBSs werden von einem zen-
tralen Location oder Application Server angeboten und verwaltet. Peer-to-Peer-LBSs
organisieren sich hingegen selbststa¨ndig, das heißt, die Positionsdaten werden direkt
zwischen den Nutzern bzw. Zielpersonen ohne die Anwesenheit von Intermedia¨ren
ausgetauscht.
• Outdoor- und Indoor-LBSs: Outdoor-LBSs verfu¨gen u¨ber ein großes Abdeckungs-
gebiet im Freien und verwenden in der Regel satellitengestu¨tzte oder zellbasierte Po-
sitionierungsverfahren. Im Gegensatz dazu unterstu¨tzen Indoor-LBSs den Nutzer in-
nerhalb eines Geba¨udes und basieren daher auf lokalen Ortungsverfahren. Bei Indoor-
LBSs spielen in der Regel topologische Beziehungen, wie zum Beispiel die Erreich-
barkeit verschiedener Ra¨ume anhand eines Geba¨udeplans, eine gro¨ßere Rolle als bei
Outdoor-LBSs.
Weil der dynamische Handover eines LBS zwischen Peer-to-Peer und zentraler Ausfu¨hr-
ung bzw. zwischen Indoor und Outdoor fu¨r den Nutzer transparent verlaufen kann, werden
die beiden Klassenmerkmale also als variabel eingestuft.
Abbildung 2.1 gibt einen ¨Uberblick auf die unterschiedlichen Klassen von LBSs. Typi-
sche LBSs der ersten Generation sind reaktiv, selbstverweisend, auf einzelne Nutzer be-
schra¨nkt und fokussieren sich auf den Outdoor Bereich. Die Mehrheit dieser LBSs la¨sst sich
am besten durch den Begriff Finder-Dienste charakterisieren, da sie ihren Nutzern den Weg
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Abbildung 2.1: Funktionale Klassifikation von LBSs
zu in der Na¨he gelegenen PoIs wie Restaurants oder Geldautomaten weisen. In den letzten
Jahren hat sich jedoch gezeigt, dass ho¨her entwickelte LBSs gro¨ßeren Zuspruch erhalten
ko¨nnten. Wie es scheint, stellen sie die na¨chste Generation von LBSs dar. Beispiele sind
Child-Tracker-Dienste, mit deren Hilfe Eltern den Aufenthaltsort ihrer Kinder bestimmen
ko¨nnen (reaktiv, querverweisend und Einzelperson), oder Community-Dienste, bei denen
die Mitglieder einer virtuellen Community ihre geographischen Positionen auf Wunsch mit-
einander austauschen bzw. in Bezug zueinander setzen ko¨nnen (reaktiv und proaktiv, quer-
verweisend, Einzel- und Mehrpersonen).
2.3 LBS-Wertscho¨pfungsketten
Bei der Erbringung eines LBS fließen die Ortsinformationen zwischen den verschiede-
nen LBS-Akteuren entlang einer entsprechenden LBS-Wertscho¨pfungskette. Abbildung 2.2
zeigt die klassische, netzwerkzentrische Wertscho¨pfungskette. Sie hat ihren Ursprung in der
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Abbildung 2.2: Klassische, netzwerkzentrische LBS-Wertscho¨pfungskette
Gesetzesdirektive E911 der Vereinigten Staaten, die in den spa¨ten neunziger Jahren durch-
gesetzt wurde und die es Netzbetreibern vorschreibt, notrufende Mobilfunkteilnehmer mit
einer vorgegebenen Genauigkeit zu orten. Nachdem die vorhandenen Netze damals nicht
in der Lage waren, die geforderte Genauigkeit zu erreichen, fu¨hrte E911 zu enormen An-
strengungen seitens der Netzbetreiber, die Netze durch entsprechende Ortungstechnologien
aufzuru¨sten. LBSs stellten damals eine viel versprechende Mo¨glichkeit dar, diese Techno-
logien auf kommerzieller Basis zu nutzen und die auferlegten Investitionen zumindest teil-
weise wieder hereinzuholen.
Als Ergebnis ergab sich eine netzwerkzentrische Wertscho¨pfungskette, in der der Netz-
betreiber gleichzeitig als Location Provider auftritt. Die Positionsbestimmung der Zielper-
son wird innerhalb des zellula¨ren Mobilfunknetzes kontrolliert und durch netzspezifische
Technologien wie Cell-Id oder Uplink Time Difference of Arrival (U-TDoA) realisiert. Die
abgeleiteten Ortsinformationen werden am Gateway Mobile Location Center (GMLC) des
Netzbetreibers bereitgestellt und dort von einem externen LBS Provider mit Hilfe des Mobi-
le Location Protocol (MLP) [131], das von der Open Mobile Alliance (OMA) standardisiert
und gepflegt wird, gegen Gebu¨hr abgeholt.
Leider stellte sich der netzwerkzentrische Ansatz aus mehreren Gru¨nden nicht als Erfolg
heraus. Erstens versuchen noch viele Netzbetreiber, insbesondere außerhalb der Vereinigten
Staaten, die hohen Kosten, die bei der Installation hoch entwickelter Ortungstechnologien
entstehen, zu vermeiden. Stattdessen wird oft nur eine Ortung mittels Cell-Id angeboten,
welche die Genauigkeitsanforderungen vieler LBSs leider nicht erfu¨llen kann. Zweitens
stellen viele Netzbetreiber die abgeleiteten Ortsinformationen ihrer Teilnehmer nur zu sehr
hohen Preisen bereit.
Mit der immer breiteren Verfu¨gbarkeit pra¨ziser endgera¨tbasierter Ortungsverfahren, wie
GPS oder dem geplanten europa¨ischen System Galileo, ergibt sich zur netzwerkzentrischen
Wertscho¨pfungskette eine Alternative. Positionsdaten ko¨nnen nun direkt vom mobilen End-
gera¨t der Zielperson ermittelt und an den LBS bzw. Location Provider mit Hilfe paketver-
mittelnder mobiler Datendienste wie GPRS oder UMTS weitergeleitet werden. Das GMLC
des Netzbetreibers wird dabei einfach umgangen.
Neben satellitengestu¨tzten Systemen wie GPS und Galileo stehen noch andere endge-
ra¨tbasierte Methoden zur Verfu¨gung. So bestimmt zum Beispiel das Endgera¨t beim end-
gera¨tbasierten Pendant der netzwerkbasierten Cell-Id-Methode seine Position anhand der
momentan bedienenden Basisstation oder eines sich in Reichweite befindlichen WLAN
Access Points selbst. Eine lokal vorgehaltene Datenbank liefert dabei die Abbildung vom
Identifikator der Basisstation auf dessen geographische Position. Die durch dieses Verfah-
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ren erzielte Genauigkeit entspricht also dem Radius der Zelle, welcher bei GSM bis zu 35
km betragen kann. Sie la¨sst sich verbessern, indem gleichzeitig mehrere Basisstationen so-
wie gemessene Signalsta¨rken beru¨cksichtigt werden, wie es zum Beispiel im Rahmen des
PlaceLab-Projektes [100] vorgesehen ist. In diesem Fall spricht man auch von Location
Fingerprinting [83]. Es ermo¨glicht insbesondere die Ortung innerhalb von Geba¨uden, wo
satellitengestu¨tzte Systeme bislang nicht einsetzbar sind. Andere mo¨gliche endgera¨tbasierte
Verfahren, die mit Hilfe des zellula¨ren Netzes umgesetzt werden, sind Enhanced Observed
Time Difference (E-OTD) und Observed Time Difference of Arrival (OTDoA). Einen umfas-
senden ¨Uberblick auf die verschiedenen Verfahren liefert [94]. Eine spezielle Behandlung
fu¨r Ortungstechniken innerhalb von Geba¨uden findet sich in [90].
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Abbildung 2.3: Direkte endgera¨tzentrische LBS-Wertscho¨pfungskette
Zwei verschiedene endgera¨tzentrische Wertscho¨pfungsketten sind mo¨glich. In beiden Fa¨l-
len verwaltet ein Positioning Enabler die zur Ortsbestimmung notwendige Infrastruktur.
Dieser ist jedoch nicht – wie beim netzwerkzentrischen Ansatz – mit der Vermittlung von
Ortsinformationen betraut.
Die direkte endgera¨tzentrische Wertscho¨pfungskette ist die einfachere von beiden und
wird in Abbildung 2.3 dargestellt. Mit ihrer Hilfe lassen sich leicht rudimenta¨re LBSs reali-
sieren, die keine kontinuierliche Verfolgung der Zielpersonen erfordern und auch nicht die
Positionen mehrerer Zielpersonen korrelieren. Gemeint sind also reaktive und selbstverwei-
sende Einzelpersonen-LBSs, wie die klassischen Finder-Dienste der ersten LBS-Generation,
die auf der klassischen, netzwerkzentrischen Wertscho¨pfungskette beruhten.
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Abbildung 2.4: Indirekte endgera¨tzentrische LBS-Wertscho¨pfungskette
Zur Realisierung proaktiver, querverweisender oder Mehrpersonen-LBSs mu¨ssen beim
direkten Ansatz die entsprechenden Tracking-Funktionalita¨ten jedoch von jedem LBS Pro-
vider separat bereitgestellt werden. Deshalb fungiert bei der indirekten endgera¨tzentrischen
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Wertscho¨pfungskette, die in Abbildung 2.4 dargestellt ist, ein Location Provider als Ver-
mittler zwischen Zielperson und LBS Provider. Der Location Provider realisiert bereits
ho¨herwertige Funktionen, zum Beispiel zur Erkennung ra¨umlicher Konstellationen zwi-
schen mehreren Zielpersonen, und stellt sie dem LBS Provider u¨ber wohldefinierte Schnitt-
stellen bereit, vergleiche [162]. Er verwaltet und wertet die Daten einer Menge von Ziel-
personen im Auftrag mehrerer LBSs aus, wodurch sich eine Reihe von Synergien ergibt.
Das indirekte Modell bietet außerdem den Vorteil, dass der Location Provider aus Sicht der
Zielperson der einzige Zugangspunkt ist. Eine Zielperson, die ihrem Location Provider ver-
traut, muss somit den einzelnen LBS Providern weniger Vertrauen entgegenbringen. Dies
ist insbesondere bei proaktiven Mehrpersonen-LBSs entscheidend, die typischerweise sehr
viele Daten u¨ber die Zielpersonen sammeln.
Auf den ersten Blick hat das indirekte Modell ¨Ahnlichkeit mit der netzwerkzentrischen
Lo¨sung. Tatsa¨chlich ko¨nnte der Netzbetreiber auch hier die Rolle des Location Providers
u¨bernehmen und die Ortsinformationen seiner Teilnehmer verwalten. Im Gegensatz zum
netzwerkzentrischen GMLC hat der Netzbetreiber nun jedoch sein Monopol auf die Orts-
informationen verloren und steht in Konkurrenz zu anderen Location Providern. Die Be-
reitstellung der typischen Funktionen des Location Providers ist nun außerdem nicht mehr
abha¨ngig von systemspezifischen Positionierungsverfahren und erlaubt daher auch die In-
tegration nicht standardisierter Verfahren und Techniken zur Indoor-Lokalisierung, womit
sich die teilweise weniger flexiblen Netzbetreiber unter Umsta¨nden schwerer tun als auf die
Rolle des Location Providers spezialisierte Unternehmen.
2.4 Position-Update-Methoden
Diese Arbeit geht von der indirekten endgera¨tzentrischen Wertscho¨pfungskette aus. Ein
Hauptteil der Arbeit bescha¨ftigt sich mit der Reduktion von Nachrichtenaufwand u¨ber die
begrenzte Luftschnittstelle, der bei der Realisierung proaktiver Mehrpersonen-LBSs anfa¨llt.
Im Folgenden werden daher verschiedene Methoden beschrieben, mit deren Hilfe sich der
zentralisierte Location Server des Location Providers u¨ber die Positionen der Zielpersonen
informieren kann. Die Gera¨te der Zielpersonen u¨bermitteln zu diesem Zweck so genann-
te Position Updates an den Server, was anhand der folgenden Position-Update-Methoden
geschehen kann, vergleiche [106; 96]:
• Polling. Der Location Server fragt die aktuelle Position des Gera¨ts an. Dies kann
durch eine Anfrage seitens der Anwendung an den Server ausgelo¨st werden oder auf
periodischer Basis bzw. aufgrund spezieller Caching-Strategien vom Server ausgehen.
• Periodisches Position Update. Das Gera¨t lo¨st ein Position Update aus, nachdem –
bezogen auf das letzte Update – ein vordefinierter Zeitraum, das so genannte Update-
Intervall, verstrichen ist.
• Distanzbasiertes Position Update. Das mobile Endgera¨t sendet ein Position Update,
sobald die Distanz zwischen der zuletzt u¨bermittelten und der aktuellen Position einen
vordefinierten Schwellwert u¨bersteigt, welcher im Folgenden als Update-Distanz be-
zeichnet wird.
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• Zonenbasiertes Position Update. Ein Position Update wird beim Betreten oder Ver-
lassen einer vorgegebenen geographischen Zone ausgelo¨st, welche zum Beispiel als
Kreis mit eindeutig definiertem Mittelpunkt und Radius oder als Polygon definiert
sein kann. Im Folgenden wird eine solche Zone als Update Zone bezeichnet.
• Koppelnavigation (Dead Reckoning). Basierend auf der zuletzt gesendeten Positi-
on sowie zusa¨tzlich u¨bermittelten Parametern, wie der zu dem Zeitpunkt gemesse-
nen Geschwindigkeit und Richtung, berechnen Endgera¨t und Server simultan dessen
gescha¨tzte aktuelle Position, wozu eine beiderseits bekannte Vorhersagefunktion f
verwendet wird. Stellt das Gera¨t fest, dass die berechnete Position von seiner wahren
Position um mehr als einen vorgegebenen Schwellwert abweicht, so wird ein Position
Update u¨bermittelt. Verschiedene Arten der Berechnung von f sind bislang bekannt,
worauf an spa¨terer Stelle im Detail eingegangen wird.
• Piggybacking. Hier wird die Position des Endgera¨ts dem LBS-Dienstaufruf direkt an-
geha¨ngt, zum Beispiel zur Erfragung umliegender PoIs. Der zur Ortung notwendige,
zusa¨tzliche Nachrichtenaustausch kann so vermieden werden. Piggybacking eignet
sich vor allem fu¨r reaktive, selbstverweisende LBSs.
Um die auf der Luftschnittstelle stark begrenzte Bandbreite zu schonen sowie den Ener-
gieverbrauch mobiler Endgera¨te einzuschra¨nken, soll das durch diese Methoden erzeugte
Nachrichtenaufkommen mo¨glichst gering gehalten werden. Gleichzeitig sollen die jeweili-
gen Anwendungsanforderungen bezu¨glich Verfu¨gbarkeit und Aktualita¨t der ermittelten Po-
sitionen erfu¨llt werden. Die verschiedenen Methoden ko¨nnen daher dynamisch konfiguriert
und entsprechend dieser Anforderungen angewendet werden. Abbildung 2.5 zeigt den typi-
schen Verlauf eines Nachrichtenaustausches, wie er zwischen dem Location Server und dem
mobilen Endgera¨t der Zielperson im Rahmen einer solchen Positionierungssitzung stattfin-
den kann.
Nach der Registrierung fu¨r die Sitzung (1) u¨bermittelt der Location Server dem mo-
bilen Endgera¨t einen so genannten Position Update Request (2), welcher die Konfigura-
tion tra¨gt, anhand derer Position Updates ausgelo¨st werden sollen. Dies entspricht also
der Auswahl einer oder mehrerer der genannten Update-Methoden sowie der Definition
entsprechender Parameter, also zum Beispiel distanzbasierte Updates parametrisiert durch
die Update-Distanz. Das Gera¨t aktiviert dann, falls noch nicht geschehen, eines der auf
dem Endgera¨t verfu¨gbaren Verfahren zur Positionsbestimmung, zum Beispiel GPS, von
dem es ab nun kontinuierlich Positionsinformationen erha¨lt (3). Die so ermittelten Posi-
tionen werden stetig mit der empfangenen Update-Konfiguration verglichen. Im Falle einer
¨Ubereinstimmung sendet das Gera¨t ein Position Update an den Server (4). Unter anderem
entha¨lt diese Nachricht die letzte Position des Zielobjekts sowie einen Zeitstempel. Diese
Werte werden dann vom Location Server verarbeitet, beispielsweise werden sie mit den Po-
sitionen anderer Zielpersonen verglichen oder an einen Anwendungsserver weitergeleitet.
Eine Update-Konfiguration bleibt so lange gu¨ltig, bis sie vom Location Server aktualisiert
(5) oder explizit beendet (8) wird. Zusa¨tzlich kann der Location Server unabha¨ngig von der
ausgefu¨hrten Update-Methode gezielt Positionen nachfragen, indem er einen so genannten
Polling Request an das Gera¨t absetzt (6). Dieser wird mittels einer Polling Response, welche
wiederum die aktuell gemessene Position tra¨gt, vom Gera¨t beantwortet (7).
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Abbildung 2.5: Nachrichtenaustausch wa¨hrend einer Positionierungssitzung
Allgemein gesprochen dienen die unterschiedlichen Update-Methoden dazu, eine sekun-
da¨re Kopie von Ortsinformationen auf dem Location Server aktuell zu halten, basierend
auf einer prima¨ren Kopie auf dem mobilen Endgera¨t. Wegen Einschra¨nkungen bezu¨glich
der begrenzten Luftschnittstelle sowie der Batteriereserven des Gera¨ts kann der Stand der
Sekunda¨rkopie dem der prima¨ren jedoch nicht immer exakt entsprechen. Die Ortsinforma-
tion auf dem Location Server ist also stets mit einer gewissen Unsicherheit verknu¨pft. Im
Gegensatz zur Ungenauigkeit, die aus einer ungenauen Positionsbestimmung resultiert, be-
schreibt Unsicherheit unvollsta¨ndiges Wissen des Location Servers bezu¨glich einer bereits
gemessenen (und mo¨glicherweise ungenauen) Position.
Zum Erreichen eines festen Unsicherheitsschwellwerts d zwischen Gera¨t und Server wur-
den die Eigenschaften von periodischem und distanzbasiertem Updating [106] wie auch
verschiedener Varianten der Koppelnavigation [166] [105] in der Literatur bereits hinrei-
chend untersucht. Hierbei soll die auf dem Endgera¨t gemessene Position von der auf dem
Server verfu¨gbaren nie um mehr abweichen als eine vorgegebene Luftliniendistanz d. Dies
ermo¨glicht es dem Location Server, gewisse Lokalisierungsanfragen zu bearbeiten, ohne
dafu¨r das Endgera¨t explizit anfragen zu mu¨ssen, sondern nur durch Inspektion seines loka-
len Caches. Nimmt man eine bestimmte Ha¨ufung solcher Anfragen an, so la¨sst sich durch
die Methoden der insgesamt zwischen Gera¨t und Server entstehende Kommunikationsauf-
wand reduzieren. Es zeigt sich, dass distanzbasierte Updates den periodischen vorzuziehen
sind, falls sich die betrachteten Zielobjekte unregelma¨ßig bewegen, wie es zum Beispiel
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bei Personen in typischen Bu¨roumgebungen der Fall ist. ¨Uberdies stellt sich die Koppel-
navigation als effizienter heraus als distanzbasierte Updates, insbesondere wenn sie durch
Kartendaten unterstu¨tzt wird.
Bestehende Untersuchungen beziehen sich auf die kontinuierliche Verfolgung der Positio-
nen einzelner Zielpersonen bezu¨glich eines fest vorgegebenen Unsicherheitsschwellwerts.
Die in dieser Arbeit behandelte proaktive Nahbereichs- und Trennungserkennung sowie die
Erkennung von Cliquen betrachten hingegen das ra¨umliche Verha¨ltnis mehrerer Zielperso-
nen. Es wird spa¨ter erkla¨rt, wie die verschiedenen Position-Update-Methoden zu diesem
Zweck dynamisch parametrisiert werden ko¨nnen. Zuvor kla¨rt das na¨chste Kapitel jedoch
erst die Begrifflichkeiten und Anforderungen im Bezug auf die behandelten Community-
Dienste.
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3 Problemstellung
Dieses Kapitel identifiziert Herausforderungen, die bei der Realisierung so genannter orts-
bezogener Community-Dienste (Location-based Community Services, LBCSs) auftreten. Zu-
erst werden die Bedeutungen der Begriffe Community, Community-Dienst und LBCS ge-
kla¨rt und es wird kurz auf bestehende LBCSs eingegangen. Dann wird anhand der LBS-
Klassifikation aus dem letzten Kapitel diskutiert, welche Herausforderungen die verschie-
denen Typen von LBCSs an das so genannte Position Management stellen. Aus den Pro-
blemstellungen motivieren sich die spa¨ter in dieser Arbeit dargelegten Lo¨sungskonzepte.
3.1 Begriffsdefinitionen
Der Begriff der Community wird fachu¨bergreifend verwendet, und es existiert eine Vielzahl
unterschiedlicher, sich zum Teil widersprechender Definitionen und Sichtweisen, vergleiche
auch [139]. So meinen beispielsweise Betriebswirte, Soziologen und Informatiker oft vo¨llig
verschiedene Dinge, wenn sie von Communities sprechen. In dieser Arbeit wird der Begriff
Community mit virtueller Community bzw. virtueller Gemeinschaft synonym verwendet.
Diese wurden von Howard Rheingold in seinem Buch
”
the virtual community“ erstmalig im
Zusammenhang mit Gemeinschaften innerhalb des Internets definiert [140]:
”
Virtuelle Communities sind Gemeinschaften, die aus dem Netz entstehen, wenn genug
Leute o¨ffentliche Diskussionen lange genug aufrecht erhalten, mit genu¨gend menschlichen
Gefu¨hlen, um perso¨nliche Bindungen im Cyberspace zu bilden.“
Eine weitere Definition von virtuellen Communities entstammt [61]. Sie ist aus Sicht des
Autors klarer gefasst als die vorherige und wird dieser Arbeit zugrunde gelegt:
”
Eine virtuelle Community ist ein Zusammenschluss von Menschen mit gemeinsamen In-
teressen, die untereinander mit gewisser Regelma¨ßigkeit und Verbindlichkeit auf computer-
vermitteltem Wege Informationen austauschen und Kontakte knu¨pfen.“
Eng verbunden mit Communities ist der Begriff Community-Dienst. Darunter versteht
man IT-Dienste, die gemeinsam von einer Community benutzt werden und die die Bezie-
hungen zwischen Community-Mitgliedern miteinbeziehen. Im Gegensatz zu klassischen
Einzelnutzerdiensten, bei denen nur ein Nutzer im Dienstmodell vorgesehen ist, betrach-
tet die Ausfu¨hrung eines Community-Dienstes also stets mehrere Community-Mitglieder
gleichzeitig.
Fu¨r Community-Dienste, die hauptsa¨chlich u¨ber ein mobiles Endgera¨t genutzt werden,
hat sich auch der Gattungsbegriff Mobile Social Software (MoSoSo) eingebu¨rgert. Beispiele
sind die Dienste Dodgeball [2], Sociallight [15] , AT&T’s Find Friend [154], 6th sense [14],
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Freever (Chat und Foren) [18] und erweiterte IM-Dienste wie Hubbub [80] oder ConNexus-
Awarenex [157].
Eine weitere Unterklasse von Community-Diensten bilden die so genannten Groupwa-
re-Dienste. Eine Groupware, auch kollaborative Software genannt, bezeichnet eine Anwen-
dung zur Unterstu¨tzung der Zusammenarbeit innerhalb einer Gruppe von Personen, und
zwar u¨ber zeitliche und/oder ra¨umliche Distanzen hinweg. Solche Anwendungen entstam-
men dem Forschungsgebiet Computer Supported Collaborative Work (CSCW). Beispiele
fu¨r eine mobile, ortsbezogene Groupware-Implementierung sind mPower [104] und AGA-
PE [44].
Eine umfassende Diskussion des Community-Begriffs sowie Architekturen und Tools zur
Unterstu¨tzung von Community-Diensten bietet [88].
Angelehnt an [65] verstehen sich in dieser Arbeit LBCSs als erweiterte LBSs, die nicht
nur einzelne Nutzer, sondern eine Nutzer-Community durch den Ortsbezug unterstu¨tzen.
Andersherum gesprochen sind LBCSs also Community-Dienste, die den Aufenthaltsort ih-
rer Nutzer einbeziehen.
Im Rahmen des COSMOS-Projekts [138] wurden zum Beispiel die folgenden LBCSs
entwickelt und pilotiert, vergleiche [45; 72]: ein reaktiver Friend-Finder-Dienst, bei dem
sich der Nutzer die aktuelle Person eines anderen Community-Mitglieds auf einer Karte
anzeigen lassen kann (reaktiv, querverweisend, Einzelperson); ein Friend-Alert-Dienst, bei
dem Nutzer proaktiv u¨ber die ra¨umliche Anna¨herung eines anderen Community-Mitglieds
hingewiesen werden (proaktiv, querverweisend, Mehrpersonen); ein Virtual-Post-it-Dienst,
bei dem sich Community-Mitglieder gegenseitig Nachrichten schicken ko¨nnen. Im Unter-
schied zu herko¨mmlichen Messaging-Diensten wird die Nachricht dem Empfa¨nger erst dann
zugestellt, wenn er eine bestimmte ra¨umliche Zone betritt (proaktiv, querverweisend, Ein-
zelperson).
Bezogen auf die Klassifikation des letzten Kapitels bedeutet dies also, dass nicht nur
Mehrpersonen-LBSs, welche ja die Ortsinformationen mehrerer Zielpersonen miteinander
verknu¨pfen, LBCSs sind. Es ist vielmehr jeder querverweisende LBS, also jeder LBS, an
dessen Ausfu¨hrung mehr als eine Person (Nutzer oder Zielperson) beteiligt ist, ein LBCS.
LBCSs ko¨nnen sowohl proaktiv als auch reaktiv sein.
3.2 Herausforderungen an das Position Management
Diese Arbeit vereint unter dem Begriff Position Management alle Funktionen eines LBS,
die sich mit der ¨Ubertragung von Ortsinformationen zwischen verschiedenen Akteuren, ih-
rer Manipulation und Veredelung sowie der Verwaltung von Zugriffsrechten und dem Schutz
vor unrechtma¨ßigem Zugriff Dritter bescha¨ftigen. Kurz gefasst regelt das Position Manage-
ment die Verteilung von Ortsinformationen entlang der LBS-Wertscho¨pfungskette. Vor dem
Hintergrund der aktuellen technologischen Entwicklungen wird dabei die im letzten Kapitel
beschriebene indirekte endgera¨tzentrische Wertscho¨pfungskette zugrunde gelegt.
LBCSs, die wie gesagt aus technischer Sicht mit der Klasse querverweisender LBSs iden-
tisch sind, stellen besondere Herausforderungen an das Position Management. Die Anforde-
rungen lassen sich grob in die Bereiche Effizienz und Datenschutz einteilen. Wie im Folgen-
den beschrieben wird, ist die Schwierigkeit der Erfu¨llung dieser Anforderungen abha¨ngig
vom jeweiligen LBCS-Typ.
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3.2.1 Effizienz
Bei reaktiven LBCSs erfolgt eine Ortsbestimmung der Zielperson(en) in der Regel einma-
lig bei jeder Anfrage des Nutzers (von speziellen Caching-Strategien, die zum Beispiel in
[106] behandelt werden, einmal abgesehen). Bei reaktiven Mehrpersonen-LBCSs werden
die ermittelten Ortsinformationen zusa¨tzlich beim Location Provider bzw. LBS Provider
miteinander verglichen, zum Beispiel zur Berechnung der relativen Distanzen der Personen.
Technisch gestalten sich reaktive LBCSs jedoch relativ einfach.
Anders verha¨lt es sich bei proaktiven LBCSs. Hier mu¨ssen ra¨umliche Ereignisse in Be-
zug auf die Zielperson(en) automatisch erkannt werden, was eine sta¨ndige ¨Uberwachung
des aktuellen Aufenthaltsorts der Zielperson(en) bedingt. Wird wie in dieser Arbeit eine
endgera¨tbasierte Ortung zugrunde gelegt,1 muss mit zwei begrenzten Ressourcen besonders
effizient umgegangen werden:
• Luftschnittstelle zur Datenu¨bertragung. Im Gegensatz zur drahtgebundenen Kom-
munikation, bei der sich beliebig viele neue, zum Teil exklusiv nutzbare Verbindungs-
kana¨le zwischen Kommunikationspartnern herstellen lassen, stellt die Luftschnittstel-
le bei der Mobilkommunikation eine einzige, von allen Teilnehmern gemeinsam ge-
nutzte Ressource dar, die natu¨rlich begrenzt ist.
Da es sich bei LBCSs um querverweisende LBSs handelt, wird die auf dem End-
gera¨t der Zielperson abgeleitete Ortsinformation schlussendlich in einer bestimmten
aufbereiteten Form dem Nutzer u¨bermittelt. Ortsinformationen werden also prinzipi-
ell zwischen dem mobilem Endgera¨t der Zielperson und einem Location Server im
Internet ausgetauscht. Ha¨ufige Datenu¨bertragungen zwischen Endgera¨t und Location
Server fu¨hren jedoch zum Engpass auf der Luftschnittstelle. Ziel muss also sein, den
Nachrichtenaufwand u¨ber die Luftschnittstelle so weit wie mo¨glich zu reduzieren, was
insbesondere bei der Realisierung proaktiver LBCSs eine Herausforderung darstellt:
Proaktive Einzelpersonen-LBCSs gestalten sich relativ einfach. Es muss nur dann ein
Ereignis ausgelo¨st werden, wenn die Zielperson eine bestimmte geographische Zone
entweder betritt oder verla¨sst. Eine Schonung der Luftschnittstelle la¨sst sich bereits
mit Hilfe der im letzten Kapitel beschriebenen zonenbasierten Position Updates errei-
chen.
Weit schwieriger verha¨lt es sich bei proaktiven Mehrpersonen-LBCSs. Hier kommt er-
schwerend hinzu, dass die Positionen mehrerer Zielpersonen kontinuierlich verglichen
werden mu¨ssen, zum Beispiel um ein Ereignis zu erzeugen, sobald sich zwei oder
mehr Personen auf eine bestimmte Distanz angena¨hert haben. Die Entwicklung von
effizienten Strategien, die ra¨umliche Mehrpersonen-Ereignisse erkennen und gleich-
zeitig den Nachrichtenaustausch u¨ber die Luftschnittstelle reduzieren, ist ein in der
Wissenschaft noch relativ unbehandeltes Gebiet. Diesem Thema kommt daher in die-
ser Arbeit eine besondere Bedeutung zu.
• Energiereserven auf dem Endgera¨t. Wa¨hrend moderne Endgera¨te immer leistungs-
fa¨higer werden und mit einer zunehmenden Vielfalt an Kommunikationstechnologien
1Bei netzbasierter Ortung lassen sich proaktive LBSs nur sehr schwer bis gar nicht realisieren, da hier je-
der Pru¨fung einer Ortsinformation eine individuelle Signalisierung u¨ber die Luftschnittstelle vorausgehen
muss. Netzbasierte Ortung wird daher in dieser Arbeit nicht weiter diskutiert.
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ausgestattet sind, konnte die Bereitstellung entsprechender Energiereserven, zum Bei-
spiel in Form von Akkus, mit dieser rapiden Entwicklung nicht mithalten. Beschra¨nkte
Akkulaufzeiten sind momentan eine der gro¨ßten technologischen Hu¨rden bei der Ent-
wicklung mobiler Endgera¨te und Anwendungen. Proaktive LBSs schlagen hier be-
sonders zu Buche. Zwar bewirkt die anvisierte Reduzierung der u¨ber die Luftschnitt-
stelle gesendeten Nachrichten eine relative Senkung des Energieverbrauchs des End-
gera¨ts. Gleichzeitig stellt aber die kontinuierliche Positionsbestimmung, zum Beispiel
durch GPS, ein gravierendes Problem fu¨r den Energiehaushalt des Endgera¨ts dar. Ge-
sucht werden daher zum Beispiel Verfahren, die es ermo¨glichen, den GPS-Empfa¨nger
bei der Detektierung von Update-Zonen (im Fall von zonenbasierten Position Upda-
tes) die meiste Zeit abgeschaltet zu lassen. Fu¨r die grobgranulare Positionsbestim-
mung ko¨nnte auf anspruchslosere Technologien wie Proximity- oder Motion-Sensing
zuru¨ckgegriffen werden. Wa¨hrend diese Arbeit die Motivation zur Entwicklung sol-
cher Techniken liefert, mu¨ssen diese jedoch an anderer Stelle im Detail untersucht
werden.
3.2.2 Datenschutz
Bei allen LBCSs spielt der Datenschutz eine kritische Rolle. Der eigene Aufenthaltsort wird
bei diesen Diensten nicht lokal ausgewertet, wie bei klassischen Navigationsanwendungen,
sondern an andere LBS-Akteure ausgeha¨ndigt. Ziel muss dabei stets sein, dass die Zielper-
son die Kontrolle daru¨ber beha¨lt, wer genau Zugriff auf ihre Ortsinformationen erha¨lt und
mit welchem Detailgrad die Informationen sichtbar sind. Um solche Kontrollmechanismen
durchzusetzen, sind natu¨rlich geeignete Sicherheitstechniken vorauszusetzen, zum Beispiel
zur Authentifizierung der LBS-Akteure untereinander und zur gesicherten Kommunikation.
Diese werden in dieser Arbeit jedoch nicht vertieft. Es werden vielmehr zwei besonders fu¨r
LBCSs relevante Datenschutzprobleme aufgegriffen, die wiederum unterschiedliche LBCS-
Dienstklassen unterschiedlich stark betreffen:
• Gewa¨hrleistung der Anonymita¨t. Blickt man auf bestehende Community-Dienste
im Internet, zum Beispiel Blogs, so zeigt sich, dass die Nutzer dieser Dienste oft
Pseudonyme verwenden, um ihre wahre Identita¨t zu verbergen. Die prinzipielle Mo¨g-
lichkeit, bei der Dienstnutzung anonym zu bleiben, ist aus Sicht des Autors essentiell
wichtig fu¨r einen offenen und freien Umgang mit Community-Diensten. Anonymita¨t
soll dabei nicht nur in Bezug auf andere Nutzer desselben Dienstes mo¨glich sein.
Die Zielperson soll insbesondere vor Intermedia¨ren wie dem Location Provider und
dem LBS Provider anonym bleiben ko¨nnen. Ein damit verbundenes Problem, wel-
ches in Abschnitt 6.1 genauer beschrieben wird, ist das folgende: Aufgrund der zum
Teil großen Menge der durch den Location Provider bzw. LBS Provider gesammel-
ten Ortsinformationen la¨sst sich in Verbindung mit entsprechendem Hintergrundwis-
sen sehr leicht vom verwendeten Pseudonym auf die wahre Identita¨t einer Zielperson
schließen. Verscha¨rft tritt dieser Umstand bei proaktiven Mehrpersonen-LBCSs her-
vor, da hier potentiell die meisten Ortsinformationen u¨ber die Zielperson gesammelt
werden. Ein Ziel der Arbeit ist es deshalb, Mechanismen zu entwickeln, die eine De-
anonymisierung gesammelter, pseudonymisierter Ortsdaten durch den LBS Provider
bzw. Location Provider verhindern oder zumindest erschweren.
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• Autorisierung von Nutzern. Bei LBCSs soll die Zielperson kontrollieren ko¨nnen,
welche Nutzer auf ihren Aufenthalt zugreifen du¨rfen. Wie auch in Abschnitt 6.2 be-
schrieben, wird dafu¨r klassischerweise eine explizite Autorisierung angewendet. Die
Zielperson entscheidet hierbei explizit, entweder durch Hinterlegung entsprechender
Datenschutz-Policies beim Location Provider oder LBS Provider oder durch Ad-hoc-
Autorisierung auf Anfrage, wer auf ihre privaten Daten Zugriff erha¨lt und wer vom
Zugriff ausgeschlossen ist. Die explizite Autorisierung wirft allerdings zwei Problem-
punkte auf: Erstens erfordern die bekannten Mechanismen bei der Zielperson einen
relativ hohen Verwaltungsaufwand. Zweitens hat explizite Autorisierung ein relativ
hohes Potenzial, zu negativen sozialen Konsequenzen fu¨r die Zielperson zu fu¨hren:
Innerhalb einer Partnerschaft oder eines Arbeitsverha¨ltnisses ko¨nnte sie sich zum Bei-
spiel durch sozialen Druck dazu geno¨tigt fu¨hlen, einer Autorisierung bestimmter Nut-
zer zuzustimmen. Andererseits ko¨nnte eine negative Autorisierung vom Nutzer als
Zuru¨ckweisung empfunden werden, was sozialen Sprengstoff liefert.
Aus Sicht des Autors liegt die Hauptschwierigkeit bei der Vermittlung einer Zuru¨ck-
weisung (
”
Wie sag’ ich Petra, dass sie mich nicht orten soll?“) in der Tatsache be-
gru¨ndet, dass bei expliziter Autorisierung eine Zugriffserlaubnis bei der Zielperson
denselben Aufwand erzeugt wie eine Zugriffsverweigerung. Verweigerungen werden
daher vom Nutzer potentiell als Zuru¨ckweisung eingestuft.
Es werden also neue Konzepte beno¨tigt, die dem Nutzer Raum lassen, Zugriffsverwei-
gerungen mehrdeutig zu interpretieren. So ko¨nnte zum Beispiel eine Nicht-Ortbarkeit
einer bestimmten Zielperson durch technische Schwierigkeiten oder durch knappe
o¨konomische Ressourcen der Zielperson bedingt sein. In diesem Fall sinkt die negati-
ve soziale Auswirkung einer Zugriffsverweigerung.
Es zeigt sich, dass das beschriebene Problem vor allem bei reaktiven LBCSs auftritt.
Hier wartet der Nutzer na¨mlich bei einer Anfrage an den Dienst auf eine konkrete
Ru¨ckantwort. Will sich die Zielperson nicht orten lassen, so muss dies dem Nutzer
entsprechend kommuniziert werden. Proaktive LBCSs sind in dieser Hinsicht vorteil-
hafter. Bei einer ungewu¨nschten Ortung ko¨nnen tatsa¨chlich eingetretene ra¨umliche
Ereignisse dem Nutzer verschwiegen werden, ohne dass dieser das unbedingt merkt.
Das Problem der Vermittlung einer Zuru¨ckweisung an den Nutzer stellt sich bei proak-
tiven LBCSs somit nur bedingt.
3.3 Zusammenfassung
Nach der Kla¨rung der fu¨r diese Arbeit wichtigen Begrifflichkeiten wurden verschiedene Pro-
blemstellungen aus den inha¨renten Eigenschaften von LBCSs motiviert. Konkret handelt es
sich zum einen um die effiziente Realisierung proaktiver Mehrpersonen-LBCSs, die den
gro¨ßten Teil dieser Arbeit ausmachen. Entsprechend sind dem Thema die folgenden Kapitel
4 und 5 gewidmet. Zum anderen werden in Kapitel 6 die beiden besprochenen Datenschutz-
Themen behandelt: Anonymisierung von Ortsdaten bei proaktiven Mehrpersonen-LBCSs
und Nutzerautorisierung bei reaktiven LBCSs. Einen allgemeinen ¨Uberblick zu Datenschutz-
mechanismen bei LBSs bietet zum Beispiel [151].
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4 Proaktive Nahbereichs- und
Trennungserkennung
Dieses Kapitel stellt die fortgeschrittenen LBCS-Funktionen der proaktiven Nahbereichs-
und Trennungserkennung vor und entwickelt verschiedene zur Umsetzung geeignete Stra-
tegien, die sowohl argumentativ als auch mittels Simulationen verglichen werden. Nah-
bereichserkennung beschreibt die Fa¨higkeit eines LBCS, automatisch zu erkennen, wann
der ra¨umliche Abstand eines Paares innerhalb einer Gruppe mobiler Zielobjekte eine vor-
gegebene Nahbereichsdistanz unterschreitet. Analog dazu bezeichnet die Trennungserken-
nung die Fa¨higkeit, zu erkennen, dass zwischen zwei Objekten eine vorgegebene Tren-
nungsdistanz u¨berschritten wird. Die beiden Funktionen eignen sich zur Umsetzung proak-
tiver Mehrpersonen-LBCS, bei denen Mitglieder einer Community benachrichtigt werden,
sobald andere Mitglieder in ihre Na¨he gekommen sind oder sich von ihnen entfernt ha-
ben. Kombinationen daraus sind ebenfalls mo¨glich. Typische Anwendungsgebiete umfas-
sen Friend-Finder- und Dating-Dienste, Instant Messaging, Mobile Gaming, Flottenma-
nagement- und Logistiksysteme sowie Systeme zur Ortung pflegebedu¨rftiger Menschen,
von Kindern und von Haustieren. Daru¨ber hinaus dienen die Funktionen ho¨herwertigen Er-
kennungsfunktionen als Grundbaustein. In Kapitel 5 zeigt sich dies anhand der proaktiven
Erkennung von Cliquen, bei der die Nahbereichs- und Trennungserkennung dynamisch auf
bestimmte Paare von Zielpersonen angewendet wird, um automatisch ein Ereignis zu gene-
rieren, sobald sich mehr als zwei Personen paarweise nahe sind.
Fu¨r beide Funktionen wird die indirekte endgera¨tzentrische Wertscho¨pfungskette aus Ka-
pitel 2 zugrunde gelegt: Die Zielpersonen verfu¨gen u¨ber ein zellula¨res Mobilfunkgera¨t, wel-
ches mit einem endgera¨tbasierten Ortungsverfahren wie GPS gekoppelt ist. Mit Hilfe der
bereits geschilderten Position-Update-Methoden werden die ermittelten Ortsinformationen
zwischen dem Gera¨t und dem Location Server des Location Providers ausgetauscht. Die be-
nutzte Update-Methode und ihre Parameter werden dabei vom Server in Abha¨ngigkeit der
zur Nahbereichs- und Trennungserkennung verwendeten Strategie konfiguriert. Ziel der vor-
gestellten Strategien ist, die Anzahl von Nachrichten sowohl auf dem Downlink (vom Server
zum Endgera¨t) als auch auf dem Uplink (vom Endgera¨t zum Server) so weit wie mo¨glich zu
reduzieren. So kann wertvolle Bandbreite auf der Luftschnittstelle eingespart werden, even-
tuelle moneta¨re Kosten, die bei den Zielpersonen fu¨r die Benutzung von Tra¨gerdiensten
wie GPRS oder paketvermittelndem UMTS entstehen, werden gesenkt, und der Batteriever-
brauch des mobilen Endgera¨ts wird eingeschra¨nkt. Außerdem wird durch die Nachrichten-
reduktion auch die Last am Location Server, der fu¨r die Verarbeitung der Ortsinformationen
zusta¨ndig ist, abgesenkt. Die Skalierbarkeit erho¨ht sich, da mehr Endgera¨te gleichzeitig pro
Location Server bedient werden ko¨nnen.
Das Kapitel ist folgendermaßen strukturiert. Der folgende Abschnitt gibt zuna¨chst einen
¨Uberblick u¨ber verwandte Arbeiten. In Abschnitt 4.2 wird die zu untersuchende Problem-
stellung formalisiert. Verschiedene Strategien zur Nahbereichs- und Trennungserkennung,
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die auf den Position-Update-Methoden aus Abschnitt 2.4 aufsetzen, werden in Abschnitt 4.3
entwickelt. Angefangen wird mit einem sehr einfachen Ansatz, der die Position der Zielper-
son beim Server immer dann aktualisiert, wenn eine fest eingestellte Distanz u¨berwunden
wird. Darauf folgen zwei Verbesserungen, die die Update-Methode dynamisch und in Ab-
ha¨ngigkeit der na¨chsten Nachbarn der Zielperson konfigurieren. Der einzige bestehende
Ansatz, der Streifenalgorithmus [29], wird ebenfalls vorgestellt. In Abschnitt 4.4 werden
die verschiedenen Strategien per Simulation verglichen. Ferner werden zwei der eigenen
Ansa¨tze anhand eines Prototyps praktisch evaluiert. Abschnitt 4.5 stellt eine Optimierung
fu¨r die Nahbereichserkennung vor, die auf der Koppelnavigation als Update-Methode ba-
siert. Schließlich fasst Abschnitt 4.6 die gewonnenen Ergebnisse zusammen.
4.1 Verwandte Arbeiten
Nahbereichs- und Trennungserkennung zwischen mobilen Zielobjekten sowie verwandte
Funktionen werden im Bereich der Datenbanktheorie schon seit mehreren Jahren erforscht.
Zum Beispiel schlagen [122] Algorithmen vor, die anhand einer vorliegenden ra¨umlichen
Datenbank Bereichsabfragen, k-na¨chste-Nachbarn-Abfragen sowie sortierte Distanzabfra-
gen ausfu¨hren. Wa¨hrend Bereichsabfragen alle Zielobjekte innerhalb eines vorgegebenen
geographischen Bereichs liefern, finden k-na¨chste-Nachbarn-Abfragen die k na¨chsten Nach-
barn eines Objekts. Sortierte Distanzabfragen geben Zielobjekte in aufsteigender Reihenfol-
ge bezu¨glich der Distanz zu einem vorgegebenen Referenzpunkt aus. Eine weitere Funktion
ist die Erkennung von Cliquen, wobei festgestellt wird, ob eine gro¨ßere Menge von Ziel-
objekten nahe beieinander stehen. [167] bietet hierfu¨r eine formale Spezifikation und be-
schreibt zwei Algorithmen, die auf die Reduktion von Rechenlast ausgelegt sind. Die Auto-
ren orientieren sich an bestehenden Indizierungstechniken zur Verwaltung mobiler Zielob-
jekte, wie zum Beispiel [27; 89; 34]. Ziel ist es bei allen Ansa¨tzen, die Arbeitslast, welche
an einem ra¨umlichen Datenbankmanagementsystem (DBMS) anliegt, zu reduzieren, Ant-
wortzeiten zu verku¨rzen sowie eine hohe Skalierbarkeit zu erreichen. In den meisten Fa¨llen
wird davon ausgegangen, dass die Positionen der Zielobjekte stets beim Location Server
verfu¨gbar sind, oder dass diese anhand eines einfachen periodischen Protokolls u¨bermittelt
werden.
Wie bereits erwa¨hnt, ist das Hauptziel der vorgestellten Algorithmen jedoch die Redukti-
on von Position Updates und anderen Nachrichten, die zwischen Server und Endgera¨t u¨ber
die Luftschnittstelle ausgetauscht werden und die dazu dienen, die Positionen der verfolgten
Zielpersonen miteinander vergleichen zu ko¨nnen. Leider sind bislang nur wenige a¨hnliche
Initiativen bekannt. Wa¨hrend verschiedene Position-Update-Methoden von [106] identifi-
ziert wurden und zum Teil von dem 3rd Generation Partnership Project (3GPP) [23; 24]
standardisiert werden, so gibt es nur wenige Ansa¨tze, die diese Methoden zur Nahbereichs-
und Trennungserkennung oder fu¨r die anderen erwa¨hnten Funktionen anwenden. Beispiels-
weise beschreibt [120] einen Ansatz, welcher die k na¨chsten Nachbarn einer Zielperson
in zellula¨ren Netzen stetig u¨berwacht und welcher auch von einem zentralisierten Locati-
on Server ausgeht. Einen Ansatz zur Nahbereichs- und Trennungserkennung, der sich fu¨r
Peer-to-Peer sowie fu¨r zentrale Umgebungen anwenden la¨sst, stellt der in [29] vorgeschla-
gene Streifenalgorithmus dar. In der Peer-to-Peer-Variante werden Ortsinformationen di-
rekt zwischen den Gera¨ten der u¨berwachten Zielpersonen ausgetauscht und Nahbereichs-
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und Trennungsereignisse auf deren mobilen Endgera¨ten festgestellt. Wa¨hrend dieser Ansatz
zwar Datenschutzvorteile birgt, weil Ortsinformationen an keinen externen Location Server
gelangen, leidet er grundsa¨tzlich unter einem hohen Verbrauch an ¨Ubertragungskapazita¨t,
weil die Ortsinformationen jeweils zwischen allen mo¨glichen Paaren von Zielpersonen aus-
getauscht werden. Eine zentralisierte Version des Streifenalgorithmus wurde den in dieser
Arbeit entwickelten Ansa¨tzen zum Vergleich entgegengesetzt. Eine weitere Arbeit, die die
Verringerung u¨bertragener Nachrichten zum Ziel hat und von einer zentralisierten Archi-
tektur ausgeht, ist [171]. Hier wird automatisch erkannt, wann sich innerhalb einer Grup-
pe u¨berwachter Zielobjekte die Zusammensetzung der k zueinander na¨chstgelegenen Paare
vera¨ndert. Weiterhin beschreiben [74] ein Rahmenwerk zur kontinuierlichen ¨Uberwachung
ra¨umlicher Anfragen auf beweglichen Objekten, welches ebenfalls die Reduktion von Nach-
richten zum Ziel hat. In dem Artikel wird sowohl auf Range-Anfragen als auch auf das
Problem der k na¨chsten Nachbarn eingegangen.
4.2 Problemstellung
Bevor im Folgenden verschiedene Algorithmen zur Nahbereichs- und Trennungserkennung
vorgestellt werden, ist es notwendig, das gewu¨nschte Verhalten anhand der Parameter Tren-
nungsdistanz ds, Nahbereichsdistanz dp und der so genannten Grenzlinientoleranz b formal
zu definieren. Sei dist(ti, tj) die aktuelle ra¨umliche Distanz zweier Zielpersonen ti und tj ,
die aus der Menge aller zu beobachtenden Zielobjekte beliebig ausgewa¨hlt wurden. Dann
soll fu¨r eine gegebene Nahbereichsdistanz dp > 0 und eine Grenzlinientoleranz b > 0 der
Nahbereich bezu¨glich ti und tj anhand der folgenden Regeln u¨berwacht werden.
• Wenn dist(ti, tj) < dp, dann muss ein Nahbereichsereignis ausgelo¨st werden.
• Wenn dp ≤ dist(ti, tj) ≤ dp+b, dann kann ein Nahbereichsereignis ausgelo¨st werden.
• Wenn dist(ti, tj) > dp + b, dann darf kein Nahbereichsereignis ausgelo¨st werden.
Wie sich aus diesen Bedingungen ableitet, dient die Grenzlinientoleranz b als Unscha¨rfe-
intervall, welches zur Nahbereichsdistanz addiert wird. Innerhalb des Intervalls kann ein
Nahbereichsereignis ausgelo¨st werden, dies muss aber nicht geschehen. Ziel ist dabei, u¨ber-
ma¨ßigen Datenaustausch zu verhindern, falls sich dist(ti, tj) der Nahbereichsdistanz an-
na¨hert. Ohne Grenzlinientoleranz wa¨re es dann na¨mlich no¨tig, minimale Positionsvera¨nde-
rungen von ti und tj zu beobachten, um den exakten Zeitpunkt der Grenzu¨berschreitung
zu erfassen. Die Konsequenz wa¨re eine sehr hohe Belastung der Luftschnittstelle, welche
zum Nachrichtenaustausch dient, als auch des Location Servers, welcher die u¨bermittelten
Nachrichten verarbeitet und die Positionen der Teilnehmer korreliert. Indem b konfigurierbar
bleibt, kann solch hohes Nachrichtenaufkommen verhindert bzw. an die Genauigkeitsanfor-
derungen der entsprechenden Anwendung angepasst werden.
¨Uberdies kann durch angemessene Auswahl von b sprunghaftes Systemverhalten, welches
durch ungenaue Positionsbestimmungen entsteht, verhindert werden. Sei σ die horizontale
Genauigkeit des verwendeten Positionierungsverfahrens bezogen auf ein Konfidenzinter-
vall von 95%. Dann schwankt die wahre Distanz zwischen ti und tj um die gemessene
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Distanz dist(ti, tj) innerhalb des Intervalls [dist(ti, tj) − 2σ; dist(ti, tj) + 2σ]. Bei rela-
tiv exakten Verfahren wie GPS, das eine horizontale Genauigkeit von etwa 15 m aufweist,
genu¨gt also eine Grenzlinientoleranz von circa 60 m, um entsprechende Schwankungen aus-
zugleichen. Finden jedoch zellbasierte Positionierungstechniken wie E-OTD oder U-TDOA
Verwendung, die Ungenauigkeiten im Bereich von 100 m oder mehr aufweisen, so muss b
entsprechend ho¨her gewa¨hlt werden.
Die Bedingungen zur Trennungserkennung zwischen ti und tj werden ganz analog defi-
niert:
• Wenn dist(ti, tj) > ds + b, dann muss ein Trennungsereignis ausgelo¨st werden.
• Wenn ds ≤ dist(ti, tj) ≤ ds + b, dann kann ein Trennungsereignis ausgelo¨st werden.
• Wenn dist(ti, tj) < ds, dann darf kein Trennungsereignis ausgelo¨st werden.
4.3 Strategien zur Nahbereichs- und
Trennungserkennung
Im Folgenden werden aufeinander aufbauend verschiedene Strategien zur Nahbereichs- und
Trennungserkennung vorgestellt und evaluiert, die allesamt auf den in Abschnitt 2.4 er-
la¨uterten Position-Update-Methoden aufsetzen. Es werden zuna¨chst die eigenen Ansa¨tze
vorgestellt, na¨mlich die periodische Strategie, basierend auf periodischen Updates, sowie
die statische, dynamisch-zentrierte und dynamisch-verschobene Kreisstrategie, welche auf
distanz- bzw. zonenbasierte Updates setzen. Daraufhin wird der einzige bekannte Ansatz,
der Streifenalgorithmus, vorgestellt und mittels Simulationen mit den eigenen Strategien
verglichen. Es folgt eine Diskussion der Vor- und Nachteile der unterschiedlichen Strategien.
4.3.1 Periodische Strategie
Ein nahe liegender Ansatz zur Nahbereichserkennung greift auf periodische Updates zuru¨ck.
Der Location Server konfiguriert hierbei die Endgera¨te aller beobachteten Zielpersonen mit
einem festen Zeitintervall, anhand dessen sta¨ndig alle Positionen u¨bermittelt werden. Ein
Problem des Ansatzes liegt in der Bestimmung des passenden Update-Intervalls, welches
in Abha¨ngigkeit der Fortbewegungsgeschwindigkeit v der Zielpersonen gewa¨hlt werden
muss. Entscheidet man sich fu¨r einen hohen Wert von v, beispielsweise der Durchschnitts-
geschwindigkeit von Fahrzeugen auf Autobahnen, so erha¨lt man eine sehr hohe Anzahl
an Position Updates, welche unno¨tig wa¨ren fu¨r Zielpersonen, die sich mit niedrigerer Ge-
schwindigkeit bewegen oder die sich la¨ngere Zeit stationa¨r verhalten. Setzt man andererseits
v relativ niedrig an, so wird der Ansatz fehleranfa¨llig, falls manche Personen die Geschwin-
digkeit u¨berschreiten. Aus diesem Grund werden periodische Updates an dieser Stelle nicht
weiter betrachtet; der Fokus liegt im Folgenden vielmehr auf Strategien, die distanz- und
zonenbasierte Updates verwenden.
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4.3.2 Statische Kreisstrategie
In einer einfachen Anwendung der distanzbasierten Methode konfiguriert der Location Ser-
ver die Endgera¨te aller beobachteten Zielpersonen tn mit derselben statischen Update-Dis-
tanz, anhand der Position Updates durchgefu¨hrt werden. Folglich ist jedes der Objekte von
einem virtuellen Kreis – der namensgebend fu¨r die Strategie ist – mit Radius rn umgeben,
dessen Mittelpunkt cn auf der zuletzt berichteten Position liegt. Dies wird in Abbildung 4.1
verdeutlicht.
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Abbildung 4.1: Statische Kreisstrategie
Verla¨sst eine Zielperson ihren Kreis, so sendet das mobile Endgera¨t ein Position Update
an den Location Server. Der Kreismittelpunkt wird darauf auf die eben u¨bermittelte Positi-
on gelegt und die Positionsbestimmung fortgesetzt. Um zu gewa¨hrleisten, dass Nahbereichs-
bzw. Trennungsereignisse anhand der zuvor genannten Bedingungen korrekt erkannt wer-
den, muss die Update-Distanz, welche rn entspricht, auf b2 gesetzt werden. Bei gro¨ßeren
Werten ko¨nnten Ereignisse zu spa¨t erkannt werden, das heißt, wenn dist(ti, tj) den Wert
dp bereits unterschritten bzw. den Wert ds + b u¨berschritten hat. Kleinere Werte wu¨rden im
Gegenzug unno¨tige Position Updates erzeugen.
Der Location Server korreliert u¨bermittelte Positionen mit den Kreisen der jeweils an-
deren Zielpersonen, um mo¨gliche Nahbereichs- und Trennungsereignisse zu erkennen. Zu
diesem Zweck werden nun die Begriffe der kleinstmo¨glichen und gro¨ßtmo¨glichen Distanz
eingefu¨hrt. Die kleinstmo¨gliche Distanz (shortest possible distance) zweier Zielpersonen ti
und tj wird definiert als spd(ti, tj) = dist(ci, cj) − ri − rj und die gro¨ßtmo¨gliche Distanz
(largest possible distance) als lpd(ti, tj) = dist(ci, cj) + ri + rj . Ist die Position pi von ti
genau bekannt, dann gilt ci = pi und ri = 0. Weiterhin bezeichnet Tp,i die Menge aller
Zielpersonen, fu¨r die bislang noch kein Nahbereichsereignis bezu¨glich ti ausgelo¨st wurde.
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Ts,i steht fu¨r die Menge aller Zielpersonen, die bezu¨glich ti noch kein Trennungsereignis
erzeugt haben.
Anhand dieser Definitionen la¨uft die Nahbereichserkennung folgendermaßen ab: Bei Er-
halt eines Position Updates von ti u¨berpru¨ft der Location Server fu¨r alle n ∈ Tp,i, ob
spd(ti, tn) < dp +
b
2
gilt. Trifft dies fu¨r kein tn zu, muss auch nichts unternommen werden.
Andernfalls werden die Endgera¨te aller tn nach ihrer Position gefragt, fu¨r die die Bedin-
gung zutrifft. Somit stehen dann deren exakte Positionen innerhalb ihrer Kreise fest. Wird
beispielsweise die Position von tj auf diese Weise ermittelt, so kann der Location Server
nun ti und tj bezu¨glich einer mo¨glichen Nahbereichsunterschreitung untersuchen. Trifft die
Nahbereichsbedingung zu, gilt also dp ≤ dist(ti, tj) ≤ dp + b, so wird ein Alarm abgesetzt
und an die entsprechende Anwendung vermittelt. Zusa¨tzlich verschwindet ti aus Tp,j und tj
aus Tp,i. Zur Trennungserkennung pru¨ft der Server beim Eintreffen eines Position Updates
von ti auf die Bedingung lpd(ti, tn) > ds + b2 . Der restliche Verlauf ist ganz analog.
4.3.3 Dynamisch-zentrierte Kreisstrategie
Ein Nachteil der statischen Kreisstrategie ist die feste Beschra¨nkung der Update-Distanz
auf b
2
. Im Vergleich zur durchschnittlich erwarteten Distanz zwischen mobilen Zielperso-
nen ist das ein relativ kleiner Wert. Die statische Strategie erzeugt also eine hohe Menge
von Position Updates, selbst wenn die betrachteten Personen noch relativ weit davon ent-
fernt sind, Nahbereichs- bzw. Trennungsereignisse auszulo¨sen. Zur Erzielung eines besseren
Verhaltens wird daher vorgeschlagen, die Update-Distanz dynamisch und fu¨r jede Zielper-
son einzeln festzulegen, und zwar in Abha¨ngigkeit von der Distanz zum na¨chsten bzw. am
weitesten entfernten Nachbarn. Dabei ist zu erwarten, dass die erzeugten Kreise im Durch-
schnitt gro¨ßer werden als in der statischen Strategie, was schließlich zu einer verringerten
Anzahl ausgelo¨ster Position Updates fu¨hren soll. Der Ansatz bezeichnet sich als dynamisch-
zentrierte Kreisstrategie (Dynamic Centered Circles, DCC) und wurde urspru¨nglich in [160]
vorgestellt.
Zuerst soll die Festlegung der dynamischen Update-Distanz anhand der Nahbereichser-
kennung veranschaulicht werden. Einer Zielperson ti wird vom Location Server jeweils
eine neue Distanz zugewiesen, nachdem sie sich entweder erstmalig am Server registriert
hat, ti selbst ein Position Update erzeugt hat oder – in der Folge eines Position Updates
einer anderen Zielperson – vom Server nach der Position angefragt wurde. Zur Berechnung
der Update-Distanz fu¨r Zielperson ti vergleicht der Server alle kleinstmo¨glichen Distan-
zen spd(ti, tn) fu¨r alle tn ∈ Tp,i miteinander. Die Update Distanz ri ergibt sich dann aus
spd(ti, tj) − dp, wobei tj diejenige Zielperson ist, deren kleinstmo¨gliche Distanz zu ti mi-
nimal ist oder, mit anderen Worten, deren Kreis der aktuellen Position von ti am na¨chsten
ist. Die Entfernung der beiden Kreise entspricht dann also der Nahbereichsdistanz dp, was
gewa¨hrleistet, dass die Distanz zwischen ti und tj den Wert dp nicht unterschreiten kann,
ohne vom Location Server bemerkt zu werden.
Abbildung 4.2 illustriert die DCC-Strategie anhand eines Beispiels. Die Endgera¨te der
Zielpersonen ti, ...tl sind mit individuellen Update-Distanzen konfiguriert, was durch Kreise
verschiedener Radien dargestellt ist, deren Mittelpunkt sich jeweils auf der zuletzt berich-
teten Position befindet. Die Zielpersonen tj, ...tl haben inzwischen ihre zuletzt u¨bermittelte
Position verlassen und bewegen sich frei innerhalb der Kreise. Das Endgera¨t von Person
ti hat hingegen aufgrund eines vorangegangenen Position Updates gerade erst einen neu-
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Abbildung 4.2: Dynamisch-zentrierte Kreisstrategie (DCC)
en Kreis erhalten. Die zugrunde liegende Update-Distanz bezieht sich auf tj , da dessen
kleinstmo¨gliche Distanz zu ti von allen betrachteten Personen minimal ist.
Die Trennungserkennung mittels DCC funktioniert analog. Um die Update-Distanz von
Zielperson ti zu erhalten, berechnet der Location Server alle lpd(ti, tn) fu¨r alle tn ∈ Ts,i und
wa¨hlt die Person tj aus, deren gro¨ßtmo¨gliche Distanz maximal ist. Die Update-Distanz ri
wird dann bestimmt durch ds + b − lpd(ti, tj), wodurch feststeht, dass ti und tj sich nicht
um mehr als ds+ b voneinander wegbewegen ko¨nnen, ohne vom Server bemerkt zu werden.
¨Uberpru¨fungen bezu¨glich eventueller Nahbereichs- und Trennungsereignisse geschehen
beim Location Server ganz a¨hnlich wie bei der statischen Kreisstrategie. Ein Unterschied
besteht jedoch darin, dass beim DSC-Ansatz beide Zielpersonen ti und tj neue Update-
Distanzen zugewiesen bekommen, falls nach einem Polling von tj und dem nachfolgenden
Abpru¨fen der Auslo¨sebedingungen kein Nahbereichs- bzw. Trennungsereignis erkannt wer-
den konnte. Angenommen, es steht dabei anhand der zuletzt u¨bermittelten Positionen fest,
dass ti und tj sich paarweise am na¨chsten sind (das heißt, kein Kreis einer dritten Zielper-
son ist einem der beiden na¨her), dann bekommen beide dieselbe Update-Distanz zugeteilt.
Fu¨r die Nahbereichserkennung betra¨gt diese dist(ti,tj)−dp
2
und fu¨r die Trennungserkennung
ds+b−dist(ti,tj)
2
.
4.3.4 Dynamisch-verschobene Kreisstrategie
Um die zugewiesenen Kreise im Durchschnitt noch mehr zu vergro¨ßern und so die Anzahl
u¨bertragener Position Updates zu reduzieren, wurde die dynamisch-verschobene Kreisstra-
tegie (Dynamic Shifted Circles, DSC) entwickelt, die auch in [97] beschrieben ist. Im Gegen-
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satz zur DCC-Strategie entspricht hier der Kreismittelpunkt nicht der zuletzt u¨bermittelten
Position einer Zielperson. Vielmehr wird der Kreis von dieser Stelle aus um einen gewis-
sen Betrag verschoben, was zur Folge hat, dass der Kreisradius vergro¨ßert werden kann.
Nachdem in diesem Ansatz der Kreismittelpunkt nicht mit dem letzten Position Update
u¨bereinstimmt, handelt es sich auch nicht um distanzbasierte Updates, sondern zonenbasier-
te. Die Update-Zone entspricht dabei einem Kreis, dessen Mittelpunkt durch ci und dessen
Radius durch ri bestimmt ist. Position Updates werden jeweils bei Verlassen der Zone aus-
gelo¨st.
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Abbildung 4.3: Dynamisch-verschobene Kreisstrategie (DSC)
Abbildung 4.3 veranschaulicht die Anwendung verschobener Kreise fu¨r die Nahbereichs-
erkennung wieder anhand des Szenarios aus Abbildung 4.2. Man sieht, wie der gestrichelte
Kreis um ti herum, der in der DCC-Strategie zugeteilt wurde, nun durch einen gro¨ßeren, mit
durchgezogener Linie gezeichneten Kreis ersetzt wird, der der DSC-Strategie entspricht.
Die Erzeugung eines solchen verschobenen Kreises fu¨r Zielperson ti wird zuerst fu¨r die
Nahbereichserkennung behandelt. Sie richtet sich nach den folgenden Vorgaben:
1. Der zu erzeugende Kreis (im Folgenden als neuer Kreis bezeichnet) muss den zen-
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trierten Kreis, der von der DCC Strategie erstellt wu¨rde, vollkommen u¨berdecken. So
kann gewa¨hrleistet werden, dass die DSC-Strategie fu¨r beliebige Bewegungsverhalten
der Zielperson nicht mehr Position Updates bewirkt, als es bei DCC der Fall wa¨re.
2. Analog zur DCC-Strategie muss der neue Kreis in Abha¨ngigkeit des Kreises der Ziel-
person tj ausgerichtet sein, fu¨r welche die kleinstmo¨gliche Distanz zu ti minimal ist.
Gleichzeitig richtet sich die Ausrichtung nach dem Kreis einer zweiten Person tk,
welche noch genauer spezifiziert werden muss. Der neue Kreis muss nun von diesen
beiden Kreisen exakt um die Nahbereichsdistanz dp entfernt sein. Kleinere Absta¨nde
wu¨rden die Bedingungen der Nahbereichserkennung verletzen, wa¨hrend gro¨ßere wie-
derum den Bemu¨hungen widerspra¨chen, den neuen Kreis mo¨glichst groß zu machen.
3. Die Distanz zwischen dem neuen Kreis und dem aller verbleibenden Zielpersonen aus
der Menge Tp,i muss mindestens dp betragen, um ebenfalls nicht mit den Bedingungen
der Nahbereichserkennung zu kollidieren.
Im ersten Schritt wird der Mittelpunkt des neuen Kreises auf eine Gerade r(pi, cj) an-
gena¨hert, die die aktuelle Position pi von ti mit dem Kreismittelpunkt cj von tj verbin-
det, vergleiche Abbildung 4.3. Obwohl die Anna¨herung durch die Gerade alleine nicht
gewa¨hrleistet, dass Bedingung (1) erfu¨llt ist, so stellt sie doch eine wichtige Vorausset-
zung dar. Man sieht anhand der Abbildung, dass bei einem Verschieben von ci entlang
von r(pi, cj) nach links unten bei konstantem Abstand dp der beiden Kreise (also sich ver-
gro¨ßerndem ri) Bedingung (1) erhalten bleibt.
Im na¨chsten Schritt werden nun Mittelpunkt und Radius des neuen, verschobenen Kreises
so bestimmt, dass Bedingung (2) erfu¨llt wird. Veranschaulicht wird dies in Abbildung 4.3,
wo der Kreis von ti von dem von tj sowie dem einer weiteren Zielperson tk exakt den
Abstand der Nahbereichsdistanz dp hat. Zum generellen Versta¨ndnis der Bestimmung des
Kreismittelpunkts ci ist es hilfreich, sich u¨ber den folgenden Zusammenhang bewusst zu
werden:
dist(ci, cj)− rj = dist(ci, ck)− rk
⇔ dist(ci, cj)− dist(ci, ck) = rj − rk
Mit anderen Worten ausgedru¨ckt bedeutet dies, dass der Unterschied zwischen den Di-
stanzen von ci zu jeweils einem der beiden anderen Kreismittelpunkte genauso groß ist wie
der Unterschied der Radien der beiden Kreise. ci befindet sich also auf einer Hyperbel. All-
gemein ist eine Hyperbel definiert als die Menge aller Punkte der Zeichenebene, fu¨r die die
Differenz der Absta¨nde zu zwei gegebenen Punkten, den so genannten Brennpunkten F1
und F2, gleich einer Konstante κ ist. Diese Eigenschaft la¨sst sich zur Bestimmung von ci
folgendermaßen ausnutzen: Wird F1 gleich cj gesetzt, F2 gleich ck und κ gleich |rj − rk|,
dann muss ci auf der resultierenden Hyperbel h(cj, ck) liegen, vergleiche Abbildung 4.3.
Die endgu¨ltige Position von ci ergibt sich dann durch einen der beiden Schnittpunkte von
h(cj, ck) und r(pi, cj). Einer dieser Schnittpunkte la¨sst sich einfach ausschließen, da die-
ser die Nahbereichsbedingung zwischen den Kreisen verletzen bzw. sich u¨berschneidende
Kreise erzeugen wu¨rde.
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Die zweite Zielperson tk, welche zur Bestimmung von ci beno¨tigt wird, stellt sich heraus
durch die Betrachtung aller mo¨glichen Hyperbeln h(cj, cn) mit j 6= n und n ∈ Tp,i. Falls
sich von diesen Hyperbeln mehr als eine mit der Geraden r(pi, cj) schneidet, wird derjenige
Schnittpunkt als ci gewa¨hlt, der am na¨chsten zur aktuellen Position pi von ti liegt (wodurch
Bedingung (3) erfu¨llt wird). Wenn in manchen Fa¨llen kein solcher Schnittpunkt gefunden
wird, dann darf der Kreismittelpunkt entlang der Geraden so lange verschoben werden, bis
ein vorher zu definierender Maximalradius erreicht ist. Dieser Fall tritt insbesondere dann
ein, wenn sich nur zwei Zielobjekte auf dem Feld befinden. Die beiden entstehenden Kreise
ko¨nnen dann beliebig groß werden, und der zwischen ihnen entstehende Freiraum na¨hert
sich – in Abha¨ngigkeit des Maximalradius – mehr oder weniger demselben Streifen an, der
auch vom Streifenalgorithmus (vergleiche na¨chster Abschnitt) erzeugt wu¨rde.
Fu¨r die Trennungserkennung verbindet die Gerade r(pi, cj) ebenfalls die aktuelle Posi-
tion pi mit dem Kreismittelpunkt cj , wobei nun – wieder analog zum DCC-Algorithmus
– tj diejenige Zielperson ist, fu¨r die die gro¨ßtmo¨gliche Distanz maximal ist. ci wird auf
der Geraden in die zur Nahbereichserkennung entgegengesetzte Richtung verschoben, und
zwar zwischen pi und cj . Ausgehend von der Position pi, die bei der DCC-Strategie als Mit-
telpunkt gewa¨hlt wu¨rde, la¨sst sich also ci im besten Fall mit der Position cj gleichsetzen.
In diesem Fall ergibt sich der Kreisradius ri durch ds + b − rj . Fu¨r den allgemeinen Fall
erha¨lt man ri durch ds + b − rj − dist(ci, cj). Anders als bei der Nahbereichserkennung
ko¨nnen die Kreise fu¨r die Trennungserkennung also nicht beliebig groß werden. Zur exak-
ten Bestimmung von ci mu¨ssen wiederum alle mo¨glichen Hyperbeln h(cj, ck) mit j 6= k und
k ∈ Ts,i mit der Geraden r(pi, cj) geschnitten werden. Der restriktivste, also am na¨chsten
bei pi liegende Schnittpunkt zwischen pi und cj wird ausgewa¨hlt. La¨sst sich kein solcher
Schnittpunkt finden, wird ci auf cj gesetzt. Bedingung (2) a¨ndert sich dahingehend, dass die
Kreise von tj und tk nicht um exakt dp von dem von ti entfernt liegen mu¨ssen, sondern dass
sie jeweils bezu¨glich ti eine gro¨ßtmo¨gliche Distanz von genau ds + b zulassen. Nachdem ri
unbekannt ist, basiert die Hyperbeldefinition also nun auf folgender Umformung:
dist(ci, cj) + rj = dist(ci, ck) + rk
⇔ dist(ci, cj)− dist(ci, ck) = rj + rk
Der Brennpunkt F1 wird also weiterhin gleich cj gesetzt und F2 gleich ck. Die Konstante
κ ergibt sich jetzt aus |rj+rk|. Bedingung (3) bezieht sich nun auf die Trennungserkennung.
4.3.5 Streifenalgorithmus
Eine existierende Strategie zur Nahbereichs- und Trennungserkennung wurde in [29] ent-
wickelt. Die Kernidee zur Nahbereichserkennung besteht darin, jeweils paarweise zwischen
allen beobachteten Zielobjekten ti und tj einen mittig ausgerichteten Streifen s(ti, tj) zu be-
stimmen. Betritt eine der Zielpersonen den Streifen, so wird ein Position Update ausgelo¨st.
Der Ansatz bedient sich folglich zonenbasierter Updates. Dabei definiert die im entspre-
chenden Position Update Request u¨bermittelte Zone den Streifen. Dieser hat eine unendlich
la¨ngliche Ausdehnung und eine Breite dp. Letztere Eigenschaft gewa¨hrleistet, dass sich ti
und tj nicht unter die Nahbereichsdistanz anna¨hern ko¨nnen, ohne dass dies vom Location
Server bemerkt wird. Wie in Abbildung 4.4 dargestellt, befindet sich der Streifen zwischen
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den Positionen pi von ti und pj von tj , die zum Zeitpunkt der Streifenerstellung u¨bermittelt
wurden. Dabei ist die Mitte des Streifens identisch mit der Mittelsenkrechten der Verbin-
dungsstrecke zwischen pi und pj . Wie man ebenfalls anhand der Abbildung sieht, wird fu¨r
mehr als zwei Zielpersonen auf dem Feld jedes Endgera¨t von einem Polygon bzw. Polygon-
zug umschlossen, welcher sich durch die ¨Uberschneidungen der jeweils zugeteilten Streifen
ergibt.
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Abbildung 4.4: Streifenalgorithmus
Betritt ti seinen Streifen bezu¨glich tj und schickt ein entsprechendes Position Update an
den Server, muss dieser tj nach dessen genauer Position anfragen und die Nahbereichsbedin-
gung u¨berpru¨fen. Ist die Bedingung nicht erfu¨llt, so wird anhand der ermittelten Positionen
ein neuer Streifen berechnet und an ti und tj versendet. Andernfalls wird ein Nahbereichser-
eignis ausgelo¨st. Im Gegensatz zu den vorgestellten eigenen Strategien wird eine Zielperson
also immer nach der Position angefragt, sobald der entsprechende Gegenpart ein Position
Update abgesetzt hat.
Die Trennungserkennung funktioniert analog. Anstelle von Streifen wird einem Paar von
Zielpersonen ti und tj jeweils ein Kreis mit Radius ri = rj = ds+b2 zugewiesen, wobei sich
der Mittelpunkt ci = cj wieder genau in der Mitte zwischen pi und pj befindet. Ein Position
Update wird versendet, sobald einer der beiden den Kreis verla¨sst, was wiederum garantiert,
dass die Distanz der beiden Personen den Wert ds + b nicht u¨berschreiten kann, ohne vom
Server bemerkt zu werden.
4.3.6 Diskussion
Bevor die verschiedenen Strategien bezu¨glich der u¨ber die Luftschnittstelle ausgetauschten
Nachrichten untersucht und gegenu¨bergestellt werden, sind noch die folgenden grundlegen-
den Betrachtungen von Bedeutung.
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Die Anzahl der Streifen bzw. Kreise, die beim Streifenalgorithmus pro Gera¨t verwaltet
werden mu¨ssen, steigt linear an mit der Anzahl von Zielpersonen, da jeweils ein Streifen
bzw. Kreis pro Zielperson betrachtet wird. Im Gegensatz dazu ist die Anzahl gleichzeitig zu
verwaltender Kreise bei den eigenen Strategien unabha¨ngig von der Anzahl an Zielpersonen,
da die zugrunde liegenden Update-Distanzen bzw. Update-Zonen entweder statisch gewa¨hlt
sind oder in Abha¨ngigkeit der na¨chsten bzw. am weitesten entfernten Nachbarn bestimmt
werden. In Bezug auf dieses Problem wird allerdings von [29], die den urspru¨nglichen Strei-
fenalgorithmus fu¨r Peer-to-Peer-Umgebungen, also ohne Einbezug eines zentralen Location
Servers, konzipiert haben, eine Optimierung ihres Ansatz vorgeschlagen.
Ein Vorteil der distanzbasierten Strategien, also der statischen Kreisstrategie sowie der
dynamisch-zentrierten Kreisstrategie, ist, dass sie ohne weitere Anpassung auch auf nicht-
kartesische Koordinatensysteme anwendbar sind. Beide Strategien beno¨tigen lediglich eine
Funktion zur Berechnung der ra¨umlichen Distanz zweier Punkte, sind also beispielsweise
auch leicht fu¨r geographische Koordinatensysteme wie WGS84 benutzbar. Ist auf dem Lo-
cation Server und dem Endgera¨t entsprechendes Kartenmaterial vorhanden, so ko¨nnen die
distanzbasierten Strategien auch fu¨r topologische Raumbeschreibungen angewendet wer-
den: Die Update-Distanz, welche auf dem Endgera¨t mit der bereits zuru¨ckgelegten Distanz
verglichen wird, wie auch die auf dem Server berechneten kleinst- und gro¨ßtmo¨glichen Di-
stanzen der einzelnen Zielpersonen entsprechen dabei topologischen Distanzen, beziehen
sich also auf Pfadla¨ngen innerhalb des durch die Karte vorgegebenen Graphen.
Die dynamisch-verschobene Strategie und der Streifenalgorithmus beruhen, wie oben be-
schrieben, auf Eigenschaften, die fu¨r kartesische Koordinatensysteme spezifisch sind. Fu¨r
eine allgemeine Anpassung an geographische Koordinatensysteme bzw. zur Erkennung to-
pologischer Distanzen wa¨ren weitere Betrachtungen erforderlich, die an dieser Stelle je-
doch nicht ausgefu¨hrt werden. Wirklich korrekt (bezu¨glich eines vorgegebenen maxima-
len Fehlers) funktionieren diese Strategien also in der existierenden Form im Zusammen-
hang mit echt gemessenen geographischen Positionsdaten nur jeweils innerhalb eines vor-
her bestimmten Ausschnittes einer auf die geographischen Koordinaten angewandten (kar-
tesischen) Kartenprojektion, zum Beispiel in das Universal Transverse Mercator (UTM)-
System. Die Gro¨ße dieses Ausschnitts ha¨tte im Falle der DSC-Strategie auch Auswirkun-
gen auf den Maximalradius eines Kreises. Denn dieser ko¨nnte ja theoretisch unendlich groß
werden und wu¨rde ohne Beschra¨nkung die Grenzen des Ausschnitts u¨berschreiten.
4.4 Evaluierung
Die praktische Anwendbarkeit der pra¨sentierten Strategien zur Nahbereichs- und Trennungs-
erkennung soll anhand eines ortsbezogenen Community-Dienstes belegt werden, der seine
Benutzer proaktiv benachrichtigt, sobald andere Community-Mitglieder in die Na¨he kom-
men. Im Fokus des Dienstes liegt also die Erkennung von Nahbereichsereignissen, um ent-
sprechende Alarme auszulo¨sen. Gleichwohl ist die Trennungserkennung vonno¨ten, na¨mlich
um Paare von Zielpersonen, fu¨r die bereits ein Nahbereichsereignis erkannt wurde und die
sich nun wieder voneinander entfernen, beizeiten fu¨r die Nahbereichserkennung neu zu ini-
tialisieren. Zuerst wurden dem Dienstszenario entsprechende Simulationen durchgefu¨hrt,
die die Leistungsmerkmale der Strategien bezu¨glich der u¨ber die Luftschnittstelle ausge-
tauschten Nachrichten ermitteln sollen. Daraufhin wurde ein Prototyp, der auch in Abschnitt
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7.3.5 beschrieben wird, umgesetzt und getestet. Beides wird in den na¨chsten zwei Abschnit-
ten dargestellt.
4.4.1 Simulation
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Abbildung 4.5: Uplink-Nachrichten pro Zielobjekt bei Smooth Random
Die Simulationen wurden mit Hilfe eines selbst entwickelten Rahmenwerks umgesetzt,
welches in Abschnitt 7.3.3 genauer beschrieben ist. Fu¨r das anvisierte Szenario werden Ziel-
personen auf einem Spielfeld der Gro¨ße 10 km × 10 km bewegt und die vorgeschlagenen
Strategien ausgefu¨hrt. Die Bewegungen richten sich sowohl nach ku¨nstlichen als auch realen
Bewegungsmustern. Fu¨r Erstere wurden unterschiedliche, in der Literatur beschriebene Mo-
delle untersucht und schließlich das Smooth-Random-Bewegungsmuster [38] ausgewa¨hlt.
Zum Erhalt echter Bewegungsdaten wurden mehrere Studenten mit GPS-Empfa¨ngern und
Personal Digital Assistants (PDAs) ausgestattet und dazu angehalten, sich in Mu¨nchen
und Umgebung frei zu bewegen. Daraus ergaben sich 69 so genannte Traces, die sowohl
fußga¨ngerisches Verhalten als auch Fahrtwege von Autos dokumentieren. Die zeitliche Dau-
er der Traces variiert zwischen mehreren Minuten und einigen Stunden, wobei gesammelte
GPS-Positionsdaten im Sekundentakt aufkommen. Vor der Einspeisung in die Simulation
bzw. vor der dauerhaften Abspeicherung wurden die Traces selbstversta¨ndlich anonymisiert.
Alle Traces wurden zum Zweck der Simulation mit demselben Startzeitpunkt versehen und
bis zum Ende des Vorgangs abwechselnd vorwa¨rts und ru¨ckwa¨rts abgespielt.
Wie in Abschnitt 2.4 beschrieben, werden drei Operationen zur Realisierung der Strate-
gien beno¨tigt: Position Update Requests zur Konfiguration der jeweiligen Position-Update-
Methode, Position Updates und Pollings. In Abha¨ngigkeit der verwendeten Strategie ver-
ursacht jede der Operationen eine oder mehrere Nachrichten, die u¨ber die Luftschnittstelle
u¨bertragen werden, wofu¨r zellula¨re Tra¨gerdienste wie GPRS oder UMTS in Frage kommen.
Dabei la¨sst sich zwischen Nachrichten unterscheiden, die im Uplink, also vom Endgera¨t
zum Location Server, oder im Downlink, also vom Server zum Endgera¨t, u¨bertragen wer-
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Abbildung 4.6: Downlink-Nachrichten pro Zielobjekt bei Smooth Random
den. Die beim mobilen Nutzer fu¨r die Datenu¨bertragung entstehenden Kosten richten sich
typischerweise nur nach dem u¨bertragenen Datenvolumen und werden nicht nach Uplink
und Downlink unterschieden. Von einer technischen Warte aus betrachtet, ist es jedoch hilf-
reich, die ¨Ubertragungsrichtungen getrennt zu untersuchen. Fu¨r den Transfer von Downlink-
Nachrichten ist es beispielsweise no¨tig, das Zielgera¨t innerhalb seiner aktuellen Location
bzw. Routing Area durch Paging auszurufen, was wiederum erho¨hten Signalisierungsauf-
wand bedeutet, der im Uplink nicht notwendig ist. Das Senden von Nachrichten im Uplink
belastet wiederum die Batterie des Endgera¨ts mehr als das Empfangen im Downlink. Ab-
bildungen 4.5 bis 4.8 stellen daher die Anzahl u¨bertragener Nachrichten im Uplink und
Downlink in jeweils getrennten Diagrammen dar.
Tabelle 4.1 bietet einen ¨Uberblick auf die Anzahl an Nachrichten, die mit jeder Opera-
tion verbunden sind. Abgesehen von der statischen Kreisstrategie wird angenommen, dass
Position Updates, die ja im Uplink u¨bertragen werden, jeweils durch die ¨Ubertragung eines
neuen Position Update Requests im Downlink besta¨tigt werden (Position Updates erzeu-
gen also keine Nachrichten im Downlink). Der Erhalt neuer Position Update Requests muss
im Gegenzug vom Endgera¨t besta¨tigt werden. Wird die statische Kreisstrategie benutzt, so
mu¨ssen keine Position Update Requests an das Gera¨t versendet werden (weil die Update-
Distanz statisch festgelegt ist). Folglich mu¨ssen hierbei Position Updates vom Server expli-
zit besta¨tigt werden. Bei allen Strategien besteht die Polling Operation aus einem Polling
Request im Downlink und einer Polling Response im Uplink.
Abbildungen 4.5 bis 4.8 stellen die Ergebnisse der Simulationen in Abha¨ngigkeit der An-
zahl am Community-Dienst teilnehmender Zielpersonen dar. Die Simulationen wurden mit
einer Nahbereichsdistanz von 1000 m, einer Trennungsdistanz von 1500 m und einer Grenz-
linientoleranz von 50 m konfiguriert. Die simulierte Zeit betrug zwei Stunden, wa¨hrend der
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Abbildung 4.7: Uplink-Nachrichten pro Zielobjekt bei den GPS Traces
Operation Uplink Downlink
Position Update 1 0 (1)∗
Position Update Request 1 1
Polling 1 1
∗statische Kreisstrategie
Tabelle 4.1: Anzahl von Uplink- und Downlink-Nachrichten pro Operation
alle Zielpersonen kontinuierlich bewegt wurden. Ruhezeiten wurden also explizit vermie-
den. Aus diesem Grund erscheint die Gesamtanzahl von Nachrichten pro Zielperson relativ
hoch. Realistisch ist jedoch, dass Personen oft fu¨r la¨ngere Zeitabschnitte ihren Aufenthalts-
ort nicht vera¨ndern, beispielsweise am Arbeitsplatz oder zu Hause. Dabei ist dann insgesamt
von deutlich weniger u¨bertragenen Nachrichten auszugehen.
Zuna¨chst fa¨llt auf, dass die Ergebnisse, die auf dem ku¨nstlichen Bewegungsmuster basie-
ren (Abbildungen 4.5 und 4.6), denjenigen, die mit Hilfe von GPS Traces erzeugt wurden
(Abbildungen 4.7 und 4.8), sehr a¨hnlich sehen. Obwohl sich beide Ansa¨tze in der Gesamtan-
zahl ausgetauschter Nachrichten unterscheiden (was darauf zuru¨ckfu¨hrbar ist, dass sich die
durch GPS simulierten Objekte schneller bewegten als die ku¨nstlich gesteuerten), bleibt
das Verha¨ltnis zwischen den jeweils entstehenden Nachrichtenmengen relativ konstant. Dies
besta¨tigt nicht nur die gute Eignung des Smooth-Random-Bewegungsmusters, sondern be-
tont auch die Relevanz der gezeigten Ergebnisse fu¨r realistische Szenarien.
Nicht u¨berraschend ist, dass fu¨r alle getesteten Strategien die Anzahl ausgetauschter Nach-
richten pro Zielperson mit steigender Anzahl u¨berwachter Personen zunimmt. Dies la¨sst sich
dadurch begru¨nden, dass die Dichte der Zielpersonen zunimmt. Die Spielfeldfla¨che bleibt
gleich groß, also muss die Anzahl von Nahbereichs- und Trennungsereignissen zwangsla¨ufig
zunehmen.
Alle der Diagramme 4.5 bis 4.8 weisen klar auf das schlechte Abschneiden der statischen
Kreisstrategie hin. Die Zahl u¨bermittelter Nachrichten betra¨gt sowohl im Uplink als auch
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Abbildung 4.8: Downlink-Nachrichten pro Zielobjekt bei den GPS Traces
im Downlink ein Vielfaches von dem, was die anderen Strategien ausmachen. Wie sich aus
den Abbildungen 4.9 bis 4.11 ableiten la¨sst, entstammt der Hauptteil der Nachrichten aus
Position-Update-Operationen. Diese treten sehr ha¨ufig auf, da die Update-Distanz gleich b
2
,
also relativ klein ist. Die statische Kreisstrategie benutzt als einzige keine Position Update
Requests. Es la¨sst sich also der Schluss ziehen, dass sich der zusa¨tzliche Aufwand, der durch
die dynamische Konfiguration von Update-Distanzen und Update-Zonen entsteht, wie es
die anderen Strategien vorsehen, durchaus lohnt. Der Kommunikationsaufwand scheint sich
dadurch insgesamt zu verringern.
Einzura¨umen ist allerdings, dass die statische Kreisstrategie die anderen, dynamischen
Strategien schla¨gt, wenn die Grenzlinientoleranz im Verha¨ltnis zur Dichte der Zielpersonen
relativ groß gewa¨hlt wird. Dieser Zusammenhang zeigt sich in Abbildung 4.12, welche die
Gesamtanzahl ausgetauschter Nachrichten fu¨r ein Szenario mit 25 sich auf dem Spielfeld
befindlicher Zielpersonen, einer Nahbereichsdistanz von 1000 m und einer Trennungsdis-
tanz von 1500 m darstellt. Wa¨hrend die dynamischen Strategien relativ unabha¨ngig von
der Grenzlinientoleranz sind – die Nachrichtenmenge bleibt beinahe konstant –, nimmt der
Nachrichtenaustausch bei der statischen Kreisstrategie mit zunehmender Grenzlinientole-
ranz ab und unterbietet die anderen Strategien fu¨r Werte zwischen 200 m und 300 m.
Dies liegt darin begru¨ndet, dass ab dieser Schwelle die durchschnittliche Ha¨ufigkeit von
Position Updates gering genug ist, so dass sich der zusa¨tzliche Aufwand zum ¨Ubertragen
von Position Update Requests, wie es die anderen Strategien vorsehen, nicht mehr lohnt. Der
Schwellwert der Grenzlinientoleranz, ab dem dieser Wechsel auftritt, ha¨ngt von der Dichte
der Zielpersonen ab. Allgemein la¨sst sich aussagen, dass er umso kleiner ist, je ho¨her die
Dichte der Zielpersonen ist.
Vergleicht man die unterschiedlichen dynamischen Strategien miteinander, so zeigt sich
fu¨r eine geringe Anzahl an Zielpersonen ein relativ a¨hnlicher Nachrichtenaufwand, ver-
gleiche auch Abbildungen 4.5 bis 4.8. Erho¨ht man die Anzahl jedoch, so schneiden die
DCC- und DSC-Strategien deutlich besser ab als der Streifenalgorithmus, fu¨r den die Kurve
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Abbildung 4.9: Position Updates pro Zielobjekt bei Smooth Random
schneller ansteigt als bei den anderen Strategien. Abbildungen 4.9 bis 4.11 lassen Ru¨ck-
schlu¨sse auf die Ursache zu: Wa¨hrend sich alle dynamischen Strategien nur leicht in der
Anzahl durchgefu¨hrter Position Updates unterscheiden, erzeugt der Streifenalgorithmus we-
sentlich mehr Pollings und Position Update Requests. Dieser Umstand la¨sst sich dadurch
erkla¨ren, dass bei den Streifen das Auslo¨sen eines Position Updates durch eine Zielperson
jeweils das Anfragen (Polling) des entsprechenden Gegenparts zur Folge hat. Schließlich
muss (falls kein Nahbereichsereignis erkannt wurde) genau in der Mitte zwischen den bei-
den Objekten ein neuer Streifen definiert werden, wozu beide exakten Positionen beno¨tigt
werden. Auf der anderen Seite werden bei den DSC- und DCC-Strategien Zielpersonen nur
dann angefragt, wenn sich die Zielperson, welche ihren Kreis verlassen hat, an den Kreis
einer anderen Person hinreichend angena¨hert bzw. von ihm entfernt hat. Dieser Umstand
fu¨hrt also dazu, dass die eigenen Strategien mit steigender Anzahl an Zielpersonen besser
abschneiden als der existierende Streifenalgorithmus.
Abbildungen 4.9 bis 4.11 zeigen außerdem, warum die verschobenen Kreise der DSC-
Strategie im Vergleich zur DCC-Strategie zu einer weiteren Verringerung des Nachrichten-
aufkommens fu¨hren. Dynamisch-verschobene Kreise sind im Durchschnitt gro¨ßer als die
Kreise der dynamisch-zentrierten Strategie, und so werden weniger Position Updates und
Position Update Requests erzeugt. Gleichzeitig fa¨llt jedoch auf, dass die DCC-Strategie
mit weniger Pollings auskommt. Nachdem die DCC-Kreise im Mittel kleiner sind als die
der DSC-Strategie, nehmen zu ihnen im Mittel auch weniger ha¨ufig andere Zielpersonen
kleinst- bzw. gro¨ßtmo¨gliche Absta¨nde ein, die Pollings zur Folge haben.
Schließlich zeigt Abbildung 4.13, wie sich die Anzahl ausgetauschter Nachrichten bei
allen Strategien in Abha¨ngigkeit der Nahbereichs- und Trennungsdistanz verha¨lt. Voraus-
gesetzt werden hier 25 beobachtete Zielpersonen sowie eine Grenzlinientoleranz von 25 m.
Die Trennungsdistanz wird jeweils als 11
2
-faches der Nahbereichsdistanz angesetzt. Bei allen
Strategien steigt die Anzahl ausgetauschter Nachrichten mit gro¨ßer werdender Nahbereichs-
und Trennungsdistanz an, was darauf zuru¨ckgefu¨hrt werden kann, dass sich die Anzahl von
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Abbildung 4.10: Position Update Requests pro Zielobjekt bei Smooth Random
Nahbereichs- und Trennungsereignissen bei gro¨ßeren Distanzen erho¨ht. Wie vorher liegen
die Ergebnisse der dynamischen Strategien sehr nahe beisammen, wobei die DSC-Strategie
wiederum am besten abschneidet.
4.4.2 Prototyp
Client-seitig la¨uft die prototypische Implementierung des Community-Dienstes auf allen
Endgera¨ten, die den in Abschnitt 7.3.1 beschriebenen TraX-Client ausfu¨hren ko¨nnen. Dieser
ist unter anderem als so genanntes Midlet fu¨r die Java 2 Platform, Micro Edition (J2ME) und
als .NET-Anwendung umgesetzt worden. Systemvoraussetzungen sind also eine mo¨gliche
Selbstortung des Endgera¨ts, was beispielsweise durch Kopplung an einen externen GPS-
Empfa¨nger mittels Bluetooth erreicht werden kann, sowie die Unterstu¨tzung der vom TraX-
Client beno¨tigten J2ME- bzw. .NET-Umgebung. Die im Folgenden beschriebenen Tests
wurden basierend auf J2ME auf einem Mobiltelefon des Typs Siemens/BenQ SXG-75 aus-
gefu¨hrt, welches bereits u¨ber ein integriertes GPS-Modul verfu¨gt. Die Funktionen der so ge-
nannten Positionsu¨bermittlungsschicht (vergleiche Abschnitt 7.2), die die Position-Update-
Methoden realisiert, werden vom TraX-Client bereitgestellt. Dies betrifft also die Verarbei-
tung und das Empfangen von Position Update Requests, die ¨Ubermittlung von Position Up-
dates sowie die Beantwortung von Pollings. Der TraX-Server (vergleiche Abschnitt 7.3.2),
welcher als Anwendung fu¨r die Java Platform, Standard Edition (J2SE) umgesetzt wur-
de, u¨bernimmt die Rolle des Location Servers. Entsprechend den vorgestellten Strategien
nimmt er also Position Updates entgegen und konfiguriert die Position-Update-Methoden
der verbundenen Gera¨te dynamisch durch Position Update Requests. Die Verbindung zwi-
schen TraX-Client und TraX-Server wurde im Versuch mittels GPRS u¨ber ein o¨ffentliches
Mobilfunknetz hergestellt.
Die prototypische Evaluierung umfasste einen Feldtest mit sechs Zielpersonen, die sich
zu Fuß durch den Englischen Garten in Mu¨nchen bewegten. Nach dem Ausprobieren ver-
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Abbildung 4.11: Pollings pro Zielobjekt bei Smooth Random
schiedener Konfigurationen wurden fu¨r die Nahbereichsdistanz 50 m und fu¨r die Trennungs-
distanz 100 m als fu¨r den Test am sinnvollsten erachtet. Die Grenzlinientoleranz wurde auf
25 m angesetzt.
Der Feldversuch ergab, dass die DCC- und die DSC-Strategie korrekt funktionieren und
somit geeignet sind, die gewu¨nschten Nahbereichs- und Trennungsereignisse zwischen mo-
bilen Zielpersonen zu erkennen. Es zeigte sich auch, dass die DSC-Strategie die dynamisch-
zentrierten Kreise bezu¨glich zwischen Server und Client transferierter Nachrichten leicht
unterbietet. Wie bereits angesprochen, erforderte die DSC-Strategie jedoch einen ho¨heren
Implementierungs- und Rechenaufwand: Fu¨r die Berechnung der dynamisch-zentrierten
Kreise werden die als (geographische) WGS84-Koordinaten u¨bermittelten Positionen erst
im Server in das (kartesische) UTM-System u¨berfu¨hrt, was wiederum an die fu¨r Mu¨nchen
geltende UTM-Zone gebunden ist. Der Maximalradius der DSC-Kreise wird, um den durch
die UTM-Kartenprojektion entstandenen Fehler nicht zu vergro¨ßern, auf 100 km gesetzt.
Im Gegensatz dazu sind fu¨r die Umsetzung der DCC-Strategie keinerlei Koordinatentrans-
formationen notwendig. Der Server kann die den dynamisch-zentrierten Kreisen zugrunde
liegenden Update-Distanzen direkt anhand der u¨bermittelten WGS84-Koordinaten berech-
nen.
Wa¨hrend des Feldversuchs traten jedoch auch Probleme auf, welche sich vor allem auf
die unzureichende Abdeckung durch GPS und GPRS zuru¨ckfu¨hren ließen. Wa¨hrend GPS
wie erwartet in der Na¨he von Geba¨uden und Ba¨umen schlecht verfu¨gbar bzw. mit hohen
Ungenauigkeiten verbunden war, so erwies sich auch GPRS als relativ unzuverla¨ssig. Teil-
weise war gar kein GPRS-Signal empfangbar, und oft wurden Netzverzo¨gerungen in der
Gro¨ßenordnung mehrerer Sekunden zum Austausch eines Datenpakets zwischen Endgera¨t
und Server verzeichnet. Die resultierenden Fehler traten in der Form falscher oder aus-
bleibender Nahbereichs- und Trennungsereignisse zutage. Wie anhand der auf dem Server
gefu¨hrten Protokolldateien sichtbar wurde, liegt der Ursprung dieser Fehler jedoch nicht in
den vorgestellten Strategien. Grundsa¨tzlich hat wohl jeder ortsbezogene Dienst, der sich auf
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Abbildung 4.12: Nachrichten pro Zielobjekt abha¨ngig von b bei Smooth Random
GPRS und GPS stu¨tzt, unter a¨hnlichen Problemen zu leiden.
Um das Problem wenigstens zu lindern, ist der Prototyp mit den folgenden Methoden zur
Fehlertoleranz ausgestattet: Falls die GPRS-Verbindung kurzzeitig unterbrochen ist und der
Server ein Gera¨t erfolglos nach dessen Position anfragt, wird zur Nahbereichs- und Tren-
nungserkennung die zuletzt u¨bermittelte Position verwendet. Wird basierend auf der so er-
mittelten, mo¨glicherweise veralteten Ortsinformation einer Zielperson ein Alarm generiert,
so wird dieser Umstand der zu benachrichtigenden Anwendung zusa¨tzlich mitgeteilt, so dass
diese die Information als unzuverla¨ssig einstufen kann. Sobald GPRS wieder verfu¨gbar ist,
meldet sich das Gera¨t erneut beim Location Server an und erha¨lt, falls notwendig, neue
Update-Konfigurationen. Auf ganz a¨hnliche Art und Weise wird verfahren, wenn die GPS-
Abdeckung plo¨tzlich verloren geht.
¨Uberdies u¨bermittelt das mobile Endgera¨t regelma¨ßig Keep-alive-Nachrichten, deren Pe-
riodizita¨t vom Server dynamisch angepasst werden kann. Ziel der Nachrichten ist es, die
Verbindung zum Server offen zu halten, welche andernfalls, also bei la¨nger ausbleibendem
Nachrichtenverkehr, von der Firewall des Netzbetreibers, die Network Address Translati-
on (NAT) anwendet, automatisch zuru¨ckgesetzt wu¨rde. Die ¨Ubermittlung von Keep-alive-
Nachrichten widerspricht in gewissem Maße den Bestrebungen der Strategien, den Nach-
richtenverkehr mo¨glichst gering zu halten. Die Nachrichten ko¨nnten jedoch durch entspre-
chende Vorkehrung auf der Seite des Netzbetreibers vermieden werden, was in dem durch-
gefu¨hrten Testfall natu¨rlich nicht mo¨glich war. Die Umgehung der NAT-Firewall stellt also
kein grundsa¨tzliches technisches Problem dar, sondern eher ein organisatorisch-vertragliches,
in dem Fall zwischen Location Provider und Netzbetreiber.
Allgemein gesprochen ko¨nnen Anwendungen, die die beschriebenen Strategien zur Nah-
bereichs- und Trennungserkennung nutzen, von neuen Technologien sicherlich nur profi-
tieren. Es ist zu erwarten, dass sich die Stabilita¨t von Netzverbindungen sowie die erreich-
bare Verzo¨gerung durch 3G-Systeme wie UMTS oder die sich anku¨ndigenden 4G-Netze
bedeutend verbessern. Dem mobilen Nutzer stehen bei 4G mehrere Tra¨gerdienste gleichzei-
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Abbildung 4.13: Nachrichten pro Zielobjekt abha¨ngig von dp und ds bei Smooth Random
tig zur Verfu¨gung, wie zum Beispiel GPRS, paketvermittelndes UMTS oder WLAN. Fa¨llt
ein Tra¨ger plo¨tzlich aus oder zeichnet sich eine Qualita¨tsverschlechterung ab, ko¨nnen End-
gera¨te zwischen den Technologien nahtlos hin- und her wechseln (vertikales Handover). Auf
a¨hnliche Weise wird sich die Zuverla¨ssigkeit und Verfu¨gbarkeit von Ortungstechnologien
verbessern. Das europa¨ische Satellitennavigationssystem Galileo, das mit dem amerikani-
schen GPS konkurrieren soll, wird voraussichtlich im Jahr 2011 in Betrieb gehen. Durch
Verwendung entsprechender Hardware ko¨nnen beide Systeme in Kombination verwendet
werden. Insbesondere ko¨nnen dann vom Endgera¨t gleichzeitig Satelliten beider Systeme
zur Positionsberechnung genutzt werden. Dadurch erho¨ht sich die Wahrscheinlichkeit, dass
sich auch in der Na¨he großer Geba¨ude genu¨gend Satelliten in Sichtlinie befinden.
4.5 Koppelnavigation als Optimierung fu¨r die
Nahbereichserkennung
Anhand der durchgefu¨hrten Simulationen zeigt sich sehr scho¨n, dass das Bewegungsver-
halten von Zielpersonen zwar großen Einfluss auf die Gesamtanzahl ausgetauschter Nach-
richten hat, das Leistungsverha¨ltnis der einzelnen Strategien untereinander jedoch relativ
konstant bleibt. Somit la¨sst sich unabha¨ngig vom zugrunde liegenden Bewegungsverhal-
ten entscheiden, welche der Strategien zu gegebenen Anforderungen am besten passen.
Beispielsweise eignet sich die DCC-Strategie vor allem dann, wenn nicht nur die Nach-
richtenanzahl gering gehalten werden soll, sondern gleichzeitig eine sehr einfache Imple-
mentierung gewu¨nscht ist. Die dynamisch-verschobenen Kreise sind vorzuziehen, wenn die
Reduktion ausgetauschter Nachrichten absoluten Vorrang hat.
Fu¨r letzteren Fall lassen sich jedoch noch weitere Optimierungen vorstellen, na¨mlich ins-
besondere solche, die gewisse Annahmen u¨ber das Bewegungsverhalten von Zielpersonen
treffen. Eine solche Optimierung ist der im Folgenden entwickelte, auf Koppelnavigation
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basierende Ansatz, der die aktuelle Bewegungsgeschwindigkeit und -richtung der Zielper-
sonen in seine Berechnungen mit einbezieht und der auch in [164] erla¨utert wird. Der Fokus
liegt dabei rein auf der Nahbereichserkennung, die ein gro¨ßeres Optimierungspotential ver-
spricht als die Trennungserkennung. Typischerweise bewegen sich die Zielobjekte bei der
Trennungserkennung ja nur innerhalb relativ eng gefasster Bereiche, weswegen in diesem
Fall die Betrachtung von Bewegungsrichtung und -geschwindigkeit als weniger zielfu¨hrend
erachtet wird.
Die Koppelnavigation war schon unter Seefahrern des 16. Jahrhunderts eine weit ver-
breitete Methode zur Positionsbestimmung. Unter Einbeziehung eines vorgegebenen Be-
zugspunkts, wie des Abgangshafens, konnte die aktuelle Position eines Schiffes damals mit
Hilfe stetig fortgefu¨hrter Richtungs- und Geschwindigkeitsmessungen ermittelt werden. Ein
Kompass, der seit dem 14. Jahrhundert zur nautischen Standardausru¨stung za¨hlte [25], gab
die Richtung vor. Außerdem wurde die aktuelle Geschwindigkeit ermittelt, indem man die
Zeit maß, die ein schwimmendes Stu¨ck Treibholz brauchte, um eine vorgegebene La¨nge
entlang des Bootsrands zuru¨ckzulegen.
Die damals rein zur Positionsbestimmung verwendete Koppelnavigation hat inzwischen
eine Art Renaissance durchlaufen. [93] zufolge eignet sie sich beispielsweise, um inner-
halb mobiler Ad-hoc-Netze auf effiziente Weise Routingtabellen aktuell zu halten. Weitere
Anwendungsfelder ergeben sich bei verteilten interaktiven Simulationen [46] sowie beim
Mobility Management fu¨r perso¨nliche Kommunikationssysteme [107]. Die Koppelnaviga-
tion ist außerdem bekannt als effiziente Position-Update-Methode, also zur Aktualisierung
der vom mobilen Endgera¨t ermittelten Position beim Location Server. Sie dient der im Fol-
genden entwickelten Strategie zur Nahbereichserkennung.
Zuerst werden die gemeinsamen Merkmale der bisher entwickelten Strategien anhand
einer ihnen gemeinsamen anhaftenden Prozedur analysiert und darauf aufbauend Anforde-
rungen an den zu entwickelnden Ansatz formuliert. Danach wird die Koppelnavigation als
Position-Update-Methode, wie sie in der Literatur bisher vorgesehen ist, ero¨rtert und an-
schließend eine fu¨r die Problemstellung mo¨glicherweise vorteilhaftere Variante pra¨sentiert.
Es wird ferner gezeigt, wie die Koppelnavigation mit der bereits bekannten Prozedur zur
Nahbereichserkennung zusammenspielt. Schließlich werden Simulationsergebnisse pra¨sen-
tiert, die durch den neuen Ansatz erzielt wurden.
4.5.1 Analyse der bisherigen Strategien
Alle drei vorgestellten dynamischen Strategien, die dynamisch-zentrierte und dynamisch-
verschobene Kreisstrategie sowie der Streifenalgorithmus, machen sich die dynamische
Konfiguration von Position-Update-Methoden (vergleiche Abschnitt 2.4) zunutze und un-
terscheiden sich prinzipiell nur darin, welche geometrische Form die entsprechenden Unsi-
cherheitsbereiche haben und wie diese zwischen den Zielpersonen aufgeteilt werden. Den
Ansa¨tzen liegt jedoch eine gemeinsame Prozedur zugrunde, die in Abbildung 4.14 fu¨r die
Nahbereichserkennung veranschaulicht ist: Erst teilt der Server jedem Zielobjekt ti einen
initialen Unsicherheitsbereich Ai zu (1). Dann positionieren sich die Gera¨te kontinuierlich
selbst, beispielsweise mit GPS, und u¨berpru¨fen, ob ihre aktuelle Position noch im zugeteil-
ten Bereich liegt (2). In dem Fall, dass eine Person ti ihren Bereich verlassen hat, meldet
sie ihre aktuelle Position pi an den Server. Hier wird pi mit den Unsicherheitsbereichen Aj
aller Personen tj verglichen, die bezu¨glich ti unter Beobachtung stehen (3). Abha¨ngig von
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der Strategie wird eine bestimmte Untermenge dieser Personen nach ihrer genauen Position
befragt (4). Fu¨r diejenigen tj daraus, fu¨r die der Positionsabgleich mit ti (5) die Nahbe-
reichsbedingung erfu¨llt, wird ein entsprechendes Ereignis ausgelo¨st (6). Schließlich werden
alle Zielpersonen, die durch die Prozedur inspiziert wurden (entweder durch ¨Ubermittlung
eines Position Updates oder durch Polling), mit neuen Unsicherheitsbereichen ausgestattet
(1).
Berechnung der
Unsich.-bereiche (1)
Zielperson ti
Positionierung => p
(2)
i
[p in A]i iVergleich mit anderen
Bereichen A (3)j
Position Update
[p nicht in A]i i
Position Update
Request
[spd(i,j) >= d +X]p
Positionierung => p
(4)
j
Polling Request
[spd(i,j) < d +X]p
Positionsvergleich (5)
Polling Response
Nahbereichsereignis (6)
[spd(i,j)<=d + b]p
[spd(i,j) > d +b]p
Location Server mobiles Endgerät
Zielperson tj
Abbildung 4.14: Basisprozedur zur Nahbereichserkennung
Dabei lassen sich insbesondere bezu¨glich Gro¨ße und Form der Unsicherheitsbereiche fol-
gende Aussagen formulieren, die sich auch durch die bereits beschriebenen Simulationen
besta¨tigt haben.
• Bereichsgro¨ße als Kompromiss. Große Unsicherheitsbereiche fu¨hren im Mittel zu
weniger Position Updates, was wu¨nschenswert ist. Wird den Zielpersonen innerhalb
ihrer Bereiche viel Bewegungsspielraum gelassen, so verlassen sie diese offensicht-
lich weniger ha¨ufig.
Andererseits fu¨hren große Bereiche zu potentiell mehr Polling-Operationen. Durch
gro¨ßere Unsicherheit wird es wahrscheinlicher, dass die kleinst- bzw. gro¨ßtmo¨glichen
Distanzen zwischen Paaren von Zielpersonen nach Position Updates in den kritischen
Bereich kommen, der ein Polling erforderlich macht. Beispielsweise wird beim Strei-
fenalgorithmus der ganze verfu¨gbare Raum zwischen den Objekten aufgeteilt, was im
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Mittel zu relativ großen Unsicherheitsbereichen fu¨hrt.1 Wa¨hrend dadurch die Anzahl
von Position Updates reduziert wird, folgt gleichzeitig auf jedes Update mindestens
eine Polling-Operation, was wiederum mit dem Austausch von Nachrichten verbun-
den ist. Ein Gegenbeispiel ist die DCC-Strategie mit ihren relativ kleinen Kreisen, bei
der im Mittel mehr Position Updates erzeugt werden. Hier wird nicht durch jedes Up-
date in der Folge ein Polling verursacht. Dadurch reduziert sich der Gesamtaufwand
an Nachrichten.
• Form und Ausrichtung. Unabha¨ngig von der Gro¨ße der Unsicherheitsbereiche hat
deren Form wie auch die Ausrichtung der zuletzt u¨bermittelten Position innerhalb des
Bereichs Auswirkungen auf die Menge u¨bertragener Nachrichten. Wird die letzte Po-
sition einer Person beispielsweise na¨her am Bereichsrand angesetzt, so ist bei zufa¨llig
gewa¨hltem Bewegungsverhalten im Mittel eine ho¨here Anzahl von Position Updates
zu erwarten. Offensichtlich ist die minimale Distanz, die eine Person bewa¨ltigen muss,
um bis zum Rand zu stoßen, bei der Definition der Bereiche von Belang. Deswegen
werden in der DSC-Strategie die Kreise auch so gewa¨hlt, dass sie die entsprechenden
DCC-Kreise jeweils einschließen. Nur so ist gewa¨hrleistet, dass die minimale Distanz
zum Rand erhalten bleibt. Allerdings ist es grundsa¨tzlich schwer, Zusammenha¨nge
zwischen Bereichsform sowie -ausrichtung und der Anzahl ausgetauschter Nachrich-
ten auf analytischem Wege herzuleiten, da diese stark vom zugrunde liegenden Bewe-
gungsmuster abha¨ngen.
Als Schlussfolgerung aus diesen Betrachtungen stellt sich die Anforderung, zwar die An-
zahl von Position Updates so weit wie mo¨glich zu senken, dabei aber den entstehenden
Unsicherheitsbereich der verfolgten Zielpersonen mo¨glichst wenig zu vergro¨ßern. Gleich-
zeitig sollte die Zielperson innerhalb des Bereichs mittig ausgerichtet sein, und der Bereich
sollte eine relativ einfache Form aufweisen.
4.5.2 Strategie basierend auf Koppelnavigation
Klassisch funktioniert Koppelnavigation folgendermaßen: Sei pi die letzte, von Zielperson
ti zur Zeit z1 u¨bermittelte Position. Ferner sei ~vi der ermittelte Bewegungsvektor von ti,
der also gemessene Geschwindigkeit und Richtung definiert und der dem Server gleichfalls
zum Zeitpunkt z1 u¨bermittelt wurde. Dann kann die gescha¨tzte Position Ei von ti fu¨r jeden
Zeitpunkt z2 mit ∆z := z2 − z1 anhand von Formel 4.1 berechnet werden. Optional kann
auch die zum Zeitpunkt z1 gemessene Beschleunigung von ti in die Formel einfließen, was
jedoch an dieser Stelle nicht weiter betrachtet wird.
Ei := pi + ~vi∆z (4.1)
Ein fortgeschrittener Ansatz wird von [105] vorgeschlagen. Additiv dazu, die Scha¨tz-
funktion durch Messwerte wie Geschwindigkeit und Richtung zu parametrisieren, wird das
Verfahren durch Kartendaten unterstu¨tzt, mit deren Hilfe Aussagen u¨ber die Route einer
1Die Tatsache, dass Streifen jeweils in der Mitte zwischen zwei Zielpersonen angebracht werden, fu¨hrt fu¨r
eine steigende Anzahl u¨berwachter Personen zu immer erheblicheren ra¨umlichen Einschra¨nkungen, wovon
jetzt allerdings abgesehen wird.
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Zielperson mo¨glich sind. Es zeigt sich, dass der vorgeschlagene kartenbasierte Ansatz in den
meisten Fa¨llen besser abschneidet als der klassische, also weniger Nachrichten austauscht.
Wie bereits in Abschnitt 2.4 erwa¨hnt, wurden beide Methoden, klassisch und kartenba-
siert, mit dem Ziel entwickelt, einzelne Zielpersonen bezu¨glich eines festgelegten Unsi-
cherheitsschwellwerts zu u¨berwachen. Das Endgera¨t von ti u¨bertra¨gt also genau dann seine
Position (zusammen mit aktuellen Bewegungsinformationen), wenn die wahre Position pi
vom Scha¨tzwert Ei um mehr als eine vorgegebene Distanz d abweicht. Nachdem Ei auf
Server und Endgera¨t simultan berechnet wird, kann der Server die Position der Zielperson
fu¨r jeden Zeitpunkt z2 auf einen Unsicherheitsbereich Ai anna¨hern, wobei es sich bei Ai in
beiden Fa¨llen um einen sich bewegenden Kreis mit Mittelpunkt Ei und Radius d handelt.
Wiederum unterscheidet sich in diesem Punkt die Nahbereichserkennung von der steten
Verfolgung einzelner Objekte, da sie nur die Distanzen zwischen Zielobjekten betrachtet.
Ein festes Maß an Unsicherheit muss also nicht gewa¨hrleistet werden. Der im Folgenden
entwickelte Koppelnavigationsalgorithmus weicht daher die Einschra¨nkung des festen Un-
sicherheitsschwellwerts auf. Stattdessen darf Ai u¨ber die Zeit anwachsen. Wa¨hrend bei fe-
stem Schwellwert Position Updates mit verstreichender Zeit ∆z immer wahrscheinlicher
werden, ist es das Ziel anwachsender Bereiche, diesen Effekt zu vermeiden.
x A i
i
z * vmin
z * vmax
via
a
x
aktuelle Position
letzte Position
^_
^_
Abbildung 4.15: Aufgespannter Unsicherheitsbereich bei der Koppelnavigation
Anstelle eines distanzbasierten Schwellwerts werden Abweichungsgrenzen im vorgeschla-
genen Algorithmus bezu¨glich Geschwindigkeit und Richtung eines Zielobjekts definiert.
Wie in Abbildung 4.15 dargestellt, ergibt sich daraus fu¨r den Unsicherheitsbereich Ai einer
Zielperson ti die Form eines Ringsegments, dessen Mittelpunkt an der letzten berichteten
Position liegt. Das Segment o¨ffnet sich entlang des Bewegungsvektors ~vi, wobei zu bei-
den Seiten ein noch zu definierender ¨Offnungswinkel a angetragenen wird. Der innere und
a¨ußere Ringradius werden bestimmt durch die bereits verstrichene Zeit und die gemesse-
ne Absolutgeschwindigkeit |~vi|, jeweils in Kombination mit einem Schwellwert zum Erhalt
der minimal bzw. maximal erlaubten Geschwindigkeit, vmin(|~vi|) und vmax(|~vi|). Sei also
pi die zuletzt u¨bermittelte Position und vi der zu dem Zeitpunkt bestimmte Bewegungsvek-
tor. Die aktuell auf dem Endgera¨t gemessene Position mi wird genau dann nicht an den
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Server gesendet, wenn gilt ∆z vmin(|~vi|) ≤ dist(pi,mi) ≤ ∆z vmax(|~vi|) und gleichzeitig
ang(~vi) − a ≤ ang(pi,mi) ≤ ang(~vi) + a. Mit verstreichender Zeit ∆z wird der durch
den Algorithmus aufgespannte Bereich offensichtlich gro¨ßer. Die Schwellwerte bezu¨glich
Richtung und Geschwindigkeit werden vom Server also idealerweise so vorkonfiguriert,
dass relativ wenige Position Updates entstehen (was durch große Fla¨chen bewirkt wird), die
Fla¨chen aber dennoch nicht so groß werden, dass sie u¨berma¨ßig viele Pollings verursachen.
x
aktuelle Position
letzte Position
x
x A i
i
k
j
A j
spd(i,j)
x
Abbildung 4.16: Berechnung der kleinstmo¨glichen Distanz bei der Koppelnavigation
¨Ahnlich wie bei den nicht bewegungssensitiven Strategien kann anhand der Ringsegmente
Ai und Aj zweier Zielpersonen ti und tj deren kleinstmo¨gliche Distanz spd(ti, tj) berechnet
werden, um Personen beizeiten nach ihrer exakten Position anzufragen. Zu diesem Zweck
sind verschiedene geometrische Betrachtungen notwendig, die an dieser Stelle jedoch nicht
ausgefu¨hrt werden. Der interessierte Leser wird dafu¨r auf [165] verwiesen. Abbildung 4.16
veranschaulicht die Berechnung anhand einer mo¨glichen Ausfu¨hrungssituation.
Nachdem der grundlegende Ansatz, Koppelnavigation zur Nahbereichserkennung anzu-
wenden, dargelegt wurde, beschreibt der na¨chste Abschnitt genauer, wie er sich in die in
Abbildung 4.14 gezeigte Basisprozedur integriert.
Erweiterung der Basisprozedur
Ganz a¨hnlich wie bei zonen- und distanzbasierten Position Updates kann der Location Ser-
ver bei der Koppelnavigation die aktuelle Position einer Zielperson ti zu jeder Zeit auf
einen bestimmten Unsicherheitsbereich Ai eingrenzen. Im Gegensatz zu den DCC- und
DSC-Strategien, die auf zonen- und distanzbasierten Updates beruhen, mu¨ssen bei der Kop-
pelnavigation Unsicherheitsbereiche behandelt werden, die sich durchgehend bewegen und
mo¨glicherweise die Gro¨ße a¨ndern. Folglich ist es mo¨glich, dass zwei Zielpersonen die Nah-
bereichsdistanz unterschreiten, ohne dabei ihre Bereiche zu verlassen. Der Server muss also
stets gewahr sein, wenn sich zwei Bereiche auf Kollisionskurs befinden, und die exakte Po-
sition der Objekte rechtzeitig vergleichen.
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Abbildung 4.17: Erweiterte Basisprozedur zur Nahbereichserkennung
Abbildung 4.17 beschreibt die damit verbundene Prozedur, welche nun eine neue server-
seitige Aktivita¨t entha¨lt: Zusa¨tzlich zur Ausfu¨hrung der bekannten Prozedur u¨berwacht der
Server die Unsicherheitsbereiche aller Paare von Personen (i, j) (1) und fragt beide nach
der exakten Position, sobald spd(i, j) < dp + Y , wobei Y >= 0 ein einstellbarer Wert ist
(2). Ergibt der Vergleich der ermittelten Positionen (3), dass spd(i, j) < dp + b, so wird ein
Nahbereichsalarm bezu¨glich i und j ausgelo¨st (4).
4.5.3 Ergebnisse
Der auf der Koppelnavigation basierende Ansatz wurde in mehreren Simulationen inner-
halb des in Abschnitt 7.3.3 beschriebenen TraX-Simulators getestet und mit den anderen
dynamischen Strategien bezu¨glich des Nachrichtenaufkommens verglichen. Der Algorith-
mus wurde mit den folgenden Parametern, die sich durch einfaches Ausprobieren ergaben,
konfiguriert, vergleiche Abbildung 4.15. Der beidseitige ¨Offnungswinkel a wurde auf 15
Grad gesetzt, die minimale Geschwindigkeit vmin auf 12 |~vi| und die maximale Geschwindig-
keit vmax auf 32 |~vi|.
Die Simulationen sollten vor allem Aufschluss daru¨ber geben, welchen Einfluss unter-
schiedliche Bewegungsmuster auf die Leistung des Ansatzes haben. Nachdem es mit den
vorhandenen GPS Traces leider nicht mo¨glich war, diese sinnvoll und mit einer jeweils aus-
reichenden Zahl an Vertretern in verschiedene Bewegungsklassen zu unterteilen – zu viele
Traces beschreiben relativ ungerichtete Bewegungen, und nur wenige la¨ngere und flu¨ssige
Autofahrten sind dokumentiert – wurden zum Testen des Ansatzes ku¨nstliche, entspre-
chend konfigurierbare Muster gewa¨hlt, na¨mlich das schon eingefu¨hrte Smooth-Random-
Bewegungsmuster und das Random-Waypoint-Modell [75].
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Wie bei der Evaluierung in Abschnitt 4.4.1 werden drei Operationen zur Umsetzung der
Strategie betrachtet: Position Update Requests zur Konfiguration der Bereiche, Position Up-
dates und Pollings. Die Anzahl der jeweils von den Operationen erzeugten Nachrichten
ergibt sich genau wie bei den anderen dynamischen Strategien anhand von Tabelle 4.1.
Die simulierten Bewegungsszenarien wurden so gewa¨hlt, dass sie fu¨r drei verschiedene
Transportmittel jeweils mo¨glichst realistisches Nutzerverhalten nachbildeten. Dabei handel-
te es sich um ein Fußga¨nger-Szenario, ein Radfahrer-Szenario und ein Autofahrer-Szenario.
Jedes Modell wurde durch eine charakteristische Kombination aus Werten fu¨r typische und
maximale Geschwindigkeiten beschrieben. Dabei werden die typischen Geschwindigkeiten
ho¨her gewichtet als die maximale. Sie werden also mit einer ho¨heren Wahrscheinlichkeit
ausgewa¨hlt.
Die simulierte Fla¨che wurde auf 5 km × 5 km festgesetzt und die Personenzahl zwischen
5 und 60 variiert. Es wurde durchgehend eine Nahbereichsdistanz von 500 m angenommen.
Szenario 1: Fußga¨nger
Das Fußga¨nger-Szenario wurde mit einer Maximalgeschwindigkeit von 10 km/h belegt, was
etwa leichtem Joggen entspricht. Die bevorzugten Geschwindigkeiten lagen bei 3 km/h und
5 km/h.
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Abbildung 4.18: Uplink-Nachrichten pro Zielobjekt beim Fußga¨nger-Szenario
Liegt hier das Random-Waypoint-Modell zugrunde, welches nur Bewegungen auf gerader
Linie vorsieht, so ist der Ansatz mit Koppelnavigation dem Streifenalgorithmus ab einer
Zahl von 10 Zielpersonen u¨berlegen, sowohl was Uplink als auch was Downlink betrifft.
Im Vergleich zu DCC und DSC verhalten sich Uplink und Downlink unterschiedlich. Im
Uplink liegen alle drei Strategien eng zusammen, und zwar innerhalb eines Bereichs von
ungefa¨hr 20 Nachrichten Unterschied von insgesamt beinahe 500 (vergleiche Abbildung
4.18). Im Downlink fa¨llt die Koppelnavigation jedoch hinter der Leistung von DCC/DSC
zuru¨ck (vergleiche Abbildung 4.19).
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Abbildung 4.19: Downlink-Nachrichten pro Zielobjekt beim Fußga¨nger-Szenario
Mit dem Smooth-Random-Bewegungsmuster, welches komplexere Bewegungen vorsieht,
insbesondere Beschleunigungen, Bremsvorga¨nge und Kurven, vergro¨ßern sich die Unter-
schiede zwischen den Kreisstrategien und der Koppelnavigation. Letztere schneidet sowohl
im Up- als auch im Downlink deutlich schlechter ab. Mehr Details hierzu finden sich in
[165].
Szenario 2: Radfahrer
Im Radfahrer-Szenario wurden ho¨here Geschwindigkeitswerte eingesetzt als fu¨r den Fuß-
ga¨nger, na¨mlich maximal 30 km/h und typisch 17 km/h bzw. 20 km/h. Wird hier Random
Waypoint als Bewegungsmodell ausgewa¨hlt, so la¨sst sich ein klarer Leistungsvorsprung des
Ansatzes mit Koppelnavigation erkennen. Bei 60 Zielobjekten werden im Uplink circa 42
% weniger Nachrichten ausgetauscht als bei der zweitplatzierten DSC-Strategie und immer-
hin 70 % weniger als beim Streifenalgorithmus. Die Unterschiede sind im Downlink etwas
kleiner, wobei die Koppelnavigation in Fu¨hrung bleibt mit 30 % weniger als DCC/DSC und
65 % weniger als die Streifen.
Verglichen mit Random Waypoint fu¨hrt Smooth Random zu einer leichten Verringerung
des Vorsprungs der Koppelnavigation. Die Unterschiede zu den anderen Strategien sind je-
doch immer noch klar erkennbar. Es werden im Uplink 29 % weniger Nachrichten als bei
DSC und 60 % weniger als bei den Streifen ausgetauscht (vergleiche Abbildung 4.20). Im
Downlink u¨bersteigt die Nachrichtenzahl der DSC-Strategie den der Koppelnavigation um
mehr als 200 von etwa 1000 Nachrichten (vergleiche Abbildung 4.21).
Szenario 3: Autofahrer
Im dritten Szenario werden Ho¨chstgeschwindigkeiten von 55 km/h angenommen, was sta¨dt-
ischen Autoverkehr widerspiegeln soll. Die konfigurierten typischen Geschwindigkeiten
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Abbildung 4.20: Uplink-Nachrichten pro Zielobjekt beim Radfahrer-Szenario
sind zum einen der Ho¨chstwert selbst und zum anderen ein relativ niedriger Wert von 8
km/h, welcher Situationen der Hauptverkehrszeit modelliert.
Das Anheben der Geschwindigkeiten wirkt sich wiederum in einem Leistungsanstieg der
Koppelnavigation aus. Fu¨r die Tests, die auf dem Random-Waypoint-Modell basieren, wer-
den im Vergleich zum Streifenalgorithmus bei 60 Nutzern 74 % weniger Nachrichten im
Uplink verursacht und 54 % weniger als beim zweitbesten Algorithmus, DCC. Im Down-
link unterbietet die Koppelnavigation die von der DCC-Strategie beno¨tigten 1800 Nachrich-
ten um beinahe 800. Auffa¨llig ist, dass bei einer Anzahl von circa 30 Objekten die DSC-
Strategie von den dynamisch-zentrierten Kreisen u¨berholt wird, sowohl im Uplink als auch
im Downlink. Hier schla¨gt sich also die Einfachheit von DCC zum ersten Mal auch in der
Effizienz nieder (die Spielfla¨che hat in dem Fall mit 5 km × 5 km nur ein Viertel der Gro¨ße
wie bei den Simulationen aus Abschnitt 4.4.1, entsprechend ist die Dichte der Zielobjekte
viermal so hoch).
Legt man fu¨r die Durchla¨ufe das Smooth-Random-Bewegungsmuster zugrunde, so zeigt
die Koppelnavigation im Uplink einen um 46 % geringeren Nachrichtenaufwand als DSC
und 68 % weniger Nachrichten als beim Streifenalgorithmus (vergleiche Abbildung 4.22).
Im Downlink liegt der Unterschied zur na¨chstplatzierten Kreisstragie bei circa 800 Nach-
richten (vergleiche Abbildung 4.23).
4.5.4 Bewertung
In allen simulierten Szenarien und jeweils unter Verwendung beider beschriebener Bewe-
gungsmuster zeigte sich, dass mit steigender Anzahl betrachteter Zielpersonen die Koppel-
navigation bezu¨glich ausgetauschter Nachrichten besser skaliert als die nicht bewegungs-
sensitiven Strategien: Streifenalgorithmus, DCC und DSC. Der Effekt fa¨llt umso deutlicher
aus, je ho¨her die Bewegungsgeschwindigkeit angesetzt wird. Einzura¨umen ist jedoch, dass
fu¨r die betrachteten Szenarien Bewegungsmodelle ausgewa¨hlt wurden, die relativ gerichte-
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Abbildung 4.21: Downlink-Nachrichten pro Zielobjekt beim Radfahrer-Szenario
te und gleichma¨ßige Bewegungen produzieren, was in verschiedenen denkbaren Situatio-
nen der realen Welt nicht unbedingt gegeben ist. Wie in [165] beschrieben, ergibt sich fu¨r
diffusere Bewegungen ein vergleichsweise schlechteres Abschneiden der Koppelnavigati-
on. Auffa¨llig ist, dass die relative Verbesserung durch die Koppelnavigation im Downlink
weniger groß ist als im Uplink. Dies ko¨nnte daran liegen, dass im Falle einer mo¨glichen
Nahbereichssituation, deren Bestimmung den Vergleich beider exakter Positionen erfordert,
die anderen dynamischen Strategien nur ein Polling vornehmen und sich die jeweils andere
Position aus dem u¨bermittelten Update ergibt. Bei dem Ansatz mit Koppelnavigation wer-
den hingegen oft zwei Pollings beno¨tigt, was zu einer zusa¨tzlichen Nachricht im Downlink
fu¨hrt.
Der neue Ansatz hat bezu¨glich ausgetauschter Nachrichten im Vergleich zu den anderen
Strategien also eindeutige Vorteile, solange die ausgefu¨hrten Bewegungen gleichma¨ßig und
zielgerichtet sind. Ist dies nicht der Fall, so kann jedoch auch ein gegenteiliger Effekt erzielt
werden. Dies macht den praktischen Einsatz der Koppelnavigation nur dann sinnvoll, wenn
dem System Informationen u¨ber die ausgefu¨hrten Bewegungen bereits im Vorhinein vorlie-
gen. Denkbar wa¨re ein Einsatz im Automobilbereich, beispielsweise um das im Auto fest
installierte Navigationssystem mit Community-Funktionen wie der Nahbereichserkennung
zu versehen. Andererseits ist vom Einsatz der Koppelnavigation abzuraten, wenn derartige
Informationen nicht vorliegen, da das Verfahren neben der beschriebenen Effizienzsteige-
rung auf der Luftschnittstelle auch zusa¨tzliche Schwierigkeiten und Kosten generiert.
So ist beispielsweise die korrekte Zeitsynchronisation zwischen Endgera¨t und Server,
die fu¨r die Berechnung der Scha¨tzfunktion notwendig ist, ein potentielles Problem. Zwar
steht mit der Nutzung von GPS gleichzeitig ein zuverla¨ssiger Zeitgeber fu¨r die Endgera¨te
zur Verfu¨gung, dieser ist jedoch dem Server nicht automatisch zuga¨nglich. Außerdem wird
der Ansatz dadurch abha¨ngig von einem speziellen Ortungsverfahren, was nicht unbedingt
erwu¨nscht ist. Ferner ist zwar die Berechnung der Scha¨tzfunktion auf dem Endgera¨t rela-
tiv einfach, auf dem Server generiert jedoch die in Abschnitt 4.5.2 beschriebene sta¨ndige
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Abbildung 4.22: Uplink-Nachrichten pro Zielobjekt beim Autofahrer-Szenario
¨Uberwachung von mo¨glicherweise kollidierenden Zielpersonen einen nicht unerheblichen
Zusatzaufwand, welcher mit einer gro¨ßer werdenden Anzahl von Zielpersonen quadratisch
ansteigt. Der Ansatz mit Koppelnavigation wird daher als Speziallo¨sung betrachtet, deren
Einsatz gut u¨berlegt sein sollte.
4.6 Zusammenfassung
In diesem Kapitel wurden verschiedene Strategien zur Nahbereichs- und Trennungserken-
nung mobiler Zielpersonen entwickelt und bezu¨glich u¨ber die Luftschnittstelle ausgetausch-
ter Nachrichten mittels Simulationen verglichen. Dabei stellte sich zuna¨chst heraus, dass die
dynamische Konfiguration von Position-Update-Methoden eindeutige Vorteile gegenu¨ber
statischen Ansa¨tzen wie der statischen Kreisstrategie hat. Ferner zeigte sich, dass die ei-
genen dynamischen Kreisstrategien, DCC und DSC, die diese Methoden in Abha¨ngigkeit
der na¨chsten Nachbarobjekte konfigurieren, mit der Anzahl u¨berwachter Personen besser
skalieren als der bestehende Streifenalgorithmus. Ein weiterer eigener Ansatz wurde vorge-
stellt, der auf der Koppelnavigation basiert und – in Abha¨ngigkeit der Bewegungsparameter
der Objekte – die Anzahl ausgetauschter Nachrichten bei der Nahbereichserkennung weiter
optimiert. Ein Java Applet zur Visualisierung und Simulation der Strategien ist verfu¨gbar
unter http://www.mobile.ifi.lmu.de/TraX/.
Die verschiedenen Ansa¨tze wurden auch bezu¨glich ihrer praktischen Anwendbarkeit eva-
luiert und diskutiert. Wa¨hrend sich der Streifenalgorithmus gut fu¨r Peer-to-Peer-Umgebun-
gen eignet, ist die statische Kreisstrategie empfehlenswert, falls ein hoher Wert fu¨r die
Grenzlinientoleranz akzeptabel ist. Die DSC-Strategie verha¨lt sich am besten bezu¨glich aus-
getauschter Nachrichten, falls keine Informationen u¨ber das voraussichtliche Bewegungs-
verhalten der Objekte vorliegen. Andernfalls la¨sst sich bei der Nahbereichserkennung durch
die Koppelnavigation weiterer Nachrichtenaufwand einsparen. Soll nicht nur hinsichtlich
der Nachrichtenanzahl optimiert werden, sondern ist gleichzeitig eine besonders einfache
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Abbildung 4.23: Downlink-Nachrichten pro Zielobjekt beim Autofahrer-Szenario
und robuste Implementierung gewu¨nscht, sind die dynamisch-zentrierten Kreise vorzuzie-
hen. Diese lassen sich sowohl fu¨r geographische Koordinaten als auch fu¨r topologische Di-
stanzbeziehungen anwenden.
In Abschnitt 7.2 wird genauer erkla¨rt, wie sich die Funktionen zur Nahbereichs- und
Trennungserkennung in die spa¨ter vorgestellte TraX-Plattform eingliedern. Im folgenden
Kapitel wird jedoch erst anhand der Erkennung von Cliquen gezeigt, dass die beiden Funk-
tionen wiederum von anderen, ho¨herwertigen Methoden genutzt werden, was bereits einen
Ausblick auf die Funktionsweise der geschichteten TraX-Architektur liefert.
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5 Proaktive Erkennung von Cliquen
Neben der Nahbereichs- und Trennungserkennung ist die automatische Erkennung von Cli-
quen ein weiterer Basismechanismus zur Realisierung proaktiver Mehrpersonen-LBCSs: In
der Graphentheorie bezeichnet eine Clique in einem ungerichteten Graph G eine Menge von
Knoten V , bei der alle Elemente paarweise durch eine Kante verbunden sind. V ist also ein
voll vermaschter Teilgraph von G. Die Gro¨ße einer Clique entspricht der Anzahl enthaltener
Knoten. Angelehnt an die graphentheoretische Definition versteht sich in dieser Arbeit eine
Clique Cn = {t1, ..., tn} als Menge von n mobilen Zielpersonen (=Knoten), bei der sich
alle mo¨glichen Paare ti, tj ∈ Cn, i 6= j zueinander im Nahbereich befinden (=Kante). Das
Problem der Erkennung von Cliquen ist folgendermaßen definiert: Gegeben sei eine Menge
S der Gro¨ße s von mobilen Zielpersonen. Dann soll automatisch erkannt werden, wenn sich
eine Clique Cn der Gro¨ße 2 ≤ n ≤ s gebildet hat, und ihre Zusammensetzung soll bestimmt
werden. Die Erkennung von Cliquen ist also eine Verallgemeinerung der Nahbereichserken-
nung, die das Problem fu¨r n = 2 behandelt.
Fu¨r die Erkennung von Cliquen lassen sich verschiedene Anwendungsfelder vorstellen,
zum Beispiel proaktive Friend-Alert-Dienste, die eine Gruppe von Freunden (umgangs-
sprachlich auch
”
Clique“ genannt) auf ihre ra¨umliche Na¨he hinweisen. Eine weitere Mo¨g-
lichkeit sind mobile Mehrbenutzerspiele, die die Erkennung von Cliquen als Teil des Spiel-
flusses vorsehen. Ein weiteres Feld, das sich nicht nur auf LBCSs bezieht, ist die Logistik.
Hier muss automatisch festgestellt werden, wann sich eine bestimmte Menge von Gu¨tern am
selben Ort befindet. Ein anderes Anwendungsgebiet ist CSCW, wo es zum Beispiel nu¨tzlich
wa¨re, eine Pra¨sentation zu starten, sobald sich genu¨gend der gewu¨nschten Personen zu ei-
nem Meeting versammelt haben. Auch ko¨nnte das so genannte Web 2.0 allgemein von Me-
chanismen zur Untersuchung der ra¨umlichen Beziehungen von Community-Teilnehmern
profitieren. Die automatische Cliquenerkennung wu¨rde grundsa¨tzlich bestehende MoSoSo-
Produkte aufwerten, die bislang nur reaktiv arbeiten.
In einem naiven Ansatz zur Cliquenerkennung ko¨nnten die Endgera¨te der Zielpersonen
die lokal gemessenen Ortsinformationen dem Location Server entweder periodisch oder an-
hand einer festen Update-Distanz u¨bermitteln. Server-seitig wu¨rden die berichteten Positio-
nen sta¨ndig verglichen und auf Cliquenbildung hin u¨berpru¨ft. Das Problem bei diesem An-
satz ist jedoch der u¨berma¨ßige Nachrichtenaustausch, der umso ho¨her ist, desto gro¨ßer die
gewu¨nschte ra¨umliche bzw. zeitliche Genauigkeit der Cliquenerkennung sein soll. Gleich-
zeitig entsteht eine sehr hohe Rechenlast beim Location Server.
In diesem Kapitel wird daher eine effizientere Methode vorgestellt, die versucht, die An-
zahl der zwischen Endgera¨t und Server ausgetauschten Nachrichten zu minimieren. Der
Ansatz ist auch in [126] beschrieben. Genau wie bei der Nahbereichs- und Trennungser-
kennung hat die Reduzierung ausgetauschter Nachrichten die folgenden Vorteile: Die Luft-
schnittstelle wird entlastet, mo¨gliche moneta¨re Kosten der Zielpersonen fu¨r die Benutzung
mobiler Tra¨gerdienste wie GPRS oder UMTS werden reduziert, und der durch den Versand
der Nachrichten entstehende Batterieverbrauch beim Endgera¨ts wird gedrosselt. Außerdem
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wird die Rechenlast beim Location Server gesenkt, was dessen Skalierbarkeit in Bezug auf
gleichzeitig bedienbare Endgera¨te erho¨ht.
Im Gegensatz zu einem konstruktiven Ansatz ist die grundlegende hier vorgestellte Idee,
die Nichtexistenz einer Clique so lange zu beweisen, wie die Clique nicht besteht. Auf-
bauend auf Erkenntnissen aus der Graphentheorie, die spa¨ter dargelegt werden, wird ein
solcher Beweis erreicht, indem die Zielobjekte aus S in so genannte Independent Sets ein-
geteilt werden. Ein Independent Set ist eine Teilmenge aus S, deren Elemente sich paarweise
nicht im Nahbereich befinden. Um die Gu¨ltigkeit der Independent Sets zu u¨berwachen und
um erkannte Cliquen hinsichtlich ihres Zerfalls zu u¨berpru¨fen, wird die Nahbereichs- und
Trennungserkennung verwendet. Die vorgeschlagene Strategie zur Erkennung von Cliquen
zeichnet sich also dadurch aus, dass kein vo¨llig neues, spezialisiertes Protokoll zur Verfol-
gung der Zielobjekte erdacht wird. Stattdessen wird die Nahbereichs- und Trennungserken-
nung dynamisch auf Paare von Zielobjekten angewendet. Wie sich zeigt, mu¨ssen nur einige
wenige der mo¨glichen Paare aus S gleichzeitig betrachtet werden, was den erforderlichen
Nachrichtenaufwand stark reduziert.
Dieses Kapitel gliedert sich wie folgt. Der na¨chste Abschnitt erkla¨rt den neuen Ansatz
zur Erkennung von Cliquen, bei dem die Nahbereichs- und Trennungserkennung selektiv
auf Paare von Zielobjekten angewendet wird. In Abschnitt 5.2 wird der Ansatz bezu¨glich
des erzeugten Nachrichtenaufwands sowie anderer Metriken anhand von drei verschieden-
artigen Bewegungsmustern evaluiert. Der Ansatz wird auch mit einer rudimenta¨ren Refe-
renzstrategie verglichen. Abschnitt 5.3 fasst verwandte Arbeiten zusammen und zeigt auf,
wie der Ansatz mit einer existierenden Lo¨sung fu¨r ein a¨hnliches Problem kombiniert werden
kann. Abschnitt 5.4 fasst das Kapitel zusammen.
5.1 Strategie zur Cliquenerkennung
Die im Folgenden vorgestellte Strategie zur Cliquenerkennung basiert vollkommen auf der
im letzten Kapitel entwickelten Nahbereichs- und Trennungserkennung. Es kommt also
prinzipiell jede der behandelten Strategien zur Nahbereichs- und Trennungserkennung auch
fu¨r die Cliquenerkennung in Frage. Dabei wird ein graphenbasierter Ansatz gewa¨hlt, der
die Zielpersonen als Knoten modelliert. Eine Kante zwischen zwei Knoten bedeutet, dass
die ra¨umliche Distanz dist(ti, tj) zwischen den entsprechenden Zielpersonen ti und tj klei-
ner ist als eine vordefinierte Cliquendistanz dc > 0. Wie schon erwa¨hnt, ist eine Clique
Cn eine Menge von n paarweise durch eine Kante verbundener Knoten. Durch die glei-
chen Umsta¨nde motiviert wie bei der Nahbereichs- und Trennungserkennung (Abschnitt
4.2), wird eine mit der Cliquenerkennung assoziierte Grenzlinientoleranz bc > 0 eingefu¨hrt:
Wenn dc ≤ dist(ti, tj) ≤ dc + bc, dann ko¨nnen ti und tj als verbunden angesehen werden,
mu¨ssen es aber nicht. Die beiden Zielpersonen ko¨nnen dann also als potentielle Kandidaten
fu¨r eine Clique zugelassen werden, dies muss aber nicht der Fall sein.
Wird eine Clique erkannt, so wird sie darauf hinsichtlich ihres Zerfalls beobachtet, wel-
cher wiederum ein entsprechendes Ereignis auslo¨sen soll. Der Einfachheit halber wird, so
lange eine Clique besteht, keines ihrer Elemente in andere Cliquen, die im Zuge derselben
gestellten Anfrage detektiert werden, einbezogen. Alle Cliquenbildungen unter den verblei-
benden Knoten aus S mu¨ssen jedoch trotzdem noch erkannt werden.
Der vorgeschlagene Ansatz unterscheidet sich von existierenden Graphenalgorithmen
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darin, dass die Kanten des Graphen nicht vollsta¨ndig bekannt sind. Stattdessen ist zum
Existenzbeweis einer Kante eine sich in Ausfu¨hrung befindliche Trennungserkennung zwi-
schen den Zielpersonen notwendig. Soll die Nichtexistenz einer Kante gezeigt werden, so
muss eine entsprechende Nahbereichserkennung im Gange sein. Beide Operationen erzeu-
gen natu¨rlich Kosten, die sich in der Anzahl zwischen Endgera¨t und Location Server aus-
getauschter Nachrichten niederschlagen. Sie sollten also so selten wie mo¨glich angewendet
werden. Die Idee des vorgestellten Ansatzes ist folglich, beweisbar alle mo¨glichen Cliquen
zu erkennen, dabei jedoch die Anzahl beobachteter Knotenpaare so weit wie mo¨glich zu
reduzieren. Wie sich zeigt, muss dazu oft nur eine geringe Anzahl von Kanten durch die
Nahbereichserkennung u¨berwacht werden, was den Gesamtnachrichtenaufwand stark ver-
ringert.
Der vorliegende Abschnitt gliedert sich wie folgt. Erst werden die verschiedenen Beo-
bachtungszusta¨nde, die zwischen Paaren von Zielpersonen mo¨glich sind, formal definiert.
Auch werden die ¨Uberga¨nge zwischen diesen Zusta¨nden beschrieben. Dann werden ver-
schiedene Folgerungen aus der Graphentheorie, die die Grundlage des Ansatzes bilden,
erla¨utert. Schließlich wird der ereignisgesteuerte Algorithmus zur Erkennung von Cliquen
im Detail dargelegt.
5.1.1 Beobachtungszusta¨nde
Fu¨r jeweils ein Paar von Zielpersonen lassen sich grundsa¨tzlich vier Beobachtungszusta¨nde
unterscheiden, zwischen denen der vorgestellte Algorithmus dynamisch wechselt:
• Der lange Zustand bezeichnet eine ablaufende Nahbereichserkennung zwischen ei-
nem Paar von Zielpersonen. Die Nahbereichsdistanz dp wird dabei der Cliquendistanz
dc gleichgesetzt. Die Grenzlinientoleranz der Nahbereichserkennung bp kann auf je-
den Wert zwischen 0 und der mit der Cliquenerkennung verbundenen Grenzliniento-
leranz bc gesetzt werden. Laut der Definition der Nahbereichserkennung ist somit die
Distanz des Paares sicher gro¨ßer gleich dc. Dies sichert das Nichtvorhandensein einer
Kante zwischen den entsprechenden Knoten im Graphen.
• Der kurze Zustand bedeutet, dass zwei Zielpersonen gerade auf Trennung hin u¨ber-
wacht werden. Die Trennungsdistanz ds wird dabei mit dc + bp gleichgesetzt. Die
Grenzlinientoleranz der Nahbereichserkennung bs wird auf bc − bp gesetzt. Auf die-
se Weise sind die Unscha¨rfeintervalle der Nahbereichs- und Trennungserkennung
disjunkt.
”
Ping-Pong-Effekte“, die auftreten wu¨rden, wenn Objekte gleichzeitig als
nah und getrennt betrachtet werden ko¨nnen, werden dadurch vermieden. Die Distanz
zweier Objekte, die sich zueinander im kurzen Beobachtungszustand befinden, ist so-
mit sicher kleiner gleich ds+ bs = dc+ bp+ bc− bp = dc+ bc. Von der Existenz einer
entsprechenden Kante kann daher ausgegangen werden.
• Ist keinerlei Information u¨ber das ra¨umliche Verha¨ltnis zweier Zielpersonen bekannt,
so befindet sich das Paar im Zustand unbekannt. Der Einfachheit halber wird dieser
Zustand in den Abbildungen unten nicht graphisch dargestellt.
• Ein Paar von Zielpersonen, das zwar nicht aktiv beobachtet wird, welches aber vor
kurzem ein Nahbereichsereignis ausgelo¨st hat, befindet sich im Zustand schwebend.
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Abbildung 5.1: ¨Uberga¨nge zwischen den Beobachtungszusta¨nden
Der Zweck dieses Zustands ist es, die Paare, die sich vermutlich im Nahbereich
befinden, von den anderen zu unterscheiden, ohne eine aktive Trennungserkennung
einzusetzen. Diese soll na¨mlich so lange wie mo¨glich hinausgezo¨gert werden, um
u¨berflu¨ssige Nachrichten einzusparen.
Hervorzuheben ist, dass nur die Zusta¨nde lang und kurz aktive Beobachtungen sind, bei
denen wirklich Nachrichten ausgetauscht werden.
Das assoziierte Zustandsu¨bergangsdiagramm wird in Abbildung 5.1 gezeigt. Demnach
beginnt eine Beobachtung eines Paares immer im Zustand unbekannt. Von dort aus kann
nur der Zustand lang erreicht werden, was durch eine Initiierung der Nahbereichserkennung
erreicht wird (1). Der lange Zustand wird entweder verlassen, wenn die Nahbereichserken-
nung explizit angehalten wird (2), was eine Ru¨ckkehr zu unbekannt bewirkt, oder wenn er-
kannt wird, dass sich das Paar im Nahbereich befindet (3). In diesem Fall wird zum Zustand
schwebend u¨bergegangen. Der schwebende Zustand wird verlassen, wenn die Positionen der
Zielpersonen zu einem spa¨teren Zeitpunkt explizit angefragt und erneut verglichen werden.
Befinden sich die beiden dann immer noch im Nahbereich (5), so wird die Trennungser-
kennung gestartet, und der Zustand geht in kurz u¨ber. Andernfalls (4) wird zu unbekannt
zuru¨ckgekehrt. Die einzige Weise, den kurzen Zustand zu verlassen, ist ein entsprechendes
Trennungsereignis (6). Es fu¨hrt wiederum zum Neustart im Zustand unbekannt.
5.1.2 Graphentheoretische Grundlagen
Die grundlegende Idee des Ansatzes ist es, die Nichtexistenz einer Clique zu beweisen,
solange sich diese nicht gebildet hat. Gema¨ß den folgenden Erkenntnissen aus der Gra-
phentheorie ist ein solcher Beweis mo¨glich, auch wenn nur ein kleiner Teil aller mo¨glichen
Paarbeziehungen aktiv beobachtet wird.
Zum Zeigen der Nichtexistenz einer Clique wird das Konzept so genannter Independent
Sets verwendet. Ein Independent Set ist eine Teilmenge I ⊆ S der Gro¨ße i, 1 ≤ i ≤ s von
Knoten, die paarweise nicht mit einer Kante verbunden sind. Es ist also bekannt, dass sich
die Zielpersonen aus I paarweise nicht innerhalb der Nahbereichsdistanz befinden. Folg-
lich sind alle mo¨glichen Paare eines Independent Sets im langen Beobachtungszustand, das
heißt, die Nahbereichserkennung ist aktiviert.
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Abbildung 5.2: Beweis der Nichtexistenz einer Clique (n = 4, s = 5) mit drei Independent
Sets
Die chromatische Zahl oder auch Knotenfa¨rbungszahl γ(G) eines Graphen G entspricht
der kleinsten Anzahl von Farben, die beno¨tigt werden, um die Knoten von G so einzufa¨rben,
dass keine zwei durch eine Kante verbundenen Knoten dieselbe Farbe haben. γ(G) gleicht
außerdem der minimalen Zahl an Independent Sets, in die sich die Knoten von G aufteilen
lassen. Letzteres ist fu¨r den gewu¨nschten Beweis entscheidend. Die Aussage la¨sst sich leicht
einsehen, indem man genau diejenigen Knoten in ein Independent Set gruppiert, die dieselbe
Fa¨rbung aufweisen.
Die Cliquenzahl ω(G) eines Graphen G bestimmt die Gro¨ße der gro¨ßten Clique in G.
Es gilt, dass die chromatische Zahl eines Graphen stets gro¨ßer oder gleich der Cliquenzahl
ist, γ(G) ≥ ω(G), was sich leicht nachvollziehen la¨sst: Offensichtlich ko¨nnen keine zwei
Knoten desselben Independent Sets in der gleichen Clique enthalten sein. Demzufolge kann
selbst die gro¨ßte Clique eines Graphen nur aus ho¨chstens einem Knoten pro Independent Set
bestehen. Nachdem die minimale Anzahl von Independent Sets gleich der chromatischen
Zahl γ(G) ist, muss also γ(G) ≥ ω(G) gelten.
Der vorgeschlagene Algorithmus beruht auf diesen Erkenntnissen. Um die Nichtexistenz
einer Clique Cn der Gro¨ße n zu zeigen, wird die Menge alle Zielobjekte S in n − 1 Inde-
pendent Sets aufgeteilt. Ist dies mo¨glich, so muss gelten, dass n − 1 ≥ γ(G) ≥ ω(G), was
Cliquen der Gro¨ße n ausschließt. Die Bedingungen aller Independent Sets werden kontinu-
ierlich u¨berwacht: Besteht ein Set nur aus einer Zielperson, so mu¨ssen keine Beobachtungen
durchgefu¨hrt werden. Andernfalls muss fu¨r alle Paare von Zielpersonen innerhalb des Sets
die Nahbereichserkennung aktiv sein (langer Zustand).
In dem Beispiel in Abbildung 5.2 wird eine Clique Cn der Gro¨ße n = 4 in einer Menge
S = {ti, tj, tk, tl, tm} von s = 5 mobilen Zielobjekten gesucht. Gema¨ß den vorigen Er-
kla¨rungen kann die Existenz einer solchen Clique ausgeschlossen werden, wenn sich die
fu¨nf Zielobjekte in drei Independent Sets aufteilen lassen, was in der Abbildung geschieht:
Es gibt ein einzelnes, unbeobachtetes Zielobjekt (tm), welches ein triviales Independent Set
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darstellt. Außerdem existieren zwei Sets, die jeweils aus einem Paar von Objekten bestehen,
(ti, tj) und (tk,tl), und die sich folglich im langen Beobachtungszustand befinden. Hervor-
zuheben ist an dieser Stelle, dass die Cliquenerkennung fu¨r s = n mit lediglich einer sich in
Ausfu¨hrung befindlichen Nahbereichserkennung auskommt.
Nach [85] ist das Entscheidungsproblem der Bestimmung, ob die chromatische Zahl ei-
nes Graphen G unter einem gegebenen Wert k liegt, NP-hart. Aus diesem Grund versucht
der unten beschriebene Algorithmus gar nicht erst, immer die beste Kombination von In-
dependent Sets zu finden. Es wird vielmehr eine Approximation mit polynomieller Berech-
nungszeit benutzt, die zum einen entscheidet, ob eine Aufteilung in n− 1 Independent Sets
mo¨glich ist, und die zum anderen diese Aufteilung liefert. Wie sich bei den durchgefu¨hrten
Simulation herausstellt, sind die Situationen, in denen der angena¨herte Algorithmus schei-
tert, sehr selten1. Tritt eine solche Situation dennoch auf, werden einfach alle mo¨glichen
Paarbeziehungen aus S u¨berwacht (entweder im langen oder kurzen Beobachtungszustand).
Dies ist zwar aus Sicht des Nachrichtenaufwands nicht optimal, scheint aber im Hinblick
auf die Seltenheit dieser Situation annehmbar.
5.1.3 Basisalgorithmus zur Cliquenerkennung
Der vorgeschlagene Algorithmus zur Cliquenerkennung verwaltet vier Mengen von Paarbe-
obachtungen: Sc entha¨lt die Beobachtungen im kurzen Zustand, Lc die im langen Zustand,
Uc diejenigen, die unbekannt sind, und Pc entha¨lt die schwebenden Beobachtungen. Im We-
sentlichen schiebt der Algorithmus die Beobachtungen zwischen diesen Mengen anhand
der Zustandsu¨berga¨nge aus Abbildung 5.1 hin und her. Es wird außerdem eine Menge Xc,
die alle aktuellen Independent Sets entha¨lt, verwaltet. Die Menge Yc entha¨lt alle aktuellen
Cliquen, die kleiner als n sind. Wie bereits beschrieben, werden die Elemente der in Xc
enthaltenen Independent Sets paarweise im langen Zustand beobachtet. Die Paarbeobach-
tungen innerhalb der Cliquen aus Yc ko¨nnen entweder kurz oder schwebend sein, wobei die
Verwendung des schwebenden Zustands zum Ziel hat, die nachrichtenintensive Trennungs-
erkennung so gut wie mo¨glich zu vermeiden.
Jedes Mal, wenn eine neue kurze oder schwebende Beobachtung hinzukommt, werden die
Cliquen in Yc neu organisiert. Nur bei einem solchen Ereignis kann die gesuchte Clique der
Gro¨ße n erkannt werden. Eine Neuorganisation der Cliquen in Yc wird auch durchgefu¨hrt,
wenn eine kurze oder schwebende Beobachtung entfernt wird. In diesem Fall werden eine
oder mehrere Cliquen jeweils in zwei kleinere Cliquen aufgeteilt. Der Algorithmus sowie
die Datenstruktur zur Verwaltung der Cliquen in Yc wurden exakt aus [92] u¨bernommen und
sollen daher an dieser Stelle nicht im Detail beschrieben werden. Um ein Ereignis bezu¨glich
des Hinzufu¨gens oder Lo¨schens einer kurzen bzw. schwebenden Kante zu verarbeiten, ist
eine rechnerische Komplexita¨t von O((n− 1)( s
(n−1)
)
) notwendig. Der Term ergibt sich aus
der maximalen Gro¨ße von Yc, die auf
(
s
(n−1)
)
limitiert ist, da nur Cliquen enthalten sein
ko¨nnen, die kleiner als n sind, multipliziert mit der Maximalgro¨ße der Cliquen, n− 1.
Xc wird immer dann umorganisiert, wenn ein neuer Beweis basierend auf Independent
Sets berechnet wird. Dies ist normalerweise dann der Fall, wenn eine Beobachtung im lan-
gen Zustand aufgrund eines Nahbereichsereignisses beendet wird. Als Folge der Reorgani-
1Die Ergebnisse beziehen sich auf die Verfolgung mobiler Zielobjekte und haben fu¨r allgemeine graphen-
theoretische Probleme keine Aussagekraft.
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Abbildung 5.3: Prozedur zur Behandlung von Nahbereichsereignissen
sation der Independent Sets entstehen neue lange Beobachtungen, die von Uc nach Lc ver-
schoben werden. Außerdem werden bestehende lange Beobachtungen, die von keinem der
neuen Independent Sets mehr gebraucht werden, abgeschaltet, also von Lc nach Uc umge-
bucht. Der detaillierte Algorithmus zur Verwaltung der Independent Sets wird in Abschnitt
5.1.4 beschrieben.
Zu Beginn sind die Mengen Sc, Lc und Pc leer, und Uc beinhaltet alle mo¨glichen Paare aus
S. Yc entha¨lt s Cliquen, die jeweils aus einem einzelnen Zielobjekt bestehen. Entsprechend
entha¨lt Xc s Independent Sets, die jeweils ein Zielobjekt enthalten. Ein initialer Beweis der
Nichtexistenz einer Clique Cn basierend auf Independent Sets wird berechnet. Als Ergebnis
wird fu¨r ein oder mehrere Paare von Zielobjekten die Nahbereichserkennung aktiviert, was
die entsprechenden Zustandsbeobachtungen von Uc nach Lc transferiert. Xc entha¨lt jetzt
n − 1 Independent Sets. Die Nichtexistenz der gesuchten Clique ist dadurch zumindest so
lange gesichert, bis eine der neuen langen Beobachtungen ein Nahbereichsereignis auslo¨st.
Der Rest des Algorithmus verla¨uft rein ereignisgesteuert. Zur Einfachheit werden alle
Ereignisse sequentialisiert, das heißt, es wird davon ausgegangen, dass nur jeweils ein Er-
eignis zur selben Zeit abgehandelt wird. Zwei Ereignistypen werden unterschieden: erkann-
te Nahbereichsbetretungen sowie Trennungen zweier Zielobjekte. Die Verarbeitung eines
Trennungsereignisses ist relativ einfach, da es nicht dazu fu¨hren kann, dass ein laufen-
der Nichtexistenz-Beweis der gesuchten Clique ungu¨ltig wird. Die einzigen Konsequen-
zen eines Trennungsereignisses sind, dass die entsprechende Beobachtung von Sc nach Uc
u¨berfu¨hrt wird und dass eine oder mehrere Cliquen aus Yc aufgespaltet werden.
Die Behandlung von Nahbereichsereignissen ist hingegen aufwa¨ndiger: Wenn nach der
Feststellung des Nahbereichs zwischen den Zielobjekten ti und tj ein Independent Set I
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der Gro¨ße i existiert, welches bislang das Paar enthielt, so wird I in zwei Independent Sets
aufgeteilt: ein triviales Set, welches entweder aus ti oder tj besteht – welches Zielobjekt
ausgewa¨hlt wird, wird anhand einer Zufallsfunktion bestimmt –, sowie ein Independent Set
der Gro¨ße i−1, welches die restlichen Objekte aus I entha¨lt. Das Ergebnis ist, dass sich die
Gesamtanzahl von Independent Sets in Xc um eins erho¨ht und dass folglich die Nichtexi-
stenz einer Clique der Gro¨ße n nicht mehr gewa¨hrleistet ist. Die Beobachtung zwischen ti
und tj wird von Lc nach Pc u¨berfu¨hrt, und alle anderen Beobachtungen, die bislang das ab-
gespaltene Objekt mit den Elementen aus I verbunden haben, werden nach Uc verschoben.
Dann werden die folgenden Schritte, die auch in Abbildung 5.3 zusammengefasst werden,
nacheinander ausgefu¨hrt, wobei jeder Schritt vom Scheitern seines Vorga¨ngers abha¨ngt:
1. Die Cliquen in Yc werden neu organisiert, und es wird gepru¨ft, ob die durch das Nah-
bereichsereignis erkannte Kante zu einer Clique der Gro¨ße n fu¨hrt. Ist dies der Fall,
so wird gepru¨ft, ob die Clique Paarbeobachtungen in Pc hat. Gegebenenfalls wird
durch Pollings kontrolliert, ob die entsprechenden Paare die Nahbereichsbedingung
noch immer erfu¨llen. Ist die Clique dann noch erhalten, so kann sie der anfragenden
Anwendung gemeldet werden. Die Cliquenmitglieder werden dann von der Liste der
beobachteten Zielobjekte gestrichen, und die Prozedur kehrt zuru¨ck.
2. Kann im ersten Schritt keine Clique der Gro¨ße n erkannt werden, so wird u¨berpru¨ft,
ob ein Nichtexistenz-Beweis durch Erzeugung von n−1 Independent Sets (vergleiche
Abschnitt 5.1.4) mo¨glich ist, indem nur diejenigen Beobachtungen, die sich momen-
tan in Uc∪Lc befinden, benutzt werden. Es sollen also in diesem Schritt keine explizi-
ten Nahbereichspru¨fungen stattfinden, welche potentiell Beobachtungen von Pc nach
Uc freigeben ko¨nnten. Entsprechende Pollings werden also an dieser Stelle vermieden,
da sie relativ teuer sind. Ist also die Erzeugung von n− 1 Independent Sets an dieser
Stelle schon mo¨glich, werden die entsprechenden langen Beobachtungen initialisiert,
und die Ereignisbehandlungsroutine kann zuru¨ckkehren.
3. Andernfalls werden die Positionen aller Zielobjekte, die Teil mindestens einer schwe-
benden Paarbeobachtung sind, erfragt (Polling) und miteinander verglichen. Gema¨ß
den Zustandsu¨berga¨ngen aus Abbildung 5.1 werden alle Paare aus Pc, die sich dann
immer noch im Nahbereich befinden, nach Sc u¨berfu¨hrt und aktiv bezu¨glich Trennung
observiert. Alle getesteten Paare aus Pc, die sich mittlerweile voneinander entfernt ha-
ben, werden hingegen nachUc umgebucht. Als Ergebnis entha¨ltUc nun mo¨glicherweise
mehr freie Paare als zuvor. Es wird daher erneut versucht, mit Hilfe der in Uc ∪ Lc
enthaltenen Paare, n − 1 Independent Sets zu erstellen. Funktioniert dies, wird die
Routine beendet.
4. Wie bereits erwa¨hnt, gelingt der Beweis basierend auf n− 1 Independent Sets in den
allermeisten Fa¨llen, was bedeutet, dass dieser Schritt normalerweise nicht ausgefu¨hrt
werden muss. In seltenen Fa¨llen ist der Beweis jedoch nicht mo¨glich, weil sich selbst
nach dem Erfragen und Vergleichen der Positionen der Paare aus Pc zu wenige Kandi-
daten in Uc befinden, aus denen fu¨r die beno¨tigten langen Beobachtungen ausgewa¨hlt
werden kann.
Abbildung 5.4 zeigt ein Beispiel, bei dem eine Clique der Gro¨ße n = 3 in einer
Menge von s = 5 verfolgten Zielobjekten erkannt werden soll. Die Nichtexistenz
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Abbildung 5.4: Beweis der Nichtexistenz einer Clique (n = 3, s = 5) mit Independent Sets
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Abbildung 5.5: Beweis der Nichtexistenz einer Clique (n = 3, s = 5) durch volle Verma-
schung
der Clique ließe sich beweisen, wenn die Objekte in zwei Independent Sets aufgeteilt
werden ko¨nnten, was einer 2-Fa¨rbung des Graphen entspricht. Nachdem der Graph
jedoch einen ungeraden Zyklus entha¨lt, wie sich anhand der eingezeichneten kurzen
Beobachtungen erkennen la¨sst, ist eine solche Fa¨rbung unmo¨glich.
Wie in Abbildung 5.5 gezeigt wird, la¨sst sich die Nichtexistenz der Clique dennoch
zeigen – allerdings nur, indem alle in Uc verbleibenden Paare fu¨r die Nahbereichser-
kennung aktiv geschaltet werden, was sie nach Lc verschiebt. Alle mo¨glichen Kanten
des Graphen werden nun beobachtet, und die Prozedur kann zuru¨ckkehren. Weitere
Nahbereichs- und Trennungsereignisse werden so behandelt, als wu¨rde der Beweis
auf Independent Sets basieren. Fu¨r jedes weitere Nahbereichsereignis wird die ge-
samte Prozedur wiederholt, und es wird wiederum versucht, einen Beweis basierend
auf Independent Sets herzustellen.
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5.1.4 Erzeugung von n− 1 Independent Sets
In den Schritten (2) und (3) der oben vorgestellten Prozedur wird jeweils versucht, die An-
zahl von Independent Sets, die die Knoten aus S abdecken, auf n− 1 zu reduzieren. Zu die-
sem Zweck werden im Folgenden zwei Funktionen vorgestellt, die sich wiederholt auf die
in Xc enthaltenen Sets anwenden lassen: Verschmelzungen und Verteilungen. Beide Funk-
tionen haben zum Ziel, die Fluktuation zwischen den Mengen Uc und Lc so gering wie
mo¨glich zu halten. Es sollen also so wenig wie mo¨glich sich in Ausfu¨hrung befindliche Be-
obachtungen vera¨ndert werden, um den mit der Aktion verbundenen Nachrichtenaufwand
und die rechnerische Komplexita¨t gering zu halten. Verschmelzungen sind dabei effizienter
als Verteilungen, was der Grund dafu¨r ist, dass sie immer zuerst ausprobiert werden. Eine
Verteilung wird nur dann versucht, wenn keine mo¨gliche Verschmelzung gefunden werden
kann. Erst wenn in Schritt (3) der Basisprozedur nicht einmal Verteilungen mo¨glich sind,
wird die volle Vermaschung (4) angewendet.
Verschmelzung
Eine Verschmelzung erha¨lt alle bestehenden langen Beobachtungen der Independent Sets
aus Xc und ist daher sehr effizient. Zwei Independent Sets Ia und Ib, fu¨r die gilt, dass alle
Paare (Ia × Ib) in Uc ∪ Lc enthalten sind, werden dabei aus Xc ausgewa¨hlt. Diese Paare
werden dann in den langen Beobachtungszustand Lc transferiert. Dies bewirkt, dass Ia und
Ib zu einem einzigen Independent Set verschmelzen, was die Gesamtzahl an Independent
Sets um eins reduziert.
Ein Beispiel findet sich in Abbildung 5.6. Zuerst gibt es zwei Independent Sets, (ti, tj, tm)
und (tk, tl), die die Nichtexistenz einer Clique der Gro¨ße n := 3 garantieren. Wenn jedoch
ein Nahbereichsereignis zwischen ti und tj auftritt (1), wird (ti, tj, tm) in (ti) und (tj, tm)
aufgeteilt, und es verbleiben drei Independent Sets auf dem Spielfeld (2). Wie auch anhand
des Beispiels nachvollziehbar ist, stehen oft mehrere Kandidaten fu¨r eine Verschmelzung zur
Verfu¨gung (im Beispiel ko¨nnten sowohl (tj, tm)−(tk, tl) als auch (ti)−(tk, tl) verschmolzen
werden). In der Abbildung wird (ti) − (tk, tl) ausgewa¨hlt (3), und es existieren wieder nur
zwei Independent Sets: (ti, tk, tl) und (tj, tm). Die Nichtexistenz einer Clique ist somit bis
zum na¨chsten Nahbereichsereignis wieder gesichert.
Verteilung
Die Verteilung wird versucht, wenn sich keine zwei zur Verschmelzung geeigneten Indepen-
dent Sets in Xc finden lassen. In diesem Fall befindet sich also zwischen allen mo¨glichen
Kombinationen aus Independent Sets mindestens eine kurze bzw. schwebende Beobach-
tung. Verteilungen verursachen einen gro¨ßeren Nachrichtenaufwand als Verschmelzungen,
da hierbei lange Beobachtungen bewusst abgebrochen werden. Die Beobachtungen werden
also explizit in den unbekannten Zustand versetzt. Ein Independent Set Ia kann dann ver-
teilt werden, wenn es fu¨r jedes seiner Elemente ta ein anderes Independent Set Ib aus Xc
gibt, so dass sich kein Element tb ∈ Ib in einer kurzen oder schwebenden Beobachtung zu ta
befindet. Trifft diese Bedingung zu, so kann jedes Element von Ia von einem anderen Set ab-
sorbiert werden, und Ia verschwindet. Dies fu¨hrt wiederum dazu, dass sich die Gesamtzahl
an Sets um eins reduziert.
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Abbildung 5.6: Verschmelzung in Konsequenz eines Nahbereichsereignisses (n = 3, s = 5)
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Abbildung 5.7: Verteilung in Konsequenz eines Nahbereichsereignisses (n = 3, s = 5)
66
Ein Beispiel fu¨r eine Verteilung findet sich in Abbildung 5.7. Wieder zerfa¨llt zu Anfang
das Independent Set (ti, tj, tm) in zwei Teile, (tj) und (ti, tm), aufgrund eines Nahbereichs-
ereignisses zwischen ti und tj (1). Diesmal ist jedoch keine Verschmelzung mo¨glich, da
zwischen den verbleibenden drei Sets jeweils kurze bzw. schwebende Beobachtungen be-
stehen (2). Das einzige mo¨gliche Kandidaten-Set, (tl, tk), wird daher verteilt: tl wird von
(tj) aufgenommen und tk von (ti, tm) (3). Die Nichtexistenz einer 3-Clique ist somit wieder
gesichert.
Substrategien
Bei der Evaluierung, deren Ergebnisse im na¨chsten Kapitel vorgestellt werden, wurden zwei
verschiedene Substrategien verglichen. Sie beziehen sich sowohl auf Verschmelzungen als
auch auf Verteilungen. Wie bereits erkla¨rt, entstehen oft Situationen, bei denen sich mehr
als ein Paar von Independent Sets fu¨r eine Verschmelzung bzw. mehr als ein Set fu¨r eine
Verteilung eignet. Bei der Entscheidung, welches Paar oder Set ausgewa¨hlt wird, sind zwei,
zum Teil widerstrebende Ziele mo¨glich:
Eine mo¨gliche Zielvorgabe wa¨re, die Gesamtanzahl langer Beobachtungen, die zum Zei-
gen von n − 1 Independent Sets verwendet werden, mo¨glichst gering zu halten. Die damit
verbundene Substrategie, welche im Folgenden mit minimale Beobachtungen bezeichnet
wird, generiert also vorzugsweise kleine Independent Sets, da die Anzahl langer Beobach-
tungen quadratisch mit der Gro¨ße eines Sets ansteigt. Ist in einer bestimmten Situation zum
Beispiel eine Verschmelzung zweier einelementiger Sets als auch zweier zweielementiger
Sets mo¨glich, so wird die erste Kombination ausgewa¨hlt, da sie nur eine zusa¨tzliche lange
Beobachtung erfordert, im Gegensatz zu vier neuen Beobachtungen im zweiten Fall. Zur
Verteilung wa¨hlt die Substrategie mit minimalen Beobachtungen immer das gro¨ßte Inde-
pendent Set unter den mo¨glichen Kandidaten aus, da hierdurch die gro¨ßte Anzahl langer
Beobachtungen aufgelo¨st wird.
Die alternative Substrategie, welche mit minimale Knoten bezeichnet wird, versucht hin-
gegen die Gesamtzahl beobachteter Zielpersonen zu reduzieren. Dabei wird von der An-
nahme ausgegangen, dass es vorteilhaft ist, wenn eine Zielperson gar nicht beobachtet wird
(was bei einelementigen Independent Sets der Fall ist) bzw. wenn einige Zielpersonen in eine
geringere Zahl langer Beobachtungen verwickelt werden. Es soll so der Nachteil aufgewo-
gen werden, dass andere Zielpersonen im Gegenzug intensiver verfolgt werden mu¨ssen. Die
Substrategie versucht daher, so viele einelementige Independent Sets wie mo¨glich zu gene-
rieren. Verschmelzungen, die solche Sets einbeziehen, werden daher mo¨glichst vermieden.
Bei Verteilungen werden vorzugsweise große absorbierende Sets ausgesucht und kleine Sets
aufgeteilt.
5.2 Evaluierung
Der vorgestellte Ansatz wurde mittels zahlreicher Simulationen, die Zielobjekte auf einem
Spielfeld von 10 km x 10 km bewegen und die die Cliquenerkennung fu¨r verschiedene Cli-
quengro¨ßen durchfu¨hren, evaluiert. Die simulierte Zeit betrug fu¨r jeden Simulationslauf 20
h. Die Cliquendistanz dc wurde auf 500 m und die Grenzlinientoleranz bc auf 100 m gesetzt.
Jeder Durchlauf wurde 100-mal wiederholt. Zum Erreichen einer hohen Aussagekraft wur-
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den drei verschiedene Bewegungsmodelle verwendet, die im Folgenden beschrieben wer-
den.
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Abbildung 5.8: Anzahl gebildeter Cliquen
Zwei der Modelle gehen davon aus, dass die Bewegungen der Zielpersonen unabha¨ngig
voneinander sind. Cliquenbildungen sind somit rein zufa¨lliger Natur und kommen relativ
selten vor. Ein passendes Anwendungsszenario wa¨re zum Beispiel ein proaktiver Friend-
Finder-Dienst. Die fu¨r dieses Szenario verwendeten Modelle sind, wie im letzten Kapitel
erwa¨hnt, das ku¨nstliche Smooth-Random-Modell [38] sowie die von Studenten aufgenom-
menen GPS Traces. Das Smooth-Random-Modell wurde auf eher langsame Geschwindig-
keiten eingestellt (bis zu 20 km/h), jedoch mit nur sehr kurzen Bewegungspausen. Die GPS
Traces, die ebenfalls bei relativ niedrigen Geschwindigkeiten aufgenommen wurden, weisen
hingegen sta¨rkere Schwankungen zwischen stationa¨rem und mobilem Verhalten auf.
Das dritte Bewegungsmodell, im Folgenden als Common Waypoint bezeichnet, wurde
selbsta¨ndig entwickelt und motiviert sich durch Anwendungen wie Logistik, CSCW oder
Mobile Gaming. Cliquenbildungen zwischen den Zielobjekten sind hier eher absichtlich und
kommen dementsprechend ha¨ufiger vor. Die simulierten Bewegungen der Objekte sind also
nicht unabha¨ngig voneinander, was durch eine Anpassung des Random-Waypoint-Modells
erreicht wurde. Bei diesem Modell wandern die simulierten Objekte jeweils zu einem zufa¨llig
gewa¨hlten Punkt (Waypoint) auf dem Spielfeld. Nachdem dieser erreicht wurde, wird eine
zufa¨llig gewa¨hlte Zeitdauer lang pausiert und daraufhin der na¨chste Waypoint bestimmt.
Klassisches Random Waypoint bewirkt eine Ungleichverteilung der Objekte auf dem Spiel-
feld (vergleiche [39]) und sorgt somit bereits fu¨r eine erho¨hte Anzahl von Cliquenbildungen.
Dieser Effekt wurde noch ku¨nstlich versta¨rkt, indem die Menge der mo¨glichen Waypoints
auf einige wenige begrenzt wurde. Auf diese Weise teilen sich oft mehrere Zielobjekte zur
selben Zeit denselben Waypoint, und die Wahrscheinlichkeit eines Aufeinandertreffens der
Objekte nimmt zu. Die Geschwindigkeit und Pausenzeiten der Objekte wurden wie beim
klassischen Waypoint-Modell unabha¨ngig und zufa¨llig gewa¨hlt, wobei relativ schnelle Be-
wegungen (bis zu 50 km/h) und kurze Pausen angenommen wurden.
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Abbildung 5.8 zeigt die Anzahl gebildeter Cliquen an, die sich bei den Simulationen
fu¨r die drei Bewegungsmuster ergab. Gesucht wurden jeweils Cliquen der Gro¨ße n = 5
innerhalb unterschiedlich großer Mengen von Zielobjekten , s ∈ [5; 40]. Wie beabsichtigt
fu¨hren die jeweils 20 Stunden langen Bewegungen, die vom Smooth-Random-Modell bzw.
durch die GPS Traces beschrieben werden, nur zu sehr wenigen Cliquenbildungen. Das
Common-Waypoint-Modell generiert hingegen wesentlich mehr Cliquen, und zwar umso
mehr, desto gro¨ßer der Unterschied zwischen s und n.
Um die Leistungsfa¨higkeit des vorgeschlagenen Ansatzes zu untersuchen, wurde eine
einfache Referenzstrategie zugrunde gelegt. Allen Zielobjekten wird dabei die gleiche sta-
tische Update-Distanz von bc
4
zugewiesen. So ist garantiert, dass der Location Server zu
jedem Zeitpunkt und fu¨r alle mo¨glichen Paare von Objekten eindeutig entscheiden kann, ob
die Nahbereichsbedingung erfu¨llt ist oder nicht. Dies ermo¨glicht es wiederum, alle vorkom-
menden Cliquenformationen zu erkennen.
Bezu¨glich des erzeugten Nachrichtenaufwands wird die gleiche Nachrichtenbelegung der
Operationen Position Update, Position Update Request und Polling angenommen wie im
vorigen Kapitel, vergleiche Tabelle 4.1. Die Referenzstrategie erha¨lt dabei die gleiche Be-
legung wie die statische Kreisstrategie. Das bedeutet also, dass hier, im Gegensatz zu DCC
und DSC, Position Updates im Downlink besta¨tigt werden.
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Abbildung 5.9: Nachrichten pro Zielobjekt bei Common Waypoint
Abbildungen 5.9 bis 5.11 vergleichen den neuen Ansatz, basierend auf DCC zur Nahbe-
reichs- und Trennungserkennung und mit minimalen Beobachtungen als Substrategie, mit
der Referenzstrategie. Fu¨r jedes der drei Bewegungsmodelle werden drei verschiedene Cli-
quengro¨ßen ausprobiert, n ∈ {4, 8, 15}. Die Gro¨ße der Menge von Zielobjekten wird im
Intervall s ∈ [4; 40] variiert.
Kaum u¨berraschend ist, dass die Nachrichtenanzahl pro Objekt, die durch die Referenz-
strategie verursacht wird, unabha¨ngig von s ist. Jedem Objekt wird schließlich dieselbe
statische Update-Distanz zugewiesen. Auch wird die Nachrichtenanzahl bei der Referenz-
strategie nicht von n beeinflusst, da, basierend auf den sta¨ndig u¨bermittelten Positionen, alle
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Abbildung 5.10: Nachrichten pro Zielobjekt bei den GPS Traces
mo¨glichen Cliquengro¨ßen erkannt werden ko¨nnen. Anhand der von der Referenzstrategie
verwendeten statischen Update-Distanzen la¨sst sich das Verhalten der Bewegungsmodel-
le scho¨n u¨berblicken: Die durchschnittlich langsameren Bewegungen der GPS Traces und
des Smooth-Random-Modells fu¨hren zu einer vergleichbaren Anzahl an Nachrichten (etwas
weniger als 30.000), wobei die weniger regula¨ren GPS Traces zu einer ho¨heren Schwan-
kung des Graphen fu¨hren. Die schnelleren und mehr geradeaus gerichteten Bewegungen von
Common Waypoint bewirken ein allgemein erho¨htes Nachrichtenaufkommen (etwa 4,5-mal
so hoch).
In den Experimenten zeigte sich, dass die vorgestellte Strategie zur Cliquenerkennung die
Referenzstrategie in Bezug auf Nachrichteneffizienz klar schla¨gt, und zwar fu¨r alle Bewe-
gungsszenarien und fu¨r alle getesteten Kombinationen aus s und n. Fu¨r s = n = 4 und
basierend auf Smooth Random wird zum Beispiel nur 1,57 Prozent der Nachrichtenmenge
der Referenzstrategie beno¨tigt. Fu¨r das Common-Waypoint-Modell, welches mit ho¨heren
Geschwindigkeiten konfiguriert wurde und gleichzeitig mehr Zusammensto¨ße provoziert,
reduziert sich dieser Wert sogar auf 0,49 Prozent, was circa 36 Nachrichten pro Objekt und
Stunde entspricht. Fu¨r s = n = 15 liegt Smooth Random bei 0,42 Prozent und Common
Waypoint bei 0,08 Prozent, was in beiden Fa¨llen etwa 6 Nachrichten pro Objekt und Stunde
gleichkommt und somit 6 mal weniger ist als im s = n = 4-Szenario. Offensichtlich passt
sich die vorgestellte Strategie der Seltenheit von Cliquenformationen an (15-Cliquen inner-
halb einer Menge von 15 Zielpersonen sind sogar bei Common Waypoint extrem selten) und
u¨bertra¨gt Nachrichten wirklich nur dann, wenn sie notwendig sind.
Mit einem gro¨ßer werdenden Unterschied zwischen s und n steigt die Nachrichtenzahl
der neuen Strategie jedoch an, was klar wird, wenn man sich Abschnitt 5.1.2 in Erinnerung
ruft: s Objekte auf n − 1 Independent Sets zu verteilen, erfordert mehr lange Beobachtun-
gen (Nahbereichsu¨berwachungen), wenn die Differenz von s und n ansteigt. Zum Beispiel
erfordert die Detektierung von 4-Cliquen in einer Menge von 20 Zielobjekten mit Common
Waypoint als Bewegungsmodell 8,23 Prozent der Nachrichtenmenge der Referenzstrategie,
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Abbildung 5.11: Nachrichten pro Zielobjekt bei Smooth Random
was etwa 590 Nachrichten pro Objekt und Stunde entspricht. Fu¨r dasselbe Szenario fu¨hrt
Smooth Random zu 10,69 Prozent, was 154 stu¨ndlichen Nachrichten gleichkommt.
Trotz des Nachrichtenzuwachses scheint die vorgeschlagene Strategie fu¨r viele Kombina-
tionen aus n und s praktikabel zu sein. Sogar bei Common Waypoint, das zu mehr Cliquen-
formationen fu¨hrt, explodiert der Nachrichtenaufwand nicht fu¨r die getesteten Parameter.
Sollte jedoch s im Vergleich zu n viel gro¨ßer sein, so ko¨nnte die Anzahl der durch die
Independent Sets erzeugten langen Beobachtungen tatsa¨chlich nicht mehr akzeptabel sein.
In diesem Fall wird der hybride Ansatz aus dieser Strategie und der Strategie von Xu and
Jacobsen, der in Abschnitt 5.3 skizziert wird, empfohlen.
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Abbildung 5.12: Nachrichten pro Zielobjekt bei den verschiedenen Substrategien
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Abbildung 5.13: Anzahl von Verschmelzungen bei den verschiedenen Substrategien
Nachdem die prinzipielle Eignung der vorgeschlagenen Strategie gezeigt wurde, wer-
den im Folgenden die Eigenschaften der zwei Substrategien, minimale Beobachtungen und
minimale Knoten, jeweils in Kombination mit DCC und DSC zur Nahbereichs- und Tren-
nungserkennung, verglichen.
Das Abschneiden dieser vier Kombinationen wird jeweils in den Abbildungen 5.12 (Nach-
richten pro Objekt), 5.13 (Verschmelzungen insgesamt), 5.14 (Verteilungen insgesamt) und
5.15 (volle Vermaschungen insgesamt) angezeigt. Wie bereits erwa¨hnt, werden wa¨hrend ei-
ner vollen Vermaschung alle mo¨glichen Paare von Zielobjekten aus S aktiv u¨berwacht, ent-
weder auf Nahbereichs- (langer Zustand) oder Trennungsereignisse (kurzer Zustand) hin.
Wegen des erho¨hten Nachrichtenaufwands sind volle Vermaschungen mo¨glichst zu vermei-
den.
Zuna¨chst sollte anhand von Abschnitt 5.1.3 klar sein, dass bei festem n die Anzahl von
Paaren aus S, die bezu¨glich Nahbereich u¨berwacht werden, in etwa quadratisch mit stei-
gendem s anwachsen sollte. Wie das Diagramm zeigt, fu¨hrt dies zu einem in etwa linearen
Anstieg der Nachrichtenmenge pro Zielobjekt, und zwar fu¨r alle vier getesteten Kombina-
tionen. Das erwartete quadratische Anwachsen der Anzahl von erkannten Nahbereichsereig-
nissen mit steigendem Wert fu¨r s−n wird auch durch die Diagramme der Verschmelzungen
und der Verteilungen besta¨tigt: Diese Operationen kommen deshalb ebenfalls quadratisch
ha¨ufiger vor, weil sie immer als Folge eines Nahbereichsereignisses ausgefu¨hrt werden.
Wie man anhand von Diagramm 5.15 sieht, kommen volle Vermaschungen bei allen Sub-
strategien sehr selten vor, und aufgrund dieser Seltenheit scheint der Unterschied zwischen
den vier Kurven eher an der hohen statistischen Varianz des Ereignisses zu liegen, anstatt
eine methodische Ursache zu haben. Außer der Besta¨tigung eines allgemein seltenen Auf-
tretens voller Vermaschungen kann also keine fundierte Aussage bezu¨glich der Unterschiede
zwischen den vier Kombinationen gemacht werden.
Fu¨r Verschmelzungen und Verteilungen ergibt sich hingegen eine klarere Situation. Wie
in Abschnitt 5.1.4 beschrieben wird, sollte die Substrategie der minimalen Beobachtun-
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Abbildung 5.14: Anzahl von Verteilungen bei den verschiedenen Substrategien
gen zu weniger durchgefu¨hrten Nahbereichsu¨berwachungen als die der minimalen Knoten
fu¨hren und somit entsprechend weniger Nahbereichsereignisse bewirken. Diese Vermutung
wird durch die Diagramme 5.13 und 5.14 besta¨tigt, die zeigen, dass beide Ereignistypen,
Verschmelzungen und Verteilungen, bei den minimalen Knoten ha¨ufiger auftreten als bei
den minimalen Beobachtungen. Auch wird die korrekte Arbeitsweise von DSC und DCC
besta¨tigt. Bei beiden Substrategien, der minimalen Knoten und der minimalen Beobachtun-
gen, fu¨hrt die Anwendung von DCC und DSC zur jeweils gleichen Anzahl von Verschmel-
zungen und Verteilungen. Aus der Sicht der vorgestellten Strategie zur Cliquenerkennung
sind DCC und DSC also voll gegeneinander austauschbar (Transparenz der Strategie zur
Nahbereichs- und Trennungserkennung).
Diagramm 5.12, das die Anzahl ausgetauschter Nachrichten anzeigt, dokumentiert eine
interessante Entwicklung. Zuallererst lassen sich ein klarer Gewinner und ein klarer Verlie-
rer feststellen: Die Kombination aus DSC und den minimalen Beobachtungen zeigt stets die
besten Leistungseigenschaften, wa¨hrend DCC in Kombination mit den minimalen Knoten
immer am schlechtesten abschneidet. Die Zuweisung von Platz zwei und drei ha¨ngt hin-
gegen vom Wert von s ab: DSC zusammen mit den minimalen Knoten schneidet besser
im Intervall s ∈ [5; 15] ab, wa¨hrend DCC mit den minimalen Beobachtungen im Intervall
s ∈ [15; 40] besser ist. Allgemein weisen die zwei Kurven, die jeweils mit den minimalen
Beobachtungen und den minimalen Knoten verknu¨pft sind, eine a¨hnliche Steigung auf. Das
Kurvenpaar der minimalen Knoten weist jedoch eine ho¨here Steigung auf als das der mini-
malen Beobachtungen, was sich folgendermaßen erkla¨ren la¨sst. Fu¨r ein kleines s bewirken
minimale Knoten eine ho¨here Anzahl einelementiger Independent Sets, die wu¨nschenswert
sind, da hierbei die Zielobjekte u¨berhaupt nicht verfolgt werden mu¨ssen. Jedoch verschwin-
den diese einelementigen Sets mit ansteigender Differenz von s und n zunehmend. Gleich-
zeitig gewinnt die negative Eigenschaft der minimalen Knoten an Gewicht, dass mehr Nah-
bereichserkennungen als bei den minimalen Beobachtungen no¨tig werden.
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Abbildung 5.15: Anzahl voller Vermaschungen bei den verschiedenen Substrategien
5.3 Verwandte Arbeiten
Als verwandte Arbeiten sind selbstversta¨ndlich die zu nennen, die bereits im letzten Ka-
pitel diskutiert wurden. Von diesen wird hier speziell auf den Ansatz von Xu und Jacobsen
[167] eingegangen, der ein der Cliquenerkennung sehr a¨hnliches Problem aufgreift. Das dort
definierte so genannte n-Body Constraint sieht vor, dass sich n bewegliche Objekte gleich-
zeitig in einem Kreis von Durchmesser d aufhalten. Wird d = dc angenommen, so erfu¨llt
eine Menge von Objekten der Gro¨ße n, die das n-Body Constraint erfu¨llt, auch immer die
Cliquenbedingung. Die Gegenrichtung trifft jedoch im Allgemeinen nicht zu. Als Beispiel
nehme man an, dass drei Zielobjekte ein gleichseitiges Dreieck der Seitenla¨nge dc bilden.
Die Cliquenbedingung (n = 3) ist erfu¨llt, das n-Body Constraint jedoch nicht, da kein Kreis
mit Durchmesser d das Dreieck einschließen kann. Wie bei Xu und Jacobsen motiviert sich
diese Arbeit dadurch, Zielobjekte zu identifizieren, die ra¨umlich nahe zueinander stehen.
Aus Sicht des Autors scheint zu diesem Zweck die Cliquendefinition besser geeignet als
das n-Body Constraint, da sie direkt die Eigenschaft der gegenseitigen Erreichbarkeit mo-
delliert. Der Unterschied der beiden Definitionen ist praktisch jedoch von nicht allzu großer
Bedeutung.
Das Problem, welches in diesem Kapitel definiert und gelo¨st wurde, ist jedoch allgemei-
ner formuliert als bei Xu und Jacobsen, die beim n-Body Constraint alle n Zielobjekte im
Vorhinein kennen mu¨ssen. Die Anzahl der beobachteten Objekte ist dort also immer gleich
der Gro¨ße der gesuchten Clique, n = s. In dieser Arbeit wird hingegen n ≤ s behandelt.
Abgesehen von diesen formalen Unterschieden stehen Xu und Jacobsens Ansatz, wel-
cher sich vor allem mit der Reduzierung von Rechenlast bescha¨ftigt, und die vorgestellte
Strategie jedoch nicht in Konkurrenz zueinander, sondern die Ansa¨tze erga¨nzen sich ge-
genseitig. In einer der Indizierungsmethoden, die der Artikel beschreibt, wird die gesamte
verfu¨gbare Spielfla¨che in Gitterzellen gleicher Seitenla¨nge aufgeteilt (2,5 km2 erzielt die
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besten Ergebnisse). Die aktuelle Zelle eines Zielobjekts ist dem Location Server stets be-
kannt, bei jedem Zellwechsel erfolgt also ein Position Update. Anhand dieser am Server
verfu¨gbaren Information ist es mo¨glich, jede der laufenden Anfragen zur Cliquenerkennung
(n-Body Constraints bei Xu und Jacobsen) in eine von drei Klassen einzuteilen: Die Klasse
A bezeichnet Anfragen, die mit Sicherheit erfu¨llt sind, bei denen also eine Clique der ge-
suchten Gro¨ße besteht. Ist die Cliquendistanz dc zum Beispiel gro¨ßer als die Seitenla¨nge der
Gitterzelle und befinden sich mehr als n Objekte in derselben Zelle, dann muss eine Clique
der Gro¨ße n bestehen. Im Gegensatz dazu ko¨nnen Anfragen der Klasse B mit Sicherheit als
nicht erfu¨llt betrachtet werden, wenn na¨mlich anhand der aktuellen Verteilung der Objekte
auf die Zellen die Existenz einer Clique der Gro¨ße n ausgeschlossen werden kann. Dies ist
der Fall, wenn die einzelnen Objekte durch genu¨gend dazwischen liegende Zellen getrennt
sind. Schließlich werden Anfragen, die anhand der aktuellen Verteilung auf die Zellen nicht
eindeutig beantwortet werden ko¨nnen, in die Klasse C eingeordnet. Ein Beispiel ist, wenn
n Objekte auf zwei benachbarte Zellen verteilt sind und die Seitenla¨nge der Zellen gro¨ßer
als dc
2
ist. Anfragen der Klasse C werden bei Xu und Jacobsen mittels kontinuierlicher Posi-
tionsu¨bermittlung der betroffenen Zielobjekte behandelt, wozu ein einfaches (ineffizientes)
periodisches Protokoll angewendet wird.
Eine Kombination von Xu und Jacobsens und dem hier vorgestellten Ansatz ist viel ver-
sprechend: Anhand der beschriebenen Gitterstruktur la¨sst sich ein großer Anteil von Cli-
quenu¨berwachungen einfach verarbeiten, indem man die Anfragen entweder in die Klasse
A oder B einteilt. Basierend auf einem eher grobmaschigen Gitter scheint der durch die
Zellwechsel entstehende Nachrichtenaufwand akzeptabel. Anhand des Gitters lassen sich
ferner komplexe Anfragen mit n ¿ s, bei denen die eigene Strategie schlecht abschneidet,
in mehrere einfache aufteilen: n ≤ s′, wobei S ′ ⊂ S (S ′ ist eine
”
Klasse C Untermenge“ von
S). Auf diese Weise wird die absolute Anzahl von Paarbeobachtungen, die ja quadratisch
mit s − n ansteigt, stark reduziert. Der Beitrag dieser Arbeit zur Hybrid-Strategie ist die
effiziente Abarbeitung von Anfragen der Klasse C, fu¨r die bislang keine geeignete Lo¨sung
bestand.
5.4 Zusammenfassung
Die Erkennung von Cliquen ist ein Basismechanismus proaktiver Mehrpersonen-LBCSs
und unterstu¨tzt soziale Communities im gleichen Maße wie Logistikdienste. Es wurde ein
neuartiger Lo¨sungsansatz vorgestellt und evaluiert, der das Problem nicht nur effizient lo¨st,
sondern gleichzeitig sehr flexibel ist. Indem der Ansatz vollsta¨ndig auf der Nahbereichs-
und Trennungserkennung aufsetzt, lassen sich die entsprechenden Strategien (DCC, DSC,
Streifen, ...) transparent und dynamisch austauschen, so dass diese stets der aktuellen Si-
tuation der Zielperson und den Anforderungen des Nutzers gerecht werden ko¨nnen. Wird
zum Beispiel zu einer Strategie gewechselt, die Nahbereich und Trennung basierend auf to-
pologischen statt euklidischen Distanzen feststellt, werden automatisch Cliquen basierend
auf topologischen Distanzen erkannt. Der vorgestellte Algorithmus zur Cliquenerkennung
mu¨sste dafu¨r nicht vera¨ndert werden.
Wie diese funktionale Aufteilung zwischen paarweiser (Nahbereich und Trennung) und
allgemeiner (Cliquen-) Erkennung von Mehrpersonenereignissen genau funktioniert und
wie sich auf a¨hnliche Weise weitere allgemeine Funktionen (k na¨chste Nachbarn, geometri-
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sche Figuren, usw.) einfach realisieren lassen, wird ausfu¨hrlich in Abschnitt 7.2 diskutiert.
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6 Schutz der Privatspha¨re
Wa¨hrend sich die vorangegangenen beiden Kapitel mit der effizienten Realisierung proak-
tiver Mehrpersonen-LBCSs bescha¨ftigt haben, widmet sich dieses Kapitel dem zweiten
großen Themenblock dieser Arbeit, dem Datenschutz. In Kapitel 3 wurden diesbezu¨glich
zwei fu¨r LBCSs besonders wichtige Problemstellungen identifiziert. Bei der ersten soll ge-
wa¨hrleistet werden, dass Zielpersonen von proaktiven Mehrpersonen-LBS, die ja besonders
datenintensiv sind, vor intermedia¨ren Akteuren wie dem LBS Provider und dem Location
Provider anonym bleiben ko¨nnen. Abschnitt 6.1 untersucht dazu erst die Eignung beste-
hender Anonymisierungstechniken und stellt dann einen eigenen, speziell auf die proaktive
Nahbereichs- und Trennungserkennung zugeschnittenen Ansatz vor. Die zweite Problem-
stellung betrifft die geeignete Autorisierung von Nutzerzugriffen bei querverweisenden LB-
CSs. Insbesondere reaktive Dienste, bei denen der Nutzer nach seiner Anfrage direkt auf
eine entsprechende Ru¨ckantwort des Dienstes wartet, werfen das Problem auf, dass die Ziel-
person sich bei einer Zugriffsverweigerung unter Umsta¨nden vor dem Nutzer rechtfertigen
muss und somit erho¨htem sozialen Druck ausgesetzt ist. Abschnitt 6.2 analysiert diese Pro-
blematik genauer, bespricht bestehende Arbeiten zur Autorisierung von Nutzern und skiz-
ziert schließlich einen neuen Ansatz, der zum Ziel hat, solche negativen sozialen Situationen
abzuschwa¨chen sowie den Verwaltungsaufwand der Zielperson bei der Autorisierung zu re-
duzieren. Abschnitt 6.3 fasst das Kapitel zusammen.
6.1 Anonymisierung der Nahbereichs- und
Trennungserkennung
In diesem Abschnitt wird ein speziell fu¨r die Nahbereichs- und Trennungserkennung konzi-
pierter Mechanismus zur Anonymisierung gesammelter Ortsdaten vorgestellt. Grundlegend
fu¨r den Ansatz, der in [161] erstmals skizziert und dann in [146] im Detail dargestellt wurde,
ist die Verwendung von Koordinatentransformationen, mit deren Hilfe benutzte Pseudony-
me vor Aufdeckung durch statistische Angriffe geschu¨tzt werden sollen. Eine ausfu¨hrliche
Behandlung des Ansatzes findet sich in [145].
Der Aufbau ist folgendermaßen. In Abschnitt 6.1.1 werden bestehende Arbeiten zur Ano-
nymisierung und Verschleierung bei LBSs hinsichtlich ihrer Eignung fu¨r die Nahbereichs-
und Trennungserkennung untersucht. In Abschnitt 6.1.2 werden dann die zum Versta¨ndnis
der Funktionsweise des eigenen Ansatzes wichtigen Eigenschaften der Nahbereichs- und
Trennungserkennung diskutiert. Der vorgeschlagene Mechanismus selbst wird in Abschnitt
6.1.3 erkla¨rt, wobei zwei mo¨gliche Konfigurationen, die jeweils einem anderen Vertrauens-
modell entsprechen, mo¨glich sind. Eine Evaluierung des Ansatzes folgt in Abschnitt 6.1.4.
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6.1.1 Bestehende Ansa¨tze der Anonymisierung und
Verschleierung
Im Folgenden wird ein ¨Uberblick auf bestehende Arbeiten zur Anonymisierung und Ver-
schleierung gegeben, die alle das Ziel haben, die im Rahmen von LBSs gesammelten Orts-
daten von Zielpersonen vor Missbrauch durch Dritte zu schu¨tzen.
Anonymisierungstechniken lassen sich unterteilen in solche, die Dateninhalte vera¨ndern,
und solche, die sich mit der Verwaltung von Pseudonymen bescha¨ftigen. Gleichzeitig exis-
tieren Hybridformen der Techniken. Alle Formen werden im Folgenden vorgestellt.
Anonymisierung basierend auf Manipulation von Dateninhalten la¨sst sich durch eine
Verhu¨llung (engl. Cloaking) der u¨bertragenen Ortsinformationen erzielen, bei der man die
zeitliche bzw. ra¨umliche Auflo¨sung der Information vergro¨bert. Ziel ist dabei, dass die Orts-
informationen verschiedener Individuen nicht mehr voneinander unterscheidbar sind. [67]
legen ihrem Ansatz das formale Modell der k-Anonymita¨t [155] zugrunde. k-Anonymita¨t
ist dann gegeben, wenn sich die u¨ber eine Person gesammelte Ortsinformation nicht von
den Daten mindestens k−1 anderer Individuen unterscheiden la¨sst. Konkret wird dabei von
einem zentralen Location Server ausgegangen, der die Ortsinformationen einer großen Zahl
an Zielpersonen verwaltet. Dieser passt die ra¨umliche und zeitliche Verhu¨llung so an, dass
die an den anfragenden LBS herausgegebenen Ortsinformationen stets k-anonym sind.
Ein Nachteil liegt klar in der ku¨nstlich herbeigefu¨hrten Verschlechterung der Genauig-
keit, welche umso gro¨ßer ist, je geringer die Nutzerdichte im betrachteten Gebiet ist. Wei-
terhin fu¨hrt die zeitliche Verhu¨llung durch die eingefu¨hrte Verzo¨gerung zu einer signifikan-
ten Erho¨hung der Dienstantwortzeit. Beide Aspekte laufen den hohen Qualita¨tsanforderun-
gen vieler LBSs zuwider, so dass der Ansatz wohl nur fu¨r relativ wenige Anwendungen
sinnvoll einsetzbar ist. Ein grundsa¨tzlicher Hinderungsgrund fu¨r die Anwendung bei der
Nahbereichs- und Trennungserkennung ist jedoch, dass sich das Modell nur auf einzelne
Positionsdaten bezieht. Bei querverweisenden sowie proaktiven LBSs sind hingegen mehr-
fache Ortsbestimmungen bezogen auf denselben Identifikator der Zielperson no¨tig, zu deren
Anonymisierung das Modell nicht geeignet ist.
Sind mehrfache Ortsbestimmungen gewu¨nscht, so werden in der Regel Pseudonyme mit
den gesammelten Ortsinformationen verknu¨pft, wodurch die wahre Identita¨t der Zielperson
verborgen bleiben soll. Alleine die Verwendung von Pseudonymen garantiert jedoch noch
keinen ausreichenden Schutz, da sie sich mittels statistischer Angriffe aufdecken lassen.
Beispielsweise ko¨nnen gesammelte, pseudonymisierte Ortsinformationen nach Orten durch-
sucht werden, die eine gegebene Person bekanntermaßen ha¨ufig besucht, wie zum Beispiel
die Wohnung oder den Arbeitsplatz. Sehr einfach la¨sst sich so eine kleine Teilmenge von
Pseudonymen bestimmen, die fu¨r die gesuchte Person in Frage kommen. Im schlimmsten
Fall ist eine eindeutige Abbildung zwischen wahrer Identita¨t der Person und dem benutzten
Pseudonym mo¨glich. Zur Vermeidung solcher Angriffe schlagen [37; 36] vor, die Benutzung
von LBSs auf so genannte Anwendungszonen zu beschra¨nken, die per Definition typische
Aufenthaltsorte einer Zielperson ausschließen. Zusa¨tzlich wechseln Zielpersonen in spezi-
ell vorgesehenen Mix-Zonen, die zu den Anwendungszonen disjunkt sind, dynamisch ihr
Pseudonym. In den Mix-Zonen du¨rfen keine Ortsinformationen ausgetauscht werden. An-
dernfalls ließen sich die Pseudonymwechsel sehr leicht nachvollziehen, was den Wechsel
wiederum wirkungslos machen wu¨rde. Weiterhin mu¨ssen Mix-Zonen stets genu¨gend vie-
le verschiedene Zielpersonen beinhalten, so dass keine Verbindung zwischen einem in die
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Zone eintretenden und einem aus ihr heraustretenden Pseudonym ersichtlich ist.
Unabha¨ngig von Mix- und Anwendungszonen analysieren [66], wie oft bei mehrfacher
Ortung einer Zielperson Pseudonymwechsel erfolgen mu¨ssen und wie groß die Pausen zwi-
schen den Wechseln sein mu¨ssen, um die Wahrscheinlichkeit einer Aufdeckung gering zu
halten. Im vorgeschlagenen Ansatz werden Pfade einer Zielperson in mehrere Teilstrecken
zerlegt, so dass dieselbe Zielperson aus der Sicht eines LBS in jedem Teil des Pfades un-
ter einem jeweils anderem Pseudonym erscheint. Die Anonymita¨t von Pfaden (Path Pri-
vacy) wird insbesondere versta¨rkt, wenn sich die Pfade mehrerer Zielpersonen zwischen
Pseudonymwechseln u¨berschneiden. Vorgesehen ist ebenfalls, dass Ortsinformationen nicht
u¨bertragen werden, falls sich die Zielperson in einem fu¨r sie typischen Gebiet befindet.
Beide Ansa¨tze basierend auf Pseudonymwechseln weisen zwei Nachteile auf. Erstens
wird durch den Ausschluss typischer Orte auch die Benutzung eines LBS fu¨r die u¨berwie-
gende Zeit ausgeschlossen. Schließlich ha¨lt sich eine Person per Definition die meiste Zeit
an typischen Orten auf. Zweitens steht der ha¨ufige Wechsel von Pseudonymen speziell der
Nutzung von querverweisenden LBSs entgegen, bei denen ja konsistente Identifikatoren
zur Referenzierung der Zielperson durch den Nutzer notwendig sind. Allgemein sind Pseu-
donymwechsel problematisch fu¨r alle Arten von LBSs, die persistente Profilinformationen
von Zielpersonen verwalten. Werden na¨mlich Nutzerprofile zwischen verschiedenen Pseu-
donymen migriert, so la¨sst sich einfach ein Zusammenhang zwischen den Pseudonymen
herstellen, was wiederum den Wechsel wirkungslos macht.
In Abschnitt 6.1.4 wird noch einmal genauer darauf eingegangen, wie [37] and [67] mit
einem offensichtlichen Angriffszenario umgehen und warum die beiden Ansa¨tze nicht fu¨r
die Nahbereichs- und Trennungserkennung geeignet sind. Zusammenfassend la¨sst sich be-
reits jetzt sagen, dass die Eignung eines Anonymisierungsmechanismums doch stark vom
Typ des zugrunde liegenden LBSs abha¨ngt. So ist zum Beispiel die Verhu¨llung von Orts-
informationen nach [67] ausreichend fu¨r reaktive, selbstverweisende LBSs, die nur geringe
Genauigkeitsanforderungen haben. Darunter fallen zum Beispiel typische Finder-Dienste.
Der Ansatz von Mix- und Anwendungszonen nach [37] scheint hingegen geeignet fu¨r proak-
tive selbstverweisende LBSs, die in fu¨r die Zielperson untypischen Zonen benutzt werden.
Ein Beispiel wa¨re ein Touristenfu¨hrer, der Besucher einer fremden Stadt automatisch darauf
hinweist, wenn sie sich bestimmten Sehenswu¨rdigkeiten anna¨hern.
Ein Ansatz, der nicht das Ziel der Anonymisierung verfolgt, ist die Verschleierung von
Ortsinformationen. Wie bei der Verhu¨llung wird hier die Genauigkeit absichtlich verschlech-
tert, die wahre Identita¨t der Zielperson darf jedoch bekannt sein. Die Policy-basierte Defi-
nition entsprechender Genauigkeitsvorgaben ist zum Beispiel als Erweiterung fu¨r Geopriv
angedacht [149]. [60] liefert ein formales Modell zur Verschleierung von Ortsinformationen
mit dem Ziel, die Genauigkeit so weit zu reduzieren, dass vorher zu definierende Anwen-
dungsanforderungen gerade noch erfu¨llt werden ko¨nnen.
Grundsa¨tzlich erho¨ht die Verschleierung den Schutz vor Missbrauch gesammelter Nutzer-
daten. Leider ist der erreichte Schutz fu¨r viele Situationen nicht ausreichend. Vorstellbar ist
zum Beispiel, dass ein Arbeitgeber u¨berpru¨fen mo¨chte, ob sich ein bestimmter Arbeitneh-
mer zu einem gewissen Zeitpunkt am Arbeitsplatz befunden hat oder nicht. In diesem Fall
spielt die Genauigkeit der u¨ber den Arbeitnehmer gespeicherten Ortsinformationen eine un-
tergeordnete Rolle. Hat er sich zu der Zeit in hinreichend großem Abstand zum Arbeitsplatz
befunden, so erfa¨hrt es der Arbeitgeber.
Eine weitere verwandte Arbeit ist [63]. Hier wird ein Mechanismus vorgestellt, der es
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einer Instanz X erlaubt zu berechnen, ob zwei gegebene Bewegungsrouten zueinander eine
gewisse Nahbereichsdistanz unterschreiten, und zwar so, dass die Ortsinformationen, die die
Route beschreiben, vorX geheim gehalten werden ko¨nnen. Eine anonyme Nahbereichs- und
Trennungserkennung ko¨nnte also realisiert werden, indem der entsprechende Algorithmus
vom Location Server ausgefu¨hrt wird. Leider la¨sst sich der Ansatz nicht zum Verfolgen der
Zielpersonen anwenden, wenn die beschrittenen Routen nicht im Voraus bekannt sind. Er
ist somit fu¨r die Nahbereichs- und Trennungserkennung ungeeignet.
6.1.2 Abtastdistanz der Nahbereichs- und Trennungserkennung
dsample := b/4
lastPU(i) lastPU(j)
dsample := b/4
i
j
dist(i, j)
b/2b/2 P1
b/2b/2 P2
Abbildung 6.1: Minimale Abtastdistanz
Der im Folgenden vorgeschlagene Anonymisierungsmechanismus wurde fu¨r die Nahbe-
reichs- und Trennungserkennung maßgeschneidert. Der Ansatz soll von den Zielpersonen
verwendete Pseudonyme vor einer mo¨glichen Aufdeckung durch den Location bzw. LBS
Provider schu¨tzen. Grundsa¨tzlich ist dabei zu sagen, dass die in Kapitel 4 beschriebene
Nachrichtenreduktion, welche ja urspru¨nglich mit einer Erho¨hung der Effizienz motiviert
wurde, bereits zu einem erho¨hten Datenschutz fu¨hrt. Schließlich werden so von einer gege-
benen Zielperson weniger Daten beim Location Server gesammelt.
Um eine
”
harte“ Anonymisierung zu gewa¨hrleisten, wird jedoch ein konkreter Schwell-
wert beno¨tigt, den die so genannte minimale Abtastdistanz dsample nie unterschreitet. dsample
entspricht dem ra¨umlichen Mindestabstand zweier direkt aufeinander folgenden Ortsinfor-
mationen, die u¨ber eine gegebene Zielperson an den Location Server u¨bermittelt werden.
Diese ¨Ubermittlung schließt Position Updates wie auch Pollings mit ein. Die technische
Realisierung der Grenze ist einfach: Sollte ein auf dem Endgera¨t platzierter Position Update
Request schon vor Erreichen von dsample ein mo¨gliches Position Update anstoßen, so wird
dieses so lange unterdru¨ckt, bis dsample erreicht ist. Ferner wird bei mehreren aufeinander
folgenden Pollings vom Endgera¨t jeweils der letzte u¨bermittelte und nicht der aktuelle Wert
zuru¨ckgeliefert, falls die Distanz der beiden Messpunkte dsample nicht u¨berschreitet. Die
Abtastdistanz ist somit ein ha¨rteres Maß als beispielsweise die der DCC-Strategie unterlie-
genden Update-Distanzen, welche ja bereits auf b
2
limitiert sind. dsample muss unabha¨ngig
von der verwendeten Erkennungsstrategie definiert sein.
Wie sich spa¨ter herausstellt, ist der durch den Ansatz gegebenen Schutz umso gro¨ßer, je
ho¨her dsample ist. Ziel der folgenden Argumentationskette ist daher, die bei der Nahbereichs-
und Trennungserkennung erreichbare Untergrenze fu¨r dsample abzuleiten. Abbildung 6.1 il-
lustriert die Sicht des Location Servers bezu¨glich der Positionen zweier Zielpersonen i und
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j. lastPU(i) und lastPU(j) sind die jeweils zuletzt gemeldeten Position Updates. Legt
man eine minimale Abtastdistanz von dsample := b4 zugrunde, so ko¨nnen sich beide Ziele
seit ihrer letzten Meldung innerhalb eines Kreises mit Radius dsample bewegt haben, ohne
dass dies der Location Server bemerken ko¨nnte. Fu¨r jeden mo¨glichen Wert der Nahbereichs-
distanz dp trifft also einer der folgenden Fa¨lle zu. Ist dp < P1, dann kann, ohne die Bedin-
gungen aus Abschnitt 4.2 zu verletzen, beruhigt kein Nahbereichsereignis generiert werden,
da gelten muss, dass dist(i, j) > dp + b. Dasselbe gilt natu¨rlich auch fu¨r P1 ≤ dp < P2, da
dist(i, j) > dp. Schließlich kann bei dp >= P2 ein Nahbereichsereignis ausgelo¨st werden,
da gilt, dass dist(i, j) <= dp + b. Fu¨r die Trennungserkennung verla¨uft die Argumentation
ganz analog.
Der potentiell durch dsample := b4 eingefu¨hrte Fehler ist also gerade klein genug, um u¨ber
Nahbereichsereignisse noch in allen mo¨glichen Situationen entscheiden zu ko¨nnen. Es la¨sst
sich sogar eine (etwas ineffizientere) Strategie zur Nahbereichs- und Trennungserkennung
entwerfen, die noch bei dsample := b3 korrekt arbeitet, allerdings nur unter den folgenden
Bedingungen: Erstens mu¨ssen Nahbereichs- und Trennungsereignisse zwischen zwei Zielen
stets alternierend erkannt werden. Falls also i und j einmal als zueinander im Nahbereich
befindlich erkannt wurden, so sind weitere Nahbereichserkennungen zwischen den beiden
erst mo¨glich, nachdem eine Trennung festgestellt wurde. Die Gegenrichtung gilt auch. Nach
der Trennungserkennung muss stets der Nahbereich erkannt werden. Zweitens muss gelten,
dass ds > dp + b. Die Trennungsdistanz muss also hinreichend gro¨ßer sein als die Nah-
bereichsdistanz. Aus Platzgru¨nden wird der Beweis fu¨r dsample = b3 an dieser Stelle nicht
ausgefu¨hrt.
Im Folgenden wird grundsa¨tzlich von einer Abtastdistanz von b
3
ausgegangen, wobei
dies bereits den ungu¨nstigsten Fall kennzeichnet. Wie besprochen werden typischerweise
ja weitaus weniger Ortsinformationen von einer Zielperson gesammelt. Die durchschnitt-
lichen Absta¨nde der u¨bermittelten Orte ha¨ngen dabei von der verwendeten Strategie zur
Nahbereichs- und Trennungserkennung, der Dichte der Zielpersonen sowie der Anzahl von
Erkennungsvorga¨ngen ab.
6.1.3 Ansatz basierend auf Koordinatentransformationen
Im Folgenden wird ein speziell fu¨r die Nahbereichs- und Trennungserkennung entwickelter
Ansatz vorgestellt, welcher sich nach [33] auch als Anonymisierungstechnik basierend auf
Datenverschleierung einordnen la¨sst. Anonymita¨t bezeichnet dabei den Zustand, wenn ei-
ne Zielperson innerhalb einer Menge von Subjekten, der so genannten Anonymita¨tsmenge,
nicht identifizierbar ist, vergleiche [134]. Abha¨ngig vom zugrunde liegenden Vertrauens-
modell hat der Ansatz zum Ziel, Identita¨ten verfolgter Zielpersonen vor Aufdeckung seitens
des LBS bzw. des Location Providers zu schu¨tzen. Der Ansatz setzt die Verwendung von
Pseudonymen voraus, dynamische Pseudonymwechsel sind jedoch explizit kein integraler
Bestandteil, um die Eignung fu¨r querverweisende LBSs zu gewa¨hrleisten (vergleiche Ab-
schnitt 6.1.1).
Vertrauensmodell
Im Folgenden bezeichnet der Begriff vertrauenswu¨rdige Entita¨t einen LBS-Akteur, dem
es gestattet ist, die echte Position und Identita¨t einer Zielperson zu kennen. Dabei wird
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Abbildung 6.2: Vertrauensmodelle: zentralisiertes (oben) und Peer-to-Peer-Modell (unten)
von einer sicheren Kommunikation zwischen Zielpersonen und vertrauenswu¨rdigen En-
tita¨ten ausgegangen. Ausgehend von der in Abschnitt 2.3 beschriebenen indirekten end-
gera¨tzentrischen LBS-Wertscho¨pfungskette unterstu¨tzt der Ansatz zwei grundlegende Ver-
trauensmodelle, vergleiche Abbildung 6.2 (die Pfeile kennzeichnen die ¨Ubertragung von
Ortsinformationen).
Im Peer-to-Peer-Modell sind weder der LBS Provider noch der Location Provider ver-
trauenswu¨rdige Entita¨ten. Vertrauenswu¨rdig in Bezug auf eine bestimmte Zielperson sind
lediglich diejenigen anderen Zielpersonen, fu¨r die Nahbereichs- und Trennungsereignis-
se erkannt werden sollen. Dabei werden Funktionen zur gegenseitigen Authentifizierung,
Schlu¨sselinitialisierung und -verteilung, zur Verwaltung der verwendeten Pseudonyme so-
wie zur Verschleierung der Ortsinformationen von den Zielpersonen kooperativ erbracht.
Eine detaillierte Beschreibung dafu¨r beno¨tigter, existierender Techniken zur sicheren Grup-
penkommunikation sowie entsprechender Protokolle zur Generierung von Gruppenschlu¨s-
seln findet sich in [172].
Im zentralisierten Modell tritt der Location Provider als vertrauenswu¨rdige Entita¨t auf,
die somit alle gerade genannten Funktionen u¨bernehmen kann. Der Location Provider be-
dient eine Reihe verschiedener nicht vertrauenswu¨rdiger LBS Provider mit den Ortsinfor-
mationen der Zielpersonen. Dieses Modell wird auch von den bestehenden, bereits bespro-
chenen Ansa¨tzen zur Anonymisierung vorausgesetzt. Andernfalls, also Peer-to-Peer, wu¨rde
zum Beispiel die Berechnung einer Verhu¨llungsfunktion, die genau k-Anonymita¨t erzeugt,
erheblichen Kommunikationsaufwand zwischen den Zielpersonen verursachen. ¨Ahnliches
gilt fu¨r die Berechnung von Mix-Zonen.
Wa¨hrend in beiden Vertrauensmodellen die Rollen des Location Providers und des LBS
Providers von jeweils verschiedenen Akteuren u¨bernommen werden ko¨nnen, la¨sst es das
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Peer-to-Peer Modell auch zu, dass ein Akteur beide Rollen u¨bernehmen kann. Das Peer-to-
Peer-Modell wirkt zuna¨chst einmal viel versprechend, da es nur den verfolgten Zielpersonen
den Zugriff auf sensible Informationen gestattet. Werden jedoch die Positionen vieler Ziel-
personen miteinander korreliert, so wird hier die Schlu¨sselverwaltung zum Problem.
Idee zur Anonymisierung
Wie bereits gesagt, sind Ortsdaten grundsa¨tzlich hochgradig identifizierend, da sie in der Re-
gel Informationen u¨ber die Wohnung oder den Arbeitsplatz einer Zielperson enthalten und
auch Aufschluss u¨ber Freizeitaktivita¨ten oder andere charakteristische Gewohnheiten geben,
zum Beispiel die von der Person pra¨ferierten Verkehrsmittel. Bei querverweisenden sowie
proaktiven LBSs fa¨llt dieser Umstand besonders ins Gewicht, da hier typischerweise viele
gesammelte Ortsdaten mit demselben Pseudonym verknu¨pft werden, um eine konsistente
Referenzierung der Zielperson zu gewa¨hrleisten. Im Folgenden wird eine solche zeitliche
Ansammlung von Ortsdaten bezogen auf ein Pseudonym als Trace bezeichnet. Vereinfacht
gesagt gilt: Je mehr Ortsdaten ein Trace entha¨lt, desto identifizierender ist er fu¨r die Zielper-
son, vergleiche auch [67].
Ziel des vorgestellten Ansatzes ist es, Traces weniger identifizierend zu machen. Dabei
wird der Umstand ausgenutzt, dass zur Nahbereichs- und Trennungserkennung nur relative
Distanzen zwischen den Zielpersonen gemessen werden. Die Idee besteht darin, distanzer-
haltende Koordinatentransformationen gleichermaßen auf die Traces der miteinander in Be-
ziehung gebrachten Zielpersonen anzuwenden. So ko¨nnen Nahbereichs- und Trennungser-
eignisse weiterhin korrekt erkannt werden, wa¨hrend den Traces mo¨glicherweise identifizie-
rende Merkmale genommen werden.
Zweistufige Verschleierung
Der Ansatz basiert auf den folgenden Definitionen, vergleiche auch Abbildung 6.3.
• E = {e1, e2, ..., en}, 1 < i ≤ n ist eine Menge von Zielpersonen, deren Positionen
miteinander korreliert werden sollen,
• p(e, t) : E × R→ R2 liefert die wahre Position einer Person e ∈ E zum Zeitpunkt t,
• sG ∈ N ist ein geheimer, fu¨r E spezifischer Schlu¨ssel,
• p∗(e, t, sG) : E × R × N → R2 berechnet die verschleierte Position von e zum Zeit-
punkt t.
Ein zweistufiger Verschleierungsalgorithmus wird auf die Koordinaten aller Personen in
E gleichermaßen angewendet. Als Erstes ist eine zeitunabha¨ngige, globale Transformati-
on vorgesehen, bestehend aus einer Rotation mit Winkel α um den Punkt (j, k) ∈ R2 in
Kombination mit einer Translation (xglobal, yglobal) ∈ R2. Die zweite Stufe wendet eine
zeitabha¨ngige Translation ~v := (xlocal, ylocal) ∈ R2 an.
Dabei soll die erste Stufe den Koordinaten ihren globalen Bezugspunkt nehmen, so dass
Angriffe basierend auf typischen Aufenthaltsorten vermieden werden. Die zweite Stufe ver-
wischt lokale Bewegungen der Zielpersonen und soll Angriffe basierend auf wohlbekannten
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p(e1, t)
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Abbildung 6.3: Zweistufige Verschleierung
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Bewegungsmustern einer Zielperson sowie Straßenmustern verhindern. Abschnitt 6.1.4 be-
handelt mo¨gliche Angriffsszenarien im Detail.
Die Parameter α, j, k, xglobal und yglobal (erste Stufe) ha¨ngen von sG ab. Der lokale Trans-
lationsvektor ~v := (xlocal, ylocal) (zweite Stufe) ist begrenzt auf eine La¨nge von |v| ≤
rmax local und ha¨ngt von sG sowie von der aktuellen Uhrzeit ab. Wie spa¨ter diskutiert, ist eine
Voraussetzung fu¨r die Robustheit des Ansatzes, dass die lokale, zeitabha¨ngige Translation
nicht von selbst, also ohne Bewegung der Zielperson, Position Updates provoziert. Ausge-
hend von den Schlussfolgerungen aus Abschnitt 6.1.2 muss daher gelten, dass rmax local ≤
dsample. ¨Uberschreitet na¨mlich der Wert der lokalen Translation den der minimalen Abtast-
distanz nicht, wird ein automatisches Auslo¨sen von Position Updates vermieden.
Im zentralisierten Modell kann die aktuelle Uhrzeit vom Location Provider ermittelt wer-
den. Selbstversta¨ndlich ko¨nnen hier auch logische Uhrzeiten verwendet werden. Im Peer-
to-Peer-Modell hingegen mu¨ssen die Uhrzeiten der Endgera¨te synchronisiert sein, was eine
prinzipielle Schwierigkeit darstellt, die sich aber, ausgehend von endgera¨tbasierter Ortung
wie GPS oder Galileo, elegant lo¨sen la¨sst. GPS-Satelliten sind mit Atomuhren ausgestattet
und u¨bertragen die gemessenen Zeiten zusammen mit den Signalen, die zur Positionsbestim-
mung verwendet werden. Auch lassen sich die Uhrzeiten standardma¨ßig, zum Beispiel mit
Hilfe des Protokolls NMEA-0183 der National Marine Electronics Association [21], aus
GPS-Empfa¨ngern auslesen. Eine skalierbare Methode zur Uhrensynchronisation der End-
gera¨te ist somit gegeben.
original
lokal verschleiert
original
lokal verschleiert
Abbildung 6.4: Ein Trace im Original (+) und lokal verschleiert (x), mit gro¨ßerem (links)
und kleinerem (rechts) rmax local.
Abbildung 6.4 zeigt einen mit zwei verschiedenen Werten fu¨r rmax local verschleierten
Trace. Zwecks klarer Darstellung wird die globale Transformation in der Abbildung weg-
gelassen und nur die lokale, zeitabha¨ngige Translation gezeigt, welche ja Bewegungsmuster
verwischen soll.
Trotz der Transformationen gilt jedoch: Je la¨nger Traces sind, desto identifizierender sind
sie prinzipiell auch. Die Durchfu¨hrung regelma¨ßiger Pseudonymwechsel der Zielperson ist
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aus den genannten Gru¨nden fu¨r querverweisende LBSs leider keine geeignete Lo¨sung. Es
wird daher vorgeschlagen, den Schlu¨ssel sG von Zeit zu Zeit auszutauschen. Ohne weitere
Vorkehrungen ko¨nnte dies leider dazu fu¨hren, dass ein Angreifer zwei Schlu¨ssel aufeinan-
der abbilden kann, zum Beispiel indem er beobachtet, dass die Positionen aller Zielpersonen
gleichzeitig um eine weite Strecke versetzt werden. Um dies zu vermeiden, wird die Beach-
tung bestimmter Schutzzeiten zwischen der Benutzung verschiedener Schlu¨ssel empfohlen.
Wa¨hrend solcher Schutzzeiten du¨rfen keinerlei Positionen u¨ber die Zielpersonen gesammelt
werden.
6.1.4 Evaluierung
Im Folgenden wird eine Reihe denkbarer Angriffe auf den vorgeschlagenen Mechanismus
diskutiert. Die vorgestellten Angriffe werden alle ex post ausgefu¨hrt, haben also zum Ziel,
die Abbildung zwischen dem verwendeten Pseudonym einer Zielperson und deren wahrer
Identita¨t aus einem bereits gesammelten Bestand von Traces abzuleiten. Die Angriffe unter-
scheiden sich lediglich darin, welche Art von Hintergrundwissen eingesetzt wird.
Typische Online-Angriffe, wie zum Beispiel das Abho¨ren laufender Kommunikations-
vorga¨nge oder Versuche, anhand der verwendeten Netzwerkadressen Ru¨ckschlu¨sse auf die
Identita¨ten zu ziehen, liegen nicht im Fokus dieser Arbeit. Passende Gegenmaßnahmen
wie Verschlu¨sselungstechniken oder so genannte Mix-Netze zur Anonymisierung von Netz-
werkadressen [50] werden als gegeben vorausgesetzt. Weiterhin werden Angriffe ausge-
schlossen, bei denen die Endgera¨te der Zielpersonen gezielt manipuliert werden. Hierfu¨r
mu¨ssen Vorkehrungen anderer Art getroffen werden.
Abha¨ngig davon, welches Vertrauensmodell verwendet wird (Peer-to-Peer oder zentrali-
siert), liegt der den Angriffen ausgesetzte, anonymisierte Datenbestand entweder dem Loca-
tion Provider oder dem LBS Provider vor. Mo¨gliche Angreifer sind: der LBS bzw. Location
Provider selbst, beispielsweise mit der Motivation, die de-anonymisierten Daten illegal an
Dritte weiterzuverkaufen; bo¨sartige Angestellte des Betreibers, zum Beispiel mit der Ab-
sicht, Einsicht in das Privatleben einer bestimmten Person zu gewinnen; externe Hacker, die
in das System eingedrungen sind.
Angriff basierend auf bekannten Aufenthaltsorten
Bei diesem Angriff (engl. Known Whereabouts Attack, KWA) werden typische Aufenthalts-
orte einer gegebenen Person benutzt, um deren verwendetes Pseudonym herauszufinden. Ist
zum Beispiel bekannt, dass Person A an einem bestimmten Ort L wohnt und an einem ande-
ren Ort W arbeitet, so ist das Pseudonym P von A wahrscheinlich mit den Traces verknu¨pft,
die eine große Ha¨ufung von L und W aufweisen. Je mehr typische Aufenthaltsorte X von
A bekannt sind, desto wahrscheinlicher wird es, einen einzelnen Trace zu finden, der alle X
entha¨lt. Die gewu¨nschte Abbildung von A nach P ist somit erreicht.
In [67] wird versucht, den KWA durch zeitliche und ra¨umliche Verhu¨llung zu vermeiden.
Wie bereits besprochen ist dieser Ansatz leider nur in der Lage, einzelne Positionsdaten vor
Aufdeckung zu schu¨tzen und la¨sst sich nicht allgemein auf Traces anwenden. Andernfalls
mu¨ssten bei der Berechnung der Verhu¨llungsfunktion bereits in der Vergangenheit gesam-
melte Daten miteinbezogen werden. Dies wa¨re zwar theoretisch mo¨glich, die zur Wahrung
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der k-Anonymita¨t eingefu¨hrte ku¨nstliche Ungenauigkeit mu¨sste aber wohl so stark anwach-
sen, dass die Daten nicht mehr sinnvoll zu verwenden wa¨ren.
In [37] wird der KWA verhindert, indem typische Aufenthaltsorte einfach aus den Anwen-
dungszonen eines LBS ausgeschlossen werden. Das entstehende Problem liegt klar auf der
Hand. Der LBS kann schlichtweg die meiste Zeit, zu der sich eine Person ja per Definition
an typischen Orten aufha¨lt, nicht benutzt werden.
Die Abwehr des KWA war das vorrangige Ziel bei der Entwicklung des vorgestellten An-
satzes basierend auf Koordinatentransformationen. Offensichtlich enthalten Traces nach der
zweistufigen Verschleierung keine typischen Aufenthaltsorte von Zielpersonen mehr, was
den KWA prinzipiell unmo¨glich macht. Im Folgenden soll jedoch untersucht werden, welche
anderen statistischen Angriffe denkbar sind, die das Ziel der Aufdeckung der Transformatio-
nen haben. Nach erfolgreicher Durchfu¨hrung eines solchen Angriffs ko¨nnte die Abbildung
zwischen Identita¨t und Pseudonym wiederum mittels KWA herausgefunden werden.
Campus-Angriff
Wa¨hrend beim KWA der Bestand an Traces nach gegebenen Aufenthaltsorten von Zielper-
sonen durchsucht wird, wird beim Campus-Angriff (CA) nach Aufenthaltsorten gesucht, die
in sehr vielen Traces gleichzeitig auftauchen. Die Annahme ist, dass diese Aufenthaltsorte
jeweils o¨ffentlichen, viel besuchten Orten entsprechen, wie etwa einem Universita¨tscampus.
Ausgehend von mehreren solchen Referenzorten la¨sst sich eine Abbildung zwischen den ori-
ginalen und den verschleierten Daten finden, und die verwendeten Transformationen ko¨nnen
aufgedeckt werden.
Im vorgeschlagenen Ansatz wird ein geheimer Schlu¨ssel jeweils fu¨r eine Menge E von
Zielpersonen berechnet, deren Ortsinformationen korreliert werden. Der CA setzt jedoch
relative große Gruppen miteinander korrelierter Personen voraus. Fu¨r sehr kleine Gruppen
ist der CA wohl wirkungslos. Ein Beispiel fu¨r eine kleine Gruppe wa¨re die Nahbereichser-
kennung zwischen einem einzelnen Paar von Personen. In einem anderen Szenario, wo zum
Beispiel unter allen Studenten eines Studiengangs die Nahbereichserkennung la¨uft, scheint
der CA jedoch sehr effektiv.
Wie es scheint, ist der vorgeschlagene Ansatz nicht in der Lage, fu¨r große Mengen E von
Zielpersonen ausreichenden Schutz zu bieten. Fu¨r diesen Fall mu¨ssten wohl Erweiterun-
gen vorgenommen werden. Mo¨glich wa¨re eventuell ein hierarchischer Ansatz, bei dem Un-
termengen von E jeweils andere Transformationsschlu¨ssel zugeteilt bekommen. Wa¨hrend
innerhalb einer solchen Untergruppe Aufenthaltsorte exakt korreliert werden, ko¨nnte man
zum Beispiel zwischen den einzelnen Untergruppen eine nur relativ ungenaue Korrelati-
on zulassen. Die einzelnen Untergruppenschlu¨ssel wa¨ren also verschieden, wu¨rden aber zu
a¨hnlichen Transformationen fu¨hren. Die Entwicklung entsprechender Konzepte sprengt je-
doch den Rahmen dieser Arbeit und mag in weiteren Arbeiten verfolgt werden. Einziges
Fazit aus dem CA ist somit, dass der Ansatz im jetzigen Zustand ho¨chstens fu¨r kleinere
Gruppen Sicherheit bietet.
Angriff basierend auf stationa¨ren Zielpersonen
Wa¨hrend in der ersten Stufe der Verschleierung eine globale und zeitunabha¨ngige Trans-
formation durchgefu¨hrt wird, welche den KWA vermeiden soll (siehe oben), hat die zeitab-
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ha¨ngige Translation in der zweiten Stufe zum Ziel, die Traces vor Angriffen basierend auf
Bewegungs- und Straßenmustern (siehe na¨chstes Angriffsszenario) zu schu¨tzen.
Ziel des Angriffs basierend auf stationa¨ren Zielpersonen (engl. Stationary Users Attack,
SUA) ist es, die zeitabha¨ngige Translation auszuhebeln. Der SUA basiert auf der Annah-
me, dass sich die Zielpersonen die meiste Zeit stationa¨r verhalten, sich also zum Beispiel
wa¨hrend des Arbeitstages kaum vom Bu¨ro wegbewegen. Zeigen mehrere Zielpersonen aus
derselben Menge E ein sehr a¨hnliches Bewegungsverhalten, so kann der Angreifer anneh-
men, dass die Personen in Wirklichkeit stationa¨r sind und sich die beobachtete Bewegung
lediglich aus der lokalen Translation ergibt, die fu¨r alle Personen aus E gleichermaßen ange-
wendet wird. Die lokale Translation la¨sst sich dann einfach aus den Traces herausrechnen,
und der Angriff basierend auf Bewegungs- und Straßenmustern kann erfolgreich durch-
gefu¨hrt werden.
Zur Vermeidung des SUA ist die zweite Verschleierungsstufe jedoch beschra¨nkt auf Trans-
lationen mit einer Maximalla¨nge von rmax local. Gilt rmax local ≤ dsample (vergleiche Ab-
schnitt 6.1.2), so ist gewa¨hrleistet, dass stationa¨re Zielpersonen keine Position Updates
auslo¨sen, was den SUA ausschließt. Die Vermeidung des SUA ist daher die Hauptmotivation
(neben Effizienzaspekten) dafu¨r, eine Beschra¨nkung fu¨r die lokale Translation vorzusehen.
Angriff basierend auf Bewegungs- und Straßenmustern
Der Angriff basierend auf Bewegungs- und Straßenmustern (engl. Mobility Pattern At-
tack, MPA) ist wahrscheinlich der interessanteste unter den behandelten, weshalb er hier
auch sehr ausfu¨hrlich diskutiert wird. Der MPA gru¨ndet auf der Annahme, dass die ver-
schleierten Traces a¨hnliche Bewegungsmuster aufweisen wie die originalen. Ausgehend
von verfu¨gbarem Kartenmaterial ko¨nnte ein Angreifer beispielsweise versuchen, Straßen-
muster in den Traces wiederzuerkennen und so die Transformationen ru¨ckga¨ngig machen.
Eine weitere Mo¨glichkeit wa¨re, nach Bewegungsmustern in den Traces zu suchen, die fu¨r
eine bestimmte Person typisch sind. Angenommen, der Angreifer weiß, dass Person A am
Ort L wohnt, am Ort W arbeitet und am Ort F zu Mittag isst, und hat auch grobe Kenntnis
u¨ber die Pfade auf denen sich A zwischen diesen Stationen bewegt. Dann la¨sst sich unter
Umsta¨nden durch gezielte Suche nach einem entsprechenden Muster in den gesammelten
Traces das von A verwendete Pseudonym herleiten. Im Folgenden wird nun die Robust-
heit des vorgestellten Ansatzes gegen den MPA mit Hilfe von Simulationen basierend auf
gesammelten GPS-Daten untersucht.
Zuerst werden die grundlegende Herangehensweise sowie die Art und Menge der ver-
wendete Daten beschrieben. Nach der Beschreibung der Parametrisierung der Simulationen
folgt ein kurzer Exkurs u¨ber verschiedene Methoden zum strukturellen Vergleich von Tra-
ces. Dann werden die generierten Simulationsergebnisse beschrieben und bewertet. Schließ-
lich wird die Rolle des Schlu¨ssels sG kurz diskutiert und ein mo¨glicher Ansatz aufgezeigt,
mit dem sich sG dynamischen a¨ndern la¨sst, ohne die Anonymita¨t der Traces zu gefa¨hrden.
Ziel der Simulationen Aus den Simulationen soll hervorgehen, inwieweit die vorge-
stellte Verschleierungsmethode es vermag, einem Trace die ¨Ahnlichkeit zu seiner originalen
Version zu nehmen. Je weniger a¨hnlich ein verschleierter Trace seiner originalen Version
ist, desto besser ist der erreichte Schutz.
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Im Fokus der Evaluation stehen strukturelle Angriffe, die zum Beispiel gesammelte Tra-
ces mit den Straßenmustern einer Stadt vergleichen. Angriffe, die auf zeitlichen Aspek-
ten der Traces basieren, wie zum Beispiel das Abgleichen wiederkehrender Ereignisse im
ta¨glichen Leben einer gegebenen Zielperson, werden nicht behandelt. Die Entwicklung und
Simulation entsprechender Angriffsmodelle, die diese Art von Hintergrundinformationen
vorsehen, mag ein Thema zuku¨nftiger Arbeiten sein.
Zur Simulation struktureller Angriffe wurden wiederum die 69 GPS Traces verwendet,
welche auch schon zur Evaluation der Update-Strategien aus den vorigen Kapiteln gedient
haben. Wie schon erwa¨hnt, enthalten sie fußga¨ngerisches Bewegungsverhalten ebenso wie
Fahrtwege von Autos, die alle in Mu¨nchen und Umgebung aufgenommen wurden. Die zeit-
liche Dauer der Traces liegt zwischen mehreren Minuten und einigen Stunden. Gesammelte
GPS-Positionsdaten kommen im Sekundentakt auf.
Simulationsparameter Die Traces wurden mittels der vorgestellten Methode verschlei-
ert, und zwar anhand der folgenden Parameter. Der lokale, zeitabha¨ngige Translationsvektor
~v := (xlocal, ylocal), welcher abha¨ngig vom Schlu¨ssel sG sowie von der aktuellen Uhrzeit t
ist, wird pseudozufa¨llig bestimmt. sG dient der verwendeten Zufallsfunktion als Initialisie-
rungswert und wird pro Simulationslauf neu und ebenfalls zufa¨llig bestimmt. Alle Traces
werden zeitlich gleich ausgerichtet, so dass jeder Trace bei t := 0 beginnt. Zu jedem Zeit-
schritt t, 0 ≤ t ≤ tmax, wobei tmax der Dauer des la¨ngsten Trace entspricht, wird nun der
lokale Translationsvektor ~v := (xlocal, ylocal) mit Hilfe der Zufallsfunktion berechnet. Die
La¨nge von ~v wird gleich verteilt bestimmt innerhalb des Intervalls 0 < |~v| ≤ rmax local. Die
Richtung von ~v ist ebenfalls gleich verteilt, und zwar im Intervall [0; 2pi[. ~v wird fu¨r jeden
Zeitschritt t neu berechnet und dann an alle Positionen (pro Trace maximal eine) angeha¨ngt,
die den Zeitstempel t tragen.
Die Parameter fu¨r die globale Transformationen werden beliebig gewa¨hlt und sind fu¨r
jeden Simulationslauf festgesetzt.
¨Ahnlichkeit zwischen Traces Ziel ist es, herauszufinden, wie a¨hnlich ein verschleier-
ter Trace λ∗ seiner originalen Version λ ist und wie viele andere verschleierte Traces µ∗ zu λ
eine gro¨ßere ¨Ahnlichkeit haben als λ∗ zu λ. Hat ein bestimmter Anteil der verschleierten µ∗
zu λ eine ho¨here ¨Ahnlichkeit als λ∗ zu λ, dann ist ein gewisses Maß an Schutz anzunehmen.
Zum Erhalt eines entsprechenden ¨Ahnlichkeitsmaßes der Struktur zweier Traces sind die
folgenden Betrachtungen notwendig. Die ¨Ahnlichkeit von Traces anhand eines formbasier-
ten Vergleichs wird zum Beispiel in [168] besprochen. Ferner stellen [119] rasterbasierte
Aggregationsmethoden vor, die eine ra¨umliche, zeitliche und ra¨umlich-zeitliche Analyse
zulassen. Leider wird in beiden Arbeiten nicht beschrieben, wie gegeneinander rotierte Tra-
ces fu¨r den Vergleich ausgerichtet werden sollen. Die Verfahren sind also nur anwendbar fu¨r
Traces, deren globaler Bezug erhalten bleibt, und ko¨nnen somit nicht zur Evaluierung des
vorgestellten Verschleierungsverfahrens hergenommen werden.
Eine mo¨gliche Lo¨sung bieten so genannte Feature-Methoden, die zum Beispiel im Be-
reich der ¨Ahnlichkeitssuche bei der computergestu¨tzen Konstruktion (CAD) oder in Mo-
leku¨ldatenbanken zur Verwendung kommen [115] [31]. Diese Algorithmen sind invariant in
Bezug auf Translationen und Rotationen, da sie nur relative ¨Anderungen innerhalb der ge-
testeten Objekte betrachten. Die in diesen Ansa¨tzen beschriebenen Feature-basierten ¨Ahn-
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lichkeitsmetriken wurden der Evaluation zugrunde gelegt:
!1
!2
dfeature
p1
p2
p3
p4
p5
p6
p7
p8
p9
Abbildung 6.5: Berechnung eines Feature-Vektors mit distanzbasiertem Winkelprofil
Fu¨r jeden Trace λ la¨sst sich ein Feature-Vektor Fλ = (αλ1, ..., αλm) ∈ Rm berechnen, der
dem distanzbasierten Winkelprofil von λ entspricht. Abbildung 6.5 illustriert die Berech-
nung. Parametrisiert durch die so genannte Feature-Distanz dfeature wird ein Winkel αk zu
Fλ genau dann hinzugefu¨gt, wenn die Distanz zwischen der aktuellen Position pc und der
letzten betrachteten Position pl gro¨ßer oder gleich dfeature ist. αk entspricht der Differenz
zwischen der zuletzt betrachteten Bewegungsrichtung und der aktuellen.
Die ¨Ahnlichkeit zweier Feature-Vektoren Fλ = (αλ1, ..., αλm) und Fµ = (αµ1, ..., αµn)
mit m ≤ n wird definiert als das Maximum der euklidischen Distanzen zwischen Fλ und
allen mo¨glichen Subsequenzen (αµi, ..., αµj) ⊆ Fµ, 0 ≤ i ≤ j ≤ n, j − i = m. Be-
zogen auf den Angriff ist die Metrik also konservativ, da stets die schlechtestmo¨gliche
¨Ubereinstimmung einer Subsequenz eines Traces mit einem anderen Trace herangezogen
wird.
Simulationsergebnisse Jeder der 69 Traces wurde mit seiner verschleierten Version
und mit allen anderen Traces (ebenfalls verschleiert) auf diese Weise 100-mal verglichen.
Wie bereits erwa¨hnt, wurde jeder Simulationslauf mit einem anderen Schlu¨ssel sG durch-
gefu¨hrt. Bei den Simulationen stellte sich heraus, dass eine Vera¨nderung der Gro¨ße der
Menge E von Zielpersonen, deren Traces mit demselben sG verschleiert wurden, nur einen
vernachla¨ssigbaren Einfluss aus das Ergebnis hat.
Abbildung 6.6 zeigt Ergebnisse der durchgefu¨hrten Simulationen. Die x-Achse liefert
die maximale La¨nge rmax local des lokalen Verschleierungsvektors ~v. Die y-Achse gibt den
durchschnittlichen Anteil verschleierter Traces µ∗ an, die einem gegebenen Trace λ a¨hnlicher
sind als dessen verschleierte Version λ∗ es zu λ ist. Anders gesagt entspricht der Wert
der y-Achse bezogen auf die verwendeten Testdaten der Gro¨ße der in [134] definierten
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Abbildung 6.6: Ergebnisse der Simulation des strukturellen MPA
Anonymita¨tsmenge. Ein Wert von 100% steht dabei fu¨r die maximal erreichbare Trace-
Anonymita¨t, wa¨hrend ein Wert von 0% bedeutet, dass λ∗ innerhalb der Daten stets eindeutig
auf λ ru¨ckfu¨hrbar ist, also keinerlei Trace-Anonymita¨t gegeben ist.
Die maximale lokale Verschleierung rmax local ist ja nach oben durch die minimale Abtast-
distanz dsample beschra¨nkt, um den SUA abzuwehren. dsample darf wiederum nicht gro¨ßer
sein als b
3
, da anderenfalls keine korrekte Nahbereichs- und Trennungserkennung mo¨glich
ist (vgl. Abschnitt 6.1.2). Es gilt rmax local ≤ dsample ≤ b3 . Je gro¨ßer also rmax local ist,
desto gro¨ßer muss b mindestens sein und desto schlechter ist die mo¨gliche Pra¨zision der
Nahbereichs- und Trennungserkennung.
Die Distanz zwischen zwei nacheinander u¨bermittelten Positionen ist folglich nie kleiner
als rmax local. Dadurch ist natu¨rlich auch die Feature-Distanz dfeature, mit der ein Angreifer
die Feature-Berechnung bei der Trace-Analyse parametrisieren kann, nach unten limitiert
durch rmax local. Eine feinere Auflo¨sung wu¨rde ihm keine zusa¨tzlichen Informationen lie-
fern. Vier verschiedene Kurven sind abgebildet, die sich jeweils auf einen anderen Wert
von dfeature beziehen und die diesen Betrachtungen zufolge jeweils bei rmax local = dfeature
aufho¨ren mu¨ssen. Aus Sicht des Angreifers liefert die Feature-Berechnung bei dfeature =
1000m die besten Ergebnisse und zwar fu¨r alle mo¨glichen Werte von rmax local.
Offensichtlich fu¨hrt eine Erho¨hung von rmax local zur Steigerung der Anzahl a¨hnlicher
Traces. Setzt man rmax local auf 100 m, so la¨sst sich eine mo¨gliche Grenzlinientoleranz von
b = 300m fu¨r die Nahbereichs- und Trennungserkennung realisieren. Fu¨r diese Konfigura-
tion sind im schlimmsten Fall (dfeature = 1000m) rund 7,5 % aller verschleierten Traces µ∗
einem gegebenen Trace λ a¨hnlicher als dies der Fall fu¨r λ∗ ist. Fu¨r rmax local = 500m und
somit b ≥ 1500m betra¨gt der Anteil fast 20 %.
Ob diese Werte hinreichende Anonymita¨t gewa¨hrleisten, ha¨ngt hauptsa¨chlich von der
Anzahl an Traces ab, die im angegriffenen Datenbestand vorliegen. Zur Erreichung von
k-Anonymita¨t bezu¨glich eines vorgegebenen k innerhalb eines Datenbestands von x Tra-
ces, sollte dieser Anteil mindestens k
x
betragen. Die Kurven basieren außerdem auf Durch-
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schnittswerten. Sehr charakteristische Traces sind also leichter zuru¨ckfu¨hrbar als durch-
schnittliche. Schließlich basieren die gezeigten Ergebnisse auf einer begrenzten Anzahl ge-
sammelter Daten. Um noch zuverla¨ssigere Aussagen zu erhalten, mu¨ssten wohl mehr und
auch andersartige Traces gesammelt werden, zum Beispiel von typischem Fahrverhalten auf
Autobahnen, was leider im Rahmen dieser Arbeit nicht mo¨glich war.
Dennoch ist zu bemerken, dass das simulierte Szenario dem ungu¨nstigsten Fall entspricht,
bei dem Daten kontinuierlich mit der minimalen Abtastrate von dsample u¨bertragen werden.
Wie schon in Abschnitt 6.1.2 besprochen, fu¨hren die in dieser Arbeit vorgestellten Strate-
gien typischerweise zu weit weniger gesammelter Positionsdaten, was letztendlich die An-
onymita¨t der Traces fo¨rdert.
Den MPA zusammenfassend ist zu sagen, dass es mit Hilfe der lokalen Verschleierung
wohl grundsa¨tzlich mo¨glich ist, Traces vor strukturellen Angriffen zu schu¨tzen. Je gro¨ßer
der entsprechende Translationsvektor rmax local, desto gro¨ßer ist die Verschleierung. Der
vom Ansatz gelieferte Schutz ist also qualitativ mit der Pra¨zision der Nahbereichs- und
Trennungserkennung verknu¨pft. Durch das Inkaufnehmen einer ho¨heren Grenzlinientole-
ranz la¨sst sich der gebotene Schutz prinzipiell erho¨hen.
Zusammenfassung der Evaluierung
Grundsa¨tzlich ergab die Evaluierung die folgenden Schwachstellen.
• Der Mechanismus ist wohl nur fu¨r relativ kleine Gruppen gemeinsam u¨berwachter
Zielpersonen geeignet, zum Beispiel, um zwischen zwei Zielpersonen die Nahbe-
reichserkennung durchzufu¨hren. Wenn man hingegen eine gro¨ßere Menge von Ziel-
person gemeinsam betrachtet, zum Beispiel zur Erkennung von Cliquen innerhalb
einer gro¨ßeren Gruppe, fallen statistische Angriffe wesentlich leichter.
• Die Robustheit des Ansatzes ist formal schwer beweisbar. Auch lassen sich kaum
quantitative Aussagen treffen.
Trotzdem ist der Ansatz im Gegensatz zu allen bestehenden Verfahren tatsa¨chlich anwend-
bar auf die Nahbereichs- und Trennungserkennung und bietet im Vergleich zu einer unver-
schleierten ¨Ubertragung einen erho¨hten Schutz, zum Beispiel vor dem KWA. Außerdem ist
er mit relativ einfachen Mitteln umsetzbar.
6.2 Autorisierung des Zugriffs auf Ortsinformationen
Die breite Markteinfu¨hrung von Mobiltelefonen Anfang der 90er-Jahre fu¨hrte zum gesell-
schaftlichen Prinzip der sta¨ndigen Erreichbarkeit, welches neben vielen unbestreitbaren Vor-
teilen auch mit Nachteilen behaftet ist. Sta¨ndig fu¨r andere erreichbar zu sein, bedeutet fu¨r
viele Personen eine Einschra¨nkung ihrer Privatspha¨re. Die in dieser Arbeit behandelten
Community-Dienste fu¨hren das Prinzip der ubiquita¨ren Erreichbarkeit leider konsequent
weiter. Die vorausgesagte breite Verfu¨gbarkeit moderner Mobiltelefone, die mit hochak-
kuraten Ortungstechnologien wie GPS ausgestattet sind, erlaubt nicht nur die verbreitete
Nutzung lokaler ortsbezogener Anwendungen wie Navigation. Plo¨tzlich sind Individuen je-
derzeit in der Lage, ihren aktuellen Aufenthaltsort u¨ber das Mobilfunknetz an andere Perso-
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nen weiterzuleiten. Technisch ist es damit mo¨glich, jederzeit fu¨r andere exakt lokalisierbar
zu sein.
Existierende LBCSs wie [2; 15; 136] machen sich diese Technik heute schon zunutze.
Beispiele sind Friend-Finder, Child-Tracker und Dating-Dienste sowie ortsbezogenes IM.
Um auf dem Markt u¨berhaupt akzeptiert zu werden, stellen LBCSs Mechanismen bereit,
die der Zielperson Kontrolle daru¨ber geben, welche Nutzer unter welchen Umsta¨nden auf
ihre Ortsinformationen zugreifen du¨rfen. Bislang ist hierfu¨r eine explizite Autorisierung vor-
gesehen, bei der die Zielperson explizit daru¨ber entscheidet, wer Zugriff erha¨lt. Sie kann auf
zwei grundlegende Arten umgesetzt werden. Zum einen kann die Zielperson beim LBS
Provider so genannte Datenschutz-Policies hinterlegen, welche definieren, wer Zugriff auf
ihre Ortsinformationen hat und wer vom Zugriff ausgeschlossen ist. Der zweite Ansatz wird
als Ad-hoc-Autorisierung bezeichnet. Die Zielperson wird hier interaktiv um Zustimmung
gebeten, wenn ein Nutzer ihre Ortsinformationen anfragt.
Explizite Autorisierung ist leider mit einigen Nachteilen verbunden. Erstens fu¨hrt sie zu
erheblichem Verwaltungsaufwand, der sich in einem Fall der A-priori-Definition von Poli-
cies widmet und im anderen Fall auf die manuelle Interaktion der Zielperson mit dem Au-
torisierungssystem des LBCS bezieht. Zweitens birgt explizite Autorisierung ein erho¨htes
Risiko, soziale Schwierigkeiten herbeizufu¨hren. Ein Nutzer, der den Aufenthaltsort einer
Zielperson abrufen will, ko¨nnte sich zuru¨ckgewiesen fu¨hlen, wenn der Zugriff verwehrt
wird, oder er ko¨nnte das Gefu¨hl haben, die Zielperson mo¨chte etwas vor ihm verbergen.
Auf der anderen Seite ko¨nnte sich die Zielperson unter Druck gesetzt fu¨hlen, dem Nutzer
den Zugriff nur deswegen zu gestatten, um die mit einer Zuru¨ckweisung verbundenen nega-
tiven sozialen Auswirkungen zu vermeiden.
Es wird deshalb ein neues Konzept vorgeschlagen, das implizite Autorisierung vorsieht
und das auch in [159] vorgestellt wurde. Im Gegensatz zu einer Ja/Nein-Entscheidung der
Zielperson fu¨hren hier bestimmte wohldefinierte Aktivita¨ten der Zielperson dazu, dass ein
bestimmter Nutzer Zugriff auf ihre Ortsinformationen erha¨lt. Die Aktivita¨t bezieht sich da-
bei nicht auf die Verwaltung der eigenen Ortsinformationen. Anstelle einer expliziten Zu-
ru¨cknahme des erteilten Zugriffs werden so genannte Leases verwendet, die nach einer be-
stimmten Zeit automatisch verlo¨schen. Soll die Mo¨glichkeit zum Zugriff la¨nger bestehen
bleiben, muss ihn die Zielperson regelma¨ßig erneuern.
In einer vorgeschlagenen Realisierung der impliziten Autorisierung erha¨lt ein anfragender
Nutzer A fu¨r eine bestimmte Zeitdauer Zugriff auf die Ortsinformationen einer Zielperson
B, falls im Gegenzug B vorher versucht hat, auf die Ortsinformationen von A zuzugreifen.
Durch den Versuch, die Ortsinformationen einer bestimmten Person abzurufen, wird also
implizit gestattet, dass diese Person eine Zeit lang auf die eigenen Informationen zugreift.
Der Ansatz generiert weniger Verwaltungsaufwand als die explizite Autorisierung, wa¨h-
rend eine bessere soziale Vertra¨glichkeit gewa¨hrleistet wird. Erstens wird reziproker Infor-
mationsaustausch gefo¨rdert, was fu¨r datenschutzkritische Anwendungen wie LBCSs grund-
sa¨tzlich wu¨nschenswert ist. Zweitens unterstu¨tzt der Mechanismus natu¨rlicherweise das
Konzept der so genannten plausiblen Abstreitbarkeit (plausible deniability) (vgl. Abschnitt
6.2.1), da explizite Zugriffsverweigerungen durch die Zielperson vermieden werden. Statt-
dessen wird Mehrdeutigkeit (Ambiguity) unterstu¨tzt [30], weil erfolglose Zugriffsversuche
auf die Tatsache zuru¨ckgefu¨hrt werden ko¨nnen, dass die Zielperson eine bestimmte Ak-
tivita¨t nicht ausgefu¨hrt hat. Dies wiederum kann mehrere Ursachen haben, zum Beispiel
o¨konomische Beweggru¨nde, und muss nicht als
”
bo¨ser Wille“ der Zielperson oder Zuru¨ck-
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weisung empfunden werden.
Die Darstellung des Ansatzes gliedert sich wie folgt. Abschnitt 6.2.1 diskutiert die grund-
legenden Anforderungen, die ein geeigneter Autorisierungsmechanismus fu¨r Ortsinforma-
tionen erfu¨llen sollte. Wichtig ist zum Beispiel eine einfache Bedienbarkeit sowie die Mo¨g-
lichkeit der Zielperson, ausreichende Kontrolle auszuu¨ben. Letztere Anforderung wird an-
hand der Begriffe Korrektheit und Vollsta¨ndigkeit formal dargestellt. Daru¨ber hinaus wird
das Konzept des reziproken Informationsaustausches sowie der Mehrdeutigkeit genauer be-
schrieben. Abschnitt 6.2.2 u¨berblickt und bewertet bestehende Techniken zur Autorisierung.
Abschnitt 6.2.3 beschreibt den eigenen Ansatz der impliziten Autorisierung genauer und
stellt zwei mo¨gliche Realisierungen vor, eine kalenderbasierte und eine anfragebasierte Me-
thode. Die anfragebasierte Methode wird in Abschnitt 6.2.4 genauer analysiert und mittels
statistischer Simulationen untersucht.
6.2.1 Herausforderungen
Die folgenden Anforderungen sind von zentraler Bedeutung fu¨r einen Autorisierungsme-
chanismus, der sich fu¨r LBCSs eignen soll.
Kontrolle
Ein geeigneter Autorisierungsmechanismus sollte der Zielperson jederzeit Kontrolle daru¨ber
geben, wer auf ihre Ortsinformationen zugreift. Durch das System kommunizierte Zugriffs-
entscheidungen sollten also den aktuellen Einstellungen der Zielperson so gut wie mo¨glich
entsprechen.
Um diesen Aspekt formal auszudru¨cken, werden die Begriffe Korrektheit und Vollsta¨n-
digkeit der Autorisierung eingefu¨hrt, die analog definiert sind zu den Metriken Precision und
Recall aus dem Bereich des Information Retrieval (IR). Bezogen auf eine gewisse Anzahl
von Ortungsversuchen bezeichnet Korrektheit den Anteil der durch das System erlaubten
Zugriffe, die tatsa¨chlich auch so von der Zielperson gewu¨nscht worden sind. Im Gegenzug
bezeichnet Vollsta¨ndigkeit den Anteil der von der Zielperson zu erlauben erwu¨nschten Zu-
griffsversuche, die vom System tatsa¨chlich erlaubt wurden. Anstelle von Positiven und Ne-
gativen, wie beim IR, spricht man von Zugriffsbewilligungen und Zugriffsverweigerungen.
Die Zustimmung der Zielperson zu einer erfolgten Bewilligung oder Verweigerung wird
mit den Adjektiven wahr (Zielperson ist einverstanden) bzw. falsch (Zielperson ist nicht
einverstanden) bezeichnet.
Ebenfalls analog zu Precision und Recall ist die Tatsache, dass es relativ leicht fa¨llt, ein
hohes Maß an Korrektheit zu erreichen, wenn die Vollsta¨ndigkeit dabei nicht beru¨cksichtigt
werden muss. Das gilt auch andersherum. Leicht la¨sst sich eine hohe Vollsta¨ndigkeit er-
reichen, wenn keine hohe Korrektheit gefordert ist. Ein Beispiel fu¨r die erste Variante ist
ein extrem restriktives Autorisierungsschema, welches niemandem den Zugriff auf die ei-
genen Ortsinformationen gestattet. Offensichtlich wu¨rde hier ein hoher Wert fu¨r die Kor-
rektheit erreicht, da keine falschen Zugriffsbewilligungen auftreten ko¨nnen. Die erreichte
Vollsta¨ndigkeit wa¨re allerdings schlecht, da potentiell eine große Anzahl falscher Zugriffs-
verweigerungen resultieren wu¨rden. Als Beispiel fu¨r die zweite Variante dient ein extrem
freizu¨giger Ansatz, der jedem anderen Zugriff gewa¨hrt. Nachdem so ganz sicher keine
falschen Zugriffsverweigerungen passieren, wa¨re die erreichte Vollsta¨ndigkeit sehr hoch.
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Ein schlechter Wert wu¨rde jedoch fu¨r die Korrektheit erreicht, nachdem unter Umsta¨nden
sehr viele falsche Zugriffsbewilligungen vorka¨men. Zusammenfassend la¨sst sich also sagen,
dass ein Autorisierungsmechanismus im Idealfall gleichzeitig hohe Werte fu¨r die Korrekt-
heit und fu¨r die Vollsta¨ndigkeit erreichen sollte.
Einfachheit
Neben der Bereitstellung geeigneter Kontrollmechanismen sollte ein Autorisierungsmecha-
nismus einfach genug sein, um sowohl aus Sicht der Nutzer und Zielpersonen als auch des
LBS und Location Providers mit annehmbarem Aufwand nutzbar bzw. umsetzbar zu sein.
Einfache Benutzung heißt aus Sicht der Zielperson zum einen, dass diese mo¨glichst we-
nig zeitlichen Aufwand damit hat, Zugriffsrechte bezu¨glich ihrer Ortsinformationen zu ver-
walten. Solcher Aufwand kann zum Beispiel darin bestehen, entsprechende Datenschutz-
Policies zu definieren oder, im Fall von Ad-hoc-Autorisierung, interaktiv in die Autorisie-
rungsprozedur eingebunden zu werden. Ein geeigneter Mechanismus sollte selbstversta¨nd-
lich auch intuitiv bedienbar und nicht zu komplex sein, so dass er wirklich von jeder, auch
technisch nicht versierten Person genutzt werden kann. Dieser letzte Aspekt stellt insbe-
sondere bei der Definition von Datenschutz-Policies ein Problem dar, vergleiche [84]. Um
wirklich den aktuellen Einstellungen einer Zielperson zu entsprechen, sollten Policies fein
abgestimmt sein und regelma¨ßig u¨berarbeitet werden.
Einfachheit ist aus der Sicht des LBS oder Location Providers vor allem wu¨nschenswert
in Bezug auf die Umsetzung des Mechanismus, was insbesondere die Integration in beste-
hende Technologien betrifft. In dieser Hinsicht scheint der Policy-basierte Ansatz der Ad-
hoc-Autorisierung u¨berlegen zu sein, da die Definition der Policies von ihrer Durchsetzung
prinzipiell entkoppelt ist. Es ist somit keine immer zur Verfu¨gung stehende Nutzerschnitt-
stelle notwendig, mit deren Hilfe die Zielperson um Zustimmung gefragt werden kann. So
ko¨nnen wiederum verschiedene Endgera¨tetypen und Positionierungsverfahren zum Einsatz
kommen, die interaktive Dialoge mit der Zielperson schwer machen. Ein Beispiel sind netz-
basierte und endgera¨tunterstu¨tzte Verfahren, bei denen das Endgera¨t relativ wenig Funktio-
nalita¨t bieten muss.
Soziale Vertra¨glichkeit
Sollten LBCSs wirklich ein Teil des ta¨glichen Lebens vieler Menschen werden, so mu¨ssen
ihre sozialen Implikationen fundiert analysiert werden. Mo¨gliche negative Auswirkungen
mu¨ssen durch ein geeignetes Design so weit wie mo¨glich reduziert werden. Dies stellt aller-
dings eine Aufgabe dar, die alleine mit den bekannten Methoden der Softwaretechnik nicht
gelo¨st werden kann. Gefordert ist vielmehr die interdisziplina¨re Zusammenarbeit verschie-
dener Fachbereiche wie der Informatik, der Soziologie und der Sozialpsychologie. Dass
sozialen Aspekten bei der Nutzung ubiquita¨rer Dienste in letzter Zeit immer mehr Bedeu-
tung zukommt, sieht man zum Beispiel an Arbeiten wie [73] und [77], in denen Mecha-
nismen zur sozialen Vertra¨glichkeit datenschutzkritischer Anwendungen behandelt werden.
Zwei Konzepte scheinen besonders wichtig, vergleiche [136]: Reziprozita¨t und glaubhafte
Abstreitbarkeit bzw. Mehrdeutigkeit.
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Reziprozita¨t Dies ist ein wohlbekanntes Prinzip zur Ausbalancierung des Austausches
datenschutzkritischer Informationen zwischen zwei Parteien. Das Prinzip besagt, dass die
Menge von Informationen, die eine Person A einer anderen Person B preisgibt, in etwa
der Menge entsprechen sollte, die B an A u¨bertra¨gt. Nach [81], wo die Anwendung des
Prinzips auf kontextsensitive Dienste diskutiert wird, soll damit erreicht werden, negative
soziale Situationen zu vermeiden, in denen bestimmte Personen mehr u¨ber andere wissen,
als sie selbst bereit sind preiszugeben. Diese negativen Situationen werden in dem Artikel
mit o¨konomischen Ineffizienzen verglichen, die in einer Marktwirtschaft entstehen, sobald
ein bestimmtes Wissen ungleich verteilt ist, also so genanntes Insider-Wissen bei Kauf-
und Verkaufsentscheidungen herangezogen wird. Angewendet auf kontextsensitive Dienste
sollen Personen, die eigene Kontextinformationen an andere weitergeben, gleichzeitig eine
entsprechende Menge an Informationen u¨ber den anderen erhalten.
Diese und a¨hnliche Arbeiten sehen Reziprozita¨t in Bezug auf reine Informationsflu¨sse vor,
was im Vergleich zu unidirektionalen Flu¨ssen bereits Vorteile bietet. Ein mo¨gliches Risiko
entsteht jedoch, wenn das gegenseitige Interesse an den ausgetauschten Informationen nicht
ausbalanciert ist. Man nehme zum Beispiel an, zwei Personen A und B seien Mitglieder
desselben sozialen Netzes und B wu¨rde gern auf den Aufenthaltsort von A mittels eines
LBCS zugreifen. Unter der Voraussetzung von klassischer Reziprozita¨t beschließt A, sich
von B orten zu lassen, falls der Informationsfluss ausgeglichen ist. Wann immer also B
die Position von A erha¨lt, muss B den eigenen Aufenthaltsort ebenfalls preisgeben. Diese
Konstellation ko¨nnte jedoch fu¨r A immer noch nachteilig sein, falls A kein großes Interesse
daran hat, u¨ber die aktuelle Position von B regelma¨ßig in Kenntnis gesetzt zu werden. Es
ko¨nnte zum Beispiel sein, dass es B relativ gleichgu¨ltig ist, ob A den Aufenthaltsort von
B mehrmals am Tag erfa¨hrt, solange nur B regelma¨ßig Kenntnis u¨ber die Position von A
erha¨lt. Gleichzeitig ko¨nnte sich A kontrolliert fu¨hlen.
Zusammenfassend wird also vorgeschlagen, die Anforderung der Reziprozita¨t so zu er-
weitern, dass nicht nur symmetrische Informationsflu¨sse entstehen, sondern gleichzeitig ein
gegenseitiges Interesse an der ausgetauschten Information vorliegen soll.
Mehrdeutigkeit Der Begriff glaubhafte Abstreitbarkeit (plausible deniability) bezeich-
net in der Politik eine Doktrin, die in den USA in den 1950er-Jahren entwickelt wurde
und die das Ziel hatte, geheime Aktionen der damals neu gegru¨ndeten Central Intelligence
Agency (CIA) so gut wie mo¨glich zu verschleiern. Glaubhafte Abstreitbarkeit bezeichnet
auch ein grundlegendes Datenschutzkonzept in ubiquita¨ren Umgebungen, vergleiche [102].
Hier soll eine Person A, die auf die Daten einer anderen Person B zugreifen oder mit B
kommunizieren mo¨chte, nicht feststellen ko¨nnen, ob eine erfolgte Zuru¨ckweisung von B
beabsichtigt war. Ein offensichtliches Beispiel ergibt sich aus dem ta¨glichen Umgang mit
Mobiltelefonen. Mo¨chte man – zum Beispiel zur Vermeidung eines unangenehmen Anrufs
– zeitweise nicht erreichbar sein, so bietet es sich an, das Mobilgera¨t abzuschalten. Aus der
Sicht des vergeblich Anrufenden la¨sst sich dann nicht eindeutig sagen, ob das tempora¨re
Nichterreichen auf absichtliches Abschalten zuru¨ckzufu¨hren ist oder ob eventuelle techni-
sche Schwierigkeiten, wie fehlender Funkkontakt, dafu¨r verantwortlich sind.
In diesem Kontext ist der Begriff der Mehrdeutigkeit (Ambiguity) dem der glaubhaf-
ten Abstreitbarkeit sehr a¨hnlich, er versteht sich aber etwas allgemeiner. Mehrdeutigkeit
beschra¨nkt sich na¨mlich nicht nur auf die Mediation expliziter Zugriffsverweigerung. Sie
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ist deshalb auch gut geeignet fu¨r die weiter unten vorgeschlagene implizite Autorisierung.
Mehrdeutigkeit wird zum Beispiel von [30] als Mittel zur Privacy-Verbesserung bei perso¨n-
lichen Kommunikationssystemen (Personal Communication Services, PCSs) wie Push-to-
Talk diskutiert. Wird dem Anrufenden ein erfolgloser Kommunikationsversuch so vermit-
telt, dass die Ursache des Fehlschlagens auf verschiedene Arten interpretiert werden kann,
so lassen sich mo¨gliche, im Nachhinein entstehende soziale Schwierigkeiten zwischen An-
rufendem und Angerufenem verhindern. Die Autoren, die sich bei ihren Aussagen auf um-
fangreiche soziologische Studien stu¨tzen, bezeichnen den dabei ablaufenden sozialen Pro-
zess auch als
”
Face Work“. Durch Mehrdeutigkeit soll der erfolglose Anrufer sein Gesicht
wahren ko¨nnen.
Außer mo¨glichen technischen Fehlfunktionen, wie bei der glaubhaften Abstreitbarkeit,
werden noch Alternativen untersucht, die Raum zur mehrdeutigen Interpretation bieten.
Eine Variante sind mo¨gliche o¨konomische Einschra¨nkungen des Angerufenen, welche ihn
daran hindern ko¨nnten, einen bestimmten Anruf anzunehmen. Wird unter diesem Gesichts-
punkt ein Anruf abgelehnt, so muss sich der Anrufende nicht zuru¨ckgewiesen fu¨hlen. Inter-
essant ist dabei die Aussage, dass alternative Deutungsmo¨glichkeiten fu¨r einen abgelehnten
Anruf nicht extrem glaubhaft sein mu¨ssen, um ihren Zweck zu erfu¨llen (wie es die glaub-
hafte Abstreitbarkeit fordert). Alleine schon durch die Tatsache, dass das Fehlschlagen nicht
unbedingt auf absichtliches Zuru¨ckweisen zuru¨ckzufu¨hren ist, la¨sst die beiden Beteiligten
ihr Gesicht voreinander wahren. Eine Schlussfolgerung aus [30] ist, dass entsprechende
Systeme bereits so entworfen sein sollten, dass mo¨glichst viele Mo¨glichkeiten zur mehrdeu-
tigen Auslegung von fehlgeschlagenen Kommunikationsversuchen bestehen.
Bezogen auf LBCSs bedeutet Mehrdeutigkeit also, dass vergebliche Ortungsversuche
aus der Sicht des ortenden Nutzers auf verschiedene Arten ausgelegt werden ko¨nnen. Das
mo¨gliche Gefu¨hl einer expliziten Zuru¨ckweisung wird somit zumindest gebremst. Die zu
ortende Zielperson kann so wiederum freier und unter geringerem sozialen Druck daru¨ber
entscheiden, wer auf ihre Ortsinformationen Zugriff erha¨lt. Die Erforschung neuer, geeigne-
ter Mechanismen zur Unterstu¨tzung von Mehrdeutigkeit ist ein offenes und u¨beraus wich-
tiges Thema speziell bei den LBCSs, aber auch bei kontextsensitiven Diensten allgemein.
Der zum einen durchwegs erfreuliche Trend, dass die von LBCSs verwendeten Rechner-
systeme und -infrastrukturen immer zuverla¨ssiger werden, verscha¨rft die Dringlichkeit der
Bereitstellung neuer Mechanismen zur Mehrdeutigkeit dabei nur noch weiter. Eine nahezu
perfekte Zuverla¨ssigkeit birgt na¨mlich das Risiko, dass mo¨gliche technische Ursachen fu¨r
gescheiterte Nutzerzugriffe nicht mehr akzeptiert werden.
6.2.2 Bestehende Ansa¨tze der Autorisierung
Dieser Abschnitt bietet einen ¨Uberblick u¨ber bestehende Mechanismen zur expliziten Au-
torisierung des Zugriffs auf Ortsinformationen, na¨mlich die Policy-basierte Autorisierung,
die Ad-hoc-Autorisierung sowie hybride Autorisierungstechniken.
Policy-basierte Autorisierung
Nach [57] definieren Autorisierungs-Policies die Bedingungen (Constraints), anhand de-
rer eine bestimmte Information oder eine Menge an Informationen an eine bestimmte En-
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tita¨t ausgeha¨ndigt werden darf. Fu¨r Ortsinformationen bestehen Autorisierungs-Policies ty-
pischerweise aus mehreren Arten solcher Bedingungen, vergleiche [121]:
• Aktorenbedingungen (Actor Constraints) beschra¨nken den Zugriff auf die Ortsinfor-
mationen einer Zielperson auf eine bestimmte Gruppe von Nutzern.
• Zeitbedingungen (Time Constraints) schreiben vor, dass Ortsinformationen nur zu ge-
wissen Zeiten herausgegeben werden du¨rfen.
• Ortsbedingungen (Location Constraints) beschra¨nken den Zugriff auf bestimmte vor-
definierte Orte, an denen sich die Zielperson bei der Ortung aufhalten muss.
• Genauigkeitsbedingungen (Accuracy Constraints) ermo¨glichen es der Zielperson, die
Genauigkeit der herausgegebenen Ortsinformation ku¨nstlich zu verschlechtern. Wie
schon in Kapitel 6.1 beschrieben, sind Genauigkeitsbedingungen als Erweiterung des
Geopriv Standards [149], einem (zumindest in wissenschaftlichen Arbeiten) verbreite-
ten Protokoll zum Austausch von Ortsinformationen, angedacht. Mit ihrer Hilfe lassen
sich also Ortsinformationen verschleiern.
Autorisierungs-Policies werden typischerweise von der Zielperson erstellt, sind aber bei
einem anderen Akteur, zum Beispiel dem LBS Provider, hinterlegt und werden dort durch-
gesetzt.
Ad-hoc-Autorisierung
Wa¨hrend Autorisierungs-Policies bereits im Vorhinein hinterlegt werden mu¨ssen, bindet
Ad-hoc-Autorisierung die Zielperson interaktiv in den Autorisierungsvorgang mit ein. Ad-
hoc-Autorisierung wird zum Beispiel favorisiert in Arbeiten, die aus dem PlaceLab-Projekt
[100] hervorgingen. Konkrete Anwendungsfa¨lle sind die beiden Systeme Reno und Boise,
mit denen Personen innerhalb einer Community ihre Ortsinformationen austauschen ko¨nnen
und die die Grundlage fu¨r eine Reihe von Feldversuchen und Nutzerstudien lieferten, ver-
gleiche [56; 150; 76].
Zur Steigerung der sozialen Vertra¨glichkeit von Ad-hoc-Autorisierung werden verschie-
dene Techniken vorgeschlagen und untersucht. Eine ist die Benutzung stiller Time-outs.
Antwortet die Zielperson auf eine Autorisierungsanfrage nicht innerhalb eines bestimmten
Zeitraums, wird dem anfragenden Nutzer der Zugriff verwehrt und die Anfrage wird verwor-
fen, das heißt, die Zielperson bekommt von der Anfrage nichts mit, falls sie sie tatsa¨chlich
u¨bersehen hatte. So entsteht also eine gewisse Mehrdeutigkeit, nachdem nicht klar ist, ob
die Zielperson den Zugriff absichtlich verweigert hat. Kritisch anzumerken ist hier jedoch,
dass es wohl im Falle einer mehrfachen Abweisung immer schwerer wird, die Zielperson
von absichtlichem
”
Wegdru¨cken“ freizusprechen.
Weiterhin bietet die Ad-hoc-Autorisierung eine sehr feingranulare Mo¨glichkeit zur Ta¨u-
schung. Die Zielperson kann sich also – zum Beispiel, um gewissen Situationen sozialen
Drucks zu entgehen – dazu entscheiden, dem Nutzer eine falsche Information u¨ber ihren
Aufenthaltsort zu vermitteln.
Auch ist zur Ad-hoc-Autorisierung positiv anzumerken, dass sie der Zielperson die Mo¨-
glichkeit bietet, den Grund der Ortung vom Nutzer zu erfragen und dann situativ zu ent-
scheiden. Dies fo¨rdert den reziproken Informationsaustausch.
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Hybridformen
Policy-basierte und Ad-hoc-Autorisierung ko¨nnen auch kombiniert werden. Mittels so ge-
nannter Benachrichtigungsbedingungen (Notification Constraints), die ebenfalls Teil einer
Autorisierungs-Policy sein ko¨nnen, kann die Zielperson Situationen spezifizieren, in denen
sie gerne ad hoc um Zustimmung gebeten mo¨chte. Viele Netzbetreiber bieten diese Kom-
bination auch in einer weiteren Variante an. Wenn Externe versuchen, das Endgera¨t eines
Teilnehmers zu orten, kann der Teilnehmer ad hoc bestimmen, ob dem Anfragenden der Zu-
griff einmal genehmigt, grundsa¨tzlich genehmigt oder grundsa¨tzlich verboten werden soll
oder ob grundsa¨tzlich ad hoc entschieden werden soll. Benachrichtigungen (Notice), die der
Zielperson von erfolgten Ortungsversuchen berichten, ko¨nnen auch rein informativer Natur
sein, dass heißt, die Zielperson bleibt dabei passiv. Sie werden als grundlegende Technik zur
Privacy-Verbesserung gesehen, vergleiche [101].
Erwa¨hnenswert ist schließlich die in [103] beschriebene Studie, welche aussagt, dass die
Einstellung einer Zielperson bezu¨glich der Autorisierung eines bestimmten Nutzers sta¨rker
von dessen Identita¨t als von der aktuellen Situation der Zielperson abha¨ngig ist. Eine einmal
getroffene Autorisierungsentscheidung bezu¨glicher eines bestimmten Nutzers bleibt also oft
u¨ber verschiedene Situationen hinweg konstant.
6.2.3 Implizite Autorisierung
Die beschriebenen Mechanismen zur expliziten Autorisierung geben der Zielperson Kon-
trolle u¨ber ihre Ortsinformationen, fu¨hren aber leider zu den beiden folgenden Problemen:
Erstens hat ein anfragender Nutzer, dem der Zugriff verweigert wird, trotz der benannten
Vorschla¨ge zur besseren sozialen Vertra¨glichkeit (stille Time-outs, situative Ta¨uschungen
usw.) guten Grund, anzunehmen, dass die Zugriffsverweigerung auf expliziten Wunsch der
Zielperson geschieht. Die Mo¨glichkeiten der Mehrdeutigkeit sind damit stark eingeschra¨nkt.
Zweitens erfordern alle genannten Mechanismen erheblichen Zeitaufwand der Zielperson
beim Verwalten ihrer Ortsinformationen. Ein damit verbundenes Problem ist die Bereitstel-
lung einer geeigneten Nutzerschnittstelle.
Eine mo¨gliche Lo¨sung, zumindest fu¨r bestimmte Arten von LBCSs, ko¨nnte der im Fol-
genden vorgestellte Ansatz der impliziten Autorisierung sein. ¨Ahnlich wie von [30] fu¨r PCSs
vorgesehen, unterliegen hierbei einer Autorisierung zeitbasierte Leases, welche durch die
Zielperson erteilt werden. Im Folgenden wird genau beschrieben, auf welche Art Leases
erteilt werden sollen und warum. Es zeigt sich, dass der Ansatz praktikabler und weniger
ku¨nstlich ist als der von [30] fu¨r PCSs, der diesbezu¨glich in [41] bema¨ngelt wurde.
Implizite Autorisierung stellt ein vo¨llig neues Konzept bei der Verwaltung eigener ver-
traulicher Informationen wie Positionsdaten dar. Das Konzept wird daher erst allgemein
erkla¨rt und dann anhand zweier mo¨glicher Realisierungen illustriert. Die zweite der be-
schriebenen Umsetzungen ist wohl breiter einsetzbar und wird deswegen im Anschluss ein-
gehender untersucht.
Bei der impliziten Autorisierung gewa¨hrt die Zielperson einem bestimmten Nutzer Zu-
griff auf ihre Ortsinformationen, indem sie eine vorher definierte, unten na¨her beschriebene
Aktivita¨t ausfu¨hrt. Anstelle eines expliziten Widerrufs des so erteilten Zugriffsrechts, ist
dessen Gu¨ltigkeit immer zeitlich beschra¨nkt. Ein solches Zugriffsrecht wird daher auch als
Lease bezeichnet. Ein Lease ist immer paarweise definiert und gerichtet. Es bezieht sich
99
also auf genau ein Paar aus Zielperson und Nutzer. Verla¨ngern la¨sst sich ein Lease nur,
wenn die Zielperson die entsprechende Aktivita¨t wiederholt. Verschiedene Realisierungen
der impliziten Autorisierung ko¨nnen sich also zum einen darin unterscheiden, wie genau die
Gu¨ltigkeit des Leases beschra¨nkt ist, zum anderen in der Art der durchzufu¨hrenden Akti-
vita¨t. Im Folgenden werden daher zuna¨chst drei allgemeine Anforderungen motiviert, denen
die Aktivita¨t gehorchen muss.
• Aktivita¨t zeigt auf Nutzer. Offensichtlich muss die von der Zielperson ausgefu¨hrte
Aktivita¨t eindeutig auf den potentiellen Nutzer hinweisen. Wahllos im Internet her-
umzusurfen erfu¨llt dieses Kriterium beispielsweise nicht. Das Schreiben einer E-Mail
an eine bestimmte Person erfu¨llt sie hingegen schon.
• Aktivita¨t verursacht Kosten bei der Zielperson. Wie vorher schon kurz disku-
tiert, bietet die Knappheit bestimmter Ressourcen auf Seite der Zielperson eine gu-
te Mo¨glichkeit, um erfolgte Zugriffsverweigerung beim Nutzer mehrdeutig interpre-
tierbar zu machen. Verursacht das Aufrechterhalten eines Leases bei der Zielper-
son na¨mlich gewisse Kosten, so kann eine Verweigerung auch auf die Knappheit
der entsprechenden Ressourcen zuru¨ckgefu¨hrt werden und muss nicht unbedingt als
Zuru¨ckweisung empfunden werden. In anderen Worten: Kostet die Zielperson ein
”
Ja“
etwas, so kann ein
”
Nein“ vom Nutzer besser akzeptiert werden. Bei den bestehenden
expliziten Techniken ist ein
”
Ja“ leider genauso teuer wie ein
”
Nein“, weshalb die
Zielperson bei einem
”
Nein“ in gro¨ßere Erkla¨rungsno¨te kommen kann.
Mo¨gliche Ressourcen der Zielperson, die bei der Durchfu¨hrung der Aktivita¨t ver-
braucht werden ko¨nnten und mit deren Hilfe Mehrdeutigkeit erzeugt werden ko¨nnte,
sind folgende:
– Die Aktivita¨t beansprucht die Zeit der Zielperson.
– Besondere Aufmerksamkeit der Zielperson ist no¨tig, um die Aktivita¨t immer
rechtzeitig vor Ablauf des Leases auszufu¨hren.
– Virtuelle Ressourcen, wie zum Beispiel Web Space, werden durch die Aktivita¨t
verbraucht.
– Moneta¨re Kosten sind mit der Aktivita¨t verknu¨pft.
• Aktivita¨t geschieht aus eigenem Antrieb. Das Risiko, welches dadurch entsteht,
dass die Aktivita¨t mit Kosten verknu¨pft ist, ist, dass ein solcher Mechanismus als
ku¨nstliche Schikane empfunden und nicht akzeptiert werden ko¨nnte. Die Zielper-
son ko¨nnte sich fragen, weshalb sie nicht einfach in der Lage ist, einem bestimmten
Nutzer Zugriff zu gewa¨hren, und zwar ohne den gerade beschriebenen, zusa¨tzlichen
Aufwand. Um dieses mo¨gliche Problem zu umgehen, sollte die Aktivita¨t mit einer
natu¨rlichen Ta¨tigkeit der Zielperson u¨bereinstimmen, die aus eigenem Antrieb durch-
gefu¨hrt wird und nicht den alleinigen Zweck der Verwaltung von Ortsinformationen
hat. Statt als zusa¨tzlicher, ku¨nstlicher Aufwand soll der Mechanismus von der Zielper-
son als einfaches Mittel zur Ausu¨bung von Kontrolle empfunden werden, der deshalb
so entworfen wurde, um den mit expliziter Autorisierung verbundenen Verwaltungs-
aufwand zu reduzieren.
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Im Folgenden werden zwei Realisierungen impliziter Autorisierung vorgestellt, die jeweils
auf einer solchen Aktivita¨t basieren.
Kalenderbasierte Autorisierung
Eine Person A, die zusammen mit Person B dasselbe Kalenderverwaltungssystem benutzt,
ko¨nnteB zum Zugriff auf ihre Ortsinformationen berechtigen, indem sieB zu einem Treffen
einla¨dt oder eine solche Einladung von B besta¨tigt. Der Zeitraum, wa¨hrend dessen geortet
werden darf, ist sowohl A also auch B bekannt und ist definiert in Bezug auf die Zeit des
Treffens, also zum Beispiel angefangen von einer halben Stunde vor dem Treffen bis zu
dessen Ende. Ortungsversuche werden also nur dann autorisiert, wenn sie auch sinnvoll
erscheinen, zum Beispiel wenn eine Person zum Treffen zu spa¨t kommt. Gleichzeitig wird
ein u¨berma¨ßiger Austausch privater Daten verhindert. Der Mechanismus bietet Kontrolle,
ist einfach zu benutzen und sozial vertra¨glich durch implizite Autorisierung.
Nachdem die zugrunde liegende Aktivita¨t (ein Treffen ausmachen) sich auf ein perso¨n-
liches Treffen zwischen A und B bezieht, wird klar auf den jeweiligen Nutzer A bzw. B
verwiesen. Weiterhin verbraucht die Aktivita¨t Ressourcen der jeweiligen Zielperson, deren
Anzahl mo¨glicher Kalendertermine natu¨rlich begrenzt sind. Ein anfragender Nutzer, der
keine solche Verabredung mit der Zielperson hat, kann dieser nur schwer einen Vorwurf
machen, wenn er von der Ortung ausgeschlossen ist. Schließlich geschieht die Aktivita¨t aus
eigenem Antrieb der jeweiligen Zielperson, die ihre Kalendertermine sowieso verwalten
muss. Die Autorisierung wird daher nicht als zusa¨tzlicher Aufwand empfunden. Nachdem
in dem anvisierten Szenario Treffen jeweils beidseitig besta¨tigt werden mu¨ssen, fo¨rdert der
Mechanismus auch reziproken Informationsaustausch.
Anfragebasierte Autorisierung
Wa¨hrend kalenderbasierte Autorisierung bereits einige Vorteile bietet, ist ihr Anwendungs-
feld leider relativ beschra¨nkt. Außerdem wird verlangt, dass ein entsprechender LBCS mit
einem Kalenderverwaltungssystem gekoppelt ist. Bezogen auf die in Abschnitt 6.2.1 defi-
nierten Begriffe liefert kalenderbasierte Autorisierung ein hohes Maß an Korrektheit, die
erreichbare Vollsta¨ndigkeit ist allerdings schlecht, falls die Zielperson auch fu¨r Personen
lokalisierbar sein mo¨chte, mit denen sie keine Verabredung hat.
Im Folgenden wird daher anfragebasierte Autorisierung vorgestellt und untersucht. An-
fragebasierte Autorisierung stellt eine allgemein anwendbare Technik dar, die eine ho¨here
Vollsta¨ndigkeit als die kalenderbasierte Variante bietet.
Zentrales Konzept ist die Reziprozita¨t. Die Technik eignet sich daher fu¨r LBCSs, deren
Mitglieder gleichberechtigt, freiwillig und in einem ungefa¨hr gleichen Maße Ortsinforma-
tionen miteinander austauschen. Fu¨r LBCSs, die vornehmlich auf einseitigem Tracking be-
ruhen, wie Child-Tracker oder Dienste, die zum Beispiel einen Firmeninhaber stets u¨ber den
Aufenthaltsort seiner Angestellten auf dem Laufenden halten, sind also andere Mechanis-
men notwendig. Hier ergeben sich teilweise schwerwiegendere Situationen sozialen Drucks,
die auch durch Schaffen von Mehrdeutigkeit nicht abzuwehren sind. Grundsa¨tzlich sind ein-
seitige Tracking-Dienste, bei denen nicht unmittelbar hilfsbedu¨rftige Personen von anderen
geortet werden, ethisch allerdings fragwu¨rdig.
Das vorgeschlagene Autorisierungssystem la¨sst sich als Black Box beschreiben: Personen
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Abbildung 6.7: Typischer Ablauf der anfragebasierten Autorisierung
hinterlegen ihre Ortsinformationen in der Box und fragen die Ortsinformationen anderer aus
der Box ab. Jedesmal wenn eine Anfrage bei der Black Box eintrifft, wird u¨ber die Bewilli-
gung des Zugriffs anhand folgender einfachen Regel entschieden: Die Anfrage einer Person
A nach dem aktuellen Aufenthaltsort einer Person B wird nur dann positiv beantwortet,
wenn B zuvor nach der Ortsinformation von A angefragt hat. Selbstversta¨ndlich rufen die
Personen die Ortsinformationen bei der Box nicht perso¨nlich ab, sondern u¨ber einen durch
Software realisierten Nutzeragenten. Durch das Abfragen von Ortsinformationen einer be-
stimmten Zielperson bei der Box wird dieser also implizit ein Lease zum Zugriff auf die
eigenen Ortsinformationen erteilt.
Das Prinzip wird in Abbildung 6.7 illustriert: Der erste Versuch von A, Zugriff auf die
Ortsinformationen von B zu erhalten, wird abgewiesen (1 und 2), weil B zu diesem Zeit-
punkt noch nicht nach der Position von A angefragt hat. Durch die Anfrage von A wird
jedoch in der Box ein Lease hinterlegt, welches B den Zugriff auf den Aufenthaltsort von A
gestattet. B macht von diesem Lease Gebrauch (3 und 4) und berechtigt dadurch wiederum
A, B eine Zeit lang zu lokalisieren (5 und 6). Nachdem A la¨nger nicht mehr versucht, B
zu orten, erlo¨scht das Lease irgendwann, und der spa¨tere Versuch von B, A zu orten, bleibt
erfolglos (7 und 8).
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Zusa¨tzlich zur zeitlichen Beschra¨nkung kann die Gu¨ltigkeit eines Lease an die folgenden
Bedingungen sowie Kombinationen daraus geknu¨pft sein.
• Ein Lease kann nur fu¨r eine bestimmte Anzahl von Anfragen gelten. Auf die Orts-
informationen des Ausstellers darf also wa¨hrend der zeitlichen Gu¨ltigkeit des Lease
ho¨chstens n-mal zugegriffen werden.
• Die Gu¨ltigkeit eines Lease kann auf ein bestimmtes ra¨umliches Gebiet beschra¨nkt
sein. Der Nutzer des Lease darf hierbei den Ort des Ausstellers nur dann erfahren,
wenn sich Letzterer innerhalb des Bereichs befindet, in dem er sich auch befand, als
das Lease erteilt wurde.
Die der anfragebasierten Autorisierung zugrunde liegende Aktivita¨t der Zielperson be-
steht im Anfragen des Aufenthaltsortes anderer Personen. Die Aktivita¨t zeigt also ganz of-
fensichtlich auf eine andere Person, womit die erste der oben definierten Bedingungen erfu¨llt
ist. Auch der dritten Bedingung, welche besagt, dass die Aktivita¨t aus eigenem Antrieb und
unabha¨ngig von der Verwaltung der eigenen Ortsinformation geschehen muss, wird ent-
sprochen. Dadurch, dass das Anfragen anderer Ortsinformationen sicherlich Zeitaufwand
bedeutet und auch zu moneta¨ren Kosten fu¨r mobile Tra¨gerdienste wie GPRS oder UMTS
fu¨hren kann, wird auch der zweiten Bedingung Rechnung getragen. Wird einem Nutzer der
Zugriff verweigert, zum Beispiel wegen eines abgelaufenen Lease, fa¨llt es deshalb relativ
leicht zu argumentieren, dass die entsprechenden knappen Ressourcen (Zeit und Geld) die
Zielperson davon abhielten, das Lease zu erneuern. Im Gegensatz zur expliziten Autorisie-
rung wird also relativ viel Platz fu¨r Mehrdeutigkeit geschaffen.
Abgesehen von reziproken Informationsflu¨ssen setzt der Mechanismus auch gegensei-
tiges Interesse an den ausgetauschten Informationen voraus, was wu¨nschenswert ist. Die
Technik ist sehr einfach anzuwenden und bietet Kontrolle. Vor der Ortung einer anderen
Person kann man sich jeweils u¨berlegen, ob sich dies hinsichtlich der im Gegenzug preiszu-
gebenden eigenen Privatspha¨re lohnt. Durch gezielte Vermeidung des Ortens gewisser Per-
sonen la¨sst sich ein hoher Korrektheitsgrad erzielen. Gleichzeitig ist es mo¨glich, eine hohe
Vollsta¨ndigkeit zu erreichen, nachdem schließlich jede Person die theoretische Mo¨glichkeit
hat, jede andere zu orten. Die Identifikatoren der Personen im System ko¨nnen dabei statisch
und o¨ffentlich bekannt sein. Weder zusa¨tzlicher Verwaltungsaufwand noch eine spezialisier-
te Nutzerschnittstelle ist notwendig.
Ein mo¨gliches Problem ist allerdings, dass initiale Ortungsversuche zwischen zwei Perso-
nen per Definition erfolglos bleiben, auch wenn die Zielperson prinzipiell bereit wa¨re, sich
orten zu lassen. Nachdem der Nutzer sich dieses Problems jedoch bewusst ist, la¨sst sich eine
solche Situation einfach auflo¨sen, indem die Zielperson explizit auf die erste Ortung hinge-
wiesen wird, so dass sie, falls gewu¨nscht, die Mo¨glichkeit hat, den Zugriff mittels einer
initialen
”
Gegenortung“ freizuschalten. Um mehr u¨ber das Langzeitverhalten des Mecha-
nismus zu erfahren, wurden die im Folgenden pra¨sentierten Untersuchungen durchgefu¨hrt.
6.2.4 Evaluierung der anfragebasierten Autorisierung
Die Evaluierung untersucht die anfragebasierte Autorisierung fu¨r den Fall, dass sich zwei
Personen prinzipiell gegenseitig autorisieren mo¨chten und entsprechend die Ortsinformatio-
nen des jeweils anderen anhand einer gewissen Ha¨ufigkeitsverteilung anfragen. Ziel ist es,
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herauszufinden, welchen Einfluss die Gu¨ltigkeitszeiten der Leases sowie die individuellen
Zugriffsraten der beteiligten Personen auf den Anteil vom System gewa¨hrter Zugriffe haben.
Modell und Szenarien
Die Evaluierung basiert auf einem statistischen Modell, welches in der statistischen Pro-
grammiersprache R [135] implementiert wurde. In dem Modell versuchen sich zwei Per-
sonen A und B gegenseitig zu orten. Das Zugriffsverhalten beider Personen wird jeweils
anhand eines Poisson-Prozesses bestimmt, wobei λA bzw. λB die erwartete Anzahl von
Zugriffen pro Stunde von A bzw. B angeben. Versucht A auf den Aufenthaltsort von B
zuzugreifen, so erha¨lt B im Gegenzug fu¨r δt Stunden das Recht, A zu orten. δt entspricht
also der Gu¨ltigkeitsdauer eines Lease. Die zeitliche Auflo¨sung der Simulationen betra¨gt ei-
ne Stunde pro Simulationsschritt. Fu¨r jeden Simulationslauf wurden jeweils eine Million
Schritte ausgefu¨hrt.
Den Experimenten werden zwei verschiedene Szenarien, die jeweils einem anderen Ver-
ha¨ltnis der Zugriffsraten der Personen entsprechen, zugrunde gelegt. Beim 1:1-Szenario
haben beide Personen dieselbe Zugriffsha¨ufigkeit auf den Ort des jeweils anderen. Im 3:1-
Szenario ortet hingegen eine Person die andere dreimal so ha¨ufig wie umgekehrt. Beide Sze-
narien ko¨nnten im Rahmen eines typischen Friend-Finder-Dienstes vorkommen. Im ersten
Fall orten sich zwei Freunde mit ausgeglichenem Interesse am Aufenthaltsort des jeweils an-
deren. Im zweiten Fall hat eine Person gro¨ßeres Interesse am Aufenthaltsort der anderen als
umgekehrt. Die im Folgenden beschriebenen Experimente beziehen sich jeweils auf beide
Szenarien. Es wird immer ein Parameter (Zugriffsrate oder Lease-Dauer) konstant gehalten
und der andere vera¨ndert und im Anschluss der Anteil gewa¨hrter Zugriffe beobachtet.
Auswirkungen der Lease-Dauer
In der ersten Versuchsreihe wurde die Zugriffsrate konstant gehalten (drei Zugriffe pro Tag
im 1:1-Szenario, 4,5 bzw. 1,5 pro Tag im 3:1-Szenario), wa¨hrend die Lease-Dauer zwischen
einer Stunde und drei Tagen vera¨ndert wurde.
Beim 1:1-Szenario (siehe Abbildung 6.8) sind die Auswirkungen der Vera¨nderung der
Lease-Dauer auf den Anteil gewa¨hrter Zugriffe natu¨rlich fu¨r beide Personen gleich. Ist die
Lease-Dauer hier gro¨ßer als sechs Stunden, so wird etwa die Ha¨lfte aller Zugriffe gewa¨hrt.
Liegt sie hingegen zwischen 24 und 40 Stunden, so werden zwischen 95% und 99% aller
Zugriffe erlaubt. Fu¨r dieses Intervall ergibt sich also bereits eine recht hohe Zuverla¨ssigkeit
im Falle einer gewu¨nschten Ortung.
Im 3:1-Szenario (siehe Abbildung 6.9) unterscheidet sich der Anteil gewa¨hrter Zugriffe
bei den beiden Personen. Die erste Person, deren Zugriffsrate mit einem Erwartungswert
von 4,5 pro Tag angesetzt wird und deren Ortsinformation von der anderen Person im Mittel
1,5-mal pro Tag angefragt wird, beno¨tigt eine Lease-Dauer von mindestens 11 Stunden, um
in 50% aller Fa¨lle Erfolg zu haben. Zwischen 49 und 72 Stunden sind hingegen notwendig,
um zwischen 95% to 99% aller Abfragen positiv beantwortet zu bekommen. Die zweite
Person, die 1,5-mal pro Tag anfragt und 4,5-mal angefragt wird, erreicht die 50-prozentige
Erfolgsrate bereits bei einer Lease-Dauer von vier Stunden. Sollen hier zwischen 95% to
99% aller Abfragen erfolgreich sein, so ist eine Dauer von 16 bis 25 Stunden notwendig.
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Abbildung 6.8: Anteil gewa¨hrter Zugriffe bei gleicher Rate von zwei Zugriffen pro Tag
Auswirkungen der Zugriffsrate
In der zweiten Versuchsreihe wurde die Lease-Dauer konstant bei 48 Stunden gehalten,
die akkumulierte Zugriffsrate beider Personen wurde zwischen zweimal wo¨chentlich und
12-mal ta¨glich variiert. Den beiden Szenarien entsprechend wurden also die folgenden Zu-
griffsraten verwendet. Beim 1:1-Szenario wurde die Zugriffszahl gleich verteilt, jede Person
greift hier zwischen einmal wo¨chentlich und sechsmal ta¨glich auf die Ortsinformation der
anderen zu. Entsprechend hat im 3:1-Szenario die eine Person eine Zugriffsrate von 1,5-mal
pro Woche bis zu neunmal pro Tag und die andere von 0,5-mal pro Woche bis zu dreimal
pro Tag.
Im 1:1-Szenario (siehe Abbildung 6.10) ist das Verha¨ltnis der Erfolgsraten der beiden
Personen wieder ausgeglichen. Es zeigt sich, dass eine Zugriffsrate von 5,4-mal pro Woche
ausreichend ist, um in mindestens der Ha¨lfte aller Fa¨lle Erfolg zu haben. Zwischen 22,4 und
38,5 Zugriffe pro Woche sind hingegen notwendig fu¨r eine Erfolgsrate zwischen 95% und
99%.
Im 3:1-Szenario (siehe Abbildung 6.11) unterscheidet sich wiederum die Erfolgsrate der
beiden Personen. Fu¨r die eine Person ist sie gro¨ßer als 50%, wenn o¨fter als 3,1-mal pro Wo-
che zugegriffen wird. Fu¨r die andere Person ist dafu¨r lediglich ein Zugriff pro Woche not-
wendig. Fu¨r beide Teilnehmer gleichzeitig ist die Erfolgsrate gro¨ßer als 50%, wenn der eine
mindestens siebenmal pro Woche zugreift und der andere entsprechend dem 3:1-Verha¨ltnis
2,4-mal pro Woche. Eine Bewilligungsrate zwischen 95% und 99% ergibt sich fu¨r die ei-
ne Person, wenn ihre Zugriffsrate zwischen 10,5-mal und 18,3-mal pro Woche liegt. Fu¨r
die andere betra¨gt das Intervall 3,5-mal bis 6,16-mal pro Woche. Beide Erfolgsraten liegen
zwischen 95% und 99%, wenn die eine Person zwischen 45,5-mal und 84-mal pro Woche
zugreift, was fu¨r die andere dann bedeutet, dass sie zwischen 11,4 und 21 Aufrufe pro Wo-
che ta¨tigen mu¨sste.
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Abbildung 6.9: Anteil gewa¨hrter Zugriffe bei einer Rate von 4,5 bzw. 1,5 Zugriffen pro Tag
Zusammenfassung der Evaluierung
Zusammenfassend la¨sst sich sagen, dass anfragebasierte Autorisierung bei tatsa¨chlich ge-
wu¨nschtem Zugriff diesen auch zuverla¨ssig erlaubt, wenn zwei Person sich relativ ha¨ufig
orten und wenn das gegenseitige Interesse an Ortsinformation ausgeglichen ist. Andernfalls
werden Zugriffsversuche oft abgewiesen, zumindest bei der ha¨ufiger ortenden Person. Wie
vermutet sind also Anwendungen, die einseitiges Tracking erfordern, wie Child-Tracker-
oder Notfalldienste, mit dem Mechanismus wohl nicht kompatibel. Die Technik scheint je-
doch sinnvoll, wenn ein ausgeglichenes Interesse am Aufenthaltsort des anderen besteht, ei-
ne Autorisierung tatsa¨chlich erwu¨nscht ist und wenn der LBCS ha¨ufig genutzt wird, wie es
zum Beispiel fu¨r einen typischen Friend-Finder-Dienst vorstellbar ist. Die Wahl der Lease-
Dauer gestaltet sich als Trade-off. Lange Zeitra¨ume erho¨hen die Zuverla¨ssigkeit im Fall
einer gewu¨nschten Ortung, wa¨hrend eine ku¨rzere Dauer die Kontrolle in Bezug auf Korrekt-
heit verbessert sowie die Mo¨glichkeiten von Mehrdeutigkeit erho¨ht, falls eine Zielperson es
vorzieht, von einer bestimmten Person nicht mehr geortet zu werden. Anhand der Simula-
tionen scheinen Lease-Dauern von 24 bis 48 Stunden geeignet.
6.3 Zusammenfassung
Diese Kapitel hat sich mit zwei grundlegenden Privacy-Herausforderung bei LBCSs be-
scha¨ftigt. Die eine Problemstellung betraf die Geheimhaltung der Identita¨ten von Zielperso-
nen vor Intermedia¨ren wie dem Location Provider und dem LBS Provider. Bei Einzelperso-
nen- sowie reaktiven LBCSs kann diese relativ einfach realisiert werden. Eine Mo¨glichkeit
ist, dass die Ortsinformationen von der Zielperson verschlu¨sselt und vom Location bzw.
LBS Provider lediglich an den Nutzer durchgereicht werden. Sie werden dann erst in der
Doma¨ne des Nutzers entschlu¨sselt und mit statischen Inhalten wie Karten korreliert, ein
Ansatz der dem Paradigma der so genannten Web 2.0 Mash-ups entspricht.
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Abbildung 6.10: Anteil gewa¨hrter Zugriffe bei gleicher Zugriffsrate und einer Lease-
Gu¨ltigkeit von 48 h
Bei proaktiven Mehrpersonen-LBCSs mu¨ssen die ra¨umlichen Konstellationen mehrerer
Zielpersonen jedoch vom Location bzw. LBS Provider ermittelt werden, um ein effizientes
Tracking zu ermo¨glichen. Die Ortsinformationen mu¨ssen vor diesen Intermedia¨ren daher
in einer gewissen Weise offengelegt werden, was wiederum eine geeignete Anonymisie-
rung der Daten erfordert. Die Bereitstellung von Anonymisierungstechniken fu¨r proaktive
Mehrpersonen-LBCSs stellte ein bislang ungelo¨stes Problem dar, dessen Schwierigkeit vor
allem auf die Notwendigkeit konsistenter Identifikatoren fu¨r Zielpersonen zuru¨ckzufu¨hren
ist. Es wurde daher ein auf die Nahbereichs- und Trennungserkennung maßgeschneider-
ter Mechanismus vorgestellt, der zwar nicht perfekt aber im Gegensatz zu existierenden
Ansa¨tzen tatsa¨chlich anwendbar ist.
Grundsa¨tzlich sind Anonymisierungstechniken relativ aufwa¨ndig. Ein praktikablerer An-
satz, der auch der im na¨chsten Kapitel vorgestellten TraX-Plattform zugrunde liegt, ist die
Benutzung des Location Providers als so genannter Mittler [99]. Er dient dabei als einziger
vertrauenswu¨rdiger Zugangspunkt fu¨r die Zielperson und nimmt die Berechnung ra¨umlicher
Konstellationen mehrerer Zielpersonen im Auftrag verschiedener LBS Provider vor.
Das zweite Thema dieses Kapitels war die Beziehung zwischen Nutzer und Zielperson.
Hierzu wurden entsprechende Problemstellungen (soziale Vertra¨glichkeit, Verwaltungsauf-
wand) motiviert. Als eine mo¨gliche Lo¨sung wurde das neuartige Konzept der impliziten
Autorisierung entwickelt. Es reduziert den Verwaltungsaufwand bei der Zielperson und
gewa¨hrleistet gleichzeitig eine ho¨here soziale Akzeptanz von Zugriffsverweigerungen. Zwei
konkrete Auspra¨gung des Konzepts wurden vorgestellt, wobei die so genannte anfrageba-
sierte Autorisierung na¨her untersucht wurde. Sie basiert sehr stark auf dem Prinzip der Re-
ziprozita¨t und eignet sich deshalb vor allem fu¨r LBCSs, die ein ausgeglichenes Verha¨ltnis
an Ortungsversuchen zwischen den teilnehmenden Personen vorsehen, wie typische Friend-
Finder-Dienste.
Ein offener Punkt bezu¨glich der vorgeschlagenen impliziten Autorisierung ist dessen
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Abbildung 6.11: Anteil gewa¨hrter Zugriffe bei einer Zugriffsrate im Verha¨ltnis 3:1 und einer
Lease-Gu¨ltigkeit von 48 h
juristische Kompatibilita¨t mit bestehenden Regulierungsbeschlu¨ssen wie [20]. Hier wird
na¨mlich vorgesehen, dass Zielpersonen jeweils ihre explizite Einwilligung zum Sammeln
perso¨nlicher Daten geben mu¨ssen.
Wa¨hrend die durchgefu¨hrten Simulationen die grundsa¨tzliche Anwendbarkeit des Me-
chanismus zeigen, sind weitergehende Nutzerstudien dringend no¨tig, die jedoch den Rah-
men dieser Arbeit sprengen wu¨rden. Diese Studien werden so bald wie mo¨glich mit Hilfe
der TraX-Plattform durchgefu¨hrt, bei deren Entwicklung Privacy-Betrachtungen eine maß-
gebliche Rolle spielten. Der vorangegangene Abschnitt soll also vor allem als Motivation
und Ideengeber sowie zur Darstellung der grundlegenden Problemstellung in dem Bereich
dienen. Aus Sicht des Autors ist die Erforschung verwandter Mechanismen dringend not-
wendig, wenn die fu¨r die Zukunft vorhersehbare Verbreitung von LBCSs nicht zu massiven
Einschra¨nkungen der Privatspha¨re ihrer Benutzer fu¨hren soll.
7 Die TraX-Plattform
Die in dieser Arbeit beschriebenen Mechanismen wurden zum großen Teil innerhalb der
selbst entwickelten TraX-Plattform praktisch umgesetzt und erprobt. TraX steht fu¨r
”
Track-
ing and X-change“ und bietet prinzipiell Unterstu¨tzung fu¨r alle in Kapitel 2 besprochenen
Klassen von LBSs. Insbesondere stellt TraX die notwendigen Funktionen zur Realisierung
von proaktiven Mehrpersonen-LBCSs bereit, wodurch sich die Plattform von bestehenden
LBS-Middleware-Ansa¨tzen abhebt.
Dieses Kapitel gliedert sich folgendermaßen. In Abschnitt 7.1 werden bestehende LBS-
Middleware-Ansa¨tze vorgestellt und auf ihre Eignung hinsichtlich proaktiver Mehrpersonen-
LBSs untersucht, vergleiche auch [110; 95]. In Abschnitt 7.2 wird dargestellt, wie sich die
in Kapitel 2 und 4 vorgestellten Position-Update-Methoden und Strategien zur Nahbereichs-
und Trennungserkennung sowie die in Kapitel 5 behandelte Erkennung von Cliquen in die
TraX-Architektur eingliedern. Die funktionale Schichtung von TraX erleichtert es außer-
dem, in dieser Arbeit unbehandelte Mechanismen, die ebenfalls zur Realisierung proaktiver
Mehrpersonen-LBCSs beno¨tigt werden, zu identifizieren. Abschnitt 7.2 diskutiert die Ver-
teilung der einzelnen Schichten auf die in Kapitel 2 identifizierten Rollen. Abschnitt 7.3
fu¨hrt in die konkrete Umsetzung von TraX ein. Der basierend auf J2SE realisierte, zentra-
lisierte TraX-Server verwaltet die Ortsinformationen einer Vielzahl von Zielpersonen, die
jeweils eine Instanz des TraX-Clients ausfu¨hren. Letzterer ist inzwischen fu¨r J2ME, .NET
sowie Symbian verfu¨gbar. Außerdem wird die in der Arbeit benutzte Simulationsumgebung
vorgestellt, welche auf dem Kern des TraX-Servers aufsetzt. Ferner werden die so genann-
ten TraX-APIs beschrieben, mit deren Hilfe LBS-Anwendungen auf die Funktionalita¨t von
TraX zugreifen ko¨nnen. Auch werden zwei konkrete LBS-Anwendungen beschrieben, die
auf TraX aufsetzen.
7.1 Verwandte Arbeiten
Ein genereller ¨Uberblick u¨ber die bei der Realisierung mobiler Dienste auftretenden Proble-
me und die daraus resultierenden Anforderungen an eine Middleware sowie entsprechende
Lo¨sungsmo¨glichkeiten werden zum Beispiel in [116; 49; 51; 28; 82; 141; 59] dargestellt.
Im Folgenden werden ausschließlich Middleware-Ansa¨tze aus der Literatur vorgestellt, die
speziell auf LBSs ausgerichtet sind.
MiddleWhere
Der erste bestehende Ansatz, der hier behandelt wird, ist MiddleWhere. MiddleWhere ist
eine verteilte LBS-Middleware-Plattform, die unter anderem die folgenden Funktionalita¨ten
anbietet, vergleiche [137]:
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• Integration verschiedener Positionierungsverfahren. MiddleWhere integriert ver-
schiedene Arten von Positionierungsverfahren, zum Beispiel RFID-Tags, GPS sowie
Zugriffskontrollsysteme und Login-Informationen stationa¨rer Rechner. Abgeleitete
Positionsdaten werden unter Beru¨cksichtigung der unterschiedlichen Genauigkeiten
und Konfidenzen in ein einheitliches Modell eingefu¨gt. Bei widerspru¨chlichen Positi-
onsdaten aus verschiedenen Quellen findet eine Konfliktauflo¨sung statt. Zur Beschrei-
bung von Orten wird ein Modell verwendet, das sowohl geographische Koordinaten
als auch symbolische Bezeichner zula¨sst.
• Reaktives und proaktives Interaktionsmodell. MiddleWhere unterstu¨tzt sowohl Or-
tungsanfragen entsprechend eines reaktiven Dienstmodells (Polling) als auch die Re-
gistrierung fu¨r bestimmte ra¨umliche Ereignisse (Position Update Request) zur Reali-
sierung proaktiver LBSs.
• Region- und objektspezifische Anfrageformen. MiddleWhere erlaubt zwei Anfra-
getypen: Die objektspezifische Anfrage zielt auf die momentane Position eines be-
kannten Zielobjekts ab (
”
Wo befindet sich Person X?“), wa¨hrend sich die regionsspe-
zifische Anfrage auf alle Objekte innerhalb einer gegebenen Region bezieht (
”
Welche
Personen befinden sich in Raum Y?“).
• Ra¨umliche Na¨he zwischen Objekten. Zu den ra¨umlichen Beziehungen, die von
MiddleWhere erkannt werden, za¨hlt zum Beispiel auch die Na¨he zweier mobiler Ob-
jekte.
MiddleWhere teilt sich in verschiedene Schichten auf. Die von den verschiedenen Sen-
soren ermittelten Ortsinformationen werden in einer ra¨umlichen Datenbank (Spatial DB)
vereint. Diese bietet eine einheitliche Schnittstelle zur Auswertung der Daten, vergleiche
Abbildung 7.1.
Die Art der ¨Ubermittlung der Ortsinformationen von den Sensoren zur Datenbank ist
einstellbar, so dass zum Beispiel ¨Ubertragungen nur bei bestimmten Ereignissen bzw. an-
hand einer definierbaren Periodizita¨t erfolgen. Die Reasoning Engine verarbeitet empfange-
ne Rohdaten und scha¨tzt die Position eines Objekts mit einer bestimmten Wahrscheinlichkeit
ab, wozu die Sensordaten mit einem ra¨umlichen Modell kombiniert werden. Auch berechnet
diese Engine die Beziehungen zwischen mobilen Objekten und Regionen.
In MiddleWhere werden Aufenthaltsorte durch ein hierarchisches Format namens Gaia
Location Byte-String (GLOB) abgebildet. Ein GLOB kann einen Ort in Form eines Punktes,
einer Linie oder eines Polygons sowohl mittels Koordinaten als auch mittels symbolischer
Bezeichner repra¨sentieren.
Der Location Service ist der zentrale Anfragepunkt aller auf MiddleWhere aufsetzenden
LBSs. Folgende Funktionalita¨ten werden bereitgestellt:
• Konsolidierte Sicht auf Ortsdaten unterschiedlicher Quellen
• Auswertung sowohl objekt- als auch regionsbezogener Anfragen
• Benachrichtigung beim Betreten einer Region durch ein Objekt
• Funktionen zur Erkennung von ra¨umlichen Beziehungen
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Abbildung 7.1: Architektur der MiddleWhere-Plattform. Quelle: [137]
– Beziehung zwischen zwei Regionen, zum Beispiel Teilmenge oder ¨Uberschnei-
dung
– Beziehung zwischen einem Objekt und einer Region, zum Beispiel
”
Objekt X
ist enthalten in Region Y“
– Beziehung zwischen zwei Objekten, zum Beispiel Na¨he oder
”
Co-Location“
(Objekte befinden sich in der gleichen symbolischen Region)
Die ra¨umliche Datenbank basiert auf PostgreSQL [22] mit der PostGIS-Erweiterung [12].
MiddleWhere ist als Erweiterung der Gaia-Plattform [142] implementiert worden. Die ein-
zelnen Module der Plattform kommunizieren mittels der Common Object Request Broker
Architecture (CORBA) [108] miteinander.
MiddleWhere sieht also bereits proaktive Interaktionsmuster vor und kann auch ra¨umliche
Beziehungen zwischen Objekten ermitteln. Die effiziente Realisierung proaktiver Mehrper-
sonen-LBCSs ist mit MiddleWhere jedoch bislang nicht mo¨glich.
Nexus
Aufgrund des hohen Aufwands, der zum Aufbau eines globalen und gleichzeitig detaillier-
ten Kontextmodells no¨tig wa¨re, verwenden die meisten der Arbeiten im Bereich kontextsen-
sitive Anwendungen bislang entweder nur relative grobe Kontextmodelle oder solche, die
speziell auf den jeweiligen Dienst zugeschnitten sind. Die Nexus-Plattform hat hingegen
zum Ziel, alle mo¨glichen kontextsensitiven Dienste mittels eines offenen, globalen Kontext-
modells zu unterstu¨tzen [62]. Teile dieses Modells ko¨nnen von unterschiedlichen Dienstan-
bietern eingebracht und unter dem Dach der Nexus-Plattform zusammengefu¨gt werden, so
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dass ein mo¨glichst detailliertes Modell der realen Welt entstehen kann. Das Modell kann
dabei auch stark vera¨nderliche Daten enthalten, wie den aktuellen Aufenthaltsort von Per-
sonen. Die Daten werden von Sensoren aktualisiert und auf so genannten Context Servern
abgelegt. Die Daten werden von Sensoren aktualisiert und auf so genannten Context Ser-
vern abgelegt. Ein Prototyp dieser Plattform sowie darauf aufsetzende Beispielanwendun-
gen werden in [127; 128] beschrieben.
Abbildung 7.2: Architektur der Nexus-Plattform. Quelle: [62]
Abbildung 7.2 zeigt die Architektur der Nexus-Plattform: Ein Context Server beantwortet
jeweils Anfragen u¨ber ein bestimmtes lokales Kontextmodell, welches beim Area Service
Register (ASR) fu¨r ein bestimmtes ra¨umliches Abdeckungsgebiet registriert ist.
Das ASR stellt eine Art ra¨umliches Domain Name System (DNS) dar, da es ein Verzeich-
nis aller verfu¨gbaren lokalen Kontextmodelle und den dazugeho¨rigen Context Server samt
deren Adressen, den Objekttypen und den Abdeckungsgebieten vorha¨lt.
Ein Nexus Node ha¨lt selbst keine Daten vor, sondern analysiert und verteilt die Anfragen
verschiedener kontextsensitiver Anwendungen auf die entsprechenden Context Server. Die
einzelnen Ru¨ckantworten werden vor der Herausgabe in einem konsistenten Datensatz zu-
sammengefu¨gt. Fu¨r das Auffinden der geeigneten Context Server greift der Node auf das
ASR zu. Zusa¨tzlich bietet der Nexus Node weitere Dienste an. Der Event-Dienst beobachtet
ra¨umliche Ereignisse und unterstu¨tzt somit proaktive Interaktionsmuster. Der Navigations-
dienst berechnet Routen u¨ber die Grenzen eines lokalen Kontextmodells hinweg. Geocast
bietet den Versand von Nachrichten an Objekte, die sich momentan in einer bestimmten
geographischen Region befinden.
Aus LBS-Anwendungssicht kann die Nexus-Plattform also auf drei verschiedene Arten
genutzt werden. Zum einen ko¨nnen reaktive Anfragen (Pollings) u¨ber einen Nexus Node an
das geeignete Kontextmodell weitergegeben werden. Als Zweites kann sich die Anwendung
fu¨r bestimmte (ra¨umliche) Ereignisse registrieren und wird bei deren Eintreten benachrich-
tigt (Position Update Request). Die dritte Option stellen die zusa¨tzlichen Dienste (zum Bei-
spiel Navigation) dar.
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Neben einer auf Berechtigungszertifikaten und asymmetrischen Schlu¨sseln basierenden
Zugriffskontrolle unterstu¨tzt Nexus auch die Verwendung von Pseudonymen fu¨r die preis-
zugebenden Kontextinformationen der Zielpersonen. Na¨here Details zu Sicherheits- und
Privacy-Mechanismen in Nexus finden sich in [70].
Neben weiteren wichtigen Aufgaben lassen sich also mit Nexus insbesondere die in Ab-
schnitt 2.4 beschriebenen Position-Update-Methoden realisieren. Die besprochenen ho¨her-
wertigen Funktionen der effizienten Nahbereichs- und Trennungserkennung sowie der Er-
kennung von Cliquen sind in Nexus jedoch nicht vorgesehen.
Nimbus
Auch das Nimbus-Rahmenwerk [143; 144] bietet einen einheitlichen Ortungsdienst, der
verschiedene dezentrale Ortsmodelle vereint und sowohl symbolische als auch geographi-
sche Ortsbeschreibungen zula¨sst. Reaktive und proaktive Interaktionsmuster sind vorgese-
hen, wobei Letztere durch so genannte Trigger realisiert werden, die ausgelo¨st werden, wenn
eine Zielperson eine bestimmte Zone betritt. Der in [69] beschriebene Proximity Service ist
ein in Nimbus integrierter Mechanismus, mit dessen Hilfe ra¨umliche Na¨he zwischen Objek-
ten effizient erkannt werden kann, indem die Objekte in einem hierarchischen Ortsmodell
organisiert werden. Im Gegensatz zur hier beschriebenen Nahbereichserkennung erfolgt eine
solche Erkennung jedoch nur reaktiv, und die Effizienz bezieht sich nur auf die reduzierte
Rechenlast am Server. Nimbus stellt LBS-Anwendungen eine Palette weiterer hilfreicher
Dienste bereit, zum Beispiel Geocasts sowie bestimmte wiederverwendbare Sicherheitsme-
chanismen.
PoLoS
Die Platform for Location-Based Services (PoLoS) [153] entha¨lt als zentrales Element den
PoLoS Kernel, in dem LBS-Anwendungen ausgefu¨hrt werden. Die Anwendungen registrie-
ren sich dazu beim so genannten Service Deployer mit Hilfe eines Service Specification Do-
cuments. Das Dokument durchla¨uft verschiedene Integrita¨tstests und wird dann dem Service
Invocation Modul u¨bergeben. Letzteres ist fu¨r die Abarbeitung sa¨mtlicher Anfragen an die
Anwendung verantwortlich. Zur Kommunikation nach außen unterstu¨tzt PoLoS bislang die
Protokolle bzw. Protokollfamilien Short Message Service (SMS), WAP und das Hypertext
Transfer Protocol (HTTP) [78].
Das Positioning-Modul bietet dem Kernel eine einheitliche Schnittstelle zur Positions-
ermittlung und abstrahiert von den technischen Spezifika und Anforderungen der unter-
schiedlichen Ortungsverfahren. Die gegenwa¨rtige Implementierung unterstu¨tzt den Abruf
der Ortsinformationen von GMLCs bei 2G und 3G Netzen und die Ansteuerung von GPS-
fa¨higen Endgera¨ten mittels einer speziellen, auf dem Endgera¨t installierten Software. Letz-
teres ist sowohl reaktiv (Polling) als auch proaktiv (Position Update Request) vorgesehen.
Die GIS-Komponente ermo¨glicht die Interaktion zwischen dem Kernel und externen GIS-
Datenbanken. Zusa¨tzlich ist sie fu¨r die Beschaffung von textuellen oder visuellen Daten
und der graphischen Aufbereitung von Informationen (Karten, etc.) verantwortlich. Hierfu¨r
implementiert sie Algorithmen zur Routenberechnung und zum Transformieren von Positi-
onsdaten (Geocoding und Reverse Geocoding).
In der Service-Creation-Umgebung ko¨nnen LBS-Entwickler mittels einer graphischen
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Oberfla¨che ihre Dienste gestalten und spezifizieren, die im Anschluss daran im PoLoS Ker-
nel installiert werden. Die Dienstlogik wird in einer Extensible Markup Language (XML)-
basierten Sprache, der Service Control Language (SCL), angegeben [79].
Spatial Publish/Subscribe System for Intelligent Location-Based Services
Bisherige Publish/Subscribe-Middlewaresysteme bieten keine effiziente Unterstu¨tzung von
ra¨umlichen Ereignissen, da ihnen unter anderem ein ra¨umlicher Index zur Verwaltung von
zwei oder drei Dimensionen fehlt. Das in [52] beschriebene System stellt daher eine Erwei-
terung des klassischen Publish/Subscribe-Paradigmas um ra¨umliche Ereignisse und Filter
dar. Der Ansatz ermo¨glicht es auch, ra¨umliche Abonnements und Filter teilweise auf das
mobile Endgera¨t auszulagern, falls dieses u¨ber ausreichend Rechenleistung und u¨ber ein
endgera¨tbasiertes Ortungsverfahren verfu¨gt.
Das Abonnement ra¨umlicher Ereignisse entspricht also den in Abschnitt 2.4 beschrie-
benen Position-Update-Methoden, welche hier als Tupel bestehend aus einem ra¨umlichen
Pra¨dikat (Spatial Predicate) und einem Diensttyp (Type of Service, ToS) modelliert werden.
Bislang werden zwei Arten ra¨umlicher Pra¨dikate unterstu¨tzt:
• Within besitzt folgende Syntax: (oid1, oid2, ..., oidn)within(zone1, zone2, ..., zonem).
Das Pra¨dikat ist genau dann wahr, wenn eine der Zielpersonen oidi sich innerhalb ei-
ner der geographischen Zonen zonej befindet.
• Distance besitzt folgende Syntax: (oid)distance(d, oid1, oid2, ..., oidn). Das Pra¨dikat
ist genau dann wahr, wenn die Distanz zwischen oid und einem der oidi kleiner als d
ist.
Mit dem Within-Pra¨dikat lassen sich also sowohl zonenbasierte als auch distanzbasierte
Position Updates umsetzen. Das Distance-Pra¨dikat formalisiert hingegen Trigger zur Nahbe-
reichserkennung, genau wie sie auch diese Arbeit vorsieht. Wie die Nahbereichserkennung
jedoch konkret umgesetzt werden soll, wird in dem Artikel nicht behandelt. Mehr Details
zur verwendeten Software-Architektur, die auf dem Java Messaging Service (JMS) [6] auf-
setzt und zum Teil Module aus dem CAMEL-Projekt [53] wiederverwendet, finden sich in
[110].
AMPROS-Plattform
Diese Plattform entstand im Rahmen des Projekts Adaptive Middleware Platform for Proac-
tive Reconfigurable Systems (AMPROS) [55]. Der geographische Ort einer Zielperson wird
hierbei wie jede andere Kontextinformation behandelt. Die von der Middleware abgedeckten
Bereiche umfassen Kontext-, Disconnection- und Gruppen-Management. Zusa¨tzlich werden
Funktionen zum Deployment von Software auf mobilen Endgera¨ten bereitgestellt, was das
Verteilen, die Installation, das Aktualisieren und die Konfiguration von Anwendungen um-
fasst. Zur Kommunikation der verteilten Komponenten im Festnetz wird CORBA benutzt.
Um aktuelle Kontextwerte zu ermitteln, greift jeweils ein Resource Monitor pro Res-
sourcentyp auf einen Treiber im System des Endgera¨ts der Zielperson zu. Kontextsensitive
Dienste werden vom System jeweils nur dann benachrichtigt, wenn sich fu¨r die spezifizier-
ten Kontextquellen relevante ¨Anderungen ergeben.
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Ein besonders positives Merkmal des Ansatzes ist die Erkennung von Verbindungsab-
bru¨chen und entsprechend, die Zwischenspeicherung von Anfragen und die Synchronisation
wieder verbundener Endgera¨te (Reconciliation). Falls das mobile Endgera¨t mit dem Server
verbunden ist, werden mo¨gliche Anfragen also direkt an dieses gesendet. Besteht jedoch
keine Verbindung, so werden Nachrichten im Cache bis zur Wiederverbindung vorgehalten.
Trotz der scho¨nen, ereignisgesteuerten Benachrichtigung von Anwendungen wird bei
AMPROS zur ¨Ubermittlung von Kontextinformationen zwischen Endgera¨t und Server nur
auf ein einfaches periodisches Protokoll zuru¨ckgegriffen. LBS-Anwendungen ist es bislang
auch nicht mo¨glich, Anforderungen an die Genauigkeit und Periodizita¨t der u¨bermittelten
Positionsdaten zu spezifizieren.
OpenGIS Location Services
Das Open Geospatial Consortium (OGC) vero¨ffentlichte im Oktober 2002 erstmals eine
Spezifikation fu¨r eine LBS-Middleware zum Einsatz im Mobilfunkbereich [113], die Open-
GIS Location Services (OpenLS) [130]. Ziel der OpenLS ist es, die Komplexita¨t von geo-
graphischen Informationssystemen (GIS) sowie die Gewinnung von Positionsdaten vor dem
LBS-Anwendungsentwickler zu verbergen. Die Kernkomponente der Spezifikation stellt
der GeoMobility Server dar, der in Kooperation mit einem LBS-Anwendungsserver den
ortsbezogenen Dienst erbringt. Zum Erhalt der Ortsinformationen der Zielpersonen kom-
muniziert der GeoMobility Server u¨ber MLP mit den GMLCs verschiedener Netzbetreiber
(siehe Abbildung 7.3). Die OpenLS basieren also auf der klassischen, netzwerkzentrischen
Wertscho¨pfungskette aus Abschnitt 2.3.
Der GeoMobility Server befindet sich dabei in der Verwaltungsdoma¨ne des LBS Pro-
viders und kommuniziert mit dessen Anwendungsserver, der Aufgaben wie Authentifizie-
rung und Accounting u¨bernimmt. Zusa¨tzlich verfu¨gt der GeoMobility Server u¨ber eine GIS-
Datenbank und kann mit Datenbanken externer Inhalteanbieter verbunden sein.
LBS-Anwendungen unterstu¨tzt der GeoMobility Server mit so genannten Core Services,
die durch XML-Schemata beschrieben sind. Die aktuelle Spezifikation umfasst die folgen-
den Core Services:
• Verzeichnisdienst (Directory Service). Der Verzeichnisdienst ermo¨glicht es, nach
umgebenden PoIs zu suchen. Als Parameter fu¨r die Suche ko¨nnen der Typ des PoI oder
Namen von Produkten und Dienstleistungen a¨hnlich den Verzeichnissen der
”
Gelben
Seiten“ angegeben werden.
• Gateway Service. Dieser Dienst agiert als Proxy fu¨r den Zugriff auf die GMLCs.
Daher sind auch die Parameter und Nachrichten, die an diese Schnittstelle gerichtet
werden, denen des MLP sehr a¨hnlich.
• Geocoding Service. Dieser Dienst transformiert eine Beschreibung eines Ortes, wie
zum Beispiel eine Adresse, den Namen eines Platzes oder eine Postleitzahl, in ei-
ne geographische Koordinatendarstellung. Die Daten werden mittels der Geography
Markup Language (GML) des OGC [129] repra¨sentiert.
• Reverse Geocoding Service. Der Reverse Geocoding Service ermo¨glicht die Um-
wandlung in die entgegengesetzte Richtung, also die Transformation von geographi-
schen Koordinaten in einen beschreibenden Bezeichner, meist eine Adresse.
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Abbildung 7.3: Kommunikation innerhalb der OpenLS. Quelle: [130]
• Pra¨sentationsdienst (Presentation Service). Der Pra¨sentationsdienst generiert Kar-
ten, die auf mobilen Endgera¨ten dargestellt werden ko¨nnen. Es werden sowohl Karten
der realen Infrastruktur, wie Straßen und Ha¨user (Basemap Layer), als auch so ge-
nannte Overlays generiert, die den momentanen Aufenthaltsort der Zielperson und
seine Route einzeichnen.
• Navigationsdienst (Route Service). Dieser Dienst berechnet Verbindungen zwischen
zwei oder mehreren gegebenen Punkten. Dadurch lassen sich Routenplaner sehr ein-
fach in bestehende LBS-Anwendungen integrieren. Die Anwendung kann sowohl tex-
tuelle Schritt-fu¨r-Schritt-Anweisungen als auch eine Karte u¨ber den Visualisierungs-
dienst anfordern.
Abbildung 7.4 zeigt die geschichtete Architektur der OpenGIS Location Services.
Mittlerweile existieren einige kommerzielle Implementierungen, die zumindest Teile der
OpenLS-Spezifikation realisieren. Aufgrund des Umfangs, der Komplexita¨t und der relativ
starken Ausrichtung auf reine Mobilfunknetze hat sich OpenLS jedoch nicht weitfla¨chig
durchgesetzt.
Ganz im Gegensatz dazu sind momentan andere Spezifikationen auf dem Weg der Quasi-
Standardisierung. Die Internetsuchmaschinenbetreiber Google und Yahoo! bieten gegen-
wa¨rtig proprieta¨re Programmierschnittstellen (Application Programming Interfaces, APIs)
zu ihren Projekten Google Maps bzw. Yahoo! Maps an [3; 19]. ¨Uber diese kann man kosten-
frei auf Visualisierungsdienste und Routenplanungsdienste zugreifen, welche dem Pra¨sen-
tationsdienst und dem Navigationsdienst der OpenLS-Spezifikation sehr a¨hnlich sind. Auch
wird inzwischen Geocoding angeboten.
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Abbildung 7.4: Architektur der OpenGIS Location Services. Quelle: [130]
MANET- und Peer-to-Peer-Ansa¨tze
Scalable Timed Events And Mobility (STEAM) ist eine ereignisbasierte Middleware fu¨r mo-
bile Ad-hoc-Netzwerke (MANETs) [118], die einen Peer-to-Peer-Ansatz verfolgt. Ereignis-
benachrichtigungen ko¨nnen sowohl beim Publisher als auch beim Subscriber gefiltert wer-
den. STEAM verwendet fu¨r diesen Zweck so genannte Distributed Event Notification Filter.
Soll ein bestimmtes Ereignis vero¨ffentlicht werden, so ku¨ndigt der Publisher den Typ des
Ereignisses und die geographische Ausdehnung (Proximity) an, welche das Ausbreitungs-
gebiet des Ereignisses bestimmt. Ein Subscriber registriert sich entsprechend fu¨r bestimm-
te Ereignistypen innerhalb einer bestimmten Proximity. Ein mobiles Endgera¨t kann sich
gleichzeitig in mehreren Proximities befinden.
Ein Ereignis besteht in STEAM aus einem Thema (Subject), einem Inhaltstyp und ei-
ner Liste von Attributen. Die Ereignisfilter unterstu¨tzen die Einschra¨nkung der Weitergabe
von Ereignissen anhand des Themas (Subject Filter), des Wertes des Inhaltstyps (Content
Filter) und des Ausbreitungsgebiets (Proximity Filter). Mittels des Proximity-based Group
Communication Service verwaltet STEAM die einzelnen Nutzer einer Anwendung [116].
Diese werden zu Proximity Groups zusammengefasst, um das fu¨r die Ausbreitung von Er-
eignissen notwendige 1:n-Kommunikationsmuster anbieten zu ko¨nnen [86]. Anstelle eines
Naming-Dienstes zum Auffinden von anderen Entita¨ten in der Na¨he verwendet das System
einen Proximity Discovery Service, der mittels Funkbaken andere Proximities erkennt. Da
in STEAM das geographische Ausbreitungsgebiet eines Ereignisses unabha¨ngig von der
¨Ubertragungsreichweite definiert werden kann, wird sowohl eine Single-Hop- als auch eine
Multi-Hop-Ausbreitungsstrategie unterstu¨tzt.
Im Rahmen des Projekts COoperating Real-time senTient objects: architecture and EX-
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perimental evaluation (CORTEX) entstand eine Middleware fu¨r ortsbezogene Anwendun-
gen in MANETs [156]. Schwerpunkt lag hierbei auf Ad-hoc-Netzen, die eine Fahrzeug-
zu-Fahrzeug-Kommunikation ermo¨glichen. Die Positionsdaten werden von GPS-Empfa¨n-
gern und lokalen Abstandssensoren kontinuierlich an die Middleware weitergegeben. Die
Plattform nutzt fu¨r die Kommunikation eine Abwandlung des Publish/Subscribe-Modells
fu¨r MANETs, welche dem Konzept der STEAM-Plattform a¨hnelt [117]. Dieses wird durch
zusa¨tzliche Multicastprotokolle fu¨r die Gruppenkommunikation unterstu¨tzt.
Es existiert eine Vielzahl weiterer, auf Peer-to-Peer basierender Plattformen, wie zum
Beispiel Proem [91], WSAMI [109] oder AGAPE [42; 43]. Proem ist in J2ME entwickelt
worden und bietet neben einer ereignisorientierten Kommunikation und dem Deployment
der Anwendungen auch einen so genannten Community Manager, mit dessen Hilfe der An-
wender die Mitgliedschaft in Gruppen verwalten kann. Die Gruppenzugeho¨rigkeit der Nut-
zer wird hierbei hauptsa¨chlich zur Darstellung von Vertrauensbeziehungen verwendet. Die
AGAPE Middleware basiert auf SOMA, einer in Java implementierten Plattform fu¨r mobile
Agenten, und nutzt deren Dienste zur Adressierung, Kommunikation, Mobilita¨tsunterstu¨tzung
und Absicherung des Systems [35].
Auf Peer-to-Peer ausgerichtete Systeme sind fu¨r bestimmte LBS-Anwendungsgebiete
sehr interessant, reichen aber aus Sicht des Autors bislang nicht an das technische Potential
einer zentralisierten LBS-Architektur heran, wie sie in dieser Arbeit angenommen wird.
Sonstige Middleware-Konzepte
Es besteht eine Vielzahl weiterer verwandter Arbeiten, die Ortsinformationen nicht geson-
dert, sondern lediglich als eine von vielen mo¨glichen Kontextinformationen betrachten, zum
Beispiel [54; 40; 71]. Durch diese Betrachtungsweise sind die Optimierungsmo¨glichkeiten
bei der Positionsgewinnung und -u¨bertragung leider stark eingeschra¨nkt, so dass insbeson-
dere die effiziente Realisierung proaktiver Mehrpersonen-LBCSs schwer fa¨llt.
Auch bescha¨ftigen sich Arbeiten mit dem Problem der Lastbalancierung bei ha¨ufig ange-
fragten Datensa¨tzen bei LBSs [169; 170]. CARISMA [48] und ReMMoC [64] sind Middleware-
Konzepte fu¨r die Anpassung der LBS-Anwendung an den jeweiligen Kontext des Nutzers.
Hierfu¨r verwenden beide Ansa¨tze die Programmiertechnik Reflection [47].
Bewertung
Wie dieser ¨Uberblick zeigt, existiert bereits eine Reihe von LBS-Middleware-Ansa¨tzen, de-
ren Zielsetzungen sich zum Teil u¨berschneiden und zum Teil erga¨nzen. Insbesondere sind
die folgenden Bereiche von bestehenden Ansa¨tzen bereits relativ gut abgedeckt:
• Ortungstransparenz. Mit der Verschattung der speziellen Eigenheiten der benutz-
ten Ortungstechnologie vor der LBS-Anwendung haben sich bereits viele Arbeiten
bescha¨ftigt. Die Location API fu¨r J2ME [7], die in Abschnitt 7.2.1 noch genauer be-
handelt wird, stellt sogar einen entsprechenden Standard dar. Auch das Problem des
dynamischen Handovers zwischen verschiedenen Ortungstechnologien wird in der
Literatur aufgegriffen und zumindest ansatzweise gelo¨st. Ein solcher Handover wird
notwendig, wenn das aktuell benutzte System plo¨tzlich nicht mehr verfu¨gbar ist, was
bei GPS durch das Betreten eines Geba¨udes ausgelo¨st werden kann.
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• Darstellung und Austausch von Ortsinformationen und ra¨umlich ausgedehnten
Objekten. Hier gibt es eine Fu¨lle von wissenschaftlichen Arbeiten sowie mehrere
Standards, zum Beispiel die GML [129], mit der sich ra¨umliche Objekte anhand vor-
gefertigter XML-Elemente beschreiben lassen. Um Ortsinformationen beim GMLC
des Mobilfunkbetreibers abzuholen, wird klassisch MLP [131] verwendet. Geopriv
[58] ist ein weiterer Protokollstandard, dessen Wurzeln aus der Internet-Welt stammen
und der den Austausch von Ortsinformationen zwischen beliebigen Parteien vorsieht.
Auch betont Geopriv den Datenschutz sta¨rker als MLP.
Zur Doma¨nen-internen Modellierung und Verarbeitung von Ortsinformationen und
ra¨umlichen Objekten existieren ebenfalls geeignete Systeme, zum Beispiel in Form
von GIS-Erweiterungen fu¨r bestehende DBMSs wie PostGIS [12]. Die effiziente Aus-
fu¨hrung von Rechenoperationen auf ra¨umlichen Objekten, zum Beispiel zur Berech-
nung von Enthaltenseinsbeziehungen oder ¨Uberschneidungen wird in der Forschung
seit langem behandelt.
• Kartendarstellung und Routenplanung. Ein verwandtes Thema ist die Zusammen-
stellung von Karteninformationen und anderer navigationsunterstu¨tzender Funktio-
nen, wie zum Beispiel der Routenplanung. Wie oben diskutiert sind hier die standar-
disierten OpenLS [130] sowie entsprechende proprieta¨re APIs, wie sie zum Beispiel
Google und Yahoo! erfolgreich betreiben, zu nennen.
• Bereitstellung von IDEs. Zur Erleichterung der relativ komplexen Entwicklung von
LBSs ist auch eine Vielzahl spezialisierter integrierter Entwicklungsumgebungen (In-
tegrated Development Environments, IDEs) geschaffen worden, die meist auf existie-
renden Rahmenwerken wie den Enterprise Java Beans (EJB) aufsetzen.
Dank dieser und anderer umfassender Konzeptarbeiten und den resultierenden, immer rei-
fer werdenden Implementierungen lassen sich mittlerweile reaktive Einzelbenutzer-LBSs
auf einfache und schnelle Weise entwickeln und bereitstellen. Auch zeigt sich, dass viele
Arbeiten schon proaktive Dienstinteraktionsmuster vorsehen und dem LBS-Anwendungs-
entwickler dafu¨r effiziente Methoden bereitstellen. Diese proaktiven Methoden beschra¨nken
sich leider derzeit auf Einzelpersonen-LBSs. Fu¨r Mehrpersonen-LBSs stehen entweder nur
recht ungenaue oder ineffiziente Funktionen bereit, oder sie funktionieren eben nur reaktiv.
Im Folgenden wird daher die selbst entwickelte TraX-Plattform vorgestellt, welche die
in dieser Arbeit entwickelten Konzepte umsetzt und LBS-Anwendungen mo¨glichst einfach
zur Verfu¨gung stellt.
7.2 Architektur
Dieser Abschnitt beschreibt die Architektur von TraX, und zwar unabha¨ngig von einer kon-
kreten Software-Realisierung. Diese wird in Abschnitt 7.3 behandelt. Zuerst werden die von
TraX zur Verfu¨gung gestellten Funktionen in mehreren Schichten organisiert, die funktio-
nal aufeinander aufbauen. Davon verspricht man sich ein sehr hohes Maß an Flexibilita¨t.
Anschließend wird erkla¨rt, wie sich diese Schichten auf die in Kapitel 2 definierten Rollen
bzw. entsprechende Komponenten verteilen lassen.
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7.2.1 Funktionale Schichtung
Abbildung 7.5 zeigt die geschichtete Architektur von TraX. Auf jede der Schichten wird im
Folgenden detailliert eingegangen. Zuna¨chst ein kurzer ¨Uberblick:
A-GPS GSMWLANGPS E-OTD ...
Positionierungsschicht
Anwendungsschicht
Polling ...
Positionsübermittlungsschicht
distanz-, z
Position Update
onenbasiertes u.
periodisches
RFID
paarweise Relationsschicht
reaktiv, Prüfung auf:
proaktiv, automat. Erkennung von:
Cliquen
allgemeine Relationsschicht
reaktiv, Prüfung auf:
proaktiv, automat. Erkennung von:
...
Piggybacking
Nahbereich u. Trennung ...Peilungsbereich
k nächste Nachbarn* geom. Formen*
* zukünftige Arbeiten
*
Cliquen ...k nächsten Nachbarn* geom. Formen*
Nahbereich u. Trennung ...Peilungsbereich*
Koppelnavigation
Abbildung 7.5: Funktionale Schichtung von TraX
• Positionierungsschicht. Diese Schicht bietet Ortungstransparenz, das heißt, sie ver-
schattet die dynamische Auswahl sowie die technischen Spezifika verschiedener Or-
tungsverfahren hinter einer einheitlichen, wohldefinierten Schnittstelle.
• Positionsu¨bermittlungsschicht. Die Positionsu¨bermittlungsschicht setzt auf der Po-
sitionierungsschicht auf und realisiert die in Abschnitt 2.4 vorgestellten Position-
Update-Methoden.
• Paarweise Relationsschicht. Wie in Kapitel 4 fu¨r den Fall der Nahbereichs- und
Trennungserkennung erkla¨rt, bedient sich die paarweise Relationsschicht der verschie-
denen Position-Update-Methoden der Positionsu¨bermittlungsschicht, um ra¨umliche
Ereignisse zwischen Paaren von Zielpersonen festzustellen.
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• Allgemeine Relationsschicht. Am Beispiel der Erkennung von Cliquen (Kapitel 5)
kann man sehen, wie die allgemeine Relationsschicht arbeitet. Unabha¨ngig von der
Positionsu¨bermittlungsschicht benutzt sie nur die paarweise Relationsschicht, um ra¨um-
liche Konstellationen zwischen zwei und mehr Zielpersonen zu detektieren.
• Anwendungsschicht. Die Anwendungsschicht bietet LBS-Anwendungen einen ein-
heitlichen Zugriffspunkt zu den darunter liegenden Schichten. Zu ihren Aufgaben
za¨hlt die Autorisierung und Authentifizierung, die Bereitstellung von Abrechnungs-
und Protokollierungsmechanismen sowie die Verwaltung von Dienstsitzungen.
Positionierungsschicht
Ziel der Positionierungsschicht ist es, die technischen Spezifika der verfu¨gbaren Ortungs-
verfahren sowie deren dynamische Auswahl vor den ho¨heren Schichten zu verbergen. Zum
Erhalt von Ortsinformationen stellt sie einen einheitlichen und einfachen Dienstzugriffs-
punkt bereit. Die Bestimmung des verwendeten Ortungsverfahrens ist dabei nicht explizit,
sondern erfolgt anhand allgemeiner, von der ho¨heren Schicht vorgegebenen Auswahlkriteri-
en. Beispiele fu¨r solche Kriterien sind mo¨gliche moneta¨re Kosten, die bei der Benutzung des
Verfahrens entstehen ko¨nnten, eine erforderliche Mindestgenauigkeit, ein maximaler, vom
Ortungsverfahren erzeugter Batterieverbrauch usw.
Aufgabe der Positionierungsschicht ist es außerdem, ermittelte Positionsdaten in ein vor-
her vereinbartes Referenzsystem zu wandeln, sofern dies mo¨glich ist. Transformationen zwi-
schen verschiedenen geographischen Referenzsystemen und Kartenprojektionen, zum Bei-
spiel zwischen WGS84 und UTM, sind relativ einfach durchzufu¨hren. Anders verha¨lt es sich
bei der Umwandlung zwischen symbolischen und geographischen Ortsrepra¨sentationen, wie
zum Beispiel zwischen Raumnummern innerhalb eines Geba¨udes und WGS84-Koordinaten.
Hierfu¨r werden weiterfu¨hrende Konzepte beno¨tigt, deren Behandlung den Rahmen dieser
Arbeit sprengen wu¨rden. Statt dessen wird auf [144] verwiesen, der sich na¨her mit dem
Thema auseinandersetzt. Die Positionierungsschicht wurde in dieser Arbeit nicht vertieft
behandelt, da bereits mehrere geeignete Konzepte und Implementierungen vorliegen. Unter
ihnen befinden sich PlaceLab und die Location API for J2ME.
PlaceLab [147; 100] wird vom Intel Research Laboratory in Seattle entwickelt. Der
Schwerpunkt liegt bei PlaceLab auf der endgera¨tbasierten Ortung, und zwar in Abwesen-
heit von satellitengestu¨tzten Verfahren wie GPS oder Galileo. PlaceLab funktioniert sowohl
in Innenra¨umen von Geba¨uden, in die GPS-Signale nicht eindringen ko¨nnen, als auch im
Freien, falls das Endgera¨t zum Beispiel nicht mit GPS ausgestattet ist. Die Ortung basiert
auf empfangenen Signalen umliegender WLAN Access Points, GSM-Basisstationen oder
fest installierten Bluetooth-Sendern. Mittels einer lokal vorgehaltenen Datenbank, welche
die Standorte der verschiedenen Sendestationen entha¨lt, scha¨tzt das Endgera¨t der Zielper-
son die eigene Position ab. Ein großer Vorteil dieses Verfahrens ist, dass es ohne zusa¨tzliche
Positionierungs-Hardware funktioniert. Ein Nachteil von PlaceLab ist jedoch, dass sich bei
nur wenigen Eintra¨gen in der Datenbank nur relativ ungenaue Ortsbestimmungen durch-
fu¨hren lassen. Außerdem ist zum Fu¨llen und Pflegen der Datenbank teilweise erheblicher
Aufwand no¨tig, dessen rechtliche Grundlage zudem teilweise unklar ist (fu¨r das nicht auto-
risierte Verzeichnen von Access Points und GSM-Basisstationen hat sich auch der Begriff
”
War Driving“ etabliert.).
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Die Location API for J2ME wurde im Rahmen des Java Community Process als Java
Specification Request (JSR) verabschiedet und als Standard zur Steuerung und Verschattung
der auf dem mobilen Endgera¨t verfu¨gbaren Ortungsverfahren erhoben [7]. Alle verfu¨gbaren
Ortungsverfahren registrieren sich bei der Location API und spezifizieren dabei eine Li-
ste abstrakter Diensteigenschaften, zum Beispiel hinsichtlich der erreichbaren Genauigkeit
oder der bei der Ortung entstehenden Kosten. Die auf dem Endgera¨t ablaufenden Java-
Anwendungen richten wiederum Lokalisierungsanfragen an die API, welche eine oder meh-
rere solcher zu erfu¨llender Kriterien enthalten ko¨nnen. Der Abgleich von gewu¨nschten und
verfu¨gbaren Eigenschaften der Ortungssysteme geschieht in der Location API. Ein Ortungs-
verfahren wird ausgewa¨hlt, welches der Anwendung gegenu¨ber dann als so genannter Lo-
cation Provider auftritt.
Mittlerweile ist die Location API auch in der Version 2.0 [8] verfu¨gbar. Unter anderem
bietet die API nun Funktionen zum Geocoding, zur Kartenerzeugung sowie zur Navigation.
Eine weitere mo¨gliche Erweiterung der Location API, die insbesondere im Rahmen dieser
Arbeit von Interesse ist, sind die in [133] vorgestellten Friend-Finder-Funktionen, die unter
anderem auch einen FriendProximityListener enthalten, bei dem man sich zum Empfang von
Nahbereichsereignissen registrieren kann. Auf die technische Umsetzung der Funktionen
wird in dem Artikel jedoch nicht genau eingegangen.
Positionsu¨bermittlungsschicht
Die Positionsu¨bermittlungsschicht setzt die in Abschnitt 2.4 behandelten Position-Update-
Methoden um. Aufgabe der Schicht ist es, den Austausch von Ortsinformationen zwischen
mobilen Endgera¨ten und fest installierten Infrastrukturkomponenten mo¨glichst effizient zu
gestalten. Um Ressourcen zu sparen, soll die ¨Ubertragung von Ortsinformationen oder der
zur Ableitung von Ortsinformationen beno¨tigten Signale u¨ber die Luftschnittstelle nur dann
erfolgen, wenn die Informationen von der Anwendung auch wirklich beno¨tigt werden. Fu¨r
reaktive LBSs werden hierfu¨r typischerweise Pollings, eventuell anhand einer bestimmten
Caching-Strategie, verwendet. Bei proaktiven LBSs kommt distanzbasiertes- und zonenba-
siertes Updating sowie die Koppelnavigation zum Einsatz.
Um die gewu¨nschte Effizienzsteigerung zu gewa¨hrleisten, wird die Positionsu¨bermitt-
lungsschicht wie unten beschrieben auf verschiedene Komponenten verteilt, die mittels mo-
biler Tra¨gerdienste wie GPRS, UMTS oder IEEE 802.11 verbunden sind.
Es muss sich nicht unbedingt um endgera¨tbasierte Ortungsverfahren wie GPS handeln,
die von der Positionsu¨bermittlungsschicht gesteuert werden. In [87] wird zum Beispiel be-
schrieben, wie anstelle von GPS Location Fingerprinting effizient gesteuert werden kann,
welches in [32] erstmalig erforscht wurde. Location Fingerprinting wird dabei im so genann-
ten endgera¨tunterstu¨tzten Modus durchgefu¨hrt, bei dem das Endgera¨t die Received-Signal-
Strength-(RSS)-Werte der umliegenden Access Points empfa¨ngt und die Messungen dann
an den Location Server berichtet. Dieser leitet den Aufenthaltsort des Endgera¨ts anhand der
berichteten Werte in Kombination mit einer vorgehaltenen Datenbank von Signalsta¨rkemus-
tern, den Fingerprints, ab.
Die Positionsu¨bermittlungsschicht wurde in [87] also fu¨r endgera¨tunterstu¨tzte Ortungs-
verfahren erweitert und ermo¨glicht nun auch hier die effiziente Umsetzung von distanz-
und zonenbasierten Position Update Requests. Abschnitt 8.1 greift dieses noch einmal aus-
blickend auf. Die Schnittstelle, die die Positionsu¨bermittlungsschicht den ho¨her liegenden
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Schichten anbietet, bleibt dabei identisch. Der Umstand, ob ein endgera¨tbasiertes oder ein
endgera¨tunterstu¨tztes Verfahren zum Einsatz kommt, wird fu¨r die ho¨heren Schichten also
verschattet. Dies ermo¨glicht es, bestehende Algorithmen innerhalb der ho¨heren Schichten
ohne Anpassungen zu u¨bernehmen und bietet somit ein erho¨htes Maß an Flexibilita¨t.
Paarweise Relationsschicht
Die paarweise Relationsschicht erkennt, ob zwei mobile Zielobjekte in einer vorher defi-
nierten, ra¨umlichen Relation zueinander stehen, und zwar sowohl auf reaktive als auch auf
proaktive Weise. Als Beispiel fu¨r die Feststellung einer solchen ra¨umlichen Relation wurde
in Kapitel 4 die Nahbereichs- und Trennungserkennung bezogen auf Luftlinien-Distanzen
beschrieben.
Wie bereits erwa¨hnt, la¨sst sich von den entworfenen Algorithmen insbesondere die DCC-
Strategie ohne großen Aufwand auf die Erkennung topologischer Distanzen anwenden, bei-
spielsweise anhand von Straßen- oder Geba¨udepla¨nen. Hier ist die aktuelle Distanz zwi-
schen zwei Objekten definiert als der ku¨rzeste (oder schnellste) Pfad innerhalb des zugrunde
liegenden Straßennetzes bzw. der Topologie des Geba¨udes, der die beiden Objekte verbin-
det.
Die ¨Uberwachung von Distanzen (topologisch oder entlang der Luftlinie) ist jedoch nicht
die einzige ra¨umliche Beziehung, die zwischen zwei mobilen Objekten von Interesse ist.
Fu¨r viele mo¨gliche Anwendungen, zum Beispiel bei der Navigation, ist die ra¨umliche La-
gerichtung zweier Objekte von Wichtigkeit. Ein einfaches Beispiel ist die Verfolgung eines
mobilen Zielobjekts durch ein anderes. Entspricht die Fahrt- bzw. Gehrichtung (engl. Hea-
ding) des verfolgenden Objekts der so genannten Peilung (engl. Bearing) der beiden Objek-
te, so ist es auf dem richtigen Kurs, kann also zur Verfolgung seine Richtung beibehalten.
Die Peilung bezeichnet den Winkel zwischen der Verbindung der beiden mobilen Objekte
und einer festen Bezugsrichtung, die innerhalb eines bestimmten Bezugssystems wie den
Himmelsrichtungen definiert ist.
Wa¨hrend die Fahrtrichtung eines Objekts lokal festgestellt werden kann, erfordert die
¨Uberwachung der Peilung zwischen zwei Objekten den kontinuierlichen Austausch und Ab-
gleich der ermittelten Ortsinformationen der Objekte. Analog zur Nahbereichs- und Tren-
nungserkennung sind hierfu¨r effiziente Algorithmen denkbar, die den Gesamtaufwand an
Nachrichten reduzieren und zum Beispiel ein entsprechendes Ereignis liefern, sobald sich
die aktuelle Peilung der beiden Objekte innerhalb oder außerhalb eines bestimmten Be-
reichs, dem Peilungsbereich, bewegt. Wiederum ko¨nnen Methoden zum Erkennen des Pei-
lungsbereichs sowohl reaktiv als auch proaktiv funktionieren. In der Literatur finden sich
bislang noch keine entsprechenden Strategien. Vorstellbar wa¨re wiederum eine Lo¨sung ba-
sierend auf zentrierten Kreisen, ganz a¨hnlich der DCC-Strategie.
Die Peilung zweier Zielpersonen spielt nicht nur bei der Navigation eine Rolle. Die Erfas-
sung bestimmter geometrischer Formen und Konstellationen eines Verbundes von Zielperso-
nen ko¨nnte zum Beispiel im Katastropheneinsatz bei der Koordination von Rettungskra¨ften
sinnvoll sein. Ein anderes, weniger ernsthaftes, wirtschaftlich jedoch hochinteressantes Ein-
satzgebiet ist Mobile Gaming. Die Art und Weise, wie sich die Teilnehmer eines ortsbezo-
genen Spiels zueinander ausrichten, ko¨nnte zum Beispiel den Spielfluss beeinflussen. Mit
Hilfe geeigneter Mechanismen zur Erkennung solcher Konstellationen ließe sich eine Reihe
bestehender Brett- und Strategiespiele auf das mobile Umfeld u¨bertragen. Dabei sind dann
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mo¨glicherweise nicht nur die ra¨umlichen Beziehungen eines Paares von Zielpersonen von
Interesse, sondern die einer gro¨ßeren Gruppe von Personen, womit sich die im Folgenden
behandelte allgemeine Relationsschicht auseinandersetzt.
Allgemeine Relationsschicht
In Kapitel 5 wurde am Beispiel der Erkennung von Cliquen ersichtlich, wie die allgemei-
ne Relationsschicht arbeitet. Sie wendet die Funktionen der paarweisen Relationsschicht
dynamisch an, um ra¨umliche Zusammenha¨nge zwischen zwei und mehr Zielpersonen fest-
zustellen.
Dies gilt sowohl fu¨r den reaktiven als auch fu¨r den proaktiven Fall, wobei der reaktive
meist einfacher zu lo¨sen ist. Soll zum Beispiel reaktiv erkannt werden, ob eine Menge von
drei Zielpersonen S = {t1, t2, t3} eine Dreier-Clique bildet, so ergibt sich basierend auf der
Cliquen-Definition die entsprechende Aussage Clique(t1, t2, t3, dc) durch Konjunktion der
paarweisen Nahbereichs-Tests Nah(ti, tj, dc) als folgt:
Clique(t1, t2, t3, dc) ≡ Nah(t1, t2, dc) ∧Nah(t1, t3, dc) ∧Nah(t2, t3, dc) (7.1)
Die Auswertung des Ausdrucks kann angehalten werden, sobald einer der Nahbereichs-
Tests falsch zuru¨ckliefert oder wenn sich alle als wahr herausstellen. Dieses Vorgehen
bringt zum Teil erhebliche Einsparungen bezu¨glich ausgetauschter Nachrichten im Ver-
gleich zu einem naiven Ansatz, der erst die Positionen aller beteiligter Zielpersonen feststellt
und dann das Zutreffen einer bestimmten ra¨umlichen Beziehung entscheidet.
Wie bei der Erkennung von Cliquen gezeigt wurde, bringt eine geschickte Kombinati-
on paarweiser ra¨umlicher Bedingungen auch fu¨r den proaktiven Fall hohe Einsparungen.
Als Anregung fu¨r zuku¨nftige Arbeiten wird im Folgenden grob skizziert, wie zwei weitere
ra¨umliche Ereignisse zwischen mehreren Personen proaktiv mit Hilfe der paarweisen Rela-
tionsschicht erkannt werden ko¨nnten.
Das erste Ereignis ist die Formation einer Reihe von Zielpersonen S = {t1, ..., ts}. Ei-
ne solche Personenreihe wird bei Rettungsmaßnahmen notwendig, beispielsweise bei der
Bergung von Lawinenopfern. Auch bei speziellen ortsbezogenen Spielen sind Reihen als
Spielelement vorstellbar. Die Bildung einer Reihe bedingt, dass alle mo¨glichen Paare aus
S zueinander dieselbe Peilung aufweisen. Umgekehrt bedeutet dies, dass keine Reihe exi-
stieren kann, solange zwei beliebige Paare von Objekten aus S nicht dieselbe Peilung zu-
einander aufweisen. Es wird also erst die Peilung α eines beliebigen Paares (ti, tj) aus S
ermittelt und dann u¨berwacht, ob das Paar den Peilungsbereich α verla¨sst. Gleichzeitig wird
ein weiteres Paar (ti, tk) daraufhin gepru¨ft, ob es den Peilungsbereich α zueinander ein-
nimmt. Solange beides nicht der Fall ist, kann eine Reihe ausgeschlossen werden, ohne die
Positionen weiterer Zielpersonen zu betrachten.
(Peilung(ti, tj) = α) ∧ (Peilung(ti, tk) 6= α)⇒ ¬Reihe(t1, ..., ts) (7.2)
Erst wenn die paarweise Relationsschicht zum Beispiel meldet, das Peilung(ti, tk) 6= α
nicht mehr zutrifft, dass also (ti, tk) nun auch die Peilung α zueinander eingenommen ha-
ben, ko¨nnte ein weiteres Paar (ti, tl) bezu¨glich des Enthaltenseins im Peilungsbereich α
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untersucht werden. Wie bei der proaktiven Erkennung von Cliquen entsteht ein ereignisge-
steuerter Algorithmus, der hier allerdings nicht ausgefu¨hrt wird.
Das zweite Ereignis, welches proaktiv u¨berwacht werden kann, ist eine ¨Anderung in der
Zusammensetzung der k na¨chsten Nachbarn einer bestimmten Zielperson. In [120] wurde
ein entsprechendes Verfahren bereits behandelt, jedoch ohne die in dieser Arbeit besproche-
ne Schichtung zu beru¨cksichtigen und ohne auf bestehende Algorithmen zur Nahbereichs-
und Trennungserkennung aufzusetzen, wodurch der Ansatz komplexer wird als eigentlich
no¨tig. Der Artikel geht außerdem von der Anwendung spezieller Broadcast-Strategien zur
initialen Ermittlung der k na¨chsten Nachbarn aus, die innerhalb heutiger zellula¨rer Mobil-
funknetze technisch nicht mo¨glich sind.
Der vorgeschlagene proaktive ¨Uberwachungsalgorithmus geht davon aus, dass die geord-
neten k na¨chsten Nachbarn (t1, ..., tk) einer bestimmten Zielperson ti zu einem bestimmten
Zeitpunkt bekannt waren und dass dann auch die aktuellen Distanzen (d1, ..., dk) zu ti er-
mittelt wurden. Ferner sei dx die Distanz des zu dem Zeitpunkt zu ti am k + 1-na¨chsten
gelegenen Objekts.
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Abbildung 7.6: ¨Uberwachung der drei na¨chsten Nachbarn von ti
Soll sich die Zusammensetzung und Ordnung der k na¨chsten Nachbarn nicht unbemerkt
a¨ndern ko¨nnen, so u¨bergibt die allgemeine Relationsschicht der paarweisen Relationsschicht
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die folgenden Klauseln zur Pru¨fung:
Nah(ti, t1,
d1 + d2
2
)
Fern(ti, t2,
d1 + d2
2
)
Nah(ti, t2,
d2 + d3
2
)
...
Fern(ti, tk,
dk−1 + dk
2
)
Nah(ti, tk,
dk + dx
2
)
Fu¨r alle anderen Zielobjekte tsi in S, die zum Messzeitpunkt nicht unter den k na¨chsten
Nachbarn von ti waren, muss außerdem gepru¨ft werden, ob gilt:
Fern(ti, tsi,
dk + dx
2
)
Erst wenn eine der Klauseln nicht mehr gilt, werden aus Sicht der allgemeinen Relations-
schicht weitere Berechnungsschritte no¨tig. Intuitiv la¨sst sich der Ansatz anhand von Ab-
bildung 7.6 verstehen, die den Fall k = 3 darstellt. Die an die paarweise Relationsschicht
u¨bergebenen Klauseln stellen sicher, dass keine Zielperson einen der virtuellen Kreisra¨nder
u¨bertritt, wodurch wiederum gewa¨hrleistet wird, dass die drei na¨chsten Nachbarn von ti
gleich bleiben.
Im Gegensatz zu dem Artikel [120], der die dargestellten Kreise direkt als Position Update
Requests an die u¨berwachten Zielpersonen verteilt, werden durch die vorgestellte Schich-
tung von TraX neue Mo¨glichkeiten ero¨ffnet. Nachdem an die paarweise Relationsschicht
nur obige Klauseln u¨bergeben werden, kann diese die zur Nahbereichs- und Trennungser-
kennung fu¨r die aktuelle Situation am besten passende Strategie auswa¨hlen. Eine zweite
Mo¨glichkeit ist die ¨Uberwachung der k na¨chsten Nachbarn in Bezug auf topologische Di-
stanzen. Die Klauseln mu¨ssten hierfu¨r nicht gea¨ndert werden. Die konkrete Erforschung ei-
nes ereignisgesteuerten Algorithmus zur dynamischen Definition der Klauseln sprengt leider
den Rahmen dieser Arbeit.
Zusa¨tzlich zu den genannten Beispielen lassen sich mit Hilfe der allgemeinen Relations-
schicht prinzipiell alle mo¨glichen geometrischen Formen zwischen verfolgten Zielpersonen
u¨berwachen, und zwar reaktiv und proaktiv. Ein Beispiel ist die Formation von gleich-
seitigen Dreiecken oder von Quadraten. Die entsprechenden Anforderungen zuku¨nftiger
LBSs sind im Moment jedoch schwer abzuscha¨tzen, weshalb die Erforschung geeigneter
Algorithmen nicht Bestandteil dieser Arbeit ist. Stattdessen versteht sich dieser Abschnitt
hauptsa¨chlich als Ideengeber.
Anwendungsschicht
Die Anwendungsschicht bietet LBS-Anwendungen Zugriff auf die Funktionen der Positi-
onsu¨bermittlungsschicht sowie der paarweisen und der allgemeinen Relationsschicht. Be-
sonderes Ziel ist die Bereitstellung einer mo¨glichst einfachen und flexibel einsetzbaren
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Schnittstelle. Diese soll die Benutzung eines LBS sowohl von mobilen als auch von sta-
tiona¨ren Endgera¨ten aus ermo¨glichen. Wa¨hrend selbstverweisende LBSs natu¨rlich nur sinn-
voll sind, wenn der Nutzer selbst mobil ist, so hat die stationa¨re Nutzung fu¨r querverweisen-
de LBSs durchaus Berechtigung. Ein Beispiel sind Child-Tracker-Dienste, mit deren Hilfe
Erziehungsberechtigte den aktuellen Aufenthaltsort eines Kindes abrufen ko¨nnen.
Wie an diesem Beispiel deutlich wird, ist die Autorisierung und Authentifizierung von Or-
tungsanfragen eine wichtige Funktion der Anwendungsschicht. Zum einen mu¨ssen entspre-
chende Verschlu¨sselungstechniken bereitgestellt werden. Zum anderen wird eine Schnitt-
stelle erforderlich, mit deren Hilfe Zielpersonen ihre Privacy-Einstellungen verwalten ko¨n-
nen. Dies kann klassisch durch explizite Autorisierung geschehen, also mittels Datenschutz-
Policies oder Ad-hoc-Autorisierung. Alternativ kann die in Abschnitt 6.2.3 vorgestellte im-
plizite Autorisierung angewendet werden.
Im Zusammenhang mit Datenschutz steht die Zugriffsprotokollierung, eine weitere zen-
trale Aufgabe der Anwendungsschicht. Fu¨r die Zielperson soll es im Nachhinein nachvoll-
ziehbar sein, wer versucht hat, auf ihren Aufenthaltsort zuzugreifen und wem der Zugriff
gestattet wurde. Protokollierungsfunktionen sind gleichzeitig fu¨r andere Bereiche von sehr
hoher Wichtigkeit. Ein Beispiel ist die Suche und Behebung von Fehlern im System. Ein
anderes umfangreiches Thema ist die Kundenabrechnung bzw. das Accounting.
Die gro¨ßte technische Herausforderung auf Ebene der TraX-Anwendungsschicht ist die
Verwaltung von proaktiven Dienstsitzungen. Mit Hilfe der TraX-APIs (vergleiche unten) re-
gistriert sich der Nutzer bzw. der LBS Provider beim TraX-Server fu¨r bestimmte ra¨umliche
Ereignisse, die beim Eintreten asynchron zugestellt werden. Die Registrierung fu¨r die Er-
eignisse und der Erhalt der proaktiven Benachrichtigungen sollen aus Sicht des LBS-An-
wendungsentwicklers mo¨glichst einfach umzusetzen und mit bestehenden Anwendungen
kombinierbar sein. Dabei treten verschiedene technische Schwierigkeiten auf, zum Beispiel
die Beru¨cksichtigung bestehender Sicherheitsvorkehrungen wie Firewalls beim Nutzer bzw.
beim LBS Provider. Eine weitere Herausforderung ist die effiziente und rechtzeitige Erken-
nung von Verbindungsabbru¨chen und Ausfa¨llen der fu¨r die Benachrichtigung registrierten
Komponente. In diesem Fall mu¨ssen proaktive Positionierungsanfragen abgebrochen wer-
den, um TraX nicht unno¨tig zu belasten.
7.2.2 Verteilung auf Rollen
TraX unterscheidet sich von den meisten bestehenden LBS-Middleware-Ansa¨tzen dadurch,
dass TraX auf mehrere Rollen entlang der in Kapitel 2 vorgestellten LBS-Wertscho¨pfungs-
kette verteilt ist. Es werden also nicht nur einzelne, von einer LBS-Rolle bereitgestellte
Funktionen beru¨cksichtigt, wie es zum Beispiel bei der J2ME Location API oder den Open-
LS der Fall ist.
Wie Abbildung 7.7 zeigt, wird die indirekte endgera¨tzentrische Wertscho¨pfungskette fu¨r
TraX zugrunde gelegt. Die TraX-Middleware teilt sich in drei grundlegende Komponenten
auf: den TraX-Client, der auf dem mobilen Endgera¨t der Zielperson installiert ist, den zen-
tralen TraX-Server, welcher die Ortsinformationen einer Vielzahl von Zielpersonen aufbe-
reitet und miteinander in Beziehung setzt, sowie die TraX-APIs. Die Trax-APIs sind fu¨r un-
terschiedliche Nutzungsszenarien konzipierte Software-Bibliotheken, die ortsbasierten An-
wendungen die Funktionen von TraX zur Verfu¨gung stellen. Abbildung 7.8 zeigt, wie die
zuvor besprochenen Schichten auf die drei TraX-Komponenten verteilt werden.
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Abbildung 7.7: Verteilung der TraX-Komponenten entlang der LBS-Wertscho¨pfungskette
• TraX-Client. Der TraX-Client ist ein Software-Daemon, der auf dem mobilen End-
gera¨t der Zielperson abla¨uft und die dort verfu¨gbaren Positionierungstechnologien
kontrolliert. Der Daemon steht mit dem TraX-Server, der ihn entsprechend den An-
wendungsanforderungen mit Position-Update-Methoden konfiguriert, in sta¨ndiger Ver-
bindung, vergleiche auch Abbildung 2.5. Hierfu¨r wird ein proprieta¨res Protokoll ver-
wendet, welches auf dem Transmission Control Protocol (TCP) aufsetzt. Ziel des Pro-
tokolls ist es, den Austausch von Ortsinformationen besonders effizient zu gestalten.
Als mobile Tra¨gerdienste kommen zum Beispiel GPRS, UMTS oder IEEE 802.11 in
Frage. Alternativ zu TCP ist auch SMS als Tra¨gerdienst vorstellbar.
Im Falle von rein endgera¨tbasierter Positionierung (wie zuvor beschrieben, sind auch
endgera¨tunterstu¨tzte Verfahren denkbar) realisiert der TraX-Client also selbsta¨ndig
die Funktionen der Positionierungsschicht. Die Positionsu¨bermittlungsschicht ist zwi-
schen TraX-Client und TraX-Server aufgeteilt.
Die sichere Kommunikation sowie die Authentifizierung werden ebenfalls gewa¨hr-
leistet. Auch werden der Zielperson rudimenta¨re Mechanismen zur Privacy-Kontrolle
bereitgestellt. Insbesondere soll die Zielperson sicherstellen ko¨nnen, dass der Client
an- bzw. ausgeschaltet ist. Fu¨r erweiterte Privacy-Einstellungen ist ein vom TraX-
Client unabha¨ngiges Werkzeug erforderlich, welches per TraX-API an den TraX-
Server angebunden ist. Ziel dieser Aufteilung ist es, den TraX-Client mo¨glichst leicht-
gewichtig zu halten, so dass er rasch auf neue Endgera¨te-Plattformen portiert werden
kann.
• TraX-Server. Der TraX-Server wird von einem spezialisierten Location Provider be-
trieben und steuert die TraX-Clients einer Vielzahl von Zielpersonen dynamisch mit
Position Update Requests. Er u¨bernimmt somit den server-seitigen Teil der Positi-
onsu¨bermittlungsschicht. Der TraX-Server realisiert außerdem die paarweise und die
allgemeine Relationsschicht. Im Vergleich zu einem Ansatz, wo diese Schichten beim
LBS Provider liegen, wird so eine Vielzahl von Synergien mo¨glich. Außerdem mu¨ssen
bei ho¨herwertigen Mechanismen wie der Nahbereichserkennung keine
”
rohen“ Orts-
informationen an den LBS Provider ausgeliefert werden, was aus Sicht der Zielperson
Privacy-Vorteile bietet. Verschiedene LBSs ko¨nnen benutzt werden, ohne den einzel-
nen LBS Providern in hohem Maße vertrauen zu mu¨ssen. Der TraX-Server verwaltet
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Abbildung 7.8: Verteilung der TraX-Schichten auf die TraX-Komponenten
u¨berdies die Nutzerkonten der Zielpersonen und Nutzer und implementiert entspre-
chende Authentifizierungs- und Privacy-Mechanismen.
Trotz des Namens, der eher einen monolithischen Aufbau andeutet, ist der TraX-
Server ein verteiltes System, das eine hohe Skalierbarkeit gewa¨hrleistet. Diese wird
insbesondere dadurch erreicht, dass sich die vom Server realisierten Schichten (ver-
gleiche Abbildung 7.8) aufgrund der klaren funktionalen Trennung sehr leicht auf
verschiedene Rechner verteilen und replizieren lassen. Zu diesem Zweck kann zum
Beispiel eine Kommunikations-Middleware wie CORBA oder Java Remote Method
Invocation (RMI) eingesetzt werden.
• TraX-APIs. LBSs greifen auf die Funktionalita¨ten von TraX zu, indem sie eine der
bereitgestellten Software-Bibliotheken einbinden, die als TraX-APIs bezeichnet wer-
den. Die Bibliotheken sind fu¨r verschiedene Programmiersprachen und Service-Mo-
delle erha¨ltlich und decken mobile und nicht mobile Nutzungsfa¨lle ab. Ein Ziel der
TraX-APIs ist es, eine mo¨glichst einfache Realisierung proaktiver Mehrpersonen-
LBCSs zu ermo¨glichen. Mit Hilfe der TraX-APIs kann sich ein LBS bei TraX fu¨r
den Erhalt eines bestimmten ra¨umlichen Ereignisses, zum Beispiel der ra¨umlichen
Anna¨herung zweier Zielpersonen, registrieren. Beim Eintreffen des Ereignisses wird
der Dienst asynchron daru¨ber informiert.
Insbesondere die asynchrone Kommunikation stellt bekannte Anforderungen an das
Verbindungs- und Session-Management, fu¨r deren Lo¨sung Middleware-Ansa¨tze wie
CORBA im Festnetz oder MundoCore [28] im mobilen Umfeld konzipiert wurden.
Ziel bei TraX ist jedoch die Bereitstellung einer mo¨glichst leichtgewichtigen Kom-
ponente sowie die einfache Integrierbarkeit mit vielen bestehenden Anwendungen.
Auf die Benutzung einer generischen Kommunikations-Middleware wurde deshalb
verzichtet. Auch die Benutzung von Webservices [17], denen grundsa¨tzlich eine syn-
chrone Kommunikation zugrunde liegt, ist fu¨r das beabsichtigte asynchrone Kommu-
nikationsmuster nicht geeignet. Die TraX-APIs werden in der Doma¨ne des Nutzers
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bzw. des LBS-Providers ausgefu¨hrt und tauschen mit einem entsprechenden Proxy-
Dienst in der Doma¨ne des Location Providers basierend auf einem proprieta¨ren Pro-
tokoll Daten aus.
Zwei grundlegende Nutzungsmo¨glichkeiten werden gewa¨hrleistet:
– Indirekte Nutzung von TraX. Ganz wie in der Wertscho¨pfungskette in Abbil-
dung 2.4 vorgesehen, wird die TraX-API ausschließlich in der Doma¨ne des LBS
Providers ausgefu¨hrt. Dieser stellt basierend auf den empfangenen Ortsinfor-
mationen und ho¨herwertigen Ereignissen seinen Nutzern Informationen bereit.
Beim Nutzer installierte Komponenten kommunizieren lediglich mit denen des
LBS Providers.
– Direkte Nutzung von TraX. Hinter der direkten Nutzung verbirgt sich derselbe
Gedanke, der vielen so genannten Mash-ups zugrunde liegt: In der Doma¨ne des
Nutzers la¨uft ein Nutzer-Agent, typischerweise ein Web-Browser, der sowohl
in Kontakt mit dem LBS Provider als auch dem Location Provider, also TraX,
steht. Die endgu¨ltige, dem Nutzer pra¨sentierte Informationen wird erst in des-
sen Doma¨ne zusammengestellt. Dieser Ansatz birgt den großen Vorteil, dass der
LBS Provider keinerlei Kenntnis u¨ber den Aufenthaltsort der Zielperson haben
muss, was eine ho¨here Nutzerakzeptanz bewirken ko¨nnte.
Solche Mash-ups sind typisch fu¨r das so genannte Web 2.0, in dem Communi-
ties eine immer gro¨ßere Rolle spielen. Der Anbieter Qype [13] stellt zum Bei-
spiel einen Empfehlungsdienst von PoIs zur Verfu¨gung, wobei die dargestellten
WWW-Seiten dynamisch auf dem Browser des Nutzers zusammengestellt wer-
den – unter Einbindung der Google Maps API [3]. Der bei Qype installierte
Anwendungsserver muss dafu¨r nicht mit Google kommunizieren. Weiter unten
wird eine auf Ajax basierte TraX-API vorgestellt, mit deren Hilfe sehr schnell
und einfach Ortsinformationen mobiler Nutzer in WWW-Seiten integriert wer-
den ko¨nnen.
Bei dem direkten Nutzungsmodell mu¨ssen zum einen fu¨r den PC konzipierte
Anwendungen unterstu¨tzt werden, bei denen ein stationa¨rer Nutzer eine oder
mehrere mobile Zielpersonen beobachtet (querverweisende LBSs). Zum anderen
sollen die TraX-APIs natu¨rlich fu¨r mobile Endgera¨te verfu¨gbar sein, so dass der
Nutzer selbst mobil sein kann.
7.3 Implementierung von TraX
Im Folgenden wird ein kurzer ¨Uberblick u¨ber die Implementierung von TraX gegeben. Der
TraX-Client sowie die TraX-APIs sind bereits fu¨r eine Reihe verschiedener Plattformen
verfu¨gbar. Beide sind im Sinne einer mo¨glichst einfachen Portierung sehr leichtgewichtig
gehalten. Der TraX-Server ist in J2SE implementiert und kann auf mehrere Rechner verteilt
werden. Momentan wird er in der Doma¨ne trax.mobile.ifi.lmu.de betrieben. Kurz beschrie-
ben wird auch, wie der TraX-Simulator funktioniert, mit dessen Hilfe zum Beispiel die in
Kapitel 4 und 5 beschriebenen Strategien simuliert wurden.
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7.3.1 Der TraX-Client
Der leichtgewichtige TraX-Client ist mittlerweile in mehreren Versionen verfu¨gbar, unter
anderem fu¨r J2ME in der Connected Limited Device Configuration (CLDC) [1], fu¨r das
.NET Compact Framework [11], das fu¨r Gera¨te mit Windows Mobile [10] verfu¨gbar ist,
sowie als native Symbian-Anwendung [16] in C++, was genauer in [26] beschrieben ist
(TraX hieß zu der Zeit noch LAMA, Location-Aware Mobility Architecture).
Unter den getesteten Gera¨ten sind verschiedene Modelle von Mobiltelefonen bzw. Smart-
phones: das Siemens S60, das Nokia 9500, der HTC Magician sowie das Siemens SXG75.
Das Siemens SXG75 ist dabei das einzige Gera¨t mit eingebautem GPS-Sensor. Bei den
anderen Gera¨ten wurde ein externer GPS-Empfa¨nger entweder per Bluetooth oder per Se-
cure Digital Input/Output (SDIO)-Schnittstelle angekoppelt. Außerdem wurde der Client
auf Personal Digital Assistants (PDAs) von Siemens, Compaq und HP getestet, zum einen
ebenfalls unter Anbindung einer externen GPS-Maus, zum anderen unter Benutzung von
WLAN Fingerprinting als Ortungssystem. Momentan wird der TraX-Client auf eine spe-
zielle Hardware-Plattform portiert, die nur aus einem GPS-Empfa¨nger und einer Mobil-
funkkomponente besteht und die sich mittels Python programmieren la¨sst, vergleiche [4].
Angedacht ist es außerdem, den TraX-Client fu¨r das SIM (Subscriber Identity Module) Ap-
plication Toolkit bereitzustellen. Die Ortung ko¨nnte anhand der gemessenen Signalsta¨rken
und Identifikatoren umliegender GSM-Basisstationen erfolgen. In dem Fall wu¨rde der Cli-
ent also auf der SIM-Karte eines Mobiltelefons installiert. Der Vorteil wa¨re eine bereits jetzt
sehr hohe Durchdringung geeigneter Gera¨te, vergleiche [68].
Der Slogan ”Write once, run anywhere”, mit dem die Firma Sun Microsystems dar-
auf anspielt, dass einmal erstellte Java-Programme auf jeglichen Java-fa¨higen Endgera¨te-
Plattformen funktionieren, trifft insbesondere bei J2ME nicht zu. Trotz der standardisierten
Syntax der bereitgestellten APIs verhalten sich diese auf verschiedenen Endgera¨temodellen
zum Teil sehr unterschiedlich. Ein besonders negatives Beispiel war die Implementierung
der Bluetooth API [9] auf dem Siemens S60. Auch wenn man von diesen Einschra¨nkungen
absieht, eignet sich J2ME fu¨r die Realisierung des TraX-Clients nur sehr bedingt. Der Cli-
ent soll na¨mlich als Software-Daemon im Hintergrund laufen, um mit dem TraX-Server zu
kommunizieren, was die meisten der getesteten Gera¨te fu¨r J2ME nicht vorsehen und was
auch in keiner der bekannten J2ME-Spezifikationen behandelt wird.
Besonders einfach war im Gegensatz dazu die Entwicklung unter .NET. Die in C# er-
stellte Software konnte mit minimalem Aufwand direkt auf dem Gera¨t getestet werden, die
bereitgestellten APIs verhalten sich auf verschiedenen Gera¨ten gleich, und der Client kann
sta¨ndig im Hintergrund laufen.
7.3.2 Der TraX-Server
Der TraX-Server ist eine verteilte J2SE-Anwendung und realisiert die oben vorgestellten
Schichten: den server-seitigen Teil der Positionsu¨bermittlungsschicht, die paarweise und
allgemeine Relationsschicht sowie einen Teil der Anwendungsschicht. Jede Schicht verfu¨gt
dabei u¨ber zwei so genannte Service Access Points (SAPs), die jeweils die Schnittstelle zur
darunter- bzw. daru¨ber liegenden Schicht darstellen. Die Schichten kommunizieren also un-
tereinander nur u¨ber die entsprechenden SAPs, was es sehr einfach macht, die Schichten auf
verschiedene Rechner zu verteilen und zu replizieren. Insbesondere ko¨nnen Instanzen von
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Schichten dynamisch erzeugt und zersto¨rt werden.
Eine Herausforderung bei der Realisierung war die Interprozesskommunikation (Inter-
Process Communication, IPC) zwischen den Schichten. Als mo¨gliche Lo¨sung wurde zu-
erst Java RMI getestet, spa¨ter dann aber aus Effizienzgru¨nden verworfen. Insbesondere die
Implementierung von Callbacks, die bei der asynchronen Benachrichtigung u¨ber bestimm-
te ra¨umliche Ereignisse erforderlich ist, schien bei RMI unvorteilhaft. Gleichzeitig sollte
aber die erho¨hte Komplexita¨t von CORBA vermieden werden. Es wurde daher eine ei-
gene Lo¨sung zur IPC implementiert, die die Kommunikation der Schichten u¨ber Sockets
ermo¨glicht. Auch war bei RMI nicht zufrieden stellend, wie Verbindungsabbru¨che bzw.
Ausfa¨lle erkannt wurden. In der bestehenden Implementierung wurde daher eine mo¨glichst
einfache und robuste Lo¨sung mit Hilfe von Keep-alive-Nachrichten umgesetzt. Nachdem
sich alle Schichten des TraX-Servers im selben Netzwerk befinden, wurde auch auf den
Einsatz einer zentralen Service Registry wie bei RMI verzichtet. Stattdessen werden die
Schichten mit einem global gu¨ltigen Initialisierungsskript gestartet, welches die Adressen
der entsprechenden Rechner entha¨lt. Ziel war wiederum eine mo¨glichst einfache Fehlerer-
kennung und -behebung.
Will eine Schicht auf die Funktionen der darunter liegenden Schicht zugreifen, so regi-
striert sie sich direkt bei dieser und erha¨lt im Gegenzug ein so genanntes Handle zugeteilt.
Mit Hilfe des Handles ko¨nnen dann im Folgenden synchrone wie auch asynchrone Abfra-
gen, zum Beispiel Position Update Requests an die Positionsu¨bermittlungsschicht, abgesetzt
werden. Solange das Handle besteht, werden etwaige asynchrone Callbacks, zum Beispiel
Position Updates, korrekt an die anfragende Schicht zugestellt. Fa¨llt die anfragende Schicht
aus oder bricht die Verbindung fu¨r la¨ngere Zeit ab, so wird dies automatisch erkannt, und
alle mit dem Handle verbundenen Anfragen werden abgebrochen.
Listings 7.1 und 7.2 verdeutlichen das Zusammenspiel zweier Schichten anhand der Po-
sitionsu¨bermittlungsschicht: Eine daru¨ber liegende Schicht (nach Abbildung 7.5 kann das
die paarweise Relationsschicht oder die Anwendungsschicht sein) implementiert dafu¨r die
Schnittstelle App SAP PosTrans (das steht fu¨r den SAP, den die Schicht der Positionsu¨-
bermittlungsschicht bietet) und registriert sich bei der Schnittstelle PosTrans SAP App (das
steht fu¨r den SAP, den die Positionsu¨bermittlungsschicht daru¨ber liegenden Schichten bie-
tet) mittels createHandle(...).
Zuru¨ckgeliefert wird ein entsprechendes Handle, mit dem nun Anfragen an die Positions-
u¨bermittlungsschicht mo¨glich sind. Mit der Funktion pollPositions(...) kann zum Beispiel
(synchron) der aktuelle Aufenthaltsort einer oder mehrerer Zielpersonen ermittelt werden.
Die Zielpersonen werden innerhalb von TraX mit einem globalen Identifikator, zum Bei-
spiel einer E-Mail-Adresse, gekennzeichnet. Außerdem besteht die Mo¨glichkeit, mit Hilfe
von addPURequest(...) asynchrone Position Update Requests bezu¨glich einer Zielperson ab-
zusetzen. Bislang sind periodische und distanz- wie zonenbasierte Position Update Requests
mo¨glich. Lo¨st das Endgera¨t der Zielperson ein entsprechendes Position Update aus, so wird
die anfragende Schicht u¨ber die Callback-Funktion positionUpdated(...) daru¨ber informiert.
Fu¨r die paarweise und allgemeine Relationsschicht stehen in TraX ebenfalls entspre-
chende Schnittstellen zur Verfu¨gung, die an dieser Stelle jedoch nicht weiter ausgefu¨hrt
werden. Praktisch umgesetzt und getestet wurden die DCC- und DSC-Strategien fu¨r die
Nahbereichs- und Trennungserkennung sowie die in Kapitel 5 behandelte Erkennung von
Cliquen.
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Listing 7.1: Schnittstelle der Positionsu¨bermittlungsschicht zu den oberen Schichten
public interface PosTrans SAP App{
/∗∗
∗ @param app: das Callback−Objekt
∗ @return: ein gueltiges Handle
∗/
public String createHandle (App SAP PosTrans app) ;
/∗∗
∗ Setzt einen Position Update Request ab.
∗ @param targetID: Identifikator der Zielperson
∗ @param reqID: Identifikator der Anfrage
∗ @param handle: Handle, zuvor mit createHandle () erzeugt
∗ @param req: der Position Update Request
∗/
public void addPURequest(String targetID , String reqID , PURequest req,
String handle );
/∗∗
∗ Nimmt einen Position Update Request zurueck.
∗ @param targetID: Identifikator der Zielperson
∗ @param reqID: Identifikator der Anfrage
∗ @param handle: Handle mit dem die Anfrage abgesetzt wurde
∗ @return: der zurueckgenommene Position Update Request
∗/
public PURequest removePURequest(String targetID , String reqID , String handle );
/∗∗
∗ Fragt synchron die Positionen einer od . mehrerer Zielpersonen an.
∗ @param targetIDs: Identifikatoren der Zielpersonen
∗ @param handle: Handle, zuvor mit createHandle () erzeugt
∗ @param pr: die Polling−Request−Objekte
∗ @return: die gelieferten Polling Responses
∗/
public PollingResponse [] pollPositions ( String [] targetIDs ,
PollingRequest [] pr , String handle );
}
Nachdem der TraX-Server fu¨r eine Vielzahl von TraX-Clients eingesetzt werden soll,
muss er hinsichtlich der Anzahl gleichzeitig verwalteter Datenverbindungen sehr gut ska-
lierbar sein. Aus diesem Grund wurde die Positionsu¨bermittlungsschicht in der vorliegenden
Implementierung noch feiner unterteilt: Die unterste Schicht ist besonders leicht replizier-
bar und dient dem Austausch von Rohdaten. Sie verschattet die Verwaltung der Socket-
Verbindungen vor den ho¨heren Schichten. Darauf aufbauend liegt eine Schicht, die die
auf dem Endgera¨t platzierten Position Update Requests u¨ber Verbindungsabbru¨che hinweg
vorha¨lt und das Endgera¨t bei einer Neuverbindung entsprechend synchronisiert.
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Listing 7.2: Schnittstelle der oberen Schichten zur Positionsu¨bermittlungsschicht
public interface App SAP PosTrans
{
/∗∗
∗ Das Endgeraet einer Zielperson hat in Folge eines
∗ Position Update Request ein Position Update berichtet .
∗ @param targetID: Identifikator der Zielperson
∗ @param reqID: Identifikator der Anfrage
∗ @param up: das berichtete Position Update
∗/
public void positionUpdated ( String targetID , String reqID , PositionUpdate up);
}
Der Einfachheit halber werden bislang im TraX-Server die aktuell bearbeiteten Anfragen
nicht persistent gespeichert. Fa¨llt eine Server-Komponente aus, so werden alle ausstehenden
asynchronen Anfragen gelo¨scht, und die LBS-Anwendung wird u¨ber den Ausfall benach-
richtigt.
Die persistente Verwaltung von Nutzerdaten basierend auf einer Lightweight Directory
Access Protocol (LDAP)-Datenbank wird zur Zeit implementiert. Außerdem ist derzeit eine
geeignete Implementierung zur Definition und Durchsetzung von Privacy-Policies in Bear-
beitung. Als Ausgangspunkt fu¨r diese praktischen Arbeiten dienen zum Teil Konzepte aus
[158].
7.3.3 Der TraX-Simulator
Ein Ziel bei der Entwicklung des TraX-Simulators, mit dem unter anderem die in Kapitel 4
und 5 entwickelten Strategien evaluiert wurden, war es, bereits einen mo¨glichst großen Teil
des auch im TraX-Server eingesetzten Codes zu verwenden. So lassen sich schon anhand der
zahlreichen durchgefu¨hrten Simulationen viele Fehler erkennen und beheben, die sonst erst
beim Betrieb des produktiven Systems auftauchen wu¨rden. Die vorgestellten Algorithmen
zur Nahbereichs- und Trennungserkennung wurden also gegen dieselbe Schnittstelle der
Positionsu¨bermittlungsschicht programmiert, die auch im TraX-Server vorliegt, vergleiche
Listings 7.1 und 7.2. Anstelle einer Anbindung realer TraX-Clients u¨ber Netzwerk-Sockets
werden fu¨r die Simulationen die Bewegungen der Teilnehmer jedoch simuliert. Der TraX-
Simulator la¨uft daher in einem einzelnen Prozess ab.
Zur dynamischen Instantiierung verschiedener Simulationsszenarien wurde eine spezielle
Skriptsprache entwickelt, die ein auf JavaCC (Java Compiler Compiler) [5] basierter Parser
verarbeitet, vergleiche Listing 7.3:
Listing 7.3: Skript zur Instantiierung eines Simulationslaufs
/∗Ursprung , Breite und Hoehe des Spielfelds ∗/
SetGeoConstraints (32,N,680km,5310km,20km,20km);
/∗ Zeitaufloesung und simulierte Zeit ∗/
SetTimeResolution (5.0 seconds );
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SetRunTime(2.0 hours);
/∗ Definition von Bewegungsmodellen, z.B. Smooth Random, Random Waypoint
oder GPS Traces∗/
AddMicroscopicModel model1(SmoothRandom,top speed=15.0 km/h,max slow down=\\
20.0 km/h/s,max speed up=10.0 km/h/s,max torque=0.1/s , speed thresh =0.1/s,\\
dir thresh =0.01/s , min turn time =20.0 minutes,max turn time=2.0 hours );
AddMicroscopicModel model2(RndWaypoint,20.0 km/h);
AddMicroscopicModel model3(GPSTraces , ”../ traces /” , keep);
/∗ Definition von Zielpersonen ∗/
AddMobileEntities (5, model1);
AddMobileEntities (7, model2);
AddMobileEntities (3, model3);
/∗ Parametrisierung und Instantiierung des Simulationsszenarios ∗/
SetInt (... , ...);
SetStr (... , ...);
Simulate(de.lmu.lbs . simulator .MyScenario);
Die Konfiguration eines Szenarios umfasst also immer die folgenden Schritte:
1. Geographische Definitionen. Die geographischen Ausmaße des simulierten Spiel-
felds werden im UTM-Koordinatensystem definiert. Benutzt man GPS Traces als Be-
wegungsmodell, so muss hierbei darauf geachtet werden, dass das Spielfeld die Orte,
an denen die Traces aufgenommen wurden, mit einschließt.
2. Zeitliche Definitionen. Es wird angegeben, wie viel simulierte Zeit einem Simula-
tionsschritt entspricht und wie viel Zeit insgesamt simuliert werden soll. Der TraX-
Simulator betrachtet also diskrete Zeitschritte und unterstu¨tzt sowohl ereignisgesteu-
erte [152] als auch taktgesteuerte Simulation. Die erste Variante ist effizienter, wenn
die fu¨r die Simulation relevanten Ereignisse eher unregelma¨ßig und selten auftreten.
Die zweite bietet sich insbesondere bei der gewu¨nschten Simulation mobiler Nutzer
an, da Bewegungsmodelle einfacher zu implementieren sind, wenn sie auf Taktsteue-
rung basieren, vergleiche [125].
3. Definition von Bewegungsmodellen. Eine Reihe von Bewegungsmodellen lassen
sich mit Hilfe der selbstentwickelten Skriptsprache konfigurieren. Unter den ku¨nstlichen
Modellen befinden sich zum Beispiel das Smooth-Random und das Random-Waypoint-
Modell. Es lassen sich aber auch GPS Traces einbinden, die im NMEA-Format vorlie-
gen und die zum Beispiel mit dem in [148] entwickelten Tool von einem GPS-fa¨higen
mobilen Endgera¨t aufgenommen werden ko¨nnen.
4. Definition von Zielpersonen. In das Spielfeld la¨sst sich eine beliebige Anzahl simu-
lierter Zielpersonen einsetzen, die jeweils mit unterschiedlichen Bewegungsmodellen
assoziiert sein ko¨nnen.
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5. Parametrisierung und Instantiierung des Simulationsszenarios. Schließlich ko¨n-
nen weitere Parameter an die Simulation u¨bergeben werden, zum Beispiel die geteste-
te Nahbereichsdistanz bei der Nahbereichserkennung. Die Steuerung der Simulation
u¨bernimmt dann eine spezielle Java-Klasse, die ebenfalls im Skript angegeben wird,
vergleiche Listing 7.3, letzte Zeile.
Optional kann der TraX-Simulator mit einem Visualisierungsmodul gekoppelt werden.
Als Beispiele dienen die auf http://www.mobile.ifi.lmu.de/TraX/ verfu¨gbaren Java-Applets.
7.3.4 Die TraX-APIs
Zur Einbindung der Funktionen von TraX in LBS-Anwendungen wurden bislang TraX-APIs
fu¨r die folgenden Plattformen implementiert:
• J2SE API. Die J2SE API unterstu¨tzt die indirekte Nutzung von TraX (vergleiche
oben). Sie wird also in der Doma¨ne des LBS Providers server-seitig als Bibliothek
in Java-Programme bzw. Servlets eingebunden. Die Kommunikation mit dem TraX-
Server erfolgt mit RMI.
• J2ME API. Die J2ME API unterstu¨tzt die direkte Nutzung von TraX und wird auf
dem mobilen Endgera¨t des Nutzers installiert, wo sie von verschiedensten Anwen-
dungen genutzt werden kann. Die Kommunikation mit dem TraX-Server erfolgt u¨ber
eine Socket-Verbindung basierend auf einem proprieta¨ren Protokoll, welches auch die
Authentifizierung des Nutzers gewa¨hrleistet. RMI ist in J2ME nicht verfu¨gbar und
wu¨rde auch zu einem erho¨hten Datenaufkommen u¨ber die Luftschnittstelle fu¨hren, da
das zugrunde liegende Protokoll nicht sehr effizient ist.
• .NET API. Dasselbe proprieta¨re Protokoll wie bei der J2ME API wird bei der .NET
API, die fu¨r das .NET Compact Framework entwickelt wurde, eingesetzt. Die .NET
API unterstu¨tzt ebenfalls die direkte Nutzung von TraX und kann auf Endgera¨ten
basierend auf dem Windows-Mobile-Betriebssystem installiert werden. Sowohl die
J2ME als auch die .NET API ko¨nnen separat auf dem Endgera¨t installiert werden oder
mit dem ebenfalls fu¨r diese Plattformen verfu¨gbaren TraX-Client kombiniert werden.
Im letzten Fall erfolgen beide Kommunikationsverbindungen zum TraX-Server – ein-
mal zum Abruf der TraX-Funktionen und einmal zum Aktualisieren der eigenen Po-
sition auf dem Server – u¨ber dasselbe Socket, was eine Effizienzsteigerung bewirkt.
• Ajax API. Die Ajax API ist ebenfalls fu¨r die direkte Nutzung von TraX konzipiert.
Ajax steht fu¨r Asynchronous JavaScript and XML und ist in Web-2.0-Anwendungen
derzeit sehr verbreitet. Hauptmerkmal von Ajax ist, dass innerhalb einer HTML-Seite
eine HTTP-Anfrage durchgefu¨hrt werden kann, ohne die Seite komplett neu laden
zu mu¨ssen. Nutzdaten ko¨nnen also sukzessiv bei Bedarf nachgeladen werden, und
zwar ohne dass die Seite beim Laden fu¨r Nutzereingaben blockiert ist. Der Datenaus-
tausch verla¨uft also asynchron. Mittels Javascript werden die Nutzdaten verschiedener
Inhalteanbieter auf dem Web-Browser verknu¨pft, was die einfache Realisierung von
Mash-ups (engl. fu¨r Vermanschung) ermo¨glicht.
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Die Ajax API von TraX kann mit sehr einfachen Mitteln in jede HTML-Seite einge-
bunden werden. Mit nur wenigen JavaScript-Befehlen kann dann die Positionsu¨ber-
mittlungsschicht sowie die paarweise und allgemeine Relationsschicht angesprochen
werden. Weiter unten wird am Beispiel der Google Maps Demo gezeigt, wie durch
TraX gewonnene Ortsinformationen mit Hilfe der Ajax API ganz einfach mit Karten-
material von Google
”
vermanscht“ werden.
Server-seitig wird die Ajax-API realisiert durch Java-Servlets, die wiederum mit Hilfe
des selbst entwickelten IPC-Mechanismus an den TraX-Server angebunden sind.
7.3.5 LBS-Prototypen
Im Folgenden werden kurz zwei auf TraX basierende, prototypisch realisierte LBSs vor-
gestellt. Der erste demonstriert, wie die beschriebene Ajax API mit Google Maps zusam-
menspielt, um die Positionen mobiler Zielpersonen auf einer Karte anzuzeigen. Die zweite
Anwendung, ein Buddy Tracker, basiert auf der J2ME API von TraX und ermo¨glicht die in
Kapitel 4 beschriebene Nahbereichserkennung innerhalb einer Gruppe mobiler Freunde.
Google Maps Demo
Anhand der Google Maps Demo wird die besonders einfache Nutzung der Ajax API von
TraX klar. Mit den wenigen, in Listing 7.4 enthaltenen Zeilen HTML-Code lassen sich in je-
dem Ajax-fa¨higen Web-Browser die Positionen mobiler Zielpersonen durch TraX ermitteln
und auf einer Karte anzeigen. Die Position auf der Karte aktualisiert sich auch automatisch,
sobald ein ausgegebener Position Update Request mit einem Position Update quittiert wird.
Wie im Listing ersichtlich, wird erst die Ajax API und dann die Google Maps API in
die HTML-Seite eingebunden, jeweils mit einer Zeile JavaScript-Code. Es folgt die Defi-
nition der Karte, wie durch Google Maps vorgeschrieben (aus Platzgru¨nden weggelassen).
Dann wird die Funktion pollPosition() definiert: Im Methodenrumpf wird erst die Posi-
tionsu¨bermittlungsschicht, welche durch das von der API bereitgestellte Objekt PosTrans
repra¨sentiert wird, synchron nach der Position einer bestimmten Zielperson angefragt. Dann
wird die Position in der Karte eingezeichnet. Beide Aktionen bestehen aus lediglich einer
Zeile Programmcode.
Wie die Funktion addPURequest() zeigt, ko¨nnen auch asynchrone Position Update Re-
quests an die Positionsu¨bermittlungsschicht abgesetzt werden. In drei Zeilen HTML-Code
wird ein entsprechendes Request-Objekt konstruiert, mit einer bestimmten Update-Distanz
konfiguriert und an das globale Objekt PosTrans u¨bergeben. Der Position Update Re-
quest wird dann im Hintergrund u¨ber den TraX-Server an den TraX-Client der Zielper-
son u¨bermittelt und dort ausgewertet. Meldet der TraX-Client zu einem spa¨teren Zeitpunkt
ein Position Update an den Server, so wird dieses mittels Ajax an die HTML-Seite durch-
gereicht. Die lokale Ereignisbehandlungsroutine onPositionUpdate() stellt die Position
schließlich auf der Karte dar.
Listing 7.4: Die Ajax API von TraX in Kombination mit Google Maps
<html> <head>
<!−−Einbinden der Ajax API von TraX−−>
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<script type=”text / javascript ”
src=”http :// trax .mobile. ifi . lmu.de:8080/TraX/js / trax . js”></script>
<!−−Einbinden der Google Maps API−−>
<script type=”text / javascript ”
src=”http :// maps.google.com/maps?file=api&v=2&key=[nicht gezeigt]”></script>
<script>
<!−−Kartendefinition siehe Google Maps−−>
<!−−Abfrage einer Position am TraX−Server und Anzeige auf der Karte−−>
function pollPosition () {
PosTrans. pollPosition (document.getElementById(’p.mt ’). value , function (update ) {
draw(update.mt , ”mt” , update , true );
});
}
<!−−Hinzufuegen eines Position Update Request−−>
function addPURequest() {
var req = new PURequest();
req . distance = parseInt ( id (’ sdj . distance ’). value );
PosTrans.addPURequest(id(’sdj .mt ’). value , ”req 001” , req );
}
<!−−Definition der Callback−Funktion:
Anzeige eines Position Update auf der Karte−−>
TraX.attach ({
onPositionUpdate : function (mt , reqid , update ) {
draw(mt, ”mt” , update , true );
}});
</script> </head>
<body>
<!−−HTML−Textfelder zur Steuerung nicht gezeigt−−>
</body> </html>
Der Rest der HTML-Seite definiert einfache Textfelder zur Ansteuerung der genannten
Funktionen durch den Nutzer. Abbildung 7.9 zeigt einen Screenshot der Google Maps De-
mo um das Institutsgela¨nde in der Oettingenstr. 67 in Mu¨nchen. Die Positionen von vier
Zielpersonen sind sichtbar, wobei der Name der Person Axel in der typischen Google-Maps-
Sprechblase angezeigt wird. Weiterhin wird das Endgera¨t von Georg durch einen distanzba-
sierten Position Update Request mit 500-m-Update-Distanz verfolgt.
In der Google Maps Demo stellt die Ajax API also die Funktionen der Positionsu¨bermitt-
lungsschicht bereit, was sich auch gut nachvollziehen la¨sst, indem man den HTML-Code aus
Listing 7.4 mit Listings 7.1 und 7.2 vergleicht. Natu¨rlich lassen sich mit der Ajax API auch
die ho¨herwertigen Funktionen, zum Beispiel die der Nahbereichserkennung, in Web-Seiten
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Abbildung 7.9: Screenshot der Google Maps Demo
einbinden. Ein entsprechender Demonstrator wird gerade umgesetzt.
Buddy Tracker
Der Buddy Tracker entspricht dem bereits in Abschnitt 4.4.2 besprochenen Prototypen zur
Nahbereichs- und Trennungserkennung. Er ermo¨glicht es einem Mitglied einer Communi-
ty, sich fu¨r Nahbereichsereignisse zwischen ihm und anderen Community-Mitgliedern zur
registrieren. Tritt ein solches Ereignis ein, wird er zum Beispiel per Vibrationsalarm sei-
nes Endgera¨ts darauf hingewiesen. Abbildung 7.10 zeigt eine solche Alarm-Situation, bei
der dem Nutzer auch die aktuell zwischen beiden Endgera¨ten gemessene Distanz angezeigt
wird. In dem konkreten Versuch betrug die Nahbereichsdistanz 50 m und die Grenzlinien-
toleranz 20 m. Der gemessene Wert zeigt also ein korrektes Verhalten an.
Bei der Realisierung des Buddy Trackers sollte vor allem die einfache Benutzbarkeit der
TraX-API getestet werden. Zu diesem Zweck entwickelten mehrere Gruppen von jeweils
zwei Studenten an einem ¨Ubungsnachmittag des Praktikums Mobile und Verteilte Systeme
eigensta¨ndig eine entsprechende Anwendung, wozu ihnen die J2ME API von TraX bereit-
gestellt wurde. Nachdem die API die Komplexita¨t der Nahbereichserkennung verschattet,
konnten sich die Studenten voll auf die Programmierung der graphischen Nutzerschnittstel-
le konzentrieren. Es zeigte sich, dass fast jede Zweiergruppe das gesteckte Ziel innerhalb
weniger Stunden erreichte, so dass noch genu¨gend Zeit zum gegenseitigen Tracking im
Englischen Garten blieb. Die API schien also ihren Zweck zu erfu¨llen. Die bei den Tests
gesammelten Erfahrungen wurden bereits in Abschnitt 4.4.2 dokumentiert.
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Abbildung 7.10: Screenshot des Buddy Trackers
7.4 Zusammenfassung
Die TraX-Plattform stellt LBS-Anwendungen eine Art Baukastensystem zur Verfu¨gung, mit
dem sich insbesondere proaktive Mehrpersonen-LBSs sehr einfach realisieren lassen. Die
Flexibilita¨t von TraX ergibt sich durch die Identifikation verschiedener funktionaler Schich-
ten (Positionsu¨bermittlungs-, paarweise und allgemeine Relationsschicht). Die Mo¨glichkei-
ten, die die vorliegende Schichtenaufteilung bietet, wurden bereits anhand der Erkennung
von Cliquen in Kapitel 5 angedeutet. Zu betonen ist jedoch, dass sich durch die beschriebene
Aufteilung eine Vielfalt verwandter Probleme lo¨sen lassen (k na¨chste Nachbarn, Erkennung
von geometrischen Formen ...). Ein vergleichbarer Ansatz der Schichtenorganisation wurde
in der Literatur bislang nicht beschrieben.
Bei der Architekturkonzeption war außerdem wichtig, den Zugriff auf die Funktionen von
TraX (TraX-APIs) klar von denen zur Ortung der Zielpersonen und zur Realisierung der
Position-Update-Methoden (TraX-Client/TraX-Server) zu trennen. Dieser modulare Ansatz
erlaubt die Kombination verschiedenster Technologien und Plattformen, von denen mehrere
implementiert und praktisch getestet wurden. Auch wurden die bereitgestellten TraX-APIs
bereits erfolgreich von Dritten (Studenten) erprobt.
8 Zusammenfassung und Ausblick
Die Dissertation hat das Thema Community-Dienste unter dem neuen Blickwinkel des Orts-
bezugs behandelt. Durch die Spezialisierung auf das so genannte Position Management
wurden grundlegende Probleme identifiziert, die bei der Integration von Ortsinformationen
in Community-Dienste auftreten. Die entwickelten Lo¨sungen sind generisch gehalten und
daher auf ein weites Feld denkbarer Community-Dienste anwendbar. Beispiele sind neu-
artige MoSoSo-Anwendungen, die proaktiv arbeiten, Friend-Finder-Dienste sowie Mobile-
Gaming-Anwendungen. Aber auch serio¨sere Anwendungen im Bereich CSCW und Logistik
sind denkbar.
Ein Merkmal dieser Arbeit ist, dass, wie es der technischen Informatik entspricht, zuna¨chst
auf rein technische Problemstellungen eingegangen wird (begrenzte Luftschnittstelle, be-
grenzte Batterie- und Rechenressourcen auf dem Endgera¨t, Skalierbarkeit des Servers usw.).
Trotz der experimentell nachgewiesenen Effizienz der entwickelten Lo¨sungen werden diese
jedoch nicht nur unter einem algorithmischen Blickwinkel behandelt. Vielmehr misst die
Arbeit organisatorischen und sozialen Aspekten eine erho¨hte Bedeutung zu, die bei der Er-
bringung eines LBCS hervortreten. Beispiele sind das vorliegende LBS-Rollenmodell, die
LBS-Klassifikation sowie die Betrachtungen zu den LBS-Wertscho¨pfungsketten aus Kapi-
tel 2. Durch die stete ¨Uberpru¨fung algorithmischer Lo¨sungen an solchen organisatorischen
Modellen wird der Arbeit hoffentlich eine hohes Maß an praktischer Relevanz zuteil.
Als erstes wurden proaktive Mehrpersonen-LBCSs behandelt, die besondere Herausfor-
derungen an das Tracking von Zielpersonen stellen. Fu¨r den dabei zentralen Mechanismus
der proaktiven Nahbereichs- und Trennungserkennung wurden eine Palette eigener Strate-
gien entwickelt und diese sowohl simulativ als auch anhand von Prototypen miteinander
verglichen. Ferner wurde ein gleichzeitig sehr effizienter und flexibler Mechanismus zur
Erkennung von Cliquen beschrieben. Anhand des Zusammenspiels von Nahbereichs- und
Trennungserkennung und der Erkennung von Cliquen wurde schließlich eine funktionale
Schichtung entwickelt, die die einfache Lo¨sung anderer wichtiger Probleme in Aussicht
stellt und somit einen wichtigen Ausgangspunkt fu¨r weitere Arbeiten auf dem Gebiet dar-
stellt.
Das zweite behandelte Thema war der Datenschutz, der sowohl auf einer rein technischen
Ebene (Anonymisierung vor Intermedia¨ren) als auch auf einer nutzerfokussierten Ebene
(einfache und sozial akzeptable Autorisierung von Nutzern) behandelt wurde. Wa¨hrend die
praktische Tragfa¨higkeit der dazu entwickelten Konzepte sich noch zeigen muss, liegt ein
wichtiger Beitrag bereits in der Herausarbeitung der entsprechenden Problemstellungen und
der darauf basierenden Diskussion bestehender Ansa¨tze.
Die in dieser Arbeit entwickelten Konzepte wurden innerhalb der TraX-Plattform prak-
tisch umgesetzt und erprobt. Dabei wurde Wert auf den modularen Aufbau der TraX-Kom-
ponenten gelegt, so dass verschiedenste Hard- und Software-Plattformen flexibel kombi-
nierbar sind. Auch wurde darauf geachtet, dass die Funktionen von TraX mo¨glichst einfach
in bestehende Dienste integriert werden ko¨nnen. Die dafu¨r vorgesehenen TraX-APIs, mit
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deren Hilfe sich die Realisierung komplexer Funktionen wie der Nahbereichs- und Tren-
nungserkennung vor dem LBCS verschatten la¨sst, sind bereits fu¨r eine Reihe verschiedener
Plattformen verfu¨gbar.
Ein Beispiel fu¨r die Anwendbarkeit von TraX ist auch das vom Lehrstuhl ausgerichtete
Praktikum Mobile Gaming. Basierend auf TraX wurde hier schon zweimal, jeweils wa¨hrend
einer vierta¨gigen Blockveranstaltung mit sechs Studenten, eine lauffa¨higes, ortsbezogenes
Mehrbenutzerspiel entwickelt. Das erste auf diese Weise entwickelte Spiel, das den Namen
VsGolf tra¨gt, wird in [163] beschrieben. Mit diesem Praktikum ist nicht zuletzt also auch
der Transfer von Konzepten aus der Forschung (TraX) in die Lehre gelungen.
Im Folgenden wird eine Auswahl zuku¨nftiger Arbeiten pra¨sentiert.
8.1 Integration endgera¨tunterstu¨tzter
Ortungsverfahren
Die in dieser Arbeit entwickelten Strategien fu¨r proaktive Mehrpersonen-LBCSs basieren
auf den in Abschnitt 2.4 beschriebenen Position-Update-Methoden. Diese u¨bermitteln die
durch endgera¨tbasierte Verfahren wie GPS berechneten Positionen nur bei Bedarf an den
Location Server und sparen so Ressourcen ein.
Innerhalb von Geba¨uden ist jedoch kein GPS verfu¨gbar, weshalb dort oft Location Finger-
printing zur Anwendung kommt. Location Fingerprinting wurde bislang sowohl fu¨r 802.11
Netze als auch fu¨r GSM vorgeschlagen, vergleiche [32; 132]. Anhand einer Datenbank ge-
messener Signalsta¨rkemuster umliegender Basisstationen (den Fingerprints), die im Vorhin-
ein in verschiedenen Bereichen eines Geba¨udes aufgenommen wurden, kann die aktuelle
Position eines mobilen Endgera¨ts abgescha¨tzt werden. Die aktuellen Messungen empfange-
ner Signalsta¨rken (RSS) des Endgera¨ts werden dazu mit den Eintra¨gen in der Datenbank ab-
geglichen. Weil die Speicherung und Pflege der Datenbank auf mobilen Endgera¨ten schwie-
rig ist, wird fu¨r Location Fingerprinting meist ein endgera¨tunterstu¨tzer Ansatz gewa¨hlt. An-
stelle geographischer Positionen u¨bermittelt das Gera¨t hierbei die aktuellen RSS-Messungen
an den Server, welcher dann die Position des Gera¨ts abscha¨tzt.
Wie zonenbasiertes Updating auf solche Systeme u¨bertragen werden kann, wird genauer
in [87] beschrieben. Prinzipiell transformiert der Location Server hierbei geographische Zo-
nen in eine RSS-basierte Darstellung und u¨bermittelt sie dem Endgera¨t. Dieses vergleicht
dann stets aktuelle RSS-Messungen mit dieser Konfiguration und meldet die Werte dem Ser-
ver nur dann, wenn die Zone betreten oder verlassen wurde. Anstelle einer geographischen
Update-Zone wird diese also in einer RSS-basierten Darstellung u¨bertragen. Ausgehend
von diesem Basismechanismus la¨sst sich die Nahbereichs- und Trennungserkennung auch
innerhalb von Geba¨uden realisieren. Die DCC-Strategie wird hierzu auf die beschriebenen
RSS-Zonen angewendet und gleichzeitig fu¨r topologische Distanzen angepasst.
Wa¨hrend also bezu¨glich einer effizienten Positionsu¨bermittlung fu¨r Location-Fingerprin-
ting-Systeme bereits entsprechende fortfu¨hrende Arbeiten bestehen, bieten auch noch an-
dere endgera¨tunterstu¨tzte Verfahren Raum fu¨r Verbesserungen. Sehr interessant sind in die-
ser Hinsicht Verfahren, die Pfadverlustmodelle zur Positionsbestimmung nutzen, vergleiche
[112].
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8.2 Effiziente Steuerung des GPS-Empfa¨ngers
Ein weiteres wichtiges Thema, bei dem wiederum von GPS bzw. Galileo als (endgera¨t-
basiertes) Ortungsverfahren ausgegangen wird, ist die effiziente Ansteuerung des GPS-
Empfa¨ngers auf dem Endgera¨t. In Bezug auf das Erkennen des Betretens oder Verlassens
von Update-Zonen bzw. des ¨Uberschreitens der Update-Distanz bei distanzbasiertem Upda-
ting entsteht na¨mlich folgendes Problem. Um eine mo¨glichst hohe zeitliche Genauigkeit der
Erkennung zu gewa¨hrleisten, mu¨sste sich GPS quasi im Dauerbetrieb befinden, was aller-
dings zu einem nicht vertretbaren Energieverbrauch auf dem Endgera¨t fu¨hrt.
Ein mo¨gliches Ziel weiterer Arbeiten ist es also, das Betreten und Verlassen von Update-
Zonen weiterhin mit hoher zeitlicher und ra¨umlicher Auflo¨sung zu erkennen, aber das GPS-
Gera¨t dabei so lange wie mo¨glich ausgeschaltet zu lassen. Ein Ansatzpunkt wa¨re die Ein-
beziehung umliegender 802.11 Access Points: Man nehme an, dass anhand der aktuell ge-
messenen Position errechnet werden kann, dass zum Betreten bzw. Verlassen der na¨chst-
gelegenen Update-Zone noch eine Mindestdistanz d zuru¨ckzulegen ist. Stellt das Endgera¨t
nun fest, dass mindestens einer der Access Points, die schon bei der letzten Positionsbe-
stimmung in Funkreichweite waren, immer noch sichtbar ist, so kann der GPS-Empfa¨nger
ausgeschaltet bleiben. Dies gilt natu¨rlich nur, wenn d gro¨ßer ist als die maximal anzuneh-
mende Sendereichweite eines Access Point. Natu¨rlich sind weitere Verfahren denkbar, die
zum Beispiel gemessene Signalsta¨rken, mehrere Access Points oder auch Informationen aus
dem GSM-Netz mit einbeziehen.
8.3 Weitere Funktionen proaktiver
Mehrpersonen-LBCSs
Abschnitt 7.2 wird an dieser Stelle nur kurz zusammengefasst. Anhand der entwickelten
TraX-Architektur wurde dort beschrieben, wie sich weitere Funktionen, die von proaktiven
Mehrpersonen-LBCSs beno¨tigt werden, mo¨glicherweise relativ leicht lo¨sen lassen. Fu¨r die
paarweise Relationsschicht sind Algorithmen denkbar, die proaktiv erkennen, wenn sich die
ra¨umliche Lagerichtung (Peilung) zweier Zielobjekte um einen bestimmten Wert vera¨ndert.
Solche Informationen sind fu¨r eine Reihe von Anwendungsszenarien interessant. Unter ih-
nen sind die Verfolgung eines Objekts durch ein anderes und das Erkennen bestimmter
geometrischer Figuren, zum Beispiel bei der Koordination von Rettungskra¨ften eines Ka-
tastropheneinsatzes. Das Erkennen solcher Figuren fa¨llt wiederum in das Aufgabengebiet
der allgemeinen Relationsschicht, fu¨r die auch noch weitere Funktionen denkbar sind. Ein
Beispiel ist die proaktive ¨Uberwachung der k na¨chsten Nachbarn einer Zielperson, zum
Beispiel um mobilen Nutzern stets sortierte Listen nahe gelegener Buddies vorzuhalten.
8.4 Unterstu¨tzung neuartiger Nutzerschnittstellen
Ein Thema, das in dieser Arbeit nicht explizit behandelt wurde, ist die Bereitstellung ge-
eigneter Nutzerschnittstellen fu¨r LBSs. Dies beinhaltet zum Beispiel die Darstellung von
Kartenmaterial auf dem mobilen Endgera¨t. Auch ortsbezogene Anfragen seitens des Nut-
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zers werden zum Teil basierend auf Karten formuliert, wozu neue und mo¨glichst einfache
Arten der Interaktion erforscht werden mu¨ssen.
Eine im mobilen Umfeld besonders viel versprechende Eingabemodalita¨t ist die natu¨rliche
Sprache. Die in der Computerlinguistik entwickelten Verfahren der Spracherkennung (Au-
tomatic Speech Recognition und Language Understanding) und Sprachgenerierung (Lan-
guage Generation) [114] sind schon auf heutigen mobilen Endgera¨ten praktisch umsetzbar.
Eine besondere Herausforderung in diesem Gebiet ist die Unterstu¨tzung proaktiver Dienste,
bei denen das Endgera¨t, durch ra¨umliche Ereignisse angestoßen, den Nutzer automatisch
anspricht. Mehr zu diesem Thema la¨sst sich aus [123; 124] erfahren, wo auch die prakti-
sche Implementierung eines proaktiven, sprachbasierten Touristenfu¨hrers auf einem mobi-
len Endgera¨t beschrieben wird.
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