In this paper, a novel inversion method is proposed to recover the sharp boundary of blocky targets buried beneath the seabed with conductivities different from that of the background environment. This method is implemented by combining the Laplacian-of-Gaussian (LoG) function with minimum gradient support (MGS) regularization. A two-stage inversion strategy is introduced to obtain stable and sharp boundary inversion results. We first use the LoG operator in 3D space to obtain the profile of the target and then switch to LoG-MGS coupled regularized inversion to obtain the sharp boundary of the target. It is crucial to choose an appropriate regularization parameter adjustment strategy. We use a bounded function to adjust the regularization parameters during the inversion, which can balance the observation information and the a priori information in a reasonable interval. Theoretical analysis and numerical simulations are conducted and the recovered results demonstrate that the proposed inversion method has a better performance in recovering blocky targets than canonical regularization terms.
I. INTRODUCTION
In the context of undersea exploration, such as submarine optical fiber imaging and dangerous object detection beneath the seabed, it is important to recover the 3D image of the target. Currently, various undersea target imaging technologies have been proposed, such as acoustic-, gravity-, electric-and magnetic-based imaging methods [1] - [3] . However, the acoustic-based imaging method is usually applicable in the seawater environment or imaging the target on the seabed [4] . Gravity-based imaging is feasible for large areas, but it has difficulty recovering small targets [5] . The magnetic technology is not suitable for some nonmagnetic targets, such as insulators or aluminum alloys materials. Electrical field inversion technology originating from geophysical methods, has been widely applied in medicine, hydrology and underwater engineering and can be used to detect or recover targets with different conductivities [1] , [6] , [7] .
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The problem of recovering targets using electric field inversion technology is also known in the literature as a nonlinear ill-posed problem. Currently, the most widely used inversion method is the Tikhonov regularization method, which consists of a data misfit term and a model misfit term, yielding a well-posed function. By minimizing the Tikhonov function, one can obtain an approximate solution [8] . For the Tikhonov regularization method, the data misfit term is responsible for fitting the observed data with predicted data for a given model, and the model misfit term is related to the structural characteristics of the model, which is also called the regularization term. The regularization term contains a priori information about the basic properties of the targets in the inversion, which means that the regularization term has a significant influence on the inversion result [9] . Thus, various regularization terms are provided for different types of models. The minimum gradient norm (MGN) regularization term and the minimum norm of the Laplacian operator, which is also called the smoothest model (SM), have been successfully used in many inversion schemes developed for geophysical VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ data interpretation and image reconstruction [10] - [13] . The MGN and SM regularization methods produce smooth models, which in many practical situations fail to properly reconstruct the real blocky structures. Moreover, they can also result in spurious oscillations when the inversion model is discontinuous in certain areas [11] . In many publications, regularized inversion algorithms based on new families are proposed to reconstruct blocky targets with sharp boundaries [14] - [18] . In Rudin's work [19] , the total variation (TV) method for recovering noisy, blurred images is introduced, which is essentially the absolute value of the gradient. However, the TV regularization method is not differentiable at zero, restricting its application. To overcome this drawback, Acar and Vogel propose the modified-TV model [20] by introducing a small number. However, both the TV and modified-TV methods still try to ''smooth'' the real image, though these ''smoothness'' are much weaker than that of MGN and SM [11] . In Zhdanov's work, the minimum support (MS) and minimum gradient support (MGS) regularization methods are successfully implemented in geophysical inverse problems for mineral exploration [21] , [22] . The MS and MGS are quasi L 0 -norm-type regularization methods, which means that they are often not convex, resulting in several local extrema and complicating the minimization of the Tikhonov parametric function [21] . Zhao proposed an exponential function-based regularization method that avoids selecting the focusing factor, which yields a performance similar to that of MS regularization [9] . Hybrid methods combining different L p -norms have been investigated in various publications, which can adopt their advantages and avoid their shortcomings. Sun proposed the Ekblom norm and L 2norm hybrid methods to reconstruct the model with blocky and smooth features [16] . As seen above, the profile recovery of blocky targets continues to be challenging in both theory and practice.
To further improve the reconstruction of a blocky target beneath the seabed, we propose a two-stage inversion method based on the 3D LoG function and the MGS model. In this paper, we first give the general forward model of the potential distribution for a given model's conductivity and excitation sources based on Possion's equation. The Gauss-Newton algorithm is introduced to solve the non-linear ill-posed problem, and the iterative reweighed least squares (IRLS) technique is applied for simplicity. For the first stage of the inversion, we introduce the LoG edge operator in 3D space to reduce the data misfit term to a threshold close to 1; moreover, it could provide a reasonable profile of the target. For the second inversion stage, we minimize the MGS regularization term and keep the data misfit term close to the desired threshold. The LoG function is also applied in the second stage to stabilize the inversion procedure. The bounded function tanh(x) is applied to improve regularization parameter adjustment, the decay feature of which can provide fast and stable inversion results. Two numerical simulation examples are carried out to validate the effectiveness of the proposed inversion method.
II. THEORY A. THE FORWARD MODEL
For static electric surveying, the general forward problem can be solved by Possion's equation with appropriate boundary conditions. The continuous electric potential distribution φ in region can be expressed as:
where ∇· is the divergence operator and ∇ is the gradient operator. σ is the conductivity of the medium. In practical applications, the source f is the injection current from the dipole. In this work, the partial differential equation (1) is solved using an established 3D finite volume method (FVM) algorithm [7] . By meshing the calculation region, (1) in matrix notation is given as:
where q is the excitation source vector, which is the discretized form of f , containing the information of the position and injection current magnitude of the dipole. A(σ ) is defined as the forward model that relates to the given conductivity σ . It can be expressed by using the divergence matrix and the gradient:
S(σ ) is a diagonal matrix containing the conductivity values. The discretized potential distribution u can be obtained by solving the linear system (2) . However, in the inversion process, we obtain the voltages d only from the subset of u using a projection matrix Q. Thus, the observed data d can be expressed as:
The inverse problem is posed as finding the minimum of the misfit term, which is defined as:
where m is the model parameter, which is the natural logarithm of the medium conductivity, yielding m= ln(σ ). d (m) is a function of the model parameters m, which gives the misfit between the measured data from electrode probes d obs and the predicted data d from the forward model. For underwater enviorments, the measured data d obs contains noise, which is approximately normally distributed with zero-mean [23]- [25] . d(m) is the predicted data based on a given model m. W d denotes the data weighting, which is a diagonal matrix and defined as:
where N d is the number of measurement channels or the element number of d. σ n k represents the standard deviation of the noise of the kth channel [26] . However, solving (5) involves a nonlinear ill-posed problem, resulting in unstable and non-unique inversion results. It is possible for several different models to fit the observed data with the same accuracy. One common mathematical approach to overcome this difficulty is to use an appropriate regularization method, which holds part of the feature or prior information of the model. In the regularized inverse problem, (5) can be rewritten as: 
where ∇ 2 is the Laplacian operator. For the numerical evaluation of different operators, we simply approximate them by introducing a matrix W m . Thus, for MGN, MGS and modified-TV regularizations, W m is adopted to approximate the first-order differential operator ∇; for SM regularization, W m acts as the second-order differential operator ∇ 2 ; and for MM and MS regularizations, W m is an identity matrix. The MS and MGS are functions whose values change in the interval [0, 1]. In many works, it is noted that the inversion results strongly rely on ε. Thus, researchers try to find ways to select ε to obtain better inversion results [27] - [29] . For example, Last & Kubik suggest that ε 2 should a sufficiently small value and be on the order of the machine precision [14] . Ajo-Franklin suggests fixing ε at a reasonable value determined by experience [30] . 
C. THE LOG CONVOLUTION KERNEL-BASED REGULARIZATION ITEM IN 3D SPACE
The LoG operator is a famous second-order differential operator that is commonly used in image edge detection [31] .
The LoG operator has a center-surrounded profile that is symmetrically sensitive to intensity changes across all orientations, and it is different from MGN and SM, which are only sensitive to the x, y and z directions. This paper is the first attempt to introduce a simple LoG operator to construct the regularization term. The principle is that the model is first smoothed by the Gaussian function, which provides the correlation between the current point and its neighborhood, as shown in Figure 1 , and then using the Laplacian operator to find the edge of this model. Thus, the LoG operator can smooth homogeneous regions and enhance the edge information at the same time [32] , [33] . Let G (x, y, z; σ l ) be the 3D Gaussian function (kernel) with the following general form:
where x, y and z are the coordinates of the kernel center. The coefficient σ l is the standard derivation. The LoG operator can be represented by
and when the model parameter m is operated on by the LoG operator L, we have X m (x, y, z)
and V is the volume of each cell, which means that X m (x, y, z) is determined by N layer cells, which surround the cell at the center position (x, y, z). In (15) , the error between the real LoG operator and its approximation L will decrease with increasing N . However, increasing N also results in a higher calculation burden. To balance the contradictions, it is suggested that N take a value of 1, 3 or 5. Now, the LoG convolution kernel-based regularization term in 3D space is obtained:
where X m = X m 1 X m 2 X m 3 · · · T , which can also be expressed in matrix form:
D. THE GAUSS-NEWTON METHOD
We use the Gauss-Newton algorithm to obtain the minimizer of (7) . To give a clear expression, we derive the Gauss-Newton algorithm based on Sun's work [16] . Suppose we get the solution denoted by m at the last iteration, and the predicted data corresponding to the model is d. For the next iteration, the update function can be expressed as follows:
where m is the update vector for the next iteration. J is the Jacobian matrix, ∂d(m) ∂m . We can obtain the decomposition expression of J based on Pidlisecky's work [7] :
where R is the partial derivative average resistivity of two adjacent cells. The element of R can be written as:
and
where v = x, y, z and v is the volume element length along the x, y or z direction. All matrices in (19) are spares, except A −1 . One can implicitly calculate the sensitivity matrix J by using a series of matrix-vector products. We then take the derivative with respect to m and obtain the following:
where
In this paper, we use the iterative reweighed least squares technique to approximate the L p -norm regularization term by solving a series of locally convex least-squares problems [16] , [34] . Thus, we have
where R m is a diagonal matrix, whose diagonal elements are determined by the model m. By substituting (23) and (24) into (25) and (26), respectively, the Gauss-Newton update is derived:
where H d is the approximation to the Hessian of d , which can be written as:
g d is the gradient of d , which can be expressed as:
H m is written as:
and g m can be expressed as:
For the MGN, SM and LoG regularization terms, we have R m = 2, and for modified-TV regularization term, we have
For the MS and MGS regularizations, the following can be derived:
One can acquire a model update vector m by solving (27) . We then have the following:
where m i+1 is the new model, m i is the model of the previous iteration, and α is a line search parameter based on the Armijo rule [35] . In practical calculations, J, H m and H are very large, dense matrices, which require much storage due to the computational burden when obtaining their explicit expressions. An efficient approach to overcome this difficulty is to implicitly form the matrices proposed by [7] .
E. THE LOG-MGS INVERSION STRATEGY
To obtain a stable inversion result with a sharp boundary, we propose the LoG-MGS inversion strategy. The LoG regularization term is used to stabilize the inversion procedure, and MGS tends to give an equal penalty weight when the element values X m are much larger than the threshold ε, which could enhance the sharp boundary when the physical properties are quite different.
In the first step in this inversion strategy, our goal is to find the minimum of the unconstrained optimization problem using the LoG operator. The inversion process will stop when the data misfit term gets close to 1; that is, d = * d ≈ 1. This step determines the majority areas of the anomalous body, but the inversion image is fuzzy. Thus, to obtain an inversion image with a sharp boundary, for the second stage, we find the minimum of the LoG-MGS regularization term on the isosurface of d = * d , which poses the inversion as a constrained optimization problem:
where 0 and β 0 represent the MGS regularization term and its regularization parameter, respectively. 2 and β 2 are the LoG regularization term and its regularization parameter, respectively. We can solve the upper term of (35) with the Gauss-Newton method:
where H 0 and g 0 are the quasi-Hessian and gradient of the MGS regularization, respectively. H 2 , g 2 are the quasi-Hessian and gradient of the LoG operator, respectively. We note that (36) is an unconstrained optimization problem. The bottom term of (35) can be expressed as a Taylor series, which is written as:
where O( m 2 ) is the second-order infinitesimal, and we have
For a strict constraint, (38) can be satisfied when taking:
By substituting (39) into (36), we can obtain:
We obtain the coupled LoG-MGS inversion update under constraint conditions by solving (40) .
F. THE REGULARIZATION PARAMETERS
The regularization parameters in (7) and (35) are used to balance the effect of the data misfit and regularization terms during minimization. However, overregularization may not fit the given data, while underregularization may result in data errors. Thus, the selection of regularization parameters is crucial, as the solution is completely dominated by contributions from the data misfit and model misfit terms. The L-curve criteria and generalized cross-validation (GCV) have been applied for many inverse problems [17] , [36] , [37] . However, they will result in a large computational burden when choosing the regularization parameter for nonlinear problems [7] . Utsugi suggests that to obtain an optimal solution for a specified regularization parameter, it is computationally efficient to iteratively compute the solutions for a decreasing sequence β that starts with a high value and is successively decreased until d ≈ * d . This procedure can force a change in β by a few orders of magnitude. Once an appropriate β has been found, the model update is accepted and used for the next iteration cycle. However, Utsugi does not give the step size or the change rate for β. Moreover, this kind of β-search requires times matrix inverse in one iteration, yielding a large calculational burden [17] .
According to Guitton, it is suggested to set the data misfit term d and the regularization term β m to the same magnitude [38] . We also note that d is a large value at the beginning of the inversion, while the initial model misfit term m is close to zero in this paper. At the end of the inversion, d approaches 1, and the model misfit term would be a value much larger than zero. Thus, the regularization parameter β should decay in a satisfied upper-lower bound to yield a proper tradeoff between the data misfit and the model misfit terms. In this study, we opt for a cooling strategy based on the tanh (·) function, inspired by Utsugi's work. The tanh (·)based regularization parameter adjustment strategy takes the form
where i represents the ith iteration, resulting in exponential term decays from 0 to −2η when i takes value from 1 to +∞. κ represents the position of the zero point of the function tanh (·) and χ controls the decay rate of tanh (·). β * is the initial regularization parameter. To set the data misfit and the regularization term at the same magnitude, β * takes a value close to 10 2η end m , which can guarantee the final regularization term value being close to 1, here end m is the regularization value of the last iteration. However, it is impossible to obtain end m and β * before the end of the inversion. Fortunately, in this paper, our goal is to reconstruct a target (e.g., petroleum pipeline and unexploded ordnance) with sharp boundary buried under the seabed. For this restriction, many parameters are known: the conductivity of sea, seabed and the target buried depth interval. These physical limitations help us and the algorithm to select suitable parameter β * according to experiences. Figure 2 gives the performance of the regularization parameter β β * with different adjusting factors.
It can be seen from Figure 2 that increasing χ would reduce the decay rate, which could increase the algorithm's stability; increasing κ can shift the curve to the right. η determines the upper-lower bound on orders of magnitude that β β * can reach. The proposed method provides a suboptimal procedure that guarantees the data misfit and regularization terms have the same magnitude during the inversion. We will discuss the effect of the regularization parameter on the inversion solutions in the following section.
In Zhang's work, it is noted that the threshold ε in MGS regularization strongly influences the inversion results [39] . If a large ε value is used, a penalty nearly proportional to the model gradient is applied, and the regularization will not lead to the desired blocky solution. On the contrary, if ε is too small, m approaches the constant N m (the element number of vector m), resulting in an oscillating solution since it does not matter if the model gradient is large or small as long as it is not zero [40] . It is suggested that ε takes a value approximately one-tenth of the model gradient. To obtain a better model profile in the second stage of inversion, we test the ε in the interval
where m 1 is the inversion result from the first stage.
In the second stage, the regularization term β 0 0 dominates the inversion process, providing a sharp boundary. However, if we focus only on minimizing MGS term, the constraint condition in (35) cannot always be satisfied because the second-order infinitesimal O( m 2 ) would introduce minor increments to the data misfit term during the iteration, which may slightly increase d . To reduce the effect of O( m 2 ) on the data misfit term, the LoG regularization term is introduced to stabilize the inversion. Furthermore, if the data misfit term still increases and exceeds the desired threshold, the inversion procedure should switch to solve (36) as the iteration result. Usually, for the first iteration of the inversion, the MGS term β * 0 takes value in the interval 10 2 0 (m 1 ) , 10 4 0 (m 1 ) , while the LoG term β * 2 usually takes a value in the interval 10 −1 2 (m 1 ) , 10 1 2 (m 1 ) . During the inversion, the regularization parameters would decay based on (41), gradually reducing their weights.
The general outline for the coupled LoG-MGS inversion procedure is summarized as follows:
Step 1 Generate the LoG difference matrix based on the LoG convolution kernel, and initialize the regularization parameters β * , η, κ and χ based on experience.
Step 2 Update the regularization parameters β based on (41), the quasi-Hessian matrices H d , H m and the gradient matrices g d , g m .
Step 3 Solve (27), and update the inversion model.
Step 4 Go to Step 2 until the stop condition is satisfied, and output the inversion result m 1 .
Step 5 Calculate the initial regularization parameters β * 0 , β * 2 and ε based on the output result m 1 from Step 4. Set the decay rate parameters η 0 , κ 0 , χ 0 , η 2 , κ 2 and χ 2 . Set the data misfit threshold * t .
Step 6 Calculate the data misfit d . If d ≤ * t , solve (40), otherwise solve (36) , and update the inversion model.
Step 7 Go to Step 6 until satisfying the stop condition, and output the final inversion result.
In this section, to obtain a sharp boundary inversion result, we propose a coupled LoG-MGS inversion method with two stages, which considers both the stability of the solution and model's sharp features. Numerical simulations are constructed to demonstrate the capabilities of the proposed method.
III. NUMERICAL EXAMPLES A. MODEL TEST I 1) SIMULATION MODEL SETUP
In this section, we present a simulation model to analyze the performance of the proposed coupled LoG-MGS inversion method. The goal is to reconstruct a wedged object with a high conductivity of 0.4S/m. The ambient conductivity is 0.02S/m, which is close to the conductivity of the seabed. The conductivity of seawater is 3.5S/m. The entire model space for this experiment has a size of 15 meters along the x-axis, 15 meters along y-axis, and 15 meters along z-axis, which is discretized into 27000 cells. Each cell is the same size: 0.5 × 0.5 × 0.5 m 3 .
For data acquisition, we set 182 electrodes floating above the seabed; 169 of the electrodes compose a 13 × 13 receiver array, one additional electrode is set as the voltage reference, and the remaining electrodes compose six source dipoles. The data acquisition array provides a total of 540 data points for the entire survey. Figure 3 is the schematic outlining the field scenario. The synthetic data are created using the forward modeling algorithm described above. The observed voltage data for inversion are obtained by solving the FVM forward model. Uncorrelated Gaussian noise with a standard deviation equal to 1% of the data values is added to the voltage data.
2) THE FIRST INVERSION STAGE
In this simulation example, the bottom of the anomaly body is placed 6 meters beneath the seabed, which occupies 224 cells. We investigate the performance of the LoG operator with different control factors σ l when N = 5. We set the regularization parameter β * = 100, η = 2, κ = 20 and χ = 10, according to the experience. Figure 4 shows the inversion results of different regularization terms: MGN, SM and LoG. The left column gives the data misfit d , the model misfit β m and the total misfit ; the center column are the inversion results on the line at different depths [0, 0, z]; the right column gives the inversion results of the side view on the plane (x, 0, z)m, and the red curve indicates the profile of the true model. Table 1 also shows the data recovery root mean square (RMS) and model recovery RMS of different regularization terms. The model recovery RMS is defined as follows: where m true represents the true model. The data recovery RMS is defined as follows:
where N d is the element number of vector d. d true denotes the real measured data without noise.
In this section, we compare the MGN, SM and LoG regulations. From Figure 4 , the MGN, SM and LoG regularization terms successfully provide reasonable results in which the profile of the target is detected. In the left column of Figure 4 , we can notice that the regularization terms can ''pull'' the data misfit from a large number down to approximately 1. Figure 4 (c) shows that the MGN regularization provides the result with an obvious artefact on the bottom left of the true model. Moreover, the estimated target profile shows a relatively large deviation from the real profile. We can see from Table 1 that the model recovery RMS of the MGN regularization term is the largest compared with the SM and LoG regularization terms, although the data recovery RMS is the smallest. As shown in Figure 4 (f), the SM regularization term gives an oval and fuzzy contour, with which is difficult to determine the shape of the target. Two inconspicuous fake solutions occur beneath the real target. We can see that the LoG regularization could provide a more accurate estimation of the target both in terms of the conductivity magnitude and the position compared with the MGN and SM regularizations, as shown in Figure 4 (i) . Moreover, the LoG operator also provides the smallest model recovery RMS among the regularization terms in Table 1 . The inversion result m 1 obtained by LoG regularization will be the initial model for the second inversion stage in the next subsection.
The σ l of the LoG regularization term has a significant influence on the inversion results, which is shown in Figure 5 . However, all the data misfits can converge to approximately 1, and the data recovery RMSs are similar, as shown in Table 2 . We can see from Figure 5 (c) that the fake resolution tends to be obviously obtained when σ l = 0.2, and the model recovery RMS is larger than the RMS when σ l = 0.65. In Figure 5 (e) and (f), a much larger σ l also introduces a negative influence on estimating the conductivity magnitude, for which the result becomes unstable. We can conclude that the control factor σ l influences the inversion result; it is suggested that this parameter take a value close to 0.65. For the first stage, the LoG regularization term can ''pull'' the data misfit close to 1 and provides a satisfactory profile of the target.
3) THE SECOND INVERSION STAGE
The inversion result m 1 from the first stage is used as the initial model in the second stage. For the second stage, we focus on enhancing the target boundary. Thus, the MGS regularization term plays the major factor of inversion, while the LoG regularization term act only as a ''fine adjustment knob''. We have the initial data misfit * d = 1.4 and the maximum LoG value X * 2 = max W LoG m (m 1 − m ref ) = 1.5. Then, we set the decay parameters of the MGS regularization term to η 0 = 1, κ 0 = 20 and χ 0 = 10 and set the decay parameters of the LoG regularization term to η 2 = 2, κ 2 = 20 and χ 2 = 10.
To analyze the performance of detecting the boundary, we investigate the effect of the regularization terms with different regularization parameters β * 0 and β * 2 , which is shown in Figure 6 . β * 0 and 0 are the initial MGS regularization parameter and model misfit, respectively; β * model misfit, respectively. The figures on the left column of Figure 6 gives the data misfit d , the model misfits and the total misfit ; the center column are the inversion results on the line at different depths [0, 0, z]; the right column are the inversion results on plane (x, 0, z), and the yellow boxes are the profile of the true model. Table 3 shows the data recovery RMS and model recovery RMS for different initial regularization parameters.
From the right column of Figure 6 , we notice that the LoG-MGS regularization term can eliminate the fake solution in the first stage, and the target boundary is sharpened. However, in Figure 6 (a), the data misfit d will gradually increase without the restriction of the LoG regularization term because the second-order infinitesimal O( m 2 ) makes the error accumulate during the iteration. The estimation of the conductivity magnitude also deviates from the real value.
From Figure 6 (d), (g) and (j), the data misfit still converges close to 1 at the end of the iteration when the LoG regularization term is introduced, though the data misfit deviates from 1 at the early stage of the inversion. Increasing the weight of the LoG regularization term would have a negative effect on the inversion result. Figure 6 (i) shows that the transition region of conductivity from background to high conductivity increases, resulting in the fuzzy edge of the target. We can see from Figure 6 (f) that there is little fluctuation in the data misfit d during the inversion, which yields a more accurate profile, and the ladder characteristic is clear. As shown in Figure 6 (l), the ladder characteristic of the target vanished, which indicates that increasing the weight of the MGS regularization term would not improve the inversion result. As shown in Table 3 , the model recovery RMS is the largest when β * 0 increases to 1. Thus, we can conclude that the LoG regularization term plays an important role in adjusting the data misfit, which cannot be ignored. As a ''fine adjustment knob'', the initial weight β 2 * 2 should be three orders of magnitude less than β 0 * 0 , and it is suggested that β 2 * 2 be less than 1. Then, the effect of ε on the inversion is investigated when β * 0 = 0.01 and β * 2 = 2. Figure 7 shows the inversion image on the plane [x, 0, z] with different ε values, where the black boxes indicate the profile of the target. on the line [0, y, −7.5] to illustrate the influence of ε on the boundary recovery, and the corresponding data recovery RMS and model recovery RMS are provided in Table 4 . In Figure 7 and Figure 8 , we find that the selection of ε has a significant influence on the inversion results. Too small ε value yields a fuzzy boundary for the bottom of the target shown in Figure 7 (a) and a relatively large model recovery RMS in Table 4 . Moreover, from Figure 8 , we know that the inversion edge along the y direction (green curve) deviates from the true model. The MGS regularization provides reasonable inversion results with a sharp boundary, introduce a negative effect on the inversion, as illustrated in Figure 7 (c) and (d) . The conductivity at the bottom of the target is not accurate, and the boundary is not sharp. Thus, it is suggested that ε take a value in the interval 0.1X * 2 , 0.2X * 2 . The comparisons with the canonical sharpening modified-TV and MS regularization terms are shown in Figure 9 , where the right column is the inversion results on the plane (x, 0, z), the yellow boxes are the profile of the true model, and the left column is the inversion results on the line [0, 0, z]. From Figure 9 (a) and (b), we notice that the modified-TV regularization can sharpen the boundary and eliminate the fake solution in the top area of the target. However, compared with the MGS regularization term (see Figure 6 (f)), the modified-TV regularization term provides an unclear transition region from the target to the background at the bottom and also attains a relatively large conductivity deviation from the true model. In Figure 9 (d) , the MS regularization term yields a model with a sharp edge, which is similar to the results with the MGS regularization term. However, the MS regularization shows less ability to estimate the fake solution compared with the MGS regularization term. Moreover, the MS regularization term tends to overestimate the conductivity of the target; Figure 9 (c) shows that the maximum value of the estimated conductivity is much larger than the true model. Thus, the MGS regularization shows more advantages over the modified-TV and MS regularization terms in recovering the sharp boundary of the target and the conductivity.
B. MODEL TEST II
We present a simulation model to test the proposed method in reconstructing a more complex object. A curving pipeline with a low conductivity of 0.002S/m is buried at 2.4 meters beneath the seabed, as shown in Figure 10 . The conductivity of the seawater and the seabed are the same as MODEL TEST I. The entire model space for this experiment has a size of 16 meters along the x and y directions, and 4.8 meters along the z direction, which is discretized into 37500 cells. Each cell is the same size: 0.32 × 0.32 × 0.32 m 3 . The synthetic voltage data are created using the FVM forward model and the Uncorrelated Gaussian noise with a standard deviation equal to 1% of the data values is added to the voltage data.
We investigate the performance of the LoG operator with different control factors σ l . We set the regularization parameter β * = 100, η = 2, κ = 20 and χ = 10, according to the experience. We compare the MGN, SM inversion with the LoG regularization as shown in Figure 11 where the green curve indicates the profile of the true model. Table 5 shows the data recovery RMS and model recovery RMS of different regularization terms. Figure 11 shows that the MGN, SM and LoG regularization terms provide fuzzy contour of the target and all the data misfit d converges close to 1 from Table 5 . Compared with the MGN and SM regularization terms, the LoG regularization (σ l = 0.65) shows a more obvious target profile with the smallest model recovery RMS 0.235 as shown in Table 5 . From Figure 11 (a) ∼ (c), we note that the factor σ l has a significant influence on the inversion images. For the undersea target inversion application, the inversion image is stable when the factor σ l takes value close to 0.65, too small value yields an indistinguishable image (e.g. Figure 11 (d) ) and too large value yields an unstable inversion result (e.g. Figure 11 (f) ). Then, we use the inversion result m 1 obtained by LoG regularization (when σ l = 0.65) as the initial model for the second inversion stage.
