Even though the brain is microscopically heterogeneous, the majority of currently used quantitative MRI methods in brain research employ idealized models to describe specific structures. Multidimensional relaxation-diffusion correlation (REDCO) is an assumption-free method that measures how water is distributed within the tissue. REDCO had never been used in clinical applications because of the large amount of data it requires. Here we apply the concept of marginal distributions constrained optimization (MADCO) to REDCO-MRI experiments. Using this approach data requirements are vastly reduced, making REDCO-MRI a clinically feasible imaging technique to infer the underlying microstructure, number of compartments, and possibly their function.
Purpose
The majority of currently used quantitative MRI methods in brain research employ idealized models to describe specific structures and regions (e.g., axons in white matter are modeled as impermeable cylinders). However, the brain is microscopically heterogeneous. A typical brain volume contains different components, such as axons, glia, myelin, dendrites, and soma, and a mixture of extracellular matrix molecules, neurofilaments, etc. The high level of complexity and variability of brain tissue requires rethinking the use of parametric model-based methods. A promising alternative is to use an assumption-free method to study material samples, such as those used in NMR petrophysics applications: multi-dimensional relaxation-diffusion correlation (REDCO). This approach can be used to measure how water is distributed within the tissue, and from it, one can infer the underlying microstructure, number of compartments, their volume fraction and possibly their function. The number of exchange processes can all be quantified, without imposing any a priori assumptions. REDCO can be based on any number of MR contrasts, but typically the relaxation times and , and the diffusivity are used with a 2D acquisition (Fig. 1A) and analysis framework. Combined with MRI, these distributions could provide maps of different neuronal components, possibly allowing for the observation of neuroplasticity at the sub-cellular level. The reason REDCO had never been used in clinical applications, however, is the large amount of data it requires, leading to impractical MRI scan times. Recently, a strategy was introduced that used the marginal 1D distributions of the desired 2D function as equality constraints to stabilize and reduce the number of required acquisitions. Here we apply the concept of marginal distributions constrained optimization (MADCO) to multidimensional MRI experiments.
Methods
Although the method is equally applicable to other types of multi-dimensional experiments, we chose to demonstrate it on apolyvinylpyrrolidone (PVP) water solution phantom. Doped water and PVP were used to create a three-peak MRI phantom. Two purified water samples with 0.18mM and 0.5mM gadopentetate dimeglumine were prepared, along with a 20% w/v PVP water solution sample. The corresponding relaxation times and diffusivities are measured separately for each sample (referred to as Ground Truth, Fig. 3A) . MRI data were acquired on a 7T Bruker wide-bore vertical magnet with an inversion recovery DW EPI 1 1
file:///Users/dan/Downloads/0845.htm[4/29/17 9:37:31 PM] sequence (details in Fig. 2 ). Formeasurements, for a given recovery time the fully recovered data are subtracted from the data, and the signal attenuation can be expressed as:
In this work we suggest a simple way to stabilize the estimation of in Eq. 1, while significantly reducing the number of required acquisitions and improving accuracy, by constraining the solution according to the following relations:
These marginal distributions can be separately estimated from 1D experiments, which require an order of magnitude less data than a conventional 2D acquisition (Fig. 1B) .
Results and Discussion
The performance of MADCO was determined and compared with the conventional method. 2D distributions and their 1D projections obtained from MADCO and conventional analyses of the signal using 64 and 1480 acquisitions, respectively, are shown in Figs. 3B-C. Purposely oversampled, the full acquisition scan time was h. As shown, thedistribution estimated with the conventional method was far from accurate, even when the full data set was used (Fig. 3C) . Conversely, applying the proposed method led to very good agreement with the ground truth distribution (Fig. 3B) , even when using only 4% of the full data set (64 acquisitions). With the current experimental parameters 64 acquisitions corresponded to 90min in scan time. Although this is a phantom study, we intentionally used an IR-DWI-EPI pulse sequence, which can be used in in vivo preclinical and clinical studies. The repetition time in this study could have been reduced from 10s to the widely used range in in vivo applications of 3s, resulting in a total acquisition time of 30min. Further acceleration can be achieved by using a version of the Look-Locker acquisition.
Conclusion
The potential impact of this work is directed towards preclinical and clinical applications, where it would allow a comprehensive investigation of compartments and their exchange in a practicable time frame by using the MADCO method in conjunction with a variety of 2D MRI experiments. Currently invisible compartments and inaccessible biological processes that may be implicated in neuroplasticity and learning, in normal and abnormal development, and following disease or neurodegenerative conditions and injury. Furthermore, our work may be extended beyond 2D to higher dimensions since the main limitation of experimental time is now relaxed. Figures Figure 1 : Illustration of the (A) conventional and (B) MADCO experimental design schemes used to obtain a 2D correlation function.Instead of sampling the entire experimental parameters space and directly estimate the 2D distribution, using MADCO would only require sampling along and axes (i.e., 1D data), complemented with a small number of acquisitions in the 2D space. The 2D reconstruction would then have two steps: (1) estimate and from the 1D data, and then (2) use these 1D spectra to constrain the estimation of from the remaining 2D data. 
