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Abstract
Sorted L-One Penalized Estimation (SLOPE, [10]) is a relatively new convex optimization
procedure which allows for adaptive selection of regressors under sparse high dimensional de-
signs. Here we extend the idea of SLOPE to deal with the situation when one aims at selecting
whole groups of explanatory variables instead of single regressors. This approach is particularly
useful when variables in the same group are strongly correlated and thus true predictors are
difficult to distinguish from their correlated ”neighbors”’. We formulate the respective convex
optimization problem, gSLOPE (group SLOPE), and propose an efficient algorithm for its so-
lution. We also define a notion of the group false discovery rate (gFDR) and provide a choice
of the sequence of tuning parameters for gSLOPE so that gFDR is provably controlled at a
prespecified level if the groups of variables are orthogonal to each other. Moreover, we prove
that the resulting procedure adapts to unknown sparsity and is asymptotically minimax with
respect to the estimation of the proportions of variance of the response variable explained by
regressors from different groups. We also provide a method for the choice of the regularizing
sequence when variables in different groups are not orthogonal but statistically independent
and illustrate its good properties with computer simulations.
1 Introduction
Consider the classical multiple regression model of the form
y = Xβ + z, (1.1)
where y is the n dimensional vector of values of the response variable, X is the n by p experiment
(design) matrix and z ∼ N (0, σ2In). We assume that y and X are known, while β is unknown.
In many cases of data mining the purpose of the statistical analysis is to recover the support of β,
which identifies the set of important regressors. Here, the true support corresponds to truly relevant
variables (i.e. variables which have impact on observations). Common procedures to solve this
model selection problem rely on minimization of some objective function consisting of the weighted
sum of two components: first term responsible for the goodness of fit and second term penalizing
the model complexity. Among such procedures one can mention classical model selection criteria
like the Akaike Information Criterion (AIC) [3] and the Bayesian Information Criterion (BIC) [17],
where the penalty depends on the number of variables included in the model, or LASSO [21], where
the penalty depends on the ℓ1 norm of regression coefficients. The main advantage of LASSO over
classical model selection criteria is that it is a convex optimization problem and, as such, it can be
easily solved even for very large design matrices.
LASSO solution is obtained by solving the optimization problem
arg min
b
{
1
2
∥∥y −Xb∥∥2 + λL‖b‖1}, (1.2)
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where λL is a tuning parameter defining the trade-off between the model fit and the sparsity of
solution. In practical applications the selection of good λL might be very challenging. For example
it has been reported that in high dimensional settings the popular cross-validation typically leads
to detection of a large number of false regressors (see e.g. [10]). The general rule is that when
one reduces λL, then LASSO can identify more elements from the true support (true discoveries)
but at the same time it produces more false discoveries. In general the numbers of true and false
discoveries for a given λL depend on unknown properties on the data generating mechanism, like the
number of true regressors and the magnitude of their effects. A very similar problem occurs when
selecting thresholds for individual tests in the context of multiple testing. Here it was found that the
popular Benjamini-Hochberg rule (BH, [7]), aimed at control of the False Discovery Rate (FDR),
adapts to the unknown data generating mechanism and has some desirable optimality properties
under a variety of statistical settings (see e.g. [1, 8, 16, 12]). The main property of this rule is
that it relaxes the thresholds along the sequence of test statistics, sorted in the decreased order of
magnitude. Recently the same idea was used in a new generalization of LASSO, named SLOPE
(Sorted L-One Penalized Estimation, [9, 10]). Instead of the ℓ1 norm (as in LASSO case), the
method uses FDR control properties of Jλ norm, defined as follows; for sequence {λ}pi=1 satisfying
λ1 ≥ . . . ≥ λp ≥ 0 and b ∈ Rp, Jλ(b) :=
∑p
i=1 λi|b|(i), where |b|(1) ≥ . . . ≥ |b|(p) is the vector of
sorted absolute values of coordinates of b. SLOPE is the solution to a convex optimization problem
arg min
b
{
1
2
∥∥y −Xb∥∥2 + Jλ(b)}, (1.3)
which clearly reduces to LASSO for λ1 = . . . = λp =: λL. Similarly as in classical model selection,
the support of solution defines the subset of variables estimated as relevant. It was shown in [10] that
SLOPE is strongly connected with BH procedure under orthogonal case, i.e. when XTX = In. The
main theoretical result presented in [10] states that under such assumption, the sequence of tuning
parameters could be specifically selected, such that the FDR control is guaranteed. Moreover, in
[20] it is proved that SLOPE with this sequence of tuning parameters adapts to unknown sparsity
and is asymptotically minimax under orthogonal and random Gaussian designs.
In the sequence of examples presented in [9] and [10] it was shown that SLOPE has very desirable
properties in terms of FDR control in case when the regressor variables are weakly correlated. While
there exist other interesting approaches which allow to control FDR also under correlated designs
(e.g. [5]), the efforts to prevent detection of false regressors which are strongly correlated with
true ones inevitably lead to a huge loss of power. An alternative approach to deal with strongly
correlated predictors is to simply give up the idea of distinguishing between them and include
all of them into the selected model as a group. This leads to the problem of group selection in
linear regression, extensively investigated and applied in many fields of science. In many of these
applications the groups are selected not only due to the strong correlations but also taking into
account the problem specific scientific knowledge.
Probably the most known convex optimization method for selection of gropus of explanatory
variables is the group LASSO (gLASSO) [4]. For a fixed tuning parameter, λgL > 0, the gLASSO
estimate is most frequently (e.g. [23], [18]) defined as a solution to optimization problem
arg min
b
{
1
2
∥∥∥y − m∑
i=1
XIibIi
∥∥∥2
2
+ σλgL
m∑
i=1
√
|Ii|‖bIi‖2
}
, (1.4)
where the sets I1, . . . , Im form the partition of the set {1, . . . , p}, |Ii| denotes the number of elements
in set Ii, XIi is the submatrix of X composed of columns indexed by Ii and βIi is the restriction
of β to indices from Ii. The method introduced in this article is, however, closer to the alternative
version of gLASSO, in which penalties are imposed on ‖XIibIi‖2 rather than ‖bIi‖2. This method
was formulated in [19], where authors defined estimate of β as
βgL := arg min
b
{
1
2
∥∥∥y − m∑
i=1
XIibIi
∥∥∥2
2
+ σλgL
m∑
i=1
√
|Ii|‖XIibIi‖2
}
, (1.5)
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with the condition ‖XIiβgLIi ‖2 > 0 serving as a group relevance indicator.
Similarly as in the context of regular model selection, the properties of gLASSO strongly depend
on the smoothing parameter λgL, whose optimal value is the function of unknown parameters of
true data generating mechanism. Thus, a natural question arises if the idea of SLOPE can be
used for construction of the similar adaptive procedure for the group selection. To answer this
query in this paper we define and investigate the properties of the group SLOPE (gSLOPE). We
formulate the respective optimization problem and provide the algorithm for its solution. We also
define the notion of the group FDR (gFDR), and provide the theoretical choice of the sequence
of smoothing parameters, which guarantees that SLOPE controls gFDR in the situation when
variables in different groups are orthogonal to each other. Moreover, we prove that the resulting
procedure adapts to unknown sparsity and is asymptotically minimax with respect to the estimation
of the proportions of variance of the response variable explained by regressors from different groups.
Additionally, we provide the way of constructing the sequence of smoothing parameters under the
assumption that the regressors from distinct groups are independent and use computer simulation
to show that it allows to control gFDR.
2 Group SLOPE
2.1 Formulation of the optimization problem
Let the design matrix X belong to the space M(n, p) of matrices with n rows and p columns.
Furthermore, suppose that I = {I1, . . . , Im} is some partition of the set {1, . . . , p}, i.e. Ii’s are
nonempty sets, Ii ∩ Ij = ∅ for i 6= j and
⋃
Ii = {1, . . . , p}. We will consider the linear regression
model with m groups of the form
y =
m∑
i=1
XIiβIi + z, (2.1)
where XIi is the submatrix of X composed of columns indexed by Ii and βIi is the restriction of
β to indices from the set Ii. We will use notations l1, . . . , lm to refer to the ranks of submatrices
XI1 , . . . , XIm . To simplify notations in further part, we will assume that li > 0 (i.e. there is at
least one nonzero entry of XIi for all i). Besides this, X may be absolutely arbitrary matrix, in
particular any linear dependencies inside submatrices XIi are allowed.
In this article we will treat the value ‖XIiβIi‖2 as a measure of an impact of ith group on the
response and we will say that the group i is truly relevant if and only if ‖XIiβIi‖2 > 0. Thus our
task of the identification of the relevant groups is equivalent with finding the support of the vector
JβKX,I :=
(‖XI1βI1‖2, . . . , ‖XImβIm‖2)T.
To estimate the nonzero coefficients of JβKX,I , we will use a new penalized method, namely
group SLOPE (gSLOPE). For a given sequence of nonincreasing, nonnegative tuning parameters,
λ1, . . . , λm, given sequence of positive weights, w1, . . . , wm, and design matrix, X , the gSLOPE,
βgS, is defined as any solution to
βgS := arg min
b
{
1
2
∥∥∥y −Xb∥∥∥2
2
+ σJλ
(
W JbKX,I
)}
, (2.2)
where W is diagonal matrix defined by equations Wi,i := wi, for i = 1, . . . ,m. The estimate of
JβKX,I support is simply defined by the indices corresponding to nonzeros of Jβ
gSKX,I .
It is easy to see that when one considers p groups containing only one variable (i.e. single-groups
situation), then taking all weights equal to one reduces (2.2) to SLOPE (1.3). On the other hand,
taking wi =
√|Ii| and putting λ1 = . . . = λm =: λgL, immediately gives gLASSO problem (1.5)
with the smoothing parameter λgL. The gSLOPE could be therefore treated both: as the extension
to SLOPE, and the extension to group LASSO.
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Now, let us define p˜ = l1+ . . .+ lm and consider the following partition, I = {I1, . . . , Im}, of the
set {1, . . . , p˜}
I1 :=
{
1, . . . , l1
}
, I2 :=
{
l1 + 1, . . . , l1 + l2
}
, . . . , Im :=
{m−1∑
j=1
li + 1, . . . ,
m∑
j=1
li
}
. (2.3)
Observe that each XIi can be represented as XIi = UiRi, where Ui is any matrix with li orthogonal
columns of a unit l2 norm, whose span coincides with the space spanned by the columns of XIi , and
Ri is the corresponding matrix of a full row rank. Therefore, for the purpose of estimating the group
effects, we can reduce the design matrix X to the matrix X˜ ∈M(m, p˜) such that p˜ = l1 + . . .+ lm
and X˜Ii = Ui for all i.
Now observe that denoting cIi := RibIi for i ∈ {1, . . . ,m} we immediately obtain
Xb =
∑m
i=1XIibIi =
∑m
i=1 UiRibIi =
∑m
i=1 X˜IicIi = X˜c,(
JbKX,I
)
i
= ‖XIibIi‖2 = ‖RibIi‖2 = ‖cIi‖2
(2.4)
and the problem (2.2) can be equivalently presented in the form cgS := arg minc
{
1
2
∥∥y − X˜c∥∥2
2
+ σJλ
(
W JcKI
)}
cgS
Ii
:= Riβ
gS
Ii
, i = 1, . . . ,m
, (2.5)
for JcKI :=
(‖cI1‖2, . . . , ‖cIm‖2)T. Therefore to identify the relevant groups and estimate their group
effects it is enough to solve the optimization problem (2.5). We will say that (2.5) is the standardized
version of the problem (2.2).
Remark 2.1. At the time of finishing this article, we have been informed that the similar for-
mulation of the group SLOPE was proposed in an independent work of Alexej Gossmann et al.
[13]. However [13] considers only the case when the weights wi are equal to the square root of
the group size and penalties are imposed directly on ‖βIi‖2 rather than on group effects ‖XIiβIi‖2.
This makes the method of [13] dependent on scaling or rotations of variables in a given group. In
comparison to [13], who propose a Monte Carlo approach for estimating the regularizing sequence,
our article provides the choice of the smoothing parameters which provably allows for FDR control
in case where the regressors in different groups are orthogonal to each other and, according to our
simulation study, allows for FDR control where regressors in different groups are independent.
2.2 Group FDR
Group SLOPE is designed to select groups of variables, which might be very strongly correlated
within a group or even linearly dependent. In this context we do not intend to identify single impor-
tant predictors but rather want to point at the groups which contain at least one true regressor. To
theoretically investigate the properties of gSLOPE in this context we now introduce the respective
notion of group FDR (gFDR).
Definition 2.2. Consider model (2.1) with some design matrix X. Let βgS be an estimate given
by (2.2). We define two random variables: the number of all groups selected by gSLOPE (Rg) and
the number of groups falsely discovered by gSLOPE (Vg), as
Rg :=
∣∣{i : ‖XIiβgSIi ‖2 6= 0}∣∣, V g := ∣∣{i : ‖XIiβIi‖2 = 0, ‖XIiβgSIi ‖2 6= 0}∣∣.
Definition 2.3. We define the false discovery rate for groups (gFDR) as
gFDR := E
[
V g
max{Rg, 1}
]
. (2.6)
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Our goal is the identification of the regularizing sequence for SLOPE such that gFDR can be
controlled at any given level q ∈ (0, 1). In the next section we will provide such a sequence, which
provably controls gFDR in case when variables in different groups are orthogonal to each other.
In subsequent sections we will replace this condition with the weaker assumption of the stochastic
independence of regressors in different groups.
2.3 Control of gFDR when variables from different groups are orthogonal
In this section we will present the sequence of smoothing parameters λi for gSLOPE, which guar-
antees gFDR control at the assumed level if variables from different groups are orthogonal to each
other. Before the statement of the respective theorem, we will recall the definition of χ distribution
and define a scaled χ distribution.
Definition 2.4. We will say that a random variable X1 has a χ distribution with l degrees of
freedom, and write X1 ∼ χl, when X1 could be expressed as X1 =
√
X2, for X2 having a χ
2
distribution with l degrees of freedom. We will say that a random variable X1 has a scaled χ
distribution with l degrees of freedom and scale S, when X1 could be expressed as X1 = S ·X2, for
X2 having a χ distribution with l degrees of freedom. We will use the notation X1 ∼ Sχl.
Theorem 2.5 (gFDR control under orthogonal case). Consider model (2.1) with the design matrix
X satisfying XTIiXIj = 0, for any i 6= j. Denote the number of zero coefficients in JβKX,I by m0
and let w1, . . . , wm be positive numbers. Moreover,
• let W be diagonal matrix such as Wi,i = wi, for i = 1, . . . ,m,
• for each i denote by li the rank of submatrix XIi ,
• define λ = (λ1, . . . , λm)T, with λi := max
j=1,...,m
{
1
wj
F−1χ
lj
(
1− q·im
)}
, where Fχ
lj
is a cumulative
distribution function of χ distribution with lj degrees of freedom,
Then any solution, βgS, to problem gSLOPE (2.2) generates the same vector JβgSKX,I and it holds
gFDR = E
[
V g
max{Rg, 1}
]
≤ q · m0
m
.
Proof. We will start with the standardized version of the gSLOPE problem, given by (2.5). Based
on results discussed in Appendix B, we can consider problem c
∗ = arg min
c
{
1
2
∑m
i=1
(‖y˜Ii‖2 − w−1i ci)2 + Jσλ(c)}
‖XIiβgSIi ‖2 = c∗i
(
wi‖y˜Ii‖2
)−1
y˜Ii, i = 1, . . . ,m
(2.7)
as an equivalent formulation of (2.5) and work with the model y˜ ∼ N (β˜, σIp˜), with y˜ = X˜T y and
β˜Ii = RiβIi . The uniqueness of Jβ
gSKX,I follows simply from the uniqueness of c
∗ in (2.7). Define
random variables R :=
∣∣{i : c∗i 6= 0}∣∣ and V := ∣∣{i : ‖β˜Ii‖2 = 0, c∗i 6= 0}∣∣. Clearly, then Rg = R
and V g = V . Consequently, it is enough to show that
E
[
V
max{R, 1}
]
≤ q · m0
m
.
Without loss of generality we can assume that groups I1, . . . , Im0 are truly irrelevant, which gives
‖β˜I1‖2 = . . . = ‖β˜Im0‖2 = 0 and ‖β˜Ij‖2 > 0 for j > m0. Suppose now that r, i are some fixed indices
from {1, . . . ,m}. From definition of λr
λr ≥ 1
wi
F−1χli
(
1− qr
m
)
=⇒ 1− Fχli (λrwi) ≤
qr
m
. (2.8)
5
Since σ−1‖y˜Ii‖2 ∼ χli , for i ≤ m0 we have
P
(
w−1i ‖y˜Ii‖2 ≥ σλr
)
= P
(
σ−1‖y˜Ii‖2 ≥ λrwi
)
= 1− Fχli (λrwi) ≤
qr
m
. (2.9)
Now, denote by R˜i the number of nonzero coefficients in SLOPE estimate of (2.7) after reducing
sample by excluding i variable, as it was described in the statement of C.7. Thanks to lemmas C.6
and C.7, we immediately get{
Jy˜KI : c
∗
i 6= 0 and R = r
} ⊂ {Jy˜KI : w−1i ‖y˜Ii‖2 > σλr and R˜i = r − 1}, (2.10)
which together with (2.10) and (2.9) raises
P(c∗i 6= 0 and R = r) ≤ P
(
w−1i ‖y˜Ii‖2 > σλr and R˜i = r − 1
)
=
P
(
w−1i ‖y˜Ii‖2 > σλr
)
P
(
R˜i = r − 1
)
≤
qr
m
P
(
R˜i = r − 1
)
.
(2.11)
Therefore
E
[
V
max{R, 1}
]
=
m∑
r=1
E
[
V
r
1{R=r}
]
=
m∑
r=1
1
r
E
[
m0∑
i=1
1{c∗i 6=0}
1{R=r}
]
=
m∑
r=1
1
r
m0∑
i=1
P (c∗i 6= 0 and R = r) ≤
m0∑
i=1
q
m
m∑
r=1
P
(
R˜i = r − 1) = qm0
m
,
(2.12)
which finishes the proof. 
In further part of this article, we will use the term basic lambdas and use the notation λmax to
refer to the sequence of tuning parameters defined in Theorem 2.5. Figure 1(a) illustrates the gFDR
achieved by gSLOPE with design matrix X = Ip (hence the rank of i group, li, coincides with its
size) and for the sequence λmax. In simulation we have fixed 5 groups sizes from the set {3, 4, 5, 6, 7},
and for each size 200 groups were considered, which gave p = n = 5000 and m = 1000. Signal sizes
were generated such that
(
JβKX,I
)
i
= a
√
li for truly relevant groups, which were randomly chosen in
each iteration. Parameter a was selected to satisfy the condition 1m
∑m
i=1 a
√
li =
1
m
∑m
i=1 B(m, li),
where B(mi, l) is defined in (E.4). It could be observed, that the selected tuning parameters are
rather conservative, i.e. the achieved gFDR is significantly lower than assumed. This suggests, that
penalties (dictated by lambdas) could be slightly decreased, such as the method gets more power
and still achieves the gFDR below the assumed level. Returning to the proof of Theorem 2.5, we
can see that the crucial property of sequence {λi}mr=1 is that 1 − Fχli (λrwi) ≤
qr
m for each i. The
possible relaxation of this condition is to assume only that
m∑
i=1
(
1− Fw−1
i
χ
li
(λr)
)
≤ qr. (2.13)
Under equal weights and equal li’s assumption, the above conditions are equivalent. In general
case, however, the second approach (with the inequality replaced by equality) produces smaller
penalties compared to tuning parameters given by Theorem 2.5. Most often, such a change results
in improving power (and increasing gFDR at the same time). Replacing the inequality in (2.13) by
equality yields the following strategy of choosing relaxed λ sequence (denoted by λmean)
λmeanr := F
−1
(
1− qr
m
)
for F (x) :=
1
m
m∑
i=1
Fw−1
i
χ
li
(x), r ∈ {1, . . . ,m}, (2.14)
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Figure 1: Orthogonal situation with various sizes of groups. For each target gFDR level and true support
size, 300 iterations were performed, bars correspond to ±2SE. Here, black straight lines are given by
q · ((m− k)/m), for k being true support size. Weights were defined as wi := √li.
where Fw−1
i
χ
li
is the cumulative distribution function of scaled chi distribution with li degrees of
freedom and scale S = w−1i . In Figure 1b we present estimated gFDR, for tuning parameters given
by (2.14). The results suggest that with relaxed version of tuning parameters, we can still achieve
the gFDR control while essentially improving the power of gSLOPE. Such a strategy could be
especially important in situation, when differences between the smallest and the largest quantiles
(among distributions w−1i χli) are relatively large. When this is the case, the gSLOPE with lambdas
given by Theorem 2.5 in orthogonal situation could be considered as too conservative.
Up until this point, we have only considered the testing properties of gSLOPE. Though orig-
inally proposed to control the FDR, surprisingly, SLOPE enjoys appealing estimation proper-
ties as well [20]. It thus would be desirable to extend this link between testing and estima-
tion for gSLOPE. In measuring the deviation of an estimator from the ground truth β, as ear-
lier, we focus on the group level instead of an individual. Accordingly, here we aim to estimate
JβKX,I :=
(‖XI1βI1‖2, . . . , ‖XImβIm‖2)T or Jβ˜KI := (‖β˜I1‖2, . . . , ‖β˜Im‖2)T, equivalently. For illus-
tration purpose, we employ the setting described as follows. Imagine that we have a sequences
of problems with the number of groups m growing to infinity: the design X is orthonormal at
groups level; ranks of submatrices XIi , li, are bounded, that is, max li ≤ l for some constant integer
l; denoting by k ≥ 1 the sparsity level (that is, the number of relevant groups), we assume the
asymptotic k/m→ 0. Now we state our minimax theorem, where we write a ∼ b if a/b→ 1 in the
asymptotic limit, and ‖JβKX,I‖0 denotes the number of nonzero entries of JβKX,I . The proof makes
use of the same techniques for proving Theorem 1.1 in [20] and is deferred to the Appendix.
Theorem 2.6. Fix any constant q ∈ (0, 1), let wi = 1 and λi = F−1χl (1 − qi/m) for i = 1, . . . ,m.
Under the preceding conditions, gSLOPE is asymptotically minimax over the nearly black object{
β :
∥∥JβKX,I∥∥0 ≤ k}, i.e.,
sup
‖JβKX,I‖0≤k
E
(∥∥∥JβgSKX,I − JβKX,I∥∥∥2
2
)
∼ inf
β̂
sup
‖JβKX,I‖0≤k
E
(∥∥∥Jβ̂KX,I − JβKX,I∥∥∥2
2
)
,
where the infimum is taken over all measurable estimators β̂(y,X).
Notably, in this theorem the choice of λi does not assume the knowledge of sparsity level. Or
putting it differently, in stark contrast to gLASSO, gSLOPE is adaptive to a range of sparsity
in achieving the exact minimaxity. Combining Theorems 2.5 and 2.6, we see the remarkable link
between FDR control and minimax estimation also applies to gSLOPE [1, 20]. While it is out of the
scope of this paper, it is of great interest to extend this minimax result to general design matrices.
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2.4 The impact of chosen weights
In this subsection we will discuss the influence of chosen weights, {wi}mi=1, on results. Let I =
{I1, . . . , Im} be given division into groups and l1, . . . , lm be ranks of submatrices XIi . Assume the
orthogonality at groups level, i.e. that it holds XTIiXIj = 0, for i 6= j, and suppose that σ = 1. The
support of JβKX,I coincides with the support of vector c
∗ defined in (2.7), namely
c∗ = arg min
c
1
2
∥∥∥Jy˜KI −W−1c∥∥∥2
2
+ Jλ(c), (2.15)
whereW−1 is diagonal matrix with positive numbers w−11 , . . . , w
−1
m on diagonal. Suppose now, that
c∗ has exactly r nonzero coefficients. From Corollary C.4, these indices are given by {π(1), . . . , π(r)},
where π is permutation which orders W−1Jy˜KI. Hence, the order of realizations
{
w−1i ‖y˜Ii‖2
}m
i=1
decides about the subset of groups labeled by gSLOPE as relevant. Suppose that groups Ii and
Ij are truly relevant, i.e ‖β˜Ii‖2 > 0 and ‖β˜Ij‖2 > 0. If we want to achieve the situation in which
subset of truly discovered groups is not significantly affected by li, we should choose weights such
as w−1i ‖y˜Ii‖2 and w−1j ‖y˜Ij‖2 are ”comparable”. One sensible strategy is to look at this issue from
the side of expected values. The distributions of ‖y˜Ii‖2 and ‖y˜Ij‖2 are noncentral χ distributions,
with li and lj degrees of freedom, and the noncentrality parameters equal to ‖β˜Ii‖2 and ‖β˜Ij‖2,
respectively. Now, the expected value of the noncentral χ distribution could be well approximated
by the square root of the expected value of the noncentral χ2 distribution, which gives
E
(
w−1i ‖y˜Ii‖2
) ≈ w−1i √E(‖y˜Ii‖22) = w−1i √li + ‖β˜Ii‖22.
Therefore, roughly speaking, truly relevant groups Ii and Ij are treated as comparable, when
it occurs li/w
2
i + ‖β˜Ii‖22/w2i ≈ lj/w2j + ‖β˜Ij‖22/w2j . This gives us the intuition about the behavior
of gSLOPE with the choice wi =
√
li for each i: gSLOPE treats two truly relevant groups as
comparable, if groups effect sizes satisfy the condition
(
JβKX,I
)
i
/
(
JβKX,I
)
j
≈ √li/
√
lj . The derived
condition could be recast as ‖XIiβIi‖22/li ≈ ‖XIjβIj‖22/lj. This gives a nice interpretation: with
the choice wi :=
√
li, under orthogonality at groups level and with linear independence of columns
inside groups, gSLOPE treats two groups as comparable, when these groups have similar squared
effect group sizes per coefficient. One possible idealistic situation, when such a property occurs,
is when all truly relevant variables have the same impact on the response and were divided into
groups containing either all truly relevant or all truly irrelavant regressors.
In Figure 2 (results for previously described simulations performed for orthogonal situation and
various groups sizes) we see that when the condition
(
JβKX,I
)
i
/
(
JβKX,I
)
j
=
√
li/
√
lj is met, the
fractions of groups with different sizes in the selected truly relevant groups (STRG) are approx-
imately equal. To investigate the impact of selected weights on the set of discovered groups, we
performed simulations with different settings, namely we used wi = 1 and wi = li (without changing
other parameters). With the first choice, larger groups are penalized less than before, while the
second choice yields the opposite situation. This is reflected in the proportion of each groups in
STRG (Figure 2). The values of gFDR are very similar under all choices of weights. Consequently,
we are equipped in the entire family of settings, according to the rule: fix weights to induce the
comparability in the domain of group effect strengths for different group sizes, and select lambdas
to control gFDR for given weights.
2.5 Near-orthogonal situation
In this section we will deal with the case in which the columns in the design matrix are only ”almost
orthogonal”, which could be valid for real-world applications. To simulate such a situation we will
assume that n by p design matrix is a realization of the random matrix with independent entries
drawn from the normal distribution, N (0, 1n), so as the expected value of XTi Xj is equal to 1 for
8
0 50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
Number of relevant groups
Fr
a
ct
io
n
Fraction of 3−el. groups in STRG
Fraction of 4−el. groups in STRG
Fraction of 5−el. groups in STRG
Fraction of 6−el. groups in STRG
Fraction of 7−el. groups in STRG
(a) Structure of STRG, wi :=
√
li
0 50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
Number of relevant groups
Fr
a
ct
io
n
(b) Structure of STRG, wi := 1
0 50 100 150 200 250
0.
0
0.
1
0.
2
0.
3
0.
4
Number of relevant groups
Fr
a
ct
io
n
(c) Structure of STRG, wi := li
Figure 2: Fraction of each group sizes in STRG. Beyond the weights, this simulation was conducted with
the same setting as in experiments summarized in Figure 3 for λmean. In particular, for truly relevant
groups i and j, it occurs
(
JβKX,I
)
i
/
(
JβKX,I
)
j
=
√
li/
√
lj .
i = j, and equal to 0 otherwise. The main objective is to derive the lambda sequence, which could
be applied to achieve gFDR control under assumption that the JβKX,I is sparse. In this subsection
we will confine ourselves only to the case l1 = . . . = lm := l, w1 = . . . = wm := w and when the
number of elements in each group is relatively small as compared to the number of observations
(l << n). For simplicity in this subsection we will fix σ = 1. In case when σ 6= 1, the proposed
sequence lambda should be multiplied by σ, as in expression (2.2).In the heuristic presented in this
subsection, we will use the notation A ≈ B, in order to express that with large probability the
differences between corresponding entries of matrices A and B are very small.
In situation when entries of X comes from N (0, 1n) distribution and sizes of groups are relatively
small, very good approximation of βgS could be obtained by βˆ, defined as
βˆ := arg min
b
{
1
2
∥∥∥y −Xb∥∥∥2
2
+ σJλ
(
W JbKI
)}
. (2.16)
Assume for simplicity that ‖βI1‖2 > . . . > ‖βIs‖2 > 0, ‖βIj‖2 = 0 for j > s, βˆ satisfies the same
conditions for some λ (this implies in particular, that true signals are relatively strong) and the
true model is sparse. Divide I into two families of sets Is := {I1, . . . , Is} and Ic := {Is+1, . . . , Im}.
To derive optimality condition for βˆ we will prove the following
Theorem 2.7. Let b ∈ Rp be such that ‖bI1‖2 > . . . > ‖bIs‖2 > 0, ‖bIj‖2 = 0 for j > s and denote
λc := (λs+1, . . . , λm)
T. If g ∈ ∂Jλ
(
wJbKI
)
, then it holds:{
gIi = wλi
bIi
‖bIi‖2
, i = 1, . . . , s
JgKIc ∈ Cwλc
, (2.17)
where the set Cλ (here with wλ
c instead of λ) is defined in appendix (F).
Proof. For b ∈ Rp define Jλ,I(b) := Jλ
(
JbKI
)
and put H :=
{
h ∈ Rp : ‖(b + h)I1‖2 > . . . >
‖(b + h)Is‖2, ‖(b + h)Is‖2 > ‖hIj‖2, j > s
}
. If g ∈ ∂Jλ,I(b), then for all h ∈ H from definition of
subgradient it holds
s∑
i=1
λi‖(b+ h)Ii‖2 +
m∑
i=s+1
λi
(
Jb + hKI
)
(i)
≥
s∑
i=1
λi‖bIi‖2 +
s∑
i=1
gTIihIi + (g
c)Thc, (2.18)
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for gc := (gTIs+1 , . . . , g
T
Im
)T and hc := (hTIs+1 , . . . , h
T
Im
)T. Define I˜ :=
{
I˜1, . . . , I˜m−s
}
, with set
I˜i :=
{
(i − 1) · l + 1, . . . , i · l}. Then JgcKI˜ = JgKIc . Consider first case, when h belongs to the set
Hc := {h ∈ H : hIi ≡ 0, i ≤ s}. This yields
m−s∑
i=1
λs+i
(
JhcKI˜
)
(i)
≥ (gc)Thc. (2.19)
Since {hc : h ∈ Hc} is open in Rl(m−s) and contains zero, from Corollary G.1 we have that
gc ∈ ∂Jλc,I˜(0) and the inequality (G.3) is true for any hc ∈ Rl(m−s) yielding
0 ≥ sup
hc
{
(gc)Thc − Jλc,I˜(hc)
}
= J∗
λc,I˜
(gc) =
{
0, JgcKI˜ ∈ Cλc
∞, otherwise , (2.20)
see Proposition F.1. This result immediately gives condition JgcKI˜ ∈ Cλc , which is equivalent with
JgKIc ∈ Cλc . To find conditions for gIi with i ≤ s, define sets Hi := {h ∈ H : hIj ≡ 0, j 6= i}. For
h ∈ Hi, (G.2) reduces to λi‖bIi + hIi‖2 ≥ λi‖bIi‖2 + gTIihIi . Since the set {hIi : h ∈ Hi} is open in
R
l and contains zero, from Corollary G.1 we have gIi ∈ ∂fi(bIi) for fi : Rl −→ R, fi(x) := λi‖x‖2.
Since fi is convex and differentiable in bIi , it holds gIi = λi
bIi
‖bIi‖2
, which finishes the proof. 
The above theorem allows to write the optimality condition for βˆ in form XTIi(y −Xβˆ) = wλi
βˆIi
‖βˆIi‖2
, i = 1, . . . , s
JXT(y −Xβˆ)KIc ∈ Cwλc
. (2.21)
Since XTIiXIi ≈ Il, for i ≤ s we get XTIi
(
y −X\Ii βˆ\Ii
)
≈ βˆIi
(
1 + wλi
‖βˆIi‖2
)
, where X\Ii is matrix X
without columns from Ii and βˆ\Ii denotes vector βˆ with removed coefficients indexed by Ii. This
means that, for i = 1, . . . , s, vector vIi := X
T
Ii
(
y −X\Ii βˆ\Ii
)
is approximately collinear with βˆIi .
Since 1 + wλi
‖βˆIi‖2
> 0, we have
vIi
‖vIi‖2
≈ βˆIi
‖βˆIi‖2
. This yields βˆIi ≈
(
1− wλi‖vIi‖2
)
vIi and consequently
‖βˆIi‖2 ≈
∣∣∣‖vIi‖2 − wλi∣∣∣. Therefore (2.21) can be written as{ ∣∣∣‖vIi‖2 − wλi∣∣∣ ≈ ‖βˆIi‖2, i = 1, . . . , s
JvKIc ∈ Cwλc
, (2.22)
for v := (vTI1 , . . . , v
T
Im
)T.
The task now is to select λi’s such that condition JvKIc ∈ Cwλc regulates the rate of false
discoveries. Denote IS :=
⋃s
i=1 Ii. Putting y = XISβIS + z, we obtain
vIi = X
T
IiXIS (βIS − βˆIS ) +XTIiz, (2.23)
for i > s (irrelevant groups). Under orthogonal design this expression reduces only to the term
XTIiz, and in such situation ‖vIi‖2 has χ distribution with l degrees of freedom which was used
in subsection B to define the sequence λ. In the considered near-orthogonal situation, the term
XTIiXIS (βIS − βˆIS ) should be also taken into account. Two following assumptions will be important
to derive the appropriate approximation of vIi distribution:
• the distribution of vIi could be well approximated by multivariate normal distribution,
• for relatively strong effects it occurs βˆIi
‖βˆIi‖2
≈ βIi‖βIi‖2 for i = 1, . . . , s.
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The first assumption is justified when one works with large data scenario, based on the Central
Limit Theorem. In discussion concerning the second assumption it is important to clarify the effect
of penalty imposed on entire groups. The magnitudes of coefficients in βˆIi , for truly relevant group
i, are generally significantly smaller than in βIi . This, a so-called shrinking effect, is typical for
penalized methods. It turns out, however, that under assumed conditions estimates of coefficients
of nonzero βIi are pulled to zero proportionally and after normalizing, βˆIi and βIi are comparable.
From the upper equation in (2.21), we have that XTIS (XISβIS −XIS βˆIS ) +XTISz ≈ wHλ,β , for
Hλ,β :=
(
λ1
βTI1
‖βI1‖2
, . . . , λs
βTIs
‖βIs‖2
)T
, (2.24)
which givesXTIiXIS (βIS−βˆIS ) ≈ XTIiXIS (XTISXIS )−1(wHλ,β−XTISz). Combining the last expression
with (2.23) yields
vIi ≈ XTIiXIS (XTISXIS )−1
(
wHλ,β −XTISz
)
+XTIiz. (2.25)
To determine the parameters of multivariate normal distribution, which best describes the distribu-
tion of vIi , we will derive the exact values of the mean and the covariance matrix of the distribution
of the right-hand side expression in (2.25) for i > s. Since Ii ∩ IS = ∅ and entries of X matrix are
randomized independently with N (0, 1n) distribution, the expected value of the random vector in
(2.25) is 0 and its covariance matrix is provided in the following theorem.
Theorem 2.8. The covariance matrix of vˆIi := X
T
Ii
XIS (X
T
IS
XIS )
−1
(
wHλ,β −XTISz
)
+XTIiz, for
i > s, is given by the formula
Cov(vˆIi ) =
(
n− ls
n
+ w2
‖λS‖22
n− ls− 1
)
Il,
where λS := (λ1, . . . , λs)
T.
Before proving Theorem 2.8, we will introduce two lemmas, proofs of which can be found in the
Appendix.
Lemma 2.9. Suppose that entries of a random matrix X ∈M(n, r), with r ≤ n, are independently
and identically distributed and have a normal distribution with zero mean. Then, there exists the
expected value of a random matrix AX = X(X
TX)−1XT and E (AX) =
r
nIn.
Lemma 2.10. Suppose that X ∈ M(n, r), with r + 1 < n, and entries of X are independent and
identically distributed, Xij ∼ N (0, 1/n) for all i and j. Then, there exists expected value of random
matrix, MX,λ := BXHλ,βH
T
λ,βB
T
X , for BX = X(X
TX)−1 and Hλ,β defined in (2.24). Moreover, it
holds E (MX) =
‖λS‖
2
2
n−r−1 In.
Proof of Theorem 2.8. We have vˆIi = ξX,z + ζX , for ξX,z := X
T
Ii
(In −AX) z, ζX := wXTIiBXHλ,β ,
AX := XIS (X
T
IS
XIS )
−1XTIS , BX := XIS (X
T
IS
XIS )
−1. Since E(ξX,zζ
T
X) = 0 and mean of vˆIi is equal
to 0, it holds Cov(vˆIi ) = Cov(ξX,z) + Cov(ζX). Now thanks to Lemma 2.9 and Lemma 2.10
Cov(ξX,z) = E
[
XTIi
(
In −AX
)
zzT
(
In −AX
)T
XIi
]
=
E
[
XTIi
(
In −AX
)(
In −AX
)T
XIi
]
= E
[
XTIi
(
In −AX
)
XIi
]
=
1
n
(
n− ls) · E [XTIiXIi] = 1n(n− ls) · Il,
(2.26)
Cov(ζX ) = w
2
E
[
XTIiBXHλ,βH
T
λ,βB
T
XXIi
]
= w2
‖λS‖22
n− sl − 1E
[
XTIiXIi
]
=
w2
‖λS‖22
n− sl− 1Il,
(2.27)
which finishes the proof. 
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We have shown that for i > s the distribution of ‖vIi‖2 could be approximated by scaled χ
distribution with l degrees of freedom and scale parameter S =
√
n−ls
n +
w2‖λS‖22
n−sl−1 . Now, analogously
to the orthogonal situation, lambdas could be defined as λi :=
1
wi
F−1
Sχl
(
1− q·im
)
= SwiF
−1
χ
l
(
1− q·im
)
.
Since s is unknown, we will apply the strategy used in [10]: define λ1 as in orthogonal case and for
j ≥ 2 define λi basing on already generated sequence, according to following procedure.
Procedure 1 Selecting lambdas in near-orthogonal situation: equal groups sizes
input: q ∈ (0, 1), w > 0, p, n, m, l ∈ N
λ1 :=
1
w
F−1χl
(
1− q
m
)
;
For i ∈ {2, . . . ,m}:
λS := (λ1, . . . , λi−1)
T;
S :=
√
n−l(i−1)
n
+
w2‖λS‖22
n−l(i−1)−1
;
λ∗i :=
S
wi
F−1χl
(
1− q·i
m
)
;
if λ∗i ≤ λi−1, then put λi := λ∗i . Otherwise, stop the procedure and put λj := λi−1 for j ≥ i;
end for
To justify the need for correction, when the columns in the design matrix are realizations of
independent random variables, we performed simulations with entries of design matrix generated
from N (0, 1/n) distribution. For each target gFDR level and true support size we generated obser-
vations according to (2.1) with σ = 1 and m = 1000 groups, each containing l = 5 variables. For
each index i, included to true support, we randomized group effect such as ‖XIiβIi‖2 := B(m, l),
for B(m, l) :=
√
4 log(m)/
(
1−m− 2l )− l.
In Figure 3 we show gFDR for target levels q1 = 0.05 and q2 = 0.1, when lambdas are chosen
based Theorem 2.5 (basic lambdas, Figure 3a) and when we apply the correction given by Procedure
1 (corrected lambdas, Figure 3b). First 100 coefficients of the corresponding sequences of smoothing
parameters are shown in Figure 3c. Clearly, basic lambdas, defined in Theorem 2.5, lead to excessive
0 20 40 60 80
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Number of relevant groups
Es
tim
at
ed
 g
FD
R
gFDR for q = 0.05
gFDR for q = 0.1
Assumed gFDR levels
(a) gFDR, basic lambdas
0 20 40 60 80
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
Number of relevant groups
Es
tim
at
ed
 g
FD
R
gFDR for q = 0.05
gFDR for q = 0.1
Assumed gFDR levels
(b) gFDR, corrected lambdas
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Figure 3: Near-orthogonal situation with equal groups sizes for l = 5, m = 1000 and p = n = 5000. For
each target gFDR level and true support size, 200 iterations were performed, bars correspond to ±2SE.
Entries of design matrix were drawn from N (0, 1/n) distribution and truly relevant signal, i, was generated
such as ‖βIi‖2 =
√
4 ln(m)/(1−m−2/l)− l.
of the target gFDR, even when only relatively few groups are truly relevant. This means that the
correction of smoothing parameters is necessary under occurrence of nonzero correlations between
groups. The results (Figure 7b) show that our procedure allows to control gFDR for quite wide
range of sparsity.
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Consider now the Gaussian design with arbitrary groups sizes and sequence of positive weights
w1, . . . , wm. One possible approach is to construct consecutive λi as the largest scaled quantiles
among all distributions, i.e. as max
j=1,...,m
{
Sj
wj
F−1χlj
(
1− q·im
)}
for corrections Sj ’s adjusted to different
li values (the conservative strategy). In this article, however, we will stick to the more liberal
strategy and we will construct relaxed lambdas basing on the concept used earlier in definition of
λmean (2.14). Therefore we will generate lambdas according to Procedure 2, where the idea is to
Procedure 2 Selecting lambdas in near-orthogonal situation: arbitrary groups sizes
input: q ∈ (0, 1), w1, . . . , wm > 0, p, n, m, l1, . . . , lm ∈ N
λ1 := F
−1 (
1− q
m
)
, for F (x) := 1
m
∑m
i=1 Fw−1
i
χli
(x);
for i ∈ {2, . . . ,m}:
λS := (λ1, . . . , λi−1)
T;
Sj :=
√
n−lj(i−1)
n
+
w2
j
‖λS‖22
n−lj(i−1)−1
, for j ∈ {1, . . . ,m};
λ∗i := F
−1
S
(
1− qi
m
)
, for FS(x) :=
1
m
∑m
j=1
Sj
wj
Fχlj (x);
if λ∗i ≤ λi−1, then put λi := λ∗i . Otherwise, stop the procedure and put λj := λi−1 for j ≥ i;
end for
use the arithmetic mean of scaled distributions rather than the maximum value, which enables to
discover larger number of truly relevant groups as compared to the conservative variant. We will
test these lambdas in the next subsection, where we also go one step further and assume additionally
that the variance of the stochastic error in unknown.
2.6 The estimation of the variance of stochastic error, σ2
Up until this moment, we have used σ in gSLOPE optimization problem, assuming that this pa-
rameter is known . However, in many applications σ is unknown and its estimation is an important
issue. When n > p, the standard procedure is to use the unbiased estimator of σ2, σˆ2
OLS
, given by
σˆ2
OLS
:=
(
y −XβOLS)T(y −XβOLS)/(n− p), for βOLS := (XTX)−1XTy. (2.28)
For the target situation, with p much larger than n, such an estimator can not be used. To estimate
σ we will therefore apply the procedure which was dedicated for this purpose in [10] in the context
of SLOPE. Below we present algorithm adjusted to gSLOPE (Procedure 3). The idea standing
Procedure 3 gSLOPE with estimation of σ
input: y, X and λ (defined for some fixed q)
initialize: S+ = ∅;
repeat
S = S+;
compute RSS obtained by regressing y onto variables in S;
set σˆ = RSS/(n− |S| − 1);
compute the solution βgS to gSLOPE with parameters σˆ and sequence λ;
set S+ = supp(β
gS);
until S+ = S
behind the procedure is simple. The gSLOPE property of producing sparse estimators is used, and
in each iteration columns in design matrix are first restricted to support of βgS, so the numbers of
rows exceeds the number of columns and (2.28) can be used. Algorithm terminates when gSLOPE
finds the same subset of relevant variables as in the preceding iteration.
To investigate the performance of gSLOPE under the Gaussian design and various groups sizes,
we performed simulations with 1000 groups. Their sizes were drawn from the binomial distribution,
Bin(1000; 0.008), so as the expected value of the group size was equal to 8 (Figure 4c). As a result,
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we obtained 7917 variables, divided into 1000 groups (the same division was used in all iterations
and scenarios). For each sparsity level, two target gFDR levels, 0.05 and 0.1, and each iteration we
generated entries of the design matrix using N (0, 1n) distribution, then X was standardized and
observation were generated according to model (2.1) with σ = 1. To obtain estimates of relevant
groups we have used the iterative version of gSLOPE, with σ estimation (Procedure 3) and lambdas
given by Procedure 2. We performed 200 repetitions for each scenario, n was fixed as 5000. Results
are represented in Figure 4.
10 20 30 40 50 60
0.
00
0.
05
0.
10
0.
15
0.
20
0.
25
Number of relevant groups
Es
tim
at
ed
 g
FD
R
gFDR for q = 0.05
gFDR for q = 0.1
Assumed gFDR levels
(a) gFDR
10 20 30 40 50 60
0.
0
0.
2
0.
4
0.
6
0.
8
Number of relevant groups
Es
tim
at
ed
 p
ow
e
r
Target gFDR, q = 0.05
Target gFDR, q = 0.1
(b) Power
Group size
Fr
eq
ue
nc
y
0 5 10 15
0
50
10
0
15
0
(c) Histogram for group sizes
Figure 4: Near-orthogonal situation for various groups sizes with m = 1000, p = 7917 and n = 5000. Bars
correspond to ±2SE. Entries of design matrix were drawn from N (0, 1/n) distribution and truly relevant
signal, i, was generated such as ‖XIiβIi‖2 = 1m
∑m
i=1B(m, li), where B(m, l) is defined in (5.24).
3 Numerical algorithm
In this section we will discuss the convexity of the objective function and the algorithm for comput-
ing the solution to gSLOPE problem (2.2). Our optimization method is based on the fast algorithm
for evaluation proximity operator (prox) for sorted ℓ1 norm, which was derived in [10].
3.1 Convexity of the objective function
To show that the objectives in problems (2.2) and (2.5) are a convex functions, we will prove the
following propositions
Proposition 3.1. Function Jλ,W,I(b) := Jλ
(
W JbKI
)
is a norm for any nonnegative, nonincreasing
sequence {λi}mi=1 containing at least one nonzero element, partition I of the set {1, . . . , p˜} and
diagonal matrix W with positive elements on diagonal.
Proof. It is easy to see that Jλ,W,I(c) = 0 if and only if c = 0 and that for any scalar α ∈ R it occurs
Jλ,W,I(αc) = |α|Jλ,W,I(c). We will show that Jλ,W,I satisfies the triangle inequality. Let b, c be
any vectors from Rp˜. From the positivity of wi’s we have W Ja+ bKI  W JaKI +W JbKI. Therefore,
Corollary A.2 yields
Jλ,W,I
(
a+ b
)
=Jλ
(
W Ja+ bKI
)
≤ Jλ
(
W JaKI +W JbKI
)
≤
Jλ
(
W JaKI
)
+ Jλ
(
W JbKI
)
= Jλ,W,I(a) + Jλ,W,I(b).
(3.1)
since Jλ is the norm. 
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Proposition 3.2. Function Jλ
(
W JbKX,I
)
is a seminorm for any nonnegative, nonincreasing se-
quence {λi}mi=1, partition I of the set {1, . . . , p}, design matrix X ∈ M(n, p) and diagonal matrix
W with positive elements on diagonal.
Proof. Clearly, Jλ
(
W JαbKX,I
)
= |α|Jλ
(
W JbKX,I
)
, for any scalar α ∈ R. Moreover, for any a, b ∈
R
p, it holdsW Ja+ bKX,I W JaKX,I+W JbKX,I , and the triangle inequality could be proved similarly
as in the previous proposition. 
3.2 Proximal gradient method
Consider unconstrained optimization problem of form
minimize
b
f(b) = g(b) + h(b), (3.2)
where g and h are convex functions and g is differentiable (for example LASSO and SLOPE are
of such form). There exist efficient methods, namely proximal gradient algorithms, which could
be applied to find numerical solution for such objective functions. To design efficient algorithms,
however, h must be prox-capable, meaning that there is known fast algorithm for computing the
proximal operator for h,
proxth(y) := arg min
b
{
1
2t
‖y − b‖22 + h(b)
}
, (3.3)
for each y ∈ Rp and t > 0. The iterative algorithm work as follows. Suppose that in k step b(k) is
the current guess. Then, guess b(k+1) is given by
b(k+1) := arg min
b
{
g
(
b(k)
)
+
〈
∇g
(
b(k)
)
, b− b(k)
〉
+
1
2t
‖b− b(k)‖22 + h(b)
}
. (3.4)
The two first terms in objective function in (3.4) are Taylor approximation of g, third addend is a
proximity term which is responsible for searching an update reasonably close and t can be treated
as a step size.
Problem (3.4) could be reformulated to
b(k+1) := arg min
b
{
1
2
∥∥∥b(k) − t∇g(b(k))− b∥∥∥2
2
+ th(b)
}
, (3.5)
hence b(k+1) = proxth
(
b(k) − t∇g(b(k))), which justifies the need for existence of fast algorithm
computing values of proximal operator. In each step the value of t could be changed raising the
sequence {ti}∞i=1. In situation when g(b) = 12‖y −Xb‖22, we get following algorithm.
Procedure 4 Proximal gradient algorithm
input: b[0] ∈ Rp, k=0
while ( Stopping criteria are not satisfied) do
1. b[k+1] = proxtkhλ
(
b[k] − tkXT
(
Xb[k] − y));
2. k ← k + 1.
end while
It is known that ti’s could be selected in different ways to ensure that f(b
(k)) converges to the
optimal value [6], [22].
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3.3 Proximal operator for gSLOPE
Let I = {I1, . . . , Im}, li be rank of submatrix XIi for i = 1, . . . ,m and λ = (λ1, . . . , λm)T be
vector satisfying λ1 ≥ . . . ≥ λm ≥ 0. We will now employ the proximal gradient method to find the
numerical solution to (2.2). As stated in subsection 2.1, we can focus on the equivalent optimization
problem (2.5), namely we aim to solve problem
b∗ := arg min
b
{
1
2
∥∥y − X˜b∥∥2
2
+ σJλ
(
W JbKI
)}
, (3.6)
with I = {I1, . . . , Im} being a partition of the set {1, . . . , p˜} where p˜ = l1 + . . .+ lm.
Without loss of generality we assume that σ = 1. Since considered objective is of form (3.2),
we can apply proximal gradient algorithm, provided that norm Jλ,I,W is prox-capable. To compute
the proximal operator for Jλ,I,W we we must be able to minimize
1
2t‖y − b‖22 + Jλ,I,W (b), for any
y ∈ Rp˜ and t > 0. Multiplying objective by positive number, t, does not change the solution. Such
operation leads to new objective function, 12‖y − b‖22 + Jtλ,I,W (b). This shows that it is enough to
derive fast algorithm for finding numerical solution to problem
proxJ (y) := arg min
b
{
1
2
‖y − b‖22 + Jλ,I,W (b)
}
, (3.7)
which could be applicable to arbitrary sequence λ1 ≥ . . . ≥ λm ≥ 0.
We will start with situation when W is identity matrix. Simply, then proxJ (y) is proximal
operator for function Jλ,I(b) := Jλ(JbKI). In such a case computing (3.7) could be immediately
reduced to finding prox for Jλ norm, since thanks to (2.7) we have c
∗ = arg min
c
{
1
2
∥∥JyKI − c∥∥22 + Jλ(c)}(
proxJ (y)
)
Ii
= c∗i
(‖yIi‖2)−1yIi , i = 1, . . . ,m . (3.8)
Consequently, proxJ (y) could be obtained by applying two steps procedure: find c
∗ by using fast
prox algorithm for Jλ for vector JyKI, and compute proxJ (y) by applying simple calculus to c
∗.
Consider now general situation with fixed positive numbers w1, . . . , wm and define diagonal
matrix M by conditions MIi,Ii := w
−1
i Ili , for i = 1, . . . ,m. Then
Jλ,I,W (b) = Jλ
(
W JbKI
)
= Jλ
(
JM−1bKI
)
= Jλ,I
(
M−1b
)
. (3.9)
Since M is nonsingular, we can substitute η :=M−1b and consider equivalent formulation of (3.6) η
∗ := arg min
η
{
1
2‖y − X˜Mη‖22 + Jσλ,I
(
η
)}
,
b∗ =Mη∗
. (3.10)
Therefore, after modifying the design matrix, gSLOPE can be always recast as problem with unit
weights. Since Jλ,I is prox-capable, applying proximal gradient method to (3.10) is straightforward.
To implement method introduced in this article, we have used developed version of an Algorithm 4,
the accelerated proximal gradient method known as FISTA [6]. In particular FISTA gives precise
procedure for choosing steps sizes, to achieve fast convergence rate. To derive proper stopping
criteria, we have considered dual problem to gSLOPE and employed the strong duality property.
Detailed description was placed in the Appendix.
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A Jλ norm properties
For nonnegative, nonincreasing sequence λ1 ≥ . . . ≥ λp ≥ 0 consider function Rp ∋ b 7−→ Jλ(b) ∈ R
given by Jλ(b) =
∑p
i=1 λi · |b|(i), where |b|(1) ≥ . . . ≥ |b|(p) is the vector of sorted absolute values.
Proposition A.1. If a, b ∈ Rp are such that |a|  |b|, then |a|(·)  |b|(·).
Proof. Without loss of generality we can assume that a and b are nonnegative and that it occurs
a1 ≥ . . . ≥ ap. We will show that ak ≤ b(k) for k ∈ {1, . . . , p}. Fix such k and consider the set
Sk := {bi : bi ≥ ak}. It is enough to show that |Sk| ≥ k. For each j ∈ {1, . . . , k} we have
bj ≥ aj ≥ ak =⇒ bj ∈ Sk,
what proves the last statement. 
Corollary A.2. Let a ∈ Rp, b ∈ Rp and |a|  |b| then Proposition (A.1) instantly gives that
Jλ(a) ≤ Jλ(b), since Jλ(a) = λT|a|(·) ≤ λT|b|(·) = Jλ(b).
Proposition A.3. For fixed sequence λ1 ≥ . . . ≥ λp ≥ 0, let b ∈ Rp be such that b  0 and bj > bl
for some j, l ∈ {1, . . . , p}. For 0 < ε ≤ (bj − bl)/2, define bε ∈ Rp by conditions (bε)l := bl + ε,
(bε)j := bj − ε and (bε)i := bi for i /∈ {j, l}. Then Jλ(bε) ≤ Jλ(b).
Proof. Let π : {1, . . . , p} −→ {1, . . . , p} be permutation such as∑pi=1 λi(bε)(i) =∑pi=1 λpi(i)(bε)i for
each i in {1, . . . , p} and λpi(j) ≥ λpi(l). From the rearrangement inequality (Theorem 368 in [14]),
Jλ(b)− Jλ(bε) =
p∑
i=1
λib(i) −
p∑
i=1
λi(bε)(i) =
p∑
i=1
λib(i) −
p∑
i=1
λpi(i)(bε)i ≥
p∑
i=1
λpi(i)bi −
p∑
i=1
λpi(i)(bε)i = ε
(
λpi(j) − λpi(l)
) ≥ 0. (A.1)

B Alternative representation of gSLOPE in the orthogonal
case
Suppose that the experiment matrix is orthogonal at group level, i.e. it holds XTIiXIj = 0, for
every i, j ∈ {1, . . . ,m}, i 6= j. In such a case, X˜ in problem (2.5) is orthogonal matrix, i.e.
X˜TX˜ = Ip˜. If n = p˜, i.e. X˜ is a square and orthogonal matrix, we also have X˜X˜
T = Ip˜ and it
obeys ‖X˜Tb‖22 = bTX˜X˜Tb = ‖b‖22 for b ∈ Rp˜. For the general case with n ≥ p˜, we can extend X˜
to a square matrix by adding new orthonormal columns and defining X˜C :=
[
X˜ C
]
, where C is
composed of vectors (columns) being some complement to orthogonal basis of Rp˜. For y ∈ Rn and
b ∈ Rp˜ we get:
∥∥∥y − X˜b∥∥∥2
2
=
∥∥∥X˜TC (y − X˜b)∥∥∥2
2
=
∥∥∥∥∥
[
X˜T
CT
]
y −
[
b
0
]∥∥∥∥∥
2
2
=
∥∥∥X˜Ty − b∥∥∥2
2
+ const, (B.1)
which implies that under orthogonal situation the optimization problem in (2.5) could be recast as
arg min
b
{
1
2
∥∥y˜ − b∥∥2
2
+ σJλ
(
W JbKI
)}
, (B.2)
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for y˜ := X˜Ty. After introducing new variable to problem (B.2), namely c ∈ Rm, we get the
equivalent formulation
arg min
b,c
{
1
2
∥∥y˜ − b∥∥2
2
+ σJλ(c) : c = W JbKI
}
. (B.3)
Proposition B.1. Let f(b, c) : Rp × Rm −→ R be any function and consider optimization prob-
lem arg min
b,c
{
f(b, c) : (b, c) ∈ D} with unique solution (b∗, c∗) and feasible set D ⊂ Rp × Rm.
Define Dc := {c ∈ Rm| ∃b ∈ Rp : (b, c) ∈ D}. Suppose that for any c ∈ Dc, there exists
unique solution, bc, to problem arg min
b
{
f(b, c) : (b, c) ∈ D}. Moreover, assume that the solution
to arg min
c
{
f(bc, c) : c ∈ Dc} is unique. Then, it occurs c
∗ = arg min
c
{
f(bc, c) : c ∈ Dc}
b∗ = bc
∗
. (B.4)
Proof. Suppose that there exists (b0, c0) ∈ D, such that f(b0, c0) < f(b∗, c∗), where b∗ and c∗ are
defined as in (B.4). We have
f(bc
0
, c0) ≤ f(b0, c0) < f(b∗, c∗) = f(bc∗ , c∗), (B.5)
which leads to the contradiction with definition of c∗. 
We will apply the above proposition to (B.3). Let (b∗, c∗) be solution to (B.3). Then b∗ is also
solution to convex problem (B.2) with strictly convex objective function and therefore is unique.
Since c∗ = W Jb∗KI, c
∗ is unique as well. In considered situation Dc = {c : c  0}. We will start
with solving the problem bc = arg min
b
{
1
2
∥∥y˜ − b∥∥2
2
+ σJλ(c) : c = W JbKI
}
. The additive constant
in the objective could be omitted. Moreover, for each i ∈ {1, . . . ,m} we have
bc
Ii
= arg min
bIi
{∥∥y˜Ii − bIi∥∥22 : w2i ‖bIi‖22 − c2i = 0} . (B.6)
The Lagrange Multipliers method quickly yields bc
Ii
= (wi‖y˜Ii‖2)−1ciy˜Ii and, consequently, it holds∥∥y˜Ii − bcIi∥∥22 = (‖y˜Ii‖2 − w−1i ci)2 . From Proposition B.1, we get the following procedure for solution,
b∗, to problem (B.2)  c
∗ = arg min
c
{
1
2
∑m
i=1
(‖y˜Ii‖2 − w−1i ci)2 + Jσλ(c)}
b∗
Ii
= c∗i
(
wi‖y˜Ii‖2
)−1
y˜Ii , i = 1, . . . ,m
(B.7)
(notice that we applied Proposition C.2 to omit the constraints c  0 and that the objective
function in definition of c∗ is strictly feasible, which guarantees the unique solution. The above
procedure yields conclusion, that indices of groups estimated by gSLOPE as relevant coincide
with the support of solution to SLOPE problem with diagonal matrix having inverses of weights
w1, . . . , wm on diagonal. Moreover, after defining β˜ ∈ Rp˜ by conditions β˜Ii := RiβIi , i = 1, . . . ,m,
we simply have Jβ˜KI = JβKX,I and
y˜ = X˜T y = X˜T
( m∑
i=1
UiRiβIi + z
)
= X˜T
(
X˜β˜ + z
)
= β˜ + X˜T z, hence y˜ ∼ N (β˜, σIp˜). (B.8)
Summarizing, if the assumption about the orthogonality at groups level is in use, one can consider
the statistically equivalent model y˜ ∼ N (β˜, σIp˜), define truly relevant groups via the support of
Jβ˜KI and treat the vector Jb
∗KI =
( c∗1
w1
, . . . ,
c∗m
wm
)
as an gSLOPE estimate of group effect sizes, where
b∗ and c∗ are defined in (2.7), i.e. it holds Jb∗KI = Jβ
gSKX,I for any solution β
gS to problem 2.2.
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C SLOPE with diagonal experiment matrix
Let y ∈ Rp be fixed vector and d1, . . . , dp be positive numbers. We will use notation diag(d1, . . . , dp)
to define the diagonal matrix D such as Di,i = di for i = 1, . . . , p. Denote d := (d1, . . . , dp)
T and
let b∗ be the solution to SLOPE optimization problem with diagonal experiment matrix, i.e. the
solution to
minimize
b
f(b) :=
1
2
∥∥y −Db∥∥2
2
+ Jλ
(
b
)
. (C.1)
Since f is strictly convex function, the solution to (C.1) is unique. It is easy to observe, that
changing sign of yi corresponds to changing sign at ith coefficient of solution as well as permuting
coefficients of y together with d′is permutes coefficients of b
∗. We will summarize this observations
below without proofs.
Proposition C.1. Let π : {1, . . . , p} −→ {1, . . . , p} be given permutation with Ppi as corresponding
matrix. Then:
i) PpiDP
T
pi = diag(dpi(1), . . . , dpi(p));
ii) bpi := Ppib
∗ is solution to minimize
b
fpi(b) :=
1
2
∥∥∥Ppiy − PpiDPTpi b∥∥∥2
2
+ Jλ(b);
iii) bS := Sb
∗ is solution to minimize
b
fS(b) :=
1
2
∥∥∥Sy −Db∥∥∥2
2
+ Jλ(b),
where S is diagonal matrix with entries on diagonal coming from set {−1, 1}.
Proposition C.2. If y  0, then b∗  0.
Proof. Suppose that for some r it occurs br < 0 for any b ∈ Rp. If yr = 0, then taking b̂ defined as
b̂i :=
{
0, i = r
bi, otherwise
, we get |̂b|  |b| and Corollary A.2 gives Jλ(̂b) ≤ Jλ(b). Consequently,
f(b)− f (̂b) ≥ 1
2
∥∥y −Db∥∥2
2
− 1
2
∥∥y −Db̂∥∥2
2
=
1
2
(yr − drbr)2 − 1
2
(yr + dr b̂r)
2 =
1
2
d2rb
2
r > 0.
Hence b could not be the solution. Now consider case when yr > 0 and define b̂ by putting
b̂i :=
{
−br, i = r
bi, otherwise
. Then we have Jλ(b) = Jλ(̂b) and
f(b)− f (̂b) = 1
2
(yr − drbr)2 − 1
2
(yr + drbr)
2 = −2yrdrbr > 0.
and, as before, b could not be optimal. 
Proposition C.3. Let b∗ be the solution to problem (C.1), {yi}pi=1 be nonnegative sequence, {di}pi=1
be the sequence of positive numbers and assume that
d1y1 ≥ . . . ≥ dpyp. (C.2)
If b∗ has exactly r nonzero entries for r > 0, then the set {1, . . . , r} corresponds to the support of
b∗.
Proof. It is enough to show that(
j ∈ {2, . . . ,m}, b∗j 6= 0
)
=⇒ b∗j−1 6= 0.
Suppose that this is not true. From Proposition C.2 we know that b∗ is nonnegative, hence we can
find i from {2, . . . ,m} such as b∗j > 0 and b∗j−1 = 0. For ε ∈
(
0, b∗j/2] define vector bε by putting
21
(bε)j−1 := ε, (bε)j := b
∗
j − ε and (bε)i := b∗i for i /∈ {j, l}. From Proposition A.3 we have that
Jλ(bε) ≤ Jλ(b∗), which gives
f(b∗)− f(bε) ≥ 1
2
(
yj−1 − dj−1b∗j−1
)2
+
1
2
(
yj − djb∗j
)2
− 1
2
(
yj−1 − dj−1bε(j − 1)
)2 − 1
2
(
yj − djbε(j)
)2
=
ε
(
A− d
2
j−1 + d
2
j
2
· ε
)
,
for A := (yj−1dj−1 − yjdj) + d2jb∗j > 0.
(C.3)
Therefore, we can find ε > 0 such as f(b∗) > f(bε), which contradicts the optimality of b
∗. 
Consider now problem (C.1) with arbitrary sequence {yi}pi=1. Suppose that b∗ has exactly r > 0
nonzero coefficients and that π : {1, . . . , p} −→ {1, . . . , p} is permutation which gives the order of
magnitudes for Dy, i.e. dpi(1)|y|pi(1) ≥ . . . ≥ dpi(p)|y|pi(p). Basing on our previous observations, we
get important
Corollary C.4. If b∗ is the solution to (C.1) having exactly r > 0 nonzero coefficients and π is
permutation which places components of D|y| in a nonincreasing order, i.e. dpi(i)|y|pi(i) = |Dy|(i)
for i = 1, . . . , p, then the support of b∗ is composed of the set {π(1), . . . , π(r)}.
The next three lemmas were proven in [10] in situation when d1 = . . . = dp = 1. We will follow
the reasoning from this paper to prove the generalized claims. The main difference is that in general
case the solution to considered problem (C.1) does not have to be nonincreasingly ordered, under
assumption that d1y1 ≥ . . . ≥ dpyp ≥ 0 (which is the case for d1 = . . . = dp = 1). This makes that
generalizations of proofs presented in [10] are not straightforward.
Lemma C.5. Consider nonnegative sequence {yi}pi=1 and sequence of positive numbers {di}pi=1
such as d1y1 ≥ . . . ≥ dpyp. If b∗ is solution to problem (C.1) having exactly r nonzero entries, then
for every j ≤ r it holds that
r∑
i=j
(diyi − λi) > 0 (C.4)
and for every j ≥ r + 1
j∑
i=r+1
(diyi − λi) ≤ 0. (C.5)
Proof. From Proposition C.3 we know that b∗i > 0 for i ∈ {1, . . . , r}. Let us define
b˜i :=
{
b∗i − h, i ∈ {j, . . . , r}
b∗i , otherwise.
,
where we restrict only to sufficiently small values of h, so as to the condition b˜i > 0 is met for all
i from {j, . . . , r}. For such h we have b∗(r+1) = . . . = b∗(p) = b˜(r+1) = . . . = b˜(p) = 0. Therefore
there exists permutation π : {1, . . . , r} −→ {1, . . . , r} such as ∑ri=1 λi b˜(i) =∑ri=1 λpi(i)b˜i. For such
permutation we have
Jλ(b
∗)− Jλ(˜b) =
r∑
i=1
λib
∗
(i) −
r∑
i=1
λi b˜(i) =
r∑
i=1
λib
∗
(i) −
r∑
i=1
λpi(i)b˜i ≥
r∑
i=1
λpi(i)b
∗
i −
r∑
i=1
λpi(i)b˜i = h
r∑
i=j
λpi(i) ≥ h
r∑
i=j
λi,
(C.6)
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where the first inequality follows from the rearrangement inequality and second is the consequence
of monotonicity of {λi}pi=1. We also have
‖y −Db∗‖22 − ‖y −Db˜‖22 =
r∑
i=j
(yi − dib∗i )2 −
r∑
i=j
(yi − dib∗i + dih)2 =
2h
r∑
i=j
(d2i b
∗
i − diyi)− h2
r∑
i=j
d2i .
(C.7)
Optimality of b∗, (C.6) and (C.7) yield
0 ≥ f(b∗)− f (˜b) ≥ h
r∑
i=j
(d2i b
∗
i − diyi + λi)−
1
2
h2
r∑
i=j
d2i , (C.8)
for each h from the interval [0, ε], where ε > 0 is some (sufficiently small) value. This gives∑r
i=j(d
2
i b
∗
i − diyi + λi) ≤ 0 and consequently
r∑
i=j
(diyi − λi) ≥
r∑
i=j
d2i b
∗
i > 0. (C.9)
To prove claim (C.5), consider a new sequence defined as b˜i :=
{
h, i ∈ {r + 1, . . . , j}
b∗i , otherwise.
. We will
restrict our attention only to 0 < h < min{b∗i : i ≤ r}, so as to b∗(·) and b˜(·) are given by applying
the same permutation to b∗ and b˜, respectively. Moreover, for each i from {r + 1, . . . , j} it holds
b˜(i) = b˜i = h. From optimality of b
∗
0 ≥ f(b∗)− f (˜b) = 1
2
j∑
i=r+1
(
y2i − (yi − dih)2
)− j∑
i=r+1
λih = h
j∑
i=r+1
(diyi − λi)− 1
2
h2
j∑
i=r+1
d2i ,
for all considered h, which leads to (C.5). 
Lemma C.6. Let b∗ be solution to problem (C.1) with nonnegative, nonincreasing sequence {λi}pi=1.
Let R(b∗) be number of all nonzeros in b∗ and r ≥ 1. Then, for any i ∈ {1, . . . , p}{
y : b∗i 6= 0 and R(b∗) = r
}
=
{
y : di|yi| > λr and R(b∗) = r
}
.
Proof. Suppose that b∗ has r > 0 nonzero coefficients and let π be permutation which places
components of D|y| in a nonincreasing order. From Corollary C.4 it holds that {i : b∗i 6= 0} =
{π(1), . . . , π(r)}. Define y˜ := PpiSy and D˜ := PpiDPTpi , for S being the diagonal matrix such as
Si,i = sgn(yi). Then PpiSb
∗ is solution to problem
arg min
b
1
2
∥∥∥y˜ − D˜b∥∥∥2
2
+ Jλ(b), (C.10)
which satisfies the assumptions of Lemma C.5. Taking j = r in (C.4) and j = r + 1 in (C.5) we
immediately get
dpi(r)|y|pi(r) > λr and dpi(r+1)|y|pi(r+1) ≤ λr+1. (C.11)
We will now show that
{
y : b∗i 6= 0 and R(b∗) = r
} ⊂ {y : di|yi| > λr and R(b∗) = r}.
Fix i ∈ {1, . . . , p} and suppose that b∗i is nonzero coefficient. Then i ∈ {π(1), . . . , π(r)} and
therefore di|yi| ≥ dpi(r)|y|pi(r) > λr, thanks to first inequality from (C.11). To show the second
inclusion assume that di|yi| > λr . Then, from the second inequality in (C.11), di|yi| > λr+1 ≥
dpi(r+1)|y|pi(r+1), which gives i ∈ {π(1), . . . , π(r)}. 
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Lemma C.7. For given sequence {yi}pi=1, sequence of positive numbers {di}pi=1, nonincreasing,
nonnegative sequence {λi}pi=1 and fixed j ∈ {1, . . . , p}, consider a following procedure
• define y˜ := (y1, . . . , yj−1, yj+1, . . . , yp)T, D˜ := diag(d1, . . . , dj−1, dj+1, . . . , dp), d˜i := D˜i,i for
i = 1, . . . , p− 1 and λ˜ := (λ2, . . . , λp)T;
• find b˜∗ := arg min
b∈Rp−1
1
2
∥∥y˜ − D˜b∥∥2
2
+ Jλ˜(b);
• define R˜j (˜b∗) := |{i : b˜∗i 6= 0}|.
Then for r ≥ 1 it holds {y : dj |yj | > λr and R(b∗) = r} ⊂ {y : dj |yj | > λr and R˜j (˜b∗) = r − 1}.
Proof. We have to show that solution b˜∗ to problem
minimize
b
F (b) :=
1
2
p−1∑
i=1
(
y˜i − d˜ibi
)2
+
p−1∑
i=1
λ˜ib(i) (C.12)
has exactly r − 1 nonzero coefficients. From Proposition C.1 we know that the change of signs of
yi’s does not affect the support, hence without loss of generality we can assume that y˜  0, and
b˜∗  0 as a result (from Proposition C.2). We will start with situation when d1y1 ≥ . . . ≥ dpyp and
consequently d˜1y˜1 ≥ . . . ≥ d˜p−1y˜p. If j is fixed index such as dj |yj | > λr and R(b∗) = r, this gives
j ∈ {1, . . . , r}. (C.13)
To show that solution to (C.12) has at least r − 1 nonzero entries, suppose by contradiction that
b˜∗ has exactly k − 1 nonzero entries with k < r. Let us define b̂ ∈ Rp−1 as
b̂i :=
{
h, i ∈ {k, . . . , r − 1}
b˜∗i , otherwise
,
where 0 < h < min{b˜∗1, . . . , b˜∗k−1}. Then
F (˜b∗)− F (̂b) = h
r−1∑
i=k
(d˜iy˜i − λ˜i)− h2
r−1∑
i=k
1
2
d˜2i . (C.14)
Now
r−1∑
i=k
(d˜iy˜i − λ˜i) =
r∑
i=k+1
(d˜i−1y˜i−1 − λi) ≥
r∑
i=k+1
(diyi − λi) > 0, (C.15)
where the first equality follows from λ˜i = λi+1, the first inequality from d˜i−1y˜i−1 ≥ diyi and the
second from Lemma C.5. If h is small enough, we get F (̂b) < F (˜b∗) which leads to contradiction.
Suppose now by contradiction that b˜∗ has k nonzero entries with k ≥ r and define
b̂i :=
{
b˜∗i − h, i ∈ {r, . . . , k}
b˜∗i , otherwise
.
Analogously to (C.6), we get Jλ˜(˜b
∗)− Jλ˜(̂b) ≥ h
∑k
i=r λ˜i and consequently
F (˜b∗)− F (̂b) ≥ h
[
k∑
i=r
(λ˜i − d˜iy˜i) +
k∑
i=r
d˜2i b˜
∗
i
]
− 1
2
h2
k∑
i=r
d˜2i . (C.16)
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Now
k∑
i=r
(λ˜i − d˜iy˜i) =
k+1∑
i=r+1
(λi − diyi) ≥ 0, (C.17)
where the first equality follows from definition of λ˜ and (C.13), while the inequality follows from
Lemma C.5. If h is small enough, we get F (̂b) < F (˜b∗), which contradicts the optimality of b˜∗.
Consider now general situation, i.e. without assumption concerning the order of D|y|. Suppose
that π, with corresponding matrix Ppi, is permutation which orders D|y|. Define ypi := Ppiy and
Dpi := PpiDP
T
pi . Applying the procedure described in the statement of Lemma simultaneously to
(y,D, λ) for j, and to (ypi, Dpi, λ) for π(j) we end with
(
y˜, D˜, λ˜, R˜j1(˜b
∗)
)
and
(
y˜pi, D˜pi, λ˜, R˜
pi(j)
2 (˜b
∗
pi)
)
.
It is straightforward to see, that there exists permutation π˜ : {1, . . . , p − 1} −→ {1, . . . , p − 1}
such that y˜pi = Ppi y˜ and D˜pi = PpiD˜P
T
pi . From Proposition C.1 we have that b˜
∗
pi = Ppi b˜
∗ and
R˜j1(˜b
∗) = R˜
pi(j)
2 (˜b
∗
pi). Moreover, from the first part of proof R˜
pi(j)
2 (˜b
∗
pi) = r − 1, which gives the
claim. 
D Minimax estimation of gSLOPE
Proof of Theorem 2.6. Once again we will employ the equivalent formulation of gSLOPE under
assumption about orthogonality at groups level, i.e. problem (2.7), and we will consider statistically
equivalent model y˜ ∼ N (β˜, σIp˜), with β˜Ii = RiβIi , i = 1, . . . ,m. Then JβKX,I = Jβ˜KI and for
solution b∗ to (2.7) it holds Jb∗KI = Jβ
gSKX,I for any solution β
gS to problem (2.2). Without loss
of generality, assume σ = 1. Note that ‖y˜Ii‖22 is distributed as the noncentral χ2li(‖β˜Ii‖22), where
‖β˜Ii‖22 is the noncentrality.
The lower bound of the minimax risk can be obtained as follows. For each Ii, only β˜j with the
smallest index j ∈ Ii is possibly nonzero and the rest li − 1 components of β˜Ii are fixed to be zero.
Then, this is reduced to a simple Gaussian sequence model with length m and sparsity at most k.
Given the condition k/m→ 0, this classical sequence model has minimax risk (1+o(1))2k log(m/k)
(see e.g. [11]).
Our next step is to evaluate the worst risk of gSLOPE over the nearly black project. We would
completes the proof if we show this worst risk is bounded above by (1 + o(1))2k log(m/k). For
simplicity, assume that ‖β˜Ii‖2 = 0 for all i ≥ k + 1 and write µi = ‖β˜Ii‖2, ζi = ‖y˜Ii‖2 ∼ χli(µ2i ).
Denote by ζ̂ the SLOPE solution. Then, the risk is
E‖ζ̂ − µ‖22 = E
k∑
i=1
(ζ̂i − µi)22 + E
m∑
i=k+1
ζ̂2i .
Then, it suffices to show
E
[
k∑
i=1
(ζ̂i − µi)2
]
≤ (1 + o(1))2k log(m/k) (D.1)
and
E
[
m∑
i=k+1
ζ̂2i
]
= o(1)2k log(m/k). (D.2)
Below, Lemmas D.1, D.2, and D.3 together give (D.2). The remaining part of this proof serves to
validate (D.1). To start with, we employ the representation ζ2i = (ξi1+µi)
2+ξ2i2+ · · ·+ξ2ili for i.i.d.
ξij ∼ N (0, 1) (we can assume this representation without loss of generality, since the distribution
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of (ξi1 + a1)
2+(ξi2 + a2)
2+ · · ·+(ξili + ali)2 depends only on the non-centrality a21+ · · ·+ a2li). As
in the proof of Lemma 3.2 in [20], we get
k∑
i=1
(ζ̂i − µi)2 ≤
(
‖ζ̂[1:k] − ζ[1:k]‖2 + ‖ζ[1:k] − µ[1:k]‖2
)2
≤ (‖λ[1:k]‖2 + ‖ζ[1:k] − µ[1:k]‖2)2 .
(D.3)
As l is fixed and k/m→ 0, [15] gives λi ∼
√
2 log mqi for all i ≤ k. From this we know
‖λ[1:k]‖22 =
k∑
i=1
λ2i ∼ 2k log
m
k
. (D.4)
Next, we see∣∣∣√(ξi1 + µi)2 + ξ2i2 + · · ·+ ξ2ili − µi∣∣∣ ≤√ξ2i2 + · · ·+ ξ2ili + |ξi1|
≤ 2
√
ξ2i1 + ξ
2
i2 + · · ·+ ξ2ili ≡ 2‖ξi‖2,
which yields
‖ζ[1:k] − µ[1:k]‖22 ≤ 4
k∑
i=1
‖ξi‖22 (D.5)
Note that
∑k
i=1 ‖ξi‖22 is distributed as the chi-square with l1 + · · · + lk ≤ lk degrees of freedom.
Taking (D.4) and (D.5) together, from (D.3) we get
E
[
k∑
i=1
(ζ̂i − µi)2
]
≤ ‖λ[1:k]‖22 + E‖ζ[1:k] − µ[1:k]‖22 + 2‖λ[1:k]‖2E‖ζ[1:k] − µ[1:k]‖2
≤ (1 + o(1))2k log m
k
+ 4lk + 2
√
(1 + o(1))2k log
m
k
·
√
4lk
∼ (1 + o(1))2k log m
k
,
where the last step makes use of m/k→∞. This establishes (D.1) and consequently completes the
proof.

The following three lemmas aim to prove (D.2). Denote by ζ(1) ≥ · · · ≥ ζ(m−k) the order
statistics of ζk+1, . . . , ζm. Recall that ζi ∼ χli for i ≥ k + 1. As in the proof of Lemma 3.3 in [20],
we have
m∑
i=k+1
ζ̂2i ≤
m−k∑
i=1
(ζ(i) − λk+i)2+,
where x+ = max{x, 0}. For a sufficiently large constant A > 0 and sufficiently small constant α > 0
both to be specified later, we partition the sum into three parts:
m−k∑
i=1
E(ζ(i) − λk+i)2+ =
⌊Ak⌋∑
i=1
E(ζ(i) − λk+i)2+ +
⌊αm⌋∑
i=⌈Ak⌉
E(ζ(i) − λk+i)2+ +
m−k∑
i=⌈αm⌉
E(ζ(i) − λk+i)2+
The three lemmas, respectively, show that each part is negligible compared with 2k log(m/k). We
indeed prove a stronger version in which the order statistics ζ(1) ≥ · · · ≥ ζ(m−k) ≥ ζ(m−k+1) ≥
· · · ≥ ζ(m) come from m i.i.d. χl. Let U1, . . . , Um be i.i.d. uniform random variables on (0, 1),
and U(1) ≤ U(2) ≤ · · · ≤ U(m) be the increasing order statistics. So we have the representation
ζ(i) = F
−1
χl
(1− U(i))
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Lemma D.1. Under the preceding conditions, for any A > 0 we have
1
2k log(m/k)
⌊Ak⌋∑
i=1
E(ζ(i) − λk+i)2+ → 0.
Proof of Lemma D.1. Recognizing that l is fixed, from [15] it follows that
F−1χl (1− q1)− F−1χl (1− q2) ∼
√
2 log
1
q1
−
√
2 log
1
q2
for q1, q2 → 0. We also know that ζi is distributed as F−1χl (1− U(i)). Making use of these facts, we
get
E(ζ(i) − λk+i)2+ = E(F−1χl (1− U(i))− F−1χl (1− q(k + i)/m))2+
∼ E
(√
2 log
1
U(i)
−
√
2 log
m
q(k + i)
)2
+
≤ E
(√
2 log
1
U(i)
−
√
2 log
m
q(k + i)
)2
. E
(
log2(q(k + i)/mU(i))
log(m/q(k + i))
)
.
Now, we proceed to evaluate
E
[
log2
q(k + i)
mU(i)
]
= log2
q(k + i)
m
+ E log2 U(i) − 2 log q(k + i)
m
E logU(i).
Observing that U(i) follows Beta(i,m+ i− i), we get (see e.g. [2])
E logU(i) = − log m+ 1
i
+ δ1,
E log2 U(i) =
(
log
m+ 1
i
− δ1
)2
+
1
i
− 1
m+ 1
+ δ2
for some δ1 = O(1/i) and δ2 = O(1/i
2). Thus we can evaluate E log2 q(k+i)mU(i) as
E log2
q(k + i)
mU(i)
= log2
q(k + i)
m
− 2 log q(k + i)
m
E logU(i) + E log
2 U(i)
= log2
q(k + i)
m
+ 2 log
q(k + i)
m
(
log
m+ 1
i
− δ1
)
+
(
log
m+ 1
i
− δ1
)2
+
1
i
− 1
m+ 1
+ δ2
= log2
q(k + i)(m+ 1)
im
− 2δ1 log q(k + i)(m+ 1)
im
+
1
i
− 1
m+ 1
+ δ21 + δ2.
Hence, we get
⌊Ak⌋∑
i=1
E(ζ(i) − λk+i)2+
.
1
log mq(A+1)k

⌊Ak⌋∑
i=1
log2
q(k + i)(m+ 1)
im︸ ︷︷ ︸
I
−
⌊Ak⌋∑
i=1
2δ1 log
q(k + i)(m+ 1)
im︸ ︷︷ ︸
II
+
⌊Ak⌋∑
i=1
(1
i
− 1
m+ 1
+ δ21 + δ2
)
︸ ︷︷ ︸
III

=
1
log mq(A+1)k
(I + |II|+ |III|).
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Since mq(A+1)k →∞. The proof would be completed once we show I, |II|, and |III| are bounded. To
this end, first note that
I =
⌊Ak⌋∑
i=1
log2
q(k + i)(m+ 1)
im
≤
⌊Ak⌋∑
i=1
max
{
k
∫ i/k
(i−1)/k
log2
q(m+ 1)(1 + x)
mx
dx, k
∫ (i+1)/k
i/k
log2
q(m+ 1)(1 + x)
mx
dx
}
≤ 2k
∫ A+1
0
log2
q(m+ 1)(1 + x)
mx
dx ≍ k = o
(
2k log
m
k
)
.
The second term II obeys
|II| ≤
⌊Ak⌋∑
i=1
2
∣∣∣δ1 log q(k + i)(m+ 1)
im
∣∣∣ . ⌊Ak⌋∑
i=1
1
i
∣∣∣ log q(k + i)(m+ 1)
im
∣∣∣
≤
⌊Ak⌋∑
i=1
max
{
k
∫ i/k
(i−1)/k
∣∣∣ log q(m+ 1)(1 + x)
mx
∣∣∣dx, k ∫ (i+1)/k
i/k
∣∣∣ log q(m+ 1)(1 + x)
mx
∣∣∣dx}
≤ 2k
∫ A+1
0
∣∣∣ log q(m+ 1)(1 + x)
mx
∣∣∣dx ≍ k = o(2k log m
k
)
,
where we use the fact that
∫ A+1
0
∣∣∣ log q(m+1)(1+x)mx ∣∣∣dx is bounded by some constant. The last term
is simply bounded as
|III| ≤
⌊Ak⌋∑
i=1
∣∣∣1
i
− 1
m+ 1
+ δ21 + δ2
∣∣∣ . ⌊Ak⌋∑
i=1
1
i
. log(Ak) = o
(
2k log
m
k
)
.
Combining these established bounds on I, II, and III finishes proof.

Lemma D.2. Under the preceding conditions, let A be any constant satisfying q(1+A)/A < 1 and
α be sufficiently small such that l/λk+⌊αm⌋ < 1/2. Then,
1
2k log(m/k)
⌊αm⌋∑
i=⌈Ak⌉
E(ζ(i) − λk+i)2+ → 0.
Proof of Lemma D.2. Note that λk+⌊αm⌋ ∼
√
2 log mq(k+⌊αm⌋) ∼
√
2 log 1qα . So it is clear that such
α exists. Pick any fixed i between ⌈Ak⌉ and⌊αm⌋. As in the proof of Lemma A.4 in [20], denote
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by αu = P(χl > λk+i + u). Note that
αu = P(χl > λk+i + u) =
∫ ∞
(λk+i+u)2
1
el/2Γ(l/2)
xl/2−1e−x/2dx
=
∫ ∞
λ2
k+i
1
el/2Γ(l/2)
(
(λk+i + u)
2
λ2k+i
y
)l/2−1
exp
(
− (λk+i + u)
2
2λ2k+i
y
)
d
(λk+i + u)
2
λ2k+i
y
=
(
1 +
u
λk+i
)l ∫ ∞
λ2
k+i
1
el/2Γ(l/2)
yl/2−1 exp
(
− (λk+i + u)
2
2λ2k+i
y
)
dy
≤
(
1 +
u
λk+i
)l
e−λk+iu
∫ ∞
λ2
k+i
1
el/2Γ(l/2)
yl/2−1e−y/2dy
=
(
1 +
u
λk+i
)l
e−λk+iuα0
≤ exp
(
l
λk+i
u− λk+iu
)
α0.
With the proviso that l/λk+⌊αm⌋ < 1/2 < λk+⌊αm⌋/2, it follows that
αu ≤ e−λk+iu/2α0.
The remaining proof follows from exactly the same reasoning as that of Lemma A.4 in [20].
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Lemma D.3. Under the preceding conditions, for any constant α > 0 we have
1
2k log(m/k)
m−k∑
i=⌈αm⌉
E(ζ(i) − λk+i)2+ → 0.
Proof of Lemma D.3. Recognizing that the value of the summation increases as α decreases, we
only prove the lemma for sufficiently small α. In the case of U(i) ≥ α/3, we get
(ζ(i) − λk+i)+ =
(
F−1χl (1− U(i))− F−1χl (1− q(k + i)/m)
)
+
≍ (1− U(i) − (1− q(k + i)/m))+
= (q(k + i)/m− U(i))+,
since both U(i) and q(k + i)/m are bounded below away from zero. Otherwise, we use the trivial
inequality (ζ(i) − λk+i)+ ≤ ζ(i). In either case, we get
(ζ(i) − λk+i)2+ . ζ2(i)1U(i)<α3 +
(
q(k + i)
m
− U(i)
)2
+
=
(
F−1χl (1− U(i))
)2
1U(i)<α3 +
(
q(k + i)
m
− U(i)
)2
+
≍ 2 log
(
1
U(i)
)
1U(i)<α3 +
(
q(k + i)
m
− U(i)
)2
+
. log
(
1
U(i)
)
1U(i)<α3 + 1U(i)≤ q(k+i)m
.
Hence,
m−k∑
i=⌈αm⌉
E(ζ(i) − λk+i)2+ .
m−k∑
i=⌈αm⌉
E
(
log
(
1
U(i)
)
;U(i) <
α
3
)
+
m−k∑
i=⌈αm⌉
P
(
U(i) ≤ q(k + i)
m
)
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In the remaining proof we aim to show
m−k∑
i=⌈αm⌉
E
(
log
(
1
U(i)
)
;U(i) <
α
3
)
→ 0 (D.6)
and
m−k∑
i=⌈αm⌉
P
(
U(i) ≤ q(k + i)
m
)
→ 0. (D.7)
This is more than we need since 2k log(m/k)→∞.
Each summand of (D.6) is bounded above by
E
(
log
(
1
U(⌈αm⌉)
)
;U(⌈αm⌉) <
α
3
)
=
∫ α
3
0
x⌈αm⌉−1(1− x)m−⌈αm⌉ log 1x
B(⌈αm⌉,m+ 1− ⌈αm⌉) dx
≤
∫ α
3
0
x⌈αm⌉−1 log 1x
B(⌈αm⌉,m+ 1− ⌈αm⌉)dx
=
1
⌈αm⌉2 B(⌈αm⌉,m+ 1− ⌈αm⌉)
∫ (α3 )⌈αm⌉
0
log
1
y
dy
∼ (α/3)
⌈αm⌉ log 3α
⌈αm⌉B(⌈αm⌉,m+ 1− ⌈αm⌉) .
The last line obeys
log
[
(α/3)⌈αm⌉
B(⌈αm⌉,m+ 1− ⌈αm⌉)
]
∼ −αm log 3
α
+ αm log
1
α
+ (1 − α)m log 1
1− α
= −αm log 3 + (1 − α)m log 1
1− α.
For small α, we get −α log 3+(1−α) log 11−α = −α log 3+(1+o(1))(1−α)α = −(log 3−1+o(1))α.
(Note that log 3− 1 = 0.0986 . . . > 0.) This immediately yields
E
(
log
(
1
U(⌈αm⌉)
)
;U(⌈αm⌉) <
α
3
)
∼ e−(log 3−1+o(1))αm,
which implies (D.6) since me−(log 3−1+o(1))αm → 0.
Next, we turn to show (D.7). Note that P
(
U(i) ≤ q(k+i)m
)
actually is the tail probability of the
binomial distribution with m trials and success probability q(k+i)m . Hence, by the Chernoff bound,
this probability is bounded as
P
(
U(i) ≤ q(k + i)
m
)
≤ exp (−mKL(i/m||q(k + i)/m)) ,
where KL(a||b) := a log ab + (1 − a) log 1−a1−b is the Kullback-Leibler divergence. Thanks to i ≥⌈αm⌉ ≫ k, simple analysis reveals that
KL(i/m||q(k + i)/m) ≥ (1 + o(1))i
(
log
1
q
− 1 + q
)
/m.
Combining the last two displays gives
P
(
U(i) ≤ q(k + i)
m
)
≤ e−(1+o(1))(log 1q−1+q)i.
30
Plugging the above inequality into (D.7) yields
m−k∑
i=⌈αm⌉
P
(
U(i) ≤ q(k + i)
m
)
≤
m−k∑
i=⌈αm⌉
e−(1+o(1))(log
1
q
−1+q)i → 0,
where the last step follows from log 1q − 1 + q > 0 and ⌈αm⌉ → ∞. 
E Strength of signals
Consider the case when all submatricesXIi have the same rank, l > 0, w > 0 is used as the universal
weight and X is orthogonal at groups level. From the interpretation of gSLOPE estimate coming
from (2.7), we see that the identification of the relevant groups could be summarized as follows: λ
decides on the number, R, of groups labeled as relevant, which correspond to indices of the R largest
values among w−1‖y˜I1‖2, . . . , w−1‖y˜Im‖2. The random variables w−1‖y˜Ii‖2 have a (possibly) non-
central χ distributions with l degrees of freedom and noncentrality parameters given by the entries
of Jβ˜KI. Now, the nonzero ‖β˜Ii‖2 could be perceived as a strong signal, if with the high probability
the random variable having the noncentral χ distribution with the noncentrality parameter ‖β˜Ii‖2
is large comparing to the background composed of the independent random variables with the χl
distributions (then signal is likely to be identified by gSLOPE; otherwise, the signal could be easily
covered by random disturbances and its identification has more in common with good luck than
with the usage of particular method). The important quantity, which could be treated as a breaking
point, is the expected value of the maximum of the background noise. Group effects being close to
this value, could be perceived as medium under the orthogonal case and weak under the occurrence
of correlations between groups. The above reasoning applied to the considered case, yields the issue
of approximation of the expected value of the maximum of m independent χl-distributed variables.
Suppose that Ψi ∼ χl for i = {1, . . . ,m}. From Jensen’s inequality we have
E
(
max
i=1,...,m
{Ψi}
)
= E
(√
max
i=1,...,m
{Ψ2i }
)
≤
√
E
(
max
i=1,...,m
{Ψ2i }
)
,
hence we will replace the last problem by the problem of finding the reasonable upper bound on
the expected value of the maximum of m independent, χ2l -distributed variables.
Theorem E.1. Let Ψ1, . . . ,Ψm be independent variables, Ψi ∼ χ2l for all i. Then
E
(
max
i=1,...,m
{Ψi}
)
≤ 4 ln(m)
1−m− 2l . (E.1)
Proof. Denote Mm := maxi=1,...,m{Ψi}. From the Jensen’s inequality applied to etMm we have
etE[Mm] ≤ E [etMm] = E [ max
i=1,...,m
etΨi
]
≤
m∑
i=1
E
[
etΨi
]
. (E.2)
We will consider only t ∈ [0, 12 ). Since the moment generating function for χ2l distribution is given
by MGF := (1−2t)− l2 , for each i it holds E [etΨi] = (1−2t)− l2 and we get etE[Mm] ≤ m(1−2t)− l2 .
Applying the natural logarithm to both sides yields
E[Mm] ≤
ln(m) + ln
(
(1 − 2t)− l2
)
t
, t ∈ [0, 1/2) . (E.3)
Define tm,l :=
1−m−
2
l
2 . Then for all positive, natural numbers l and m we have tm,l ∈ [0, 12 ).
Plugging tm,l to the right side of (E.3) gives inequality (E.1) and finishes the proof. 
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The above theorem gives us the motivation to use the quantity
√
4 ln(m)/(1−m−2/l) as the upper
bound on the expected value of maximum over m independent χl-distributed variables. In all
simulations, which we have performed to investigate the performance of gSLOPE, we have generated
the effects for truly relevant groups basing on these upper bounds. In particular, in experiments
where li’s as well as weights were identical, we aimed at E (‖y˜Ii‖2) =
√
4 ln(m)/(1−m−2/l), for
the truly relevant group i. Since E (‖y˜Ii‖2) ≈
√
‖β˜Ii‖22 + l, this yields the setting
‖β˜Ii‖2 = B(m, l), for B(m, l) :=
√
4 ln(m)(1 −m−2/l)− l (E.4)
for groups chosen to be truly relevant.
F Dual norm and conjugate of grouped sorted ℓ1 norm
Let f : Rp → R be a norm. We will use notation fD to refer to the dual norm to f , i.e function
defined as fD(x) := max
b
{
xTb : f(b) ≤ 1}. It could be shown (see [9]), that the set Cλ, defined
as Cλ :=
{
x ∈ Rp : ∑ki=1 |x|(i) ≤ ∑ki=1 λi, k = 1, . . . , p}, is unit ball of the dual norm to Jλ for
any nonnegative, nonincreasing sequence {λi}pi=1 with at least one nonzero element. We will now
consider the dual norm to Jλ,I,W (b) = Jλ
(
W JbKI
)
. It holds
JDλ,I,W (x) = max
b
{
xTb : Jλ,I,W (b) ≤ 1
}
= max
b
{
xTb : Jλ(W JbKI) ≤ 1
}
=
max
b,c
{
xTb : Jλ(c) ≤ 1, c = W JbKI
}
= max
c
{
xTbc : Jλ(c) ≤ 1, c  0
}
,
(F.1)
where bc is defined as bc := arg max
b
{
xTb : c = W JbKI
}
. This problem is separable and for each i
we have bcIi = arg max
{
xTIibIi : c
2
i = w
2
i ‖bIi‖22
}
. Applying the Lagrange multiplier method quickly
yields xTIib
c
Ii
= ciw
−1
i ‖xIi‖2. Consequently,
JDλ,I,W (x) = maxc
{
(W−1JxKI)
Tc : Jλ(c) ≤ 1, c  0
}
=
max
c
{
(W−1JxKI)
Tc : Jλ(c) ≤ 1
}
= JDλ
(
W−1JxKI
)
.
(F.2)
Therefore,
{
x : JDλ,I,W (x) ≤ 1
}
=
{
x : JDλ (W
−1JxKI) ≤ 1
}
=
{
x : W−1JxKI ∈ Cλ
}
. Since the
conjugate of norm is equal to zero for arguments from unit ball of dual norm, and equal to infinity
otherwise, we immediately get
Corollary F.1. The conjugate function for Jλ,I,W is the function J
∗
λ,I,W defined as
J∗λ,I,W (x) =
{
0, W−1JxKI ∈ Cλ
∞, otherwise . (F.3)
G Proof of Theorem 2.7
We will start with introducing an alternative definition of subgradient for convex function. Suppose
that f is convex function and for some b, g ∈ Rp it occurs f(b + h) ≥ f(b) + gTh for h ∈ H , where
H is open set containing zero. Let h0 ∈ Rp be arbitrary vector. Function F : R → R, defined as
F (t) := f(b+ th0)− tgTh0, is convex. There exists t0 ∈ (0, 1) such that t0h0 ∈ H , what gives
f(b) ≤ F (t0) = F
(
(1− t0) · 0 + t0 · 1
) ≤ (1− t0)f(b) + t0F (1) (G.1)
and f(b+ h0) ≥ f(b) + gTh0 as a result. Above reasoning leads to
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Corollary G.1. For any open set H containing zero the subgradient of convex function f at b could
be equivalently defined as a vector g satisfying f(b+ h) ≥ f(b) + gTh, for all h ∈ H.
We are now ready to prove Theorem 2.7. For b ∈ Rp and Jλ,I(b) := Jλ
(
JbKI
)
define the set
H :=
{
b ∈ Rp : ‖(b + h)I1‖2 > . . . > ‖(b + h)Is‖2, ‖(b+ h)Is‖2 > ‖hIj‖2, j > s
}
. If g ∈ ∂Jλ,I(b),
then for all h ∈ H from definition of subgradient
s∑
i=1
λi‖(b+ h)Ii‖2 +
m∑
i=s+1
λi
(
J(b + h)KI
)
(i)
≥
s∑
i=1
λi‖bIi‖2 +
s∑
i=1
gTIihIi + (g
c)Thc, (G.2)
for gc := (gTIs+1 , . . . , g
T
Im
)T and hc := (hTIs+1 , . . . , h
T
Im
)T. Define I˜ :=
{
I˜1, . . . , I˜m−s
}
, with I˜i :={
(i − 1) · l + 1, . . . , i · l}. Then ∥∥(gc)I˜∥∥2 = ∥∥gIc∥∥2. Consider first case, when h belongs to the set
Hc := {h ∈ H : hIi ≡ 0, i ≤ s}. This yields
m−s∑
i=1
λs+i
((‖hIs+1‖2, . . . , ‖hIm‖2)T)
(i)
≥ (gc)Thc. (G.3)
Since {hc : h ∈ Hc} is open in Rl(m−s) and contains zero, from Corollary G.1 we have that
gc ∈ ∂Jλc,I˜(0) and the inequality (G.3) is true for any hc ∈ Rl(m−s) yielding
0 ≥ sup
hc
{
(gc)Thc − Jλc,I˜(hc)
}
= J∗
λc,I˜
(gc). (G.4)
The conjugate of Jλc,I˜ is given by Corollary F.1). This formulation immediately gives condition∥∥(gc)I˜∥∥2 ∈ Cλc , which is equivalent with ∥∥gIc∥∥2 ∈ Cλc . To find conditions for gIi with i ≤ s, define
sets Hi := {h ∈ H : hIj ≡ 0, j 6= i}. For h ∈ Hi, (G.2) reduces to λi‖bIi+hIi‖2 ≥ λi‖bIi‖2+gTIihIi .
Since the set {hIi : h ∈ Hi} is open in Rl and contains zero, from Corollary G.1 we have gIi ∈
∂fi(bIi) for fi : R
l −→ R, fi(x) := λi‖x‖2. For i ≤ s, fi is differentiable in bIi , which gives
gIi = λi
bIi
‖bIi‖2
for i ∈ {1, . . . , s}. The statement follows from the fact that ∂Jλ,I(wb) = w · ∂Jλ,I(b).
H Expected values of random matrices
H.1 The proof of Lemma 2.9
The claim is obvious for n = 1 and we will assume that n > 1. First, we will list some basic
properties of AX . It could be easily noticed that: AX is symmetric matrix, AX is idempotent
matrix (meaning that AXAX = AX) and that trace(AX) = trace(X
TX(XTX)−1) = r. We will
now show that for each i ∈ {1, . . . , n}, j ∈ {1, . . . , r} the support of a AX(i, j) distribution is
bounded, which will give us the existence of the expected value. Let ‖A‖F be the Frobenius norm.
Then ∣∣(AX)i,j ∣∣ ≤ ‖A‖F =√trace(ATXAX) =√trace(AX) = √r. (H.1)
We will use notation EX := E (AX). Since entries of matrix X are randomized independently
with the same distribution, EX is invariant under permutation applied to rows, i.e. EX = EPX
for any permutation matrix P . This gives EX = PEXP
T, which means that applying the same
permutation to rows and columns has no impact on expected value. We will show that
(EX)i,j = (EX)1,n, for i < j. (H.2)
Consider first the case when i = 1 and 1 < j < n. Denoting by Pj↔n matrix corresponding to
transposition which replaces elements j and n, we have (EX)1,j =
(
Pj↔nEXP
T
j↔n
)
1,j
= (EX)1,n.
When j = n and 1 < i < n, the same reasoning works with P1↔i. Suppose now, that 1 < i < n
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and 1 < j < n. We get (EX)i,j = (EX)1,n analogously by using arbitrary permutation matrix P
which replaces element j with n and element i with 1. Since AX is symmetric, (H.2) is true also for
i > j. On the other hand, for all i, j ∈ {1, . . . , n}, we have (EX)i,i =
(
Pj↔iEXP
T
j↔i
)
i,i
= (EX)j,j .
Consequently, all off-diagonal entries of EX are equal to some t and all diagonal entries have the
same value d. Since
nd = trace(EX) =
n∑
i=1
E(AX(i, i)) = E
(
n∑
i=1
(AX)i,i
)
= r, (H.3)
we have d = rn and it remains to show that t = 0. Define Σ :=
[
−1 0T
0 In−1
]
. Then ΣXS differs from
XS only by signs of the first row. Since entries of matrix XS have zero-symmetric distribution, we
have EX = EΣX . Now d 1Tn−1t
1n−1t
. . .
 = EX = ΣEXΣ =
 d −1Tn−1t
−1n−1t . . .
 , (H.4)
which implies t = 0 and proves the statement.
H.2 The proof of Lemma 2.10
It is easy to see that MX,λ is symmetric, positive semi-definite matrix. Denote by ‖MX,λ‖∗ the
nuclear (trace) norm of matrix MX,λ. We have
E
∣∣(MX,λ)i,j ∣∣ ≤ E(‖MX,λ‖∗) = E( trace(MX,λ)) = E( trace(HTλ,βBTXBXHλ,β)) =
E
(
HTλ,β(X
TX)−1Hλ,β
)
=
n
(n− r − 1) H
T
λ,βHλ,β =
n ‖λS‖22
n− r − 1 ,
(H.5)
since XTX follows an inverse Wishart distribution. This gives the existence of EX := E(MX,λ).
Analogously to situation in Lemma 2.9, EX is invariant under permutation or signs changes applied
to rows of X , i.e. EX = EPX for any permutation matrix P , and EX = EΣX for diagonal matrix
Σ with entries on diagonal coming from set {−1, 1}. Since EPX = PEXPT and EΣX = ΣEXΣ, as
before we have that EX is diagonal matrix with all diagonal entries having the same value d. The
value d could be easy found using (H.5) since we have
nd = trace
(
EX
)
=
n ‖λS‖22
n− r − 1 . (H.6)
I Stopping criteria for numerical algorithm
Without loss of generality assume that σ = 1. We will start with optimization problem in (3.10),
namely
minimize
η
f(η) =
1
2
‖y − X˜Mη‖22 + Jλ
(
JηKI
)
(I.1)
for JηKI =
(
‖ηI1‖2, . . . , ‖ηIm‖2
)T
and MIi,Ii =
1
wi
Ili , i = 1, . . . ,m. This problem could be written
in equivalent form
minimize
η,r,c
1
2‖r‖22 + c
s.t.
{
Jλ,I(η)− c ≤ 0
y − r − X˜Mη = 0
(I.2)
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(
notice that for (η∗, r∗, c∗) being solution, it must occurs c∗ = Jλ,I(η
∗)
)
. Since (I.2) is convex and
(η0, r0, c0), for η0 = 0, r0 = y and c0 = 1, is strictly feasible, the strong duality holds. Lagrange
dual function for this problem is given by
g(µ, ν) = inf
η,r,c
{
1
2
‖r‖22 + c+ µT
(
y − r − X˜Mη)+ ν(Jλ,I(η)− c)} =
µTy + inf
r
{
1
2
‖r‖22 − µTr
}
+ inf
c
{
c− νc}+ inf
η
{− µTX˜Mη + νJλ,I(η)}. (I.3)
Now, since the minimum of 12‖r‖22 − µTr is taken for r = µ, we have
g(µ, ν) = µTy − 1
2
‖µ‖22 + infc
{
c− νc}− J∗νλ,I((X˜M)Tµ). (I.4)
Then ν∗ = 1 and from Corollary F.1, the dual problem to (I.2) is equivalent to
maximize
µ
µTy − 12‖µ‖22
s.t. JMX˜TµKI ∈ Cλ
. (I.5)
Let (η∗, r∗, c∗) be primal and (µ∗, 1) be dual solution to (I.2). Obviously, µ∗ = r∗ = y − X˜Mη∗
and c∗ = Jλ,I(η
∗). Furthermore, from strong duality we have
1
2
‖y − X˜Mη∗‖22 + Jλ,I(η∗) = (y − X˜Mη∗)Ty −
1
2
‖y − X˜Mη∗‖22, (I.6)
which gives (X˜Mη∗)T(y − X˜Mη∗) = Jλ,I
(
η∗
)
. Now, for current approximate η[k] of solution to
(I.1), achieved after applying proximal gradient method, we define the current duality gap for k
step as
ρ(η[k]) = (X˜Mη[k])T(y − X˜Mη[k])− Jλ,I
(
η[k]
)
(I.7)
and we will determine the infeasibility of µ[k] := y − X˜Mη[k] by using the measure
infeas
(
µ[k]
)
:= max
{
JDλ,I
(
MX˜Tµ[k]
)− 1, 0} (I.8)
To define the stopping criteria we have applied the widely used procedure: treat ρ(η[k]) as indicator
telling how far η[k] is from true solution and terminate the algorithm when this difference and
infeasibility measure are sufficiently small. Summarizing, we have derived algorithm according to
scheme
Procedure 5 Algorithm for group SLOPE
input: infeas.tol: positive number determining the tolerance for infeasibility;
dual.tol: positive number determining the tolerance for duality gap;
k := 0, η[0], µ[0] := µ(η[0]), infeas[0] := infeas
(
µ[0]
)
, ρ[0] := ρ(η[0]);
while ( infeas[k] > infeas.tol or ρ[k] > dual.tol) do
1. k ← k + 1;
2. get η[k] from Algorithm 4;
3. µ[k] := µ(η[k]);
4. infeas[k] := infeas
(
µ[k]
)
, ρ[k] := ρ(η[k]);
end while
βgS :=Mη
[k].
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