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Abstract. In this thesis we study analytical and numerical methods which describe
interactions and evolution of complex physical systems modeled by microscopic pro-
cesses. We focus on two types of systems which are diﬀerentiated based on how
modeling is taking place at the microscopic level. In that respect we study systems
which can be described either by stochastic diﬀerential equations or by elementary
microscopic stochastic processes.
For the case of stochastic diﬀerential equations, we illustrate how to produce their
solutions both analytically and numerically. For the case of elementary microscopic
stochastic processes it is unrealistic to expect that an analytic solution would always
exist since often such systems can be transient and out of equilibrium. We there-
fore produce numerical solutions for those systems which are based on Monte Carlo
simulations.
We constitute the respective analytic solutions and numerical methods from two
vastly diﬀerent research areas such as ﬁnance and traﬃc ﬂow in order to better illus-
trate the wide applicability of such methods.
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1. Introduction
In this thesis we study two diﬀerent modeling methodologies applied in systems
whose macroscopic behavior and characteristics can be obtained and are strongly related
to their microscopic dynamics. In particular we study how stochastic processes can be
used to describe particle interactions and evolution. As an extension this can allow us
to describe complex physical systems.
Stochastic diﬀerential equations (SDEs) employ stochastic processes in order to
describe microscopic particle interactions and subsequent trends of their macroscopic
equivalent characteristics. Practically this is done by employing diﬀerential equations
together with random variables in order to describe unknown and generally chaotic
system behavior. Knowing and many times assuming some minimal information [1]
about these random variables, such as their expected value or variance we are then in
position to assert their future behavior by solving the respective SDE for that system.
Alternatively complex system dynamics [2, 3, 4, 5] can also be described via micro-
scopic stochastic processes which are built, from the ground up, by directly enforcing
a set of rules from which particles interact with their nearest neighbors. Under this
methodology we do not assume any adhoc diﬀerential equation to describe our physical
system but rather apply speciﬁc microscopic interaction rules which produces (in the
asymptotic limit) the form of the diﬀerential equation responsible for the macroscopic
behavior of that system.
In this thesis we will study analytical and numerical methods for both approaches
and apply them to problems in ﬁnance as well as traﬃc ﬂow in order to present their
capabilities.
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2. Stochastic Processes And Microscopic Dynamics
In this section we provide all the theory behind the stochastic processes responsible
for modeling particle interactions and evolution for a given physical system. Examples
of such systems range from economics to chemical reactions or traﬃc networks. In this
section we provide the necessary mathematical background which will help us resolve
system dynamics and behavior. Later in the applications section we demonstrate how
these methods can be applied to such systems.
2.1 Stochastic Diﬀerential Equations
We begin by studying stochastic diﬀerential equations of the form
(1) dXt = a(t,Xt)dt+ b(t,Xt)dWt
and outline the mathematical tools such as Itô calculus in order to do so.
To understand the above diﬀerential equation we ﬁrst need to explain terms such
as Xt and Wt that appear in equation (1) above . To do this, we ﬁrst need to deﬁne
what a stochastic process is and what a sample path is.
Definition. (Stochastic process and sample path)
A collection of random variables {X(t) | t ≥ 0} is called a stochastic process. For
each point ω ∈ Ω in the sample space, the mapping t → X(t, ω) is the corresponding
sample path.
Remark. The stochastic process {X(t) | t ≥ 0} is often abbreviated as Xt.
The sample path t→ X(t, ω) will in general look diﬀerent if we run multiple exper-
iments while keeping all other parameters the same. For instance, if we model a stock
price over a time period, the price of the stock will not have the same values for each
individual time point between the simulations. The following ﬁgure illustrates how two
diﬀerent sample paths can look for the same stochastic process X(t) for the sample
paths ω1 and ω2.
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Figure 1. Sample paths ω1 and ω2 for the stochastic process Xt.
We can now deﬁne the Brownian motion W (·):
Definition. (Brownian motion)
We say that a real valued stochastic process W (·) is called a Brownian motion (or
a Wiener process) if it satisﬁes the following properties:
i) W (0) = 0 a.s.
ii) W (t) is N(0, t)
iii) W (t)−W (s) is N(0, t− s) for all t ≥ s ≥ 0,
iv) The stochastic process W (t) has independent increments i.e for 0 < t1 < t2 <
· · · < tn, the random variables W (t1),W (t2) −W (t1), . . . ,W (tn) −W (tn−1) are inde-
pendent.
We are now able to explain the details the equation (1) above with the help of the
following theorem.
Theorem. (Itô formula)
Let Xt be an Itô process given in diﬀerential form
dXt = a(t,Xt)dt+ b(t,Xt)dWt
Let g(t, x) be a twice diﬀerentiable function deﬁned on [0,∞) × R, i.e g(t, x) ∈
C2([0,∞)× R). Then
Yt = g(t,Xt)
is again an Itô process and
(2) dYt =
∂g
∂t
(t,Xt)dt+
∂g
∂x
(t,Xt)dXt +
1
2
∂2g
∂x2
(t,Xt) · (dXt)2
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where (dXt)
2 = (dXt) · (dXt) is computed by use of the following rules: dt · dt =
dt · dWt = dWt · dt = 0 and dWt · dWt = dt.
Proof. See [1]. 
Remark. The term dW (t) is interpreted as dW (t) = W (t+dt)−W (t), i.e. a small
step along the sample path for W (t, ω).
The reason we chose the Itô interpretation over of the Stratonovich interpretation of
stochastic diﬀerential equations is because the Itô interpretation is better suited when
modeling problems based on historical events. See [1] for a more throughout discussion
regarding this.
We now illustrate how the above formula can be used to solve some elementary
stochastic diﬀerential equations.
Example 1. Consider the SDE initial value problem given by
(3)
{
dXt = tXtdt+ e
t2
2 dWt
X0 = 1
To show that Xt = (1 + Wt)e
t2
2 solves (3) we let x = Wt so that Xt = g(t, x) =
(1 + x)e
t2
2 . By Itô's formula (2) we have:
dXt = (1 + x)e
t2/2 · 2t
2
dt+ et
2/2dx+ 1
2
· 0 · dxdx = (1 +Wt)et2/2tdt+ et2/2dWt
= Xttdt+ e
t2/2dWt
It remains to check that X0 = 1. Indeed:
X0 = (1 +W0)e
0 = (1 + 0)e0 = 1
So Xt = (1 + Wt)e
t2/2 is indeed a solution to the SDE initial value problem given by
(3).
Another example which involves a slightly more complicated scenario is the following
SDE.
Example 2. Consider the SDE initial value problem given by
(4)
{
dXt = 3(W
2
t − t)dWt
X0 = 0
To show that Xt = W
3
t − 3tWt is a solution to (4) we let x = Wt so that Xt =
g(t, x) = x3 − 3tx. By Itô's formula (2) we have:
2.1 STOCHASTIC DIFFERENTIAL EQUATIONS 8
dXt = −3xdt+ (3x2 − 3t)dx+ 126xdxdx = −3Wtdt+ (3W 2t − 3t)dWt + 3WtdWtdWt
= −3Wtdt+ (3W 2t − 3t)dWt + 3Wtdt = (3W 2t − 3t)dWt
It remains to check that X0 = 0. Indeed:
X0 = W
3
0 − 3 · 0 ·W0 = 0− 0 = 0
So Xt = W
3
t − 3tWt is indeed a solution to the SDE initial value problem given by
(4).
In the following example we show how to solve the Langevin equation that have
many important applications in ﬁnancial modeling and statistical physics
Example 3. Consider the SDE given by
(5) dXt = µXtdt+ σdWt
The idea is to multiply (5) with an integrating factor e−µt and comparing it to
d(e−µtXt). By Itô's formula (2) we have
(6) d(e−µtXt) = −µe−µtXtdt+ e−µtdXt
In (6) we recognize that dXt is given by (5). Inserting (5) into (6) gives
d(e−µtXt) = −µe−µtXt + e−µt(µXtdt+ σdWt)
= −µe−µtXt + e−µtµXtdt+ e−µtσdWt
Which gives us
d(e−µtXt) = e−µtσdWt
Integrating both sides gives
e−µtXt = X0 + σ
∫ t
0
e−µsdWs
Multiplying by eµt gives
Xt = e
µtX0 + σ
∫ t
0
e−µ(s−t)dWs
We see that no closed form solution exists. Later we will show how the Langevin
equation can be solved numerically.
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2.2 Lattice Based Stochastic Modeling Of Particle Interactions
This section describes a method to simulate interacting particles on a closed periodic
domain as proposed by T. Alperovich and A. Sopasakis in [6].
The domain is divided into n ·m = N cells, where n denotes the number of vertical
cells and m the number of horizontal cells. This lattice conﬁguration is denoted by
L = Ln × Lm, where Ln = {1, 2, . . . n} and Lm = {1, 2 . . .m}. We can thus deﬁne
each location in the lattice as x ∈ L. Each position is uniquely determined by its
horizontal and vertical cell number, i.e every x is can be written as x = (xk, xl) where
0 ≤ k ≤ m denotes the particle's horizontal cell number and 0 ≤ l ≤ n denotes the
particle's vertical cell number in the lattice.
To identify if a position in the lattice is occupied by a particle we introduce the
following order parameter σ(x) for each x ∈ L as:
(7) σ(x) =
{
1, if a particle occupies position x
0, if the position x is empty
Next we introduce the interaction potential J . This potential determines the strength
of the interaction between a particle and the particles in its surrounding area. In this
work, J denotes an asymmetric short range inter-particle interaction potential deﬁned
by
(8) J(y, x) = V
( ||~y − ~x||d
L
)
, x, y ∈ L
In (8) L denotes the look ahead radius, i.e. the cells a particle can look ahead in
the domain. Here ~x and ~y denote the location in space for each particle. The look
ahead radius lets us decide if we want to allow one sided interactions or all around
interactions. The notation ||~y−~x||d denotes the absolute value of the distance between
two particles in the lattice and is deﬁned by
(9) ||~y − ~x||d =
{
y1 − x1, if y1 ≥ x1
x1 − y1, if x1 < y1
It is important to note that the distance between the particles given by (9) is only
determined by the distance between them in the ﬁrst coordinate.
When simulating traﬃc we only allow one sided interactions for the vehicles, i.e.
vehicles are only allowed to look in front of them. When simulating other types of
dynamics we can for instance allow all around interactions between the particles. We
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also choose a uniform potential for the particle interactions. We thus deﬁne the potential
V : R→ R as
(10) V (r) =
{
J0, if 0 ≤ r < 1
0, otherwise
where J0 is a non-zero parameter which will be calibrated later depending on the
application. Since particles naturally tend to move towards places in the lattice with less
concentration of particles, we want the interaction between the particles to be repulsive.
For traﬃc simulations the sign of J0 in (10) is chosen to be positive since a negative sign
would imply attraction between particles. To compute the total contributions from all
particles inside the look ahead radius we let Ue(x) denote the short range interactions
between particles and is given by
(11) Ue(x) =
∑
z 6=x
J(x, z)σ(z)
We also introduce another interaction called the anisotropy interactions denoted by
Uα(x, y). This interaction aﬀects the particles tendency to move in a preferred direction.
We deﬁne it as
(12) Uα(x, y) =
yk+L∑
zk=yk
wσ(z)
where y denotes the location of the cell that the vehicle in position x will move to
and σ(z) is deﬁned as in (7). The constant w is chosen to reﬂect the strength of the
interaction. For traﬃc simulations we would generally want to encourage vehicles to
move forward and discourage them from changing lanes. We thus deﬁne three diﬀerent
values for the parameter w as
(13) w =

wl, if y = xl + 1
wr, if y = xl − 1
wf , if y = xk + 1
To reﬂect the above stated preferences, we choose wf  wr, wl in (13) where
wf , wr, wl > 0.
The rate at which the process will advance a particle from a position x ∈ L to y ∈ L
is deﬁned as
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(14) c(x, y, σ) =
{
c0 exp [−U(x)] if σ(x) = 1, σ(y) = 0
0, otherwise
where c0 = 1/τ0. In (14), U(x) = Ue(x) + Uα(x, y) where Ue(x) is given by (11)
and Uα(x, y) is given by (12). The parameter τ0 is called the characteristic time for
the process and is calibrated in conjunction with the parameter J0 so that they reﬂect
realistic conditions. For a one dimensional lattice we have y = yk = xk+1. For a two
dimensional lattice, y is given by
yl = xl + 1, for moves to the left,
yr = xl − 1, for moves to the right,
yk = xk + 1, for moves forward
The stochastic process {σt}t≥0 that is constructed above is a continuous, jump
Markov process on L∞(Σ;R) with the following generator [4, 7]
(Mf)(σ) :=
∑
x∈L
c(x, y, σ)[f(σx(y))− f(σ(y))], for all 0 < y ∈ L
for any bounded test function f ∈ L∞(Σ;R) with c(x, y, σ) deﬁned in (14). Here
σx(y) denotes the conﬁguration after a change in the value of the cell at x such that,
σx(y) = 1 − σ(x) if y = x and σx(y) = σ(y) otherwise. Therefore the observables f
(test functions) evolve with the rule [7]
d
dt
Ef(σt) = E(Mf)(σ)
which is equivalent to Dynkin's formula [1]. Thus, the diﬀerential equation above
gives the connection between the microscopic process and the corresponding macro-
scopic process that is given by a stochastic diﬀerential equation.
2.3 Lattice Free Stochastic Modeling Of Particle Interactions
When simulating real physical systems it is often unrealistic to assume that the
particles move with integer jumps to a surrounding location in the domain. Instead
it would be more realistic to allow particles to move to any surrounding location in
the domain. This motivates us to simulate the particles in a lattice free domain as
suggested by A. Sopasakis in [8] and [9]. Instead of dividing the lattice into equally
sized cells, we now divide the domain in a union D of disjoint sets. The way we do
this is to partition the domain into disjoint sets O and E where O denotes space on
the domain that is occupied by particles and E the is the remaining empty space. If
we have k particles and l empty sets in the domain then D can be written as
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D = O
⋃
E = V1 ∪ V2 ∪ · · · ∪ Vk ∪ Ek+1 ∪ · · · ∪ Ek+l
The analogy to the order parameter σ(x) given in the previous section for the lattice
free dynamics is given by
σ(i) =
{
1, if at Vi
0, if at Ei
where 1 ≤ i ≤ k + l < M if there are k particles in the domain and l empty sets.
We see that σ(i) = 1 if there exist a particle at i ∈ {1, . . . , k} and σ(i) = 0 if there's
no particle at i ∈ {k + 1, . . . , k + l}.
We deﬁne the new interaction potential J for the lattice free dynamics between
particles at Vi and Vj by
(15) J(i− j) = 1
L
W
(
i− j
L
)
, if i,j∈ IO andW (r) =
{
J∗, for 0 ≤ r ≤ 1
0, otherwise
In (15) L denotes the range of interaction, IO denotes the index set for the set O of
occupied positions in the domain and J∗ is a parameter that must be calibrated.
The corresponding spin-exchange rate for the lattice free dynamics is given by
(16) c(i, j, σ) =
{
d0w(j) exp[−U(i, σ)], ifσ(i) = 1 andσ(j) = 0
0, otherwise
where
U(i, σ) = Ue + Uα =
k+l∑
j=1
J(i− j)σ(j) +
k+L∑
j=i
wσ(j)
where Uα is recognized as the anisotropy interaction deﬁned in the same way as in
(12).
Note also the introduction of the factor w(j) above deﬁned as
w(j) =
{
|Ei| − |V |, if |Ei| > |V |
0, otherwise
This factor dictates how far a particle can move depending on the space available
ahead.
3. Numerical Applications
We now apply the theory presented in the previous section to produce respective
numerical solutions and simulations of given physical systems. We will speciﬁcally
produce numerical solutions for a) well-known problems in ﬁnancial mathematics which
are modeled via stochastic diﬀerential equations and b) evolution of vehicular traﬃc
streams.
3.1 Numerical Approximation Of Stochastic Diﬀerential Equations
One of the most widely used method for producing the solutions of stochastic dif-
ferential equations is the Euler-Maruyama method. The method is simple and easy to
program.
The Euler-Maruyama method is given by the following pseudo code which approx-
imates the solution of dXt = a(Xt)dt + b(Xt)dWt in the interval t ∈ [0, T ] with initial
value X0 = x0:
1. Partition the interval [0, T ] into N equal sub intervals (i.e ∆t = T
N
).
2. Deﬁne recursively Yn+1 = Yn + a(Yn)∆t+ b(Yn)∆Wn
where ∆Wn = Wn+1 −Wn and Y0 = X0 = x0.
As one can see, the Euler-Maruyama method is very similar to the Euler method
for ordinary diﬀerential equations.
Remark. The order of the error for the Euler-Maruyama method is O
(√
∆t
)
[10],
where the notation O
(√
∆t
)
denotes the fact that the error for the approximation
scales as the square root of the step size ∆t.
The Milstein method is a generalization of the Euler-Maruyama. The Milstein
method approximates the derivative of the function b(Xt) in order to reduce the error
to just ∆t. It is similar to the Euler-Maruyama except in the computation of Yn+1
above. Instead we compute Yn+1 as
Yn+1 = Yn + a(Yn)∆t+ b(Yn)∆Wn +
1
2
b(Yn)b
′(Yn)
(
(∆Wt)
2 −∆t)
Remark. The order of the error for the Milstein method is O (∆t) which is better
than the Euler-Maruyama method [10].
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It is possible to apply the above methods to problems that are not autonomous if we
assume a small time interval and that the coeﬃcients are continuous. This will however
incur extra error for the approximation.
Example 4. Consider the SDE initial value problem given by
(17)
{
dXt = Xtdt+XtdWt
X0 = 1
The initial value problem (17) has the analytical solution Xt = e
1
2
t+Wt [10]. Applying
the Euler-Maruyama method with step size of ∆t = 0.01 on the interval 0 ≤ t ≤ 5
gives the following approximate and analytical solution as can be seen in Figure 2. The
absolute error of the approximated solution is presented in Figure 3.
Figure 2. Approximate and analytical solution to the initial value prob-
lem (17) using the Euler-Maruyama method.
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Figure 3. Absolute error for the approximated solution of the initial
value problem (17).
This next example illustrates how the Milstein method can be applied to solve a
diﬀerent SDE initial value problem.
Example 5. Consider the SDE initial value problem given by
(18)
{
dXt = Wtdt+
3
√
9X2t dWt
X0 = 0
The initial value problem (18) has the solution Xt =
1
3
W 3t [10]. Applying the Milstein
method with step size of ∆t = 0.01 on the interval 0 ≤ t ≤ 5 gives approximated and
analytical solution presented in Figure 4 and absolute error presented in Figure 5.
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Figure 4. Approximate and analytical solution to the initial value prob-
lem (18) using the Milstein method.
Figure 5. Absolute error for the approximated solution to the initial
value problem (18).
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As we can see from the solution to the Langevin equation in Example 3 we could not
obtain closed form analytical solution. However, with the methods we have presented
here we are able to produce an approximation to the equation. We use the Euler-
Maruyama method to solve the problem since the term σ in front of dWt is constant,
we would not gain additional accuracy by using the Milstein method. The approximated
solution is presented in Figure 6.
Figure 6. Approximate solution to dXt = µXtdt+ σdWt with µ = 0.1,
σ = 2.0.
3.2 Lattice Based Traﬃc Flow Simulation On A Closed Periodic Highway
In this section we apply the lattice-based stochastic processes illustrated above to-
ward modeling vehicular behavior on a highway. We will therefore be able to study
vehicular interactions and evolutions as well as produce traﬃc stream evolution and
dynamics through our numerical simulations.
For our simulations we initialize the vehicles in a closed periodic lattice domain
representing a periodic highway (or ring-road). This means that the vehicles can
switch lanes upward and downward until they reach the end of the highway. However,
when the vehicles have traveled forward to the end of the highway their next step
forward will put them in the beginning of the highway. We initialize a given number
of vehicles on the highway and keep the number of vehicles constant throughout the
simulation. We do not allow vehicles to exit or enter the highway.
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To simulate the traﬃc we implement the Kinetic Monte Carlo (KMC) algorithm
[11] by ﬁrst computing the transition rates for all the vehicles on the highway by (14).
The rate for movements to occupied cells is always 0 as seen by (14). After the rates
have been computed, we calculate the total exchange rate for all vehicles and pick a
random number between 0 and the total rate. This random number decides which
vehicle should move to a target cell. The pseudo-code for the spin-exchange Monte
Carlo Pseudo-code is given bellow [6]
(1) Calculate the rate c(l) for all the l nodes in the lattice.
(2) Calculate the total rates by R =
∑
l c(l)
(3) Generate a random number ρ.
(4) Index all the rates in an array of size |L|.
(5) Find the node at lattice position k where 0 < k < |L| such that
k∑
j=0
c(j) ≥ ρR >
k−1∑
j=0
c(j)
(6) Update the time, t = t+ ∆t where ∆t = 1
R
.
(7) Repeat from step 1 until dynamics of interest have been captured.
The above pseudo-code was implemented in C# to produce the simulations.
To ensure that our model gives accurate simulations of the traﬃc we need to calibrate
the parameters τ0 and J0. This is done so that the forward and backwards velocity for
the traﬃc is close to 67 mph and −12 mph respectively which corresponds to realistic
traﬃc conditions[6]. In practice, this is done by running the simulations for diﬀerent
values for the two parameters. If one of the velocities is too fast or too slow, the
corresponding parameter value is adjusted. In some cases, both parameters needs to be
adjusted simultaneously since they each aﬀect each others to a certain degree, especially
when it comes to ﬁne tuning the velocities.
We present both a time-space plot of the traﬃc evolution (Figures 7-9) as well as
the important fundamental diagrams (see Figures 10-12) for traﬃc engineering research.
We simulate a multi-lane environment (up to 3 lanes total).
The parameter values were chosen according to the following table
Number of lanes 1 2 3
τ0 0.23 0.223 0.22
J0 0.12 0.10 0.10
Forward velocity (mph) 67.2 67.1 67.5
Backward velocity (mph) -12.4 -12.4 -12.3
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Figure 7. Time history plot for a 1 lane highway of 1 mile.
Figure 8. Time history plot for a 2 lane highway of 1 mile.
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Figure 9. Time history plot for a 3 lane highway of 1 mile.
Figure 10. The fundamental diagram for a 1 lane highway of 1 mile.
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Figure 11. The fundamental diagram for a 2 lane highway of 1 mile.
Showing the ﬂow in the two lanes respectively as well as the total ﬂow.
Figure 12. The fundamental diagram for a 3 lane highway of 1 mile.
Showing the ﬂow in the three lanes respectively as well as the total ﬂow.
3.3 LATTICE FREE TRAFFIC FLOW SIMULATION ON A CLOSED PERIODIC HIGHWAY 22
3.3 Lattice Free Traﬃc Flow Simulation On A Closed Periodic Highway
We now also apply the theory for lattice-free stochastic dynamics in order to compare
solutions and possible diﬀerences between lattice-based versus lattice-free models.
The Monte Carlo algorithm used to produce the simulation is very similar to the
one for the lattice based dynamics. The main diﬀerence now is that the random number
between 0 and the total rate also speciﬁes how far ahead the vehicle should move (up to
a maximum of 22 feet forward corresponding to the length of one vehicle). In the lattice
based dynamics, each vehicle only took a vertical step when changing lanes. Now, we
allow vehicles to move forward in the same time step to create more realistic dynamics.
The calibration of the parameters d0 and J∗ is done in the same way as for the lattice
based simulations. The Kinetic Monte Carlo algorithm [11] was implemented according
to the following pseudo code [9]
(1) Calculate and index all transition rates c given by (16).
(2) Calculate the total rate R =
∑
i c(i).
(3) Using a random number ρ ﬁnd the set j = m for which
m∑
j=0
c(j) ≥ ρR >
m−1∑
j=0
c(j)
(4) Perform the indicated move from an occupied set V to an empty set E signify-
ing motion within the roadway. The random number ρR also decides how far
forward the vehicle moves on the highway.
(5) Update the time t = t+ ∆t where ∆t = 1
R
(6) Repeat from the beginning until dynamics of interest have been captured.
The above pseudo code was implemented in C# to produce the simulations.
The parameter values were chosen according to the following table
Number of lanes 1 2 3
d0 9.0 4.5 3.85
J∗ 1.7 0.35 0.2
Forward velocity (mph) 67.9 67.1 67.1
Backward velocity (mph) -12.2 -12.3 -12.3
Figures 13-15 presents the time history of the traﬃc ﬂow and Figures 16-18 presents
the fundamental diagrams for the lattice free simulations.
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Figure 13. Time history plot for a 1 lane highway of 1 mile.
Figure 14. Time history plot for a 2 lane highway of 1 mile.
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Figure 15. Time history plot for a 3 lane highway of 1 mile.
Figure 16. The fundamental diagram for a 1 lane highway of 1 mile.
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Figure 17. The fundamental diagram for a 2 lane highway of 1 mile.
Showing the ﬂow in the two lanes respectively as well as the total ﬂow.
Figure 18. The fundamental diagram for a 3 lane highway of 1 mile.
Showing the ﬂow in the three lanes respectively as well as the total ﬂow.
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3.4 Comparison Between Lattice Based And Lattice Free Models
As we can see from the time history in Figures 7-9 and Figures 13-15 the forward
velocity is approximately 67 mph since it takes the ﬁrst vehicle approximately 40 seconds
to reach the end of the 5280 feet long highway, starting 1320 feet in. We can also see
that the backwards velocity is approximately -12 mph since the last vehicle in the traﬃc
jam starts to move after 75 seconds. This is true when we have 1, 2 or 3 lanes. We can
also see that the ﬁrst vehicle has to wait after it has traveled to the end of the highway
before it can move (the end of the highway is deﬁned by our starting reference point
since it is a periodic highway). This validates the fact that there are no stacking issues
for the vehicles. The ﬁrst vehicle has to wait before it can move because the last vehicle
in the initial jam has yet to move. We can also see that the traﬃc builds up at the end
of the roadway, creating a secondary traﬃc jam, before dissolving completely after 200
seconds where we observe free ﬂow for the traﬃc.
The fundamental diagram presented in Figure 19 gives the relationship between
traﬃc density and traﬃc ﬂow on a highway. Traﬃc density is supposed to be measured
in vehicles per mile while traﬃc ﬂow is measured in vehicles per mile per hour.We see
that the ﬂow should increase until the density reaches ccrit which is the critical density
at around 25 percent. It should thereafter decrease until the density reaches the jam
density cjam [12].
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Figure 19. The fundamental diagram (ﬂow-density relationship) [12].
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In the fundamental diagrams presented in Figures 10-12 and Figures 16-18 we see
that they agree with the fundamental diagram in Figure 19. This is a strong validation
that our simulations produces accurate results since the overall shape of the fundamental
diagrams corresponds well with widely accepted standards for traﬃc research [6, 12].
The fundamental diagram is a very important tool for validating traﬃc simulations.
The way those diagrams were produced was by randomly placing vehicles corresponding
to a density on the highway and then monitor how many of them passes a camera that
is placed on the side of the highway. From this we can determine the ﬂow of vehicles
on the highway under a certain time period. The interesting question now is which of
the two methods presented here gives the most realistic description of traﬃc ﬂow?
As we can see when comparing the fundamental diagrams for the lattice based
method (Figures 10 - 12) with the fundamental diagrams produced using the lattice
free method (Figures 16-18) we see that there are diﬀerences. The peak for the critical
density occurs earlier for the lattice based stochastic process and it is also more narrow
compared to the lattice free stochastic process. We can also observe that the ﬂow
declines more rapidly for the lattice based method. This indicates that there is a
diﬀerence between the methods.
To determine which of the two processes produces the most accurate results we use
the Palasti conjecture. According to this conjecture objects of equal size are placed
randomly in a closed domain, the overall coverage of the domain will be approximately
0.746 on average [13]. Figure 20 bellow shows the domain size vs density for both the
lattice based and the lattice free method as well as the Palasti conjecture.
2 3 4 5
0.7
0.75
0.8
Domain Size (log scale)
An
se
m
bl
e 
Av
er
ag
e
Long time averages versus domain size
 
 
Lattice Based
Palasti Conjecture
Lattice Free
Figure 20. Initialization density vs domain size [9]. Figure reproduced
here with permission from author.
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As we can see from Figure 20, the lattice free approximation is in complete agreement
with the Palasti conjecture. From this we can conclude that the lattice free method
indeed gives a more realistic description of traﬃc ﬂow.
Provided this signiﬁcant ﬁnding for lattice free versus lattice based methods it would
only be natural to use such a more accurate approach for our next project in modeling
swarming behavior. Such a stochastic description proposed above will be tested in
simulating the interactions of schools of ﬁsh. It will also be interesting to extend
further our model in order to include predatory behavior from sharks for instance.
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