1. Introduction. Let (X,Y) be a pair of random variables, each ranging over some space, and let f be a function that depends on the joint distribution of X and Y . As examples, f could be the regression function of Y on X , the hazard rate of the conditional distribution of Y given X , or the density of X ; alternatively, f could be the logarithm or logit of any of these functions, where logit(p) = log(p/(l-p)) .
Suppose as usual that the joint distribution of X and Y is unknown and consider the problem of estimating f based on a random sample from this joint distribution. The parametric approach starts with the assumption of an a priori model for f that contains only finitely many unknown parameters, while the nonparametric approach eschews such an assumption.
Three fundamental aspects of statistical models are flexibility, dimensionality, and interpretability. FZexibiZity is the ability of the model to provide accurate fits in a wide variety of situations, inaccuracy here leading to bias in estimation. DimensionaZity can be thought of in terms of the variance in estimation, the "curse of dimensionality" being that the amount of data required to avoid an unacceptably large variance increases rapidly with increasing dimensionality.
In practice there is an inevitable trade-off between flexibility and dimensionality or, as usually put, between bias and variance. Interpretability lies in the potential for shedding light on the underlying structure.
In Section 2, parametric models for f are discuRsed in relation to these three aspects. Nonparametric and semiparametric models are similarly discussed in Section 3, where a heuristic dimensionality reduction principle is presented. In Section 4, a precise special case of this principle is stated for additive regression functions and, more generally, for additive approximations to a not necessarily additive regression function. The proof is given in Sections 5 and 6.
2. Parametric models. Let X = (XI,...,X ) , where X.e X. for 1 < j < J . Suppose each X. is either a finite set or an interval (i.e., a nondegenerate subinterval of R ). If X. is finite X. is called a "factor", which can be either quantitative or qualitative; in either case the elements of X. are referred to as the possible levels of X If there are any factors present, the remaining Xi's are called "covari ates". Scheffe, 1959 ) , while if f is the (discrete) density of X , these models arise in discrete multivariate analysis (see Bishop et al., 1975 and Haberman, 1978) . In such models the functions f. and fjk will be referred to as functionaZ components. Scheffe, 1959, for a discussion of the one-degree-of-freedom test for additivity due to Tukey, 1949 Sonquist, Baker and Morgan, 1971; Fielding, 1977 ; and the discussion of a similar program, CART, in Breiman et al., 1984) . Sonquist (1970) (1972) . See Lawton, Sylvestre and Maggio (1972) , Sttutzle, et al. (1980) , Oakes (1981) , Begun, et al. (1983) , Engle, et al. (1982) , and Wahba (1983) for other such semiparametric models.
An interesting generalization of the additive model is which arises in projection pursuit regression (PPR) and. (log)density estimation (see Friedman and Stuetzle, 1981; Friedman, Stuetzle and Schroeder, 1984; Friedman, Gross and Stuetzle, 1983; and Huber, 1983 Leeuw, et al., 1976; Young, et al., 1976; and Breiman and Friedman, 1985) . Friedman and Stuetzle (1981) also discussed "projection selection", which is PPR restricted to be additive, and they suggested strategies for using projection selection and unrestricted PPR jointly. Tibshirani (1983) discussed the extension of Cox's proportional hazards model (Model 6) to the unrestricted additive model. Hastie (1983) discussed the additive model for the logistic regression function when Y is an indicator variable, and Hastie (1984) pointed out the usefulness in graphical model diagnostics of additive estimates of the regression function or of its logit. Previously, Breiman and Stone (1978) proposed various additive regression estimates as modifications of (nonadditive) tree structured regression. They were motivated both by the successful meteorological application of an ad hoc additive regression technique (Zeldin and Thomas, 1975) and by the realization that unrestricted multivariate nonparametric regression is hard to interpret as well as being subject to the curse of dimensionality. Such a model will also be thought of as being d-dimensional. Accordingly, Models 3, 5, 6, 7 (for fixed V ) and 8 are one-dimensional, while Model 4 is two-dimensional.
Model dimensionality, as just defined, is relevant to optimal rates of convergence for nonparametric function estimation (see Stone, 1982) .
In the absence of a restrictive model for f , the optimal rate of convergence in an L2 norm is typically of the form n 2r ; here r = (p-m)/(2p+J) , p being a measure of the assumed smoothness of f and m being the order of the derivative of f that is being estimated ( m = 0 if f itself is being estimated). It is quite plausible that under the additional restriction of a d-dimensional model for f ( d < J ), the optimal rate of convergence is of the same form with J replaced by d in the definition of r . But it is not at all obvious that this heuristic dimensionality reduction principZe can be established rigorously as a general theorem applying, say, to projection pursuit regression. (Huber, 1985, points Even if f is not genuinely additive, an additive approximation to .f may be sufficiently accurate for a given application as well as being readily interpretable. Let f* , 1 < j < J , be chosen subject to the constraints Efj(X.) = 0 for 1 < j < J to minimize Let fn , of the form frn(x1,...,Xj) = Yn + E fni(xj)~~~n 0 be chosen subject to the constraints that f neSn and E1' f n(X.) = 0 for 1 < j < J to minimize the residual sum of squares E n(y f (X 2 We call the estimate fn of f an additive spline. If Q = 0 , we borrow from Tukey (1961) and call fn an additive regressogrcan. The numerical minimization is readily solved by using B-splines (see de Boor, 1978, or Powell, 1981) - ( 2 1 on an event whose probability tends to zero with n , these minimization problems all have a unique solution; and (7) sup IVn (x)j2 = 0pr(n1 Nn) for 1 < < J It follows from (7) that (8) sup IW nj( j)I 2 pr(f Nn) for 1 < -< -3-If Q' is changed from -1 to a nonnegative number, then additional constraints are imposed on the overall minimization problem. Thus the probability of nonuniqueness and the quantity IW n(x)I2 under uniqueness are both reduced or unaltered. Consequently, even without the supposition that Q = -1 it is true that, except on an event whose probability tends to zero with n , the overall constrained minimization problem has a unique solution; and it is true that (8) holds. This result is due to de Boor (1968) ; see also de Boor (1978) or Powell (1981) . It now follows from Lemma 3 applied to the norm li 11n that lv IIv2 = 0 (n 2r) for 1 < j < J , which is equivalent to the conclusion jn pr of the lemma when f* = 0
The proofs of the next two results will be given in Section 6. 
Since each gj is bounded away from 0 and X by Condition 1, the desired result holds. IE' R(U)-E R(U)I < tS ck SD(R(U));
Here dk is some positive constant depending only on k PROOF. Let t0 denote the left endpoint of I . It follows from
Hoeffding's inequality that, for m > 1
Thus by Lemma 11, except on an event having probability at most k exp(-2n t2)
of degree k such that EQ(T) = 0 ; and hence the first inequality of the lemma holds for all polynomials Q of degree k . The proofs of the remaining inequalities are similar.
PROOF of LEMMA 9. Let T. denote the jth coordinate of X 1 1
Observe that Iv =Inv has length T = Nn *Set vnv~~~~~~n v = {i: 1 < i < n and T e Iv} and let 1lIj denote the number of elements in I . It follows from (5), (13) and Lemma 2 that, except on an event whose probability tends to zero with n , for n sufficiently and that similar formulas hold for the second probability space. The desired conclusion now follows in a straightforward manner (Schwarz's inequality is used several times). 28 PROOF OF LEMMA 3. Choose E with 0 < £ < ((1-6)t2)J 1 . It follows easily from Lemmas 2, 12 and 13 that, except on an event whose probability tends to zero with n , the following inequality holds for all choices of 1l'**.sJ ESn Since E can be made arbitarily small, the desired result holds.
