Abstract. We study the existence and structure of steady-state ngers in two-dimensional solidi cation, when the surface energy has a crystalline anisotropy so that the energy-minimizing Wul shape and hence the solid-liquid interface are polygons, and in the one-sided quasi-static limit so that the di usion eld satis es Laplace's equation in the liquid. In a channel of nite width, this problem is the crystalline analog of the classic Sa man-Taylor smooth nger in Hele-Shaw ow. By a combination of analysis and numerical Schwarz-Christo el mapping methods, we show that, as for solutions of the smooth problem, for each choice of Wul shape there is a critical maximum value of the magnitude of surface tension above which no convex steady-state solutions exist. We then exhibit convergence of convex crystalline solutions to convex smooth solutions as the Wul shape approaches a circle. We also consider the open dendrite geometry, and show that there are no steady-state solutions having a nite number of sides for any crystalline surface energy. This is in striking contrast to the smooth case, and is an indication that the time-dependent behavior may be more complicated for crystalline surface energies.
1. Introduction: Crystalline Hele-Shaw Flow. It is a remarkable fact that two seemingly unrelated physical systems give rise to the same mathematical model: the ow of a viscous uid between two closely-spaced at plates in a Hele-Shaw cell, and the solidi cation of a crystalline material from its melt, in the \quasi-static" limit of small undercooling or impurity concentration. Because of its generality and simplicity, this model has attracted a considerable amount of attention, and has served as a point of departure for the study of pattern-forming mechanisms in a wide variety of other physical problems. For in-depth discussion of its derivation and interpretation, we refer the reader to the reviews 2, 9].
Let us denote by (t) the liquid region around either a growing air bubble in a Hele-Shaw cell, or around a growing crystal in a two-dimensional solidi cation experiment, and inside suitable outer boundaries. In , there is a potential eld (x; t) satisfying Laplace's equation = 0 in .
(1.1)
For Hele-Shaw ow, is negative pressure, thus the velocity potential by Darcy's law, and Eq. (1.1) expresses incompressibility of the velocity eld. In solidi cation, is either negative temperature or the concentration of a dissolved impurity, and Eq. (1.1) is the \quasi-static" limit of the di usion equation, when di usion is much more rapid than growth of the seed. In both cases, this is a one-sided model: we neglect either the viscosity of the air or the conductivity of the solid. Suitable boundary conditions must be imposed on at the outer boundaries or at 1. Denote by ?(t) the air/liquid or the solid/liquid interface, and let n be the outward normal to ?, pointing into . The motion of ? is given by V = n r ; (1.2) This work was supported by the Department of Energy and by the National Science Foundation via a Mathematical Sciences Postdoctoral Research Fellowship.
y The University of Chicago, Dept. of Mathematics, 5734 S. University Ave., Chicago, IL 60637 1 where V is the normal velocity of ? in the direction n. In Hele-Shaw ow, this is the condition that the interface is attached to the uid, so it moves with the local material velocity. In solidi cation, it expresses local conservation of heat or of the dissolved impurity; we assume that di usion through the interior of the solid is negligible, and that there is no surface di usion along the interface. This condition is to be satis ed at each point of ?. The remaining condition necessary to complete the statement of the problem is a local-equilibrium condition on ?, which imposes a boundary value for in terms of the local geometry. For the classical case of smooth isotropic surface energy, this is the condition ? = K; (1.3) where is the nondimensionalized magnitude of surface energy, and K is the local geometric curvature of ?, positive where the bubble or seed is convex. In Hele-Shaw ow, this is the Laplace condition of pressure equilibrium across a curved interface, and = b 2 T=12 aS 0 t , where b is the spacing between the plates, T is the surface tension, is the dynamic viscosity of the uid, a is a reference length scale in the plane of the plates, and S 0 t is a reference air ow rate (area/time). For solidi cation, (1.3) is the Gibbs-Thomson condition of local minimization of free energy, and = T m d 0 =aT 0 , where T m is the melting temperature, d 0 is a capillary length, a is a reference length, and T 0 is a reference temperature di erence such as the imposed undercooling; the quasi-static limit applies when d 0 =a 1 and T 0 =T m 1. This parallelism between Hele-Shaw ow and solidi cation is valid only for one-sided models; if the air bubble is replaced by a uid with non-zero viscosity, or if di usion in the solid cannot be neglected, then the appropriate modi cations of (1.2) and (1.3) are di erent in the two cases.
A surface energy depending smoothly on interface orientation may be modeled by introducing a factor (1 ? cosN ) into (1.3) , where is the strength of anisotropy, N is a symmetry number, and denotes the angle between the normal n and the positive x-axis. Anisotropic surface energy is the natural case for crystalline solid materials, and may be introduced into a Hele-Shaw cell by suitably engraving the plates 18].
The behavior of solutions may be dramatically di erent for 6 = 0 and = 0, even in the limit ! 0; see 4] for channel growth, 12] for steady-state dendrite tips, and 1]
for free radial growth. If the solidifying material has an internal crystal structure, then its surface energy may be a non-smooth function of the interface orientation , and (1.3) may more naturally be replaced by a \crystalline" analog. For a full discussion of the crystalline model, see 7, 22] ; we shall only review the results. We know no obvious way in which crystalline surface energy may be introduced into a Hele-Shaw cell.
In two dimensions, specifying the anisotropy of a crystalline surface energy func- is positive if the corner i{(i + 1) is convex. For a given N, the analog of smooth anisotropy may be introduced by giving di erent values to the weights j . The definition of crystalline curvature may be extended to arbitrary curves, by interpreting sections with \bad" normal directions as an in nitesimally corrugated mixture of segments with neighboring \good" normal directions; note that the crystalline curvature is zero on such sections regardless of the value of their smooth curvature.
The crystalline analog of (1.3) is obtained by requiring that the interface con guration be a stationary point for the total (bulk + surface) free energy under normal displacements of entire facets. This requires that the crystalline curvature of each facet must balance the average value of over that facet of ?. De ning
where dl is an element of arclength, the crystalline Gibbs-Thomson condition is i = K i ; i = 1; : : : ; m (1.5) where is the same as in (1.3) . A full time-dependent model must also include provision for splitting of facets, but (1.5) is still a necessary condition for any instantaneous con guration.
Eq. (1.5) is a set of m separate conditions, one for each facet of ?, by contrast to (1.3) which is to be satis ed at each point of a smooth ?. But note that in the crystalline case, Eq. (1.2) becomes much more stringent, requiring that @ =@n be constant along each ? i , so that the entire facet moves as a unit. The m quantities V i are to be determined so that (1.5) is satis ed. That is, except for a nite number of degrees of freedom, now solves a Neumann problem rather than Dirichlet as in the smooth case. Well-posedness and local existence in time have been shown 16] for the closely related two-sided problem with a Laplacian eld, but including a stabilizing kinetic term.
The above formulation may be extended to three dimensions, with substantially more combinatorial complexity, by specifying a polyhedral Wul shape W 21]. In two dimensions, in the framework presented above, the structure of the surface energy is completely determined by the number N, and we shall distinguish two di erent interesting ranges of N. We hope to address the time-dependent question in future work. As an example of the complexities which must be addressed, we point out that, except in simple cases, it is necessary to break facets and insert new ones as the interface evolves. Previous computational results 15] indicate that solutions may develop very ne structure very quickly, and there is no particular reason to expect the number of facets to remain nite. Therefore, as a preliminary investigation, in this paper we look for steady-state nger solutions, propagating at constant speed. By thus restricting our attention, we avoid having to consider splitting, and it becomes possible to map the solution space very exactly and e ciently. We may then very thoroughly compare the crystalline solutions to the smooth solutions. These steady solutions will be important points of reference for our time-dependent studies.
In the bulk of the paper, we focus on the Sa man-Taylor geometry 17], in which a single nger propagates up a channel of nite width. This problem has been very extensively studied in the smooth case, and it has provided a paradigm for the study of selection mechanisms in other ngering problems; it also serves as a model for cellular shapes in planar solidi cation fronts 13].
In Section 2 we present this problem in both its smooth and crystalline forms, using the hodograph construction of McLean and Sa man 11], and formulating the crystalline version in terms of complex Schwarz-Christo el mappings. For the smooth problem, no solutions exist if is larger than a certain critical value; the same is true of the crystalline problem.
In Section 3 we describe our numerical algorithm for nding convex solutions for general N, and present the results. There is a rich variety of multiple solutions, and we interpret some of the multiplicities in terms of special aspects of the crystalline GibbsThomson condition. We exhibit convergence of our solutions to the corresponding agating in an unbounded domain. We argue that for crystalline surface energy, there are no steady solutions having a nite number of sides; therefore time-dependent edge-splitting, and most likely side branch formation, will be essential parts of any time-dependent propagating dendrite tip.
2. Sa man-Taylor Fingers. 2.1. The Geometry of Channel Growth. We study the classic Sa manTaylor problem of steady-state symmetric ngers propagating in a channel of nite width. To avoid repetition, we shall describe it using the language of uid mechanics, except that we shall refer to the Gibbs-Thomson boundary condition rather than the Laplace pressure condition, since the crystalline anisotropic form (1.5) has no parallel in uid dynamics. Take the channel to be of width 2, and choose the uid volume ux so that the rate of increase of area of the nger is 2; then the potential gradient x far ahead of the nger is V = 1. The nger width is asymptotically 2 as x ! ?1; incompressibility of the ow requires that the velocity of the nger be U = 1= , and that the potential gradient x ! 1=(1 ? ) as x ! ?1. Recall that, as discussed below Eq. (1.3), the parameter includes the inverse of a forcing strength; thus, for example, the limit ! 0 is either the limit of small surface tension, or of strong forcing and high velocity.
Since no ow crosses the rigid top wall or the centerline, y = 0 there. The geometry is illustrated in Figure 2 .1. We denote by the angle between the tangent to the interface and the positive x-axis, so ! 0 as x ! ?1 and = =2 at the nose for a smooth nger. Since we have xed the ow speed ahead of the nger, the only input parameter is the surface tension . The primary parameter used to describe the shape of the solution is its width , which also gives the nger speed. Thus the main question we focus on for both the smooth and the crystalline case is, for a given value of , what is the associated set of values of ?
In , we de ne not only the potential (x), but its harmonic conjugate (x), the stream function. In addition to the Laplace equations, the functions and must satisfy the boundary and limit values shown in Figure 2 .1. The nger is moving through the laboratory frame, and these expressions are valid at the instant when the nose passes the origin; to make them valid in general, x should be replaced by x?Ut.
We now transform to the reference frame of the nger, introducing shifted potentials^ (x; y) = (x; y) ? x 1 ? ;^ (x; y) = (x; y) ? y 1 ?
; (2.1) the factor =(1 ? ) is introduced for consistency with 11] and to simplify formulas below. These functions are also conjugate harmonic, and satisfy the boundary and limit conditions imposed by the geometry:
x ! ?1 : Here C denotes an unknown constant, and \o(1)" a quantity which goes to zero in the indicated limit. In particular, note that there is no constant in^ as x ! ?1. In addition to the above, the Gibbs-Thomson condition in either its smooth form (1.3) or its crystalline form (1.5) must be satis ed on the interface. The most convenient way to solve this system is by the hodograph transformation, The rst of these is an immediate consequence of (2.5); the second is a consequence of conservation of uid, and here serves to determine the value of in terms of a given (s The above expressions give us the geometry of and the ow eld around a rigid object of the speci ed shape which is pushed up the channel at speed U = 1= . We
have not yet used the Gibbs-Thomson condition, which requires that the resulting eld^ take certain boundary values on the surface of the object. It is this condition which determines the allowed pro les (s). (Note to readers familiar with 11]: our q is theirq; our is minus theirs; our r is their q.) Substituting the integral formula (2. This is a nonlinear second-order ODE for (s), nonlocal by virtue of (2.5) and (2.9). An exact solution of (2.12) in the special case = = 0 was given in 17]:
cos (t) = r(t) = 1 ? t Parameter values at which the nth solution branch loses convexity ( c, c) and ceases to exist ( max). The lowest branch (n = 1) is always convex.
With this knowledge of the singular behavior, one may look for solutions numerically, following the procedure detailed in 11]. The unknown function (s) is represented by its values j (s j ), j = 0; 1; : : : ; n, where the nodes s j are chosen using the knowledge of the end-point singularities (2.14). Finite-di erence approximation of Eq. (2.12) for a speci ed gives a set of n ? 1 nonlinear equations, one for each interior point, which are to be solved by the n ? 1 unknowns 1 ; : : : ; n?1 . Solutions may be sought by a suitable version of Newton's method. This yields a discrete set of values of for each , from which the corresponding values of may easily be recovered from (2.10). Solutions obtained by this method, with a wide variety of random starting points, are shown in Figure 2 .2. These solutions are stable under changes of n, so one may believe that they represent true solutions of (2.12).
As ! 0, all these solutions have the behavior ? 1 2 2=3 3]; thus the value = 1 2 is selected in the limit of vanishing surface tension. For each value of , only the solution with the smallest is linearly stable under time-dependent evolution 10]. The anisotropic and isotropic behaviors are strikingly di erent: for example, for four-fold anisotropy, the selected solutions behave as 1=4 , ! 0 4].
As and increase from zero, each solution except the lowest becomes nonconvex at a nite value = c (n) 14]; this is indicated by the dashed lines in Figure   2 .2. For > c (n), the nth solution has n ? 1 in ection points on each side of the centerline. Table 2 .1 shows the values of and at which each solution branch loses convexity.
As and increase further, the limit ! 1 corresponds to ! 1 as ! max (n) where max (n) = max (1) The nger lls the channel, except for a thin boundary layer along the edges, and the interface approaches the wall tangentially. Presumably, for > max (1), solutions should be sought which touch the wall at nite angles.
Thus, at any particular value of , there are nitely many solutions of the smooth problem, of which a smaller number are convex. For example, at = 0:015, the smooth problem has ve solutions (right-most column of Table 2 .1), of which the rst two are convex (second column). As ! 0, the number of solutions and the number of convex solutions increase.
2.3. Crystalline Fingers. In the crystalline case, the smooth function (s) is replaced by a piecewise constant N (s), corresponding to a Wul shape of N sides; the tangent angle (s) is permitted to take only a nite number of discrete values In addition, we can evaluate the inde nite integral R dt= t q(t) in closed form, and obtain a complete expression for x(t) as given by (2.21 Nonetheless, for N = 4 we observe that^ (s), given by (2.2), is a decreasing function of s, and that^ ( ) < 0 for 0 < < 1. The latter statement follows from the fact that (1 ? x) log(1 ? x) ? (1 + x) log(1 + x) + x log 4 < 0 for 0 < x < 1; with x = 1=2 . Therefore^ (s) < 0 for < s < 1, and^ < 0; also x = 0. Since the crystalline curvature K > 0, it is impossible to satisfy (2.27) with any > 0, though unphysical solutions may exist with 0. That is, no steady-state convex solutions exist for a square Wul shape.
To study the case N = 6, we interpret the single equation while may still have an internal maximum for some with 0 < < 1, that maximum value must be nite.
The limit ! 1 corresponds to ! 0. In this limit, the potential in the moving frame isŵ = ?z (although w, the potential in the laboratory frame, has a complicated limit). Since the nose is at z = 0, we have^ ! 0 and x ! 0. Therefore, from (2.29) we see that ! 0 as ! 1.
In the limit ! 0, ! using (2.24). As the numerics in Section 3 will show, ( ) does not in fact have an internal maximum, and this is the largest value of for which solutions exist. Our numerical study in Section 3 indicates that existence of a critical maximum value of is typical behavior, as would be expected by analogy with the smooth problem. In general, as ! 1 we have ! ?x, and the equations above involving integrals reduce to a simple set of algebraic equations, which may be solved to give the critical as a function of N. Without giving the details, we only report that the values computed converge to the smooth value (2.15) linearly in N. 13 
Approximation of Smooth Fingers by Crystalline Ones. Suppose
that we have a smooth convex nger shape which is a solution of the system of Section 2.2. This solution consists of a convex nger shape ? 0 in the physical plane, and a smooth function 0 (s) which solves (2.12). There are also an associated nger width 0 , a ow function q 0 (s), and a potential eld w 0 . Now suppose that for some N, we construct a crystalline curve ? N , consistent with a Wul shape which is a regular N-gon, which approximates the smooth solution in some sense. For any such approximation, the Riemann mapping theorem guarantees us the existence of node points 1 ; : : : ; m so that the construction of Section 2.3 reproduces the speci ed curve ? N .
One natural way to construct a crystalline approximation is to require that each segment of ? N be tangent to ? 0 ; that is, that the two curves touch at the points where their directions are the same. With this construction, it is apparent that N = 0 , and in general that ? N is within a distance O(1=N) of ? 0 . It was also shown in 6] that the crystalline curvature of ? N converges to the smooth curvature of ? 0 at corresponding points. (In asserting these results, we use the two facts that the curvature of ? 0 is bounded above, and that the approach of y to is exponential in x at the tail of the smooth nger.) That is, the two terms x i and K i in (2.27) are uniformly close to their smooth counterparts if N is large. Now, the potential functions 0 , corresponding to the smooth nger, and N , corresponding to the crystalline nger, both satisfy Laplace's equation in the interior of their domains of de nition, and satisfy the same boundary and limit conditions on the top and bottom channel walls and as x ! 1. The di erence is that they satisfy a homogeneous Neumann condition on slightly di erent boundaries ? N and ? 0 . We shall present elsewhere, in joint work with F. Almgren, a proof that under these conditions the trace values of N on ? N are pointwise close to the trace values of 0 on ? 0 at corresponding points.
Taking that fact as given, it is then apparent that the term ^ i in (2.27) is close to a suitable local value of 0 (s). Since the smooth solution satis es (2.11), it follows that conditions (2.27) are satis ed except for terms which go to zero as N ! 1.
Thus the crystalline approximation is consistent with the smooth problem. As usual in numerical analysis, consistency is a necessary condition for the approximation to be meaningful, and we should be very surprised if it failed.
Convergence is a di erent question. 3. Numerical Solution. We now address convergence: whether a crystalline nger which exactly satis es (2.27) is necessarily or usually close to some solution of the smooth problem, when N is large. Because of the complexity of the integral formulas in section 2.3, this question must be addressed numerically; fortunately, the crystalline formulation has a number of desirable factors which make this quite reasonable. The rst half of our algorithm consists in carrying out the computations speci ed in Section 2 for a given set of node locations 1 ; : : : ; m . That is, we must evaluate the de nite integrals in (2.20,2.22,2.25). At the endpoints of each sub-interval ( j ; j+1 ), the integrand has integrable fractional-power singularities with known exponents j . The integrals are therefore ideally suited for Gauss quadrature (see 19]), which \re-moves" these singularities analytically by appropriate choice of node locations and weights. Only two points need to be noted.
First, the expression (2.22) for J has a logarithmic singularity rather than fractionalpower at the origin. For Gauss quadrature with a logarithmic singularity, the standard iteration formula to determine the node locations and weights is very unstable to round-o error; computations in double precision are completely useless beyond about ve node points. We have therefore taken values from 19], which were computed in quadruple precision. We typed in these numbers by hand and veri ed their accuracy by integrating monomials.
Second, one characteristic of Schwarz-Christo el mappings is that, for very reasonable geometries, the node points in the mapping plane tend to cluster very close together. Thus it may happen that, for example, the node j+1 is much closer to j than the length of the integration interval ( j?1 ; j ). This clustering can destroy the accuracy of Gauss quadrature. We therefore subdivide each interval as necessary to satisfy the condition used in 23]:
No interval of integration should have an unremoved singularity closer than its own length to either endpoint. Of course, the singularities at the endpoints of the interval are removed by the GaussJacobi quadrature formulas. With this condition, we nd that the accuracy of the computed integrals is roughly uniform in the positions of the j , although the time required is not: if points are irregularly clustered, some intervals may get subdivided many times. For a given N, and using the above subdivision rule, the only numerical parameter is N quad , the number of node points in the Gaussian quadrature. We typically take N quad to be 5 or 10, occasionally 15; all results presented here do not depend its value.
The result of this rst half is the computation of the objective functions f i ( 1 ; : : : ; m ) given in (2.27). We test this part of the code by approximating the smooth solutions for nonzero surface tension computed in Section 2.2. For a given smooth pro le 0 (s), if we choose the nodes j so that
then the crystalline N (s) is uniformly close to 0 (s). (Note that this is a di erent approximation algorithm than the one discussed in Section 2.5: it is approximation in the s-plane rather than in the physical plane.) We nd that under this algorithm, the f i of (2.27) tend to zero, roughly linearly in N. For N = 4 and 6, we may also verify the expressions in Section 2.4. The second half of the algorithm consists in nding, for a given set of parameters N, m, and , all the set of node positions~ = 1 ; : : : ; m which satisfy the conditions (2.27). A number of technical issues are quite important here. 15 To improve the condition of the system, we work in transformed variables. We rst de ne k = 2 cos ?1 Whereas the original k must satisfy the constraints j < j+1 , the k are unconstrained. The Sa man-Taylor solution corresponds to~ =0. For a given set of k , the k , and hence the k , may be recovered by solving a tridiagonal system. Our primary tool in nding solutions is a good nonlinear equation solver. We use the subroutine hybrd 5], which uses the Powell hybrid method for location of a root of a set of nonlinear equations, without requiring analytic derivatives. We must combine this tool with a good method for nding an adequate set of initial guesses.
The rst method is direct exhaustive search of~ space in low dimensions, for m up to about 5 or 6 (in higher dimensions this becomes prohibitively slow). We nd solutions using a cube-division algorithm which we will not describe in detail. For a given m, this algorithm identi es points~ which are solutions of the system for some value of ; these points form a set of laments of dimension 1. In addition, for m = 1 (N = 4; 6) and m = 2 (N = 8; 10), we may graph the functionsf(~ ) and satisfy ourselves that we have found all solutions; for m = 3 (N = 12; 14), we may plot the laments in space and again satisfy ourselves that our cube-division method has adequately resolved the structure of the solution set. After nding approximate solutions by these methods, we \polish" them using the nonlinear solver.
The second method is \random stabs" in m-dimensional space. For speci c values of N and , we run the nonlinear solver with a randomly chosen starting point~ 0 .
For most starting points, the iteration diverges: some of the j become large and the j approach zero or one. When the iteration does converge, we record the result as a legitimate solution. We run this procedure several thousand times. When we can obtain no more new solutions, we may believe that we have a complete picture of the solution set at that N and . In low dimensions, we nd the same solution set as by the exhaustive-search method.
The third method is to follow the laments representing solutions for a given N.
We take solutions obtained by the previous method for a speci c value of , and track them through~ space as changes. We keep track of the current location and the direction that the lament is going. Then we use the nonlinear solver to look for solutions to a slightly modi ed system in which is unconstrained, but the location of must remain on a plane perpendicular to the current direction.
The results we present below are obtained by combinations of the above three techniques. We are con dent that each solution we obtain is a real solution of the discrete problem. And we are almost as con dent in each case that we have not missed any solutions. Although we cannot guarantee this completeness, our judgement is based on a quite large amount of numerical experimentation.
In Section 2.3, we presented the crystalline formulation only for convex ngers, for which N was an increasing function of s. We have implemented the numerical procedure of this section for non-convex ngers for N = 4 and 6, when N can jump up and down only between = 0 and = 2 =N. The number of degrees of freedom is then m = bN=4c + 2k, where k is the number of \kinks". We have found no nonconvex solutions for any such case. For larger N, the possible combinatorial complexity increases dramatically, and we know no way to systematically explore the solution space. However, the convergence demonstrated below strongly suggests that there may be nonconvex crystalline solutions corresponding to the nonconvex smooth ones.
Solutions as functions of for xed N. The rst investigation we make
is to look at the behavior of solutions for a speci c N, as a function of , focusing our attention on the single parameter . As noted at the end of Section 2, for small N these solution curves are interesting in their own right, as the behavior which we would expect to observe in a crystallization experiment. For larger N, they lose some of their physical relevance, but it is interesting to see their relationship to the smooth solutions.
In In all cases, we see clear convergence of the discrete solutions to the convex continuum solutions. Since we have not looked for any non-convex discrete solutions, it is not surprising that we see no convergence to any of the non-convex smooth solutions. However, it is very likely that non-convex crystalline solutions do exist, which converge to the non-convex smooth solutions. . This is a very small value of , and the Gibbs-Thomson condition, Eq. (1.5), requires on each face that either the average value of be close to zero, or that the crystalline curvature be very large, i.e., that the face be very short. Figure  3 .8 illustrates two di erent ways of satisfying this condition. On the long edges, with small curvature, takes both signs, so that its average is close to zero. On the short edges, which lie entirely in regions where > 0, the crystalline curvature is very high. In the limit ! 0, the clustering becomes more severe and K i ! 1; this is apparently the reason why the crystalline solutions are not close to the smooth ones at small surface tensions.
As a further example, in Figure 3 .9, we show the three solutions for N = 114, = 0:01 (compare with Figure 3 .5). The two lower solutions are well approximating the continuum solutions, for which is close to zero all around the interface. The third still displays essentially discrete behavior, with two long edges which satisfy the Gibbs-Thomson condition by virtue of the region with < 0 around the nose. The structure of such discrete solutions will clearly be slightly di erent for N = 4m when there is a at face at the nose, and N = 4m + 2 when there is a corner at the nose; this explains the alternation seen in some of the tracks in Figures 3.4 and 3 .5. The solution structure is qualitatively similar for the large-N solutions for even smaller ; for = 0:005 as in Figure 3 .4, there are typically eight or ten di erent solutions with various types of discrete behavior. 4 . No Open Fingers. In this section we argue that \open" or \free" convex steady-state ngers with nitely many sides cannot exist. By an \open" nger, we mean one which exists in a unbounded plane rather than in a channel (see Figure  4 .1). This is the classical dendrite con guration.
Let the complex potential in the laboratory frame be w(z) = (z) + i (z), and the potential in the nger frame beŵ(z) =^ (z) + i^ (z), so that w =ŵ + Uz where U is the speed of the nger (compare with (2.1)). Both potentials w andŵ must be analytic in the uid region, outside the nger. If = 0, exact smooth nger solutions may be written down (see, e.g. The crystalline boundary condition (1.5) requires ! 0 far back on the interface, and it is evident that this is impossible unless = 1 and A = U. That is, steady ngers with a positive half-angle ( > 0) cannot meet the Gibbs-Thomson requirement of zero mean pressure on the in nitely long straight edges. Thus we need consider only ngers with asymptotically parallel tails and hence nite width. In this case, w ! 0 as jzj ! 1; the nger does not generate any far-eld ow. That is, the harmonic potential (z) satis es ! 0 as jzj ! 1, and @ =@n = U cos 0 on ?. Therefore, by the maximum principle, 0 in . However, the Gibbs-Thomson condition requires j = K j > 0 on each segment which is impossible. This di culty did not arise in the channel geometry considered above because had di erent prescribed behavior as x ! 1 and x ! ?1.
Changing the weights j in the de nition of crystalline curvature, which is the analog of introducing anisotropy into a smooth model, does not a ect this argument; the lack of solutions is due entirely to the asymptotic straightness of the interface. Thus this case is not analogous to the smooth one; there are no solutions regardless of the rotational symmetry of the surface energy.
The argument also holds for nonconvex interfaces, as long as there are no backwardpointing faces, and as long as the total number of faces is nite. The rst condition preserves that U cos 0 on ?, while the second preserves the straightness of the tail. Note that K j = 0 on the nonconvex faces, but it remains impossible to satisfy the crystalline Gibbs-Thomson condition on the convex faces with K j > 0. We do not know whether there may exist steady-state shapes with in nitely many \steps," asymptotically parabolic far back from the tip.
What kind of structure should be expected to emerge in a time-dependent calculation analogous to the smooth anisotropic one in 1]? The structure must be time-dependent even in the moving frame, and will probably \shed" non-convex steps from the tip back down the sides of the dendrite, so as to approximate the asymptotically parabolic shape familiar in the smooth case. Thus new edges will continually be produced at the nose, and the nature of the splitting rule chosen may have a critical in uence on the overall tip shape and velocity. 5 . Conclusions. We have studied the possible steady-state con gurations for a two-dimensional solidi cation nger propagating up a channel of nite width, when the surface energy function is crystalline so that the nger has a polygonal shape. This is a plausible form of surface energy for materials with internal crystal structure and atomically smooth surfaces, and has been proposed as a numerical approximation method for smooth problems. We work in the quasi-static limit, when the di usion eld is Laplacian; in this regime there are close parallels with the well-known Sa manTaylor nger problem.
For each N, there is a maximum value max (N), above which the crystalline problem has no solutions; as N ! 1, this critical value converges to the corresponding value for the smooth problem. In general, the convex crystalline solutions we have investigated converge to all the convex solutions of the smooth problem. Nonconvex crystalline solutions may exist, which converge to non-convex solutions of the smooth problem, but we do not know how to nd them. Discrete behavior persists to surprisingly large values of N.
Finally, we have shown that in an unbounded geometry, the classic con guration of dendritic growth, there are no steady-state crystalline nger solutions having nitely many sides.
Steady-state solutions are interesting primarily if they are the long-time limits of time-dependent evolutions, and we have performed this study as a preliminary to exploring the latter in future work. We expect that when no steady-state solutions 24 exist, the time-dependent solutions must exhibit continual breaking of edges, and the algorithm chosen for this splitting may have a signi cant e ect on the nature of solutions. It may also be that side branching of crystalline dendrites is not noisedependent, as we believe it to be for the smooth case, but is intrinsically generated by the crystalline model.
