: Two results produced by our method. The input image is on the left and our result is on the right. Note the improved illumination on the face, the different appearance of sky and clouds, and the enhanced detail in textured regions.
Introduction
The last decade has witnessed a dramatic growth in the amount of digital imagery captured and stored. This growth has been fueled by the advent of inexpensive digital cameras and camera-embedded mobile devices, as well as the abundance and increasing popularity of various channels for sharing images on the World Wide Web. The vast amounts of captured digital imagery and the fact that most of it comes from non-professional photographers underscores the need for effective automatic photo enhancement tools.
Indeed, virtually all existing photo management packages offer various automatic enhancement tools. However, most of these automatic approaches operate obliviously to higherlevel image content and their results leave considerable room for improvement. A number of content-aware enhancement methods have been recently proposed, however the automatic methods among these mostly focus on global tone and color corrections.
In this paper, we describe a new automatic photo enhancement framework that intelligently combines a variety of global and local tone mapping, color correction, and detail enhancement operations, while attempting to take into account image content. This is a lofty goal since general image understanding is one of the longstanding grand challenges of computer vision. However, a large portion of images in a typical personal photo collection feature people, and virtually all outdoor photographs feature sky. Robust detectors for these already exist and are already in use in some consumer cameras. Thus, in addition to global manipulation of contrast and saturation, we detect image areas containing human faces, skin, blue sky and clouds, as well as salient underexposed parts of the scene, and apply customized enhancement operators in these areas. Two examples of our results are shown in Figure 1 .
User studies we conducted show that the proposed approach consistently and significantly improves a large majority of a set of 100 images (randomly selected from a database of unprocessed images [BPCD11]), outperforming the automatic enhancement operators available in several popular products, and compares favorably with some recently published automatic global adjustment approaches.
Related Work
There are many tools for automatically enhancing photographs. Arguably, the most basic ones are contrast enhancement through histogram equalization [GW06] and stretching the tonal range (also known as Auto Levels in Adobe Photoshop). Despite the simplicity of the latter tool it is often quite effective and, to the best of our knowledge, serves as the main workhorse behind the automatic enhancement tools in several popular commercial software packages. Examples include the Auto Correct feature in Microsoft's Office Picture Manager [Mic] , the I'm Feeling Lucky button in Google's Picasa [Goo] , and the Auto Smart Fix operation in Adobe's Photoshop Elements [Ado] .
In addition to global contrast enhancement, photographs typically benefit from a modest amount of sharpening or detail enhancement, which may be achieved via unsharp masking [GW06] . Recent works advocated the use of nonlinear filters, such as the weighted least-squares filter [FFLS08] or edge-avoiding wavelets [Fat09] for performing detail enhancement while incurring fewer artifacts.
Photographs in which interesting or important details are hidden in shadows may be improved using a variety of tone mapping operators originally developed for contrast reduction in HDR images [RWPD05] .
All of the above methods are typically applied to the entire image and operate obliviously to higher level image content. In the current work we also use some of these tools, but we apply them in a highly selective and local fashion, driven by detection and analysis of image content.
Other content-aware image enhancement approaches include the work of Joshi et al. [JMAK10] , which improves the quality of faces in a personal photo collection by leveraging better photos of the same person. In [vdWSV07] highlevel visual information is used in the context of color constancy. In the context of detail enhancement, the operator is sometimes applied only in high detail areas and not in smooth regions (e.g., [PRM00]).
Other examples of content-centered manipulation include automatic touch-up of facial images by making inferences about undesirable textures in the image [BP08], automatic sky replacement [TYS09] for changing the mood of a photograph, or automatic swapping of faces that are similar in pose and appearance [BKD * 08]. Such methods introduce or remove content in the image, while our approach restricts itself to manipulating the tone and color of existing content.
Dale et al. [DJS * 09] describe a content-aware image restoration method that leverages a large database of images gathered from the web. Given an input image, they use the closest images found in this database for contrast enhancement, exposure correction and white balancing. Although their process of determining the correction parameters involves co-segmentation of a pair of images and local color transfer between matching segments, the corrections are eventually applied globally to the entire image. In contrast, our approach involves both global and local corrections and does not require a large database of images.
Kang et al. [KKL10] and Bychkovsky et al.
[BPCD11] describe methods that learn how different individuals prefer to adjust photographs, resulting in image enhancement methods that attempt to automatically correct images based on the learnt individual preferences. Caicedo et al. [CKK11] take this approach a step further and show that these individual preferences tend to cluster, and can be used to construct statistical preference models from a user group. These works use only global tone adjustment operators and do not attempt to apply them locally based on the image content as we do. We believe that the approach we present here may also benefit from personalization, but leave this to future work.
Finally, Berthouzoz et al. [BLDA11] describe a framework for creating content-adaptive macros for transferring photo manipulations to new target images. The key idea behind their method is to learn (from a set of training demonstrations) dependencies between certain image features and the location of selection regions, the paths of brush strokes and the parameters of image processing operations. Similarly to our approach, they rely on the ability to automatically detect face, skin, and sky regions in images. There are, however, a number of important differences between the two approaches. Berthouzoz et al. treat each image pixel as either selected or not selected for the operation based on a low-dimensional pixel-level feature vector. This binary selection in the training demonstrations is instrumental to their approach, since the adjustment parameters are learned from the differences between the features inside the selected region and its complement. Furthermore, in the target image, the inferred adjustment is applied to all the pixels inside the transferred selection. In contrast, our approach performs higher level image analysis (e.g, examining the entire histogram inside a face region or separating a sky region into its sky and clouds components). Based on this analysis, a piecewise smooth adjustment map is generated, which results in different amounts and types of adjustment for different pixels inside the same semantic region. For example, as described in Section 5, we correct the blue sky and the submitted to COMPUTER GRAPHICS Forum (3/2012). white cloud components of each pixel inside the sky region differently, and later combine the results together. Thus, it is unclear whether the framework of Berthouzoz et al. could be extended to learn the types of corrections described in this work, and we see their work as largely orthogonal to ours.
Overview
Our automatic Content-Aware Photo Enhancement approach operates by applying a sequence of global and local operators to the image, following the pipeline:
1. Detection 2. Global contrast and saturation correction 3. Face enhancement 4. Sky enhancement 5. Shadowed-saliency enhancement 6. Detail and texture enhancement This section provides a high-level overview of our pipeline, whose main steps are described in more detail in subsequent sections. Steps 1 and 2 adapt existing techniques, while the remaining steps (3-6) are novel contributions of this work.
The first step consists of detecting faces, skin, and sky in the input image. The results of this step are then used at various subsequent steps of our approach. We adapted standard detection algorithms, which can easily be replaced by better ones, as they become available. These detection tasks are not the focus of our work, but the specific detectors used in our implementation are described in the appendices, for completeness.
In the second step, we perform a global enhancement of the image by stretching the contrast and increasing the saturation. This is similar, to the best of our knowledge, to the automatic enhancement in most commercial tools (Picasa, Photoshop Elements, etc.) Specifically, we stretch the image contrast to full range by clipping 0.5% of the darkest and the brightest pixels and increase the saturation of each pixel by 20 percent † . These operations are applied to all pixels except those that were classified as skin or sky, as they are treated separately in subsequent steps.
In the face enhancement step (Section 4), we analyze the illumination of detected faces and correct some common problems, as demonstrated in Figure 2 . Specifically, we reduce the contrast of sidelit (partially shadowed) faces and increase the exposure of underexposed ones.
Next, we perform sky enhancement (Section 5). This enhancement applies to blue skies with or without clouds. We assume that each sky pixel is a linear combination of a blue † It is common practice to make the colors more vivid by boosting the saturation. Professional products such as Adobe Lightroom or Apple's Aperture provide a vibrance slider, which avoids saturating skin tones. Similarly, we exclude skin pixels from this step. sky color with a gray cloud color. Using a process inspired by image matting we separate the two colors at each pixel and process each component separately. The sky component is adjusted toward a more attractive shade of blue, while the cloud component is corrected towards white (see Figure 6 ).
Many images contain dark, underexposed regions, which might be visually important. Indiscriminately brightening such regions results in an undesirable global contrast reduction, and therefore our next step attempts to only improve the visibility of the salient details, if present in underexposed image regions (shadowed-saliency enhancement, Section 6), while preserving the brightness of other regions. A salience map is computed, and the exposure of each underexposed region is increased proportionally to its estimated salience (see Figure 7 ).
The perceived visual quality of an image is typically improved by slightly boosting fine scale detail and texture. Thus, the final step of our pipeline (detail and texture enhancement, Section 7), performs such boosting using an edge-preserving decomposition of the image. Details are boosted in a selective, spatially varying manner, excluding image regions that could be visually harmed by this operation. The following sections explain steps 3-6 in greater depth.
submitted to COMPUTER GRAPHICS Forum (3/2012).
Face Enhancement
We first detect faces during the preprocessing stage. To cope with differently exposed faces we first normalize the lighting in the image using the method proposed by Tao and Asari [TA05] , and then apply the well-known Viola-Jones detector [VJ01] that produces a bounding rectangle for each detected face. Note that the normalization is only carried out to assist the face detection and not used afterwards.
We also compute a skin probability map, which estimates the probability of a pixel belonging in a skin region based on its color. More details on this process are provided in Appendix A.
In the face enhancement step, we locally adjust the faces detected earlier, performing two possible corrections:
1. Sidelight correction: reduce the contrast across faces that are partially brightly lit and partially shadowed. 2. Exposure correction: brighten up underexposed faces.
Since a face may be both sidelit and underexposed, it may be necessary to apply both corrections. In this case, they are applied in the order listed above.
Sidelight and exposure correction
Sidelight and exposure corrections are essentially local tone mapping operators that manipulate the luminance of faces. We use the Weighted Least Squares (WLS) filter of Farbman et al.
[FFLS08] to decompose the monochromatic luminance channel into a base layer and a detail layer. The base layer is assumed to capture the illumination of the face. Thus, both the sidelight and the exposure correction operate on the base layer, as described below. Finally, the detail layer is added back in and the color is restored, as typically done in tone mapping algorithms (e.g., [DD02] ).
A sidelit face is characterized by a bimodal luminance histogram where one mode comes from the shadowed pixels in the face and the other from the brightly lit ones ( Figure  3 ). Once we detect the two modes, we move the dark mode towards the bright mode. Although this reduces the overall contrast across the face, it increases the illumination in the shadowed region, leaving the brighter region unchanged. In our experience, this typically produces better results than moving the brighter region as well.
Thus, for each face, we first compute the histogram of the skin pixels inside the face's bounding rectangle. We then smooth the histogram and look for local maxima that exceed a certain threshold (at least 5% of the face pixels). If two such peaks are found, such that the minimum between them is at least 20 percent lower than each of the peaks, we choose these peaks as our dark and bright modes. If a bimodal structure is not detected the face is not modified by this operator.
Having found the two modes, we pull the dark mode towards the bright mode in proportion to the distance between them. Specifically, let d and b denote the intensities of the dark and bright modes, and m denote the intensity at the minimum between them (see Figure 3) . We construct a multiplicative adjustment map A where every skin pixel inside the face with intensity below m is multiplied by
, and use edge-aware constraint propagation [LFUS06] to smooth A. The resulting adjustment map is then applied to the base layer. Note that smoothing the map with edge-aware constraint propagation is instrumental for applying the changes in a piecewise smooth fashion to the entire face, while avoiding visible boundaries between modified and unmodified regions.
The sidelight correction demonstrates some important differences between our approach and that of Berthouzoz et al.:
we analyze the structure of the luminance histogram inside the detected facial region rather than just considering its range, peak, and median. We then modify only certain pixels in the region of interest, while others remain unchanged. Such a macro simply cannot be learned using the method of Berthouzoz et al. in its current form.
After sidelight correction it still may be necessary to correct the overall exposure of the face to ensure satisfactory brightness and visibility. Having gathered statistics from 400 well-exposed faces we found that the 75 th percentile corresponds to a luminance of roughly 120 (out of 255). Therefore, we correct the exposure by multiplying all the face pixels by a factor so that the 75 th percentile shifts halfway tosubmitted to COMPUTER GRAPHICS Forum (3/2012). wards 120. We empirically found this to produce better results than shifting all the way to 120, which may change the picture too much.
In order to prevent correction of well-exposed faces and avoid visual artifacts due to an overly aggressive exposure correction, the correction factor is bounded to be between 1 and 2. The entire face correction process is summarized in Algorithm 1. See Figure 2 for examples of the result of the sidelight and of the exposure correction, and Figure 4 for the combined result of applying both corrections.
Figure 4:
The result of the complete face enhancement step (with no other enhancements applied).
Sky Enhancement
Recall that in the preprocessing stage we compute a sky probability map: the probability of each pixel to belong to the regions containing sky and clouds. This process takes into account pixels' smoothness, color, and positions, as described in more detail in Appendix B. Additionally, we detect the largest connected sky region in the image, referred to below as the sky reference patch.
In the sky enhancement step, we decompose each highprobability sky pixel into a blue sky component and a gray cloud component. The goal is to change the sky color to a "nicer" shade of blue and make the clouds whiter and "cleaner". It should be noted that our method only enhances blue skies, not sunset ones, since we don't want to turn a colorful sunset sky into a blue one. Since our sky detector is designed to only detect blue skies, the sky in sunset photos will not be detected, and the sky enhancement will not take place.
To decompose each sky pixel into its blue sky and grey 
where S = (S R , S G , S B ) is the average color of the sky reference patch, c i accounts for the spatially varying gray level of the cloud, α i is the "cloud coverage" of pixel i, and s i is the spatially varying blue sky intensity.
Our goal is to recover the three maps (α, c, s), which we find by minimizing:
where the data term D and the regularization term R are defined independently at each sky pixel p i = (r i , g i , b i ) as:
The R term ensures that the clear sky color does not deviate much from S, while the D term attempts to satisfy the formation model (1). Figure 5 shows an example of the separation obtained in this manner.
Having obtained the sky/cloud decomposition we perform the sky enhancement. After collecting and examining a set of professional manually-enhanced photographs with blue skies, a bright blue target color was chosen. We adjust the blue sky portion of each sky pixel towards this target color. We compute a multiplicative correction factor f sky = ( f L , f A , f B ) as the channel-wise ratio (in CIELAB color space) between the target color and the average sky reference patch color. This correction is then carried out for each pixel i taking into account its sky probability P sky i .We also adjust the cloud component of each sky pixel towards white.
Let β old i denote the extracted blue sky color s i (S R , S G , S B ) converted to the CIELAB color space, and κ old i the extracted gray cloud color (c i , c i , c i ) (also in CIELAB). We correct these two colors separately:
Here W is the reference white of CIELAB (100, 0, 0). We convert the new colors back to RGB where they are recombined using α i . See Figure 6 for an example of this step's result. 
Shadowed-Saliency Enhancement
In many photographs, parts of the scene appear darker than intended by the photographer. In this step, our goal is to increase the visibility of the details in salient regions of the image, while attempting to preserve global brightness relationships. This is done locally by increasing the exposure of underexposed regions proportionally to their estimated saliency. The exposure correction is bounded to avoid making shadowed objects appear too bright. Since we avoid increasing the brightness of all shadowed regions indiscriminately, there is a smaller risk of reducing the global contrast in the image.
There are many methods for estimating the salience of image regions (e.g., [JEDT09, GZMT10]). Having experimented with several techniques, the one that proved best for our purpose is based on the energy map originally proposed by Kapadia [Kap08] for image resizing by seam carving [AS07] . This technique combines a number of cues:
1. Grayscale gradient magnitude. 2. Color gradient magnitude (using the A,B components of CIELAB) 3. Color histogram: the rarer the color the higher the saliency. (Again, using the A,B components.) 4. Skin pixels are assigned higher saliency. 5. Distance from center.
We refer the reader to [Kap08] for more details. To complete the computation of the saliency map we apply edgesubmitted to COMPUTER GRAPHICS Forum (3/2012). Next we determine how much to correct each underexposed region. We split the luminance channel into two parts: DARK, which includes all pixels in the image that have a value below 50 (out of 255), and BRIGHT , which includes all the other pixels. We chose a factor of f sal = min 2,
for multiplying the luminance of each pixel, where PT (A, b) is the b th percentile of A's values. Bounding the factor by 2 is necessary to prevent unnatural brightening. Additionally, pixels under a low threshold are not changed to prevent black pixels becoming gray.
To perform the correction we again apply the WLS filter on the luminance channel to obtain an edge-preserving basedetail decomposition. Let M sal i denote the saliency of pixel i, and B i its base layer luminance before the correction. For each pixel in the DARK set we compute a corrected base layer luminance B new i as follows:
The detail layer and color are then restored. Note that the salient areas which are not underexposed are not affected.
Detail Enhancement
Photographs often benefit from a moderate amount of detail enhancement. Thus, the final step of our pipeline boosts the fine details and textures in the image. Doing this globally without accounting for image content can increase noise in the sky or emphasize skin blemishes. Also, we distinguish between images that have an identifiable focus of interest and those that do not. We assume that faces in images constitute a focus of interest proportionally to their sizethe larger the face is, the less we would like to distract the viewer's attention from it. Thus, apart from avoiding detail boosting in sky and skin regions, we attenuate the degree of boosting in images that contain large faces, proportionally to the largest face size.
Let P ns be a map that gives the probability of a pixel not being sky or skin, L the log-luminance of the image, and D the detail layer extracted from L using the WLS filter. A detail-enhanced log-luminance image is obtained as
where P ns · D is a pixelwise product. The factor c ∈ [0, 0.25] determines the amount of detail boosting we give our image. c is bounded from above by 0.25 to avoid unnatural exaggerated details, and its magnitude is inversely proportional to the size of the detected faces (when faces cover more than a quarter of the image c becomes 0). Figure 8 shows two examples of the output of this step. 
Limitations
While our method produces satisfactory results for most images we experimented with, as evidenced by the results reported in Section 9), we observed a few limitations.
Our method relies on a series of detectors to detect faces, skin, sky, and salient regions. Thus, the effectiveness and the quality of our results depends on the success of these detectors. For example, sidelit or underexposed faces will only be corrected provided they are detected by the face detector, and a sufficient number of pixels inside the face is identified as skin. The same is true for the sky.
In particular, our skin and sky detectors both depend on color. Thus, they might fail to detect skin or sky pixels in images with a sufficiently strong color cast, or erroneously produce false positives, in which case some undesirable correction might occur. Figure 9 demonstrates some of these limitations. Figure  9 (a) shows a face with skin-colored pixels on the wall behind the person. As a result these pixels are brightened more than other pixels on the same surface. Figure 9 (b) contains no sky, but a smooth patch in the top part of the image with skylike colors was classified as sky, and its color was shifted towards blue. In Figure 9 (c) the sky is fragmented by the tree branches and some of the smaller fragments were not classified as sky. As a result after correction by our method their color differs slightly from the rest of the sky. Finally, Figure 9 (d) features a strong red color cast. The face skin pixels were classified correctly despite this color cast, but our luminance correction produces an unappealing result in this case.
While our method avoids boosting details in sky or skin regions, in other regions of noisy images the noise will be amplified together with the fine scale details. Some noise may also become visible in salient regions brightened by our shadowed-saliency enhancement.
Results
The enhancement pipeline described in the previous sections was implemented in Matlab. An unoptimized implementation of our method takes 2 to 4.5 minutes to process a 640x480 image, the exact time depends on the number and the sizes of the faces in the image. These times were measured on a 2.6GHz Pentium Dual-Core E5300 PC with 3GB of RAM. About a third of the running time is spent on WLS filtering (using the Matlab code provided by the authors of [FFLS08] on their project web page). We expect that switching to an optimized C/C++ implementation would dramatically decrease the running times. Another significant speedup might be obtained by replacing the WLS filter with the use of edge-avoiding wavelets [Fat09] .
To objectively evaluate the effectiveness of our method, we conducted several user studies. In the first user study we asked users to compare the results produced by our method to the original input images, as well as to enhancements produced by several popular commercial products. We randomly selected 100 images from the MIT-Adobe FiveK Dataset [BPCD11], and each image was automatically enhanced using four different methods: our method; Google's Picasa "I'm Feeling Lucky"; Microsoft's Office Picture Manager "Auto Correct"; and Adobe's Photoshop Elements "Auto Smart Fix". Figure 10 shows several test images and their enhancements by these different methods There were 71 participants in this user study. The participants were mostly students between the ages of 20 and 30, 21 females and 50 males, without particular experience with photo enhancement, beyond the use of products such as those mentioned above. The experiment was carried out by each of the participants connecting to a website using his/her own computer and monitor. Each participant was shown a set of 30 randomly selected image pairs. Each pair consisted of our method's result side-by-side with either the original image or the result of one of the other methods. The left/right ordering of the images in each pair was also chosen randomly. For each pair the participant was asked to choose among three choices: "The left image looks better", "The right image looks better", and "They look the same to me". No further information on the goals of the experiment or submitted to COMPUTER GRAPHICS Forum (3/2012). the origin of the images was provided to the participants. A screenshot from the experiment can be found in the supplementary material. A summary of the results is presented in Table 1 . These results show that in a significant majority of the pairs the participants preferred our result. This is true both overall, as well as individually for each of the other methods. If we exclude those image pairs for which participants were not able to prefer one image over another, the tendency to prefer our method becomes even more pronounced.
Unsurprisingly, the preference of our method was the strongest when compared against the original input images (79%). Still, in 13% of the pairs the participants indicated that they prefer the original image. This may be attributed in part to the differences between the subjective preferences of the participants. In addition, after completing the experiment, some of the participants who preferred the original images pointed out that in several noisy input images the noise was amplified and in several others the global contrast manipulation was too strong. In a small number of cases participants indicated that they chose the original image because it looked more genuine, while the enhanced image did not fit the general "atmosphere" of the scene.
Since our method specifically targets faces and the sky, images containing one or both of these elements were preferred more often than images that did not contain them, demonstrating the importance of content-specific processing. Notice, however, that even when images contained neither faces nor sky, our method was still preferred more often. This is attributed to our use of the shadowed-saliency enhancement, as well as the detail enhancement. Both of these enhancements are also content-aware local operators, which apply to all images regardless of presence of faces and/or skies, but their effect tends to be more subtle because they are applied rather conservatively to reduce the risk of introducing unnatural artifacts.
Next, we conducted another study to compare our method to the recent automatic method described by Bychkovsky et al.
[BPCD11]. They hired 5 trained photographers to manually retouch each of the 5000 images in the MITAdobe dataset, using only global adjustments. Bychkovsky et al. then trained an automatic method to predict the global adjustments made by one of the photographers (retoucher C, whose images were ranked the highest in a user study). The resulting automatic method was used to enhance about half of the 5000 images in the dataset. Our set of 100 randomly chosen images (from the first user study) includes 55 images that were enhanced using this method. Thus, we conducted another study in a similar manner to the previous one, where 22 participants were each presented with 25 randomly chosen image pairs, out of these 55 images. One image in each pair was enhanced using our method, while the other was enhanced using the method trained by Bychkovsky et al. The results can be seen in Table 2 . No statistics are reported for the category of both face and sky as the set contained only two such images.
This comparison shows that the result of our method was preferred in a significant majority of the cases. Again, the preference was stronger for images containing faces or the sky. The results are not surprising, since although the method of Bychkovsky et al. attempts to predict the adjustments made by a human retoucher, these adjustments are restricted to global operators. Figure 11 shows two image pairs from this experiment. The top pair demonstrates a case where most participants preferred our method, while the bottom pair shows a case where the other method was preferred by most, despite the presence of the sky. This image contains almost only sky, and in this case the participants preferred the deeper blue shade of the sky over our method's more standard sky color. Additional image pairs from this experiment are provided in the supplementary materials.
Finally, we also performed an experiment to compare our results to those produced by the method of Caicedo et al. [CKK11] , corresponding to one of the three main clusters of personalized enhancement preferences identified in that work. Unfortunately, the authors were only able to provide us with eight low resolution results of their method, a dataset which is too small to draw any strong conclusions. Nevertheless, we conducted a third user study, where 19 participants were each shown eight image pairs (our result versus [CKK11] ). Our method was preferred in 68.6% of the cases, the collaboratively enhanced image was preferred in 25.5% of the cases, and 5.9% of the cases were ranked the same.
Conclusion and Future Work
We described a new automatic photo enhancement framework that combines several tone mapping and color correction operations in a single pipeline, applying them in a selective manner driven by the specific content detected in the image. We believe that our framework is modular, and will benefit not only from improvements in existing face, sky, and saliency detectors, but also from incorporation of detectors for other kinds of content, such as vegetation or water.
We believe that our approach could benefit from personalization [KKL10, BPCD11] . For example, the system could learn the preferences of individual users with respect to global saturation, exposure of faces, skin tones, and sky color, and use these learned preferences instead of the generic parameters that we currently use. tight (so it isn't good by itself), but it discards some of the non-skin pixels that passed our "ellipse test". We discard pixels that have a saturation value outside the range 0.25 ≤ s ≤ 0.75, or a hue value larger than 0.095 (see Figure  12 ).
To avoid too many holes in the detected skin regions (due to noise and other artifacts in the color) we also examine the colors that fall within the same ellipse after expanding it by a factor of 1.25. Patches in the image whose color falls between the two ellipses are also classified as skin, but only if they are adjacent to skin pixels that passed the previous, more conservative test.
Appendix B: Sky Detection
In this work we restricted ourselves to non-sunset skies, so we assume that the sky has a blue hue. We take a similar approach to [SP09] and analyze the color, position and shape of the different regions in the image in order to determine where the sky is (and if it is present at all), and create a sky probability map for each pixel.
By examining professional manually enhanced photos containing sky, we established the mean color of a "nicelooking" blue sky, as well as its variance in each color channel. This gives us an "ideal blue range". We use this range to initially detect a large sky reference patch in the input image. Next, we use the more specific color statistics of this reference patch to find the rest of the sky pixels in this image by Figure 13 : Example skin-detection results. The pixels with skin probability less than 90% are colored red on the right. requiring them to be in a color range that is set according to the mean and variance of the reference patch.
Thus, we begin by assigning any pixel outside the ideal blue range a sky probability of zero, while pixels inside that range are assigned probability of one. Next, we refine the resulting binary map by keeping a probability of one for pixels with small gradients (under 5% change), and assigning an exponentially-decreasing probability for blue pixels with larger gradients.
In many landscape images the sky patches detected as described above also capture distant objects, due to attenuation and color cast caused by the atmosphere. We handle this case by detecting a bimodal structure in the luminance histogram of detected sky patches, and exclude pixels that correspond to the darker mode, if present.
We assume that if the sky is present in an image, at least some part of it is located in the top third of the image, and classify an image as skyless if no such patch is found. Otherwise we designate the largest connected component in the top third of the image that passed the tests so far as the sky reference patch. We extract the mean and the variance inside this patch, and use them to assign each of the other sky candidate pixels a probability (assuming normal distribution).
At this stage, we have a sky probability map that contains blue sky pixels, as well as some of the clouds. We expand this map by adding to it all of the gray-colored patches that are adjacent to high-probability sky pixels. This is the final map that is used in the sky enhancement step (Section 5).
