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Abstract
Multiple sclerosis is an inflammatory autoimmune demyelinating disease that is characterized by lesions in the central nervous
system. Typically, magnetic resonance imaging (MRI) is used for tracking disease progression. Automatic image processing meth-
ods can be used to segment lesions and derive quantitative lesion parameters. So far, methods have focused on lesion segmentation
for individual MRI scans. However, for monitoring disease progression, lesion activity in terms of new and enlarging lesions be-
tween two time points is a crucial biomarker. For this problem, several classic methods have been proposed, e.g., using difference
volumes. Despite their success for single-volume lesion segmentation, deep learning approaches are still rare for lesion activity seg-
mentation. In this work, convolutional neural networks (CNNs) are studied for lesion activity segmentation from two time points.
For this task, CNNs are designed and evaluated that combine the information from two points in different ways. In particular, two-
path architectures with attention-guided interactions are proposed that enable effective information exchange between the two time
point’s processing paths. It is demonstrated that deep learning-based methods outperform classic approaches and it is shown that
attention-guided interactions significantly improve performance. Furthermore, the attention modules produce plausible attention
maps that have a masking effect that suppresses old, irrelevant lesions. A lesion-wise false positive rate of 26.4% is achieved at a
true positive rate of 74.2%, which is not significantly different from the interrater performance.
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1. Introduction
Multiple sclerosis (MS) is an inflammatory autoimmune de-
myelinating disease of the central nervous system, which leads
to disability, mostly in young adults. MS causes demyelination
around nerve cells, which leads to lesions in the central nervous
system. To track disease progression in the brain, magnetic res-
onance imaging (MRI) is often used. The fluid attenuated in-
version recovery (FLAIR) sequences show white matter lesions
as high-intensity regions which allow for quantification of the
disease progression (Rovira et al., 2015). To derive quantitative
parameters like lesion number and volume, lesion segmenta-
tion is required. As manual segmentation is time-consuming
and error-prone (Egger et al., 2017), several semi- and fully-
automated methods have been proposed for lesion segmentation
(Van Leemput et al., 2001; Shiee et al., 2010; Schmidt et al.,
2012; Roura et al., 2015). However, manual segmentation is
still the gold standard (Garcı´a-Lorenzo et al., 2013).
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Recently, deep learning-based methods such as convolutional
neural networks (CNNs) have gained popularity and shown
promising results for brain lesion segmentation (Akkus et al.,
2017; Kamnitsas et al., 2017b), including approaches for MS
lesions (Danelakis et al., 2018). Here, most methods rely on
encoder-decoder architectures which take (a part of) an MRI
volume as the input and predict a segmentation map (Danelakis
et al., 2018). Numerous architecture variations have been pro-
posed so far, including multi-scale (Brosch et al., 2016) and
cascaded (Valverde et al., 2017) approaches.
Lesion activity is defined as the appearance of new lesions
and the enlargement of existing lesions (McFarland et al.,
1992). For monitoring disease progression, lesion activity be-
tween two longitudinal MRI scans is the most important marker
for inflammatory activity and disease progression in MS (Patti
et al., 2015). Furthermore, lesion activity has been used as a
secondary endpoint in numerous MS clinical drug trials (Sor-
mani et al., 2013, 2014). Thus, while extensive longitudi-
nal analysis is not always recommended for initial diagnosis
Thompson et al. (2018), longitudinal MRI analysis for lesion
activity is highly relevant in a clinical context.
This problem is particularly challenging as new lesions can
be small and changes are often subtle. So far, deep learn-
ing methods and most classical methods have only consid-
ered lesion segmentation for a single MRI volume. Thus, le-
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(a) Baseline Scan (b) Follow-up Scan (c) Labelled Follow-up Scan
Figure 1: Example for lesion activity in the case of an enlarged lesion. Old lesions and old lesion material belongs the background class for task of lesion activity.
sion activity is often derived from two independent segmen-
tation maps which is associated with high variability and in-
consistencies (Garcı´a-Lorenzo et al., 2013). Therefore, other
approaches made use of information from the MRI volumes
instead of lesion maps only. For example, image differences
(Battaglini et al., 2014; Ganiler et al., 2014) and deformation
fields (Cabezas et al., 2016; Salem et al., 2018) have been used
to detect new lesions. Also, intensity-based approaches us-
ing local context between scans have been proposed (Lesjak
et al., 2016). Overall, methods for detection of lesion growth
have largely relied on classic image processing methods so far
(Cheng et al., 2018; Schmidt et al., 2019).
In this paper, we address longitudinal segmentation of new
and enlarged lesions using two volumes from two time points
with fully-convolutional CNNs. So far, most public datasets
for MS lesion segmentation provide per-scan lesion annota-
tions without a particular focus on longitudinal lesion activ-
ity (Carass et al., 2017; Lesjak et al., 2018). Therefore, we
first create ground-truth annotations for this particular task. For
each patient, we consider a baseline and a follow-up MRI scan.
Three independent raters provide annotations for lesion activity.
A straight-forward deep learning approach for deriving le-
sion activity is to use a CNN for predicting individual lesion
maps for each time point and then taking the maps’ difference.
As previous work has demonstrated large inconsistencies for
difference maps (Garcı´a-Lorenzo et al., 2013), combining vol-
umes instead of final lesion maps might be beneficial. Ap-
proaches for volume combination include taking the volume
difference, volume addition or stacking volumes in the input
channel dimension while using a standard single-path encoder-
decoder model. However, this approach relies on high simi-
larity between the scans and might suffer from inaccurate im-
age registration or different acquisition parameters. Therefore,
initial independent processing might be advantageous as previ-
ously shown for other deep learning problems (Gessert et al.,
2018). Thus, we consider two-path encoder-decoder 3D CNNs
where volumes are first processed independently by encoder
paths. Then, the decoder jointly processes the combined fea-
ture maps from both volumes and predicts a segmentation of
new and enlarged lesions. While initial independent process-
ing might be beneficial (Gessert et al., 2018), we hypothesize
that some degree of information exchange in the encoder paths
could improve performance. Therefore, we augment the en-
coders by attention-guided interaction modules which allow the
network to learn information exchange between the paths. We
propose and evaluate different types of interaction modules at
different locations inside the network.
In a preliminary abstract, we showed the feasibility of deep
learning-based lesion activity segmentation (Krueger et al.,
2019). In this paper, we extend the preliminary work by two
major contributions. First, we demonstrate that conventional
machine learning methods for detecting lesion activity are out-
performed by several deep learning-based approaches. Second,
we show that attention-guided information exchange for two-
path CNNs significantly improves lesion activity segmentation
while producing plausible attention maps.
2. Methods
2.1. Dataset
Properties and Labeling. The dataset we use was obtained
in a study that investigated MS heterogeneity at the University
Hospital of Zurich, Switzerland. A 3.0T Philips Ingenia Scan-
ner (Philips, Eindhoven, the Netherlands) was used for image
acquisition using similar acquisition parameters for all scans.
We use the FLAIR images as they are the recommended modal-
ity for MS lesion assessment (Rovira et al., 2015). For each
patient, we consider a baseline scan VBL and a follow-up scan
VFU . The mean slice thickness is 1.2mm and the in-plane pixel
spacing is 0.92mm× 0.92mm. Three independent experts
provide a set of annotations each. All experts are trained in le-
sion activity segmentation with several years of experience with
MS cases in clinical routine. As labeling is time-consuming,
we reslice VFU to 2mm axial slice thickness. Then, we regis-
ter VBL to the resliced volume using a rigid registration. The
raters view both VFU and VBL simultaneously while labeling
the volumes slice by slice. Raters mark new lesions that were
not present in VBL and also new lesion material that appeared
around lesions that were already present in VBL. Thus, we
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consider the task of segmenting lesion activity which is char-
acterized by new lesions in VFU and lesions that have grown
between VBL and VFU . Lesions are treated as enlarged if there
is an increase in size by at least 50%, following Moraal et al.
(2010). Old lesion regions are treated as background. Thus, the
task is to learn how much lesions have changed over time. Ex-
ample images with annotations for enlarged lesions are shown
in Figure 1. We fuse the three raters’ annotations by voxel-vise
majority voting.
In total, the dataset contains data from 89 MS cases. For each
case, the baseline scan and one follow-up scan are included.
The mean time between BL and FU scans was 2.21±1.09 years
and patients’ mean age was 36.76 ± 8.67 years. The labeling
process resulted in 43 out of 89 cases containing new or en-
larged lesions. For cases with lesion activity, on average, 3.52
new and enlarged lesions were present per case. We refer to the
dataset as the two time point dataset 1 (TTP1).
To ensure that our insights are also applicable to other
datasets, we consider a second dataset for lesion activity seg-
mentation. The dataset consists of 97 labeled pairs from 33
patients. All images were acquired at the Faculty of Medicine
Carl Gustav Carus at Technische Universita¨t Dresden using
a Siemens MAGNETOM Verio 3.0T Scanner (Siemens, Ger-
many). The slice thickness is 1.5mm with an in-plane pixel
spacing of 1.25mm× 1.25mm. The annotation strategy is the
same strategy we used for dataset TTP1. Annotations are pro-
vided by one rater. The mean time between BL and FU scans
was 1.00±0.09 years and patients’ mean age was 39.64±10.78
years. In total 41 out of 97 pairs contained new and enlarged
lesions. On average, pairs with new and enlarged lesions con-
tain 3.17 new and enlarged lesions. We refer to this dataset as
the two time point dataset 2 (TTP2).
We compare our approach of explicit lesion activity segmen-
tation to the use of difference maps, derived from full lesion
segmentation maps of individual scans (Garcı´a-Lorenzo et al.,
2013). For this purpose, we also consider a dataset for per-scan
lesion segmentation, similar to a majority of the publicly avail-
able MS datasets (Carass et al., 2017; Lesjak et al., 2018). The
dataset contains 1500 FLAIR images, acquired during clinical
routine. The images were anonymized and subsequently ana-
lyzed by jung diagnostics GmbH (Hamburg, https://www.jung-
diagnostics.de/). Ground-truth lesion annotations are semi-
automatically generated throughout the quality control process
at jung diagnostics GmbH. Besides the different ground-truth
annotation, the volumes are processed similar to the two time
point dataset. We refer to this dataset as the single time point
(STP ) dataset.
Preprocessing. We resample VBL and VFU to
1mm× 1mm× 1mm and rigidly register VBL to VFU .
We standardize each volume individually by subtracting the
mean and dividing by the standard deviation. Then, we clip
intensities at the 1st and 99th percentile. We resample the
ground-truth volumes to 1mm× 1mm× 1mm to match the
input volume size. Following Egger et al. (Egger et al., 2017),
we exclude very small lesions from our final ground-truth
masks with less than 0.01ml volume as they are not well
defined and likely false positives.
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Figure 2: Prediction process for our single-path, single time point (STP) CNN
approach.
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Lesion
Map
Activity
Figure 3: Prediction process for our single-path CNNs with volume fusion. Fu-
sion is performed by addition (SP Add), difference (SP Diff) or concatenation
(SP Stack).
2.2. Models
Classic model. As a first reference method, we apply the lon-
gitudinal pipeline of the LST toolbox, a popular non-deep learn-
ing (classic) method for longitudinal lesion change segmenta-
tion to our data (Schmidt, 2017b,a). The method first computes
lesion probability maps for the individual time points using a
logistic regression model. Then, a second algorithm compares
the lesion probability maps and decides whether a change in
lesion probability is significant or caused by FLAIR intensity
variations. The method is available as a toolbox and does not
require any hyperparameter tuning.
Single-Path Architectures. As a second reference, we con-
sider a single-path (SP) fully-convolutional encoder-decoder
(U-Net-like (Ronneberger et al., 2015)) architecture. After an
initial convolutional layer with 32 feature maps, we use residual
blocks (He et al., 2016) both in the encoder and decoder. In the
encoder, spatial feature map sizes are reduced 3 times with con-
volutions having a stride of 2 which results in 4 spatial scales si
inside the model and a maximum reduction of the spatial size
by a factor of 8. We double the number of feature maps when
the spatial size is halved. At scales s1, s2, s3 and s4 we em-
ploy 1, 2, 2 and 4 residual blocks, respectively. In the decoder,
we use a single convolution followed by nearest-neighbor up-
sampling and a subsequent residual block at each scale. For
the long-range connections between encoder and decoder we
follow VoxResNet (Chen et al., 2018) and use residual connec-
tions (summation) instead of feature concatenation. The model
output is a dense segmentation of the same size as the input
where each voxel contains the probability of having a positive
label which indicates lesion activity. Due to small batch size,
we use instance normalization, a variant of group normaliza-
tion (Wu and He, 2018), instead of batch normalization (Ioffe
and Szegedy, 2015).
We employ this architecture for our second reference method
with the STP dataset. Here, a single volume is fed into the CNN
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and a segmentation of all lesions is predicted. This process is
repeated independently for VBL and VFU . Afterward, we sub-
tract the predicted lesion maps to obtain a map of new and en-
larged lesions. Old lesions and lesions that shrunk in size are
removed. We refer to this approach as STP CNN. The process
for deriving lesion activity is depicted in Figure 2.
Also, we use this architecture for volume fusion strategies at
the input where we take the volume difference (SP Diff), vol-
ume addition (SP Add) or stack the two volumes in the channel
dimension (SP Stack). The key difference to the STP CNN
method is that the volumes from both time points are processed
jointly and lesion activity is directly predicted by the models.
The prediction pipeline is shown in Figure 3. The STP CNN
architecture is the same as for the two-path architectures that
we introduce next, except that a single encoder is used.
Two-Path Architectures. Next, we transform the single-
path CNN into a two-path (TP) architecture such that the two
volumes are processed in two phases. First, the volumes are
processed individually in the encoder path. Second, the vol-
umes are processed jointly in the decoder. The architecture is
shown in Figure 4. Before entering the decoder, we aggregate
the feature maps from both paths. We consider fusion by sub-
traction (TP Diff), addition (TP Add) and by feature map con-
catenation (TP Stack) which resembles the fusion techniques at
the input for the SP CNN. Stacking the feature maps allows the
network to learn which features from which part are deemed
relevant. Using addition or subtraction represents voxel-wise
fusion where features from both paths are directly combined.
For the long-range residual connections between encoder and
decoder, we concatenate the feature maps from the two encoder
paths and then add the result to the decoder feature map.
This strategy allows for individual feature learning for each
time point before joint learning. To draw a connection to our
single-path approaches where the volumes are processed jointly
from the beginning, we also incorporate targeted information
exchange between the encoder paths. For this purpose, we
propose a trainable attention-guided interaction block which
controls information flow between the two paths. Inspired by
squeeze-and-excitation (Hu et al., 2018; Roy et al., 2019) and
spatial attention (Wang et al., 2017), the attention module learns
a map that suppresses spatial locations to guide the network’s
focus on salient regions. We consider three different attention
variants at three different locations in the network, see Figure 4.
For the first block, each path guides the other path’s focus in-
dependently (attention method A). Consider features F iFU and
F iBL of size RH
i×W i×Di×Ci at layer i of each path. Hi, W i
and Di are the spatial feature maps sizes and Ci is the num-
ber of feature maps at layer i. We compute the attention map
for the baseline path as aiBL = σ(conv(F
i
FU )) where σ is a
sigmoid activation function and conv is a 1 × 1 × 1 convo-
lution with learnable weights θiBL. The map a
i
BL is of size
RHi×W i×Di×Ci and multiplied element-wise with F iBL such
that Fˆ iBL = a
i
BLF
i
BL. Following the concept of residual at-
tention (Wang et al., 2017), we finally add the modified fea-
ture map Fˆ iBL to the original feature map F
i
BL. In this way,
the information in the original feature maps is preserved while
the attention maps provide additional focus to relevant regions.
The attention map for the follow-up path is computed symmet-
rically.
For the second block, we use both attention maps F iFU and
F iBL for the computation of both attention maps (attention
method B). Thus, we concatenate both feature tensors along the
last dimension and compute aiBL = σ(conv(cat(F
i
FU , F
i
BL)))
with weights θiBL. The attention map has the same dimensions
as the ones computed for attention method A. Similarly to A we
use residual attention. We multiply the attention with the orig-
inal feature map F iBL and add the original feature map to the
result. The map aiFU is computed similarly with weights θ
i
FU .
Third, we consider a jointly learned attention map aiBL =
aiFU (attention method C). We perform the same computation
as for method B and share the weights θiBL = θ
i
FU . In this way,
method C is more efficient in terms of the number of parameters
but the two paths receive attention towards the same regions.
Training and Evaluation. During training, we randomly
crop subvolumes of size 128 × 128 × 128 from the volumes.
We randomly flip the volumes along the x, y and z direction
with a probability of p = 0.5. We train all models using Adam
(Kingma and Ba, 2015) with a dice loss function and a batch
size of B = 1 for 300 epochs. We use an initial learning rate of
lr = 10
−4 with exponential decay. For evaluation, we obtain
predictions for entire volumes by taking 27 evenly spaced, over-
lapping subvolumes from each volume, and obtain their corre-
sponding predicted subvolume lesion activity map. The sub-
volumes are of size 128 × 128 × 128. We merge all predicted
subvolume lesion activity maps to one lesion activity map by
calculating the mean probability in overlapping regions. Then,
we calculate metrics using the ground-truth label volumes from
each rater. The final values are averaged across all raters. The
strategy is inspired by multi-crop evaluation, as employed by
Simonyan and Zisserman (2014).
2.3. Evaluation, Metrics and Experiments
Data Split. We use a three-fold cross-validation strategy for
validation and testing. We define three mutually exclusive folds
with 26 cases each. Each fold is divided into a validation and
a testing split. For hyperparameter tuning, we train on the re-
maining cases for each fold and chose hyperparameters based
on validation performance, averaged across the three validation
splits. For testing, we train on all cases except for the test splits
for each fold. Performance metrics are reported for the test
splits. Metrics are calculated for all cases and aggregated across
all test splits. The same strategy is used for datasets TTP1 and
TTP2. For experiments with dataset STP , training for sin-
gle time point segmentation is performed on all STP cases.
Testing is performed on the test splits of dataset TTP1. Exper-
iments with two path models are performed on TTP1, unless
indicated otherwise.
Metrics. In terms of metrics, we consider lesion-wise met-
rics and the dice coefficient. The number of new and enlarging
lesions are the most relevant indicators of disease progression.
Therefore, our primary metrics are the lesion-wise true posi-
tive rate (LTPR) and lesion-wise false positive rate (LFPR). We
define lesions as groups of 26-connected voxels. LTPR is the
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Figure 4: Our proposed two-path architecture. The output layer uses a convolution with kernel size 1 × 1 × 1. All other kernels are of size 3 × 3 × 3. Fusion is
performed by addition (TP Add), difference (TP Diff) or concatenation (TP Stack).
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Figure 5: The three types of attention-guided interactions we employ. After the convolutions, a sigmoid activation function is applied.
number of lesions that overlap in a prediction and ground-truth
map divided by the total number of lesions in the ground-truth
map. LFPR is the number of lesions that do not overlap in a
prediction and ground-truth map divided by the total number of
predicted lesions. While LFPR and LTPR are indicators for le-
sion presence, we use the dice score to quantify lesion overlap.
Thus, in case a predicted and a ground-truth lesion overlap, we
calculate the dice score for that lesion. Note, that calculating
a dice score for non-overlapping lesions is not meaningful as
the score is always 0. All three metrics depend on a decision
threshold (typically 0.5) for a model’s predicted probabilities.
For each model, we chose the optimal threshold based on ROC
analysis where the sum of LTPR and 1−LFPR is maximized.
For each metric we provide the mean value as well as the 25th
and 75th percentile range. We test for a significant difference
in the median of the different metrics using Wilcoxon’s signed-
sum test with confidence level of α = 0.05. Thus, we claim
statistical significance if the test yields p < 0.05. For dataset
TTP1, we consider the mean interrater performance, calculated
over all pairwise comparisons between the three raters for com-
parison to model results.
Experiments. We first consider the two reference scenarios
with the STP CNN and the approach using the LST toolbox.
We compare this approach to several single-path, fusion-based
deep learning methods including volume subtraction and addi-
tion, channel stacking and basic two-path architectures. Sec-
Table 1: Mean value and percentile ranges of dice, LTPR, and LFPR for the
reference methods LST and STP CNN in comparison to single- and two-path
deep learning methods with different fusion techniques (difference, addition,
channel stacking). The best performing method for each metric is marked bold.
Dice LTPR LFPR
Interrater 67.2(67, 81) 72.6(50, 100) 22.9(0, 33)
LST 50.0(41, 65) 65.8(50, 100) 65.6(60, 84)
STP CNN 52.2(39, 72) 66.9(50, 100) 55.1(32, 86)
SP Diff 48.4(37, 72) 52.9(22, 100) 38.5(0, 58)
SP Add 46.3(34, 70) 54.0(30, 100) 43.6(0, 64)
SP Stack 56.2(52, 75) 59.7(38, 100) 33.6(0, 50)
TP Diff 58.1(50, 78) 61.5(50, 100) 28.3(0, 50)
TP Add 59.2(56, 77) 63.7(43, 100) 30.4(0, 50)
TP Stack 58.3(56, 77) 60.6(38, 100) 31.7(0, 50)
ond, we provide results for two-path architectures, enhanced by
our novel attention-guided interaction modules. We consider
different attention blocks, different attention locations, and an
additional evaluation on dataset TTP2. Last, we present quali-
tative results for our attention maps.
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Table 2: Mean value and percentile ranges of dice, LTPR, and LFPR in percent
for our different attention methods A, B and C at location 163. The best per-
forming attention method for each two-path fusion type (difference, addition or
channel stacking) is marked bold.
Dice LTPR LFPR
Interrater 67.2(67, 81) 72.6(50, 100) 22.9(0, 33)
TP Diff 58.1(50, 78) 61.5(50, 100) 28.3(0, 50)
TP Diff A 62.4(57, 78) 72.0(50, 100) 27.6(0, 50)
TB Diff B 61.9(55, 79) 72.4(50, 100) 28.0(0, 50)
TP Diff C 63.2(58, 79) 73.2(50, 100) 26.2(0, 50)
TP Add 59.2(56, 77) 63.7(43, 100) 30.4(0, 50)
TP Add A 60.9(53, 79) 69.9(50, 100) 31.4(0, 50)
TB Add B 61.0(58, 77) 69.4(50, 100) 28.9(0, 50)
TP Add C 62.2(54, 76) 74.2(50, 100) 26.4(0, 50)
TP Stack 58.3(56, 77) 60.6(38, 100) 31.7(0, 50)
TP Stack A 64.7(59, 81)) 71.2(50, 100) 28.5(0, 50)
TP Stack B 63.2(60, 79) 70.9(50, 100) 27.5(0, 50)
TP Stack C 65.6(64, 79) 73.1(56, 100) 26.9(0, 50)
3. Results
First, we consider results for the reference approaches com-
pared to several single-path, fusion-based deep learning meth-
ods, see Table 1. The LST method’s LFPR is very high. Note
that the LST result is not directly comparable to the other result
as the predictions cannot be evaluated at the respective inter-
rater LFPR. Comparing the STP CNN to the SP CNNs, metrics
are similar for addition and subtraction of baseline and follow-
up scan. However, the performance difference is statistically
significant between SP Stack and STP CNN both for the LTPR
and LFPR. For the TP CNNs, it is notable that all variants per-
form better than the SP CNN approaches. In particular, TP Diff
and TP Add significantly outperform all other SP variants in
terms of the LTPR and LFPR. There is no significant differ-
ence in performance between the three variants. Notably, the
performance difference between all models and the interrater
performance is statistically significant for the LTPR and LFPR.
Second, we present results for our different attention mecha-
nisms at location 163 for the three two-path models TP Diff, TP
Add, and TP Stack, see Table 2. For all three fusion methods,
the attention blocks improve performance. Comparing the at-
tention methods to their baseline without attention, the median
LTPR and dice coefficients are significantly different across all
fusion and attention methods. For the LFPR, the attention meth-
ods also improve performance but the difference in the median
is not significant. Comparing attention method C to the inter-
rater performance, there is no significant difference in the me-
dian of all metrics for all fusion techniques.
Third, we demonstrate how the location of the attention block
affects performance for the two-path models, see Table 3. At-
tention blocks at location 163 tend to perform best. When at-
tention blocks are placed further towards the model input, per-
formance tends to go down. When placing attention blocks at
Table 3: Mean value and percentile ranges of dice, LTPR, and LFPR in percent
for different attention locations with our three two-path models with different
fusion techniques (difference, addition and channel stacking) and attention C.
The location is indicated by the size of the feature maps at that level. All refers
to attention modules at all three locations.
Dice LTPR LFPR
Interrater 67.2(67, 81) 72.6(50, 100) 22.9(0, 33)
TP Diff 163 63.2(58, 79) 73.2(50, 100) 26.2(0, 50)
TP Diff 323 60.1(54, 76) 72.2(50, 100) 28.5(0, 50)
TP Diff 643 62.0(60, 77) 70.0(50, 100) 29.1(0, 50)
TP Diff all 64.2(59, 77) 73.0(50, 100) 27.8(0, 50)
TP Add 163 62.2(54, 76) 74.2(50, 100) 26.4(0, 50)
TP Add 323 61.0(58, 78) 70.2(50, 100) 29.8(0, 50)
TP Add 643 62.8(59, 79) 71.4(50, 100) 30.0(0, 50)
TP Add all 64.2(63, 79) 71.9(50, 100) 27.8(0, 50)
TP Stack 163 65.6(64, 79) 73.1(56, 100) 26.9(0, 50)
TP Stack 323 62.4(55, 79) 72.2(50, 100) 28.4(0, 50)
TP Stack 643 62.8(53, 79) 72.0(50, 100) 29.0(00, 50)
TP Stack all 62.5(55, 77) 72.5(50, 100) 29.3(0, 50)
Table 4: Mean value and percentile ranges of dice, LTPR, and LFPR in percent
for our different attention methods A, B and C at location 163 for the second
dataset TTP2. The best performing attention method for each two-path fusion
type (difference, addition or channel stacking) is marked bold.
Dice LTPR LFPR
TP Diff 60.6(56, 79) 67.5(50, 100) 27.0(00, 43)
TP Diff A 61.9(56, 79) 75.1(50, 100) 24.9(00, 38)
TB Diff B 63.1(56, 81) 75.3(67, 100) 28.2(00, 50)
TP Diff C 64.1(62, 80) 76.5(67, 100) 25.0(00, 40)
TP Add 60.9(54, 79) 68.6(50, 100) 34.2(00, 54)
TP Add A 63.3(61, 83) 71.6(50, 100) 28.6(00, 50)
TB Add B 60.9(53, 75) 75.3(67, 100) 22.7(00, 33)
TP Add C 61.2(58, 79) 73.7(56, 100) 26.4(00, 50)
TP Stack 62.7(54, 79) 71.8(50, 100) 28.1(00, 50)
TP Stack A 65.2(57, 81) 79.4(67, 100) 22.8(00, 33)
TP Stack B 64.6(61, 79) 76.0(67, 100) 26.5(00, 50)
TP Stack C 64.3(55, 81) 77.2(67, 100) 21.8(00, 33)
all three locations at the same time, LTPR and LFPR do not
improve further. The dice score, however, improves for some
scenarios.
Fourth, we show boxplots of the three TP architectures with
attention C at location 163, see Figure 6. In terms of the LFPR,
the distribution of each model is similar to the interrater distri-
bution. For the LTPR the same observation can be made. The
distribution of the interrater dice scores is slightly higher than
the dice score of TP Add C. For TP Diff C and TP Stack C, the
distribution has a similar median and there is no significant dif-
ference in the median, compared to the interrater performance.
Fifth, we investigate whether our attention method is also
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Figure 6: Boxplots for the three two-path models with attention (TP C) at location 163 compared to the interrater performance.
advantageous on another dataset, using dataset TTP2. The re-
sults for attention location 163 are shown in Table 4. In gen-
eral, the attention methods improve performance once again,
across multiple fusion strategies. The difference is largest for
the LTPR where all attention methods across all fusion strate-
gies significantly outperform the baseline. For the other met-
rics, there is also consistent improvement.
Last, we show qualitative results for our attention mecha-
nism, see Figure 7. The Figure shows two examples for the
effect of our attention mechanism for the model TP Stack C
643. Feature maps from the baseline and follow-up scan are
used to compute an attention map. This map is then multi-
plied with each feature map. The attention maps show very
low-intensity regions where old lesions are present in the base-
line scan. In the follow-up scan’s feature map, regions corre-
sponding to lesions show a high intensity. After applying the
attention maps, a masking effect can be observed. Lesions that
were already present in the baseline scan are masked out by the
attention map. Thus, in the follow-up scan’s feature map, only
small high-intensity regions remain. Comparing these regions
to the final predictions and ground-truth maps shows that the
remaining high-intensity regions correspond to a new lesion.
Therefore, the attention maps masked out old lesions while pre-
serving the new lesions.
4. Discussion
We address the problem of multiple sclerosis lesion activity
segmentation from two time points using deep learning models.
Compared to lesion segmentation in a single scan, the task of
lesion activity segmentation is much more challenging as lesion
size can be small and it is difficult to distinguish lesion activity
from slight registration errors and intensity variations between
two scans. As most MS lesion segmentation datasets are cre-
ated for single-scan lesion segmentation (Carass et al., 2017;
Lesjak et al., 2018), we created two datasets with ground-truth
annotations for new and enlarged lesions.
As a reference for lesion activity segmentation from two
MRI scans, we consider two methods. The first method is the
LST toolbox, an established classic, non-deep learning method
(Schmidt et al., 2019) that uses FLAIR images for lesion predic-
tion while the second method uses the typical approach of indi-
vidual lesion map differences (Garcı´a-Lorenzo et al., 2013). We
compare these references to deep learning-based, single-path
fusion techniques for baseline and follow-up scan aggregation
by addition and difference. This follows the rationale of pre-
vious methods that relied on difference images (Ganiler et al.,
2014). The two reference methods perform similar to these ap-
proaches which indicates that more advanced architectures are
required to improve lesion activity segmentation. When stack-
ing baseline and follow-up scan into the input channel dimen-
sion, which is typically used for color channels in the natural
image domain, performance increases significantly. This indi-
cates that individual volume processing is advantageous for this
task. Therefore, we design a two-path architecture where vol-
umes are processed individually in the encoder path. The two
paths are combined with three different fusion methods which
all perform better than the single-path models with volume fu-
sion and the two reference methods. In particular, using addi-
tion or difference for fusion leads to statistically significant dif-
ferences in terms of our primary metrics, the LTPR and LFPR.
However, all these methods show a performance that is still sig-
nificantly different from the interrater performance.
To improve performance further, we therefore propose
attention-guided interaction modules. These modules allow for
information exchange between the two encoder paths before
feature fusion at the model’s decoder. Overall, we can observe
a performance improvement across all fusion techniques and
attention modules for the LFPR and the LTPR. In particular,
attention methods C stands out as it performs best and the per-
formance improvement over the normal two-path models is sta-
tistically significant for the LTPR across all fusion techniques
while maintaining a low LFPR. For all metrics, there is no sig-
nificant difference between the interrater performance and our
two-path model with attention method C. This suggests the us-
ability of our proposed method for clinical practice. Given that
our method performs similar to human raters, its application
could significantly reduce the workload for radiologists by pro-
viding usable, high-quality lesion activity segmentation maps.
This insight is confirmed on a second, independent dataset
that was acquired at a different location with a different device.
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Figure 7: Visualization of the effect of our attention method for the model TP Stack C 643. Two example cases are shown (top and bottom). Left, an axial slice of
the baseline and follow-up scan are shown. In the center, example features maps, the attention maps and the masked feature maps are shown. Right, the final model
prediction and ground-truth are shown.
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Here, it is notable that the other attention methods A and B
also lead to a high performance. Furthermore, we study how
the location of our attention blocks inside the network affects
performance, see Table 3. Here, we can observe a decrease in
performance if the modules are moved further away from the
fusion point towards the model input. This could indicate that
our attention blocks are mostly effective for guiding feature fu-
sion. If the information exchange happens too early inside the
network, the effect potentially decreases until the actual feature
fusion occurs. In addition, we also consider a scenario where
we place attention blocks at all three locations. However, we
do not observe a synergy effect as the LTPR and LFPR do not
improve further. This indicates that an additional flow of in-
formation between path does not provide an additional benefit
and that a single attention module is likely sufficient to guide
information exchange.
Last, we provide a qualitative evaluation of our attention
method. While quantitative results already imply the effec-
tiveness of the proposed attention modules, we also provide
a visualization of the computed attention maps, see Figure 7.
The attention maps appear to provide an effect that is similar
to masking. This is particularly visible for the feature maps
derived from the follow-up scan. After the masking process,
the old lesions are attenuated and only a new lesion remains
with a high intensity. This implies that our module design for
information exchange between the two paths is very effective
as key information is successfully transferred. Using attention
maps could be particularly interesting in relation to biomarker
discovery. While deep learning methods are often regarded as
”black boxes,” due to the difficult interpretability of features be-
ing learned, attention methods might be able to reveal the inner
workings of CNNs. Thus, for future work, attention methods
could be analyzed with respect to their suitability of highlight-
ing new features or criteria that were learned by CNNs that lo-
calize MS lesion activity.
Following Rovira et al. (2015), we use FLAIR images in our
study. In the future, the datasets could be extended by other
MR modalities that have also been studied in the context of MS
lesions (Van Walderveen et al., 1998). As deep learning meth-
ods have been employed with different MR imaging modali-
ties Valverde et al. (2017), our models could also be directly
trained with other MR imaging modalities, for example, using
channel stacking. Furthermore, our datasets could be extended
by including annotations for disappearing lesions between the
baseline and the follow-up scan. While lesion activity, the ap-
pearance of new and enlarging lesions, is of primary interest for
quantifying disease progression Patti et al. (2015), studying the
disappearance of MS lesions could also be of interest.
As a result, we first find that individual processing of base-
line and follow-up scan with two-path architectures is more ef-
fective than using the classic LST method, lesion map differ-
ences or single-path CNNs with initial volume fusion. Then, we
successfully recover information exchange between baseline
and follow-up scan with our proposed attention modules which
show promising results, both quantitatively and qualitatively.
Our method is designed for the analysis of two MRI scans
from two time points, which matches the clinical workflow of
practitioners for determining lesion activity. Often, there are
more time points available for long-term patients. While our
method’s application to multiple time points is straight forward
with multiple pairwise comparisons, future work could explore
methods for the simultaneous analysis of several time points.
Another important step would be to incorporate the problem
of multiple MRI scanners. In clinical practice, scans will of-
ten be acquired with different scanners or scanning parameters.
One way to achieve robustness towards the intensity variations
caused by different scanners would be to use a large multi-
scanner dataset. As large datasets are often difficult to obtain,
another promising approach could be deep learning-based do-
main adaptation Ganin and Lempitsky (2015) for achieving in-
variance towards different scanner properties. In particular, ad-
versarial domain adaptation strategies Kamnitsas et al. (2017a)
could be added as an augmentation to our models in future
work.
5. Conclusion
We address the task of segmenting new and enlarging mul-
tiple sclerosis lesions that occurred between a baseline and a
follow-up MRI scan. So far, deep learning methods have hardly
been used for this problem despite their success in related tasks.
Therefore, we investigate different deep learning approaches
for lesion activity segmentation. We find that two-path con-
volutional neural networks outperform both a classic reference
and single-path models. Based on this observation we propose
attention-guided interactions that improve two-path models fur-
ther by providing information exchange between processing
paths. We demonstrate that our method significantly outper-
forms several other models and that our method’s performance
is close to the human interrater level. For future work, our
method could be applied to other problems related to tracking
disease progression over time.
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