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Abstract 
This thesis mainly concerns with the studies of two important quantum models, 
the lattice Anderson model and the Anderson impurity model, by numerical 
calculations. A new computer technique and a new physical concept are newly 
established respectively for these two problems in order to facilitate numerical 
computations. 
Based on perturbation theory, the ground state properties of the one-
dimensional finite size lattice Anderson model was studied (in the weak cou-
pling limit) at finite temperature. To deal with the high-dimensional integrals 
in the correction terms, a new technique in numerical integration, commonly 
known as "Wang-Landau integration", was exploited with the application of 
Wang-Landau sampling. Error analysis on Wang-Landau integration showed 
that its error goes like that of simple Monte Carlo integration for continuous, 
smooth analytical functions, while it is more advantageous on sharply-peaked 
integrands. For this reason it is suitable to treat the perturbative integrals in 
the fore mentioned problem. Numerical results is presented in this work. 
In the meantime, motivated by the success in identifying quantum phase 
transitions by studying quantum entanglement in some quantum models re-
cently, entanglement of the one-dimensional Anderson impurity model at zero 
temperature was also investigated numerically by the study of von Neumann 
entropy and fermionic concurrence. These physical observables, together with 
the degeneracy of the ground state energy, are found to exhibit finite size ef-
fects under certain circumstances. This suggests a size-dependent critical point 
i 
in the Anderson impurity model. 
On the other hand, critical phenomena can also be indicated by fidelity, 
which is usually difficult to be found from the ground state wavefunctions. In 
virtue of this, we establish a general relation between fidelity and structure 
factor of the driving term in a Hamiltonian through a newly introduced phys-
ical quantity, fidelity susceptibility. This quantity helps evaluating fidelity in 
terms of susceptibility by the use of prevailing computation methods. Such 
relation is valid for both quantum and classical critical phenomena. It also 
builds a connection between the concepts in quantum information theory and 
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Chapter 1 
Review on Anderson Models 
and Quantum Phase Transitions 
1.1 The Anderson Impurity Model 
The Anderson impurity model [1] was first proposed by P. W . Anderson in 
1961 in attempt to explain the occurrence of localized magnetic moments on 
iron-group ions immersed in nonmagnetic metals, which was first observed in 
experiments [2]. Before Anderson's work, this was generally accepted as an ex-
perimental fact without formal investigation. Anderson successfully explained 
the existence of such a magnetic moment in a quantum state of metal, using 
a highly simplified quantum many-body model defined by the Hamiltonian: 
H = Hc + Hf + Hcf, (1.1) 
where 
N 
He = + h.c.), (1.2a) 
U = 2 
Hf = U{f\f,flh) + £/(/|/T + flh) + M / TVT - f l h l (1.2b) 
Hcf = + (1.2c) 
a 
1 
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Here N is the number of lattice sites, = 2 , N ; a =T’ i; (Q^) and 
(/to-) are the creation (annihilation) operators for the spin a conducting 
electrons or impurity spin on site i respectively. Uj denotes the hopping integral 
between sites i and j which are nearest neighbors to each other, U defines the 
Coulomb interaction for the on-site electrons on the impurity site, e/ is the 
chemical potential created by the valence electrons, hf stands for the external 
magnetic field, and V is the hybridization between the c- and /-orbitals. 
1.2 The Periodic Anderson Model 
Apart from local magnetic moments in dilute alloys, great attention has been 
drawn to other heavy fermion systems in both experimental and theoretical 
fields. They are mainly rare earth or actinide compounds which show many 
peculiar properties. For example, they behave as metals with weakly inter-
acting magnetic moments at high temperature, but act like a narrow band of 
conduction electrons with large effective masses at low temperature [3:. 
The periodic Anderson model (PAM, also known as the lattice Anderson 
model) is introduced to describe the low temperature properties of these heavy 
fermion materials which is defined as follow: 
H = -tY^ (c\^ci+ia + h.c.) + rifia -\-yYl + h.c.)-\-U ^ 何， 
ia ia ia i 
(1.3) 
where cl^ {cia) and f-crifia) are creation (annihilation) operators for electrons 
in d- and f- orbitals on site i with spin a and Ufia = fl^fitx, t is the hopping 
integral for the d-electrons, Ef is the site energy for an f electron, V is the 
hybridization matrix and U is the Hubbard interaction between the two /-
electrons on the same site but with different spins. 
The periodic Anderson model is the generalization of the non-degenerate 
Anderson impurity model and has been studied extensively over the past 
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decade with valence fluctuation problems. For a detailed survey, see [4]. A 
simple extension of this model can be used to describe many transition metals 
5-7:. 
In spite of the extensive studies of the Anderson impurity model, the lattice 
model is less well understood [5], partly due to the lack of reliable analytical 
and numerical techniques in coping with the many-body attributes of the model 
at low temperature. 
1.3 Quantum Phase Transitions (QPTs) 
Quantum phase transitions [8，9] have long been an important branch in quan-
tum mechanics. Unlike classical phase transitions which are caused by ther-
mal fluctuations, Q P T occurs at zero temperature with a sudden change in 
the ground state properties of a system. It is driven by quantum fluctuations 
arisen when some physical parameters (such as external magnetic field) varies. 
QPTs are of great interest in condensed matter physics nowadays for the 
reason that they provide important information about the novel type of finite-
temperature states of matter, which emerge in the vicinity of QPTs. Most 
of the important concepts in Q P T originated from the one-dimensional Ising 
model [9], and the results are believed to be exact. QPTs are also believed to 
be able to explain many physical phenomena like quantum hall effect and high 
Tc superconductors. 
There are a lot of methods to characterize QPTs. One of the traditional 
ways is to identify the critical points which are non-analytical in the ground 
state energy density in parameter space. Usually this is visualized by the 
divergence of correlation length of the two-point correlation function of the 
associated quantum field. Another way to find the region of criticality is to 
realize the region where the energy gap between the ground state and the first 
excited state vanish in the ther m o dynamical limit. In the past decade, great 
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efforts have been put in characterizing QPTs by tools in quantum information 
10]. See [11] for a detailed discussion. In particular, a lot of previous works 
12-14] provide convincing evidence that QPTs can also be distinguished by 
quantum entanglement. 
Recently, much attention [15-22] has been drawn to the role of fidelity, 
a concept also emerged from quantum information theory [23], in quantum 
critical phenomena [9]. Since fidelity is a measure of similarity between states, 
a dramatic change in the structure of the ground state around quantum critical 
point should result in a great difference between the two ground states on the 
both sides of critical point. For example, in one-dimensional X Y model, fidelity 
shows a narrow trough at phase transition point [16]. Similar properties were 
also found in fermionic [17] and bosonic systems [21]. As fidelity is purely a 
quantum information concept, these works actually established a connection 
between quantum information theory and condensed matter physics. 
1.4 Motivation of this project 
The structure of this thesis is mainly divided into two parts, one follows the 
line with periodic Anderson model, while the other part concerns with the 
quantum phase transitions of the Anderson impurity model. 
In view of the relatively rare investigation in periodic Anderson model, 
this project starts with the studies of the model using traditional methods 
in quantum mechanics. Time-dependent perturbation theory is applied in 
studying the ground state energy at finite temperature of it. Higher order 
corrections are made to the ground state energy. Analytical calculations are 
presented in chapter 2. However, it should be noted that analytical expressions 
are not always available for each correction term. In this case, numerical 
approach is needed. 
During the course of numerical calculations, we need to overcome the 
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difficulties brought by the high dimensional integrals. Ordinary integration 
schemes, even Monte Carlo integration, cannot give a promising result for our 
ill-behaved, multidimensional integrands. Other integration schemes are there-
fore highly desirable in coping with similar integrands. Chapter 3 describes a 
new integration algorithm, Wang-Landau integration scheme. It is applicable 
to a wide variety of integrals without restrictions and is readily generalized to 
higher-dimensional problems. Its application to the calculation in chapter 2 
and numerical results are also shown in this chapter. 
In the second part of this project, several problems in Q P T are addressed. 
Although the Anderson impurity model have been intensively studied, its en-
tanglement structure remains to be explored. In particular, the relation of 
entanglement and Q P T for this model is still unclear. In chapter 4，we begin 
with the study of quantum entanglement of the Anderson impurity model by-
looking at two quantities, the von Neumann entropy E^ and the fermionic 
concurrence C, in different lattice sizes. Their dependence with those tunable 
parameters in the model, namely the Coulomb interaction U and the mixing 
term V, is presented. Finite size effects of Et, and C are also studied. These 
results are significant in defining the regions which mark the transition be-
tween the Anderson impurity phase and the Kondo phase for systems with 
impurities. 
As mentioned above, fidelity can also be used to understand Q P T behaviors 
of physical systems. Nevertheless, except a few specific models such as the 
one-dimensional X Y model and Dicke model [15, 16], it is tedious to evaluate 
fidelity from the ground state wavefunctions. Therefore, a neater and simpler 
formalism is of great importance for the extensive application of fidelity to 
critical phenomena. For this purpose, we introduce the concept of fidelity 
susceptibility, which defines the response of fidelity to the driving parameter 
of the Hamiltonian. This quantity which facilitates the evaluation of fidelity, 
is discussed in detail in chapter 5. 
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Finally, conclusions are made in chapter 6. Part of the results presented 
in this thesis have been published in Physics Computer Communications [24 
and Physical Review E [25]. Results in chapter 4 will soon be published. 
Chapter 2 
Studies on the Ground State 
Energy of Periodic Anderson 
Model 
2.1 Background 
In 1970s, Yamada and Yosida developed a perturbation approach to study the 
Anderson impurity model [26]. Their perturbative expansions were done up 
to the 4th order for most thermodynamical quantities, to the 5th order for the 
self-energy, and to the 6th order for the ground state energy. Formally, this 
is valid only at small U, the weak Coulomb interaction limit. However, they 
showed that the expansion coefficient in powers of U decreases exponentially, 
and thus ensures that the expansion should also be valid for all values of U. 
Their calculations for the Anderson impurity model were in good agreement 
with the exact solution. 
For the lattice Anderson model, to the best of our knowledge, there ex-
ists analytical expression only to the 2th order in U [27]. Following Yamada 
and Yosida's approach, Lin et al. carried out series expansion for the lattice 
Anderson model in the weak coupling limit up to the 6th order [28]. In this 
chapter, the series calculation is revisited and presented. 
7 
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2.2 Hamiltonian and Physical Meanings of Lat-
tice Anderson Model 
Recall the Hamiltonian of the lattice Anderson model: 
H 二-tE (ct^ci+i^ + /i.e.) + rifia + {clfi^ + h.c.)+U ^ rifi^Ufn, 
ia icT ia i 
(2.1) 
where and /-^ {fia) are creation (annihilation) operators for electrons 
in d- and /- orbitals on site i with spin a and rifia = fi^ fia- t is the hopping 
integral for the d-electrons, Ef is the site energy for an f electron, V is the 
hybridization matrix and U is the Hubbard interaction between the two f-
electrons on the same site but with different spins. 
2.2.1 The first term: —t ^ (C-^Q+ICX + h.c.) 
ia 
The first term in the Hamiltonian concerns with the (i-orbital electrons. They 
are the conduction electrons which are free to move and are responsible for the 
conduction in metal, cj^ ci+io- means removing an electron with spin a from site 
i + 1, and then put it on site i. The Hermitian conjugate term is equivalent to 
meaning the reverse process: removing an electron with spin a from 
site i and put it on site i + 1. 
Thus, oJ-electrons are thought to hop to the adjacent site with an amplitude 
t, in either directions. It can be shown that they form a conduction band Ck = 
2t cos k. In another point of view, if we think of the electrons as wavefunctions, 
t measures the extent of overlapping of wavefunctions of the electrons on site 
i and that on site i + 1. 
These processes are summed over all sites and all spins to give the overall 
motion of electrons. 
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2.2.2 The second term: Ef^Ufia 
ia 
This term concerns with the /-orbital electrons which are the "on-site" elec-
trons and are not mobile to conduct. The number operator Ufi^，counts the 
number of /-electrons on the site i with spin a. The site energy Ef defines 
the relative position of f states with respect to the Fermi energy of the d elec-
trons. With the summation over all spins and all sites, this term gives the 
total energy contributed by the /-electrons. It is also the chemical potential 
term of the system. 
2.2.3 The third term: V ^ ( c l j i � + /i.e.) 
ia 
This term concerns with both the d- and /-electrons. With V as the hy-
bridization matrix, it gives the amplitude of hybridization between the d- and 
the /-orbitals. In other words, it is the mixing term between the d- and f-
orbitals. c]^ fia- represents removing an electron from the /-orbital and place 
it on the d-orbital on the same site without altering the spin, and the Hermi-
tian conjugate term just represents the reverse case. Thus this term gives a 
measure on the "mobility" of electrons between these two orbitals. 
2.2.4 The fourth term: ^ 
i 
The last term in the model concerns with the /-electrons again. Pauli's Ex-
clusion Principle states that two fermions cannot occupy the same state. But 
since the /-electrons are "on-site", any two /-electrons occupying the same site 
i must then have different spins. Further, as the electrons are of the same 
charge, any pair of electrons on the same site i interact with each other in 
terms of Coulomb repulsion. Thus, the term counts the number of electrons 
in each site i. If there are both spin-up and spin-down electrons on the same 
site i, they interact with an amplitude U. 
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It should be noted that the Hamiltonian is exactly solvable without this 
term. W e will see later that when the magnitude of U is small compared with 
the band gap energy A, this term can be regarded as a perturbation to the 
original Hamiltonian and calculation can be carried out to different orders of 
U. 
2.2.5 The whole Hamiltonian 
The Hamiltonian of the lattice Anderson model describes a many-particle sys-
tem with respect to the d- and /-electrons. The d-electrons are mobile to 
form a conduction band, while the /-electrons are static on particular sites. 
The d- and /-orbitals are hybridized, forming a two-band structure with band 
energies E^. The two bands are separated by an energy gap A . 
2.3 Non-Interacting Case of Lattice Anderson 
Model 
Without the fourth term in the Hamiltonian, it is the non-interacting case for 
the lattice Anderson model, i.e. U = 0. The problem is exactly solvable in 
this case: 
Ho = -tY^ + h.c.) + rifi�^VYl + h.c.). (2.2) 
ia ia icr 
Under this circumstance, the conduction band e^, the band energies E玄 and 
the energy band gap A can be calculated. Before all these, we first need to 
transform the Hamiltonian from real space to momentum space by Fourier 
transform. 
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2.3.1 The Hamiltonian in momentum space 
The Hamiltonian in Eq. (2.2) can be diagonalized. Starting from the Fourier 
transform of the creation and annihilation operators from real space to /c-space: 
Cfc. = • ^ Y y ' . � , (2.3a) 
4 = • E e - ^ L . (2.3b) 
W e can obtain the inverse transform to express the real space operators in 
terms of A;-space ones: 
= ‘ E e - 《 、 ’ (2.4a) 
4 = (2.4b) 
Using them to rewrite the first term, we have: 
id 
={[； 
1<T、L K J L FC -
丄 V - gifc-n+i t 1 [ 丄 • e-ifc r, I 
= — 力 E 去 E e 办 r 一 + 去 Z e 一 4 A 
fca L i i -
= X ^ e 此 Cfc … （2.5) 
KCT 
Doing the same thing for the second and third terms, we obtain: 
EfY/^fi。= E f Y j L h c r , (2.6) 
ia ka 
V E (仏 + h.c.) = (cL/fc. + /I.e.). (2.7) 
i(r ka 
Combine Eqs. (2.5)，（2.6) and (2.7) to give the Hamiltonian in /c-space: 
Ho = Y. ek^Lck�+ 仏 + (cijka + h.c.). (2.8) 
k ka ka 
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2.3.2 The conduction band e^  
From Eq. (2.5)，define the conduction band energy Cfc： 
efc = (gifc.rig—ifc.ri+i +eifc.ri+ig-ifc.r” 
i 




where r^  + 1 — r^  = as it is the distance of two consecutive sites and its 
—^ 
magnitude is taken to be one; and k.x = k because the direction of momentum 
is the same as that of the motion of electrons in ID case. 
2.3.3 The band energies E^ 
In the non-interacting limit, the Hamiltonian in Eq. (2.1) can be diagonalized 
to obtain a two-band structure with band energies Ej. To start with, define 
the fermion operators: 
Ma = XkCka + Vkfka, (2.10a) 
A l = ^lcl + y U L (2.10b) 
such that the unperturbed Hamiltonian can be diagonalized into the form: 
Ho = E 辟 (2.11a) 
k(T 
- t 
= + IVkl'^fLfka + xlVkCkd fka-\-
ka 
XkVlfLcka • (2.11b) 
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Comparing the coefficients of (2.11b) with that of (2.8) yields: 
‘ 
£；》fc|2 = efc 
E^ = Ef 
^ ^ ' , (2.12) 
E^^lVk = V 
� E ^ x k v i = y-
Notice that the anti-commutation relation {Aka^k'cr} ~ puts a con-
straint on the values of Xk and yk： 
^ka-^ka- + ^L^fccr 
=.^kCka + Vkfkcr] + VkfL] + + VUL] l^kCka + Vkfkcj. 
=XkXlCkaci^ + VkXlfkacl^ + XkVlCkafL + VkylfkcrfL + 
^k^kci^Cka + ytXkfl^Ckcr + xlVkcljka + ylVkftafkcr 
=XkXliCkacl^ + cl^Cka) + y f c 4 ( / f c � 4 a + ^ka] fka) + 
ylXkiCkafla + fka^ka) + ylVkifkafla + fLha) 
=XkXl{Cka, 4 J + VkXllfka, 4 J + VkM^ka^ fL) + VkyMkcr： fL}-
As {Cka^clj = {fka, f L ) = 1 ； {/fca,cL} = {Cfca, f L ) =。’ this leads tO： 
M 2 + W = 1 (2.13) 
Re-arranging the five equations in Eqs. (2.12) and (2.13) gives the following 
quadratic equation in E^: 
E f - (e, + Ef)E^ - - e,Ef) = 0. (2.14) 
Solve for E ^ to obtain the band energies: 
= \ ef^ + Ef 士 如 k — EjY + 41/2 • (2.15) 
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2.3.4 The energy band gap A 
The energy band gap is one of the characteristics of the lattice Anderson model. 
It is the energy difference between the minimum point of the upper band E : 
and the maximum point of the lower band E:. 
To obtain the energy band gap, consider a special case: the symmetric 
Anderson model, in which Ef = -C//2. It vanishes in the non-interacting 
case. Mathematically, 
2 A = min(丑广）— 
= E L o -
= + 如2t - EfY + 41/2] -i[2t- EjY + 們 
A = Vt^ + (2.16) 
Once the band gap energy is obtained, we can compare U with it. When 
U is small compared with A , i.e. [//A is small, it is called the weak coupling 
limit. In this limit, the coulomb repulsion between each pair of /-electrons 
causes only a small instability to the whole system, and it does not affect the 
band gap energy to a large extent. Perturbation calculations are therefore 
valid in this limiting case. 
2.3.5 Green's functions at finite temperature 
Here, we introduce the definitions of the Green's functions for the localized 
/-electron, the conducting c-electron and their mixture: 
Localized electrons: 
9kk'a{ruT2) = — T"2) ^^ 
= - < TrihaMfUr^)) > ‘ 
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Conduction electrons: 
<^ fcfc'a(Tl，7"2) = Gkk'ain - T2) 
(2.18) 
= - < 了如(T"i)4,“T"2)) > 
Mixed electrons: 
Dfcfc'<T(Tl，T2) = Dkk'a{Ti - T2) (2 19) 
= - < Tr{cUri)fLir2)) > ‘ 
Several features to be noticed in these definitions. First, the bracket〈. • •〉 
means that it is the thermal average. Second, r is the imaginary time, which 
equals —i/3h. This treatment of transforming the inverse of temperature to 
imaginary time enables us to apply the standard time-dependent perturbation 
theory in quantum mechanics to study finite temperature behaviors. Third, 
the factor TV is the time ordering operator, which arranges operators with 
earliest r to the right. Explicitly, 
T (f ( ( �� fka{ri)fl{r2) if n > T2 
Tr{fka{ri)fl{T2)) = +,、，，、.， • （2.20) 
[ - f L � fk“Tl) lfT2>n 
Moreover, the operator with r is defined as A(t) = 丑. 
In the unperturbed state, we can use the fact that 
^ = (2.21) 
to obtain the equation of motion for the Green's function, which yields: 
^ ^ = -S{r)-Efgl{r)-V*Dlirl (2.22a) 
= -ekDl{r)-V9l{r). (2.22b) 
Fourier transforming the Green's functions to frequency variables, 
gLir) = (2.23a) 
S{r) = ； ^ E e 如 ’ (2.23b) 
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where Un = (2n + l)7r/尽 Put (2.23) into (2.22), we have: 
{iuJn - E f ) g l M - = 1， (2.24a) 
- V g l k M + - ek)Dl,{un) = 0. (2.24b) 
Eliminate 知to give an expression for glk{uJn)'-
9 k k M = -： — — p i i^ p . (2.25) 
仙n —么/ _ i�n-ek 
^kki^n) can be obtained by a similar manner: 
G l M = ： 1 • (2.26) 
仙n - efc -
By factorization, (2.25) and (2.26) can be rewritten as 
条）= i Z y ^ + i^T '^ (2.27a) 
tOJn — ^k 灿 n — ^k 
G M = + (2.27b) 
I�n - lUJn -
where 
a土 = i 1 士 Ef — ek 
—2 [_ vPT^w+W,. 
2.4 Perturbation in U for symmetric model 
2.4.1 Previous Results 
Now consider the fourth term of the Hamiltonian which corresponds to the 
perturbation of the system. In /c-space: 
Hi = U ^rifi^nfii 
i 
= ^ f^cl +fc3,k2+k4 fki T /fc2T fk3i fk4i (2.28) 
kiMMM 
Chapter 2 Studies on the Ground State Energy of Periodic Anderson Model 17 
For the symmetric case, Ef = —U/2, The chemical potential term can be 
incorporated into the interaction term to give: 
Ef 〜 b + 〜打几M = (即 T - (^/ii - 臺 ) 一 字 . ( 2 . 2 9 ) 
ia i i \ 乂 乂 乂 
To make calculation easy, note that jj (jlah。、= | can be used to sim-
k 
plify the equation. 
Suppose we can express the ground state energy of the Hamiltonian in a 
series expansion of U such that 
E(U) = ^ a i U K (2.30) 
I 
For the symmetric case, it is shown that a/ = 0 for all odd integer of I. 
Moreover, one is able to get the zeroth and second order terms analytically 
26, 27, 29]: 
ao = (2.31a) 
k 
a2 = - 丄 y , ^yp+A^.^'l (2.31b) 
where 
ul = I 1 + ——^r， (2.32a) 
vl = - 1 ^ r . (2.32b) 
P 2 _ (e2+41/2)1] 
As a result of previous researches, the ground state energy is found to be 
_ = 碎 衾 X^E—’ (2.33) 
up to the second order in U. 
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2.4.2 Ground state energy at finite temperature by time-
dependent perturbation theory 
Our aim is to calculate the higher order corrections of the ground state en-
ergy. By standard time-dependent perturbation theory (Dyson's series), the 
partition function Z is expressed as: 
4 = S t ^ (2.34a) 
= 1 + V ( - i r [ dTn r dTn-l •..厂 dT认Hi{jn)H• . • i^/(Tl)�’ 
n = l J o J o J o 
(2.34b) 
where 
眷 = ^ 1 ： 广 机 广 dTn-l … f • • • 
Zo n\ Jo Jq Jq 
(2.35) 
and 
Hi(TI) = (n^Tt) - - ^ . (2.36) 
Notice that Zq = Tr(e-胸）and〈…〉denotes the expectation value cal-
culated using the unperturbed ground state wavefunction. In Eq. (2.35) it is 
taken over unperturbed states so it is spin independent. In the following, we 
will scale Z by Zq for simplicity. 
The partition function Z is a summation of correction terms with dif-
ferent orders labelled by n. Knowing helps us to find the energy correction 
terms up to the same order. For example, the fourth order and the sixth order 
terms by the perturbation theory are found to be: 
Ea{U) = (2.37a) 
= + (2.37b) 
In order to calculate the fourth order correction term in energy, we need to 
know up to the fourth order correction term in the partition function. If we 
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have the knowledge of the sixth order term Ze, we would be able to further 
calculate the sixth order energy correction term. 
However, it is uneasy to obtain analytical expressions for the correction 
terms of partition function, mainly due to the presence of multidimensional 
integrals which are difficult to be reduced. Our approach is to keep the par-
tition function in perturbative form, i.e. in series expression, and to obtain 
numerical answers for the coefficients instead of the analytical form. 
W e take the fourth order energy correction term, as an exmaple to 
illustrate our idea. Using Eq. (2.35), the second order correction terms of the 
partition function is expressed as: 
= ^ ^ J ^ dn{<TrHi{T2)Hj{n) >) (2.38a) 
7-/2 rP rl3 „ 
= ^ dr2 dny2Dl{iurui2.r2). (2.38b) 
where 
D2 = 9^ 2 (2.39) 
and 
9im 三 g‘{ri - 丁m) = - r j , (2.40) 
k 
Qkir) is the Green's functions for the localized /-electron in which numerical 
values can be manipulated directly, 
9k{r) 二 - < T t _ _ > 
= — 丑 广 +0(_T)a〔e_T 丑 (2.41) 
W e have adopted the notation 
f 1 if r > 0 = { 
[ 0 if r < 0. 
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Likewise, the fourth order correction term reads: 
= J du j dn J dT2 J dn(Tr{Hi{u)Hi{Ts)Hi{r2)Hj{T,))) 
(2.42a) 
� 4 P0 r0 nP rP 
=-T7- / dn drz / dT2 / dTi V ‘^！； ^a； 23, TS； 24, T4). 
4! Jo Jo Jo Jo ii，,2,i3，i4 
(2.42b) 
where 
D4 = •)(n/i3(7"3) —•)(n/i2(T2)-丢)(n/ii(Ti) — I ) } � 
(2.43) 
0 gi2 913 914 
_ 921 0 g23 924 
931 932 0 仍 4 
"41 分42 943 0 
二 （"12 伪 3 + 913924 — 5/14"23)2. (2.44) 
W e omit spin indices here because the unperturbed ground state is spin inde-
pendent, which is used to calculate the expectation values. There are 9 terms 
in D4 and 81 terms in Dj in general. Fortunately, the symmetry of the Green's 
function 
Qijin - 丁:i) = (—1)1 竹 丄 - 丁i) (2.45) 
is helpful to reduce the number of terms in As a result, we arrive at: 
Dl = (P12P43 + "13"24 - 仍 4 " 2 3 ) 4 
(2.46) 
The first term is canceled out with \Z\ and we yield 
= ^ = + (2.47) 
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So we are left to obtain the three remaining integrals: 
rP rf3 nH 
h = dn / dT3 / dT2 / dTi V 9139^913924, (2.48a) 
Jo Jo I,2，i3’i4 
rP rP rP rP 
h = dT4 / drs / (1下2 / dTi ^ 9u9u9239L^ (2.48b) 
Jo "^O h,i2,i3M 
rH fP fP fP 
h = du / dT3 / dT2 / dTi ^ 9I29I'S9U923924934- (2.48C) 
九 h,i2,i3M 
U p till now, we have formally obtained the expressions of the perturbative 
correction terms in integral form for the ground energy. These multidimen-
sional integrals are to be evaluated by numerical integration which is discussed 
in next chapter. 
Chapter 3 
Numerical Integration using 
Wang-Landau Sampling 
Due to the difficulties faced in applying standard numerical integration meth-
ods to solve the problem described in last chapter, a brand new numerical 
integration scheme is inspired and proposed making use of Wang-Landau sam-
pling. It is straightforward to implement and is applicable to a wide variety of 
integrals without restrictions and is readily generalized to higher-dimensional 
problems. The feasibility of the method results from a reinterpretation of the 
density of states in statistical physics to an appropriate measure for numerical 
integration. The properties of this algorithm as a new kind of Monte Carlo 
integration scheme are investigated with some simple integrals. Finally the nu-
merical results and analysis of its application to evaluate the integrals arisen 
in the lattice Anderson model is shown. 
3.1 Background 
Monte Carlo methods are known to have advantages over traditional algo-
rithms for numerical integration problems in higher dimensions [30-32]; how-
ever, applications of conventional Monte Carlo integration methods are also 
limited. For instance, simple sampling Monte Carlo integration suffers from 
22 
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slow convergence requiring a large amount of sampling to reduce the statistical 
error, yet convergence is even not always assured. 
The importance sampling Monte Carlo method [30] for numerical integra-
tion was developed to improve the statistical quality by introducing a proba-
bility weighting function p{x) which mimics the integrand y{x). Sample points 
are generated according to this probability distribution p(x) and the flattened 
ratio y{x)/p{x) is integrated instead of the original integrand y{x). This pro-
cedure reduces the statistical error considerably, but limitations arise because 
p{x) has to be positive and normalized to unity in the integration domain 
31]. This means that basic knowledge about the behavior of y{x) is required, 
and this may not be acquired easily for a complicated function, e.g. some inte-
grands may be too complicated to be represented by simple analytic functions. 
Importance sampling methods may even converge to incorrect values if a bad 
weighting function is chosen, however, such errors are not readily detected. 
A special case of importance sampling is the Metropolis algorithm [33’ 34], 
in which a random walk in the integration domain is performed. Attempts 
to move from one value Xi to another value Xj are accepted according to a 
transition probability T{xi —> xj). The Metropolis algorithm provides a simple 
way of generating sample points with an assigned probability distribution p{x), 
but it performs poorly when p{x) has steep maxima and minima which produce 
large barriers that may trap the random walk. The development of other 
methods is needed to overcome these kinds of problems. 
One new approach makes use of a recently proposed Monte Carlo scheme 
35-37] (termed Wang-Landau sampling) for problems in statistical physics 
which allows the estimation of the density of states with high accuracy. The 
density of states g{E) denotes the number of configurations of a physical system 
having a given energy E. Once g{E) is known, the partition function Z can 
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be calculated as 
Z 二 Y. e-E/kBT = (3.1) 
configurations E 
where the second sum runs over all possible energy levels of the system. Once 
Z is known, thermodynamic quantities, including the free energy and entropy, 
are directly accessible. 
Troster and Dellago [38] described a Wang-Landau sampling scheme to the 
problem of numerical integration as an application of their self-adaptive range 
Wang-Landau algorithm. In their approach, the integrand y{x) is expressed 
in terms of a "Boltzmann factor" e—*^⑷ with (j){x) = - ln(y(a;)) and ksT = 1 
and a random walk in this so defined "energy" space is performed. A similar 
ansatz was also adopted by Liang [39]. In Ref. [38], the upper and lower energy 
bounds are determined self-adaptively. 
The logarithmic functional form of the integrand may facilitate the numer-
ical integration in certain situations, e.g. in case of sharply peaked functions; 
however, it also exhibits a severe restriction, namely the requirement of pos-
itivity of the integrand y(x) > 0. Clearly, knowing the lower bound of y{x) 
solves this positivity problem, but the determination of such boundaries might 
often be a non-trivial task, particularly for ill-behaved integrands. This is ex-
actly the motivation and purpose of a self-adaptive Wang-Landau procedure 
as proposed in [38] (see also [40]). But for such a method to be generally 
applicable in case of the integration problem, it is necessary that the random 
walker does not underlie any kind of restrictions. 
In this chapter, we show that Wang-Landau sampling can be readily applied 
to numerical integration without such limitations. The basic idea is as follows: 
A possible route to evaluate a definite integral y{x)dx is to determine the 
proportion of integration domain that lies within a certain interval [y, y-{-dy], 
i.e. the measure G [a, < y{x) < y + dy}. A distribution depending 
on y, namely g{y), can be generated measuring this fraction. This quantity, 
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however, is a direct analogy to the density of states g{E) of a physical system. 
Provided that the lower bound m^in and the upper bound Umax of the integral 
are known (e.g. by means of a self-adaptive procedure, see [38]), the integral 
can then be approximated by 
pb 2/max 
1 = J y{x)dx^J29iy)-y- (3.2) 
a 2/min 
In the following sections, we explain this approach of Wang-Landau integration 
in some detail and verify the procedure on a simple one- and two-dimensional 
integral. W e then demonstrate the potential of the new method for the calcu-
lation of particular, ill-behaved integrals arising from a perturbation approach 
to the lattice Anderson model of metals [27, 29 . 
3.2 Wang-Landau integration 
3.2.1 Description of the method 
The Wang-Landau algorithm provides an efficient way to obtain the density 
of states g[E), i.e. the number of configurations for a given energy E, of 
any statistical physical system, see [32, 35-37] for a thorough discussion. W e 
first describe our proposition of Wang-Landau sampling applied to numerical 
integration by considering the simple case of an one-dimensional integral: 
The algorithm carries out a random walk in y-space in order to estimate 
the distribution function g[y) = € [a,b],y < y(x) < y + dy}. At the 
very beginning, g{y) is a priori unknown and we set g{y) = 1. Monte Carlo 
steps consist of an arbitrary selection of points x within the integration domain 
followed by the evaluation of y{x). A Monte Carlo step is accepted according 
to the probability that is inversely proportional to the temporary distribution 
function g{y�, i.e. 
p(?/oid ？/new) = min f,("。id) 1 ， (3.3) 
. y Vi/newj . 
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where ?/oid = y{xo\d) and = 工new) denote the old and the trial positions of 
the random walk, respectively. A histogram H{y) in 沪space is set up to record 
the number of visits in each interval [y, y-\-dy]. If a trial step has been accepted, 
giVnew) is multiplied by a modification factor /’ i.e. g{y删、=fl'(ynew)/ and, 
at the same time, the histogram entry H{ynew) for the interval [y, y + dy] is 
incremented. Otherwise, g{yo\d) and if(yoid) are updated correspondingly. 
This procedure (one iteration) is repeated until the histogram becomes 
sufficiently "flat". Then, the modification factor f is reduced monotonically, 
e.g. f = \/7> the histogram is reset and the next iteration starts over. The 
entire scheme is continued until the modification factor reaches a pre-assigned 
minimum value /final close to unity. 
The algorithm provides only a relative distribution function g{y)-, however, 
in order to evaluate the integral, g{y) needs to be normalized appropriately. 
Representing a fraction of integration domain, the normalized distribution 
function 如orm(y) must fulfill the condition 
ymax 
J29novm{y) = b - a , (3.4) 
ymin 
and the normalization constant c in pnorm(y) 二 is therefore obtained by 
'^^Wr (3.5) 
The lower and upper bounds, ^ /min and ymax, respectively, of the integrand y{x), 
as well as y values that cannot be reached within the integration domain, have 
to be determined beforehand in order to ensure the feasibility of the procedure 
(flat histogram). One possible way to find the valid range in ？/-space is to carry 
out an initial "domain sampling run" [38] before starting the actual iteration 
process. Note that there is no restriction to positive integrands in the present 
method. 
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The technique for one-dimensional Wang-Landau integration can be eas-
ily generalized to higher dimensional integrals. Consider a function y which 
depends on n variables rci,工2’ …’ ^ n^ such that y = y{xi,x2,..., The in-
tegration domain now becomes an n-dimensional volume. In this case, Monte 
Carlo steps consist in a random selection of n values 1 < i < n, within the 
integration domain, in order to calculate a trial y丽.However, even for high-
dimensional integrations, the random walk is still performed in y-space, and as 
such, remains one-dimensional as before. Therefore, the distribution function 
g{y) is obtained by the same procedure as that for one-dimensional integration. 
Note that the interval 6 - a in the normalization condition Eq. (3.4) must be 
replaced with the correct integration volume. 
3.2.2 Correspondence between Wang-Landau sampling 
for physical systems and Wang-Landau integra-
tion 
A striking feature of the present algorithm is its intuitive correspondence to 
the original implementation in problems of statistical physics. 
In order to obtain the density of states, e.g. for the Ising model, by means of 
Wang-Landau sampling, the random walk generates spin configurations which 
in turn correspond to a certain energy level. The random walk which de-
termines a particular configuration, together with the sampling domain in 
energy space, form the only two pieces of information that are required for 
the Wang-Landau algorithm. Analogously, in case of Wang-Landau integra-
tion, the random walk selects x-values (spin configurations) that correspond 
to unique y-values (energy levels) through the integrand y{x). Again, these 
are the only two pieces of information needed for the Wang-Landau algorithm. 
The distribution function g{y) for the integration problem bears a direct 
correspondence to the density of states g{E) for the Ising model and this is the 
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key factor making Wang-Landau sampling applicable to numerical integration. 
The probability P{E) of finding a spin configuration with energy E in the Ising 
model is 
P{E) = n / ⑷ . (3.6) 
Correspondingly, in the integration problem, the probability P{y) of finding a 
value X which maps to the interval [仏 y + dy] is 
P(") = rf§M’ （3.7) 
which has the same form as Eq. (3.6). The close connection between g[E) 
and g{y) and the efficiency of Wang-Landau sampling in finding the density of 
states g{E) for physical systems implies that this algorithm may also provide 
a feasible and powerful route for numerical integration. 
3.3 Results 
3.3.1 Application to one- and two-dimensional test in-
tegrals 
In order to illustrate the procedure as well as to verify it, we first apply Wang-
Landau integration to the following simple one- and two-dimensional integrals: 
/ID = f {x^ - ^-x^ -x) sm{4:x)dx, (3.8) 
J-2 
h o = / / (a；! - xixl + xlx2 + 2x1) sin(4a; 1 + 1) cos{Ax2)dxidx2. (3.9) 
J-i J-I 
These functions are exactly integrable and feature multiple maxima and min-
ima, however, they have no particular physical or mathematical significance. 
Beside the value of the final modification factor /final, Wang-Landau inte-
gration has two adjustable parameters, namely, the bin width dy in y-space 
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as well as the flatness criterion p. In order to study their influence on the 
accuracy of the procedure, integrals Eq. (3.8) and Eq. (3.9) were evaluated 
for various bin widths dy and flatness criteria p, see Table 3.1 and 3.2. In all 
calculations, the initial modification factor was set to /〇 二 ei and the final 
to /final = exp(10一8). Between two consecutive iterations, f was reduced by 
f = y/J. For each parameter set (dy, p), 50 independent calculations were 
carried out. 
Given the integration domain x G [-2,2], the integrand y(x) in Eq. (3.8) 
ranges from about ymin ~ -8 to y^sx ~ 7, i.e. between 150 {dy = 0.1) and 
3000 {dy = 0.005) bins were required. For the two-dimensional case, Eq. (3.9), 
y{xi,X2) ranges approximately from -3 to 3 (60-1200 bins). In both cases the 
value of the integral is small compared to the values of Umin and ymax. 
The numerical estimates in Table 3.1 and 3.2 clearly display the following 
trend: The statistical error decreases with smaller bin width dy and larger 
flatness criterion p. Therefore, both parameters strongly determine the qual-
ity of data obtained from the procedure in a systematic way, although, for 
sufficiently small dy and p values, the residual error becomes smaller than the 
statistical error bars. As expected, the gain of accuracy requires a larger com-
putational effort as shown by the corresponding total number of Monte Carlo 
trials. 
In order to get an estimate of the convergence of Wang-Landau integra-
tion, we compared the results with those obtained from simple sampling Monte 
Carlo integration for varying numbers of Monte Carlo trials. Figures 3.1 and 
3.2 show the fractional accuracy a/ of results from the two procedures as a 
function of total number of Monte Carlo trials (N) for the one-dimensional 
and two-dimensional integral, Eqs. (3.8) and (3.9)，respectively. Both proce-
dures show the same convergence behavior (a/ scales approximately as iV一i") 
and, therefore, perform similarly here. Note that in Wang-Landau integration 
the integral is obtained "indirectly" via the distribution function g{y) only. 
Chapter 3 Numerical Integration using Wang-Landau Sampling 30 
Bin width dy 
p 0.1 0.05 0.01 0.005 
0.6 1.63288(525) 1.63344(381) 1.63558(153) 1.63614(93) 
1.0 X 106 3.0 X 10® 2.5 X 107 5.0 x 10^  
0.7 1.63568(471) 1.63334(234) 1.63590(96) 1.63538(58) 
2.5 X 10® 5.0 X 106 5.0 x 10^  1.0 x 10® 
0.8 1.64001(251) 1.63646(165) 1.63549(66) 1.63547(43) 
5.0 X 10® 1.0 X 107 1.0 X 108 2.0 x 10® 
0.9 1.63334(151) 1.63515(95) 1.63533(32) 1.63578(23) 
2.0 X 107 5.0 X 107 3.5 x 10^ 8.0 x 10^ 
Table 3.1: Numerical estimates of the one-dimensional integral Eq. (3.8) (exact 
value /exact = 1.63564436296 …）by means of Wang-Landau integration for 
various bin widths dy and flatness criteria p. Results and error estimates are 
obtained from 50 independent simulations. Numbers in the 2nd line of each 
entry give a rough estimate of the number of Monte Carlo trials per run. 
Bin width dy 
p 0.1 0.05 0.01 0.005 
0.6 -1.913(162) -1.705(103) -2.717(706) -1.783(45) 
1.0 X 106 5.0 X 107 5.0 X 107 7.5 x 10^ 
0.7 -1.802(129) -1.761(60) -1.807(21) -1.795(12) 
1.0 X 106 7.0 X 107 7.0 X 107 2.0 x 10® 
0.8 -1.749(64) -1.815(39) -1.806(9) -1.857(45) 
5.0 X 10® 2.0 X 108 2.0 X 3.5 x 
0.9 -1.792(49) -1.874(21) -1.944(171) -1.812(27) 
1.0 X 107 5.0 X 108 5.0 X 108 6.0 x 10^  
Table 3.2: Numerical estimates of the two-dimensional integral Eq. (3.9) (exact 
value /exact = —0.01797992646...) by means of Wang-Landau integration for 
various bin widths dy and flatness criteria p. Results and error estimates are 
obtained from 50 independent simulations. (All values multiplied by 10^.) 
Numbers in the 2nd line of each entry give a rough estimate of the number of 
Monte Carlo trials per run. 
Chapter 3 Numerical Integration using Wang-Landau Sampling 31 
Therefore, it is not surprising that for well-behaved analytic integrands from 
the type of Eqs. (3.8) and (3.9), the "direct" simple sampling Monte Carlo 
procedure has a slightly better scaling factor. 
3.3.2 An example of a potential application: Perturba-
tive calculation of the lattice Anderson model 
One of the fundamental models to study the atomic impurities in metals is the 
lattice Anderson model [27’ 29] which is defined by the Hamiltonian: 
H = + h.c.) + Ufia 
(3.10) 
+ ^ ^{ctficT + h.c.) + 几 fimu, 
ia i 
where and f-^ ifia) are creation (annihilation) operators for electrons 
in d- and /-orbitals on site i with spin a and n/io- = //^ /j^ - t is the hopping 
integral for the d-electrons, Ef is the site energy for an /-electron, V is the 
hybridization matrix and U is the Hubbard interaction between two /-electrons 
being on the same site but with different spins. 
For our purpose, we concentrate on the electron-hole symmetric case only, 
i.e. Ef = —U/2. W e define the inverse temperature (5 as the imaginary time 
such that p •= 11kT = ir. Time-dependent perturbation theory can then be 
applied to study the finite-temperature behavior of the system. In that case, 
the ground state energy Eg for the Hamiltonian can be decomposed into a 
non-interacting value Eq plus correction terms (丑2，丑4，•. •) having the form of 
multidimensional integrals, i.e. 
Eg = Eq + E2 + + (3.11) 
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Figure 3.1: Fractional accuracy a； as a function of Monte Carlo trials for 
the one-dimensional integral Eq. (3.8) by means of Wang-Landau integration 
and simple sampling Monte Carlo integration, aj = |(/MC _ hxact)/HXACT I, 
where Imc denotes the numerical estimate from the Monte Carlo procedure 
(simple sampling or Wang-Landau sampling) and /exact is the exact value of 
the integral. Note the error bars along both axes in case of Wang-Landau 
integration because the number of Monte Carlo trials is not an input parameter 
but results from the level of accuracy specified by the bin width dy and the 
flatness criterion p. 
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Figure 3.2: Fractional accuracy a/ as a function of Monte Carlo trials for the 
two-dimensional integral Eq. (3.9) by means of Wang-Landau integration and 
simple sampling Monte Carlo integration. For explanations, see caption of 
Fig. 3.1. 
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with 
Eo = - J (3.12) 
IP r3 r^ ^ 
= / dr, / d n J ^ G t , (3.13) 
Jo n,i2 
2f/4 rP fP fP 
五4 而 / dn d r r . dn 
九 九 •^o n,i2,i3,i4 (3.14) 
广 2 广 2 广 2 广 2 丄 广 2 广 2 ri2广2 \ 
^ 2 4 ^ 1 3 ^ 1 4 ^ 2 3 十。 1 4。 2 3 & 3 4 0 1 2 ) • 
Gij denote the one-particle Green's functions in real space for the localized 
/-electrons: 
Gij = Gnvj {n - Tj), (3.15) 
where r^  and vj are real space electron locations, while ti and Tj denote the 
imaginary times when the electron is located at ri and r^, respectively. For a 
thorough study and the details of this model, see [26 . 
Since numerical values can be determined for the Green's functions Gij, 
what remain to be calculated are the various multidimensional integrals, Eqs. 
(3.13) and (3.14). The summation of products of one-particle Green's functions 
with exponential behavior turns them into particularly ill-behaved integrands, 
characterized by the superposition of a series of functions with peaks at differ-
ent positions. This accounts for rapid fluctuations and sharp cusps in localized 
regions, whereas outside these domains, the integrands are almost flat with lit-
tle contribution to the integrals. Higher dimensional Green's functions show 
increasingly complicated patterns and are hard to visualize. Consequently, 
application of importance sampling Monte Carlo integration, for instance, is 
greatly limited due to the difficulties in finding a suitable probability weight-
ing function with a simple analytical form. Therefore, numerical integration 
of Eqs. (3.13) and (3.14) represents a challenging task and provides an ideal 
testing ground for the assessment of different Monte Carlo algorithms. 
Table 3.3 shows the results for the second order correction term Eq. (3.13) 
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of the ground state energy from Wang-Landau integration. For this term, an 
exact analytical solution in the limit —^ oo exists, see [27, 29] ’ with which the 
numerical estimates can be compared. Again, calculations were performed for 
various flatness criteria p and bin widths dy. The initial and final modification 
factors, /o and /final, respectively, were the same as in the previous examples 
and 50 individual simulations were carried out for each parameter set (cJy, p). 
Data obtained here follow the same trend already observed for the results 
in the previous section. That is, Wang-Landau integration converges towards 
the exact value for smaller bin width dy and larger flatness criterion p. The 
influence of the bin width is particularly remarkable as the accuracy improves 
strongly for dy < 0.01. In order to sample "sensitive areas" well, the resolution 
of the bin width dy must be similar or better than the typical width of a 
characteristic cusp in the integrand. 
The second order correction term Eq. (3.13) has only a single 'ridge' which 
is pronounced across the integration domain where ri = T2. It is, therefore, not 
surprising that other existing integration algorithms work well for this function, 
including simple sampling Monte Carlo integration. As the integrand is always 
positive definite, importance sampling Monte Carlo integration may also be 
used if a suitable probability distribution function can be found; however, 
this will not be the case for higher order correction terms [41]. Providing the 
bin size is sufficiently small, Wang-Landau integration provides a simple yet 
robust recipe in dealing with such integrals with unknown behavior regardless 
of dimension. 
3.3.3 Discussion and summary 
In principle, Wang-Landau integration features the same potential advantages 
as Wang-Landau sampling in statistical physics. Specifically, these are: 
-It provides a procedure for the numerical integration of sharply-peaked or 
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Bin width dy 
p 0.1 0.05 0.01 0.005 
0.6 0.33416(122) 0.28229(105) 0.23818(73) 0.23277(99) 
3.5 X 1 0 6 8.5 X 106 4.0 x 10^ 4.5 x 10^ 
0.7 0.33731(163) 0.28162(85) 0.23952(56) 0.23395(68) 
5.5 X 1 0 6 1.5 X 107 7.0 X 10^ 8.0 x 10^ 
0.8 0.33605(59) 0.28242(44) 0.23985(36) 0.23441(48) 
1.5 X 1 0 7 3.0 X 107 1.5 X 1 0 8 1.5 x 10® 
0.9 0.33720(29) 0.28249(23) 0.23973(19) 0.23464(19) 
4.5 X 107 1.0 X 108 5.0 X 108 6.0 x 10^ 
Table 3.3: Numerical estimates of the second order correction term Eq. (3.13) 
(exact value exact = 0.231656998 ... in the P — 00 limit) by means of Wang-
Landau integration for various bin widths dy and flatness criteria p. Other 
parameters chosen include ^  = 48, n = 10, V = 1, t = 1 and Ef 二 Q. Results 
and error estimates are obtained from 50 independent simulations. Numbers 
in the 2nd line of each entry give a rough estimate of the number of Monte 
Carlo trials per run. 
ill-behaved integrands which are difficult to be dealt with by ordinary Monte 
Carlo integration methods. In Wang-Landau integration, the random walker 
is not likely to be trapped in particular regions of the integration domain, but 
rather, all possible regions are visited with comparable probabilities. 
-Unlike importance sampling Monte Carlo integration, Wang-Landau in-
tegration can be used for integrands with negative values too, i.e. it is not 
restricted to positive functions, which greatly enhances the flexibility of the 
method. The correspondence between g{E) (physical system) and g{y) (inte-
gration) does not require a functional form in terms of a "Boltzmann factor" 
as proposed in [38，39 . 
-With a scheme for self-adaptively determining the accessible range for the 
random walk, see [38], it is now possible to carry out Wang-Landau integration 
without any previous knowledge about the boundaries of the integrand such 
as the global minimum and maximum of y{x) within the integration domain. 
- T h e flatness criterion p and the bin width dy provide two adjustable 
parameters which allow the control of the accuracy of the numerical estimate. 
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More pronounced than for Wang-Landau sampling in statistical physics, the 
bin width seems to be the predominant parameter for attaining reasonable 
estimates. 
In summary, we presented a straightforward and intuitive adaptation of 
Wang-Landau sampling to the problem of numerical integration which elimi-
nates the limitation to positive integrands as e.g. in Refs. [38] and [39], and 
many other Monte Carlo integration schemes as well. Applied to smooth and 
low-dimensional integrands, as Eqs. (3.8) and (3.9)，the procedure performs 
similarly as simple sampling Monte Carlo integration. Therefore, its potential 
rather comes up for ill-behaved integrals of the type discussed in Section 3.3.2 
and for higher-dimensional integration problems in general since the random 
walk remains one-dimensional. A deeper understanding of the relationship be-
tween the shape of the integrand and the bin width dy is necessary to better 
determine the effectiveness of the method. 
Chapter 4 
Studies on QPT of Anderson 
Impurity Model by Quantum 
Entanglement 
4.1 Background 
Entanglement, understood as the quantum correlations between individual 
systems, is the key concept in quantum communication and quantum informa-
tion [23]. It also provides new light in understanding the physical properties 
or phenomena in condensed matters. Apart from these, it has been shown re-
cently that entanglement plays an important role in indicating quantum phase 
transitions [12, 13, 42，43]. In the last decade, great efforts have been de-
voted to quantum entanglement in quantum spin systems [44-47] or fermionic 
lattices [14，48，49]. Of particular interest is the Anderson impurity model, 
which shows certain fascinating properties such as Kondo effect because of the 
presence of a magnetic impurity. 
Despite the extensive studies of the Anderson impurity model, its entan-
glement structure remains to be exploited. In this chapter, we studied the 
quantum entanglement for the ground state of the Anderson impurity model 
at zero temperature. Two kinds of entanglement between the impurity spin 
38 
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and the conduction electron spins are investigated, which are measured by the 
von Neumann entropy Ei, and the fermionic concurrence C. 
4.2 Formalism 
4.2.1 Hamiltonian 
The Anderson impurity model with N lattice sites is defined by the Hamilto-
nian 
H = Hc + Hf + H小 (4.1) 
where 
N 
He = + (4.2) 
ij=2 
Hf = t/(/|/T/|/i) + e/(/|/T + f\h) + - flh)^ (4.3) 
Hcf = + (4.4) 
cr 
Here, i, j = 2，..”N\ a =t, i； cj^  (Q^) and {Ua) are the creation (annihi-
lation) operators for the spin a conducting electrons or impurity spin on site 
i respectively. Uj denotes the hopping integral between sites i and j which 
are nearest neighbors to each other, U defines the Coulomb interaction for the 
on-site electrons on the impurity site, ey is the chemical potential created by 
the valence electrons, hf stands for the external magnetic field, and V is the 
hybridization between the c- and /-orbitals. 
Physically, one may imagine a one-dimensional conduction chain made up 
of one single kind of atoms except the central impurity. This central alien is 
another kind of atom which consists of both c- and /-orbitals, the former can 
interact with the conduction chain through the hopping term tij while another 
cannot. Electrons inside this atom can move between the c- and /-orbitals 
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via the mixing term V. W e treat this /-orbital as an impurity site, making 
N = L + 1 lattice sites effectively, where L represents the number of conduction 
sites while +1 indicates the additional impurity site in the model. In this sense, 
the impurity is site-dependent as it only interacts with the central conduction 
site. 
4.2.2 Conditions Used in Our Study 
For simplicity, we focus on the case when there is no external magnetic field, 
i.e. hf = 0. Further, we consider the particle-hole symmetric case, which is 
characterized by setting ef = -C//2. This Hamiltonian satisfies the conserva-
tion of spin and spin rotational symmetry. 
Using open boundary condition for the half filling case, we require the total 
number of electrons N^ = N = L-{-l. W e further confine ourselves to the case 
where the numbers of spin up and spin down electrons are equal, and study the 
quantum entanglement for the ground state of the Anderson impurity model 
for different lattice sizes at zero temperature. 
H m M-H 
I I vt 
I I t 
(a) The conduction electrons can hop (b) When two electrons of opposite 
to the neighboring site with an ampli- spins occupy the impurity site, they 
tude t. Meanwhile, the central conduc- interact through the Coulomb interac-
tion electron hybridizes with the impu- tion U. 
rity site through the mixing term V. 
Figure 4.1: Schematic diagrams showing the interactions within the Ander-
son impurity model. The orientation of spins are arbitrary and merely for 
illustration. 
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4.2.3 Quantifying Quantum Entanglement: Entropy and 
Concurrence 
The von Neumann entropy, Ei^  
Given a ground state | 屯〉of a system, one can write down the density matrix 
of this system: 
p = I^X^I. (4.5) 
Accordingly, the von Neumann entropy E^ of a quantum state that measures 
the entanglement of system with its environment is defined as 
E, = -Tr {plogp). (4.6) 
In this formula, logarithm is in base two. If 入工 are the eigenvalues of p, then 
the von Neumann entropy can be also be written as 
= (4.7) 
X 
If only the information of the 产 site is interested, one may obtain the 
reduced density matrix of site j by: 
Pj = Ttjp = Tr,.丨屯〉〈則， ( 4 . 8 ) 
where Trj means tracing over the degrees of freedom of all lattice sites except 
the jth site. The reduced density matrix now describes the jth site only and 
can be used to calculate the physical observables concerning this site. 
O n the other hand, we may also express pj directly. By Pauli exclusion 
principle, two fermions cannot bear the same set of quantum numbers. In other 
words, the two fermions cannot occupy the same physical state in a system. 
With this restriction, there are only four possible ways (or configurations) for 
electrons to occupy a site in our model. Namely, they are: 
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10〉，IT), li) a n d | U > . 
Then we may use these four basis to describe the impurity site by expressing 
pj as: 
Pj = z 10〉〈01 + IT) (Tl + u- U ) U l + W IT i ) ( T i l , (4 .9) 
with the coefficients z, w+，u~ and w which can be found readily: 
^ = 〈 几 胸 i〉= 
= (^JT) 一 
= {nji) - w, 
z = l-u'^-u~-w = l - ( n ^ i ) - (riji) + w, (4 .10) 
with〈 ) denotes the expectation values of the corresponding operators. Sub-
stitute Eq(4.10) into Eq(4.7), we yield: 
El, = —w log w — u'^ log ii+ — u~ log u~ — z log z. (4.11) 
The von Neumann entropy is a quantity that measures the entanglement of 
states on the site with that on the remaining sites. For the reason it is also 
known as the local entanglement [14] since it reveals the correlations between 
a local state and the other part of the system as shown in Fig. (4.2). 
The fermionic concurrence, C 
Likewise, we may define the fermionic concurrence in similar manner, using 
the two-particle reduced density matrix: 
Pij = Tr^,- p, (4.12) 
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Figure 4.2: A schematic diagram showing the meaning of the von Neumann 
entropy: correlations between the local impurity and the other part of the 
system. The orientation of spins are arbitrary and merely for illustration. 
Tvij means tracing over the degrees of freedom of all lattice sites except sites 
i and j. This two-particle reduced density matrix defines the quantum corre-
lation between these two sites. 
The Hilbert space of site i and site j can be expressed in product form from 
the two subspaces correspond to the spin up and the spin down electrons. For 
example, if the two sites can only be occupied by spin up electrons, there are 
only four possible combinations of filling the sites. Either they are both empty, 
both occupied, or either one is filled. Then one may write down the basis for 
the spin up subspace as: 
10,0〉，10，T〉，|T,0〉and |t,t>. 
Similarly, the basis for the spin down subspace is: 
“ |0,0〉，|0,丄〉，U,0) a n d |丄，丄〉. 
The fact that our Hamiltonian manifests charge and spin conservation al-
lows us to consider only the spin up subspace for convenience. The investiga-
tion on t ,\e spin down subspace simply follows by symmetry. 
Using the basis described above, the reduced density matrix with spin up 
electrons on the two sites bears the form: 
Chapter 4 Studies on QPT of Anderson Impurity Model by Quantum Entanglement 44 
� + 0 0 0 � 
0 wi z 0 
Pij = • (4.13) 
0 Z* W2 0 
、0 0 0 u- J 
with the matrix elements represent different correlations between two sites: 
^ = � 4 , J . ’ T〉， 
= (nt.Tnj,i), 
=W2 = (ni,|) - (ni,|ni+i,|)， 
= 1 - 2 {ni,t> + (ni,Tni+i,t) • (4.14) 
The entanglement of such a two-qubit system can be measured by concur-
rence C , which is defined in terms of the spectra of the matrix S = PijPij 
[50’ 51], where pij = of (g) cr]p*ij(7\ ® If \k is the eigenvalues of S、then the 
concurrence C can be calculated: 
C = max 0, y/\i - y/\2 - - ， (4.15) 
where \ is arranged in descending order, i.e.入i 2 入2 2 入3 2 入4. Solve Eq. 
(4.13) for the eigenvalues and one may get: 
C = 2max[|2| . (4.16) 
In this way we obtain the concurrence C which is a quantity to measure 
the entanglement of states on the impurity site with that on its immediate 
neighboring site as shown in Fig. 4.3. It is a measure of pairwise entanglement 
between two qubits, which is regarded as the entanglement of formation [52]. 
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Figure 4.3: A schematic diagram showing the meaning of the concurrence: 
correlations between the local impurity and its immediate neighboring electron 
in the system. The orientation of spins are arbitrary and merely for illustration. 
4.3 Numerical Results 
4.3.1 Method 
In this section, we show the results of our study on the ground state energy, the 
von Neumann entropy and the fermionic concurrence obtained by the method 
of exact diagonalization (ED). 
W e stick to the half filling case where the numbers of spin up and spin down 
electrons are equal in our study using open boundary condition. So there are 
r 12 
^{L+i)/2 possible ways of filling the electrons. These configurations can be 
treated as the complete basis because H, Sz and S^ commute with each other, 
H, 5z] 二 0 and [H, = 0. In other words the eigenstates of S^ and Sz 
are also the eigenstates of the Hamiltonian. As a consequence, the ground 
state wavefunctions can be constructed by the linear combination of the spin 
eigenstates with different expectation values of the square of the spin angu-
lar momentum while the ；z-component of the spin angular momentum 
remains zero, i.e. {Sz) = 0, regarding our requirement on the model. 
For the sake of simplicity, we set the hopping integral t = -1. Since 
the model preserves symmetry between positive U and negative U, we simply 
discuss the positive U case. 
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4.3.2 Finite Size Effects of the Ground State Energy 
W e start with the smallest two possible lattice sizes L = 3 and L = 5. The 
variation of the ground state energy with the values of [/ for V = 1 is shown 
by Table 4.1 and Table 4.2 respectively. 










Table 4.1: The ground state energy as a function of the Coulomb interaction 
U. With t = —1, y = 1, for the L = 3 lattice of the symmetric Anderson 
impurity model using open boundary condition. Notice that the energies for 
the singlet and the triplet states are N O T the same, and this is the result for 
the singlet state. 










Table 4.2: The ground state energy as a function of the Coulomb interaction 
U. With t = -1, V = 1, for the L = 5 lattice of the symmetric Anderson 
impurity model using open boundary condition. Notice that the energies for 
the singlet and the triplet states are the same, so this result is valid for both 
cases. 
It is worthwhile to take a closer look on their ground state wavefimctions. 
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For the lattice size L = 3, it is found that the largest weights in the ground 






Figure 4.4: Largest weights in the ground state wavefunction for the system 
L = 3. Notice that the impurity sites are just singly occupied, the conduction 
electrons are arranged spin-up and spin-down alternatively for both cases to 
minimize the system energy. 
These two configurations agree with our physical intuition in two senses. 
First, The impurity site is just singly occupied for both cases. Since the 
Coulomb repulsion term would raise the energy of the system, a singly oc-
cupied impurity site causes the Coulomb interaction term contribute nothing 
to the energy effectively. Second, the conduction sites are filled by alterna-
tively spin-up spin-down electrons, which facilitates the hopping of electrons 
to the largest extent. As we have default the hopping integral t to be a neg-
ative quantity, this arrangement help lowering the energy of the system. The 
singlet state can be constructed by adding the two states together, while the 
triplet state is obtained by the difference of them. Notice that the ground 
state wavefunction for the L = 5 lattice size also exhibits the same phenomena 
(Fig. 4.5). 
After calculation, it is discovered that the ground state energy for the 
singlet {{S^) = 0) case, Es, is the same as that of the triplet ((5^) = 2) case, 
Et. This energy degeneracy is also observed for lattice sizes L = 7 and L = 11. 
Nevertheless, it is found that Et > Eg for lattice sizes L = L = 9 and 
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Figure 4.5: Largest weights in the ground state wavefunction for the system 
L = 5. They reveal the same features as those for the system L = 3. 
L = 13, which means the degeneracy of the ground state energy no longer 
exists. 
It is observed that whether the ground state energy is degenerated or not 
depends on the parity of Ne/2. When Ne/2 is even, the singlet-triplet energy 
degeneracy is revealed, and vice versa. The alternatively degenerated energy 
suggests a hidden symmetry which is solely possessed by cases when Ne/2 is 
even but not when it is odd. One possible explanation for this phenomenon 
is the geometrical symmetry created by the impurity site with the conduction 
sites on each side of the central conduction site. As mentioned in the previ-
ous context, electrons in the largest weights of ground state wavefunction are 
arranged with alternative spin orientations as to lower the system energy. In 
this way, those systems with even Ne/2 would have a total spin of 1/2 (or 
-1/2) in each "limb" on both sides of the central conduction site, as well as 
a spin 1/2 (or —1/2) electron on the impurity site (Fig.4.6(a)). O n the other 
hand, systems with odd Ne/2 have a total spin of zero in each "limb" while 
the impurity site is filled with a spin 1/2 (or -1/2) electron (Fig.4.6(b)). For 
this reason, we believe the energy degeneracy in the even Ne/2 systems comes 
from the extra degree of symmetry regarding the total spin of 1/2 (or -1/2) on 
both the limbs and the impurity site. 
It is worth pointing out that both the singlet and triplet wavefunctions 
give the same results for the physical observables that we are interested in, 
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Figure 4.6: Conceptive diagrams to demonstrate the idea of an extra symmetry 
found in alternative system size. 
no matter in the energy degenerate or non-degenerate cases. However, these 
physical quantities fall into two trends as the system size varies, which can be 
identified by the parity of Ne/2 and be regarded as a kind of the “even-odd 
effect". 
4.3.3 Finite Size Effects of the Von Neumann Entropy 
Broadly speaking, the von Neumann entropy varies systematically with U, V 
and L respectively. With Eq. (4.11), we calculate the von Neumann entropy 
El, as & function of U and V for different lattice sizes L. Fig. 4.7 and Fig. 4.9 
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show the results for L = 3 and L = 5 respectively. 
8 0.0 
Figure 4.7: The von Neumann entropy Ey as a function of Coulomb interaction 
U and mixing term V, for lattice size L = 3, t = -1. 
W e first examine the maximum and minimum values of the entropy. Clearly, 
entropies in both graphs reach their maximum at C/ = 0 despite of the values 
of V. In particular, the maximum entropy is exactly 2 for all values of V in 
the L = 5 case. And the phenomenon repeats for other lattice sizes where 
Ne/2 is odd. O n the other hand, is not always 2 at [/ = 0 for the 1/ 二 3 
case. It increases with the increase in V but it never exceeds 2. Again, this 
result is also followed by other system sizes with even Ne/2. This suggests 
that systems with odd Ne/2 is always maximally entangled regardless of the 
magnitude of the mixing term V at U = 0; while systems with even Ne/2 is 
not maximally entangled even at f/ = 0. 
It is well known that Anderson impurity model would reduce to Kondo model 
in the large U limit, which is also verified in our calculation. W e observe that 
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Figure 4.8: The von Neumann entropy as & function of U with the values 
of V fixed at 0.1，0.5，1.0, 1.5 and 2.0，for lattice size L = 3，t = -1. This 
graph is the cross section of Fig. 4.7. 
U 8 0.0 
Figure 4.9: The von Neumann entropy E^ as & function of Coulomb interaction 
U and mixing term V , for lattice size L = 5, t = —1. 
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Figure 4.10: The von Neumann entropy E^ as & function of U with the values 
of V fixed at 0.1, 0.5，1.0’ 1.5 and 2.0，for lattice size L = 5，t = -1. This 
graph is the cross section of Fig. 4.9. 
jE'i, —^ 1 in the large U regime for both cases, which agrees with the result 
obtained by Kondo model recently [53]. In order to understand the transition 
between the Anderson phase and the Kondo phase with respect to [/, it is thus 
essential to find out a critical value Uc that separates these two phases and 
study its changes over different lattice sizes. 
Notice that the graphs of E^ against U gradually transform from concave 
to convex in shape as V increases. It should be of value to investigate the 
points of inflexion Uc of the curves such that 
袋 =0 _ 
for a fixed value of V. Fig. (4.11) shows the variation of Uc with the increase 
in system size L. It shows that the values of Uc split into two trends: the even 
Ne/2 trend where L = 3,7,11, and the odd Ne/2 trend where L = 5,9,13. 
With the increase in system size, the value of Uc of the even Ne/2 trend shows 
a gradual increment, while that of the odd Ne/2 trend shows an opposite 
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tendency. Imagine the case when the system size is further extended to infinity, 
these two curves are expected to converge to a certain value. In addition, the 
two trends of Uc showed a linear dependence on 1/L. Carrying out least-
square fit and interpolation for these two curves, one may obtain the point of 
convergence when L —> oo. For the even NJ2 curve, the point of convergence 
of Uc is found to be 9.12; while that for the odd NJ2 curve is found to be 8.83， 
which agree with each other to within the error bars. This particular value of 
Uc is an indicator of the point of phase transition between the Anderson phase 
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Figure 4.11: A plot showing the point of inflexion as a function of lattice 
sizes L, using V = 2.0. 
4.3.4 Finite Size Effects of the Fermionic Concurrence 
Analysis on the fermionic concurrence C also shows similar finite size behaviors 
as the von Neumann entropy does. This can be served as a complimentary 
evidence for the "even-odd effect". 
W e first focus on the change of concurrence with the magnitude of U and 
notice that C vanishes above a certain value of [/, Uthreshoid-
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Figure 4.12: The concurrence C as a function Coulomb interaction U and 
mixing term V , for lattice size L = 3，t 二 —1. 
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Figure 4.13: The concurrence C as a function of U with the values of V fixed 
at 0.1, 0.5，1.0, 1.5 and 2.0, for lattice size L = 3, t = -I. This graph is the 
cross section of Fig. 4.12. 
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Figure 4.14: The concurrence C as a function Coulomb interaction U and 
mixing term V，for lattice size L = b,t = -1. 
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Figure 4.15: The concurrence C as a function of U with the values of V fixed 
at 0.1，0.5，1.0，1.5 and 2.0, for lattice size L = 5, t = -1. This graph is the 
cross section of Fig. 4.14. 
For different lattice sizes there are different values of Uthreshold as shown 
in Fig. 4.13 for L = 3 + 1 and Fig. 4.15 for L 二 5 + 1 and plot Uthreshold 
as a function of lattice size L explicitly. It also splits into two curves as von 
Neumann entropy does: the three data points with even value of N j 2 form 
the lower curve while the rest of the data points form the upper one. See Fig. 
4.16. Nevertheless, it should be noticed that the values of Uc and Uthreshold are 
not exactly the same, though they show the same trend. 
At zero U where the concurrence attains its maximum Cmax, we then in-
vestigate the behavior of Cmax as a function of V. It is found that Cmax 
vanishes for small values of V. Define Vc below which Cmax vanishes, i.e. 
CmaxiV < = 0. The relation of Vc with the system size L is shown by 
Fig. 4.17. Again, the even N j 2 trend and the odd trend are clearly 
identified. 
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Figure 4.17: The dependence of with respect to system size L. 
Chapter 4 Studies on QPT of Anderson Impurity Model by Quantum Entanglement 58 
4.4 Summary 
In this chapter, we studied the entanglement properties of the Anderson im-
purity model at zero temperature by measuring the von Neumann entropy E,, 
and the fermionic concurrence C for finite size effects. It is found that these 
quantities mainly depend on three physical parameters: the on-site Coulomb 
interaction U between the two electrons on the impurity site, the hybridization 
term V between the impurity electron and its immediate neighboring conduc-
tion site, and the lattice size L. Broadly speaking, E^ and C increase with V, 
but they decrease as U increases. Together with the ground state energy, they 
all show the "even-odd effect" as the system size increases. When L/2 (it is 
the same as Ne/2) is even, the ground state energy is found to be degenerated 
for singlet and triplet state; while for odd L/2, the energies for the singlet and 
triplet states are not degenerated. It E^ and C split into two trends depending 
whether L/2 is odd or even. Nevertheless, these two trends converge to a finite 
value in the limit of infinite system size. 
Moreover, we defined the critical value of U, U^ which sets a reference for 
the transition between the Anderson impurity phase and the Kondo phase for 
the system, based on the observations from entanglement measures. W e found 
that Uc also exhibits the "even-odd" behavior. 
Chapter 5 
Fidelity in Critical Phenomena 
5.1 Background 
Motivated by the growing importance of fidelity in quantum critical phenom-
ena, we establish a general relation between fidelity and structure factor of the 
driving term in a Hamiltonian through a newly introduced concept: fidelity 
susceptibility. Our discovery, as shown by some examples, facilitates the evalu-
ation of fidelity in terms of susceptibility using well developed techniques such 
as density matrix renormalization group for the ground state, or Monte Carlo 
simulations for the states in thermal equilibrium. 
At zero temperature, we show that fidelity susceptibility is intrinsically re-
lated to the dynamic structure factor of the driving Hamiltonian, namely Hi, 
that causes quantum phase transition. Based on some well-developed numer-
ical techniques for the ground state properties such as exact diagonalization 
(ED) [54’ 55] and density matrix renormalization group (DMRG) [56’ 57], an 
applicable scheme is proposed to evaluate the dynamic structure factor of Hj. 
On the other hand, starting from the definition of fidelity of a thermal state, 
we show that fidelity susceptibility is simply the thermal fluctuation term, such 
as specific heat C^ for the internal energy and magnetic susceptibility x for 
magnetization. These can easily be obtained from Monte-Carlo simulations 
32. 
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5.2 Ground State Fidelity and Dynamic Struc-
ture Factor 
A general Hamiltonian of quantum many-body systems reads 
H{X) = Ho + XHj, (5.1) 
where H! is the driving Hamiltonian and A denotes its strength. The eigen-
states l^ 'n(A)) which satisfy i/(A)|^^„(A)〉= £y^„(A)〉define a set of orthog-
onal complete basis in the Hilbert space. Here we restrict ourselves to the 
phase transition which is not induced by the ground state level-crossing. That 
means the ground state of the Hamiltonian is non-degenerate for a finite sys-
tem. Next we change A —> A + (JA where 6X is so small that perturbation is 
applicable. To the first order, the ground state becomes 
I 一 A ) 〉 = 剛 〉 + (5.2) 
and 
= (5.3) 
Following Ref. [16], fidelity is defined as the overlap between |屯o(A)〉and 
+ that is 
Fi{\6) = \(%{X)\%(X^S))l (5.4) 
Therefore, to the lowest order, we have 
巧 - 1 一从 ^ +•••• (5.5) 
Clearly, fidelity is (^A-dependent and so it is an artificial quantity. Despite of 
this, we can still see from Eq. (5.5) that the most relevant term in determining 
fidelity is its second derivative. Compared with linear response theory, the 
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coefficient term before SX"^  actually defines the response of fidelity to a small 
change in A. Prom this point of view, we introduce a new concept fidelity 
susceptibility as 
_21nF. 
With Eq. (5.5), it can be rewritten as 
刷 = g l � g r = (5.7) 
in the ground state. W e would like to point out that although the aforemen-
tioned procedure is based on perturbation theory, fidelity susceptibility (5.7) 
only depends on the spectra of the Hamiltonian 丑(入）and the hopping matrix 
Hno- Unfortunately, except for some very small systems which are usually far 
away from the scaling region, Eq. (5.7) is almost not computable due to the 
lack of knowledge in the set of eigenstates. In order to overcome the difficulty, 
it is necessary to consider the time evolution of the system. For simplicity, 
we omit the parameter X in the following expressions. Define dynamic fidelity 
susceptibility as 
(�I⑷丑/I屯0〉丨2 … � 
Perform a Fourier transformation and take derivative, we then obtain 
^ ^ = -TT [(^0\HjiT)Hjm%) - e(T) + 
TT [(^o\Hi(0)Hi(T)\<iIo)-〈屯o|丑/I屯o〉2] 9{-T), (5.9) 
with T being the imaginary time and 
H i { t ) = e 丑 一 丑 ( 5 . 1 0 ) 
The two equations mentioned above are impressive as they reveal the mys-
tery of fidelity in understanding quantum critical phenomena. The terms in 
Chapter 5 Fidelity in Critical Phenomena 62 
the brackets in Eq.(5.9) are nothing but the dynamic structure factor of Hj. 
Therefore in the original definition of fidelity, we subconsciously choose the 
driving term Hj as a. candidate of the order parameter, though we might not 
think so at that time. Prom this point of view, we must emphasize that if 
the driving term is restricted to the local interaction, the study on the role of 
fidelity in critical phenomena still does not go beyond the traditional Landau's 
symmetry-breaking theory. 
In order to arrive at a more computable formula, we carry out an inverse 
Fourier transformation and obtain 
XF = J r _〈屯。|丑/|屯。〉2] d丁 
(5.11) 
where the first term in the bracket can be calculated by 
〈 屯 o | 丑 屯 。 〉 = E (5.12) 
n • 
Although fidelity is difficult to calculate from the ground state wavefunc-
tions, Eq.(5.11) and (5.12) provide us with another practical way. Especially, 
Eq.(5.12) can be easily evaluated via the prevailing numerical techniques, say, 
E D and D M R G . For the ED, once the ground state is obtained, the map from 
one state to another new state is just a standard Lanczos step. While for the 
D M R G , the standard algorithm involves a transformation of the Hamiltonian 
of a system and its environment, from a set of old basis to a set of new basis 
which is constructed by the m largest weighted eigenstates of the reduced den-
sity matrix. Precisely, for the system block H i = and environment 
block Hr = O^p^HrOr, where Ol{r) are constructed from m largest weighted 
eigenstates of the corresponding reduced density matrix. The only modifica-
tion is that, in addition to H{X), H： should be independently transformed in 
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the D M R G procedure, i . e .卫！山 = 0 [ H i ^ l O l and H i ^ r = 0、rH i、r0r, Once 
the final ground state is obtained, the mapping = HjI"^) and = if 
is simply a standard step. 
5.3 Mixed-state fidelity and thermal phase tran-
sitions 
The generalization of fidelity to finite temperatures is proposed recently. Based 
on the definition of fidelity between two mixed states, it has been shown that 
fidelity can be expressed in terms of the partition function [20]， 
嘱 = 拘 - : “ + _ (5.13) 
where (5 = 1 /T, and 
= = (5.14) 
n E 
Here g{E) is the density of states and can be calculated from Monte-Carlo 
simulations [32] such as Wang-Landau algorithm [35]. Then the fidelity sus-
ceptibility driven by temperature can be calculated as 
Similarly, if the driving term in the Hamiltonian is a Zeemann-like term, which 
is crucial in Landau's symmetry-breaking theory, then the fidelity susceptibility 
is simply the magnetic susceptibility x， 
Clearly, the specific heat is simply the fluctuation of the internal energy, i.e. 
Cv = — w h i l e the magnetic susceptibility is the fluctuation of 
the magnetization, i.e. x = _〈M?、. Thus fidelity susceptibility is 
just the fluctuation (structure factor) of the driving term in the Hamiltonian. 
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To verify our understandings and show the more important role of fidelity 
susceptibility rather than fidelity in thermal phase transitions, we take the 
two-dimensional Ising model defined on a square lattice as an example. The 
Hamiltonian reads 
^ = (5.17) 
(U> 
where the sum is over all pairs of nearest-neighbor sites i and j, and the 
coupling is set to unity for simplicity. W e use Wang-Landau sampling [35] to 
compute the density of states in Eq. (5.14). Then the specific heat and the 
fidelity can be easily evaluated from the partition function. The results for a 
40 X 40-site system are shown in Fig. 5.1. Clearly, there is a maximum point 
in the curve for the specific heat, in which the scaling behavior of an infinite 
system defines the critical point. Meanwhile, the middle picture in Fig. 5.1 
shows various fidelities calculated from different temperature intervals. The 
obvious difference in fidelities disappears if we extract fidelity susceptibility 
from them, as shown in the right picture of Fig. 5.1. 
5.4 Summary 
In summary, we established a general relation between the fidelity and the 
structure factor of the driving term of the Hamiltonian for both quantum and 
classical critical phenomena. Such relation not only enables us to evaluate 
fidelity easily through prevailing numerical techniques such as D M R G , ED, 
and Monte-Carlo simulations, but also builds a straightforward connection 
between the concepts in quantum information theory and those in quantum 
many-body physics. 
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Figure 5.1: (Color online) LEFT: The specific heat as a function of 
temperature T for a 40 x 40 Ising model. MIDDLE: The fidelity be-
tween two states separated by different temperature intervals 6T = 
0.02，0.04，0.06.0.08，0.1，0.15,0.20 for lines from up to down. RIGHT: Fidelity 
susceptibility XF as a function of T, obtained from the data of the middle 
picture. All lines in the middle picture collapse to a single line. 
Chapter 6 
Conclusion 
In summary, two major aspects in quantum many-body physics are addressed 
in this thesis. 
First of all, the ground state energy of the periodic Anderson model at finite 
temperature is studied using time-dependent perturbation theory. The trick is 
to treat the time component as an imaginary variable, so that it can be used 
to describe finite temperature quantities. Analytical calculations are carried 
out, and the ground state energy is found up to the 4th order perturbative 
correction term. Odd order terms are found to vanish due to the electron-
hole symmetry that we have adopted. It is worth mentioning that closed-form 
expressions are not always available especially for the higher order terms for 
the reason that it is difficult to eliminate the multidimensional integrals. In 
this case, numerical approach is necessary. 
In our calculations, the ill-behaved, multidimensional integrals create a lot 
of troubles. W e are not able to obtain a promising result by ordinary Monte 
Carlo integration. W e looked for other possibilities, and finally developed a 
brand new integration schemes using Wang-Landau sampling method. This 
algorithm is famous for tackling the problems that ordinary Monte Carlo simu-
lations face: performing random walks in a rough parameter space.As a result, 
it is applicable to a number of integrals without restrictions and can be gener-
alized to higher-dimensional problems easily. W e applied it to the our previous 
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calculation and satisfactory numerical results followed. 
Another distinguished aspect of this thesis is the studies in quantum phase 
transition. W e start with the famous Anderson impurity model, which is just 
a special case of the lattice Anderson model. Using open boundary conditions 
and half-filling for the symmetric case, the quantum entanglement behaviors is 
investigated by focusing on two quantities, the von Neumann entropy E^ and 
the fermionic concurrence C, in different lattice sizes. Both of them decrease 
when the Coulomb interaction U increases. Most importantly, we observed 
that both El, and C, together with the ground state energy, exhibit a finite size 
effect which we call it "even-odd effect". "Even" and "odd" refer to the parity 
of the the quantity Ne/2, where N^ is the number of electrons in the system. 
The physical quantities in even N^ systems and in odd N^ systems split into 
two trends respectively, which means entanglement behaviors follow different 
trends according the the parity of N^. These two trends are found to converge 
finally in the limit of infinite size. Moreover, we defined the regions which mark 
the transition between the Anderson impurity phase and the Kondo phase for 
systems with impurities, based on the observations in its entanglement. 
Fidelity is yet another quantity that is proved to be useful in understanding 
quantum phase transition behaviors of physical systems. But the drawback is 
that except a few particular models, it is tedious to evaluate fidelity from the 
ground state wavefunctions. As a result, we exploited a neater and simpler 
formalism to obtain fidelity, which we believe is beneficial for the extensive 
application of fidelity to critical phenomena. W e introduce the concept of 
"fidelity susceptibility", that defines the response of fidelity to the driving 
parameter of the Hamiltonian, which is the origin of quantum phase transition. 
This term can be expressed in terms of susceptibility using well developed 
techniques such as density matrix renormalization group for the ground state, 
or Monte Carlo simulations for the states in thermal equilibrium. W e also show 
that fidelity susceptibility is simply the thermal fluctuation, such as specific 
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heat Cy for the internal energy and magnetic susceptibility x for magnetization. 
In this sense, fidelity susceptibility is applicable not only in quantum systems, 
but also in classical systems. 
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