We present two particular decoding procedures for reconstructing a quantum state from the Hawking radiation in the Hayden-Preskill thought experiment. We work in an idealized setting and represent the black hole and its entangled partner by n EPR pairs. The first procedure teleports the state thrown into the black hole to an outside observer by postselecting on the condition that a sufficient number of EPR pairs remain undisturbed. The probability of this favorable event scales as 1/d 2 A , where d A is the Hilbert space dimension for the input state. The second procedure is deterministic and combines the previous idea with Grover's search. The decoding complexity is O(d A C) where C is the size of the quantum circuit implementing the unitary evolution operator U of the black hole. As with the original (non-constructive) decoding scheme, our algorithms utilize scrambling, where the decay of out-of-time-order correlators (OTOCs) guarantees faithful state recovery.
Introduction
Black holes have long fascinated theorists and presented them with various puzzles. Are different pieces of Hawking radiation completely uncorrelated or, rather, entangled on long time scales? Does information contained in infalling objects come out in the radiation and how can it be recovered? While our understanding of quantum gravity is still incomplete, such general questions can hopefully be answered using a very simple model. A black hole is characterized by a Hilbert space of dimension d = 2 S , where the coarse-grained entropy 1 S is proportional to the horizon area. The quantum evolution over a sufficiently long time interval t (longer than the so-called scrambling time) is described by a Haar-random unitary operator U . This approach was pioneered by Page [1, 2] , who considered a black hole forming from particles in some pure state and partially evaporating. The emitted radiation R and the remaining black hole B are described by Hilbert spaces of dimensions d R , d B such that d R d B = d. The state |Ψ of the whole system is pure but so complex that may be regarded as random. Page found that if d R d B , then the entanglement entropy is with high accuracy equal to log 2 d R . Thus, a chunk of radiation is uncorrelated unless it includes half of the original black hole. On the other hand, if d R d B , then some correlations exist and their specific form depends on |Ψ . 1 In this paper, we define entropy with the binary logarithm. Hayden and Preskill studied an interesting variant of the information recovery problem. Their paper [3] is both profound and fun to read! In short, Alice wants to destroy her confidential diary and tosses it into a black hole. One may model Alice's secret by a quantum state |ψ of some system A that is added to the original black hole B. Bob tries to spy on Alice by capturing some Hawking radiation (subsystem D in Figure 1a ). The important difference from Page's setting is that B is maximally entangled with another system B , which is in Bob's possession. In this situation, Bob does not have to wait until half of the black hole evaporates. In fact, |ψ can be extracted from D and B by applying some unitary decoder V , provided log 2 d D ≥ log 2 d A + . The parameter is related to the decoding fidelity and may be taken as a constant. Thus, the black hole acts as a quantum information mirror, reflecting whatever falls in it almost immediately. The delay is equal to the scrambling time t scr plus the time needed to radiate log 2 d A + qubits. This ground-breaking work has led to recent studies that largely focused on the physics of scrambling [4] [5] [6] [7] [8] . It turns out that there are many good information scramblers, but black holes are the fastest ones among equilibrium systems at a given temperature: they satisfy the estimate t scr ≈ (2πT ) −1 ln S. However, there is an important caveat. Hayden and Preskill showed that the decoding task is information-theoretically possible in the sense that there exists a unitary operator V that reconstructs |ψ by acting only on the Hawking radiation D and the auxiliary system B . But it is not clear how complex this operator is and whether finding it from U is a computationally tractable problem. One can argue that the decoding complexity is at least polynomial in d A , i.e. exponential in the number of qubits that constitute Alice's diary. This can be seen from the classical analogue of the Hayden-Preskill problem, where Alice's secret a and the black hole state b are binary words, and U is replaced by an invertible function. Bob having access to B means that he knows b. Let us consider b as a fixed parameter and express the radiation state as r = f (a). Since r is just a small part of the overall state, the function f need not be invertible; we may rather regard it as completely random. The condition d D d A guarantees that a can be recovered from r, but the only general method to find a is exhaustive search.
Thus, the real question is how the decoding complexity scales with the black hole size. The answer is not obvious. On the one hand, Harlow and Hayden argued that it is exponentially hard to process the Hawking radiation of an old (more than half-evaporated) black hole so as to produce the standard EPR state [9] . We simply assume this state to be available. On the other hand, a physical process has recently been discovered that is akin to Hayden-Preskill decoding. First, Gao, Jafferis and Wall [10] showed that the Einstein-Rosen bridge in the AdS black hole geometry can be made traversable if one arranges a momentary coupling (at time 0) between the opposite boundaries so as to generate negative Casimir energy. In this setup, a signal sent from one boundary at a particular time −t before the interaction is turned on reaches the other boundary at time t. Although the signal travels through the bulk, there is a holographically dual description strictly in terms of the boundaries. Its relation to the Hayden-Preskill problem and some aspects of the bulk-boundary correspondence were elucidated by Maldacena, Stanford and Yang [11] . However, this particular decoding scheme works due to special properties of the operator U at "early times", i.e. for t < t scr .
Before attempting a solution for a random U (or more generally, for the late times), let us slightly simplify the problem along the lines of the original Hayden and Preskill paper. Instead of estimating the worst-case recovery fidelity, we will take some average over |ψ . This idea is captured by a standard trick: one considers Alice's diary as part of a fixed entangled state |ξ that also includes some reference system R. We assume that |ξ = (I R ⊗ Ξ)|EPR RR , where R represents the information content of Alice's diary and Ξ : R → A is an isometric embedding. Bob's goal is to reconstruct |EPR RR as shown in Figure 1b . The number log 2 d A ≥ log 2 d R is interpreted as the increase of the coarse-grained black hole entropy. It follows from standard thermodynamics that ln d A = E/T , where T is Hawking's temperature and E is the energy of Alice's diary (including the rest energy).
2 Notation, basic assumptions, and summary of results
We will extensively use diagrams like those in Figure 1b . In general, nodes (e.g. U and |ξ ) are tensors, and the connecting lines represents the contraction of indices. A few additional rules formalize the idea that the upward direction is time. In particular, lines are labeled at places where they go vertically. The same line may carry a label B at one point and B at a different point if it bends and reverses direction. Pairs of labels such as B and B refer to dual Hilbert spaces. For each ket-vector |ψ = j c j |j ∈ A, there is a dual vector |ψ * = j c * j |j ∈ A . It is just ψ| under a different name, but we keep them separate. Ket-vectors are associated with upward lines and bra-vectors with downward lines:
For operators, we put their mathematical symbols in boxes and change X to X T when the box is rotated 180
• degrees. For example,
A dot on a line with label B is equivalent to an overall factor of d
A triangle corresponds to the embedding Ξ : R → A multiplied by d
, but its exact meaning depends on the orientation. For example,
When reasoning about decoding, it is convenient to refer to the given state of the world:
We omit the tildes if
Information-theoretically, the decoding is possible if the black hole has lost any memory of Alice's diary and become uncorrelated with R, i.e. ifρ RC ≈ρ R ⊗ρ C . In particular, it is sufficient forρ RC to be close to the maximally mixed state. This condition can be quantified using the parameter
If δ is small, then the decoding can be achieved with high fidelity, and our algorithms do exactly that. The number δ can be found from the diagrammatic expressions
Figure 2: Probabilistic decoding by postselecting on an EPR state. The actual decoder, denoted by V , corresponds to the shaded area.
After some rearrangement, we get this answer:
If d R = d A , then ∆ is also related to the Rényi-2 mutual information between subsystems R and DB for the density matrix ρ:
Here, S
) is the Rényi-2 entropy of DB (equal to that of the complementary system RC), and it is clear that S
We will construct two decoding algorithms that recover the entangled state |ξ of the reference system and Alice's diary with fidelity 1
The first procedure successfully performs the task with probability ≈
or signals a failure. Roughly speaking, Bob tries to guess the content of Alice's diary. Classically, this is how one solves the equation f (a) = r for an arbitrary function f : one guesses some candidate solution a , calculates r = f (a ), and compares it with r. In the quantum case, Bob prepares a copy of the entangled state |ξ in separate subsystems A , R and applies the operator U * to A B . Then he projects the captured Hawking radiation D and its counterpart D onto the standard EPR state, see Figure 2 . If successful, the projection has the effect of "teleporting" Alice's part of |ξ to subsystem R . The second procedure is deterministic in the sense that it never aborts. It replaces the postselection with Grover's search, which involves applying U * and
where C is the complexity of implementing U . Now, let us discuss some physical assumptions that went into the definition of the problem. As already mentioned, we approximate the black hole thermal state by the maximally mixed state of dimension d = 2 S . More exactly, each eigenvalue Z −1 e −E j /T of the thermal density matrix is replaced by either d −1 = Z −1 e −E/T or 0. This change is not extensive and amounts to neglecting energy fluctuations, which are relatively small in the thermodynamic limit. Yet the trace norm distance between the exact and approximate states is not small, therefore the decoding may work in one case but not the other. We believe that our algorithms can be adapted to a more realistic setting, though this involves some technical issues. At least, the probabilistic procedure generalizes to thermal states under the following assumptions. Let ρ AB be the thermal density matrix of the black hole that has absorbed the full energy of Alice's diary and let ρ CD = U ρ AB U † . Our calculations work if ρ AB and ρ CD factor as ρ A ⊗ ρ B and ρ C ⊗ ρ D , respectively. Unfortunately, this condition is problematic for physical reasons. Indeed, if ρ CD is thermal (which is almost true because the black hole evaporates adiabatically), the condition ρ CD = ρ C ⊗ ρ D is equivalent to H = H C + H D . In other words, subsystems C and D do not interact! Of course, the Hawking radiation quanta eventually decouple from the black hole, but it is difficult to draw a sharp line between the two subsystems such that the density matrix factors. This issue can hopefully be addressed by soft partitioning of the subsystem D. After all, it is sufficient to verify that D and D have enough entanglement, but we can be less aggressive in testing the qubits that are close to the boundary with C. Developing such a technique is a separate problem, and we set it aside.
Condition on U and out-of-time-order correlators
To obtain a good upper bound on the fidelity parameter δ or the related number ∆ (see Eq. (8)), we will assume that the evolution operator U = e −iHt is "perfectly scrambling". Quantum information scrambling is related to out-of-time-order correlators (OTOCs) [6, 12, 13, 7] . They have the general form W (t)Y (0)Z(t)X(0) , where O(0) = O, O(t) = U † OU , and the quantum average 2 of an operator O is defined as O = Tr Oρ. In our case, ρ = d −1 I AB , the operators X and Y act on subsystem A, whereas Z and W act on subsystem D. The (almost) perfect scrambling is defined as follows:
This property holds for the Haar-random U , where the above equation becomes exact if we average the left-hand side over U and subtract (d 2 − 1) −1 W Z Y X from the right-hand side. The derivation is given in Appendix A. We work in the d → ∞ limit; therefore, the correction just mentioned is negligible. More generally, equation (10) characterizes the late-time asymptotics of OTOCs. It is expected to be true for a large class of operators U , provided X, Y , Z, W act on sufficiently small subsystems.
If d R = d A , one can express ∆ = 2 −I (2) (R,DB ) using a formula derived in Refs. [14, 15] :
2 One may consider more general averages: Tr W (t)ρ α3 Y (0)ρ α2 Z(t)ρ α1 X(0)ρ α0 , where α 3 + α 2 + α 1 + α 0 = 1. In many cases, this change of the definition can be compensated by conjugating X, Y, Z, W by suitable powers of ρ, or equivalently, by changing Z(t) to Z(t−iα 1 /T ), etc. The most convenient choice is α 3 = α 2 = α 1 = α 0 = 1/4.
To handle the general case, we will devise some new notation. The idea is to combine X, Y in the definition of OTOC into one object and Z, W into another object:
By linearity, this definition extends to arbitrary operators
acting on A A and DD , respectively. In this notation,
Now, let us derive a special case of Eq. 
as well as similar expressions with W and Z. We can apply the same graphics rules to L and M and evaluate the resulting diagrams. Thus, if U is almost perfectly scrambling, then
Assuming that the error in this approximation is smaller than the last term, we conclude that
Probabilistic decoder
The probabilistic decoding begins with the state | Ψ defined in Eq. (5). As a very first step, Bob creates a copy of |ξ on A R and applies U * . The result is:
where | ← → ξ is obtained by swapping R and A in |ξ . Then Bob applies a projector P D onto the EPR pair on DD . It is defined as an operator acting only on DD C R because R and C are not accessible by Bob:
The projection succeeds with probability Ψ in |I RC ⊗ P D |Ψ in = ∆, where ∆ is given by Eq. (8) .
By definition, the decoding is exact if |Ψ out contains the EPR pair on RR . In general, we do not expect it to be exact and should estimate the associated fidelity. We will first argue abstractly that if the Hayden-Preskill decoding is information-theoretically possible, then our probabilistic decoder also works. This argument is not meant as a rigorous proof, but it provides some insight and reveals the connection between our scheme and quantum teleportation. A more concrete analysis will follow.
Suppose that a perfect decoder V exists that works as shown in Figure 1b . Then for any operator X R there is some operator X DB (namely,
Furthermore, if X R is unitary, then X DB is also unitary. A similar argument holds for U * by taking complex conjugates. Hence,
Here, we have glued the diagrams with U and U * together, removed one dot from the bottom and added it on the top. The right-hand side is, essentially, the state |Ψ out up to trivial changes. The whole equation is equivalent to the condition that (X R ⊗I CDD C ⊗X * R )|Ψ out = |Ψ out for all unitaries X R . It follows that |Ψ out contains an EPR pair on RR , and thus, fulfills the decoding requirement.
When R, A, D, D , A , R are single qubits, the probabilistic decoding has the effect of "teleporting" Alice's quantum state to subsystem R by postselecting on a particular Bell state. While ordinary quantum teleportation succeeds even if the Bell measurement outcome is different, in the probabilistic decoder, projections onto wrong Bell basis states imply failure of decoding in general as R may remain entangled with CC .
The fidelity of the probabilistic decoder is
The numerator in the expression for F can be lower bounded by EPR| RCD |Ψ in 2 , where
Therefore,
We conclude that if U is almost perfectly scrambling and
The above calculation generalizes to factorizable inputs and outputs by replacing each dot with the square root of the corresponding density matrix. (Note that ρ R is still maximally mixed.) Using this definition and the condition ρ C ⊗ ρ D = U (ρ A ⊗ ρ B )U † , the dots on the C and D lines in the first diagram in (23) can be moved through U . Since the dot on the R line corresponds to the factor d −1/2 R and each triangle to the operator d −1/2 R Ξ, we arrive at the following bound:
The expressions for OTOCs in Section 3 are generalized by interspersing W Y ZX with ρ 1/4 as described in footnote 2. Expectation values like X are defined with respect to the density matrix, whereas XY involves two copies of √ ρ. If U is almost perfectly scrambling, then
In this case, the fidelity bound becomes
Qualitatively, the first factor is close to 1 if the image of the embedding Ξ lies in the "typical subspace" of ρ A .
Deterministic decoder
Unfortunately, the success probability of the aforementioned decoding algorithm scales as
. Now we present a modified decoder that is deterministic (albeit not exact). It incorporates a procedure similar to Grover's search algorithm [16] .
The initial step is the same as in the probabilistic decoding so that the subsequent procedure is applied to the state |Ψ in defined by Eq. (17) . Let P A be the projector onto | ← → ξ on A R and define another projector
acting on DD C R :
Consider the following unitary operators:
Bob's decoding strategy is to apply
) times to obtain a good approximation of |Ψ out .
To analyze the algorithm, it will be convenient to define the following operator acting on subsystem DD C R :
The rank r of this operator is at most the rank of P D , which is d R d C . The following identity can be derived graphically by rotating the U T and U * boxes in the middle in opposite directions and moving them to the left:
Equation (31) helps to decompose the initial vector |Ψ in into eigenvectors of I RC ⊗ Π. To this end, let us consider the eigendecomposition of Π:
The vectors |ψ j are also eigenvectors of Tr RC (|Ψ in Ψ in |). Together with some orthonormal vectors |η j on the complementary subsystem RC, they make a Schmidt decomposition of |Ψ in : Since Ψ in |Ψ in =1 and Ψ in |Π|Ψ in = ∆, we have
In the ideal case of ∆ = 1/(d A d R ), these conditions imply that α j = 1/(d A d R ) for all j and that r = d R d C . Now we examine how the iterated application of I RC ⊗ W acts on |Ψ in . Let us define the following unit vectors:
It follows from equations below that the two-dimensional subspace L j = linear span{|Ψ j , |Φ j } is invariant under both I RC ⊗ P A and
Thus, for each individual j, our procedure works as the standard Grover algorithm. We will reproduce its analysis for reader's convenience and then apply it to a superposition of j's. Inside L j , the algorithm induces Grover rotations by some angle that depends on α j . To see this, we will use the following relations:
The first pair of equations follows from the definition of |Φ j and the second from the fact that |Ψ j is an eigenvectors of I RC ⊗ Π with eigenvalue α j . The vector |Ψ j can be represented as sin(θ j /2) |Φ j + cos(θ j /2) |Φ ⊥ j , where |Φ ⊥ j ∈ L j is a unit vector orthogonal to |Φ j , see Figure 3 . The value of θ j can be obtained from Eq. (37):
Notice that I RC ⊗ W D is a reflection across |Φ ⊥ j and I RC ⊗ W A is a reflection across |Ψ j . Therefore, the operator I RC ⊗ W = (I RC ⊗ W A )(I RC ⊗ W D ) restricted to L j is a rotation by angle θ j ; its action on the vector |Ψ j is shown in the figure. Now recall that the initial vector |Ψ in is a superposition of |Ψ j with different j, which is given by Eq. (33). After m iterations, the quantum state becomes
In the ideal case, we would have
would give the state |Ψ(m * ) = r j=1
√ α j |Φ j , which can be shown to satisfy the decoding requirement. Let us bound the fidelity of the reconstructed state |Ψ(m * ) under more general circumstances. To simplify the analysis, we assume that d A d R 1 so that the error due to the rounding of m * to an integer may be neglected. 3 We will also approximate θ j = 2 arcsin √ α j by 2 √ α j ; the resulting error is also suppressed when d A d R 1. Let us upper bound the distance between |Ψ(m * ) and a state that is known to have 1 − O(δ) decoding fidelity, namely
Consider the following auxiliary vector:
It is sufficiently close to |Ψ out . Indeed,
x j and thus,
The distance between |Ψ(m * ) and |Ψ out can be bounded as follows:
where Eq. (34) was used at the last step. Therefore,
which shows that |Ψ(m * ) satisfies the decoding condition with 1 − O(δ) fidelity.
The above argument generalizes to factorizable inputs and outputs if we also assume that the image of Ξ is an invariant subspace of ρ A . The parameter δ in the fidelity bound should be replaced with
We leave this generalization as an exercise for reader.
Discussion
Our decoding procedures bear some similarity with the Gao-Jafferis-Wall traversable wormhole, but differ in some aspects. First, the Gao-Jafferis-Wall system achieves deterministic decoding in one go, without Grover-like iterations. However, the signal can only cross the wormhole if it is sent within a certain time window; therefore, the simplicity of decoding relies on some properties of the operator U at early times. It would be interesting to find exactly what these properties are. Second, the wormhole is just a variant of an eternal black hole. As such, it is characterized by a thermal state or its thermofield double rather than the maximally mixed/entangle state. Our algorithms can be adapted to a setting where ρ AB and ρ CD need not be maximally mixed but factor as ρ A ⊗ ρ B and ρ C ⊗ ρ D . This assumption is unrealistic though, and finding a good generalization to thermal states is still an open problem. The deterministic decoding algorithm with Grover iterations can be expressed as higherorder OTOCs of the form X 1 (0)Y 1 (t)X 2 (0)Y 2 (t) · · · . For instance, the expectation value of Π m =P A (P DPA ) m with respect to the initial state |Ψ in can be expressed in terms of 4m-point OTOCs. Interestingly, this expectation value, Ψ in |Π m |Ψ in , can be computed from the Rényi-2m mutual information I (2m) (R, DB ). The type of higher-order OTOCs associated with our deterministic decoding algorithm are similar to those previously considered by Shenker and Stanford [17] in the context of multiple shockwave geometries. It would be interesting to develop holographic and geometric interpretations of the deterministic decoding protocol.
Another question concerns the optimality of our scheme. The Grover algorithm is known to be optimal for the black box search problem in the sense of query complexity [18] . It would be interesting to see whether our deterministic decoder uses the operator U , considered as a black box, as few times as possible.
