showing the region which combines an acceptable detection probability Pd>.10 with an acceptable risk a < 10" 3 . i
Identification curves for selected values 2 of D in multiple station discrimination. In an analysis of seismic data made for the purpose of discriminating between earthquakes and explosions, a common practice (Booker and Mitronovas (1964) , Capon, et. al. (1967) , Ericsson (1970) , and Shumway and Blandford (1970) ) is to use the mean of a seismic discriminant measured at several stations as the basic observation. For example, surface wave and body wave pairs plotted in two dimensions may actually be mean values deduced from differing numbers or configurations of stations. The discriminant analysis which results ignores the fact that the measurements may have different means due to differing station configurations and will surely have different variances because of the different sample sizes over which each mean has been determined. For these reasons, one would prefer to work with the values observed at each of the stations which record the event.
W LIST OF TABLES
This report will describe and evaluate a method for handling the discriminant analysis when observations are made at more than one station. A linear criterion which is an extension of the standard discriminant function will be considered. Evaluation will be in terms of standard operating characteristic curves (termed "identification curves" by Ericsson, (1970) which measure the predicted explosion detection capability as a function of the false alarm rate. Ericsson, (1970) contains a clearly written explanation of the political ramifications leading to the use of identification curves as well as an excellent review of the seismic discrimination literature.
1-2. LINEAR DISCRIMINANT ANALYSIS WITH MULTIPLE OBSERVATIONS
In the standard situation a p x 1 vector of proposed discriminants, X 1 ■ (X,,...^ ), is observed and we wish to determine whether the vector came from a population of earthquakes (hypothesis H,) or a population of explosions (hypothesis H-). In general, multivariable normality of the vector X is assumed with only the mean value vectors for the two populations allowed to vary. The effect of variations likely to be observed in the covariance matrices seems to be small for seismic data (Shumway and Blandford, 1970) . In the case where N stations record observations from the same event, we would like to assign each station a different mean value.
Then, one has available a sample of N vector discriminants (X., j = 1, 2,...,N ) for classifying the events as belonging to either the earthquake or explosion group. Under ^(earthquakes),(X,, j = 1, 2,...N s ) are N s independent normal vectors with mean (V,•, j = 1,,..,N ) and covariance matrix I while under H 2 they are independent normal vectors with means (V-., j = 1,...,N ) and identical covariance matrix I. An application of the Neyman-Pearson argument to this case yields the discriminant function:
where (2) and (CT) j = l/2CV 1;j * V 2j )' T 1 CV^ -V 2j )
Equations (1) through (3) vector X! = (M •, HKj-i) is a surface wave body wave pair and a! = (1, -1.9). We note parenthetically th .t for N s = 1, or for equal station means, equations (1) through (3) reduce to the usual equations for the linear discriminant function, so that the procedure is equivalent to discrimination using network averages.
In order to apply equations (1) through (3) we must either know Y 1 ., V 2 ,, I, j = 1,.,,,N , or obtain consistent estimators for these terms.
In Section 4 we discuss the usual multivariate theory as it applies to estimating the generalized means and covariance matrix. In general we wish to control the probability of a false alarm. A false alarm occurs when an earthquake is incorrectly called an explosion. That is when H, is true and the value of the discriminant function d(X 1 ,...,X N ) is low enough to cause the observation to be classified with the explosion population. If a is the false alarm probability and C(a) is a constant depending only on a we accept H-(explosion) if
s For a given false alarm probability
with $ denoting the cumulative normal distribution function, equation (6) may be solved for C(a) yielding
where $" denotes the inverse of the cumulative normal distribution function. The probability of correctly identifying the explosion, can be calculated as a function of the false alarm rate a.
We note that for a general linear function of the form 2 2 (4) with means y,, y^ < ^i» an^ variances a,, at, equations (7) and (8) become
and
If y-> y-i the equations become and
A plot of Pj(a), Pj(a) against a gives a measure of explosion detection capability and has been termed an identification curve by Ericsson (1970) .
A hypothetical identification curve is shown in Figure 1 Figure 1 . A hypothetical identification curve showing the region which combines an acceptable detection probability I'd>.10 with an acceptable risk a < 10"3.
CrJalarm probability at 1 x 10" 3 or less while maintaining the desired detection probability at .10 or greater. Figure 1 gives a geometric interpretation to the politically acceptable region along with a hypothetical identification curve showing that a maximum of 351 of the explosions could be detected within the acceptable false alarm probability of 1 x 10
Figure 1 suggests that two proposed procedures leading to normally distributed discriminants can be compared by examining their respective identification curves. A procedure is superior to another if its detection curve is located to the right of the other procedure over the region of interest. 
is the number of observations'" measured by the j'th sta .ion for an earthquake and N-^ is the number of observations made by the j'th station for an explosion.
In this case it is well known that the maximum likelihood estimators for the mean vectors are N. .
and that an unbiased estimate for the covariance matrix which is proportional to the maximum likelihood estimator is
In practice the computations are rather involved for the above expression and one may wish to try different models and test various hypotheses about the vectors V... Therefore, it is convenient to formulate all models in terms of the multivariate linear hypothesis structure described below.
Let ^k, k ■ 1,,,.,N be p x 1 independently dis- 
where A(r x q), B(q x s), and D(r x s) are matrix -ified to generate a designated hypothesis. The matrix C must be (s x s). We illustrate the procedure in the next section.
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The procedure implied by the theoretical approach in Sections 2, 3, and 4 will be illustrated using 20 earthquakes and 9 explosions observed at various sub• combinations of six recording stations. The observations shown in Table I 1, 1. 1, 1, 1, -1, -1, -1, -1 The test of the hypothesis that the overall earthquake and explosion vectors are equal yields a value for the Wilks generalized variance ratio U. , 112 = .335 which can be compared with the 1% significance point U 2 1 110^• 01^ ~ «911» so that the hypothesis is rejected in accordance with expectation?
The comparison of earthquakes and explosions on a station by station basis generates U, -112 = .256 as compared with U 2 6 100 (.01) = .772. The values of the contrasts (i.e. the difference between the earthquake and explosion means on a station by station basis) are the most useful and we give simultaneous 95% confidence intervals for these contrasts in Table III . The 95% confidence interval for any contrast of the form a'Bc where a is q x 1 and c is p x 1, is given by (Morrison, 1970) a'Bc tQ.^ F,.^./' 
ft-*-
The values for the two terms in (22) can be read from the BML-X-63 printout.
From Table III we see that all contrasts are significantly different from zero. An alternate proposed discriminant is the linear function represented symbolically as M, -1.9 m, . The values of this contrast are shown in Table III along with 951 confidence intervals. Again we see that all contrasts are significantly different from zero.
The fact that the mean (M , m,) point for the earthquakes is different from that of the explosions is not, of course, solely indicative of discrimination capability since the means of either group can be shifted anywhere along its M , m, trend by suitable selection of large or small events. However, examination of the M , m, plots for the data shows that in fact the separation in the means is truly due almost exclusively to the separation of the trend lines. The fact that the earthquake trend line tends to have a slope between 1.6 and 1.9 leads to the discriminant proposed above.
Finally, we note that the main use of the estimates for the generalized mean vectors (22) to be compared with a threshold C(a) which produces a desired false alarm probability a. Of course, the rate a is only obtained in theory when the mean vectors and covariance matrices are known exactly. The explosion detection probability will be estimated by (8) with 2 in place of D. t (5). Since the explosion detection probability is an increasing function of JD?, it is clear j J 2 that D. measures the contribution to detection probability of station j. The overall detection probability can be increased either by an event which records at many stations or by an event which records at a relatively few stations with high D? values.
The above results can be illustrated using the data in Table I . A discriminant analysis program (DISNP) which accepts the generalized mean vectors and covariance matrix along with each event and the identities of the stations recording each event was used. Table IV shows the resulting estimated discriminant vectors, correc-2 tion terms and D values for each station.
We note that station WH adds the most to the detection probability with NP adding the least. (WH may be good, however, mostly because of its small data sample, see Table I Table I still yield a D  2 of greater than 10 or a detection probability of greater than .90 in the allowable false alarm region. It is important to emphasize that the data set used consists of very large events and does not include any "anomalous" earthquakes such as those discussed by Der (1972) .
The values of the discriminant vector applied to the 20 earthquakes and 9 explosions are shown in Table V. If we arbitrarily assign earthquakes equal prior odds, the threshold is 0 and no misclassification result. Table I It is interesting to conpare the multiple station discriminant with one derived only from event means (the usual approach). Table VI shows the event means.
In this case N s ■ 1 and we obtain the discriminant vector (-15.20. 7 .31) with correction term -52.45. The value of D was 7.246, which puts the theoretical detection rate at .75 for a false alarm rate .001. Figure 2 shows the identification curve using the sample means and variances of the discriminant values rather than the theoretical means and variances based on D . Table VII shows the values for the discriminant function. 
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