Abstract: We consider Bayesian estimation of a p × p precision matrix, when p can be much larger than the available sample size n. It is well known that consistent estimation in such ultra-high dimensional situations requires regularization such as banding, tapering or thresholding. We consider a banding structure in the model and induce a prior distribution on a banded precision matrix through a Gaussian graphical model, where an edge is present only when two vertices are within a given distance. For a proper choice of the order of graph, we obtain the convergence rate of the posterior distribution and Bayes estimators based on the graphical model in the L∞-operator norm uniformly over a class of precision matrices, even if the true precision matrix may not have a banded structure. Along the way to the proof, we also compute the convergence rate of the maximum likelihood estimator (MLE) under the same set of condition, which is of independent interest. The graphical model based MLE and Bayes estimators are automatically positive definite, which is a desirable property not possessed by some other estimators in the literature. We also conduct a simulation study to compare finite sample performance of the Bayes estimators and the MLE based on the graphical model with that obtained by using a Cholesky decomposition of the precision matrix. Finally, we discuss a practical method of choosing the order of the graphical model using the marginal likelihood function.
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Introduction
Estimating a covariance matrix or a precision matrix (inverse covariance matrix) is one of the most important problems in multivariate analysis. Of special interest are situations where the number of underlying variables p is much larger than the sample size n. Such kind of situations are common in gene expression data, fMRI data and in several other modern applications. Special care needs to be taken for tackling such high-dimensional scenarios. Conventional estimators like the sample covariance matrix or maximum likelihood estimator behave poorly when the dimensionality is much higher than the sample size.
Different regularization based methods have been proposed and developed in the recent years for dealing with high-dimensional data. These include banding, thresholding, tapering and penalization based methods to name a few; see, for example, [19, 15, 30, 2, 3, 16, 13, 27, 17, 26, 7, 5] . Most of these regularization based methods for high dimensional models impose a sparse structure in the covariance or the precision matrix, as in [2] , where a rate of convergence has been derived for the estimator obtained by "banding" the sample covariance matrix, or by banding the Cholesky factor of the inverse sample covariance matrix, as long as n −1 log p → 0. Cai et al. [7] obtained the minimax rate under the operator norm and constructed a tapering estimator which attains the minimax rate over a smoothness class of covariance matrices. Cai and Liu [4] proposed an adaptive thresholding procedure. More recently, Cai and Yuan [6] introduced a data-driven block-thresholding estimator which is shown to be optimally rate adaptive over some smoothness class of covariance matrices.
There are only a few relevant work in Bayesian inference for such kind of problems. Ghosal [14] studied asymptotic normality of posterior distributions for exponential families when the dimension p → ∞, but restricting to p n. Recently, Pati et al. [24] considered sparse Bayesian factor models for dimensionality reduction in high dimensional problems and showed consistency in the L 2 -operator norm (also known as the spectral norm) by using a point mass mixture prior on the factor loadings, assuming such a factor model representation of the true covariance matrix.
Graphical models [18] serve as an excellent tool in sparse covariance or inverse covariance estimation; see [12, 22, 30, 13] , as they capture the conditional dependency between the variables by means of a graph. Bayesian methods for inference using graphical models have also been developed, as in [28, 1, 21] . For a complete graph corresponding to the saturated model, clearly the Wishart distribution is the conjugate prior for the precision matrix Ω. For an incomplete decomposable graph, a conjugate family of priors is given by the G-Wishart prior [28] . The equivalent prior on the covariance matrix is termed as the hyper inverse Wishart distribution in [10] . Letac and Massam [21] introduced a more general family of conjugate priors for the precision matrix, known as the W P GWishart family of distributions, which also has the conjugacy property. The properties of this family of distribution were further explored in [25] . Rajaratnam et al. [25] also obtained expressions for Bayes estimators under different loss functions.
In this paper, we consider Bayesian estimation of the precision matrix working with a G-Wishart prior induced by a Gaussian graphical model, which has a Markov property with respect to a decomposable graph G. More specifically, we work with a Gaussian graphical model structure which induces banding in the corresponding precision matrix. Approximate banding structure for precision matrix can arise in certain possibly non-stationary time series framework. Suppose that {X t : t = 1, . . . , p} is a possibly non-stationary time series with approximately autoregressive-type Markov dependence on neighborhoods. The covariances cannot be estimated based on a single time series due to lack of stationarity. However, if we have replications X 1 , . . . , X n , even when n is much smaller than p, it is still possible to estimate the entire covariance matrix assuming the approximate Markov structure. The graphical model based on the banding structure ensures the decomposability of the graph, along with the presence of a perfect set of cliques, as explained in Section 2. For a G-Wishart prior, we can compute the explicit expression of the normalizing constant of the corresponding marginal distribution of the graph (see Section 5) . For arbitrary decomposable graphs, the computation of the normalizing constant requires Markov chain Monte-Carlo (MCMC) based methods; see [1, 8, 9, 20, 11] . We obtain posterior convergence rate and convergence rate of the Bayes estimators and the MLE for the graphical model based on banding on the precision matrix. However, we allow the true precision matrix to be outside this class, provided it is well-approximated by banded matrices in an appropriate sense.
The paper is organized as follows. In the next section, we discuss some preliminaries on graphical models. In Section 3, we formulate the estimation problem and the describe the corresponding model assumptions. Section 4 deals with the main results related to posterior convergence rates. A method for selecting the banding parameter using the explicit form of the marginal likelihood of a graph is discussed in Section 5. In Section 6, we compare the performance of the Bayesian estimators with that of the graphical maximum likelihood estimator (MLE) and the banding estimator proposed by [3] . Proof of the main results are presented in Section 7. Some auxiliary lemmas and their proofs are included in the Appendix.
Notations and preliminaries on graphical models
We first describe the notations to be used in this paper. By t n = O(δ n ) (respectively, o(δ n )), we mean that t n /δ n is bounded (respectively, t n /δ n → 0 as n → ∞). For a random sequence X n , X n = O P (δ n ) (respectively, X n = o P (δ n )) means that P(|X n | ≤ M δ n ) → 1 for some constant M (respectively, P(|X n | < δ n ) → 1 for all > 0). For numerical sequences r n and s n , by r n s n (or, r n s n ) we mean that r n = o(s n ), while by s n r n we mean that r n = O(s n ). By r n s n , we mean that r n = O(s n ) and s n = O(r n ), while r n ∼ s n stands for r n /s n → 1. The indicator function is denoted by 1l.
We represent vectors in bold lowercase English or Greek letters. The components of a vector are represented by the corresponding non-bold letters, that is, for x ∈ R p , x = (x 1 , . . . , x p ) T . We define the following norms for a vector
Matrices are denoted in bold uppercase English or Greek letters, like A = ((a ij )), where a ij stands for the (i, j)th entry of A. If A is a symmetric p×p matrix, let eig 1 (A), . . . , eig p (A) stand for its eigenvalues. We consider the following norms on p × p matrices
by respectively viewing A as a vector in R p 2 and an operator from (R p , · r ) to (R p , · s ), where 1 ≤ r, s ≤ ∞. This gives
and that for symmetric matrices, A (2,2) = max{|eig i (A)|: 1 ≤ i ≤ p}, and
. The norm · (r,r) will be referred to as the L r -operator norm. For two matrices A and B, we say that A ≥ B (respectively, A > B) if A − B is nonnegative definite (respectively, positive definite). Thus A > 0 for a positive definite matrix A, where 0 stands for the zero matrix. The identity matrix of order p will be denoted by I p . A vector of 1's is denoted by 1. Sets are denoted in non-bold uppercase English letters. For a set T , we denote the cardinality, that is, the number of elements in T , by #T . We denote the submatrix of the matrix A induced by the set T ⊂ {1, 2, . . . , p} by A T , i.e.,
) denote a p-dimensional matrix such that a * ij = a ij for (i, j) ∈ T × T , and 0 otherwise. Also we denote the "banded" version of A by B k (A) = ((a ij 1l{|i − j| ≤ k})) corresponding to banding parameter k, k < p. Now we discuss some preliminaries on graphical models. An undirected graph G consists of a non-empty vertex set V = {1, 2, . . . , p} along with an edge-set E ⊂ {(i, j) ∈ V × V : i < j}. The vertices in V are the indices of the components of a p-dimensional random vector X = (X 1 , X 2 , . . . , X p )
T . The absence of an edge (i, j) corresponds to the conditional independence of X i and X j given the rest. For a Gaussian random variable X with precision matrix Ω = ((ω ij )), this is equivalent to ω ij = 0. Figure 1 illustrates the connection between a banded precision matrix and the corresponding graphical model. Following the notation in [21] , we restrict the canonical parameter Ω in P G , where P G is the cone of positive definite symmetric matrices of order p having zero entry corresponding to each missing edge in E. Denoting the linear space of symmetric matrices of order p by M, let M + p ⊂ M be the cone of positive definite matrices. The linear space of symmetric incomplete matrices A = ((a ij )) with missing entries a ij , (i, j) / ∈ E, will be denoted by I G . The parameter space of the Gaussian graphical model can be described by the set of incomplete matrices Σ = κ(Ω −1 ), Ω ∈ P G , where κ: M → I G is the projection of M into I G ; see [21] . [Right] The graphical model corresponding to a banded precision matrix of dimension 6 and banding parameter 3.
A subgraph G of G consists of a subset V of V and E = {(i, j) ∈ E: i, j ∈ V }. A maximal saturated subgraph of G is called a clique. A path in a graph is a collection of adjacent edges. A subset S of E is called a separator of two cliques C 1 and C 2 , if all intermediate edges in every path from C 1 to C 2 must entirely lie in S. Based on certain properties of the cliques, graphs may be classified as decomposable graphs or non-decomposable graphs. We shall only deal with decomposable graphs in the paper. For detailed concepts and notations for graphical models, we refer the readers to [18] . A set of cliques C = {C 1 , C 2 , . . . , C r } are said to be in perfect order, if the following holds: For
. . , p} is the set of minimal separators in G. For a decomposable graph, a perfect order of the cliques always exists. For a decomposable graph G with a perfect order of the cliques {C 1 , C 2 , . . . , C r } and the precision matrix Ω is given to lie in P G , the incomplete matrix Σ is defined in terms of the submatrices corresponding to the cliques, that is, for each i = 1, 2, . . . , r, Σ Ci is positive definite. Thus we have the parameter space for the decomposable Gaussian graphical models restricted to the two cones
2)
respectively for Ω and Σ.
has three set of parameters α, β and D, where α and β are suitable functions defined on the cliques and separators of the graph respectively, and D is a scaling matrix. The G-Wishart
is a special case of the W P G -Wishart family where
. . , r,
(2.4)
Model assumption and prior specification
Let X 1 , X 2 , . . . , X n be independent and identically distributed (i.i.d.) random p-vectors with mean 0 and covariance matrix Σ. Write X i = (X i1 , X i2 , . . . , X ip ) T , and assume that the X i , i = 1, . . . , n, are multivariate Gaussian. Consistent estimators for the covariance matrix were obtained in [3] by banding the sample covariance matrix, assuming a certain sparsity structure on the true covariance. Our aim is to obtain consistency of the graphical MLE and and Bayes estimates of the precision matrix Ω = Σ −1 under the condition n −1 log p → 0 where Ω ranges over some fairly natural families. For a given positive sequence γ(k) ↓ 0, we consider the class of positive definite symmetric matrices Ω = ((ω ij )) as
We also define another class of positive definite symmetric matrices as
These two classes are closely related, as shown by the following lemma.
The sequence γ(k) which bounds Ω − B k (Ω) (∞,∞) has been kept flexible so as to include a number of matrix classes.
1. Exact banding: γ(k) = 0 for all k ≥ k 0 , which means that the true precision matrix is banded, with banding parameter k 0 . For instance, any autoregressive process has such a form of precision matrix. 2. Exponential decay: γ(k) = e −ck . For instance, any moving average process has such a form of precision matrix.
3. Polynomial decay: γ(k) = γk −α , α > 0. This class of matrices has been considered in [3] and also in [6] .
We shall work with these two general classes U(ε 0 , γ) and V(K, γ) for estimating Ω. A banding structure in the precision matrix can be induced by a Gaussian graphical model model. Since ω ij = 0 implies that the components X i and X j of X are conditionally independent given the others, we can thus define a Gaussian graphical model G = (V, E), where V = {1, . . . , p} indexing the p components X 1 , X 2 , . . . , X p , and E is the corresponding edge set defined by E = {(i, j): |i − j| ≤ k}, where k is the size of the band. This describes a parameter space for precision matrices consisting of k-banded matrices, and can be used for the maximum likelihood or the Bayesian approach, where for the latter, a prior distribution on these matrices must be specified. Clearly, G is an undirected, decomposable graphical model for which a perfect order of cliques exist, given
The choice of the perfect set of cliques is not unique, but the estimator for the precision matrix Ω under all choices of the order remains the same. The W P G -family, as a prior distribution for Σ, is conjugate -if the prior distribution on
for suitable choice of functions α and β. In our case, #C i = k + 1 for all i = 1, 2, . . . , p − k, and #S j = k for all j = 2, 3, . . . , p − k. Thus
The posterior mean of Ω, given S is
Taking D = I p , the p dimensional indicator matrix, and plugging in the values of α and β, we get the posterior mean with respect to the G-Wishart prior
For a sample of size n from a p-dimensional Gaussian distribution with mean 0 and precision matrix Ω, we consider the following two loss functions:
Stein's loss:
corresponding to an arbitrary estimator Ω of Ω. The Bayes estimators corresponding to the above two loss functions was derived by [25] . Under the GWishart prior W G (δ, I p ), the Bayes estimators corresponding to Stein's loss function is given by,
(3.8) For the Frobenius loss function, the corresponding Bayes estimator is clearly the posterior mean of Ω as in (3.6). We denote this estimator by Ω B L2 . Some other loss functions for estimation of Ω have also been considered in the literature; see [29] .
The graphical MLE for Ω under the graphical model with banding parameter k is given by (see [18] ),
Main results
In this section, we determine the convergence rate of the posterior distribution of the precision matrix. The following theorem describes the behavior of the entire posterior distribution.
Theorem 4.1. Let X 1 , . . . , X n be random samples from a p-dimensional Gaussian distribution with mean zero and precision matrix Ω 0 ∈ U( 0 , γ) for some 0 > 0 and γ(·). Suppose that Ω is given the G-Wishart prior W G (δ, I p ), where the graph G has banding of order k. Then posterior distribution of the precision matrix Ω satisfies
In particular, the posterior distribution is consistent in the L ∞ -operator norm if k → ∞ such that k 5 n −1 log p → 0.
An important step towards the proof of the above result is to find the convergence rate of the graphical MLE, which is also of independent interest. For high-dimensional situations, even when the sample covariance matrix is singular, the graphical MLE will be positive definite if the number of elements in the cliques of the corresponding graphical model is less than the sample size.
Convergence results for banded empirical covariance (or precision) matrix or estimators based on thresholding approaches are typically given in terms of the L 2 -operator norm in the literature. We however use the stronger L ∞ -operator norm (or equivalently, L 1 -operator norm), so the implication of a convergence rate in our theorems is stronger. Proposition 4.2. Let X 1 , . . . , X n be random samples from a p-dimensional Gaussian distribution with mean zero and precision matrix Ω 0 ∈ U( 0 , γ) for some 0 > 0 and γ(·). Then the graphical MLE Ω M of Ω, corresponding to the Gaussian graphical model with banding parameter k, has convergence rate given by
The proof will use the explicit form of the graphical MLE and proceed by bounding the mean squared error in the L ∞ -operator norm. However, as the graphical MLE involves (k + 1)(p − k/2) many terms, a naive approach will lead to a factor p in the estimate, which will not be able to establish a convergence rate in the truly high dimensional situations p n. We overcome this obstacle by looking more carefully at the structure of the graphical MLE, and note that for any row i, the number of terms in (3.9) which have non-zero ith row is only at most (2k + 1)
p. This along with the description of L ∞ -operator norm in terms of row sums give rise to a much smaller factor than p. Now we treat the Bayes estimators. Consider the G-Wishart prior W G (δ, I p ) for Ω, where the graph G has banding of order k and δ is a positive integer. The following result bounds the difference between Ω M and the estimators Ω B L1
and Ω B L2 . Lemma 4.3. Assume the conditions of Proposition 4.2 and suppose that Ω is given the G-Wishart prior W G (δ, I p ) , where the graph G has banding of order
The proof of the above lemma is given in the Section 7. Proposition 4.2 and Lemma 4.3 together lead to the following result for the convergence rate of the Bayes estimators under the G in the L ∞ -operator norm. 
In particular, the Bayes estimators
Remarks on the convergence rates. Observe that the convergence rates of the graphical MLE, the Bayes estimators and the posterior distribution obtained above are the same. The obtained rates can be optimized by choosing k appropriately as in a bias-variance trade-off. The fastest possible rates obtained from the theorems may be summarized for the different decay rates of γ(k) as follows: If the true precision matrix is banded with banding parameter k 0 , then the optimal rate of convergence n −1/2 (log p) 1/2 is obtained by choosing any fixed k ≥ k 0 . When γ(k) decays exponentially, the rate of convergence
can be obtained by choosing k n approximately proportional to log n with some sufficiently large constant of proportionality. If γ(k) decays polynomially with index α as in [3] , we get the consistency rate of (n
. It is to be noted that we have not assumed that the true structure of the precision matrix arises from a graphical model. The graphical model is a convenient tool to generate useful estimators through the maximum likelihood and Bayesian approach, but the graphical model itself may be a misspecified model. Further, it can be inspected from the proof of the theorems that the Gaussianity assumption on true distribution of the observations is not essential, although the graphical model assumes Gaussianity to generate estimators. The Gaussianity assumption is used to control certain probabilities by applying the probability inequality Lemma A.3 of [3] . However, it was also observed by [3] that one only requires bounds on the moment generating function of X 2 i , i = 1, . . . , p. In particular, any thinner tailed distribution, such as one with a bounded support, will allow the arguments to go through.
Estimation using a reference prior
A reference prior for the covariance matrix Σ, obtained in [25] , can also be used to induce a prior on Ω. This corresponds to an improper W P G (α, β, 0) distribution for 
By Corollary 4.1 in [25] , the posterior mean Ω R of the precision matrix is given by
Similar to the conclusion of Lemma 4.3, using the reference prior, the L ∞ -operator norm of the difference between the Bayes estimator Ω R and the graphical MLE Ω M satisfies
A sketch of the proof is given in Section 7.
Estimation of banding parameter
In this section, we propose a method of selecting the banding parameter k of the graphical model using the marginal posterior probabilities of the graph induced by banding D) for Ω, the density is given by
where D is a symmetric positive definite matrix and
is the normalizing constant, which is finite for δ > 2. The posterior is given by W G (δ + n, D + nS). Thus we can get the marginal likelihood for G as
For a complete graph G, [23] showed that
where for a > (p − 1)/2, Γ p (a) = π
2 ) and Γ(·) denotes the gamma function. Roverato [28] showed that for a decomposable graph G,
where {C 1 , . . . , C r } and {S 2 , . . . , S r } denote the set of cliques and separators respectively corresponding to G. In our case, the model which is fit has a banded structure of the precision matrix. We denote the graphical model induced by banding parameter k by G k . Let ρ k be a prior on the graph with banding parameter k. Then the corresponding posterior probability of G k is given by
where
Let the cliques and separators be respectively denoted by C k j = {j, j + 1, . . . , j + k}, j = 1, . . . , p − k, and S k j = {j, j + 1, . . . , j + k − 1}, j = 2, . . . , p − k. Note that the sub-graphs corresponding to the cliques and separators are complete, with respective dimensions k + 1 and k, and r = p − k. Therefore (5.4) and (5.5) together lead to
Now, with the choice D = I p used in the prior W G (δ, I), (5.7) gives
Substituting this expression in (5.6), we get an explicit expression for the posterior distribution of G k . A natural method of selecting k is to consider the posterior mode. In the next section, we investigate the performance of the posterior mode of G k through a simulation study.
Numerical results
We check the performance of the Bayes estimators of the precision matrix and compare with the graphical MLE and the banded estimator as proposed in [3] .
Data is simulated from N p (0, Σ), assuming specific structures of the covariance Σ or the precision Ω. For all simulations, we compute the L ∞ -operator norm, L 2 -operator norm, L 2 norm and L ∞ norm of the difference between the estimate and the true parameter for sample sizes n = 100, 200, 500 and p = 50, 100, 200, 500, representing cases like p < n, p ∼ n, p > n and p n. We simulate 100 replications in each cases. Some of the simulation models are the same as those in [3] .
Example 6.1 (Autoregressive process: AR(1) covariance structure). Let the true covariance matrix have entries given by
with ρ = 0.3 in our simulation experiment. The precision matrix is banded in this case, with banding parameter 1. This is the precision matrix corresponding to an AR(4) process.
Example 6.3 (Long range dependence). We consider a fractional Gaussian
Noise process, that is, the increment process of fractional Brownian motion. The elements of the true covariance matrix are given by
where H ∈ [0.5, 1] is the Hurst parameter. We take H = 0.7 in the simulation example. This precision matrix does not fall in the polynomial smoothness class used in the theorems. We include this example in the simulation study to check how the proposed method is performing when the assumptions of the theorems are not met. Tables 1 − 3 show the simulation results for the different scenarios and compares the performance of the Bayes estimators with the graphical MLE and the banded estimator obtained in [3] based on a modified Cholesky decomposition. The banding parameter k is chosen using the bandwidth estimation method discussed in Section 5. Figure 2 shows the log-posterior probabilities of the graphs corresponding to banding parameter k for prior probability of G k to be ρ k ∝ exp(−k 4 ).
Proofs
In this section we provide the proofs of the theorems and lemmas stated in Section 4. Proofs of these results will require some additional lemmas and propositions, which we include in the Appendix.
Proof of Proposition 4.2. The L ∞ -operator norm of the difference between the graphical MLE Ω M and the true precision matrix Ω 0 can be written as As shown in [18] , in a graphical model
Hence the first term can be written as
.
Let us first bound the first term. Using the fact that there are only (2k + 1) terms in above expressions inside the norms which have a given row non-zero, it follows that
where the subscript (l, l ) on the matrices above stand for their respective (l, l )th entries. Using the multiplicative inequality AB ≤ A B of operator norms, we have
By the assumption on the class of matrices, Σ
is bounded by K 2 . From Lemma A.3,
for |t| < m 2 for some constants M 2 , m 2 , m 2 > 0. We choose t = Ak(n −1 log p) 1/2 for some sufficiently large A to get the bound
By a similar argument, we can establish
Therefore, in view of the assumption Ω 0 − B k (Ω 0 ) (∞,∞) ≤ γ(k), we obtain the result.
Proof of Lemma 4.3. We will first prove the result for
Now, (7.6) above is
, which is bounded by a multiple of
In view of Lemma A.3, we have that for some M 3 , M 3 , m 3 > 0,
which converges to zero if k 2 (log p)/n → 0. This leads to the estimate
For (7.7), we observe that
and that
. Now under k 2 (log p)/n → 0, an application of Lemma A.3 leads to the bound O P (k 3/2 /n) for (7.7). A similar argument gives rise to the same O P (k 3/2 /n) bound for (7.8). Finally to consider (7.9). As argued in bounding (7.6), we have that
under the assumption k 2 (log p)/n → 0 by another application of Lemma A.3. Proof of Theorem 4.1. The posterior distribution of the precision matrix Ω given the data X is a G-Wishart distribution W G (δ + n, I p + nS). We can write Ω as
The submatrix Σ Cj for any clique C j has a inverse Wishart distribution with parameters δ + n and scale matrix (
Cj has a Wishart distribution induced by the corresponding inverse Wishart distribution. In particular, if i ∈ C j , then τ −1 in w ii has chi-square distribution with (δ + n) degrees of freedom, where τ in is the (i, i)th entry of ((I + S Cj ) −1 ) 0 . Fix a clique C = C j and define T n = diag(w ii : i ∈ C). For i, j ∈ C, let w * ij = w ij / √ τ in τ jn and W * C = ((w * ij : i, j ∈ C)). Then W * C given X has a Wishart distribution with parameters δ + n and scale matrix T −1/2 n (I k+1 + nS C )T −1/2 n . We first note that max i τ in = O P (n −1 ). To see this, observe that (
in view of Lemma A.3. On the other hand, from Lemma A.2, it follows that max C S C (2,2) = O P (1), so with probability tending to one, S C ≤ LI C , and hence (I + nS) for some constants M 4 , m 4 , m 4 > 0 depending on 0 only. Now, as a G-Wishart prior gives rise to a k-banded structure, as arguing in the bounding of (7.6) and using (7.12), we have that, for some M 5 , m 5 The reduction in the number of terms in the rows from p to (2k + 1) arises due to the fact that the G-Wishart posterior preserves the banded structure of the precision matrix. Choosing t = A(n −1 log p) Proof of (4.6). In our scenario, the Bayes estimator under the reference prior is given by the expression .
The rest of the proof proceeds as in Lemma 4.3.
Appendix A: Proofs of auxiliary results
In this section we give proofs of some lemmas we have used in the paper, which are of some general interest. The first lemma deals with the various equivalence conditions for matrix norms and is easily found in standard textbooks. 
