A Novel Method for Estimation of Dynamic OD Flow  by Ying, Li et al.
 Procedia Engineering  137 ( 2016 )  94 – 102 
1877-7058 © 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
Peer-review under responsibility of the Department of Transportation Engineering, Beijing Institute of Technology
doi: 10.1016/j.proeng.2016.01.238 
ScienceDirect
Available online at www.sciencedirect.com
GITSS2015 
A Novel Method for Estimation of Dynamic OD Flow 
Li Yinga, Jiang Zhub, Wang Huiyanb,*, Lei Zhenyuc 
a. School of Computer and Software Engineering, Xihua University, Chengdu 610039, China; 
b. School of Energy and Power Engineering, Xihua University, Chengdu, 610039, China; 
c. Institute of Rail Transit, Tongji University, China, Shanghai, 201804, China. 
Abstract 
To more accurately describe the evolution process of traffic flow, a novel method was proposed on the basis of the polynomial 
trend model and the Kalman filtering theory in the paper. The state variables were defined as the deviations of the actual OD flow 
from the historical values. These deviations were presented as a stochastic evolution process with a sliding trend. Furthermore, 
the dynamic OD matrix was estimated and predicated by establishing a polynomial trend filtering model. A large number of 
simulation results prove that the performance of the algorithm proposed in this paper is better than the traditional method, and 
this algorithm can acquire more accurate estimation and prediction information for OD matrix. 
© 2016 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the Department of Transportation Engineering, Beijing Institute of Technology. 
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1. Introduction 
The Intelligent Transportation System (ITS) is the best way to solve the ground traffic problems [1]. Dynamic 
and self-adaptive traffic management and control are the goals of ITS research and application [2]. The changing of 
demand and supply, and the interaction between them are eventually reflected the dynamic changes of the traffic 
flow in the network [3]. The estimation and prediction of dynamic traffic demand have always been the research 
focus of ITS, and OD matrix has always been studied in emphasis by researchers. It reflects the basic traffic demand 
in the road network [4]. In the past, the OD matrix was obtained through a large number of statistic traffic surveys. 
However, the result of the statistical survey is only the static OD matrix in the research area. To overcome this 
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defect, researchers proposed many methods. One of the most commonly used methods is the prediction of unknown 
OD matrix by some priori information (such as historical OD matrix) and the observed traffic flow. Firstly, the auto-
regression (AR) model was used by researchers to estimate and predict OD matrix. Then, Okutani and Stephanedes 
[5, 6] proposed the using of Kalman filtering model to estimate and predict the traffic demand, where the testing 
data are generated by the stochastic stacking of historical data. Furthermore, Ashok and Ben-Akiva [7, 9] viewed the 
deviation between OD demand and historical average value as an AR process, and then estimated and predicted the 
real-time OD demand by using the Kalman filtering. As known to all, AR model is suitable to describe the static 
stochastic process with constant average value and variance. However, the demand deviation cannot meet the static 
hypothesis for AR process when the demand changes. The non-static condition will negatively affect the entire 
prediction effect. Besides, the high order AR model requires offline calibration of autocorrelation factor, and the 
corresponding dimension expanding method is detrimental to real-time computation, which goes against the real-
time control of large scale traffic networks. 
 Based on the above analyses, the dynamic OD matrix is estimated by taking the difference between the 
estimating OD flow and the historical value as the state vector in the paper. The using of this method is based on 
two reasons. The first one is that most of the wave information of OD matrix with space and time is contained in the 
estimation process of historical OD matrix, and the estimated values include a lot of factors which will affect the 
decision of travelers. This information must be included in the estimation process of dynamic OD so that the 
evolution process of dynamic traffic flow can be more accurately depicted, and the introduction of deviation is the 
most direct and the simplest method [8]. The second one is that the variables shall satisfy the standard normal 
distribution to obtain the optimal unbiased estimation. The distribution of deviations of OD flow is symmetry, which 
can easily meet the conditions of normal distribution. However, the probability distribution curve of OD flow is 
asymmetric. Therefore, the deviation between the estimating OD flow and the historical OD flow is defined as a 
stochastic evaluation process with a sliding trend. A polynomial trend filtering model is established to estimate and 
predict the dynamic OD matrix on the basis of the Kalman filtering theory.  
During the estimation and prediction of real-time OD matrix, the state variables are defined as the deviation 
between the actual OD flow and its historical value to improve the precision, then, this deviation is defined as a 
stochastic evolution process with a sliding trend in this paper. Besides, a polynomial trend filtering model is 
established on the basis of the Kalman filtering theory. Finally, a highway network quite similar to an actual one is 
built as the simulation subject. The simulation results show that the algorithm of real-time OD matrix proposed in 
this paper has a higher estimation precision and a better prediction effect compared with the methods of K.Ashok. 
2. Modeling 
The traffic network is defined as a directed graph (N, L), where N and L are respectively the sets of nodes and 
directed arcs (sections) [9]. NNPr u  is OD pair, and ODnP  . OD
n
h Rx is the OD flow to be estimated, 
where element xrh (r =1,2,…nOD) is the travel variable of OD pair r that leaves the starting point within the time 
period h; accordingly, Hhx is the historical value or priori value within the time period h, and the deviation of OD 
flow is defined as: 
H
h h ha = x - x   (1) 
ln
h Ry is the detection value of traffic flow in a road section within the time period h, nl is the number of road 
sections installed with flow detecting devices. Based on the above definitions, the state equation and measurement 
equation are defined as follows. 
2.1. Ashok’s Methods  
h
p
h 1 h 1 p h 1
p h 1 q'
  
  
 ¦Į f Į w (2) 
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Where, ph 1f  is the regression coefficient matrix of nOD* nOD, which reflects the impact of Įp to Įh+1; q’ is the order 
of the regression equation; wh+1 is the system noise, which satisfies E(wh+1)=0,  Th l h hlE(w w )= Q G , where Qh is the 
covariance matrix of nOD* nOD, 1|   lhhlG , and 0|  zlhhlG . 
h
p
h h p h
p h s' 
 ¦y a x v  (3)
Where, pha  is the traffic assignment matrix of nl* nOD, which defines the dynamic mapping relationship between 
the OD flow vector xp within the time period p and observation vector of road traffic flow within the time period h; 
s’ is the maximum number of travel periods required by any OD pair in the traffic network; vh is the measurement 
noise, which is unrelated to the system noise wh+1, but satisfies E(vh)=0, hlh
T
lhE GRvv  )( , where Rh is the 
covariance matrix of nl* nl. The deviation form of equation (3) is as follows: 
h
p
h h p h
p h s' 
 ¦įy a Į v  (4) 
Where, 
h
H p H
h h h h h p
p h s' 
    ¦įy y y y a x . 
Equations (1) and (4) constitute the estimated state space model of the dynamic OD flow in the method of Ashok 
[8]. 
2.2. Polynomial Trend Filtering Model 
2.2.1 State Equation 
Assuming 2.1, the deviation of OD flow within the time period ]h  can be described as a polynomial with 
1O  orders.  
2
0 1 2
p
h pb b b b b
O
9 OD ] ] ] ]          (5)
Where, O  is the maximum order of the polynomial model [10]. 
The Taylor expansion of Įh+ ] is: 
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Comparing formulas (5) and (6), we can conclude that: 
1
, 1 , 1
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k k k k k k k k k

  K P H (H P H V ) (7) 
In summary, the p-order polynomial form of the deviation is: 
'
'
'
( p p )
( p ) ( p )
h h'
p p ( p p )!
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¦Į Į (8) 
Assuming 2.2, from time k to time k+1, the OD deviation within the two adjacent periods can be considered into 
a stochastic variation: 
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Where, the travel time is h=kg, and g is the length of time between the two time points; Ȧh is the noise vector 
which satisfy E(Ȧh)=0, Th l h hiE(w w )= Q d and Qh is the covariance matrix of nOD*nOD, and 1|   lhhlG , 0|  zlhhlG . 
The third-order polynomial model is taken as an example of the entire traffic network. During the travel time 
h=kg of vehicles, the state vector is defined as: 
[ ]
od od od
' '' T
k ( N ,k ) ( N ,k ) ( N ,k ), , Z Į Į Į
The state transition matrix is defined as: 
1 2( , , , )odNk k k kDiag A A A A
Where, 
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The noise vector is defined as: 
od od od
' T
k ( N ,k ) ( N ,k ), ( N ,k ) 
''Ȧ [Ȧ ,Ȧ ,Ȧ ]
So the state equation can be defined as: 
k 1 k k k  Z A Z Ȧ (11) 
Where, ~ [ , ]k kN 0Ȧ W . 
2.2.2. Measurement Equation 
'
h
s
h h s h
s h s 
 ¦c a x v  (12)
Where, 
s
ha  is the traffic assignment matrix of nl*nOD, which defines the dynamic mapping relationship between the OD 
flow vector xs within the time period s and the road traffic observation vector within the time period h; 
s’ is the maximum number of travel time required by any OD pair in the traffic network;  
vh is the measurement noise which is unrelated to the system noise wh+1, and E(vh)=0, ( )Th l h hlE G v v R , where 
Rh is the covariance matrix of nl*nl.  
According to formula (1) and (8), the above equation can be expanded within the time period h=kg: 
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Then the Kalman filtering measurement equation is: 
k k k k Y H Z v  (14) 
Where, the elements of the measurement matrix are: 
'
h
s H
h h h s
s h s 
  ¦y c a x  (15)
Hk is the matrix of nl*nOD (O +1), the element p in this matrix is: 
'
( p )h
s
p h
s h s
s
p! 
§ ·
 u¨ ¸
© ¹
¦H a (16)
2.2.3 Algorithm Solving 
Equations (11) and (14) constitute a standard discrete-time linear Kalman filtering model. It is assumed that the 
average value of system initial state Z0 is 0Z , and the variance is E0. Obviously, z0, z-1, z-2,…, z-s included in Z0 and 
their priori values are also known. Assuming the measurement noise covariance matrix Rh is a block diagonal matrix, 
it has the following form˖ 
1
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Where, the orders of rhhh ,,, RRR "
21  respectively are m1, m2,…, mr, m1+m2+ … +mr=nl. The measurement 
equation (14) can be rewritten as: 
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According to Kalman filtering theory [11, 12], the time update equations is: 
, 1 1, 1
ˆ ˆ
k k k k k   Z A Z   (19) 
, 1 1, 1 1
T
k k k k k k k   P A P A W   (20) 
Where, P0=E0, and the measurement update equation is: 
T T 1
k k ,k 1 k k k ,k 1 k k

  K P H (H P H V )   (21) 
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k ,k k ,k 1 k k k k ,k 1
ˆ ˆ ˆ
   Z Z K (Y H Z )  (22) 
k ,k k k k ,k 1 P (I K H )P   (23) 
Where, ,0 1 1, 1
ˆ
k k k k   

Z A Z , 00,0
ˆ  Z Z , ,0 , 1k k k K K . 
Where, h=1, 2, …, N; ,ˆ k kZ  and , 1ˆ k kZ  are respectively the filtered value and the one step prediction value of state 
Zk; Pk,k and Pk,k-1 are respectively the covariance matrix of ,ˆ k kZ  and , 1ˆ k kZ . The sum of the corresponding 
historical OD flow and the filtering value is the estimated OD flow. Comparing with conventional Kalman filtering 
algorithm [13], the new algorithm reduces the order of matrix which shall be inversed when (21) is used to calculate 
the filtering gain matrix. 
In the above filtering algorithm, the deviation vector kĮ  of OD flow will be filtered for s'+1 times. Each filtering 
value is constituted of elements of the expanded state vector: Zi(i=k, k+1, …, k+s’), and the sequence number of 
these elements are 1~nOD, …, s’nOD~(s’+1)nOD. Since the s'+1th filtering uses most of the information, it has the 
minimum variance. It can be used as the final estimated value of kĮ  in non real-time estimation. 
The h-step prediction formula of OD flow vector is: 
, ,
ˆ ˆ( )hk h k k k k  ǽ A Z  (24)
Similarly, the sum of the corresponding historical OD flow vector and the k-step prediction value is the predicted 
k-step OD flow vector. 
3. Simulation Results 
3.1. Road Network Structure 
A highway network as in Fig. 1 was studied in this paper. There are nine road sections in transverse, which are all 
one-way four-lane roads with the length of 600 meters. The longitudinal direction is entry and exit ramps, which are 
of single lane with the length of 200 meters. Detectors are installed on the entrance of the main road and the 
entrance of ramps. It can be seen that there is only one effective patch between each OD pair.  
Fig. 2 shows the estimation results of No.5 OD pair with lager traffic flows. Fig. 2 (a) and (b) are the estiamtion 
results by using the polynomial trend filtering model; Fig. 2 (c) and (d) are the estimation results by using the 
method of Ashok. The results of Fig. 2 show that the proposed polynomial trend filtering model in the paper can 
obtain higher estimation accuracy than that of Ashok, and the precision of OD estimation algorithm is slightly 
affected by historical data. The simulation results also show that the proposed filtering algorithm has good 
robustness for the fluctuation of historical OD matrix data, and thus the requirement for the quality of priori OD 
matrix is low.   
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 
        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Fig. 1 Highway network 
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Fig. 2 Estimation results of No.5 OD pair: (a) Estimation results of polynomial trend filtering algorithm; (b) Relative error of polynomial trend 
filtering algorithm; (c) Estimation results of Ashok method; (d) Relative error of Ashok method 
3.2. One-step Prediction Results  
Fig. 3 shows the one-step prediction results of the No.5 OD pairs. The simulation results show that the estimation 
precision of the polynomial trend filtering algorithm is higher than that of the Ashok method. 
3.3 Two-step Prediction Results  
Fig. 4 shows the two-step prediction results of NO.5 OD pairs. For OD pairs with larger traffic flows, the 
accuracy of the two-step prediction is usually higher. The simulation results show that the two-step prediction 
accuracy of the Ashok method is lower than that of the historical OD flow, because the Ashok method does not have 
online identificaiton of the regression coefficient matrix, and it has lost the significance of OD flow prediction. The 
polynomial trend filtering algorithm proposed in this paper is suitable for the prediction of OD flow within a short 
period, but its effect in long period prediction is not obvious. 
4. Conclusions 
Dynamic OD matrix depicts the time-varying traffic demand, and it is a very important basis for traffic network 
planning and traffic management. The OD matrix estimation has a basic character that the number of OD pairs is far 
more than that of road sections in the network for large and medium traffic networks. So, the indirect estimation of 
OD matrix by measuring the traffic flow on the observed road sections usually cannot obtain a unique value. The 
common method used to supplement the insufficient measurement data is providing some priori information such as 
the historical OD matrix. In order to improve the estimation and prediction precision of real-time OD matrix, the 
state variables are defined as deviations of the actual OD flow from the historical values, and these deviations are 
presented as a stochastic evolution process with a sliding trend. Based on the Kalman filtering theory, a polynomial 
trend filtering model is established. Finally, a highway network quite similar to an actual one is built as the 
simulation subject. The simulation results show that the precision of the estimation algorithm of real-time dynamic 
OD matrix is better than the K.Ashok method, especially the prediction effect. 
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Fig. 3 One-step prediction results of the No.5 OD flow: (a) Estimation results of polynomial trend filtering algorithm; (b) Relative error of 
polynomial  trend filtering algorithm; (c) Estimation results of the Ashok method;  (d) Relative error of the Ashok method 
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Fig. 4 Two-step prediction results of the No.5 OD flow : (a) Estimation results of polynomial trend filtering algorithm; (b) Relative error of 
polynomial trend filtering algorithm; (c) Estimation results of the Ashok method; (d) Relative error of the Ashok method 
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