Abstract. Quillen's localization theorem is well known as a fundamental theorem in the study of algebraic K-theory. In this paper, we present its arithmetic analogue for the equivariant K-theory of arithmetic schemes, which are endowed with an action of certain diagonalisable group scheme. This equivariant arithmetic K-theory is defined by means of a natural extension of Burgos-Wang's simplicial description of Beilinson's regulator map to the equivariant case. As a byproduct of this work, we give an analytic refinement of the Riemann-Roch theorem for higher equivariant algebraic K-theory. And as an application, we prove a higher arithmetic concentration theorem which generalizes Thomason's corresponding result in purely algebraic case to the context of Arakelov geometry. 
Introduction
Higher algebraic K-theory has been constructed for any exact category E. By means of Quillen's Q-construction, the m-th algebraic K-group of E is defined as the (m + 1)-th homotopy group of the classifying space of QE, i.e. K m (E) := π m+1 (BQE).
Specifying the case of algebraic K-theory of schemes, let X be a scheme (which means a noetherian, separated scheme of finite type over an affine noetherian scheme), we denote by M(X) (resp. P(X)) the exact category of coherent sheaves (resp. locally free sheaves of finite rank) on X. Then the algebraic G-groups (resp. K-groups) of X are defined to be G m (X) := K m (M(X)) resp. K m (X) := K m (P(X)) .
Such groups G m (X) and K m (X) contain abundant information about X. For instance, the motivic cohomology deduced from the Adams operations on K m (X) can be viewed as some universal cohomology theory and it provides a method to define the intersection product of algebraic cycles whence X is regular.
To study the properties of algebraic K-theory of schemes, Quillen's localization theorem is useful and elementary. Combined with the theorem Dévissage (also due to Quillen), it usually appears as the following form: Theorem 1.1. Let X be a scheme, Y ⊂ X a closed subscheme and U = X \ Y its complement. Then there is a long exact sequence of G-groups
If X and Y are both regular, the algebraic G-groups and K-groups are isomorphic, so we have a long exact sequence
which has more uses. Now, denote by µ n the diagonalisable group scheme associated to an acyclic group of order n, and let X be a scheme endowed with an action of µ n , we may consider the exact category of all coherent or all locally free coherent sheaves on X which admit compatible µ n -structures. Then Quillen's Q-construction leads to a definition of equivariant algebraic K-theory G * (X, µ n ) and K * (X, µ n ). This equivariant K-theory has been systematically studied by R. Thomason in [Th1] , it has most of the same properties with the algebraic K-theory of schemes in the non-equivariant case. In particular, we have the localization theorem: Theorem 1.2. Let X be a regular scheme endowed with a µ n -action, Y ⊂ X a regular equivariant closed subscheme and U = X \ Y its complement. Then there is a long exact sequence of equivariant K-groups ending with · · · → K 1 (Y, µ n ) → K 1 (X, µ n ) → K 1 (U, µ n ).
The difficulty to the formulation and the proof of Theorem 1.3 is that there is no evident exact functor from P(Y ) to P(X) which connects corresponding K-theory spaces. Our strategy is to construct a middle-bridge, the equivariant arithmetic K-theory with supports K Y,m (X, µ n ), so that Theorem 1.3 follows from a long exact sequence
together with an arithmetic purity theorem
As a byproduct of the arithmetic purity theorem, we shall obtain an equivariant generalization of Gillet's Riemann-Roch theorem for closed immersions. Moreover, combing with a naive imitation of Roessler's analytic proof of Gillet's Riemann-Roch theorem for compact fibrations (cf. [Roe] ), we get an analytic refinement of the Riemann-Roch theorem for higher equivariant K-theory in case of projective morphisms. Such an analytic refinement allows us to extend the Lefschetz trace formula to the higher algebraic K-theory. Another proof of this Lefschetz trace formula is given by Köck in [Ko] .
The motivation of our work in this paper is that we want to prove an arithmetic concentration theorem which generalizes Thomason's corresponding results (cf. [Th2] ) to the context of Arakelov geometry. This theorem states that, after a suitable localization, the equivariant arithmetic K-group K m (X µn , µ n ) ρ is isomorphic to K m (X, µ n ) ρ . Such a statement is considered the foundation of a proof of the higher arithmetic Lefschetz-Riemann-Roch theorem, as the 0-degree case settled by the author in [T1] . Further details should be discussed in other papers.
Finally, we remark that Takeda provided in [Ta] another way to define the higher arithmetic K-theory for proper arithmetic schemes, which also admits a natural generalization to the equivariant case. Nevertheless, we don't deal with the possible localization theorem for Takeda's arithmetic K-groups in this paper.
The structure of this paper is as follows. In Section 2, we construct the equivariant higher arithmetic K-groups following Soulé and Deligne, as an opportunity, we recall Burgos-Wang's higher Bott-Chern forms and the simplicial description of the regulator maps. In Section 3, we introduce the arithmetic K-theory with supports, the Chern character maps with supports and deduce the long exact sequence (1). In Section 4, we state and prove the arithmetic purity theorem, which fulfills the proof of Theorem 1.3. In the last section, Section 5, we give a proof of the arithmetic concentration theorem as an application.
Equivariant higher arithmetic K-groups 2.1 Deligne-Beilinson cohomology and Deligne homology
The real Deligne-Beilinson cohomology roughly measures how the natural real structure on the singular cohomology is behaved with respect to the Hodge filtration. It is the target receiving Beilinson's regulator map and plays a main role in Beilinson's formulation of a series of deep conjectures on the special values of L-functions of algebraic varieties. In this subsection, we recall the definition and some properties of the real Deligne-Beilinson cohomology for smooth, not necessarily proper algebraic varieties over C. We also recall its homological counterpart, the Deligne homology, and corresponding Poincaré duality. The main references for this subsection are [Bu1] and [BKK] .
Let X be a smooth algebraic variety over C, according to the GAGA principle, we shall not distinguish X with the associated complex analytic space X(C). Let I be the category of all smooth compactifications of X. The objects in I are pairs ( X α , ı α ) where X α is a smooth proper variety with immersion ı α : X ֒→ X α and D α := X α \ ı α (X) is a normal crossing divisor. The morphisms in I are maps f : X α → X β such that f • ı α = ı β . It can be shown that the opposed category I • is directed.
Definition 2.1. The complex of differential forms on X with logarithmic singularities along infinity is E * log (X) := lim
where E *
Xα
(log D α ) stands for the complex of differential forms on X α with logarithmic singularities along D α (for details, see [Bu1] ).
Let E * X be the complex of smooth differential forms on X, then E * log (X) is a subcomplex of E * X . Moreover, E * log (X) admits a Hodge filtration
induced by the natural bigrading E * log (X) = ⊕E p,q log (X), and all the morphisms
are filtered quasi-isomorphisms.
Let us write
where E * log,R (X, p) := (2πi) p E * log,R (X) with E * log,R (X) the subcomplex of E * log (X) consisting of real forms, u(a, b) = b − a, and s(·) is the simple complex associated to a morphism of complexes i.e. s(·) = cone(·)[−1] which is the mapping cone shifted by 1. The differential of the complex D * (X, p) will be denoted by d D .
The real Deligne-Beilinson cohomology of X is
There is a simpler complex that can be used to compute the real Deligne-Beilinson cohomology, this complex allows us to represent a class in the real Deligne-Beilinson cohomology by a single differential form. We summarize the main results we need as follows and refer to [Bu1, Section 2] for the general theory of Dolbeault complex and the associated Deligne-Beilinson complex.
Firstly, for an element x in E n log (X) = p+q=n E p,q log (X), we define
On the other hand, the isomorphism
, and the projection π p : E * log (X) → E * log,R (X, p) is given by
Then we set π(x) := π p−1 (F n−p+1,n−p+1 x).
Moreover ψφ = Id and φψ − Id = dh + hd, where h :
(ii). The natural morphism H * (D * (X, p)) → H * (E * log,R (X, p)) is induced by the morphism of complexes r p :
Proof. This is [Bu1, Theorem 2.6].
Corollary 2.3. Let X be a smooth algebraic variety over C, then
We shall write D * (X, p) := D * (E log (X), p) for short.
Remark 2.4. (i). The real Deligne-Beilinson cohomology of X at degrees 2p and 2p − 1 are given by
and
(ii). Replace E * log (X) by E * X , one gets a complex D * (E X , p) whose cohomology is called the analytic Deligne cohomology of X. When X is proper, it is isomorphic to the real DeligneBeilinson cohomology.
(iii). Let x ∈ D n (E log (X), p) and y ∈ D m (E log (X), q), we write l = n + m and r = p + q. Then
induces an associative and commutative product in the real Deligne-Beilinson cohomology which coincides with the product defined by Beilinson. Moreover, if x ∈ D 2p (E log (X), p) is a cocycle, then for all y, z we have
Now we turn to Deligne homology, the homological counterpart of the Deligne-Beilinson cohomology. In general, Deligne homology is defined by means of currents and smooth singular chains (cf. [Ja] ). However, in the case we are only interested in, we don't need to use singular chains. We suppose that X is a smooth proper algebraic variety of dimension d over C.
Denote by ′ E n X the space of currents of degree n on X. By definition, ′ E n X is the continuous dual of E −n X with respect to the Schwartz topology. We may define a differential d :
to make ′ E * X a complex of vector spaces. The real structure and the bigrading of E * X induce a real structure and a bigrading of ′ E * X . There are two typical examples of currents that we shall use frequently.
Example 2.5. (i). Let i : Y ֒→ X be a k-dimensional subvariety of X, there is a −2k-degree current δ Y introduced by Lelong (cf. [Le] ) which is given by
where Y ns is the non-singular locus of
(ii). There is a morphism of complexes
, where [ω] is the current associated to a smooth form which is defined by
Definition 2.6. Let X be a smooth proper alegbraic variety over C, the real Deligne homology groups of X are ′ H
We usually write H
The real Deligne-Beilinson cohomology groups and the real Deligne homology groups form a twisted Poincaré duality theory in the sense of Bloch-Ogus (cf. [BO] ).
Theorem 2.7. (Poincaré Duality) Let X be a smooth proper alegbraic variety of dimension d over C, then the morphism of complexes
Proof. This is [BKK, Corollary 5.40] .
Equivariant higher Bott-Chern forms
In this subsection, we introduce the higher Bott-Chern forms associated to exact n-cubes in the category of equivariant hermitian vector bundles. This generalizes the theory of equivariant Chern-Weil forms to an iterated version, in the sense that degree n forms measure the lack of additivity of degree n − 1 forms. Hence one obtains a delooping theory of equivariant Chern character for higher K-theory, as Schechtman suggested in [Sch] . Although the concept of equivariant higher Bott-Chern form is new, its construction is essentially the same as the nonequivariant case. So we refer to Burgos-Wang's original paper [BW] for all details we omit.
Let < −1, 0, 1 > n be the n-th power of the ordered set < −1, 0, 1 >, it is naturally partially ordered by the relation ≤ with law (i 1 , . . . , i n ) ≤ (j 1 , . . . , j n ) if i 1 ≤ j 1 , . . . , i n ≤ j n . Then < −1, 0, 1 > n can be viewed as a category whose objects are (i 1 , . . . , i n ) with i k ∈< −1, 0, 1 > and the set of morphisms from (i 1 , . . . , i n ) to (j 1 , . . . , j n ) contains one element if (i 1 , . . . , i n ) ≤ (j 1 , . . . , j n ) and is empty otherwise. Now, for an exact category U , an n-cube in U is a functor
is called an edge of F.
Definition 2.8. An n-cube F in an exact category is said to be exact if all edges of F are short exact sequences.
From now on, all cubes we mention are exact, so we just write cubes instead of exact cubes for short. Still let U be an exact category, we denote by C n U the set of all n-cubes in U , then ∂ j i induces a map from C n U to C n−1 U .
Let F be an n-cube in U . For 1 ≤ i ≤ n + 1, we denote by
i F and hence maps
The cubes in the image of S j i are said to be degenerate. Denote by ZC n U the free abelian group generated by C n U and by D n the subgroup of ZC n U generated by all degenerate n-cubes.
Let X be a smooth algebraic variety over C with trivial µ n -action, a µ n -equivariant vector bundle on X splits into a direct sum of its eigenbundles. So if we fix a primitive n-th root of unity ζ n , every µ n -equivariant vector bundle on X can be written as E = ⊕ n k=1 E k where the action of µ n on E k is multiplication by ζ k n . Recall that a hermitian metric h on E is said to be smooth at infinity if there exists a smooth compactification X of X and a vector bundle E on X with smooth metric h such that ( E, h) | X is isometric to (E, h).
Proposition 2.9. Let X be a smooth algebraic variety over C with trivial µ n -action. Then any µ n -equivariant vector bundle E on X admits a µ n -invariant smooth at infinity hermitian metric.
Proof. Let X → X ′ be any smooth compactification of X. Then for every 1 ≤ k ≤ n there is a coherent sheaf
According to the proof of [BW, Proposition 2.2] , there is a proper modification ψ : X → X ′ which induces an isomorphism ψ −1 (X) → X and such that E = ψ
is locally free and E | X ∼ = E. Choose arbitrary smooth hermitian
, then ⊕ n k=1 h k | X is smooth at infinity and automatically µ n -invariant.
Denote by P s.a.i (X, µ n ) the exact category of µ n -equivariant vector bundles on X equipped with µ n -invariant smooth at infinity hermitian metrics. Define R n = R if n = 1 and R n = C otherwise. In the rest of this subsection, we focus on the cubes in the category U = P s.a.i (X, µ n ) which are called equivariant hermitian cubes. In particular, we shall construct a morphism of complexes from ZC * U to p≥0 D * (X, p)[2p] Rn , called the equivariant higher Bott-Chern form, where D * (X, p) is a complex computing the real Deligne-Beilinson cohomology of X and ZC * U is the complex associated to the homological complex ZC * U defined by ZC k U = ZC −k U .
Notice that the cartesian product of projective lines (P 1 ) · over any base has a cocubical scheme structure, the coface and codegeneracy maps
With the above notations, the complexes D * (X × (P 1 ) · , p) form a cubical complex with face and degeneracy maps d
We shall write D r,k
and denote by D * , * P (X, p) the associated double complex with differentials
Let us write p 0 : X × (P 1 ) k → X for the projection over the first factor and p i : X × (P 1 ) k → P 1 , i = 1, · · · , k, for the projection over the i-th projective line. Denote by (x : y) the homogeneous coordinates of P 1 . The real function g = log xx + yy xx is defined on the open set P 1 \ {0} with logarithmic singularity at 0. Let ω = ∂∂g ∈ (2πi)E 2 P 1 ,R , then ω is a Kähler form over
we shall write
Definition 2.10. Let D * , * (X, p) be the double complex given by
We define D * (X, p) as the associated simple complex. The differential of this complex will be denoted by d. Notice that this complex is meant to kill the degenerate classes and the classes coming from the projective spaces.
An interesting fact for the complex D * (X, p) is the following result whose proof is a repetition of the proofs of [BW, Proposition 1.2 and Lemma 1.3].
Proposition 2.11. The natural morphism of complexes
is a quasi-isomorphism.
, it is a complex of real vector spaces whose cohomology groups are isomorphic to the real Deligne-Beilinson cohomology groups of X.
Whence X is proper, Burgos and Wang gave in [BW, Section 6] a quasi-inverse of the quasiisomorphism ι : D * (X, p) → D * (X, p) by means of the following Wang forms
and S n stands for the n-th symmetric group.
Actually, for any α ∈ D r (X × (P 1 ) n , p), the expression
provides a quasi-isomorphism of complexes ϕ :
Now, let E be a hermitian k-cube in the category U = P s.a.i (X, µ n ). We firstly assume that E is an emi-cube, that means the metrics on the quotient terms in all edges of E are induced by the metrics on the middle terms (cf. [BW, Definition 3.5] ). In [BW, (3.7) ], Burgos and Wang associated to E a hermitian locally free sheaf tr k (E) on X × (P 1 ) k in an inductive way. This tr k (E) is called the k-transgression bundle of E, let us recall its construction. If k = 1, as an emi-1-cube, E is a short exact sequence
where the metric of E 1 is induced by the metric of E 0 . Then tr 1 (E) is the cokernel with quotient metric of the map
Here σ 0 (resp. σ ∞ ) is the canonical section of the tautological bundle O(1) on P 1 which vanishes only at 0 (resp. ∞), and O (1) is endowed with the Fubini-Study metric. If k > 1, suppose that transgression bundle is defined for k − 1. Let tr 1 (E) be the emi-(k − 1)-cube over X × P 1 given by tr 1 (E) α = tr 1 (∂ α n (E)), then tr k (E) is defined as tr k−1 tr 1 (E) . On the other hand, for any hermitian cube E in the category U = P s.a.i (X, µ n ), there is a unique way to change the metrics on E α for α 0 such that the obtained new hermitian cube is emi (cf. [BW, Proposition 3.6 
where h ′ α is the metric induced by h α 1 ,...,α i−1 ,0,α i+1 ,...,α k . Thus λ 1 i E has the same locally free sheaves as E, but the metrics on the face ∂ 1 i E are induced by the metrics of the face ∂ 0 i E. To define the correct higher Bott-Chern forms, we have to measure the difference between E and
Proposition 2.14. Write ZC * (X, µ n ) := ZC * U and denote by ZC emi * (X, µ n ) the subcomplex of ZC * (X, µ n ) generated by emi-cubes. Then the map λ induces a morphism of complexes
which is the quasi-inverse of the inclusion ZC emi * (X, µ n ) ֒→ ZC * (X, µ n ). Definition 2.15. Let E be a hermitian k-cube in the category U = P s.a.i (X, µ n ), the equivariant higher Bott-Chern form associated to E is defined as
is the equivariant Chern-Weil form associated to an equivariant hermitian vector bundle F = ⊕ n l=1 F l with curvature form K l for F l . Theorem 2.16. The equivariant higher Bott-Chern forms induce a morphism of complexes
which is denoted by ch g .
Higher K-theory and equivariant regulator maps
Let X be a µ n -equivariant arithmetic scheme over an arithmetic ring (D, Σ, F ∞ ), on which the µ n -action is not necessarily trivial. In this subsection, we give the definition of the equivariant higher arithmetic K-groups K m (X, µ n ). As the non-equivariant case, we shall define them to be the homotopy groups of the homotopy fibres of regulator maps.
Firstly, denote X R := (X(C), F ∞ ) the real variety associated to X where X(C) is the analytification of X C which is an algebraic complex manifold and F ∞ is the antiholomorphic involution of X(C) induced by the conjugate-linear involution F ∞ over (D, Σ, F ∞ ). For any sheaf of complex vector spaces V with a real structure over X R , we denote by σ the involution given by
The same notation goes to any subsheaf of abelian groups of V , which is invariant under complex conjugation. According to [BKK, Section 5.3] , there is a complex of (fine) sheaves whose groups of global sections equal D * (X(C), p). Notice that the involution σ respects the real structure and the Hodge filtration, thus σ induces an involution over the complex D * (X(C), p) and hence over
consisting of the fixed elements under σ, we define the real Deligne-Beilinson cohomology of X as H
Since we are working with complex of vector spaces, the functor (·) σ is exact. Then
An analogous definition can be given for the Deligne homology of X whence X is proper over D. Now, recall that P(X, µ n ) denotes the exact category of µ n -equivariant vector bundles on X. Then P(X, µ n ) can be viewed as a Waldhausen category with cofibration sequences are short exact sequences of vector bundles and weak equivalences are isomorphisms of vector bundles. The S-construction of P(X, µ n ) is a simplicial category with cofibrations and weak equivalences wS.P(X, µ n ) :
[n] −→ wS n P(X, µ n ).
Here wS n P(X, µ n ) is a category whose objects are functors
satisfying the property that for every 0 ≤ i ≤ n, A i,i = 0 and that for every triple i ≤ j ≤ k,
is a short exact sequence. Notice that the set Ob(wS n P(X, µ n )) can be identified with the set of injections
Definition 2.17. The equivariant Waldhausen K-theory space of X is the geometric realization of the bisimplicial set N.wS.P(X, µ n ) with base point 0 ∈ S 0 , where N. stands for the nerve of a small category.
The rule [n] → Ob(wS n P(X, µ n )) gives us another simplicial set, which we shall denote by S(X, µ n ). We have the following results.
Theorem 2.18. There are homotopy equivalence maps between geometric realizations of simplicial sets with base points
Therefore for m ≥ 0, we have
Proof. The existence of the second homotopy equivalence is a classic result given by Waldhausen in [Wal, Section 1.9] . A proof of the existence of the first homotopy equivalence can be found in [Sch, (1.2) ].
Let us denote by P(X, µ n ) the exact category of µ n -equivariant hermitian vector bundles on X whose metrics are not necessarily smooth at infinity, and by S(X, µ n ) the simplicial set associated to the Waldhausen S-construction of P(X, µ n ) as above. Observe that the forgetful functor (forget about the metrics) π : P(X, µ n ) → P(X, µ n ) induces an equivalence of categories, so we have
for any m ≥ 0. Similarly, if the µ n -action on X is trivial, we denote by S s.a.i (X, µ n ) the Waldhausen S-construction of P s.a.i (X, µ n ), which is the exact category of µ n -equivariant hermitian vector bundles on X with smooth at infinity metrics, then by Proposition 2.9 we have | S s.a.i (X, µ n ) |≃| S(X, µ n ) |. In other words, there is a homotopy equivalence map
This homotopy equivalence map ϑ is realized by choosing a homotopy inverse of
hence any two of such homotopy equivalences are homotopic. Moreover, notice that a homotopy inverse of | S s.a.i (X, µ n ) |≃| S(X, µ n ) | can be realized via a specifying functor
by choosing hermitian metric for every vector bundle. Thus ϑ can be realized as the geometric realization of a simplicial map
From now on, unless specific declaration, we only consider the homotopy equivalence maps ϑ constructed in such way. An advantage to do this is that any to different choices of the specifying functor G evolve an explicit homotopy between the equivariant higher Bott-Chern forms.
Next, to give the simplicial description of the equivariant regulator maps, let us associated, to each element in S k P s.a.i (X, µ n ), a hermitian (k − 1)-cube, the same as Burgos and Wang did for the non-equivariant case. Firstly, for k = 1, we write
Suppose that the map Cub is defined for all l < k. Let A ∈ S k P s.a.i (X, µ n ), then CubA is the (k − 1)-cube with
* (X, µ n ) be the simplicial abelian group generated by simplicial set S s.a.i (X, µ n ). That is, Z S s.a.i k (X, µ n ) is the free abelian group generated by S k P s.a.i (X, µ n ). We shall write N (Z S s.a.i * (X, µ n )) for the Moore complex associated to Z S s.a.i * (X, µ n ), this is a homological complex with differential d :
Proposition 2.19. The map Cub defined above extends by linearity to a morphism of homological complexes Cub :
Proof. This is [BW, Corollary 4.8] .
Remark 2.20. The Moore complex N (·) associated to a simplicial abelian group actually gives an equivalence between the category of simplicial abelian groups sAb and the category of homological complexes which are zero in negative degrees I + . Its inverse is given by the Dold-Puppe functor K : I + → sAb. Hence, we have a simplicial map
Definition 2.21. Let X be a µ n -equivariant scheme over an arithmetic ring (D, Σ, F ∞ ), and let X µn be the fixed point subscheme with natural inclusion i : X µn ֒→ X. Denote by D 2p− * (X µn , p) the homological complex associated to the complex τ <0 D * (X µn , p)[2p] which is the canonical truncation of D * (X µn , p)[2p] at degree −1. We define two simplicial maps
where i * is the pull-back map induced by i and Hu is the Hurewicz map. The continuous maps induced by ϕ and φ between corresponding geometric realizations of simplicial sets are still denoted by ϕ and φ.
Definition 2.22. Recall that ϑ : | S(X µn , µ n ) |≃| S s.a.i (X µn , µ n ) | denotes a chosen homotopy equivalence which is the geometric realization of a simplicial map
as the composition φ • ϑ • ϕ. It is well-defined up to homotopy.
Next, let us give the definitions of higher equivariant arithmetic K-groups and equivariant regulator maps.
Definition 2.23. Let X be a µ n -equivariant scheme over an arithmetic ring (D, Σ, F ∞ ), and let X µn be the fixed point subscheme. The higher equivariant arithmetic K-groups of X are defined as
and the equivariant regulator maps
are defined as the homomorphisms induced by ch g on the level of homotopy groups.
It is clear that K m (X) is well-defined up to group isomorphism and ch g is independent of the choice of ϑ. Whence n = 1, to give the definition of the higher arithmetic K-groups, one can replace S(X, µ 1 ) by S s.a.i (X, µ 1 ) to avoid choosing an undetermined homotopy inverse, then Definition 2.23 recovers the results given in [BW] for the non-equivariant case, namely
equals the Beilinson's regulator map.
At last, by the definition of the higher equivariant arithmetic K-groups, we have the long exact sequence
Remark 2.24. If X is proper, we may use the complex D * (X µn , p) instead of D * (X µn , p) to define the equivariant higher arithmetic K-groups. In this case, replacing the canonical truncation τ <0 D * (X µn , p)[2p] by the bête truncation σ <0 D * (X µn , p)[2p] , we may extend Definition 2.23 to m = 0 and we have corresponding long exact sequence ending with
Here the K-group K 0 (X, µ n ) agrees (up to a normalization) with the equivariant arithmetic K 0 -group defined in [KR] in the spirit of Gillet-Soulé, and π 1 homotopy fibre of ch g is a subgroup of K 0 (X, µ n ) with cokernel p≥0 D 2p−1 (X µn , R(p))/Ker(∂∂) Rn .
3 Arithmetic K-theory with supports
Let X be a scheme, and let Y be a closed subscheme of X with complement j : U ֒→ X. The algebraic K-groups of X with supports in Y are defined as
so that one may have a long exact sequence
In this section, we shall develop the arithmetic and the equivariant analogue of the above algebraic K-groups with supports. Since we work with simplicial sets and their geometric realizations, we shall focus on the category V of compactly generated spaces with nondegenerate base points. The following theorem will be frequently used in the rest of this paper.
Theorem 3.1. Let f : X → Y be a map in V, we denote by F f the homotopy fibre associated to f . Recall that F f := X × Y P Y , the fibre product with respect to f and the end-point evaluation P Y → Y from the based path space of Y to Y .
(1). Consider the following diagram, in which the right square commutes up to homotopy and the rows are canonical fibre sequence
There exists a map γ such that the middle square commutes and the left square commutes up to homotopy. If the right square commutes strictly, then there is a unique γ = F (α, β) such that both left squares commute; (2). Let f be homotopic to h • g in the following braid of fibre sequences and let j ′′ = ι(g) • Ωπ(h). There are maps j and j ′ such that the diagram commutes up to homotopy, and there is a homotopy equivalence ξ :
If f = h • g, then there are unique maps j and j ′ such that the above diagram commutes, and then ξ can be so chosen that j ′ • ξ = π(j) and j ′′ = ξ • ι(j).
(3). If the maps β : X → X ′ and α : Y → Y ′ in (1) are both weak equivalences, then the induced map γ : F f → F f ′ is also a weak equivalence. If furthermore, X, X ′ , Y and Y ′ are all CW-complexes, then γ : F f → F f ′ is a homotopy equivalence.
Proof. The first part (1) is classic and is summarized in [MP, Lemma 1.2.3] , which is called the fill-in lemma. The second part (2) is [MP, Lemma 1.2.7] , which is called the Verdier lemma. The existences of j and j ′ are guaranteed by (1). These two lemmas actually describe the homotopy category HoV as a "pretriangulated category". The first result in (3) follows from the Five-lemma, and observe that a theorem of Milnor (cf. [Mi] ) implies that the homotopy fibre of an arbitrary map between CW-complexes has the same homotopy type of a CW-complex, the second result in (3) then follows from the Whitehead theorem.
Let X and Y be two µ n -equivariant arithmetic schemes, according to Theorem 3.1. (1), to define a family of group homomorphisms
it is sufficient to give a square
which commutes up to homotopy. Such a square will be denoted by X Y , and notice that the defined homomorphisms between the arithmetic K-groups depend on the choice of the homotopy in X Y . Suppose that f * and f H * are the geometric realizations of simplicial maps. Since we only consider the homotopy equivalence maps ϑ :| S((·) µn , µ n ) |≃| S s.a.i ((·) µn , µ n ) | coming from an exact specifying functor G (·) : P((·) µn , µ n ) → P s.a.i ((·) µn , µ n ) by choosing hermitian metrics for vector bundles, there is a canonical way to decide a simplicial homotopy H X Y for the square X Y . Precisely, let E be a k-cube in P(X µn , µ n ), then
is a hermitian (k + 1)-cube in P(Y µn , µ n ). So we may choose H X Y to be ch g (F ). Such homotopy is called the standard homotopy, and in the rest of this paper we only consider this kind of homotopy. Now let i : Y ֒→ X be a µ n -equivariant closed immersion of µ n -equivariant arithmetic schemes, denote by j : U → X the open immersion with respect to the complement X \ i(Y ).
Consider the following diagram
in which the continuous maps j * and j * H are induced by the pullbacks along j. We fix the standard homotopy H X U with respect to the square X U , then we get a continuous map γ c : F j * → F j * H between homotopy fibres.
Definition 3.2. Let notations and assumptions be as above. The equivariant higher arithmetic K-groups of X with supports in Y , with respect to the standard homotopy H X U , are defined as
and the equivariant regulator maps with supports,
are defined as the homomorphisms induced by γ c on the level of homotopy groups. The same as the equivariant arithmetic K-groups, K Y,m (X, µ n ) is well-defined up to group isomorphisms and ch Y,g is independent of the choices of G X and of G U . Moreover, notice that the left square besides X U is commutative, one gets a family of group homomorphisms
Remark 3.3. For the non-equivariant case i.e. n = 1, one can replace S(X, µ 1 ) and S(U, µ 1 ) by S s.a.i (X, µ 1 ) and by S s.a.i (U, µ 1 ). In this case X U is strictly commutative, hence γ c can be chosen uniquely to define K Y, * (X, µ 1 ) and ch Y,g . Moreover, using the same homotopy H X U , one obtains a continuous map γ j between homotopy fibres of ch g and hence a pull-back morphism
Our main result in this section is the following.
Theorem 3.4. Fix the standard homotopy H X U , the group homomorphism i * :
Hence one has a long exact sequence
Theorem 3.4 is actually a special case of the following result.
Lemma 3.5. Consider the following square in the category V
Suppose that is commutative up to homotopy and fix a homotopy H , we denote by α and β the corresponding maps induced on the homotopy fibres. Then the induced group homomorphism
Proof. Firstly assume that j and g are both fibrations. We construct the following diagram
Write I for the interval [0, 1], then the homotopy H can be explained as a map I × D → B such that H (0) = g • i and H (1) = j • f . Since g is assumed to be a fibration, we may lift H to get a homotopy H :
such that the triangle (θ, p A , f ) commutes and the triangle (θ, p E , i) commutes up to homotopy. Now, p A , p E are also fibrations and we have natural homotopy equivalences F p A ≃ F g and F p E ≃ F j. Moreover, applying Theorem 3.1. (2) to the triangles (θ, p A , f ) and (θ, p E , i), we get homotopy fibre sequences
Since g • H = H , we have that β : F i → F j is equal to the composition F i → F p E ≃ F j. This means we have the following commutative diagram
and hence a weak equivalence µ : F θ → F β. On the other hand, the homotopy H • π(f ) : I × F f → E can be lifted to a homotopy I × F f → F g which connects α : F f → F g and the composition F f → F p A ≃ F g, because π(g) : F g → E is a fibration. Therefore, we obtain a diagram commuting up to homotopy
which induces a weak equivalence ν : F θ → F α. One can readily check that the two weak equivalences µ and ν provide the claimed isomorphism π m (F β) ∼ = π m (F α) for any m ≥ 0.
For general situation, we factor j, g as a homotopy equivalence followed by a fibration and we consider the following diagram
in which s, t are both fibrations and g = s • w, j = t • z. Using again Theorem 3.1 to the commutative triangles (i, w, u), (f, z, v), (w, s, g) and (z, t, j), we get natural weak equivalences
F s and F j ∼w / / F t . These weak equivalences induce commutative diagrams
where µ ′ , ν ′ are also weak equivalences by Theorem 3.1. (3). Then the claimed isomorphism π m (F β) ∼ = π m (F α) follows from the weak equivalences µ ′ , ν ′ and the above arguments for fibration case, so we are done.
4 Arithmetic purity theorem
The statement
As we mentioned in the introduction, for regular scheme X and its regular closed subscheme Y with complement U := X \ Y , there exists a long exact sequence of algebraic K-groups
According to the definition of algebraic K-groups with supports, this exact sequence induces a family of group isomorphisms
and this result is called the algebraic purity theorem. In this section, we shall develop the arithmetic and the equivariant analogue of this purity theorem for µ n -equivariant arithmetic schemes. Firstly in this subsection, we formulate the statement and give the proof of Theorem 1.3 as a consequence. For technical reason, we assume that X is proper.
Let i : Y ֒→ X be a µ n -equivariant closed immersion of regular and proper µ n -equivariant arithmetic schemes over an arithmetic ring (D, Σ, F ∞ ). Denote by U the complement X \ i(Y ) and by j : U ֒→ X the corresponding open immersion. Since X and hence X µn is proper over D, all smooth metrics of hermitian vector bundles on X µn are automatically smooth at infinity, then S(X µn , µ n ) = S s.a.i (X µn , µ n ) and we may choose the homotopy equivalence
as the identity map. The same choice goes to any other proper scheme.
Now, consider the square
We fix the standard homotopy H X U for X U and denote by γ c : F j * → F j * H the induced map defining the arithmetic K-groups of X with supports in Y . Moreover, we fix a µ n -invariant Kähler metric for the holomorphic tangent bundle T X(C) and endow T Y (C), T X µn (C), T Y µn (C) and the normal bundle N X/Y with the induced metrics. Write Td g (N X/Y ) for the equivariant Todd form associated to the equivariant hermitian vector bundle N X/Y (cf. [KR, Section 3] ). By definition, for an equivariant hermitian vector bundle E on Y ,
where E g is the 0-degree part of E | Yµ n and K ζ stands for the curvature form of E ζ . Similar to the Todd form in the non-equivariant case, we have
Then the morphism of complexes
gives an isomorphism
We shall write c for the composition
and for its geometric realization. Notice that the maps c deduces from different choices of the metric over N X/Y are actually homotopic.
Next, we construct a homotopy equivalence i * :| S(Y, µ n ) |≃ F j * . Let M Y (X, µ n ) denote the category of µ n -equivariant coherent sheaves on X with supports in Y . Then, by Quillen's localization theorem,
is a homotopy fibre sequence. Concerning Theorem 2.18 and notice that X, Y are regular, we have the following commutative (up to homotopy) square
which induces a weak equivalence and in fact a homotopy equivalence BQ(M Y (X, µ n )) ≃ F j * by Theorem 3.1. (3). Moreover, the theorem Dévissage of Quillen implies that the exact functor
. We then define the homotopy equivalence
On the other hand, to formulate the arithmetic purity theorem, we construct a homotopy
In the case that Y µn = ∅, this is trivial. For the case that Y µn = ∅, we use the fact that the real Deligne-Beilinson cohomology is a Gillet cohomology theory for smooth real varieties (cf. [BKK, Section 5] ) and the fact that there is a graded complex of (fine) sheaves of abelian groups D * (−, p) which provides corresponding Gillet complex, such that Γ(D * (−, p)) = D * (−, p). In particular, the real Deligne-Beilinson cohomology for smooth real varieties satisfies Gillet's purity condition, namely if i : Y ֒→ X is a closed immersion of smooth real varieties of codimension d, then the following isomorphism (coming from the Poincaré Duality) 
in the homotopy category of simplicial sheaves on X µn , where d is the rank of the normal bundle N Xµ n /Yµ n (cf. [Gi, Section 3. (3. 2)]). This means, if we choose a flasque resolution ε. of
Combing with a homotopy inverse of F j * H ≃ homotopy fibre of j * :| ε.(X µn ) |→| ε.(U µn ) | determined by the following commutative square
we finally get a homotopy equivalence
in Theorem 1.3 to be a complete long exact sequence ending with degree 0 groups
where δ is the composition
The case of zero section embedding
As before, let Y be a regular µ n -equivariant arithmetic scheme which is proper over an arithmetic ring (D, Σ, F ∞ ). Let N be a µ n -equivariant vector bundle on Y , we denote by P the projective completion of E i.e. the projective space bundle
Y ֒→ P which is called the zero section embedding. In this subsection, we shall prove Theorem 4.1 in the special situation where X = P and i = i ∞ . The reason for us to focus on this zero section embedding is that the direct image i * E of every vector bundle E on Y admits a canonical resolution on P which is called the Koszul resolution, so that to construct an explicit simplicial map from the K-theory space of Y to the K-theory space of P becomes possible.
In fact, on P = P(N ⊕ O Y ), there exists a tautological exact sequence
where Q is the tautological quotient bundle. This exact sequence and the inclusion O P → π * (N ⊕ O Y ) induces a section σ : O P → Q which vanishes along the zero section i(Y ). By duality we get a morphism Q ∨ → O P and this morphism induces an exact sequence
where n = rank(Q). Generally, by projection formula, any vector bundle E on Y admits a canonical resolution
on P . This is called the Koszul resolution and it will be denoted by K(E, N ).
Write again j : U ֒→ P for the open immersion with U := P \ i(Y ), we want to prove that the following square constructed in last subsection 
is a filtered quasiisomorphism compatible with underlying real structures, then one gets a quasi-isomorphism
and hence a homotopy equivalence
The same constructions and results go to Y µn , P and P µn .
Notice that to any proper morphism f : U → V between complex algebraic manifolds of relative dimension e we may associate a pushforward
by setting (f ! T )(η) = T (f * η). Then, according to the construction of the Poincaré duality, the composition
which is still denoted by i H * , is actually the geometric realization of a simplicial map coming from the morphism of complexes
On the other hand, the morphism of complexes
Therefore, to prove that c = (i H * ) −1 • γ c • i * in the homotopy category Ho(V) is equivalent to show that the following square
is commutative up to homotopy.
Furthermore, we simplify our discussion by using the K-theory of derived categories. Firstly, we denote by PE(P, µ n , quasi-iso) the Waldhausen category of bounded (homological) complex of µ n -equivariant hermitian vector bundles on P , with that the weak equivalences are quasiisomorphisms. And similarly, we denote by PE(P, µ n , iso) the Waldhausen category of bounded (homological) complex of µ n -equivariant hermitian vector bundles on P , with that the weak equivalences are isomorphisms. Then there is an exact functor P(P, µ n ) → PE(P, µ n , quasi-iso), which sends a µ n -equivariant hermitian vector bundle F on P to the complex which is F in degree 0 and 0 in other degrees. It is clear that this exact functor factors as
As before, we construct a simplicial set [n] → Ob wS n PE(P, µ n , iso) and denote it by SE(P, µ n ). The following theorem summaries necessary properties of Waldhausen K-theory spaces that we need for later discussion.
Theorem 4.3. The canonical exact functor P(P, µ n ) → PE(P, µ n , quasi-iso) induces a homotopy equivalence of Waldhausen K-theory spaces
and one may choose a homotopy inverse ̺ −1 of ̺ such that the composition
reflects the Euler characteristic map, which sends F . to (−1) k F k .
Proof. The first statement is well known and it follows from Theorem 2.18 and [TT, Theorem 1.11.7] . The second statement is a byproduct of the proof of [TT, Theorem 1.11.7] , see [TT, (1.11.7.7) and (1.11.7.9)]. If we write PE b a (P, µ n , iso) for the full subcategory of those complexes F . such that F k = 0 for k ≤ a − 1 and for k ≥ b + 1, then the Euler characteristic map should be understood as a homotopy equivalence (deduced from the additivity theorem) followed by the usual Euler characteristic map, namely
Now, we may write down a diagram
in which the map Σ ch g is defined in a similar way to ch g . Precisely, suppose that we are given a cube of complexes of hermitian bundles, we will regard it as a complex of hermitian cubes and associate to it the alternating sum of the equivariant higher Bott-Chern forms of its elements. Then, according to Theorem 4.3, we know that the left triangle in the above diagram commutes, the right triangle in the above diagram commutes up to homotopy, and the whole triangle (̺, ch g • ̺ −1 , ch g ) commutes up to homotopy. Therefore, to prove that c is equal to (i H * ) −1 • γ c • i * in the homotopy category Ho(V) is equivalent to show that the following square
is commutative up to homotopy. Here the continuous map i * :| S(Y, µ n ) |→| SE(P, µ n ) | can be explained as the geometric realization of a simplicial map coming from the exact functor
which sends a µ n -equivariant hermitian vector bundle F on Y to its Koszul resolution K(F , N ) and the metric on the tautological quotient bundle Q is supposed to satisfy the Bismut's assumption (A) (cf. [KR, Section 3.4] or see below).
To construct an explicit simplicial homotopy for the square (2), we recall the equivariant Bott-Chern singular current due to Bismut. This construction was realized via some current valued zeta function which involves the supertraces of Quillen's superconnections.
Let i : Y → X be a µ n -equivariant closed immersion of compact quasi-projective Kähler manifolds with hermitian normal bundle N . We denote by g a generator of µ n (C) and fix a primitive n-th root of unity ζ n corresponding the action of g. Let η be a hermitian g-bundle on Y and let ξ. be a complex of hermitian g-bundles on X such that the underlying complex of g-bundles ξ. provides a projective resolution of i * η. We denote the differential of the complex ξ. by v. Notice that ξ. is acyclic outside Y and the homology sheaves of its restriction to Y are locally free. We write H n = H n (ξ. | Y ) and define a Z-graded bundle H = n H n . For y ∈ Y and u ∈ T X y , we denote by ∂ u v(y) the derivative of v at y in the direction u in any given holomorphic trivialization of ξ. near y. Then the map ∂ u v(y) acts on H y as a chain map, and this action only depends on the image z of u in N y . So we get a chain complex of holomorphic vector bundles (H, ∂ z v).
Let π be the projection from the normal bundle N to Y , we have a canonical identification of Z-graded chain complexes
Moreover, such an identification is an identification of g-bundles. By finite dimensional Hodge theory, for each y ∈ Y , there is a canonical isomorphism
where v * is the dual of v with respect to the metrics on ξ.. This means that H can be regarded as a smooth Z-graded g-equivariant subbundle of ξ so that it carries an induced g-invariant metric. On the other hand, we endow ∧ • N ∨ ⊗ η with the metric induced by N and by η. Proof. This is [Bi, Proposition 3.5] .
Let ∇ ξ be the canonical hermitian holomorphic connection on ξ., then for u > 0, we may define a g-invariant superconnection
on the Z 2 -graded vector bundle ξ. On the other hand, we define a superconnection on H
Lemma 4.6. Let N H be the number operator on the complex ξ. i.e. it acts on ξ j as multiplication by j, then for s ∈ C and 0 < Re(s) < 1 2 , the current valued zeta function
is well-defined on X g and it has a meromorphic continuation to the complex plane which is holomorphic at s = 0.
Definition 4.7. The equivariant Bott-Chern singular current on X g associated to the resolution ξ. is defined as
Theorem 4.8. The current T g (ξ.) belongs to ⊕ p≥0 ′ D 2p−1 (X g , p) and it satisfies the differential
Now, let us go back to the square (2). Denote by i Y (resp. i P ) the closed immersion Y µn ֒→ Y (resp. P µn ֒→ P ) with respect to the fixed point subscheme Y µn (resp. P µn ). Interchanging the order of the pull-back map with other maps in the definitions of ch g and Σ ch g , after that we consider the following diagram
It is clear that the left two squares in the above diagram are naturally commutative, so to prove Theorem 4.1 for the case of zero section embedding, we are left to prove the following proposition.
Proposition 4.9. The diagram
is commutative up to homotopy of chain complexes. A homotopy between Σch g • i * P • i * and
where N ) is the Bott-Chern singular current associated to the Koszul resolution
Proof. Write ch g = ch g • i * Y and Σch g = Σch g • i * P for short. Observe that the morphism λ commutes with the pullback maps and with the pushforward i * . Then we compute, for a hermitian k-cube F,
So we are done.
To end this subsection, let us introduce a push-forward map
in order to produce an arithmetic self intersection formula in the last section. Firstly, notice that the fixed point submanifold of . We denote P 0 := P(N g ⊕ O Yµ n ) and r := rank(Q g | P 0 ), then c r (Q g | P 0 ) is a well-defined smooth differential form in D 2r (P µn , r). We define
This is a morphism of complexes since the Chern form c r is closed. Now, we obtain a square
which is commutative up to chain homotopy. An explicit homotopy is given by the EulerGreen current e(P 0 , Q g | P 0 , i µn ) ∈ ′ D 2r−1 (P µn , r) associated to the non-equivariant zero section embedding i µn : Y µn ֒→ P 0 . This Euler-Green current satisfies the differential equation
As a consequence of the commutativity (up to homotopy) of the square (3), the continuous map
Finally, notice that the metric of Q ∨ is supposed to satisfy Bismut's assumption (A), then
Proof of the statement
In this subsection, we finish the proof of Theorem 4.1, so let assumptions and notations be as in Section 4.1. We shall use the deformation to the normal cone construction, this is a general technique to deal with Riemann-Roch problems. Denote S = Spec(D) and let W be the blow up of X × A 1 S along Y × {0}, we have a diagram
such that l is a closed immersion and for t = 0 the inclusion
A core property of the deformation to the normal cone construction is that the two squares in the following deformation diagram are both Tor-independent.
Regard A 1 S as a µ n -equivariant scheme with the trivial action and notice that the deformation to the normal cone construction also works in the µ n -equivariant case, we apply all constructions before the statement of Theorem 4.1 to the closed immersion l : Y × A 1 S → W . To this, we fix a µ n -invariant Kähler metric on W (C) and endow all its submanifolds with the induced metrics. Using the contravariant functoriality of the equivariant higher Bott-Chern forms and the fact that N W/A 1 Y | Wt ∼ = N Wt/Y , we may write down, for any t, a diagram
which is actually commutative up to homotopy.
On the other hand, to the K-theory with supports, we have that following lemma. 
are homotopic to each other. Here the symbol K(D(·)) stands for the simplicial abelian group
Proof. The map γ ct • s * t is actually deduced from the homotopy H Z Y and s * t • γ c is deduced from the homotopy H W A 1 Y . Since these two homotopies are supposed to be standard, the specifying For two spaces U and V in V which have the same homotopy type with CW-complex, we write [U, V ] for the homotopy class of continuous maps between U and V as usual. Then [U, V ] refers to the set of morphisms from U to V in the homotopy category Ho(V), we shall denote
. As a consequence of Lemma 4.10 and of the Tor-independence of deformation diagram, we may write down, for any t, a diagram
which is commutative in Ho(V). We are now ready to give the the proof of Theorem 4.1.
Proof. (of Theorem 4.1) Since both K-theory and Deligne-Beilinson cohomology are homotopy invariant, there are homotopy equivalences
Moreover, notice that s t is a section of p for any t, we conclude that c t = h t in Ho(V) if and only if c = h in Ho(V). Then the proof of Theorem 4.1 for general case reduces to the proof of Theorem 4.1 for the case of zero section embedding, which has been done in lase subsection.
Byproduct: Riemann-Roch theorem for higher equivariant algebraic Ktheory
Let us go back to the statement of Theorem 4.1. The following square
which commutes up to homotopy, implies a commutative diagram on the level of homotopy groups
It is clear that this commutative diagram can be extended to the following form
which is the Riemann-Roch theorem for equivariant regulator maps in case of closed immersions.
If Y, X lie in the category of complex algebraic manifolds and µ n = µ 1 , Burgos and Wang showed in [BW, Section 5] that ch g equals the Beilinson's regulator map, then our Theorem 4.1 actually gives an analytic proof of [Gi, Corollary 3.7. (1)] which is a corollary of Gillet's RiemannRoch theorem without denominators. For general case where n > 1, Theorem 4.1 provides an equivariant extension of Gillet's result. Now, let B be another proper µ n -equivariant complex algebraic manifold and suppose that f : X → B is a µ n -equivariant smooth holomorphic map. For the non-equivariant case n = 1, Roessler developed in [Roe] a theory of analytic torsion for cubes of hermitian vector bundles and he used such analytic torsion theory to construct an explicit simplicial homotopy for square
in which T f is the relative tangent bundle with respect to f : X → B with a suitable smooth metric. Therefore, one obtains an analytic proof of Gillet's Riemann-Roch theorem for compact fibrations. Roessler's method also works in the equivariant case n > 1, one just uses Bismut-Ma's equivariant analytic torsion form instead of its non-equivariant version due to Bismut-Köhler. In particular, one may construct an explicit simplicial homotopy for the square
and hence a commutative diagram
This can be regarded as a Riemann-Roch theorem for equivariant regulator maps in case of compact fibrations.
As usual, combining with the Riemann-Roch theorem for closed immersions, we get a complete Riemann-Roch theorem for projective morphisms.
Theorem 4.11. Let X, B be two µ n -equivariant arithmetic schemes which are proper over an arithmetic ring, and let f : X → B be a µ n -equivariant projective morphism. Then the equivariant regulator maps fit a commutative diagram
where Td g (f ) is defined as j µn * Td g (T p) · Td −1 g (N j ) for any factorization
Proof. Just notice that the equivriant algebraic K-theory is covariant functorial and the expression j µn * Td g (T p) · Td −1 g (N j ) is independent of the choice of factorization f = p • j.
Application: Arithmetic concentration theorem
In this section, we use localization sequence of higher equivariant K-groups to show an arithmetic concentration theorem. This theorem states that the higher equivariant arithmetic K-groups of an arithmetic scheme can be identified with the higher equivariant arithmetic K-groups of its fixed point subscheme after a suitable localization. To understand this localization, let us first introduce a kind of action on the higher equivariant arithmetic K-groups.
Let X be a µ n -equivariant arithmetic scheme over an arithmetic ring (D, Σ, F ∞ ), and let E be a µ n -equivariant hermitian vector bundle on X. Then (·) ⊗ E defines an exact functor from P(X, µ n ) to itself, and hence a simplicial map from S(X, µ n ) to itself. According to the construction of ch g , we have the following diagram
which is commutative up to homotopy. If X is proper over D, such diagram can be made strictly commutative and the complex D 2p− * (X µn , p) can be replaced by D 2p− * (X µn , p). In any case, we get a group homomorphism ⊗E : K * (X, µ n ) → K * (X, µ n ) such that ⊗F •⊗E = ⊗ E ⊗F and ⊗F +⊗E = ⊗ F ⊕E . We formally define ⊗(−E) = −⊗E.
Denote R(µ n ) := K 0 (Z, µ n ) ∼ = Z[Z/nZ] ∼ = Z[T ]/(1 − T n ), let I be the µ n -comodule whose term of degree 1 is Z endowed with the trivial metric and whose other terms are 0. We then make K * (X, µ n ) an R(µ n )-module under the assignment T → I. It is readily checked that the push-forward maps i * : K * (Y, µ n ) → K * (X, µ n ) with respect to closed immersions and the pull-back maps j * : K * (X, µ n ) → K * (U, µ n ) with respect to any morphism are all R(µ n )-module homomorphisms. Now, for any hermitian vector bundle E on X, we write ⊗ λ −1 (E) for the expression
where m is the rank of E.
We present a refinement of the equivariant self intersection formula for regular closed immersions. Specifying the natural inclusion i : X µn ֒→ X, this arithmetic self intersection formula plays a crucial role in looking for the inverse of i * : K * (X µn , µ n ) → K * (X, µ n ) (after a suitable localization). We now clarify this localization. Let ρ be a prime ideal in R(µ n ) such that the elements 1 − T k for k = 1, · · · , n − 1 are not contained in ρ. For instance, one may choose ρ to be the kernel of the canonical morphism Z[T ]/(1 − T n ) → Z[T ]/(Φ n ) where Φ n stands for the n-th cyclotomic polynomial. Then the arithmetic concentration theorem can be formulated as follows.
Theorem 5.2. Let X be a µ n -equivariant arithmetic scheme which is proper over an arithmetic ring, and let i : X µn ֒→ X be the closed immersion from the fixed point subscheme X µn to X. Then the group homomorphism
induces an isomorphism i * : K m (X µn , µ n ) ρ ∼ = K m (X, µ n ) ρ for any m ≥ 0. Denote by N the normal bundle of X µn in X endowed with the metric induced from a Kähler metric of X(C). Then the map ⊗λ −1 (N ∨ ) : K m (X µn , µ n ) ρ → K m (X µn , µ n ) ρ admits a formal inverse ⊗λ 
