In recent years, robots to coexist with humans have been developed. Their ability to communicate is indispensable for their coexistence with humans, so studies on the interaction between humans and robots are important. This paper proposes a model of the selfsufficiency system of a robot, in which we apply the urge system to the autonomous system of emotion. In this model, a robot expresses its changing psychological and physiological conditions (physiological load condition) and conveys them sensitively to the user. This is expected to result in a mental interaction effect between the user and the agent. We carry out simulation experiments on this model and verify the psychological interaction between the software robot (agent) and the user. As a result of these experiments, it is recognized that the agents with the ability to properly express physiological load among those with this model implemented have a tendency to receive higher evaluations from their users.
Introduction
In recent years, studies have been done on the interaction between humans and robots or software agents that have artificial emotion implemented. Shibata et al. [1, 2] have developed a pet robot that acts in such a way that it appears to have the autonomy or emotions to interact physiologically with humans. They have shown that the pet robot may have the spiritual effects of giving people pleasure or peace of mind through this interaction. Takeuchi et al. [3] have proposed an emotion generation model based on the likability rating of dialogists in a robot. This model leads to the implementation of a robot that changes its behavior depending on the reactions of the dialogist. Most of these studies focus mainly on entertainment, or on producing feelings of pleasure, peace of mind, or interest in human subjects. In almost all cases, therefore, the system in which emotion is implemented deals with how to express or represent it. However, if the purpose of adding emotion artificially to agents is their coexistence with humans and their ability to communicate with them, studies on systems that autonomously activate the emotion function in an adaptive way to environments can be considered important.
Toda [4, 5] considers that emotion is an inherently motivational program in which appropriate motives function in emotional situations, and Toda proposed the urge system based on that assumption. This study also pays attention to autonomous systems possessed of emotion, and it aims at the development of an autonomous activity system for an agent, a system based on artificial emotion. It focuses specifically on the self-sufficiency function of the autonomous activity system, which supplies its own energy. This paper verifies what psychological effects work on humans in their interaction with an agent that "satisfies self-sufficiency by others."
Self-sufficiency is the ability of an agent to maintain itself for a long period of time, and it is one of five characteristic concepts (situatedness, autonomy, self-sufficiency, embodiment, and adaptivity) relative to complete autonomous systems [6, 7] . For a robot, for example, fuel is supplied to maintain a battery level. Self-maintenance is often thought to be done intuitively in this self manner, but there are times when this is done "in terms of other persons" in the real world. One of these cases is the self-sufficiency of a human baby, which is absolutely dependent on its mother and satisfies its self-sufficiency through its mother. In other words, a baby expresses the instability of its psychological or physiological condition or the dissatisfaction of its physical condition with its facial expressions or physical motions. This results in letting its mother know what conditions need improvement. This paper is based on this concept and proposes a selfsufficiency model to which an urge system is applied. In experiments, we build up a limited environment in which the urge system specific to an agent works in virtual space (Fig. 1) . We do this to carry out simulation experiments on this model, and we verify the effects of the psychological interaction between the agent and the user. emotion has an advanced wilderness rationality and is an environmentally adaptive selection system (mental software) that is limited by the basic framework genetically given. This mental software controls the mental and physical abilities, such as the physiological activation of learning, cognition, memory, consciousness, and physical functions, along with the purpose unique to the activated emotion. An emotion started with a "purpose" in mind is called an "urge," that with no purpose in mind is called a "mood-state," 1 and the mental software is called the "urge system."
Urges
The urge system divides conventional concepts of emotion into urges and mood-states. An urge is an "angry urge" generated when "your possessions are intentionally destroyed by another person." In addition to such an urge based on a general emotional concept, an internal signal urge, such as "hunger," is understood as one caused by the individual function of the mind and a "physiological urge" assumed to be generated. The urge system is largely characterized by dealing with the physiological functions that cannot generally be considered as emotional functions in this way.
Mood-States
A mood-state is a function of the mind that doesn't have the purpose of its own activity, in contrast to an urge, which is a function of emotion or the heart with its own unique purpose. For example, the function of "joy" or "sadness" becomes a mood-state. An action plan, such as the "punishment action plan for assaulters," is always generated in an angry urge, but such an action plan does not exist in joy or sadness. In other words, the joy or sadness urge does not exist, and it is due to the "demonstration urge." On the other hand, a mood-state has an important role and causes a specific urge to be easy or difficult to activate. That is, it acts to encourage the activation or inactivation of the start of an urge. 1 . In this paper, we do not consider emotional attitude, which is the third class of emotional concepts after urges and mood-states. 
Four Phases of Urge Activities
The urge system has four phases; activation phase, decision-making phase, action-control phase, and postmortem phase. All urges function in these phases and are processed in a step-by-step manner. The following is a description of the processing in each phase. The activation phase is in charge of the situation cognition process. The decision-making phase is in charge of determining action plans generated by urge activation. The action-control phase is in charge of the starting and ending of the implementation of a determined action plan. The post-mortem phase is in charge of the starting of urges to execute reconsideration or learning. In this paper, we model these four phases of urge activities and implement them in the computer agent.
Self-Sufficiency Model Based on
Urge System Subsection 3.1 gives an overview of the proposed model and Subsection 3.2 describes the specific implementation content.
Overview
The proposed model is overviewed in Fig. 2 . This model was based on four phases of the urge function to build up a series of flow for sequential processing on a step-by-step basis. It recognizes information from an environment (situation cognition), activates an urge in response to a situation, and then selects an action plan that can be taken based on the urge activated in the decisionmaking phase for a specific action (facial expression, etc.). The activity of this action-control phase causes the psychological condition of an agent to be represented, which makes it possible for the user to observe a change in the agent. This allows the user to dynamically approach the agent. An approach from the user is capable of changing the situation cognition of the agent and is used to model the post-mortem phase. Specifically, if a change
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Journal of Advanced Computational Intelligence Vol.14 No.7, 2010 and Intelligent Informatics induced by the user approach is desirable for the agent, the joy mood-state is increased, and, if not, the sadness mood-state is increased. Through the flow outlined above, it is expected that the agent can achieve self-sufficiency in a manner dependent upon another person (user).
Implementation of Urge System
It is first necessary to determine the situation cognition to start various urges for the agent.
Situation Cognition
This model divides the input system of the agent into the internal and external cognition systems. The internal system is considered to consist of two parameters: one is its own physiological load p(t) at time t and the other the favorability rating f (t) for a certain target of attention. 2 The values of these parameters are accumulated through the following equations. (2) where α p and α f are decay parameters, and 0 < α p , α f < 1. Note that the physiological load types exist for the number of internal signals. For example, considering a robot agent, a physiology urge can be considered that is activated when the CPU temperature rises or when the amount of energy remaining in a battery drops. Thus, it is necessary to prepare p(t) and P(t) for the relevant physiological load. That is, the physiology load parameter becomes the vector information, such as p(t) = (p 1 (t), p 2 (t)...), P(t) = (P 1 (t), P 2 (t)...). (The suffix is an identifier of the physiology load.)
Variable o(t) was given by the following equation that determined whether or not the user existed as the external input system.
Processing of the activation phase is determined in accordance with the situation cognition as described above.
Activation Phase
Attention is paid to the emotions of a human baby as an urge needed for self-sufficiency. The emotions of the human baby are developed and specialized from contentment, interest, and distress at the time of birth to joy, surprise, sadness, disgust, anger, and fear (these nine emotions are called the "primary emotions") [8] . As in Izard [9] , this model takes the position that "emotion = representation" and considers the correspondence of the primary emotions to Ekman's six basic emotions (anger, surprise, fear, sadness, disgust, and joy) [10] for easy representation by facial expressions. In other words, there 2. A target of attention is a candidate for selection. For example, if one wants a branch that fits within the palm of the hand, the targets of attention are the branches appropriate to that condition (one does not observe bigger branches). All targets of attention at some point in time are collectively called the target system. are three urges, i.e., anger, surprise, and fear, that can correspond to the general emotions among those placed in the activation phase. Joy and sadness are represented by the demonstration urge. The physiology urge that deals with the internal factors (physiological and physical situation variables) specific to the agent is considered to be activated when the physiological condition degrades, and it corresponds to the representation of disgust. We respond to contentment, interest, and distress as below, which are not made correspondent to the six basic emotions. Contentment is made correspondent to joy when self-sufficiency is successful. Interest is excluded because it has no relation to self-sufficiency. Distress is made correspondent to disgust. The activation phase is the one in which various urges are activated by situation cognition, but the agent is placed in a condition that continues to momentarily receive environmental inputs and to activate an urge at any time.
The following is a description of the activation conditions of various urges.
(a) Physiology Urge
The physiology urge is an activity plan that depends mainly on internal signals, such as pain, appetite, and sexuality. The physiology urge corresponding to physiological load i was decided to be activated by the following equation:
where θ phys is the threshold of the physiology urge.
(b) Anger Urge The nature of anger can be seen from the action to defend the domain of animals. That is, if another animal intrudes on one's authorized domain, the occupant of authority activates the emotion of anger and directs it at the intruder. In this study, it is considered that the so-called original emotional function of a wild animal can be fully referenced. This paper assumes the activation condition of the anger urge to be an abnormal physical value in response to an external input (user).
where θ ang is the threshold of anger urge activation.
(c) Surprise Urge The activation condition of the surprise urge can be considered a situation without any expected input from the anticipated target system 3 or with an input from the target among general targets of attention 4 that does not belong to this anticipated target system. One example is a surprise urge that is activated even if a large sound is expected, but no sound is heard. The activation condition of the surprise urge 3. The target system fitting established expected conditions. 4. Targets of attention with respect to circumstances highly related to survival.
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. . . . . (6) where θ sup , φ sup and ρ sup are the thresholds of surprise urge activation.
(d) Fear Urge A situation in which the fear urge is activated is determined including situations in which "if you do not take any action, you will be hurt" or in which "you have an extremely small possibility of controlling the danger." The activation condition of the fear urge was decided to be the "situation in which no rest is allowed in case of a high level of danger." A condition with a high level of danger can be represented by using accumulation P(t) in the internal input system. A situation in which no rest is allowed is one in which the action of the physiology urge is restrained by external input control. From the above, fear is activated by the following equation.
o(t) = 1 and ∃i(P i (t) > θ f ear ), . . . (7) where θ f ear is the threshold of the fear urge activation.
(e) Demonstration Urge The demonstration urge is intended for the social cognition of improvements in its condition. The activation condition of this urge was determined as below by using an increase or decrease in the joy or sadness mood-state depending on the success of the help from the user.
where θ sad and θ joy are the thresholds of the demonstration activation and θ sad < θ joy . Note that an activated urge is the demonstration urge, but the action plan varies depending on the value of F (t).
Decision-Making Phase
There is not always only one urge that is activated in the activation phase. Some urges may be activated at the same time depending on situation cognition (in almost all cases). Even if the same urge is activated, the equivalent action plan is not always determined. However, the decision-making phase with many factors that are closely interconnected is very difficult to implement. This paper employs a decision-making method based on the priority ranking of urges.
Specifically, the decision-making priority is based the nature of emotional "interrupt" or "survival." Each urge of fear, anger, physiology, or demonstration is closely related to the survival action. The priority of these four urges can be determined based on the sequence of fear > anger > physiology > demonstration in terms of the avoidance of their own danger. The "surprise" urge is one that has a strong interrupt nature rather than survival nature and is activated to direct the target of attention to others when another urge is activated. It is not activated instantaneously at the same time attention is changed. In this way, the surprise urge is the most important urge in view of changing the target system of attention for survival. In consideration of the above, the priority by strength of urge was defined as in the equation below.
surprise urge > fear urge > anger urge > physiology urge > demonstration urge.
. (9) 3.2.4. Action-Control Phase The action-control phase is the one that starts or terminates the actual action in the action plan determined by the decision-making phase. For actual processing, when the action plan is determined by the decision-making phase in actual processing, its corresponding action is generated.
Post-Mortem Phase
The post-mortem phase evaluates whether or not the urge action just terminated was successful and what went wrong in case of failure, and then it makes a learning correction in the same type of urge activity. This model feeds back success or failure in the user's help to the joy and sadness mode-states. In other words, when the user's help succeeds, the joy mood-state increases; when it fails, the sadness mode-state increases. To implement this matter, the favorability rating should change as follows. 
Simulation Experiment
This section describes an evaluation experiment on the self-sufficiency model to which the urge system is applied. In this experiment, the validity of this model is verified by making a qualitative analysis of the effect of the mental interaction between an agent and a person by means of qualitative analysis through a questionnaire based on the Semantic Differential method (SD method). Ifbot is used as the agent in this experiment (Fig. 3). 
Ifbot
An overview of the Ifbot is shown Fig. 3 . Ifbot has a length of 45 cm and a weight of 9.5 kg. It has two arms and moves on wheels. Fig. 4 shows an overview of the facial expression mechanism of the Ifbot. Ifbot is equipped with 10 motors and 101 LEDs for its facial expressions. These motors operate the neck on two axes (θ N1 , θ N2 in Fig. 4) , the right and left eyes on two axes (θ (θ
, tears (L T ), and ears. They generate three head colors (orange, green, and red), one mouth color (orange), three eye colors (green, red, and blue), one cheek color (red), one tear color (blue), and one ear color (orange). These mechanisms enable the Ifbot to communicate through a variety of facial expressions.
This paper used the parameters θ
L2 , L M , and L T to represent the facial expressions of the agent.
Configuration
In this paper, we made an application (Fig. 1) to carry out a simulation experiment. This application is built up as a kind of game that images the coexisting task between a human subject and a machine while the user helps the agent and aims at achieving the goal within a limited period of time. The main window displays the facial expression of the agent in Fig. 1 . The right part of the main window is the user activation window and the lower part is the TASK VIEW window. Their extended figures are in Figs. 5 and 6 , respectively.
The user sets up the amount of work with each button: "normal work," "rather hard work," or "hard work." As the amount of work increases, so do the user's movements and physiological load. The amount of movement is displayed in the TASK VIEW window. In this experiment, we assumed that there were three kinds of physiological load, and that one of them increased at random when the button was pressed to determine the amount of work. Thus, the user must decide the condition of the agent from the facial expression displayed in the main window.
The user observes the facial expression of the agent and helps the agent with each of the A, B, and C buttons in the user activation window. This help causes the cognition situation to change and newly activates a variety of physiology, anger, fear, surprise, and demonstration urges. The user looks at these changes to set up the amount of work and helps the agent again.
This setup is in such a way that an attempt is made for an agent to arrive at the goal while the user helps the agent through a series of these interactions. The conditions for terminating each attempt are met when the agent arrives at the goal and does so within the limited period of time. The goal condition is one in which the profile of the agent displayed in the TASK VIEW window arrives at the goal from its start. The agent shows a facial expression adaptive to the environmental input momentarily given in accordance with the amount of work instructed by the user (for example, one-step movement for the "normal" amount of work or two-step movement for the amount of "rather hard" work) in the main window. During the interval that "reaction time now" is displayed on the screen in the user activation window, button inputs (inputs from the user) are assumed to be unacceptable.
Verification Method
The application built in Subsection 4.2 was implemented using 20 university students as subjects. Each subject evaluated three applications as described below. Fig. 1 , uses a total of 19 facial expression groups (Fig. 7) as the actions of an agent. There are three facial expressions for each emotion and they correspond to three physiological loads. The facial expression generated by a physiology urge was assumed to be the facial expression of Interesting-Uninteresting disgust representing the feeling of discomfort. The facial expressions of anger, surprise, fear, sadness, and joy were generated using the various features of the face to convey each emotion. For example, the facial expression of anger is characterized by the corners of the eyes being turned up and the corners of the mouth being turned down. We referred to the relationship between the various features of the face and each motion for the generation of facial expression patterns, which are described in [10, 11] .
Application (A), shown in
Application (B) has same appearance of Application (A) as Fig. 1 , but uses only the seven facial expressions of A among those in Fig. 7 as actions. Thus, the agent corresponds to a facial expression on a one-by-one basis. A subject cannot read from the agent's facial expression which physiological load amount of the agent has been degraded.
In Application (C), shown in Fig. 8 , subjects cannot observe any facial expression of the agent (only "NO IMAGE" is displayed in the main window). Thus, a subject needs to generate an interaction from the current position and progress of the agent as displayed in the TASK VIEW window.
We asked subjects to respond to the items in Table 1 for these three applications. We also recorded the goal-arrival times. S t e r n S p i r i t l e s s I n t e r e s Ɵ n g Fig. 9 . Questionnaire results. 
Experimental Results
We used the nonparametric Friedman test to test significant differences in questionnaire results based on the Scheffe's multiple comparison test. The experimental results are shown in Figs. 9 and 10. Fig. 9 shows the items with a significant difference or tendency (p < 0.1) recognized as a result of testing among questionnaire items, while Fig. 10 is the sum of goal-reaching times.
Considerations
Applications (A) and (B) show the dynamic reactions so that the agent can respond to a user approach and give the user "humorous" and "kind" character impressions. These impressions reduce the inorganic impression and can give a "warm" impression to the user. The agent is engaged only in the achievement of its task according to the instructions given by the user in Application (C). It is found that the agent does not indicate its own improved or worsened physiological condition, and the user does not get such an impression. In particular, since Application (A) has more facial expressions (19) used for actions than (B) (7) , it can give the strong impression of being more "complicated," "motivated," and "interesting" to the user than C. This impression may lead to the possibility of producing "comfortable" and "friendly" relationship. "Bright" and "soft" impressions have a significant tendency to be conveyed, particularly between (A) and (B). If the agent that performs a task makes adaptive representations to a user approach, the user can obtain a psychological action entirely in the favorable direction.
Taking the above into consideration, for the selfsufficiency desired for the autonomous agent, this model, which involves satisfaction by another person (the user) has the potential to create psychological interaction between the agent and the user.
When the goal-reaching times were paid attention to, a significant difference could not be found among applications, but Application (C) reached the goal in the shortest amount of time. Since the condition of the agent did not need to be observed in detail from its facial expressions, the time to the goal became shorter than that for applications requiring detailed observation.
Conclusion
This paper proposed a self-sufficiency model based on the urge system. We built up a restricted environment in which the urge system specific to the agent worked in virtual space, and we carried out experiments on the simulation of this model to verify the effect of psychological interaction between the agent and the user. Through experiments, among those agents in which this model was implemented, the agents could properly represent their physiological load were found to receive particularly high evaluations from the users. This fact implies that psychological interaction is made possible by interaction between humans and the agent that satisfies the selfsufficiency requirement for the agent. Future subjects will include interactive experiments of middle and long term and the extraction of more detailed psychological evaluation data through the use of questionnaires, including freeVol.14 No. 7, 2010 Journal of Advanced Computational Intelligence 883 and Intelligent Informatics description ones. It may be necessary to verify and discuss in detail the viewpoint of the complete autonomous system by using an internal parameter (physiological load value) of the agent. Themes of the Human Robot Interaction (HRI) other than the theme of self-sufficiency of the autonomous agent, the theme this paper treats, will need to be experimentally verified before this paper's model is implemented as in artificial emotion agents or sensitive robots.
