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We consider a class of arithmetical functions generated by Dirichlet series 
satisfying functional equations with T-factors. We examine the average order 
of such arithmetical functions and obtain Q-results. Results of Hardy, &ego, 
and Walfisz are obtained as special cases. 
1. INTRODUCTION 
Let r&z) denote the number of representations of the positive integer n 
as a sum of k squares. Define the “error term” Pk(x) by 
n;E rk(n) = (lTXPk + Ps(x). 
T&t + 1) 
In 1916 Hardy [4] showed that 
Pz(x) = LL({x log x}S). (1.1) 
In fact, Hardy claimed a corresponding Q, result as well. However, 
Landau pointed out that Hardy’s proof yielded only (1.1). For a detailed 
proof of (1.1) see Ref. [5]. 
In 1926 SzegG [8] gave a quite different proof of (1.1) and obtained 
results for some k > 2 as well. Namely, he showed that if 
k = 2, 3,4(mod 8) then 
Pk(X) = GL({x log X}f(k--l)); 
if k = 6, 7, 8(mod 8), then 
&(x) = sz+({x log X}*(k--l)). 
* Research partially supported by NSF grant GP-7506. 
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The method of Szegii is more general than that of Hardy and was used 
by SzegS and Walfisz [9] to derive similar results for the error term for 
the Piltz divisor problem in algebraic number fields. In particular, they 
obtained another proof of Hardy’s result [4] for the Dirichlet divisor 
problem. 
Our objective here is to apply the method of Szego to a fairly general 
class of arithmetical functions generated by Dirichlet series satisfying a 
functional equation with r-factors. These series are a subset of those 
studied by Chandrasekharan and Narasimhan [2]. We shall obtain the 
aforementioned results of Hardy, Szegii, and Walfisz as special cases and 
give improvements on some results of Landau [6] and Chandrasekharan 
and Narasimhan [l , 21. We shall conclude the paper with several examples. 
2. STATEMENT OF THE MAIN THEOREM 
We first give essentially Chandrasekharan and Narasimhan’s definition: 
DEFINITION 1. Let {a(n)> and {b(n)} be two sequences of complex 
numbers, not identically zero. Let (A,} and (Pi} be two strictly increasing 
sequences of positive numbers tending to co. Let s = u + it with u and t 
both real. Suppose 
94s) = 2 4wn”, 
n=1 
#(s) = ill Hn)/PnS 
converge in some half-plane and have abscissas of absolute convergence 
(J, and oJ,*, respectively. Let 
4s) = I”i Qol”S + P”), 
V=l 
where oi, > 0 and pV is real, v = l,..., N. If r is real, we say that v and # 
satisfy the functional equation 
d(s) y(s) = d(r - s) #(r - s) 
if there exists in the s-plane a domain D, which is the exterior of a compact 
set S, in which there exists a holomorphic function x such that 
(i) liml,l,, x(u + it) = 0, 
uniformly in every interval -cc < or < u < u2 < 00; 
(ii> x(s) = 4) &), 0 > 0, , 
x(s) = Ll(r - s) gqr -s), CT < r - CT,*. 
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In the following, c always denotes a positive constant, not necessarily 
the same with each occurrence. The summation sign C with no indices 
will always mean & . If a is real, we denote cL:z by Stab . 
For x > 0, let 
Q(x) = & j-, % x8 ds, (2.1) 
where V is a curve, or curves, encircling the singularities of the integrand. 
Define A(x) and P(x) by 
A(x) = C’ a(n) = Q(x) + P(x). (2.2) 
Similarly, define B(x). We assume that b(n) 3 0 and suppose that there 
exists constants c and p such that 
as x tends to co. 
B(x) - cx”o* log O-lx (2.3) 
We give now a sufficient condition for (2.3) to be satisfied. When 
b(n) >, 0, Chandrasekharan and Narasimhan have shown that 
[2, Theorem 4.11 if r > 0 and the only singularities of $ are poles, then 
xs ds = @WV49 + @xw2~ log-l x), (2.4) 
where V is a curve, or curves, encircling the poles of the integrand, q is the 
maximum of the real parts of the poles of I/J, w  is the maximum order 
of a pole with real part q, and 
From a general theorem of Landau, 4(s) at s = u,* has a singularity, 
which we are assuming is a pole. If this is the only singularity of # on the 
line u = a,*, then by (2.4) and the fact that Ok* 3 $r + 1/4cll [2, p. 1111, 
(2.3) is satisfied with p = w, the order of the pole at s = u,*. 
We are now ready to state our 
THEOREM 2.1. Let ‘p and # satisfy Definition 1. Suppose that b(n) 3 0 
and that (2.3) is satisfied. Suppose that t.~~+~ - pn = o(p,J as n tends to co. 
Let 
9 = &cr - 1/4LX, (2.6) 
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where iy is given by (2.5), 
K = u,* - +r - l/401, 
where K >, 0 from [2, p. Ill], and 
Assume that cos@r) # 0. First, let K > 0. Then, ifcos(/%r) > 0, 
Re{P(x)) = Q+(xe(log x)” {log log x3”-‘); 
fcos(pi7) < 0, 
Re{P(x)} = Q-(x8{log x}” {log log x}o-l). 
Let K = 0. Then, if cos(/%r) > 0, 
Re{P(x)} = sZ+(Xe(log log x}~); 
if cos(~77) < 0, 
Re{P(x)} = IR-(xs{log log x}“). 
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(2.7) 
(2.8) 
(2.9) 
(2.10) 
(2.11) 
(2.12) 
The essential idea in the proof is to find an asymptotic formula as k 
tends to co for the “Bore1 mean value”, 
where .$ = t(k) will be specified later. 
We now discuss our theorem in relation to the general theorems of 
Landau and Chandrasekharan and Narasimhan. Landau [6] considered 
Dirichlet series satisfying a more general functional equation than ours 
and showed that 
where 8 is given by (2.6). Chandrasekharan and Narasimhan 
[2, Theorem 3.21 consider a class of Dirichlet series (somewhat more 
general than that given in Definition 1) with a less general functional 
equation than Landau’s, but with fewer other restrictions on q, and 
derive Landau’s result for both Re{P(x)} and Im(P(x)). With additional 
restrictions on ~JI they show that [2, Theorem 3.11 
%6 Re(P(x)} = &co 
szz 
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and a similar result for Im{P(x)}. We do not have these restrictions, but 
we have other restrictions, the most severe being that b(n) > 0. 
Szego and Walfisz in another paper [lo] were able to obtain both Sz, 
and Sz- results in most cases that were considered in Ref. [9]. We remark 
that we are able to prove a general theorem giving “two sided” results if (Y. 
and (T,* are “large enough”. We hope to return to this in another paper. 
3. PRELIMINARY RESULTS 
We have as / t I tends to co, 
uniformly in every strip -co < u1 < IJ < u2 < co. Also, as real n tends 
to co, 
and 
F(n + 1) = Ozn++e-n{l + 0(1/n)} (3.2) 
where E is real. 
Let c1 = &r - E, where 0 < E < 1/4cll. Choose c2 2 c, large enough 
so that all of the poles of 
A(s)/(r - s) A(r - s) 
are to the left of u = c2 , Choose V’ to be the path composed of the lines 
u = cl $- it, I t I 3 T > 0, say, together with the three sides of the 
rectangle with vertices c1 - i7, c2 - i7, c2 + ir and c1 + ir. By (3.1), 
4) 
A@ _ s) = ‘(1 t lar(20--r)) 
as ) t j tends to co. Thus, the absolute convergence of 
(3.4) 
where x > 0, is assured. We shall need the following asymptotic formula 
for I(x). 
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LEMMA 3.1 [3, Lemma 1 and 2, pp. 10&102]. For any positive integer 
m, 
where the d, are constants with do > 0 and the k, are constants with k, = ,B, 
given by (2.8). (That do > 0 is pointed out in [2]; the formula for k, is given 
in [3].) 
Define 
L(x) = qx2q/x (3.5) 
and 
e-W’++L({ux}i) du, (3.6) 
where k is a positive integer. By Lemma 3.1, M,(x) is well defined if k is 
large enough. In order to obtain an asymptotic formula for M,(x), we 
need the following: 
LEMMA 3.2. Let 0 < y < 1,0 < 6 < l/3 and h > 3612. Let cz and 6 
be given by (2.5) and (2.6), respectively. Then, if 
as k tends to co, 
s 
m 
0 (el-uu) k use cos(c{kux}+ + ,&T) du 
= ce-txk-* cos(c{kx)l $ j37r) + O(k-l+h). 
This result is due to Szegii [7, pp. 99-1011. Only the parameters in our 
integral differ from the parameters in his. 
LEMMA 3.3. Under the same hypotheses and notation as in Lemma 3.2, 
M,(x) = ce-txxa8-*kae cos(c{kx}i + /IT) 
+ (,(XeB-ikaS-++h) + ~(XnB-lkcx-i), 
Proof. By (3.4) and (3.5) 
1 L(x)1 < CX2a(r-cl)-1. 
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Thus, choosing k large enough so that the following integrals converge, 
we have 
e-“uk++L((ux}*) du = 0 ($- jr e-“uk+u(r-cl) dU) (3 7) 
’ = O(k’“+“/k!) = O(e-“klOgk) 
by (3.2), where 0 < a < 1 - y. 
Next, by (3.5) and Lemma 3.1 with m = 0 we have 
1 OD 
ic! kv I 
e-94k++L({ux}+) du 
CXae-* ~0 
=-- 
s k! ,, 
e-“uk+~e cos(c{ux}+ + /?7r) du 
(3.8) 
The second O-term on the right side is estimated in the same way as (3.7) 
and is 
O(e-“k lOi3 k). P-9) 
The expression in the first O-term is 
XueF1r(k + cd + 4) = qXae-lpe-+) 
k! 
(3.10) 
by (3.3). Replacing u by ku and rearranging slightly, we find that the main 
term is 
o (el-uu)k uoLe cos(c{kux}* + j%r) da. (3.11) 
Using (3.2) and Lemma 3.2 in (3.11) and combining the result with 
(3.7)--(3.10), we have completed the proof of Lemma 3.3. 
LEMMA 3.4. Let E > 0. Then for x > P as k continuously tends to co, 
1 m 
r(k + 1) s 
e-u’$keizu du = 0(x-M), 
o 
where A4 is any fixed positive number. 
A proof of Lemma 3.4 can be found in [9, pp. l&l--145]. 
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In the sequel we always assume that k is large enough so that all opera- 
tions are valid. 
LEMMA 3.5. Under the same hypotheses and notation as in Lemma 3.4, 
Mk(X) = 0(x--M). 
Proof. From (3.4) and (3.5) and the fact that ux < 1, 
1 I I 
l/S 
k?, 
e-~uk++~({ux>i) du 1 < $ j:;” e-W+i(ux~(r-cl)-* du 
< & X-k--3/2 = 0(x-M). 
(3 12) 
For the integral over (1 /x, co) we employ Lemma 3.1. Accordingly, 
1 Co 
72 I 
ec”uk+~L({ux}~) du 
l/Z 
e-uUk+j(Ux)t(“‘-3/2-u) COS(C{UX}* + k,r) du 
The expression in the O-term is 
w-33/2-m]+ 1)=0(x+) 
if m is large enough. It is clearly seen that it suffices to show that for fixed 5, 
1 m 
n s 
e+dk+f exp(ic{ux}+) du = 0(x-M). 
1/* 
In view of the calculation (3.12), it suffices to show that 
1 m 
F! 0 s 
e-“uk+c exp(ic{ux}*) du = 0(x-M). 
After replacing u by u2 and regarding now k as a continuous increasing 
variable, we shall be done if we can show that 
e-u’@eizu & = 0(x--M), 
and this is so by Lemma 3.4. 
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LEMMA 3.6. For cQ > c2 , 
d(s) r(k + dr - d + I) Xa(r-s)-+ ds. 
(CJ (r - s) rl(r - s) k! 
Proof: By (3.6), (3.5), and (3.4), 
Mu = & lrn e-*uk++ du & s 
d(S)(UXy+~)-+ ds 
* 0 rr v’ (r - s) d(r - s) 
1 
=- hs) Xa(r-s)-i 
27ri s v’ (r - s) d(r - s) 
ds _1. 
k! s 
m  e-uuk+a(r-s) du 
0 
1 
-xi I’ s 
d(s) r(k + dr - s> + ‘1 Xa(r-s)-i ds 
(r - s) d(r - S) k! , 
where the inversion in order of integration is justified by absolute con- 
vergence. Now, by definition of W, all of the poles of the integrand lie to 
the left of V’. By using (3.1) and Cauchy’s theorem, we can replace V by 
any vertical line (c, - iq c, + ice) to the right of %?‘, and the proof is 
complete. 
LEMMA 3.7. For 5 < ua*, as x tends to CO, 
c b(n)/pnP - cx=a*-f logp-1 x. 
rr,=a 
Proof. Let k be determined such that & < x < pk+l. Then, by 
partial summation and (2.3), 
= qq- logo-1 Pk + 0(/@-C logo-l IL,/,?. 
We wish to replace pk by x above. If 
it is sufficient to show that 
f(x) - f(,-hk) = O(,+* ’ log’-’ t$)’ 
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By the mean value theorem, there is a uO, pLr < u,, < X, such that 
f(x) - f(p,J = (x - Pk) ml) 
= o&) o(u>*-‘-l logp-l 24J 
= o@a*-e logo-1 &, 
since x - pk < pk+l - ps = o&J by a hypothesis in our Theorem 2.1. 
LEMMA 3.8. We have as x tends to 00, 
C b(n)/p:* - c log” X. 
e,,tz 
The proof follows along exactly the same lines as that of Lemma 3.7. 
LEMMA 3.9. Iff > CT,*, as x tends to co, 
C b(n)/pnE = O(X”O*-~ logQ-l x). 
V,>X 
Proof. Determine k as in the proof of Lemma 3.7. Then, by partial 
summation and (2.3), 
4. A FORMULA FOR THE BOREL MEANVALUE 
Let q be a nonnegative integer and put 
P,(x) = A,(x) - P,(x) 
where C, is a curve, or curves, encircling the integrand’s singularities. If 
q = 0, (4.1) gives (2.2) by (2.1). Now, from Ref. [2], 
(4.2) 
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where 
where c > sup(0, ua, Us*, cz), and q is large enough so that (4.2) con- 
verges absolutely. In the following we shall assume that q and k are large 
enough so that all inversions of limiting processes are justified by absolute 
convergence. 
In (4.2) let x = tu, multiply both sides by 
dp(dk--a+l)/a exp{ -fP))/&, 
and integrate with respect to u over (0, co). Inverting the order of summa- 
tion and integration, then inverting the order of integration, and 
integrating both sides by parts q times, we arrive at for k large enough, 
I m e-u”aU(k-a+l)/np(~u) du 0 
Using Lemma 3.6, we find the desired expression for the Bore1 mean value, 
1 * 
72, s 
f?-“UkP(&4a) du = t’/‘= 1 + i&({&.bfi}l’a). (4.3) 
n 
5. ASYMPTOTIC FORMULA FOR THE BOREL MEANVALUE 
Let y, 6, and h be as given in Lemma 3.2. Suppose 
k-y < E < lo, 
where to > 0 is fixed, and set 
y = k+f. (5.1) 
We wish to employ Lemmas 3.3 and 3.5 in (4.3). As preparation for this, 
we must estimate some sums. 
Recalling that a,* > +r + 1/4ar, we have by Lemmas 3.7 and 3.8, (2.7) 
and (5.1), 
c b(n)/p~+1~4a = O(y” logo-l y) + O(log0 y) 
U,=zY 
= O(~-Kk~08 logp-l k) + O(log’ k). 
(5.2) 
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Similarly, 
c b(n)//.@+3/4a = 0(5-x+1/2uk(K-1/2u)~6 logo-’ k) + qlog” k). (5.3) 
U,<Y 
Next, put 
and 
B*(x) = 1 b(n)/pF+l’4a 
u,<z 
E(x) = exp( -c{5x}1’“). 
(5.4) 
(5.5) 
Let j be determined by pj < y < P~+~. Then, by partial summation, 
= 0 (g/a ,, zP+c logo-1 uE(u) G/a-l du 
) W 
= O((llyK+r logo-1 yiqy)) = O(k-M), 
where we have used Lemmas 3.7 and 3.8 and integration by parts. Here 
c > 0 is arbitrary, and A4 is an arbitrary fixed positive number. By 
Lemma 3.9 
c b(~yp;-l/2”+~ = (3 yo,*-~+W-M logD-1 y) 
u,> 1/ (5.7) 
= ~(~-0,*+r-l/zor+~~asco,*--7+1/2~--M~ logo-l k)* 
Hence by (4.3), Lemmas 3.3, 3.5, and 3.9, (5. I)-(5.3) and (5.5)-(5.7), 
we have for A4 large enough, 
1 co 
k?, s e-“ukP(&“) du 
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= 0(~8k+M) + O([eF~-i+h{[-KkKas logp-1 k + logO k}) 
+ 0(5e--1/2~~e-i{5-K+ll2ark(K-l/2or)a8 logo-l k + lOgo k}) 
+ O(ST-uo*kaS(ua*-~+1/2a-M) logp-1 k) 
= O(k”M), 
since we can choose 6, h, and y as small as we wish and M as large as we 
wish. In summary, we have shown that 
1 Ox 72, s e-WP(&) du 
= c5ekme c b(n) +n) 
/pl/4ol coW+{Spn}1’2” + /b) + O(kae-s), (5.8) 
where E(x) is given by (5.5). 
6. PROOF OF THE THEOREM 
If K > 0, we assume that for a suitable K > 0 and all sufficiently large 
x that 
fRe{P(x)} < Kxe logK x (log log x)~-l, (6.0 
where the + and - signs correspond to (2.9) and (2.10), respectively, and 
0 and K are given by (2.6) and (2.7), respectively. Similarly, if K = 0, we 
assume that 
fRe{P(x)} < K(log log x)~, 
where the + and - signs correspond to (2.11) and (2.12), respectively. 
We shall be done if we can show that 
K>c>O (6.2) 
for some c. We shall prove (6.2) only for the case K > 0. The only difference 
in the proof for K = 0 is that Lemma 3.8 is used, rather than Lemma 3.7. 
The sign convention mentioned above will be maintained throughout the 
sequel. 
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We first set 
f = tV4 = KJog k (6.3) 
where Kl > 0 will be suitably chosen later in the sequel. Let 
1 m 
‘“=z o I e-Wk(&f”)e (log(&4”))” {log / log(&a)l>p-l n’u. 
Replacing u by ku, we obtain 
zk = tek”+;q+‘e-k sm 
?. o (el-%)lc uUe(log([kw)>” {log 1 log([k%*)I}P-r du. 
This integral is estimated in exactly the same way as the integral in 
Lemma 3.2. We find that 
by (6.3). 
Zk - c~ekne{log(~kE)}K {log j log(Ek*)l}“-l 
- ctekae log” k(log log k)O-l, 
(6.4) 
From (6.1) and (6.4) we find that 
1 3o %G 0s e-W Re{P(&)} du < c + KZk 
- cKfekUs logK k(log log k)P-I. 
Combining this result with (5.8) we conclude that 
cos(ck+{5p,)112a + ,br) < cK logK k(log log k)o-1. (6.5) 
We next show that (6.5) is valid for k continuously tending to 00. By 
the mean value theorem it is sufficient to show that the derivative with 
respect to k of the left side is 
o(logx k(log log k)o--l). (6.6) 
Since f’(k) = 0(1/k log2 k), this derivative is equal to 
= 0 (k-3/8 C b(n) W+z)\ 
tLr3J4” * 
(6.7) 
198 BERNDT 
Write this last sum as 
say. Now, by Lemma 3.7, 
SlG c b(n) ___ = O(.p-lia logp-l( l/f)). ;r-s/am u.<1/e k 
S, is estimated in exactly the same way as (5.6) and is 
0(5-K logo-1 (114)). 
By (6.7)-(6.9) the derivative of the left side of (6.5) is 
O(k-3J8 loge k), 
and (6.6) easily follows. 
We now apply 
(6.8) 
(6.9) 
LEMMA 6.1 (Dirichlet’s approximation theorem). Let y1 ,..., yz be ljixed 
positive real numbers. Let m > 0 and a positive integer q be given. Then, 
there exists a o in rhe interval [m, qzm] and positive integers y, ,..., yz such 
that 
I “Yn - Yn I < l/q, n = l,..., 1. 
Let yn = c~‘,/~“/2rr and m = pz . Let j be the integer such that j + Q is 
closest to /3. (If /I is an integer, take either of the 2 possible choices for 
j.) Write 
P=j+i+rl, (6.10) 
where 0 < 1 q 1 < 4 (r) # 0 by a hypothesis in our theorem). Choose the 
positive integer q such that 
4/q < I rl I . (6.11) 
Then, by Lemma 6.1 there is a u in [tLz , qzpz] and integers y, ,..., yz , such 
that 
1 C/l.%J/2~ - y n n ( < l/q, 
or 
cp”.ln/% = 23ry, + 27X0/q (6.12) 
for some w  = w(n), 1 w  1 < 1. Hence, by (6.10)--(6.12), 
I!E cos(c~p~~~ + Bv> = 41 cos(2n4q + (j + 4) 7 + 94 
= F (-l)i sin(2Tm/q + r]?r) (6.13) 
> sin(& I r] I 7r) > 0. 
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We now set 
From (6.5) and (6.13), we have 
sin(& I q I 7~) C z w  G-4 _ i Hn) w4 
)r+1/4a /+ilj4rr 
< cK log” k(log log k)O-l. 
n=l Pn n=Z+l n 
(6.14) 
We want to get a suitable lower bound for the left side of (6.14). 
Now, 
Pz 1% 4 - pz log q + log CCL 3 log 0 
= & log 5 + ‘2 log k +o,k=$$ 
or 
(6.15) 
if we choose Kl > 4 log q. Hence, we can assume that pie > 2. 
We examine the first sum on the left side of (6.14). Let B*(x) and E(x) 
be as defined in (5.4) and (5.5), respectively. Now, by Lemma 3.7 there is 
ac>Osuchthatforx 3 I/& 
B*(x) > CXK log”-1 X. (6.16) 
Noting that E’(x) < 0 and using (6.15) and (6.16), we have by partial 
summation, 
i w E&J > _ luz 
fr+l/lo ' f 
B*(u) E’(u) du 
n=1 Pn l/C 
uz > cp 1/e l4 - L l+lja log-l uE(u) du 
> cr$+ log”-l(l/e) I:;, z~-l+lM?(~) du 
= cp logp-1(1/f) 1:” u~-l+l/a exp(-c&a) du 
2 cp log’-l(l/[) 1: u~-l+l/~ exp( - c@) du 
= cc+ logq/~ 
> cK,” log’ k(log log k)p--l. (6.17) 
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Next, we seek an upper bound for the second sum on the right side of 
(6.14). By Lemma 3.7 there is a c > 0 such that for x > p1 , 
B*(x) < CAY logo-1 x. (6.18) 
Noting again that E’(x) < 0 and using (6.18), we have by partial summa- 
tion, 
f w.4 J%4 < _ m 
p+7+1/4a i 
B*(u) E’(u) du 
n=1+1 ?z IL2 
say. Now, 
m = c&K logo-l f.bl 
I 
u~-l+lI@ exp(-cull”) du 
u LE 
< c[--K logo-1 pl exp(- $c{&}~/~) s,, ZP--~+~/~ exp(- &@) du 
< c(-~ logo-1 pl exp(-c{&}l@) 1,” UK-~+~/N exp(--culla) du 
= c&K logo-l pll exp(--c{p,[}l/“). 
Using (6.15), we have 
I1 < ~5;” exp(--cK,1/“) log” k(log log k)O-l. (6.20) 
We estimate I, . For any E > 0, we have upon using (6.15), 
I, = 0 (p jm 
UL2 
UK-lfe+ll+(u) & 
= 0 (P/m exp(- $c{S~~}l’~) Jm 
1112 
I.@+~+~@ exp(- +c{&)llll) du) 
= 0 ( &++f exp( - c&/a) j,” t@+c+l/a exp( - c&m) &) 
= O(log” k exp(-c logI/” k)) = o(l). (6.21) 
AVERAGE ORDER 201 
Combining (6.17) and (6.19)-(6.21) with (6.14) we conclude that 
cK;” - cK;” exp(--cK;l:i”) < cK. 
If we choose Kl large enough, clearly (6.2) will be satisfied, and the proof 
is complete. 
7. EXAMPLES 
EXAMPLE 1 (Piltz divisor problem in algebraic number fields). Let K 
be an algebraic number field of degree n = rl + 2r, , where rl is the 
number of real conjugates in K and 2r, the number of imaginary con- 
jugates. Let &(s) denote the Dedekind zeta-function associated with K 
and put f(s) = {&ASP, where p is a positive integer. Furthermore, let 
pr, = p1 and pr2 = p2. Then, it is well known that there exists a c > 0, 
depending on K, such that y(s) = c”f(s) satisfies a functional equation 
of the form 
where 
44 v(s) = 4 - 4 941 - s), 
Also, q(s) is holomorphic in the s plane except for a pole of order p at 
s = 1. Simple calculations give K = 0 = (pn - 1)/2pn and fi = (pl - 3)/4. 
Hence, by the Theorem 2.1, if p1 = 2, 3,4 (mod 8) 
P(x) = sz+((x log X}(~n-r)‘2~n {log log x}“-1); 
If p1 = 6,7, 8 (mod 8), 
P(x) = LL({x log X}(Q”-l)/zQn {log log x}o-1). 
These results, in general, are due to Szegii and Walfisz [9]. If n = 1 and 
p = 2, P(x) is th e error term for Dirichlet’s divisor problem; if n = 1 and 
p > 2, P(x) is the error term for the Piltz divisor problem. The results in 
these cases are due to Hardy [4]. 
EXAMPLE 2. Let Q(n, ,..., nR) = Q([n]) be a positive definite quadratic 
form in k >, 2 variables. For 0 > # the Epstein zeta-function is defined 
by 
LIP, ~1 = f {Q(bl)I-‘- 
nl,...‘nk=-m 
cn1 #O 
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The function t;(Q, s) satisfies the functional equation 
.rr-8r(.s) [(Q, s) = 1 Q 1-i w-(jk-*) r(+k - s) ((Q-l, Qk - s), 
where 1 Q ) denotes the determinant of Q, and has an analytic continuation 
that is holomorphic everywhere except for a simple pole at s = &k. Let 
0 < X, < X, < -1. denote the different values assumed by Q([n]), and a(n) 
the number of times Q([n]) assumes the value h, . Then, it is well known 
that 
Here, we have K = B = $(k - 1) and j3 = -&(k + 1). Hence, by the 
Theorem 2.1, if k = 2, 3,4 (mod 8), 
P(x) = sz-({x log x}f(k-1)); 
if k = 6, 7, 8 (mod 8), 
P(x) = Q+((x log X}*‘k--l)). 
In the case that Q([n]) = n12 + a** + nk2, we have the results of Hardy 
and Szeg6 to which we referred in the introduction. 
EXAMPLE 3. Let ~~(12) denote the sum of the k-th powers of the divisors 
of n. If k = 0, u,,(n) = d(n), the divisor function which we discussed in 
Example 1. Since also C&r) = nk~-&), we will assume in the following 
that k > 0. The function y(s) = n+&s) [(s - k) = v-* C c&)/n’ 
satisfies the functional equation 
ms) ms - k)) q(s) = GKk + 1 - ~1) %!{1 - 4) v(k + 1 - 4 
and has an analytic continuation over the entire plane with simple poles 
at s = 1 and s = k + 1. Also, q converges for u > k + 1. A simple 
calculation of Q(x) shows that 
n$i uk(n) = 5’k” +’ 1” xk+l + t;(l - k) x 4 5(O) 5(-k) + P(m). 
In the notation of our Theorem 2.1, K = 8 = &(2k + 1) and fi = -4. 
Hence, we have 
P(x) = Q+({x log X)*(=+1)), 
which appears to be new. 
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OTHER EXAMPLES. We are also able to obtain new results for the error 
term associated with the Dedekind-Epstein zeta-function and Siegel’s 
zeta-function attached to an indefinite quadratic form in k 3 4 variables 
with rational coefficients. 
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