Abstract| Binary tree structures have been very useful in solving divide-and-conquer type of problems. Embedding binary trees into another network|the host network|helps in designing solutions for the host network using the known solutions on binary trees. Embedding arbitrary binary trees into networks, in particular into the hypercube, has been addressed in the literature. The latter was achieved with load 1 and constant dilation. The n-star graph is a recently introduced interconnection network for massively parallel systems. It enjoys symmetry and fault tolerance properties that make it a viable alternative to the hypercube. In this paper, we address the problem of embedding arbitrary binary trees into the n-star graph. This work is the rst to present such an embedding. The tree has be(n ? 1)!c or fewer vertices. The embedding leads to load 1 and constant dilation for all values of n. It therefore enables the star graph to e ciently simulate an arbitrary binary tree with only a constant factor of communication delay.
I. Introduction T HE star graph was recently introduced in the literature as an interconnection network architecture for massively parallel systems 1,2]. It soon became popular because its architecture and properties compare favorably to the hypercube. This can be attributed to the fact that both|star graph and hypercube|belong to the same theoretic group of interconnection networks, namely, the Cayley graph. As a result, they both enjoy its symmetry properties. Some of the properties common to the star graph and the hypercube are node and edge symmetry, disjoint paths, fault tolerance, partitionability and recursive structure. The properties that favor the star graph over the hypercube are its sublogarithmic degree and diameter. The degree is the number of edges incident on a node and the diameter is the maximum distance between any pair of nodes in the network. For a star graph and a hypercube with N nodes, the degree and diameter of the star graph grow as O(log N= log logN) whereas they grow as O(log N) for the hypercube, as N grows. A smaller degree implies cheaper hardware implementation and a smaller diameter implies faster average communication time between nodes. This makes the star graph attractive and worthy of consideration. Ongoing research has shown that many results for the hypercube can be adapted to the star graph, although in some cases it remains open whether the same asymptotic bound on some parameters can be achieved 5, 7, 12] . Characteristics other than degree and diameter need to be considered when evaluating a network. Such characteristics
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include the e ciency of embedding a network (the guest) into the network being evaluated (the host), and the design of optimal algorithms for various problems. Network embedding helps to measure the performance of algorithms developed for one network, when run on the other network. One can also learn from the guest network architecture in order to design more e cient solutions for the host network.
Since a large number of problems fall under the divide-andconquer class, and since divide-and-conquer algorithms are naturally associated with the binary tree structure 14], the problem of embedding binary trees into other networks has been widely addressed in the literature. Even though complete binary trees adequately model many divide-andconquer problems, there are applications where such problems result in trees that are not complete. For example, as mentioned in 8], the tree generated by recursively decomposing a region into smaller subregions in nite-element computations, is generally neither complete nor binary. We mention here some of the important results of embedding an arbitrary binary tree into the hypercube (refer to Section II for the de nition of the terms used in this section). An arbitrary binary tree with at most 2 n vertices can be embedded into the 2 n hypercube with load 1, expansion 1, constant dilation and congestion 8, 9] . This is achieved by rst embedding the arbitrary binary tree into a complete binary tree with 2 n?1 ? 1 vertices using the bisection theorem from 13]. Then, the complete binary tree is embedded into a special tree called the thistle tree, which is then embedded into the hypercube. An alternative embedding of an arbitrary binary tree into the hypercube avoids the use of the bisection theorem and yields better dilation but constant expansion 16]. Embedding an arbitrary binary tree into the star graph has not been addressed. However, di erent embeddings of the hypercube into the star graph have been presented in 4, 15, 17] . By composing the two embeddings|tree into hypercube and hypercube into star|it is possible to obtain a tree into star embedding. However, a careful look reveals that composing embeddings leads to a far inferior embedding than the one we present, due to the following embedding characteristics. (Refer to Section II for the de nition of the terms used in this section.) The known hypercube into star embeddings 15,17] su er from limiting and impractical number of star graph nodes, and/or excessively high expansions. For example, the one-to-one embedding of 15] only addresses star graphs of dimension 2 q while the rst embedding of 17] only addresses those of dimension 2 q + 1. Therefore, for these two embeddings and for q = 1; 2; 3; 4, the number of nodes in the star graph is 2; 24; 40320;2:1 10
13
, and 6; 120; 362880;3:6 10 14 , re-spectively. In addition to the limiting number of nodes, all these embeddings result in expansions higher (sometimes by several orders of magnitude) than the expansion of our embedding. The hypercube into star embedding of 4] is the only such embedding to result in an expansion comparable to ours. In this case, composing embeddings o ers no advantage over embedding the tree directly into the star graph, yet the complexity is increased by having two embeddings instead of one. In this paper, we embed an arbitrary binary tree with at most be(n ? 1)!c vertices into the n-star graph. For simplicity, we drop the oor notation, keeping in mind that the size of the tree is an integer. We consider trees with xed size and shape whose nodes can be active simultaneously. If the shape of such a tree is changing, methods similar to pro ling techniques can be used to estimate the shape and to embed the estimated tree. If pro ling cannot be used, an embedding is performed at run time for every change in the tree shape. In such a case, the number of times our embedding is repeated depends on the complexity of the application generating the tree. We present the embedding that leads to load 1 and constant dilation for all values of n, and low expansion for all practical values of n. We therefore enable the star graph to e ciently simulate an arbitrary binary tree with only a constant factor of communication delay.
II. Background and Definitions T HE star interconnection network can be modeled using an undirected graph, where the vertices represent the processors and are referred to as nodes, and the edges represent the communication channels between nodes. The graph, denoted by S n , has N = n! nodes which are labeled with the n! permutations on symbols f1; : : :; ng such that there is an edge between two nodes if and only if their labels di er only in the leftmost position and in any one other position. A permutation 2 S n is also denoted by the string 1 ::: n , where i = (i), the symbol in the i th position in . The identity node I is denoted by permutation 123:::n. Figure 1 shows the S 4 graph. A node in S n can also be labeled by its cycle notation, since a permutation can be decomposed into a sequence of one or more disjoint cycles, each of which containing an ordered set of labels. The decomposition is unique except for cycle order and rotation. If e 1 , ..., e m are distinct elements of f1; :::; ng, where m n, the cycle notation (e 1 :::e m ) denotes the permutation where (e j ) = e j+1 and j + 1 is taken mod(m), and where (t) = t for t = 2 fe 1 ; :::; e m g. In particular, the cycle (ij) denotes the permutation in which labels i and j are transposed. As an example, node 15243 in S 5 has (532) for its cycle notation. Note that a cycle notation can contain multiple cycles. For example, node 45213 in S 5 has (41)(532) for its cycle notation. For more information on permutations, the reader is referred to 3].
The star graph S n has dimension n and degree n ? 1 v be any two neighboring nodes in S n and let u and v be their respective permutations. Since right multiplying a permutation by the cycle (1j) transposes the labels of in positions 1 and j, we have u = (1j) v and v = (1j) u , for 2 j n. For simplicity, we refer to the edge joining nodes u and v as edge j. Next, we de ne some basic terms.
De nitions
A binary tree is a rooted tree where any vertex other than the leaves has either one or two children. In this paper, we use the terms binary tree and arbitrary binary tree interchangeably. A mapping f from a guest graph G to a host graph H is a vertex map, together with a map assigning to an edge fu; vg of G a path between f(u) and f(v) in H. The load of the mapping is the maximum number of vertices of G assigned to a vertex of H. An embedding is a mapping whose load is 1. The dilation of the mapping is the longest path to which any edge of G is mapped. The congestion of an edge e 2 H is the number of paths that pass through e and that are images of edges in G. The congestion of the mapping is the maximum edge congestion over all edges in H. The expansion is jHj=jGj. . In this section, we rst prove a theorem for the continuous coloring case, then we prove the CPT and its related lemmas, which later enable us to embed the binary tree into the star graph. Given a number p, the recursive partitioning tree or RP tree for p is the binary tree whose root is labeled p and whose left and right subtrees are recursively the RP trees for dp=2e and bp=2c.
The concept of the RP tree helps in the proof of the CPT. The tree has p leaves and p?1 interior vertices. The depth of two leaves di ers by at most 1. It is as recursively balanced as possible among such trees. The RP tree for 1 is a single vertex. Figure 2 shows the RP tree for p = 3 and p = 4. we start with the number a f p at the root of the RP tree, and recursively split a f p in the subtrees, it can be seen from the de nition of the RP tree that each leaf is labeled a f . Therefore is su ces to prove that if we start with 0 a r < p, each leaf will be labeled 0 or 1. We prove this by induction on the height of the tree. For h = 0, the tree is a single vertex with p = 1. Thus, a r = 0 is the label of the leaf. We assume that the induction is true for height h. Each leaf is labeled 0 or 1 if we start with a number a 0 r at the root of the RP tree for p 0 . Thus, the RP tree is for p, the label at the root is a r and the induction is true for height h + 1.
C. Partition of Discrete Colored Interval De nitions
A coloring is discrete if the interval is divided into n discrete equal length subintervals, and if on each subinterval, one c j equals 1 and the rest equal 0. We use the terms cut, segment and part as in the continuous case. Note that, in the discrete case, a cut can only be on the subinterval boundary, a segment consists of one or multiple contiguous subintervals, and a part consists of one or multiple, not necessarily contiguous, segments. Given a discrete coloring, let ! j be the number of subintervals of color j. The partition matrix ? 0 is de ned the same way ? is, e.g. ? 0 ji equals the amount of color j in part i. For convenience, the entries of ? 0 are multiplied by n. A k-colored p-partition is almost even if ? 0 ji equals b! j =pc or d! j =pe for all j and i, and if the sum down every column equals bn=pc or dn=pe.
Whenever clear from the context, we use the term partition to denote an almost even k-colored p-partition. A bisection of the interval is a 2-partition. The problem of bisecting a string of pearls with k colors was solved in 13] using a topological argument. We state the result in Lemma 2 for convenience. Note that the string of pearls is analogous to the discrete coloring we just de ned, where each pearl (or subinterval) is colored with one of k colors. Lemma 2: (Bisection Theorem). Given a string of n pearls, let the pearls be colored with one of k colors such that n i pearls are colored i, 1 i k. By cutting the string in k places, it is possible to bisect the pearls into two parts each containing bn=2c or dn=2e pearls, and bn i =2c or dn i =2e pearls of color i for 1 i k. The result of Lemma 2 was used in VLSI graph layout as well as in embedding binary trees into hypercubes 8,9,10,11]. However, when embedding a binary tree into the star graph, two colors instead of k are enough, but a variable number of parts instead of two is needed. The rst di erence is caused by the speci cs of the load recursion of the factorial tree (as explained later in Equation 1). The second di erence is caused by the fact that an interior vertex in the factorial tree has a variable number of children (see Section IV), unlike the thistle tree where an interior vertex always has two children 8,9]. We resolve these di erences by proving the CPT next. Performing a cut on a binary tree amounts to removing some edges or vertices such that the tree is composed of two or more disconnected components. Each of these resulting components is itself an arbitrary binary tree, and is referred to as a component. A forest S is a collection of components. A cut can be performed on S in the same way it is on a tree. An interior vertex is any vertex in S except the leaves. S can be denoted by its set of edges E or its set of vertices V . Coloring can be applied to the vertices of S, and an almost even k-colored p-partition is de ned as in the discrete colored interval case. Whenever clear from the context, we use the term partition to denote an almost even k-colored p-partition. Note that the terms vertex, connected vertices, component, and part in the forest partition are analogous to subinterval, contiguous subintervals, component, and part respectively in the discrete colored interval partition. A p-partitioning set of edges of forest S is a set of edges E p whose removal from S forms a partition on S. A p-partitioning set of vertices of forest S is a set of vertices V p that cover E p . By cover we mean that each edge in E p has one and only one endpoint in V p . In this section, Lemma 3 is basic to our results. It lays out the binary tree on a horizontal line. Using it along with vertex coloring and the CPT, Lemmas 6 and 7 compute jE p j for one and two colors respectively. Using Lemmas 4 and 5, Lemmas 6 and 7 compute jV p j as well. Lemma 3: The vertices of any T-vertex binary tree (forest) can be laid out on a horizontal line so that any vertical cut between two vertices crosses at most log T edges.
Proof: Two di erent proofs were independently presented for laying out the binary tree on a horizontal line in 6, 11] . This result can be extended to a forest by laying out its components next to each other on the horizontal line.
Lemma 4: Let V 1 ; V 2 be two non-overlapping subsets of the vertices V of a graph G, and let E be any set of edges between V 1 and V 2 . Let a i be a number such that a i jV i j for i 2 1; 2 and a 1 + a 2 = jEj. Then, there exist subsets i V i with j i j = a i , such that 1 2 cover E.
Proof: We prove this by induction on a 1 . The claim is clear for a 1 = 0. Suppose a 1 > 0. Choose any edge e from E. Assume that i exist such that 1 2 cover E ?feg, with j 1 j = a 1 ?1 and j 2 j = a 2 . Then, by adding to 1 the V 1 endpoint of edge e, we obtain the i such that Proof: In the tree layout on a horizontal line, (p ? 1) cuts are needed in order to partition the tree into p parts. By Lemma 3, any vertical cut crosses at most logT edges. Therefore, E p |the p-partitioning set of edges|has at most (p?1) log T edges. Instead of partitioning the tree by removing edges, by Lemma 4 we can partition it by removing the same number of vertices, and by Lemma 5 we are guaranteed an almost even partition. Lemma 7: A T-vertex forest colored with 2 colors, has a p-partitioning set of edges (vertices) of size at most 2(p ? 1) logT.
Proof: Consider the tree layout on a horizontal line. By Theorem 3, and in order to partition the tree into p parts, 2(p ? 1) cuts are needed since the tree has two colors. By Lemma 3, any vertical cut crosses at most log T edges. Therefore, E p |the p-partitioning set of edges|has at most 2(p ? 1) logT edges. Instead of partitioning the tree by removing edges, by Lemma 4 we can partition it by removing the same number of vertices, and by Lemma 5| which can be readily extended to two colors|we are guaranteed an almost even partition.
IV. The Factorial Tree G IVEN a star graph S n with N = n! nodes, we can build its n-level factorial tree F n . F n is of interest because it is a highly symmetric subtree of S n . F n is de ned as follows. Let I, the identity node in the star graph, be the root of F n . The root is at depth d = 0. We recursively build F n such that, each vertex u at depth d has n ? d ? 1 children. These children are neighbors of u in S n . We dene the height h of a vertex to be h = n ? d ? 1. Thus, the depth (height) of a vertex is equal to its distance from the root (leaves). The labels of the edges of the factorial tree are as follows. The root of F n has n ? 1 edges, each is labeled with a distinct j, for 2 j n. The tree edges are recursively labeled such that each vertex u in the factorial tree has as outgoing edges, all the edge labels that do not appear on the path in F n from u to I. The following properties of F n are easily seen, where u is a vertex at depth d:
F n has n levels and height n ? 1. There are (n ? 1)(n ? 2):::(n ? d) = (n ? 1)!=h! vertices at height h, for 0 h n ? 2.
The vertices at height h have h children.
There are (n ? 1)! leaves at height 0.
The total number of vertices in F n is jF n j = (n ? 1)! P n?1 i=0 1 i! and as n ! 1, jF n j ! e(n ? 1)!.
The vertices of F n are all the nodes of the star graph whose cycle notation is a single cycle containing the label 1.
The cycle notation of u contains d + 1 labels. The path from I to u consists of edges e 1 ; e 2 ; :::; e d , where the e i 's are the d distinct labels excluding label 1 of the cycle notation of u. Figure 3 shows the n-level Factorial Tree F n .
V. Embedding the e(n ? 1)! Binary Tree into the Factorial Tree A S de ned in Section IV, F n is a highly symmetric subtree of S n and therefore has a straight forward embedding into S n with load 1 and dilation 1. Therefore, the problem of embedding a binary tree into S n is automatically resolved once an embedding of the tree into F n is designed. In this section, we embed the binary tree into F n . We rst partition the binary tree using the results of Section III-D, map the vertices to F n , push the excess load to vertices at lower height in F n , and compute the load and dilation. The following notation is used in this section. The subscript denotes a height in F n , unless otherwise indicated. S denotes the binary tree with T vertices. f i denotes the subtree of F n rooted at i. s i denotes the subtree of S mapped to f i in F n . Note that f n?1 and s n?1 correspond to F n and S respectively. V i denotes the p-partitioning set of vertices of S, or one of its subtrees, to be placed at the root of f i . N i denotes the neighbors of V i , and l i denotes the total load at the root of f i . Lemma 8: (Embedding Decomposition). Every T-vertex binary tree S can be embedded into the F n factorial tree using the CPT. Proof: S can be recursively partitioned and the ppartitioning set of vertices can be mapped to vertices at successively deeper levels in F n . The following outlines the decomposition procedure, keeping in mind that height h and depth d are related by h = n ? d ? 1.
Step 0: Color every vertex in S with color 1. Using Lemma 6, partition S into n ? 1 parts (s 1 n?2 ; :::; s n?1 n?2 ). Place V n?1 at the root of f n?1 and map each s n?2 to a di erent f n?2 .
Step 1: In each of the forests s 1 n?2 ; :::; s n?1 n?2 created in step 0, recolor N n?1 with color 0. Using Lemma 7, partition each of the s n?2 forests into n ? 2 parts (s 1 n?3 ; :::; s n?2 n?3 ). Place each V n?2 at the root of a di erent f n?2 and map each s n?3 to the corresponding f n?3 .
Step i: (recursive step at height h = n ? i ? 1) . In each of the forests s Figure 4 shows the placement of the p-partitioning set of vertices and the embedding of the corresponding subtree of S. As a result, l h is given by: l n?1 (n ? 2) log T l n?2 2(n ? 3) log T (n ? 1) l h 2(h ? 1) log T h! (n ? 1)! .... ....
Step 0
Step 1
Step i If the cuts are chosen using a layout as in Lemma 3, then, for each endpoint of an edge of a cut, at most 2 of its neighbors are on one side of the cut. To bound the dilation by 2, the unassigned neighbors of a vertex of S mapped to a vertex u at height h + 2 of F n , must be mapped to height h. By Lemma 9, there are at most two such unassigned neighbors belonging to the part mapped to the subtree whose root is at vertex v, one of the children of u. Being at height h + 1, vertex v has h + 1 children. Thus, l h becomes for h n ? 3: Step i for bounded dilation: Distribute the unmapped vertices with color i mod(2), belonging to every s h+1 forest mapped to f h+1 , distribute them among the children of the root of f h+1 . Continue with the previous text of Step i.
Solving the load recursion, we obtain for h n ? 3 
for j 2 h?1 j < 1, i.e. h > 3. So far, we required h > 3 and h 5. This is not restrictive since we prove later that levels in F n at h < 5 do not receive any vertices from the binary tree by the embedding decomposition. We also observe that, for the smallest h (h = 5), the term Lemma 11: (Embedding Load). Every e(n ? 1)!-vertex binary tree S can be mapped to the n-level factorial tree F n such that 2(h ? 1)dK h (log e + h logh)e vertices of S are mapped to every vertex of F n at height h > 5, at most 326 vertices of S are mapped to a vertex of F n at height h = 5, and no vertices of S are mapped to a lower height in F n .
Proof: Using Equation 3 and setting the load to the ceiling of the maximum load, l h = 2(h ? 1)dK h (log e + h log h)e (5) where K h is given by Equation 4 . In order to simplify later equations, we use Equation 5 for l n?1 and l n?2 , since the p-partitioning set of vertices can be extended to a larger set by removing vertices of the same color from all parts. Next we prove that no vertices of S are mapped to h < 5 in F n . Let R h be the number of vertices of S that remain to be mapped after the vertices at height h in F n have been lled using Equation 5. R n?1 = e(n ? 1)! ? l n?1 , R n?2 = R n?1 ? (n ? 1) . Thus, there are no more vertices in S to map to F n at level h < 5. Next we prove that vertices of F n , at height h > 5, all have l h vertices of S mapped to them, where l h is given by Equation 5 . We prove this by contradiction. Assume that vertices in F n at height h = 6 have less than l 6 vertices of S mapped to them. This implies that R 6 < 0 and Ar < 0:09 for r 13, and A 13 < 0:000001, then the terms for r 13 can be ignored and P 12 r=6 A r < 0:48. Thus, the assumption is incorrect and vertices at height h = 6 receive l 6 vertices of S. It is easily seen that this is true for all h 6.
For h = 5 and by Lemma 10, js 5 j jf h j = 326 and consequently, l 5 326. Lemma 12: (Embedding Dilation). When mapping the e(n ? 1)!-vertex binary tree S to the n-level factorial tree F n , the mapping dilation is bound by 2 such that adjacent vertices in S are mapped to at most 2 levels apart in F n .
Proof: Equation 1 ensures that the neighbors of a vertex at height h + 2 are mapped to a height no lower than h. Thus, the dilation is bound by 2. Lemma 13: For every vertex of F n , the number of vertices of S embedded within its subtrees di er by at most 1.
Proof: This follows from Theorem 3 and Lemmas 4 and 5.
Theorem 4: (Push Down). Every e(n ? 1)!-vertex binary tree S can be embedded in the n-level factorial tree F n with load 1, and dilation O(1).
Proof: We prove this by pushing the excess load of a vertex and dividing it almost equally among the children of the vertex. The process starts at the root and moves to a lower height at each step. At a vertex u at height h, we form the load vector L h = l i h ::: l h?1 l 3 h h 1. By induction, the load becomes 1 at each vertex. For h = 6, we obtain i = 5 and the proof follows along the same line. Therefore, the Push Down causes an additional dilation of at most 5. Since by Lemma 12, the distance separating two neighboring vertices in S is bound by 2 before the Push Down, and since the Push Down can cause an additional dilation of up to 5 in di erent subtrees, then the total dilation is bound by 12.
Next, we prove that js h j = jf h j, after the Push Down process is performed until height h. This ensures that no leaf in F n has a load greater than 1. This is true at height n ? 1 by the de nition of s n?1 and f n?1 . Assume it is true at height h. Let u be a vertex at height h and let v i for 1 i h be its children. Then, js h?1 j = jf h?1 j can be ensured at each v i by dividing the load vector at u minus its leftmost vertex almost equally among the v i 's. By Lemma 13, some v i may have one less vertex of S embedded within its subtree. Dividing equally means that this v i gets one more vertex of the load vector.
VI. Conclusion W E present in this paper the technique for embedding an arbitrary binary tree with be(n ? 1)!c or fewer vertices into the n-star graph, by rst embedding it into the factorial tree, then embedding the factorial tree into the n-star graph. We de ne the factorial tree and prove the theory needed for the embedding, including the CPT. The embedding leads to load 1 and constant dilation for all values of n, and low expansion for all practical values of n. Figure 5 shows the embedding expansion for n : 3 ! 8. Therefore, we conclude that the star graph can e ciently simulate an arbitrary binary tree with only a constant factor of communication delay. 
