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IN PARKINSON’S DISEASE
Pamela Reitsma, M.S.
University of Pittsburgh, 2010
There is much experimental evidence that neurons located in the basal ganglia of parkinso-
nian primates show increased pairwise correlations, oscillatory activity, and burst rate com-
pared to normal brain activity. Past computational work has suggested that such changes in
the firing pattern of neurons in the globus pallidus internus (GPi), the main output nucleus
of the basal ganglia, may compromise thalamocortical relay capabilities. To understand how
changes in the patterns of basal ganglia activity affect correlation transfer, we study pairs
of realistic models of thalamocortical (TC) relay neurons receiving correlated inhibitory in-
put from the GPi, as well as uncorrelated excitatory signals from cortex. We observe that
bursty firing patterns such as those seen in the parkinsonian GPi allow for stronger trans-
fer of correlations and higher correlation susceptibility than do firing patterns found under
normal conditions. We also show that removing the T-current in the TC neurons does not
significantly affect the correlation transfer, despite its pronounced effects on the spiking of
the neurons. Oscillatory firing patterns in GPi are shown to affect the time scale at which
correlations are best transferred through the system. We obtain the same results using
an integrate-and-fire-or-burst (IFB) model of TC neurons as we do with a more realistic
conductance-based model of the TC neurons, suggesting that the IFB model is a good re-
duced model for studying correlation transfer. In a reduced point process model, we derive
analytic calculations of the spike count correlation coefficient for the time-inhomogeneous
case. The analysis indicates that the rhythms seen in the transfer of correlations at vary-
ing time scales are very robust to different levels of spike correlations and rate correlations
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between the neurons. It also points to the fact that these rhythms can be seen because
of differences in instantaneous spike correlations, even when the long time scale rhythmic
modulation of the neurons in identical. Overall, these results show that parkinsonian firing
patterns in GPi do indeed affect the way that correlations are transferred to the thalamus.
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1.0 INTRODUCTION
The basal ganglia is a group of segregated subcortical nuclei which are part of a circuit that
is essential to our ability to properly perform motor tasks. There is evidence that the role
of the basal ganglia in this circuit is to modulate commands that are relayed from cortex
through the thalamus [7]. The motor circuit includes “direct” and “indirect” pathways
which play different roles in the initiation and and termination of movement [2]. The basic
structure of the motor circuit through the basal ganglia is shown in Figure 1, including the
substantia nigra pars compacta (SNc), striatum, subthalamic nucleus (STN), and the globus
pallidus externus (GPe) and globus pallidus internus (GPi). The striatum and subthalamic
nucleus receive excitatory input from the cortex. These inputs are passed through the circuit,
eventually leaving the basal ganglia through the GPi, which inhibits thalamocortical (TC)
relay neurons in the thalamus.
The loss of dopaminergic connections from the SNc is the primary cause associated with
Parkinson’s disease. Much research has been dedicated to the study of how this affects
the firing patterns of the basal ganglia. Hallmarks of the parkinsonian basal ganglia are
oscillatory firing patterns [3, 7, 9, 12, 19, 21, 28, 29] and an increased burst rate [19, 29].
Specifically, it has been found that there is an increase in the rate of oscillatory bursts in the
GPi of monkeys treated with 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP), which
induces a parkinsonian state [28, 29]. Computational studies have suggested that these
changes in the firing pattern of neurons in the basal ganglia can compromise thalamocortical
relay capabilities [10, 24].
One possible reason for this disruption is that oscillatory inhibition would preferentially
activate the T-current in the TC neurons, causing these neurons to fire bursts at an elevated
rate. However, some experimental evidence has suggested that the TC neurons do not
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Figure 1: Motor circuit through basal ganglia. GPe - globus pallidus externus; GPi -
globus pallidus internus; SNc - substantia nigra pars compacta; STN - subthalamic nucleus.
show an increased number of T-current bursts in monkeys treated with MPTP [19]. It is
worth noting that this particular study excluded periods of tremor from its analysis, so it is
inconclusive about the presence of T-current bursts during tremor, and the possibility that
they could contribute to the disruption of thalamocortical relay during these periods.
Several experimental studies have provided evidence for the view that the basal ganglia
is a collection of circuits that function in parallel under normal conditions, but that this
segregation is broken down in parkinsonism [19]. Specifically, many studies have shown that
GPi population neuronal outputs exhibit significant correlations in non-human primates
treated with MPTP [3, 12, 18, 21] and in humans with Parkinson’s disease [7]. However, the
effects of such a break-down in segregation have yet to be investigated computationally.
In this work we investigate how shared changes in firing pattern in the basal ganglia affect
the transfer of correlations from GPi to thalamus. We do this by modeling two thalamic
neurons, and showing how various firing patterns in correlated GPi inputs affect the transfer
of correlation to the model neuron outputs. We begin by discussing two computational
2
models in Chapter 2. The first is a conductance-based, Hodgkin-Huxley style model, which
realistically captures many of the dynamics seen in TC neurons, including T-current bursting
[10, 24]. We then study a reduced integrate-and-fire-or-burst (IFB) model which has been
shown to reproduce many of the firing patterns observed experimentally [26]. We introduce
the ideas of spike count correlations and correlation susceptibility, and discuss how various
GPi firing patterns affect the transfer of correlations to thalamus. Then, in Chapter 3, we
study a minimal point process model which considers firing of a neuron as escape from an
energy well, and show that this minimal model is sufficient to capture some of the important
trends in correlation transfer seen in the computational models. In particular, we show
analytically how oscillatory firing in GPi affects the transfer of correlation at varying time
scales, and how the frequency of this oscillation determines the time scale at which correlation
transfer is maximized. Previous studies have shown that in a simple system, correlation has
a monotonic relationship to the time scale on which correlations are measured [15]. We show
that by taking rhythmic assumptions that describe a parkinsonian state, it is in fact possible
to obtain scenarios in which the correlations passed through the system no longer have a
monotonic relationship with the observation time scale.
3
2.0 COMPUTATIONAL MODELS
2.1 DERIVATION OF THE MODELS
In order to investigate how correlations are transferred to the thalamus, we model two
identical TC neurons. These neurons receive independent excitatory input from cortex in
the form of Poisson spike trains with a rate of µ = 20 Hz. They also receive inhibitory input
from the GPi in the form of time inhomogeneous, Poisson spike trains, with time-dependent
rate λ(t). These spike trains share a proportion, c, of their spikes. Figure 2 shows the general
set-up of connectivity for our model.
The correlated spike trains are generated by first creating a “mother” spike train with
rate λ(t)
c
. Then each individual spike is sent independently to each of two “daughter” spike
trains with probability c. This results in two spike trains, each with rate λ, which share a
fraction, c, of their spikes. Note that for homogeneous poisson spike trains, c is the correlation
coefficient, however, for inhomogeneous spike trains, this does not have to be the case, due
to the fact that the two spike trains share the same time-dependent rate, λ(t). We use four
different patterns for λ(t), which are shown in Figure 3, and explained in more detail below.
First, we use a Poisson spike train with fixed rate of 70 spikes per second which we
characterize as “normal”. The firing rate matches experiments [21, 23, 29], and it lacks the
dynamic structure seen in GPi spike trains under parkinsonian conditions, which are not
seen in non-parkinsonian conditions.
Second, we use an inhomogeneous Poisson spike train with a continuous, periodic rate,
and call this the “oscillatory” case. The rate is constructed by summing up 21 weighted sine
waves, each with a random phase chosen uniformly from between 0 and 2π. For the oscillatory
case shown in Figure 3, the sine waves are shifted up so that the firing rate is centered at 80
4
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Figure 2: Diagram of the connectivity and inputs used for the computational
models.
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Figure 3: Example behaviors for each of the four types of input: normal, bursty,
oscillatory, and oscillatory bursts. A. Sample GPi firing rates B. Corresponding ex-
ample of GPi spike trains. C. T-current inactivation gate, hT for the conductance based
thalamic model. D. Spike train of conductance-based thalamic model neuron in response to
20 Hz excitatory input in addition to the inhibitory input shown above.
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spikes per second, and each individual sine wave has a height of 26 spikes per second. If the
firing rate ever goes below 0, we simply set it equal to zero. The frequencies of the sine waves
vary from 5 to 15 Hz, and the weights are chosen from a gaussian distribution centered at
10 Hz with variance 1.5 Hz. This particular distribution of sine waves was chosen to match
the power spectrum of this spike train to power spectra from data taken from oscillatory
neurons in the parkinsonian GPi [12].
The third firing pattern is the “bursty” spike train. In this case, the GPi neurons have a
discontinuous rate function. Here the baseline firing rate of 70 spikes per second has Poisson
distributed bursts of spikes added to it. The firing within each burst is Poisson, and in
Figure 3 has a rate of 470 spikes per second. Each burst period is short, and burst duration
is taken from a Gaussian distribution. In Figure 3, bursts last a mean time of 30 ms, with
a variance of 10 ms, and the mean waiting time between bursts is 70 ms. The overall mean
GPi firing rate in this case is 190 spikes per second.
The final firing pattern used is the “rhythmically bursty” spike train. In this case the
bursts are constructed in the same way as above, with burst duration taken from the same
gaussian distribution and poisson firing at a rate of 470ms within the bursts. The difference
between this and the bursty case is that the waiting time between the bursts is taken from
a Gaussian distribution, here with a mean of 70 ms and a variance of 30 ms. Again, the
baseline firing rate for this case is 70 spikes per second.
Each of the last three cases are representative of conditions that have been observed
experimentally [29]. The parameters used for the spike rates, oscillation frequency, and
bursting statistics in Figure 3 are the same parameters used for the conductance based
model’s GPi inputs for the remainder of the text, unless otherwise specified.
2.1.1 Conductance-Based Model
In this model, the thalamic neurons are described using Hodgkin-Huxley-style equations [13]
in which the spiking currents and other currents depend on a conductance and a reversal
potential. The model used here is a slight modification of a previously developed model of
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TC neurons [10, 24]:
Cv′ = Iapp − Ileak − IK − INa − IT − Iinhib − Iexcite (2.1)
h′ =
h∞(v)− h
τh(v)
(2.2)
h′T = qhT
hT∞(v)− hT
τhT (v)
. (2.3)
Here, C is the capacitance, v is a dynamic variable for the membrane potential of a thalamic
neuron, and the right-hand-side of Equation 2.1 gives all of the different ionic currents that
affect this membrane potential. The first term, Iapp, is constant current that determines the
resting membrane potential. We always choose a value for Iapp that causes the neuron to be
silent in the absence of fluctuations in the synaptic inputs. Each of the other currents are
voltage-dependent, and include the parameters g¯∗, the maximal conductance of that channel
population, and E∗, the reversal potential of the channels. The first voltage-dependent
current is the leak current, which is a generic ion current given by Ileak = g¯leak(v − Eleak).
The next two currents in Equation 2.1 are the spiking currents in the model. They
are slightly modified from the traditional Hodgkin-Huxley style. The fast activating and
slower inactivating sodium current that is responsible for the rising phase of the action
potential is given by INa = g¯Nam
3h(v − ENa). Because the activation is fast, we approxi-
mate m by its voltage-dependent steady state value, m∞(v) = 1/
(
1 + exp
(
−v+37
7
))
. The
sodium inactivation gate, h, is governed by Equation 2.2, with steady state value h∞(v) =
1/
(
1 + exp
(
v+41
4
))
, and time constant τh(v) =
1
ah(v)+bh(v)
, where ah(v) = .128exp
(
−46+v
18
)
,
bh(v) = 4/
(
1 + exp
(
−23+v
5
))
.
The slower activating and non-inactivating potassium current is IK = g¯Kn
4(v−EK). We
let n = .75(1 − h), which is a standard approximation for the activation gate of potassium
in terms of the sodium channel inactivation gate [22]. This is a reasonable approximation,
since the inactivation of sodium and the activation of potassium both occur on slow time
scales that are approximately the same.
The equation IT = g¯Tm
2
ThT (V −ECa) describes the T-current. This depolarizing calcium
current allows the TC neurons to fire their characteristic T-current bursts. These bursts
7
require the neuron to first be hyperpolarized for a sufficiently long time to deinactivate
the current, followed by rapid depolarization to allow the current to activate. Because the
activation gate, mT , is fast, we approximate it by mT∞(v) = 1/
(
1 + exp
(
−v+60
6.2
))
. The
dynamics of the slower inactivation gate, hT , are governed by Equation 2.3, with steady-
state value hT∞(v) = 1/
(
1 + exp
(
v+88
4
))
and time constant τhT (v) = 28 + exp
(
−v+25
10.5
)
.
The remaining two currents model inhibitory inputs from GPi and excitatory inputs
from cortex, respectively. The inhibitory synaptic current has the form Iinhib = g¯isi(v−Ei).
Here, si represents the synaptic filtering of the Poisson spike trains from GPi. For a given
GPi spike train, y(t) =
∑n
k=1 δ(t− tk), the synaptic gating is determined by the solution to
τis
′
i = −si+y(t), with initial condition si(0) = 0. Similarly, the excitatory input current has
the form Iexcite = g¯ese(v − Ee) where τes
′
e = −se + x(t), se(0) = 0, for cortical spike train
x(t) =
∑m
j=1 δ(t− tj).
The parameters for the conductance based model are given in Table 1. Note that some
of the parameters are different than those used in [10] or [24]. In particular, we raised ECa
to reflect the reversal potential of calcium. Also, we raised EK and lowered gT to tune
the model so that the hyperpolarization phase of the action potential is not sufficient to
activate the T-current to such an extent that repetitive firing results. This is because we
want firing to be a result of the fluctuations in the inputs, rather than being a self-sustaining
process. We also made sure however, that the T-current was still strong enough to cause
post-inhibitory rebound bursting after sufficiently long periods of hyperpolarization. Because
of the sigmoidal shape of the T-current activation and inactivation curves, the T-current is
never completely “off” in this model, so the current makes the neuron more prone to spiking
even in the absence of strong inhibition.
2.1.2 Integrate-and-fire-or-burst Model
The integrate-and-fire-or-burst (IFB) model was proposed by Smith and colleagues as a
simpler model that is still able to capture the essential dynamics of a TC neuron’s spike and
burst responses [26]. Here we rederive the model, and detail the changes we made.
8
Table 1: Parameter values for the conductance-based model and the IFB model.
Parameter Conductance-Based Model IFB Model Units
C 1 2 µF/cm2
Iapp 1.05 .89 nA/cm
2
g¯leak .05 .035 mS/cm
2
g¯Na 3 – mS/cm
2
g¯K 5 – mS/cm
2
g¯T 2 .07 mS/cm
2
g¯inhib .024 .024 mS/cm
2
g¯excite .02 .06 mS/cm
2
Eleak -70 -65 mV
ENa 50 – mV
EK -80 – mV
ECa 120 120 mV
Eexcite 0 0 mV
Einhib -85 -85 mV
vh – -70 mV
vthresh – -50 mV
vreset – -68 mV
qhT 2.5 – –
τ−h – 20 ms
τ+h – 100 ms
τinhib 15 15 ms
τexcite 8 4 ms
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Each thalamic IFB neuron is governed by the following equations:
Cv′ = Iapp − Ileak − IT − Iinhib − Iexcite (2.4)
h′T =


−hT
τ−
h
(v > vh)
(1−hT )
τ+
h
(v ≤ vh)
(2.5)
As in the conductance based model, C is the capacitance, v is the membrane potential,
Iapp is a constant applied current, Ileak = g¯leak(v − Eleak) is the leak current, and the pa-
rameters g¯∗ and E∗ represent the maximal conductances and the reversal potentials of the
various channels, respectively. Like the standard leaky-integrate-and-fire (LIF) model, when
v reaches vthresh, a spike is counted and v is instantaneously reset to vreset and held there for
a refractory period of 5 ms.
The main difference between this and the standard LIF model is the presence of a cur-
rent due to T -type calcium channels, IT = gThTH [v − vh](v − ET ). The T-current has
inactivation variable hT , which begins to slowly deinactivate when the membrane potential
is hyperpolarized below vh with timescale τ
+
h . If the neuron is then depolarized to above
vh, the T-current immediately activates because of the Heaviside function, H [v − vh], and
hT begins to inactivate the T-current with timescale τ
−
h . The synaptic currents, Iexcite and
Iinhib in the IFB model are constructed in exactly the same way as in the conductance-based
model, and have the same physiological interpretations.
The parameters used to simulate the model are given in Table 1. These are different than
those used in Smith et. al. [26], and were chosen so that the dynamics of the model would
match the dynamics seen in the conductance based model. In particular, we lowered vreset to
be below vrest so that the neuron would experience a brief period of hyperpolarization after a
spike, and consequently also lowered vh so that the after-hyperpolarization phase of spiking
would not deinactivate the T-current. We also lowered vthresh, and lowered the effective rest
potential by using smaller values of injected current. It is worth noting that even without
these parameter changes, the trends in correlation transfer in the IFB model are the same as
those in the conductance-based model, so the results are robust to changes in parameters.
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2.2 SINGLE NEURON PROPERTIES
In this section we discuss the properties of a single TC neuron modeled by the conductance-
based model and the IFB model. We consider how GPi firing patterns affect the inter-spike-
interval (ISI) distribution, the power spectrum, and the spike triggered averages (STAs).
For each of the firing patterns used in the the conductance-based model in this section,
we use the same GPi firing rates, oscillation frequency, and burst statistics as we described
in Section 2.1 for Figure 3. The firing rates of the conductance-based model TC neurons for
these parameters are 10.6 spikes per second for the normal and oscillatory inputs, and 8.6
spikes per second for the bursty and rhythmically bursty inputs. The bursty inputs produce
a lower thalamic firing rate here because the rebound T-current bursts in the thalamic
neurons are not sufficient to make up for the periods of very little spiking during the bursts
of inhibition in the inputs. There is some experimental evidence that increased inhibition
from GPi does indeed cause lower thalamic firing rates in patients with Parkinson’s disease
compared to other patient populations [17].
For the IFB model, we use the same oscillation frequencies and burst statistics as for the
conductance-based model. We also use the same GPi firing rate for the normal condition,
but for the bursty and rhythmically bursty cases, the firing within the bursts is at 440 spikes
per second as opposed to 470 spikes per second. Also, for the oscillatory case, we center
the sine waves at 75 spikes per second instead of 80 spikes per second, and the amplitude
of each of the sine waves is 25 spikes per second as opposed to 26 spikes per second. The
TC neuron firing rates are around 6.5 spikes per second in the IFB model, which is lower
than in the conductance-based model. The lower firing rate is because we chose the firing
rate parameters in both models so that the mean input current would not be high enough to
cause the neurons to spontaneously fire without fluctuations. In other words, if we set Iapp
to the mean value of the total input currents (Iapp + Iinhib+ Iexcite) and then set g¯i and g¯e to
zero, the neuron would not fire. Thus it is the fluctuations in input spike time arrival that
causes the thalamic model neurons to fire. Changing the inputs in the IFB model to allow
a higher rate of spiking would have violated this condition.
11
100 101 102 103
0
0.02
0.04
0.06
0.08
Inter−spike interval (ms)
Fr
ac
tio
n 
of
 to
ta
l
n
u
m
be
r o
f I
SI
s
 
 
0
0.05
0.1
Fr
ac
tio
n 
of
 to
ta
l
n
u
m
be
r o
f I
SI
s
 
 
A
B
Figure 4: Thalamic neuron inter-spike interval (ISI) distributions A. Conductance-
based model B. IFB model. Normal (blue), oscillatory (green), bursty (red), and rhythmi-
cally bursty (black) patterns of GPi inputs are shown.
2.2.1 Inter-Spike Interval (ISI) Distributions
The ISI distributions of our model thalamic neurons are different for each of the different GPi
firing patterns used as illustrated in Figure 4. The normal, constant rate inputs from GPi
lead to an ISI distribution with a single peak, while both oscillatory firing and oscillatory
bursts in GPi lead to a bimodal thalamic ISI distribution. The primary peak (around 30 ms
in the normal case of the conductance-based model) is due to the intrinsic firing properties
of the neuron. The secondary peak in the cases of oscillatory inhibitory input patterns is
because these inputs cause the thalamic neuron to preferentially fire at the period of the
oscillation. In this case, the input oscillations are 10 Hz, so the second peak emerges at 100
ms.
Also notable is the fact that the bursty GPi firing patterns, whether oscillatory or not,
cause the primary peak of the thalamic ISI distribution to shift to the left when compared to
12
normal. This indicates that these conditions in the inhibitory inputs are inducing T-current
bursts in the TC neurons. These T-current bursts appear when an influx of inhibition causing
the neuron to hyperpolarize is followed by a quick release from inhibition which allows the
T-current to activate and cause a burst of spikes. Shortening the bursts in GPi would cause
the primary peak in the thalamic ISI distribution to be less shifted to the left, because
the periods of high inhibition would not be long enough for the T-current to sufficiently
deinactivate.
The position of the primary peaks of the ISI distributions in the conductance-based
model and the IFB model are slightly different, with the IFB model exhibiting longer ISI’s
when it receives normal GPi inputs. This is due to the fact that in the absence of a driving
signal, the intrinsic firing properties of the two models are different.
2.2.2 Power Spectra
The power spectrum of a spike train is the Fourier transform of the auto-correlation function
[8]. It is often used as an indication of how oscillatory the spike train is and gives information
about the frequency of oscillations. Figure 5 A shows the power spectra of the spike trains
from GPi, and of the spike trains from each of the two thalamic models receiving those
inputs. The power spectra for the output spikes were calculated using the Chronux software
package [1, 16].
Note that in GPi, both the oscillatory case (green), and the oscillatory bursts (black)
show a 10Hz peak. As mentioned previously, the power spectrum of the oscillatory GPi spike
train is a good match to power spectra calculated from recordings in GPi under parkinsonian
conditions [12]. Looking at the spectra from the two thalamic models, we see that the spectral
peaks in the two rhythmic cases are passed on to the power spectra of the thalamic neurons,
as expected.
It is also interesting to notice that the power spectrum of the bursty (red) GPi spike train
shows higher power at low frequencies, but no distinct peak. However, these inputs cause the
thalamic power spectrum to have a peak around 7 Hz in both the conductance-based model
and the IFB model. When the T-current is removed from the models by setting g¯T = 0,
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Figure 5: Power spectra and cross-spectra of GPi and thalamic spike trains. A.
Spike train power spectra B. Spike train cross-spectra. The GPi firing patterns are normal
(blue), oscillatory (green), bursty (red), and oscillatory bursts (black).
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this peak in the thalamic neuron power spectrum disappears for both models. This indicates
that the model neurons are frequency selective, and that it is the T-current which is causing
them to have this preferred driving frequency.
2.2.3 Spike-triggered Averages
The spike-triggered average (STA) is the average synaptic activity that leads up to the spiking
of a neuron [5]. The inputs used in Figure 6 are the total conductances for the inhibitory
input, g¯isi, (left) and the excitatory input, g¯ese (right). The spike-triggered averages for
both of the TC neuron models are shown for each of the different input conditions. The
most notable difference is that all conditions except for the normal condition show a peak in
the average inhibitory input about 50 ms before a spike. This could be due to a combination
of two effects. First, the period of the oscillation in the rhythmic inputs from GPi is 100
ms, so that if spikes tend to occur when inhibition is at its minimum, it makes sense that its
maximum is 50ms earlier. The other possible reason for this peak of inhibition is that the T-
current is contributing to spiking. It is clear that the T-current must at least be contributing
to spikes in the case of non-oscillatory bursty GPi activity, because this case shows a peak
in average inhibition before spikes despite the fact that the input is not rhythmic.
The excitatory input STAs show that the normal and purely oscillatory conditions rely
more on the excitation to cause the neuron to spike than the bursty conditions do, as the
peak of the average excitation before a spike is highest for these cases. This is another
indication that the T-current is helping the neuron to spike more in the cases of bursty
inputs than in the non-bursty cases.
The STAs are very similar in the IFB and the conductance-based model, with a few
differences. One is that the peak of the excitatory input conductance in the conductance-
based model comes slightly before the spike, while in the IFB model it comes at the same
time as the spike. This is because the conductance-based model has spiking currents which
carry the neuron into spiking once it approaches threshold, while the IFB model has no such
spiking currents, so the excitatory input is responsible for pushing the membrane potential
all the way across the threshold. The second difference is in the STA of the inhibitory
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Figure 6: Spike triggered averages. A. Conductance-based model B. IFB model. The
average inhibitory (left) and excitatory (right) input conductances are shown for each of
the considered GPi firing patterns: normal (blue), oscillatory (green), bursty (red), and
oscillatory bursts (black).
conductance for the case of normal GPi inputs. In the conductance-based model, there is
a very slight peak in the inhibition about 50 ms before the spike, which is not seen in the
IFB model. This is because in the conductance-based model the T-current is never fully
off because of the nature of the activation and inactivation curves. However, in the IFB
model, the threshold for the deinactivation of the T-current is sharp. Thus, if the inhibition
is sufficiently weak, the membrane potential will rarely go low enough to allow hT to become
non-zero, and hence the inhibitory inputs will not help the neuron towards spiking.
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2.3 CORRELATION TRANSFER
2.3.1 Measuring Correlations
The cross-correlation function and its Fourier transform, the cross-spectrum, are two ways
of looking at correlations between two spike trains. Figure 7 plots the autocorrelation (red)
and cross-correlation (blue) functions of the conductance-based model TC neurons, for each
of the patterns of inputs from GPi with c = 0. For each case, the main difference between
the auto and cross-correlation functions is that the autocorrelation function has a delta
function at zero lag while the cross correlation functions show no delta function because
c = 0. Another difference is that the autocorrelation functions show suppressed spiking
for short time lags due to the refractory period of the neurons, while the cross-correlation
functions show no refractory period effects. For larger time lags, however, the oscillations in
the autocorrelation and cross-correlation functions are identical for the cases of oscillatory
firing and oscillatory bursts in the inputs from GPi, and seen in Figure 7 B and D. This is
because the two neurons are receiving inputs with identical rate modulations on slow time
scales.
The cross-spectra for c = 0 are shown in Figure 5 B for the GPi spike trains and the
corresponding thalamic spike trains. The cross-spectra for the neurons that receive normal
input from GPi (blue) are always flat, and the power is zero because the inputs to the neurons
are not correlated. For each of the other patterns of GPi firing, the cross-spectra are very
similar to the power spectra shown in Figure 5 A. The main difference is the fact that in the
large frequency limit, the cross-spectra always asymptote to zero, while the power spectra
limit to the firing rate.
Although the cross-correlation function and the cross-spectrum can be very informative,
there are many other ways to measure correlations between two neurons, each with their own
advantages and disadvantages. We choose to focus on the Pearson’s correlation coefficient
of the spike counts of the neurons. This measure quantifies the tendency of the two spike
counts to be linearly related to one another. In order to calculate this correlation coefficient,
we first count the spikes in bins of size T ms as illustrated in Figure 8. For each of the
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Figure 7: Correlation functions of the conductance-based model spike trains.
Autocorrelation (red) and cross-correlation (blue) functions with A. Normal GPi inputs B.
Oscillatory GPi inputs C. Bursty GPi inputs D. Rhythmically bursty GPi inputs.
two neurons, this gives a vector of spike counts, n1(T ) and n2(T ). The Pearson’s correlation
coefficient is
ρ(T ) :=
cov(n1(T ), n2(T ))√
var(n1(T ))var(n2(T ))
,
where cov(A,B) = E[AB] − E[A]E[B] is the covariance, and var(A) = cov(A,A) is the
variance.
This correlation coefficient clearly depends on the window size, T , over which the spikes
are counted. For T sufficiently small, the two neurons must spike very close together for
both to have a spike counted in the same time bin, so in this limit ρ(T ) measures synchrony.
On the other hand, when T is large, ρ(T ) is a measure of correlations at long time scales,
and can be thought of as a spike rate correlation. In this case, the exact timing of the spikes
makes less of a contribution to the correlations, while co-fluctuations in the firing rates are
more important.
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Figure 8: Spike counts of two spike trains using a sliding window of size T .
For our model, we can calculate the correlation coefficient of the input spikes from GPi,
denoted ρin, and of the output spikes from thalamus, denoted ρout. In order to assess how
correlation is transferred from GPi to thalamus, we want to compare the input correlation to
the output correlation. Figure 9 A plots ρin(95) vs. ρout(95) for both the conductance-based
model and the IFB model. For each pattern of GPi spikes, we let c range between 0 and
1. Note that when c = 1, ρout is still less than 1 because the TC neurons are also receiving
independent excitatory input.
It is also interesting to observe that in the cases that the GPi firing is nonhomogeneous,
ρin > 0 even when c = 0, because the two GPi spike trains have identical rate modulations.
This means that for identical levels of ρin in the bursty and the normal cases, the cause
of the correlations is very different. In the normal case, the correlation comes completely
from the spike correlation imposed by c (in fact, ρin = c), while for the bursty spike trains,
the slow, shared rate modulation also contributes to ρin. With this interpretation, it seems
that the spike correlations may be passed on to the outputs more efficiently than the rate
correlations. This is evidenced by the fact that as c increases, the ρin vs ρout curves for
the bursty cases (red and black) cross the curve for the normal case (blue) at ρ∗in. This
indicates that when ρin < ρ
∗
in, the correlations in the bursty cases are mostly due to shared
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Figure 9: Input-output correlation relationships and correlation susceptibility.
A. Input correlation vs. output correlation for T = 95 ms. B. Correlation susceptibility
(S) vs. T . The inset shows the oscillations in the susceptibility when the thalamic neurons
receive oscillatory inputs. The conductance based model (left), and the IFB model (right)
are both shown. The following input conditions are used: normal (blue), oscillatory (green),
bursty (red), oscillatory bursts (black). The properties of the oscillatory bursts used for the
solid black line are the same as those used in all previous figures, while those used for the
dashed black line have a mean time of 330 ms between bursts with a variance of 240 ms.
Confidence bands on the correlation susceptibility show 98% confidence, calculated using
bootstrapping techniques.
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rate fluctuations because c is small, and these correlations are not passed on as efficiently
as the spike correlations in the normal case, where c is larger. However, when ρin > ρ
∗
in,
c is large enough so that the combination of rate modulation and spike correlations in the
bursty cases causes more efficient correlation transfer than do the spike correlations alone in
the normal case.
Noticing the fact that the input-output correlation relationship is roughly linear for each
of the different firing patterns, we claim that the slope of this curve gives information on
the ease of correlation transfer through the system for the observed values of ρin. Indeed,
it has previously been shown that the slope of the input-output correlation curve, called
“correlation susceptibility” (denoted S), is a measure of the extent to which small changes
in input correlation cause changes in the output correlation [6, 25]. In that work, analytical
expressions for this relationship were developed in the case of small input correlations. This
is a linear theory, and in a linear system, when the input correlation coefficient is zero, the
output correlation coefficient must also be zero, so ρout(T ) = Sρin(T ). However, in this
work, we define correlation susceptibility in a slightly more relaxed way, because the shared
input rate modulation makes it impossible to get ρin(T ) = 0 for nonhomogeneous inputs.
Thus, we define the correlation susceptibility as the slope of the attainable portion of the
input-output correlation curve, the linearization of which may have a non-zero intercept,
ρout(T ) = S(T )ρin(T )− k.
Figure 9 B shows the correlation susceptibility, S, plotted as a function of T . We show
98% confidence bands on the correlation susceptibility. These confidence bands were found
using a case resampling bootstrapping technique. This technique was applied for each value
of T , by taking the set of N pairs (ρin(T ), ρout(T )), obtained for every value of c and from
every simulation trial run. We ran 30 trials for five different values of c, so N = 150. These
pairs were then sampled with replacement to obtain a new set of N pairs. This procedure
was repeated 1000 times, and the line of best fit was calculated for each constructed data
set. The confidence intervals for each value of T are such that 98% of the calculated slopes
fall within these intervals.
First, note that the conductance-based model (left) and the IFB model (right) give qual-
itatively similar results, providing further evidence that the IFB model is a good reduction of
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Figure 10: Susceptibility decreases as oscillation strength increases. Blue: Mean
GPi firing rate= 80 spikes per second, height of sine waves = 26 spikes per second, Green:
Mean GPi firing rate= 100 spikes per second, height of sine waves = 57 spikes per second,
Red: Mean GPi firing rate= 120 spikes per second, height of sine waves = 85 spikes per
second. The conductance-based model is used and in each case the thalamic firing rates are
around 10.6 Hz.
the conductance-based model for studying correlation transfer. Also notice that the bursty
cases in Figure 9 B have increased correlation susceptibility when compared to the non-
bursty cases. This indicates that bursts in GPi cause the system to become more sensitive
to small changes in input correlation. This may be due to the fact that bursty inputs provide
a strong temporal signal to both neurons. The neurons simultaneously receive periods of
strong inhibition, which will cause decreased firing, and then are simultaneously released
from the inhibition, causing them to fire at similar times. Thus, even a small change in the
input correlation may have a large effect on the output correlation by making the times of
firing after the release from inhibition more similar.
One may hypothesize that if the oscillations in the oscillatory case were made stronger
to be more comparable to the size of oscillations seen in the bursty cases, that the suscepti-
bility in the oscillatory case would also be increased. However, when the oscillations in the
oscillatory case are made stronger while controlling for the input firing rates, the opposite
is actually case, with the susceptibility decreasing as the oscillations are made stronger as
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shown in Figure 10. Two effects may be causing this difference. The first is that the rate
transitions in the bursty cases are sharp, while the rates change more gradually in the oscil-
latory case. The second possible contribution to this difference is the fact that in the bursty
cases, the GPi firing rate never goes below 70 Hz, while the non-bursty oscillatory case has
GPi firing rate going as low as zero, and as the oscillation gets stronger, it hits this lower
bound more often. Thus, in the periods when the neurons are receiving very little inhibitory
input, they are being driven only by their uncorrelated excitatory inputs, which would lower
the correlation between the two neurons.
Figure 9 also plots two different patterns of oscillatory bursts. The first (solid black line)
uses the same parameters as the oscillatory bursting cases shown in previous plots and given
in Section 2.1. The second pattern of oscillatory bursts (dashed black line) is chosen to match
data from neurons in GPi showing oscillatory bursty activity [29]. Here, the burst durations
have mean 15 ms with variance 5 ms while the time between bursts has a mean of 330 ms
and a variance of 240 ms. The GPi firing rate within bursts in still 470 spikes per second for
the conductance-based model, and 440 spikes per second for the IFB model, which leads to
an overall mean GPi firing rate of 87 spikes per second in the conductance-based model and
86 spikes per second in the IFB model. The thalamic firing rates are 9.9 spikes per second
in the conductance-based model and 5.8 spikes per second in the IFB model. Although this
new rhythmically bursty case has slightly lower correlation susceptibility than the other, its
correlation susceptibility is still higher than that of the non-bursty cases.
As seen most clearly in the inset in Figure 9 B, the correlation susceptibility of the
cases with rhythmic firing in the GPi is also rhythmic. The frequency of the oscillation of
the correlation susceptibility is the same as that in the inhibitory input from GPi, which
in the case shown is 10 Hz. The oscillatory bursts show this same rhythm in correlation
susceptibility if the variance of the time between bursts is sufficiently small.
2.3.2 Effects of Parameter Changes on Correlation Transfer
In the following sections, we discuss how changing various characteristics of the different GPi
firing patterns affects the transfer of correlations to the TC neurons. Specifically, we look
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at the effects of changing the frequency of oscillations and the variance of the waiting time
between bursts in the GPi on the correlation susceptibility of the system. We also consider
how changing the properties of the thalamic neurons by removing T-current bursts can affect
correlation transfer through the system.
2.3.2.1 Varying Frequency It is relevant to ask how changing the frequency of the
oscillations in the GPi affects the correlation transfer, since data shows that there is a range
of possible GPi oscillation frequencies under Parkinsonian conditions [21, 29]. In Figure 11 A,
we change the frequency of the oscillatory bursts by changing the mean waiting time between
bursts. Notice that as the mean waiting time between bursts increases, the amplitude of the
oscillation in the susceptibility also increases. Increasing the waiting time between bursts,
while leaving all other parameters the same causes the thalamic firing rate to increase,
which may be part of the reason for this increase in the amplitude of the rhythm in the
susceptibility. With a mean time of 70 ms between bursts (blue), the thalamic firing rate is
8.6 spikes per second, for 95 ms between bursts (red) the thalamic firing rate is 9.3 spikes
per second and for 136.67 ms between bursts (green), the thalamic firing rate is 9.9 spikes
per second. Here, in order to make the rhythms more clear, the variance of the burst time
is set to 5 ms, and the variance of the waiting time between bursts is 10 ms, with all other
parameters the same as those used in Figure 3 and introduced in Section 2.1.
Figure 11 B shows the effects of changing the frequency of oscillations in the GPi for the
non-bursty oscillatory case. Once again, decreasing the frequency of the oscillation causes
the rhythm in the susceptibility as a function of T to become stronger. It is also clear that
the rhythm in the correlation susceptibility is the same frequency as the rhythm in the GPi
firing rate. Again, the TC neuron firing rates increase slightly as the oscillation frequency
decreases, with firing rates of 10.6 spikes per second when the oscillation is 10Hz, 10.9 spikes
per second when the oscillation is 8 Hz, and 11.2 spikes per second when the oscillation is
6 Hz.
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Figure 11: Oscillation amplitude of S decreases as oscillation frequency in GPi
increases. Frequencies are 10 Hz (blue), 8 Hz (red), 6 Hz (green), for both oscillatory
bursts (left) and non-bursty oscillations (right) in the inputs from GPi to the conductance-
based thalamic model.
Thus we see that higher frequencies of GPi temporal activity decrease the effect of the
oscillations on the correlation transfer. We also observed in Figure 10 that increasing the
rate and amplitude of oscillatory inputs causes the correlation susceptibility to decrease.
Taken together, these two effects indicate a possible mechanism for the therapeutic effect
of deep brain stimulation (DBS). By forcing high frequency rhythms, DBS could decrease
correlations that are passed on to the thalamus because of pathologically synchronous firing
rate modulations in the basal ganglia.
2.3.2.2 Diluting Oscillations In the oscillatory bursting case, increasing the variance
of the waiting time between GPi bursts makes the oscillation in the correlation susceptibility
less pronounced, as seen in Figure 12. However, it also raises the correlation susceptibility.
This makes sense, since increasing the variance of the time between bursts makes the os-
cillatory bursting case more similar to the non-oscillatory bursting case, which has higher
susceptibility. One possible reason for the increase in S is that when the bursts are non-
oscillatory, there is a higher probability that they will arrive with very little time in between.
This results in a much longer period of high inhibition to the TC neurons, which will cause
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Figure 12: S increases as variance of time between bursts increases. Rhythmically
bursty GPi inputs to the conductance based model are used with variances of the time
between bursts of 10ms (blue), 30ms (red), and 50ms (green).
them both to fire very little during that time. Then when they are simultaneously released
from this strong inhibition, they will both tend to fire together and will be very sensitive to
small differences in input correlations.
2.3.2.3 Removing T-current Because we have already seen evidence that the T-current
plays a role in the spiking of the thalamic neurons that receive bursty input from GPi, it
makes sense to investigate how removing this current affects the firing of these neurons and
the correlation transfer of the system. When the T-current is removed in the conductance-
based model, the firing rate of the thalamic neurons decreases for every input firing pattern
we tested. The rates of thalamic firing without the T-current are 7.5 spikes per second for
normal inputs from GPi, 6.9 spikes per second for oscillatory inputs, and 2 spikes per second
for both rhythmic and non-rhythmic bursty inputs, so removing the T-current clearly does
have an effect on the thalamic firing in every case. This decrease in firing rate could be
compensated for by increasing Iapp, however we chose to leave all parameters the same to
obtain the most fair comparison.
Figure 13 A shows the STAs for the conductance-based model with (solid) and without
(dashed) the T-current. Removing the T-current most strongly affects the STA of the non-
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oscillatory bursty case (red), causing the peak in the inhibition before a spike to completely
disappear when the T-current is removed. The STAs for the oscillatory cases on the other
hand, are not as strongly affected, with the main effect being that the peak in the inhibition
shifts to the left, so it occurs longer before the spike. Thus, although removing the T-current
in these cases changes the rate of firing, it does not significantly change the average input
that causes the neurons to fire.
Despite the drastic change in the STA of neurons with bursty inputs from GPi and the
large change in the thalamic firing rates for all input types, the correlation susceptibility
is not very strongly affected by the removal of the T-current, as seen in Figure 13 B. This
indicates that the T-current is not essential for the patterns of correlation transfer that we
see in the system, although it does influence the single neuron firing patterns.
Removing the T-current from the IFB model produces similar results, in that thalamic
firing patterns are strongly affected, while correlation susceptibility shows little change. It
is worth nothing that without the T-current, the IFB model is simply a leaky-integrate-and-
fire (LIF) model. Thus, the level of complexity in an LIF model is sufficient to produce
the patterns in correlation transfer seen here. This suggests that perhaps even less complex
models could be used to explain such patterns.
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Figure 13: Removing the T-current (dashed lines) affects spike triggered average,
but not correlation susceptibility. A. Spike triggered averages B. Correlation suscepti-
bility. GPi firing patterns used are: oscillatory (green), bursty (red), and oscillatory bursts
(black).
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3.0 REDUCED MODEL
3.1 MODEL DERIVATION
In order to provide an analytic explanation for the trends that we see in the transfer of
correlations under the oscillatory conditions discussed above, we consider a phenomenological
model of TC spike activity. In an excitable neuron, we can think of spiking as a process that
requires a certain amount of activation energy. The amount of energy required depends on
how far the resting potential is below the spiking threshold and on the strength of the inputs
it receives. Attaining this activation energy and consequently spiking can be considered as
the escape of a diffusive particle from an energy well, the height of which is related to the
distance between rest and threshold.
Under the assumption that the well height is large and the diffusion rate of the particle
is small, it has been shown that the rate of escape of a particle from the energy well is given
by an Arrhenius escape rate [11],
α(t) = β exp
[
−
U(t)
D
]
.
Here, D is the rate of diffusion, which depends on the noise strength, and the well height is
given by U(t), as long as the temporal variations in U(t) are sufficiently slow.
This Arrhenius escape rate has been shown to be a good approximation to the rate of
firing of a neuron in the limit of small input strength (rate of diffusion) and large distance
between rest and threshold (well height) [20]. When applying this theory to a neuron, β can
be thought of as a free parameter which can be fit to data [20].
In order to apply this theory to our model thalamic neurons, we assume that the synaptic
inputs provide the noise necessary to reach threshold. We also assume that the modulations
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Figure 14: Joint escape probabilities of two neurons in the interval (t, t+ dt). The
neurons have spike correlation c, and each has escape probability p(t).
of the inhibitory input rate change the average amount of inhibition over time, which causes
the effective resting membrane potential to be time-dependent. We assume that this directly
affects the height of the energy well, causing U(t) to be time-dependent.
If we now have two neurons, each with escape rate α(t), we can calculate the joint firing
probabilities for the neurons given that the probability of one neuron firing in the interval
(t, t + dt) is p(t) = α(t)dt. A fraction, c, of the inputs to the two neurons are shared, and
we assume the system is linear, so input correlation is equal to output correlation. Thus,
when c = 0 the neurons are independent, so the probability that both neurons will fire in
that interval is p(t)2, and when c = 1, the neurons are receiving identical inputs, so the
probability of both neurons firing is p(t). For c ∈ (0, 1), the probability that the neurons fire
independently is 1− c, and the probability that the firing is the same is c, because the input
correlation is equal to the output correlation. If the firing is independent, the probability
that both neurons will fire is p(t)2, the probability that one neuron will fire while the other
does not is p(t)[1 − p(t)], and the probability that neither neuron fires is [1− p(t)]2. If the
firing is the same, both neurons fire with probability p(t), or both neurons are silent with
probability 1− p(t). Combining the probabilities for the cases of independent and identical
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Figure 15: Modulation of energy well heights.A. Oscillatory modulation. B. Rhythmi-
cally bursty modulation.
firing, we have that the total probability of both neurons firing is cp(t) + (1 − c)p(t)2, the
total probability of neither neuron firing is c[1−p(t)]+ (1− c)[1−p(t)]2, and the probability
of only one of the neurons firing is (1 − c)p(t)[1 − p(t)]. A schematic outlining the joint
probabilities for the firing of two neurons for c ∈ [0, 1] is shown in Figure 14.
To model the well modulation that occurs due to non-bursty, oscillatory, inhibitory inputs
with frequency Ω, we let
U(t) = U0 (1− η cos (2πΩt)) . (3.1)
Here, U0 is the average well height and η is the modulation strength. This is simplified from
the oscillatory inputs used in the computational models in that the modulation consists of
a single sinusoid, rather than a sum of sinusoids. This is the same well height modulation
used in Wiesenfeld et. al. [30].
To model the well modulation resulting from oscillatory bursty inputs, we let
U(t) = U0
(
1 + ηH
[
tmod(M)−
T1
2
]
H
[
T1
2
+ T2 − tmod(M)
])
, (3.2)
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where T1 is the time between bursts, T2 is the burst duration, and M = T1+T2 is the period
of the oscillation. Again, this is a simplification of the oscillatory bursty inputs used in the
computational models, because the period of the oscillation in this case is fixed, without any
of the jitter that the gaussian distributions of waiting times and burst times introduce in the
computational models.
A plot of each of these well heights is shown in Figure 15. Note that we have constructed
the well-heights to be even functions to simplify later calculations.
3.2 CALCULATION OF CORRELATION FUNCTIONS
Here we derive the equations for the auto and cross-correlation functions of a poisson spike
train with periodic rate, and apply this to the reduced model neurons with the Arrhenius
escape rates given in Equations 3.1 and 3.2. For derivations of the auto-correlation function
in a more general setting, see [14, 27, 30].
Consider a delta spike train with M-periodic escape rate α(t) and mean escape rate
ν = 〈α(t)〉t, where 〈·〉t denotes the time average. Because of the periodicity of the spike
train statistics, let Z(t) be the spike train restricted to the interval t ∈ (0,M). Following
the derivation in Van Kampen [27], let Qs(t1, t2, . . . , ts) be the probability of having the
particular spike train,
z(t) =
s∑
n=1
δ(t− tn),
which contains s spikes at the times (t1, t2, . . . , ts) ∈ (0,M). The probabilities of every
possible spike train in this interval, with any possible number of spikes, must add up to 1,
so we have the condition,
1 = Q0 +
∫ M
0
Q1(t1)dt1 +
∫ M
0
∫ M
t1
Q2(t1, t2)dt2dt1 + · · · ,
which assumes ordered spike times, 0 < t1 < t2 < · · · < M . Equivalently, allowing the spike
times to be in any order and dividing by the number of possible permutations to correct for
32
this allowance we have,
1 = Q0 +
∞∑
s=1
1
s!
∫ M
0
· · ·
∫ M
0
Qs(t1, t2, . . . , ts)dt1dt2 · · · dts.
Now define functions fn(t1, t2, . . . , tn) by
fn(t1, t2, . . . , tn) =
∞∑
s=n
1
(s− n)!
∫ M
0
· · ·
∫ M
0
Qs(t1, t2, ...tn, t
′
n+1, ...t
′
s)dt
′
n+1 · · · dt
′
s. (3.3)
Then for dt1, dt2, . . . , dtn small, fn(t1, t2, . . . , tn)dt1dt2...dtn is approximately equal to the
probability of having exactly one spike in each of the intervals (t1, t1+dt1), (t2, t2+dt2), . . . , (tn, tn+
dtn), regardless of the number or timing of spikes outside of these intervals.
Averaging across all possible realizations of the spike train gives
E[Z(t)] =
〈
s∑
n=1
δ(t− tn)
〉
=
∞∑
s=1
1
s!
∫ M
0
· · ·
∫ M
0
s∑
n=1
δ(t− tn)Qs(t1, t2, . . . , ts)dt1dt2 · · · dts,
which weights every possible spike train by its probability. Here, the average is taken over
all possible spike times (t1, t2, ..., ts) for each fixed s, and also over s. This simplifies to
E[Z(t)] =
∞∑
s=1
1
(s− 1)!
∫ M
0
· · ·
∫ M
0
δ(t− t1)Qs(t1, t2, . . . , ts)dt1dt2 · · · dts,
because each of the s spikes in a spike train is identical. Plugging in Equation 3.3, we can
rewrite this as
E[Z(t)] =
∫ M
0
δ(t− t1)f1(t1)dt1
=f1(t),
or equivalently,
E[Z(t)] = α(t) (3.4)
for t ∈ (0,M), since
f1(t)dt = P [neuron spikes once in (t, t+ dt)] = α(t)dt
because the firing is Poisson.
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Now let Y (t) = Z(t) − ν be the zero-average spike train on this interval. Then we can
calculate the time-dependent auto-correlation function:
E[Y (t+ τ)Y (t)] =
〈(
s∑
n=1
δ(t+ τ − tn)− ν
)(
s∑
n′=1
δ(t− tn′)− ν
)〉
=
〈
s∑
n=1
δ(t+ τ − tn)δ(t− tn)
〉
+
〈
s∑
n=1
n 6=n′
s∑
n′=1
δ(t+ τ − tn)δ(t− tn′)
〉
− ν
〈
s∑
n=1
δ(t− tn)
〉
− ν
〈
s∑
n=1
δ(t+ τ − tn)
〉
+ ν2
=
∞∑
s=1
1
s!
∫ M
0
· · ·
∫ M
0
s∑
n=1
δ(t+ τ − tn)δ(t− tn)Qs(t1, t2, . . . , ts)dt1dt2 · · · dts
+
∞∑
s=2
1
s!
∫ M
0
· · ·
∫ M
0
s∑
n=1
n 6=n′
s∑
n′=1
δ(t+ τ − tn)δ(t− tn′)Qs(t1, t2, . . . , ts)dt1dt2 · · · dts
− νE[Z(t)]− νE[Z(t+ τ)] + ν2,
where the first two terms weight the product of every possible spike train and its correspond-
ing τ -shifted spike train by the probability of that spike train. Again, the averages are taken
over all possible spike train lengths, and over all possible spike times within a train of length
s. Plugging in Equation 3.4 and again using the fact that every spike in the spike trains are
identical, this simplifies to
E[Y (t+ τ)Y (t)] =
∞∑
s=1
1
(s− 1)!
∫ M
0
δ(t+ τ − t1)δ(t− t1)Qs(t1, t2, . . . , ts)dt1dt2 · · · dts
+
∞∑
s=2
1
(s− 2)!
∫ M
0
δ(t+ τ − t1)δ(t− t2)Qs(t1, t2, . . . , ts)dt1dt2 · · · dts
− να(t)− να(t+ τ) + ν2.
Plugging in Equation 3.3 gives
E[Y (t+ τ)Y (t)] =
∫ M
0
δ(t+ τ − t1)δ(t− t1)f1(t1)dt1
+
∫ M
0
∫ M
0
δ(t+ τ − t1)δ(t− t2)f2(t1, t2)dt1dt2
− να(t)− να(t+ τ) + ν2
=f1(t)δ(τ) + f2(t+ τ, t)− να(t)− να(t+ τ) + ν
2,
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which can be rewritten as
E[Y (t+ τ)Y (t)] = α(t)δ(τ) + f2(t+ τ, t)− να(t)− να(t+ τ) + ν
2. (3.5)
The periodicity of α(t) implies that f2(t + τ, t) can be periodically extended to be defined
on (−∞,∞), so that Equation 3.5 is defined for all t and all τ .
From Equation 3.5, we can now calculate the time-averaged auto-correlation function of
this spike train:
A(τ) :=
1
M
∫ M
0
E[Y (t+ τ)Y (t)]dt
=
1
M
∫ M
0
[
α(t)δ(τ) + f2(t+ τ, t)− να(t)− να(t+ τ) + ν
2
]
dt,
Thus,
A(τ) = νδ(τ) + fav(τ)− ν
2, (3.6)
where fav(τ) =
1
M
∫M
0
f2(t+ τ, t)dt, and we use the fact that since α(t) is M-periodic,
1
M
∫ M
0
α(t)dt = 〈α(t)〉t = 〈α(t+ τ)〉t = ν.
If we assume that the spike trains are Poisson, then the probabilities of spikes in the
intervals (t, t+ dt) and (t′, t′ + dt′) are independent. Thus,
f2(t, t
′) = f1(t)f1(t
′) = α(t)α(t′) = α(t)α(t′),
with the last equality coming from the fact that firing rates must be real. Also, because we
have assumed that α(t) is periodic, we can write it as a complex Fourier series:
α(t) =
∞∑
n=−∞
cne
in2πΩt,
where Ω = 1
M
is the frequency.
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Thus,
fav(τ) =
1
M
∫ M
0
α(t+ τ)α(t)dt
=
1
M
∫ M
0
∞∑
n=−∞
cne
in2πΩ(t+τ)
∞∑
n′=−∞
cn′e
−in′2πΩtdt
=
1
M
∫ M
0
∞∑
n=−∞
|cn|
2ein2πΩτdt
=
∞∑
n=−∞
|cn|
2ein2πΩτ
=|c0|
2 + 2
∞∑
n=1
|cn|
2 cos(n2πΩτ),
where the last equality assumes that α(t) is an even function.
Note that since α(t) is an even function, we can also directly write it as the cosine series,
α(t) = α0 +
∞∑
n=1
αn cos(2πnΩt). (3.7)
The coefficients of cosine in the trigonometric Fourier series are related to the coefficients of
the complex Fourier series by α0 = c0 and αn = cn + c−n = 2Re(cn) for n ≥ 1. Thus,
fav(τ) = |α0|
2 +
1
2
∞∑
n=1
|αn|
2 cos(2πnΩτ), (3.8)
We directly calculate the coefficients αj in Appendix A for the two different well height
functions, U(t), introduced in Section 3.1, which are both even functions.
From Equation (3.7) it is clear that the mean firing rate of the neuron is ν = α0 which
must be real, so plugging Equation (3.8) into Equation (3.6) and replacing ν by α0 we have
A(τ) = α0δ(τ) + |α0|
2 +
1
2
∞∑
n=1
α2n cos(2πnΩτ)− α
2
0,
which simplifies to
A(τ) = α0δ(τ) +
1
2
∞∑
n=1
|αn|
2 cos(2πnΩτ),
the autocorrelation function of the neuron as given in Wiesenfeld et al, 1994 [30].
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Because the two neurons are assumed to be identical, we can extend the autocorrelation
function to obtain the cross-correlation function. Because the firing is Poisson, and the
two neurons are receiving identical rate modulations, the cross-correlation function should
be identical to the auto-correlation function when τ 6= 0. The main difference is that the
probability that one neuron will spike in the interval (t, t + dt) is given by p(t) = α(t)dt,
while the probability that both neurons will spike in this interval is given by
cp(t) + (1− c)p(t)2 =cα(t)dt+ (1− c)[α(t)dt]2
=cα(t)dt+ o(dt)
as is seen by the schematic in Figure 14. Thus the instantaneous joint firing rate is
lim
dt→0
cp(t) + (1− c)p(t)2
dt
= lim
dt→0
cα(t)dt+ o(dt)
dt
=cα(t).
so the mean joint firing rate is cα0.
Using these two facts we deduce that the cross-correlation function is
C(τ) =cα0δ(τ) + fav(τ)− α
2
0
=cα0δ(τ) +
1
2
∞∑
n=1
α2n cos(2πnΩτ).
The height of the delta function is the mean of the joint firing rate of the two neurons. This
function shows that for τ 6= 0, the statistics of the firing of the two neurons is identical. This
is in agreement with the observation in Section 2.3.1 that the auto and cross-correlation
functions of the computational thalamic models with inhibitory inputs that have identical
rate modulations are the same for lags sufficiently far from zero. It also matches results
obtained by simulating the reduced model and calculating the cross-correlation function
numerically.
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3.3 CALCULATION OF CORRELATION COEFFICIENT
Beginning with the equations for the autocorrelation and cross-correlation functions intro-
duced in Section 3.2,
A(τ) = α0δ(τ) +
1
2
∞∑
n=1
α2n cos(n2πΩτ) (3.9)
and
C(τ) = cα0δ(τ) +
1
2
∞∑
n=1
α2n cos(2πnΩτ), (3.10)
we derive formulas for cov(n1(T ), n2(T )) and var(n(T )). We first follow the derivation in Cox
[4] for the formula of the spike count variance. We extend it to spike trains with time varying
rates, and relate it to the autocorrelation function. We then apply this same formula to the
cross-correlation function to obtain the covariance, and calculate the correlation coefficient
of the spike count over a window of size T ,
ρ(T ) =
cov{n1(T ), n2(T )}
var{n(T )}
. (3.11)
Here, the variances of the spike counts from the two neurons are identical so
var{n(T )} =
√
var{n1(T )}var{n2(T )} = var{n1(T )} = var{n2(T )}.
First, note that the variance of a sum of spike counts over two intervals, A and B, can
be broken down into
var{n(A) + n(B)} = var{n(A)}+ var{n(B)}+ 2cov{n(A), n(B)}. (3.12)
Let n(t) be the spike count over a window of size t. By the fundamental theorem of calculus,
n(t) =
∫ t
0
n′(z)dz, where the integral can be considered as the limit of Riemann sums. Thus,
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we can apply the sum rule in Equation (3.12) to obtain
var{n(t)} =var
{∫ t
0
n′(z)dz
}
=var
{
lim
k→∞
k∑
j=1
t
k
n′
(
jt
k
)}
= lim
k→∞
k∑
j=1
var
{
t
k
n′
(
jt
k
)}
+ 2 lim
k→∞
k∑
j=1
k−j∑
p=1
cov
{
t
k
n′
(
jt
k
)
,
t
k
n′
(
(j + p)t
k
)}
= lim
k→∞
k∑
j=1
var
{
n′
(
jt
k
)}
t
k
+ 2 lim
k→∞
k∑
j=1
k−j∑
p=1
cov
{
n′
(
jt
k
)
, n′
(
(j + p)t
k
)}(
t
k
)2
.
Rewriting the sums as integrals we have
var{n(t)} =
∫ t
0
var {n′(z)} dz + 2
∫ t
0
∫ t−z
0
cov {n′(z), n′(z + u)} dudz. (3.13)
We assume that the spiking process is orderly, which means that the probability of having
at least two spikes in the interval (t, t+ ǫ) is o(ǫ). This implies that
var{n (z, z + ǫ)} =E[{n (z, z + ǫ)}2]−E[n (z, z + ǫ)]2
=P [n(z, z + ǫ) = 1] + o(ǫ)− P [n(z, z + ǫ) = 1]2
=νǫ+ o(ǫ),
where the expected values are taken with respect to both time and realizations. Similarly,
for u > 0,
cov{n (z, z + ǫ1) , n (z + u, z + u+ ǫ2)} =E[n (z, z + ǫ1)n (z + u, z + u+ ǫ2)]
−E[n (z, z + ǫ1)]E[n (z + u, z + u+ ǫ2)]
=P [n(z, z + ǫ1) = 1, n(z + u, z + u+ ǫ2) = 1]
− P [n(z, z + ǫ1) = 1]P [n(z + u, z + u+ ǫ2) = 1]
+ o(ǫ1ǫ2)
=fav(u)ǫ1ǫ2 − ν
2ǫ1ǫ2 + o(ǫ1ǫ2).
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Once again, we take the expected values with respect to both time and realizations, so that
the probabilities refer to the probability of firing averaged over the phase of the oscillation
at time z.
Then using the definition of derivative we have
var{n′(z)} =var
{
lim
ǫ→0
n(z, z + ǫ)
ǫ
}
= lim
ǫ→0
1
ǫ
var{n(z, z + ǫ)},
and
cov{n′(z), n′(z + u)} =cov
{
lim
ǫ1→0
n(z, z + ǫ1)
ǫ1
, lim
ǫ2→0
n(z + u, z + u+ ǫ2)
ǫ2
}
= lim
ǫ1→0
lim
ǫ2→0
1
ǫ1ǫ2
cov {n(z, z + ǫ1), n(z + u, z + u+ ǫ2)} .
Plugging these into equation 3.13, we obtain
var{n(t)} =
∫ t
0
lim
ǫ→0
1
ǫ
νǫdz + 2
∫ t
0
∫ t−z
0
lim
ǫ1→0
lim
ǫ2→0
1
ǫ1ǫ2
[
fav(u)− ν
2
]
ǫ1ǫ2dudz
=
∫ t
0
νdz + 2
∫ t
0
∫ t−z
0
[
fav(u)− ν
2
]
dudz
=νt+ 2
∫ t
0
∫ t−u
0
[
fav(u)− ν
2
]
dzdu
=νt+ 2
∫ t
0
(t− u)
[
fav(u)− ν
2
]
du
=
∫ t
−t
(t− |u|)
[
νδ(u) + fav(u)− ν
2
]
du
=
∫ t
−t
(t− |u|)A(u)du,
where the last substitution is from Equation (3.6)
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Thus, the variance of the spike count over a finite window of length T is the integral of
the autocorrelation function against a weighting factor:
var(n(T )) =
T∫
−T
A(τ)(T − |τ |)dτ
=
T∫
−T
[
α0δ(τ) +
1
2
∞∑
n=1
α2n cos(2πnΩτ)
]
(T − |τ |)dτ
=
T∫
−T
α0δ(τ)(T − |τ |)dτ
+
0∫
−T
(
1
2
∞∑
n=1
α2n cos(2πnΩτ)
)
(T + τ) dτ +
T∫
0
(
1
2
∞∑
n=1
α2n cos(2πnΩτ)
)
(T − τ)dτ
=α0T +
1
2
∞∑
n=1
α2n

 0∫
−T
cos(2πnΩτ) (T + τ) dτ +
T∫
0
cos(2πnΩτ) (T − τ) dτ

 .
Then integrating by parts gives
var(n(T )) =α0T +
1
2
∞∑
n=1
α2n
2πnΩ

−
0∫
−T
sin(2πnΩτ)dτ +
T∫
0
sin(2πnΩτ)dτ


=α0T +
1
2
∞∑
n=1
( αn
2πnΩ
)2 [
cos(2πnΩτ)
∣∣∣∣
0
−T
− cos(2πnΩτ)
∣∣∣∣
T
0
]
,
which simplifies to
var(n(T )) = α0T +
∞∑
n=1
( αn
2πnΩ
)2
[1− cos(2πnΩT )] . (3.14)
Because the two neurons are homogeneous, and their correlation is expected to be sym-
metric about τ = 0, we can calculate the covariance in the same way, using the cross-
correlation function instead of the autocorrelation function:
cov(n1(T ), n2(T )) =
T∫
−T
C(τ)(T − |τ |)dτ
=
T∫
−T
[
cα0δ(τ) +
1
2
∞∑
n=1
α2n cos(2πnΩτ)
]
(T − |τ |)dτ,
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which simplifies to
cov(n1(T ), n2(T )) = cα0T +
∞∑
n=1
( αn
2πnΩ
)2
[1− cos(2πnΩT )] . (3.15)
It is clear that the covariance and variance of the spike counts are the same in all oscillatory
terms, since the equation for the cross-correlation function and auto-correlation function are
identical, up to the first Fourier coefficient.
Plugging the covariance and variance into Equation 3.11 gives the correlation coefficient,
ρ(T ) =
cα0T +
∑∞
n=1
(
αn
2πnΩ
)2
[1− cos(2πnΩT )]
α0T +
∑∞
n=1
(
αn
2πnΩ
)2
[1− cos(2πnΩT )]
. (3.16)
It is clear from Equation (3.16) that the rhythms seen in the correlation coefficient are due to
a difference in the covariance and variance of spike emission, rather than in long time-scale
oscillations, since the only difference between the numerator and denominator is the first
Fourier coefficient. This is because the oscillations in α(t) are perfectly correlated between
the two neurons, which makes the oscillatory terms in the covariance and variance identical.
If the oscillations were instead only partially correlated, with a parameter c˜, we would expect
that for a critical value, c˜∗, of oscillation correlation, the factor in front of each term of the
covariance when compared to the variance would be the same, and the oscillation in the two
quantities would cancel out in the ratio.
We test this hypothesis by decorrelating the well heights, and hence the Arrhenius escape
rates, in the reduced model. We do this by setting the escape rates, α1(t) and α2(t), of the two
neurons to be identical in a proportion c˜ of the trials, while in the rest of the trials the phases
at which the well-height oscillations begin is independent. Thus, when we average over trials,
the correlation of the rate modulations depends on c˜. We also include spike correlations as
before, so the trials in which the escape rates are identical follow the same well-hopping
scheme as shown in Figure 14. The trials in which the well-hopping is independent follow
the well-hopping schematic shown in Figure 16.
We show numerically that by fixing c and lowering c˜, the oscillation of the correlation
coefficient decreases toward zero and eventually switches direction, as seen in Figure 17.
Assuming that the relationship is continuous, this means that there must be a critical value,
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Figure 16: Joint escape probabilities for two neurons with independent rate mod-
ulations in the interval (t, t + dt). The neurons have independent escape probabilities
p1(t) and p2(t) and spike correlation c. This schematic shows the joint escape probabilities
used for the proportion 1− c˜ of the trials that use independent rates.
c˜∗, which depends on c and for which the oscillation disappears. This indicates that the
oscillations seen in the correlation coefficient in this work will be present for nearly all com-
binations of c and c˜. In fact, because the equation for ρ(T ) holds for any periodic modulation
of the well-height, this indicates that in general, periodic inputs will lead to oscillations in
the output correlation coefficient, unless the spike time correlation and correlation of the
rate modulations are perfectly balanced. This effect causes the correlations in a system with
oscillatory inputs to be very sensitive to time-scale.
3.4 COMPARISON WITH COMPUTATIONAL RESULTS
Now that we have an analytic expression for the correlation coefficient of the reduced model,
we can investigate how this compares with and gives insight into the behavior of ρout(T ) in the
computational model. In Figure 18 the output correlation coefficients of the computational
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Figure 17: Effects of decorrelating well height oscillations. Numerically calculated
ρ(T ) from simulations of the reduced model with c = 0.3 for different values of c˜. Dark blue:
c˜ = 0.4, Red: c˜ = 0.3, Green: c˜ = 0.2, Black: c˜ = 0.1, Light blue: c˜ = 0.
models are plotted alongside the analytically calculated ρ(T ) of the reduced model for two
different values of c. Figure 18 A plots the correlation coefficients calculated when c = 0,
while Figure 18 B plots the correlation coefficients calculated for c = 0.2 in the computational
models, and for c = 0.08 in the reduced model. For the computational model simulations, we
simplify the non-bursty oscillatory inputs from GPi by using only a single sine wave instead
of a sum of sine waves to set the GPi firing rate. We also simplify the oscillatory bursts in
GPi by making the variances of the waiting time between bursts and of the burst duration
to be zero.
On the left, ρout is plotted for oscillatory inputs, while on the right we use oscillatory
bursts in the inputs. Both oscillatory inputs and oscillatory bursts in the inputs show
an oscillation in ρout, but the amplitude of this oscillation is much higher for the case of
oscillatory bursts. This is because in the computational models, the oscillatory bursts with no
variability in the inter-burst-intervals cause a very strong dependence of correlation transfer
on time-scale. Introducing variability in the timing of the bursts for this case would cause
the oscillations in ρout(T ) to have a smaller amplitude and dampen more quickly.
Quantitatively, we do not expect the correlation coefficients to match identically, as even
when comparing the conductance-based model and the IFB model, the quantitative results
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Figure 18: Oscillations of ρ from reduced model calculations match those in
ρout from full model simulations. Correlation coefficient of reduced model (black),
conductance-based model (blue), and IFB model (red) of thalamic neurons receiving non-
bursty oscillatory inputs (left) and oscillatory bursts in the inputs (right) from GPi, with
oscillations at a frequency of 10 Hz. Parameters for reduced model are D = .1, U0 = 1, and
η = .4 for oscillatory inputs and D = .35, U0 = 1, and η = 1 for oscillatory bursts. A. c = 0
B. c = .2 in the computational models, and c = .08 in the reduced model.
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for correlation transfer differ in the two systems. The difference between the reduced model
prediction and the computational model results is especially large at small window-sizes.
This is because the instantaneous correlation level for the reduced model is c (obtained by
taking lim
T→0
ρ(T )). In other words, the reduced model assumes the spike correlations are
perfectly transferred from input to output. In the full computational models, however, the
spike correlations in the inputs do not directly translate into instantaneous correlations in
the outputs because of the membrane dynamics of the thalamic models. Also, the refractory
period of the computational models will affect correlation transfer on short timescales, while
the reduced model has no refractory period. A quantitative difference between the reduced
model and the computational models is also evident on longer time-scales, because the
reduced model assumes perfect correlation transfer since it is poisson, while the long time
correlations in the computational models are diluted by the non-linearity of the models.
Despite the quantitative differences, the reduced model sheds light on the qualitative
behaviors of the correlation coefficient. In particular, the analysis of the reduced model
gives insight into the origin and nature of the rhythms seen in ρout(T ). In the computational
models, we observed that the time between peaks of ρout(T ) is equal to the period of the
oscillation in the GPi firing rate. This observation is supported by the reduced model, where
frequency of the cosine in the correlation coefficient in Equation 3.16 is calculated to be the
same as the frequency of the well modulation. Thus, the frequency of the oscillation in GPi
determines the time scales on which the thalamic neurons will be most correlated. Also,
from Equation 3.16, it is clear that as T →∞, the oscillations in ρout(T ) dampen, and ρout
asymptotes to a constant value. This effect is seen in the correlation susceptibility of the
computational models, in Figures 9 and 11.
Finally, as discussed in Section 3.3, rhythms in the correlation coefficient are present
despite identical inhibitory input rate modulations, due to differences in the covariance and
variance of spike emission. Varying the input rate correlations shows that very specific
matching between input rate correlations and spike time correlations would be necessary
to get rid of these rhythms. This indicates that the oscillations seen in ρout(T ) in the
computational models are robust to changes in parameters.
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4.0 CONCLUSIONS
We have shown that firing patterns in GPi which have been observed experimentally under
parkinsonian conditions do indeed affect the correlation in the GPi as well as the way that
correlations are transferred from the basal ganglia to thalamus. This conclusion is supported
by our computational model simulations as well as by the reduced model calculations. A
summary of the main results from this work which support this conclusion is shown in Table
2.
In our models, shared oscillations in the firing rates of GPi spike trains are sufficient
to cause a peak in their cross-spectrum. Thus, if the firing rates of the neurons in basal
ganglia were oscillating together due to some global modulation, then the correlations as
measured by the cross-correlation function or by the cross-spectrum would be increased, as
is reported in experiments. At time scales corresponding the to the period of the oscillation
in the firing rate, the spike counts from GPi are more correlated when the firing rate is
non-homogeneous than when it is constant, even when the instantaneous correlation, c, is
the same. Our reduced point process model shows that this effect is very robust to changes
in parameters, and is apparent for almost all combinations of spike and rate correlations.
Thus, the experimentally reported increases in correlations in GPi could be due to global
oscillations in firing rate, as well as increased spike correlations.
By looking at correlation susceptibility as a measure of correlation transfer, we can see
how well the correlations seen in GPi are transferred to thalamus under the different firing
patterns, regardless of the level of correlation in GPi. Our computational models show that
patterns of input firing that include bursts of spikes cause the system to be much more
susceptible to passing along correlations. Thus, the models predict that a small change in
correlations in GPi will cause a larger change in thalamic correlation when the inputs from
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Table 2: Summary of results.
Main Results Figures Equations
Bursty inputs cause increased correlation susceptibility 9
Oscillatory inputs cause output correlation susceptibility
to be oscillatory with respect to time-scale of observation 9
Susceptibility decreases as oscillation amplitude
increases 10
Susceptibility increases as oscillation frequency
decreases 11
Removing T-current affects firing properties but has little
effect on correlation susceptibility 13
Frequency of rhythm in output correlation coefficient is
same as frequency of input rate modulation 18 3.16
Rhythm in correlation coefficient is due to differences in 3.9, 3.10,
covariance and variance of spike emission 7 3.14, 3.15, 3.16
48
GPi are bursty than when the inputs are either purely oscillatory or of constant rate. This
effect could be due to the sharp changes in firing rate that occur when the GPi fires a burst.
Such large, fast changes are a strongly inhomogeneous signal to both neurons, which may
make them more sensitive to small changes in the proportion of shared input spikes.
We also show that the correlation susceptibility and ρout are both affected by the time
scale of the oscillations in the GPi firing rates. In particular, when two neurons receive
identical rate modulations in their inputs, correlations are maximized on a time scale of
half the period of the firing rate oscillation. The analysis of our reduced model shows
that differences in the covariance and variance of spike timing are sufficient to cause this
dependency of the correlations on timescale. It also indicates that the rhythmicity in the
correlation coefficient with respect to window size for neurons with correlated oscillatory
rates is very robust. This non-monotonic dependency of correlation on the window size
points to the critical importance of the observation window used when measuring spike
count correlations.
Also of interest is how this model could give insight into the mechanism by which deep
brain stimulation (DBS) is effective. The computational models suggest that increasing the
frequency of the oscillations in GPi decreases the strength of the oscillation seen in the
correlation susceptibility. Also, increasing the amplitude of non-bursty oscillations in GPi
decreases the correlation susceptibility of the system. Taken together, these two effects may
mean that DBS at high frequencies could effectively decrease the amount of correlations
being passed from GPi to the thalamus. If these correlations are indicative of a pathologi-
cal breakdown of pathway segregation, reducing correlation transfer may contribute to the
positive effect of DBS.
We also showed that although the T-current in the TC neurons affects the pattern of spik-
ing, and the type of inputs that lead to a spike, it does not have a large effect on the transfer
of correlations through the system. In particular, the reduced model includes no T-current,
yet it still produces results that are qualitatively very similar to the computational models.
Also, removing the T-current in the computational models shows little effect on correlation
susceptibility. Since it has been shown that T-current bursts may not be a prominent feature
of thalamic activity in non-tremor parkinsonism [19], but may be more prominent during
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tremor, the lack of influence of the T-current on correlation transfer indicates that it may
be similarly affected both in tremor and non-tremor periods.
In parkinsonian conditions, increased correlations in basal ganglia are thought to be a
pathological breakdown of functional circuit segregation [3, 18]. Other work has posited that
increased correlations seen in the thalamus in parkinsonian conditions is indicative of this
circuit desegregation [19]. Our work shows that the increase in correlations in the thalamus
may be due to a dual effect of increased correlations in basal ganglia as well as increased
correlation susceptibility because of bursty GPi firing patterns. Such an increase in corre-
lation susceptibility would make thalamic neurons very sensitive to even small fluctuations
in correlations in GPi. This effect could be compounded by the sensitivity of correlations
to the time-scale of oscillations in the GPi activity levels. This increased correlation in the
thalamus may be detrimental to the ability of the thalamus to accurately relay excitatory
information it receives from cortex and may also have added downstream effects since the
information relayed through the thalamus is critical to motor control.
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APPENDIX
CALCULATIONS OF FOURIER COEFFICIENTS
A.1 SINUSOIDAL WELL
We assume here that the depth of the energy well from which a neuron must escape to fire
is sinusoidally rocked by the sinusoidally modulated input with frequency Ω,
U(t) = U0 (1− η cos (2πΩt)) ,
so the Arrhenius rate of escape is given by
α(t) = β exp
[
−
U0
D
(1− η cos (2πΩt))
]
,
as in Wiesenfeld et al [30]. Since M = 1
Ω
, this is M-periodic and even, so can be expanded
into a Fourier series of the form
α(t) = α0 +
∞∑
n=1
αn cos (2πnΩt) .
The coefficients of this series are given by
α0 =
1
M
M
2∫
−M
2
α(t)dt
=
β
M
e−
U0
D
M
2∫
−M
2
exp
[
ηU0
D
cos (2πΩt)
]
dt.
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Letting θ = 2πΩt, this becomes
α0 =
β
2π
e−
U0
D
π∫
−π
exp
[
ηU0
D
cos(θ)
]
dθ
=
β
π
e−
U0
D
π∫
0
exp
[
ηU0
D
cos(θ)
]
dθ
=βe−
U0
D I0
(
ηU0
D
)
and for n ≥ 1,
αn =
2
M
M
2∫
−M
2
α(t) cos (2πnΩt) dt
=
2β
M
e−
U0
D
M
2∫
−M
2
exp
[
ηU0
D
cos (2πΩt)
]
cos (2πnΩt) dt
=
β
π
e−
U0
D
π∫
−π
exp
[
ηU0
D
cos(θ)
]
cos (nθ) dt
=
2β
π
e−
U0
D
π∫
0
exp
[
ηU0
D
cos(θ)
]
cos (nθ) dt
=2βe−
U0
D In
(
ηU0
D
)
where
In(z) =
1
π
∫ π
0
ez cos(θ) cos(nθ)dθ
is the modified Bessel function of order n, for n = 0, 1, 2, ....
In summary,
α0 = βe
−
U0
D I0
(
ηU0
D
)
and
αj = 2βe
−
U0
D Ij
(
ηU0
D
)
for j ≥ 1.
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A.2 STEP FUNCTION WELL
Here, the depth of the energy well from which a neuron must escape in order to fire is
assumed to be modulated by the periodic step function,
U(t) = U0
(
1 + ηH
[
tmod(M)−
T1
2
]
H
[
T1
2
+ T2 − tmod(M)
])
.
The well is assumed to be at its baseline depth for time T1, and then is transiently set to a
new depth for time T2. Then M = T1+T2 is the period of the oscillation, and the Arrhenius
rate of escape is given by
α(t) = β exp
[
−
U0
D
(
1 + ηH
[
tmod(M)−
T1
2
]
H
[
T1
2
+ T2 − tmod(M)
])]
,
This rate is an M-periodic, even function, so it can also be expanded into a fourier series of
the form
α(t) = α0 +
∞∑
j=1
αj cos
(
2πjt
M
)
.
Thus, we have,
α0 =
β
M
e−
U0
D
M∫
0
exp
[
−
ηU0
D
H
[
tmod(M)−
T1
2
]
H
[
T1
2
+ T2 − tmod(M)
]]
dt
=
β
M
e−
U0
D

T12 +
T1
2
+T2∫
T1
2
e−
ηU0
D dt+M −
(
T1
2
+ T2
)
=
β
M
e−
U0
D
[
T1 + T2e
−
ηU0
D
]
,
where the last equality uses the fact that M = T1 + T2. Similarly, for j ≥ 1
αj =
2β
M
e−
U0
D
M
2∫
−M
2
exp
[
−
ηU0
D
H
[
tmod(M)−
T1
2
]
H
[
T1
2
+ T2 − tmod(M)
]]
cos
(
2πjt
M
)
dt
=
2β
M
e−
U0
D


−
T1
2∫
−M
2
e−
ηU0
D cos
(
2πjt
M
)
dt+
T1
2∫
−
T1
2
cos
(
2πjt
M
)
dt+
M
2∫
T1
2
e−
ηU
D cos
(
2πjt
M
)
dt


=
2β
πj
e−
U0
D
(
e−
ηU0
D − 1
)
sin
(
πjT1
M
)
.
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