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1. INTRODUCTION 
For an integer n and a prime p let np denote the p-part of n. If G is a finite 
group let i,(G) = [G : O,(G)], , where as usual O,(G) is the largest normal 
p-subgroup of G. 
Let u be the largest integer less than 211ap - 2. For a prime p define B(p) 
as follows: 
If 11 < p < 37 then B(p) = 4p/3. 
If 41 < p then B(p) = 21i2p - 3 in case a9 -+ 2u2 - (2p2 - 1)~ + 6p2 > 0 
and B(p) = 2112p - 2 otherwise. 
This paper contains a proof of the following result. 
THEOREM 1. Let p be a prime with p > 7. Let G be a jkite primitive complex 
linear group of degree n. Assume thut p2 ; [G : Z(G)] and n < B(p). Then n = p 
and C: = G/Z(G) has a normal subgroup D of order pa. Furthermore i,(e) CI G 
or G/D w SL,(p). In any case i,(G) < p. 
In case p =.. 7 a similar result has been proved by Doro [3]. 
For large p, Theorem 1 improves the bound in [lo, Theorem l] and also 
removes the hypothesis that p = -l(mod 4). For n = p, Theorem 1 has been 
proved by Sibley [ll]. In case n # p the proof comes from sharpening [8, 
Lemma 21. Instrumental in this sharpening is the following result which is 
proved by the methods of modular representation theory. 
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THEOREM 2. Let p be a prime with p > 7. Let G be a finite group with a 
Sylow p-group P which is a trivial intersection set. Suppose that 1 P ) = pa 
with a 3 4. Define q > 0 by q2 -i q - 1 = 23J2 p2. If G bus a faithful character x 
with x(1) < q then P Q G. 
At this stage the only obstruction to improving the bound in Theorem 1 
to (3/2)(p -- 1) is [lo, Step (H) of the proof of Theorem 21. The proof of 
Theorem I, as in [9], involves an improvement for the bound for the multi- 
plicity of a characteristic value of a p-singular element, except for known 
situations. 
Throughout this paper standard notation and terminology from the theory 
of groups is freely used. We here list some other terminology used in this paper. 
A complex representation X of a group G is quasi-primitive if X is irreducible 
and the restriction of X to any normal subgroup is the direct sum of equivalent 
irreducible representations. A well-known theorem of Blichfeldt asserts that a 
primitive representation is quasi-primitive. 
A homogeneous space for a representation of a group H on the space V is 
an invariant subspace of V on which H is represented as a sum of equivalent 
irreducible constituents, and which is maximal with this property. 
X is a quasi-primitive representation of G if and only if X is irreducible 
and for every normal subgroup H of G, V is a homogeneous space for X, . 
A representation X of G is strongly primitive if it is primitive and cannot 
be expressed as the tensor product of smaller dimensional projective representa- 
tions. 
If X is a representation of G on a complex space V and u is a complex number 
then 
&(a x) = {v 1 v E v, X(x)v = CAJ}. 
The name Blichfeldt refers to his result [I, Theorem 8, p. 961 which asserts 
that if X is a quasi-primitive representation of G then for x E G - Z(G), 
the characteristic values of X(x) cannot all be within 60 degrees of any particular 
characteristic value of X(x). 
2. PROOF OF THEOREM 2 
Throughout this section the following notation is used. 
G is a finite group, p is a prime. 
P is a Sylow p-group of G. C = P@,(P), N = N,(P). 
It will be assumed that P is a T.I. set in G. 
F is a p-adic number field, R is the ring of integers in F and 7r is a prime 
in R. If V is an R module then v = V/TV. In particular R = R/rrR. Throughout 
this section it will be assumed that F and a are splitting fields for G and all 
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its subgroups. It will also be assumed that if x is any irreducible character of G 
then there exists an R-free R[G] module which affords x such that 7 is com- 
pletely reducible. The existence of such a field F follows from [4, (1.18.3)]. 
If V is an R-free R[Gj module or an R[G] module then, as usual, V* denotes 
the dual module. If V affords the character x then x* is the character afforded 
by V*. 
If H is a subgroup of G and V is an R[G] module then 
Inv,(V) = {v 1 0 E V, vh = k7 for all h E H}. 
If {xi} is a right cross section of H in G define the R-map NG,H: InvH(V) + 
Inv,( V) by NG,H(w) = xi wxi . Define HO(G, V) = Invo(V)/No,&V). 
Let U, denote the principal indecomposable R[iV] module corresponding 
to the trivial R[N] module. Then 
ranks U, = dimR U, = 1 PI. 
For any R-free R[Gj modules V, , V, let m(V1 , V,) denote the multiplicity 
with which U, occur as a component of (V,* @ V,), N Hom,( V, , V,), . 
Then m(V, , V,) = m( V, , V,). 
For any R[Gj modules IV,, W, let %(W1 , W,) denote the multiplicity 
with which o1 occur as a component of (W,* @ W,), . 
If V, , V, are R-free R[G] modules then m(V, , V,) = E(rl, r2) [4, 
(1.17.11)]. 
Let 0, , 8, characters of G. For j = 1, 2 let Vj be an R-free R[G] module 
which affords 0, such that Vj is completely reducible. Define m(e,, 0,) = 
m( V, , V,). Since m(V, , V,) = +E(V~ , Va) and Vj is uniquely determined 
by 0,) this definition does not depend on the choice of Vj . It will be convenient 
to write m(e) = m(e, e). 
LEMMA 1. Let 8, ,e, be characters of G with 8, = C aixi , t$ = C bixi , 
where each xi is an irreducible character of G which is not of defect 0. Then 
where ( , )o and ( , )N denote the usual inner products. 
Proof. For each i choose R-free R[G] modules Vi which afford xi such that 
Vi is completely reducible. Let W, = @C aiV, , W, = @C biVi . By 
[4, (III.S.ll)] ranlr~ HO(G, Vi* @ V,) = 6, . Thus by [4, (III.S.lO)] 
rankR Ho(N, W& @ W,,) = rankR HO(G, W,* @ W,) = (0,) O.JG. 
Furthermore 
(0,, , f3alv) = rankR (Inv WTN @ W,,) = rankR HO(N, W& @ W,,) + m, 
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m, = rankR(hT,,,,, (VIZ 0 W,N)) = fi(Fl , F2> = m(W, , IV,). 
This completes the proof. 
Let p be an odd prime and let q be a real number. Consider the following 
two statements. 
H1(n, p, q): , P 1 = pn, P is a T.I. set in G and G has a faithfil irreducible 
character x with ,y( 1) < q. 
H,(n, p, q): Hl(n, p, q) holds. P is abelian, C = C,(P) = P x Z(G), G = G 
and G/Z(G) is simple. x is an irreducible faithful character of G such that x,,, 
is irreducible and xc = e ~~-, ai for positive integers e and f with f > 1 and 
distinct irreducible characters (Y~ of C. 
Theorem 2 asserts that if H,(n,p, q) is satisfied for suitably chosen n, p, q 
then P 4 G. The object of the next result is to show that it suffices to draw 
the same conclusion when H*(n, p, q) is satisfied. 
LEMMA 2. For given n > 2, p > 7, q < 2p a minimal counterexample to 
the assertion “H,(n, p, q) implies P Q G” satisjies H*(n, p, q). In particular if 
H,(n, p, q) implies that P Q G then H,(n, p, q) implies that P Q G. 
Proof. Let G be a minimal counterexample to the assertion that H,(n, p, q) 
implies P Q G. Let x be a faithful character of minimum degree. 
(a) x is irreducible. 
Suppose not. Let x = x1 + xa and for i = I,2 let Gi be the kernel of xi . 
The minimal@ of x(1) implies that Gi # (1) for i = 1,2. Clearly Gr r\ G, = 
(I). Since G is injected into G/G, x G/G, it follows that one of them, say 
GIG 3 is not a p-group. Thus G # PG, . The minimality of G implies that 
P a PG, . If P n Gr = (1) then P 1! PGJG, and the minimality of G 
implies that PGJG, 4 G/G, and so P 4 G as P Q PG, . Suppose that 
P1 = P n Gr + (1). Then P1 4 G1 and P1 is a SD-group of G, . Hence 
P1 4 G. Since P is a T.I. set, this implies that P Q G. This yields a contradic- 
tion in any case. 
(b) xN is irreducible. 
Since x(1) < q < 2p it follows that ~(1)s < 4pa < : P [ and so m(x, X) = 0. 
Hence x,,, is irreducible by Lemma 1. 
(c) P is abelian and xc = ex:_, ai with f > 1 and the ai distinct 
irreducible characters of C. 
By Clifford’s Theorem and (b) xc = e xi-, ai , where each q is an irreducible 
character of C and ai(l) is independent of i. Iff = 1 then Z(P) C Z(G) and so 
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Z(P) d G. Thus P 4 G since P is a T.I. set. Hencef > 1. Therefore 2+(l) < 
x(l) < 2p and so ai < p for each i. Thus xp is a sum of linear characters 
and so P is abelian. 
(d) p f I G : G’ I. 
By (c) P is abelian. Hence by Burnside’s transfer theorem [6, 7.4.4(ii)] the 
maximal p-factor group of G is isomorphic to P n Z(N) C P n Z(G) = (1). 
(e) C = P x A for some subgroup A with Z(G) _C A and any proper 
normal subgroup H of G which contains Z(G) is contained in A. 
By Burnside’s transfer theorem C = P x A for some A. Clearly Z(G) CA. 
Suppose that Z(G) C H 4 G. By (d) G # HP. Thus the minimality of G 
implies that P Q HP. If PI = P n H # (1) then PI 4 Hand hence PI Q G. 
ThusPqGasPisaT.I.set.IfP,=(l)thenPH=PxHandsoH_CA. 
(f) C = P x Z(G) and G/Z(G) is simple. 
It suffices to show that A = Z(G) w h ere A is defined by (e). Let V be an 
R-free R[q module which affords x. By [4(111.3.7)] it follows that after F is 
replaced by a finite extension then Vc = @ &, Vjl) @ Vj’), where for each i, 
V,Cr) is an absolutely indecomposable R[P] module and Vj”) @F is an absolutely 
irreducible F[A] module. 
Let W, be the indecomposable R-free R[A] module with Inv W,, = W,, . 
Since A is ap’-group W, 1 Vi”) @ V. J’r* for all i. Thus {x2, I’:‘) @ F’j’)* @ W,} [ 
(V 0 v*)c - 
Since ~(1)~ < 1 P 1, (V @ V*), has no projective components. As P is a 
T.I. set this implies that every indecomposable component of V @ V* remains 
indecomposable when restricted to N. Thus there exists a component M of 
V @ V* with Mc = @ {& Vi’) @ Vjl)* @ W,). Hence A is in the kernel 
of M. Thus by (e) A is the kernel of M and so A 4 G. 
Therefore PC C,(A) 4 G. If C,(A) # G then the minimality of G implies 
that P Q C,(A) and so P 4 G. If C,(A) = G then A C Z(G) as required. 
To conclude the proof of the Lemma it only remains to show that G = G’. 
If this were not the case then by (d) P C G’ and the minima&y of G implies 
that P Q G’ and so P 4 G contrary to assumption. 
Let W be a completely reducible R[q module. Thus W = @ C aiWi , 
where each Wi is irreducible and each ai # 0. Define 
S(W) = {W, I f?i( W, , Wi) # 0 for some i}. 
Let WV = 0 CW,~W) aJ% . 
Let 0 = C cixl where each xi is an irreducible character of G and ci # 0 
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for all i. Let V be an R-free R[G] module which affords 8 and such that r 
is completely reducible. Define 
T(8) = {xi / some irreducible Brauer constituent of xi is 
afforded by a constituent of L( i;i)}. 
Let WI = CwieT(8) cixi .
LEMMA 3. Suppose that p > 7 and 1 P 1 = p4. Let W be a completely 
reducible i?[Gj module of dimension d with d2 + 2d < 8p4. Assume that W M W* 
and a(W, W) # 0. Then 
(a) i?i(L( W), L(W)) = %i( W, W); W = L(W) @ X for some module X. 
L(W)” EL(W), x* N x and L(L(W)) = L(W). Furthermore U, is not a 
compone?lt of (X @ X), 07 (L(W) @ X), . 
(b) One of the followilzg h Id o s, where Wi is an irreducible R[G’j module 
for each i. 
(I) L(W) = w, 0 wr*, w, & wl*, @q w, , W,) = 1, iii(W, W) = 2, 
Ul I w1* 0 Wl), * 
(II) L(W) = w,, w, N wl*, 1 < qw, W) < 7. 
(III) L(W) = W, @ W, , W, + W, , Wi N Wi* for i = 1, 2, 2 < 
#i(W, W) < 6. If f ur th ermore dim W, < dim W, then %i(W1 , W,) = 0, 
q w, , W,) = 1, qwa , W,) < 4. 
Proof. Part (a) is immediate by definition. It remains to prove (b). 
Let L(W) = @ & Wi with each Wi irreducible and d1 < d2 < *a* < d, 
where di = dim Wi . For any i there exists a j with w(W~ , Wj) > 0. Hence 
p4 = 1 P 1 < didj < did, 
and so di > p4/d, . Ifs 3 3 this implies that 
(8~~)~‘s > Cd2 + 2W2 b d 2 i 4 2 (s - l)(p4/dJ + d, > (2p4/d,) + d, 
i=l 
2 2 (T)l” d:‘2 = (Q”)ll”. 
I) 
Therefore s < 2. 
If s = 1 then p”~(w, , W,) < 4” < 8p4. Thus @(WI , W,) < 7 and (II) 
holds. Therefore it may be assumed that s = 2 and W = L(W) = W, @ W, . 
Let Wi @ W, = Ai @ Bi where A, is the space of symmetric tensors and 
Bi is the space of skew tensors. Then 
44 + 1) dimBi<dimAi= 2 . 
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Thus if @( Wi*, W,) # 0 then 2p4 < d,(d, + 1). Since dr < d/2 it follows that 
dl(4 + 1) < d(d + 2)/4 < 2p4 and so @WI*, WI) = 0. In particular this 
implies that WI + W, . 
Suppose that W, N WI*. Then W = W, @ WI*, %i(Wl*, W,) = 0 and 
dim( WI 0 WI*) < (d/2)2 < 2p4. H ence ti( WI , W,) = 1 and so @i( W, W) = 2. 
Thus (I) holds. 
Suppose that W, c+& WI*. Since W CI W* this implies that Wi* N Wi for 
i = 1,2. As a( WI , WI) = 0 it follows that %z(Wl , W,) # 0 since W, E S(W). 
Hence 
p4 & dim(W, @ W ) = d,d < ( d1 t d2 )” < ($’ < 2~4 
and so @WI , W,) = 1. Furthermore d,d, > p4. Since 
d22 + 2dld2 + 4” + 2d2 + 2d, < d2 + 2d < 8p4 
it follows that d22 + 2d2 < 6p4 and so 
A2 + 4 dimB,<dimA,= 2 < 3p4. 
Hence Vi occurs with multiplicity at most 2 in each of A2,,, , B2N. Thus 
B( W, , W,) < 4. This implies that (III) holds. 
The proof of Theorem 2 will now be given in a series of steps. Suppose that 
the result is false. Let G be a minimal counterexample. By Lemma 2 it may 
be assumed that H2(n, p, q) is satisfied. 
Let 01 = c+ . Let H be the inertia group of 01 in N. Then there exists an 
irreducible character j? of H such that & = ea and ,Y,, = BN. Thus x(1) = 
ef=eIN:Hl. 
Let xx* = C aixi where x1 = lc , x2 ,... are distinct irreducible characters 
Of G. Let xx,? * = 1 N + C ciyi + 7, where P is in the kernel of each yi and 
P is not in the kernel of any irreducible constituent of r]. Since xxC* = 
e&=1 ai)& ai*) . f 11 it o ows that lP occurs with multiplicity e2f in xxC*. 
Hence 
xxN* =lN+&Yi+% 1 + C ciyi(l) = ey. (1) 
(a) L(xx*)N = c cdyi + Y, where P is not in the kernel of any irreducible 
constituent of Y. Furthermore 
C ct Q C ci2 < m(xx*). 
Proof. As (deg lo) xx*(l) < (2~)~ < 1 P 1 it follows that lo is not a con- 
stituent of L(xx*). Suppose that xj # lo is an irreducible constituent of xx*. 
Let XjN = pi + vj, where P is in the kernel of ~1~ and P is not in the kernel 
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of any irreducible constituent of vj . Clearly vj # 0, otherwise P is in the kernel 
of xi contrary to the simplicity of G/Z(G) as xj # lo . 
Suppose that yi is a constituent of xihr . Then I/ xgN I\$ = 11 t~lr + V, #., >, 2. 
Since ~~(1) < xx*(l) < 1 P /, it is not of defect 0. Hence Lemma 1 implies 
that mhi) = /I xjhr 11; - I( X~ II2 > 2 - 1 = 1. Therefore some Brauer con- 
stituent of xj is in T(8). Consequently L(xx*)~ = C ciyi + v. Furthermore 
Lemma 1 implies that 
4xX*) = II xxN* ll”N - II xx* II2 = /I 1N + c ciyi + c ajv, (IN - c uj2 
01 
> 1 + C ci2 + C aj2 - C aj2 2 C ci2. 
j>l 
This completes the proof of (a). 
(b) Let # be the character of N/C afforded by the representation of N 
on &II(P) (the group of elements of order p in P) by conjugation. Let 1 Qr(P)I = 
pk. Then there exists a nonprincipal irreducible constituent y of I,!I with 
r(l) G #(I) G k G n such that y is a constituent of (lH)N. 
Proof. Since G = G’, Burnside’s transfer theorem implies that 1N g #. 
Clearly lH C #H . Let y be an irreducible constituent of # such that 1, C yH . 
Then y(l) < +(I) < k < n and y C (l,.,)N by Frobenius reciprocity. 
(c) Let y be defined as in (b). Then y C (lH)N C (/3j3*)N C xNxN*. 
Proof. Clear by (b) since @I*)N C pN/3*N. 
(d) n = 4; x(1) > 21i4p; m(xx*) > C cp > 2. 
Proof. Since @3*)N is the part of xxN* with P in its kernel it follows that 
(j3,9*)N = IN + C ciyi . Therefore y in (c) is one of the yi . If z ci = 1 then 
(iW*)N = 1~ + Y and 
x(l) = ef < e2f = (flP*)N(l) = 1 + y(l) < 1 + n. 
By (a) 1 = C ci < m(xx*) and so (1 + n)4 > x(l)’ > pa > 7” and so n < 2 
contrary to hypothesis. Therefore 2 < C c, < m(xx*) and 2p* < x(l)” < 8p4. 
Thusp* <4p4andson=4asp >7. 
(e) xP is not rational valued. 
Proof. If xP were rational valued then (p - 1) I x(l) since lP g xP . By 
assumption x(l) < 2(p - 1) and by (d) (p - 1) < x(1). This proves (e), 
By (e) there exists a field automorphism a which fixes all p’th roots of unity 
such that xPO # xP . Let t9, = xx*, e2 = x0x*. For i = 1,2 let V, be an R-free 
R[Gj module which affords Bi such that ri is completely reducible. Then 
COMPLEX LINEAR GROUPS 153 
VI w Vr. and m(tI,) = m(B,). Furthermore the hypotheses of Lemma 3 are 
satisfied for ?. N ps since 
ei(l)s + 20,(l) < 44 + 2$ < (4” + q - 1)s = 8p4. 
For any character (p = C d,,y, _C fli let V,, denote the component of Vi 
which affords cp. Define 
m = m(b) = m(Vi , V4) = W~liLkq 9 V4m,d 
for i = 1,2. Define 6, = (L(&), L(Q) for i = 1,2. 
(f) No irreducible constituent of es, has P in its kernel. 
Proof. If this is false then C+O = a4 for some j. As (alp/)0 = (aIo)v for all 
y E N this implies that xPO = xP contrary to the definition of u. 
(g) The following hold 





Proof. By (f) (ri, e,,) = (ri ,L(B,),), = 0 for all i. Thus by Lemma 1 
and (a) 
This establishes (3). By Lemma 1 
and (4) holds. Equation (5) is proved similarly. 
The first inequality in (2) is trivial, the last follows from (d). By (3) and the 
Cauchy-Schwartz inequality 
w4), w,)) + ml2 = a~, w2)dd2 G 65 h x (w,h , w,),), . 
The middle inequality in (2) now follows from (4) and (5). 
(h) I&) is irreducible and S, < 2. 
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Proof. If L(8J has two equal constituents or as many as three con- 
stituents then so does L( ri1L(81)), contrary to Lemma 3. Thus ai < 2 for i = 1,2. 
Hence if L(B,) is reducible then L(B,) = x1 + ~a for some irreducible characters 
xr . Since 13,* = 8i it follows that L(B,)* = L(B,) and so x1* = x1 or xa . Thus 
either (I) or (III) of Lemma 3 holds. 
Suppose that x1* = xa . Then (III) of Lemma 3 cannot occur and so (I) 
must occur. Thus in particular m = 2. Let y be defined as in (b). By (c) 
y C elN and so y rL(0,), by (a). Choose the notation so that y c xilv . Thus 
y* c X&, = XaN and SO y + y* c &&, . By (d) C ci < m = 2 and so (j3j3*)N = 
1 + y + y*. Thus (d) implies 
9 >, 1 + y(1) + y*(l) = (@*)N(l) = e2f > ef = x(1) > p 3 11. 
This contradiction shows that x1* # xa . 
Therefore xi* = xi for i = 1,2. Thus (I) of Lemma 3 cannot occur. Hence 
(III) of Lemma 3 must hold. Furthermore if Xi is an R-free R[GJ module 
which affords xi and such that Xi is completely reducible then after inter- 
changing 1 and 2 if necessary it may be assumed that WI is a component of Xi 
and dim W, < dim W, . Thus m(X, , X1) = 0 and m(X, , X,) = 1. Thus 
by Lemma 1 11 xlN 11; = 1 and XaN = C ciyi + xiN + v for some character q 
of N which does not have xrN as a constituent. Also (L(B,), L(Q) = 0 otherwise 
the fact that 6{ < 2, (d) and (2) imply that 
(1 + ml2 f v44), v,)) + ml2 < (m + 6,) (m + 8, - 1 ci2) 
< (m + 2) (m + 2 - C ci2) d (m + 2h 
which is not the case. Hence (L(B,), xl) = 0 and Lemma 1 implies that 
cLce2)N , XIN)N = m(& $ x2 , xl) = 1. 
Since v = xIN + (XiN + v), equations (3), (4), (5) now yield 
= Cm + S2>{ll v l”N - 31 
= (m + S,) (m + Sl - C ci2 - 3) < (m + 2)(m - 3). 
Thus m > 7 contrary to (III) of Lemma 1. 
(i) C ci2 = 2, 6, = 2. 
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Proof. By (d) C Ci2 > 2 and by (h) 6, = 1 and 6, < 2. Thus (2) implies that 
m2 < (m + 8,) (m + 6, - C Ci’) = (m + 62) (m + 1 - 1 ci2)* 
If C cd2 > 2 this yields that m2 < (m + S,)(m - 2) < m2 - 4. Hence C c? = 2 
and ma < (m + S,)(m - 1). Thus 6, # 1 and so 6, = 2. 
(j) L(Fr) NL( VJ falls into case (III) of Lemma 3. 
Proof. By (i) S, = 2 so L(B,) = x1 + xz with xi irreducible and distinct. 
Thus (II) of Lemma 3 cannot hold for L(VJ. Suppose that (I) of Lemma 3 
holds. Thus m = 2. Let Xi be an R-free R[q module which affords xi such 
that Xi is completely reducible. Let Yi = X< n L( v2). By (c) and (i) L(fQ, = 
y + yi + Y. By (4), (h) and (i) (v, v)~ = m - 1 = 1 and so Y is irreducible. 
BY (f) (L(4)N , X~N)N = (v, XiN)N . Thus for i = I,2 
(b X~N)N = W4), xi) + mVl , Xi) = (WJ, xi) + m(Yl + Yz , Yi) 
= (qe,), Xi) + 1. 
andsovCxi,. Lemma 1 implies that 
(xl~ , XPN)N = (x1 ) x2) + m(yl , yz) = 0. 
This contradicts the fact that v C xiN for i = 1,2. 
(k) There exist irreducible characters x1, xz with L(t9,) = x1 + xz, 
xrN irreducible, (xrN , &N)N = 1 and xzN = v. 
Pwf. BY 6) Wd = xl + x2 with xi irreducible. Let Xi be an R-free 
R[GJ module which affords xi such that Xi is completely reducible. Let Yi = 
xi n L( V2) for i = 1, 2. By (j) case (III) of Lemma 3 holds for L( vi) Eli ,?,(Y,). 
Thus 11 XiN [Ii = 11 xl /Ia + a(Yr , YJ = 1 and so XrN is irreducible. Also 
(XlN 3 x2N)N = (xl 9 x2) + f$yl > yz) = 1. 
By (h) L(B,) is irreducible. As Y2 is a modular constituent of L(B,) but not 
of x1 , it follows that L(B,) # x1 . Thus (L(B,), xl) = 0. Hence (f) implies 
(3 XIN)N = (L(ed, xl) + E(vl , Yl) = fi(Yl + Yz , Y,) = 1. (6) 
BY (4), (h) and (i) 
11 v 11% = m + 6, - C Ci2 = m - 1. (7) 
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Therefore 
II X2N IIS = II x2 !I2 + ffv2 P Y2) 
= 1 + m - M(Y1 , YJ - 2iii(Y, , Y2) = m - 1. (8) 
Now (3), (6), (7), (8) and the Cauchy-Schwartz inequality yield 
(m - 1)” < {(v, W2hh - h x~N)N)~ 
= h x2~)2N G II vIl”N IIx2hrII% = (m - 1)‘. 
Thus equality must hold throughout. In particular it follows that x2N = tv 
for some positive real number t. Since jl v #,, = m - 1 = 11 x2,,, 11: it follows 
that t = 1 and xzw = v as required. 
(1) e = 1. 
Proof. Suppose that e > 1. By (i) (#*)N = 1, + y + yr for some irre- 
ducible character ?/r of N. Thus (flfl*)N = (l,,)N + (/3/I* - lH)N. By (c) 
y _C (lH)N and SO 1, + y C (lH)N. S ince e > 1, /3,9* # lH and SO 1, + y = 
(lH)N. By (b) this implies that 
/ Q,(p)/ 2 py(l) = #W-l = pf-1. 
Let K be the intersection of the kernels of a1 ,..., a+2 . Thus K # (1). 
As G = G’ it follows that if x E K then {~~-i(x) a,(~)}~ = 1. Since e = 
x(1)/f < q/2 < p it follows that ol+r(x) (Y~(X) = 1 for x E K. If f > 2 choose 
x E K so that all = e(2ni/p). Then ~lf-~(x) = e(-2nilg) and ai = 1 for 
i = l,..., f - 2. Thus the angle of every characteristic value of x is within 2~r/6 
of LYE = 1. If f = 2 choose x E K so that c+(x) = e(2”i/p)(p-1)/2. Then 
a2(x) = e(2a(/p)(p+l)P. Th us the angle of every characteristic value of x is 
within 2~/6 of ai( Consequently in either case Blichfeldt’s theorem implies 
that x is not primitive. Hence G has a subgroup of index d with I < d < 
x(1) < 2p. Since G/Z(G) is simple, this implies that G/Z(G) has a faithful 
permutation representation of degree less than 2p. This contradicts the fact 
that 1 P 1 = p4. 
The proof of Theorem 2 can now be completed. 
Let Xi be an R-free R[Gj module which affords xi such that Xi is completely 
reducible for i = 1,2. Let Yi = X, AL(~J. By (k) 
dim Yr + dim Y2 < dimL( V2) = dimL(rJ < degqei). 
By(l)e=landsox(l)=ej=f.By(a),(k)and(l) 
deg L(B,) = C ~(1) + v(l) = (e"f - 1) + x2(1) = f - 1 + x2(1). 
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Thus 
Furthermore 
dim Yr + dim Yz < f - 1 + ~~(1). 
dim Y, + x2(1) < xl(l) t x2(1) = degL(e,) < f 2. 
The last two equations imply that 
2 dim Yr A dimY,<f2+f-I <q2+q-1 =23/2p2. (9) 
By (j) and (III) of Lemma 3 iii( Yr , Y2) = 1. Thus p4 < dim Yr dim Y2 . 
Hence (9) implies 
2p4 < 2 dim Y, dim Yr < 
(2 dim Yr + dim Y2)2 
4 < 2p4. 
This contradiction finally establishes Theorem 2. 
3. THE CASE WHERE P IS NOT A T.I. SET, BUT THE PROPER CENTRALIZER 
OF SOME ELEMENT HAS A NON-NORMAL SYLOW P-SUBGROUP 
Here we strengthen [8, Lemma 21. In the following, its hypothesis is narrowed 
since we are no longer concerned with the situation n = p. Theorem 2 and a 
new argument allow us to rule out conclusion (B). Another new argument 
allows us to improve the bound in conclusion (C). 
LEMMA 4. Let p be a prime larger than 5 and G be a finite group with a faithful 
irreducible, quasiprimitive representation X of degree n on the space V. Let 
n < 3(p - 1)/2. Let A be an abelian Sylow p-subgroup of G which is a t.i. set. 
Assume 1 A 1 > p and p + 1 Z 1. Let i,(C(u)) = 1 for all p-singular elements. Let x 
be an element of G - 2 with i,(C(x)) > 1 and C(x) n A # (1). Let H = 
(O”‘(C(x)))‘. Then at least one of the fobwing holds. 
(A) There exists z E G - Z where X 1 C(z) has an irreducible strongly 
primitive constituent Y with deg Y > p + 1 and i,(Y(C(z))) > p. 
(C) There exists II p-singular element y E G - 2 with X(y) having un 
e&nvalue occur with multiplicity as large as min(n - (p - 1)/2, p - (p - 1)/6). 
(D) There exists an odd prime q for which G has a normal q-group not 
contained in 2. 
Proof. The proof in [8, Lemma 21 is unchanged until the third paragraph 
of the proof of step 4. This covers the case that Xc(=) has a constituent Y of 
degree as large as p - 1 and Y is the only constituent of Xc(=) with 
i,(Y(C(x))) > 1. For our revised lemma, we need to observe that replacing 
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x by a power of itself at worst increases C(x) and imbeds Y in an irreducible 
constituent of greater degree. The new complement U to the new Y has degree 
deg U < n - deg Y < n - (p - 1) < (p - 1)/2 so still i,(U(C(x))) = 1 and 
we have the same situation. By choosing the appropriate power of x for our 
replacement we make the additional assumption that the order of X, the image 
of x in G/Z(G), is some prime r. 
The third paragraph of [8, step 4 of the proof of Lemma 21 shows that Y 
is. strongly primitive or monomial. At this point X,-tz) = Y @ U, Y is 
irreducible, &(Y(C(x))) > 1, &(U(C(x))) = 1, deg Y > p - 1, Y is strongly 
primitive or monomial, and 1 x 1 = Y, a prime. As A is an abelian T.I. Sylow 
p-subgroup of G, r # p. We now show that if i,(Y(C(x))) = p then there 
is no p-element u in C(x) with Y(U) having as many asp - 2 distinct eigenvalues 
h r ,..., X,-s all different from 1. Suppose that u is such an element. First, 
p 11 1 C(x)] by [8, step (1) of the proof of Lemma 21 since i,(C(x)) = 
i,(Y(C(x))) = p. As p II I C(x)1 and C(x) n A g 2, replacing u by a conjugate, 
we may take u E C(x) n A. Let W, ,..., W, be the homogeneous spaces of X, 
fixed by x and for each i = l,..., s let x permute the homogeneous spaces 
Ti, ,..., Ti, cyclically. Let W = & Wi , Ti = & Tij , and T = &=I Ti . 
Then V = W @ T. Let Y(X) = &dimr. As a cyclic monomial matrix has 
distinct eigenvalues, the multiplicity of the eigenvalue 01 of the matrix for x 
on Ti is at most dim Ti, = (l/r) dim Ti . Then p - 1 < dim C,(N-ix) < 
(l/r) dim T + dim W G (1/2)(n - dim W) + dim W. Then dim W > 
2(p - 1) - tt > (p - 1)/2. By [6, 5.2.31 A = (C(X) n A) x [x, A] = (u) x 
[x, A]. Suppose b E A - [x, A]. Write b = ukc where c E [x, A]. Fix i and let 
6, be the linear character of A corresponding to Tij . As u E C(x), S,(u) = 
S,(u) = ... = S,(U). As dim Ti < n - dim W < (3/2)(p - 1) - (p - 1)/2 < p, 
dim Ti, < dim Ti < p. Since c E [zc, A] and Ti is invariant for x and A, 
(S,(c) e.1 S,(c))dr*rij = 1 and S,(c) ... S,(c) = 1. We now show that if S,(u) 
is h, , one of the h, ,..., h,-, , then the matrix for b on Ti has at least one eigen- 
value not equal to 1. Otherwise, 1 = 1 ... 1 = S,(b) ... S,(b) = S,(U)~ ... 
S,(U)k S,(c) ... S,(c) = ($(U))“T and & = S,(u) = 1, a contradiction. If h, instead 
occurs as an eigenvalue for u on W, then since c E [x, A], c acts as the identity 
on W and ukc has an eigenvalue h,” # 1 on W. In either event h, contributes 
to ukc at least one eigenvalue unequal to one. Then dim C,(&) < 
n - (p - 2) < (3/2)(p - 1) - 1 - (p - 2) = (p - 1)/2 and ukc is not 
conjugate to any element d E [x, A] since WC C,(d). Therefore, [x, A] 4 N(A) 
and C,([x, A]) is N(A)-invariant. As WC C&x, A]), XNta) is reducible. 
By Lemma 1, 1 A I = p2 and XNta) is the sum of two or three irreducible 
constituents. Looking at the p’-group N(A)/A acting on a 2-dimensional space 
over 2, corresponding to A, by Maschke A has some N(A)-complement B 
for [x, A]. Then(u) = C(x) n A = (C(x) n B) x (C(x) n [x, A]) = C(x) n B 
and (u) = B. Then (u) 4 N(A). If 0 is a linear character of A = (u) x [x, A] 
on a subspace of C,([x, A]) then [x, A] is in the kernel of 0 and x centralizes u 
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so x fixes 0 and only the Wi occur in C&X, A]) so C,([X, A]) _C W and 
C&V, A]) = W. Let V be the direct sum of invariant irreducible subspaces Ri , 
i = 1,2 or i = 1,2,3 for N(A). As (u) 4 N(A), for each i, R, _C C,(u) or 
Ri is the direct sum of [N(A) : CN&~)] homogeneous spaces of degree di 
for (u). Then if k Q 3 is the number of Ri’s not in C,(U) we have 
p - 2 < number of distinct nonidentity eigenvalues for u < K[N(A) : CN(A~(~)] 
and 
n - (P - 1) < (p - 1)/2 < dim W 
= dim C,([X, A]) < n - (p - I)/2 < p - 1 (11) 
since otherwise, a p-singular element in C&X, A]) satisfies (C). As the Ri’s lie 
in C&X, A]) or its complement, dim Ri < p - 1 and [N(A) : CNtA)(~)] < 
P - 1. As wwNL4)( u is isomorphic to a subgroup of Aut(u), its order 1 
is a divisor of p - 1 and must be (p - 1)/3 or (p - 1)/2 by Eq. (10). In the 
first case K = 3 and n > 21j2p > 21/2(p - 1) by Lemma 1. But then 
21/2(p - 1) < n = C d,[N(A) : C,&u)] = C di(p - 1)/3 < 3(p - 1)/2, im- 
possible since the middle term is an integer multiple of (p - 1)/3. Therefore, 
WV) : %,,(41 = (P - 1P Th en eigenvalues of X(U) occuring in T 
occur with multiplicity at least r so if an Ri not in C,(U) lies in T then n = 
dim W + dim T > dim W + Y(P - 1)/2 > (p - 1)/2 + 2(p - 1)/2 = 
3(p - 1)/2, a contradiction. Therefore, T _C C,(U). Then Eq. (10) applies to W 
and p - 2 < k[N(A) : C,,Q)(U)] < dim W. As [N(A) : CN(A)(~)] = (p - 1)/2 
this forces K > 2 and contradicts Eq. (11). 
Suppose that Y is monomial. Let K be the subgroup of C(X) fixing the spaces 
of imprimitivity. Then K is diagonalizable and its Sylow p-subgroup is charac- 
teristic in Kg C(X) and hence normal in C(X). As [C(X) : Kj 1 (deg Y)! 1 
((3/2)(~ - l))!, 4,(Y(C(4)) <P. As W(W)) > 1, P I [C(4 : Kl and C(x) 
has some p-element y whose underlying permutation matrix is cyclic of order p. 
Then u has at least p distinct eigenvalues, contrary to the above, since 
WtwN = P- 
Therefore, Y is strongly primitive. By primitivity O,(Y(C(x))) C 
[z(y(c(x)))l, = <ldimF’>, otherwise an element in Z(Y(C(x))) satisfies (C). 
Suppose p2 / 1 Y(C(x))l. Then i,(Y(C(x))) > p. By [7], deg Y $1 p - 1. By 
[8, last half of the first paragraph on page 511 deg Y # p. Then (A) is satisfied. 
Therefore, p ]I I Y(C(x))l. 
If p { I H 1, then by [8, first three lines of the last paragraph of page 511 
and [7, Lemma 81 there is a p-element y in C(X) with Y(U) having at least 
p - 1 distinct eigenvalues and, hence, at least p - 2 distinct eigenvalues 
different from 1, a contradiction. Therefore, p 11 I H j. Let (u) be a Sylow 
p-subgroup of H. By [8, step (1) of the proof of Lemma 21 p I] I C(x)1 so by 
appropriate choice of IL, u E A. By [8, the five lines above last paragraph of 
48x/52/1-11 
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page 511 Y(U) has fewer than p - 2 eigenvalues unequal to 1 and, hence, 
at least one eigenvalue 1. With [2, I] this forces deg Y = c@ - y) with y a 
divisor of p - 1 and exactly (Y eigenvalues 1 for Y(U). Then y < p - 1 and 
~(p-l)/2~or(p-y-1)<p-2.Thenar=I,p-l<degY=p-~~ 
p - 1, y = 1 and there are p - 1 - 1 = p - 2 eigenvalues unequal to 1 for 
Y(u), a contradiction. 
Step (5) of [8, proof of Lemma 21 goes through without change and shows 
that for the original x, we have [8, Lemma 2, case (B)]. By [IO, Theorem 31 
p = 1 (mod 4). Let P = A, N = N(P), C = C(P), and 2 = Z(G). Let x be 
the character for X. Then for all x E G - Z satisfying i,(X(x)) > p (and 
at least one such x exists by hypothesis) we have by replacing A by the appro- 
priate conjugate P: 
There are two irreducible constituents XI and Xs of Xcu of degree 
(p + 1)/2 with i,(Xi(C(x))) = p f or i = 1,2. Also, 9 E Z, C(x) = H(x)Z, 
p ]I 1 H I, and for i = 1,2, His represented faithfully by Xi . Also, p = 1 (mod 4). 
There exists an element u of order p in H n P. Let W = Cszl C,(/Iu). Then 
dim W = p - 1 and PW = W. There exists t E NH((u)) n N(P) with C,,,(U) C 
Z(H) and [(t) : C,,,(u)] = (p - 1)/2. Th ere exists a subspace W, of dimension 
2 with tWl ,..., t(P-l)laWl forming the homogeneous spaces of W for (u). 
All the homogeneous spaces of W for P have dimension 1. For i = l,..., 
(p - 1)/2, x transposes the 2 homogeneous spaces for P contained in t”Wl . 
Let U = C,(u) be the unique complement to W for xP . Let Y be one of 
the (p + 1)/2 dimensional constituents of H g PSL(2, p) and write Y(U) 
as a diagonal matrix. As t has order (p - 1)/2 and acts as a cycle of length 
(p - I)/2 on the nonprincipal constituents of YcU, , Y(t) is the direct sum 
of a one by one matrix (r) and a permutation matrix M corresponding to a 
cycle of length (p - 1)/2 = 0 (mod 2). Then 1 = det Y(t) = y(det M) = 
(r)(-1) and y = -1. As H is in the kernel of the representation of C(x) on 
the complement to XI @ Xa , on the complementary space U to W for ~~~~~~~~ , 
t has eigenvalues -1, -1, 1, 1, I,.. , 1 and t2 acts as the identity on U. Let 
X(x) have eigenvalues &w. As the representations of H on C,(wz) and on 
C,(--wx) both have a constituent equivalent to Y, w and --w as eigenvalues 
both have multiplicity (p - I)/2 in the representation of x on W. 
By Theorem 2, 1 P I = ps and 1) xN II = 1 by Lemma 1, or 1 P I = p2. Now, 
N/C has a faithful permutation representation on the non-principal homo- 
geneous components of xP and it is this representation we refer to when we 
view N/C as a permutation group. As (x, t) is transitive on the p - 1 homo- 
geneous constituents of xP contained in W, (x*, t*) e Z, x Zt9--1)12 where 
x* and t* are the images of x and t respectively in N/C. Also, N/C can be 
represented by its action on .$(P). When P is elementary abelian this representa- 
tion is faithful and allows us to view N/C as a subgroup of GL(s,p) where 
1 s2,(P)l = ps. By the correspondence between p-modular and ordinary charac- 
ters for $-groups, we may view N/C as an s-dimensional complex linear group. 
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We may then use the classification of such groups in [l]. We let column vectors 
correspond to elements of P and row vectors correspond to linear characters 
of P. The proof now is broken into parts. 
(A) The group P is elementary abelian. 
Proof. Suppose that P is cyclic. Then x has order 2 and centralizes (u) = 
Ql(P), so x centralizes P and x E C, contrary to the nontrivial action of x on 
the constituents of xP contained in the space W. We may now assume that 
P g Zse x 2, . Then 11 xN 11 = 1, Q = &II(P) has order pa, R = NY(P) has 
order p, and Q and R are N/C invariant. Then by complete reducibility there 
exists an N-invariant group T with Q = R x T. By x+> and irreducibility 
of xN, we conclude that x0 has homogeneous components of degree 1 or 2 
which N permutes transitively. As W is (P, t)-invariant and ta acts as the 
identity on U and acts regularly on the homogeneous constituents of xcU> 
contained in W, the set E of homogeneous spaces of x0 fixed by ta is the set 
of homogeneous spaces of x0 contained in U. As N/C,(Q) = NN(Q)/C,(Q) is 
isomorphic to a subgroup of aut R x aut T and is abelian, N permutes the 
homogeneous spaces of E among themselves, contrary to transitivity. 
We now assume that 1 P 1 = p3 and eliminate this case. Here xN is irreducible 
and homogeneous spaces of xP have degree 1 and are permuted transitively. 
(B) The linear group N/C is imprimitive. 
Proof. Suppose that N/C is primitive. Let y* E Z(N/C) and r = 1 y* I. 
Then y* is scalar of order r and is a product of n/r cycles of length I in the 
permutation group N/C. Now, Xa and t2 are scalars on U and permute the 
n - (p - 1) letters of U trivially. Since (x, t) is abelian and Z(N/C) is cyclic, 
1(x*, t*j n Z(N/C)I Q 2. Then the image of (x*, t*) in (N/C)/Z(N/C) is 
Z(9-1),2 , Z(s-l) ,2 x 2, , or Z(P-1),4 x 2, . As p > 13, by the possibilities 
for W/CYWVC) g iven by [I], the linear group N/C is projectively equivalent 
to the Hessian group,p = 13, and 1z = 14, 15, 16, or 17. However, [(N/C)’ 1 = 
2333 and (N/C)’ has orbits of equal length d dividing n on the n constituents 
of xP . Then d ( (2333, n) = 1, 2, 3, or 8. Also, I(N/C)” 1 = 3 and has orbits 
of equal length 3 dividing d so d = 3. Then (N/C)’ is a: subdirect product 
of symmetric groups and ((N/C)‘)” = (l), a contradiction. 
(C) N/C is reducible. 
Proof. Otherwise, by (B) N/C is monomial and a diagonal subgroup D 
has index at most 6 in N/C. Let 4 be a linear constituent of the representation 
of P on U and let (a, b, c) be the row vector corresponding to 4. If abc = 0, 
then N/C is imprimitive on the three sets S, = (0 10 is a linear constituent 
of xP and the (ul , a, , (5) corresponding to 0 has ai = 0} or on the three sets 
S,’ = (0 I 8 is a linear constituent of xP and the (a, , a2 , UJ corresponding 
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to 8 has ai = 0 if j # i}. As t2 has fixed points, it fixes a set of imprimitivity 
so t fixes some set of imprimitivity T. As / T j = n/3 < (p - 1)/2, T does not 
intersect the orbits of length (p - 1)/2 of t. Then n - (p - 1) > j T [ = n/3 
and n >, 3(p - 1)/2, a contradiction. Therefore, by a change of coordinates 
of the space P by a diagonal matrix we may let + correspond to (I, 1, 1). As 
N/C is transitive and t2 fixes a letter, n(p - I)/4 j 1 N/C /. As D acts without 
fixed points on the N-conjugates of 4, 1 D j I 1~. Then n(p - 1)/4 I / N/C / j 
6 1 D / I 6n, p - 1 / 24, and p = 13. As + is a constituent of the representation 
010 
of P on U, t2 fixes 4, (t*)2 6 D, and (t*)2 or (t*)4 corresponds to o o 1 . As 
( 1 100 
(x*)” = 1 and x E C(t), x* ED. Then x corresponds to -1s contrary to x* 
centralizing u and having an eigenvalue 1. 
(D) N/C has a primitive 2-dimensional constituent T(N/C). 
Proof. Otherwise, by (C) a 2-dimensional constituent of N/C is monomial 
or reducible and there exists an abelian group D of index at most 2 in N/C. 
Then t2 E D. Let S equal the set of fixed letters of t2. Then / S 1 = dim U = 
n - (p - 1). As D C C(t2), S consists of entire orbits for D. Then N/C has 
an orbit of length <2 1 S /. By transitivity of N/C, n < 2 1 S [ = 2n - 2(p - 1) 
and 2(p - 1) < n < 3(p - 1)/2, a contradiction. 
(E) The case / P I = p3 does not occur. 
Proof. Let T(N/C) b e as in (D). Suppose that w E ((t*)2) n Z(N/C). 
Then N/C = C(w) fixes the set of fixed letters of w which include the con- 
stituents of P on U and must be the set of constituents of P on V as N/C is 
transitive. Then w = 1. Therefore, the natural homomorphism (t2) --+ 
V/ WVWC)) is faithful. As elements of the 2-dimensional projective 
primitive complex linear groups by the classification in [l] have order no 
larger than 5, (p - 1)/4 = l((t*)2)l < 5 and p = 13 or 17. We write N/C so 
that all its elements have the form B @ C where B and C are 1 and 2-dimen- 
sional matrices over GF(p), respectively. By [11’s classification of 2-dimensional 
groups, I(N/C)’ 1 > 8. Also, if B @ C = y E (N/C)‘, then B = (1) and det C = 1 
and C has no eigenvalue 1 unless y = 1. Let 4 = (u, b, c) be a linear constituent 
of xP . Then a # 0 otherwise all N-conjugates of 4 have i in their kernel 
0 
since 0 is their first component, and i is in the kernel of x. Similarly, not 
0 
both b and c are 0 or 
0 
i would be in the kernel of x. As (e, f, g) runs over the 
N-conjugates of 4, e takes on at least three values, otherwise, with u’ E P 
corresponding to i , e(u’) takes at most two distinct values as 0 runs over the 
0 
N-conjugates of 4, X(U’) has at most two distinct eigenvalues and X((Y’)) 
contradicts [l], or U’ E 2, a contradiction. As we run over the elements 
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y E (N/C)‘, (e,f’, g’) = (e,f, g)y takes on at least eight values. Then 24 = 
(3)(8) < R < 3(p - 1)/2 < 3(17 - 1)/2 = 24, a contradiction. 
We are now reduced to the case that P is elementary abelian of order pa. 
(F) We may let u, x*, and t* correspond to (i), diag(l, -1), and diag@, p), 
respectively where /3, p E GF(p), and /I has order (p - 1)/2. The space W is 
N-invariant and xN = 1 + y + 8 where 5 acts on W, 115 11 = 1, y is the sum 
of the irreducible characters of xN - 5 having P in the kernel, and 6 is the sum 
of the rest. If $ is a linear constituent of the representation of P on W and F 
is the subgroup of N/C fixing 4, then F is cyclic and N/C = F(x*, t*). 
Proof. The first statement follows from x* and t* having action on (u) 
of order 1 and (p - 1)/2, respectively and complete reducibility of P for (x, t). 
As W is an invariant, irreducible homogeneous space for P(x, t), we may 
let 5 be the constituent of x,., such that W is contained in the space on which 
5 acts. If N/C is a primitive linear group then the image K of (x*, t*> in 
(N/C)/Z(N/C) is a cyclic group of even order, and by the classification in [l], 
has order 2 or 4. Then, regardless of whether N/C is primitive or monomial, 
[N/C : C((t*)*)] < 2. Let S be the set of constituents of & not lying in W. 
Then S is the set of constituents of 5, fixed by t* and S is iixed by C((t*)4). 
Suppose that S is nonempty. Then under the action of N/C, there is an orbit 
of length no larger than 2 1 S /. By transitivity of N/C on the constituents of &, , 
p - 1 f- I S I = C(1) < 2 I S I and 3(p - 1)/2 > x(1) 2 S(l) =p - 1 + I S I 3 
2(p - I), a contradiction. Therefore, S is empty, S(l) = p - 1 and W and U 
are invariant for N with W being irreducible. Let q5 be a linear constituent 
of 1, and F be the subgroup of N/C fixing the character for 4. As F is a p’-sub- 
group of the subgroup of GL(2,p) fixing a character which is the extension 
of a group of order p by a cyclic group of order p - 1, F is cyclic. As (x*, t*) 
is transitive on the constituents of &. , N/C = F(x*, t*). 
(G) 6(x) = 0. 
Proof. Let 5 be any irreducible constituent of 6. It suffices to show t(x) = 0. 
As ta and (u) = ([t2, u]> are in the kernel of [, 1 P 1 = p2, and t $ y, (u) = 
P n ker 4 d N. By complete reducibility of P for N/C, we may assume that 
all elements of the linear group N/C are diagonal. As in (F), we let u, x*, and t* 
correspond to (i), diag(l, -1), and diag(p, p). Let (u, b) correspond to a linear 
constituent of 5,. As t2 is in the kernel of 5, t2 fixes (a, b) and (a, b) = 
(a, b) diag(/P, pa) = (&12, bp*). Then a = 0, b # 0, x* fixes none of the 
homogeneous spaces of 4, as their characters are N/C conjugates of (u, b) 
with N/C diagonal, and f(x) = 0. 
We now conclude the proof of Lemma 4. Let M = uyEP+ C(y) n {w ] 
&(C(w)) = l}. Suppose that for some w, g E G that v EM n Ms. Then 
i,(C(v)) = 1. Let Q be the normal Sylow p-subgroup of C(w) and let R be 
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a Sylow p-subgroup of G containing Q. Then C(w), Q, and R intersect P and 
PP nontrivially, so P = R = Pg. Therefore, M is a trivial intersection set 
with normalizer N. Also, M C N and if w E lJvspr C(y) - M - Z, then we 
may let w play the role off: and C(ru) n P play the role of (u). As 4 is the only 
constituent of x,v of degree p - 1, it plays its own role. By (G), 6(w) = 0. 
As x acting on W has eigenvalues of opposite signs with multiplicity (dim W)j2, 
t(x) .- 0 and similarly, t;(w) - 0. If w E N - (JyEPIL C(y), then by [5, Lemma 
2.11 t(n) = 0 and 6(v) = 0. N o irreducible character lies in two of 5, 8, and y 
so they are disjoint. Let T :- [N: PZ]. Then I > I N,!C’; ;> ‘(x*, t*)[ -- 
p - - 1. As 5 and 8 vanish outside of M w Z, 
1 = I! x l!2 2 (1 i! G I)(1 G j!i N I) C (5(w) + y(w) -I- S(W))(((W) + y(w) + S(w)) 
cehf 
=-- -fi?P’~ + (l/l N I) c [ 1 
VfMUZ B.Q-L-f.8 
sc4iG] 
= -n2iP2r + (5, t;) + (6, 6) -I- (r, 6) + (6, 5) + (t;, y) + (y, 5) i (Y, 8) 
+ (S, Y) + O/l N I) 1 r(w) Y(v) 
VEMVZ 
= -n21p2r - 1 + (6, 8) + (l/l N I) ,J,, r(w) r(e)). 
Then (6, 8) d n2/p% < (3(p - 1)/2)2/p2(p - 1) < 9/4p Q 9/52 < 1 and 
S = 0. Also> n2/psr > (l/i N I) CofMvz r(w) y(0) 2 U/l N I) CeePz r(v) $? = 
U/J N I)(1 pz I) Yw2 = r(l)“l r and r(l) < n/p < 312 < 2. Therefore, n -= 
50) -+ 0 + r(l) < P - I + I = p, a contradiction. 
4. THE CASE WHERE CENTRALIZERS HAVE NORMAL SYLOW p-SUBGROUPS 
Here we state the result which is mentioned and essentially proved in [lo]. 
THEOREM 3. Let p be a prime greater tkun jiwe, Let G be a finite group wit/r 
a faithful, quasiprimitive, complejc representation X with character x of degree 
A # p. Let P be an a&&an Sylow p-subgroup of G. Throughout, let Z = Z(G), 
C = C(P), N = N(P), and N, = &.. C(y) - 2. Let P satisfy [5, Hypothesis 
4.11 (that is, P and N,, are trivial intersection sets and N(N,) = N.) Let 
(I Z I,$) = 1. Suppose any of the following hold: 
I. n < 4p/3. 
II. n <2112p -3. 
III. ns + 2n2 - (2pa - 1)n + 6p2 < 0. 
Then(P 1 < p. Also, III nee~er enlarges the huger bound of I and II by more than 1. 
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Proof. For fixed p let r(n) be the left side of III. Then t’(n) = 39 + 4n - 
2pa + 1, r’(n) >0 if n > (2/3)l/ap, and r(n) is increasing for n > (2/3)l12p. We 
now show that if Theorem 3 holds in case III it then holds in case II. As 
Theorem 3 is true for case I since this is exactly the situation of [lo, Theorem 21, 
it suffices to show that 4~13 < n < 21i2p - 3 implies r(n) < 0. As r(n) is 
increasing for n > 4~13 > (2/3)1/2p, it suffices to show r(2ri2p - 3) < 0. Since 
4p/3 < 2112~ - 3, p > 41. By the mean value theorem for some 2112p - 3 < 
c < 21/2p, 
r(2ll”p - 3) = r(21/2p) - 3r’(c) 
= r(2ll”p) - 3(3cZ + 4c - 2pa + 1) 
< r(21/2p) - 3(3cZ - 2p2) 
< 4pa + 2112p + 6p2 - 3[3(2112p - 3)2 - 2~7 
= 55 2”“~ - 2p2 - 81 
< ~(55 21/2 - (2)(41)) 
< 0. 
Finally we need to show that Theorem 3 is true in case III. Again since 
it is true for case I we may assume 4p/3 < n and r(n) < 0. Now, n < 2112p - 512, 
otherwise n >, 2r12p - 512 > (2/3)l12p and r(n) 2 r(2112p - 5/2) = 39 211ep/4 - 
45/8 > 0, a contradiction. This shows that case III only enlarges the larger 
bound of cases I and II by at most 1. As n < 2’1”~ - 512 < 2112p - 1 < 2112p, 
those steps of the proof of [IO, Th eorem 21 which still are valid when 4p/3 
is replaced by 2112p still apply to case III. This includes all the steps except 
for [lo, Eq. (21)] and the calculation on the top of page 242. In the former 
exception, the step is still valid if (4~ - 1)/3 is replaced by 21/2p - 1, so this 
still applies to case III. In the latter exception the calculation must be modified 
as follows: 
so 
1 > g(t, m) = (m/4(1 - m/Pa) 2 (Wn)(l - dP2) 
3 [(n” + $/4nl[l - (n2 + 4/2PZl 
so 
8np2 > (n” + n)(2p2 - n2 - n) 
~(n> = n3 + 2n2 - (2p2 - 1)n + 6p2 > 0, 
a contradiction. 
5. THE GENERAL CASE FOR n < 2l/p - 3 
The following theorem follows immediately from Theorem 3 and the lemma 
following the theorem. 
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THEOREM 4. Let p be a prime greater than seven and G be a finite group 
with a faithful, irreducible, quasiprimitive representation X with character x 
on the complex space V of dimension n. Let P be a Sylow p-subgroup of G. DeJne 
B(p) by B(p) = 4~13 for 11 < p < 37. Let x be thegreatest integer less than or 
equal to 21tap - 2. For 41 < p define B(p) = 2’tzp - 3 if x3 + 2x2 - 
(2p2 - 1)x + 6p2 > 0 and B(p) = 2l/p - 2 otherwise. Then 
I. Ifn<B(p)and(jZl,p)=l therIPI<p. 
II. If n < 3(p - I)/2 and (1 2 1,~) = 1 then P is a T.I. set. 
III. If there exists x E G with p-singular image f in G/Z and X(x) with some 
etgenvalue with multiplicity greater than n - B(p)/2, then n = (p -& 1)/2. 
If suffices to prove the following: 
LEMMA 5. Let K(p) < 3(p - I)/2 be a function of primes greater than 7 and 
suppose Theorem 3 holds with the hypotheses on n replaced by n # p, n < K(p). 
Then Theorem 4 holds with B(p) replazed by K(p). 
Proof of Lemma 5. After noting that B(p) > 4~13, II follows from I and 
III just as [9, Corollary I] followed from [9, Theorems 2 and 4 and Lemma]. 
Conclusions I and III follow as in the proof of [9, Theorems 2, 3, and 41 with 
the following modifications (allowed by our strengthening of [8, Lemma 21). 
Multiples of 4p/3 must be replaced by the same multiples of K(p) < 
3(p - 1)/2. For the proof of [9, Theorems 2, 3, and 4, step (B) of the proof] 
only the paragraph on page 465 is needed since with that argument if [9, step (B)] 
fails, P is a T.I. set by [9, Lemma]. Then if the hypothesis of Lemma 4 fails, 
the hypothesis of Theorem 3 holds by [7, step I], contrary to hypothesis. If 
conclusion (A) of Lemma 4 holds, a p-element, if it existed, in Z(C(x)) would 
have an eigenvalue with multiplicity as large as p + 1 > 3(p - 1)/4 > n/2. 
If no such p-element exists, then (1 Z(Y(C(x)))/, p) = 1 and Y(C(z)) contradicts 
minimality of the counterexample in [9, step (B)]. Conclusion (C) of Lemma 4 
gives an element satisfying [9, step (B)]. Conclusion (D) of Lemma 4 is im- 
possible by [9, page 467, lines 19, 20, 211. 
Now the proof can be picked up on [9, page 467, last paragraph]. As it is 
there, I is proved before III and in each case a counterexample is taken with n 
minimal. The calculation on page 468, line 15 becomes n - (3(p - 1)/2)/2 < 
n - K(p)/2 < dim Cy(ar-lx) < n - (p - 1) + 2. Then -3~ + 3 < -4~ + 12 
contrary to p greater than seven. After page 469, line 13 we can skip forward 
to page 470, last paragraph since the case pa j 1 Y(H)1 is handled by induction 
hypothesis since deg Y < deg X. The displayed calculation of page 470 becomes 
4r > 4[deg Y - K(p)/21 
>, Weg Y - (3(p - 1)/2)/21 
2 deg Y + 3(p - 1) - (4)(3)(p - 1)/4 
3 deg Y. 
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Theorem 4 and [I 1, Theorem I] allow for Theorem 1 which improves 
[lo, Theorem I]. 
Proof of Theorem 1. When n = p use [ll, Theorem I]. When n # p replace 
generators of G by unimodular scalar multiples. Then G is unimodular, p f ) 2 I, 
and Theorem 4 I applies. 
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