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Abstract
In this paper Euler–Maruyama approximation for SDE with non-Lipschitz coefficients is proved
to converge uniformly to the solution in Lp-space with respect to the time and starting points. As
an application, we also study the existence of solution and large deviation principle for anticipative
SDE with random initial condition.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following stochastic differential equation (SDE) of Itô type:{
dX(t) = σ(X(t)) · dW(t) + b(X(t)) dt,
X(0) = x ∈ Rd , (1)
where {W(t), t ∈ [0, T ]} is an m-dimensional standard Brownian motion defined on some
filtered probability space (Ω,F , {F}t∈[0,T ],P ), {σ ij , i = 1, . . . , d, j = 1, . . . ,m} and
{bi, i = 1, . . . , d} are Borel measurable functions on Rd .
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biology, etc., and have already been studied widely. On the one hand, the basic existence
and uniqueness for this equation were studied under various regularity assumptions on
the coefficients in [3,6,14–16,18,19]. On the other hand, for the practical necessity, we
need to realize this equation on computer. Thus, suitable discrete schemes (i.e. numerical
approximations) are needed in many cases. One of the simplest scheme is the “Euler–
Maruyama method,” i.e.
Xn(t) = x +
t∫
0
σ
(
Xn(sn)
) · dW(s) +
t∫
0
b
(
Xn(sn)
)
ds,
where sn := [2ns]2n . Here [a] denotes the integer part of a real number a. This approximation
is a recursive system and was usually studied under local Lipschitz coefficients in [4,5].
The solution is denoted by Xn(t, x) solved by
Xn(t) = Xn(tn) + σ
(
Xn(tn)
)(
W(t) − W(tn)
)+ b(Xn(tn))(t − tn).
In this paper, we study the convergence of Euler–Maruyama approximation under the
following non-Lipschitz assumptions:
(A) ∥∥σ(x) − σ(y)∥∥2  |x − y|2 · g(|x − y|),∣∣b(x) − b(y)∣∣ |x − y| · g(|x − y|),
where g(x) = C · (log(1/x) ∨ K)1/β for some β > 1 and C,K > 0. This type conditions
arise in the study of the Brownian motion on the group of diffeomorphisms of the circle
(cf. [1,7]).
The existence and uniqueness of solution for Eq. (1) under the above assumptions
were proved by Yamada and Watanabe [16] and Taniguchi [14], which will be denoted
by X(t, x).
We prove that
Theorem 1.1. Assume that (A) holds. Then for any p being large enough and R > 0, we
have
lim
n→∞E
(
sup
|x|R, t∈[0,T ]
∣∣Xn(t, x) − X(t, x)∣∣p)= 0.
In particular,
P
{
ω: lim
n→∞Xn(t, x,ω) = X(t, x,ω) for any (t, x) ∈ [0, T ] × R
d
}
= 1. (2)
Based on the limit (2), we can study the existence of solution for Eq. (1) with a random
initial value. Precisely said, we shall prove that in some sense (see Definition 3.1 below),
the composition of X(t, x)|x=ξ is a solution to Eq. (1) with initial condition X0 = ξ ,
where ξ is an Rd -valued F -measurable random variable. This type of anticipative SDE
was initiated by Ocone and Pardoux [11]. Therein, the stochastic integral is a generalized
Stratonovich integral, and so the coefficients are at least required to be C2-continuous.
There are other ways to deal with this anticipative SDE, see [8–10].
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stochastic flow of Eq. (1) with some non-Lipschitz coefficients that contains our assump-
tion (A). This together with the method of Millet et al. [9] then allows us to obtain a large
deviation estimate for the laws of small perturbations of our anticipative SDEs under some
random initial conditions.
This paper is organized as follows. In Section 2, we prove our main Theorem 1.1. Then,
in Section 3 we construct the solution to Eq. (1) with random initial condition. Lastly, in
Section 4 we give a large deviation principle for anticipative SDEs.
Throughout the paper, C with or without indices will denote different constants (de-
pending on the indices) whose values are not important.
2. Euler–Maruyama approximation for SDE (1)
For 0 < η < 1/e, we define a concave function by
ρη(x) :=
{
x logx−1, x  η,
(logη−1 − 1)x + η, x > η.
The following generalization of the Gronwall–Bellman type inequality comes from
Bihari [2] (see also [17]).
Lemma 2.1. Let g(s), q(s) be two strictly positive functions on R+ satisfying g(0) < η
and
g(t) g(0) +
t∫
0
q(s)ρη
(
g(s)
)
ds, t  0.
Then
g(t)
(
g(0)
)exp{− ∫ t0 q(s) ds}. (3)
The following lemma is standard, we omit the proof.
Lemma 2.2. For any p  2 and R > 0, there is a constant C > 0 such that for all n ∈ N,
|x|R and t, s ∈ [0, T ],
E
∣∣Xn(t, x)∣∣p + E∣∣X(t, x)∣∣p  C,
E
∣∣Xn(t, x) − Xn(s, x)∣∣p + E∣∣X(t, x) − X(s, x)∣∣p  C|t − s|p/2.
Basing on this lemma, we prove that
Theorem 2.3. Assume that (A) holds. Then for any p  4 and R > 0, there exist C > 0
and δ > 1 such that
sup
|x|R, t∈[0,T ]
E
∣∣Xn(t, x) − X(t, x)∣∣p  C · δ−n (4)
for nN0 sufficiently large.
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Zn(t) := Xn(t, x) − X(t, x).
Then
Zn(t) :=
t∫
0
(
σ
(
Xn(sn)
)− σ (X(s)))dW(s) +
t∫
0
(
b
(
Xn(sn)
)− b(X(s)))ds.
By Itô’s formula, we have
∣∣Zn(t)∣∣p = p∑
i
t∫
0
∣∣Zn(s)∣∣p−2Zin(s) dZin(s) + 12p
∑
i
t∫
0
∣∣Zn(s)∣∣p−2 d〈Zin,Zin〉s
+ 1
2
p(p − 2)
∑
i,j
t∫
0
∣∣Zn(s)∣∣p−4Zin(s)Zjn(s) d〈Zin,Zjn 〉s
= a martingale + p
∑
i
t∫
0
∣∣Zn(s)∣∣p−2Zin(s)(bi(Xn(sn))− bi(X(s)))ds
+ 1
2
p
t∫
0
∣∣Zn(s)∣∣p−2 · ∥∥σ (Xn(sn))− σ (X(s))∥∥2 ds
+ 1
2
p(p − 2)
t∫
0
∣∣Zn(s)∣∣p−4 · ∣∣[σT (Xn(sn))− σT (X(s))]Zn(s)∣∣2 ds,
where σT denotes the transpose of matrix σ .
Taking the expectation, we have
E
∣∣Zn(t)∣∣p  p
t∫
0
E
(∣∣Zn(s)∣∣p−1∣∣b(Xn(sn))− b(X(s))∣∣)ds
+ 1
2
p(p − 1)
t∫
0
E
(∣∣Zn(s)∣∣p−2∥∥σ (Xn(sn))− σ (X(s))∥∥2)ds
 p2
t∫
0
E
(∣∣Zn(s)∣∣pg(∣∣Zn(s)∣∣))ds
+ p
t∫
E
(∣∣Zn(s)∣∣p−1∣∣b(Xn(sn))− b(Xn(s))∣∣)ds0
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t∫
0
E
(∣∣Zn(s)∣∣p−2∥∥σ (Xn(sn))− σ (Xn(s))∥∥2)ds
 Cp
( t∫
0
E
(∣∣Zn(s)∣∣pg(∣∣Zn(s)∣∣))ds +
t∫
0
E
∣∣Zn(s)∣∣p ds
+
t∫
0
E
∣∣b(Xn(sn))− b(Xn(s))∣∣p ds
+
t∫
0
E
∥∥σ (Xn(sn))− σ (Xn(s))∥∥pds
)
,
where in the third step we have used Young’s inequality
a · b 1
α
aα + 1
β
bβ for
1
α
+ 1
β
= 1.
Put
h(t) = E∣∣Zn(t)∣∣p.
Since limx↓0
Cp(x
pg(x)+xp)
xp logx−p = 0, there is an η > 0 such that
Cp
(
xpg(x) + xp) ρη(xp),
Cpx
pgp(x) ρpη (x),
Cpx
pgp/2(x) ρp/2η (x2).
Thus, by Jensen’s inequality and Lemma 2.2 we have
h(t)
t∫
0
E
(
ρη
(∣∣Zn(s)∣∣p))ds +
t∫
0
E
(
ρpη
(∣∣Xn(sn) − Xn(s)∣∣))ds
+
t∫
0
E
(
ρp/2η
(∣∣Xn(sn) − Xn(s)∣∣2))ds

t∫
0
ρη
(
E
∣∣Zn(s)∣∣p)ds +
t∫
0
ρpη
(
E
∣∣Xn(sn) − Xn(s)∣∣p)ds
+
t∫
0
ρp/2η
((
E
∣∣Xn(sn) − Xn(s)∣∣p)2/p)ds

t∫
ρη
(
g(s)
)
ds + ρp/2η (C2−n) · t0
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t∫
0
ρη
(
g(s)
)
ds + C2−αnp · T ,
where α < 12 and n sufficiently large. The last step is due to ρ
1/2
η (x)  xα for x small
enough. By Lemma 2.1, we conclude the desired estimate. 
Remark 2.4. If we take β = 1 in the assumption (A), the conclusion of this theorem still
holds.
We now strengthen the convergence of Theorem 2.3. We first prove the following key
lemma.
Lemma 2.5. Assume that (A) holds. Then, for any p  4 and any δ > 0, we have
E
∣∣Xn(t, x) − Xn(t, y)∣∣p  C|x − y|p·exp{−δt}, (5)
E
∣∣X(t, x) − X(t, y)∣∣p  C|x − y|p·exp{−δt}, (6)
provided |x − y| sufficiently small.
Proof. Set
Zn(t) := Xn(t, x) − Xn(t, y).
Then
Zn(t) = x − y +
t∫
0
(
σ
(
Xn(sn, x)
)− σ (Xn(sn, y))) · dW(s)
+
t∫
0
(
b
(
Xn(sn, x)
)− b(Xn(sn, y)))ds.
By Itô’s formula, we have∣∣Zn(t)∣∣p = |x − y|p + Mn(t) + Vn(t),
where Mn(t) is a continuous martingale, and
Vn(t) = p
∑
i
t∫
0
∣∣Zn(s)∣∣p−2Zin(s)(bi(Xn(sn, x))− bi(Xn(sn, y)))ds
+ 1
2
p
t∫
0
∣∣Zn(s)∣∣p−2 · ∥∥σ (Xn(sn, x))− σ (Xn(sn, y))∥∥2 ds
+ 1
2
p(p − 2)
t∫ ∣∣Zn(s)∣∣p−4 · ∣∣[σT (Xn(sn, x))− σT (Xn(sn, y))]Zn(s)∣∣2 ds.
0
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E
∣∣Zn(t)∣∣p = |x − y|p + E(Vn(t))
 |x − y|p + C
t∫
0
E
(∣∣Zn(s)∣∣p−1∣∣Zn(sn)∣∣g(∣∣Zn(sn)∣∣))ds
+ C
t∫
0
E
(∣∣Zn(s)∣∣p−2∣∣Zn(sn)∣∣2g(∣∣Zn(sn)∣∣))ds. (7)
Moreover, putting α := 1+β2 , we then have by α > 1,
E
(
sup
0st
∣∣Vn(s)∣∣α)C
t∫
0
E
(∣∣Zn(s)∣∣(p−1)α[∣∣Zn(sn)∣∣g(∣∣Zn(sn)∣∣)]α)ds
+ C
t∫
0
E
(∣∣Zn(s)∣∣(p−2)α[∣∣Zn(sn)∣∣2g(∣∣Zn(sn)∣∣)]α)ds. (8)
In view of α > 1 and (x + y + z)α  3α−1(xα + yα + zα), by Doob’s Lα-inequality we
have
E
(
sup
0st
∣∣Zn(s)∣∣pα)
 3α−1
(
|x − y|pα + E
(
sup
0st
∣∣Mn(s)∣∣α)+ E( sup
0st
∣∣Vn(s)∣∣α))
 3α−1
(
|x − y|pα + α
α − 1E
(∣∣Mn(t)∣∣α)+ E( sup
0st
∣∣Vn(s)∣∣α)
)
 3α−1
(
|x − y|pα + α3
α−1
α − 1
(|x − y|pα + E∣∣Zn(t)∣∣pα + E∣∣Vn(t)∣∣α)
+ E
(
sup
0st
∣∣Vn(s)∣∣α)
)
 C
(
|x − y|pα +
t∫
0
E
(∣∣Zn(s)∣∣pα−1 · ∣∣Zn(sn)∣∣ · g(∣∣Zn(sn)∣∣))ds
+
t∫
0
E
(∣∣Zn(s)∣∣pα−2 · ∣∣Zn(sn)∣∣2 · g(∣∣Zn(sn)∣∣))ds
+
t∫
E
(∣∣Zn(s)∣∣(p−1)α · [∣∣Zn(sn)∣∣ · g(∣∣Zn(sn)∣∣)]α)ds0
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t∫
0
E
(∣∣Zn(s)∣∣(p−2)α · [∣∣Zn(sn)∣∣2 · g(∣∣Zn(sn)∣∣)]α)ds
)
,
where the last step is due to (8) and (7), in (7) the index p is replaced by pα.
Set
ζ(t) := sup
0st
∣∣Zn(s)∣∣.
Since Zn(s),Zn(sn) ζ(s) and x → xig(x) (i = 1,2) are increasing functions, we obtain
E
(
ζ(t)
)pα C
(
|x − y|pα +
t∫
0
E
([
ζ(s)
]pα(
g
(
ζ(s)
)+ [g(ζ(s))]α))ds
)
.
Noting that limx→0 x
pα(g(x)+gα(X))
xpα logx−1 = 0, we have that for the arbitrary δ > 0 there is an
η > 0 such that
Cxpα
(
g(x) + gα(x)) δρη(xpα)
for all x  0.
Thus, by Jensen’s inequality we obtain
E
(
ζ(t)
)pα C|x − y|pα + δ
t∫
0
ρη
(
E
[
ζ(s)
]pα)
ds.
The estimate (5) follows from Lemma 2.1. The second one is similar to be estimated. 
Now we can give
Proof of Theorem 1.1. We construct the following process:
Z(r, t, x) =


X(t, x), r = 0,
Xn(t, x) + (r − 1n )( 1n+1 − 1n )−1[Xn+1(t, x) − Xn(t, x)],
1
n+1 < r 
1
n
, n ∈ N.
By Lemmas 2.2 and 2.1 we easily obtain
E
∣∣Z(r, t, x) − Z(r, s, y)∣∣p C(|s − t |p/2 + |x − y|p·exp{−δt}) (9)
for any δ > 0, s, t ∈ [0, T ], |x|, |y|R and |x − y| sufficiently small.
Let us now check by Theorem 2.3 that
sup
|x|R, t∈[0,T ]
E
∣∣Z(r, t, x) − Z(r ′, t, x)∣∣p  C|r − r ′|p. (10)
Without any loss of generality, we may assume that r ∈ ( 1
n+1 ,
1
n
] and r ′ ∈ ( 1
m+1 ,
1
m
] for
n > mN0. Thus
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∣∣Z(r, t, x) − Z(r ′, t, x)∣∣p
 3p−1E
∣∣∣∣Z(r, t, x) − Z
(
1
n
, t, x
)∣∣∣∣
p
+ 3p−1E
∣∣∣∣Z
(
1
n
, t, x
)
− Z
(
1
m + 1 , t, x
)∣∣∣∣
p
+ 3p−1E
∣∣∣∣Z
(
1
m + 1 , t, x
)
− Z(r ′, t, x)
∣∣∣∣
p
.
The first term is less than
3p−1
∣∣∣∣r − 1n
∣∣∣∣
p
· (n(n + 1))p · E∣∣Xn+1(t, x) − Xn(t, x)∣∣p
 3p−1
∣∣∣∣r − 1n
∣∣∣∣
p
· (n(n + 1))p · 2p−1(Cδ−(n+1) + Cδ−n) C∣∣∣∣r − 1n
∣∣∣∣
p
.
Similarly, the third term is less than
C
∣∣∣∣r ′ − 1m + 1
∣∣∣∣
p
.
The second term is equal to
3p−1E
∣∣Xn(t, x) − Xm+1(t, x)∣∣p
 3p−12p−1
(
E
∣∣Xn(t, x) − X(t, x)∣∣p + E∣∣Xm+1(t, x) − X(t, x)∣∣p)
 C
(
δ−n + δ−(m+1))C( 1
m + 1 −
1
n
)p
.
Combining the above calculation yields (10).
Hence from (9) and (10) we can find p large enough and δ sufficiently small such that
for some ε > 0,
E
∣∣(Z(r, t, x) − Z(r ′, s, y))∣∣p  C(|r − r ′|d+2+ + |t − s|d+2+ + |x − y|d+2+)
for all s, t ∈ [0, T ], |x|, |y|R and |x − y| sufficiently small.
Lastly, by Kolmogorov’s continuity criterion (cf. [4]), there is a p-order integrable ran-
dom variable C(w) such that
sup
|x|R, t∈[0,T ]
∣∣Z(r, t, x) − Z(r ′, t, x)∣∣ C(w)|r − r ′|α, a.s.,
where α ∈ (0, ε
p
). In particular, taking r ′ = 0, r = 1
n
, we have
E
(
sup
|x|R, t∈[0,T ]
∣∣Xn(t, x) − X(t, x)∣∣p) E(Cp(w))n−pα,
which gives the desired result.
3. SDEs with random initial values
We now consider the following anticipative stochastic differential equation:{
dX(t) = σ(X(t)) dW(t) + b(X(t)) dt,
X(0) = ξ, (11)
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Since the initial value is random, the integrand in the above stochastic integral is non-
adapted. So we need to reformulate the notion of Itô integral.
Definition 3.1. Let {φ(s), s ∈ [0, T ]} be a continuous Rm-valued stochastic processes.
Assume that
T∫
0
E
∣∣φ(s)∣∣2 ds < +∞.
If the following sequence of random variables converges in probability,
[2nt]−1∑
k=0
φ(k2−n)
(
W
(
(k + 1)2−n)− W(k2−n))+ φ(tn)(W(t) − W(tn)),
we shall call φ generalized Itô integrable with respect to Brownian motion W , and the limit
is denoted by
t∫
0
φ(s) · daW(s).
We have the following result.
Theorem 3.2. Assume that (A) holds. Let X(t, ξ,ω) be the composition of x → X(t, x,ω)
and x = ξ(ω). Then X(t, ξ,ω) is a solution of (11) in the sense of Definition 3.1. Moreover,
if ξ is bounded, then
lim
n→∞E
(
sup
t∈[0,T ]
∣∣Xn(t, ξ) − X(t, ξ)∣∣p)= 0.
In particular, for any random variable ξ ,
P
{
ω: lim
n→∞Xn
(
t, ξ(ω),ω
)= X(t, ξ(ω),ω) for any t ∈ [0, T ]}= 1.
Proof. We only need to prove the following substitution formula:
t∫
0
σ
(
X(t, x,ω)
) · dW(s)∣∣∣
x=ξ =
t∫
0
σ
(
X(t, ξ,ω)
) · daW(s). (12)
Now we set
vn(t, x,ω) :=
[2nt]−1∑
k=0
σ
(
X(k2−n, x,ω)
)(
W
(
(k + 1)2−n)− W(k2−n))
+ σ (X(tn, x,ω))(W(t) − W(tn))
=
t∫
σ
(
X(sn, x,ω)
) · dW(s)
0
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v(t, x,ω) :=
t∫
0
σ
(
X(s, x,ω)
) · dW(s).
Similar to Theorem 1.1, we can prove that
P
{
ω: lim
n→∞vn(t, x,ω) = v(t, x,ω) for any (t, x) ∈ [0, T ] × R
d
}
= 1.
This then leads to the formula (12). 
4. Large deviations for anticipative SDEs
We consider the family of small perturbed equations:
Xε(t) = ξε + √ε
t∫
0
σ
(
Xε(s)
) · daW(s) +
t∫
0
b
(
Xε(s)
)
ds, ε > 0.
Let C be the space of continuous functions from [0, T ] to Rd , which is a separable Ba-
nach space under uniformly convergent norm. Let H be the set of absolutely continuous
functions h on Rm with h(0) = 0 and ∫ T0 |h˙(s)|2 ds < +∞. Given h ∈H and x0 ∈ Rd , let
S(h)(t) := g(t) be the solution of the ordinary differential equation:
g(t) = x0 +
t∫
0
σ
(
g(s)
)
h˙(s) ds +
t∫
0
b
(
g(s)
)
ds.
Define
I (f ) := 1
2
inf
{h∈H: S(h)=f }
‖h‖2H, f ∈ C.
Here we use the usual convention inf(∅) = +∞. Then I (f ) is a rate function, i.e., for any
a > 0, {f : I (f ) a} is a compact subset of C (see [12]).
Then we can prove that
Theorem 4.1. In addition to the assumption (A), we also suppose that there exists a point
x0 ∈ Rd such that for any δ > 0,
lim sup
ε→0
ε logP
{
ω:
∣∣ξε(ω) − x0∣∣> δ}= −∞.
Then the family {µε, ε > 0} of laws of {Xε(·, ξ ε), ε > 0} in C satisfies a large deviation
principle with the above rate function I . That is, for any A ∈ B(C), we have
− inf
f∈Ao I (f ) lim infε→0 ε logµ
ε(A) lim sup
ε→0
ε logµε(A)− inf
f∈A¯
I (f ),
where Ao denotes the interior of A, A¯ denotes the closure of A.
458 X. Zhang / J. Math. Anal. Appl. 316 (2006) 447–458Proof. By Theorem 3.2 in [12], one just needs to repeat the proof of Theorem 4.1 in [9].
So we omit the detailed proof. 
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