ABSTRACT In recent years, relying on training with thousands of labeled samples, deep learning has achieved remarkable success in the field of computer vision. However, in practice, annotating samples is a time-consuming and laborious task, which means that it is impractical to obtain thousands of labeled data. Humans have the ability to learn the knowledge of new concepts from only a handful of examples, which makes it easier to adapt to new environments. Inspired by this ability of human beings, few-shot learning aims at training a classifier that can learn to recognize new classes when only given a few labeled samples of these classes. In this paper, we propose a new framework called Adaptive Learning Knowledge Networks (ALKN) for few-shot learning. ALKN learns the knowledge of different classes from the features of labeled samples and store the learned knowledge into memory which will be dynamically updated during the learning process. We define the difficult knowledge and easy knowledge of each class so that when performing inference, our model can holistically leverage the memory of learned knowledge more efficiently. Considering the situations of standard few-shot learning and semi-supervised few-shot learning, we design different update strategies for the memory of learned knowledge. Extensive experiments are conducted on three datasets, Omniglot, Mini-Imagenet and CUB. Compared with the most existing approaches, our ALKN achieves superior results on those benchmarks.
I. INTRODUCTION
In recent years, deep learning [10] - [12] , [24] , [31] has achieved great success in the field of computer vision. Some impressive results have been achieved for deep learning models on image classification tasks such as object recognition [25] and scene classification [26] . However, to achieve the great performance, a deep learning model need to be trained on a large-scale dataset. In terms of image classification task, in order to train the classifier of some classes, not only thousands of labeled samples of these classes, but also a lot of computational resources for gradient iteration-based optimization routines are needed. Some large datasets for image classification tasks, such as Imagenet, require a lot of time to collect pictures. The annotation of so many pictures is also a difficult problem that should be considered. The generalization ability of the model trained with these large datasets is usually very poor. If the model has been trained The associate editor coordinating the review of this manuscript and approving it for publication was Jianqing Zhu. on Imagenet, the classes it can recognize are consistent with those in the Imagenet. To identify new classes, we need to spend a lot of time collecting pictures and annotating them, and then conduct a new round of training on these data.
Different from deep learning models, human visual system [33] can learn new concepts from only a few examples and generalize to new classes. Scientists believe that people can learn reliable knowledge with only a few examples because they can use the knowledge that they have learned in the past to make the learning of new knowledge more efficient. For example, a child has learned enough knowledge about the classification of animals by observing a series of pictures. Given a small number or even one picture of elephants, he can easily learn and summarize the visual concept of an elephant. In more extreme scenarios, even without any pictures of elephants, the child can use the knowledge he has learned to identify this is a new category based on the description of the relevant features. Inspired by such behavior of human visual system [33] , scientists proposed few-shot learning and zero-shot learning. Since then, great VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ progress [4] - [6] , [34] , [43] , [51] has been made in few-shot and zero-shot learning. In recent years, few shot learning has become a hot research field and some researches have achieved great success in this field [22] , [32] , [34] . The two most successful methods for few-shot learning are distance metric learning method [23] , [19] and meta-learning method. The main idea of the distance metric learning method is to use encoder to map the new example into a suitable embedding space, then calculate the distance between the new example and labeled examples, and finally predict its class conditioned on the distance. The meta-learning method is trained on many different tasks and optimized by evaluating the ability to learn new tasks effectively. Since each class contains very few samples, when the samples of the same class have great differences in features, the training of the model will be adversely affected. Most of the existing methods ignore the learning of diversity in the same class, which makes these models less effective when there are large differences between samples of the same class.
Most of the current methods cast few-shot learning as a supervised classification task. In many real-world situations, the large-scale datasets with abundant labeled instances, such as Imagenet, are very rare. More often, the dataset contains both labeled and unlabeled instances since data collection always consumes too much time and data annotation is laborious. The task that a model needs to learn from a mixture of labeled and unlabeled examples is known as semi-supervised learning. Semi-supervised few-shot learning [41] is a valuable research field, but there is little research has been done in this field.
In this paper, inspired by the encoder-decoder paradigm [50] and memory network [30] , we propose an adaptive learning knowledge network (ALKN) for few-shot learning. ALKN can store knowledge learned from previous tasks like human beings and use the knowledge to promote the learning of new knowledge. Those examples that are easily misclassified always have a negative effect on the learning of knowledge. To improve the learning of these difficult examples, we define that for a class the knowledge learned from common examples is intra-class common knowledge, while the knowledge learned from special samples is intra-class difficult knowledge. Our model is applicable not only to standard few-shot learning but also to semi-supervised few-shot learning. The main contributions of this paper are: 1. Inspired by human visual system, we propose a new network architecture ALKN for few-shot learning. 2. By defining different kinds of knowledge for each class and designing different update strategies of knowledge for few-shot learning and semi-supervised few-shot learning, the model can learn knowledge effectively. 3. Experiments show that our model achieves superior results on three different benchmarks in both standard few-shot learning and semi-supervised few-shot learning.
The rest of this paper is organized as follows. Section II introduces basic settings of few-shot learning. Section III summarizes the related works of few-shot learning.
Section IV presents the architecture of the proposed model. Section V analyzes and discusses the experiments performed. Finally, conclusions are drawn in Section VI.
II. BACKGROUND
First of all, we need to introduce some basic settings of fewshot learning and semi-supervised few-shot learning.
A. FEW-SHOT LEARNING
In the task of few-shot learning, the dataset is manually divided into three parts: a training set, a test set and a support set. The support set and the test set share the same label space, while the label space of the training set does not joint with the label space of support set and test set. The standard setting for N-way, K-shot few-shot learning is training a classifier with the support set that contains K labeled samples of N unique classes.
Our goal is to train a classifier with data from the support set, when given an unlabeled example in the test set, the classifier can use the learned knowledge to predict the class of the example correctly. However, each class in the support set has only a few or even one labeled example, the classifier usually can't achieve satisfying result on the test set. Therefore, we aim to train the classifier on the training set, by simulating the learning process of support set, the model can perform better few-shot learning on the support set and predict the classes of examples more successfully.
Since the labeled data of the training set is sufficient, as proposed in [4] , we can use the episode-based method to train the model. In each training iteration, each episode can simulate the support set by randomly selecting N classes from the training set, each class contains K labeled samples, and then randomly selecting some examples from the remainder of the N classes' samples to simulate the test set. The model trained on training set will be fine-tuned with the support set. In this work, we use the episode-based training method to preform few-shot learning. In experiments, we consider the fixed N-way, K-shot training strategy and mixed training strategy.
B. SEMI-SUPERVISED FEW-SHOT LEARNING
Data annotation is a time-consuming and laborious task. In the real world, not all samples of the dataset are annotated. Datasets for few-shot learning suffer from the lack of annotation as well. When manually crafting a new large-scale dataset for few-shot learning, not all samples will be labeled due to the too large scale of the dataset and the limitations of economic and time factors, each class only contains few labeled samples. The setting of semi-supervised few-shot learning is that the support set consists of two parts, a labeled dataset S ={(
and a unlabeled dataset U = {u 1 , . . . ,u n , we want to use the support set to train a classifier, which can perform well on the test set.
According to [27] , the labeled samples of the dataset only account for a small portion of the entire dataset, and the samples belonging to the same class have similar structural features. Therefore, we can learn an embedding function that forms clusters so that the unlabeled samples can be classified by their distance to the labeled samples in a nearest-neighbor procedure. Neural network has proved to be effective in extracting structural features of data. We can use neural networks to extract feature vector of unlabeled samples, and then calculate its distances to the feature vectors of labeled samples to classify the unlabeled samples.
We use a neural network that denoted as F (x) ∈ R D , where x is the input of the network and θ θ are the optimized parameters, to output a vector of features of the D-dimensions, F (x) ∈ R D which can be used to represent the input. By creating the feature representation of labeled samples, the cluster of each class in the embedding space can be obtained. The distance between samples of the same class is smaller than the distance between samples of different classes.
For example, two samples x 1 , x 2 sharing the same label y 1 = y 2 , and a third sample x 3 has a different label y 3 = y 1 , the distance between x 1 and x 2 is smaller than the distance between x 1 and x 3 . For each unlabeled sample, its feature representation will be closer to the cluster of a specific class than any other clusters. For an unlabeled sample, there exists a class m that
where y 1 is an unlabeled sample, p m is any labeled sample of class m and p n is any sample of any class except class m.
III. RELATED WORKS
Inspired by the learning ability of human beings, Fei-Fei et al. [8] first proposed the concept of one-shot(fewshot) learning. In that paper, they assumed that in a classification task, when a new class has only a few or even one example, the classification knowledge that has been learned can help the model to better predict classes of those new examples. The earlier work on few-shot learning tended to establish mathematical models with complex iterative reasoning strategies [8] , [9] . These complex mathematical models have achieved great accuracy in the few-shot classification task. The most representative model is the Hierarchical Bayesian model, proposed by Lake et al. [2] , which achieves human-level accuracy in handwritten letter recognition tasks.
With the recent success of deep learning in the field of image processing [10] - [12] , more and more models of fewshot learning introduce deep learning technologies. With the advantages of deep learning models, these new methods have achieved better results than the complex mathematical models on the few-shot classification tasks did. The most representative methods are distance metric learning method and meta-learning method.
The basic idea of distance metric learning method is to measure the similarity between the new sample and the learned classes by calculating the distance between the samples, then predict the classes of the new sample. The Siamese network proposed by Koch et al. [3] uses a shared deep network to learn and calculate the relative distance between a pair of samples, and finally outputs the classification probability. The greater the probability is when two samples come from the same class. Vinyals et al. [4] presented an end-to-end trainable k-nearest neighbors using the cosine VOLUME 7, 2019 distance, they also introduced a contextual mechanism using an attention LSTM model that takes into account all the samples of the subset when computing the pair-wise distance between samples. Snell et al. [5] uses Euclidean distance to measure the similarity between samples. The prototype network proposed in [5] used labeled samples of each class to get the center of each class, and then calculated the Euclidean distance between the sample and the center of each class to measure the similarity between the sample and each class. Garcia and Bruna [6] proposed a model based on graph neural network (GNN), which regards each sample as a node in the graph, builds the edges of the graph through GNN [7] , [38] - [40] , and measures the similarity between the samples by the weights of the edges in the graph.
Meta-learning [14] , [37] has been successfully applied in many fields, such as reinforcement learning [13] , scene understanding [15] . In recent years, meta-learning has also become an important method to study few-shot learning. The meta-learning model proposed by Ravi and Larochelle [16] regards each episode as a new task that is different from other tasks and uses LSTM to update the weight of classifier in each task to learn and optimize the algorithm. The meta-learning framework proposed by Munkhdalai and Yu [17] can learn meta-level knowledge across tasks, and it changes its inductive bias via fast parametrization. Finn et al. [18] proposed a model agnostic meta-learning method based on gradient descent. The goal is to train a classification model such that given a new task, a small number of gradient steps with a few samples will be enough to generalize. The model in [18] needs to calculate the second-order gradients in meta-optimization, while the model proposed by [20] only uses first-order gradient information.
Rusu et al. [21] proposed a Latent Embedding Optimization, which performs gradient-based optimization on a low dimensional latent space instead of the original high-dimensional parameter space, with a further reduction in computation compared with the methods mentioned above.
Recently, some new methods have been proposed to study few-shot learning. One kind of methods is based on Generative Adversarial Networks (GAN) [44] , which aims to increase the number of samples. Zhang et al. [45] proposed the MetaGan that can augment the model with the ability to discriminate between real and fake data by introducing a task-based generator. Mehrotra and Dukkipati [46] proposed an additional generator network where the discriminator is residual pairwise network that provides a strong regularizer by leveraging the generated data samples. The other kind of methods is based on domain adaptation [47] , [48] , which aims to reduce the domain shifts between source and target domain. Chen et al. [49] proposed a new setting that the training classes and test classes are sampled from different domains to study the influence of domain difference on fewshot learning approaches.
Due to the limitations of technology and complex reasoning mechanism, the research of few-shot learning developed slowly after it was proposed. In recent years, thanks to the rapid development of neural network, more and more researchers are committed to solving this challenging problem. From the complex mathematical models relying on many reasoning strategies at the beginning to the models that introduce neural network technologies, the models of few-shot learning become more and more concise and elegant. These models that introduce neural network technologies are not only easier to understand, but also have further improvements in accuracy.
IV. MODEL
Our proposed model is composed of a number of parts: an encoder that generates the feature representation for the input query data; an adaptive learning knowledge module stores memory of learned knowledge; and a decoder that ingests the query representation and the data from the adaptive learning knowledge module to generate a probability distribution over classes. We will describe each part of our model in detail below.
A. ENCODER
Encoder is used to generate the feature representation of data, which is a mapping function map the input data from high-dimensional space to low-dimensional space. The input of few-shot learning is image, so we can use the convolutional neural networks as the encoder to extract feature of image. For the Omniglot, Mini-Imagenet and CUB, we use a widely adopted convolutional neural networks as encoder, and the detail of structure will be provided in Section V.
B. ADAPTIVE LEARNING KNOWLEDGE MODULE
Recurrent Neural Networks have achieved great success for sentence modeling [1] in machine translation. Since the translation of a sentence should consider not only the meaning of the current word, but also the contextual relationship, the RNN model can be used to capture the contextual relationship in the sentence effectively, and its hidden state can be understood as the memory of the learned contextual information. In the current time step, the contextual memory can be used to improve the accuracy of reasoning. Therefore, it is natural to think that the knowledge learned can be used to help the model predict the label of the current sample.
However, RNN stores the knowledge in a fixed-size vector, which means the memory size of RNN model is very small, and the knowledge will be updated by combining with the current input observation. For few-shot learning, Santoro et al. [29] proposed an RNN meta-learning model with extra memory modules based on the idea of neural network Turing machine. The recently proposed memory network [30] provides extra storage space to store the learned knowledge and is very flexible in reading and writing knowledge. Inspired by the prior work, we design an adaptive learning knowledge module for few-shot learning.
1) MEMORY
In the training process of few-shot learning model, we need to store the learned knowledge and use the knowledge to help the model make prediction for unlabeled samples. In the adaptive learning knowledge module, knowledge is stored in the form of key-value pairs, the memory of knowledge can be denoted as
where N is the number of key-value pairs,m k i is the key of memory i and m v i is the value. The value m v i ∈ R D denotes the D-dimensional memory representation which contains the information of the learned knowledge, m k1 i is an integer representing the class label, m k2 i is a number representing how many samples contribute to this memory.
2) UPDATE STRATEGY
Given a support set S, we need to learn the knowledge of this support set and keep updating the memory in learning process. After feeding these samples into the encoder, we will obtain the feature representations of these samples. The whole learning process is a process of dynamic distillation of knowledge. For the samples belonging to the same class, most of the them are similar in intrinsic characteristics, but some samples are much more different from others in intrinsic characteristics.
The support set S is composed of N classes, and each class contains K labeled samples. For each class, we can divide the samples into common samples and difficult samples. We define the two categories of sample as follow: for a labeled sample x which belongs to j class, if the predicted class is the same with its true class, x is a common sample of j class, otherwise x is a difficult sample of j class. We calculate the Euclidean distance between x and each m v stored in memory. If x is a common sample, we will choose the nearest neighbor of j class from M. The update strategy can be formulated as:
where f (x) is feature representation of x and f (x)
is the nearest neighbor of x in the j class. By combining the learned knowledge of common samples with the knowledge of current common sample, the memory can better summary the intrinsic characteristics of common samples. Difficult samples are special cases that should be considered in the learning process. If x is a difficult sample of j class, we will store the sample as a new memory in the form of key-value pairs.
Different from standard few-shot learning, the support set of semi-supervised few-shot learning contains both labeled samples and unlabeled samples. It is more challenging to design the update strategy of semi-supervised few-shot learning. The above-mentioned division and the update strategy of knowledge can be used for labeled samples in the support set of semi-supervised few-shot learning. However, the unlabeled samples of each class cannot be divided into common samples and difficult samples. We cannot directly choose the nearest neighbor of an unlabeled sample to compare their label as well. Inspired by soft k-means, we designed a new update strategy for the memory of learned knowledge. For an unlabeled sample x, after updating the memory of the knowledge learned from labeled samples, we update the memory:
whereŷ is the label of m i , P(ŷ|x) is the probability predicted by our model.
C. DECODER
Decoder takes the feature representation of query sample x that extracted by encoder and its k nearest neighbors from the memory M as input, and finally outputs the classification probability of the query sample. Considering the relationships between query sample and these memories, we naturally think of using attention mechanism to model their relationships. An attention function can be described as mapping a query and a set of key-value pairs to an output, where the query, keys, values, and output are all vectors. The output is calculated as a weighted sum of values, where the weight assigned to each value is calculated by the function of the query with the corresponding key. The attention module is very easy to integrate with the neural network. In this work, we use Relational Memory Core [36] and its architecture is shown in Figure 3 . The feature representation of query sample x will be fed into Relational Memory Core N times and the final output of Relational Memory Core will be fed into a classifier to predict the class of x. To allow memories to interact, we employ multi-head dot product attention (MHDPA), also known as selfattention [35] . Using MHDPA, each memory will attend over all of the other memories and will update its content based on the attended information. The operations in MHDPA module is shown in the Figure 4 . We store the k memories in a matrix M k , with row-wise compartmentalized memories. The feature representation of query sample x and M k will form a new matrix M with K+1 rows. M will be the input of MHDPA module. First, the shared weights W q , W k , W v are used to conduct linear mapping on these memories to construct their queries (Q =M W q ), keys (K =M W k ) and values (V =M W v ). Next, we use the queries, Q, to perform a scaled dot-product attention over the keys, K. The returned scalars can be put through a softmax function to produce a set of weights, which can then be used to return a weighted average of values from V as
where d k is the dimensionality of the key vectors used as a scaling factor. Finally, we obtain a new matrix A with the same dimensionality as M k . The matrix A can be understood as the new memory that is updated based on the current memory and the relationship between different memories. Instead of performing a single attention function with keys, values and queries, we found it beneficial to linearly project the queries, keys and values more times with different linear projections. On each of these projected versions of queries, keys and values, we then perform the attention function in parallel. These are concatenated and once again projected, resulting in the final Multi-head attention,
Multi-head attention allows models to focus on information from different representation subspaces at different positions. An MLP is applied row-wise to the output of the MHDPA module, and the resultant matrix is gated, and passed on as the output of core.
D. LOSS FUNCTION
No matter which training strategy we adopt in the standard few-shot learning, we expect that the model trained on the training set can perform well on the test set. For each episode, we hope that the model can classify the test unlabeled example q i that belongs to the i class correctly.
where the S is the support set, N is the label space, y is the predicted label of q i . In this work we choose the softmax loss as the loss function of few-shot learning. The loss function can be formulated as:
where
is the labeled dataset, Q is the label space of D ,ŷ represents the predicted class label of labeled sample x i , 1 condition is an indicator function ,if condition is true 1 condition = 1, otherwise 1 condition = 0. In the training process, we want to minimize the loss function, so that our model can accurately classify the samples in the test stage.
In the semi-supervised few-shot learning, the support set contains the labeled dataset D and the unlabeled dataset U, the design of loss function can be divided into two parts. For labeled data, we can use the loss function of standard few-shot learning. Since unlabeled dataset U shares the same label space with D, inspired by [27] , the loss function can be formulated as:
where Q is the label space of D, U is the unlabeled dataset.
In the training process, we expect that the model can classify the examples in unlabeled dataset U correctly, which means loss of unlabeled data should be minimize. Loss function of semi-supervised few-shot learning can be formulated as: (14) where α ∈ [0, 1] , β ∈ [0, 1] are used to determine the weight assigned to each criterion [27] . Since the labeled and unlabeled samples independently affect the model during the learning process, we need to treat the two parts equally, that is, the ratio of α to β should be 1. α : β = 1 : 1 means to enhance the influence of labeled dataset D or unlabeled dataset U on the model, which makes the model focus more on the learning of labeled samples or unlabeled samples and less on the learning of another part. Therefore, in the training process of the model, according to the prior work [27] , we set α = β = 1.
E. TRAINING PROCEDURE
For the standard few-shot learning, we follow the previous work [4] , [16] to construct every episode. In the fixed N-way K-shot setting, episode is constructed by randomly selecting N classes from the training set, and each class contains K labeled samples. The purpose of N-way K-shot training is to match the test setting. By using the training process to simulate the test process, trained model can achieve good results in the fixed N-way, K-shot test setting. However, such training has an obvious disadvantage, when the number of classes or the number of samples of each class changes, the generalization ability of the model trained in a fixed setting is not ideal. Therefore, we try to use mixed training to improve the generalization ability of the model. In the process of mixed training, we construct each episode with different number of classes and different number of labeled samples of each class, which means n and k are not fixed. Similar with the setting of standard few-shot learning, in semi-supervised few-shot learning, the common training is based on fixed n-way and k-shot learning, and the number of labeled samples in each class is the same. For each episode, N classes are randomly selected from the training set and each class contains the same number of labeled samples. The model trained in this setting suffers from the poor generalization ability as well. Therefore, for semi-supervised few-shot learning, we use mixed training to improve the generalization ability of the model. In the mixed training of semi-supervised few-shot learning, we make the number of classes and the number of labeled samples of each class variable, so that the model will have better performance on different test settings. The results of mixed training for both few-shot learning and semi-supervised few-shot learning will be presented in Section V.
V. EXPERIMENTS A. DATASETS
Omniglot is a dataset that contains 1623 different classes of characters from 50 different alphabets. These characters range from some well-established languages in the world such as Korean and Latin. Each class of characters contains 20 different examples. These samples were drawn by 20 people using Amazon's Mechanical Turk. Following the prior work [4] , we choose 1200 classes as the training set, and the rest 423 classes as the test set.
In order to simulate the real-world scenarios, [4] proposed a new dataset called Mini-Imagenet that is more challenging for few-shot learning. The data in the Mini-Imagenet comes from the original ILSVRC-12 dataset [10] . There are 100 different classes in Mini-Imagenet, each class is composed of 600 labeled images with the size of 84 × 84 pixels. It was created with the purpose of increasing the complexity for one-shot tasks while keeping the simplicity of a light size dataset. Following the method in [16] , we take 64 classes as the training set, 16 classes as the verification set, and the remaining 20 classes as the test set.
The CUB dataset was originally used for fine-grained classification task [43] . The dataset contains 200 different species of birds and 11,788 images in total. Following the protocol of [42] , we randomly split the dataset into 100 training classes, 50 validation classes, and 50 test classes.
B. IMPLEMENTATION DETAILS
We use a widely adopted neural networks as the encoder for our model, consisting of four convolutional blocks. The four convolution blocks have the same structure, each convolution block consists of a 64 filter 3 × 3 convolution followed by a batch normalization layer, a ReLU non-linearity layer and a 2 × 2 max-pooling layer. The output of decoder is fed into a classifier which is composed of a fully connected layer and a softmax layer to obtain the probability distribution over classes. Our model is trained by Adam optimizer and the initial learning rate is set as 0.001, we decrease the learning rate to half every 20000 iterations.
In the training process of few-shot learning, each episode can be constructed as follows: given a training dataset, we will randomly select N classes from the dataset, and then we will select K samples for each class, these N × K samples constitute a support set. Then q samples will be randomly selected from the remaining samples of each class to constitute the test set. In order to compare with existing methods, we conducted 5-way, 1-shot classification and 5-way, 5-shot classification on the Omniglot, Mini-Imagenet and CUB. For 5-way, 1-shot classification, each class contains 15 test samples, and 5-way, 5-shot learning, each class contains 10 test samples. In the mixed training, in order to compare with the classic methods, we randomly carry out N-way, K-shot training in each episode, we stipulate that N ∈ {2, 3, 4, 5} and K ∈1, 2, 3, 4, 5}.
Although both [6] and [28] have studied semi-supervised few-shot learning, the experimental setting in [6] is different from that in [28] , so we conducted experiments in both settings. According to the experimental setting of semi-supervised few-shot learning in [6] , for each episode, we first select N classes from the training set, and then randomly select labeled and unlabeled samples of each class according to a fixed proportion to form N-way, k-shot learning. For example, in the 5-way and 5-shot semi-supervised few-shot learning setting, the proportion of labeled samples is 20%, then only one sample of each class is labeled, and the rest are unlabeled samples. The setting in [28] is to randomly select K labeled samples for each class after selecting N classes randomly, and then select other T unlabeled samples for each class. We conduct mixed training in these two different settings. In an episode, for each class we stipulate that the proportion of labeled samples to the total amount of samples should not exceed 50%, and N ∈2, 3, 4, 5}, K ∈2, 3, 4, 5}.
C. RESULTS Table 1 shows the performance of the different models on the Omniglot. Compared with these classic models, our model achieved competitive results in both 5-way, 1-shot and 5-way, 5-shot setting. The accuracy of 5-way, 1-shot learning that our model achieved is 99.16%, which is 0.21% higher than Meta Networks. As expected, the 20-way 1-shot and 20-way, 5-shot accuracies are boosted up to 97.24% and 99.02%, respectively, which means our model achieve the superior performance.
The experimental results of different models on MiniImagenet are shown in table 2. The results across 5-way, 1-shot and 5-shot learning indicate that the model we proposed achieves superior performances against most existing methods. The accuracy of 5-way, 1-shot learning can reach 52.59%, which is 2.15% higher than the accuracy of Relation Networks. In 5-way, 1-shot learning, the accuracy can reach 67.46%, which is 1.05% higher than GNN model. The results our model achieved can be considered as a great progress on the Mini-Imagenet. We conduct mixed N-way, K-shot learning on the Mini-Imagenet. The accuracies of 1-shot and 5-shot learning achieved by mixed training model reach 53.31% and 68.64%, respectively, making the improvement over our fixed training model by 0.72% and 1.18%. We summary the experimental results on the CUB in the table 3. Our ALKN model performed better on the CUB than most existing models. ALKN model is competitive with AAM model which achieved the-state-of-the-art performance on the Mini-Imagenet and CUB. The accuracies achieved by our mixed training model on CUB are better than the fixed training model, which indicates that the mixed training strategy can improve the performance of our model. We conducted experiments in a practical setting that handles different testing scenarios. The results are shown in Table 4 . Our ALKN model achieved better performance than those classic models. We attribute the results to two reasons. First, our model stores the knowledge from common samples and difficult samples of each class, which can reduce the intra-class variation to avoid misclassification. Second, these classic models trained to carry out 5-way classification task, their performances will drop with the increasing of classes in test stage, because the 10-way and 20-way classification are more difficult than 5-way classification. The mixed training model achieves superior results against the fixed training model, which means performing different N-way, K-shot classification tasks in training process will be helpful to enhance the generalization ability of our model. We also conducted the cross-modal classification experiment, and the results are shown in table 5. The classes of training set are from the Mini-Imagenet and the classes of verification and test sets are from the CUB. Some models that perform well on a single dataset perform poorly in such a challenging scenario. While our ALKN model perform better than most models and is quite competitive compared with the AAM [52] model. It proves that learning the difficult samples and common samples of the same class is helpful to improve the generalization ability of our model.
The results of semi-supervised few-shot learning experiments conducted in the setting of [6] can be seen in the table 6 . Compared with the method in [6] , the accuracies our model achieved are further improved on the Mini-Imagenet. Accuracies increased to 54.26% and 59.93%, respectively, when 20% and 40% of samples are labeled. Our model achieved competitive results on the Omniglot. When 40% of samples labeled, our model achieves superior performance against the model in [6] on the Omniglot dataset, the accuracy can reach to 99.62%. The ALKN model also performed better than the GNN model on the CUB dataset. The accuracies are boosted up to 66.47% and 70.69%, when 20% and 40% of samples are labeled. Our mixed training model outperforms the model of [6] and our fixed training model on the three benchmarks.
The experimental results of our model in the setting of [28] are summarized in table 7. Across all three benchmarks, our model performs better than the models of [28] , demonstrating the effectiveness of the adaptive knowledge learning module and the update strategy. In particular, the accuracies of 5-way, 5-shot semi-supervised few-shot learning on the Mini-Imagenet dataset have reached to 51.37% and 65.81%, making the improvement over the best model of [28] by 0.96% and 1.22%.The accuracies of 5-way, 1-shot and 5-way, 5-shot semi-supervised few-shot learning on the CUB dataset are higher than the best model of [28] by 1.02% and 1.38%, respectively. Our mixed training model achieved the best results on the three benchmarks.
D. ANALYSIS
Prior distance metric learning methods choose the fixed prespecified distance metrics, such as Euclidean distance or cosine distance, to train the model. These methods generally use a fixed metric to classify the sample after feature embedding. Therefore, choosing a good metric often has a significant influence on the performance of the model. Moreover, models with fix ed metrics generally have poor generalization ability. Compared with the previous work, our ALKN model allows the networks to learn a good metric in a data-driven way instead of manually selecting metrics. The results of experiments have shown that ALKN has good generalization ability.
Some examples have large differences in features from other examples of the same class, which is the main cause of misclassification. Due to the limited number of samples of each class in the few-shot learning, these examples that are easily misclassified tend to have an adverse effect on the training of model. Previous models often ignore the learning of these examples. Our ALKN model not only focuses on learning the knowledge of different classes, but also on learning the diversity of each class. Inspired by the ability of humans to correct and summarize errors, we distinguish these error-prone samples from the common ones. According to the experimental results, our ALKN model performed better than most existing models. Storing the knowledge of different classes that have learned also allows our model to cope with more complex scenarios. We conducted 100-way, 5-shot and 400-way, 5-shot experiments on Omniglot dataset and the accuracies can reach 92.61% and 88.42%, respectively. [6] .
TABLE 7.
Results of our ALKN and other models on three benchmarks in the setting of [28] .
Our model can achieve human-level accuracies when the number of species is very large, which is an advantage that other models do not have.
VI. CONCLUSION
In this work, we propose the Adaptive Learning Knowledge Networks (ALKN), which can learn the knowledge of new concept with only a handful of examples. Considering the existence of special samples in each class that will be misclassified easily, we define the common sample and the difficult sample of each class respectively, so that the model can learn the knowledge of the class more effectively. We use the adaptive learning knowledge module to summarize the knowledge and store the memory of the learned knowledge. The memory of knowledge will help the model to learn new knowledge better. The experiments were conducted on three datasets, Omniglot, Mini-Imagenet and CUB. Our proposed method achieved competitive results compared with most existing methods of standard few-shot learning, and we also demonstrate that our models have better generalization ability than these classic methods. Our model is also applicable to the semi-supervised few-shot learning. We design a new update strategy for the memory of knowledge. Compared with the classic semi-supervised few-shot learning models, ALKN has achieved the superior results on the three benchmarks.
