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ABSTRACT 
The spectral radius of the Jacobi iteration matrixplays an important role to estimate the optimum 
relaxation factor, when the successive overrelaxation (SOR) method is used for solving a linear 
system. The specific systems are finite difference forms of the Laplace equation satisfied on a 
rectangular region with two different media. Though the potential function for the inhomoge- 
neous closed region is continuous, the first order derivative is not continuous. So this requires 
internal boundary conditions or interface conditions. In this paper, the spectral radius of the 
Jacobi iteration matrix for the inhomogeneous rectangular region is formulated and the approxi- 
mation for the explicit formula, suitable for the computation of the spectral radius, is deduced. 
It is als0 found by the proposed formula that the spectral radius and the optimum relaxation 
factor rigorously depend on the inhomogeneity or the internal boundary conditions in the closed 
region, and especially vary with the position of the internal boundary. These findings are also con- 
firmed by the numerical results of the power method. 
The stationary iterative method using the proposed formula for calculating estimates of the spec- 
tral radius of the Jacobi iteration matrix is compared with Carr6's method, Kulsrud's method and 
the stationary iterative method using Frankel's theoretical formula, all for the case of some nu- 
merical models with two different media. According to the results our stationary iterative method 
gives the best results for the estimate of the spectral radius of the Jacobi iteration matrix, for the 
required number of iterations to calculate solutions, and for the accuracy Of the solutions. 
As a numerical example the microstrip transmission line is taken, the propagating mode of which 
can be approximated by a TEM mode. The cross section includes inhomogeneous media and a 
strip conductor. Upper and lower bounds of the spectral radius of the Jacobi iteration matrix are 
estimated. Our method using these estimates i also compared with the other methods. The upper 
bound of the spectral radius of the Jacobi iteration matrix for more general closed regions with 
two different media might be given by the proposed formula. 
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1. INTRODUCTION 
The successive overrelaxation (SOR) method [1], [2] 
is one of the effective iterative methods for solving 
linear systems generated by differencing elliptic partial 
differential equations [3]. Using the SOR method, the 
storage room of the computer is reserved for the solu- 
tion vector because lements of the matrix are gener- 
ated through the computing process. It is well known 
that the computing time is enormously decreased and 
that greater accuracy of the solution is achieved by 
using the optimum relaxation factor [1], [2], [3], [4]. 
On the other hand we have the method of conjugate 
gradients and the Chebyshev iteration, which can be 
applied to the Jacobi matrix if it is symmetric and 
positive definite; these are more efficient [5], [6] if 
the matrix has the "property A" [1]. 
When we perform the SOR method, the following 
actual questions arise 
(i) the optimum relaxation factor is not obtained 
theoretically for a general closed region, 
(ii) there are several possible methods to estimate 
the optimum relaxation factor during the relaxa- 
tion process [7], [8] or before the SOR method 
is performed [9]. 
However, these methods have complicated algorithms 
[10]. ALso auxiliary vectors are required [9]. 
D. M. Young [1] obtained the relation between the 
optimum relaxation factor and the spectral radius of 
the Jacobi iteration matrix, 
COop t = 2/ ( I  + x/l-p(B) 2) (I) 
where COop t is the optimum relaxation factor and 
p (B) is the spectral radius of the Jacobi iteration 
matrix B. In this case, S. P. Frankel [11] theoretically 
deduced the spectral radius p (B) only for a homogene- 
ous rectangular region. On the contrary B. A. Carrd 
[7] and H. E. Kulsrud [8] established an experimental 
method by which the spectral radius of the SOR itera- 
tion matrix is estimated in an earlier stage of the relaxa- 
tion process. Then, the relation between the spectral 
radius of the Jacobi iteration matrix and the spectral 
radius of the SOR iteration matrix is given by 
(p[H(CO)] + co-i  }2 = p[H(co)]co2p (B)2 (2) 
where H(CO) is the SOR iteration matrix [1]. In order 
to estimate the optimum relaxation factor co , the 
r " opt elataons (1) and (2) are repeatedly used during the 
relaxation process.However, the technique has much 
difficulties in estimating p [H (60)]. Recently the method 
has been adapted [9] and is valid for fmdlng the opti- 
mum relaxation factor. L. A. Hageman and D. M. 
Young propose amore efficient procedure, a desctip- 
tion of which will be given in the paper "Accelerated 
iterative methods" to appear as a SIAM Monograph. 
In this paper we also try to obtain the optimum relaxa- 
tion factor. For the applications of the SOR method, 
it is desirable that the optimum relaxation factor 
should be found theoretically and easily before the 
relaxation process. For this purpose the spectral radius 
P (B) must be obtained, whether the closed region in 
question ishomogeneous or inhomogeneous, i.e. 
whether the first order derivative of the potential func- 
tion in the closed region is continuous or discontinuous. 
When the first order derivative makes a jump, the con- 
dition of the continuity, the internal boundary condi- 
tion or the interface condition are required [12]. 
In this case the Jacobi iteration matrix B becomes un- 
symmetric and the spectral radius p (B) also depends 
on the choice of the internal boundary conditions. 
In this paper linear systems generated by differencing 
the Laplace quation and satisfied on an inhomogene- 
ous closed region, are chosen as an example. The spec- 
tral radius of the Jacobi iteration matrix is formulated 
and the approximation f the explicit formula is dis- 
cussed. We note that by using the integration method 
of Varga [2], one can make the Jacobi iteration matrix 
symmetric without any loss of accuracy. Here we use 
the 5-point formula with equidistant mesh-points; then 
the Jacobi iteration matrix becomes unsymmettic. 
In order to compare our proposed formula for the 
estimation of the spectral radius with experimental 
results, some rectangular models with two different 
media re taken. As an actual example of an inhomoge- 
ne0us closed region, we take the cross section of the 
convectional microsttip [13], [14] where the propagat- 
ing mode is assumed to be a TEM mode [14]. We con- 
clude that the upper bound of the spectral radius of 
the Jacobi iteration matrix for the microstrip roblem 
can be easily estimated by the proposed formula. Note 
that D. M. Young formulated some upper bound of 
the spectral radius of the Jacobi iteration matrix arising 
from the self-adjoint equation in [1]. Our problem in 
this paper is the so-calhd interface problem, where the 
Jacobi iteration matrix becomes unsymmetric. All
results obtained by using the proposed formula for the 
estimation of the spectral radius of the Jacobi iteration 
matrix are compared with the experimental results 
obtained by the power method [4] and the other sta- 
tionary iterative methods. 
2. FORM OF THE JACOBI ITERATION MATRIX 
As shown in fig. 1, q~(x, y) is the continuous potential 
function in the inhomogeneous rectangular region; it 
satisfies the Laplace quation 
V 2 ~ (x, y) = 0 (3) 
where V 2 a2 ~2 = - -  + - -  Here, internal boundary 
~x 2 ay 2 " 
conditions must be satisfied on the boundary of the 
two different media in the rectangular region. That is, 
the normal displacements of the potential functions of 
each region must pass continuously : 
e'(a-~-)1 8x x=a-(I) =e2(~x_~_.)x(I=I)a+ (4) 
where e I and e 2 (e I > e2) are the parameters specify- 
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An inhomogeneous rectangular model with 
two different media, e I and e 2 in brackets are 
the media-parameters, a is the position of the 
internal boundary, er = e 1/e 2 is the relative 
medium-parameter. Values in parentheses are 
for discrete coordinates. 
hag the media in the region (I) and the region (II) 
respectively. 
The evaluation of the continuous function ~(x, y) on 
the rectangular region supplies ~b.. -= ~ (ih,jh) where i13 
and j are integers and h is the mesh-siz e.
1 
@ij = ~-  (@i+lj + @i-! j  + ¢ i j+ l  + ~i j -1)  (5) 
and 
_ (I 7 . (II) 
e l Iem+l  j -@m-1 j] = e2[¢m+l j -@m-1 j ] '  
(6) 
for i -- 1, 2 ..... m ..... M - 1 andj = 1, 2 ..... N-1 
where the mesh-size h = Q/M = V/N. Eliminating the 
• (I) . (II) 
points em+l  j and ¢m-1 j (J =1, 2 ..... N- i ) ,  we 
obtain the difference quations at the interior mesh 
points in region (I) and region (II), 
1 
@ij = ~- (¢ i+1 j + ¢i-1 j + #i j+ l  + ~ij-1)--- £~ij ' 
for lg i<  m- lo r  m+l  < igM-1  (7) 
and l< jgN-1  
and at all mesh-points located at the internal bound- 
ary, 
1 [2(e1¢i_ 1 j + e2~i+ 1 j) ~bij = 4 (e I + e2) 
+ (el + e2) (¢i j + 1 + ¢i j - l ) ]  (8) 
for i=m and I~<j<N-1  
When the relative medium parameter 
el for e I/> e 2 e r -  e2, (9) 
is defined, then 
1 1 + ¢ij-1) 1 (@i+1 j + er ~i_1 j) + _~_ (@ij + ¢ij = 2(1 + er) 
- £(er)~ij,  for i= m and 1< j < N-1 (10) 
In this way, only the relative value e r appears, instead 
of e I and e 2. £ and £(er) in (77 and (10) are linear 
operators. 
Using matrix notations, the linear system above is 
reduced to the linear equation, 
A (er) x = b (11) 
where the solution vector x is a column vector whose 
elements x s are x s = ¢ij for 1 < i < M- l ,  1 <j < N-1 
and s = (N- l )  (i- 1) + j. The column vector b is only 
dependent upon the given boundary values. For a 
natural ordering [2], the coefficient matrix A(er) is an 
unsymmetric matrix of order (M-17 (N-1).  
A(er)= 
"T 1 D 1 
D 1 T 2 D 2 
\ '~, X 
g \ 
Din_2 Tm_l 
2e r 
1 + e-----~- Din-1 
D 
m 
\ 
\ 
O 
© 
Din-1 
2 Dm Tm 1+ e-----~ 
Tm+l  Dm+l  
\ \ 
\ \ 
DM_ 3 TM_2 DM_2 
DM_2 TM_I 
(12) 
The blocks D d (d = 1, 2, 3 .... , M -2) and T t 
(t = 1, 2, 3 ..... M-1) are symmetric diagonal matrices 
and symmetric tridiagonal matrices of order (N- 17, 
respectively. 
1 
4 
\ 
Dd= 
O 
O 
1 
4 
, T t= 
1 
1-  W o 
1 1 
-7 '  i\ 4~ 
\ \ \ 
\ \ \ 
~i  ~ ' I [ -  
4 --4 
1 1 
0 4 
(137 
(Again note that by using the integration method, 
one can make the matrix symmetric 7. 
The coefficient matrix A(er) is replaced by the form 
A(er) = I - [L (er) + U (er) ] (147 
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where I is identity matrix, L(er) and U(er) are strictly 
lower and strictly upper triangular matrices respec- 
tively. Then the Jacobi iteration matrix B (er) and the 
SOR iteration matrix H (co, %) are 
B(er) = L(er) + U (er) (15) 
and 
H (¢o, er) = [I - co L (er)] -1 [co U (er) + (1 - co) I] (16) 
where the overrelaxation factor CO is a real value, 
1 < co < 2 [1], [2]. The Jacobiiteration matrix for 
the inhomogeneous rectangular region is unsymmetric, 
with nonnegative elements, and of order (M-1) (N-1). 
B (er)  = 
"T i D i 
DQ T2" \ D~x 
\ x \ 
\ \ ,,\ 
T -I 
O 
2er " • • 2 Dm 
l+e  rDm-1  Tm l+e  r 
O 
Dm Tin+ 1" Drn+l  
\ \ 
Di _3 Tfi_2 D _2 
2 Th_l 
(17) 
where the blocks T t" = I -T  t (t = 1, 2 ... . .  M- l )  and 
D d" = - D d (d = 1, 2, 3 . . . . .  M-2).  Note that only 
the coefficients of the blocks at the left and the right 
of T m" include the effect that the closed rectangular 
region consists of two different media. When the rec- 
tangular region is homogeneous, tha~t is when er= 1, O, 
both the Jacobi iteration matrix B (1) and the coef- 
ficient matrix A(1) of the linear equation become 
symmetric matrices. 
The form of the Jacobi iteration matrix B(er) given 
by (17) is the general form for the rectangular region 
with the internal boundary conditions of (4) or (6). 
Consequendy, the optimum relaxation factor COop t 
useful for the SOR method is easily obtained from 
(1), when the spectral radius p [B (er) ] of the Jacobi 
iteration matrix B (er) is known explicitly. 
3. SPECTRAL RADIUS OF THE JACOBI ITERA- 
TION MATRIX 
Consider the eigenvalue problem for the Jacobi itera- 
tion matrix 
B (%) w = uw (18) 
where//is the eigenvalue of B (er) and w is the eigen- 
vector corresponding to/a. Now the above eigenvalue 
problem can be reduced to the eigenvalue problem for 
the linear operators £ and £ (er) defined by (7) and 
(10). Then, the elements Wr, r = 1, 2, 3 ..... (M-1)(N -1) 
of the eigenvector w are also replaced by the ~ij 
(i= 1, 2,3,..., M-1,  j =1,2,3 ..... N -  1) which are 
discrete igenfunctions corresponding to the linear 
operators £ and £ (er) where the subscript 
r = (N- 1) (i- 1) + j [2], [8]. Therefore, (18) is re- 
written as follows, 
1 
£/~ij = -~- (/3i+ 1 j + ~i -1  j +/~i j+ 1 + ~ij-1) 
= Ul3ij, (19) 
for l< i<m-1  or m+l<i<M-1  
and 1 < j < N-1 
and 
1 (/3i+1 J + er~i_ l  j) . Z (er) ~ij = 2 (1 + er) 
+ 14 (fli j + 1 + ~i j -  1) = g~ij'  (20) 
for i= m, and 1 < j< N-1  
where 
/~0j = ~Mj=/~i0=/3iN=/~ij =0 f°r 0< i< Mand0< j < N. 
For the discrete form of the/~ij we may use the eigen- 
functions of a rectangular membrane. For region (I) 
and region (II) as shown in fig. 1 
(k2,k 0) a (kl 'k0) and/ti j  are, 
-ij (1) (If) 
/~!. kl'k0) = c sin iklh sin jk0h (21) ij 
for 0<i<m and 0<j<N 
/3(k2,k0) sin k 2 (M-i) h 
ij (II) = c sinklmh sin k 2(M-m)h sinjk0h' 
(22) 
fo rm+l<i<M and 0<j<N 
The quantities k 1 and k 2 are wavenumbers which give 
eigenfunctions for the i- direction in region (I) and 
region (II) respectively, and c is an amplitude con- 
stant, arbitrarily chosen. Substituting the discrete 
eigenfunctions in (19) and (20), we obtain the eigen- 
values ~. 
g[i~l,k0 ) -  = 12 (c°sk lh  + c°skoh) (23) 
g k2'kO) (cos k2h + cos koh ) (24) 1 
(1I )  = 
and" (kl'k2'k0) 1 [(e r cos k lh + cos k2h )
/~(e r) - 2(1 + er) 
- (e r cot mh sin klh + cot k2(M-m)h sin k2h)] 
1 cos k0h (25) +-T 
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For a homogeneous rectangular region with e r = 1.0, 
s ince  
k l=k2= £¢r _k(£! for I<&gM-1  (26) 
and 
£" ¢r _ k for 1 < £" < N- I  (27) k0 -  hN 
where £ and Z" are integers, the spectral radius p [B(1)] 
becomes 
I (cos K_ + cos N)  (28) p [B (1)] = --g M 
This result agrees with the theoretical formula de- 
duced by S. P. Frankel [8]. 
Now let K1, K2, and K 0 be the absolute minimum 
values o£ kl, k 2 and k0, respectively. Then, we have 
K 1= minlk l l  , K 2= minlk21 
and K 0 = min{k0l-  rt (29) 
hN 
Substituting K1, K 2 and K 0 into (23)-(25), we have 
the quantities #(I), # (II) andp (er) ,
(K 1, K 0 ) (K 2 , K 0 ) 
p (I) = lX(i ) I, p (I I)  = #(IT) I and 
' (KI'K2'K0)' (30) 
pCe r) = i (er) I 
Then the spectral radius o£ the Jacobi iteration matrix 
B(er) for the relative medium parameter r> 1 is 
given by the equation, 
[B(er) ] = max [P(I)' P(I I ) '  P(er)] (31) 
where p (I) < 1, p (IT) < 1 and p (er) < 1. And for the 
convergence of the SOR method it is required that 
p[B(er) ] < 1. The spectral radius p[B(er) ] is a func- 
tion of K 1, K 2 and K0, but the quantifies K 1 and K 2 
are not given analytically. Therefore, we will estimate 
approximations of K 1 and K 2 in the following section. 
4. PROPERTIES OF THE DOMINANT EIGEN- 
VECTOR 
In order to estimate the spectral radius p[B(er) ] or 
the dominant wavenumbers K 1 and K 2, for the sake 
o£ convenience, the continuous forms o£ the eigen- 
functions are introduced instead o£ the discrete forms 
of (21) and (22). The first order derivatives of the 
eigenfunctions make a jump at the internal boundary 
(at x = a), but they are connected by the relation, 
e r K 1cot  K la= K 2 cot K 2 (Q-a)  (32) 
The wavenumbers K 1 and K 2 should be determined 
from this equation, but it cannot be solved analytically. 
In order to estimate the spectral radius p [B(er) ] more 
easily, it is required that the quantities K 1 and K 2 are 
known explicidy. Therefore, in the first place, the £ol- 
lowing technique o£ obtaining another elation be- 
~een K 1 and K 2 is introduced : K 1 and K 2 are the 
dominant wavenumbers for the inhomogeneous rec- 
tanguhr egion, and K 1" and K 2" are the subdominant 
wavenumbers; k(1) and k (2) are wavenumbers for the 
homogeneous rectangular region. Then, it is assumed 
that K1/K 1" = K2/K 2" = k(1)/k (2) where k (g) is given 
in (26). We deduce the following relation for the cor- 
responding eigenfunctions, 
K 1 K2(Q-a) 
tan 2 a+Rtan  2 -0  (33) 
where the ratio R = K1/K 2. 
Equation (33) can also be deduced under the assump- 
tion that the entire displacements o£the eigerffunctions 
for dominant K1 and K 2 are preserved over the rec- 
tangular region. And the dominant eigenfunctions for 
the y-direction must not be considered, because the 
dominant wavenumber k0(1) = K 0 is given by (29). 
Then, the nondimensional quantities C1 and C 2 are 
introduced from (32) and (33) : 
cot 2 K----~-I a= er+ (l/R)2 
2 e r + 1 -= C1' (34) 
and 
K 2 1 + erR2 
c° t2T(Q-a) -  e r+ i - C2" (35) 
Next, in order to estimate the ratio R (= K1/K2), the 
properties of the eigenfunctions related to a and e r 
should be roughly described. In fig. 2, the approximate 
graph o£ the dominant eigenfunctions are shown for 
e r = i and e r = oo with fixed a. As e r increases from 
e r = 1 to e r = oo, the graph is changed gradually at both 
sides of the internal boundary (x = a), and finally it is 
approximately separated into two different shapes. 
This fact is also conFL, med from the form o£ B (er). 
For e r = 0% we have 
£r 
2 
~ g 
0. QI2 a Q 
Fig. 2. The dominant eigenfunctions in the x-direction. 
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B(oo) = 
lira B (er)= 
er~OO 
B'(er)= 
"T 1" D 1" 
D 1" T 2" D 2" ,, 
"X ,, ,. • 
\ \ \ 
"x '~ s, 
m-Z T -I. D -1 
2Dm_ 1 T m 
O 
O 
Tin+ 1 Din+ 1 
x t O I 
~ ~ ~ D1VI_ 2 
DI~1-2 T1VI-1 
O 
(36) 
Equation (36) consists of two Jacobi iteration matrices, 
except he block with Din', which corresponds to an 
homogeneous rectangular region twice as Large as re- 
#on (!) and an homogeneous rectangular region as 
large as region (II). In other words, the eigenproblem 
of B (.0) can be approximately reduced to two sub- 
systems. Then, approximate wavenumbers K 1 and K 2 
are  
K1 ~ rt and K 2 _~ ¢t , for e r = oo ,  (37) 
2a Q-a  
and for fixed Q, 
K1 = K2 ~ 31r for a = O./3 and e r = oo 
2Q'  
K I<K 2 fora<Q/3 ,  andK I>K 2 fora>Q/3  
and e r = oo. (38) 
And for a = Q/2, K 1 and K 2 are exacdy the same for 
any e r I> 1, 
~r for a = Q/2 and e r/> 1 (39) K 1 = K 2 = - ,  
Equation (39) means that the shape of the dominant 
eigenfunction is preserved for a = Q/2. This fact is 
proved by reforming the Jacobi iteration matrix B(er), 
as follows : for the reversed natural order in (17), 
B (er) is reduced to the form 
T 1' D 1" 
D 1" T 2" D 2" 0 
"X N • 
2 , 2er • 
l+er  DM/2-1 TM/2 l+e  r DM/2 
D~a/2 TM/2+1 DM/2+ 1 
O D~'_3 T~-2  DIVi -2 
D1VI -2 Tl~i -1 
(40) 
where Q/2= a= (M)h=mh; M is even. The blocks 
T t (t=1,2,3 ..... M- l )  and D~l(d=l,2,3,...,M-2 ) are 
B (er) 
.+ B'(er) =2 
the same as in (17). Then, 
T 1" 
D 1" 
% 
N 
DI~f -3 
D 1" 
T 2 ' 
\ 
N 
% 
D 2" 0 
\ 
\ 
\ 
\ 
\ \ 
TM -2 "Dh - 2 
O DM -2 T1VI - 1 
= 2B(1) 
(41) 
and, since the spectral radius p [Bier) ] = p [B" (er)], 
p [B (er) ] = p [B(1)], for a = (--~) h = ---Q- 442) 
2 
and er ~ 1. 
From the above discussion of the properties of the 
dominant eigen£unction, or equivalently the dominant 
eigenvector, we have the following approximations to 
the ratio R : 
R ~- (Q-a)/a,  fo rQ/3ga<Q.  
and 
R ~ e r (Q-a)/a, for 0 < a < Q/3. (43) 
Rewriting (34), (35) and (43) after discretisation, we 
have 
K 1 ~- {1r/2 + arc sin [(C 1 - 1)/(C 2 + 1)] } /mh 
K 2 ~ {Ir/2 + arc sin [(C 2 - 1)/(C 2 + 1)]}/(M-m)h 
where (44) 
ct =[er+ (M--~m)2l/(er + i) 
and. (45) 
C 2 = [1 + ( er (M-  m) )2]/(e r + 1). 
1TI 
Equations (44) and 445) give explicitly the spectral 
radius p [B 4er )] for an inhomogeneous rectangular 
region with two different media after using (30) and 
(31). 
In order to investigate he behavior of p [B (er)], the 
final approximation 
p[B(er) ] _= max {p(i),P(ii)} (46)  
is proposed, instead of using (31). The behavior of 
p [B 4%)] in function of the parameters M, N, m and e r 
is shown in fig. 3. 
p [B (er)] takes the minimum and maximum values for 
positions m of internal boundaries. In practical calcula- 
tions, (46) becomes p [B4er) ] = P(II) for m < M/3, and 
P[B(er)] = P(I) for m > M/3 and both P4i ) and P(II) 
need to be evaluated only in the neighborhood f
m = M/3. When p [B (er) ] varies with m, the optimum 
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Fig. 3. A graph of the spectral radii p [B (er) ] by the proposed formula. Estimates 
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Fig. 4. A graph of the optimum relaxation factors by the proposed formula. 
Estimates of coopt for e r = 1.0 agree with the ones using Frankel's 
formula. 
relaxation factor COop t also varies with m as known 
from (1). In fig. 4, the behavior of coop t is shown. 
The behavior of COopt is similar to that ofp [B (er) ]. 
Compared with Frankel's formula (28), which gives 
p [B(1)] for a homogeneous rectangular region, 
p [B(er) ] and COop t estimated by our proposed formula 
(46) behave strangely. 
5. COMPARISON WITH OTHER STATIONARY 
ITERATIVE METHODS 
The proposed formula for the spectral radius p[B(er) ]
is compared with numerical results obtained by the 
power method which is used to estimate the spectral 
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Fig. 6. Behavior of the optimum relaxation factor 
coopt according to the position of the internal 
boundary. Comparison of the results by the 
proposed formula nd the experimental results 
by the power method. 
radius [H (co, er) ] of the SOR iteration matrix. The 
results are shown in fig. 5 and fig. 6. Using eqs. (1) 
and (2), the estimates ofp[B(er) ] and the estimates of 
coopt are obtained by the experimental values of 
p [H(co, er) ] for which 
[p(n)[H(co, er) ] -p(n-1)[H(co, er)][ < 10 -5 at the 
nth iteration-step of the power method. The theoretical 
estimates of p [B(er) ] and coopt give good approxima- 
tions of the experimental values, especially in the 
• neighborhood fm = M/2 or m < M/3. Then, the dif- 
ferences are 10 -4 "" 10 -5. Generally, the larger e r is, 
the better the approximations to p[B(er) ] and coopt 
become. 
For the numerical results the proposed formula is tested 
for some rectangular region with two different media. 
In fig. 7, the behavior of the absolute norm of the error 
vectors e in ~tznction of the number of iteration is 
shown, where e = x (n) - x with x (n) the approximate 
solution vector of the exact solution vector x and n 
the number of iterations in the SOR method. The ac- 
curacy of a solution obtained with the stationary itera- 
rive method using the proposed formula is compared 
with the one obtained by Carr6's method, Kulsrud's 
method, and the method using Frankel's theoretical 
formula. In table I, the estimates ofp [B(er) ] and the 
estimates coopt and the number of iterations to calculate 
the solution are given. To stop the iteration process it 
is required that the average of the absolute nozm 
Ilell / (M - 1) (N- 1) < ~ where ~ is some positive value. 
The proposed formula gives as good results as the power 
method. The use of the power method for the estima- 
tion of the spectral radius p [H(CO, er) ] is generally too 
impractical. When the SOR method is used to solve 
linear systems. In fig. 7, the absolute norm of the error 
vector is shown as a function of the number of itera- 
tions. The number of iterations necessary for a solution 
and the accuracy of the solution increase for increasing 
M, N and e r and for decreasing 6.
6. APPLICATIONS TO TEM-TRANSMISSION LINES 
As a numerical example for solving the Laplace qua- 
tion on an inhomogeneous closed region, the micro- 
strip is taken, of which the propagating mode is ap- 
proximated by a TEM mode. The cross section of the 
line is shown in fig. 8. It is assumed that the substrate 
of the homogeneous dielectric medium is isotr0pic, 
and that the inner strip of negligible thickness i a 
perfect conductor. The cross section is covered by 
square meshes o that the border lies along the inner 
strip and the dielectric interface; the mesh size 
h= Q/M= V/N.  
For the same order as used in (12), the coefficient 
matrix Al(er) in this case has the same form as A(er) 
except for the blocks D m -1' Dm and T m. 
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e r is the relative diehctric onstant and e 0 is 
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matrix B2(er). 
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\ (47) 
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and 
T t = 
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where p" = p/h and p is the width of the strip conductor. 
The blocks D d (d = m -I and m), and T t (t = m) are 
diagonal, and tridiagonal matrices with p" zero ele- 
ments on the diagonal. Therefore, the coefficient 
matrix A 1 (er) is of order [(M-l) (N- 1) -p  "]. 
Corresponding to the matrix A 1 (er), the Jacobi itera- 
tion matrix B 1 (er) also has changed. The Jacobi itera- 
tion matrix B(er) given in (17) and Bl(er) in this ex- 
ample satisfy the relation 
p [Bl(er) ] < p [B (er) ]. (49) 
This means that p[B(er) ] gives an upper bound for 
p [B 1 (er) ] of this microstrip roblem. A lower bound 
for p [B 1 (er) ] is easily estimated by 
}p ' ,  
for 
t=m 
(48) 
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(i) lowering the order of Bl(er), 
(ii) preserving the essential form, and 
('di) looking at the smallest rectangular region o f  the 
cross section where a normal sinusoidal wave can 
stand. The Jacobi iteration matrix B2(er) for the 
corresponding rectangular region ~ as shown in 
fig. 8 is of order [ /M- l )  x (N-p" - 1)/2]. Then, 
the spectral radius p [B2(er) ] is also estimated by 
the proposed formula. 
The estimate of p [Bl(er~ ] is approximated by the mean 
va lue  
P[Bl(er) ] ~ {p[B(er) ] + P[B2(er) ]} /2 .  (50) 
In f~g. 9 and table II, the results obtained by the sta- 
tionary iterative method using (50) are given and are 
compared with the estimates ofp [Bl(er)], the esti- 
mates of COop t, the number of iterations to obtain a 
solution, and the accuracy of the solutions obtained 
by Carr~'s method, Kulsrud's method, the method us- 
ing Frankel's formula, and the method using the esti- 
mate of p [H (co, er) ] obtained by the power method. 
The estimates ofp[Bl(er) ] obtained by (50) give a 
good approximation tothe experimental results ob- 
tained by the power method. 
7. CONCLUSIONS 
In order to estimate the optimum relaxation factor 
coopt of the SOR method, the spectral radius p[B(er) ]
of the Jacobi iteration matrix plays an important role. 
In this paper, p[B(er) ] for an inhomogeneous rectan- 
gular region with two different media is formulated 
and an approximation is proposed. It is found, by us- 
ing this equation, that p [B (er) ] and coopt behave 
strangely for changes in the position of the internal 
boundary; this extremely differs from the results by 
Frankel's formula. 
The estimates of p [B (er) ] do agree however with the 
numerical experimental results obtained by the power 
method. The stationary iteradve method using these 
estimates i compared with Carr~'s method, Kulsrnd's 
method, and the stationary iterative method using 
Frankel's formula, all for some numerical models of 
an inhomogeneous rectangular region. Our method 
gives the greatest accuracy, the smalhst number of 
iterations to obtain a soludoni and the best approxima- 
tions for p [B (er) ]. 
As a numerical example, the cross section of a micro- 
strip is discussed, of which the propagating mode can 
be approximated by a TEM mode. The spectral radius 
p [B (er) ] for the inhomogeneous rectangular region 
gives an upper bound for the spectral radius P[Bl(er) ] 
of the inhomogeneous cross section of the microstrip. 
A technique to estimate a lower bound ofp [Bl(er) ]
is also described. The proposed method might also be 
useful in estimating the spectral radius of the Jacobi 
iteration matrix for more general dosed regions with 
inhomogeneous media. 
All the numerical experimental results were computed 
by TOSBAC-3400 at Tottori University, and PDP- 11/45 
at Okayama University of Science. 
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Table I. Comparison of  the method using our proposed formula and the other stationary iterative methods. The 
numerical experiments are for an inhomogeneous rectangle with two different media 
M=20,  N=45,  m=15,  e r=50.0 ,  8=10 -6 
Method 
Estimate of 0.995924 0.995783 
a[S(er)] 
Estimate of  1.83453 1.83194 
COopt 
p [B(1)] 
Number of  iterations 94 101 
Power method Proposed formula Frankel's formula Carr~'s method Kulsrud's method 
1.78377 
0.992626 
170 
0.994596 0.997522 
1.81189 1.86854 
145 107 
Table II. Comparison of  the method using our proposed formula and the other stationary iterative methods. The 
numerical experiments are for an inhomogeneous cross section of  a microstrip 
M=10,  N=50,  m=3,  p '=5,  e r=20.0  
Method 
Estimate of  0.953305 0.953551 
P[B1 (er)] 
Estimated of 0.951716 
P[B2(er)] 
Estimate of  0.955386 
P[B(er)] 
Estimate of  
1.53609 1.53700 
COopt 
p[B(1)] 
Power method Proposed formula Frankel's formula Carr~'s method Kulsrud's method 
1.63371 
0.974541 
0.985851 0.967142 
1.71288 1.59460 
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