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DECOMPOSITION OF NORMAL OPERATORS AND ITS
APPLICATION TO SPECTRAL THEOREM
KATSUKUNI NAKAGAWA
Abstract. A decomposition theorem for self-adjoint operators proved by Riesz
and Lorch is extended to normal operators. This extension gives a new proof of
the spectral theorem for unbounded normal operators.
1. Introduction
Let H be a Hilbert space. We denote by L(H) the set of all bounded linear operators
on H. Here is a decomposition theorem for self-adjoint operators proved by Riesz and
Lorch in [2].
Theorem A ([2]). Let T : H → H be a self-adjoint linear operator. Then there exist
A,B ∈ L(H) such that the following four assertions hold:
(i) A is injective.
(ii) T = A−1B.
(iii) AB = BA.
(iv) A and B are self-adjoint.
The first aim of this paper is to extend Theorem A to normal operators as follows:
Theorem 1. Let T : H → H be a normal linear operator. Then there exist A,B ∈
L(H) such that (i)∼(iii) in Theorem A and the following assertion hold:
(iv) A is self-adjoint and B is normal. Moreover, if T is self-adjoint, then so is B.
To explain the second aim of this paper, we recall the next spectral theorem for
normal operators:
Theorem B. Let T : H → H be a normal linear operator. Then there exists a Borel
spectral measure E such that the following equality holds:
T =
∫
C
z E(dz).
In [2], Riesz and Lorch proved the spectral theorem for self-adjoint operators. (Their
proof is extend in [1] and [3] to normal operators.) They first established the result for
bounded self-adjoint operators, then considered the unbounded case. Theorem A was
used to derive the result for the unbounded case from that for the bounded one. In
their argument, the commutativity AB = BA is used a bit indirectly. Moreover, for
some reason or other, the self-adjointness of B is not used.
The second aim of this paper is to give an argument with a direct use of the com-
mutativity AB = BA and the normality of B. To this end, the product of two spectral
measures is essential. Our argument gives a natural way to derive Theorem B from the
bounded version of it.
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22. Proof of Theorem 1
Let T : H → H be a linear operator. We denote by D(T ) and R(T ) the domain
and the range of T , respectively. For two operators T and S, we write T ⊂ S if
D(T ) ⊂ D(S) and Tx = Sx holds for all x ∈ D(T ). If T ⊂ S and T ⊃ S, then we write
T = S. We say that T is densely defined if D(T ) is dense in H. For a densely defined
operator T , we denote by T ∗ the adjoint operator of T . We recall the definitions of a
normal operator and a self-adjoint operator.
Definition. Let T : H → H be a densely defined operator. We say that T is normal
if T ∗T = TT ∗. Moreover, we say that T is self-adjoint if T ∗ = T .
Let I : H → H be the identity mapping. For the proof of Theorem 1, we need the
following theorem:
Theorem 2. Let T : H → H be a closed and densely defined operator. Then the
following three assertions hold:
(i) T ∗T : H → H is self-adjoint.
(ii) I + T ∗T is injective and R(I + T ∗T ) = H.
(iii) (I + T ∗T )−1 belongs to L(H) and is self-adjoint.
Proof. See, e.g., [1, Chapter X, Proposition 4.2]. 
Let us prove Theorem 1.
Proof of Theorem 1. Thanks to Theorem 2, we can define A,B : H → H by
A = (I + T ∗T )−1, B = TA.
Then, from Theorem 2 (iii), A ∈ L(H). We show B ∈ L(H). Since R(A) = D(I +
T ∗T ) = D(T ∗T ) ⊂ D(T ), we have D(B) = D(A) = H. Moreover, B is closed since T is
closed and A is bounded. Therefore, by the closed graph theorem, we have B ∈ L(H).
(i) A is injective from Theorem 2 (ii).
(ii) We first show the following claim:
Claim 1. AT ⊂ B.
Proof of Claim 1. We have D(AT ) ⊂ D(B) since D(B) = H. Let x ∈ D(AT ). Theo-
rem 2 (ii) implies that there exists y ∈ D(I +T ∗T ) such that x = (I +T ∗T )y. Clearly,
Bx = Ty. On the other hand, since T is normal, T (I + T ∗T ) = T + (TT ∗)T =
T + (T ∗T )T = (I + T ∗T )T , and hence, ATx = (I + T ∗T )−1((I + T ∗T )Ty) = Ty.
Combining, we obtain ATx = Bx. 
We prove (ii). By Claim 1, we have T = (A−1A)T = A−1(AT ) ⊂ A−1B. It remains
to show D(T ) ⊃ D(A−1B). Let x ∈ D(A−1B). Then, Bx ∈ D(A−1). Theorem 2
(ii) implies that there exists y ∈ D(I + T ∗T ) such that x = (I + T ∗T )y. We have
Ty ∈ D(A−1) since Bx = Ty. Moreover, since T is normal, D(A−1) = D(I + T ∗T ) =
D(T ∗T ) = D(TT ∗). Thus, we have Ty ∈ D(TT ∗), and hence, T ∗Ty ∈ D(T ). This and
x = y + T ∗Ty imply x ∈ D(T ).
(iii) It is enough for us to prove AB ⊂ BA. By Claim 1, we have AB = A(TA) =
(AT )A ⊂ BA.
(iv) A is self-adjoint from Theorem 2 (iii). Notice that AT is densely defined since
D(A) = H and T is densely defined. Thus, we can define (AT )∗. Moreover, by Claim
1, we have B∗ ⊂ (AT )∗ = T ∗A. This and D(B∗) = H imply
B∗ = T ∗A. (1)
3By (1) and the commutativity (iii), we have B∗B = T ∗AB = T ∗BA = (T ∗T )AA.
Since T is normal, (T ∗T )AA = (TT ∗)AA. Moreover, (iii) and the self-adjointness of A
imply AB∗ = B∗A, and hence, (TT ∗)AA = TB∗A = TAB∗ = BB∗. Combining, we
conclude that B∗B = BB∗, that is, B is normal. Moreover, if T is self-adjoint, then
B∗ = TA = B from (1), and hence, we conclude that B is self-adjoint. 
3. Proof of the spectral theorem
We quote the spectral theorem for bounded operators:
Theorem C. Let T : H → H be a normal operator. If T is bounded, then there exists
a Borel spectral measure E such that the following equality holds:
T =
∫
C
z E(dz).
For the proof of Theorem C, see, e.g., [1, Chapter IX, Theorem 2.2].
The aim of this section is to derive Theorem B from Theorem C via Theorem 1,
with a direct use of the commutativity AB = BA and the normality of B. To this end,
we need the following theorem:
Theorem 3. Let Ω1 and Ω2 be locally compact Hausdorff topological spaces with
countable open basis and let E1 and E2 be Borel spectral measures on Ω1 and Ω2,
respectively. Assume that E1 and E2 act on the same Hilbert Space H and commute,
that is, E1(A)E2(B) = E2(B)E1(A) holds for any Borel sets A ⊂ Ω1 and B ⊂ Ω2.
Then there exists a unique Borel spectral measure E1 × E2 on Ω1 × Ω2 such that
(E1 × E2)(A ×B) = E1(A)E2(B)
holds for any Borel sets A ⊂ Ω1 and B ⊂ Ω2.
Proof. See, e.g., [4, Theorem 4.10]. 
We call the above E1×E2 the product spectral measure of E1 and E2. We can verify
the following Fubini-type theorem:
Theorem 4. Let Ω1,Ω2 and E1, E2 be as in Theorem 3 and let f1 : Ω1 → C, f2 :
Ω2 → C be Borel measurable functions. If f2 is bounded, then we have(∫
Ω1
f1 dE1
)(∫
Ω2
f2 dE2
)
=
∫
Ω1×Ω2
f1(ω1)f2(ω2) (E1 × E2)(dω1dω2).
Proof. Let pi1 and pi2 be the projections from Ω1×Ω2 to Ω1 and Ω2, respectively. Then,∫
Ωi
fi dEi =
∫
Ω1×Ω2
fi ◦pii d(E1×E2) holds for i = 1, 2. Thus, the desired result follows
from [4, Theorem 4.16 (iii)]. 
Remark. For a closable linear operator T , we denote by T the closure of T . [4,
Theorem 4.16 (iii)] actually states that (
∫
f dE)(
∫
g dE) =
∫
fg dE holds, where E
is a spectral measure on a measurable space Ω, and f, g : Ω → C are measurable
functions (they may be unbounded). In Theorem 4, by the boundedness of f2, the
operator (
∫
Ω1
f1 dE1)(
∫
Ω2
f2 dE2) is closed, and we need not to take closure.
We are ready to prove Theorem B.
4Proof of Theorem B. Let A,B ∈ L(H) be as in Theorem 1. Since A is self-adjoint and
B is normal, from Theorem C, there exist Borel spectral measures E1 and E2 on R
and C, respectively, satisfying
A =
∫
R
t E1(dt), B =
∫
C
wE2(dw).
Moreover, since B is bounded, there exists a compact set K ⊂ C such that B =∫
K
wE2(dw). We define f : R→ R by f(0) = 0, f(t) = 1/t (t 6= 0). It is easy to show
A−1 =
∫
R
f(t)E1(dt).
The commutativity AB = BA implies that E1 and E2 commute. Therefore, from
Theorem 3, the product spectral measure E1×E2 on R×K exists. By Theorem 4, we
have
T =
(∫
R
f(t)E1(dt)
)(∫
K
wE2(dw)
)
=
∫
R×K
f(t)w (E1 × E2)(dt dw) =
∫
C
z E(dz),
where E denotes the push forward of E1×E2 by the map R×K ∋ (t, w) 7→ f(t)w ∈ C.
We obtain the desired result. 
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