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Abstract
Given a proper total k-coloring c : V (G) ∪ E(G) → {1, 2, . . . , k} of a graph G, we define
the value of a vertex v to be c(v) +
∑
uv∈E(G) c(uv). The smallest integer k such that G
has a proper total k-coloring whose values form a proper coloring is the neighbor sum dis-
tinguishing total chromatic number of G, χ′′Σ(G). Pil´sniak and Woz´niak (2013) conjectured
that χ′′Σ(G) ≤ ∆(G) + 3 for any simple graph with maximum degree ∆(G). In this paper,
we prove this bound to be asymptotically correct by showing that χ′′Σ(G) ≤ ∆(G)(1 + o(1)).
The main idea of our argument relies on Przyby lo’s proof (2014) regarding neighbor sum
distinguishing edge-colorings.
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1. Introduction
A proper k-coloring of a graph G is a function c : V (G) → [k] such that c(u) 6= c(v)
whenever uv ∈ E(G), where [k] denotes {1, . . . , k}. The least k such that G has a proper
k-coloring is the chromatic number of G, χ(G). Clearly χ(G) ≤ ∆(G) + 1, where ∆(G) is
the maximum degree of G. A proper k-edge-coloring of G is a function c : E(G)→ [k] such
that c(uv) 6= c(uw) when v 6= w. The least k such that G has a proper k-edge-coloring
is the edge-chromatic number of G, χ′(G). For a k-edge-coloring c, define the value sc(v)
of a vertex v by
∑
u∈N(v) c(uv). A k-edge-coloring c of G is a proper edge-weighting if sc
forms a proper coloring of G. The least k such that G has a proper k-edge-coloring that
is a proper edge-weighting is the neighbor sum distinguishing edge-chromatic number of a
graph, denoted χ′Σ(G). Note that this graph parameter is well defined only for graphs with
no isolated edges.
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The study of this type of graph invariants, focused on distinguishing vertices by their
associated sums of colors of e.g. their incident edges was initiated in [4], where the parameter
called the irregularity strength of a graph was introduced. Within this, motivated by the
trivial fact that no irregular graph exists (with 1-vertex exception) and with reference to
research in [3] of Chartrand, Erdo˝s and Oellermann on possible alternative definitions of
such a graph, Chartrand et al. tried to propose a measure of irregularity of a given graph G
by means of multiplying edges of G in order to produce an irregular multigraph of G, see [4]
for details. The same construction was also expressed in terms of colorings, where integer
colors of edges of a graph corresponded to multiplicities of the edges in a corresponding
multigraph, while the sums of these colors from the edges incident with a given vertex –
to the degree of this vertex in the multigraph. The irregularity strength is a well studied
graph invariant, but it also gave rise to a whole discipline, which might be referred to
as additive graph labellings or more generally – vertex distinguishing graph colorings, see
e.g. [7], including extensive study of these.
For the edge-coloring parameters, χ′Σ(G) ≥ χ
′(G) ≥ ∆(G), while by Vizing’s Theorem,
χ′(G) ≤ ∆(G) + 1 for every graph G. Flandrin, Marczyk, Przyby lo, Sacle´, and Woz´niak [6]
conjectured that:
Conjecture 1.1 ([6]). If G is a connected graph with at least three vertices other than C5,
then χ′Σ(G) ≤ ∆(G) + 2.
Przyby lo [14] proved an asymptotically optimal upper bound for graphs with large max-
imum degree. Specifically, he showed:
Theorem 1.2 ([14]). If G is a connected graph with ∆(G) sufficiently large, then χ′Σ(G) ≤
∆(G) + 50∆(G)5/6 ln1/6∆(G).
A proper total k-coloring of G is a function c : V (G)∪E(G)→ [k] such that c restricted
to V (G) is a proper coloring, c restricted to E(G) is a proper edge-coloring, and such that
the color on each vertex is different from the color on its incident edges. The least number of
colors in such a coloring of G is denoted by χ′′(G). For a proper total k-coloring c, define the
value sc(v) of a vertex v by c(v)+
∑
u∈N(v) c(uv). A proper total k-coloring c of G is a proper
total weighting if sc is a proper coloring of G. The least k such that G has a proper total
k-coloring that is a proper total weighting is the neighbor sum distinguishing total chromatic
number of G, denoted χ′′Σ(G). Clearly, χ
′′
Σ(G) ≥ χ
′′(G) ≥ ∆(G) + 1. On the other hand,
the famous Total Coloring Conjecture, that has eluded mathematicians for half a century
presumes that χ′′(G) ≤ ∆(G) + 2 for every graph G. This was independently posed by
Vizing [15] and Behzad [2]. Thus far, it has been confirmed up to a (large) additive constant
by means of the probabilistic method, see [11]. Despite that, Pil´sniak and Woz´niak [13]
daringly conjectured the following.
Conjecture 1.3 ([13]). If G is a graph with maximum degree ∆(G), then χ′′Σ(G) ≤ ∆(G)+3.
Pil´sniak and Woz´niak [13] proved that Conjecture 1.3 holds for complete graphs, cycles,
bipartite graphs and subcubic graphs. Using the Combinatorial Nullstellensatz, Wang, Ma,
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and Han [16] proved that the conjecture holds for triangle-free planar graphs with maximum
degree at least 7. Dong and Wang [5] showed that Conjecture 1.3 holds for sparse graphs,
and Li, Liu, and Wang [9] proved that the conjecture holds for K4-minor free graphs. Li,
Ding, Liu, and Wang [8] also confirmed Conjecture 1.3 for planar graphs with maximum
degree at least 13. Finally, Xu, Wu, and Xu [17] proved χ′′Σ(G) ≤ ∆(G) + 2 for graphs G
with ∆(G) ≥ 14 that can be embedded in a surface of nonnegative Euler characteristic.
By modifying Przyby lo’s proof that Conjecture 1.1 is asymptotically correct for graphs
with large maximum degree, we confirm in this paper that Conjecture 1.3 is also asymptot-
ically correct by showing the following.
Theorem 1.4. If G is a graph with ∆(G) sufficiently large, then χ′′Σ(G) ≤ ∆(G)+50∆(G)
5/6 ln1/6∆(G).
2. Ideas
We color the vertices of the graph first and produce an edge-coloring such that the
combined total coloring is a proper total weighting. For a coloring g and an edge-coloring h,
let g ⊔ h be the total coloring produced by combining g and h.
Our main work is in producing the desired edge-coloring. Our Lemma 2.3 serves a
similar purpose to Lemma 6 of Przyby lo [14]. Lemma 2.3 guarantees (not necessarily proper)
colorings c1 and c2 of the vertices and edges respectively such that the colors are roughly
evenly distributed. These colorings are used to produce an initial (also improper) edge-
coloring c′ by setting c′(uv) = c1(u)+c1(v)+c2(uv). Statement (3) of Lemma 2.3 guarantees
that the colors used by c′ are also roughly evenly distributed. Finally, statement (4) of
Lemma 2.3 will be used to guarantee that the final values for the vertices form a proper
coloring. The proof uses the Lova´sz Local Lemma and the Chernoff Bound in the forms
below.
Theorem 2.1 (Lova´sz Local Lemma [1]). Let A1, . . . , An be events in an arbitrary probability
space. Suppose that each event Ai is mutually independent of a set of all but at most D others
of these events, and that P(Ai) ≤ p for all 1 ≤ i ≤ n. If ep(D+1) ≤ 1, then P(
⋂n
i=1Ai) > 0.
Theorem 2.2 (Chernoff Bound [10]). If 0 ≤ t ≤ np, then
P(|BIN(n, p)− np| > t) < 2e−t
2/3np,
where BIN(n, p) is a binomial random variable with n independent trials having success
probability p.
For a vertex v, let d(v) be the degree of v.
Lemma 2.3. Let H be a graph of maximum degree at most D. For any coloring c1 of V (H)
and a vertex v ∈ V (H) with d = d(v), let
S(v) =
(⌈
D2/3 ln1/3D
⌉
+
⌈
D1/2
⌉)
dc1(v) +R(d,D),
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where R is a function of two variables.
If D is sufficiently large, then there exist colorings c1 : V (H) →
[⌈
D1/6 ln−1/6D
⌉]
and
c2 : E(H) →
[⌈
D1/3 ln−1/3D
⌉]
such that if S(v) ≤ D2 for all v ∈ V (H), then for every
vertex v:
(1). if d ≥ D5/6 ln1/6D, then the number of neighbors u of v having any given color c1(u)
is within 3D5/12 ln7/12D of d
(⌈
D1/6 ln−1/6D
⌉)−1
;
(2). if d ≥ D5/6 ln1/6D, then the number of edges e incident with v having any given color
c2(e) is within 3D
1/3 ln2/3D of d
(⌈
D1/3 ln−1/3D
⌉)−1
;
(3). for every integer c with 3 ≤ c ≤ 2
⌈
D1/6 ln−1/6D
⌉
+
⌈
D1/3 ln−1/3D
⌉
, the number of
edges uv incident with v such that c1(u) + c1(v) + c2(uv) = c is at most 2D
1/3 ln1/3D
if d < D2/3, or at most D2/3 ln1/3D + 3D1/3 ln2/3D otherwise;
(4). if d ≥ 3D5/6 ln1/6D, then for every integer α > 0, the number of neighbors u of v such
that d
2
≤ d(u) ≤ 2d and S(u) ∈ Id,α,D is at most d
(
D1/6 ln−1/6D
)
−1
+3D5/12 ln7/12D,
where
Id,α,D =
(
(α− 1)
d
2
D2/3 ln1/3D,α
d
2
D2/3 ln1/3D
]
.
Proof (Sketch). The only difference between Lemma 6 of [14] and Lemma 2.3 above is
that Przyby lo writes:
S(v) =
(⌈
D2/3 ln1/3D
⌉
+ 4
⌈
D1/3 ln2/3D
⌉)
dc1(v) +R(d,D)
and we have
S(v) =
(⌈
D2/3 ln1/3D
⌉
+
⌈
D1/2
⌉)
dc1(v) +R(d,D).
Our change to the lower order term in S(v) comes from an increase in the number of possible
colors to be used on the edges and is made to accommodate a total coloring. However, the
proof is unchanged, so we omit the details and give only a sketch of the ideas.
Start with colorings c1 and c2 where the color assigned to each vertex and edge is chosen
independently and uniformly at random. For each vertex v, define four events corresponding
to v violating each of (1), (2), (3), and (4). For each bad event E, the Chernoff bound shows
that the probability of E is less than D−5/2. Since all events for a vertex v are mutually
independent of those corresponding to vertices at distance at least three from v, each event
is mutually independent of all but at most 3 + 4D2 other events. Finally, since
eD−5/2(4 + 4D2) < 1,
the Lova´sz Local Lemma implies that there is some selection of c1 and c2 such that none of
the bad events occurs.
To form a total coloring, we start with a coloring of the vertices and extend it to a
total coloring. To guarantee that the total coloring is proper, we use a result of Molloy and
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Reed [12]. A list assignment L for E(G) assigns to each edge e a list L(e) of permissible
colors. Given a list assignment L for the edges of G, if a proper edge-coloring c can be
chosen so that c(e) ∈ L(e) for all e ∈ E(G), then we say that G is L-edge-colorable. The list
edge-chromatic number χ′ℓ(G) of G is the least k such that G is L-edge-colorable for any list
assignment L satisfying |L(e)| ≥ k for all e ∈ E(G).
Theorem 2.4 (Molloy and Reed [12]). There is a constant k such that χ′ℓ(G) ≤ ∆(G) +
k∆(G)1/2(log∆(G))4 for every graph G.
3. Proof of Theorem 1.4
We first give an outline of the proof.
Suppose G is a graph and g : V (G) → [∆(G) + 1] is a proper coloring of G. We will
produce a proper edge-coloring h such that g ⊔ h is a proper total weighting. Let M be
a maximal matching in G. Producing h takes three steps: the first two steps focus on
producing an edge-coloring of G−M , and the final step assigns colors to M .
More specifically, in Step 1, we use Theorem 2.4 to define an edge-coloring h1 forE(G)−M
such that g ⊔ h1 is a proper total coloring of G−M . In Step 2, we modify h1 to obtain an
edge-coloring h2 on E(G)−M so that h2⊔g is a proper total coloring and sg⊔h2(u) 6= sg⊔h2(v)
whenever uv ∈ M . In Step 3, we extend h2 to M to obtain a coloring h of E(G) such that
g ⊔ h is a proper total coloring that is also a proper total weighting of G.
Proof. Let G be a graph with maximum degree D. Let M be a maximal matching in G,
and define G′ by setting V (G′) = V (G) and E(G′) = E(G)−M . Let g : V (G)→ [D+1] be
a proper coloring of G (and thus of G′).
Let CV =
⌈
D1/6 ln−1/6D
⌉
and CE =
⌈
D1/3 ln−1/3D
⌉
. These are the numbers of col-
ors used in the coloring c1 and the edge-coloring c2 guaranteed by Lemma 2.3. Let d0 =
D5/6 ln1/6D so that 3d0 is the the degree threshold in Lemma 2.3 (4). Let CM = ⌈47d0⌉;
we will color M from [CM ]. The dominant term in the “stretch factor” used to produce a
proper edge-coloring is
⌈
D2/3 ln1/3D
⌉
, which we abbreviate as C.
Step 1: The coloring h1 is defined in several phases. Our argument follows that of
Sections 5.1 and 5.2 in [14], with modifications to produce a total coloring rather than an
edge-coloring.
Let c1 : V (G
′) → [CV ] and c2 : E(G
′) → [CE ] be the colorings of V (G
′) and E(G′)
guaranteed by Lemma 2.3, where the function R(d,D) will be specified later.
Assign uv ∈ E(G′) a tentative color c′(uv) which we define by
c′(uv) = [c1(u) + c1(v) + c2(uv)]
(
C +
⌈
D1/2
⌉)
+ CM .
This coloring is not a proper edge-coloring. However, by Lemma 2.3 (3), the colors are
distributed so that we will be able to modify them to produce a proper edge-coloring h1.
Note that
⌈47d0⌉ < c
′(uv) ≤ (2CV + CE)(C +
⌈
D1/2
⌉
) + CM ≤ D + 49d0 + o(d0). (1)
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The colors 1 through CM are not used until Step 3, when they are used on M .
For each β ∈ {3, . . . , 2CV + CE}, the set of integers from β
(
C +
⌈
D1/2
⌉)
+ CM to (β +
1)
(
C +
⌈
D1/2
⌉)
+CM−1 will be called a β-palette. Note that at this point of the construction,
only the smallest member of each palette may appear as a color of an edge of G′. Each edge
uv in E(G′) is now assigned a β-palette with β = c1(u) + c1(v) + c2(uv). Note that c
′(uv)
belongs to such β-palette. This will also hold throughout the construction for h1(uv) and
h2(uv). We will now define h1(e) = c
′(e) + a1(e), where a1(e) specifies which element from
the palette associated with e is assigned to e. To this end, let P = {0, . . . , C +
⌈
D1/2
⌉
− 1}.
We divide P into a lower and upper portion with P− = {0, . . . , C +
⌈
D1/2/2
⌉
} and P+ =
{C +
⌈
D1/2/2
⌉
+ 1, . . . , C +
⌈
D1/2
⌉
− 1}.
In our specification of the final coloring h, we will have h(e)− c′(e) ≤ C +
⌈
D1/2
⌉
, so if
D is sufficiently large, then by (1),
h(e) ≤ D + 49d0 + o(d0) + C +
⌈
D1/2
⌉
< D + 50D5/6 ln1/6D = D + o(D).
To choose a1(e), we first specify a list assignment and then use Theorem 2.4. For ev-
ery consecutive β ∈ {3, . . . , 2CV + CE} we now proceed as follows. Let Gβ be the span-
ning subgraph of G′ with E(Gβ) = {e ∈ E(G
′) : c′(e) = β(C + ⌈D1/2⌉) + CM}. By
Lemma 2.3 (3), ∆(Gβ) ≤ D
2/3 ln1/3D + 3D1/3 ln2/3D. For an edge uv ∈ E(Gβ), let
Tβ(uv) = {g(u)− c
′(uv), g(v)− c′(uv)}. To guarantee that edges receive colors distinct
from the colors of their endpoints, let Lβ(uv) = P
− − Tβ(uv). For D sufficiently large, we
thus have
|Lβ(uv)| ≥ C +
⌈
D1/2/2
⌉
− 2 ≥ ∆(Gβ) + k∆(Gβ)
1/2 log4(∆(Gβ)),
where k is the constant from Theorem 2.4. Let a1,β be an Lβ-edge-coloring for Gβ guaranteed
by Theorem 2.4. For every uv ∈ E(Gβ) we then set a1(uv) = a1,β(uv).
Note that in h1, only the lower portion of the elements from each palette is used. The
remaining colors in the palettes are used in Step 2.
The definition of a1 guarantees that under h1 no color is used on two incident edges.
Thus h1 is a proper edge-coloring. Furthermore, for every uv ∈ E(G
′) we have h1(uv) /∈
{g(u), g(v)}, so g ⊔ h1 is a proper total coloring of G
′.
Step 2: This step has two phases, with no substantial difference between our argument and
that of Section 5.3 in [14].
For every vertex of degree at least D2/3, we randomly select a neighboring edge from G′.
Using the Lova´sz Local Lemma, we can choose these edges so that dH(v) − 1 ≤ 2D
1/3 ≤
1
2
(1
2
D1/2−6) for every v ∈ V (G), where H is the subgraph induced by the chosen edges. We
examine the edges of H one by one (in any order). When we reach the last edge uv of H
incident with any edge (or two edges) of M , we modify the color on uv if necessary so that
the ends of its incident edge (or two edges) fromM have distinct values assigned afterwards.
In order to achieve the described goal, we pick a′2(uv) ∈ P
+ − Tβ(uv) (where uv is assigned
the β-palette) so that replacing a1(uv) with a
′
2(uv) for such an edge uv preserves properness
of the total coloring as well. The above bound on the degrees in H makes this possible. Let
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a′2(e) = a1(e) for all other (unmodified) edges of G
′, and let h′2(e) = c
′(e) + a′2(e) for every
e ∈ E(G′).
Let M ′ be the set of edges in M whose endpoints currently do not have distinct colors.
For each edge uu′ ∈M ′, we pick an edge uw ∈ E(G′) incident with uu′ in G. By the choice
of h′2, we have d(u) < D
2/3 (as otherwise u and u′ would be sum distinguished due to the
construction of h′2 from the previous paragraph), so by Lemma 2.3 (3), there are at most
2D1/3 ln1/3D members of the palette assigned to c′(uw) on the edges incident with u and at
most C +3D1/3 ln2/3D members of this palette on the edges incident with w. We may thus
easily pick a2(uw) ∈ P − Tβ(uw) so that (after replacing a
′
2(uw) with a2(uw)) the values of
u and u′ are different and that if ww′ ∈ M , then the values of w and w′ are also different
(and so that the total coloring remains proper).
For all other edges e of G′, set a2(e) = a
′
2(e) and let h2(e) = c
′(e) + a2(e).
Step 3: This step follows the argument from Section 5.4 from [14]. We present the argument
with the computations omitted and simply emphasize the change made to accommodate a
total coloring.
Before we define h, we need to know (roughly) the current value of the vertices. For any
v ∈ V (G) we have
s(v) = g(v) +
∑
u∈N(v)
h2(uv).
Let v be a vertex with d = d(v) ≥ d0. Using Lemma 2.3 (1) and (2), we may break s(v) into
a dominant term S(v) and an error term F (v). Specifically, we write s(v) = S(v) + F (v)
where
S(v) = g(v) + dCM +
(
C +
⌈
D1/2
⌉)
×
[
dc1(v) +
d
CV
(
CV + 1
2
)
+
d
CE
(
CE + 1
2
)]
(2)
and
F (v) =
∑
u∈N(v)
a2(uv) +
(
C +
⌈
D1/2
⌉)
×
[
f1(v)
(
CV + 1
2
)
+ f2(v)
(
CE + 1
2
)]
, (3)
where |f1(v)| ≤ 3D
5/12 ln7/12D and |f2(v)| ≤ 3D
1/3 ln2/3D result from the error terms in
the distribution of colors from Lemma 2.3 (1) and (2).
We define R so that this S(v) is the one needed to apply Lemma 2.3. Note that S(v) ≤ D2
when D is sufficiently large. Additionally, notice that by (2) and (3), S(v) ∼ dD
2
, while
|F (v)| ≤
(
5
2
+ o(1)
)
D5/3 ln1/3D. Thus
3
4
dD
2
< sg⊔h2(v) <
5
4
dD
2
(4)
when D is sufficiently large (and this will not change if we later increase the value of every
vertex by an irrelevant additive non-negative factor of at most CM while choosing colors for
the edges in M).
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Each vertex v with d < 3d0 automatically has fewer than
1
2
CM − 1 neighbors whose
value can equal the value of v. Consider a vertex v with d ≥ 3d0. If u is a neighbor of v
satisfying d(u) ≥ d0 and d(u) /∈ [
d
2
, 2d], then sg⊔h2(u) <
5
8
d(u)D < 5
16
dD (if d(u) < d
2
) or
sg⊔h2(u) >
3
8
d(u)D > 3
4
dD (if d(u) > 2d), hence the values of u and v differ by more than
CM under g ⊔ h2 due to inequalities (4). Additionally, by (1), every neighbor u of v with
d(u) < d0 will have value at most d(u)(D+50d0)+(D+1) <
9
8
d0D ≤
3
8
dD < sg⊔h2(v) by (4).
Thus the only neighbors of v whose values could eventually equal that of v have degrees in
[d
2
, 2d]. The upper bound for |F (v)| thus shows that any neighbor u of v that eventually
could have value equal to the value of v has S(u) in one of the intervals Id,α,D for at most
2[(10 + o(1))D
d
+ 1] + 1 consecutive values of α. Thus, Lemma 2.3 guarantees that there are
at most (23 + o(1))d0 neighbors of v whose values could eventually equal to that of v.
We may thus extend h2 to h using colors in [CM ] on the edges in M so that g ⊔ h is a
proper total coloring that is a proper total weighting of G.
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