Abstract-The paper considers the coherent quantum Linear Quadratic Gaussian (CQLQG) control problem for timevarying quantum plants governed by linear quantum stochastic differential equations over a bounded time interval. A controller is sought among quantum linear systems satisfying physical realizability (PR) conditions. The latter describe the dynamic equivalence of the system to an open quantum harmonic oscillator and relate its state-space matrices to the free Hamiltonian, coupling and scattering operators of the oscillator. Using the Hamiltonian parameterization of PR controllers, the CQLQG problem is recast into an optimal control problem for a deterministic system governed by a differential Lyapunov equation. The state of this subsidiary system is the symmetric part of the quantum covariance matrix of the plant-controller state vector. The resulting covariance control problem is treated using dynamic programming and Pontryagin's minimum principle. The associated Hamilton-Jacobi-Bellman equation for the minimum cost function involves Frechet differentiation with respect to matrix-valued variables. The gain matrices of the CQLQG optimal controller are shown to satisfy a quasiseparation property as a weaker quantum counterpart of the filtering/control decomposition of classical LQG controllers.
I. INTRODUCTION
Quantum feedback control involves two major paradigms, one of which employs classical information on the quantum mechanical system retrieved through a macroscopic measuring device and thus accompanied by decoherence and the loss of quantum information, as reflected, for example, in the projection postulate of quantum mechanics. A different, less "invasive", approach, apparently practiced by nature to stabilize matter on an atomic scale, is through direct interaction of quantum mechanical systems, possibly mediated by light fields. With the advances in quantum optics and nanotechnology making it possible to manipulate such interconnection, measurement-free coherent quantum controllers provide an important alternative to the classical observation-actuation control loop. Coherent quantum feedback can be implemented, for example, using quantumoptical components, such as optical cavities, beam splitters, phase shifters, and modelled by linear quantum stochastic differential equations (QSDEs) [8] , [9] corresponding to open quantum harmonic oscillators [2] . The associated notion of physical realizability (PR) [4] , [11] reflects the dynamic equivalence of a system to an open quantum harmonic oscillator. Being organized as quadratic constraints on the state-space matrices, the PR conditions imposed on the controller complicate the solution of quantum analogues to the classical Linear Quadratic Gaussian (LQG) and H ∞ -control problems, and it is particularly so in regard to the Coherent Quantum LQG (CQLQG) problem [7] which has yet to be solved. This paper is concerned with a finite-horizon time-varying version of the CQLQG control problem, with a PR quantum controller being sought to minimize the average output "energy" of the closed-loop system over a bounded time interval. For the original infinite-horizon time-invariant setting of the problem, a numerical procedure was proposed in [7] to compute suboptimal controllers, and algebraic equations were obtained in [17] for the optimal CQLQG controller. In the present paper, we outline a dynamic programming approach to the time-varying CQLQG problem by recasting it as a deterministic optimal control problem for a dynamical system governed by a differential Lyapunov equation. The state of the subsidiary system is the symmetric part of the quantum covariance matrix of the plant-controller state vector. The role of control in this covariance control [13] problem is played by a triple of matrices from the Hamiltonian parameterization of a PR controller which relates its state-space matrices to the free Hamiltonian, coupling and scattering operators of an open quantum harmonic oscillator [1] . The subsidiary covariance control problem is treated using dynamic programming in conjunction with Pontryagin's minimum principle [10] . The appropriate costate of the subsidiary system is shown to coincide with the observability Gramian of the underlying closed-loop system. The resulting Hamilton-Jacobi-Bellman equation (HJBE) for the minimum cost function of the closed-loop system state covariance matrix involves Frechet differentiation in noncommutative matrix-valued variables. Such partial differential equations (PDEs) were considered, for example, in [15] in a different context of entropy variational problems for Gaussian diffusion processes. Using the invariance of PR quantum controllers under the group of symplectic equivalence transformations of the state-space matrices (which is a salient feature of such controllers), we establish symplectic invariance of the minimum cost function. This reduces the minimization of Pontryagin's control Hamiltonian [14] to two independent quadratic optimization problems which yield the gain matrices of the optimal CQLQG controller. As in the time-invariant case [17] , this decoupling is a weaker quantum counterpart of the filtering/control separation principle of classical LQG controllers [5] . The equations for the optimal quantum controller involve the inverse of special self-adjoint operators on matrices from [17] . Complete proofs of all the statements are given in [18] .
II. OPEN QUANTUM PLANT
The quantum plant considered below is an open quantum system which is coupled to another such system (playing the role of a controller), with the dynamics of both systems affected by the environment. At any time t, the plant is described by a n-dimensional vector x t of self-adjoint operators on a Hilbert space, with n even. The plant state vector x t evolves in time and contributes to a p-dimensional output of the plant y t (also with self-adjoint operator-valued entries) according to QSDEs
Here, the matrices
are known deterministic functions of time, sufficiently smooth for well-posedness of the QSDEs,
is the "signal part" of the plant output y t , and η t is the output of the controller to be described in Section III. The noise from the environment is represented by an m 1 -dimensional quantum Wiener process w t (with m 1 even) on the boson Fock space [8] with a canonical Ito table
Here, i := √ −1 is the imaginary unit, I m is the identity matrix of order m (with the subscript sometimes omitted), and J 1 is a real antisymmetric matrix, which is given by
(with ⊗ the Kronecker product of matrices, and µ 1 := m 1 /2) and specifies the canonical commutation relations (CCRs) for the quantum noise of the plant as
Vectors are assumed to be organized as columns unless indicated otherwise, and the transpose (·) T acts on vectors and matrices with operator-valued entries as if the latter were scalars. Accordingly, the (j, k)th entry of the matrix [W, W T ], associated with a vector W of operators
T denotes the transpose of the entry-wise adjoint (·)
# . In application to ordinary matrices, (·) † is the complex conjugate transpose ((·)) T and will be written as (·) * .
III. COHERENT QUANTUM CONTROLLER
A measurement-free coherent quantum controller is another quantum system with a n-dimensional state vector ξ t with self-adjoint operator-valued entries whose interconnection with the plant (1)-(3) is described by the QSDEs
Here,
n×p1 are sufficiently smooth deterministic functions of time, and, similarly to (3), the process
is the signal part of the controller output η t . The process ω t in (7) and (8) is the controller noise which is assumed to be an m 2 -dimensional quantum Wiener process (with m 2 even) that commutes with the plant noise w t in (1) and (2) and also has a canonical Ito table dω t dω T t = (I m2 + iJ 2 /2)dt with the CCR matrix
where µ 2 := m 2 /2. In view of (7), the matrices b t and e t will be referred to as the controller noise and observation gain matrices, even though y t is not an observation signal in the classical control theoretic sense. The combined set of equations (1)- (3) and (7)- (9) describes the fully quantum closed-loop system shown in Fig. 1 . The process ζ t in (9) is plant contr.
--
The plant and controller form a closed-loop quantum system described by (1)- (3) and (7)- (9), which is influenced by the environment through the quantum Wiener noises wt and ωt.
analogous to the actuator signal in classical control theory. Following the classical approach, the performance of the quantum controller is described in terms of an r-dimensional process
Its entries are linear combinations of the plant state and "actuator output" variables whose relative importance is specified by the matrices F t ∈ R r×n and G t ∈ R r×m2 which are known sufficiently smooth deterministic functions of time t. The weighting matrices F t , G t are free from physical constraints and their choice is dictated by the control design preferences. The 2n-dimensional combined state vector
T of the closed-loop system and the "output" Z t in (11) are governed by the QSDEs
driven by the combined
T with a block diagonal Ito table
in conformance with (4)- (6), (10) . The state-space matrices of the closed-loop system (12) are given by
IV. PHYSICAL REALIZABILITY CONDITIONS
The CCRs for the closed-loop system state vector are described by a real antisymmetric matrix
which, up to a factor of 2, coincides with the imaginary part of the quantum covariance matrix of X t , with E(·) the quantum expectation (associated, in what follows, with the vacuum state). The matrix Θ t evolves in time according to a differential Lyapunov equationΘ t = A t Θ t + Θ t A T t + B t JB T t , where J is the CCR matrix of the combined quantum Wiener process W t from (13) in the sense that [dW t , dW (15) is initialized by
where K 1 , K 2 are real antisymmetric matrices. Then the CCR matrix of X t is preserved in time if and only if
for any t 0. Since the left-hand side of (17) is always antisymmetric, then, in view of (14), CCR preservation is equivalent to three equations
to be satisfied at any time t. Therefore, the fulfillment of the equalities
which pertain to the controller and plant, respectively, is sufficient for (19). Note that (20) and (21) are the conditions of physical realizability (PR) [4] , [7] of the quantum controller in the sense of equivalence of its input-output operator to an open quantum harmonic oscillator [2] . In a similar fashion, (18) and (22) The fact that the CCR preservation property for the closedloop system state alone "covers" the separate PR conditions for the plant and controller as input-output operators is explained by the "internalization" of their outputs which become part of the state dynamics when the systems are coupled. In what follows, the controller state CCR matrix is assumed to be given by
where ν := n/2, so that the controller PR conditions (20) and (21) take the form
The first PR condition (24) is a linear equation with respect to a t whose solutions are parametrized by real symmetric matrices R t of order n as
These solutions form an affine subspace in R n×n obtained by translating the linear subspace of Hamiltonian matrices {a ∈ R n×n : aJ 0 + J 0 a T = 0} = J 0 S n = S n J 0 by a skewHamiltonian matrix a t , that is, a particular solution of (24) which is a quadratic function of b t and e t . Here, S n denotes the subspace of real symmetric matrices of order n, and R t ∈ S n specifies the free Hamiltonian operator ξ 
The matrix d t , which quantifies the instantaneous gain of the controller output η t with respect to the controller noise ω t , is assumed to be fixed. Then (26), (27) completely parametrize the state-space matrices of a PR controller by the matrix triple
which will be regarded as an element of the Hilbert space U := R n×m2 × R n×p1 × S n with the inherited inner product (b, e, R), (β, , ρ) := b, β + e, + R, ρ .
V. COHERENT QUANTUM LQG CONTROL PROBLEM In extending the infinite-horizon time invariant case from [7] , [17] , the CQLQG control problem is formulated as the minimization of the average output "energy" of the closedloop system (12) over a bounded time interval [0, T ]:
where the minimum is taken over the maps t → u t in (28) which parametrizes the n-dimensional controllers (7)-(9) satisfying the PR conditions (24), (25). Here,
is a positive semi-definite symmetric matrix which is the real part of the quantum covariance matrix of the closed-loop system state vector X t . The matrix P t satisfies the differential Lyapunov equatioṅ
The affine operator L t,ut is the infinitesimal generator of a two-parameter semi-group, which acts on P and depends on the triple u t of current matrices of the PR controller from (28) through (14), (26), (27). If P 0 were zero (which is forbidden by the positive semi-definiteness of the quantum covariance matrix E(X 0 X T 0 ) = P 0 + iΘ 0 /2 0), then P t would coincide with the controllability Gramian, over the time interval [0, t], of a classical linear time-varying system with the state-space realization triple (A t , B t , C t ) driven by a standard Wiener process. The fact that E T in (29) is representable as the LQG cost of a classical system reduces the CQLQG problem to a constrained LQG control problem for an equivalent classical plant 
driven by an (m 1 + m 2 )-dimensional standard Wiener process, with the controller being noiseless. In accordance with the standard convention, the block structure of the statespace realization in (32) corresponds to partitioning the input into the noise and control, and the output into the to-be-controlled and observation signals. We will develop a dynamic programming approach to (29) as an optimal control problem for a subsidiary dynamical system with state P t in (30) governed by the ODE (31) whose right-hand side is specified by the matrix triple u t from (28). With the time horizon T assumed to be fixed, the minimum cost function is defined by
for any t ∈ [0, T ] and P ∈ S + 2n , with S + m the set of real positive semi-definite symmetric matrices of order m. Here, the infimum is taken over all admissible state-space matrices of the PR controller on the time interval [t, T ], provided that the initial symmetric covariance matrix of the closed-loop system state vector is ReE(X t X T t ) = P . VI. SYMPLECTIC INVARIANCE As in the time-invariant case [17] , the PR conditions (24)-(25) are invariant with respect to the group of symplectic similarity transformations of the controller matrices a t → σa t σ −1 , b t → σb t , e t → σe t , c t → c t σ −1 , where σ is an arbitrary (possibly, time-varying) symplectic matrix of order n in the sense that σJ 0 σ T = J 0 . This corresponds to the canonical state transformation ξ t → σξ t ; see also [12, Eqs. (12)- (14)]. Any such transformation of a PR controller leads to its equivalent state-space representation, with the matrix R t transformed as
T . Hence, the minimum cost function V t (P ) in (33) is invariant under the corresponding group of transformations of the closed-loop system state covariance matrix P , that is,
for any symplectic matrix σ. Assuming that V t (P ) is Frechet differentiable in P , its symplectic invariance (34) can be described in differential terms. To formulate the lemma below, the matrix P ∈ S + 2n is split into blocks P jk ∈ R n×n , block-rows P j• := (P jk ) 1 k 2 ∈ R n×2n and block-columns
where P 11 is related to the state variables of the plant, whilst P 22 pertains to those of the controller. The S 2n -valued Frechet derivative of the minimum cost function has an analogous partitioning
where the 1/2-factor takes into account the symmetry of P . Note that Q T ≡ 0 since V T ≡ 0 in view of (33). Associated with V t is a map H t : S + 2n → R 2n×2n defined by
which is also partitioned into blocks as in (35) except that the matrix H t (P ) is not necessarily symmetric. Also, H(N ) := (N +J 0 N T J 0 )/2 denotes the orthogonal projection of a matrix N ∈ R n×n onto the subspace of Hamiltonian matrices. Lemma 2: Suppose the minimum cost function V t (P ) in (33) is Frechet differentiable with respect to P ∈ S + 2n . Then it satisfies the PDE
which means that the controller block of the matrix H t (P ) from (37) is a skew-Hamiltonian matrix. The relation (38) is, in fact, a system of first order scalar homogeneous linear PDEs which are associated with n(n + 1)/2 entries of a real symmetric matrix of order n. This system is underdetermined since, for a fixed P 11 , the total number of independent scalar variables is n(3n + 1)/2. It can be shown that this system of PDEs satisfies the involutivity condition and is locally completely integrable by the Frobenius integration theorem [3] . However, instead of "disassembling" (38) into scalar equations which would lead to the loss of the underlying algebraic structure, it can be treated as one PDE with noncommutative matrix-valued variables. Such PDEs were encountered, for example, in entropy variational problems for Gaussian diffusion processes in [15] . The general solution of the PDE (38) is given below.
Theorem 1:
defined for P ∈ S + 2n with P 22 0, satisfies the PDE (38). Moreover, (39) describes a general smooth solution of the PDE over any connected component of the set {P ∈ S + 2n : det P 12 = 0, P 22 0}.
Theorem 1 shows that, due to the symplectic invariance, at any time t, the minimum cost function V t (P ) can depend on the matrix P only through the special combinations of its blocks P 11 , P 12 P −1 22 P 21 , P 12 J 0 P 21 which constitute a maximal set of nonconstant invariants of P with respect to the transformation group P → SP S T described in (34).
VII. HAMILTON-JACOBI-BELLMAN EQUATION
Assuming that the minimum cost function V t (P ) from (33) is continuously differentiable with respect to t and P in the sense of Frechet, the dynamic programming principle yields the HJBE
Here, the minimization is over the triple u := (b, e, R) of the current matrices b := b t , e := e t , R := R t of the PR controller, and the map Q t : S + 2n → S 2n is associated with V t by (36). Also,
is the control Hamiltonian [14] of Pontryagin's minimum principle [10] applied to the CQLQG problem (29) as an optimal control problem for the dynamical system (31) with state P and control u. In view of (14), (26), (27) and (31), the matrix R ∈ S n which parametrizes the free Hamiltonian operator of the PR controller, enters the control Hamiltonian Π t (P, b, e, R, Q) only through A t and in an affine fashion. Moreover, by considering (41) with Q = Q t (P ) as in (40), it follows that
where we have used the notations (35)-(37) and Lemma 2.
The R-independence of the right-hand side of (42) reduces the minimization problem in (40) to
This does not mean, however, that R t = 0 has to be satisfied for the optimal quantum controller. The optimization problem (43) is solved in Section VIII. We will now show that the map Q t from (36), evaluated at an optimal trajectory of the system (31) and thus describing the costate of this system through the Pontryagin equationṡ
coincides with the observability Gramian of the closed-loop system (14) . Here,( ) is the total time derivative, and the partial Frechet derivatives of (41) are taken with respect to Q, P as independent S 2n -valued variables. Lemma 3: Suppose the minimum cost function V t (P ) from (33) is twice continuously Frechet differentiable in t and P . Also, let there exist functions b t (P ) and e t (P ) which are Frechet differentiable in P and deliver the minimum in (43). Then the matrix Q t := Q t (P t ), obtained by evaluating the map (36) at an optimal trajectory P t of the system (31), satisfies the differential Lyapunov equatioṅ
where A t , C t are the corresponding state-space matrices of the closed-loop system with the optimal CQLQG controller. The ODE (45), whose right-hand side coincides with −∂ P Π t in conformance with (44), is the differential Lyapunov equation which governs the observability Gramian Q t of the closed-loop system under the optimal CQLQG controller backwards in time t T with zero terminal condition Q T = 0. This (or an alternative reasoning by the monotonicity of V t (P ) in P ) can be used to show that the map Q t , given by (36), takes values in S + 2n . Therefore, H t (P ) in (37) is a diagonalizable matrix with all real nonnegative eigenvalues which correspond to the squared Hankel singular values of the closed-loop system in view of the interpretation of Q t and P t as the observability and controllability Gramians. We will refer to H t as the Hankelian of the closed-loop system.
VIII. OPTIMAL CONTROLLER GAIN MATRICES
Since the matrix C t in (14) only depends on b t in view of (27), the minimization on the right-hand side of (43) can be represented as
that is, a minimization problem over the PR controller gain matrices b := b t and e := e t . Here,
is the Lyapunov operator from (31) obtained by letting R t = 0 in (26) and substituting the remaining skew-Hamiltonian part a t of the controller matrix a t into (14) , which yields
By using the structure of the matrices a t and c t in (26) and (27), and the matrix A t from (48), the minimization problem (46) can be decoupled into two independent quadratic minimization problems in b and e; see [18] for details. This independence describes a quasi-separation property of the gain matrices [17] and can be interpreted as a weaker quantum counterpart of the filtering/control separation principle of the classical LQG control. The optimal values of the controller gain matrices b and e are unique and are given by
provided the following self-adjoint operators of grades three and two (see [17, Section 7] ) on R n×m2 and R n×p1 are positive definite:
Here, we have used the property that the matrix H 22 t J 0 is antisymmetric since the controller block H 22 t of the Hankelian (37) is skew-Hamiltonian in view of (38).
Theorem 2: Suppose the minimum cost function V t (P ) for the CQLQG problem, defined by (33), is continuously Frechet differentiable in t and P , and the associated selfadjoint operators N t and M t in (51) and (52) are positive definite. Then the gain matrices b t , e t of an optimal PR −1 H t J 0 ) < 1, with r(·) the spectral radius of a matrix, then both operators N t and M t are positive definite. Since each of the matrices Q t (P ) and P enters N t and M t in (51) and (52) in a linear fashion, the dependence of b t and e t on these matrices is linear-fractional and hence, smooth, provided that N t 0 and M t 0 (such values of P form an open set). Therefore, if, in addition to the assumptions of Theorem 2, the minimum cost function V t (P ) is twice continuously Frechet differentiable with respect to P , then the optimal CQLQG controller gain matrices b t and e t are continuously Frechet differentiable functions of P . If, furthermore, V t is twice continuously Frechet differentiable in t and P , this ensures the applicability of Lemma 3, which utilizes the viewpoint of Pontryagin's minimum principle on the CQLQG problem.
IX. EQUATIONS FOR THE OPTIMAL QUANTUM
CONTROLLER The set of equations for the optimal CQLQG controller over the time interval 0 t T consists of two Lyapunov ODEs (31) and (45) for the controllability and observability Gramians P t , Q t of the closed-loop system:
with the split boundary conditions P 0 = P and Q T = 0, where P ∈ S + 2n is a given matrix satisfying P + iΘ 0 /2 0. According to (14) , (26), (27), the closed-loop system matrices A t , B t , C t are expressed in terms of the controller matrices b t , e t , R t as
