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Abstract
Many financial time series have varying structures at different quantile levels, and
also exhibit the phenomenon of conditional heteroscedasticity at the same time. In
the meanwhile, it is still lack of a time series model to accommodate both of the
above features simultaneously. This paper fills the gap by proposing a novel con-
ditional heteroscedastic model, which is called the quantile double autoregression.
The strict stationarity of the new model is derived, and a self-weighted conditional
quantile estimation is suggested. Two promising properties of the original double
autoregressive model are shown to be preserved. Based on the quantile autocorrela-
tion function and self-weighting concept, two portmanteau tests are constructed, and
they can be used in conjunction to check the adequacy of fitted conditional quan-
tiles. The finite-sample performance of the proposed inference tools is examined by
simulation studies, and the necessity of the new model is further demonstrated by
analyzing the S&P500 Index.
Key words: Autoregressive time series model; Conditional heteroscedasticity; Portmanteau
test; Quantile model; Strict stationarity.
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1 Introduction
The conditional heteroscedastic models have become a standard family of nonlinear time se-
ries models since the introduction of Engle’s (1982) autoregressive conditional heteroscedas-
tic (ARCH) and Bollerslev’s (1986) generalized autoregressive conditional heteroscedas-
tic (GARCH) models. Among existing conditional heteroscedastic models, the double
autoregressive (AR) model recently has attracted more and more attentions; see Ling
(2004, 2007), Ling and Li (2008), Zhu and Ling (2013), Li et al. (2016), Li et al. (2017),
Zhu et al. (2018) and references therein. This model has the form of
yt “
pÿ
i“1
φiyt´i ` εt
gffeω ` pÿ
j“1
βjy
2
t´j, (1.1)
where ω ą 0, βj ě 0 with 1 ď j ď p, and tεtu are identically and independently distributed
(i.i.d.) random variables with mean zero and variance one. It is a special case of AR-ARCH
models in Weiss (1986), and will reduce to Engle’s (1982) ARCH model when all φi’s are
zero. The double AR model has two novel properties. First, it has a larger parameter space
than that of the commonly used AR model. For example, when p “ 1, the double AR model
may still be stationary even as |φ1| ě 1 (Ling, 2004), whereas this is impossible for AR-
ARCH models. Secondly, no moment condition on yt is needed to derive the asymptotic
normality of the Gaussian quasi-maximum likelihood estimator (QMLE) (Ling, 2007).
This is in contrast to the ARMA-GARCH model, for which the finite fourth moment of
the process is unavoidable in deriving the asymptotic distribution of the Gaussian QMLE
(Francq and Zakoian, 2004), resulting in a much narrower parameter space (Li and Li,
2009).
In the meanwhile, conditional heteroscedastic models are considered mainly for mod-
eling volatility and financial risk. Some quantile-based measures, such as the value-at-risk
(VaR), expected shortfall and limited expected loss, are intimately related to quantile es-
timation, see, e.g., Artzner et al. (1999), Wu and Xiao (2002), Bassett et al. (2004) and
Francq and Zakoian (2015). Therefore, it is natural to consider the quantile estimation for
conditional heteroscedastic models. Many researchers have investigated the conditional
quantile estimation (CQE) for the (G)ARCH models; see Koenker and Zhao (1996) for
linear ARCH models, Xiao and Koenker (2009) for linear GARCH models, Lee and Noh
2
(2013) and Zheng et al. (2018) for quadratic GARCH models. Chan and Peng (2005) con-
sidered a weighted least absolute deviation estimation for double AR models with the order
of p “ 1, and Zhu and Ling (2013) studied the quasi-maximum exponential likelihood es-
timation for a general double AR model. It is still open to perform the CQE for double
AR models.
Moreover, for the double AR process generated by model (1.1), its τth conditional
quantile has the form of
Qτ pyt|Ft´1q “
pÿ
i“1
φiyt´i ` bτ
gffeω ` pÿ
j“1
βjy
2
t´j, 0 ă τ ă 1, (1.2)
and the coefficients of φi’s are all τ -independent, where Ft is the σ-field generated by
tys, s ď tu, and bτ is the τth quantile of εt. However, when modeling the closing prices of
S&P500 Index by the CQE, we found that the estimated coefficients of φi’s depend on the
quantile level significantly, while those of βj ’s also slightly depend on the quantile level;
see Figures 3 and 4 in Section 6 for empirical evidences. Actually this phenomenon can
also be found in many other stock indices. Koenker and Xiao (2006) proposed a quantile
AR model by extending the common autoregression, and the corresponding coefficients
are defined as functions of quantile levels. By adapting the method in Koenker and Xiao
(2006), this paper attempts to introduce a new conditional heteroscedastic model, called
the quantile double autoregression, to better interpret the financial time series with the
above phenomenon. Particularly, this paper has three main contributions below.
(a) A direct extension of Koenker and Xiao’s method will result in a strong constraint
that the coefficients of y2t´j ’s will be zero at a certain quantile level simultaneously;
see Section 2. A novel transformation of SQpxq “
a|x| sgnpxq is first introduced to
the conditional scale structure in Section 2, and hence this drawback can be removed.
Section 2 also establishes the strict stationarity and ergodicity of the newly proposed
model, and the first novel property of double AR models is shown to be preserved.
(b) The finite third moment on tytu will be inevitable for the asymptotic normality of
the CQE (Zhu and Ling, 2011), and this will make the resulting parameter space
narrower; see Section 2. When modeling the infinite variance AR model, Ling (2005)
3
proposed a self-weighted least absolute deviation method to avoid the possible mo-
ment condition. Motivated by Ling (2005), Section 3 considers a self-weighted CQE,
and only a fractional moment on the process is needed. As a result, the second
novel property of double AR models is preserved. Moreover, the objective function
in this paper is non-differentiable and non-convex, and this causes the challenges in
asymptotic derivations. Section 3 overcomes the difficulty by adopting the bracketing
method in Pollard (1985), and this is another important contribution of this paper.
(c) In line with the estimating procedure in Section 3, Section 4 first introduces a self-
weighted quantile autocorrelation function (Li et al., 2015), and two portmanteau
test statistics are then constructed to jointly check the adequacy of the fitted condi-
tional quantile.
In addition, Section 5 conducts simulation studies to evaluate the finite-sample per-
formance of self-weighted estimators and portmanteau tests, and Section 6 presents an
empirical example to illustrate the usefulness of the new model and its inference tools.
Conclusion and discussion are made in Section 7. All the technical details are relegated
to the Appendix. Throughout the paper, Ñd denotes the convergence in distribution, and
opp1q denotes a sequence of random variables converging to zero in probability.
2 Quantile double autoregression
This section introduces the quantile double autoregression, a new conditional heteroscedas-
tic model, to accommodate the phenomenon that the financial time series may have varying
structures at different quantile levels.
Consider the τth conditional quantile of a double AR process at (1.2). By reparam-
eterizing it and letting the corresponding coefficients depend on the quantile level τ , we
may naturally have
Qτ pyt|Ft´1q “
pÿ
i“1
φipτqyt´i ` bpτq
gffe1` pÿ
j“1
βjpτqy2t´j , 0 ă τ ă 1; (2.1)
see Zhu et al. (2018). However, if there exists τ˚ such that bpτ˚q “ 0, all y2t´j’s will then
disappear from the quantile structure at this level, i.e. the contributions of all y2t´j’s are
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zero at a certain quantile level simultaneously. Moreover, both coefficient functions bpτq
and βjpτq are related to the same term of y2t´j.
This paper attempts to tackle the problem by looking for a way to move bτ P R at (1.2)
inside the square root, and it leads to a transformation of SQpxq “
a|x| sgnpxq, which is
an extension of the square root function with the support from R` “ r0,`8q to R, where
sgnp¨q is the sign function. As a result, we define the quantile double AR process to be a
time series with its τth conditional quantile having the form of
Qτ pyt|Ft´1q “
pÿ
i“1
φipτqyt´i ` SQ
˜
bpτq `
pÿ
j“1
βjpτqy2t´j
¸
, for all 0 ă τ ă 1, (2.2)
where bp¨q, φip¨q’s and βjp¨q’s with 1 ď i, j ď p are continuous functions p0, 1q Ñ R. Let
tutu be a sequence of i.i.d. standard uniform random variables. As in Koenker and Xiao
(2006), we have an equivalent definition below,
yt “
pÿ
i“1
φiputqyt´i ` SQ
˜
bputq `
pÿ
j“1
βjputqy2t´j
¸
. (2.3)
According to the definition of conditional quantile functions, the right hand side of
(2.2) is an increasing random function with respect to τ , and this implies that bp¨q is an
increasing function. We may further assume that
řp
i“1 φipτqyt´i is an increasing function
with respect to τ (Koenker and Xiao, 2006), and βjp¨q’s with 1 ď j ď p are all increasing
functions. As a result, it is guaranteed that (2.2) defines a qualified conditional quantile
function. Moreover, it is not necessary to assume that bp¨q and βjp¨q’s with 1 ď j ď p are
all equal to zero at a certain quantile level, and the drawback of the definition at (2.1) is
then removed.
Remark 1. When
ş1
0
SQrbpτqsdτ “ 0, for all 0 ă τ ă 1, let φipτq “ φi with 1 ď i ď p,
βjpτq “ bpτqβj{ω with 1 ď j ď p, and bτ “ SQrbpτqs{
?
ω, where ω “ ş1
0
|bpτq|dτ . Then
model (2.2) will reduce to (1.2), i.e. the quantile double AR model at (2.3) includes the
double AR model at (1.1) as a special case. Moreover, when bpτq and βjpτq’s with 1 ď
j ď p are zero for all 0 ă τ ă 1, model (2.3) will reduce to the quantile AR model in
Koenker and Xiao (2006).
Let yt “ pyt, yt´1, . . . , yt´p`1q1, where tytu is a quantile double AR process generated by
model (2.3). It can be verified that tytu is a homogeneous Markov chain on the state space
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pRp,Bp, νpq, where Bp is the class of Borel sets of Rp, and νp is the Lebesgue measure
on pRp,Bpq. Denote by F p¨q and fp¨q the distribution and density functions of bputq,
respectively. It holds that F p¨q “ b´1p¨q and E|bputq|δ “
ş1
0
|bpτq|δdτ for any δ ą 0.
Assumption 1. The density function fp¨q is positive and continuous on tx P R : 0 ă
F pxq ă 1u, and ş1
0
|bpτq|κ{2dτ ă 8 for some 0 ă κ ď 1.
Theorem 1. Under Assumption 1, if
pÿ
i“1
max
"ż 1
0
ˇˇ
φipτq ´
a
|βipτq|
ˇˇκ
dτ,
ż 1
0
ˇˇ
φipτq `
a
|βipτq|
ˇˇκ
dτ
*
ă 1,
then there exists a strictly stationary solution tytu to the quantile double AR model at (2.3),
and this solution is unique and geometrically ergodic with E|yt|κ ă 8.
Since ut is a standard uniform random variable, the condition in the above theorem
is equivalent to
řp
i“1max
!
E
ˇˇ
φiputq ´
a|βiputq|ˇˇκ, E ˇˇφiputq `a|βiputq|ˇˇκ) ă 1. Moreover,
for the double AR model at (1.1), Ling (2007) derived its stationarity condition for the
case with εt being a standard normal random variable, while it is still unknown for the
other distributions of εt. From Theorem 1 and Remark 1, we can obtain a stationarity
condition for a general double AR model below.
Corollary 1. Suppose that εt has a positive and continuous density on its support, and
E|εt|κ ă 8 for some 0 ă κ ď 1. If
řp
i“1max
 
E|φi ´ εt
?
βi|κ, E|φi ` εt
?
βi|κ
( ă 1, then
there exists a strictly stationary solution tytu to the double AR model at (1.1), and this
solution is unique and geometrically ergodic with E|yt|κ ă 8.
For the case with the order of p “ 1, when εt is symmetrically distributed, the above
condition can be simplified to E|φ1 ` εt
?
β1|κ ă 1. Moreover, if the normality of εt is
further assumed, the necessary and sufficient condition for the strict stationarity is then
E ln |φ1 ` εt
?
β1| ă 0 (Ling, 2007). The comparison of the above stationarity regions is
illustrated in the left panel of Figure 1. It can be seen that a larger value of κ in Corollary 1
leads to a higher moment of yt, and hence results in a narrower stationarity region. Figure
1 also gives the stationarity regions with different distributions of εt. As expected, the
parameter space of model (1.1) becomes smaller as εt gets more heavy-tailed.
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3 Self-weighted conditional quantile estimation
Let y1,t “ pyt, ..., yt´p`1q1, y2,t “ py2t , ..., y2t´p`1q1, φpτq “ pφ1pτq, . . . , φppτqq1 and βpτq “
pβ1pτq, . . . , βppτqq1. Denote by θτ “ pφ1pτq, bpτq,β1pτqq1 the parameter vector of the quan-
tile double AR model. From (2.2), we then can define the conditional quantile function
below,
qtpθτ q “ y11,t´1φpτq ` SQ
`
bpτq ` y12,t´1βpτq
˘
,
and this paper considers a self-weighted conditional quantile estimation (CQE),
pθτn “ ppφ1npτq,pbnpτq, pβ1npτqq1 “ argmin
θτ
nÿ
t“p`1
wtρτ pyt ´ qtpθτ qq ,
where ρτ pxq “ xrτ ´ Ipx ă 0qs is the check function, and twtu are nonnegative random
weights; see also Ling (2005) and Zhu and Ling (2011).
When wt “ 1 for all t with probability one, the self-weighted CQE will become the
common CQE. Since yt´qtpθτ q “ y11,t´1rφputq´φpτqs`SQpbputq`y12,t´1βputqq´SQpbpτq`
y12,t´1βpτqq, it is necessary to assume E|yt| ă 8 to achieve the consistency, and higher order
moment will be needed for the asymptotic normality; see, e.g., Gross and Steiger (1979),
An and Chen (1982) and Davis et al. (1992) for the least absolute deviation estimation
of infinite variance AR models. As a result, it will lead to a much narrower stationarity
region; see Figure 1 for the illustration.
Denote the true parameter vector by θτ0 “ pφ10pτq, b0pτq,β10pτqq1, and it is assumed to
be an interior point of the parameter space Θ Ă R2p`1, which is a compact set. Moreover,
let Ft´1p¨q and ft´1p¨q be the distribution and density functions of yt conditional on Ft´1,
respectively.
Assumption 2. tytu is strictly stationary and ergodic with E|yt|κ ă 8 for some 0 ă κ ď 1.
Assumption 3. twtu is strictly stationary and ergodic, and wt is nonnegative and mea-
surable with respect to Ft´1 with Erwt}y1,t´1}3s ă 8.
Assumption 4. With probability one, ft´1p¨q and its derivative function 9ft´1p¨q are uni-
formly bounded, and ft´1p¨q is positive on the support tx : 0 ă Ft´1pxq ă 1u.
7
Theorem 1 in the previous section gives a sufficient condition for Assumption 2, and
the proposed self-weighted CQE can handle very heavy-tailed data since only a fractional
moment is needed. Assumption 4 is mainly to simplify the technical proofs. The strong
consistency requires the positiveness and continuity of ft´1p¨q, while the boundedness of
ft´1p¨q and 9ft´1p¨q is needed for the
?
n-consistency and asymptotic normality.
Theorem 2. Suppose that mint|bpτq|, |β1pτq|, . . . , |βppτq|u ě C for a constant C ą 0. If
Assumptions 2-4 hold, then pθτn Ñ θτ0 almost surely as nÑ8.
The nonzero restriction on bpτq and βjpτq with 1 ď j ď p is due to two reasons: (1) the
first order derivative of SQpxq does not exist at x “ 0, and we need to bound the term of
bpτq`y12,t´1βpτq away from zero; and (2) this term will also be used to reduce the moment
requirement on y1,t´1 or y2,t´1 in the technical proofs and, without it, a moment condition
on yt will be required.
Let htpθτ q “ bpτq ` y12,t´1βpτq, and denote the first derivative of qtpθτ q by 9qtpθτ q “
py11,t´1, 0.5|htpθτ q|´1{2, 0.5|htpθτ q|´1{2y12,t´1q1. Define p2p`1qˆp2p`1q symmetric matrices
Ω0pτq “ E
“
w2t 9qtpθτ0q 9q1tpθτ0q
‰
, Ω1pτq “ E
“
ft´1pF´1t´1pτqqwt 9qtpθτ0q 9q1tpθτ0q
‰
and Σpτq “ τp1´ τqΩ´11 pτqΩ0pτqΩ´11 pτq.
Theorem 3. Suppose that the conditions of Theorem 2 hold. If Ω1pτq is positive definite,
then
(i)
?
nppθτn ´ θτ0q “ Opp1q; and
(ii)
?
nppθτn ´ θτ0q Ñd N p0,Σpτqq as nÑ8.
The technical proof of the above theorem is nontrivial since the objective function of the
self-weighted CQE is non-convex and non-differentiable. The main difficulty is to prove the
?
n-consistency at Theorem 3 (i), and we overcome it by adopting the bracketing method
in Pollard (1985). For random weights twtu, there are many choices satisfying Assumption
3, and the selection of optimal weights was discussed by Ling (2005), Zhu and Ling (2011)
and Zhu et al. (2018). However, it becomes much more complicated for a quantile model
as in (2.3). As a result, this paper suggests to simply use wt “ p1`
řp
i“1 |yt´i|3q´1.
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To estimate the quantity of ft´1pF´1t´1pτqq in the asymptotic variance at Theorem 3, we
consider the difference quotient method (Koenker, 2005),
pft´1pF´1t´1pτqq “ 2hpQτ`hpyt|Ft´1q ´ pQτ´hpyt|Ft´1q ,
where pQτ pyt|Ft´1q “ qtppθτnq is the fitted τth conditional quantile. For bandwidth h, we
employ two commonly used choices, proposed by Bofinger (1975) and Hall and Sheather
(1988), in the literature; see Koenker and Xiao (2006) and Li et al. (2015). The two ma-
trices Ω0pτq and Ω1pτq can then be approximated by the sample averages below,
pΩ0pτq “ 1
n
nÿ
t“p`1
w2t 9qtppθτnq 9q1tppθτnq and pΩ1pτq “ 1n
nÿ
t“p`1
pft´1pF´1t´1pτqqwt 9qtppθτnq 9q1tppθτnq,
where 9qtppθτnq “ py11,t´1, 0.5|htppθτnq|´1{2, 0.5|htppθτnq|´1{2y12,t´1q1. Consequently, a consistent
estimator pΣpτq of the asymptotic variance matrix Σpτq can be constructed.
From the self-weighted CQE pθτn, the τth quantile of yt conditional on Ft´1 can be
estimated by qtppθτnq. The following corollary provides the theoretical justification for
one-step ahead forecasting, and it is a direct result from Taylor expansion and Theorem 3.
Corollary 2. Under the conditions of Theorem 3, it holds that
pQτ pyn`1|Fnq ´Qτ pyn`1|Fnq “ 9q1n`1pθτ0qppθτn ´ θτ0q ` oppn´1{2q.
In practice, we may consider multiple quantile levels simultaneously, say τ1 ă τ2 ă ¨ ¨ ¨ ă
τK . Although t pQτkpyn`1|FnquKk“1 from the proposed procedure may not be monotonically
increasing in k, it is convenient to employ the rearrangement method in Chernozhukov et al.
(2010) to solve the quantile crossing problem after the estimation.
4 Diagnostic checking for conditional quantiles
To check the adequacy of fitted conditional quantiles, we construct two portmanteau tests
to detect possible misspecifications in the conditional location and scale, respectively.
Let ηt,τ “ yt´Qτ pyt|Ft´1q “ yt´ qtpθτ0q be the conditional quantile error. In line with
the estimating procedure in the previous section, it is natural to introduce the self-weighted
quantile autocorrelation function (QACF), which actually is a combination of the concept
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of QACF in Li et al. (2015) and the idea of self-weighting in Ling (2005). Specifically, the
self-weighted QACF of tηt,τu at lag k is defined as
ρk,τ “ qcorτtηt,τ , ηt´k,τu “
Erwtψτ pηt,τ qpηt´k,τ ´ µ1,τqsb
pτ ´ τ 2qσ21,τ
, k “ 1, 2, . . . ,
where ψτ pxq “ τ ´ Ipx ă 0q, twtu are random weights used in Section 3, µ1,τ “ Epηt,τ q
and σ21,τ “ varpηt,τ q. By replacing ηt´k,τ with |ηt´k,τ |, a variant of ρk,τ can be defined as
rk,τ “ qcorτtηt,τ , |ηt´k,τ |u “
Erwtψτ pηt,τ qp|ηt´k,τ | ´ µ2,τqsb
pτ ´ τ 2qσ22,τ
, k “ 1, 2, . . . ,
where µ2,τ “ Ep|ηt,τ |q and σ22,τ “ varp|ηt,τ |q. Note that if Qτ pyt|Ft´1q is correctly specified
by model (2.2), then ρk,τ “ 0 and rk,τ “ 0 for all k ě 1.
Accordingly, denote by tpηt,τu the conditional quantile residuals, where pηt,τ “ yt ´pQτ pyt|Ft´1q “ yt´ qtppθτnq. The self-weighted residual QACFs at lag k can then be defined
as
pρk,τ “ 1b
pτ ´ τ 2qpσ21,τ
1
n´ p
nÿ
t“p`k`1
wtψτ ppηt,τ qppηt´k,τ ´ pµ1,τ q
and
prk,τ “ 1b
pτ ´ τ 2qpσ22,τ
1
n´ p
nÿ
t“p`k`1
wtψτ ppηt,τ qp|pηt´k,τ | ´ pµ2,τq,
where pµ1,τ “ pn´pq´1řnt“p`1 pηt,τ , pµ2,τ “ pn´pq´1řnt“p`1 |pηt,τ |, pσ21,τ “ pn´pq´1řnt“p`1ppηt,τ´pµ1,τ q2 and pσ22,τ “ pn´pq´1řnt“p`1p|pηt,τ |´pµ2,τ q2. For a predetermined positive integer K, letpρ “ ppρ1,τ , . . . , pρK,τq1 and pr “ ppr1,τ , . . . , prK,τq1. We first derive the asymptotic distributions
of pρ and pr.
Let H1k “ Erwtft´1pF´1t´1pτqq 9qtpθτ0qηt´k,τ s, H2k “ Erwtft´1pF´1t´1pτqq 9qtpθτ0q|ηt´k,τ |s,
ǫ1,t “ pηt,τ , . . . , ηt´K`1,τ q1 and ǫ2,t “ p|ηt,τ |, . . . , |ηt´K`1,τ |q1. For i “ 1 and 2, denote the
K ˆ p2p ` 1q matrices Hipτq “ pHi1, . . . , HiKq1 and Mipτq “ Erw2t ǫi,t´1 9q1tpθτ0qs, and the
K ˆK matrices Ψipτq “ Epw2t ǫi,t´1ǫ1i,t´1q and
Πipτq “ σ´2i,τ rΨipτq `HipτqΞpτqH 1ipτq ´MipτqΩ´11 pτqH 1ipτq ´HipτqΩ´11 pτqM 1ipτqs,
where Ξpτq “ Ω´11 pτqΩ0pτqΩ´11 pτq.
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Theorem 4. Suppose the conditions of Theorem 3 hold and Epy2t q ă 8, then we have
?
npρÑd Np0,Π1pτqq and ?npr Ñd Np0,Π2pτqq as nÑ 8.
The finite second moment of yt is required in the above theorem, while the condition
of Ep|yt|3q ă 8 is unavoidable if we set wt “ 1 for all t. This paper tried many other ap-
proaches, such as transforming the residuals by a bounded and strictly increasing function
(Zhu et al., 2018), however, the condition of Epy2t q ă 8 is unavoidable.
As in Section 3, we first employ the difference quotient method to estimate the the quan-
tity of ft´1pF´1t´1pτqq, and then approximate the matrices in Π1pτq and Π2pτq by sample
averages with ηt,τ being replaced by pηt,τ . Consequently two consistent estimators, denoted
by pΠ1pτq and pΠ2pτq, for the asymptotic variances in Theorem 4 can be constructed, respec-
tively. We then can check the significance of pρk,τ ’s and prk,τ ’s individually by establishing
their confidence intervals.
From Theorem 4, the Box-Pierce type test statistics can be designed below,
Q1pKq “ n
Kÿ
k“1
pρ2k,τ Ñd z11z1 and Q2pKq “ n Kÿ
k“1
pr2k,τ Ñd z12z2,
where z1 and z2 are multivariate normal random vectors with zero mean vectors and
variance matrices Π1pτq and Π2pτq, respectively. The test statistic Q1pKq (or Q2pKq) can
be used to check the significance of pρk,τ (or prk,τ) with 1 ď k ď K jointly. To calculate
the critical value or p-value of Q1pKq (or Q2pKq), we generate a sequence of, say B “
10000, multivariate random vectors with the same distribution of z1 (or z2), and then
use the empirical distributions to approximate the corresponding null distribution. From
the simulation experiments in the next section, Q1pKq is more powerful in detecting the
misspecification in the conditional location, while Q2pKq has a better performance in
detecting the misspecification in the conditional scale. As in Li and Li (2008), these two
test statistics should be used in conjunction to check the adequacy of the fitted conditional
quantiles.
5 Simulation studies
This section conducts three simulation experiments to evaluate the finite-sample perfor-
mance of the proposed self-weighted CQE in Section 3 and diagnostic tools in Section 4.
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For all experiments, we consider two sample sizes, n “ 500 and 1000, and there are 1000
replications for each sample size.
The first experiment is to evaluate the self-weighted CQE pθτn. The data generating
process is
yt “φputqyt´1 ` SQpbputq ` βputqy2t´1q, (5.1)
where ut are i.i.d. standard uniform random variables. We set the coefficient functions
below,
φpτq “ ´0.2, bpτq “ S´1Q pF´1b pτqq and βpτq “ 0.4bpτq, (5.2)
where S´1Q pτq “ τ 2 sgnpτq is the inverse function of SQp¨q, and Fbp¨q is the distribution
function of the standard normal, the Student’s t5 or the Student’s t3 random variable.
Note that the above data generating process is equivalent to a double AR model, yt “
´0.2yt´1 ` εt
a
1` 0.4y2t´1, with εt having the distribution of Fbp¨q. Two bandwidths are
used in the difference quotient method,
hB “ n´1{5
"
4.5f 4NpF´1N pτqq
r2pF´1N pτqq2 ` 1s2
*1{5
and hHS “ n´1{3z2{3α
"
1.5f 2NpF´1N pτqq
2pF´1N pτqq2 ` 1
*1{3
,
where fNp¨q and FN p¨q are the standard normal density and distribution functions, re-
spectively, and zα “ F´1N p1 ´ α{2q with α being set to 0.05; see Bofinger (1975) and
Hall and Sheather (1988). The bandwidth hB is selected by minimizing the mean square
error of Gaussian density estimation, while hHS is obtained based on the Edgeworth ex-
pansion for studentized quantiles.
Table 2 presents the bias, empirical standard deviation (ESD) and asymptotic standard
deviation (ASD) of pθτn at quantile level τ “ 0.05 or 0.25, and the corresponding values of
θτ0 are also given. It can be seen that, as the sample size increases, the biases, ESDs and
ASDs decrease, and the ESDs get closer to their corresponding ASDs. Moreover, the biases,
ESDs and ASDs get smaller as the quantile level increases from τ “ 0.05 to τ “ 0.25. It
is obvious since there are more observations as the quantile level gets near to the center,
although the true values of bpτq and βpτq also become smaller as τ approaches 0.5. Finally,
most biases, ESDs and ASDs increase as the distribution of Fbp¨q gets heavy-tailed, and
the bandwidth hHS outperforms hB in general. We next consider a more general setting
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of coefficient functions,
φpτq “ 0.5τ, bpτq “ S´1Q pF´1b pτqq and βpτq “ 0.5τbpτq. (5.3)
The bias, ESD and ASD of pθτn are listed in Table 3, and we have the findings similar to
the case with coefficient functions (5.2).
The second experiment considers the self-weighted residual QACFs, pρk,τ and prk,τ , and
the approximation of their asymptotic distributions. The number of lags is set to K “ 6,
and all the other settings are the same as in the first experiment. For model (5.1) with
coefficient function (5.2), Tables 4 and 5 give the biases, ESDs and ASDs of pρk,τ and prk,τ ,
respectively, with lags k “ 2, 4 and 6. We have four findings for both residual QACFs pρk,τ
and prk,τ : (1) the biases, ESDs and ASDs decrease as the sample size increases or as the
quantile level increases from τ “ 0.05 to 0.25; (2) the ESDs and ASDs are very close to
each other; (3) the biases, ESDs and ASDs get smaller as Fbp¨q becomes heavy-tailed; (4)
two bandwidths hHS and hB perform similarly. For the case with coefficient functions at
(5.3), similar results can be found, and hence are omitted.
In the third experiment, we study the proposed portmanteau tests Q1pKq and Q2pKq.
The data generating process is
yt “c1yt´2 ` SQ
`
bputq ` 0.1bputqy2t´1 ` c2bputqy2t´2
˘
(5.4)
with bp¨q being defined as in previous experiments, while a quantile double AR model
with order one is fitted to the generated sequences. As a result, the case of c1 “ c2 “ 0
corresponds to the size, the case of c1 ‰ 0 to the misspecification in the conditional location,
and the case of c2 ‰ 0 to the misspecification in the conditional scale. Two departure
levels, 0.1 and 0.3, are considered for both c1 and c2, and we calculate the critical values
by generating B “ 10000 random vectors. Table 6 gives the rejection rates of Q1p6q and
Q2p6q. It can be seen that the size gets closer to the nominal rate as the sample size n
increases to 1000 or the quantile level τ increases to 0.25, and almost all powers increase
as the sample size or departure level increases. Moreover, two bandwidths hHS and hB
perform similarly in terms of both sizes and powers. In general, Q1pKq is more powerful
than Q2pKq in detecting the misspecification in the conditional location. However, Q2pKq
is more powerful in detecting the misspecification in the conditional scale, and actually
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Q1pKq even has no power at τ “ 0.25. This indicates that Q1pKq and Q2pKq should be
used in conjunction. Finally, when the data are more heavy-tailed, Q1pKq becomes less
powerful in detecting the misspecification in the conditional location, while Q2pKq is more
powerful in detecting the misspecification in the conditional scale. This may be due to the
mixture of two effects: the worse performance of the estimation and the larger value of
|c2bpτq| in the conditional scale.
In sum, both the self-weighted CQE and diagnostic tools can be used to handle the
heavy-tailed time series, and the two portmanteau tests are suggested to be used together
to check the adequacy of fitted conditional quantiles. For the selection of bandwidth in
estimating the quantity of ft´1pF´1t´1pτqq, we recommend hHS since it has a more stable
performance in estimation, and a comparable performance in diagnostic checking. It is
used in estimating the covariance matrices in the next section.
6 An empirical example
This section analyzes the weekly closing prices of S&P500 Index from January 10, 1997 to
December 30, 2016. Figure 2 gives the time plot of log returns in percentage, denoted by
tytu, and there are 1043 observations in total. The summary statistics for tytu are listed
in Table 1, and it can be seen that the data is negatively skewed and heavy-tailed.
Table 1: Summary statistics for log returns
Min Max Mean Median Std. Dev. Skewness Kurtosis
-20.189 11.251 0.000 0.097 2.488 -0.746 6.119
The autocorrelation can be found from the sample autocorrelation functions (ACFs) of
both tytu and ty2t u. We then consider a double AR model,
yt “´ 0.0910.040yt´1 ` 0.0510.036yt´2 ´ 0.0130.037yt´3
` εt
b
2.5830.193 ` 0.2550.031y2t´1 ` 0.1320.039y2t´2 ` 0.1970.035y2t´3, (6.1)
where the Gaussian QMLE is employed, standard errors are given in the corresponding
subscripts, and the order is selected by the Bayesian information criterion (BIC) with
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pmax “ 5. It can be seen that, at the 5% significance level, all fitted coefficients in the
conditional mean are insignificant or marginally significant, while those in the conditional
variance are significant.
We apply the quantile double AR model with order three to the sequence, and the
quantile levels are set to τk “ k{20 with 1 ď k ď 19. The estimates of φipτq for 1 ď i ď 3,
together with their 95% confidence bands, are plotted against the quantile level in Figure
3, and those of φi in the fitted double AR model (6.1) are also given for the sake of
comparison. The confidence bands of φipτq and φi at lags 1 and 2 are not overlapped at
the quantile levels around τ “ 0.8, while those at lag 3 are significantly separated from each
other around τ “ 0.2. We may conclude the τ -dependence of φipτq’s, and the commonly
used double AR model is limited in interpreting such type of financial time series.
We next attempt to compare the fitted coefficients in the conditional scale of our model
with those of model (6.1). Note that, from Remark 1, the quantity of βjpτq{bpτq for each
1 ď j ď p in the quantile double AR model corresponds to βj{ω in the double AR model.
Moreover, when the quantile level τ is near to 0.5, the estimate of bpτq is very small, and
this makes the value of pβjpτq{pbpτq abnormally large. As a result, Figure 4 plots the fitted
values of βjpτq{bpτq for 1 ď j ď 3, together with their 95% confidence bands, against the
quantile level with |τ ´ 0.5| ě 0.15, and the fitted values of βj{ω from model (6.1) are
also reported. The confidence bands of β1pτq{bpτq and β1{ω are separated from each other
for the quantile levels around τ “ 0.25. Note that, for the double AR model (1.2), the
coefficients in the conditional scale include SQpbτβjq with 1 ď j ď p, which already depend
on the quantile level. We may argue that it is still not flexible enough in interpreting this
series.
Since 5% VaR is usually of interest for the practitioner, we give more details about the
fitted conditional quantile at τ “ 0.05,
pQ0.05pyt|Ft´1q “0.0910.198yt´1 ` 0.3790.135yt´2 ` 0.2600.139yt´3
` SQ
`´6.9511.773 ´ 0.2610.698y2t´1 ´ 0.3670.413y2t´2 ´ 1.3460.501y2t´3˘ ,
where standard errors are given in the corresponding subscripts of the estimated coeffi-
cients. Figure 5 plots the residual QACFs pρk,τ and prk,τ , and they slightly stand out the
95% confidence bands only at lags 1 and 4. The p-values of Q1pKq and Q2pKq are all larger
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than 0.717 and 0.733 respectively for K “ 10, 20 and 30. We may conclude that both
residual QACFs are insignificant both individually and jointly, and the fitted conditional
quantile is adequate.
We consider the one-step ahead conditional quantile prediction at level τ “ 0.05, which
is the negative values of 5% VaR forecast, and a rolling forecasting procedure is per-
formed. Specifically, we begin with the forecast origin n “ 501, which corresponds to
the date of August 11, 2006, and obtain the estimated coefficients of the quantile dou-
ble AR model with order three and using the data from the beginning to the forecast
origin (exclusive). For each fitted model, we calculate the one-step ahead conditional
quantile prediction for the next trading week by pQ0.05pyn`1|Fnq “ ř3i“1 pφip0.05qyn`1´i `
SQ
´pbp0.05q `ř3j“1 pβjp0.05qy2n`1´j¯. Then we advance the forecast origin by one and re-
peat the previous estimation and prediction procedure until all data are utilized. These
predicted values are displayed against the time plot in Figure 2. The magnitudes of VaRs
become larger as the return becomes more volatile, and the returns fall below their calcu-
lated negative 5% VaRs occasionally.
In sum, it is necessary to consider the quantile double AR model to interpret these
stock indices, and the proposed inference tools can also provide reliable results.
7 Conclusion and discussion
This paper proposes a new conditional heteroscedastic model, which has varying structures
at different quantile levels, and its necessity is illustrated by analyzing the weekly S&P500
Index. A simple but ingenious transformation SQp¨q is introduced to the conditional scale,
and this makes the AR coefficients free from nonnegative constraints. The strict station-
arity of the new model is derived, and inference tools, including a self-weighted CQE and
two portmanteau tests, are constructed.
Our model can be extended in two directions. First, as far as we know, this is the
first quantile conditional heteroscedastic model in the literature, and it is certainly of
interest to consider other types of quantile conditional heteroscedastic time series models
(Francq and Zakoian, 2010). Moreover, based on the transformation of SQp¨q, the proposed
quantile double AR model (2.3) has a seemingly linear structure. As a result, we may
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consider a multivariate quantile double AR model, say with order one,
ylt “
Nÿ
m“1
φlmpultqym,t´1 ` SQ
˜
blpultq `
Nÿ
m“1
βlmpultqy2m,t´1
¸
, 1 ď l ď N,
where yt “ py1t, ..., yNtq1 is a N -dimensional time series, ut “ pu1t, ..., uNtq1, bputq “
pb1pu1tq, ..., bN puNtqq1, φputq “ pφlmpultqq and βputq “ pβlmpultqq are N ˆ N coefficient
matrices, and the marginal distributions of ut are all standard uniform; see Tsay (2014). It
may be even possible to be able to handle high-dimensional time series, when the coefficient
matrices φputq and βputq are sparsed or have a low-rank structure (Zhu et al., 2017). We
leave it for future research.
Appendix: Technical proofs
This appendix gives the technical proofs of Theorems 1-4, and Lemmas 1-2 give some
preliminary results for proving Theorem 3. Throughout the appendix, the notation C is a
generic constant which may take different values from lines to lines. The norm of a matrix
or column vector is defined as }A} “atrpAA1q “bři,j |aij |2.
Proof of Theorem 1. Let yt “ pyt, yt´1, . . . , yt´p`1q1, Bp be the class of Borel sets of Rp,
and νp be the Lebesgue measure on pRp,Bpq. Denote by m : Rp Ñ R the projection map
onto the first coordinate, i.e. mpxq “ x1 for x “ px1, x2, . . . , xpq1. Define the function
Gpu; v1, v2q “ v11φpuq ` SQ pbpuq ` v12βpuqq for u P p0, 1q and vectors v1, v2 P Rp, where
bp¨q, φp¨q and βp¨q are defined as in Section 3. As a result, tytu is a homogeneous Markov
chain on the state space pRp,Bp, νpq, with transition probability
P px, Aq “
ż
mpAq
2|bpruq ` x1Qβpruq|1{2f `S´1Q pz ´ x1φpruqq ´ x1Qβpruq˘ dz
for x P Rp and A P Bp, where xQ “ px21, x22, . . . , x2pq1, ru “ G´1pz;x,xQq with G´1 being the
inverse function of Gpu;x,xQq, f is the density function of bputq, and S´1Q pxq “ x2 sgnpxq
is the inverse function of SQpxq.
We can further show that its p-step transition probability is
P ppx, Aq “
ż
A
pź
i“1
2|bpruiq `X 12,i´1βpruiq|1{2
ˆ f `S´1Q `zi ´X 11,i´1φpruiq˘´X 12,i´1βpruiq˘ dz1 . . . dzp, (A.1)
17
where rui “ G´1pzi;X1,i´1,X2,i´1q with X1,i “ pzi, . . . , z1, x1, . . . , xp´iq1 and X2,i “
pz2i , . . . , z21 , x21, . . . , x2p´iq1. Observe that, by Assumption 1, P ppx, Aq ą 0 for any x P Rp
and A P Bp with νppAq ą 0, i.e., tytu is νp-irreducible.
To show that tytu is geometrically ergodic, next we verify the Tweedie’s drift criterion
(Tweedie, 1983, Theorem 4). Note that pa ` bqκ ď aκ ` bκ for a, b ą 0 and 0 ă κ ď 1.
Moreover, since ´|c| ´ |d| ď c ` d ď |c| ` |d| for any constants c and d. Then for any
u P p0, 1q, it follows that
´
a
|bpuq| ´
pÿ
i“1
a
|βipuq||xi| ď
ˇˇˇˇ
ˇbpuq `
pÿ
i“1
βipuqx2i
ˇˇˇˇ
ˇ
1{2
ď
a
|bpuq| `
pÿ
i“1
a
|βipuq||xi|.
As a result, by Assumption 1, it can be verified that, for some 0 ă κ ď 1,
Ep|yt`1|κ|yt “ xq “E
ˇˇˇˇ
ˇ
pÿ
i“1
φiput`1qxi ` SQ
˜
bput`1q `
pÿ
i“1
βiput`1qx2i
¸ˇˇˇˇ
ˇ
κ
ď
pÿ
i“1
”
E|φiput`1q sgnpxiq `
a
|βiput`1q||κ
ı
|xi|κ ` E|bput`1q|κ{2
ď
pÿ
i“1
ai|xi|κ ` E|bput`1q|κ{2,
where ai “ maxtE|φiput`1q´
a|βiput`1q||κ, E|φiput`1q`a|βiput`1q||κu for 1 ď i ď p. Note
that
řp
i“1 ai ă 1, and then we can find positive values tr1, . . . , rp´1u such that
ap ă rp´1 ă 1´
p´1ÿ
i“1
ai and ai`1 ` ri`1 ă ri ă 1´
iÿ
k“1
ak for 1 ď i ď p´ 2. (A.2)
Consider the test function gpxq “ 1` |x1|κ `
řp´1
i“1 ri|xi`1|κ, and we have that
Ergpyt`1q|yt “ xs
ď 1`
pÿ
i“1
ai|xi|κ `
p´1ÿ
i“1
ri|xi|κ ` E|bput`1q|κ{2
“ 1` pa1 ` r1q|x1|κ `
p´1ÿ
i“2
ai ` ri
ri´1
ri´1|xi|κ ` ap
rp´1
rp´1|xp|κ ` E|bput`1q|κ{2
ď ρgpxq ` 1´ ρ` E|bput`1q|κ{2,
where, from (A.2),
ρ “ max
"
a1 ` r1, a2 ` r2
r1
, ¨ ¨ ¨ , ap´1 ` rp´1
rp´2
,
ap
rp´1
*
ă 1.
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Denote ǫ “ 1 ´ ρ ´ p1 ´ ρ ` E|bput`1q|κ{2q{gpxq, and K “ tx : }x} ď Lu, where L is
a positive constant such that gpxq ą 1 ` E|bput`1q|κ{2{p1 ´ ρq as }x} ą L. We can verify
that
Ergpyt`1q|yt “ xs ď p1´ ǫqgpxq, x R K,
and
Ergpyt`1q|yt “ xs ď C ă 8, x P K,
i.e. Tweedie’s drift criterion (Tweedie, 1983, Theorem 4) holds. Moreover, tytu is a Feller
chain since, for each bounded continuous function g˚p¨q, Erg˚pytq|yt´1 “ xs is continuous
with respect to x, and then K is a small set. As a result, from Theorem 4(ii) in Tweedie
(1983) and Theorems 1 and 2 in Feigin and Tweedie (1985), tytu is geometrically ergodic
with a unique stationary distribution πp¨q, andż
Rp
gpxqπpdxq “ 1`
˜
1`
p´1ÿ
i“1
ri
¸
E|yt|κ ă 8,
which implies that E|yt|κ ă 8. This accomplishes the proof.
Proof of Theorem 2. Recall that qtpθτ q “ y11,t´1φpτq`SQ
`
bpτq ` y12,t´1βpτq
˘
, where θτ “
pφ1pτq, bpτq,β1pτqq1. Define Lnpθτ q “ n´1
řn
t“p`1 ωtℓtpθτ q, where ℓtpθτ q “ ρτ pyt ´ qtpθτ qq.
To show the consistency, it suffices to verify the following claims:
(i) Ersup
Θτ
ωtℓtpθτ qs ă 8;
(ii) Erωtℓtpθτ qs has a unique minimum at θτ0;
(iii) For any θ:τ P Θτ , Er sup
θτPBηpθ
:
τ q
ωt|ℓtpθτ q ´ ℓtpθ:τ q|s Ñ 0 as η Ñ 0, where Bηpθ:τ q “
tθτ P Θτ : }θ:τ ´ θτ} ă ηu is an open neighborhood of θ:τ with radius η ą 0.
We first prove Claim (i). By Assumptions 2-3, the boundedness of bpτq, φpτq and βpτq,
and the fact that |ρτ pxq| ď |x|, it holds that
Ersup
Θτ
ωtℓtpθτ qs ď Ersup
Θτ
|ωtyt|s ` Ersup
Θτ
|ωtqtpθτ q|s ă 8.
Hence, (i) is verified.
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We next prove (ii). For x ‰ 0, it holds that
ρτ px´ yq ´ ρτ pxq “ ´yψτ pxq ` y
ż 1
0
rIpx ď ysq ´ Ipx ď 0qsds
“ ´yψτ pxq ` px´ yqrIp0 ą x ą yq ´ Ip0 ă x ă yqs, (A.3)
where ψτ pxq “ τ ´ Ipx ă 0q; see Knight (1998). Let νtpθτ q “ qtpθτ q ´ qtpθτ0q and
ηt,τ “ yt ´ qtpθτ0q. By (A.3), it follows that
ℓtpθτ q ´ ℓtpθτ0q
“ ´ νtpθτ qψτ pηt,τ q ` rηt,τ ´ νtpθτ qs rIp0 ą ηt,τ ą νtpθτ qq ´ Ip0 ă ηt,τ ă νtpθτ qqs .
This, together with ωt ě 0 by Assumption 3 and Erψτ pηt,τ qs “ 0, implies that
Erωtℓtpθτ qs ´ Erωtℓtpθτ0qs
“E tωtrηt,τ ´ νtpθτ qs rIp0 ą ηt,τ ą νtpθτ qq ´ Ip0 ă ηt,τ ă νtpθτ qqsu ě 0. (A.4)
By Assumption 4, ft´1pxq is continuous at a neighborhood of qtpθτ0q, then the above
equality holds if and only if νtpθτ q “ 0 a.s. for some t P Z. Then we have
y11,t´1rφ0pτq ´ φpτqs “ SQ
`
bpτq ` y12,t´1βpτq
˘´ SQ `b0pτq ` y12,t´1β0pτq˘ .
Note that b0pτq ‰ 0 and, given Ft´2, yt´1 is independent of all the others. As a result, it
holds that φ1pτq “ φ10pτq and β1pτq “ β10pτq. Sequentially we can show that φipτq “ φi0pτq
and βipτq “ βi0pτq for i ě 2, and hence bpτq “ b0pτq. Therefore, θτ “ θτ0 and (ii) is
verified.
Finally, we show (iii). By Taylor expansion, it holds that
|qtpθτ q ´ qtpθ:τ q| ď }θτ ´ θ:τ} } 9qtpθ˚τ q} ,
where θ˚τ is between θτ and θ
:
τ . This together with the Lipschitz continuity of ρτ pxq, by
Assumption 3, we have
Er sup
θτPBηpθ
:
τ q
ωt|ℓtpθτ q ´ ℓtpθ:τ q|s ď CηErωt 9qtpθ˚τ qs
tends to 0 as η Ñ 0. Hence, Claim (iii) holds.
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Based on Claims (i)-(iii), by a method similar to that in Huber (1973), we next verify
the consistency. Let V be any open neighborhood of θτ0 P Θτ . By Claim (iii), for any
θ:τ P V c “ Θτ{V and ǫ ą 0, there exists an η0 ą 0 such that
Er inf
θτPBη0 pθ
:
τ q
ωtℓtpθτ qs ě Erωtℓtpθ:τ qs ´ ǫ. (A.5)
From Claim (i), by the ergodic theorem, it follows that
1
n
nÿ
t“p`1
inf
θτPBη0 pθ
:
τ q
ωtℓtpθτ q ě Er inf
θτPBη0 pθ
:
τ q
ωtℓtpθτ qs ´ ǫ (A.6)
as n is large enough. Since V c is compact, we can choose tBη0pθτiq : θτi P V c, i “ 1, . . . , ku
to be a finite covering of V c. Then by (A.5) and (A.6), we have
inf
θτPV c
Lnpθτ q “ min
1ďiďk
inf
θτPBη0 pθτiq
Lnpθτ q
ě min
1ďiďk
1
n
nÿ
t“p`1
inf
θτPBη0 pθτiq
ωtℓtpθτ q
ě min
1ďiďk
Er inf
θτPBη0 pθτiq
ωtℓtpθτ qs ´ ǫ (A.7)
as n is large enough. Moreover, for each θτi P V c, by Claim (ii), there exists an ǫ0 ą 0
such that
Er inf
θτPBη0 pθτiq
ωtℓtpθτ qs ě Erωtℓtpθτ0qs ` 3ǫ0. (A.8)
Therefore, by (A.7) and (A.8), taking ǫ “ ǫ0, it holds that
inf
θτPV c
Lnpθτ q ě Erωtℓtpθτ0qs ` 2ǫ0. (A.9)
Furthermore, by the ergodic theorem, it follows that
inf
θτPV
Lnpθτ q ď Lnpθτ0q “ 1
n
nÿ
t“p`1
ωtℓtpθτ0q ď Erωtℓtpθτ0qs ` ǫ0. (A.10)
Combing (A.9) and (A.10), we have
inf
θτPV c
Lnpθτ q ě Erωtℓtpθτ0qs ` 2ǫ0 ą Erωtℓtpθτ0qs ` ǫ0 ě inf
θτPV
Lnpθτ q, (A.11)
which implies that
pθτn P V a.s. for @V, as n is large enough.
By the arbitrariness of V , it implies that pθτn Ñ θτ0 a.s. The proof of this theorem is
complete.
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Proof of Theorem 3. For u P R2p`1, define Hnpuq “ nrLnpθτ0 ` uq ´ Lnpθτ0qs, where
Lnpθτ q “ n´1
řn
t“p`1 ωtρτ pyt ´ qtpθτ qq. Denote pun “ pθτn ´ θτ0. By Theorem 2, it holds
that pun “ opp1q. Note that pun is the minimizer of Hnpuq, since pθτn minimizes Lnpθτ q.
Define J “ Ω1pτq{2. By Assumption 3 and the ergodic theorem, Jn “ J ` opp1q, where Jn
is defined in Lemma 2. Moreover, from Lemma 2, it follows that
Hnppunq “ ´ ?npu1nT n `?npu1nJ?npun ` opp?n}pun} ` n}pun}2q (A.12)
ě´?n}pun}r}T n} ` opp1qs ` n}pun}2rλmin ` opp1qs,
where λmin is the smallest eigenvalue of J , and T n is defined in Lemma 2. Note that, as
n Ñ 8, T n converges in distribution to a normal random variable with mean zero and
variance matrix τp1´ τqΩ0pτq.
Since Hnppunq ď 0, by Assumption 3, it holds that
?
n}pun} ď rλmin ` opp1qs´1r}T n} ` opp1qs “ Opp1q. (A.13)
This together with Theorem 2, verifies the
?
n-consistency. Hence, Statement (i) holds.
Let
?
nu˚n “ J´1T n{2 “ Ω´11 pτqT n, then we have
?
nu˚n Ñ N
`
0, τp1´ τqΩ´11 pτqΩ0pτqΩ´11 pτq
˘
in distribution as n Ñ 8. Therefore, it suffices to show that ?nu˚n ´
?
npun “ opp1q. By
(A.12) and (A.13), we have
Hnppunq “ ´ ?npu1nT n `?npu1nJ?npun ` opp1q
“ ´ 2?npu1nJ?nu˚n `?npu1nJ?npun ` opp1q,
and
Hnpu˚nq “ ´
?
nu˚1n T n `
?
nu˚1n J
?
nu˚n ` opp1q “ ´
?
nu˚1n J
?
nu˚n ` opp1q.
It follows that
Hnppunq ´Hnpu˚nq “p?npun ´?nu˚nq1Jp?npun ´?nu˚nq ` opp1q
ěλmin}
?
npun ´?nu˚n}2 ` opp1q. (A.14)
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Since Hnppunq ´Hnpu˚nq “ nrLnpθτ0 ` punq ´ Lnpθτ0 ` u˚nqs ď 0 a.s., then (A.14) implies
that }?npun ´?nu˚n} “ opp1q. We verify the asymptotic normality in Statement (ii), the
proof is hence accomplished.
Proof of Theorem 4. We first show that pµi,τ “ µi,τ ` opp1q and pσ2i,τ “ σ2i,τ ` opp1q for i “ 1
and 2. Recall that ηt,τ “ yt ´ Qτ pyt|Ft´1q “ yt ´ qtpθτ0q and pηt,τ “ yt ´ pQτ pyt|Ft´1q “
yt ´ qtppθτnq. By the Taylor expansion, we have
pηt,τ ´ ηt,τ “ ´rqtppθτnq ´ qtpθτ0qs “ ´ 9q1tpθ˚τ qppθτn ´ θτ0q,
and
pη2t,τ ´ η2t,τ “ ´r2yt ´ qtpθτ0q ´ qtppθτnqs 9q1tpθ˚τ qppθτn ´ θτ0q,
where θ˚τ is between θτ0 and
pθτn. Then by the law of large numbers, Epy2t q ă 8 and the
fact that pθτn ´ θτ0 “ Oppn´1{2q, it holds that
pµ1,τ “ 1
n´ p
nÿ
t“p`1
ηt,τ ` 1
n´ p
nÿ
t“p`1
ppηt,τ ´ ηt,τ q “ µ1,τ ` opp1q, (A.15)
and
pσ21,τ “ 1n´ p
nÿ
t“p`1
ppη2t,τ ´ η2t,τ q ` 1n ´ p
nÿ
t“p`1
η2t,τ ´ pµ21,τ “ σ21,τ ` opp1q. (A.16)
Similarly, we can show that
pµ2,τ “ 1
n´ p
nÿ
t“p`1
|ηt,τ | ` 1
n´ p
nÿ
t“p`1
p|pηt,τ | ´ |ηt,τ |q
ď 1
n´ p
nÿ
t“p`1
|ηt,τ | ` 1
n´ p
nÿ
t“p`1
|pηt,τ ´ ηt,τ | “ µ2,τ ` opp1q,
and
pσ22,τ “ 1n´ p
nÿ
t“p`1
p|pηt,τ |2 ´ |ηt,τ |2q ` 1
n ´ p
nÿ
t“p`1
|ηt,τ |2 ´ pµ22,τ “ σ22,τ ` opp1q.
Since |řnt“p`1 ψτ ppηt,τ q| ă 1, by an elementary calculation, we have
1?
n
nÿ
t“p`k`1
wtψτ ppηt,τ qrpηt´k,τ ´ pµ1,τ s
“ 1?
n
nÿ
t“p`k`1
wtψτ ppηt,τ qpηt´k,τ `Oppn´1{2q
“ 1?
n
nÿ
t“p`k`1
wtψτ pηt,τ qηt´k,τ ` An1 ` An2 ` An3 `Oppn´1{2q, (A.17)
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where
An1 “ 1?
n
nÿ
t“p`k`1
wtrψτ ppηt,τ q ´ ψτ pηt,τ qsηt´k,τ ,
An2 “ 1?
n
nÿ
t“p`k`1
wtψτ pηt,τ qppηt´k,τ ´ ηt´k,τ q,
An3 “ 1?
n
nÿ
t“p`k`1
wtrψτ ppηt,τ q ´ ψτ pηt,τ qsppηt´k,τ ´ ηt´k,τq.
First, we consider An1. For any ν P R2p`1, denote
ζtpνq “ wtrψτ pyt ´ qtpθτ0 ` n´1{2νqq ´ ψτ pyt ´ qtpθτ0qqsηt´k,τ and
φnpνq “ 1?
n
nÿ
t“p`k`1
tζtpνq ´ Erζtpνq|Ft´1su.
Note that wt P Ft´1. Then by the Taylor expansion and the Cauchy-Schiwarz inequality,
together with Erwt}y1,t´1}3s ă 8 by Assumption 3 and the fact that ft´1pxq is bounded
by Assumption 4, it holds that
Erζ2t pνqs “ Etwt|Ipyt ă qtpθτ0 ` n´1{2νqq ´ Ipyt ă qtpθτ0qq| ¨ wtη2t´k,τu
ď  Erwt|Ft´1pqtpθτ0 ` n´1{2νqq ´ Ft´1pqtpθτ0qq|s2(1{2 rEpw2t η4t´k,τ qs1{2
ď C  Erf 2t´1pqtpθ˚τ qq|n´1{2ν 1w2t 9qtpθ˚τ q 9q1tpθ˚τ qn´1{2ν|s(1{2
ď Cn´1{2}ν}  }Erf 2t´1pθ˚τ qw2t 9qtpθ˚τ q 9q1tpθ˚τ qs}(1{2 “ op1q.
where θ˚τ is between θτ0 and
pθτn. This together with Erφnpνqs “ 0, implies that
Erφ2npνqs ď
1
n
nÿ
t“p`k`1
Erζ2t pνqs “ op1q. (A.18)
For any ν1,ν2 P R2p`1 and δ ą 0, it holds that
Ipyt ă qtpθτ0 ` n´1{2ν2qq ´ Ipyt ă qtpθτ0 ` n´1{2ν1qq
“Ipqtpθτ0 ` n´1{2ν1q ă yt ă qtpθτ0 ` n´1{2ν2qq
´ Ipqtpθτ0 ` n´1{2ν1q ą yt ą qtpθτ0 ` n´1{2ν2qq.
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Then by the Taylor expansion, for any ν1,ν2 P R2p`1 and δ ą 0, it can be verified that
E sup
}ν1´ν2}ďδ
|ζtpν1q ´ ζtpν2q|
ď sup
}ν1´ν2}ďδ
|wtrIpyt ă qtpθτ0 ` n´1{2ν2qq ´ Ipyt ă qtpθτ0 ` n´1{2ν1qqsηt´k,τ |
ďE
#
wtIp|yt| ď sup
}ν1´ν2}ďδ
|qtpθτ0 ` n´1{2ν2q ´ qtpθτ0 ` n´1{2ν1q|q|ηt´k,τ |
+
ďE
#
wtPr
˜
|yt| ď sup
}ν1´ν2}ďδ
n´1{2}ν1 ´ ν2}} 9qtpθ˚τ q}
¸
|ηt´k,τ |
+
ď2n´1{2δEr}wt sup
x
ft´1pxq 9qtpθ˚τ qηt´k,τ}s,
where θ˚τ is between θτ0 ` n´1{2ν1 and θτ0 ` n´1{2ν2. This implies that
E sup
}ν1´ν2}ďδ
|φnpν1q ´ φnpν2q| ď 2?
n
nÿ
t“p`k`1
E sup
}ν1´ν2}ďδ
|ζtpν1q ´ ζtpν2q| ď Cδ.
(A.19)
Therefore, it follows from (A.18), (A.19) and the finite covering theorem that
sup
}ν}ďM
|φnpνq| “ opp1q. (A.20)
Note that Erζtpνq|Ft´1s “ wtrFt´1pqtpθτ0qq ´ Ft´1pqtpθτ0 ` n´1{2νqqsηt´k,τ . Moreover, by
the Taylor expansion, we can show that
1?
n
nÿ
t“p`k`1
Erζtpνq|Ft´1s
“ ´ 1
n
nÿ
t“p`k`1
wtft´1pF´1t´1pτqq 9q1tpθτ0qηt´k,τ ¨ ν
´ ν 1 ¨ 1
n
nÿ
t“p`k`1
wtft´1pF´1t´1pτqq:qtpθ˚τ qηt´k,τ ¨ n´1{2ν˚
´ ν 1 ¨ 1
n
nÿ
t“p`k`1
wtft´1pqtpθ˚˚τ qq 9qtpθ˚˚τ q 9q1tpθ;τ qηt´k,τ ¨ n´1{2ν:,
where ν˚ and ν: are between 0 and ν, and θ˚τ , θ
˚˚
τ , θ
;
τ are between θτ0 and θτ0 ` n´1{2ν.
Then by the law of large numbers, Assumptions 3 and 4, it follows that
sup
}ν}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
t“p`k`1
Erζtpνq|Ft´1s `H 11kν
ˇˇˇˇ
ˇ ď n´1{2Cδ ` opp1q “ opp1q.
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This together with (A.20) and the fact that
?
nppθτn ´ θτ0q “ Opp1q, implies that
An1 “ 1?
n
nÿ
t“p`k`1
Erζtpνq|Ft´1s ` opp1q “ ´H 11k
?
nppθτn ´ θτ0q ` opp1q. (A.21)
Next, we consider An2. Since Erψτ pηt,τ qs “ 0, it holds that EpAn2q “ 0. By the Taylor
expansion, the law of large numbers and the fact that
?
nppθτn ´ θτ0q “ Opp1q, we can
verify that EpA2n2q “ opp1q under Assumption 3. Hence,
An2 “ opp1q. (A.22)
Finally, we consider An3. For any ν P R2p`1, denote ηt,τ pνq “ yt ´ qtpθτ0 ` n´1{2νq and
ςtpνq “ wtrψτ pyt ´ qtpθτ0 ` n´1{2νqq ´ ψτ pyt ´ qtpθτ0qqsrηt´k,τpνq ´ ηt´k,τ s.
By a method similar to the proof of (A.18) and (A.20), we can show that, for any δ ą 0,
sup
}ν}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
t“p`k`1
tςtpνq ´ Erςtpνq|Ft´1su
ˇˇˇˇ
ˇ “ opp1q
and
sup
}ν}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
t“p`k`1
Erςtpνq|Ft´1s
ˇˇˇˇ
ˇ “ opp1q.
As a result,
sup
}ν}ďδ
ˇˇˇˇ
ˇ 1?n
nÿ
t“p`k`1
wtrψτ pyt ´ qtpθτ0 ` n´1{2νqq ´ ψτ pyt ´ qtpθτ0qqsrηt´k,τpνq ´ ηt´k,τ s
ˇˇˇˇ
ˇ “ opp1q,
which together with
?
nppθτn ´ θτ0q “ Opp1q, implies that
An3 “ opp1q. (A.23)
Combing (A.15)-(A.17), (A.21)-(A.23) and Theorem 3, we have
pρk,τ “ 1b
pτ ´ τ 2qσ21,τ
1
n
nÿ
t“p`k`1
rwtηt´k,τ ´H 11kΩ´11 pτqwt 9qtpθτ0qsψτ pηt,τ q ` oppn1{2q.
Therefore, for pρ “ ppρ1,τ , . . . , pρK,τq1
pρ “ 1b
pτ ´ τ 2qσ21,τ
1
n
nÿ
t“p`k`1
rwtǫ1,t´1 ´H1pτqΩ´11 pτqwt 9qtpθτ0qsψτ pηt,τ q ` oppn1{2q,
where ǫ1,t “ pηt,τ , . . . , ηt´K`1,τq1 and H1pτq “ pH11, . . . , H1Kq1.
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Let pr “ ppr1,τ , . . . , prK,τq1. Similar to the proof of pρ, we can show that
pr “ 1b
pτ ´ τ 2qσ22,τ
1
n
nÿ
t“p`k`1
rwtǫ2,t´1 ´H2pτqΩ´11 pτqwt 9qtpθτ0qsψτ pηt,τ q ` oppn1{2q,
where ǫ2,t “ p|ηt,τ |, . . . , |ηt´K`1,τ |q1 and H2pτq “ pH21, . . . , H2Kq1. Hence, we complete the
proof by the central limit theorem and the Crame´r-Wold device.
The following two preliminary lemmas are used to prove Theorem 3. Specifically,
Lemma 1 verifies the stochastic differentiability condition defined by Pollard (1985), and
the bracketing method in Pollard (1985) is used for its proof. Lemma 2 is used to obtain
the
?
n-consistency and the asymptotic normality of pθτn, and its proof needs Lemma 1.
Lemma 1. Under Assumptions 2-4, then for θτ ´ θτ0 “ opp1q, it holds that
ζnpθτ q “ opp
?
n}θτ ´ θτ0} ` n}θτ ´ θτ0}2q,
where ζnpθτ q “
řn
t“p`1 ωtq1tpθτ q tξ1tpθτ q ´ Erξ1tpθτ q|Ft´1su with q1tpθτ q “ pθτ´θτ0q1 9qtpθτ0q,
and
ξ1tpθτ q “
ż 1
0
“
Ipyt ď F´1t´1pτq ` q1tpθτ qsq ´ Ipyt ď F´1t´1pτqq
‰
ds.
Proof. Note that
|ζnpθτ q| ď
?
n}θτ ´ θτ0}
2p`1ÿ
j“1
ˇˇˇˇ
ˇ 1?n
nÿ
t“p`1
mt,j tξ1tpθτ q ´ Erξ1tpθτ q|Ft´1su
ˇˇˇˇ
ˇ ,
where mt,j “ ωtBqtpθτ0q{Bθτ,j with θτ,j being the jth element of θτ . For 1 ď j ď 2p ` 1,
define gt “ maxjtmt,j , 0u or gt “ maxjt´mt,j , 0u. Denote u “ θτ ´ θτ0. Let ftpuq “
gtξ1tpθτ q and define
Dnpuq “ 1?
n
nÿ
t“p`1
tftpuq ´ E rftpuq|Ft´1su .
To establish Lemma 1, it suffices to show that, for any δ ą 0,
sup
}u}ďδ
|Dnpuq|
1`?n}u} “ opp1q. (A.24)
We follow the method in Lemma 4 of Pollard (1985) to verify (A.24). Let F “ tftpuq :
}u} ď δu be a collection of functions indexed by u. First, we verify that F satisfies
the bracketing condition defined on page 304 of Pollard (1985). Let Brpvq be an open
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neighborhood of v with radius r ą 0, and define a constant C0 to be selected later. For
any ǫ ą 0 and 0 ă r ď δ, there exists a sequence of small cubes tBǫr{C0puiquKpǫqi“1 to cover
Brp0q, where Kpǫq is an integer less than Cǫ´p2p`1q, and the constant C is not depending
on ǫ and r; see Huber (1967), page 227. Denote Viprq “ Bǫr{C0puiq
Ş
Brp0q, and let
U1prq “ V1prq and Uiprq “ Viprq´
Ťi´1
j“1 Vjprq for i ě 2. Note that tUiprquKpǫqi“1 is a partition
of Brp0q. For each ui P Uiprq with 1 ď i ď Kpǫq, define the following bracketing functions
fLt puiq “ gt
ż 1
0
„
I
ˆ
yt ď F´1t´1pτq ` u1i 9qtpθτ0qs´
ǫr
C0
} 9qtpθτ0q}
˙
´ Ipyt ď F´1t´1pτqq

ds,
fUt puiq “ gt
ż 1
0
„
I
ˆ
yt ď F´1t´1pτq ` u1i 9qtpθτ0qs`
ǫr
C0
} 9qtpθτ0q}
˙
´ Ipyt ď F´1t´1pτqq

ds.
Since the indicator function Ip¨q is non-decreasing and gt ě 0, for any u P Uiprq, we have
fLt puiq ď ftpuq ď fUt puiq. (A.25)
Furthermore, by Taylor expansion, it holds that
E
“
fUt puiq ´ fLi puiq|Ft´1
‰ ď ǫr
C0
¨ 2 sup
x
ft´1pxqωt } 9qtpθτ0q}2 . (A.26)
Denote ∆t “ 2 supx ft´1pxqωt } 9qtpθτ0q}2. By Assumption 4, we have supx ft´1pxq ă 8.
Choose C0 “ Ep∆tq. Then by iterated-expectation and Assumption 3, it follows that
E
“
fUt puiq ´ fLt puiq
‰ “ E  E “fUt pθiq ´ fLt pθiq|Ft´1‰( ď ǫr.
This together with (A.25), implies that the family F satisfies the bracketing condition.
Put rk “ 2´kδ. Let Bpkq “ Brkp0q and Apkq be the annulus BpkqzBpk ` 1q. From the
bracketing condition, for fixed ǫ ą 0, there is a partition U1prkq, U2prkq, . . . , UKpǫqprkq of
Bpkq. First, consider the upper tail case. For u P Uiprkq, by (A.26), it holds that
Dnpuq ď 1?
n
nÿ
t“p`1
 
fUt puiq ´ E
“
fUt puiq|Ft´1
‰(` 1?
n
nÿ
t“p`1
E
“
fUt puiq ´ fLt puiq|Ft´1
‰
ďDUn puiq `
?
nǫrk
1
nC0
nÿ
t“p`1
∆t, (A.27)
where
DUn puiq “
1?
n
nÿ
t“p`1
 
fUt puiq ´ E
“
fUt puiq|Ft´1
‰(
.
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Define the event
En “
#
ω :
1
nC0
nÿ
t“p`1
∆tpωq ă 2
+
.
For u P Apkq, 1 ` ?n}u} ą ?nrk`1 “
?
nrk{2. Then by (A.27) and the Chebyshev’s
inequality, we have
P
˜
sup
uPApkq
Dnpuq
1`?n}u} ą 6ǫ, En
¸
ďP
˜
max
1ďiďKpǫq
sup
uPUiprkqXApkq
Dnpuq ą 3
?
nǫrk, En
¸
ďKpǫq max
1ďiďKpǫq
P
`
DUn puiq ą
?
nǫrk
˘
ďKpǫq max
1ďiďKpǫq
EtrDUn puiqs2u
nǫ2r2k
. (A.28)
Moreover, by iterated-expectation, Taylor expansion, Assumption 4 and }ui} ď rk for
ui P Uiprkq, we have
E
 rfUt puiqs2( “ E  E  rfUt puiqs2|Ft´1((
ď2E
"
g2t
ˇˇˇˇż 1
0
„
Ft´1
ˆ
F´1t´1pτq ` u1i 9qtpθτ0qs`
ǫrk
C0
} 9qtpθτ0q}
˙
´ Ft´1
`
F´1t´1pτq
˘
ds
ˇˇˇˇ*
ďC sup
x
ft´1pxqrkE
“
ω2t } 9qtpθτ0q}3
‰
.
This, together with Erwt}y1,t´1}3s ă 8 by Assumption 3, supx ft´1pxq ă 8 by Assumption
4 and the fact that fUt puiq ´ ErfUt puiq|Ft´1s is a martingale difference sequence, implies
that
EtrDUn puiqs2u “
1
n
nÿ
t“p`1
EttfUt puiq ´ ErfUt puiq|Ft´1su2u
ď 1
n
nÿ
t“p`1
EtrfUt puiqs2u
ď Crk
n
nÿ
t“p`1
E
“
ω2t } 9qtpθτ0q}3
‰
:“ ∆prkq. (A.29)
Combining (A.28) and (A.29), we have
P
˜
sup
uPApkq
Dnpuq
1`?n}u} ą 6ǫ, En
¸
ď Kpǫq∆prkq
nǫ2r2k
.
Similar to the proof of the upper tail case, we can obtain the same bound for the lower
tail case. Therefore,
P
˜
sup
uPApkq
|Dnpuq|
1`?n}u} ą 6ǫ, En
¸
ď 2Kpǫq∆prkq
nǫ2r2k
. (A.30)
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Note that ∆prkq Ñ 0 as k Ñ 8, we can choose kǫ such that 2Kpǫq∆prkq{pǫ2δ2q ă ǫ for
k ě kǫ. Let kn be the integer such that n´1{2δ ď rkn ď 2n´1{2δ, and split Bδp0q into two
events B :“ Bpkn` 1q and Bc :“ Bp0q´Bpkn` 1q. Note that Bc “
Ťkn
k“0Apkq and ∆prkq
is bounded by Assumption 3. Then by (A.30), it holds that
P
ˆ
sup
uPBc
|Dnpuq|
1`?n}u} ą 6ǫ
˙
ď
knÿ
k“0
P
˜
sup
uPApkq
|Dnpuq|
1`?n}u} ą 6ǫ, En
¸
` PpEcnq
ď 1
n
kǫ´1ÿ
k“0
CKpǫq
ǫ2δ2
22k ` ǫ
n
knÿ
k“kǫ
22k ` PpEcnq
ďO
ˆ
1
n
˙
` 4ǫ` PpEcnq. (A.31)
Furthermore, for u P B, we have 1 ` ?n}u} ě 1 and rkn`1 ď n´1{2δ ă n´1{2. Similar
to the proof of (A.28) and (A.29), we can show that
P
ˆ
sup
uPB
Dnpuq
1`?n}u} ą 3ǫ, En
˙
ď P
ˆ
max
1ďiďKpǫq
DUn puiq ą ǫ, En
˙
ď Kpǫq∆prkn`1q
ǫ2
.
We can obtain the same bound for the lower tail. Therefore, we have
P
ˆ
sup
uPB
|Dnpuq|
1`?n}u} ą 3ǫ
˙
“P
ˆ
sup
uPB
|Dnpuq|
1`?n}u} ą 3ǫ, En
˙
` PpEcnq
ď2Kpǫq∆prkn`1q
ǫ2
` PpEcnq. (A.32)
Note that ∆prkn`1q Ñ 0 as n Ñ 8. Moreover, by the ergodic theorem, PpEnq Ñ 1 and
thus PpEcnq Ñ 0 as n Ñ 8. (A.32) together with (A.31) asserts (A.24). The proof of this
lemma is accomplished.
Lemma 2. Suppose that Assumptions 2-4 hold, then
nrLnpθτ q ´ Lnpθτ0qs “ ´
?
npθτ ´ θτ0q1T n `
?
npθτ ´ θτ0q1Jn
?
npθτ ´ θτ0q
` opp
?
n}θτ ´ θτ0} ` n}θτ ´ θτ0}2q
for θτ ´ θτ0 “ opp1q, where Lnpθτ q “ n´1
řn
t“p`1 ωtρτ pyt ´ qtpθτ qq, and
T n “ 1?
n
nÿ
t“p`1
ωt 9qtpθτ0qψτ pηt,τ q and Jn “ 1
2n
nÿ
t“p`1
ft´1pF´1t´1pτqqωt 9qtpθτ0q 9q1tpθτ0q
with ηt,τ “ yt ´ qtpθτ0q.
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Proof. Denote u “ θτ ´ θτ0. Let νtpuq “ qtpθτ q´ qtpθτ0q, and define the function ξtpuq “ş1
0
“
Ipyt ď F´1t´1pτq ` νtpuqsq ´ Ipyt ď F´1t´1pτqq
‰
ds.Recall that Lnpθτ q “ n´1
řn
t“p`1 ωtρτ pyt´
qtpθτ qq and qtpθτ0q “ F´1t´1pτq. By the Knight identity (A.3), it can be verified that
nrLnpθτ q ´ Lnpθτ0qs “
nÿ
t“p`1
ωt rρτ pηt,τ ´ νtpuqq ´ ρτ pηt,τ qs
“K1npuq `K2npuq, (A.33)
where
K1npuq “ ´
nÿ
t“p`1
ωtνtpuqψτ pηt,τ q and K2npuq “
nÿ
t“p`1
ωtνtpuqξtpuq.
By Taylor expansion, we have νtpuq “ q1tpuq ` q2tpuq, where q1tpuq “ u1 9qtpθτ0q and
q2tpuq “ u1:qtpθ˚τ qu{2 for θ˚τ between θτ and θτ0, and
:qtpθτ q “
¨˚
˚˚˚˚
˝
0 ´sgnphtpθτ qq|htpθτ q|3{2 ´
sgnphtpθτ qq
|htpθτ q|3{2 y
1
2,t´1
0 0 0
0 ´sgnphtpθτ qq|htpθτ q|3{2 y2,t´1 ´
sgnphtpθτ qq
|htpθτ q|3{2 y2,t´1y
1
2,t´1
‹˛‹‹‹‹‚,
with htpθτ q “ bpτq ` y12,t´1βpτq. Then it follows that
K1npuq “ ´
nÿ
t“p`1
ωtq1tpuqψτ pηt,τ q ´
nÿ
t“p`1
ωtq2tpuqψτ pηt,τ q
“ ´?nu1T n ´
?
nu1R1npθ˚τ q
?
nu, (A.34)
where
T n “ 1?
n
nÿ
t“p`1
ωt 9qtpθτ0qψτ pηt,τ q and R1npθ˚τ q “
1
2n
nÿ
t“p`1
ωt:qtpθ˚τ qψτ pηt,τ q.
From Erwt}y1,t´1}3s ă 8 by Assumption 3 and the fact that |ψτ pηt,τ q| ď 1, we have
Er sup
θ
˚
τ PΘτ
}ωt:qtpθ˚τ qψτ pηt,τ q}s ď CEr sup
θ
˚
τ PΘτ
}ωt:qtpθ˚τ q}s ă 8.
Moreover, by iterated-expectation and the fact that Erψτ pηt,τ qs “ 0, it follows that
E rωt:qtpθ˚τ qψτ pηt,τ qs “ 0.
Then by Theorem 3.1 in Ling and McAleer (2003), we can show that
sup
θ
˚
τ PΘτ
}R1npθ˚τ q} “ opp1q.
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This together with (A.34), implies that
K1npuq “ ´
?
nu1T n ` oppn}u}2q. (A.35)
Denote ξtpuq “ ξ1tpuq ` ξ2tpuq, where
ξ1tpuq “
ż 1
0
“
Ipyt ď F´1t´1pτq ` q1tpuqsq ´ Ipyt ď F´1t´1pτqq
‰
ds and
ξ2tpuq “
ż 1
0
“
Ipyt ď F´1t´1pτq ` νtpuqsq ´ Ipyt ď F´1t´1pτq ` q1tpuqsq
‰
ds.
Then for K2npθτ q, it holds that
K2npuq “ R2npuq `R3npuq `R4npuq `R5npuq, (A.36)
where
R2npuq “ u1
nÿ
t“p`1
ωt 9qtpθτ0qErξ1tpuq|Ft´1s,
R3npuq “ u1
nÿ
t“p`1
ωt 9qtpθτ0qtξ1tpuq ´ Erξ1tpuq|Ft´1su,
R4npuq “ u1
nÿ
t“p`1
ωt 9qtpθτ0qξ2tpuq and R5npuq “ u
1
2
nÿ
t“p`1
ωt:qtpθ˚τ qξtpuqu.
Note that
Erξ1tpuq|Ft´1s “
ż 1
0
rFt´1pF´1t´1pτq ` q1tpuqsq ´ Ft´1pF´1t´1pτqqsds. (A.37)
Then by Taylor expansion, together with Assumption 4, it follows that
Erξ1tpuq|Ft´1s “1
2
ft´1pF´1t´1pτqqq1tpuq
` q1tpuq
ż 1
0
rft´1pF´1t´1pτq ` q1tpuqs˚q ´ ft´1pF´1t´1pτqqssds,
where s˚ is between 0 and s. Therefore, it follows that
R2npuq “
?
nu1Jn
?
nu`?nu1Π1npuq
?
nu, (A.38)
where Jn “ p2nq´1
řn
t“p`1 ft´1pF´1t´1pτqqωt 9qtpθτ0q 9q1tpθτ0q and
Π1npuq “ 1
n
nÿ
t“p`1
ωt 9qtpθτ0q 9q1tpθτ0q
ż 1
0
rft´1pF´1t´1pτq ` q1tpuqs˚q ´ ft´1pF´1t´1pτqqssds.
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By Taylor expansion and Assumptions 3-4, for any η ą 0, it holds that
E
˜
sup
}u}ďη
}Π1npuq}
¸
ď 1
n
nÿ
t“p`1
E
«
sup
}u}ďη
}ωt 9qtpθτ0q 9q1tpθτ0q sup
x
| 9ft´1pxq|u1 9qtpθτ0q}
ff
ď Cη sup
x
| 9ft´1pxq|Erωt} 9qtpθτ0q}3s
tends to 0 as η Ñ 0. Therefore, for any ǫ, δ ą 0, there exists η0 “ η0pǫq ą 0 such that
Pr
˜
sup
}u}ďη0
}Π1npuq} ą δ
¸
ă ǫ
2
(A.39)
for all n ě 1. Since u “ opp1q, it follows that
Pr p}u} ą η0q ă ǫ
2
(A.40)
as n is large enough. From (A.39) and (A.40), we have
Pr p}Π1npuq} ą δq ď Pr p}Π1npuq} ą δ, }u} ď η0q ` Pr p}u} ą η0q
ď Pr
˜
sup
}u}ďη0
}Π1npuq} ą δ
¸
` ǫ
2
ă ǫ
as n is large enough. Therefore, Π1npuq “ opp1q. This together with (A.38), implies that
R2npuq “
?
nu1Jn
?
nu` oppn}u}2q. (A.41)
For R3npuq, by Lemma 1, it holds that
R3npuq “ opp
?
n}u} ` n}u}2q. (A.42)
Note that
Erξ2tpuq|Ft´1s “
ż 1
0
“
Ft´1pF´1t´1pτq ` νtpuqsq ´ Ft´1pF´1t´1pτq ` q1tpuqsq
‰
ds. (A.43)
Then by iterated-expectation, Taylor expansion and the Cauchy-Schiwarz inequality, to-
gether with Erwt}y1,t´1}3s ă 8 by Assumption 3 and supx | 9ft´1pxq| ă 8 by Assumption
4, for any η ą 0, it holds that
E
ˆ
sup
}u}ďη
|R4npuq|
n}u}2
˙
ďη
n
nÿ
t“p`1
E
"
ωt } 9qtpθτ0q} 1
2
sup
x
ft´1pxq sup
Θτ
}:qtpθτ q}
*
ďCηE
"
}?ωt 9qtpθτ0q} sup
Θτ
}?ωt:qtpθτ q}
*
ďCη “E `ωt } 9qtpθτ0q}2˘‰1{2 „E ˆsup
Θτ
ωt }:qtpθτ q}2
˙1{2
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tends to 0 as η Ñ 0. Similar to (A.39) and (A.40), we can show that
R4npuq “ oppn}u}2q. (A.44)
For R5npuq, it follows that
R5npuq “
?
nu1Π2npuq
?
nu`?nu1Π3npuq
?
nu. (A.45)
where
Π2npuq “ 1
2n
nÿ
t“p`1
ωt:qtpθ˚τ qξ1tpuq and Π3npuq “
1
2n
nÿ
t“p`1
ωt:qtpθ˚τ qξ2tpuq.
Similar to the proof of R4npuq, by (A.37) we can show that, for any η ą 0,
E
˜
sup
}u}ďη
}Π2npuq}
¸
ďη
n
nÿ
t“p`1
E
"
ωt sup
Θτ
}:qtpθτ q} 1
2
sup
x
ft´1pxq } 9qtpθτ0q}
*
ďCη
„
E
ˆ
sup
Θτ
ωt }:qtpθτ q}2
˙1{2 “
E
`
ωt } 9qtpθτ0q}2
˘‰1{2
tends to 0 as η Ñ 0. And for Π3npuq, by (A.43) we have
E
ˆ
sup
}u}ďη
}Π3npuq}
˙
ďη2E
#
1
n
nÿ
t“p`1
ωt sup
Θτ
}:qtpθτ q} 1
2
sup
xPR
ft´1pxq sup
Θτ
}:qtpθτ q}
+
ďCη2E
ˆ
sup
Θτ
ωt }:qtpθτ q}2
˙
tends to 0 as η Ñ 0. Similar to (A.39) and (A.40), we can show that Π2npuq “ opp1q and
Π3npuq “ opp1q. Therefore, together with (A.45), it follows that
R5npuq “ oppn}u}2q. (A.46)
From (A.36), (A.41)-(A.44) and (A.46), we have
K2npuq “
?
nu1Jn
?
nu` opp
?
n}u} ` n}u}2q. (A.47)
In view of (A.33), (A.35) and (A.47), we accomplish the proof of this lemma.
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Table 2: Biases, empirical standard deviations (ESDs) and asymptotic standard deviations
(ASDs) of pθτn at quantile level τ “ 0.05 or 0.25 for model (5.1) with coefficient functions
(5.2), where ASD1 and ASD2 correspond to the bandwidths hB and hHS, respectively.
τ “ 0.05 τ “ 0.25
n True Bias ESD ASD1 ASD2 True Bias ESD ASD1 ASD2
Normal distribution
500 b -2.706 -0.015 0.489 0.743 0.529 -0.455 -0.004 0.134 0.137 0.133
φ -0.200 -0.003 0.143 0.215 0.155 -0.200 -0.003 0.085 0.095 0.093
β -1.082 -0.052 0.525 1.066 0.578 -0.182 -0.011 0.134 0.140 0.136
1000 b -2.706 -0.003 0.350 0.379 0.409 -0.455 -0.007 0.094 0.097 0.095
φ -0.200 -0.002 0.098 0.109 0.116 -0.200 0.000 0.064 0.066 0.065
β -1.082 -0.029 0.370 0.398 0.495 -0.182 -0.004 0.096 0.099 0.096
Student’s t5 distribution
500 b -4.060 -0.067 1.030 1.189 1.184 -0.528 -0.008 0.169 0.179 0.172
φ -0.200 -0.004 0.235 0.279 0.274 -0.200 -0.001 0.097 0.111 0.107
β -1.624 -0.163 0.996 1.146 1.211 -0.211 -0.017 0.151 0.162 0.157
1000 b -4.060 -0.020 0.726 0.857 0.847 -0.528 -0.009 0.119 0.126 0.121
φ -0.200 -0.005 0.162 0.193 0.194 -0.200 0.000 0.073 0.077 0.074
β -1.624 -0.099 0.683 0.855 0.879 -0.211 -0.008 0.108 0.113 0.109
Student’s t3 distribution
500 b -5.538 -0.180 1.818 2.179 2.081 -0.585 -0.012 0.203 0.218 0.232
φ -0.200 -0.006 0.349 0.436 0.416 -0.200 0.000 0.109 0.126 0.128
β -2.215 -0.359 1.618 2.082 2.016 -0.234 -0.024 0.173 0.187 0.226
1000 b -5.538 -0.053 1.250 1.494 1.368 -0.585 -0.012 0.142 0.152 0.145
φ -0.200 -0.006 0.235 0.287 0.266 -0.200 0.000 0.081 0.086 0.083
β -2.215 -0.212 1.103 1.418 1.261 -0.234 -0.011 0.121 0.128 0.123
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Table 3: Biases, empirical standard deviations (ESDs) and asymptotic standard deviations
(ASDs) of pθτn at quantile level τ “ 0.05 or 0.25 for model (5.1) with coefficient functions
(5.3), where ASD1 and ASD2 correspond to the bandwidths hB and hHS, respectively.
τ “ 0.05 τ “ 0.25
n True Bias ESD ASD1 ASD2 True Bias ESD ASD1 ASD2
Normal distribution
500 b -2.706 0.011 0.425 0.558 0.676 -0.455 -0.001 0.122 0.124 0.123
φ 0.025 -0.006 0.117 0.146 0.166 0.125 -0.004 0.074 0.081 0.080
β -0.068 -0.090 0.294 0.520 0.751 -0.057 -0.013 0.085 0.095 0.098
1000 b -2.706 0.014 0.291 0.349 0.326 -0.455 -0.004 0.082 0.089 0.085
φ 0.025 -0.005 0.081 0.093 0.089 0.125 -0.003 0.054 0.057 0.055
β -0.068 -0.046 0.185 0.275 0.245 -0.057 -0.006 0.060 0.068 0.064
Student’s t5 distribution
500 b -4.060 0.010 0.869 1.316 1.028 -0.528 -0.003 0.153 0.157 0.155
φ 0.025 -0.010 0.194 0.268 0.230 0.125 -0.004 0.082 0.091 0.090
β -0.102 -0.238 0.538 1.222 0.748 -0.066 -0.018 0.091 0.099 0.105
1000 b -4.060 0.025 0.588 0.759 0.729 -0.528 -0.005 0.102 0.112 0.116
φ 0.025 -0.009 0.131 0.164 0.158 0.125 -0.002 0.060 0.063 0.068
β -0.102 -0.128 0.311 0.543 0.530 -0.066 -0.008 0.062 0.072 0.085
Student’s t3 distribution
500 b -5.538 -0.030 1.491 2.555 1.836 -0.585 -0.006 0.182 0.197 0.184
φ 0.025 -0.012 0.282 0.425 0.350 0.125 -0.005 0.089 0.104 0.100
β -0.138 -0.438 0.848 2.447 1.299 -0.073 -0.021 0.096 0.121 0.117
1000 b -5.538 0.022 0.998 1.318 1.489 -0.585 -0.007 0.121 0.135 0.128
φ 0.025 -0.012 0.184 0.231 0.274 0.125 -0.003 0.065 0.071 0.067
β -0.138 -0.238 0.487 0.875 1.311 -0.073 -0.010 0.066 0.080 0.074
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Table 4: Biases (ˆ100), empirical standard deviations (ESDs) (ˆ100) and asymptotic
standard deviations (ASDs) (ˆ100) of pρk,τ with k “ 2, 4 or 6. The quantile level is τ “ 0.05
or 0.25, and ASD1 and ASD2 correspond to the bandwidths hB and hHS, respectively.
τ “ 0.05 τ “ 0.25
n Lag Bias ESD ASD1 ASD2 Bias ESD ASD1 ASD2
Normal distribution
500 2 0.01 2.64 3.04 2.70 -0.20 2.71 2.65 2.65
4 0.04 3.03 5.60 3.01 -0.11 3.06 3.00 3.00
6 -0.01 3.07 3.33 3.06 -0.17 3.10 3.04 3.04
1000 2 -0.06 1.94 1.89 2.07 -0.13 1.94 1.87 1.87
4 0.05 2.10 2.12 2.14 -0.04 2.15 2.12 2.12
6 -0.08 2.13 2.15 2.22 -0.10 2.25 2.15 2.15
Student’s t5 distribution
500 2 -0.01 2.15 2.13 2.17 -0.12 2.11 2.04 2.05
4 0.08 2.63 2.67 2.68 -0.13 2.75 2.64 2.65
6 0.00 2.84 2.81 2.83 -0.14 2.89 2.80 2.81
1000 2 -0.01 1.50 1.53 1.50 -0.06 1.44 1.42 1.42
4 0.05 1.84 1.97 1.91 -0.04 1.90 1.86 1.86
6 -0.04 1.94 2.07 2.00 -0.12 2.03 1.97 1.97
Student’s t3 distribution
500 2 0.00 1.75 1.61 1.63 -0.09 1.55 1.46 1.47
4 0.07 2.30 2.29 2.36 -0.10 2.40 2.20 2.21
6 0.01 2.60 2.56 2.55 -0.14 2.62 2.50 2.52
1000 2 -0.01 1.15 1.06 1.06 -0.04 0.98 0.95 0.95
4 0.06 1.51 1.58 1.58 -0.02 1.56 1.50 1.50
6 0.03 1.70 1.78 1.78 -0.10 1.79 1.73 1.73
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Table 5: Biases (ˆ100), empirical standard deviations (ESDs) (ˆ100) and asymptotic
standard deviations (ASDs) (ˆ100) of prk,τ with k “ 2, 4 or 6. The quantile level is τ “ 0.05
or 0.25, and ASD1 and ASD2 correspond to the bandwidths hB and hHS, respectively.
τ “ 0.05 τ “ 0.25
n Lag Bias ESD ASD1 ASD2 Bias ESD ASD1 ASD2
Normal distribution
500 2 0.02 2.67 3.09 2.73 -0.10 2.72 2.69 2.69
4 0.07 3.03 5.69 3.01 -0.06 3.06 3.00 3.00
6 0.03 3.09 3.33 3.06 -0.04 3.03 3.03 3.03
1000 2 -0.06 1.96 1.91 2.09 -0.07 1.99 1.90 1.90
4 0.05 2.09 2.13 2.14 -0.02 2.17 2.12 2.12
6 -0.06 2.12 2.15 2.23 -0.04 2.20 2.15 2.15
Student’s t5 distribution
500 2 -0.01 2.22 2.17 2.21 -0.06 2.06 2.03 2.04
4 0.10 2.63 2.68 2.69 -0.04 2.71 2.62 2.62
6 0.04 2.85 2.81 2.83 0.00 2.78 2.79 2.79
1000 2 -0.01 1.52 1.56 1.53 -0.03 1.46 1.40 1.40
4 0.04 1.84 1.97 1.91 0.00 1.93 1.84 1.84
6 -0.02 1.93 2.00 2.01 -0.07 1.97 1.96 1.96
Student’s t3 distribution
500 2 0.02 1.79 1.64 1.66 -0.04 1.51 1.42 1.49
4 0.08 2.33 2.30 2.37 -0.05 2.36 2.17 2.18
6 0.02 2.64 2.55 2.55 -0.01 2.48 2.48 2.54
1000 2 -0.01 1.16 1.07 1.07 -0.02 1.01 0.92 0.92
4 0.06 1.53 1.58 1.58 0.01 1.59 1.47 1.47
6 0.04 1.69 1.78 1.77 -0.06 1.72 1.71 1.71
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Table 6: Rejection rate (%) of test statistics Q1p6q and Q2p6q, where QBi and QHSi corre-
spond to the bandwidths hB and hHS, respectively. The significance level is 5%, and the
quantile level is τ “ 0.05 or 0.25.
τ “ 0.05 τ “ 0.25
n c1 c2 Q
B
1 Q
HS
1 Q
B
2 Q
HS
2 Q
B
1 Q
HS
1 Q
B
2 Q
HS
2
Normal distribution
500 0.0 0.0 3.7 3.5 3.8 3.8 5.4 5.7 4.5 4.4
0.1 0.0 8.3 8.4 8.6 8.7 7.8 7.5 10.6 10.7
0.3 0.0 47.9 47.3 42.2 41.7 92.9 92.6 53.6 53.4
0.0 0.1 6.3 6.6 6.2 6.0 6.4 6.5 6.3 6.4
0.0 0.3 14.0 13.8 14.4 14.1 7.6 7.6 12.2 12.2
1000 0.0 0.0 5.3 5.3 5.2 5.2 4.8 4.8 5.4 5.4
0.1 0.0 11.5 11.3 11.8 11.6 8.8 8.8 14.2 14.1
0.3 0.0 84.0 83.6 78.7 78.4 99.9 99.9 90.6 90.3
0.0 0.1 7.6 7.3 7.2 7.1 5.6 5.6 6.4 6.5
0.0 0.3 17.1 16.4 19.3 19.3 6.3 6.3 16.5 16.3
Student’s t5 distribution
500 0.0 0.0 5.5 5.7 5.6 5.5 5.7 5.7 5.2 5.2
0.1 0.0 7.4 7.5 7.4 7.1 14.3 14.5 7.4 7.5
0.3 0.0 29.5 29.4 18.1 17.8 92.5 92.4 26.7 26.8
0.0 0.1 14.5 14.2 14.0 14.0 7.8 7.5 8.2 8.2
0.0 0.3 35.6 35.4 38.3 37.7 7.8 7.6 18.0 17.9
1000 0.0 0.0 5.7 5.5 5.9 5.7 4.6 4.6 5.0 4.9
0.1 0.0 8.7 8.6 6.8 7.0 27.1 27.3 9.0 8.9
0.3 0.0 54.7 54.8 34.1 33.9 100.0 100.0 54.2 54.1
0.0 0.1 17.7 17.8 19.0 19.1 7.7 7.7 9.9 10.0
0.0 0.3 52.9 52.7 59.1 59.3 8.3 8.4 28.4 28.4
Student’s t3 distribution
500 0.0 0.0 7.1 7.0 6.6 6.3 5.3 5.3 4.6 4.6
0.1 0.0 9.0 8.9 7.0 7.2 15.0 14.9 6.2 6.1
0.3 0.0 28.0 28.1 13.8 14.2 91.8 91.8 14.4 14.4
0.0 0.1 17.0 16.9 17.5 17.2 7.5 7.5 9.2 9.1
0.0 0.3 42.0 41.7 43.2 43.1 7.1 7.3 20.3 20.6
1000 0.0 0.0 5.6 5.7 5.7 5.6 4.7 4.8 5.4 5.3
0.1 0.0 9.9 10.0 7.3 7.3 29.3 29.1 6.4 6.3
0.3 0.0 50.5 50.4 22.2 22.2 99.8 99.7 25.3 25.1
0.0 0.1 24.6 24.5 27.9 27.2 7.8 7.7 13.2 13.2
0.0 0.3 60.2 60.4 63.9 63.9 8.3 8.4 34.9 34.9
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Figure 1: Left panel: stationarity regions of E ln |φ1 ` εt
?
β1| ă 0 (solid line), E|φ1 `
εt
?
β1|κ ă 1 with κ “ 0.1 (dotted line), κ “ 0.9 (longdash line), or κ “ 2 (dotdash line),
respectively, where εt follows a standard normal distribution; Right panel: stationarity
regions of E|φ1 ` εt
?
β1|κ ă 1 with κ “ 0.1 and εt being standard normal (solid line),
Student’s t5 (dotted line), t3 (longdash line) or standard Cauchy (dotdash line) random
variable, respectively.
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Figure 2: Time plot of weekly log returns (black line) of S&P500 Index from January 10,
1997 to December 30, 2016, and negative 5% VaR forecasts (blue line) from August 11,
2006 to December 30, 2016.
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Figure 3: The estimates of φipτkq (black solid) from the fitted quantile double AR model,
together with their 95% confidence band (black dotted), at τk “ k{20 with 1 ď k ď 19,
and estimates of φi (blue solid) from the fitted double AR model, together with their 95%
confidence interval (blue dotted).
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Figure 4: The estimates of βjpτkq{bpτkq (black solid) from the fitted quantile double
AR model, together with their 95% confidence band (black dotted), at τk “ k{20 with
1 ď k ď 7 and 13 ď k ď 19, and estimates of βj{ω (blue solid) from the fitted double AR
model, together with their 95% confidence interval (blue dotted).
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Figure 5: Residual QACFs of the fitted quantile double AR model at τ “ 0.05, with 95%
confidence bands.
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