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Abstract 
In this paper we will give an integral representation of the error for the generalized Pad6 type approximants defined 
in Brezinski (1991). We will deduce some asymptotic upper bounds on the error of sequences of these approximants. As 
applications, we will consider functions defined by their expansions in some families of classical orthogonal polynomials 
and obtain for the corresponding approximants some results on the speed of convergence. Finally, we obtain some results 
on the asymptotic behaviour of the error of these approximants for generalized Stieltjes functions. 
Keywords." Orthogonal polynomials; Orthogonal expansions; Generating functions; Hermite interpolation; Approximation; 
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1. I n t roduct ion  
1.1. Definition of  the generalized Pad~-type approximants 
Let f be an analytic function defined on a domain A C_ C by the series o f  functions 
oo 
f ( t )  = ~_, cigi(t), t E A. 
i :0  
Let G(x,t) be a generating function o f  the family {gi(t)}i, that is, G(x, t) ~ i = ~-' i=O x gi(t). We define 
the linear functional c by its moments  in the fol lowing way: 
c(x i )=c i ,  i C N. 
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Then formally we have f ( t )  = c(G(x, t)), t E A, where the linear form c acts on the variable x (this 
will be the case throughout the paper)• 
Definition 1. The generalized Pad6 type approximant of order n of the series f ,  (O/n)~ - or in short 
GPTA - is defined in the following way [2]: 
• we fix t E A and consider the polynomial q,(x, t) of degree less than or equal to n in x which 
satisfies the following interpolation conditions: 
Li(qn(X, t)) = Li(G(x,t)), i : 0, . . . ,n,  
where the Li are  linear fimctionals acting on the variable x. In order to guarantee xistence and 
unicity of the interpolation polynomial, the linear functionals must satisfy 
Lo(1) Zo(x) "'" Lo(X n) 
D(0 ) = LI(1) Ll(X) -'- Ll(x") ¢ 0 Vn E 
Ln(l) Ln(x) ... L,(x") 
• we replace G by its approximation q, and we construct the approximant 
= c(q.(x,t)), n 
From the definition of the interpolation polynomial we can write 
0 1 X " ' "  X n /O~ °)" 
Lo(G(x, t)) Lo(1 ) Lo(X) "'" Lo(X n) 
qn(X, t )  : - -  . . . . . . . . . . . . . . .  
Ln(G(x,t)) Ln(1) Ln(x) ... Ln(x n) 
This enables us to represent the generalized Pad6 type approximant as a quotient of determinants in 
the following way: 
C(qn(X, t)) 
= __  0 CO C1 " ' " 
Lo(G(x,t)) Lo(1) Lo(x) "" 
Ln(G(x,t)) Ln(1) L,(x) ... 
I 0 Co • • • Cn 
Lo(~i~oXigi(t)) L0(1) - "  Lo(x n) 
- -  , . . . . . . .  o . . .  
L,(F_,inoxigi(t)) L,(1) . . .  Ln(x n) 
where G,(x,t) = ~=oxig,+l+i(t). So 
C n 




• . . 
Ln (X  n+l  an(X ,  t ) )  
c(q, (x , t ) )=cogo(t )+Clg l ( t )+'"+Cng,( t )+e,( t )  
C O • . . C n 
% 
Lo(1) ... Lo(x J/D O), 
Ln(1) "'" Ln(x n) 
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with 
0 C O C 1 " ' "  C n /O(n 0), 
e.(t) _-- _ L0(x "+1G.(x, t)) Lo(1 ) Lo(X ) "'" Lo(X n) 
Ln(xn+lGn(x,t)) Ln(1) Ln(x) ... Ln(x n) 
which shows the main property of the GPTA, namely that the first n + 1 terms of its expansion in 
the family {gi(t)} coincide with those of f ( t ) .  We can write the approximant in the form 
c(q~(x, t)) =- aoLo(G(x, t)) + alLl(G(x, t)) + . . .  + a,L,(G(x, t)) (1) 
and we have 
aoLo(x i) + alLl(x i) + . . .  + a,L,(x i) = c(xi), i ---- 0,... ,n. 
If the linear functionals are defined by Li(g) = g(xi), i/> 0, and the generating function is G(x, t) = 
(1 -x t )  -1, then the approximants constructed are the Pad6 type approximants. 
As f ( t )  = c(G(x, t)), we can write the error of the approximants in the form 
r,(t) = f ( t )  - (O/n)~(t) = 
c(G(x, t)) 




Ln(1) Ln(x ) 
co c1 . . .  Cn /D n 
Lo(1) Lo(x) ... Lo(x ~) 
Ln(1) Ln(x) "" Ln(x n) 
• ' '  C n 
• .. Lo(x n) /D~O) = ~ dig.+,+i(t), 
. . . . . .  /=0 
• ..  Ln(x n) 
C(X n+l G.(x, t)) 
= L°(x"+IG"(x't)) 
] Ln(xn+l  Gn(x ,  t ) )  
with 
Cn+l+i CO C1 . . .  C n /O~ 0)" 
Zo(x n+l+i) L0(1) Lo(X ) "'" Lo(X ~) 
Zn(x n+l+i) L~(1) L,(x) ... L,(x ~) 
In order to have an approximation of higher order (which corresponds to a generalization of Pad6 
approximants or Pad6 type approximants of higher order) we need that 
d, O, i 0 . . . .  k ¢, (~  ajLj~ (x n+l+i) C(X n+l+i) . . . . .  Cn+l+i, i = 0,...,k. 
\ / / j=0  
We remark that these conditions are independent of the generating function G(x, t). 
The existence and unicity conditions for the GPTA have been studied in [2] and a program in 
Mathematica for the formal recursive computation of these approximants has been given in [5]. 
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Some convergence r sults for sequences of GPTA corresponding to the two following types of 
linear functionals L~ were given in [4]: 
1. L i ( f )=  f(xi)  (if the point is repeated, we consider the derivatives); or 
2. L~(f)= fc f(z)p~(z)w(z)ldz[, where {p;(z)) is the family of orthonormal polynomials on C 
with respect o the weight function w(z). 
Conditions on the generating function and on the linear functional c were proposed there in order 
to obtain convergence. 
1.2. Construction of the 9eneralized Padk type table 
The definition given in the previous ection can be generalized as in [2]: we want to compute an 
approximant of the form 
(k/n)~(t) 
k 
= ~ bigi(t) + aoLo(G(x, t)) + . . .  + anLn(G(x, t)) 
i=0 
for which the expansion in the series of {9;(t)} coincides with that of f ( t )  as far as possible, that 
is, up to the order k + n + 1. The order condition can be written as 
aoLo(x k+l ) + alL l (X k+l) + "'" + anLn(x k+l ) = Ck+l 
aoLo(x k+l+n) + alLl(x k+l+") +""  + anL,(x k+l+n) = Ck+l+n 
a system of (n + 1) equations and (n + 1) unknowns which gives the ai's. The bi's follow from 
bi = Ci -- ~ ajLj(xi), i = 0 , . . . ,k .  
j=0 
The existence and unicity of these approximants i  guaranteed by the condition 
Lo(X k+l) L0(x  k+2) . . .  Lo(X "+k+l) 
D(ff+l)= LI( xk+l ) LI(X k+2) . . . . . . . . .  " ' "  LI(X n+k+l) 
[Ln(x k+l ) Ln(x k+2) ... Ln(x n+k+l ) 
#0 fora l lk ,  nE  ~. 
In this way, we can construct a table of approximants (k/n)~, k >>. O, n >/O. Let us now see to which 
interpolation problem these approximants correspond. We set as before 
k o~ 
xk+lGk+l(x,t) = G(x , t ) -  ~xioi(t)  = ~ xigi(t), 
i=0 i=k+l  
and let q,(x, t) be the polynomial of degree n satisfying the interpolation conditions 
Li(qn(x,t)) = Li(Gk+l(x,t)) i = 0 ..... n. 
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k i We can approximate G(x,t) by (~i=0 x gi(t)+Xk+lqn(X,t)) and so f ( t )  by 
k 
cigi(l) q- c(xk+lq.(x, t)) 
i=0  
0 Ck+ 1 
k Lo(X k+l Gk(x, t)) Lo(x k+l ) 
= ~ cigi(t) - 
i=0  . . . . . .  
L,(x k+l Gk(x, t)) L,(x k+l ) 
k 
cigi(t) + ~ aiLi(xk+lGk(x, t)) 
i=0  i=0 
~] cigi(t) + ai i(G(x, t)) - Li(xJ)gj(t) 
i=0  i=0 
2 - a j t j (x '  g (t) + 
i=0  i=0 
k n 
E bigi(t) + E aiLi(G(x, t)) = (k/n)~(t). 
i=0  i=0 
• . .  
... Lo(X k+l+") 
. . .  Ln(x k+l+n) 
We can study the convergence properties of two types of sequences: 
• n fixed, k ~ oo; 
• k fixed, n ~ o~. 
For this case, we can consider, without loss of generality, k = 0. In fact, as we will see in 
the following section, to obtain the convergence results we only impose to G(., t), for t (fixed)E A 
(domain), to be analytic in a disc D(0, fl). If this is satisfied then, by definition of Gk(., t), this 
property is also satisfied for these functions for all values k c ~. So the convergence properties are 
independent of k. 
In this paper we will be interested in this second problem. We will consider one type of linear 
functionals: Li(g)= g(xi) (and the derivatives if some interpolation points coincide). We will begin 
by obtaining an integral representation of the error and then we will get some error bounds for the 
sequences of generalized Pad6 type approximants ((O/n)~(z)),. We will consider particular choices 
for the generating function and obtain the corresponding convergence results. 
2. Integral representation of the error 
Let us consider a function f ( z )  in a domain ~ C C given by a series expansion 
Vz E 9: f (z )  = cng.(z) with limsuplcnl 1/" = ~, R > 1 
n=O n--*o~ 
(2) 
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and let 
o~ 
G(x,z) = ~ xigi(z) (3) 
i=0 
be a generating function for the family {gn(Z)}. 
We associate to f a function g defined by the following power series 
0(3 
g(t) = ~ c,t', which is analytic for Itl < R. 
n=0 
We define the linear form c in the space ~ of holomorphic functions in DU~ = D(0, i/a) (the disk 
with center at the origin and radius l/a) by: 
1 L g(x)k(1/x)dX where a < r < R. (4) Vk E ~:  c (k)= ~ I=r x 
We have 
L g(")(o) 1 g(X)xlX+l- n~--Cn Vn~>O. C(X n) = ~ [=r  
In the sequel, the functional c will act on the variable x. 
Let A C ~ be a domain such that, for z E A, G(.,z) E ~ for some a > 0. In other words, if Dtz] 
is the domain of analyticity of G(.,z), Vz E A: D H 3D(O, I/a). Then for all z E A: 
1 fx  g(x)G(1/x'z)dX c( G( x,z ) ) -- ~i  [=r X 
lx o L 1 "z 'g (X)dx= 1 ~ g(X)dx = grit )x--~- ( Z gn(Z) 2hi  [=r ~ X n+l n=0 I=r 
oo 
= E c,g,(z) = f ( z )  
n=0 
by uniform convergence arguments. So, if q,(x,z) is the polynomial of degree n which interpolates 
G(.,z) in the set of points {z~i},-"=0 (which corresponds to the following choice of linear functionals 
Li(G(.,z)) = G(zni,Z) i=  O,...,n), we get 
/x ( )dx 1 g(x)q. ,z - -  (O/n)~(z) = C(qn(X,Z)) = ~-~ ]=r X 
and the error of the GPTA can be written 
L (1)]" 1 g(x) G ,z -q ,  ,z - -  VzEA.  f ( z )  - (O/n)~(z) = ~-~ I=~ x 
In this case the speed of convergence of the GPTA can be measured by the speed of convergence 
of the interpolating polynomials: 
If(z) - ( O/n )~(z )l <<.M max IG(x,z ) - q,(x,z )l. 
Ixl=% 
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More precisely, as the interpolation error can be written [3] 
1 y)(X-Zno). . . (X-Znn)G(_~Z)d t Elnt(F) 
G(x,z) - -  qn(X,Z) = ~ (t ZnO) (t ~nn) X 
with F a simple, closed, rectifiable curve in D(0, l /a), z.i E Int(F) (the interior of  F), i = 0 . . . . .  n, 
Vn E ~, we obtain the following expression for the error of the generalized Pad6 type approximants: 
en(Z)~_f(z)_(O/n)~(z)_ 1 fix ~ (x-l-ZnO)'''(x-l-znn)G(f~-l) 
4rc2 I =r g(x) (t Z.o) -~ . )  dtdx, (5) 
if D(0, 1/r) C Int(F). So we obtain 
n - -1  
1,  ,maxixl=r IIi=o [X - -  Zni I le.(z)l ~ ~Mtr )  - - -~-e - - r - -  -~  
4re minter 11i=01 t - Zni[ 
with M(r) a quantity depending on r. Let us consider now sequences {Zni}i"_-0 of interpolation points 
satisfying, for some function a, 
lim [ (z -  Z,o)... ( z -  Znn)[ 1 / (n+l )= a(Z) for all z E D(0, l/a). (6) 
n---+ (x3 
In (5), making the change of variable y = x -1, and remarking that we can replace the curve [y[ = 1/r 
by any simple, closed and rectifiable curve Y such that D(0, 1/R)C Int(?), we get 
maxye~ o-(y) 
lim~_~sup le.(z)l 1/(n+l) ~ minter a(t)  ' (7) 
for all F and y satisfying the given conditions. We immediately obtain the following theorem: 
Theorem 1. Let f ( z )= ~,~0 c,g,(z), z E ~ c C with l im,_~ [Cn/Cn+l] =R. Let GO, z) be a gener- 
ating function for the family {gn(Z)}. Let us suppose that for z EA C ~ (a regular set), G(.,z) is 
analytic in D1/~ for some ~ > O. We consider sequences of interpolation points {z,~, i = 0 ..... n},e~ 
c D1/~ satisfying (6). We define CR = {z :a (z )= p}, Int(Co) the interior of Cp and Ext(Cp) the ex- 
terior of CR. We suppose that CR is a simple, closed, rectifiable curve and we set 
pM=SUp{p: CpCD1/~; z.i E lnt(Co), Vi, n}, 
Pm = inf{p : C o C Int( Co~ ), Cp C Ext( D1/R )}. 
Then 
Vz c A: lim sup I f (z)  - (O/n)~(z)ll/("+l)<<. P--~-~. 
n---*c~ RM 
Let us consider two different choices of sequences of interpolation points satisfying (6). 
(a) Let (zi)i be a sequence of  points satisfying 
lim z.k+l = ~1, lim Znk+2 = ¢2 . . . . .  lira Z.k+k = ~k. 
n- - -+oc  n - - *oo  n - - *oo  
and let us set: z,i = z~, i = O,...,n (Vn E N). Then 
a(z) = lirno~ [(z - z~)... (z - Zn)]  1In = [ (z  - ~1)""" (Z - -  ~k) [  l/k 
and so the set of  points a(z) = r k is a lemniscate. 
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Corollary 1. Let f and G(. ,z)  satisfy the conditions o f  Theorem 1. We construct the sequence o f  
GPTA corresponding to the following choice o f  interpolation points: 
z,i = zi i = O,. . . ,n with l imz ,=0.  
n --..+ o~ 
Then we obtain 
lim If(z) - (O/n)~(g)ll/(n+l)~ R" 
n----> oo  
Proof. In this case we easily obtain a(z) = Izl, cp the boundary of D(O,p), pM = l/a, Pm : 1/R 
and the result follows from Theorem 1. [] 
(b) Let us consider the following definitions: 
• /z a finite Borel measure on C with compact support S(#)= supp(#); 
• Co(S(/~)) the convex hull of S(/~); 
• f2 = I2(#) the unbounded component of C\S(/~); 
• 9o(z, cx~) the Green function of f2 with pole at infinity; 
• Pn(lA, Z) the sequence of orthonormal polynomials with respect o the measure #. 
Let us suppose that # E Reg (cf. [6]), that is 
lim Ip,(l~,z)l 1In = e o~(z '~)  
n ---e. Oo  
(8) 
locally uniformly for z E C\Co(S(/~)). We also say that the sequence {pn(/~,z)} has regular exterior 
asymptotic behaviour. 
Z n If we choose the sequences of interpolation points { ,i}i=0 as the zeros of Pn+l(~,Z), for n E N, 
with {pn(Z)}  satisfying (8) then condition (6) is satisfied. For some particular cases, we can 
easily compute the form of Cp. In fact, we have the following well-known result (see, for 
instance, [8]): 
Proposition 1. l f  S (p)  : [-1, 11 then 9o(z,c~) = log lz÷ v~- I I  and then Cp = gp where go 
(p > 1) is the ellipse o f  foci  -1 ,  1 and semi-axes a : ½(p + p- t ) ,  b = ½(p - p-t). 
So, if we choose {Zni}ino as the zeroes of Jacobi, Legendre or Tchebyshev polynomials, we can 
compute the values of Pm and pM. That is what we are going to do in the following subsections, 
where we will consider some particular choices for the generating function. 
2.1. Expansion in a Legendre series 
If {P,(z)} are the Legendre polynomials then the generating function is 
oo  
G(x,z)  : 1 : ~ xnen(z). 
x/1 - 2xz + x 2 n=0 
If we fix z E gp (p > 1) defined as above, G(.,z) is analytic for x E D(0, l/p), and so if we set 
A = go, G(. ,z)  E O'~l/p, 
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Proposit ion 2. Let f be given by its expansion in a Legendre series 
f ( z )= ~anPn(z )  with limsuPla,[ 1/" = 1 (R> 1). (9) 
,=0 ,--.~ R 
Let us f ix p and p,  such that p < R, p,  > p and choose the sequence of  interpolation points in 
the following way 
Zni = Y.i/P*, i = 0 . . . . .  n, (10) 
where Y.i are the zeroes of  the Tchebyshev polynomial o f  degree n+ 1, T.+l(Z). Then the error o f  
the corresponding sequence of  GPTA has the following asymptotic behaviour 
l imsupl f (z ) - (O/n)~(z) l~/"<~ 1 + 1 
n -..~ oo  
+ (p~)2) / (1 -q -~ l - (~, )  2) ~E~.  
(11) 
Remark. A similar result is obtained if we choose {Yni} as  the zeroes of the Legendre polynomials. 
Proof. The expansion (9) converges for z E Int(SR). For z G 8p with p < R we have the integral 
representation 
Ire VzEep c(G(x,z))=~-~ i i=r g(x)G(llx'z)dxx ' p<r<R 
and, as for p,  < p, 1/p, > 1/p > l/r, this representation is still true for z E Int(~p). It is well-known 
that the zeroes of the Tchebyshev polynomials atisfy 
at(y)  = l irn IT.(y)[ 1/" = l irn [(y - y.o)""  (y - y,,)[1/(,+o = ½6 for y E g~. 
So 
1 
a(z) = lim [(z - Z,o)(Z - Zn2)"" (z - -  Znn)[ 1/(n+l) = - -~r r (p ,z  ) -- 
n----~ cx~ p ~ 
In this case, C~ is given by 
= z=x+iy :  X -2p  * cos0, Y=2-~-, 2p ,c¢ - - -  
We obtain that for z E C~ 
(c¢ 4;¢z)2~<lz12~< (cz+4-~)  2 
Then the quantities PM and Pm defined in Theorem 1 can be chosen satisfying 
1 1 
PM + 4p~p-- M~, -- l ip and Pm 4p~p-- ~ ,  -- lfR 
16  
for p,z  E 8~. 
p, 2 
211sin0} 
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which leads to 
{~ 1(1  1 1 1 /1 1) 1 1/12 1 
pM=max + ~ p2 p2,' 2p 2 p2 p2 = ~p + ~ p2,, 
1 1V/1 1 
Pm= 2-R + 2 ~ + p~**" 
The result follows from the application of Theorem 1. [] 
(12) 
(13) 
By the expression of the generalized Pad6 type approximants in the form (1), we easily see that the 
general form of these approximants for a function given by its expansion in Legendre polynomials is 
n 
(O/n)~(z)= ~Ai (~ i  + ~iZ) -1/2 if the interpolation points are distinct 
i=0 
p ni 
= ~Ai  ~(~i  + fliZ)-(ZJ+l)/2PlT(Z) with polynomial P,j of degree j, 
i=0 j=0 
where for i = 0 .... , p, z.i is repeated n~ times. 
2.2. Expansion in a Tchebyshev series 
If {T,(z)} are the Tchebyshev polynomials, then the generating function will be 
G(x,z) - 1 - xz - ~ x"T,(z). 
1 - 2xz + x 2 n=0 
Fixing z C gp, G(.,z) is analytic for x E D(O, 1/p) and so, for the speed of convergence of the 
sequence of GPTA of a function given by its Tchebyshev expansion we can obtain results equivalent 
to those of the previous section. We remark that in this case the general form of these approximants 
is a rational function. 
2.3. Expansion in a Laguerre series 
Let us consider the function f given by 
oo 
f ( z )  = E c,L~)(z) 
n=O 
with 
( ) /0 F(0~ + 1) n + ~ e, = e-Xx~f(x)L~)(x)dx, (14) n 
where {L~)(z)} are the Laguerre polynomials. We suppose that lim,--.oo sup [c,[ '/" = 1/R < 1. 
For z C C\]0,+e~[ we have lim,~o~n-1/21og [L~,~)(z)[ = 2Re((-z)  1/2) [7], which gives for the 
domain of convergence 
= {z" Re((-z)l/2)<<.K (for some constant K)} 
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the interior of a parabola with focus at the origin. K depends on the value of R and an analog of the 
Cauchy-Hadamard formula (which relates the radius R of the convergence disk of a power series 
with the asymptotic behaviour of the coefficients (an)  by lim sup,_~ lanl  1/" = l/R) holds. 
The generating function of the Laguerre polynomials is 
G(x,z) = ~ x"L~)(z) = (1 - x) -1-" exp 
n=O 
which, for all z E C, is analytic in D(0, 1 ). 
In this case, the general form of these approximants is a linear combination of exponential functions 
and functions of the form x i exp(/~ix) (if some interpolation points are repeated), that is 
q q 
(O/n)~(z) = Y]~ pi(z)e p'x with pi(z) a polynomial of degree ni, Y]~ ni = n. (15) 
i=1  i=1  
Z n Let us now apply Theorem 1 with simple choices for the interpolation points { ni}i=O C D(0, 1). 
Proposition 3. Let f be 9iven by (14) satisfying l imsuPn~ ]Cn] 1In = 1/R and let us consider the 
sequences of GPTA (O/n)~(z) correspondin9 to the followin9 choices of interpolation points: 
1. l im,~ z, = 0. Then 
1 
Vz E ~ limsup If(z) - (O/n)~(z)ll/("+l)~-~. 
n~o~ 
2. Let {z,i},-~o be 9iven by (10) with p, > 1. 
VzE~ l imsuPlf(z)-(O/n)~(z)' l /"-<l (1+ ~ "~R 
Proof. (1) In this case, a(z) = [z I and Cp = D(O,p). So PM ---- 1 and Pm ---- l/R, which gives the 
result by applying Theorem 1. 
(2) It is sufficient o see that in this case the quantities PM and p,, are given by (12) and (13) 
withp---  1. [] 
2.4. Expansion in a Hermite series 
Let us consider the function f given by its expansion in Hermite polynomials: 
f (z )  = ~ c, Hn(z) with gl/22nn!cn = e-X' f(x)Hn(x)dx. (16) 
n=0 ~ 
We suppose that lim supn~ ICn] 1/" = 1/R. 
For z E C\] - oo, +oo[ we have limn_~(2n) -1/2 log{[F(n/2 + 1)/F(n + 1)]lgn(z)l} = Im(z) [7], 
which gives for the domain of convergence 
= {z" [Im(z)[ ~<K (for some constant K)}. 
K depends on R and an analog of Cauchy-Hadamard formula holds. 
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The generating function for the Hermite polynomials is 
G(x,z) = ~ x nHn(z) -- e z=-x2, 
n=0 H! 
and so the general form of the generalized Pad~ type approximants i also of type (15). 
As for all z E C, G(.,z) in an entire function of x, we have the integral representation 
l j l Vz E C c(G(x,z)) = ~i  i=r x 
with 
r <R : f ( z )  VzE~.  
Conditions of Theorem 1 are satisfied for all ~ ~> 0. So let us fix ~ > 0 and consider the same choices 
Z n for the { ,i}i=0 as in the previous section. 
• limn__,~ z, = 0, z, E D(0, l /a) Vn. Applying Theorem 1 we get for the error bound 
lirn len(z)ll/(n+') <<. ~. 
Proposition 4. Let f ( z )  be a function given by (16) with limsuPn~o ~ Ic, I TM = 1/R. We consider 
the sequence of  generalized Padk type approximants ((O/n)~), corresponding to the sequences of  
interpolation points {z,i}g satisfying 
- {z,i}g are the zeroes of  a family of  orthogonal polynomials in [ -1,  1] with respect to a regular 
measure (for instance, Tchebyshev, Legendre or Jacobi polynomials). 
Then the sequence ((O/n)~(z)), converges to f(z) .  More precisely, if  we f ix p > 1 satisfying 
½(p _ p- l )  > 1/R we obtain 
~-l,t,1 Pl / 14_~ limsup I f ( z )  - (O/n)~(z)l~/("+l)<<.g--~ + + 1 Vz E 9 .  (17) 
n---+ OO 
Proof. By Propositon 1 we know that for this choice of interpolation points we obtain a(z) = p, 
Vz E gp. Applying Theorem 1 we get 
PM = P, Pm -- (1~pro) = 1/R. 
Taking Pm= 1/(2R) + X/(1/4R 2) + 1, (17) follows. [] 
3. GPTA for generalized Stieltjes functions. Connection with the Baker-Gammel approximants 
Let us consider now the following class of functions 
f ( z )  : ~ G(t,z)d~(t), (18) 
where ~ is a bounded, nondecreasing function taking infinitely many different values on A, A is a 
compact interval of ~+. For the special case G(t,z) : (1 + tz) -1, f becomes a Stieltjes series. If 
A. C Matos l Journal of Computational and Applied Mathematics 77 (1997) 239-254 251 
G(t,z) is the generating function of the family {gi(z)}~= o we formally have 
f ( z )  = ti g i (z  d~(t) = tida(t gi(z) = ~ cigi(z). 
,=0 i=0 
Let us suppose that 
for z E C a compact region of C,G(.,z) is analytic in A = ~+×] - a,a[. (19) 
Then by the Cauchy representation we can write 
fA 1 fr G(x,z) dxdu(t), f ( z )  = ~ 7- -7  
where F is a simple closed contour in A such that A lies in its interior. Then 
1 f r  j l d~( t )  dx = 1 f r  f ( z )  = ~ G(x,z) x - t ~ G(x'z)g(-1/x) dX'x (20) 
where g(x)= fa d~(t)/(1 +xt)  is a Stieltjes function. 
A way of constructing approximants for functions of the form (18) which are a linear combination 
of G(ui,z) (ui E A) and g*(z) = O~G(u,z)/&~lu=o has been proposed by Baker and Gammel. The 
Baker-Gammel approximants of f [1] consist of replacing g by their Pad6 approximants. We will 
obtain an approximant of the form 
G[,~+;/ml( z ) ; = E + 
i=0 i= l  
(21) 
It is easily shown (see [1] for the details) that their expansion in terms of the {g~(z)} coincides 
with the one of f up to 2m + j, and a convergence result can be deduced from the convergence 
results for the Pad6 approximants of a Stieltjes series. The construction of these approximants needs 
the computation of the poles and residues of the [m + j im]f (z), which implies quite an amount of 
computations. 
The approach studied in this paper - the generalized Pad6 type approximants - corresponds to, in 
(20), instead of replacing  by its Pad6 approximant, replacing G(.,z) by its interpolation polynomial. 
As we have seen in the previous sections, the general form of these approximants contains (21) for 
the following choice of interpolation points: ui, i = 1,..., m and u0 = 0 repeated j + 1 times. 
The order of approximation i  the expansion in terms of the {gi(z)} is m + j and so less than 
the one corresponding to the Baker-Gammel approximants, but we get an important reduction in 
computations. We will now obtain some upper bounds on the asymptotic behaviour of the error of 
the GPTA for generalized Stieljes functions for particular choices of the interpolation points. 
Theorem 2. Let f be a function of the form (18) satisfying (19). Let us consider sequences of 
interpolation points {z,i}n=0 C A satisfying 
i_l~I ° z,i) 1/(,+1) l im a (z - = a(z) Vz E A. (22) 
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Then the corresponding sequence of GPTA satisfies 
maxt~A a(t) 
limn~o~sup If(z) -- (O/n)](z)[l/(n+l)<<. minx~r a(x) 
for all contours F in A such that Vn E ~d {z,;}7=o Clnt(F) and F A A = O. 
Proof. Let q,(t,z) be the interpolation polynomial for G(t,z) (z fixed); then we have 
f 
f ( z )  - (O/n)~(z) = J. (G(t,z) - q.(t,z))da(t) 
- -  _ _  1" I i=0(  - -  Zni ) dx d~t(t) 
2~zi JA Jr x - t 1-Ii~=o(X - z~i) 
by the Cauchy integral representation of the interpolation error. By applying Fubini's theorem we 
get 
l f r  G(x,z) ( f  I-Iino(t-zni) d~(t)) dx. (23) 
f ( z )  - (O/n)](z) = ~ ]-Ii~=o(X - z.i) x 25 t 
Taking upper bounds we obtain 
1Cl .~ , .maxtcz [1-In=0(t -- Z.i)[ 
If(z) 
- (O/n)~(z)[~ t~2tZ)minxcr [I]n=0(x z,i)[ 
with C~ = IrA d~(t)[ maxx~r(dist(x,A)) -~ and C2(z) = [fr G(x,z)dx]. The result follows from the 
Z n property (22) on the { n/}i=o- [] 
Theorem 3. Let f be a function of the form (18) satisfying (19). Let {rc,(z)},e~ be the sequence 
of orthonormal polynomials on A with respect o the measure d~(t). Let us construct he sequence 
of GPTA corresponding to the following sequences of interpolation points: Vn E • {z,g}~'= o are the 
zeroes of rc,+l(z). Then, i f  we set f2 -- C\A and ga(z, c~) the corresponding Green function, the 
error has the following asymptotic behaviour 
Vz E C lim sup [f(z) - (O/n)~(z)l 1/2n <<. 
n -'-~ O~ 
for all F such that 
AC Int(F), FCA,  FNA=O.  
Proof. The sequence {Tzn(z)} satisfies 
f rtn(t)rCm(t)d~(t) = 6,~n Vn, m E ~. 
Using the orthogonality properties, (23) can be written 
1 fr  G(x,z) ( fA n . ( t )d~(t ) )dx  f ( z )  - (O/n)~(z)= ~ rc.(x) x - t 
minxer e gQ(x ' °° )  
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) : 1 nn(X)-rc,(t)rc,(t)dct(t)+ d~(t) dx 2rd nn(X) 2 x t x -  t 
= 2rci rc,(x) 2 do~(t) dx. 
We have fA rc,(t) 2 d~(t) = 1 and from the properties on the measure d~(t) and its support, it is well 
known that [6] 
l iminf ]n.(z)[ 1/" >~e g'~'°°) Vz E 12. 
Taking upper bounds, the result follows. [] 
4. Conclusions 
As Pad6 and Pad6 type approximants provide good approximations for functions given by its 
power series expansion, the generalized Pad6 type approximants studied in this paper enable us to 
Z oo construct approximations for functions given by their expansion in some family {gi( )}i=0 for which 
we know a generating function G(x,t). As recalled in the first section, these approximants are a 
linear combination of the functions {G(xi, t)} and {OJ/~xJ(G(xi, t))}, and the coefficients are very 
easily computed. 
Based on the analytical properties of the generating function and choosing the sequences of inter- 
polation points satisfying some conditions, we obtained a general result on the speed of convergence 
of the corresponding sequences of approximants. For the most common expansions - the expansion 
on the classical orthogonal polynomials - we got some upper bounds on the error of the GPTA cor- 
responding to particular choices of the interpolation points. The results show that these approximants 
can have good convergence properties. 
There are some interesting open problems: 
• a family of functions {gi(z)} being given, compare for different choices of interpolation points 
the speed of convergence of the corresponding sequence of approximants and determine what is 
the best choice for obtaining the fastest convergence; 
• for a function given by the series f ( z )  = Z~o cigi(z), compare the speed of convergence of the 
n sequence of partial sums Sn(Z) = ~i=0 cigi(z) with the one of a sequence of GPTA and give 
sufficient conditions in order to obtain acceleration of convergence; 
• study the convergence and acceleration properties of sequences of the form ((k/n)~(z))k (with n 
fixed) defined in Section 1.2. 
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