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Abstract  
Hypoglycemia or low blood glucose is dangerous and can result in unconsciousness, 
seizures and even death for Type 1 diabetes mellitus (T1DM) patients. Based on the 
T1DM patients’ physiological parameters, corrected QT interval of the electrocardiogram 
(ECG) signal, change of heart rate, and the change of corrected QT interval, we have 
developed a neural network based rule discovery system with hybridizing the approaches 
of neural networks and genetic algorithm to identify the presences of hypoglycemic 
episodes for TIDM patients. The proposed neural network based rule discovery system is 
built and is validated by using the real T1DM patients’ data sets collected from 
Department of Health, Government of Western Australia. Experimental results show that 
the proposed neural network based rule discovery system can achieve more accurate 
results on both trained and unseen T1DM patients’ data sets compared with those 
developed based on the commonly used classification methods for medical diagnosis, 
statistical regression, fuzzy regression and genetic programming. Apart from the 
achievement of these better results, the proposed neural network based rule discovery 
system can provide explicit information in the form of production rules which 
compensate for the deficiency of traditional neural network method which do not provide 
a clear understanding of how they work in prediction as they are in an implicit black-box 
structure. This explicit information provided by the product rules can convince medical 
doctors to use the neural networks to perform diagnosis of hypoglycemia on T1DM 
patients. 
Keywords: neural networks, genetic algorithm, hypoglycemic episodes, medical 
diagnosis, Type 1 diabetes mellitus 
 
1. Introduction 
Episodes of hypoglycemia for Type 1 diabetes mellitus (T1DM) patients, which can 
result in unconsciousness, seizures or even death, are common and have serious side 
effect in insulin therapy (DCCT 1993). Especially at night, at least 50% of all severe 
episodes of hypoglycemia occur during that time (Pickup 2000) because usual insulin 
preparations do not adequately mimic the normal patterns of endogenous insulin 
secretion (Yale 2004). However, it is impossible in practice to monitor the episodes of 
hypoglycemia by measuring the blood glucose levels around the clock. Based on the 
physiological parameters including heart rate and QT interval of ECG signal, the glucose 
levels of the T1DM can be determined and thus the episodes of hypoglycemia can be 
diagnosed (Harris et al. 1996).  
The statistical regression method (Seber 2003) is a common empirical approach to 
develop such classification models for various medical diagnoses such as diabetic 
nephropathy (Cho et al. 2008), acute gastrointestinal bleeding (Chu et al. 2008), 
pancreatic cancer (Chang & Hsu 2009). However, statistical regression models are 
accurate over the range of the patients’ data in which they are developed. Therefore it can 
only be applied if the patients’ data is distributed according to the developed regression 
model, and the correlation between dependent and independent variables does not exist. 
If the patients’ data is irregular, the developed regression models have unnaturally too 
wide possibility range. Genetic programming (Gray et al. 1998) is another commonly 
used method to generate classification models for diagnosis purposes for examples in 
heart disease (Winkler et al. 2009), and Parkinson’s disease (Subashini et al. 2009). In 
this approach, genetic operations are used to generate structures of classification models 
with nonlinear terms in polynomial forms, and then the least squares algorithm is used to 
determine the contribution of each nonlinear term of the model classification. However, it 
is unavoidable that patients’ data involves uncertainty, due to fuzziness of measures. 
Therefore the genetic programming together with the least square algorithm may not 
yield the best classification models for diagnosis purposes, since it does not consider the 
fuzziness of uncertainty in measures. Neural networks (Reggia & Sutton 1998) have been 
used to develop classification models for medical diagnosis purposes. The advantages of 
using neural network approaches in diagnosis are their generalization ability in 
addressing both the nonlinear and fuzzy nature of the patients’ data. Although neural 
networks have been applied in building diagnosis models for various diagnoses like 
gastrointestinal disorders (Aruna et al. 2007), abdominal pain (Mantzaris et al. 2008), 
urological dysfunctinos (Gil et al. 2009), dermatologic disease (Chang & Chen 2009), 
breast cancer (Tanaka & Watada 1998), heart disease (Das et al. 2009), these diagnosis 
models only have the capability to transform the nonlinear or fuzzy patients’ data into 
simplified black-box structures in which no explicit knowledge or information can 
observed. Because of the black-box nature of the neural networks, some medical doctors 
may feel uncomfortable to use neural networks for diagnosis purposes even through the 
approaches may achieve better accuracy diagnosis than the other explicit modeling 
methods like classical statistical methods or genetic programming. This could also pose 
serious issues of one has to provide justification for one’s decision based on the implicit 
output of the neural network. Therefore this is essential to extract explicit information 
from the neural networks, so that the decision’s basis is explicit. 
Recently neural fuzzy networks have been applied on modeling and classification 
based on patients’ data for medical diagnosis purposes in breast cancer (Oentaryo et al. 
2008, Sim et al. 2006), prostate cancer (Keles et al. 2007), heart disease (Kannathal et al. 
2006). The fuzzy neural networks model is constructed by distributing input and output 
relationships to the weights connecting neurons. The error value is limited to a reasonable 
level via sample training and used for modification of each weight value to acquire the 
final weight value for connection between neurons. The model of the system is 
constructed with these weight values. This approach is especially suitable for the 
construction of highly nonlinear models, and also fuzzy rules which contain certain 
information of the developed models can be generated (Lin et al. 2008). However, 
comparing with traditional network networks, more parameters need to be determined 
from the fuzzy neural networks, because not only parameters of the weights connecting 
neurons need to be determined but also the parameters inside the fuzzy rules needed to be 
determined. Therefore larger memory, more computational time and learning data are 
required than the ones required to develop neural networks. Even fuzzy rules which 
represent curtain information from the models can be generated, the domains of inputs 
and outputs represented by the fuzzy rules are all fuzzy. Medical doctors may find it 
difficult to make diagnosis decisions based on those fuzzy rules. 
In this paper, a neural network based rule discovery system, which consists of a 
neural network based classification unit and a rule based extraction unit, is proposed to 
perform diagnosis of hypoglycemic episodes in T1DM patients. The neural network 
based classification unit is used for determining hypoglycemic episodes in T1DM 
patients using the specified physiological parameters, and a set of rules, which describe 
the domains of physiological parameters for which hypoglycemic episodes occur, is 
extracted from the neural network classification unit by a rule based extraction unit. 
Based on a set of training data collected from TIDM patients, a neural network based 
classification unit was developed by a genetic algorithm, which has a multi-objective 
fitness function with two goals. It maximizes the number of TIDM patients with 
hypoglycemic episodes diagnosed correctly with hypoglycemic episodes, and the number 
of TIDM patients in normal conditions diagnosed correctly in normal conditions. It also 
minimizes the number of TIDM patients with hypoglycemic episodes diagnosed wrongly 
under normal conditions and the number of TIDM patients under normal conditions 
wrongly diagnosed with hypoglycemic episodes. The neural network classification unit 
was validated by a set of testing data, and satisfactory results can be found. After the 
development of the neural network based classification unit, explicit rules were extracted 
by a rule discovery unit in which the explicit rules were generated based on a data set 
generated by the neural network classification unit. The explicit were validated by a set of 
testing data, and satisfactory results can be also found. The neural network based rule 
discovery system compensates for the limitation of neural network not providing explicit 
information.  
This paper is organized as follows: Section 2 presents the proposed neural 
network based rule discovery system, which consists of a neural network based 
classification unit and a rule based extraction unit. Section 3 describes the nature of the 
data collected from the TIDM patients, and the presents the evaluation and validation 
results of the proposed neural network based rule discovery system. Finally a conclusion 
is given in Section 4. 
 
2. Diagnosis of Hypoglycemic Episodes 
Diagnosis of hypoglycemic episodes is essential for T1DM patients especially at 
night, largely because episodes of hypoglycemia are common while usual insulin 
preparations do not adequately mimic the normal patterns of endogenous insulin 
secretion (Yale 2004). Based on the medical doctors’ experiences (Harris et al. 1996), the 
blood glucose levels of T1DM, y, which indicate whether the patients are hypoglycemia, 
are significantly related to several physiological parameters of which the three most 
significant ones have been identified as follows: 
- rates of changes of heart rates, x1 
- corrected QT interval of electrocardiogram signal, x2 
- rates of changes of corrected QT interval, x3 
Hypoglycemic episodes are suggested as those in which the patient’s blood 
glucose level, y < 3.33 mmol/l (60mg/dl) (DCCT 1993, DCCT 1995). The neural network 
based rule discovery system consists of two main units: a) a neural network based 
classification unit which is trained by a genetic algorithm based on a set of patients’ data. 
It is used to determine whether the patient is hypoglycemia based on the three 
physiological parameters; b) a rule discovery unit which is trained by a genetic algorithm 
based on a set of data generated by the neural network based classification unit. It is used 
to discover informative rules from the neural network which is black-box in nature. The 
proposed neural network based rule discovery system is illustrated in Figure 1, and the 
two main units are discussed in Section 2.1 and Section 2.2 respectively. 
 
Figure 1 Neural network based rule discovery system 
2.1 Neural network based classification unit 
A three-layer feed-forward neural network was used to indicate whether the patient is 
hypoglycemia or not in relation to the three patient’s physiological parameters, rate of 
change of heart rate, x1, corrected QT interval of electrocardiogram signal, x2 and  rate of 
change of corrected QT interval, x3. Its structure is shown in Figure 2. It consists of an 
input layer including the three physiological parameters 1x , 2x  and 3x  which are fed in, 














R1: If x11<x1≤x’11 and x12<x2≤x’12 and x13<x3≤x’13 then z=1 
   OR 
R2: If x21<x1≤x’21 and x22<x2≤x’22 and x23<x3≤x’23 then z=1 
   OR 
  :  :  : 
  :  :  : 
Rn: If xn1<x1≤x’n1 and xn2<x2≤x’n2 and xn3<x3≤x’n3 then z=1 
 
 
patient is in normal condition with z=0 if the glucose level y of the patient is higher than 
3.3 mmol/l. Otherwise, they are in hypoglycemia with z=1 if the glucose level y of the 
patient is lower than 3.3 mmol/l. The hidden layer links the physiological parameters and 
the indication of hypoglycemia together and allows for complex, nonlinear interactions 

















Figure 2 Structure of the neural network based classification unit 
 Referring to Figure 2, the input-output relationship of the proposed three-layer 
neural networks for the glucose level y can be written as follows: 
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weight of the link between the j-th hidden node and the output;  ijv , i=1,2,3 and j=1, 2, 
…, hn , denotes the weight between the i-th input and the j-th hidden node; jb  and b, 
denote the biases for the j-th hidden nodes and output nodes respectively; logsig(.) 
denotes the logarithmic sigmoid function: 







sig     (2) 
 To develop the neural network for the estimation of hypoglycemia, values of the 
neural network parameters (i.e. jw , ijv , jb  and b with i=1, 2, 3 and j=1, 2, …, hn ) and 
the number of hidden-nodes (i.e. hn ) used in the hidden layer need to be determined. 
These two settings not only affect the convergence of neural networks, but also affect the 
accuracy of the estimation of the neural network. Here a genetic algorithm is introduced 
to determine the neural network parameters. The neural network architecture are 3- hn -1, 
denoted as 
kn
NNA , where hn  is the number of hidden nodes. First the neural network 
architecture, 
kn
NNA , is selected and then a neural network is constructed according to the 
neural network architecture. After that, the neural network parameters (i.e.: jw , ijv , jb  
and b with i=1, 2, 3 and j=1, 2, …, hn ) are searched by a genetic algorithm, and finally 
the trained error of the developed neural network is calculated. 
The genetic algorithm first generates a population of strings, represented by the 
parameters of the neural network with an architecture 
kn
NNA  randomly. The strings are 
expressed as [ ]bbvw jijj ,,,  where 1,,,1 ≥≥− bbvw jijj , i=1,2,3  and  j=1,2,…, hn . The 
length of the strings is equal to the total number of neural network parameters, which is 
1513 +=+++ hhhh nnnn . Then the fitness of each string is evaluated by a fitness 
function which is defined as: 
( )κλλς −+= 1fitness        (3) 
where ς and κ are the sensitivity and the specificity of the T1DM problem represented by 
the string respectively, and λ ∈ [0 1] is a constant value to control the importance of the 












=κ ,        (5) 
where NTP is number of true positives which implies the sick people correctly diagnosed 
as sick; NFN is number of false negatives which implies the sick people wrongly 
diagnosed as healthy; NFP is number of false positives which implies healthy people 
wrongly diagnosed as sick; and NTN is number of true negatives which implies healthy 
people correctly diagnosed as healthy (Carvalho & Freitas 2000). The objective of the 
genetic algorithm is to maximize both ς and κ. The population of strings is evolved and 
improved iteratively by the evolution operation, crossover and mutation, until a 
termination condition is met. In genetic algorithms, there can be many possible 
termination conditions. Here the termination condition is met when a string with ς > 0.75 
and κ > 0.5, which satisfies the requirement of the diagnosis, is found. 
 
2.2 Rule discovery unit 
Although the hypoglycemia z of a T1DM can be determined based on the three 
physiological parameters, x1, x2 and x3 by using the neural network based classification 
unit discussed in Section 2.3, it is difficult to extract explicit information from the neural 
network based classification unit solely based on (1) which is in an implicit structure. A 
methodological based on a rule discovery unit developed by a genetic algorithm is 
discussed to extract explicit rules from the neural network based classification unit. 
 Based on the neural network based classification unit as shown in Figure 3, 
hypoglycemia z of a T1DM can be determined based on the three physiological 
parameters, x1, x2 and x3, where 1ℜ , 2ℜ , …. and nℜ  are the domains regarding to the 
three physiological parameters, x1, x2 and x3 that hypoglycemia of a T1DM occurs. Based 
on those domains, n rules in the following form can be extracted. In this section, a rule 
discovery unit which is used to extract rules from the neural network based classification 
unit is proposed. First, a set of data regarding the relationship between the three 
physiological parameters and hypoglycemia is generated based on the neural network 
based classification unit. Then the rules consist of a conjunction of hypoglycemia and 
true recommended domains of the three physiological parameters and these are 
developed by the genetic algorithm. Based on the rule discovery system, informative 
rules involving a domain of three physiological parameters with respect to the 
hypoglycemia can be extracted from the data sets. The rules generated can be represented 
as follows: 
1 then ' and ' and ' : 1311312212111111 =≤<≤<≤< zXxXXxXXxXR  
1 then ' and ' and ' : 2312322222211212 =≤<≤<≤< zXxXXxXXxXR  
 :   :   : 
 :   :   : 
1 then ' and ' and ' : 313222111 =≤<≤<≤< zXxXXxXXxXR nnnnnnn  
where the rules 1R , 2R , …. and nR  represent the domains 1ℜ , 2ℜ , …. and nℜ  of the 
three physiological parameters in Figure 3 respectively. 
 
Figure 3 An illustration of the extract rules represent the domain of the physiological 
parameters 
  
The pseudocode of the genetic algorithm, which is used to search the parameters 
(i.e. , , ', 121111 XXX  , ', ,' 131312 XXX , , ', 222121 XXX , ', ,' 232322 XXX  ....  , , ', 211 nnn XXX























n=1; /* where n is the number of rules 
{ 
 1+= nn  
 Initialize Ω(t)=[α 1(t), α2(t),… αPOP(t)] 
 Evaluate all αk(t) according to the fitness function defined in equation (3) 
 while (t<Tgen) do /* Tgen is the predefined number of generations 
           { 
             Parent Selection Ω(t+1) =[α1(t), α2(t), …αPOP(t)] 
  Crossover Ω(t+1) 
              Mutation Ω(t+1) 
 Evaluate all αk(t+1) according to the fitness function defined in  
     equation (3) 
 Reinsert Ω(t) by Ω(t+1) 
 t=t+1 
              } 
 Select the best αk(t+1) among all strings to be the rules extracted from the neural 
network based classification unit 
} While (the accuracy of the rules is satisfactory)  
 */ The algorithm terminates if a string which ς>0.75 and κ>0.5  
 */ can achieve and is found.  
 
In the genetic algorithm, n is the number of rules extracted from the neural 
network. The larger n is, the more likely the data generated by the neural network is to be 
covered by the rules, and better accuracy is more likely to be achieved. However, a longer 
computational time is required to search for the optimal parameters of the rules. 
Therefore the value of n is initially set at 1. If no satisfied rules can be found by the 
genetic algorithm, n is incremented by 1 before the next genetic algorithm run. With an 
increased n, a better accuracy rate is more likely to be achieved. 
The genetic algorithm first creates a random initial population Ω(t) of strings 
[α1(t), α2(t),… αPOP(t)] with t=0, while POP is the number of strings of the population. 
The string αi(t) is represented as the parameters of the n rules and can be denoted by: 
αi(t)  =  { ( ), 11 tX i ( ) , '11 tX i ( ), 12 tX i ( ) , '12 tX i ( ), 13 tX i ( ) , '13 tX i ….., ( ), 1 tX in  
( ) , '1 tX in ( ), 2 tX in ( ) , '2 tX in ( ) ( )', 33 tXtX inin } 
where all ( )tX ijk  and ( )' tX ijk  with j=1,2,…,n; k=1,2,3 and ( )tX ijk < ( )' tX ijk  are 
randomly generated within the operation domains of three physiological parameters. 
 Then each string is evaluated by the fitness function based on (3) that indicates 
the accuracy of the rules discovered. The objective of the genetic algorithm is to 
maximize the accuracy of the rules discovered by searching the values of the parameters 
of the rules. After assigning the score of accuracy to each string, the string selection 
process uses the score of each string to determine the selection of potential strings for the 
next generation. The approach of roulette-wheel, which is one of the most common 
selection methods, is proposed to select the strings, α1(t), α2(t), …αPOP(t), for the next 
evolutionary population Ω(t+1). Then evolution of the strings is performed by crossover 
and mutation.  
 The fitness function of the rule discovery system is used to evaluate how good a 
rule fits the data samples generated by the neural network based classification unit. Rules 
need to be evaluated during the training process in order to establish points of reference 
for the rule discovery system. The fitness function defined in (3) which considers the data 
sets as correctly classified, lift to be classified, and the wrongly classified ones are 
discovered. With the higher numbers of NTP and NTN, and the lower number of NFP and 
NFN, a better rule is generated. For a comprehensive discussion about rule-quality 
measures, the reader can refer to (Hand 2001). An illustration of a rule generated by the 
rule discovery system is shown as follows: 
                                             
  1 then 10.00.30 and 60.00.20 and 40.11.10 if 321 =−≤≤−≤≤≤≤ zxxx (6) 
where ( ) ,10.1 11 =tX  ( ) , 40.1'11 =tX  ( ) ,20.0 12 =tX  ( ) , 0.60'12 =tX ( ) ,30.0 13 −=tX  and 
( ) , -0.10'13 =tX are the values from the string of the GA based knowledge discovery 
system. To evaluate the fitness of the rule, 4 training data sets as shown in Table 1 are 
used. Classifications of the training data sets are shown in the last column of Table 1. 
• The 1-st data set is classified as NTP class, since z=1, and also all 20.11 =x , 5.02 =x  
and 2.03 −=x  are within the ranges  40.11.10  1 ≤≤ x , 6.00.2 2 ≤≤ x and 
1.00.3 3 −≤≤− x  respectively. Therefore the data set is covered by the rule and is 
correctly classified. 
• The 2-nd data set is classified as NTN class, since z=0, and both 1.02 =x  and 
4.03 −=x  are not within the ranges 6.00.2 2 ≤≤ x and 1.00.3- 3 −≤≤ x  respectively. 
This means the data set is not covered by the rule but differs from the target class. 
• The 3-rd data set is classified as NFN class, since z=0, and also all 30.11 =x , 
4.02 =x  and 25.03 −=x  are within the ranges  40.11.10  1 ≤≤ x , 6.00.2 2 ≤≤ x and 
1.00.3- 3 −≤≤ x  respectively. This means the sample is not covered by the rule but 
matches the rule.  
• The 4-th data set is classified as NFP class, as z=1, but all 05.11 =x , 1.02 =x  and 
2.03 −=x  are within the ranges,  4.11.10  1 ≤≤ x , 6.00.2 2 ≤≤ x and 1.00.3- 3 −≤≤ x  
respectively. Therefore the data set is not covered by the rule but is wrongly 
classified as belonging to the target class. 
 In this example, the number of data sets in all NFN, NFP, NTP and NTN classes is 1. 
Thus based on the fitness function (3), the score of accuracy of rule (6) is calculated as: 
( )





Table 1 Training data for rule (6) 
Data sets x1 x2 x3 z Class 
1st  1.20 0.5 -0.2 1 Ntp 
2nd  1.15 0.1 -0.4 0 Ntn 
3rd  1.30 0.4 -0.25 0 Nfn 
4th  1.05 0.1 -0.2 1 Nfp 
 
 After assigning the score of accuracy to each string, the string selection process 
uses the score of each string to determine the selection of potential strings for the next 
generation. The approach of roulette-wheel, which is one of the most common selection 
methods, is proposed to select the strings, α1(t), α2(t), …αPOP(t), to the population 
Ω(t+1). Then evolution of the strings is performed by crossover and mutation.  
Intermediate crossover (Muhlenbein & Voosen 1993), a common crossover 
operation for real encoding representation, is used in the genetic algorithm. It produces a 
new string in which the values of the parameters of the new rule are between the values 
of the parameters of the two rules represented by the two selected parent strings. A new 
string [ ]',,...,,', 33121111 nn xxxxx  is produced based on equation (7): 
[ ] [ ]











  (7) 
where α  is a scaling factor chosen uniformly at random over some interval typically 
[ ]25.1 ,25.0− , and [ ]',,...,,', 33121111 nn yyyyy  and [ ]',,...,,', 33121111 nn zzzzz  are the two 
selected parent strings. The parameter values of the new rule represented by the new 
string are the result of combining the parameter values of the rules represented by the 
parent strings according to (7) with a scaling factor α  chosen for each parameter. In 
geometric terms, intermediate crossover is capable of producing new parameter values 
within a slightly larger hypercube than that defined by the parent strings but constrained 
by the range of the scaling factor α . Then mutation operation is carried out by randomly 
changing one or more parameter values in the selected string. For example, the parameter 
jτ  is selected to be mutated. After performing mutation operation, its value becomes: 
 δττ ××+= jjj RMutMx'        (8) 
where MutMx = +1 or –1 with equal probability; jR  = 0.5 × upper and lower bounds of 
the parameter jτ ; δ = a value in the range [0,1] for shrinking the mutation range based 
on Gaussian perturbation. Updated population Ω(t+1) is produced by reinserting the new 
reproduced strings into the old population Ω(t) based on random reinserting approach to 
avoid pre-mature convergence. The evolutionary process continues until the pre-defined 
number of generations is reached.  
If the best string can fulfill the accuracy specified by the medical doctors, the 
genetic algorithm stops. Otherwise, the number of rules represented by the strings is 
incremented by 1, and the genetic algorithm is restarted with a new population strings in 
which the number of rules represented is incremented. The process continues until the 
accuracy of a set of rules can fulfill the accuracy specified by the medical doctors. 
It is necessary to mention that an enough amount of data generated by the neural 
network based classification unit is required for the rule discovery unit to create rules for 
representing the characteristics of the neural network based classification unit. For 
example, Figure 4 shows the characteristic of the neural network based classification unit, 
and ‘o’s on the figure are used for representing the data generated by it to create the rule. 
If this small amount of data is used for creating the rule by the rule discovery unit, the 
misleading rule as illustration on Figure 4, which can only cover some of the 
characteristics of the neural network classification unit, is likely to be created. The rule 
created is under-fit the characteristic of the neural network based classification unit. 
Therefore large error between the characteristics of neural network based classification 
and the rule created by rule discovery unit is produced. As shown in Figure 5, a 
satisfactory amount of data is required to be generated by the neural network based 
classification unit in order to provide for the rule discovery unit to create rule that fits the 
characteristic of the neural network based classification. Small error between the 
characteristics of neural network based classification and the rule created by rule 
discovery unit is produced. To ensure the quality of the rules generated by the rule 
discovery unit is high enough, another set of real data is used for the validation. The rules 
created are considered to be satisfactory if the validation is satisfactory. If unsatisfactory 
validation is found on the rule set, the performance of the rule set could be improved by 
creating with larger amount of data generated by the neural network based classification 
unit. 
 Figure 4 rule created based on a small amount of data generated by the neural 
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 Figure 5 rule created based on a satisfactory amount of data generated by the 
neural network classification unit 
3.  Results and Discussion 
3.1  T1DM’s data 
The data is collected from 16 T1DM patients at 14.6±1.5 years of age who volunteered to 
carry out the 10-hour overnight hypoglycemia study at the Princess Margaret Hospital for 
Children in Perth, Western Australia, Australia. Each T1DM patient was monitored 
overnight for the natural occurrence of nocturnal hypoglycemia. We measure the required 
physiological parameters, while the actual blood glucose levels were measured by a 
Yellow Spring Instrument. The actual blood glucose profiles for 16 T1DM children are 
shown in Figure 6. 
Characteristic of the 
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Blood glucose levels - 16 patients [Series 4000 & 5000]
 
Figure 6  Actual blood glucose level profiles in the 16 T1DM patients 
 
 The responses of the 16 T1DM patients exhibited significant changes during the 
hypoglycemia phase against the non-hypoglycemia phase. The sampling period is around 
5 minutes and 35-40 data was collected from each patient. 320 training data sets 
regarding to the blood glucose level y, rate of change of heart rate x1, QT interval x2 and 
rate of change of QT interval x3 are used for developing the proposed neural network 
based rule discovery system, and 100 testing data sets were used for validating the 
developed proposed neural network based rule discovery system. 
 
3.2 Classification 
The following parameter settings suggested by (Schaffer et al. 1989) were implemented 
on the genetic algorithm to train the neural network based classification unit discussed in 
Section 2.2: 
Crossover rate = 0.8;  
Mutation rate = ( )15/1 +hn , where 15 +hn  is the number of variables of a string 
and hn  is the number of hidden nodes on the neural network;  
Number of generations = 1000;  
Population size = 500.  
The work described above was implemented using Matlab programming software. 
As a comparison, the neural network based classification unit has also been trained with a 
Levenberg Marquardt (LM) algorithm on the Matlab toolbox, which is a popular training 
algorithm for feed-forward neural networks (Hagan & Menhaj 1994, Lera & Pinzolas 
2002). Table 3 shows the training errors of the trained neural networks corresponding to 
the six different neural network architectures which are 3-5-1, 3-8-1, 3-10-1, 3-12-1, and 
3-15-1. As the genetic algorithm is a stochastic algorithm, different neural networks could 
be found with different runs. Also the neural networks searched by the Levenbery 
Marquardt algorithm are different with different initial searching points set in the 
algorithm. Therefore both the genetic algorithm and the Levenbery Marquardt algorithms 
were run for 30 times, and their average results among the 30 runs were recorded in Table 
2. It can be found from Table 2 that the neural network with 10 hidden nodes is the best 
among the ones found by both the genetic algorithm and the Levenbery Marquardt 
algorithm, which can achieve the largest fitness. The sensitivity and the specificity of the 
optimized neural network architecture 3-10-1 with the best mean fitness found by the 
genetic algorithm are 0.7930 and 0.6053 respectively which is considered to be a 
satisfactory result in which the sensitivity is larger than 0.75 and the specificity is larger 
than 0.5. However, the ones found by the Levenbery Marquardt algorithm are 0.1614 and 
0.9913 which is not satisfactory, as the sensitivity is smaller than 0.75 and the specificity 
is smaller than 0.5. 
 
 Table 2 Neural network configuration and training error produced by the genetic 
algorithm and the Levenberg Marquardt algorithm 
Configuration 
of the neural 
networks 
Mean sensitivity Mean specificity Mean fitness 
NN-GA NN-LM NN-GA NN-LM NN-GA NN-LM 
3-5-1 0.6837 0.1111 0.6063 0.9948 0.6450 0.6032 
3-8-1 0.6940 0.1466 0.6016 0.9917 0.6478 0.5692 
3-10-1 0.7930 0.1614 0.6053 0.9913 0.6991 0.5763 
3-12-1 0.8178 0.1450 0.5654 0.9846 0.6916 0.5298 
3-15-1 0.8183 0.1984 0.5605 0.9834 0.6894 0.6113 
 
 Apart from using the neural network approaches, four commonly used approaches 
for generating explicit models are used: 
a) statistical regression (SR) (Seber 2003), which is a common modeling 
approach to develop empirical models in linear polynomial forms. 
b) fuzzy regression (FR) (Tanaka & Watada 1998), which can generate empirical 
models in fuzzy linear polynomial forms and the fuzziness of experimental 
data can be addressed. 
c) genetic programming (GP) (Koza 1994), which can generate empirical models 
in nonlinear polynomial forms. In the GP, the structures of the polynomials are 
generated by the evolutionary operations, and the coefficients of the 
polynomials are determined by the least square method. The following 
parameters with reference to (Madar et al. 2005) were used in the GP: 
population size =100; probability of crossover = 0.5; probability of mutation= 
0.5. 
d) genetic programming based fuzzy regression (GP-FR) (Chan et al. 2009), 
which can generate empirical models in fuzzy nonlinear polynomial forms and 
can address fuzziness of experimental data. In the GP-FR, the structures of the 
fuzzy polynomials are generated by the evolutionary operations, and the fuzzy 
coefficients of the polynomials are determined by the fuzzy regression 
method. The parameters used in the GP-FR were identified to the ones used in 
the GP. 
The four algorithms were implemented with Matlab programming software. As 
both GP and GP-FR are stochastic algorithms, different results can be found with 
different runs. Therefore both GP and GP-FR were run for 30 times, and their average 
results among the 30 runs were recorded. The mean sensitivities, the mean specificities, 
the maximum sensitivities among the 30 runs and the maximum specificities among the 
30 runs of the six algorithms, SR, FR, GP, GP-FR, NN-GA (with the neural network 
configuration 3-10-1 ) and NN-LM (with the neural network configuration 3-10-1) 
among the 30 runs are summarized in Table 3. 
It can be found from Table 3 that the four approaches, SR, FR, GP and GP-FR 
achieved good specificities but poor sensitivities. NN-BP is better than the four 
approaches. Only the proposed NN-GA can achieve satisfactory results in both 
sensitivities and specificities in which the sensitivities are larger than 0.75 and the 
specificities are larger than 0.5. Also validation tests were carried out to evaluate the six 
approaches based on a set of testing data. Table 4 shows that the NN-GA can achieve 
satisfactory validation results in which the mean sensitivity is larger than 0.75 and the 
mean specificity is larger than 0.5, while the other five methods cannot achieve 
satisfactory results. The overall performance regarding to the maximum sensitive and the 
maximum specificity of the NN-GA are also better than the other five methods.  
Table 3 Training results of the six methods, LR, FR, GP, FR-GP, NN-BP and NN-GA 
 Mean sensitivity and Maximum sensitive Maximum specificity 
specificity 
 Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity 
SR 0 1 0 1 0 1 
FR 0 1 0 1 0 1 
GP 0.0990 0.9978 0.1005 1.0398 0.1322 1.1537 
GP-FR 0.0833 1.0990 0.1377 1.0774 0.1006 1.0177 
NN-LM 
(10) 
0.1984 0.9834 0.4921 0.9922 0.2381 1.0000 
NN-GA 
(10) 
0.7930 0.6053 0.9048 0.5175 0.7302 0.7549 
 
Table 4 Validation results of the six methods, LR, FR, GP, FR-GP, NN-BP and NN-GA 
 Mean sensitivity and 
specificity 
Maximum sensitive Maximum specificity 
 Sensitivity Specificity Sensitivity Specificity Sensitivity Specificity 
SR 0 1 0 1 0 1 
FR 0 1 0 1 0 1 
GP 0.0893 0.8996 0.0275 0.9374 0.0290 1.0401 
GP-FR 0.0744 0.9816 0.0337 0.9623 0.0005 0.9090 
NN- LM 
(10) 
0.1443 0.7646 0.3826 0.7715 0.1851 0.7775 
NN–GA 
(10) 
0.7557 0.5768 0.8623 0.4932 0.6959 0.7194 
 
The results of the four approaches, SR, FR, GP and FR-GP are shown in Figures 4 
and 5 in which the patients’ actual measured glucose levels and their estimated glucose 
levels based on the four approaches are shown. Figure 7 shows the results of SR and GP 
in which the least square method is used in both methods. It shows that SR intended to fit 
in the middle of the glucose levels of all patients’ data. Even GP is slightly better than 
SR, but the results are far not satisfactory in diagnosis of hypoglycemia. Figure 8 shows 
the similar results of FR and FR-GP in which fuzzy regression are involved in both 
methods. It shows that both FR and FR-GP provided the estimates of glucose levels of all 
patients in the middle of all actual data. Both FR and FR-GP are unsatisfactory in 
diagnosis of hypoglycemia. The results of NN-LM and NN-GA are shown in Figure 6 in 
which the determinations of hypoglycemia of patients are shown. Comparing with NN-
LM and the other four approaches, Figure 9 shows clearly that NN-GA can achieve much 
more satisfactory results in which much more patients can be diagnosed correctly if they 
are hypoglycemia. 






















Figure 7 Results achieved by SR and GP 



















genetic programming based fuzzy regression
 
Figure 8 Results achieved by FR and FR-GP 
 
























Figure 9 Results achieved by NN-GA and NN-LM 
 
3.3 Rule extraction 
The rule discovery system was implemented using Matlab programming software. The 
parameters setting, crossover rate =0.8, mutation rate = 1/(6 × NR), where the number of 
variables of the string is 6 × NR, and NR is the number of rules extracted by the rule 
discovery system. Based on the 500 data sets regarding to the three physiological 
parameters and the hypoglycemia generated by the neural network based classification 
unit, the genetic algorithm has been run for 30 times. The best rule set among the 30 runs 






If 1.0021 <x1<= 1.2534  &  -0.6504 <x2<= 0.3041 &  0.0362 <x3<=    0.1112  => 0 
Or If 1.0370 <x1<= 1.0826  &  -0.1322 <x2<=  0.3351 &  -0.1066 <x3<=  0.0244  => 0 
Or If 0.9416 <x1<=1.0768   &   -0.0727 <x2<=  0.2059 & -0.0083 <x3<=  -0.0818 => 0 
Or If 1.0153 <x1<= 1.1753  &   -0.1374 <x2<=  0.5327 &  0.0390 <x3<=   0.0740  => 0 
Or If 1.0740 <x1<= 1.1627  &    0.0717<x2<=  0.2226 &  -0.0219 <x3<=  -0.2675  => 0 
Or If 0.9846 <x1<= 1.0341  &   -0.5341 <x2<= -0.7819 &  0.0164 <x3<=  0.0546   => 0 
Or If 1.0679 <x1<=  1.1259  &   -0.5876 <x2<= 0.3072  & -0.1534 <x3<=  0.0051  => 0 
Or If 1.0807  <x1<= 1.0862  &   -0.0942 <x2<= -0.1308 & -0.1377 <x3<=   0.0360 => 0 
Or If 1.0226  <x1<= 1.1891  &   -0.2558 <x2<=  0.2251 & -0.1860 <x3<=   0.0138 => 0 
Or If 1.1694 <x1<= 1.1731   &   -0.1051 <x2<=  -0.0349 &-0.0468 <x3<=  -0.0085  => 0 
Or If 1.1229 <x1<=  1.2217  &    0.0821 <x2<=   0.2235 & -0.0714 <x3<=   0.1527  => 0 
Or If 1.1555 <x1<= 1.1565   &    0.072 <x2<=    0.0770  &  -0.1939 <x3<=   0.0817  => 0 
Or If 0.9406  <x1<=  1.3289 &   -0.0839 <x2<=  0.2479  &  -0.0752 <x3<=   0.0763  => 0 
 
The sensitivity and the specificity for the rule set were found as 0.7047 and 
0.5427 respectively with respect to the data generated by the neural network based 
classification unit which is considered to be satisfactory. Based on the 100 testing data 
which were the actual measured data of the T1DM patients, validation of the rule set can 
be performed. It was found that the sensitivity and the specificity are 0.7911 and 0.5201 
respectively which is larger than the specified ones 0.75 and 0.5. Therefore the rule set 
created by the rule discovery system is considered to be satisfactory. Based on the rule 
set, information can be extracted from the neural network. 
 
Conclusion 
In this paper, a neural network based rule discovery system is developed to determine the 
presence of hypoglycemic episodes based on the TIDM patients’ physiological 
parameters, rate of change of heart rate, corrected QT interval of electrocardiogram signal 
and rate of change of corrected QT interval. It was developed based on T1DM patients’ 
420 data sets which were collected from 16 T1DM patients by using the genetic 
algorithm. 320 data sets were used to develop the neural network based rule discovery 
system and 100 data sets were used to validate its performance. It was found that the 
sensitivity and specificity were found as 79.30% and 60.53% respectively which are 
considered to be reasonable and are better than the ones found by the commonly used 
methods, statistical regression, genetic programming and fuzzy regression. Explicit rules 
can be extracted from the neural network unit based on the proposed genetic algorithm. It 
is found that the extracted rules can achieve sensitivity with 79.11% and specificity with 
52.01% which are considered to be satisfactory. The neural network based rule discovery 
system compensates the limitation of the traditional neural network approaches that no 
implicit information can be generated. 
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