Optimal control of nonlinear partially-unknown systems with
  unsymmetrical input constraints and its applications to the optimal UAV
  circumnavigation problem by Yu, Yangguang et al.
1Optimal control of nonlinear partially-unknown
systems with unsymmetrical input constraints and
its applications to the optimal UAV
circumnavigation problem
Yangguang Yu, Xiangke Wang, Senior Member, IEEE, Zhiyong Sun, Member, IEEE, and Lincheng Shen
Abstract—Aimed at solving the optimal control problem for
nonlinear systems with unsymmetrical input constraints, we
present an online adaptive approach for partially unknown
control systems/dynamics. The designed algorithm converges
online to the optimal control solution without the knowledge of
the internal system dynamics. The optimality of the obtained
control policy and the stability for the closed-loop dynamic
are proved theoretically. The proposed method greatly relaxes
the assumption on the form of the internal dynamics and
input constraints in previous works. Besides, the control design
framework proposed in this paper offers a new approach to solve
the optimal circumnavigation problem involving a moving target
for a fixed-wing unmanned aerial vehicle (UAV). The control
performance of our method is compared with that of the existing
circumnavigation control law in a numerical simulation and the
simulation results validate the effectiveness of our algorithm.
Index Terms—Actuator saturation; Unsymmetrical con-
strained input systems; Infinite horizon optimal control; UAV
circumnavigation; Fisher information
I. INTRODUCTION
In the domain of automatic control, the basic requirement
for the controller is to stabilize the system and drive the
interested state to an equilibrium state. But when the related
resource is limited or the system is required to compete for a
specific performance index, the optimal behavior of the system
with respect to specified long-term goals is desired. Last few
decades have witnessed the endeavors towards this goal and
the control method called optimal control has made a great
advance over these years. More accurately, optimal control
refers to a class of methods that can be used to synthesize
a control policy which results in best possible behavior with
respect to the prescribed criterion, which is usually a function
of states and control input. In other words, the optimal
control policy is the policy which leads to maximization of
performance [1].
Literature review: The solution of the optimal control prob-
lem is generally connected with the solution of an underlying
Hamilton-Jacobi-Bellman (HJB) equation, which is a sufficient
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condition [2]. For linear systems, the HJB becomes the well-
known Riccati equation which results in the linear quadratic
regulator (LQR) controller [3], [4] and can be solved nu-
merically [5]. But for the nonlinear system, the HJB is very
difficult to solve and almost impossible to get an analytical
solution directly. There have been a great deal of efforts to
solve this equation (e.g. [6], [7] ). An off-line policy iteration
(PI) strategy was developed in [8] by solving a sequence of
cost functions satisfying a sequence of Lyapunov equations.
But the method proposed in [8] requires that the dynamics of
the system is completely known, which is difficult to reach in
reality.
In fact, even the model of the system has been set up,
it is still hard to obtain accurate parameters of the model.
Meanwhile, for many systems, the parameters of the model
may vary along time. For example, the mass of the aircraft
rocket will decrease gradually along with the consumption
of fuel. The difficulties mentioned above motivate us to
design an intelligent controller to adapt its actions in front
of unforeseen changes in the system dynamics. In the domain
of optimal control, the neural network approach is frequently
used to approximate the cost function and further determine
the corresponding control policy [9]. An Actor/Critic structure
is adopted to parametrically represent the control policy and
the performance of the control system and many works can
be found in recent literature such as [10], [11], [12]. In the
case in which the controller has a fixed parametric structure,
the adaptation of controller behavior is equivalent to changing
the values of the controller parameters. For continuous-time
systems, [13], [14], [15] proposed an integral reinforcement
learning (IRL) algorithm to learn the solution to the HJB equa-
tion using only partial knowledge about the system dynamics.
When the dynamics of the system is completely unknown,
an identifier-critic-actor based ADP structure is usually used.
A neural network (NN) [16], [17] or recurrent NN [18],
[19] is firstly employed to fully identify the unknown system
dynamics and the control policies represents by NNs are
tuned online to generate the optimal bounded control policy.
Although the preconditions and the proposed methods of the
works mentioned above are different, there exists one hidden
assumption in common among these works, that is, the internal
dynamics of the system should also converge to the origin
when the state of the system is in the origin. The system that
satisfies this assumption is called a standard form (SF) system
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2in this paper. However, this assumption is not satisfied in many
nonlinear systems, which are called a nonstandard form (NF)
system in this paper. It is still an open problem on how to
tackle the optimal control for the NF system.
Another important issue that worths consideration is the
amplitude limitation on the control inputs. In reality, there
often exists a saturation zone for the input of the system’s
actuator. For example, the accelerator of the car cannot exceed
a certain threshold [20]. To confront the optimal control with
input saturation, [21] proposed the use of non-quadratic func-
tionals to confront constraints on inputs. Using non-quadratic
functionals, the HJB equation was formulated and its solution
results in a smooth saturated controller. In fact, this method is
frequently used to tackle the optimal control problem for the
constrained-input system as reported in the literature therein
[22], [14]). However, in these works, the input u is constrained
in a symmetrical and fixed set. That is, the input is constrained
by a condition like |u| < λ, where λ is a constant. When the
constraint set of the input u is unsymmetrical and changing
over time, to the best of our knowledge, there are no methods
so far to address the optimal control problem under these
constraints.
Aimed at solving the optimal control problem for nonlinear
systems with unsymmetrical input constraints, we propose an
IRL algorithm with dynamics of partially unknown systems
in this paper. We will also illustrate the procedure to design
the optimal control policy for a NF system. The proposed
algorithms relax several assumptions in the current study for
the optimal control problem and can be applied in many
scenarios. To illustrate this, we apply the designed algorithms
to solve the optimal UAV circumnavigation control problem
in Section V of this paper.
Among a variety of applications of UAV, the surveillance
and tracking of moving targets is one of the primary applica-
tion domains of UAVs. To provide a better aerial monitoring
for a ground target, the UAV is practically required to loiter
over a target with a desired distance and circumnavigate
around the target [23]. In the past years, several different
circumnavigation methods were proposed. Using the distance
measurements ([24]) or bearing measurements ([25]), time-
varying algorithms were proposed for robot systems modeled
by single-integrator dynamics. The proposed controllers con-
sist of an estimator to localize the target and a control law
that forces the robot to circumnavigate the target. For a non-
holonomic agent, [26] designed a circumnavigation algorithm
assuming that the position of the target is unknown. Following
their works, [27] developed a range-only control strategy for a
UAV using range measurements and a sliding-mode estimator
of the range rate was also designed. When the relative posi-
tion of the target is accessible, guidance laws based on the
Vector Fields (VF) method were also exploited ([28]). The
convergence and the stability of the proposed algorithms have
been proved in these works. However, non of these works
have considered the optimality of the circumnavigation control
algorithm.
The state of the target, which is usually obtained by on-
board sensors, is essential in the target tracking problem. As
the measurement sensor data often contain noises, a filter like
Extended Kalman Filter (EKF) is usually needed in order
to estimate the true state of the target. Different sensor data
may contribute differently during the process of filtering. For
example, for the sensors which detect the bearing information,
the target state filtered with the data by circling is more
accurate (see [29]). Hence, in order to quantify the contribution
of the sensor data, the Fisher Information Matrix (FIM) was
applied to express the amount of information, which equals
the inverse of the lower bound of the error covariance ([30]).
Based on the definition of FIM, [31] proposed a UAV guidance
law by using one-step determinant of FIM. However, this work
only considered one-step optimization, which may converge to
a local extremum. In addition, the convergence of the system
state using the method in [31] was not guaranteed. To the
best of our knowledge, there are no methods proposed so far
to optimize the circumnavigation problem with respect to an
infinite-horizon performance index.
Statement of contributions: The primary objective of this
paper is to develop a set of controller design approaches
for optimal control in nonlinear control affine systems with
partially unknown dynamics and unsymmetrical input con-
straints. The main contributions of this paper are summarized
as follows:
• The optimal control problem for a NF system is addressed
in this paper. By defining a virtual input, a NF system
is transformed to a SF system. Then the optimal control
policy is obtained by exploiting the designed methods for
nonlinear systems with unsymmetrical input constraints.
The proposed method relaxes the constraints on the
dynamics of the system and hence the optimal control
policy for a NF system can be obtained through the
procedure presented in this paper.
• An IRL method is proposed to address the optimal control
of nonlinear partially-unknown systems with unsymmet-
rical input constraints. In the existing works (such as the
works in [17] and [8]), the input is usually constrained
in a symmetrical and fixed set. To the best of our
knowledge, no reported work has addressed the optimal
control problem where the constraint set of the input
u is unsymmetrical and changing over time. In this
paper, we tackle the optimal control problem where the
input is constrained in a set whose upper and lower
bounds are a function of some variables. In addition, the
optimality and convergence of the proposed method is
proved theoretically.
• An optimal circumnavigation control law with input
saturation is proposed, and a numerical simulation, in
which we compare our method with the method proposed
in [28], is presented to validate the effectiveness of our
method. The optimal circumnavigation problem is firstly
formulated in which the sensor information utilization
is considered based on the Fisher information. Then
an optimal circumnavigation control law is designed by
exploiting the method proposed in this paper. To the best
of our knowledge, it is the first time that the UAV optimal
circumnavigation problem with respect to an infinite-
horizon performance index is addressed.
3The rest of the paper is organized as follows: Section II
presents some mathematical preliminaries, including the no-
tations appeared in this paper and some useful lemmas.
Section 3 reviews the standard optimal control problem of
constrained-input systems. Section 4 develops our adaptive
optimal control algorithm for the nonlinear partially-unknown
systems with unsymmetrical input constraints. The optimality
and the convergence of the proposed algorithm are proved
theoretically and a practical online algorithm is provided. The
case of linear system is also studied in this part to prove that
our method can converge to the optimal solution. In Section V,
we apply our methods to solve a more complex application
case: the optimal UAV circumnavigation control problem and
a comparison with the method proposed in [28] is illustrated.
Finally, the conclusion is drawn in Section 6.
II. MATHEMATICAL PRELIMINARIES
We employ |·| to denote the absolute value of a real number.
For a vector a ∈ Rn, its Euclidean norm is represented by
‖a‖ = (∑ni=1 |ai|2) 12 and aT is its transpose, where ai is the
i-th element of a. For a matrix M ∈ Rm×n, its Euclidean
norm is denoted as ‖M‖F = (
∑m
i=1
∑n
j=1 |mij |2)
1
2 . For
notation simplicity, the subscript F is omitted and ‖·‖ also
denotes the Euclidean norm for a matrix. The vector 1n ∈ Rn
denotes a column vector having all of its elements equal to one
and In ∈ Rn×n is an identity matrix. The set of continuously
differentiable functions is represented by C1. For notation
simplicity, if a is a vector, a = 0 denotes that the element
of a is all 0. The function tanh(·) and ln(·) are defined to be
element-wise for a vector in this paper.
Here we define an operator vec(·) : Rn×n → Rn. For a
vector a ∈ Rn and a diagonal matrix M ∈ Rn×n, if a =
vec(M), one has ai = Mii, i = 1, · · · , n, where ai is the i-th
element of the vector a and Mii is the i-th element on the
diagonal of the matrix M .
A lemma that will be used in this paper is listed as follows:
Lemma 1: [13] Consider a system whose dynamics is
x˙ = f(x) + g(x)u(x) on a set Ω. Let u(x) denote a
control policy that makes the system asymptotically sta-
ble. Let φj(x(t)) (j = 1, 2, · · · , N) be a column vec-
tor. Given that the set {φj(x(t))}N1 is linearly independent
then ∃T > 0 such that ∀x(t) ∈ Ω − {0}, the set{
φ¯j(x(t), T ) = φj(x(t+ T ))− φj(x(t))
}N
1
is also linearly
independent.
III. REVIEW FOR THE STANDARD OPTIMAL CONTROL
PROBLEM OF CONSTRAINED-INPUT SYSTEMS
In this section, we present the formulation of the standard
optimal control problem for SF systems with symmetrical
input constraints, and the corresponding solution methods
in the existing literature (such as [14], [8], [32]) are also
reviewed.
Consider the following time-invariant control affine system
whose dynamics is given by
x˙(t) = f(x(t)) + g(x(t))u(t), (1)
where x ∈ Rn is the system state vector, f(x) ∈ Rn is the
internal dynamics of the system, g(x) ∈ Rn×m is the input
dynamics of the system and u(t) ∈ Rm is the control input.
The control input is constrained by the condition |ui(t)| ≤
λ, i = 1, · · · ,m, where ui is the i-th element of u and λ is
the saturating bound. Meanwhile, the system (1) satisfies the
following assumption:
Assumption 1: It is assumed that f(x) and g(x) are Lip-
schitz continuous, and the system (1) is controllable in the
sense that there exists a continuous control on a set Ω ⊆ Rn
which stabilizes the system (1).
The standard optimal control problem for the system (1)
with symmetrical input constraints is to find an optimal
constrained policy u∗(t) = µ∗(x) that drives the state of
the system (1) to the origin, and minimizes a performance
index which is a function of state and control variables. A to-
be-minimized performance index is generally defined in the
following form:
J (x(0), u) =
∫ ∞
0
Q(x(τ)) + U(u(τ))dτ, x(0) = xo, (2)
where Q(x(t)) is a positive semi-definite monotonically in-
creasing function and stands for the state cost, U(u(t)) is a
positive semi-definite function and stands for the control cost,
and xo is the state of x when t = 0.
Before presenting the solution to the optimal control prob-
lem above, we will firstly introduce a definition of the so-called
admissible control, which is frequently used in the optimal
control problem.
Definition 1 (Admissible Controls [12]): For a given system
described by (1), a control policy u(t) = µ(x) is defined to
be admissible with respect to a given performance index (2),
written as µ(x) ∈ A(Ω), if µ(x) is continuous, µ(0) = 0,
u(t) = µ(x) stabilizes the system (1) and J (xo, u) is finite
for every xo ∈ Ω.
Remark 1: Note that for an admissible control u(t) = µ(x),
the control input u should be zero when the system is in
steady state (i.e., x = 0 and x˙ = 0). Then it can be deduced
that f(0) = x˙ − g(0)µ(0) = 0. As a consequence, a hidden
assumption for the existence of the admissible control is that
f(0) = 0, which, however, does not hold for some nonlinear
systems.
To deal with the issue of input constraints, a special control
cost function U(u(t)) in (2) is defined in existing works like
[14], [8], which is
U(u) = 2
∫ u
0
λ
(
φ−1(s/λ)
)T
Rds, (3)
where R = diag (r1, . . . , rm) > 0 is a positive diagonal matrix
and φ(·) is a monotonic odd function and is appointed as the
hyperbolic tangent function tanh(·) in this paper.
Then assume that there exists a continuous cost-to-go value
function V o(x) ∈ C1 defined as
V o(x) =
∫ ∞
t
[
Q(x(τ)) + U(u(τ))
]
dt. (4)
4Given an admissible control policy u(x) ∈ A(Ω), then using
Leibniz’s rule to differentiate V o(x) along the trajectory of
system (1), it yields
Q(x) + 2
∫ u
0
(
λ tanh−1(s/λ)
)T
Rds
+ (V ox )
T (x)(f(x) + g(x)u) = 0, V o(0) = 0, (5)
where V ox = ∂V
o(x)/∂x ∈ Rn. Define a Hamiltonian
function H(x, u, V ox ) as
H(x, u, V ox ) =Q(x) + 2
∫ u
0
(
λ tanh−1(s/λ)
)T
Rds
+ (V ox (x))
T (f(x) + g(x)u). (6)
Obviously, for a given policy and its corresponding value func-
tion V o(x), it can be observed from (5) that H(x, u, V ox ) = 0.
Let V o
∗
(x) be the optimal value function defined by
V o
∗
(X(t)) = min
u(τ)∈A(Ω)
∫ ∞
t
Q(x(τ)) + U(u(τ))dτ. (7)
Then, given an admissible control policy u(t) ∈ A(Ω), V o∗(x)
should satisfy
min
u∈A(Ω)
[
Q(x) + 2
∫ u
0
(
λ tanh−1(s/λ)
)T
Rds
+(V o
∗
x (x))
T (f(x) + g(x)u)
]
= 0. (8)
Based on the definition of the Hamiltonian function (6), (8)
can be rewritten in the following form:
min
u∈A(Ω)
H(x, u, V o
∗
x ) = 0.
The optimal control input u∗(t) for the given problem is
obtained by employing the stationarity condition (see [2]) on
the Hamiltonian function H(x, u, V ∗x ), i.e., ∂H/∂u = 0. The
result is
u∗ = −λ tanh
(
(1/2λ)R−1gT (x)V o
∗
x (x)
)
. (9)
Putting (9) in (3), the control cost function U(u(τ)) becomes
U (u∗) =λ(V o
∗
x (x))
T g tanh (D∗)
+ λ2(vec(R))T ln
(
1n − tanh2 (D∗)
)
, (10)
where D∗ = (1/2λ)R−1gTV o
∗
x ∈ Rm.
Further substituting (9) and (10) into (8) results in the
Hamilton-Jacobi-Bellman (HJB) equation as follows:
λ2(vec(R))T ln (1n − tanh(D∗))
+Q(x) + (V o
∗
x (x))
T f(x) = 0. (11)
If the solution V o
∗
x (x) of the HJB-equation (11) is found, the
optimal input u∗(t) of system (1) can be obtained.
In the past few years, the researchers have proposed several
methods to solve the standard optimal control problem for
systems with input constraints, including the method reviewed
above. However, in these methods, two preconditions have to
be satisfied:
(i) The internal dynamics of the system f(x) should satisfy
the condition f(0) = 0.
(ii) The input constraint is a symmetrical and fixed set. In
other words, the control input u is constrained in the form of
|ui(t)| ≤ λ, i = 1, · · · ,m.
It is still an open problem about how to tackle the optimal
control problem with unsymmetrical input constraints or the
condition f(0) = 0 does not hold. In the next section, we will
discuss this problem.
IV. THE NEW OPTIMAL CONTROL PROBLEM FOR NF
SYSTEMS WITH UNSYMMETRICAL INPUT CONSTRAINTS
A. Problem formulation
Consider a time-invariant affine system whose dynamical
system is given by{
x˙1(t) = f1(x1) + g1(x1, x2)u(t), (12)
x˙2(t) = f2(x1, x2) + g2(x1, x2)u(t), (13)
where x1 ∈ Rn1 is the system state vector to be stabilized,
x2 ∈ Rn2 is the state that is not intended to be controlled.
f1(x1) ∈ Rn1 and f2(x1, x2) ∈ Rn2 are the internal dynamics
of the system, g1(x1, x2) ∈ Rn1×m and g2(x1, x2) ∈ Rn2×m
are the input dynamics of the system, u(t) ∈ Rm is the control
input and n1 ≥ m. The control input is constrained by the
condition
di(x1(t), x2(t)) ≤ ui(t) ≤ hi(x1(t), x2(t)), i = 1, · · · ,m,
(14)
where di(x1, x2) and hi(x1, x2) are functions that determine
the lower bound and upper bound for the i-th element of u. For
notation simplicity, the value of the function di(x1(t), x2(t))
and hi(x1(t), x2(t)) is represented by
di(t) = di(x1(t), x2(t)),
hi(t) = hi(x1(t), x2(t)).
Denote the stack vectors of the input’s lower bound and upper
bound as D(t) = [d1(t), d2(t), · · · , , dm(t)]T and H(t) =
[h1(t), h2(t), · · · , , hm(t)]T , respectively. Then (14) can be
rewritten in the following concise form:
D(t) ≤ u(t) ≤ H(t).
Let g1i(t) ∈ R1×m denote the i-th row vector of
g1(x1(t), x2(t)) at time t and the following assumptions are
set:
Assumption 2: It is assumed that the functions f1(x1),
g1(x1, x2), f2(x1, x2) and g2(x1, x2) are Lipschitz continu-
ous, and that the system (12) is controllable in the sense that
there exists a continuous control on a set Ω ⊆ Rn1+n2 which
stabilizes the system (12). Besides, the state x2 is bounded.
Note that the state x2 which we do not intend to control
needs only to be bounded, not necessarily stable.
Assumption 3: At most one element of the control input
u(t) acts on each sub-state of x1, which implies the vector
g1i(t) has at most one nonzero element for ∀i = 1, 2, · · · ,m.
Meanwhile, each element of the control input u(t) acts on
only one sub-state of x1, which means each column vector of
g1(x1, x2) only has one nonzero element.
Remark 2: In this paper, there exist some requirements
on the form of g1(x1(t), x2(t)) as revealed by Assump-
tion 3. Actually, there are many systems in reality that satisfy
5Assumption 3. For example, in the field of robot control,
the linear velocity and the angular velocity of the robot
are usually controlled independently by two control inputs
[33]. Meanwhile, Assumption 3 also holds for the fixed-wing
unmanned aerial vehicle systems, which will be discussed
in the application case of the optimal circumnavigation in
Section V.
If Assumption 3 holds, without loss of generality, the
function g1(x1, x2) can be written in the following form:
g1(x1, x2) =
[
E1
0(n1−m)×m
]
where the matrix E1 ∈ Rm×m is a diagonal matrix whose
elements on the diagonal are nonzero.
The performance index is defined in the following form:
Jˆ (x1(0), u) =
∫ ∞
0
Q(x1(τ)) + Un(u(τ))dτ, x1(0) = x
o
1,
(15)
where Q(x1) is a positive semi-definite monotonically increas-
ing function, Un(u) is a positive semi-definite function which
is to be designed in this paper, and xo1 is the initial state
of x1. Note that the function Q(x1) is only related with the
state x1 and has no relationship with x2. The interest of this
paper is to find an optimal policy u∗(t) = µ∗(x1, x2) that
stabilizes the x1-system and minimizes the performance index
(15). Meanwhile, the optimal control policy u∗ should satisfy
the constraint (14).
B. The design method for NF systems with unsymmetrical
input constraints
It can be observed that if the i-th row vector g1i(t) of
g1(x1(t), x2(t)) is a zero vector whose element are all zero,
i.e., g1i(t) ≡ 0, the dynamics of the i-th element of x1
degrades into the following form:
x˙1i(t) = f1i(x1(t)), (16)
where x1i and f1i(x1) are the i-th element of x1 and f1(x1),
respectively. If the x1-system can be stabilized, x˙1i should be
zero when x1 = 0, which further implies
f1i(0) = x˙1i = 0, n1 −m < i ≤ n1. (17)
Then to deal with the problem described in Section IV-A,
firstly we define a virtual input uˆ ∈ Rm which is determined
by
G1uˆ(t) = f1(0) + g1(x1(t), x2(t))u(t), (18)
where the matrix G1 ∈ Rn1×m is
G1 =
[
Im
0(n1−m)×m
]
, (19)
and f1(0) denotes the value of the function f1(x1) when x1 =
0. Further rewrite the system (12) in the following form:
x˙1(t) = f1(x1(t))− f1(0) +G1uˆ(t). (20)
Remark 3: For the system (20), its internal dynamics
becomes f1(x1) − f1(0), whose value is 0 when x1 = 0.
Through this transformation, the x1-system is changed into the
form that meets the requirement for the existence of admissible
control.
Let uˆi(t) denote the i-th element of uˆ(t). As u(t) is
constrained by (14), uˆ(t) should satisfy the constraint{
Mdi(t) ≤ uˆi(t) ≤Mhi(t), if g1i(t)1m ≥ 0,
Mhi(t) ≤ uˆi(t) ≤Mdi(t), if g1i(t)1m < 0. (21)
where {
Mhi(t) = f1i(0) + g1i(t)H(t),
Mdi(t) = f1i(0) + g1i(t)D(t),
(22)
and g1i(t)1m equals the value of the nonzero element of
g1i(t).
Assumption 4: It is assumed that the internal dynamics
f1(x1) and f2(x1, x2) are unknown, but the value of f1(0)
is assumed to be known. Furthermore, it is assumed that the
values of di(x1(t), x2(t)) and hi(x1(t), x2(t)) can be accessed
online, and the values of Mdi(t) and Mhi(t) defined in (22)
satisfy {
Mdi(t) < 0 < Mhi(t), if g1i(t)1m ≥ 0,
Mhi(t) < 0 < Mdi(t), if g1i(t)1m < 0.
Remark 4: From the definition of admissible control in
Definition 1, the virtual input uˆ should be zero while keeping
the system (20) reaches the steady state (namely x1 = 0 and
x˙1 = 0). Assumption 4 guarantees that zero is within the
allowed range of the virtual input uˆ. Although the explicit
expression of the internal dynamics f1(x1) is unknown, the
value of f1(0) can be accessed in many actual situations by
forcing the state x1 to stay in the origin and then measuring
x˙ while keeping x1 = 0 and u = 0.
Here we define a performance index for the system (20) as
Jˆ2(x1(0), uˆ) =
∫ ∞
0
Q(x1(τ)) + Uˆn(u(τ))dτ, x1(0) = x
o
1,
(23)
where Uˆn(uˆ(τ)) is the control cost function for the system
(20).
Given a pair of control policies u(t) and uˆ(t) that satisfy
(18), it holds that Jˆ (x1(0), u) = Jˆ2(x1(0), uˆ) for any initial
state xo1 if Un(u(t)) = Uˆn(uˆ(t)). As a consequence, if the
optimal control policy uˆ∗(t) for the system (20) with respect
to the performance index (23) is obtained, the optimal control
policy u∗(t) for the original system (12) with respect to the
performance index (15) can be calculated by
u∗(t) = (E1)−1(uˆ∗(t)− [f1(0)]m), (24)
where [f1(0)]m = [f11(0), f12(0), · · · , f1m(0)]T . Note that
the matrix E1 is invertible as it is a diagonal matrix whose
diagonal elements are nonzero if Assumption 3 holds. Hence,
the problem that remains is how to get the optimal control
policy uˆ∗(t).
Remark 5: From (21) and (22), the constraint set of ui is
mapped into the constraint of uˆi through a scale factor g1i1m
and a transition factor f1i(0). In the case that f1i(0) 6= 0, the
constraint set of uˆi will become unsymmetrical even if that
of ui is symmetrical. As a consequence, the previous methods
reviewed in Section III may be inappropriate and a new design
6method for the systems with unsymmetrical input constraint
is required, which we will illustrate in the following part.
Based on Assumption 4, it is easy to verify that
min{Mdi(t),Mhi(t)} < 0 < max{Mdi(t),Mhi(t)}. (25)
Further, the constraint (21) can be rewritten in the following
form:
min{Mdi(t),Mhi(t)} < uˆi(t) < max{Mdi(t),Mhi(t)}.
(26)
Then the control cost function Uˆ(uˆ(τ)) for the system (20) is
designed as:
Uˆn(uˆ(t)) =2
m∑
i=1
∫ uˆi(t)
0
riλi(t)
(
tanh−1(s/λi(t))
)
ds
=2
m∑
i=1
λi
(
tanh−1 (uˆi(t)/λi)
)T
riuˆi(t)
+ 2
m∑
i=1
λ2i ri ln
(
1n − (uˆi(t)/λi)2
)
(27)
where uˆi(t) is the i-th element of uˆ(t), ri is a positive constant
and λi is defined as
λi(t) =
{
max{Mdi(t),Mhi(t)}, if uˆi(t) ≥ 0,
−min{Mdi(t),Mhi(t)}, if uˆi(t) < 0. (28)
Correspondingly, the control cost function for the original
system (12) becomes
Un(u) =Uˆn(uˆ)
=2
m∑
i=1
∫ f1i(0)+g1iu
0
λiri
(
tanh−1(s/λi)
)
ds.
Let X = (xT1 , x
T
2 )
T denote the augmented state that
combines x1 and x2. The dynamics of the augmented state
X is represented by
X˙ = F (X) +G(X)uˆ. (29)
By comparing (29) with (12) and (13), it can be observed that
F (X) = [f1(x1)
T − f1(0)T , F2(x1, x2)T ]T ,
G(X) = [G1, (E1)
−1g2(x1, x2)T ]T ,
where G1 ∈ Rn1×m is the matrix defined in (19) and the
function F2(x1, x2) is
F2(x1, x2) = f2(x1, x2)− g2(x1, x2)(E1)−1[f1(0)]m.
From the constraint of uˆ(t) given by (21), the virtual input
uˆ(t) is also affected by the variable x2. It can be inferred
that the admissible control for the system (20) should be a
feedback of the state X , which further implies that the control
cost function Uˆn(uˆ(t)) is ought to be a function of X . As a
consequence, assuming there exists a continuous cost-to-go
value function V ∈ C1 similar to (4), then it should also be
a function of X , which is
V (X(t)) =
∫ ∞
t
[
Q(x1) + Uˆn(uˆ(X))
]
dt. (30)
Similarly, given an admissible control policy uˆ(t) =
µˆ(X(t)) ∈ A(Ω), where µˆ(X(t)) is a function of X , and using
Leibniz’s rule to differentiate V (X) along the trajectories of
system (29), it yields
V˙ (X) =(VX)
T (F +Guˆ)−Q(x1)− Uˆn(uˆ), (31)
where F , F (X), G , G(X), and VX = ∂V/∂X ∈ Rn1+n2 .
Next, we define a Hamiltonian function Hˆ as
Hˆ(X,V, uˆ) =(VX)
T (F +Guˆ) +Q(x1) + Uˆn(uˆ). (32)
Then based on (31), for the optimal value function V ∗, we
have
min
uˆ∈A(Ω)
Hˆ(X,V ∗, uˆ) = 0. (33)
By employing the stationarity condition on the Hamiltonian
function (33), i.e., ∂Hˆ(X,V ∗, uˆ)/∂uˆ = 0, we get the optimal
control policy uˆ∗(t) as
uˆ∗(t) = µˆ∗(X(t)) = arg min
uˆ∈A(Ω)
Hˆ (X,V ∗, uˆ)
= −λ(t) tanh ((1/2)(λ(t)R)−1GTV ∗X) , (34)
where λ(t), R ∈ Rm×m are diagonal matrices whose i-th
elements on the diagonal are λi and ri, respectively.
For an arbitrary element uˆ∗i of the optimal virtual input uˆ
∗,
it can be checked that uˆ∗i satisfies the constraint condition (26).
To show this, two cases are discussed. Firstly, when uˆ∗i ≥ 0,
combined with the definition of λi in (28), one has
min{Mdi,Mhi} < 0 ≤ uˆ∗i < λi = max{Mdi,Mhi}.
Next, when u∗i < 0, we have
min{Mdi,Mhi} = −λi < uˆ∗i < 0 < max{Mdi,Mhi}.
Through the discussions above, the optimal virtual input uˆ∗
obviously satisfies the constraint (26).
Substituting (34) into (27) results in
Uˆn (uˆ
∗) =(V ∗x (x))
TGλ tanh
(
Dˆ∗
)
+ (vec(λRλ))T ln
(
1n − tanh2 (D∗)
)
, (35)
where Dˆ∗ = (1/2)(λ(t)R)−1GT (X)V ∗X . Then by putting
(35) and (34) into the Hamiltonian function (32), it yields
the following HJB-equation:
(vec(λR))T ln
(
1n − tanh(Dˆ∗)
)
+Q(x1) + (V
∗
X)
TF (X) = 0. (36)
If the solution V ∗X of the HJB-equation (36) is found, the
optimal virtual input uˆ∗ for the system (20) can be obtained
by (34). Furthermore, the optimal control input u∗ for the
original system (12) can be acquired by (24).
In the following theorem, it will be proved that the control
law u∗(t) defined by (24) and (34) is optimal with respect to
the performance index (15) and stabilizes the x1-system.
Theorem 1: Consider the optimal control problem for the
system (12) with the performance index (15). Suppose that
V ∗(X) is a smooth positive definite solution to the generalized
HJB equation (36). Then the optimal control u∗ defined by
(24) and (34) minimizes the performance index (15) over
all admissible controls. Moreover, the system state x1 will
7asymptotically converge to the origin driven by the control
policy u∗.
Proof: Firstly, we will prove that u∗ is the optimal policy
that minimizes the performance index (15) over all admissible
controls. Since the systems (12) and (20) actually denote the
same system just in two different forms, the optimality of the
control policy u∗ can be proved as long as the control policy
uˆ∗ is proved to be optimal with respect to the performance
index (23). Note for the optimal value function V ∗(X(t)),
one has ∫ ∞
0
(
V˙ ∗(X(τ))
)
dτ = −V ∗(X(0)). (37)
Then given an admissible control policy uˆ, the performance
function (23) can be written as
J (X(0), uˆ) =
∫ ∞
0
[
Q(x1) + Uˆn(uˆ)
]
dτ + V ∗(X(0))
+
∫ ∞
0
(
V˙ ∗(X(τ))
)
dτ
=
∫ ∞
0
[
Q(x1) + Uˆn(uˆ)
]
dτ + V ∗(X(0))
+
∫ ∞
0
[
(V ∗X)
T (F +Guˆ)
]
dτ
=
∫ ∞
0
[
(V ∗X)
T (F +Guˆ∗) +Q(x1) + Uˆn(uˆ∗)
]
dτ
+
∫ ∞
0
[
Uˆn(uˆ)− Uˆn(uˆ∗) + (V ∗X)TG(uˆ− uˆ∗)
]
dτ.
+ V ∗(X(0)). (38)
It can be observed from (27) that
Uˆn(uˆ(t))− Uˆn(uˆ∗(t))
= 2
m∑
i=1
∫ uˆi(t)
uˆ∗i (t)
riλi(t)
(
tanh−1(s/λi(t))
)
ds.
Thus we have
Mu(t) ,Uˆn(uˆ(t))− Uˆn(uˆ∗(t)) + (V ∗X)TG(uˆ(t)− uˆ∗(t))
=2
m∑
i=1
∫ uˆi(t)
uˆ∗i (t)
riλi
(
tanh−1(s/λi)
)
ds
+ (V ∗X)
TG (uˆ(t)− uˆ∗(t)) . (39)
Together with (39) and Hˆ(X,V ∗, uˆ∗) = 0, (38) becomes
J (X(0), uˆ) =
∫ ∞
0
Hˆ(X,V ∗, uˆ∗)dτ +
∫ ∞
0
Mu(τ)dτ
+ V ∗(X(0))
=
∫ ∞
0
Mu(τ)dτ + V
∗(X(0)). (40)
To prove that uˆ∗ is the optimal control solution and the optimal
value is V ∗(X(0)), it remains to show that the integral term
on the right-hand side of the above equation is bigger than
zero for all uˆ 6= uˆ∗ and attains its minimum value, i.e., zero,
at uˆ1 = uˆ∗1. That is to show Mu(t) is bigger than or equal to
zero for ∀t > 0. It has been proved in the proof of Theorem
1 in [11] that Mu ≥ 0 and Mu = 0 if and only if uˆ = uˆ∗.
For more details, please refer to [11].
Next it will be shown that the system state x1 will asymp-
totically converge to the origin driven by the optimal control
policy u∗. Note that V ∗(X) is a positive semi-definite function
and V ∗(X) > 0 if ‖x1‖> 0. Meanwhile, V ∗(X) = 0 if and
only if ‖x1‖= 0. Thus, V ∗(X) can be regarded as a Lyapunov
function for x1. From H(X,V ∗, uˆ∗) = 0, it yields
dV ∗(X)
dt
= (V ∗X)
T (F +Guˆ∗(X))
= −Q(x1)− Uˆn(uˆ) ≤ 0. (41)
The equality in (41) holds if and only if ‖x1‖ = 0. As a
consequence, the x1-system is asymptotically stable. The proof
is completed.
C. Online policy iteration algorithms for solving the HJB-
equation
In the previous part, it has been proved that the policy u∗
determined by (24) and (34) is optimal over all admissible
controls. From the expression of uˆ∗ in (34), the solution V ∗X
of the HJB-equation (36) has to be solved in order to obtain
uˆ∗. However, since (36) is usually highly nonlinear, it is quite
difficult to obtain its analytical solution. In the following part,
in order to find an equivalent formulation of HJB that does
not involve the internal dynamics f1(x1) and f2(x1, x2), we
use the IRL idea introduced in [15].
Note that for any integral reinforcement interval T > 0, the
value function V satisfies
V (X(t)) =
∫ t+T
t
[
Q(x1(τ)) + Uˆn(uˆ(τ))
]
dτ
+ V (X(t+ T )).
(42)
According to the equation (42), the following IRL-based PI
algorithm can be used to solve the HJB equation (36) using
only partial knowledge about the system dynamics.
1. (policy evaluation) Given an admissible control policy
µˆ(k)(X), find V (k)(X) using the tracking Bellman equation
V (k)(X(t)) =
∫ t+T
t
[
Q(X(τ)) + Uˆn(uˆ(τ))
]
dτ
+ V (k)(X(t+ T )).
(43)
2. (policy improvement) update the control policy using
µˆ(k+1)(X) = −λ tanh
(
(1/2)(λR)−1GT (X)V (k)X
)
, (44)
where the superscripts (k) in (43) and (44) represent the k-th
iteration.
The following theorem shows that the IRL method intro-
duced above can be used to improve the control law.
Theorem 2: Let uˆ(k) = µˆ(k)(X) ∈ A(Ω), V (k) sat-
isfies the HJB equation (36) with the boundary condition
V (k)(0) = 0. Then, the control policy µˆ(k+1)(X) defined
by (44) is an admissible control for the system (20) on Ω.
Furthermore, if V (k+1) is the positive definite function that
satisfies H(X,V (k+1), uˆ(k+1)) = 0 with V (k+1)(0) = 0, then
it holds that V ∗(X) ≤ V (k+1)(X) ≤ V (k)(X).
8Proof: We firstly prove that uˆ(k+1) ∈ A(Ω). Taking the
derivative of V (k)(X) along the trajectory of system X˙ =
F (X) +G(X)uˆ(k+1), it yields
V˙ (k)(X) = (V
(k)
X )
TF + (V
(k)
X )
TGuˆ(k+1). (45)
Since Hˆ(X,V (k), uˆ(k)) = 0, we get
(V
(k)
X )
TF = −(V (k)X )TGuˆ(k) −Q(x1)− Uˆn(uˆ(k)). (46)
By substituting the term (V (k)X )
TF with (46), (45) becomes
V˙ (k)(X) = −Q(x1)− Uˆn(uˆ(k+1))−Mt(X), (47)
where Mt(X) is
Mt(X) = (V
(k)
X )
TG(uˆ(k)− uˆ(k+1))+Uˆn(uˆ(k))−Uˆn(uˆ(k+1)).
It can be deduced from (44) that
(V
(k)
X )
TG = −2λR tanh−1((λ)−1uˆk+1). (48)
Combined with
Uˆn(uˆ
k)− Uˆn(uˆk+1)
= 2
m∑
i=1
∫ uˆ(k)i
uˆ
(k+1)
i
riλi
(
tanh−1(s/λi)
)
ds,
the term Mt(X) can be rewritten in the following form:
Mt(X) = 2
m∑
i=1
riλim
t
i,
where mti is
mti =
∫ uˆ(k)i
uˆ
(k+1)
i
(
tanh−1(s/λi)
)
ds
− tanh−1(uˆ(k+1)i /λi)(uˆ(k)i − uˆ(k+1)i ).
Define a function fα(a, b) as
fα(a, b) =
∫ b
a
β(s)ds− β(a)(b− a),
where β(s) is a monotonically increasing function. It is easy
to verify that fα(a, b) ≥ 0 always holds for ∀a, b. Let β(s) =
tanh−1(s/λi) and we have
mti = fα(uˆ
(k+1)
i , uˆ
(k)
i ) ≥ 0,
which further implies Mt(X) ≥ 0.
Since V (k)(X) ≥ 0 and V (k)(X) = 0 if and only if
‖x1‖ = 0, V (k)(X) can be regarded as a Lyapunov function
for x1. Then from (47), we obtain that V˙ (k)(X) ≤ 0 as Q(x1),
Uˆn(uˆ
(k+1)) and Mt(X) are all positive semi-definite. Hence,
the x1-system can be stabilized by the control policy uˆ(k+1).
Besides, from (44), it can be observed that uˆ(k+1) = 0 if
x1 = 0. As a consequence, uˆ(k+1) is an admissible control
policy according to Definition 1.
Next, we will prove that V ∗(X) ≤ V (k+1)(X) ≤ V (k)(X).
As both uˆ(k) and uˆ(k+1) are admissible control policies, we
have V (k)(X(t =∞)) = 0 and V (k+1)(X(t =∞)) = 0. Tak-
ing the derivative of V (k)(X) and V (k+1)(X), respectively,
along the trajectory of system F (X) +G(X)uˆ(k+1), it yields
V (k+1)(X(t))− V (k)(X(t))
= −
∫ ∞
t
d(V (k+1)(X)− V (k)(X))
dX
(F +Guˆ(k+1))dτ
(49)
and
(V
(k+1)
X )
TF =− (V (k+1)X )TGuˆ(k+1) −Q(x1)
− Uˆn(uˆ(k+1)). (50)
By substituting (46) and (50) into (49), we derive that
V (k+1)(X(t))− V (k)(X(t))
=−
∫ ∞
t
[
(V
(k)
X )
TG(uˆ(k) − uˆ(k+1))
+Uˆn(uˆ
(k))− Uˆn(uˆ(k+1))
]
dτ
=−
∫ ∞
t
Mt(X(τ))dτ ≤ 0.
Thus V (k+1)(X) ≤ V (k)(X) for ∀X ∈ Ω. Furthermore, it
can be shown by contradiction that V ∗(X) ≤ V (k+1)(X) ≤
V (k)(X).
Remark 6: Theorem 2 guarantees that the control policy
is always an admissible control during the process of policy
iteration. Meanwhile, the updated control policy is always
better than its previous one.
In order to solve the value function of (43), a neural-
network-type structure is used to approximate the value func-
tion. Specifically, to successively solve (43) and (44), V is
approximated by
VM (X) =
M∑
j=1
wjσj(X) = (wM )
TσM (X),
which is a neural network with the activation functions
σj(X) ∈ C1, σj(x1 = 0) = 0. The vector σM (X) is the
vector of activation functions, wj denotes the weights of the
output layer and wM is the weight vector. The output layer
neuron has a linear activation function. The weights of the
hidden layer are all equal to one and will not be changed
during the training procedure.
By replacing V (k)(X) in (43) with V (k)M (X), we have(
w
(k)
M
)>
σM (X(t)) =
∫ t+T
t
[
Q(x1) + Uˆn(uˆ))
]
dτ
+
(
w
(k)
M
)>
σM (X(t+ T )),
(51)
and the residual error is
e
(k)
M =
∫ t+T
t
[
Q(x1) + Uˆn(uˆ))
]
dτ
+
(
ω
(k)
L
)>
[σM (X(t+ T ))− σM (X(t))] .
(52)
9Fig. 1. Flowchart of the proposed IRL algorithm.
Obviously, the residual error should be minimized. There-
fore, the parameter wM is ought to be tuned in order to
minimize the objective
S =
∫
Ω
|eM (X)|2dX,
where Ω is the admissible region for X . The weights,
wM , are determined by projecting the residual error onto
deM (X)/dwM setting the result to zero ∀X ∈ Ω using the
inner product, i.e.,〈
deM (X)
dwM
, eM (X)
〉
Ω
= 0, (53)
where 〈f, g〉 = ∫
Ω
fgdx is a Lebesgue integral. Let %(X, t) =
σM (X(t + T )) − σM (X(t)). Then by substituting (52) into
(53), one has〈
%(X, t),
∫ t+T
t
[
Q(x1) + Uˆn(uˆ))
]
dτ
〉
Ω
+
〈
%(X, t), %(X, t)T
〉
Ω
w
(k)
M = 0.
(54)
By Lemma 1, we know that
〈
%(X, t), %(X, t)T
〉
Ω
is invertible.
Thus, ωM is updated as
w
(k)
M = −
〈
%(X, t), %(X, t)T
〉−1
Ω
×〈
%(X, t),
∫ t+T
t
[
Q(x1) + Uˆn(uˆ))
]
dτ
〉
Ω
. (55)
Afterwards, in order to solve (55), an iterative algorithm
proposed by [8] is used. A mesh of points of size of dX over
the integration region is introduced on Ω. Then, we can define
L =
[
%(X, t)|X1 , · · · , %(X, t)|Xp
]
,
Y =
[ ∫ t+T
t
[
Q(x1) + Uˆn(uˆ))dτ |X1 , · · · ,∫ t+T
t
[
Q(x1) + Uˆn(uˆ))dτ |Xp
]
,
where p represents the number of points in the mesh on Ω.
Reducing the size of the mesh, we obtain that〈
%(X, t), %(X, t)T
〉
Ω
= lim
‖δX‖→0
(LTL)δX〈
%(X, t),
∫ t+T
t
[
Q(x1) + Uˆn(uˆ))dτ
〉
Ω
= lim
‖δX‖→0
(LTY )δX.
Therefore, (55) can be rewritten as
w
(k)
M = −(LTL)−1(LTY ). (56)
Note that in the previous works such as [13], λ is a given
constant. In our algorithm, however, in order to compute
u(t) according to (44), the value of λ(t) is needed to be
determined in the iteration. As a consequence, according
to the definition of λ(t) in (28), the sign of each element
µˆi(X(t)) of µˆ(X(t)) should be evaluated in advance. From
the structure of µˆi(X(t)) in (44), it can be found that the
sign of uˆi(t) is the same as that of the i-th element of
−GT (X(t))VX(X(t)). Thus, λ can be determined by calcu-
lating −GT (X(t))VX(X(t)) in advance, which implies
λi(t) =
{
max{Mdi(t),Mhi(t)}, if zi ≥ 0,
−min{Mdi(t),Mhi(t)}, if zi < 0,
where zi denotes the i-th element of −GT (X(t))VX(X(t)),
i = 1, · · · ,m.
The iterations will be stopped when the error between the
system performance evaluated at two consecutive steps is
smaller than a designer specified threshold . The flow chart
of the proposed IRL algorithm is presented in Fig. 1.
D. The case of the linear system
In this section, the case of linear system is studied to show
that the proposed method can guarantee the convergence of
system trajectory to an optimal solution.
Consider a linear system whose dynamical system is given
by {
x˙1(t) = A1x1 + Cx2 +B1u(t), (57)
x˙2(t) = A2X +B2u(t), (58)
where x1 ∈ Rn1 is the system state vector to be stabilized,
x2 ∈ Rn2 is the state that is not intended to be controlled, and
X = [xT1 , x
T
2 ]
T ∈ Rn1+n2 . The matrices A1 ∈ Rn1×n1 and
A2 ∈ Rn2×n2 are unknown while the matrices C ∈ Rn1×n2 ,
B1 ∈ Rn1×m and B2 ∈ Rn2×m are assumed to be known.
The control input u(t) ∈ Rm is constrained by the condition
(14).
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If Assumption 3 holds for the system (57), the matrix B1
can be represented by
B1 =
[
E1
0(n1−m)×m
]
,
where the matrix E1 ∈ Rm×m is a diagonal matrix whose
elements on the diagonal are nonzero. Then using the similar
method proposed in Section IV-B, we define a virtual input uˆ
which is determined by
G1uˆ(t) = Cx2 +B1u(t), (59)
where the matrix G1 is defined in (19), and the virtual input
uˆ(t) should satisfy the constraint{
Mdi(t) ≤ uˆi(t) ≤Mhi(t), if B1i(t)1m ≥ 0,
Mhi(t) ≤ uˆi(t) ≤Mdi(t), if B1i(t)1m < 0. (60)
where {
Mdi(t) = Cix2 +B1i(t)H(t),
Mhi(t) = Cix2 +B1i(t)D(t),
(61)
Ci and B1i are the i-th row vector of C and B1, respectively.
With uˆ(t) being the control input, the dynamics of the system
(57) becomes
x˙1(t) = A1x1 +G1uˆ(t) (62)
Following the algorithm described in Section IV-B and Sec-
tion IV-C, the optimal virtual input uˆ∗ with respect to the
performance index (23) can be obtained. Finally, the optimal
control policy u∗(t) can be calculated by
u∗(t) = (E1)−1(uˆ∗(t)− [C]mx2). (63)
where [C]m = [CT1 , C
T
2 , · · · , CTm]T .
Based on the method described above, we will show that the
proposed method in this paper will guarantee the converge of
system’s trajectory to the optimal solution through a simulation
of a linear system. Note that there are no known solutions
to the optimal control problems for linear systems with in-
put constraints reported in the literature. But theoretically,
when the input saturation bounds are chosen large enough,
the coefficients of the neural network should approach the
corresponding coefficients of the optimal solution without
input constraints. In order to validate the performance of
the approximation and the IRL algorithm in Sections IV, we
choose a large enough input constraint bound to make sure the
control input will not exceed its bound, and check whether the
proposed algorithm will converge to the optimal solution for
a linear system without input constraints.
Consider a linear continuous-time linear system whose
dynamics is described by
x˙1(t) =
[−0.5 −5
1 0
]
x1 +
[
3 −1
0 0
]
x2 +
[
1
0
]
u(t),
x˙2(t) =
[
0 1
−5 0
]
x2,
where x1 = [y1, y2]T ∈ R2 and x2 = [y3, y4]T ∈ R2. The
input saturation limit is set as |u(t)| < 20. Define a virtual
input uˆ as
uˆ(t) = 3y3(t)− y4(t) + u(t), (64)
then the dynamics for the states x1 becomes:
x˙1(t) =
[−0.5 −5
1 0
]
x1 +
[
1
0
]
uˆ(t). (65)
The control objective is to regulate the state x1 to the origin
while minimizing the following objective function:
J (x1(0), uˆ) =
∫ ∞
0
(
10(x1(τ))
Tx1(τ) + Uˆn(uˆ(τ))
)
dτ.
(66)
Following the method proposed in Section IV-A, the control
cost function Uˆn(uˆ) is defined as
Uˆn(uˆ) = 2
∫ uˆ
0
λ
(
tanh−1(s/λ)
)
ds,
where
λ =
{
3y3 − y4 + 20, if uˆ ≥ 0,
20− 3y3 + y4, if uˆ < 0.
When |uˆ|  λ, we have tanh−1(uˆ/λ) ≈ uˆ/λ. Thus the
control cost function Uˆn(uˆ) can be approximated by
Uˆn(uˆ) ≈ 2
∫ uˆ
0
λ× (s/λ) ds = uˆ2.
Further the performance index (66) can be approximated by
J (x1(0), uˆ) =
∫ ∞
0
(
10(x1(τ))
Tx1(τ) + uˆ
2(τ)
)
dτ. (67)
Since the performance index (67) is a function of quadratic
form, the value function V (x1) is assumed to be in the
following form:
V (x1) = x
T
1 Px1,
where the matrix P ∈ R2×2 is positive semi-definite. The
optimal control policy uˆ∗(t) with respect to the system (65)
and the performance index (67) can be obtained by solving
the following algebraic Riccati equation (ARE):
0 = ATP + PA+ PBR−1BTP +QT ,
where
A =
[−0.5 −5
1 0
]
, B =
[
1
0
]
,
QT =
[
10 0
0 10
]
, R = 1.
Using the existing numerical methods (such as the methods in
[15]), we can find the solution to this ARE, which is
P =
[
2.98 0.916
0.916 18.06
]
.
As a consequence, the theoretical optimal virtual input uˆ∗
should be
uˆ∗(t) = −BTPx1(t) = −0.916y1(t)− 18.06y2(t).
We now simulate our method proposed in this paper. As
we expect that the optimal value function is quadratic in
the absence of the control bounds, the value function is
approximated by the following neural network:
VM (X) = (wM )
TσM (X),
11
Fig. 2. Convergence of the NN weights. Fig. 3. The illustration of the system state.
where
wM = [w1, . . . , w7]
T
,
σM (X) =
[
y21 , y1y2, y
2
2 , y1y3, y1y4, y2y3, y2y4
]T
.
The reinforcement interval T is selected as 0.1 s. Fig. 2 shows
the convergence of the critic parameters which converge to
wM =[3.08, 1.92, 18.75, 0, 0, 0.01, 0].
Note that the optimal critic weights obtained by solving the
ARE are
w∗M =[2.98, 1.93, 18.06, 0, 0, 0, 0].
Obviously, the convergence of our algorithm is close to the
optimal control solution.
After the optimal virtual input uˆ is obtained, the optimal
input u can be solved through (64), which is
u∗(t) = uˆ∗(t) + 3y3(t)− y4(t).
The convergence of the system state controlled by the designed
optimal control policy u∗(t) is depicted in Fig. 3. From the
figure, it can be observed that the states of interest (i.e. y1 and
y2) converge to the origin driven by the designed control law
while the states y3 and y4 are bounded, which are actually not
intended to be controlled.
V. APPLICATION TO THE OPTIMAL UAV
CIRCUMNAVIGATION PROBLEM
In this section, we apply our methods to solve a more
complex practical problem: the optimal UAV circumnavigation
control problem. We intend to design a controller for a
fixed-wing UAV to circumnavigate around a moving target.
Specifically, relative to the target, the UAV is expected to
track a desired circle over the target with a constant angular
speed, while minimizing an objective function involving Fisher
information in the circumnavigation trajectory (see Fig. 4). A
simulation result is presented in which the performance of
the control law designed by our method is compared with the
method proposed in [28].
A. Problem formulation of the optimal UAV circumnavigation
Consider a fixed-wing UAV, whose altitude is assumed to
be held constant and its kinematic model is described by
x˙ = v cos θ,
y˙ = v sin θ,
θ˙ = uθ,
v = uv,
(68)
where (x, y) is the position of the UAV in the plane and θ is
its heading. The UAV’s velocity v and angular velocity ω is
determined by the control input u = (uv, uθ). Due to the roll
angle limitation of the fixed-wing UAV, the following input
constraint should be enforced on the UAV:
|uθ| ≤ ωmax.
The state of the moving target is denoted by st =
(xt, yt)
T ∈ R2. The target is assumed to move with a constant
linear velocity vt and its kinematics satisfies
x˙t = vt cos θt,
y˙t = vt sin θt,
θ˙t = h(θt),
(69)
where θt is the heading of the target, and h(θt) is an unknown
function but its numerical value can be accessed by measuring
the target’s angular speed.
As the UAV is expected to hold a constant angular speed
with a desired loiter radius around the target, the relative speed
vr of the UAV is also expected to be constant. Let θr denote
the relative angle of the UAV with respect to the target and it
satisfies the following equations:{
vr cos θr = vt cos θt − v cos θ,
vr sin θr = vt sin θt − v sin θ, (70)
where vr > vt.
The UAV is only equipped with one radar as the measuring
sensor towards the target. The on-board radar can measure
the range and bearing information determined by the relative
position sr = (xr, yr)T , which is represented by (xr, yr) =
(xt− x, yt− y). The observation model of the radar sensor is
illustrated as follows:
ζ(t) = Z(sr) + χ(t),
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Fig. 4. The illustration of circumnavigation around a ground target Fig. 5. The illustration of function Qˆ(rh, η) with a given η
where ζ(t) is the obtained sensor measurement at time t, χ(t)
is the measurement noise, and Z(.) is the observation function,
which is specifically defined as in [34]:
Z(sr) =
[
r
ϕ
]
=
[ √
x2r + y
2
r + h
2
arctan (yr/xr)
]
, (71)
where r and h are the distance in the three-dimensional space
and the altitude of the UAV, respectively, and ϕ is the bearing
between the UAV and the target in the plane.
Define the error er between the current loiter radius and the
desired one as
er = rh − rd, (72)
and a variable η as
η =
pi
2
− (θr − ϕ), (73)
where rd is the desired loiter radius around the target.
Obviously, the UAV will circumnavigate around the target
with the desired loiter radius as long as er → 0 and η → 0.
To achieve this goal, the dynamics of er and η should be
analyzed. Firstly, the dynamics of er is obtained as
e˙r = r˙h =
xrx˙r + yry˙r
rh
= vr cosϕcosθr + vrsinϕ sin θr
= vr cos(ϕ− θr) = vr sin η. (74)
Then according to (70), we have
v2 + v2t − 2vvtcos(θ − θt) = v2r . (75)
Deriving both sides of the equations (70) by time t, one has
−vr sin θr θ˙r = −vt sin θtθ˙t − v˙ cos θ + v sin θθ˙,
vr cos θr θ˙r = vt cos θtθ˙t − v˙ sin θ − v cos θθ˙.
By eliminating v˙, we get
θ˙r =
−v
vr cos(θr − θ) θ˙ +
vt cos(θ − θt)
vr cos(θr − θ) θ˙t. (76)
Then, the dynamics of ϕ is obtained as
ϕ˙ =
xry˙r − yrx˙r
r2h
=
cosϕ(vr sin θr)− sinϕ(vr cos θr)
rh
=
vr sin(θr − ϕ)
rh
=
vr cos η
rd + er
. (77)
Combining (76) and (77) yields
η˙ =ϕ˙− θ˙r
=
vr cos η
rd + er
− vt cos(θ − θt)
vr cos(θr − θ) θ˙t +
v
vr cos(θr − θ) θ˙,
where θr is determined by (70) and can be calculated by
θr = atan2(vt sin θt − v sin θ, vt cos θt − v cos θ).
Define a state variable X = (er, η, θ, θt)T . Then the X-
dynamics is described by:
e˙r = vr sin η,
η˙ = vr cos ηrd+er −
vt cos(θ−θt)
vr cos(θr−θ)h(θt) +
v
vr cos(θr−θ)uθ,
θ˙ = uθ,
θ˙t = h(θt).
(78)
Define a virtual input uˆ as
uˆ(t) = b1(t) + b2(t)uθ(t), (79)
where
b1(t) =
vr
rd
− vt cos(θ(t)− θt(t))
vr cos(θr(t)− θ(t))h(θt(t)),
b2(t) =
v
vr cos(θr(t)− θ(t)) .
(80)
By substituting (79) into (78), the X-dynamics becomes
e˙r = vr sin η,
η˙ = vr cos ηrd+er − vrrd + uˆ,
θ˙ = (uˆ− b1)/b2,
θ˙t = h(θt).
(81)
where the virtual input uˆ1 is constrained by
b1 − |b2|ωmax ≤ uˆ ≤ b1 + |b2|ωmax. (82)
Up to now, the dynamics of the states which we are
interested in during the process of circumnavigation has been
formulated. The first goal is to stabilize the states er and η
and then a to-be-minimized optimization criterion is needed
for the optimal circumnavigation problem.
Firstly, according to the method proposed in this paper, the
control cost function U(uˆ(t)) is defined as
Uˆn(uˆ(t)) = 2
∫ uˆ(t)
0
λ(t)
(
φ−1(s/λ(t))
)T
Rds,
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where
λ =
{
b1(t) + |b2(t)|ωmax, if uˆ ≥ 0,
b1(t)− |b2(t)|ωmax, if uˆ < 0. (83)
Next, a function representing the state cost will be con-
structed based on the so-called accumulated Fisher informa-
tion. In order to quantify the utilization of the sensor data,
we set up the the optimization criterion by exploiting the
accumulated Fisher information D, which is listed as follows:
D =
∫ ∞
t0
√
L(rh, η)dt, (84)
where L(rh, η) is
L(rh, η) =
v2rr
2
h
r6σ2r
sin2 η +
8r2hv
2
r
r4
sin2 η +
v2r
r2hσ
2
ϕ
cos2 η,
and σx and σy are the standard deviations of the measurements
in the x and y directions, respectively. The detail of the
derivation process for the accumulated information D is listed
in the Appendix.
Intuitively, according to (84), more accumulative informa-
tion in fixed-wing UAV circumnavigation will be obtained
in the unit time if the loiter radius rh decreases. In other
words, the loiter radius of the UAV will approach zero if
the accumulative information D is directly taken as a to-
be-maximized performance index. However, in the circum-
navigation problem, the UAV is desired to loiter around the
target with the exactly desired radius, which implies the
performance index should reach its extremum when rh = rd.
In order to achieve this, a small variation is made based on
the definition of the accumulative information and a to-be-
minimized performance index is defined as
J =
∫ ∞
0
[
c1
(
Qmax − Qˆ(rh(τ), η(τ))
)
+ Uˆn(uˆ(τ))
]
dτ,
(85)
Qˆ(rh(t), η(t)) =
√
L(rh(t), η(t))ρ(rh(t)− κ),
Qmax = Qˆ(rd, 0),
where c1 is a coefficient constant, Qˆ(rh, η) is a function varied
slightly from the function
√
L(rh, η), Qmax is the value of
Qˆ(rh, η) when rh = rd ,η = 0, and ρ(·) is a bounded.
Moreover, ρ(·) is a monotonic odd function with ρ(x) ≈ 1
when x is larger than a relative small positive constant . The
variable κ is a bias variable which satisfies
dQˆ(rh, η)
drh
(rh = rd, η = 0) = 0. (86)
An example in this paper for ρ(·) is the hyperbolic tangent
ρ(·) = tanh(·). Correspondingly, the exact form of (86) is
obtained as
α(κ) = − tanh(rd − κ) + rd(1− tanh2(rd − κ)) = 0.
It is easy to verify that the function α(κ) is a monotonically
decreasing function. Thus the deviation variable κ can be
approximated by numerical stepwise method.
Affected by the function ρ(rh − κ), the performance index
(85) can reflect the accumulated information that the UAV
obtains when approaching the target, and its extremum can
be reached at rh = rd as well. When rh > rd + ,
Qˆ(rh, η) ≈
√
L(rh, η) as ρ(rh) ≈ 1. The evaluated accu-
mulative information in (85) is only changed when the loiter
radius is between the interval (0, rd + ) in order to enforce
the UAV to loiter with a desired radius. Fig 5 illustrates the
relationship between the Qˆ and rh with a given η. It can
be seen that the value of Qˆ reaches the maximum Qmax at
rh = rd.
Given the system (78) and the performance index (85),
the optimal virtual input uˆ∗(t) can be obtained through the
methods proposed in this paper. Note that it always holds for
b2(t) in (79) that b2(t) 6= 0 according to its definition in (80).
Thus the optimal input u∗θ(t) can be obtained by
u∗θ(t) =
uˆ∗(t)− b1(t)
b2(t)
.
B. Simulation results and the comparison with the existing
control law
In order to check the performance of the designed circum-
navigation control law, a numerical simulation is presented
in this section. In the simulation, the UAV is controlled to
circumnavigate around a moving target, whose speed is set as 5
m/s, with a desired loiter raidus of 50 m. The relative velocity
of the UAV with respect to the target is 10 m/s and the
height of the UAV is 80 m. The sensor measurement standard
deviation parameters are σr = 10−3/m and σϕ = 1× 10−4pi
rad. The maximum angle speed wmax is set as 1.5 rad/s and the
coefficient constant c1 in (85) is set as 1/Qmax. The function
h(θt) which determines the angular speed of the target is
appointed as
h(θt) = 0.5− 0.5 sin2(θt). (87)
The following neural network is used:
V150 (er, η, θ, θt) =
15∑
i=1
10∑
j=1
w10(i−1)+jaibj ,
where ai and bj are, respectively, the i-th and j-th elements
of the vectors ~a and ~b which are defined as follows:
~a =[e2r, erη, η
2, e4r, e
3
rη, e
2
rη
2, erη
3, η4, e6r,
e5rη
2, e4rη
2, e3rη
3, e2rη
4, e5rη, η
6]T ,
~b =[1, θ, θt, θ
2, θθt, θ
2
t , θ
3, θ2θt, θθ
2
t , θ
3
t ].
This is a power series neural network with 150 activation
functions containing powers of the state variable of the system
up to the 9th power. The simulation was conducted with a
sample frequency of 200Hz, and at each iteration step the
weight vector wM is updated using 200 data points.
The trajectories of the target and the UAV controlled by our
designed control law are illustrated in Fig. 6. Fig. 8 illustrates
the convergence of the loiter radius rh (red solid line). It can
be seen that, if controlled by the designed algorithm, the loiter
radius rh converges to the desired radius 50 m. Fig. 7 is the
illustration of the variation of the state η controlled by the
designed algorithm during the simulation, which converges to
zero at around 12s. As illustrated in Fig. 9, the control input
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Fig. 6. The trajectories of the UAV and the target. Fig. 7. The variation of η during the circumnavigation.
Fig. 8. The illustration of the relative distances rh controlled by two methods. Fig. 9. The control input during the circumnavigation.
Fig. 10. The illustration of accumulated Fisher information controlled by two
methods.
Fig. 11. The illustration of Qˆ gained per simulation step.
of our method is within the allowed range [-1.5,1.5] during
the whole circumnavigation process.
To prove the validity of our algorithm, the designed control
law is also compared with the vector field (VF) method
proposed in [28], which is given as:
uθ =
 −k(θ − θd), if |k(θ − θd)| < ωmax,ωmax, if |k(θ − θd)| > ωmax & θ < θd,−ωmax, if |k(θ − θd)| > ωmax & θ > θd,
where θd is determined by the vector field:[
cos θd
sin θd
]
=
−vr
rh (r2h + r
2
d)
[
xr
(
r2h − r2d
)
+ yr (2rdrh)
yr
(
r2h − r2d
)− xr (2rdrh)
]
.
Fig. 8 shows the comparison of the distance variation
between two methods during the process of circumnavigation.
It can be observed that the loiter radius controlled by our
algorithm converges faster than that of the VF method. The
comparison of the accumulated Fisher information during
the process of approaching the target is illustrated Fig. 10.
Obviously, the accumulated Fisher information obtained by
our algorithm is higher than that of the VF method. To
illustrate this better, the gained Fisher information in per
simulation step Qˆ of the two methods is illustrated in Fig 11.
Overall, Qˆ gained by our method is higher than the VF method
when the UAV is approaching the target (except for the first
2 seconds). When the UAV achieves the circumnavigation, Qˆ
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gained by the two methods are equal.
VI. CONCLUSIONS
In this paper we present an online approach for adaptive op-
timal control with infinite horizon cost for nonlinear partially-
unknown systems with unsymmetrical input constraints. We
address the optimal control problem where the input u is
constrained in a set whose upper and lower bounds are
unsymmetrical and changing over time. Using this method,
the systems of nonstandard form can be tackled by defining
a virtual input. The methods proposed in this paper relax the
constraints for nonlinear control affine systems with standard
dynamics forms and symmetrical input constraints in the
existing works. In addition, the optimality and convergence
of the proposed method is proved theoretically. A numerical
simulation of a linear system validates that our method can
guarantee the convergence of system trajectory to an optimal
solution. Finally, we apply our method to solve a more
complex application case: the optimal UAV circumnavigation
control problem based on the accumulated Fisher information,
and the control performance is compared in a simulation be-
tween the control laws designed through our method and that
proposed in [28]. The simulation results show that the UAV
under the proposed optimal control law gains more Fisher
information during the circumnavigation, which demonstrates
the effectiveness of our algorithm.
In our next work, we will try to tackle the optimal control
problem for nonlinear control affine systems where the dy-
namics of the system is completely unknown. Furthermore,
the corresponding optimal control problem for multi-agent
systems is also within our scope.
APPENDIX A
DERIVATION OF THE ACCUMULATED INFORMATION D
It is usually assumed that the measurement noise follows a
zero-mean Gaussian distribution ([34]), which is
ζ(t)|sr ∼ N(η(sr), Co(sr)),
where ζ(t) is the obtained sensor measurement at time t. The
measurement noise depends on the signal-to-noise ratio and
the covariance matrix of the measurement is
Co(s
o
k) =
[
r4σ2r 0
0 σ2ϕ
]
,
where σx and σy are the standard deviations of the measure-
ments in the x and y directions, respectively.
Given the trajectory of the target st(t) in a given time
period [t1, t2], we expect to enforce the UAV to fly along an
optimal trajectory in which the accumulative information D is
maximum. Specifically, the accumulative information D with
respect to the relative position sr(t) is given by ([30]) :
D ,
∫ t2
t1
√[
dsr(t)
dt
]T
FI(sr(t))
[
dsr(t)
dt
]
dt
=
∫ ∞
t0
√
[s˙t − s˙]T FI(sr(t)) [s˙t − s˙]dt,
=
∫ ∞
t0
√[
vr cos θr
vr sin θr
]T
FI(sr(t))
[
vr cos θr
vr sin θr
]
dt, (88)
where FI(sr(t)) denotes the Fisher information matrix for the
radar sensor whose observation model is described by (71).
The specific form of FI(sr(t)) is as follows:
FI11 = x
2
r
r6σ2r
+
y2r
r4hσ
2
ϕ
+
8x2r
r4
,
FI12 = FI21 =xryr
r6σ2r
− xryr
r4hσ
2
ϕ
+
8xryr
r4
FI22 = y
2
r
r6σ2r
+
x2r
r4hσ
2
ϕ
+
8y2r
r4
,
, (89)
where rh =
√
x2r + y
2
r denotes the loiter radius of the UAV,
the projected relative distance between the UAV and the target
onto the X-Y plane. The detail of derivation process for the
formula (89) can be found in [34].
Note that
cosϕ =
xr
rh
, sinϕ =
yr
rh
,
and combined with the definition of FI(sr(t)) in (89), one
has[
vr cos θr
vr sin θr
]T
FI(sr(t))
[
vr cos θr
vr sin θr
]
=
v2rr
2
h
r6σ2r
cos2(ϕ− θr)
+
v2r
r2hσ
2
ϕ
sin2(ϕ− θr) + 8v
2
r
r4
cos2(ϕ− θr). (90)
Finally, by substituting η = pi2 − (θr − ϕ) and (90) into (88),
the accumulative information D becomes
D =
∫ ∞
t0
√
L(rh, η)dt, (91)
where L(rh, η) is
L(rh, η) =
v2rr
2
h
r6σ2r
sin2 η +
8r2hv
2
r
r4
sin2 η +
v2r
r2hσ
2
ϕ
cos2 η.
REFERENCES
[1] Anil V Rao. A survey of numerical methods for optimal control.
Advances in the Astronautical Sciences, 135(1):497–528, 2009.
[2] Frank L Lewis, Draguna Vrabie, and Vassilis L Syrmos. Optimal control.
John Wiley & Sons, 2012.
[3] Wei Zhang, Jianghai Hu, and Alessandro Abate. On the value functions
of the discrete-time switched LQR problem. IEEE Transactions on
Automatic Control, 54(11):2669–2674, 2009.
[4] Yu Jiang and Zhong-Ping Jiang. Computational adaptive optimal control
for continuous-time linear systems with completely unknown dynamics.
Automatica, 48(10):2699–2704, 2012.
[5] David Kleinman. On an iterative technique for riccati equation compu-
tations. IEEE Transactions on Automatic Control, 13(1):114–115, 1968.
[6] Randal W Beard, George N Saridis, and John T Wen. Approximate solu-
tions to the time-invariant Hamilton–Jacobi–Bellman equation. Journal
of Optimization Theory and Applications, 96(3):589–626, 1998.
[7] Sergey Lyashevskiy and Andrew U Meyer. Control system analysis and
design upon the lyapunov method. In Proceedings of 1995 American
Control Conference-ACC’95, volume 5, pages 3219–3223. IEEE, 1995.
[8] Murad Abu-Khalaf and Frank L Lewis. Nearly optimal control laws for
nonlinear systems with saturating actuators using a neural network HJB
approach. Automatica, 41(5):779–791, 2005.
[9] Kyriakos G Vamvoudakis and Frank L Lewis. Online actor–critic
algorithm to solve the continuous-time infinite horizon optimal control
problem. Automatica, 46(5):878–888, 2010.
[10] Bahare Kiumarsi, Frank L Lewis, and Daniel S Levine. Optimal control
of nonlinear discrete time-varying systems using a new neural network
approximation structure. Neurocomputing, 156:157–165, 2015.
16
[11] Hamidreza Modares and Frank L Lewis. Optimal tracking control of
nonlinear partially-unknown constrained-input systems using integral
reinforcement learning. Automatica, 50(7):1780–1792, 2014.
[12] J. Li, H Modares, T. Chai, F. L. Lewis, and L. Xie. Off-policy reinforce-
ment learning for synchronization in multiagent graphical games. IEEE
Transactions on Neural Networks and Learning Systems, 28(10):2434–
2445, 2017.
[13] Draguna Vrabie and Frank Lewis. Neural network approach to
continuous-time direct adaptive optimal control for partially unknown
nonlinear systems. Neural Networks, 22(3):237–246, 2009.
[14] Hamidreza Modares, Frank L Lewis, and Mohammad-Bagher Naghibi-
Sistani. Integral reinforcement learning and experience replay for adap-
tive optimal control of partially-unknown constrained-input continuous-
time systems. Automatica, 50(1):193–202, 2014.
[15] Draguna Vrabie, O Pastravanu, Murad Abu-Khalaf, and Frank L Lewis.
Adaptive optimal control for continuous-time linear systems based on
policy iteration. Automatica, 45(2):477–484, 2009.
[16] Yongfeng Lv, Jing Na, Qinmin Yang, Xing Wu, and Yu Guo. Online
adaptive optimal control for continuous-time nonlinear systems with
completely unknown dynamics. International Journal of Control,
89(1):99–112, 2016.
[17] Hamidreza Modares, Frank L Lewis, and Mohammad-Bagher Naghibi-
Sistani. Adaptive optimal control of unknown constrained-input systems
using policy iteration and neural networks. IEEE Transactions on Neural
Networks and Learning Systems, 24(10):1513–1525, 2013.
[18] Xiong Yang, Derong Liu, and Ding Wang. Reinforcement learning for
adaptive optimal control of unknown continuous-time nonlinear systems
with input constraints. International Journal of Control, 87(3):553–566,
2014.
[19] Huaguang Zhang, Lili Cui, Xin Zhang, and Yanhong Luo. Data-
driven robust approximate optimal tracking control for unknown general
nonlinear systems using adaptive dynamic programming method. IEEE
Transactions on Neural Networks, 22(12):2226–2236, 2011.
[20] Jur Van Den Berg, Jamie Snape, Stephen J Guy, and Dinesh Manocha.
Reciprocal collision avoidance with acceleration-velocity obstacles. In
2011 IEEE International Conference on Robotics and Automation, pages
3475–3482. IEEE, 2011.
[21] S Edward Lyshevski. Optimal control of nonlinear continuous-time
systems: design of bounded controllers via generalized nonquadratic
functionals. In Proceedings of the 1998 American Control Conference,
volume 1, pages 205–209. IEEE, 1998.
[22] Hamidreza Modares, Mohammad-Bagher Naghibi Sistani, and Frank L
Lewis. A policy iteration approach to online optimal control
of continuous-time constrained-input systems. ISA Transactions,
52(5):611–621, 2013.
[23] Zhiyong Sun, Hector Garcia de Marina, Georg S Seyboth, Brian An-
derson, and Changbin Yu. Collaborative target-tracking control using
multiple autonomous fixed-wing UAVs with constant speeds: Theory
and experiments. arXiv preprint arXiv:1810.00182, 2018.
[24] Iman Shames, Soura Dasgupta, Barıs¸ Fidan, and Brian DO Anderson.
Circumnavigation using distance measurements under slow drift. IEEE
Transactions on Automatic Control, 57(4):889–903, 2011.
[25] Mohammad Deghat, Iman Shames, Brian DO Anderson, and Changbin
Yu. Localization and circumnavigation of a slowly moving target
using bearing measurements. IEEE Transactions on Automatic Control,
59(8):2182–2188, 2014.
[26] Mohammad Deghat, Edwin Davis, Tianlong See, Iman Shames,
Brian DO Anderson, and Changbin Yu. Target localization and circum-
navigation by a non-holonomic robot. In 2012 IEEE/RSJ International
Conference on Intelligent Robots and Systems, pages 1227–1232. IEEE,
2012.
[27] Yongcan Cao. UAV circumnavigating an unknown target under a
gps-denied environment with range-only measurements. Automatica,
55:150–158, 2015.
[28] Fei Dong, Keyou You, and Jiaqi Zhang. Flight control for UAV loitering
over a ground target with unknown maneuver. IEEE Transactions on
Control Systems Technology, pages 1–13, 2019.
[29] Sameera Ponda, Richard Kolacinski, and Emilio Frazzoli. Trajectory op-
timization for target localization using small unmanned aerial vehicles.
In AIAA Guidance, Navigation, and Control Conference, page 6015,
2009.
[30] Xuezhi Wang, Yongqiang Cheng, and Bill Moran. Bearings-only
tracking analysis via information geometry. In 2010 13th International
Conference on Information Fusion, pages 1–6. IEEE, 2010.
[31] Lepeng Chen, Rongxin Cui, Jian Gao, and Weisheng Yan. Cooperative
guidance of multiple UAVs for target estimation based on nonlinear
model predictive control. In 2016 International Conference on Advanced
Robotics and Mechatronics, pages 178–183. IEEE, 2016.
[32] Shan Xue, Biao Luo, Derong Liu, and Yueheng Li. Adaptive dynamic
programming based event-triggered control for unknown continuous-
time nonlinear systems with input constraints. Neurocomputing, 2019.
[33] Mohamed Maghenem, Antonio Lorı´a, and Elena Panteley. Formation-
tracking control of autonomous vehicles under relaxed persistency of
excitation conditions. IEEE Transactions on Control Systems Technol-
ogy, 26(5):1860–1865, 2017.
[34] Yunyun Zhao, Xiangke Wang, Yirui Cong, and Lincheng Shen. Infor-
mation geometry-based action decision-making for target tracking by
fixed-wing unmanned aerial vehicle: From algorithm design to theory
analysis. International Journal of Advanced Robotic Systems, 15(4),
2018.
