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The objective of this project has been to develop an approach for imitating physical objects with 
an underlying stochastic variation. The key assumption is that a set of “natural parameters” can be 
extracted by a new subdivision algorithm so they reflect what is called the object’s “geometric 
DNA”. A case study on one hundred wheat grain cross-sections (Triticum aestivum) showed that it 
was possible to extract thirty-six such parameters and to reuse them for Monte Carlo simulation of 






As  a  result,  highly  irregular  look‐a‐like  phantoms,  based  on  scanned  observations,  are  receiving  increasing 
attention in the field of multi‐physics modeling. A few models within Biosystems applications such as grain, soil 
and natural fluid transport, are already being investigated by the latest multi‐physics software. However, with 




surfaces,  from a 3D  template based on whole body scans. However,  the geometry of objects  investigated  in 
Biosystems engineering  is not  smooth. On  the  contrary, most natural objects are  characterized by  irregular 
shapes,  rough  textures,  hair,  and  other  geometric  complexities  that  make  template  based  modeling 
unreachable. Therefore, an alternative parameterization approach  is  required  for  rough objects. Specifically, 
there is a need for a novel generic parameterization approach, based on scanned objects, that is able to model 





“geometric  DNA,”  are  used  for  re‐parameterization  into  imitation  meshes,  which  are  then  displayed  as 
phantoms. A  central  assumption  of  this  approach  is  that  it  is  possible  to  extract,  at minimum,  one  unique 
constellation of parameters for any natural object in such a way that they behave like generalized coordinates.  
In other words,  the extracted parameters are perceived as  independent degrees of  freedom variables which 
are  able  to model  the entire  geometry. This  assumption  also  forms  the basis  for  subsequent  generation of 
stochastic phantoms through Monte Carlo simulations of new independent parameters. The final outcome is a 
series of new phantoms, which appear  in such shape and detail  that experts are  likely  to  recognize  them as 
“feasible imitations” of the underlying objects. In other words, the goal is to create “look alike” phantoms that 
appear with the same stochastic characteristics as observed in the original object. 
In a  case  study of one hundred wheat grain  cross‐sections, parameter extraction was  initiated using expert 
knowledge of  the “bow‐line,” a characteristic  landmark  for wheat grains.   This unique  landmark of all wheat 
grains was  identified  in every single object  in the sample. Computationally, the “bow‐line” was  localized by a 
dedicated identification algorithm based on the convex hull of the cross‐section and a special anti podal pair’s 











“natural parameters”  for each  cross‐section. A  set of natural parameters and  the  constellation  they  form  is 
called a  “master mesh”. This master mesh  is a parameteric  representation of  the objects  “geometric DNA”. 
Mathematically,  the  extraction  of  the  eighteen  iterated  parameters  was  accomplished  using  a  novel 
multiresolution parametric  subdivision approach  called  Frenet  subdivision. This approach  is a  variant of  the 
well‐known Catmull‐Clark approach, however, it includes Frenet vectors and natural equations explicitly. In this 
case  study,  a  novel  concept  called  “goodness  of  replication” was  introduced  to  control  the  “fitting”  of  the 
generated geometry to the observed geometry with a high “efficiency of replication”. An iterated solution for 
such  a  “replication  problem”  is  an  extremal,  represented  by  a  set  of  iterated  parameters.  Finally,  all  the 
extracted parameters were stored  in a parametric bank and  treated by chemometrics.    In  the  final step,  the 
treated parameters were reparameterized into stochastic phantoms. 
In  stochastic phantom  simulation, new “imitations” are created  from  input parameters,  i.e. mean value and 
standard deviation, which are taken from the parametric bank. In the case study on wheat grains, one hundred 




the  same  indicators of  the  “real” objects. Results obtained  from  the  case  study on wheat grains verify  that  
extracted natural parameters can be modelled as independent random variables in such a way that realization 
can be obtained from simple Monte Carlo simulations. Furthermore, from the master mesh it was possible to 
generate  realizations  from Monte  Carlo  simulations  with  distributions  for  area  variations,  which  at  a  five 
percent significance level for two‐sample Kolmogorov‐Smirnov tests, do not differ significantly from what was 
found  in the original sample objects.   This  indicates that the “new” phantoms were able to  imitate the “real” 
objects with a high efficiency of imitation. 
Weaknesses  in natural parameterization are  likely  to be  revealed when  further  case  studies are performed. 
However, the aim of this first approach is for parts of the method to be applied to a wide range of application 
objects and phenomena. The  theoretical basis of natural parameterization  is  founded on  fundamentals  from 
calculus  of  variation,  vector  calculus,  differential  geometry,  biometrics,  finite  elements,  multi‐variate 
optimization,  and  chemometrics.  As  such,  adoption  and modification  of  the  approach  for  use within  each 
different  discipline  is  hopefully  straightforward.  The  new  approach  for  human  body  surfaces,  natural 
parameterization, and other stochastic modeling approaches might initiate experimentation on pseudo‐natural 
objects.  This means  that  real  human  beings,  animals,  biomasses,  vegetation,  soil,  fracture,  flows,  or  other 
objects or phenomena with an underlying stochastic behaviour may have the potential to be substituted with 
stochastic phantoms during experimentation. Future experimentation and FE‐based multi‐physics analysis on 




natural  parameterization,  geometric  DNA,  parametric  meshing,  parameter  extraction,  reparameterization, 
tortuous mesh, observation mesh, master mesh, goodness of replication, tortuosity pole, natural parameters, 
















Advances  in scanning technology enable mesh‐representation of 3D objects  in  increasing detail. Today, a few 
such natural meshes are used  for multi‐physics modeling of human body parts and grains. Models of other 
biomasses and objects such as vegetation, soil, and phenomena such as natural fluid flow and crack growth in 
various materials,  are  expected  to  be  new  targets  for  similar multi‐physics modeling  in  the  near  future. 
Traditionally, natural objects and phenomena are investigated through costly field or laboratory experiments in 
Biosystems engineering, medicine, and other sciences. With the use of emerging multi‐physics software, new 
opportunities  to  supplement  today’s  experiments  with  tomorrow’s  sophisticated  computer  simulation  lie 
within our reach. However,  if they are to obtain reliable results, new multi‐physics models require geometric 
meshes that provide a much higher level of detail than is currently available.  The absence of irregular and very 
complex meshes  is a key barrier  for complex modeling since even with  todays most advanced NURBS based 
meshing software the geometry modeling costs are very high. An even bigger problem arises when stochastic 
variations  are  to  be  included  in  such  modeling.  The  goal  of  this  study  is  to  take  the  first  step  in  the 
development  of  a  generic  approach  for  the  generation  of  rough  geometries  with  natural  and  abnormal 
variations with a high level of detail. The aim is to let this detailed modeling be a natural extension of today’s 
free‐form  approaches  for  smooth  geometries.  The  intention  is  that  the  new  meshing  techniques  will  be 
customizable  through perturbation modeling based on parametric  subdivision.  Finally,  the new  approach  is 




Specifically, natural parameterization  is  intended to be a systematic approach  that contributes to parametric 
meshing of natural geometries. The outcome is imitation meshes (represented as stochastic phantoms), which 








controlled  by  the  modeler.  Many  are  even  measurable  from  the  natural  object  directly.  In  general,  the 
parameterization  focusses  on  location  and  orientation  quantities  and  their  perturbations.  Technically,  an 
observation mesh  is segregated  into a new parametric master mesh called the master mesh. Thereafter, this 
master mesh  is  subdivided parametrically  into  finer meshes  called  iterated meshes. After  some  recurrences 
these  iterated meshes form a  limit mesh. Because the parameterization follows this strategy, the parameters 
used  are  classified  as master parameters or  iterated parameters  respectively.  The master parameters  carry 
information related to size and landmarks, whereas iterated parameters reflect location and orientation of the 
shape.  The  parameter  extraction  of  master  parameters  is  governed  by  expert  knowledge,  whereas  the 
extraction of  iterated parameters follows a decision rule called the goodness of replication. This rule ensures 




fractal characteristics. The mesh engine  is called Frenet  subdivision  since  it explicitly  includes Frenet vectors 
and natural equation values for embedded tortuous curves. The resulting meshes are mesh‐fields rather than 
conventional meshes of interconnected vertices.  This is because the new meshes also include information on 
Frenet vectors, curvatures and parameter  settings. One complication  is  finding a combination of parameters 








induced  numerical  errors  and/or  small  mean  value  variations).  This  alpha‐beta  decomposition  delivers 
stochastic  information on  the parameters, which  are  then  formally  stored  in  a  parametric  bank  along with 




The  second  step,  called  reparameterization  is designed  for  regeneration of new  imitation meshes  from  the 
alpha‐beta decomposed parameters drawn from the parametric bank. However, before the regeneration  into 
imitation meshes  takes  place,  the modeler might  pre‐manipulate  the  parameters.  Because  the  approach  is 
made fully customizable, the model can be adjusted to meet experimental requirements  in terms of volume, 
area,  arc  length,  straightness,  roundness  and  roughness.  Theoretically,  the  stochastic  simulation  of  new 
meshes follows a novel decision rule called goodness of imitation. It ensures that the stochastic simulation first 
produces  a  proper mean  value  imitation  before  the  dominant  variation  simulation  is  applied.  Ultimately, 




In general,  the problems  to be  solved numerically are highly nonlinear making  the new meshing algorithms 





free  form  simulation modeling  ‐  an  ambition  that  could  realistically  be  fullfilled  in  a  few  years  from  now. 
Technically,  these new phantoms are  formed as conventional  tri or quad meshes and are  intended  for patch 
graphics visualizations  for  further post processing by FEA based multi‐physics software or  for materialization 
into physical models. The alpha‐beta mesh generator  is also useful  for more simple deterministic or pseudo‐








represented  by  pseudo‐3D  polyhedral  with  an  artificial  unit  thickness.  For  the  one  hundred  objects,  the 
maximum  relative error of  replication was  less  than one percent. The  reparameterization was performed  in 
accordance with the new concept on goodness of imitation and it is verified that the master mesh was able to 
generate  realizations  from Monte Carlo  simulations. A comparison between  the distribution of  the  segment 
and cross‐section areas from the simulated and real meshes was performed using the corresponding two data 
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e:   , V ,  V V   subdomains, volume segment, volume element, volume 
     Boundary Representations 
e:   ,   , F ,   , S S A    surfaces:  surface  segment,  planar  surface  segment,  face  element,  surface  area, 
planar area 
2 e:   , E ,   , C L l    curves: curve segment, edge element, curve length, linear length 
3 :   ,   ,   ,   ,    V T N B d   vectors: vertex, tangent, normal, binormal, rectifying vector 
4 :   ,       scalars: generalized curvature, radius of curvature 
          
, ,       segment curvature, (Frenet) curvature, (Frenet) torsion 
           ,   ,         segment radius of curvature, radius of curvature, radius of torsion 






 F   Frenet frame 








M ,  M , M ,  M     
tortuous mesh , first derivative of a tortuous mesh, observation mesh, phantom  
0M ,  M ,  Mk n      master mesh, iterated mesh, limit mesh 
kS    multiresolution parametric subdivision operator 
  Parameters 



































   beta mean value , i.e. the mean value of the decomposed Q  
,     alpha standard deviation, beta standard deviation 
2r  
variance ratio 
ˆ ˆ ˆ,   , q q q     alpha‐beta realization of Q , alpha realization of Q , beta realization of Q
 



























































































































































In other words,  is  it possible  to develop a  "reverse parameterization procedure" which  can  reveal a  kind of 
"parametric DNA" of natural geometries?   
In  this study, some modest attempts  to answer  these questions and pursue  these goals are  introduced. The 











Compared  to most man‐made geometries,  the big challenge of working with natural geometries  is  that  they 
always  possess  rough  characteristics  (as  seen  in  the  above  images).  One  key  strategy  used  in  natural 









location  in  space, whereas  the  semi‐axes provide  information on  the objects bounding dimensions and  local 
orientation. Mathematically,  location  and  orientation  are  represented  by  vectors. Other  domain  properties 
such  as  volumes,  cross‐section moments of  area, and  curvatures,  are defined by  scalars.  Important metrics 
such as tortuosity, lacunarity, the Hausdorff–Besicovitch1 dimension, the Minkowski–Bouligand2 (box counting) 
dimension, and others are all scalar properties of  irregular geometries. Therefore, vectors and scalars are the 




The “smooth ellipsoid”  in Figure 0.3  is defined by: three coordinates controlling the  location, and three semi‐
axis controlling the orientation and size. The number of parametric degrees of freedom (DOF) is therefore six. 
To include roughness, at least one more parameter must be included. In the “rough ellipsoid” (see Figure 0.3, 
























Figure  0.4  (left). However,  in  terms of parameterization,  the number of DOF  for NURBS models  is  likely  to 
become  very  high  for  imitations  like  the  one  seen  in  the  figure  above  (left).  In  todays  advanced  geometry 
software NURBS  are  the  de  facto mesh  engine.  However,  another  promising mesh  engine  is  a  parametric 
subdivision  strategy  known  as  Iterated  Function  Systems  (IFS),  see mesh  Figure  0.4  (right).  It  controls  the 
appearance of  the geometries by manipulating a  set of control points.  In  this way,  it allows  the modeler  to 
induce highly  irregular  geometry patterns. Unfortunately,  the parameters of parametric  IFS  are not directly 
measurable which means  that when  a model  is  generated  its  parameterization  cannot  be  identified  from 
simple measurements. Therefore,  it  is not straight‐forward to obtain reverse parameterization. Furthermore, 
the  fractal behavior, which  is the beauty of the  irregular geometries, makes  it very difficult to anticipate the 
limit model from controlled parameters. At this stage, it seems difficult to avoid such modeling complexity and 
to  let  the  IFS  parameterization  be  simple  and  intuitive.  A  very  impressive  IFS  based  synthetic  subdivision 
surface, which imitates the texture of a grain in surprising detail, is illustrated in Figure 0.4 (right). Such texture 
generations by IFS might be today’s best answer for advanced modeling of rough surfaces. However, since the 
ambition  is  to model  curves,  surfaces,  and  solids  from  a  unified  approach  based  on  a  simple  setup with 
measurable parameters, a special subdivision approach is developed during this study. Briefly, this approach is 
a tortuous variant of what is commonly called a Catmull–Clark split (Catmull & Clark, 1978). Like Catmull–Clark 
subdivision  the  tortuous  approach  starts  from  an  initial mesh  and  decomposes  it  into  new meshes which 




One advantage of  the novel Frenet  subdivision  scheme  is  its ability  to generate meshes  that  imitate natural 
geometries  from an  initial master mesh with  low parametric DOF. Another benefit  is  that, due  to  the use of 






possess  the  same underlying  stochastic nature  as  the object  itself.  Therefore,  imitations must be based on 
collected knowledge, and reflect this knowledge within the generated imitations. Consequently, the collection 



















and  suits  the  parameter  extraction  process.  However,  to  obtain  "nature‐like"  imitations,  a  stochastic 
decomposition  variant  of  Reynolds  averaging  called  "alpha‐beta  decomposition"  is  introduced.  This 
decomposition  enables  generation  of  parameterized  geometries  where  the  natural  parameters  are 
uncorrelated. To ensure a high efficiency of such stochastic imitations, another decision rule called goodness of 
imitation is introduced. It is an indirect approach introduced to ensure that the underlying stochastic nature of 
a natural  geometry  is also  found  in  its  imitations. The  “new”  imitations  represent  stochastic phantoms,  i.e. 
computational phantoms that are deformable and size‐shape customizable. The above principles and methods 
are  based  on well‐established  theory  and  include  elements  of  calculus  of  variations,  differential  geometry, 










multiresolution  natural  objects  and  it  is  encouraged  by  "reverse 
parameterization"  fostered  by  Dr.  Ole  Green.  However,  this  first 
version of the natural parameterization approach does not at all give 
a profound  answer on  reverse parameterization.  It  simply  attempts  
to reveal some of the key problems and introduce a systematic set of 































































































































































































































value  parameters. However,  in  this  study  such  synthetic meshes  are  perceived  simply  as  a  special  case  of 
realizations  of  stochastic  parameters.    Technically,  synthetic  parameter  values  are  assumed  to  be  achieved 
from parametric Monte Carlo simulations with no variance. Therefore, to obtain look‐a‐like phantoms there is a 
need  to  combine  classical  geometry  modeling  with  stochastic  data  simulation.  This  means  that  the 
development of new advanced  look‐a‐like phantoms must  reflect not only  the ability  to model conventional 
irregular geometries but also  tortuous geometries with natural or abnormal variations.  Like natural objects, 
each  look‐alike phantoms must be  simulated  so  it  is unique. On  the other hand,  if a huge  sample of  these 
unique phantoms  is  simulated,  then  their  stochastic  variations must match  the  variations of  the underlying 
natural object.  In  the  following discussion,  this problem  is  called  an  imitation problem  and  it highlights  the 
theoretical context of this study.  
Focus  is  shared  between  a  detailed  representation  of  highly  irregular  geometries  and  a  general  variation 
modeling  for natural objects and phenomena. The development of algorithms  for the creation of parametric 
phantoms with natural properties  is also a major task. Since these algorithms are supposed to  integrate with 
the  latest  multi‐physics  software  they  must  also  be  designed  so  the  modeler  can  apply  and  modify  the 
generated  phantoms  during modeling. Despite  the  geometrical  complexity,  the  setup must  be  designed  to 
meet  today’s demand  for  free‐form  geometry modeling  as  known  from Rhinoceros®, 3ds Max Design®  and 
other software packages based on NURBS.  
During  the  last  few years, modeling of  the  first human body parts and biomasses has been performed using 
finite  element  based multi‐physics  software  from  synthetic  phantoms  (Anza,  2011),  (Lazutkin,  Harkara,  & 
Husar,  2010)  and  (Lund,  2009).  Furthermore,  human‐centered  design  is  receiving  increasing  attention 
indicating that extended focus is on accurate modeling of natural geometries.  
Especially  within  human‐centered  design, much 
effort  has  been  placed  on  the  development  of 
accurate computational phantoms, which can be 
used  to  investigate  the  effect  between  the 
product and the human user.  
 
The  first  full  body  approach  for  human  surface 
generation  was  published  a  few  months  ago 
(Baek  &  Lee,  2012).  In  this  novel  Baek‐Lee 
approach  there  are many  key  elements.  First,  a 
data  base  is  created  using  whole  body  scans. 
Each body  is  fitted to a template model by a set 
















































































































































































































































be  found  in  the published  literature. Therefore,  the  idea  is  to develop  a new  approach  for  rough phantom 







others.  Just as scans of human beings were a starting point  for  the Baek‐Lee approach  for smooth  full body 
surfaces,  existing  scans  of  biomasses,  vegetation,  and  soil  are  a  very  important  starting  point  for  the 
development  of  novel  approaches  for  rough  geometries.  The  steadily  increasing  level  of  meshing  details 





Various  complex  physical  problems, which  are  estimated  by macroscopic  parameters, might  be  be  better 
explained using micro‐ and Nano‐scale models. This means that new geometrical meshing tools must allow for 
multiresolution geometry modeling. On the other hand, novel meshing approaches must still be able to handle 






There  is  an  immediate  need  for  a  new  tool  to  assist  the  verification  of  novel  Biosystems  engineering 
developments  by multi‐physics modeling.  For  example,  such model  verification  by  computer  simulations  is 
planned to be included in a recent sensor development approach based on the impedance tube measurement 












oat  (Avena  sativa),  barley  (Hordeum  vulgare), maize  (Zea mays),  sunflower  (Helianthus  annuus),  soya  bean 
(Glycine max) and canola (Brassica napus), are investigated by impedance tube measurements, see Figure 1.4 
(right).  The piloting experiments indicate that it is possible to identify density and other parameters from the 
sound absorption coefficient spectra and  that PCA presents  reliable seeds  type grouping capabilities  (Gasso‐






Biot, 1956). Acoustic energy  transport  through a model of a  seed  cluster with detailed  surface  irregularities 
might  explain  the  surprising  results  better. Also,  previous  findings  on  the  dependence  between  shape  and 




identification  and  classification of  seeds was  the original  starting point of  this  study. The  first multi‐physics 
model  was  planned  to  be  developed  along  with  ongoing  experiments  (Gasso‐Tortajada,  Dubasaru,  Rojas, 
Brøchner, & Green, 2010) on wheat grain clusters (Triticum aestivum).   However, the development of a grain 
cluster model for multi‐physics soon lead to a more general study on modeling of natural geometries and their 






A  sample  of  the  same  type  of  wheat  grains  (Triticum  aestivum)  used  in  the  aforementioned  acoustic 
experiments was used to validate the novel parameterization approach. 
According to the Food and Agriculture Organization of the United Nations (FAO) wheat is ranked as the world’s 













Therefore, grains  in general, and wheat grains  in particular, were selected as a relevant validation object  for 
this study.  
A sample of cross‐section images was captured of one hundred wheat grains (triticum aestivium) using a stereo 













































































































































































































































































































































































































































































































Sometimes,  natural  geometries  are  observed  in  variants  classified  as  abnormal.  These  abnormalities  can 
appear as non‐normal shapes (deformities)9, as extreme size and shapes, as outer scars (scratches, holes, and 




As  seen  from  the above examples, many complex problems exist  in Biosystems Engineering and  the  related 
sciences.  Key problems relate to the detailed modeling of complex biomass and vegetation surfaces, turbulent 
fluid  flow, various  soil phenomena, and  cracks  in different materials. Abnormalities also are  likely  to  create 
geometric modeling problems. These examples of well‐known geometric modeling problems, along with other 
problems which will be discussed later, constitute the wide problem domain of this study.  
Modeling  techniques  for  sharp edges by  subdivision, have been  studied  for  some  years  (Zorin,  Schröder, & 
Sweldens,  2006;  Zorin,  2006).  However,  controlled  parameterization  of  meshes  with  sharp  edges  and 
extraordinary points remains problematic. A novel approach to such roughness problems by parametric vertex‐
controlled IFS are under investigation in these years (Gouaty, 2009).  
Mathematical  formulation problems related  to  the modeling of sharp edges, extraordinary points, and other 
geometric irregularities as well as their controlled parameterization, extend the problem domain of this study 
even  further. Moreover,  a  special  theoretical  question  on  about  how  to  judge which  phantom  of  a  set  of 













of  irregular geometries. This  introduction  is  limited  to  scanning  instruments used  in Biosystems engineering 
and medical  science  and meshing  techniques  that  have  reportedly  been  applied  to  natural  objects.  Some 
geometrical properties related to the description of natural objects are also briefly presented and grouped. 
Selected  scanning  instruments  that  are  particularly  relevant  for  data  acquisition  from  natural  objects  are 
described  in  section  1.3.1 while meshes mainly  dedicated  to  tortuous  geometries  are  presented  in  section 
1.3.2. Modeling constraints are outlined  in 1.3.3 accompanied by a discussion of grouping by size, bounding, 






time). The data obtained are usable  for construction of  two‐ or  three dimensional  static or  time‐dependent 
three  dimensional  computational  replication  phantoms  or  two‐  or  three  dimensional  physical  phantoms 
respectively. Retrieved data are often  stored as  raw  image data  in pixels  (for  reflected  surfaces), voxels  (for 
penetrated volumes), or as a derived  set of vertices  forming a point  cloud. Colors and other properties are 
either  integrated  in  the  storage  data  format  or  stored  separately.  In  the  following  section,  scanners  are 
categorized based on their underlying measurement principle.  
In  relation  to  the  formation  of  observation  meshes,  emphasis  is  placed  on  sensors  designed  for  vector 
measurements. Relevant measurements  include distance,  location, orientation, and  colors. However,  for 4D 
representations time is also measured. The selected types of sensors for vector measurements include radars, 






concentrates on the  imaging of highly  irregular or complex (2D, 3D) geometries and  irregular flow fields (4D). 




























































































of  light.    It 
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In radiology,  tomography  is used  to both diagnose and  treat human body diseases. The  illustrated reference 
book,  “Squires’s  fundamentals  of  radiology”  (Novelline &  Squire,  2004),  covers  imaging  techniques,  normal 











geometry of  the object  into  smaller parts  called  elements.  These  elements  are defined  from  a node point, 
called nodes, and specified through connectivities. Today there are many commercial FE‐software packages on 
the market, however still at universities throughout the world FE‐subroutines are used for teaching, research 
and development and  tested by development  software  such as Maple®, Matematica®, Mathcad®, MATLAB® 
and  others.  Furthermore,  new  algorithms  must  comply  with  standard  matrix  programming.    A  detailed 
introduction to the programming of algorithms for finite element matrices can be found in (Shivaswamy, 2010) 
where MATHCAD® is used as the technical documentation language. For details on FE‐algorithms programmed 
by MATLAB®,  see  the original work by  (Kwon & Bang, 2000). A  thorough  introduction  into automatic mesh 
generation for FEA can be found  in (Zienkiewicz, Taylor, & Zhu, 2005). For an  introduction  into completeness 
and  compatibility  requirements  for  iso‐parametric  elements  see  (Ottosen &  Petersson,  1992).  Finally,  for  a 
detailed presentation on non‐linear FEA, and to obtain a historic perspective, see the reference book by (Bathe, 
1982) .  
The  first model  for moisture  transfer  for drying grain was developed as an FE application within Biosystems 
engineering by (Lund, 2009). The model was developed within the software package COMSOL Multiphysics®. In 
COMSOL®  and  ANSYS®  (and  other multi‐physics  software),  a  discretization  strategy  for  3D  solid  elements 
enables inclusion of several different physics in the same model. Obviously, this physical discretization strategy 
affects  the  geometrical  discretization  and  its  core must  be  adopted  into  new meshing  approaches.  This  is 
particularly relevant in Biosystems engineering where non‐isothermal CFD, particle transport, thermodynamics 
and other bio‐physical and bio‐chemical phenomena are often mixed. Therefore, meshes designed  for multi‐







Phantoms  are  used  extensively  as  anatomical  models  and  represent  formalizations  of  natural  objects.  A 
comprehensive overview of anatomical phantoms is provided by The International Commission on Radiological 
Protection (ICRP)  in the reference work “Handbook of anatomical models for radiation dosimetry,“ edited by 
(Xu & Eckerman, 2010)  . This book  summarizes  the development  in phantom creation and various phantom 
series up until 2010. 
Three  main  types  of  phantoms  are  in  use: 
stylized  phantoms  which  are  equation  based 
surface  meshes,  computational  phantoms 
based on  voxels,  and  finally hybrid phantoms 
which  combine  stylized  and  computational 
phantoms  in  a NURBS based mesh  approach. 
Various  phantom  series  such  as  the  Pediatric 
Series  (1  ‐  15  years  old)  developed  at 
University of Florida (UF) are also included. 
 
Recently,  attention  has  been  put  on  the 
development  of  supplementary  pediatric 
phantoms  of  newborn  patients  (Wayson, 
2012).  All  such  phantoms  are  used  as 
anatomical models for radiation dosimetry and 
to model standard persons i.e. reference man, 















A  stochastic  phantom  is  a  parametric  deformable mesh  based  on  a  stochastic  simulation.   A  customizable 
phantom  is a stochastic phantom  that can be manipulated  to  the modeler’s specifications  for height, width, 





The  label synthetic  is used to emphasize that a mesh  is formed from analytic geometries such as NURBS or a 
nominal  data  set.  Since  most  FE  models  concern  man‐made  objects  that  are  usually  designed  and 
manufactured  from  analytic  geometries  or NURBS,  the majority  of  today’s meshes  are  synthetic.  The  label 
tortuous  emphasizes  that  a  mesh  is  formed  from  data  with  an  underlying  random  variation.  Also,  it  is 
understood that a tortuous mesh is parametric and deformable in the sense that its size and shape is affected 







All  the  derived  meshes  in  the  previous  subsection  1.3.1  on  scanning  instruments,  represent  observation 











achieved  from  digital  shape  reconstruction  (DSR)  (Goyal,  Piya,  Benjamin,  Liu,  &  Ramani,  2012).  Other 
replication meshes are based on polynomial approximation to edges from raw data such as pixel boundaries of 
images. The advanced technique used to fit a full 3D human scan to a template mesh by affine transformations 
(Allen,  Curless,  &  Popovic,  2003)  is  also  a  replication  mesh.  The  classification  of  characteristics  from 
observation meshes  is defined  from existing domain,  segment, or boundary elements. The meshes  resulting 








construction    are  also  outlined,  see  Figure  1.19.  Recently, 
studies  based  on  existing  algorithms  have  been  carried  out 
and published  in very different application areas:  (Baroncini, 
2012)  studied  the  human  hypothalamus  from  MRI  and 
defined its atlas. (Pan & Skala, 2012), (Lin et al., 2012) focused 
on surface reconstructions and (Cham, Beckers, Spanhove, & 
Borre,  2012)  classified  Natura  2000  heathland  in  Belgium. 
Apart  from  the  diversity  in  applications,  it  must  be 
emphasized  that  in  all  of  the  mentioned  replication  mesh 








In  Biosystems  engineering,  species  outline  recognition  is  often  used  to  recognize  an  unknown  object  and 
identify the species it belongs to based on the captured outline properties. Usually, the objects’ characteristics 




With  the  Leaves  Recognition®  v1.0  software,  it  is  possible  to 
extract  the  edge  token  from  a  leaf  image  as  a  polygon  of  pixel 
values.  The  subsequent  identification  procedure  allows  an 
unknown  object  to  be  specified  as  belonging  to  a  particular 







of  leaf  images.  LightSpeed  Communications  GbR.  Dresden  Germany.  18  April 
2006. Localized 21st March 2012 at www.jens‐langner.de/lrecog/#2.1 
Typical  issues  in  current  surface  reconstruction  approaches:  (a)  complex 







In  general,  an  imitation mesh  is  formed  from  data  that  has  been  treated with  chemometrics.  Examples  of 







EXAMPLIFICATIONS   The  label  “synthetic”  is used  for meshes purely  formed  from  analytic  geometries,  fractals,  scanned or 




meshes. The  label “replication”  indicates  that a  tortuous mesh  is  fitted  to a single observation mesh such as various  types of digital 
shape  reconstruction, whereas  the  label  “imitation”  relates  to a process where  the new mesh  is  formed by  stochastic data  such as 
Monte  Carlo  generated  location  and  orientation  parameters.  Technically,  “replication”  refers  to  a  parameter  extraction  process 








location  and  orientation  patterns.  In  the  following  discussion,  all 
such  characteristics  are  defined  as  landmarks.  The  formation  of 
landmark  information  into  a  parametric  constellation  used  for 
further subdivision is  described as a master mesh. Today, landmarks 






color  information  adequate enough  for  an observer with  relevant expertise  to  identify  characteristics.  Such 
manual  identification  is  sometimes  replaced  with  automatic  detection  procedures  implemented  as 
identification algorithms.  
The expert knowledge  is usually formalized by atlas or tables of anthropometric markers. The (CAESER, 2012) 
anthropometric  database  (Civilian  American  and  European  Surface  Anthropometry  Resource)  contains  3D 




Recent  studies  indicate  that  automatic  detection  of  landmarks  for  selected  objects  appears  to  be  on  the 
horizon in the near future. Recently, various emerging identification algorithms have been presented:  





vision‐based method,  surface data was  captured using  two  video  streams.  The  characteristic  features were 
detected and matched from such pairs of stereo video frames.  
 
However, automatic detection procedures  still  reflect expert knowledge about  the object  in  the algorithmic 
definitions. However, it is likely that in future full‐automatic detection, the need for expert knowledge will be 
reduced to a minimum.  
Formally,  the  constellation  of  the  detectable  characteristics  is  in  itself  regarded  as  a mesh.    Location  and 
orientation landmarks represent an initial coarse or sparse “master” for the shape of the object. If the master 
mesh  is defined  from  anthropometric parameters defining height, width,  length,  radius,  curvature or other 
metrics they are called parametric master meshes. 
Often,  a master mesh  serves  as  a  basis  for  the  generation  of  rough  or  smooth models with  higher mesh 



















































































































































































































































































the  liquid and gaseous phases of  soils have been used by  (Moldrup et al., 2001). Also,  transport  studies of 
suspended particles (SP) in a saturated porous medium have also been studied (Benamar, Ahfir, Wang, & Alem, 




Mesh  creation  from  imported  data  is  a  feature  included  in  some  software  packages.  In  the  following 
illustration  the  COMSOL® Multiphysics  software  package  is  used  to  illustrate  the  simple  steps  in  such  data 
import. 





is  illustrated.  Like  other  advanced  software  packages, 
COMSOL®  Multiphysics  allows  for  parameterization  of 
imported data files. The mesh based on the above data file is 








The  first book on Multiphysics modeling using COMSOL® has  recently been published  (Pryor, 2011).  In  this 
book a thorough  introduction  into Multiphysics  is given, along with a huge number of meshing examples  for 
self‐studying. 




B‐splines,  (Basis‐splines11),  which  are  piecewise  smooth  polynomial  functions  defined  from  control  points 
(sometimes  referred  to  as  de  Boor  points),  are  themselves  used  for mesh  generation.  Recently,  a  novel 











link  at 7.2) details on NURBS  algorithms,  as well  as  smooth  and  kinked  curves,  are provided  in  an  intuitive 
manner. Kinked curves are used to model discontinuities.  This means that NURBS based meshes also allow for 
highly irregular geometries including singularities. NURBS meshes are designed from “artificial” control points. 
In general,  these  control points are not directly measurable  from observation meshes  since  they usually  lie 
outside or inside the object.  
Control points  (as mentioned under B‐splines) can be perceived as parameters efficient  for  shaping a mesh. 
However, meshes based on NURBS control points are not the answer when the goal is to use parameters that 
are  intuitive  and directly measurable  from observation meshes. NURBS based meshing  is  the mathematical 
engine of the Rhinoceros® software and a feature in 3ds Max Design® as well as others. This type of software is 





Implicit  surfaces,  also  known  as  “metaballs”,  “blobbies”  or  “soft  objects,”  are  another  starting  point  for 
smooth mesh  generation.  Let    define  an  implicit  function  in  3D.  Then    defines  a 
surface  representation, whereas    defines  the  negative  domain,  i.e.  the  inside  of  the  surface  and 
 the positive domain,  i.e. the outside.  Implicit surfaces are used to  interpolate  irregular observation 





































































































































































































































initial  coarse mesh.  This  coarse mesh  can  also  be  referred  to  as  the  control mesh,  control  points,  control 
handles,  control polygons, global mesh or master mesh.    In  the  following  section  it  is called a master mesh 
since  it  defines  the  key  characteristics  of  the  geometry.  In  other  words,  a  master  mesh  represents  the 
geometric  basis  constellation, which  is  the  starting  point  for  subsequent  subdivision  into  finer  and  denser 
meshes. The new  subdivision meshes are usually  called  iterated meshes. Each of  these  iterated meshes are 
specified  at  a  specific  level  of  refinement  from  the  sequence  of  new  subdivision meshes.  At  any  step  of 
recursive subdivision,  iterated meshes are  in  fact  the  intermediate outcome. The ultimate  (final,  terminal or 
goal) mesh is the last iterated mesh in the sequence and is referred to as the limit surface. At the infinte, there 




retrospective  introduction  related  to  irregular  geometry  modeling.    It  starts  by  highlighting  the  latest 
achievements and works backwards to the roots of subdivision. 
A  study  including  scale dependency and applications of  subdivision geometry, affected by multi‐level  scales, 
was  recently  presented  in  a work  by  (Stotz, Gouaty, & Weinand,  2009).  They  showed  that  transformation 
driven geometric design methods can be applied  to  the architectural design of  timber constructions  through 
controlled modification of the subdivision operators. Usually, subdivision surfaces are treated as spline surfaces 
with singularities, as described by (Peters & Reif, 2008). A comprehensive overview with many applications on 




on  the  work  by  (Goldman,  2004).  Surprisingly,  Goldman  showed,  using  The  de  Casteljau  subdivision 
algorithm,14 that Bezier curves are also IFS attractors. This means that Bezier curves are fractals, since fractals 
are attractors (fixed points) of iterated function systems (Barnsley, 1988).  





subdivision  schemes.  (Guérin,  Tosan,  &  Baskurt,  2001)  gave  a  concise  classification  of  a  wide  variety  of 
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generalizes  IFS  to  a  level  where  the  subdivision 
operators  are  customizable,  i.e.  the  use  of  moving 
subdivisions points affect  the geometry at each  level 




represent  synthetic  3D  phantoms.  In  general,  these 










In a  famous article by  (Morse, Lawton, Dodson, & Williamson, 1985)  it was demonstrated  that some natural 
surfaces are fractal. Morse et al. showed that the distribution of arthropod body  lengths was correlated with 
the  fractal dimension of vegetation. This correlation  indicates that geometry might play an  important role  in 
the  study  of  diseases  and  insect  attacks  on  seeds.  A  study  on  Hausdorff  dimension  and  Diophantine 
Approximation  by  (Dodson &  Kristensen,  2004)  demonstrated  that  the  fractal  dimension  also  provides  an 






book by  (Barnsley  et  al.,  1988) on  fractal  images.  For multiresolution modeling,  such  iterated  curves might 
become useful especially for natural geometries at micro and Nano‐levels. In the reference book "The beauty 
of  Fractal"  by  (Peitgen  &  Richter,  1986),  a  formalization  of  Julia  sets  and  fractals  was  established.    The 
computer graphical generations in the book were state of the art at that time. The spectacular images are still a 
source of inspiration for many scientists and for modeling of natural objects as well.  









Geometrical and mechanical properties are  today’s key parameters  for  seed characterization  (Coskun et al., 
2006). Conventional seed measurement covers volume, thousand seed weight (TSW), moisture content (MC), 
and  other  mechanical  properties.  These  parameters  represent  constraints  and  they  are,  themselves, 
parameters  in  stochastic  phantom modeling.  Therefore,  they  are  expected  to  play  a  leading  role  in  future 
flexible  simulation modeling.  Some  geometrical  and mechanical  properties  have  been measured  over  the 
decades. They  range  from  simple caliper measurements and  laser  scans, over geometrical models,  to  image 






 1D: length 1l , width 2l , thickness 3l  diameter d  and perimeter O  
 2D: surface area S , cross‐sectional area  A  and projected area  A  
 3D: Volume V . 
Sometimes, also the following derived quantities are relevant:  
 Geometric mean diameter (side length of the cube of equal volume):   
1
3






 Spherical surface area (area of the sphere of equal volume):   
1 2




height  and  weight  respectively.  In  the  determination  of  reference  phantoms,  the  size was  found  to  be  a 
constraining property for meshing (Wayson, 2012), (Lee et al., 2010). 
In a recent study on one hundred kernels per seven different cultivar by (Fératlégil‐Durmus et al., 2010), a FEA 
approach and  formulas  for ellipsoid  seeds model was  compared with digital  image analysis on a number of 
standard parameters. Furthermore,  the relative difference  in volume and surface area between pycnometric 
measurement and ellipsoid approximation was determined. The  size values approximated  from  the ellipsoid 
did not differ more  than 10% and 4%  from  the pycnometric measurement  respectively. As  such,  this  study 

















 Feret diameters15:       Fd  
 MinFeret:         
max
minF Fd d   
 MaxFeret:          
min
maxF Fd d  
 Feret elongation:     
max min
/F Fd d  
In image analysis it is common practice to use bounding rectangles. For analysis of 3D objects, bounding boxes 
 are used, see Figure 1.25 (left). The Feret bounding box is defined by the following operations: First 
the  overall MaxFeret  diameter  defines  the  first  bounding  dimension  a,  which  then  defines  the  first  local 
coordinate of a Cartesian frame, i.e.  . Then, the overall MaxFeret diameter of all cross‐sections normal to 
the x‐dir. defines the second bounding dimension  and thereby the second Cartesian coordinate direction, i.e.




These models were used  in a  study by  (Sykorova et al., 2009)  that  looked at  the  size distribution of barley 






by  (Walton, 1948). Technically,  the Feret Diameter  is  found at each  identified point of  the outher boundary of any geometry as  the 
maximum distance from the actual point to all other points. The max/min Feret  is the max/min distance between the set of all these 
Feret diameters. 







In 3D geometry,  the  location of a point on a  tortuous  surface    is defined by a vertex  , which  is a 
vector  in  a  global Cartesian  reference  frame  .  In  the  following  section,  two  local  frames of unit 
vectors,  known  as  the  Frenet‐Serret  frame  and  the Darboux  frame  for  tortuous  curves  ,  are  introduced. 
These  classical  frames  are  used  in  differential  geometry  to  describe  the  orientation  of  tortuous  curves 













which defines the orientation of the embedded curve   at  . The triple of unit direction vectors  is formed 
by: the tangent  , the principal normal  , and the binormal  . The triple is sometimes called a trihedron and 
denoted as  . In general, the triple is evaluated at a particular point   of a tortuous space curve
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  ,              (1.6) 
where   is the unique angle which rotates N  and B  around  T  into  t  and u  respectively. The Darboux vector 
t is the tangent normal and u  the unit normal.   
S
3V
 , ,X Y Ze e e
C
S
   TF  T N B    TD  T t u
*V C S 
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the radius of curvature    is the distance between the points called the center of curvature  , and a given 
vertex   which is located on the embedded tortuous curve. 
1  ,     0A     






curvature  (or  simply  the  curvature)  is  usually  denoted  by  .  It  expresses  the  spatial  rate  of 
change of the tangent  in direction of the normal  . The second curvature, the torsion,  is denoted by
.  It expresses  the negative  spatial  rate of change of  the binormal  in direction of  the normal
. 





In  relation  to  curvature  invariance  (see  2.2.12.5),  it  must  also  be  emphasized  that  the  mean  curvature 
 is not invariant to isometric scaling, whereas the Gaussian curvature  is. The Frenet 
curvature   is not invariant to isometric scaling either.  
For  further details on embedded Weingarten map and  its  implications on subdivision surfaces see  (Peters & 
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  F N×
  F B×
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 Lacunarity and fractal dimensions    and  fD  
*For  further details on  lacunarity  and  fractal dimensions  as descriptors  for  the  complex  geometry of natural world  landscapes  see 
(Kirkpatrick  &  Weishampel,  2005).  Various  fractal  dimensions  are  in  use:  Hausdorff–Besicovitch  dimension HD ,  the  Minkowski–
Bouligand dimension MD , Rényi dimension D and others.  
 
Curve segment distribution metrics 
 Curve segment length (arc‐length):  L  
 Chord length16:  l  





as  a  result  the  tortuosity  for  a  straight  then  becomes  zero.  In  addition,  six more  tortuosity metrics were 
introduced  to measure  retinal vascular  twist. The seven metrics were  then used  to classify  the  tortuosity of 
blood  vessel  segments  and  the  tortuosity  of  blood  vessel  networks.  One  finding  was  that  for  automated 
classification the conventional (distance metrics) showed best performance.  
 
(Grisan  et  al.,  2008)  have  also  proposed  a  novel  tortuosity metric  called  the 































 Sphericity of particle, (Wadell, 1935)   
1 2






    
 Circularityb):  24S A O 

    
a)  Shape  index  (SI)  is  a  curvature  based  number  in  the  range  [−1,  +1]  that  is  scale  invariant.  In  a  study  by 
(Woodard, 2005), a novel approach for personal identification and identity verification using 3D finger surface 







b) Circularity    is a value  in the range [0, 1]. Only a circular desk has the value one. Recently, the circularity 
metric  and  the  tortuosity measure play  an  important  role  in  the description of  a new  shape descriptor  for 
asymmetries  in distribution of  roughness  (ADR). Besides circularity and  tortuosity,  this study also  refers  to a 
number of other shape metrics such as: Fourier descriptors; Zernike moments; moment invariants; and specific 
metrics such as convexity, sigmoidality, orientability and elongation. 












 Average bulk density (ABD),  b   
 True density of kernel (particle density),    
 Average true volume:   1m    
















Therefore,  novel  approaches  for modeling  of  natural  objects must  be  able  to  handle  interactions  between 










In  the  following,  the  term  landmark  is  used  to  cover  biometric 
identifiers, vector based  identifiers, and curvature and torsion based 
identifiers of natural objects and phenomena. A list dated from 1684 
to  2006  of  major  developments  in  the  theory  and  practice  of 
biometrics  is provided by (Caslon Analytics ‐ biometrics, 2012). From 




and  voice  identification  (since 1976),  computer  recognition of  faces 
(1977), retinal identification (since 1978) authentication by keystroke 
timing  (since  1980)  automatic  signature  verification  (since  1983), 
Jeffreys'  Restriction  Fragment  Length  Polymorphism  (RFLP) 
characterised  as  'DNA  Fingerprinting'  (1984),  forensic DNA  profiling 











In  Figure  1.29.  (See  7.2  for  a  company  link),  an  illustration  on 



















In  Figure  1.30  (left),  some  facial 
landmarks are illustrated and in (right) 
A CAESER body scan mesh is shown. A 
comprehensive  data  base  on 
anthropometric  markers  is  provided 
by  (CAESER, 2012). Meshing based on 
landmarks  seems  to  be  continously 
developing  and  future natural master 







































































































































































































































objects using  advanced  scanning  technologies,  and  to  fit meshes  so  that  they nicely  replicate  the observed 
geometry. Advanced meshing approaches are customizable by free‐form modeling, and result in surfaces with 
higher  order  geometrical  continuity. Moreover,  the  novel  Beck‐Lee  approach  provides  the  opportunity  for 
stochastic  phantom  modeling  where  new  phantoms  are  simulated  using  statistics  generated  from 
measurements  of  full  body  surfaces.  Beck‐Lee  phantoms  are  formed  using  a  template  so  fitted  phantoms 
match one or more mesh constraints such as: height, weight, or age. This simulation approach  is state of the 
art  in  today’s  field of advanced phantom generation.  It  is based on  standardized  landmarks and  full human 
body templates.  
However, natural geometries for walnuts, grass, grains, cracks in soil, or trees, etc. are not smooth at all. They 




each new  realization  is  a unique  representation of  the natural  geometry  itself. We  are  currently unable  to 
produce rough phantoms which imitate the stochastic behavior of the underlying natural object in a systematic 
way. 
It  is  this  gap  between  today’s  deterministic  or  semi‐deterministic  geometry  simulations  and  tomorrows 
advanced stochastic simulations  that are capable of extreme detail,  roughness, and  flexibility, which are  the 
focus of  this  study. Obviously,  this very ambitious objective  cannot  realistically be achieved within  the  time 
frame of such a study. However, the hope is to contribute piloting algorithms, which will provide the basis for 
further research in simulation of stochastic phantoms. Such stochastic modeling approaches also point to the 





In  this  study,  the  objective  is  to  define  a  unified  3D  approach  for  extraction  of  parameters  from  natural 
geometries  for  later use  in  the  simulation of  stochastic phantoms  that  imitate  the  stochastic behavior of a 
natural  object.  Methodically,  the  scope  is  to  adopt  and  mix  theoretical  elements  from,  object‐oriented 
programming,  Finite  Element  Analysis  (FEA),  biometrics,  subdivision,  chemometrics,  and  optimization  in  a 
multidisciplinary approach. Coloring and lighting techniques that enhance the expressiveness of phantoms are 
beyond  the scope of  this study. The principal  formulations are based on calculus of variations  for enhanced 










based models  are  discretized  into  domain  elements  and  boundary  elements  as  in  standard multi‐physics 
software (like COMSOL® Multiphysics and others). Due to the complexity of the natural objects investigated in 
Biosystems  engineering,  the  conventional  discretization  model  needs  to  be  extended  to  include  static 
formulations, and also to support future time‐dependent formulations. This means that extra variables need to 




Since  natural  objects  are  unique,  direct  validation  of  their  imitations  is  not  possible.  Therefore,  indirect 
validation, based on measurable indicators, is proposed as an alternative validation strategy. In the extension 




seen under a microscope compared  from when  it  is observed without magnification. To  include  this aspect, 
multiresolution  parametric  subdivision  is  chosen  to  facilitate  detailed  discretization. However,  even  though 






approach  for  rough  geometries  is  intended  to be  generic  in  the  sense  that  all  scanned objects  that  exhibit 




























to  model  geometries  of  rough  natural  objects  using  customizable  multiresolution  meshes.  Smooth 
computational  phantoms  have  been  studied  and  controlled  for  decades  (Xu &  Eckerman,  2010),  however, 
parametric  human  body  shape modeling  based  on  user‐defined  body  size was  non‐existent  until  the  novel 
Baek‐Lee framework was proposed (Baek & Lee, 2012). Natural parameterization is very much in line with the 
Baek‐Lee approach, however, the geometry modeling of parameterized variations and roughness means that 
natural  parameterization  aims  at  finding  a  geometric  “master  mesh”  that  is  able  to  reflect  the  objects’ 
“geometric DNA”. Therefore, it has a different target. The input data for natural parameterization is gathered 
by scanning either a whole natural object, or parts thereof, in the same manor used for existing approaches to 








for  clones, of  course). This means  that uniqueness  can be perceived as a  state‐property of a natural mesh. 
Growth and aging on  the other hand are  time‐dependent processes  that  require  self‐adjusting meshes with 
non‐stationary topologies. This means that novel meshing strategies need to be extremely flexible and detailed 




which  require  template  information,  cannot  be  used  directly  in  the  effort  to measure  how well  generated 
unique objects  imitate the original. Two new concepts that  indirectly address this problem of “likeliness” are 
included  in  natural  parameterization.  The  first  concept  on  “goodness  of  replication”  is  introduced  for 





are all unique)  carry  the  same underlying  stochastic behavior as  samples of  the observed object  itself. This 
ensures  that measurements of new unique phantoms will  reflect  the same  stochastric characteristics as  the 




However, the  level of detail  is  limited by the available  input data and the computational capacity. Therefore, 
new  “look‐alike”  phantoms  can  be modeled  only  by  a  finite  number  of  degrees  of  freedom  as  defined  by 
today’s finite element analysis. Consequently, this novel approach  is based on a finite set of parameters (the 
objects  “geometric  DNA”)  that  are  first  extracted  and  then  later  reused  for  stochastic  simulations  of  new 
objects.  
In  other words,  the  concept  of  natural  parameterization  introduces  a  forward  operation  for  extraction  of 














 To  properly  define  the  two  novel  concepts  on  “goodness  of  replication”  and  “goodness  of  imitation”  in  an 
attempt  to  solve  the  two  first central problems on parameter extraction and  reparameterization as  they have 
been stated in 2.1.2. 
 To  introduce  a  set  of  new  algorithms which  automate  the  parameterization  and  reparameterization  process 




























































































































































































































































































































































































































Cluster     Heterogeneous volumes  eV  (patch) 
Subcluster     Homogenous volume subset  eV  (patch) 
Object21     Heterogeneous subvolume set  eV  (patch) 





    
Surface  1    Set of Face elements  eF  (surface/patch) 
Curve  2    Set of Edge elements  eE  (line/edge) 
Vector  3   
Location vector V  (marker)
Orientation vector  T,N,B  (arrow/line)
















































Location  vectors  are  used  for  the  representation  of  vertices.  A  vertex    is  assumed  to  be  an  instant 
representation  of  a  conventional  parametric  position  vector,  i.e.  .  In  FEA,  such  location  vectors  are 
often referred to as nodal points or simply nodes.  
Orientation unit vectors   are assumed to form a triple   of local basis vectors at a particular location 
  of  an  embedded  curve ,  i.e.   where  the  individual 





space is used to estimate a family of oriented level surfaces   of   for  f const  , then from classical vector 




  is  known  to  be  a  normal  to  that  surface. 
Therefore, a discrete Frenet normal for smooth surfaces can sometimes be thought of as a normal to such a 
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In this first study, the definition for the fault of replication     in (2.2)  is related to segment properties and  is 














An  ordinary  replication  problem  is  a  problem  where  the  fault  of  replication  is  identically  zero.    This 
simplification automatically implies that the stationarity condition must be fulfilled exactly. 
 ,upp 0      0J                       (2.3) 
Therefore,  an  ordinary  replication  problem  only  contains  equality  constraints.  In  other words,  an  ordinary 
replication problem  is a conventional variational problem  for minimizing a  tortuosity  functional with a set of 
equality constraints. This  implies  that  it can be solved with standard procedures  from calculus of variations. 











    

   ,                (2.4)   
which is a real‐valued functional  J  with a definition set D J . 
This functional represents a mapping from a set of tortuosity functions to the real numbers and is expressed by 
a definite integral of the mesh and its first derivative. 
     :   ,    D ,JJ L J L L J L          .             (2.5) 
J
 ,M ,ML L    
 1 ,A BL C  
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derived  in 2.2.4.3. Thereafter, as an entrance  to numerical  solution by parametric  subdivision,  some  simple 




In  the  following section,  focus  is on  the classical variational problem known as Dido’s problem and a variant 
called the reversed Dido’s problem. The well‐known analytical solution to Dido’s problem and the solution to 
the reversed Dido’s problem are important to consider because these solutions serve as the basis for numerical 
solutions.  The  introduced  notation  for  tortuous meshes  defined  in  2.1.4  is  applied  on  the  classical  Dido’s 
problem as well. 
Dido’s problem is an isoperimetric area maximization problem defined in  . Its tortuous subdomain   is an 
area and  its boundary   a  tortuous  curve  . The historical  formulation  is as  follows:  "In Virgil’s Aeneid, 
Queen Dido of Carthage must find the  largest area that can be enclosed by a curve of fixed  length" (Stone & 
Goldbart, 2002). Mathematically, Dido’s problem describes how to maximize the area of a region with a fixed 
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point  of  view,  feasible  curves   C   can  be  simulated  by  any  curve  generator  that  enables  random 












It must be emphasized  that when  the  concept of goodness of  replication  is applied on  the  reversed Dido’s 
problem it ensures that the numerical solution, after a number of iterations, converges towards the analytical 

































domains    such as  subdomains ,  species  ,  subclusters   and  clusters 
 
is  introduced.  First  the 
various generators are presented  in a deterministic  formulation. Subsequently,  in 2.3 these mesh generators 
are extended to  include stochastic simulations as well. This occurs  in conjunction with an  introduction of the 
concept  of  goodness  of  imitation  2.4.3.  The  above  geometry  generators  have  a  common  theoretical  basis, 






Let  the  tortuous  boundary     at  a  location  of  a  tortuous  mesh  be  defined  from  vector  elements 
    T3 V,T,N,B
 
and scalar elements,  i.e. curvatures   4   χ . The superset containing such vector and 
scalar elements  is  called  a  tortuosity pole  P . A  tortuosity pole  is  therefore a hybrid primitive  composed of 
boundary elements of different order. 
3  4 
2 
1 
    
78 
 
 3 4P ,                        (2.12) 
Note that the composition of vector elements   of a tortuosity pole,  i.e. the quadruple consisting of one 
location  vector  and  three  orientation  vectors,  is  identical  to  the  well‐known  composition  of  the  Darboux 
trihedron  (or trièdre)  for  embedded  curves,  see  (1.5).  However,  the  orientation  of  a 
tortuosity pole is not defined from the unit normal and the tangent normal as for Darboux frames but uses the 
Frenet principal normal vector and the Frenet binormal vector instead. Furthermore, a tortuosity pole does not 
require  all  its  elements  to  be  present.  Algorithmically,  a  tortuosity  pole  is  simply  a  dynamic  information 
container which stores one location vector and one or more orientation vectors from a finite number of Frenet 
frames. Also, their natural equation values (conventional curvature and torsion) taken at that point are stored. 
The number of Frenet  frames  that are active during a meshing operation at a current  level of  refinement  is 
called the pole valence   at that level.   
At minimum,  a  tortuosity  pole must  contain  one  location  vector,  i.e.  a  vertex  and  at  least  one  orientation 
vector, i.e. a Frenet unit vector. The minimum pole valence is therefore one. The introduced curvature vector 
  is  formed  from  the segment curvature    (see ANNEX 6.2) and  the  two generalized 
curvatures 
 
derived at  the pole vertex  for  the particular Frenet  frame.  In  the  following  the 
notations  ,    and    are  in  use  for  segment  curvature,  conventional  curvature  and 
conventional  torsion  respectively.  The  segment  curvature  supplements  the  two  generalized  curvatures 
 and is used for segment based extrapolation of a new pole. Details on the segment curvature 
can be found in ANNEX 6.1. 
The three curvatures  , which form the vector  χ , are called curvature coordinates and are assumed to 
be given. However,  if  the  segment  curvature  is not explicitly defined  it  is estimated  (see ANNEX 6.1).  In  the 
following discussion, all coordinates encompassed in  V,T,N,B,χ  for a tortuosity pole are therefore referred to 
simply as the pole coordinates.  In matrix notation, a tortuosity pole that  includes only one Frenet  frame,  i.e.
 is conveniently organized into a five‐by‐three coordinate array. 
                    (2.13) 
   
3 
   TD  V T t u
 Fn
T
       χ
4
  
4 , 1,2j j   
0  1  2 
4 , 1,2j j   
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   ,      A A B B N N N N
F F                   (2.18)
 
,    A A A B B B B T N B T N= = ,                (2.19) 
These adjusted vectors are called bi‐mesh orientation vectors. In Figure 2.9 the illustrated bi‐mesh is identical 
to its corresponding bi‐mesh since its tangent and normal vectors need no adjustments. 
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this  subsection  all  parametrical  details  for  these  natural  parameters  are  provided.  First,  some  general 
parameterization  aspects  are  introduced  followed  by  dedicated  parameterization  of  tortuosity  pole  based 
geometries. 
To represent the degrees of freedom of any natural geometry, a set of  independent parametric quantities q, 
called  natural  parameters,  are  now  going  to  be  defined  in  detail.  They  define  (in  full  or  in  part)  a 
multiresolution mesh that is able to model the object with the same underlying stochastic nature as observed 
from the natural geometry itself since they are extracted from observation meshes   of the natural object.  




In  (2.21),  the  subset  of  natural  parameters  used  to  control  the master  bi‐meshes 
 
are  called master 
parameters  .  The  subset  used  to  control  the  iterated  bi‐meshes  are  called  iterated  parameters  . 
Natural parameters   are formed by master parameters   and iterated parameters   respectively. 
   0 , kq q q                       (2.22) 
Master parameters  are discussed in detail in paragraph 2.2.10.1 and iterated parameters   in 2.2.10.3. To 
allow  for  customized  perturbation  modeling,  additional  sets  of  modification  parameters    for  master 
parameters and a set    for  iteration parameters are  included  too. These additional parameters are called 
perturbation parameters and are intended for deterministic or pseudo‐stochastic modeling only. 
Since natural parameters are an  indirect  representation of  the model  they can be  regarded as a parametric 
template of the object. However, the  interpretation of such a parametric template  is henceforth  included  in 
what is understood as a parametric bi‐mesh. 
During  the  iteration of  a  tortuous bi‐mesh,  i.e.  ,  the  subdivision operator    is  first used  to 
control the master mesh   through master parameters  . Thereafter, at subsequent  levels of refinement
 it controls the iterated meshes  by iterated parameters  . 





































































































































































































































































































A  simple  length  reference  called  the  upper  semi  range  is  used  to  achieve  non‐dimensional  references  for 
bounding box based parameterization. This semi range is a nominal length value defined to be bigger than the 
maximum  semi‐range of  the bounding box  found amongst all  sample objects,  see Figure 2.11. This nominal 
value,  called  the  upper  bounding  semi‐range  ,  is  loosely  defined  by  claiming  that  the  probability  of 
exceeding it for any box dimension in any extended sample is very small, i.e. 









NOTE    Technically,  the modeler can define  the upper semi‐range by an “n‐sigma” definition or as a nominal value.   This 
means that the distributions for natural parameters in principle are finite.  However, if the variation of a natural parameter is modeled 
by  an  infinite distribution, normalization by upper  semi  range might exclude extreme  value  realizations not present  in  the  sample. 
Therefore, such extreme values resulting from natural abnormalities are intended to be modeled by a separate set of parameters called 




Size  parameters  0q   are  introduced  to  normalize  and  define  the  overall  size  of  domain  objects  (cluster, 







 Size  normalization  parameters  are  used  to  normalize  vertex  coordinates  of  observation  meshes  by  first 








EXAMPLE 2  The well‐known first integrals of volume V , cross‐section area  A  and arc length  L  are: 
1 2 3( , , )V
V
V d dV           1 2( , )A
A




L d ds          (2.24) 
Here, and  in  the  following example,  such  first  integrals are assumed  to  represents  regular geometrical properties with 
non‐negative  values.  In  general,  observation meshes  in    are  size  normalized  by  volume.  Its  volume  parameter  is 
therefore defined as  










thj global coordinate of a vertex from observation mesh   obs, obsM ,    1,  ...,  i i n  with volume  iV . The 
volume  parameter  is  a  simple  coordinate  scaling  factor.  However,  for  observation  meshes  in 











                 (2.26) 
This  size  normalization  transfers  the  geometry  from  data  coordinates  in  observation  space  , 1,2,3jGx j    into 












 .                  (2.27)   
Dimension parameters 
After  size  normalization  the  dimensions  of  the  bounding  box  are  usually  defined  by  the  half  of  its  length, 
breadth  and  height.  These  dimension  parameters  are  symbolized  as    respectively,  and 
represent simple proportions of the actual bounding dimensions. The bounding box and dimension parameters 
are  illustrated  in Figure 2.11. Dimension parameters  indicate  locale size of bounding dimension  in contrast to 
size  parameters, which  indicate  global  size  scaling  in  terms  of  volume.  Sometimes  natural  geometries  are 
characterized by their dimensions. This means that apart from indicating local dimension, these parameters are 
also candidates to be used for classification.  
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Landmark parameters    are  introduced  to  control  the  geometric  constellation of master poles    from  a 
finite number of degrees of freedom25. They represent a sub‐set of the master parameters i.e.  . In this 
approach,  it  is assumed that expert knowledge  is used to  identify characteristic geometric quantities such as 
characteristic  vertices,  Frenet  vectors, and  curvatures  from a  set of observation meshes.  If  the  same  set of 









Master  location parameters   are  landmarks that are used to parameterize vertices  located on the edge of 
the bounding box, or those  landmarks  inside the bounding box. These parameters are defined  in rectangular 
bounding coordinates   as 
   ,0 0 0P
upp





q i j q q
r
   
  
,            (2.28) 





In  situations  where  orientation  vectors  such  as  tangents,  normals,  and  binormals  are  useful  for 
parameterization,  they  can  be  defined  from  angular  coordinates.  Since  only  unit  orientation  vectors  are 
considered here, they are defined by spherical coordinates  . Therefore, these coordinates can be 
normalized relative to an upper angle semi range 
 0 0 0, P ,
,upp
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The  iterated  parameters    will  now  be  defined  as  the  second  subset  of  the  natural  parameters,  i.e. 
. As for master parameters, iterated parameters   are used to control the location and 
orientation of the geometry. However,  iterated parameters  in particular, are designed to control the  interior 
shape spanned by the master poles. 
The  parameterization  of  a  tortuos  curve  which  is  spanned  and  iterated  from  a  master  bi‐mesh  is  now 
introduced  to  include  up  to  nine  different  parameters.  Three  of  theses  parameters, which  are  designed  to 
control the location  , are called iterated location parameters. The six remaining parameters   are called 






The  location of a new  tortuosity pole  found  from a bi‐mesh  subdivision  is assumed  to be  controlled by  the 




1 2 3 DOF
    , [ 1,1], 3
kk q q q q n


        q             (2.33) 
Formally,  this  set  of  individual  parameters  is  termed  iterated  location  parameters,  since  they  specify  the 
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  
                  (2.34) 
 
The individual degrees of freedom values are represented as Booleans. Furthermore, to accomplish individual 
pole  translations,  each  new  tortuosity  pole  should  be  assigned with  its  individual  length  reference  ,  see 
ANNEX 11.   
kq 




















DOF                  , [0,1], 6A B A A A B B B
k kk
f f f q q q q q q q n
 
          T N B T N Bq q q       (2.35) 
 
The  iterated  orientation  parameters  indirectly  control  the  extrapolation of new  control‐frames during  a bi‐
mesh subdivision process. 










































































































COMMENTS     The  three‐tuple  of  location  parameters  represented  by  the  array 
simply translates the tortuosity pole into a new location in local segment coordinates. This is almost identical to 
“the  local  frame at a vertex”  introduced by  (Tobler et al., 2002).  In  the original work by  (Overveld, 1990), a 
parameter set  including four parameters   for the cubic Bezier curve was  introduced. The Overveld 
parameter   can be compared with  . Usually, the parameter    is referred to as the control  for normal 






comparable  with  .  The  second  orientation  parameter    controls  the  influence  of  the  conventional 
curvature close to that end. The third parameter   controls the influence from the conventional torsion near 
that  end.  As  for  master  perturbations,  the  iterated  perturbation  parameters    are  introduced  to 
accommodate life‐cylce modeling and other time or stage dependent phenomena.   
1 2 3
, ,q q q      q



















tortuosity pole “C” at the  level of refinement  k  is defined from two existing tortuosity poles   “A” and “B” at 
















chord  “A1B1”  and  the  new  chord  “A3B3”.  This  pole  location VC  can  then  be  further  translated  into  a  new 
position  C’  if  desired.  From  a  parametric  perspective,  the  TNB  extrapolations  are  controlled  by  orientation 




Let it be assumed that a bi‐mesh   is given at a “previous” level of refinement   with chord  . Then, 
a new tortuosity pole  , at a central location   between the chord‐planes through   and , is formed by 
three successive parametric constructions. This enables multiresolution subdivision and ensures approximate 



















1M Mk k kS    
   
is initiated from a master mesh 
0M and at each step  1k   it is iterated by 











In multiresolution  iterations,  the  iterated parameters are applied with different settings at  relevant  levels of 
refinement. Multiresolution is in general non‐homogenous. However, in special situations (which are in general 














C C C C C CV T N B χ .  Its  subdivision vertex  ,  is defined as  the  intersection between  the normal plane 
through   and  . The normal and binormal are defined as  , where the vector 
 lies in the rectifying plane and is called the rectifying vector. To define the orientation vectors it must be a 
real  valued  vector  non‐parallel  to  the  tangent. Unless  actual  information  on  the  curvatures  is  available  all 
curvature  coordinates of    are  set equal  to  zero,  i.e.
 
. However,  the  two 
segment  curvatures  at  the  limit  level of  refinement 
 
are  estimated  from osculating  circles  at  any 
bi
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Finally,  the  interpolated pole  k,P C

  







     at the current level of refinement  1,...,k n  .  
 
Limit iterations  
When  pole  translations  are  avoided  at  the  last  levels  of  refinement,  i.e.
,  the  estimated  limit  curvature    becomes  a  better 
estimate of the target curvature. The estimated pole triple  also becomes a better estimate of the target 
Frenet frame    when the number of non‐perturbed limit‐iterations increases 
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unit  vector  ,  and  the  first  local  axis  ,  coincide  i.e.  .  The  local  ‐frame  forms  an 
orthonormal right handed base i.e.  .  
However,  this  local  frame  is  first defined after  the central  interpolation vertex  CV   is  found, and before pole 
translations  are  applied.  The  rectifying  vector    is  used  to  define  the  central  orientation  triple  C C CT N B . 








Three extrapolation prediction functions:  f̂FB f̂FN f̂FT     ˆ  f kF q B B ,   ̂fF qN N ,    ̂fF qT T   See 2.2.11.3











The  pole  translations ,  are  defined  as  simple  orthogonal  translations  of  the  new  pole  to  obtain  a  new 
location.  The  extrapolation  and  perturbation  prediction  functions  are  controlled  by  iterated  parameters 
whereas the interpolation is non‐parametric.   
1,...,k n 
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Figure 2.14 and Table 2.5 illustrate the initiation of a bi‐mesh subdivision process, i.e.  0k  .  






Edge  Vertex  Frenet vectors  Curvatures  Bi‐mesh  Chord 
Chord vector
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Let  a  tortuosity  master  pole  at  a  node    be  given  as      
T
,P n n n n n n
k
A A A A A AV T N B χ .  A  prediction  rule  that 
determines  a  new  tortuosity  pole      
T
,P n n n n n n
k
A A A A A AV T N B χ   in  the  neighborhood  of  ,  is  called  a  Frenet 
extrapolation  at  the    level  of  refinement.  When  a  maximum  of  three  successive  extrapolations  are 
performed, i.e.  , the successive extrapolation is called near‐field. Otherwise, when  , it is called a far‐
field extrapolation. If the parameterization is based directly on the arc length function, it is called direct Frenet 




parameters  , ,  previously defined in An overview of the influence of iterated location and 
orientation parameters on new iterated subdivision poles is given in the following table.  
Table  2.4.  Furthermore,  every  single  parameterization  is  applied  by  reference  from  one  of  three  length 
references  . The general background  theory  for Frenet extrapolation and  the applied prediction 
functions is given in ANNEX 9. 
In  the approach  that  follows, Frenet extrapolations are  represented by  three prediction  functions .  
They  sequentially  generate  three new  tortuosity bi‐mesh  estimates  ,  from  the 
two  tortuosity master  poles  .  This  Frenet  subdivision  DOF‐setup  is  called  “TripleTriple”  since  it  is 
defined from three parameters at the “BegEnd” and the “EndEnd” respectively.  
     1 2 3 0 , , ,ˆ ˆ ˆP ,P ,P = f f f P , , ,A A A A A A AF F F q q ql l l   T N B B N T             (2.38) 
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Figure  2.15  illustrates  three  such  Frenet  extrapolations  from  each  end  of  the  bi‐mesh,  initiated  from  two 
tortuosity master poles  . 
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ˆ P = f P , , ,
A A A A AF q q q
l l l  T N B   (“BegEnd” extrapolations)        (2.41) 
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The Frenet  interpolations defined  in this paragraph are all non‐parametric. The background theory  is given  in 
ANNEX 10. 
The  applied  interpolations  are  divided  into  three  parts.  They  are  represented  by  the  three  interpolation 
functions  , which sequentially generate a complete tortuosity pole estimate   as 





In Figure 2.16  the rectifying vector    is yellow. Left: When  the rectifying vector  is represented by a regular 
unit vector,  , a full Frenet frame   is predicted.  
Right: However, when the rectifying vector is a null vector,  , only the Frenet tangent   is predicted. 
The first function   relates to G2 continuity and predicts the normal   and the binormal   in the interior of 
the  chord  . However,  zero normal  and binormal  vectors  are  returned  if  the  rectifying  vector  is  a  zero 
vector.  
The function  relates to G1 continuity. It predicts the tangent,  , as a unit vector along the chord  .  
   
,1 , ,1 ,
2P ,...P , P ,...P ,  ( , )
A A m B B n
m n    
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The  function  relates  to G0  continuity. As  illustrated  in  Figure 2.17 above,  it predicts a  central  vertex,   
(marked in green), in the central plane of the chord  . 
Conclusively, location and orientation vectors depend on the existence of the rectifying vector as follows: 
              T3:       F F FC C C C Cd 0 V T N B               (2.44) 
         T3:           FC C C Cd 0 V T 0 0               (2.45) 
Furthermore,  if the rectifying vector  is a zero vector at the  limit  level of refinement  , the  limit curvature  is 
approximated as the average of the segment curvatures for   respectively.  




 3 4P ,
C C C
     . 
It  is  rational  to use a unified prediction  function, which  is called Frenet  interpolation  ,  to  incorporate  the 




ˆ  P = f P ,P ,P ,P
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defined  in  Table  2.4.  The  parameterization  is  applied  by  reference  from  the  three  length  references




1 1 1,ref 2 2 2,ref 3 3 3,ref i,ref
,      ,      ,         ,     1,2,3
iq q q q q q q
l q l l q l l q l l k l i
      
     ,      (2.48) 
where  l is the bi‐mesh chord length. 









The  third  and  final  subdivision  step  includes  three  pole  translations   which  translate  the  central 
tortuosity pole to a new location   in space from three orthogonal increments. The translations are oriented 
corresponding to the respective local coordinate axes see Figure 2.18. 
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In  this  sub‐section,  details  on  tortuous  curve  generation  by  Frenet  subdivision  are  given.  First  parametric 
subdivision  examples  based  on  iterated  Frenet  extrapolations  are  presented.  Next,  these  simulations  are 
extended with pole translations. Thereafter, reduced degrees of freedom non‐parametric subdivision, order & 
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means  that  the  influence  from  the end  conditions on  the  iterated  shape of  the  curve  is  low.  Similarily,  “high”  impact 
indicates that the TNB vectors influence the shape of the curve and especially the fitting in the neighborhood of the ends 
to  the  TNB  vectors  and  the  curvature  and  torsion  to  a  high  degree.  The  previous  tortuous  curve  in  Figure  2.19 was 










  BegEnd EndEnd EndEndBegEnd BegEnd EndEnd, , , , ,
{     }q q q q q qT N B T N B
 
k
1  {0.05,  0.05,  0.05,    0.05,  0.05,  0.05}
 
“low”  
2  {0.25,  0.25,  0.25,    0.25,  0.25,  0.25}
 
“medium low” 
3  {0.50,  0.50,  0.50,    0.50,  0.50,  0.50}
 
“medium” 
4  {0.75,  0.75,  0.75,    0.75,  0.75,  0.75}
 
“medium high” 















In  this  example,  six  individual  runs  with  three  degrees  of  freedom,  defined  at  different  levels  of  refinement,  are 
performed. The same bi‐mesh data as for the preceeding example is used with “medium” TNB impact factor. The degrees 
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Geometrically,  the generation of  tortuous curves  C  by Frenet subdivision  is designed  to ensure explicit 
continuity  at  any  level of  refinement  and  asymptotic G2  continuity  at  the  limit  level of  refinement  .  The 
estimation  of  natural  variations  is  controlled  by  a  set  of  iterated  parameters  see  2.2.10.3.  To  ensure 
multi‐resolution capability, iterated parameters are made customizable at any level of refinement  . 
In terms of conventional parametric subdivision terminology, the novel Frenet subdivision scheme includes six 
intermediate  control  vertices    that  are  manipulated  at  each  level  of 
refinement by a six‐tuple of  iterated parameters   and a  three‐tuple of  iterated pole 
translation  parameters  .  Typically,  tortuous  curves  are  represented  by  one  of  the  following 
representations.  
A location field, i.e. a poly‐line of a vertex sequence 
 k 1 k k 10 0, , , , ,,..., , , ,...,A A C B B        V V V V V V ,              (2.50) 
An orientation field of tangents, i.e. a field of tangent vectors of a tortuous curve 
 k 1 k k 10 0, , , , ,( ) ,..., , , ,...,A A C B B         T V T T T T T ,              (2.51) 
An orientation field of normals 
   k 1 k k 10 0, , , , ,( ) ,..., , , ,...,A A C B B         N V N N N N N ,             (2.52) 
An orientation field of binormals 
 k 1 k k 10 0, , , , ,( ) ,..., , , ,...,A A C B B         B V B B B B B              (2.53) 
A Frenet field including all orientation vectors of the tortuosity poles. 
From an object oriented programming point of view, any new bi‐ mesh    is  formed by a parent bi‐mesh 
  by  generating  a  new  central  child  pole    into  the  sequence  of  tortuosity  poles  as
. This new constellation is then subdivided into two new bi‐poles   and  , 
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In  a  non‐parametric  form  ,  the  generated  shape  from  Frenet  subdivision  can  be  interpreted  as  a 
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  T N B T N B
T B N T B N
    (2.54) 
In  this  special  situation,  Frenet  subdivision  can act  like an analytic  two‐noded non‐linear  ‐shape  function
 with  second  order  geometric  continuity  in  the  limit. However,  such  a  Frenet  shape  function 
requires a master bi‐mesh   as  input whereas a conventional two‐noded  ‐shape function requires end 
position vectors   and their derivatives   as input.  
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A master mesh defined solely by vertices    TV
 
is said  to be of  the zeros order. Master meshes which also 
include tangents    T,V T
 
are of first order. Such first order meshes are defined from tortuosity poles in their 
simplest form. Master meshes including normals and curvatures   TV,T,N,B,χ
 
are said to be of second order.  
Conventional  zero‐order master meshes  are not  included  in  this presentation.  Frenet  subdivision  from  first 
order master meshes is invariant to any coordinate transformation.  
Frenet  subdivision  from  second  order master meshes  is  invariant  to  translations  and  rotations,  but  not  to 















   
1 2 3 ,
, , 0,0,0q q q q                      (2.56) 
At the same time, the orientation parameters   are all defined as ones 
   , , ,    , , 1,1,1,   1,1,1
A A A B B Bf
q q q q q q q T N B T N B  .          (2.57)  
 
2.2.12.7 Null	form	
A parametric  Frenet  Subdivision  generator  is  said  to be  in  its null  form  if  all of  its  iterated parameters  are 
zeroed, i.e. 
   , , ,    , , 0,0,0,   0,0,0
A A A B B Bf









The  Frenet  subdivision  algorithm  for  tortuous  curves  is  designed  to  possess  explicit  G1  continuity  at 
1,...,  k n    and  asymptotic  G






Let  it  be  assumed  that  three  poles    at  the  limit  level  of  refinement    exist.  Let  their 
average direction cosine and direction sine for the tangent directions relative to the chord be defined from 
2 2 2 2 2 2
2,avg 2,avg 2 ,avg
, , 2
c c
c s 1 c
2 2
A B A B   
  
 
    
T e T e 
 .        (2.59) 
Further, let it be assumed that in the limit  , the vertices and tangent vectors of these three poles share 
the  same  osculating  Frenet  plane  and  that  an  osculating  circle  exists, which  fits  these  three  poles 
exactly i.e.  . Then, at any finite level of refinement  , the interpolation of the limit 
central  pole    is  designed  to  possess  explicit  embedded  G1  continuity  and  approximate  embedded  G2 














 .                  (2.60) 
In other words, when Frenet subdivision is applied in its simplest form, the generated geometry asymptotically 
goes towards a circular segment, which  is  indeed the solution to the reversed Dido’s problem, see 2.2.4. This 
means  that  Frenet  subdivision  in  its  simplest  form  generates  discrete  geometries  that  possess  minimum 
tortuosity at a scale corresponding  to  the  limit  level of  refinement. Naturally, curve generation with only G0 

















N n T T
T T T
  ,            (2.61) 
where the central normal  CN , and the analytic Gauss normal  Gn  are equal up to sign.  
NOTE    When a local radial axis is in use as  2  it is oriented in the same direction as the Gauss normal  Gn . 
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2 2, , ,
P ,P ,Pn n nA C B
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  2 2F T ×N
2 ,avg 2 2 2 2








The  approximate  central  normal  CN   is  asymptotically  perpendicular  to  the  vertex  field   MV   in  the 
neighborhood of  CV  and still an approximation to the Gauss normal  GC N n . 
























C n nn l l
              (2.63) 
However,  this  only  holds  if  Frenet  subdivision  is  applied  in  its  simplest  form  at  the  many  last  levels  of 
refinement. 










frames  that  share  the  same  tangent. The  curve  furthest  to  the  left  is generated by Frenet  subdivision  in  its 









Let a  reversed Dido’s problem be defined numerically by a chord with  length  , centered at  the origin, 





alone, and  finally  for some mixed selections  for  location/orientation parameterization. Finally,  the particular 
curve  which  possesses  the minimum  arc‐chord  tortuosity,  i.e.  the  replication  extremal,  is  selected  as  the 
solution. Numerically, the problem is defined from a replication problem (2.2) where the fault of replication is 
bound by the fixed observation area  obsA /2  as 
phan obs
obs phan obs phan ,
obs
A ‐A
(M ,M ) (A ,A )
A
upp                 (2.65) 
Fullfilling the side conditions   for the two end vertices and their vertical tangents means that 
the numerical phantom has the same values as for the observed geometry.  
             
phan obs
0 0 T T T T
M M phan phan   ( , ) 1,0,0 , 1,0,0 ,     ( , ) 0,0,1 , 0,0,1  A B A Bq q    V V T T   (2.66) 
More specifically, the bi‐mesh for the phantom curve which is intended to be generated by Frenet subdivision, 
is specified as 
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.                (2.68) 
Note that the two vertices   are fixed due to the nature of the reversed Dido’s problem.  In principle, the 
tangents   are variables, whereas the master normals, binormals are not  in focus here as variables. The 
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(see  plots  in  Figure 
2.23)  and  the  orientation  parameter  for 



















but  finite  numer  of  generated  curves  are 
reproduced here. The few curves displayed 
are  supposed  to  illustrate  the  numerical 
convergence  towards  the  solution.  The 




0.75, 0.75q     
  
 0.05,0.25,0.50,0.75,0.95q T   
 
The  accompanying  location  and 





all pole  translations  are performed  in  the 
vertical direction. 
  
The  numerical  replication  problem 
includes only  two degree of  freedom. The 
limit  level  of  refinement  is  selected  to 
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*The  plots  for  the  various  values  of  the  location 
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In  principle,  Figure  2.24  and  Figure  2.25 
illustrate  separately,  and  as  a  whole,  the 
direction of convergence for a multivariate 






amongst  a  high  number  of  generated 
curves  which  possess  the  smallest 
tortuosity,  i.e.  a  curve  which  satisfies  a 
replication  problem with  a  high  efficiency 
of  replication.  Specifically,  when 
multiresolution  parametric  Frenet 
subdivision is used as curve generator then 
in  the  limit  the  numerical  solution 






subdivision  is  designed  in  its  “simplest 
form” to generate solutions to the type of 
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Tortuous surfaces are generated  in two variants. One variant  is based on a master tri‐mesh  (see Figure 2.26, 
left) and the other variant on a master quad‐mesh (see Figure 2.26, middle and right). A tri‐mesh includes three 
edges whereas a quad‐mesh includes four edges. The subdivision scheme for any surface is initiated from such 












:    min min ( , )
j jn n





 V V               (2.69) 
The  index beta  is used  to  indicate  that  the   curves are all generated by Frenet  subdivision  in  its  simplest 
form. The new pole   is said to be beta‐iterated and it is defined as a new tortuosity pole with vertex  . Its 
pole  tangents are adopted directly  from  the  involved curves  in  their “simplest  form.” However,  its normals, 
binormals, and curvatures are  left undefined. To  take  into account  this numerical error,  the new pole    is 
anticipated  to carry a small part of  the variance of  the overall statistical dispersion modeled by  the  location 
parameters   of that pole (see 2.3.22).  
























Even  in  its  simplest  form  Frenet  subdivision  can  be  used  to  shape  various 
geometries.  Figure  2.27  illustrates  an  irregular  surface  called,  the  “paper mache 
mouth,”  so  called  because  of  its  appearance.  This  surface  is  generated  from  ten 







The  following  section  introduces  a  parametric  subdivision  algorithm, which  is  able  to  generate  discretized 
surfaces, as illustrated in Figure 2.26, from a tortuous tri‐pole (left) or quad‐pole (middle, right) master mesh in
. Mathematically,  the algorithm  is an extension of Frenet subdivision  for  tortuous curve generation. As a 
central part, the following recurrence relations for tri‐pole and quad‐pole meshes are used: 
tri
k 1M Mk kS    
                     (2.70) 
quad
k 1M Mk kS    
                    (2.71) 
Specifically  in  these  relations,  the  iterations  are  initiated  from  a  master  tri‐mesh 
 

















   
tri 1 2 3
0 0 0 0 0 0 0M P ,P ,P P ,P ,P
A B D      
   
quad
0 0 0 0 0M P ,P ,P ,P












The  final  phantom  mesh    represents  a  constellation  of  tortuosity  poles.  The  vertex‐face 
constellation is graphically illustrated by patches (see Figure 2.26). From an object oriented programming point 
of view, any new set of tortuosity poles   are created as a child object of its parent constellation of 













Edge  Vertex  Frenet vectors  Curvatures  Master bi‐mesh  Chord  Chord vector
1j   
AV ,1 ,1 ,1, ,A A AT N B ,1Aχ
 
bi,1
0 0 0P ,P ,
A B
















BV ,1 ,1 ,1, ,B B BT N B ,1Bχ
2j   
BV   ,2 ,2 ,2, ,B B BT N B   ,2Bχ  
 
bi,2
0 0 0P ,P
B D
















DV   ,2 ,2 ,2, ,D D DT N B   ,2Dχ  
3j   
DV   ,3 ,3 ,3, ,D D DT N B   ,3Dχ  
 
bi,3
0 0 0P ,P
D A




























tri 1 2 3








































































From  the  three  new  poles  , which  are  connected  by  the  chords   ,  three  new  bi‐
meshes are used to generate three new curves (left) and to define the beta‐iterated tortuosity pole   (right) 
from  (2.69). Hereby,  four  poles   with  and  three  poles  with    are 
formed. 
 
Figure 2.30  illustrates the values of the  full distance  for the three 
interior curves which are used to define the  interior beta‐iterated 
tortuosity pole  .  In  Figure 2.31,  the  abscissa holds  the  array 
indices for the pole combinations from the three curves. It is based 
on a subdivision by a local level of refinement set to five. This gives 










NOTE    Fundamentally,  the beta‐iteration  is defined as a Catmull‐Clark  split  (Catmull & Clark, 1978). However,  since  the 
surfaces are not regular tri‐ and quad faces the splitting relies on an iteration, which converges towards a singular vertex  for each 
split  point  rather  than  an  NURBS  based  rule.  This  built‐in  non‐linearity  complicates  the  later  imitation  modeling  by  stochastic 

















1 2 3 ,
1 1 1 1P ,P ,P ,P
C    
  3Fn 
,1 ,2 ,3
1 1 1P ,P ,P
C C C  









5n  1k 
1 2 3 ,1 ,2 ,3
1 1 1 1 1 1 1P ,P ,P ,P ,P ,P ,P











Let a master quad‐pole mesh   be defined by  four master poles and  their  four 
segment chords   , as specified in Table 2.9 and illustrated in Figure 2.33. (Note that this quad‐
pole is assumed to be a child of the master tri‐pole in Figure 2.32, (left)).  
From  the quad‐pole master mesh  (Figure 2.33,  left), one Frenet subdivision  for each of  the  four sides  (right) 










   
quad
0 0 0 0 0M P ,P ,P ,P , 2
A B D E



















k k n  



































Edge  Vertex  Frenet vectors  Curvatures  Master bi Pole  Chords 
Chord vector
1j  
VA ,1 ,1 ,1, ,A A AT N B ,1Aχ
 
bi,1
0 0 0P ,P
A B













VB ,1 ,1 ,1, ,B B BT N B ,1Bχ
 2j  
VB   ,2 ,2 ,2, ,B B BT N B   ,2Bχ  













VD   ,2 ,2 ,2, ,D D DT N B   ,2Dχ  
 3j  













VE   ,3 ,3 ,3, ,E E ET N B   ,3Eχ  
 4j
 
VE   ,4 ,4 ,4, ,E E ET N B ,4Eχ





















For  further  quad  subdivision,  the  strategy  illustrated  in  Figure  2.34  and  Figure  2.35  is  simply  repeated  for
.  Finally,  at  the  limit  level  of  refinement,  where  ,  each  of  the  generated 
quadrilaterals are subdivided into eight non‐tortuous triangular faces sharing the same pole  .  
As will  subsequently  be  demonstrated,  texture  (i.e.  irregularities  and  roughness) modeling  is  performed  as 
master perturbations, as iterated perturbations, or as a mixture of both.   






























































































































































































































on  the  generation  of  solids  by  Frenet  subdivision will  be  revealed  in  future  studies  and  does  not  form  an 
integral  part  of  this  study.  Therefore,  no  illustrations  are  provided  in  this  introduction  to  tortuous  solid 











eight  faces.  In Frenet  subdivision each of  these edges and  faces are assumed  to model  tortuous curves and 
tortuous surfaces respectively.  As such, the volumetric element that is formed represents a tortuous variant of 










k 1M Mk kS    
                    (2.72) 
hexa
k 1M Mk kS    







0M  M ,  k 1,k n  
 P C







the tri‐mesh, are beta‐iterated. The settings so  far represent a  (fourteen‐noded) tortuous  tetrahedral master 








followed  by  a  subdivision  into  new  finer  hexa‐meshes.  At  the  limit  level  of  refinement,  these meshes  are 
eventually subdivided into sixteen tetrahedrons per hexahedron for FEA postprocessing. 
Let a hexa‐pole mesh   be defined  from eight master poles with  valence 
three  and  its  internal  connectivities  by  twelve  corresponding  bi‐meshes.  First,  twelve  edge  poles 
 are defined  like  for  the  tetrahedron bi‐meshes. Then,  the 
six new  face poles    ,  are beta‐iterated  at  at  each of  the  six quadrilateral  faces.  The 
settings so far represent a (twenty‐six‐noded) tortuous hexahedral element. This means that twelve edge poles, 
six  face poles, and eight master poles, centrally  located at  the master edges as well as six central  face poles 







From  this volume pole and  the  twenty‐six existing poles, eight new hexa‐meshes are  formed.  In subsequent 
subdivision  , these hexahedrons are subdivided into new and finer hexa‐meshes following the 
same procedure. At the limit level of refinement   four new bi‐meshes are formed from the diagonals of 
the hexahedron.   Eventually, a  central volumetric pole    is beta‐iterated  from  these bi‐meshes. The new 
pole has the valence four. This central pole  is ultimately used as a common pole for the formation of sixteen 
non‐tortuous  volumetric  tetra‐elements. The  total mesh of  these  tetra‐elements  can  then be  imported  and 
postprocessed by FE‐based multiphysics software. 
   
   
tetra
0 0 0 0 0M P ,P ,P ,P , 3
A B D E
Fn     
 
1 2 3 4 5 6
1 1 1 1 1 1P ,P ,P ,P ,P ,P





















  4Fn 
 
hexa
1 1 1 1 1 1 1 1 1M P ,P ,P ,P ,P ,P ,P ,P
A B D E F G H I        

 
1 2 3 4 5 6 7 8 9 10 11 12
2 2 2 2 2 2 2 2 2 2 2 2P ,P ,P ,P ,P ,P ,P ,P ,P ,P ,P ,P





























  3Fn 












































































































































































Let  it be assumed  that  the observations of a sample of natural objects are organized  in observation meshes 
  in . Further,  let  it be assumed  that  these observation meshes are replicated by phantoms  , 
which  have  been  generated by multiresolution parametric  Frenet  subdivision  after  applying  the  concept of 
goodness of replication. Finally,  let  it be assumed that there exists a unique set of natural parameters in  
which are determined from observations.  
These  parameters  are  real  valued  quantities,  determined  for  each  single  object  during  its  replication,  and 
represent the DOF variables of the model. The natural parameters are divided into two subsets: 
The  first  subset,  called master  parameters  ,  control  the  size,  bounding  dimensions,  as well  as  the 
location and orientation of landmarks.  
The second subset, called  iterated parameters  , control  the  tortuous shape of  the subdomains by 
curves, surfaces, and volumes generated by Frenet subdivision (see Table 2.4). 
 











of natural parameters  , which are further divided  into master parameters   and  iterated parameters  . 





 Mobs 3  phanM
q 1
 0q q















 Master  tetra‐poles and hexa‐poles  represent  constellations of  four or eight  tortuosity poles  forming 
four or six faces with four or twelve edges respectively. 
Tortuous mesh generators are developed with the following characteristics: 













       
relevant relevant relevant1 relevant
,  ,   ,...,  ,    1,k k kf nq q q k k k k n n
  





In  this  section,  the  set  of  natural  replication  parameters  is  used  as  a  sample  for modeling  corresponding 
random variables  from  stochastic processes.  It  is assumed  that  these natural parameters can be  stored  in a 
data bank, which is continuously updated so objects are better and better described over time (see paragraph 
2.3.1). A  stochastic decomposition approach,  relevant  for parametric  subdivision,  is  introduced  in paragraph 
2.3.2. Following this, a strategy for stochastic simulation of natural objects is formulated based on Monte Carlo 
simulation  (see  2.4.1).  Finally,  a novel  concept  called  goodness  of  imitation  is  introduced  as  a  criterion  for 






central moment  (the  variance  )  are  assumed  to  exist  for  each  variable.  The  probability density  function 
(PDF) for each parameter is also required for later Monte Carlo simulation. 
If a parameter  is observed by association  through another parameter,  such as  the  time,  it  is assumed  to be 
modeled by an  indexed set   of random variables  .   These variables are all defined by  the 










altered decomposition allows  for small variations  to be  included  in  the steady component.  It  is  important  to 
notice  that  the  previously  defined master meshes  now  are  seen  as  geometrical  constellations,  which  are 
parametrically invariant to geometrical dependencies. This means that although size, form, and shape may be 
dependent,  the parameters used  for modeling are assumed  to be  independent and  therefore uncorrelated. 




 :  Q q Q Q
2
Q







and  introduced  in  1851  by  Sir George Gabriel  Stokes,  1st  Baronet  FRS  (13  August  1819–1  February  1903), 
represents a stochastic decomposition. It is frequently used in an Eulerian description to decompose stochastic 
fluid flow into two parts as 
,                    (2.77) 












Let it be assumed that a stochastic process of a natural parameter   Q t  is extracted from a natural object and 
made available from a parametric bank   Q t , i.e. 
 ( )Q t Q t 
  
,                     (2.78)
 
where   is an indexed set of random variables  . These variables are all defined on the same 
sample space   with the index  28 from an index window  .  








QQ Q  
( )Q Q t t  t t
( )Q Q t t   0Q  
Q





Then,  at  an  instant  ,  an  alpha‐beta  decomposition  of 
 




,                  (2.79) 
In (2.79), the variable   is called the alpha variable,   is called the perturbation level, and   is called the 
beta  variable.  The multiple    usually models  the  dominant  fluctuations, whereas   models  the  non‐
dominant  (small)  fluctuations,  i.e.    is  usually  semi‐steady.  The  alpha  variable    is  defined  as  a 
dimensionless  random  variable  with  zero  mean  ,  and  a  variance  of  one  .  It  represents  a 




                    (2.80) 
The mean value for   is now defined as    
              (2.81) 
Since the two decomposed random variables are independent, i.e.  =0, the variance for    is 
,         (2.82) 
where the (small) factor 
                        (2.83) 
is  denoted  the  variance  ratio.  It  defines  the  ratio  between  the  non‐dominant  and  the  dominant  standard 
deviations of the fluctuations, i.e.  . 
However, any variable   where  its alpha component stabilizes around a zero mean,  i.e.  , 
can be represented by two alternative input parameters. They are: the perturbation level  , and the variance 









t t  Q Q t t 
Q Q p Q   
Q p Q
Q p  Q
Q Q






dim dimp Q 
Q
 ,       0 Q p           
Cov ,Q Q    Q











2 1r r p   
  
Q Q p Q    0 
p
2r
( )Qf q Q




































































 p  














































































































































































 Q p 










































































if  the  simulation  includes a high number of  runs. For an example of modeling extreme values, compare  the 














ˆ ˆ ˆq q p q    ,                    (2.85) 
where the simulation of the beta factor is run first, i.e. 
  ˆˆ ( , )Q Qq f r p                     (2.86) 
and the simulation of the alpha factor is run next, i.e. 
ˆˆ (0,1)Qq f   .                   (2.87) 





In  general,  various  rules  can  be  applied  for  any  parameterization.  In  the  following  algorithm,  location 
parameters are resimulated at level of refinement where they are active. The values of orientation parameters 
at the first level are kept active at all of the subsequent levels of refinement. 
Alternatively, when  the non‐decomposed  input parameters   are available, and beta‐simulations are 
not required, then the parameter simulation can be performed simply as 
ˆˆ ( , )Q Q Qq f                       (2.88) 
This simplified simulation strategy (2.88) holds for curves generated by Frenet subdivision. 
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A parametric master mesh  is said to be “badly‐shaped”  if  its parameters are not mutually  independent,  i.e.  if 
geometric  symmetries or  anti‐symmetries  are not decoupled despite  the  fact  that  they  are not  statistically 
correlated. In this sub‐section it is the aim to develop a unified decision rule to test the following hyphothesis: 





Let  it be assumed  that  the underlying observation domain  (cluster,  subcluster, object or  subdomain)  is  size 
normalized  (see  2.2.10.2.1).  To measure  the  goodness  of  imitation  a  new measure   imi 0,1  ,  called  the 
efficiency of  imitation,  is  introduced as  . The factor 
 
is a significance  level for a two‐sample 
test which  compares  the  distribution  of  values  in  two  data  vectors.  Furthermore,  let  it  be  assumed  that  a 
sample  of  observation  meshes    and  a  set  of  alpha‐beta  simulated  phantoms




observation mesh  segments, whereas  the other  set 
 
represents  indicators  for  the 




represents  first  integrals  for  the phantoms.   A  stochastic meshing process  is  said  to  imitate  the underlying 
object if:  

















min :          ,    1,..., ,    1
1




   

,          (2.89) 











1   two
 ,obs obsM , 1,...,i i n 
 , phanM , 1,...,i i n      1,...,k n n
 
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                                phan0 0,ˆ ˆ ˆ, M M M Mnq Q p Q q q p q S       (2.90) 
 
In (2.90)  it  is assumed that a set of master meshes   0M  and their natural parameters  q  are size normalized 
and extracted from a set of observation meshes  M obs . Thereafter, these natural parameters  q  are modeled 
as a set of random quantities    Q q , which belong to some stochastic processes    Q t . They are treated 




DOF quantities   are decomposed  into two artificial random variables  ,  by alpha‐beta decomposition




The  algorithmic  determination  of  the  alpha‐beta  iterations,  and  the  following  reparameterization  into 
stochastic  imitations,  is  controlled  by  an  imitation  problem.  This  imitation  problem  is  mathematically 
formulated as a variational problem. 
Technically,  some of  the  imitated phantoms are not  feasible  imitations and must be  rejected. However,  the 
remaing set of feasible stochastic phantoms are said to be good imitations of the underlying object.  
Finally, by size re‐normalization these imitations can be transformed into a set of physical phantoms  phanM .
 ( )Q Q t Q t  
Q Q Q
Q Q p Q    Q p Q
ˆ ˆ ˆq q p q   







Unfortunately, phantoms  imitating natural objects  can never be directly  validated  since  natural objects  are 
unique.  Therefore,  phantom  validation  can  only  be  performed  indirectly.  In  natural  parameterization,  such 
indirect  validation  is  performed  by  a  comparative  analysis  of measurable  properties.    For  example,  if  the 
natural object  is represented by an observation mesh,  then properties such as  length, width, height, surface 








von Leibniz, Sir  Isaac Newton,  Jean Baptiste  Joseph Fourier and Pierre‐Simon, marquis de Laplace.  In natural 
parameterization the first step is extraction of geometric data (i.e. parameter extraction) from natural objects. 
The second step is stochastic simulation of the same object as imitations (i.e. reparameterization). However, a 
statistical  interface  including  parametric  decomposition  is  required  to  bridge  the  two  steps.  This  involves 
reducing an  infinite  set of quantities of  the natural object  to a  finite  set, which  is  then  reused  to generate 
imitations of the original set. Methodologically, it is based on the same discretization strategy, which is one of 















"backward" operation an  inverse method  is used  to produce a solution  in  the original domain  from  the simplified problem. This  idea  is  fostered and 
applied by famous scientists in various scientific areas during the last centuries: The inventors of modern calculus Gottfried Wilhelm von Leibniz (1646 – 
1716) and Sir  Isaac Newton (1643 – 1727)  introduced a "forward" process of finding the derivative of a function and termed  it differentiation and an 
accompanying  "backward"  operation  anti‐differentiation  today  known  as  integration.  In  signal  analysis,  Jean  Baptiste  Joseph  Fourier  (1768  –  1830) 
introduced  the Fourier  transform as a  "forward" process decomposing a  function  in a  time‐domain  into a  set of oscillatory  functions  in a  frequency 
domain.  The  accompanying  "backward" operation  known  as  Fourier  inversion  recovers  a  function  in  its  time domain  from  its  Fourier  transform.  In 
differential calculus Pierre‐Simon, marquis de Laplace (1749 – 1827) introduced a "forward" operation known as the Laplace transform which replaces an 










In  this  chapter,  the novel method  called natural parameterization has been  introduced  as  an  approach  for 
parameter  extraction  from  natural  geometries  and  later  reparameterization  by  stochastic  simulation  into 
“look‐a‐like” imitations. In Figure 2.42 the seven steps in natural parameterization are illustrated for a symbolic 
natural object in 3D: 
Natural  parameterization  is  a  two‐way  approach  based  upon  a  "forward"  operation  and  a  "backward" 
operation. Its "forward" operation, called parameter extraction, retrieves geometric size and shape information 
from an observation mesh of a natural object  in original space and transforms this  information  into a master 
mesh  in  a  non‐dimensional  parametric  space.  The  "backward"  operation,  called  reparameterization, 
regenerates  imitation  meshes  of  the  original  observation  meshes  back  into  the  original  space  from  the 
information  stored  in  the  parametric  bank.  Imitation meshes  can  be materialized  into  physical models  or 
computational phantoms, called phantoms. Finally, the concept of goodness of imitation is used to decide if the 
meshing approach used imitates the underlying stochastic behavior with a good efficiency of imitation or not. If 












Name  Tag  Symbol Mater and Iterated Parameters 
Replication 
Phantom 
One‐to‐one  phanM      0 0phan obsq q ,     phan obsk kq q   






     0 0q q  ,    




     0 0q q ,    k kq q   
Stochastic 
Phantom 
Beta  phanM     0 0phan obsq q  ,     phan obsk kq q    











































































































































































































Mathematically,  natural  parameterization  evolves  from  a  classical  variational  problem  known  as  “Dido’s 
Problem”.  After  a  simple  reformulation,  a  “reversed”  Dido’s  problem  is  shown  to  be  suitable  for  the 
understanding of replications from imitation parameters and the use of tortuosity metrics as functionals. Later, 
this deterministic approach  is extended  into cover  stochastic parameters, which are decomposed  into  semi‐
stationary  and  fluctuating  parts.  The  beta  part  is  essential  for mesh  generation, which  builds  on  tortuous 
Frenet  subdivision  for  surfaces  and  solids.  Therefore,  numerical  treatment  of  biometrics,  FEA,  subdivision, 





been  used  in  this  first  approach.  All  algorithms  were  developed  within  the  MATLAB®  R2012A 
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characteristics,  as  stated  by  farmers  and  other  experts.  These  routines  are  crucial  to  obtain  a  robust  and 

















The  choice of a unique  reference  frame  for natural geometries  is a  study  in  itself.  In general,  the  idea  is  to 
identify  a  frame  from  simple measurements  of  the  sample  objects. However,  at  this  stage,  generalizations 
cannot be made. The limited experiences gained from examination of wheat grains are the only background for 
the following comments.  
The  digitalized  data  are measured  in  a  global  data  frame.  Here,  this  global  vector  base    is 
measured  in pixels. The third dimension  is  included as a pseudo direction to ensure a base  in . Within this 




NOTE     In general,  it must be assumed  that a number of such domain  frames are  to be defined. However, when expert 
knowledge  exists,  the  number  of  relevant  frames might  be  restricted  to  a  small  set.    A  robustness  test  of  the  applied  bounding 
identification algorithm might reveal if the selected bounding frame is appropriate or not. 
 1 2 3 global, ,e e e
3






































































































































































  line  is  brid
ver,  it  is not
  is  seen  as 















































































































































































































































































































































































Only  two  independent orientation DOF’s  for  the “bow” vertex are  required since  the  tangents  for  the other 
landmarks  follow  the  bounding  edges.  These  two  “bow”  orientation DOF’s  are  derived  from  the  observed 




For  the  parameterization,  it  is  further  assumed  that  size  and  shape  for  the  observation  set  investigated  is 
decoupled. Details for the decoupling of size and shape are given in ANNEX 22‐25.This enables cross‐sections to 




In  ANNEX  25,  the  full  correlation matrix  for  the  eighteen master  parameters  is  reproduced.  In  general,  low 







The  parameterization  of  the  observation  mesh  into  a  set  of  master  parameters    is  performed  in  the 























To obtain a  simpler  listing  in  subsequent  statistical analysis, a  forth  running parameter,  index  ,  is applied. 
This means  that  the  two bounding dimensions are  the  first  two parameters  in  this  list of all eighteen DOF‐
parameters: 
   0 1 2,  ,   1,2
b




   
‐1L
0 0 0
12 18 P,...,  ,    ,    ,   12,...,18
A
q q q q q p       
The entire set of size parameters for each observation mesh and its number of DOF (see Figure 3.22) is 
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The  segmentation  indicated by  the  chord  lines  in  Figure 3.19,  is  controlled by  connectivities  that define  six 
individual bi‐mesh master meshes. The corresponding connectivity array is defined as: 
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For  the  cross‐section  polygons  studied,  the  highest  number  of  observation  vertices  used  around  the 
circumference was  one‐hundred  twenty  eight.  The maximum  level  of  refinements  chosen was  five  so  that 




E E obsn =5 n 2 6 32 6 192   n 137 ,    M           
During the Frenet subdivision  
obs=1,...,n =1,...,5 ,    Mk     










As  it  appears  from  the  tortuous  yellow  curves  in 
Figure 3.23, the six curve segments must be modelled 
with  some  degrees  of  freedom  to  obtain  a  fair 
replication of the various cross‐section outlines. In this 









(the  longitudinal  pole  translation  parameter)  and  two  orientation    parameters 
,q qT N  (the parameter for T‐impact and the parameter for N‐impact).  
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To  reduce  the  number  of  DOFs  (see  2.2.12.3)  even  further,  the  orientation 






The  multiresolution  modeling  is  applied  by  letting  the  location  parameter  be  active  at  the  first  level  of 
refinement, i.e. at   and the orientation parameters being active at any level  . However, with 
only three degrees of freedom, and this simplified multiresolution setup, the efficiency of replication of highly 
irregular  segments  (as  illustrated  in  Figure 3.13)  is  expected  to be poor.  This  also  keeps  the CPU  expenses 
down.    
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Note  that  the matrix  is  typed  in open  format  to  emphasize  that  it  can easily be extended  to  include more 
parameters in future runs. Also note that iterated location parameters listed in the first row are active only at 
the first level of refinement  1k  . 
 
3.1.11.1 The	Replication	Problem	
In  order  to  extract  the  eighteen  iterated  parameters  from  each  of  the  one hundred  observation meshes  a 
replication problem (see 2.2.1) is defined. The upper bound  ,upp  for the fault of replication is fixed at 


































































































































curve  segments  of  natural  boundaries,  is  still  in  its  infancy.  This  numerical  problem  and  other  algorithmic 






defined  in  a  three  dimensional  parametric  space  as  one  twenty  fifth  part  of  one  giving 
curves. A high number of local minima are one of the sources that slow down the search process for a distinct 
global minimum. Furthermore, as  illustrated by a  few  colored  curves  in  c),  the non‐linear generation of  the 
curve  segments  is  also  problematic.  Curves  in  dark  illustrate  replication  extremals  from  a  small  number  of 
generated curves included in the optimization process. Curves colored from dark green to light green illustrate 
extremals  found with an  increasing number of  iterations. As expected,  the curve  (in  lightest green) with  the 
highest number of  iterations also  reflects  the highest efficiency of  replication. The  red curve possesses even 
higher  efficiency  of  replication;  however,  it  does  not  fulfill  its  end  constraint  with  respect  to  regular  G1 


























 325 1 17,576 
 0;1  ,   k kq q  











Segm.  1  2  3 4 5  6
ID  q1  qT  qN  q1  qT  qN  q1  qT qN q1  qT qN q1  qT  qN  q1  qT qN
Mean  ‐0.02  0.56  0.49  0.03  0.46  0.53  0.12 0.62 0.57 ‐0.01 0.54 0.59 ‐0.06 0.48  0.54  0.03 0.56 0.50







( )  and  eighteen  iterated  parameters  (three  iterated 
parameters  for  each  of  the  six  segments,  i.e.  )  are 
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matches  the  mean  size  of  the  observation 
meshes.  The  mean  values  of  the  master 
parameters  are  given  in  Table  3.2.  The  mean 

















A A    1.23e+006 pixel
2 
 























Furthermore,  since  the  natural  parameters  are  simulated  independently,  geometric  faults  such  as  dis‐
segmentation,  discontinuity,  overlap,  or  gap  are  likely  to  occur  (see  Figure  3.29,  c‐f).  This means  that  the 
reparameterization process must be designed so that the “new” phantoms meet the physical constraints of the 
“real” object. However,  the built‐in non‐linearity of natural parameterization  complicates  the mathematical 
formulation  of  such  constraints.  In  this  case  study,  the  phantoms  were  Monte  Carlo  simulated  by  the 
continuous normal  (or Gaussian) distribution. The process was  controlled by a  combination of  simple  range 
constraints and segmentation checking. Finally, simulated phantoms with discontinuity, overlap, or gap were 
identified by manual  inspection and  rejected. Such non‐feasible phantoms, as  illustrated  in Figure 3.29  (c‐f), 
were excluded in the final set which was called the set of feasible imitations. This final set includes phantoms 
that are all unique and comply with the physical constraints of the “real” wheat grain cross‐sections. In Figure 
3.29  (a‐b),  two  such unique phantoms are  illustrated. The  two  feasible  imitations  illustrated were  randomly 
drawn amongst  the set of  feasible  imitations. This set of  feasible  imitations wasconsiderably  larger  than  the 
observation  set.  ,  Theoretically,  the  number  of  element  in  the  imitation  set  should  go  towards  infinity. 






















used  for  the  imitation problems. The  inputs  for KD‐tests are  two data vectors,  represented by observation‐
data‐vectors and imitation‐data‐vectors. The images of the generated phantoms were numbered from “P001” 




5% significance  level. These  tests  indicate  that  the master mesh, and  its set of  thirty six natural parameters, 
























































































































































       
       
       
       
       
       
       
       
       
       
       























Wheat  farmers  state  that  the  “bow‐line” of  a wheat  grain has  an  inevitable  shape  characteristic.  It  can be 
stated  that  the  “bow‐line”  has  a  high  classification  quality  since  it  enables  characterization  of  a  subjective 
shape pattern or traits. Furthermore, if these characteristics appear distinctively for every biomass object in a 
representative sample,  they are classified as good  landmarks. For  the cross‐section of wheat,  the "bow‐line" 
will appear as a landmark vertex whereas it will appear as a landmark edge for the surface of a grain. Biometric 
distinctiveness is characterized by significant variation, or difference, relative to some reference metrics for the 






cross‐sections. However, further  investigation  into whether or not the distinctiveness of  landmarks from new 





characteristics  are  also  called  landmarks.  However,  these  landmarks  do  not  possess  a  high  degree  of 




minimum Feret diameters. These metrics are defined  from  their axial dimensions such as  length, width, and 
height (or thickness). In that resepect they represent bounding classifiers. The measurability of such bounding 
classifiers  is  important  since  it  enables  comparison  with  existing  measurements.  For  seeds,  bounding 
measurements  are  anchored  in  a  long  professional  tradition.  Standardized  measurement  techniques  and 
measurement  plans  are  developed  over  decades.  Therefore,  the  landmarks  based  on  bounding  boxes  in 
numerical  approaches  should  be  easily  measureable  from  relevant  sensors  to  ensure  validation. Modern 




precision  when  compared  to  conventional  mass  measurements.  In  the  case  study  on  wheat  grains,  the 
imitation meshes, as well as the materialized phantoms, carry this measurability automatically.  This is due to 





One  key assumption behind natural parameterization  is  that  carefully  selected  classifiers  carry an adequate 
amount of  information to model geometrical objects with detail, accuracy, and robustness. The robustness  is 
regarded  high  for  biometrics  that  are  not  subject  to  significant  changes  over  time.  Therefore,  "bow‐line" 
biometrics  are  assumed  to  possess  high  robustness  since  bio‐chemical  or  bio‐mechanical  changes,  such  as 
aging, diseases, or environmental exposure, are not supposed to change  its distinctiveness during the period 
where measurements are taking place.  
Since  “bow‐line"  biometrics  are  assumed  to  possess  high  robustness,  the  extracted  master  mesh  is  also 
assumed  to pertain high  robustness.  In general,  this might also  lead  to  robust  imitations  for metrics such as 
axial dimensions, surface area, and volume. Dimension  landmarks  in 2D can be defined  from  two dimension 
metrics, i.e. width and height. For 3D models, at least three dimension metrics are required.  
Mathematically, dimension landmarks are parameterized by dimension parameters relative to the location, or 
relative  to  the orientationof  the bounding  frame.  If  these orientation and  location parameters are extracted 





















the optimal number of  iterated parameters. Furthermore, how sensitive  is  the maximum  fault of  replication 
relative to the replication extremal? 
However,  the  actual  replication  extremal  found  is  not  only  dependent  on  the  number  of  iterated meshes 
available,  but  also  on  the  choice  of  the  optimization method  applied.  It  seems  that  purely  gradient  based 
methods should be avoided. In fact, a thorough sensitivity analysis of the choice of optimization algorithm for 































As  an  alternative  to  roughness modeling  by  pure  Frenet  subdivision,  various  IFS  approaches  seem  easy  to 
















proposed  concept  of  goodness  of  imitation  applicable  for  a wide  range  of  objects?  Is  it  possible  to  set  up 
standardized decision  rules  for  validation of  generated phantom  variations? How  can  a  generated  variation 
spectra be accepted/rejected statistically  in a compliance test with the observed variation spectra for a given 
biomass object? Can standard performance metrics such as false accept rate (FAR), false match rate (FMR), or 




In natural parameterization,  imitations are created  from random number generation. However,  in the alpha‐
bet decomposition, a thorough study on the convolution of PDFs required is still missing. A number of further 
research issues have arisen in that respect. Stating these as questions: Is the efficiency of imitation weakly or 
strongly dependent on  the used PDFs?  Is  it possible  to optimize  the alpha‐beta decomposition by  standard 
random number generators, or must new randomization algorithms be developed? How does the aspect of a 





































































































































































































































































In  this  thesis, a novel generic approach  for  imitation of geometrical objects with  random variation has been 
presented. The approach  is called “natural parameterization” and  its objective  is  to  imitate  the geometry of 
“real” objects that are characteristically unique and possess an underlying stochastic behavior. The stochastic 
behavior was modeled by a  set of  independent  random  variables  called  the natural parameters.  In popular 
language, the constellation of these parameters is called the “geometric DNA” of that object. Two key steps are 
comprised in the novel approach. During the first step, called parameter extraction, the natural parameters of 
an  object  are  identified  from  scanned  data.  In  the  second  step,  called  reparameterization,  these  extracted 
parameters are  reused  to  simulate “new” phantoms  that  imitatate  the “real” object. To bridge  the  two key 









Since  the  geometries  used  must  be  tetrahedral  volume  meshes,  triangulated  surface  meshes,  or  simple 
polygonal  curves,  the  “real”  objects were  preprocessed  prior  to  the  initiation  of  the  parameter  extraction. 




were  rough,  tortuous,  and  included  a  characteristic  discontinuity. Amongst  farmers  and  other  experts,  this 
discontinuity is known as the “bow‐line.” Experts state that this “bow‐line” is a unique characteristic of wheat 
grains.  
Based on  this expert knowledge, a new algorithm was developed which was able  to  identify  the “bow‐line” 
automatically.  However,  one  severe  complication was  that  the  pixel  outlines  appeared  very  diffuse  in  the 
images.  Therefore,  investigations on background  settings, post‐coloring of  test  specimens,  and natural  self‐
distortion were performed. In an attempt to enhance the outline contrast, a flatbed scanner was also used to 















so‐called  “tortuosity poles”  representing a geometric  constellation  like a  coarse FE mesh.  In  contrast  to  the 






the various orientation parameters, a complete  set of  so‐called master parameters was  then  formed. These 
master parameters represent a coarse mesh in parameter space similar to the master elements used in FE. For 
the  wheat  grain  cross‐sections,  the  master  mesh  was  further  subdivided  into  six  segments.  By  this 
segmentation,  each wheat polygon was  split  into  six  rough  curve  segments. An  important  finding was  that 
when  the modeling was based on  tortuosity poles,  the mathematical  representation of  these six curves was 
exactly  the  same  for  the  bow‐line  pole  with  the  discontinuity  as  it  was  for  the  other  five  poles  with  G2 
continuity. 










it  is  numerically  formulated  as  a  multivariate  non‐linear  optimization  problem.  In  the  formulation,  two 
complementary measures, called the efficiency of replication and the fault of replication, are introduced. The 
purpose  of  this  formulation  strategy  is  to  assure  that  the  result  from  the  optimization  process  is  a  single 
extremal. This is achieved by claiming that the extremal is a particular rough curve that possesses the minimum 
tortuosity  amongst  the  set  of  feasible  rough  curves with  the  highest  efficiency  of  replication.  For  the  case 






In  conclusion,  it was  found  that  the developed  identification algorithm was able  to extract eighteen master 
parameters  and  another  eighteen  iterated  parameters  in  total.  This means  that  an  automatic  parameter 
extraction  of  thirty‐six  natural  parameters  for  each  cross‐section  of  the  one  hundred  wheat  grains  was 
established. Therefore, the total number of extracted data points reached thirty six hundred. Finally, these data 





some numerical  errors.  Specifically,  this numerical  complication  arises when  two or more  rough  curves  are 
required to pass through a common point as required by subdivision. In terms of small pole translations, this 









fluctuations.  However,  before  the  parameters  from  the  bank  of  parameters  were  used  for  stochastic 








stochastic  representation  of  the  one  hundred wheat  grains.  Then,  one  hundred  “new” wheat  grains were 
simulated  in accordance with the new concept of goodness of  imitation. It was found that the distribution of 
the  variations  in  the  geometry  of  the  “new”  grains  did  not  differ  significantly  from  the  distribution  of  the 
variations  in  the “real” grains. The  tests were based on area variations of  the  six  segments and of  the area 
variations of  the entire cross‐section. The  two‐sample Kolmogorov‐Smirnov  test at a significance  level of 5% 
was used. The test showed that for the six segments, as well as for the entire cross‐section, the null‐hypotheses 
(“the  two  area  distributions  were  equal”)  was  not  rejected  for  the  corresponding  data  vectors  of  area 














From an  INPUT  set of one hundred  stereo microscopic  image‐files of wheat grain cross‐sections, and expert 
knowledge on the landmark called the “bow‐line,” it was possible to extract the same set of natural parameters 
for each of the one hundred  image  files. Based on the parameter extraction process, an  important  finding  is 
that “at least one unique parametric constellation exists” for all objects in the sample investigated.  
From the bank of parameters, Monte Carlo simulation was later applied to simulate the OUTPUT, consisting of 
a set of “new” wheat grain cross‐sections.  It was  found that  these “new” wheat grain cross‐sections  fulfilled 
the requirement on uniqueness. In conclusion, the “new” stochastic phantoms were able to imitate the “real” 
wheat grain cross‐sections in such a way that they all differed from each other, and from the “real” objects. 




The number of unanswered questions  that  emerged during  this  study  is  larger  than  the number of answers 




































































The  discretization  of  natural  geometries  includes  both  domain  and  boundary  objects.  The  discretization  is 
hierarchical in nature and affects the resolution level by adding more and more detail into the final model. As 
mentioned  in  the  introduction,  the  hierarchical  discretization  model  for  3D  volume  as  it  appears  in  the 




elements  is  intended  to  be  in  line  with  the  well‐known  multi‐physics  notation  for  objects  in  .  Some 
boundary elements are also added. These elements include: Frenet quantities, and two hybrid primitives called 
tortuosity  poles  and  tortuosity  elements.  They  are  introduced  as  the  general  basis  for  multiresolution 
parametric subdivision. For the irregular shape, modeling tortuosity metrics are also included.  

































subclusters.  Statistically,  a  species  can  often  be  seen  as  an  element  randomly  taken  from  a  subcluster.  In 





A  subdomain    represents  a  characteristic  part  of  a  species.  Generically,  subdomains    are  children  of 
species  . Therefore, species are said to be discretized  into subdomains. A subdomain  is not a member of 
any  special  element  group. At  least  one  single  subdomain must  be  specified  in  a  natural  parameterization 

































Sometimes,  it  is rational  to define edges by a single natural coordinate or a single barycentric coordinate.  In 

















 oriented  from vertex    towards a neighboring vertex  . This unit vector    is said  to radiate 
positively from   towards  , and negatively from    towards  . 
A  face  normal  FN   is  a  surface  normal  evaluated  at  the  corner  vertex  of  an  approximating  rectifying  plane 
spanned by two edges. 
An  edge  normal  EN   is  a  surface  normal  evaluated  at  the  edge  end  of  an  approximating  rectifying  plane 
restricted to the neighborhood of that edge end. An edge normal fulfills the orthogonality and perpendicularity 
conditions. 
The  central  vertex normal or  simply  the  vertex normal  VN   is a normalized  surface normal evaluated at  the 
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In  the modeling  of  natural  geometries,  a  point  is  defined  as  a  location  in  space  that  is NOT  connectively 
constrained  by  other  objects. However, when  constraints  are  applied  its  status  changes  and  it  becomes  a 
location vertex, which  is explicitly  included  in a connectivity array.  In FEM, such  location vertices are usually 
referred to as nodal points. When biomasses are observed,  landmarks are  identified as points or vectors and 



























 Core primitives  are  children of edges. Core primitives have no  children  themselves. Core primitives 
include vertices, and Frenet frames (which include Frenet vectors i.e. Frenet tangents, Frenet normals 
























































































k kw w 
r of weights 
1 2, ,...,  
k k   
ector contain
al fault is def
























l  fault  of  rep
ber of replic












  ,up ,    
k
p k





,...,  k ki n
    
ing the  n  in
ined as 
 ...,    ,n  
egment  indi
dicator metri












































































































As  indicator metrics  for  cross‐section  areas,  the  various moments  of  area  for  a  closed  polygon  defined  by 
 are used. In general, (Soerjadi 1968), any such moment of area identified by an index 
couple    is determined by numerical recurrence relations which estimate the analytical formula 
                 
(A.8) 
The six moments conventionally used in science and technology are given by the following index‐couples: 




Details  for  the  technical computing  including  tags and  the Soerjadi  recurrence  relations are defined here  for 
convenience. The Soerjadi formulas are defined for a closed non‐intersecting polygon.  
              
(A.10) 
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The  polygon must  be  non‐self‐intersecting  and  closed.  In  principle,  the  Soerjadi moments  of  polygons  are 
signed moments of area. This means that the sign changes,  if the polygon vertices are numbered  in opposite 
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A d xy yx dt l A L xy yx

                r r        (A.15) 
The function L  for the Euler‐Lagrange equation then becomes 
 2 21 1
2C
L x y xy yx
l

                     (A.16) 









L L y y
dt dt l x y
 
 
        
   








L L x x
dt dt l x y
 
 
       
   










   
 











               (A.20) 
After reorganization the following two expressions appear 
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C Cx l y and x l y                     (A.24) 
Inserting  these  two  side  conditions  and  subtracting  gives  .  This means,  that  the  x‐coordinate of  the 
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                    (A.26) 
Graphically, this constrained solution represents a circular segment  circ segm  with centroid located at:  


































zero mean and a standard deviation of one. The  four  illustrations  in Figure 2.7, of a half circle with  random 
perturbations, are all feasible polyline meshes of the reversed Dido’s problem since there area  is  identical to 
the observed. Figure 2.7 shows four realizations with different perturbation levels: 
    0.00 , 0.02 , 0.10 , 0.20p p p p       .  






pertubative  realization  for  0.00p  .    The  half  circle  generator  also  adjusts  its  symmetrical  end  tangents 











 T T T T             (A.29) 
For  the  non‐pertubative  situation 
1
ˆ0.00 0p q     
the  polyline  is  realized  from  vertices  ,   1,...,n n nVV  
located exactly on the unit circular segment with radius of curvature . For pertubative realizations in 
the range   0;0.20p  ,  it generates realizations around the non‐pertubative radius of curvature   so the 
generated radius has a range   symmetrically around the unit radius.  
Therefore, all  four realizations are  feasible and their efficiency of replication  is  identically one. However, the 
polyline mesh  generated with  0p    has  the  smallest  tortuosity  and  due  to  the  concept  of  goodness  of 
replication it becomes the solution.  

























of which one central vertex    is  identified as the only vertex which belongs to a Gauss map with Gauss 
normal  . This vertex   is assumed to be the initial estimate of a master vertex. However, another vertex






The problem of  finding a new central vertex  , which  is assumed  to be a better approximation  than  the 
observed vertex  , can be formulated as a replication problem. 
   
phan obs
0 0
phan obs ,upp M Mmin : (M ,M ) 0  ,J q q                (A.30) 
































Let a segment curvature be bound  to a  tortuosity pole  , of a bi‐pole    , with chord direction 
vector  ,  and  chord  length  .  Then,  an  estimate  of  this  segment  curvature 
 










                  (A.34)
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                  (A.38) 
the new location and orientations are 
                (A.39)
                (A.40) 
Finally, at a goal point   for  , the location and orientation vectors are  
                  (A.41) 
                  (A.42) 
                (A.43) 
 
Conclusively, the location and orientation vectors for an extrapolated tortuosity pole are defined by 
 3, 1P A                                 (A.44) 
The  formulas  (A.35)  ‐  (A.42),  represent  a  general  incremental  formulation  for  a  sequence  of  valence  one 
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Note  that negative curvatures are applied  in  the  third  step. This means  that  in  this  step,  the corresponding 
trihedra are not exact Frenet frames.  However, they are exact up to sign. Furthermore, note that in step two 
and step four, curvatures are zeroed. This means that the Frenet formulas make no sense here, and that the 
  trihedrons are  simply  translated  incrementally. Consequently,  the  incremental  formulations defined  in 
ANNEX 7.1 allow the  trihedra to be controlled with a high degree of customization, and to form arbitrary 
tortuous curves by allowing positive and negative curvatures and torsions. However, the drawback is that the 
signs of  the Frenet  frames generated are not  in control.   Therefore, signs must be managed by an aposteori 
correction routine or by subdividing the path into subparts, which are all convexive.  
In  the  following annex,  the alternative  to direct parameterization, namely parameterization by  reference,  is 
demonstrated by three consequtive SDOF pole extrapolations. 
   
0Master  1 2 3 Goal = 4
s 0.00 5.07 6.28 11.36 12.81
 0.25 0.25 0.00 0.25 0.00
























































   cos ,
     sin










































  , , ) ( , ,z b
    sin ,b
  , cos ,b







































































































            (A.60) 
From (A.60), the two helix constants  ,  of the circumscribed cylinder can be expressed as 
               (A.61) 
In the situation where the torsion is zero, the radius is defined by the curvature. 
                (A.62) 
However, when the curvature is zero, and the torsion is not zero, then the helix constant is still definable as 
 




              (A.64) 
              (A.65) 
 
          (A.66) 
                    (A.67) 
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                  (A.83) 































 ˆP = f P ,
A AF




ˆP = f P ,
A AF















B 0.000q  B 1.000q 
TV  3.846   0.000   0.000  0.000  3.846   1.208
TT  0  0.9806  0.1961  0.9806  0.000  0.1961
TN  1.000  0.000   0.000  0.000    1.000   0.000
TB  0.0000   0.1961  0.9806  0.1961  0.0000  0.9806
Tχ  0.2500  0.0500    0.2500  0.0000  
 B 0.000 : 0.0100 :1.000q 






































































































































































                  (A.91) 
Finally, the vectors of the extrapolated tortuosity pole at   are determined as 
                (A.92) 
                 (A.93) 
                 (A.94) 
                    (A.95) 




2 2 2 2 2P , , , ,A A A A A A  V T χN B                 (A.97) 
 
The mapping is symbolized by an SDOF prediction function   in  , called   extrapolation. 
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Let  a  tangent  length  reference    with  respect  to 
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0.000q N 1.000q N
TV  4.000   0.000   0.000  0.000  4.000   0.000
TT  0  1.000  0.000  1.000  0.000  0.000
TN  1.000  0.000   0.000  0.000    1.000   0.000
TB  0.000  0.000  1.000  0.000  0.000  1.000
Tχ  0.2500  0.0000    0.0000  0.0000  




































































































































































From simple geometric considerations  (see Figure A.14),  the estimated curvature and  the  ratio between  the 
reference tangent length and the chord length, can be defined as 













                  (A.105) 
                    (A.106) 
                    (A.107) 
                    (A.108) 
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Let  a  tangent  length  reference    with  respect  to  ,  be  defined  by  (A.103)  .    Let  the  one  set 








ˆP̂ = f P ,
A AF q




ˆP̂ = f P ,
A AF q









NOTE    The plot above illustrates a run for  .   
T,refl T
2
8.000l   2 1.000  0.000  0.000  e
0.000q T 1.000q T
TV  4.000   0.000   0.000  0.000  4.000   0.000
TT  0  1.000  0.000  1.000  0.000  0.000
TN  1.000  0.000   0.000  0.000    1.000   0.000
TB  0.000  0.000  1.000  0.000  0.000  1.000
Tχ  0.2500  0.0000  0.0000  0.0000   0.0000  0.0000
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                  (A.120) 
However, when the orientation vectors of the tangents and the normals are almost mirrored vector pairs in the 
chord plane,  then  the  central  segment  curvature  can be predicted. This prediction  can be expressed as  the 
average of the two segment end curvatures. 
                (A.121) 
Herby, the G2 part of a central tortuosity pole is formed as 
    
T
P , ,
C C C C
N B χ .                  (A.122) 
Since the mapping      2 3 3
T
f :  P ,P  P , ,
CA B C C CG
N B χ  represents a numerical interpolation, which estimates 
G2 continuity, it is symbolized as a non‐parametric prediction function   called G2 interpolation. 





Let  it be assumed  that at  least  the normal, binormal, and  curvature  vectors  contribute  to a  tortuosity pole 
    
T
P , ,
C C C C
N B χ   in accordance with  (A.122). Further,  let  it be assumed  that a chord vector  is defined 
from (A.117) . Then, a central tangent is determined as 





 T                     (A.125) 
Since  the  mapping    represents  a  numerical  interpolation,  which  estimates  G1 
continuity, it is symbolized as a non‐parametric prediction function   called G1 interpolation. 
 
 1 3 3ˆ P = f P ,P ,C A B CG d                   (A.126) 
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The  three  interpolations  (G2,  G1  and  G0)  in  the  preceding  annexes  are  assumed  to  represent  a  successive 
mapping, which can be expressed as an overall interpolation function deployed by nested interpolations. 
 
   0 1 2 3 3ˆ ˆ ˆ P = f f f P ,P ,P ,P ,C A A B B CG G G d               (A.130) 
Algorithmically, the interpolation of a full tortuosity pole is then defined as  
      , ,     012
T
3 3
ˆP , , f P ,P ,P ,P ,
C C C C C C A A B B CG







Inspired  by  (Tobler  et  al.,  2002),  location modifications  for  a  central  tortuosity  pole  of  a  segment  can  be 
performed as vertex  increments  in orthogonal directions.  In  the  following section, a sequence of  three such 
orthogonal vertex modifications are defined in a local coordinate system. 
Let a segment chord be defined by  its chord direction vector  ,  its  length  , and  its middle vertex  . 
Further, let a vertex   be defined in the central part between the end chord planes and not on the chord line 
itself.  Then,  a  simple  parametric  location  specification  scheme  is  given  in  the  following  table.  In  general, 
normals and binormals are not definable after  location specifications are applied. Therefore, Frenet normals 









Direction  Coordinate  Parameter  Basis vector Vertex Translation  New Vertex
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/2 ̂f : , , , , , P CH C C C C     e V V T N B  represents a one‐dimensional translation and is symbolized as 
a prediction function  , called H1 pole translation. 






/2 ̂f : , , , , , P CH C C C C     e V V T N B  represents a one‐dimensional translation and is symbolized as 
a prediction function  , called H2 pole translation. 






/2 ̂f : , , , , , P CH C C C C     e V V T N B  represents a one‐dimensional translation and is symbolized as 
a prediction function  , called H3 pole translation. 








ˆ P = f P ,
C CH  
q                   (A.135) 
Algorithmically, these parametric pole translations are deployed as nested interpolations. 




















































































































NOTE  The  hierarchical  naming  of  extrapolation  functions  follows  the  reverse  ordering  of  Frenet  frames  i.e.   B N T .  The 
naming  of  interpolation  functions  follows  reversely  the  first  three  geometric  continuity  orders  i.e.
 
2 1 0G G G  .  Finally,  the 











Classification  Identification  Upper bound  Current Bound
 
Extrapolation 
 ̂fFB     2 2,ref,upp min ,    tanl k l k b   B B B   ,refql q lB B B  
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1,ref,upp
tan
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 ̂fH   1 1






 ̂fH   2 2






 ̂fH   3 2





tdof      f f f .F F FT N B     1 2 3
0, 0 :    1 / 8,    1 / 4,    1 / 4,    1 / 4,    1 / 4,    1 /k k k k k k            B N T
 
ddof     f f .F FT N    1 2 3  0 :    1 / 4,    1 / 4,    1 / 4,    1 / 4,    1 / 4k k k k k         N T  
sdof    f .FT   1 2 32 2  ,  0 :    1 / 4,    1 / 4,    1 / 4,    1 / 4A B k k k k        TV V  
   
                                                           





the above pole  translation  factors are not  in use  since perturbation modeling  is a  tool  for  the modeler  to perform deterministic or 
pseudo‐stochastic simulations, i.e. the bounds for perturbation modeling are left open to be defined by the modeler. 











Class  Name nDOFBegEnd nDOFEndEnd Description 
Symmetric 
SSDOF 1 1 SingleSingle 
DDDOF 2 2 DoubleDouble 
TTDOF 3 3 TripleTriple 
Non‐
symmetric 
SDDOF 1 2 SingleDouble 
STDOF 1 3 SingleTriple 
DSDOF 2 1 DoubleSingle 
DTDOF 2 3 DoubleTriple 
TSDOF 3 1 TripleSingle 

















































In  this  annex,  a  few  examples  on  various  parameter‐constellations,  which  represent  reduced  number  of 
degrees of freedom, are given.  
 
EXAMPLE  When prior  knowledge does not exist on  the balance between  the orientation  influences  at  the  two 
tortuosity poles of a bi‐mesh,  the  same  influence parameters  can be used  for both poles. This  reduces  the number of 
degrees of freedom to six. (A.137) 
         
(A.137) 
 
EXAMPLE  When prior knowledge does not exist on  torsion,  the parameter   can be  ignored. This  reduces  the 
number of degrees of freedom to five. 
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                     (A.137) 
During  reparameterization,  such  limit meshes  need  to  be  retransformed  into  a  phantom    in  global 
coordinates.  This  retransformation  from  limit mesh  to  phantom mesh  is  defined  by  an  affine  coordinate 
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During  iterations  of  a  new  subdivision  tortuosity  pole  from  a  set  of  beta‐simulated  curves,  the  beta‐
perturbations necessary for these curves to intersect in a central vertex must be minimized.  





Mathematically,  these  criterions  can  be  expressed  as  a  variational  problem:  find  a  particular  stochastic 
simulation  approach
 
defined  on  a  set  of  feasible  subdivision  operators    and  a  set  of  feasible master 

















said  to  reflect  the  underlying  stochastic  behavior  of  the  segent  shape  with  high  efficiency  of  imitation. 
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min :          ,    1,..., ,    1
1




   

.          (A.144) 
Where  J   is the beta functional to be minimized,  is an upper limit for the significance level, and   is a 
test parameter defined as 
,         (A.145) 




In general, the alpha‐beta simulated  indicator metrics   are found from realizations at relevant  levels of 
refinement. 
 0, , ,ˆ ˆ M Mk k k km m S           .                 (A.146) 
 
NOTE    For  the  case  study  (see  chapter  3),  only  one  relevant  level  of  refinement  is  selected;  namely  the  limit  level  of 
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For  wheat  grains,  a  cluster  is  a  constellation  of  species  that  are 
connected  at  contact  zones  only  through  friction,  cohesion,  or 
adhesion. The  species of a  cluster does not necessarily belong  to  the 
same  genus.  In  general,  such  clusters  contain  impurities,  i.e. 
proportions of species which do not belong  to  the same genus as  the 
majority of species. Therefore, they are considered non‐homogenous in 




effects  as  well  as  the  way  in  which 
biomasses  are  spread  into  the  storage  room.  Mathematically,  the 
configurations  are  considered  stochastic  of  nature.  Physically,  the  resulting 
packing  matrix  induces  internal  air  channels.  Therefore,  the  cluster  can 
sometimes be considered as a porous medium and be  treated  like an entity. 
One  important  geometric  porosity  characteristic  of  such  air  channels  is  the 
tortuosity.  The  inclusion  of  tortuosity  in  the  study  of  porous  media  was 
originally  introduced  by  [M.A.  Biot  1956].  Such  tortuosity  effects  are  clearly 
geometric  in nature. Therefore, some of the geometric approaches presented 
here are  relevant  for a general  study on  tortuosity metrics. A more detailed 
study  of  tortuosity  metrics  is  planned  to  be  included  in  the  research  on 
acoustic based non‐invasive measurement  systems, which  is  currently under 
































































































































































































































































































































































































































































































































































































































































































































































































































































data matrix. Outliers were detected  from a  successive  ranking of  inconsistent data. A  total of  three outliers 
were detected during the following three‐step elimination process.  
                Sample size: nobs=100 
PCA plots 
 PC#1: 006  022  080  (066) (085) 
 PC#2: 006  022  080  (066) (085) (025) (097) 
 PC#3: 022  006  085  (097) (066) 
 PC#4: 022  006  085  (061) (025) 
 PC#5: 022  006  025  (061) (068) 
 PC#6: 022  025  061  (088) (085) 
 
Inconsistent data ranking: 
 022  006  (085) (080) 
 
 PC#1: 042  018  043  (050) (040) 
 PC#2: 006  080  013  (042) (040) (043) 
 PC#3: 080  006  066  (027) (029) 
 PC#4: 080  006  066  (027) (097) 
 PC#5: 006  080  066  (085) (097) 
 PC#6: 006  080  022  (066) (085) 
 
Inconsistent data ranking:  
 006  080 (066) (085) (022) 
 
 PC#1: 006  080  085  (066) (022) 
 PC#2: 006  080  085  (022) (066) (025) 
 PC#3: 006  080  022  (066) (085) 
 PC#4: 006  080  022  (066) (085) 
 PC#5: 006  022  080  (085) (066) 
 PC#6: 006  022  080  (085) (025) 
 
Inconsistent data ranking:  



























 PC#3: 080  022 
 PC#4: 080  022 
 PC#5: 080  022 





 PC#1: 022 (27) 
 PC#2: 022 (085) (066) 
 PC#3: 022  066  (085) 
 PC#4: 022 (066) (085) 
 PC#5: 022 (085) (066) 







Model  4 was  created  by  recalculating model  1 without: A006, A080  and A022. No more  inconsistent  data 
points were found.  


















It  appears  from  the  correlation  matrix  that  the 
biggest  Pearson  product‐moment  correlation 
coefficient  (=0.66)  (marked  by  the  red  boxes) 
appears for the pair of parameters represented by 
the  location  vertex  (No  4)  and  the  bow‐line 
tangent (No 11). However, this value only indicates 
a relatively weak correlation. At the same time the 
mutual  correlation  ( 0.25)  (marked by  the blue 
boxes) between the tangents (No 10 and No 18) is 
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