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ABSTRACT 
 
Among the existing measures of heart rate variability (HRV), the pNN50 statistics is one 
of the most commonly reported. However, it is only a single member of a much larger family 
of HRV measures - the pNNx statistics. In this research pNNx was further extended, combining 
it with the Lempel-Ziv complexity (LZ76) in a controlled neonatal stress framework. Forty 
healthy newborns were recorded undergoing two different types of stress stimuli – a routine 
heel stick blood sampling, and a dull heel pressure stimulation. Instead of relying on a single 
value, the entire spectrum from pNN1 to pNN100 was calculated, along with LZ76 derived 
from binarized sequences for each NN. The results of this study show a downward shift of the 
pNNx curves when newborns are stressed, with reduced LZ76 complexity when stressed. 
When ROC curves were utilized for the pNNx statistics and LZ76, however, the highest AUC 
values were observed when both measures were combined, with the highest AUC values of 
0.88 (0.80-0.94) and 0.85 (0.74-0.91) for discriminating resting states from stress phases. 
Combining the widely used pNNx statistics with LZ76 extends the existing HRV toolbox, and 
shows a promising application in recognizing acute neonatal stress. 
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INTRODUCTION 
 
Children differ from adults in various ways. Due to their dynamic developmental 
changes, the pediatric population is subjected to higher environmental polutants. The lower 
the newborn’s gestational age,  the less is their adaptive tolerance, leading to stress 
responses, which would not occur in the mature human 1,2.  
For a long period, a paradigm existed regarding the lack of capabilities of newborns for 
feeling pain. But when, in the late 1980s, Anand and Hickey published their seminal work on 
neonatal pain, the traditional views started to change 3. However, newborn pain still remains 
undertreated 4 . Pain induces a stress response, which changes the bodies' homeostasis, and 
can have both a short- and long-term effect on the developing body 5,6. When being stressed, 
a hormonal response is generated, leading to an increase of heart and respiratory rate, blood 
pressure fluctuations, changing the cerebral blood flow, and in the long run, even epigenetic 
changes might occur 6-8. 
Acute stress and newborn pain is commonly assesed using pain scales 9. Unfortunately, 
relying only on pain scales might suffer from lack of objectivity, due to the subjective or 
incosistent pain assesment, and further due to the limited knowledge of the nature how 
neonates response to pain 10. Both term and preterm newborns in the intensive care unit 
(NICU) are continuously being monitored using different devices, which can be used as an aid 
for a more objective stress and pain assessment 11,12.  
Heart rate variability (HRV) is the variability of duration of consecutive cardiac cycles 
originating from the sinus node. In the last decades, HRV showed itself useful as both a basic 
science reasearch tool for the assessment of the autonomic nervous system (ANS), as well as 
a prognostic tool in clinical applications 13. HRV is assesed via different mathematical and 
statistical methods, which can be roughly divided into: time domain, frequency domain, and 
nonlinear methods 14. 
The time domain analysis can be further divided as measures directly and indirectly 
derived from the RR interval recording. Among the latter, probably the simplest to be 
calculated is the widely, and nowadays standardly used measure – the pNN50 statistic. The 
pNN50 statistics was initially developed by Ewing in 1984. It is defined as the proportion 
consecutive normal sinus (NN) intervals whose differences exceed 50 ms. As such it was 
proposed to be a measure of parasympathetic activity 15. Since then, the pNN50 proved itself 
to be a useful measure of HRV in various basic and clinical research. However, the fixed 
threshold of 50 ms, was only arbitrarily recommended due to the easiness of calculation 16.  
Therefore, the pNN50 statistic is only a single member of a much larger family of HRV 
measures – the pNNx family. Mietus et al. first investigated the relationship of other 
thresholds compared to the standard pNN50, trying to find a more robust discrimination 
between healthy and diseased groups of patients 16. As more evidence was gathered, lower 
NNx values are being more frequently reported along with pNN50. 
Time and frequency domain are often not sufficient to describe the complex heart rate 
variability dynamics, due to the complex interactions of mechanisms involved in 
cardiovascular regulations 17. Various nonlinear methods have been proposed in the analysis 
of HRV, among which complexity measures play a particular role 18. The Lempel Ziv  (LZ) 
complexity is a measure to assess the algorithmic complexity, defined according to the 
Information Theory as the least amount of information to describe a binary string 19. With the 
time evolution of the extending string, the LZ complexity quantifies the rate of new patterns 
arising 20,21. 
This research is based on the notion that even simple statistics such as the pNNx 
statistics can exhibit complex structures of the heart rate variability. We are particularly 
interested in applying the LZ complexity to a coarse-grained time series from the binarized 
pNNx statistics spectrum. Thus, we hypothesize the simultaneous application of pNNx and LZ 
will provide more useful discriminating properties than each statistic alone. 
 
SUBJECTS AND METHODS 
 
Ethical statement 
The research was accepted by the University hospital Clinic Osijek ethical committee, 
and informed consents were obtained from all research participant’s parents or guardians.  
The study protocol 
The patient’s demographics and study protocol have been reported previously 22-25. 
Shortly, forty healthy term neonates, born through vaginal delivery, with an APGAR score >9/9 
were included in the study. The study sample consisted of 21 females and 19 males with birth 
weight 3542.05 ± 339.09 g, and were randomly chosen over a three months period from the 
Osijek University Clinic pediatrics clinic's maternity ward. Except two female twins, the rest of 
the participants were singletons. The study was performed when the newborns reached 72 
hours postnatal age, just prior discharge, which is the recommended chronological age for 
routine phenylketonuria and congenital hypothesis screening. Besides the routine screening 
heel stick blood draw, none of the newborns underwent any other procedural pain. 
The experimental protocol is divided into three parts: a) dummy stimulation, b) the 
sharp pain - heel stick, c) the treatment; however, the treatment part was not included in the 
study. Both part a) and b) consisted of two phases: a baseline resting phase (Phases 1 and 3), 
and an interventional phase (Phases 2 and 4). The protocol was carried out in a serialized 
manner: Phase 1) - 10 minutes of resting, followed by Phase 2) the dummy stimulation phase, 
where intermittent pressure onto the newborn's heel was applied, mimicking a heel stick 
blood drawing without blood sampling. The duration of Phase 2 was fixed at 90 seconds, which 
was the average time for the nurse to perform the blood drawing. At the end of Phase 2, Part 
b) of the experiment began. Phase 3 was the second resting phase, lasting 10 minutes, 
followed by the heel stick blood drawing procedure (Phase 4). Phase 4 differed in duration, 
because of the variability of time needed to collect the least amount of blood for the metabolic 
screening. 
During the entire procedure, the RR intervals were collected with a light weight high-
resolution sampling device (Firstbeat Bodyguard 2, Firstbeat TechnologiesLtd, Jyvaskyla, 
Finland, sampling frequency 1024 Hz). The recordings were further visually inspected, and 
after artifact removal, the data was ready for analysis. Each infant was fed with breast milk or 
formula, and positioned in supine position in a quiet room to minimize the external artefacts. 
 
The pNNx statistics and the Lempel-Ziv complexity 
We simply calculated the pNNx statistics as the number of consecutive RR (NN) 
intervals differing by more than x ms in the entire recording divided by the total number of all 
RR intervals (nNN): 
𝑝𝑁𝑁𝑥 =
Card(i ≤ 𝑛𝑁𝑁, |RR𝑖+1  −  RR𝑖|  >  x ) 
𝑛𝑁𝑁
.  
 
 
 
Binarization 
A binarized sequence is the starting point to obtain both the pNNx statistics and LZ 
complexity. From the original RR interval time series, differences between two successive RR 
intervals greater than a threshold value x are replaced with 1, and values lesser or equal to x, 
with 0. Therefore, for each threshold x, both the pNNx and LZ complexity can be calculated:  
1. The preprocessing step consists in calculating the first absolute differences between 
successive RR intervals. For example, the first absolute differences of the time series 
RR ≡ (343, 350, 349, 400, 551) equal ΔRR ≡ (7, 1, 51, 151). 
To find the pNN50, the number of elements greater than 50 is divided by the total 
number of elements, which in this example is pNN50 = 0.5. Additionally, to calculate 
the pNN2, the numbers of elements greater than 2 is divided by the total numbers of 
elements in the time series, which is here pNN2 = 0.75.  
2. After defining the threshold number x, a sequence can be binarized by replacing the 
elements greater than x in the ΔRR time series with 1, and the others with 0. 
If x = 50, the first absolute differences time series, ΔRR ≡ (7, 1, 51, 151), is converted 
into: 
ΔRR01(50) ≡ (0, 0, 1, 1). 
Additionally, if x = 2, the time series becomes: 
ΔRR01(2) ≡ (1, 0, 1, 1). 
3. After obtaining the binary sequence, the standard and normalized LZ76 can be 
calculated, as follows. 
 
 
 
LZ76 
The LZ is often used as a parameter to estimate the complexity of discrete time series 
26. The general idea behind it is quite natural: time series consist of repeated basis patterns of 
various sizes so the series can be decomposed on these patterns. Therefore, LZ is the number 
of basis patterns. In this work, the original LZ76 was chosen for estimating the complexity. We 
further describe, in an easy way, how LZ76 algorithm works and how complexity can be 
calculated. 
1. The original sequence S = a1 a2 a3 … an, where ai is a number 0 or 1, and n is the 
number of elements in the time series, can be divided into subsequences:  
s(i,j) = ai ai+1 ... aj, where 𝑖 ≤  𝑗. The sequence S can then be written as the sum of 
subsequences: S = s(1,i) s(i+1, j) ... s(k+1, n). 
2. There are a lot of possibilities to divide the original time sequence S in subsequences 
s. In LZ76 algorithm S is divided into subsequences that fulfill the relation: s(i,j) is not a 
subsequence of s(1, j-1). Only the last subsequence can be observed previously if there 
are not enough data. 
3. The number of unique subsequences is defined as LZ complexity. For example, a 
binary sequence S = 1001111011000010 can be rewritten as: 
1|0|01|1110|1100|0010 which results in a complexity of S equal to 6. The binary 
sequence S=111111 has complexity 2 because, according to the second step in the 
LZ76 calculation, it can be rewritten as 1|11111. 
 
 
The complexity depends on the time series length. To compare time series differing in 
length, it is necessary to define normalized complexity 27,28. It has been shown that the upper 
bound of complexity c(N) is defined by:  
𝑐(𝑆) <  
𝑁
(1 − εN)𝑙𝑜𝑔𝜎(𝑁)
 
where N is the length of sequence and σ is the number of different symbols in sequence 19. 
For a binary sequence σ = 2 (0 and 1), εN is a slowly decaying function of N, and for 𝑁 → ∞, ε𝑁  
→  0, therefore the normalized LZ76 complexity, C(S), can be calculated as 19. 
𝐶(𝑆) =
𝑐(𝑆)𝑙𝑜𝑔𝜎(𝑁)
𝑁
 . 
 
The impact of different lengths 
It should be noted that the LZ76 complexity highly depends on the length of the strings. 
Although the first three phases of our experiment could be controlled in terms of length of 
time, due to the variability of the RR intervals lengths, two patients with the same length of 
the recordings did not have the same numbers of RR intervals. Therefore, the average (±SD) 
number of RR intervals in our dataset was as follows: Phase 1 was 1284.13±149.23, Phase 2 
229.93±43.03, Phase 3 1323.6±193.2, and Phase 4 411.63±193.31. This discrepancy of lengths 
might be a major drawback for the results, prone to biased conclusions, but could be 
minimized with normalization of LZ76 complexity. 
To overcome the potential bias that results from the different lengths of the 
recordings, and not to discard any data, besides normalizing the LZ76 complexity, the shortest 
recording (94 RR intervals in one patient of Phase 4) was used as a reference length. 
Specifically, the shortest length was rounded to 90 datapoints. Instead of randomly selecting 
a length of 90 datapoints, which could further result in bias, the normalized LZ76 complexity 
was calculated in each recording using a box of length of 90 datapoints with 89 datapoints 
overlapping. Finally, after calculating the last box in a particular recording, the average of the 
obtained normalized LZ76 complexities were used as a measure of complexity for the 
recording. 
 
Statistical analysis 
The data were analyzed with Python 3 and the Matlab R2007a softwares. The 
normality of the distributions was assessed using the Kolmogorov-Smirnov test. The data are 
descriptively presented with means and standard deviations. Repeated measures ANOVA, was 
applied to assess the mean differences of the pNNx statistics and LZ76 complexity between 
phases. A ROC curve analysis was performed to test the model's diagnostic properties of pNNx 
and LZ76 as well as their combination, to differentiate stress phases (Phase 2 and 4) from the 
first baseline phase (Phase 1). P values less than 0.05 were considered statistically significant. 
Since 𝑝𝑁𝑁𝑥 and 𝐿𝑍76 were calculated for 𝑥 = 1. . .100, the ROC calculation resulted 
in a series of 100 elements. Based on this ROC series 𝑅𝑂𝐶𝐴𝑟𝑒𝑎, we derived new features from 
pNNx and LZ76 values as follows:    
𝑝𝑁𝑁𝑥𝑎−𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =
1
𝑏 − 𝑎 + 1
∑ 𝑝𝑁𝑁𝑥𝑖
𝑏
𝑖=𝑎
 
𝐿𝑍76𝑎−𝑏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1
𝑏 − 𝑎 + 1
∑ 𝐿𝑍76𝑖
𝑏
𝑖=𝑎
 
where, 𝑎 and 𝑏 are the starting and ending index of a sequence that meets the criteria 
∀𝑖: 𝑅𝑂𝐶𝐴𝑟𝑒𝑎𝑖 ≥ 0.7 | 𝑎 ≤ 𝑖 ≤ 𝑏 and 𝑏 − 𝑎 + 1 ≥ 5. The descriptive statistics (mean and 
standard deviations), 𝑝 value and ROC area of these features were then calculated in the same 
way as mentioned before in this section. In addition, performance (ROC area) of different 
combinations of these features namely, I) all pNNx derived features; II) all LZ76 derived 
features; and III) both pNNx and LZ76 band features, were then computed using linear 
regression model with an intercept, linear terms, interactions, and squared terms.  
 
 
 
 
  
RESULTS 
The results of the pNNx and LZ76 analysis are presented in the tables and further 
reported in figures. Due to the wide range, the results for the first ten NNx values are reported, 
while the following NNx values are reported rounded to the nearest tenth, i.e. 20, 30, 40 etc. 
Table 1. contains mean values and standard deviation of the varying pNNx results across the 
different phases of the experiment. A common feature of all phases is the high percentage of 
pNNx values at lower NNx values, which strongly decreases when increasing the NNx values 
(Figure 1). 
However, the stress phases can be visually differentiated from resting phases. An 
overlap between the resting phases, and both stress phases is observed. The difference of the 
curves is the lowest at the beginning and at the end of the NNx spectrum, and the widest at 
levels between NN10 and NN20. 
The highest pNNx values are trivially observed for each phase at NN1. pNN1 values for 
the resting phases (phase 1 - 84.15±10.02, phase 3 - 81.73±12.48) were significantly higher 
than at the resting phases (phase 2 - 73.63±12.53, phase 4 - 69.13±15.51), p<0.001. 
The value of the standard pNN50 at phase 1 and phase 3 were close to each other 
(4.53±6.46, and 4.93±8.8, respectively), similar to the values of pNN50 of phase 1 and phase 
3 (2.18±5.09 2.38±4.23, respectively), p=0.021.  
Considering statistical significance, a slow increase of p-values is observed with 
increasing NNx levels. The lowest p-values are seen at the first twenty NNx levels, while a cut-
off is observed around NN70 (0.048), showing no statistically significant differences of pNNx 
levels above. 
 
The shape of the normalized LZ76 values for different pNNx values represents a right 
tailed function, with the peak values at lower pNNx values, and lags between phases (Figure 
2). The highest LZ76 values for the resting phases are observed at NN5 and NN6 (phase 1: NN5 
- 0.98±0.16, NN6 - 0.98±0.17, phase 3: NN5 - 0.93±0.19, NN6 - 0.93±0.21), and for the stress 
phases at NN3 (phase 2 - 0.96±0.17, phase 4 - 0.93±0.18). At NN50 LZ76 were significantly 
lower (phase 1 - 0.32±0.2, phase 3 - 0.31±0.24), with both resting phases having similar value, 
as well as the stress phases (phase 2 - 0.24±0.18, phase 4 - 0.23±0.14). Nonsignificant p-values 
were observed at NN3, NN4, and at NN leves greater than 80 (Table 2.). 
The results of the ROC analysis are presented in Figures 3 and 4. A bimodal distribution 
is observed in the value of AUC levels with varying NN increments for the pNNx statistics. 
Regarding the properties differenciating Phase 1 from Phase 2, the highest AUC were observed 
at lower NN increments, followed by a fall with AUC levels bellow 0.68, NN30 having the 
smallest AUC value. An upward trend is further observed, with AUC levels plateauing between 
NN50 and NN75, followed again by a decrease in AUC levels.  
A similar pattern is observed differenciating Phase 1 and Phase 4, however, the 
bimodal distribution flattened. The highest AUC values were observed at the smallest NN 
increments, followed by a slight decrease and then by an upward trend between NN 40 and 
60. In general, except for the lowest NN increment, the AUC values were lower when 
discriminating Phase 1 from Phase 4, than Phase 1 from Phase 2. 
The AUC values of the LZ76 complexity are presented in Figure 4. A similar pattern of 
the AUC values is observed when discriminating Phase 1 from Phase 2, and Phase 1 from Phase 
4. A sudden decrease of AUC values is observed in both cases at lower NN increments. The 
highest AUC values differentiating Phase 1 from Phase 2 are observed at values around 60, 
while the highest values differentiating Phase 1 from Phase 4 are observed with NN 
increments between 10 and 20. 
Performances of derived features and their different combinations are presented in 
Table 3 and 4. Mean value of individual feature is higher in baseline phase (Phase 1) than 
stressed phase (Phase 2 and 4). The 𝑝 value clearly indicates that values of all features are 
statistical significantly different (𝑝 < 0.05) between baseline and stressed phases. The ROC 
area (≥ 0.71) also supports the findings. Table 4 shows the performance of different 
combinations of derived features. It is obvious that combining features together improves the 
differentiation capacity of derived features. The maximum ROC area between Phase 1 and 2 
is 0.88 (C.I.: 0.80-0.94) using all four derived features compared to 0.75 for the single best 
feature (𝑝𝑁𝑁𝑥1−16̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅). Similarly, combinations of all derived features shows higher ROC area 
0.85 (C.I.: 0.75-0.91) than 0.76 obtained using the best single feature (𝑝𝑁𝑁𝑥1−15̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅) to 
differentiate Phase 1 and 4. 
 
 
 
  
DISCUSSION 
The first study stating the limitations of a single threshold value of 50 ms was 
conducted by Mietus et al 16. Their findings showed that the selection of a wide range of 
thresholds would be more beneficial instead on relying on a single member of the pNNx 
family. 
When comparing the graphical presentations of the pNNx values between healthy 
subjects and those suffering from congestive heart failure (CHF), a downward shift of the 
curves of CHF patients was observed 16. This finding can be related to the results obtained in 
our study (Figure 1). The slope of the mean pNNx curves varies, with the stress phases 
decreasing pNNx much faster than resting phases, resulting in a downward shift of the stress 
phases curves.  
Mietus et al. also stated that NNx<8 might be likely of limited reliability in ECG data 
obtained with lower sampling rates, and potentially useful at higher sampling rates 16. The 
monitor used in this study had a sampling rate of 1024 Hz, and the obtained results show that 
very low thresholds can be applied using a high-resolution monitor, finding subtle variations 
in the heart rate 
Generalizing the pNNx family opens further possibilities of more complex analysis. Yi 
et al. used a symbolic dynamics approach to the analysis of the pNNx statistics comparing 
healthy subjects, with patients suffering from atrial fibrillation (AF) and CHF patient group 29. 
The mean pNNx curves were similar to the results reported by Mietus et al., while the curve 
of patients suffering from atrial fibrillation showed a slow negative downward trend, lacking 
the decrease 16. In combination with a symbolic dynamics approach, the authors concluded 
that the optimal threshold for distinguishing healthy from sick patients would be between 10 
and 25, being far below from 50 ms 29.  
In our study, we considered the application of LZ complexity analysis as an alternative 
approach to the symbolic dynamics of a coarse-grained time series based on the binarized 
pNNx sequence.  
The conventional 50 ms threshold showed statistically significant differences between 
resting and stressed newborns. For every threshold level, the complexity was greater in the 
resting phases, except for NN>1 to NN>4. However, no statistical significance differences were 
observed for NN3 and NN4.  
The interpretation of the LZ complexity results can be explained in terms of a random 
sequence or the quantity of frequency components. The complexity of a completely random 
sequence tends to be 1, while a periodic sequence has a complexity 0. The greater the 
complexity of a sequence is, the more irregular and random the sequence is, and in contrary, 
the more periodic or the less regular the sequence is, the lesser is its complexity30. The results 
of the LZ76 complexity can be related to the pNNx statistics. A high threshold contains only a 
small fraction of the beats greater than the defined threshold itself, while a low threshold 
contains a majority of the values. For example, the probability of NN>1 in phase 1 is 84.15%, 
while the probability of NN>100 is only 0.64%. That means, there is a higher probability to 
obtain a uniform binarized sequence with pNN100, than pNN1. Those low frequency 
components result in a very low complexity of the higher threshold series. 
The physiological interpretation of this behavior is not completely understood, and can 
currently only be speculated. HRV analysis has been already applied in the neonatal 
framework, using a multi-lag tone entropy, asymmetric detrended fluctuation, asymmetric 
Poincaré plot approach, and estimating the Hurst exponent using a mean-reversion 
approach22-25. The increase of the negative scaling exponent, depicting higher autocorrelation, 
and the Poincaré plot asymmetry showed a higher contribution of accelerations within the RR 
interval time series, while the multi-lag tone-entropy showed a decrease of the 
parasympathetic, and an increase of the sympathetic branch of the autonomic nervous system 
22-24. The reduction of pNNx values, and a consequential downward shift of the curve probably 
resulted as a modulation of the autonomic nervous system in stressed newborns, due to the 
reduction of the tone of the parasympathetic and increase of the sympathetic tone. The 
different complexities within resting and stressed newborns are a result of both a modulation 
of the autonomic nervous system and coarse-grained pNNx time series. Unfortunately, 
although the differences in the complexities were found between resting and stressed 
newborns, an explicit physiological interpretation cannot be stated yet. The reason for this is 
the wide range of NN thresholds, but in general, for threshold levels higher than 4 ms, stress 
results in a decreased complexity. This finding is consistent with the reduction of entropy, 
reflecting the reduction of the parasympathetic and increasing the sympathetic activity 23. 
Another aim of this study is to utilize the newly observed feature extraction as a 
diagnostic tool, differentiating stressed from resting newborns. Questions may arise: how 
would it be beneficial using a complex method such as the LZ76 complexity, instead of an easy-
to-calculate, proven method like pNNx? The results of the ROC analysis show that the highest 
pNNx value for discriminating stressed from resting infants are at lower threshold levels. The 
AUC levels for LZ76 were even lower. However, when combined, different features from the 
pNNx family and LZ76 complexity resulted in an AUC of 0.88 with an upper bound of the 
confidence interval up to 0.94 for discriminating phase 2 from phase 1, and AUC of 0.85 with 
a confidence interval up to 0.91, for discriminating phase 4 from phase 1. Although the 
confidence intervals showed no statistically significant results between the discrimination of 
different stress phases, it should be noted that different features were extracted to obtain a 
useful model. The reason for that difference is the duration and type of the applied stress. In 
phase 2, the heel was bluntly stimulated, while in phase 4, a sharp heel lance was applied, 
followed with intermittent heel pressing, to obtain the lowest amount of blood sufficient for 
metabolic screening. Nevertheless, the findings suggest that a combination of pNNx and LZ76 
provides better results in discriminating stressed from resting newborns than each statistic 
alone. 
Although this study is a result of a controlled acute stress, the findings show a 
promising application in real life. If a newborn is suspected to have a pathological condition, 
it will definitely experience procedural pain, and with a worsening condition, the newborn will 
be monitored in intensive care units using a heart rate monitor. One of the most illustrative 
examples using pNNx and LZ76, along with other HRV features would be analgesia and 
sedation titration. Both have various side effects which require caution when being applied, 
therefore it is crucial to have the child monitored, without unwanted exaggeration. Besides 
having a potential application in the pediatric field, the binarization of the pNNx time series 
opens possibilities for applying different nonlinear and complexity measures, i.e. LZ78, 
symbolic dynamics, entropy measures etc. 
In conclusion, a novel HRV model was applied on neonates undergoing acute stress. 
This study stresses the importance of not solely relying on a single fixed threshold, but on a 
wide range of numbers. The traditional pNNx statistics can be further extended applying LZ76 
complexity, which when combined makes it useful as an extension of the traditional methods 
for assessing stress and pain in this particularly vulnerable population.  
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TABLES 
Table 1. Mean ± SD (standard deviation) of pNNx values (in percentage) across the 
different phases of the protocol with varying pNNx 
 Phase 1 Phase 2 Phase 3 Phase 4 p* 
pNN1 84.15±10.02 73.63±12.53 81.73±12.48 69.13±15.51 <0.001 
pNN2 75.63±13.1 61.27±15.4 72.7±16.36 58.35±16.47 <0.001 
pNN3 67.96±15.01 51.6±16.55 65.04±18.44 49.33±16.74 <0.001 
pNN4 61.16±16.32 44.12±17.23 58.49±19.43 42.5±16.59 <0.001 
pNN5 55.76±17.16 38.77±17.52 53.25±19.96 37.38±16.56 <0.001 
pNN6 50.69±17.69 34.13±17.19 48.62±20.26 32.66±16.34 <0.001 
pNN7 46.13±17.86 30.03±16.49 44.43±20.4 29.31±15.62 <0.001 
pNN8 42.21±18.04 26.53±15.63 40.5±20.37 26.04±14.94 <0.001 
pNN9 38.95±17.97 23.85±15.06 37.4±20.15 23.85±14.36 <0.001 
pNN10 35.76±17.81 21.53±14.43 34.53±19.91 21.65±13.74 <0.001 
pNN20 17.29±14.76 9.92±10.63 17.2±16.93 9.92±10.04 <0.001 
pNN30 10.15±11.48 5.5±8.24 10.52±13.95 5.53±7.54 0.005 
pNN40 6.8±8.67 3.37±6.65 7.1±11.35 3.62±6.09 0.012 
pNN50 4.53±6.46 2.18±5.09 4.93±8.8 2.38±4.23 0.021 
pNN60 3.02±4.98 1.5±4.03 3.51±6.68 1.55±2.93 0.031 
pNN70 2.12±3.91 1.15±3.26 2.63±5.22 1.09±2.11 0.048 
pNN80 1.56±3.05 0.84±2.53 1.94±4.12 0.84±1.77 0.089 
pNN90 1.07±2.21 0.54±1.72 1.36±2.99 0.65±1.41 0.119 
pNN100 0.64±1.48 0.38±1.25 0.91±2.03 0.44±0.93 0.167 
*Repeated measures ANOVA 
 
 
 
 
  
Table 2. Mean ± SD (standard deviation) of LZ76 values across the different phases of the 
protocol with varying pNNx 
  Phase 1 Phase 2 Phase 3 Phase 4 p* 
NN1 0.67±0.16 0.82±0.21 0.7±0.2 0.79±0.18 <0.001 
NN2 0.82±0.17 0.93±0.17 0.82±0.18 0.9±0.19 0.001 
NN3 0.91±0.15 0.96±0.17 0.89±0.17 0.93±0.18 0.121 
NN4 0.96±0.16 0.94±0.18 0.92±0.18 0.9±0.18 0.382 
NN5 0.98±0.16 0.91±0.2 0.93±0.19 0.87±0.2 0.013 
NN6 0.98±0.17 0.88±0.23 0.93±0.21 0.83±0.23 <0.001 
NN7 0.97±0.18 0.83±0.24 0.92±0.22 0.8±0.24 <0.001 
NN8 0.95±0.18 0.8±0.25 0.9±0.23 0.75±0.24 <0.001 
NN9 0.93±0.19 0.77±0.26 0.88±0.23 0.73±0.25 <0.001 
NN10 0.9±0.2 0.73±0.26 0.86±0.24 0.7±0.25 <0.001 
NN20 0.63±0.25 0.49±0.24 0.61±0.27 0.46±0.22 <0.001 
NN30 0.46±0.25 0.35±0.22 0.45±0.27 0.34±0.19 0.002 
NN40 0.37±0.22 0.27±0.2 0.37±0.26 0.27±0.16 0.003 
NN50 0.32±0.2 0.24±0.18 0.31±0.24 0.23±0.14 0.012 
NN60 0.27±0.17 0.21±0.17 0.28±0.22 0.2±0.1 0.016 
NN70 0.24±0.15 0.2±0.16 0.25±0.19 0.19±0.08 0.044 
NN80 0.22±0.13 0.19±0.14 0.23±0.17 0.18±0.07 0.057 
NN90 0.2±0.1 0.18±0.1 0.21±0.13 0.17±0.06 0.108 
NN100 0.18±0.08 0.17±0.09 0.19±0.1 0.17±0.05 0.231 
*Repeated measures ANOVA 
 
 
 
 
 
 
 
Table 3. Mean ± SD (Standard Deviation) values of band features calculated from pNNx and 
LZ16 profiles. P value calculated using non-parametric Mann-Whitney U test. ROC Area shows 
the phase differentiating (Phase 1 vs Phase 2 or Phase 1 vs Phase 4) capability of individual 
feature.  
FeatureName Phase 1 
(mean ± SD) 
Phase 2 
(mean ± SD) 
P ROC Area 
𝐴𝑟𝑒𝑎1−16
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 45.17 ± 16.00 31.37 ± 13.92 <0.001 0.75 
𝐴𝑟𝑒𝑎46−93
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 2.49 ± 4.13 1.27 ± 3.39 <0.001 0.73 
𝐴𝑟𝑒𝑎39−43
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.37 ± 0.22 0.27 ± 0.20 0.002 0.71 
𝐴𝑟𝑒𝑎46−98
𝐿𝑍76  0.25 ± 0.14 0.20 ± 0.14 <0.001 0.74 
 Phase 1 
(mean ± SD) 
Phase 4 
(mean ± SD) 
P ROC Area 
𝐴𝑟𝑒𝑎1−15
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 46.68 ± 16.04 31.60 ± 13.86 <0.001 0.76 
𝐴𝑟𝑒𝑎6−20
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  0.81 ± 0.19 0.62 ± 0.22 <0.001 0.75 
𝐴𝑟𝑒𝑎52−61
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.29 ± 0.18 0.21 ± 0.11 0.001 0.72 
𝐴𝑟𝑒𝑎73−80
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.23 ± 0.14 0.18 ± 0.07 0.001 0.71 
𝐴𝑟𝑒𝑎1−16
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ represents the average area of pNNx feature profile, where 𝑥 ∈ [1,16] . This 
range was calculated based on sequences of x for which the ROC area is greater than 12. 
 
 
  
Table 4. ROC Area and confidence interval obtained using pNNx, LZ16 and their combination 
in differentiating phases (Phase 1 vs Phase 2 and Phase 1 vs Phase 4). Multiple features were 
combined using a linear regression model.  
Phases FeatureName ROC Area (C.I.) 
Phase 1 vs Phase 2 𝐴𝑟𝑒𝑎1−16
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, 𝐴𝑟𝑒𝑎46−93
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.79 (0.71-0.89) 
𝐴𝑟𝑒𝑎39−43
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ , 𝐴𝑟𝑒𝑎46−98
𝐿𝑍76   0.73 (0.59-0.84) 
𝐴𝑟𝑒𝑎1−16
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, 𝐴𝑟𝑒𝑎46−93
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, 𝐴𝑟𝑒𝑎39−43
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ , 𝐴𝑟𝑒𝑎46−98
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.88 (0.80-0.94) 
Phase 1 vs Phase 4 𝐴𝑟𝑒𝑎1−15
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.76 (0.66-0.86) 
𝐴𝑟𝑒𝑎6−20
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  , 𝐴𝑟𝑒𝑎52−61
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, 𝐴𝑟𝑒𝑎73−80
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.80 (0.70-0.90) 
𝐴𝑟𝑒𝑎1−15
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅, 𝐴𝑟𝑒𝑎6−20
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ,  𝐴𝑟𝑒𝑎52−61
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ,  𝐴𝑟𝑒𝑎73−80
𝐿𝑍76̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 0.85 (0.74-0.91) 
𝐴𝑟𝑒𝑎1−16
𝑃𝑁𝑁𝑋̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ represents the average area of pNNx feature profile, where 𝑥 ∈ [1,16] . This 
range was calculated based on sequences of x for which the ROC area is greater than 12. 
 
 
 
 
  
FIGURES 
Figure 1: The distributions of mean pNNx values within each phase of the experiment for 
NN=[1,100] 
 
Phase 1 – first resting phase, Phase 2 – dummy stimulation phase, Phase 3 – second resting 
phase, Phase 4 – heel stick blood drawing phase 
 
 
 
 
 
 
 
Figure 2: The distributions of mean LZ76 within each phase of the experiment for NN=[1,100] 
 
 
Phase 1 – first resting phase, Phase 2 – dummy stimulation phase, Phase 3 – second resting 
phase, Phase 4 – heel stick blood drawing phase 
 
 
  
Figure 3: ROC Area of pNNX feature for differentiating Phase 1 from Phase 2 and Phase1 
from Phase 4 with varrying NN values. 
 
 
 
 
Figure 4: ROC Area of LZ76 feature for differentiating Phase 1 from Phase 2 and Phase1 from 
Phase 4 with varrying NN values. 
 
 
 
