ABSTRACT This paper presents an improved cross recurrence quantitative analysis (CRQA) method for bearing degradation evaluation. It extracts CRQA variable from bearings' vibration signals to establish the degradation trend. Due to the fact that traditional process for calculating the hyperparameters of CRQA requires a large amount of time to reconstruct phase space, this step is replaced by calculating divergence rate of each signal sample to cut down the time consumption. After establishing the degradation trend based on the extracted variable, nonlinear auto-regressive neural network (NARNN) is developed to predict future degradation trend. Furthermore, a new failure detection method is investigated to indicate the first failure point during degradation tracking. The method applies temperature signals as auxiliary information to calculate the adaptive threshold and classify extracted features into different health status. The experiments on bearing vibration signals have verified that the improved CRQA method can reduce time consumption by more than 90%. In addition, defect characteristic frequencies extracted using wavelet analysis have validated the detection accuracy.
I. INTRODUCTION
In modern industry, rotary machines, with bearings and gears as their key rotary components, play an important role in daily living and production. Since working environments of them are tough, such as heavy load and high speed, machine degradation and failures which can lead to economic losses and disastrous accidents often occur [1] . Therefore, the development on condition based maintenance (CBM) of rotary machines has received considerable attention in recent years [2] . As compared to traditional approaches focusing on breakdown maintenance and preventive maintenance, which only conduct fault identification and classification after failures occur or within periodic machine halt, expensive downtime and maintenance costs always lead to low productivity [3] . The strategy that combines degradation trend tracking and prediction involved in CBM can overcome those shortcomings and help achieve maximum productivity.
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Typical methods for CBM can be divided into two categories: model-driven and data-driven [4] . Physical-model driven approaches establish mathematical model to describe machine components' damage severity based on physical kinetics protocol, such as physical degradation process about crack growth or fatigue spalling. These model driven methods predict machine's remaining useful life (RUL) by forecasting the cumulative effect of damage, such as crack length. For example, Oppenherimer evaluated crack propagation of motor shaft using Forman's crack growth model and predicted bearing's RUL [5] . However, model-driven ones have to determine explicit physical model in advance. In case of most model parameters that are related to machine's material or geometric sizes, it cannot be modified flexibly during degradation tracking, and one model only aims at one specific type of failure [6] . Moreover, it is difficult to establish a physical model for complex mechanical system. Data-based methods are based on analysis of features extracted from measured signals, such as vibration signal [7] . The extracted features which are also considered as health index (HI) can reflect machines' different working conditions, including health/glitch and total failure [8] . Therefore, potential failures can be estimated by predicting the future HIs. As the quality of HIs directly affect prediction accuracy, researches on constructing effective HI have been conducted. For example, Li et al. [9] applied kurtosis and root-meansquare value (RMS) of vibration signal as health index to predict the first predicting failure time (FPT) and RUL; Guo et al. [10] fused traditional time-domain and frequencydomain features, such as peak value, into a new feature to monitor bearing's status. However, those linear features do not have specific physical meaning and cannot be related to actual physical damage severities. Moreover, Qian et al. [11] verified nonlinear features, extracted from recurrence quantitative analysis (RQA), performed better than linear features in early detection. This paper expands such study by utilizing cross recurrence quantitative analysis (CRQA), a variant of RQA, to extract features and build the degradation trend.
CRQA is a segment sequence analysis method for nonlinear-signal with good anti-noise ability [12] , [13] , and it has been widely used in various domains. Elias et al. [14] applied CRQA to detect tremble in turning; Shalbaf et al. [15] used CRQA to quantify frontal-temporal synchronization of EEG signals; Serra et al. [16] applied cross recurrence to identify cover song. These successful applications motivate the study of CRQA in bearing degradation evaluation.
Additionally, the ultimate goal for degradation tracking is to predict potential failures [8] . For example, Zhang et al. [17] utilized long short-term memory (LSTM) recurrence network to assess bearing's degradation, Ali et al. [18] applied artificial neural network to predict bearing's RUL, Qian et al. [11] used Kalman filter to evaluate the degradation trend of bearing. However, these methods mainly map the relationship between the feature inputs and RUL outputs. The high performances of them require adequate training data and relatively large time consumption [19] . Moreover, these methods are difficult to forecast multi-step ahead HI accurately based on limited training samples. Therefore, it is desire to introduce new method with less-data hungry and less computation efforts to realize degradation tracking and prediction. Pereira et al. [20] indicated that nonlinear autoregressive neural network (NARNN) allows a less sensitive prediction to long-term time dependencies, and presents good learning capabilities in a highly-accurate multi-step ahead forecast of in-oil gas concentrations. Ahmed and Khalid [21] showed NARNN is a less computationally extensive method, and proved its ability by forecasting short-term wind speed.
Inspired by those successful applications, a CRQA-NARNN based bearing's degradation evaluation model is proposed in this paper. CRQA is utilized to extract features as input to NARNN model for degradation tracking. The novelties and contributions of this work mainly includes: 1) the traditional CRQA method is improved to reduce the time cost in feature extraction; 2) the temperature signal is utilized to help characterize health and failure states during degradation tracking; 3) the NARNN model is firstly applied for bearing's first failure point prediction.
The remainder of this paper is presented as follows: section II presents the detailed structure of proposed degradation evaluation model, which involves optimized strategies for CRQA improvement and health threshold calculation. In section III, experiments are conducted to test the performances of proposed model. Results and some discussions are presented in this section as well. Finally, conclusions are drawn in section IV.
II. BEARING DEGRADATION EVALUTATION
The process of bearing degradation evaluation can be divided into three steps: 1) Choosing appropriate HI that can reflect degradation trend; 2) Selecting a health threshold to characterize failure state during degradation tracking; 3) Forecasting the future degradation trend based on the previous HIs, and identifying the time once HI exceeds the health threshold as the predicted 'first failure point'.
Based on those three steps, a degradation evaluation model is proposed in this paper. As shown in Fig.1 , CRQA method is applied to extracting cross recurrence entropy from original signal and then forming a degenerated curve. To indicate the occurrence of failure during degradation tracking, the adaptive health threshold is calculated based on both vibration signal and temperature signal. Then a NARNN model is utilized to forecast the future HI. The time when predicted HI exceeds the health threshold is regarded as the first failure point.
A. CROSS RECURRENCE QUANTITATIVE ANALYSIS AND ITS OPTIMIZATION 1) CROSS RECURRENCE QUANTITATIVE ANALYSIS
CRQA is based on the topological analysis about systems' dynamics in phase space. Phase space is defined as ndimensional vectors formed by the system's n state variables at the same time, and vectors evolving over time can form phase space trajectories which reflect the dynamic characteristics of the original system. In the same time, chaos theory claims that each single state variable of n variables contains essential information to rebuild an equivalent phase space whose trajectories has the same topological construction as the original one [22] .
For a one-dimensional time series: {x 1 , x 2 , . . . , x n } , an equivalent phase space can be reconstructed based on Takens embedding theorem through time-delay method [23] as:
where i = 1, 2, . . . , N , N = n − (m − 1) τ presents the total number of points in the reconstructed phase space, τ is the time delay and m is the embedding dimension. They can be calculated by using the mutual information (MI) and False Nearest Neighbors (FNN) approaches respectively [24] - [26] . Recurrence analysis is established to describe the characteristics of phase space trajectories by using two-dimensional plot. Such two-dimensional plot is called recurrence plot (RP), which is formed by recurrent matrix [27] . Considering the sequence after phase space reconstruction, recurrence matrix can be calculated by:
where N represents the number of considered states, ε is a threshold recurrence distance, · represents a norm operation, and (·) is the Heaviside function. Then recurrence defined in (2) can be interpreted as in the m-dimensional phase space if state x j falls into the neighbor of the state x i within threshold ε. After calculating the recurrence matrix, RP can be formed by blank or dot in plot with R i,j equal to 0 or 1. The dot in RP is recurrence point, and diagonal and horizontal structures formed by recurrence points in the plot reflect system's dynamic characteristics [28] . Cross recurrence plot (CRP) is a bivariate extension of the RP [29] . CRPs describe the characteristics of two dynamic systems which are reconstructed in the same phase space, and the cross recurrence matrix can be calculated as:
Since RPs represent the phase space trajectories' recurrent features of only one process, CRPs can better evaluate differences between two processes. Those differences can be quantitatively expressed according to mathematical statistics of recurrence points' number and linear structures in CRPs. This procedure is called CRQA. Recurrence entropy extracted by CRQA is the Shannon entropy of diagonal length frequency distribution in CRPs. Mathematically, it is calculated by:
where p (l) is the histogram of diagonal structures' lengths in CRP, and l min is the lower bounds on the definition of lines. Typically, l min in is chosen 2 for mechanical system. Since diagonal structure in CRPs reflects the complexity and orderliness of the system [13] , [30] . The increment of dynamic systems' complexity would reflect the distribution of diagonal length frequency and result in the increment of recurrence entropy [31] . Considering recurrence entropy possesses obvious physical significance, recurrence entropy extracted by CRQA is taken as HI to represent bearing's degradation trend in this paper.
2) IMPROVED CRQA METHOD
There are three hyper-parameters involved in CRQA: embedding dimension m, time delay τ and recurrence distance ε. While the embedding dimension and time delay both have mature and specific calculation methods, recurrence distance has no clear uniform formula to obtain so far. Although following the suggestion in [32] , 10% of the maximal phase space diameter is adopted as ε in some experiments, it cannot satisfy the request of real time in degradation evaluation due to its' large computation cost in phase space reconstruction for each data segment. The other commonly used selection criterion is the standard deviation of noise contained in the signal [33] . Since noise contained in signal is usually unknown in advance, this method is also inaccessible for this application.
In (2), if ε x (i) − y (j) , values of R i,j will be almost equal to 1, thus the CRP will be filled with recurrence points. In contrast, if ε x (i) − y (j) , values of R i,j will be almost equal to 0, thus the CRP will be blank. Therefore, it can be concluded that recurrence distance should be related to the fluctuation of the distance between two phase space trajectories. That is to say, if degree of the fluctuation increases, the recurrence distance should relatively increase promptly. In this application, we assume a linear relationship between the fluctuation degree and the recurrence distance ε, besides setting 10% of maximum phase space diameter as accurate recurrence distance [32] to find the proportional coefficient of them.
For two sequences which represent two different dynamic systems x (i), and y (j), i = 1, 2, . . . . . . , N , j = 1, 2, . . . . . . , M . If E(i) is defined as:
can be regarded as fluctuation degree of two sequences. Considering a real bearing degradation process, the fluctuation degree of the first two-sequence pair S (1) and accurate recurrence distance ε (1) can be obtained to calculate the proportional coefficient as
Thus, recurrence distance of the ith two-sequence pair can be calculated as:
B. HEALTH THRESHOLD CALCULATION
After establishing the degradation trend, a threshold needs to be properly set to evaluate the health status of bearings. The moment that HI exceeds the health threshold is viewed as the first failure occurrence time.
Most of the health thresholds are fixed values, such as 3σ criteria, and Chebyshev inequality [11] , [34] . However, HIs may present abrupt change due to environmental factors, such as dust penetration, and lubrication temperature variation. In this condition, fixed health threshold will lead to misjudgment at the abrupt point. Meanwhile, it has been indicated that the entire bearings' life can be divided into three periods: run-in period, useful life period and wear-out period. HI performs abnormally during run-in period with relative high values [35] . Hence, health threshold calculation is suggested to exclude HIs within run-in period.
To indicate the run-in period, temperature values are introduced in this paper as secondary source. Based on the data provided by FEMTO-ST Institute [36] , Fig.2 (a) shows the temperature change along with the bearing's whole life. It is obvious that the temperature changes have three stages. In the first stage, it has a rapidly rising trend. Then it moves to the second steady stage with subtle fluctuation. At last, there is a gradual increase stage. Such three stages can be roughly related to the bearing's three working period. Hence the runin period can be accurately picked out by evaluating how fast the temperature changes. Specifically, for temperature values recorded in Fig.2 (a) , we sample the data at 10 Hz and take 600 point as one segment to calculate average slope of the temperature change. Fig.2  (b) shows the curve of average slopes. It can be observed that average slopes at the first 64 segments have dramatic change, while the medium part performs more stable. Therefore, the state during those two segments can be regarded as run-in period. And the peak in the 64 th point is turning point between the run-in period and the stable stage.
After identifying the run-in period, HIs during this period are excluded and an adaptive health threshold is calculated based on remaining HIs. The detailed strategy can be described as: 1) Let S runin represents state in run-in period, and T represents the value of health threshold. Since HIs in S runin perform abnormally, T is equal to HIs during S runin directly. 2) Let S n represents the nth state after run-in period, T is calculated based on 3σ criteria: [µ − 3σ, µ + 3σ ], where µ is the mean value of S n S runin HI S and σ is the standard deviation.
Since HIs have abrupt change caused by random error, a trigger mechanism is introduced to reduce the risk of misjudgment: When the HI first exceeds the health threshold, we fix T to the constant value and monitor next ten HIs. The failure is only deemed to occur once ten consecutive points exceed the health threshold. The flow chart of whole process including run-in period's determination is presented in Fig.3 . 
C. NONLINEAR AUTOREGRESSIVE NEURAL NETWORK
NARNN is a nonlinear regression neural network model which uses itself as the regression variable, and predicts future outputs based on linear combination of given data [20] . Mathematically, it is expressed as:
where d is the delay order. It is clear that the output depends on y(t) of the former ones. Therefore, NARNN delays signal of the former outputs as network's input, and the present output can be calculated by a feed forward back-propagation (BP) neural network as shown in Fig.4 [37] .
In input layer, n previous data points of the time series are the inputs of NARNN, and neurons in hidden layer connect each input along with their respective weights. The number of neurons in hidden layer is suggested to be the integer number close to log (g), where g is the number of training samples [21] .
III. EXPERIMENT A. EXPERIMENTS PLATFORM AND DATA ACQUISITION
To evaluate the performance of the proposed model, data from PRONOSTIA at FEMTO-ST Institute is used in this study [36] . The platform consists of three components as shown in Fig.5 : rotating part, loading part and measurement part. The vibration sensor in the platform consists of two miniaturized accelerometers that are fixed on the external surface of the bearing positioned at 90 • to each other; the first is placed along the vertical axis and the second is placed along the horizontal axis. The temperature sensor is an RTD (Resistance Temperature Detector) platinum PT100 (1/3 DIN class) probe, which is placed inside a hole close to the external bearing's ring. samples and 466 separate temperature samples. Vibration signals are shown in Fig.6 ; each sample contains 2560 points in 10 seconds.
1) FEATURE EXTRACTION AND DEGRADATION TREND CONSTRUCTION
For each vibration sample, recurrence entropy is extracted without time overlapping by improved CRQA method to form the bearing's degradation curve. The detailed procedure can be described as the follows.
Based on the formulas given in part II, for the first vibration sample, ε (1) is 0.6765 and S (1) is 0.8145, therefore, proportional constant k in (7) is calculated as 0.8145/0.6765 = 1.204, and then recurrence distance can be calculated through (8) . Taking the second sample as an instance, FNNS method is used to get embedding dimension m = 6, 5 for the two sequences measured by two accelerometers respectively, thus m is chosen as the larger one, i.e., m = 6 [38] . Via mutual information method, time delay is determined as τ = 3. After that, fluctuation degree S defined in (6) is estimated as 0.5352, thus recurrence threshold distance is obtained as ε = 0.6444. Finally recurrence entropy can be calculated through (4) . The degradation trend represented by cross recurrence entropy is constructed as shown in Fig.7  (a) . The time consumption of hyper-parameter calculation for whole dataset via improved method is 166.764s.
As illustrated in part II section B, Fig.2 (b) shows the temperature change under this working condition, it is obvious that the first 384 vibration samples are collected during the run-in period. Based on the strategy proposed in part II section B, health thresholds are indicated in Fig.7 (a) as well. As shown in Fig.7 (a) , HI firstly exceeds the health threshold at point 779, but does not keep the status in next consecutive points. Based on the trigger mechanism, point 1310 is the actual 'first failure point' since later consecutive HIs all exceed the health threshold.
2) DIFFERENT FEATURE EXTRACTION METHODS COMPARISON
To verify the efficiency of CRQA method, RQA method and traditional CRQA method are also used to conduct comparison experiments.
The degradation trend constructed by traditional CRQA is shown in Fig.7(b) . It is obvious that HIs fluctuate greatly and lead to misjudgment between 389th and 840th points. Moreover, the time consumption of ε calculation for whole dataset via traditional method is 2564s. Therefore, compared with the traditional method, improved CRQA method can extract HI with more stable degradation trend and reduces the time cost by 94%.
The degradation trend constructed by RQA is presented in Fig.7 (c) . It is clear that the 'first failure point' in Fig.7(c) is 1398, which lags behind the result of CRQA presented in Fig. 7 (a) . Such lag may be caused by the differences on information content among two methods. The HI extracted by CRQA is based on signal sampled from two orthogonal sensors, while RQA only analyzes signal from one single sensor. Therefore, CRQA can access more information than RQA, and performs more sensitively on early detection.
To further verify the occurrence of failure neither earlier than point 1310 nor later than point 1398, the wavelet envelope analysis is applied to extracting the spectral characteristics of the vibration signal at different time points. The test bearing is a type of ball bearing contained 13 rolling elements which the diameter is 3.5mm, and its' mean diameter is 25.6mm with contact angle equal to 0. Based on the bearing's geometric data, we can get that the characteristic frequency of bearing roller failure f BF is 215.3Hz, the characteristic frequency of bearing outer ring failure f ORF is 168.3Hz, and the characteristic frequency of bearing inner ring failure f IRF is 221.7Hz [35] .
The wavelet envelope spectrogram on the 778 th , and 1312 th vibration vector is conducted respectively, and the result are shown in Fig.8 . It can be seen that, f IRF can be easily identified in the 1312 th sample, while there is no distinct char- acteristic frequency in the 778 th sample. The results indicate that there is no failure occurs before point 1310, and bearing inner ring failure has occurred before point 1398.
3) THE ROBUSTNESS OF IMPROVED CRQA METHOD
To test the anti-noise ability of improved CRQA method, comparison experiments with noisy signals are conducted. In this study, white Gaussian noises with different signalnoise ratio (SNR) (SNR = 20, and SNR = 0) are added to original signal to construct noisy signal. Improved CRQA method is applied to each noisy signal to extract CRQA entropy and establish degradation trend. Based on estimated run-in period, health threshold is indicated in Fig.9 (a) and (b) respectively.
It is clear that, CRQA entropy curve constructed by two noisy signals both indicate point 1310 is the 'first failure point'. Meanwhile, comparing with degradation curve shown in Fig.7 (a) , CRQA entropy extracted from two signals have similar trends. These suggest that improved CRQA method shows strong robustness when dealing with noisy signal.
4) THE FIRST FAILURE POINT PREDICTION
The future degradation trend is forecasted by NARNN to predict the first failure point. In this study, the first 1000 cross entropy samples calculated in part 1) are used to train the NARNN model, in which 70% of them are used as the training dataset, and 30% are set for 6-fold validation. Thus, the number of neurons in the hidden layer is 3 [21] .
To choose an appropriate delay order d, Mean square error (MSE), and R-square (R 2 ) are calculated to evaluate the performances of NARNN models with different delay order. Mathematical expressions of MSE and R-square are given in (10) and (11) .
where y i is the real value,ŷ i is the predicted value, and K is the total number of samples. Indicated by (10) , and (11), MSE is the average squared difference between outputs and targets. Lower values indicate better performance. R 2 values measure the correlation between outputs and targets. An R 2 value of 1 means a close relationship, 0 represents a random relationship. The MSE and R 2 values with delay orders from 2 to 10 are listed in Fig.10 . It is clear that the delay order only has small influence in the model's performance. And the model performs relatively well in both MSE and R 2 value when delay order equal to 7. Hence, in this paper 7 is used as the delay order of NARNN model. After well-training the NARNN model, the future 500 cross entropy samples are predicted based on previous 1000 entropy samples, and results are shown in Fig.11 . Fig.11 (a) indicates that the first 400 points can be predicted accurately with slight errors. As shown in Fig.11 (b) , the real first failure point is 1310, and the predicted result is 1311 which is one point lag of real value. Such lag is expected due to autoregressive nature of the network [21] . And this lag is only 10 seconds in this experiment. Since in this study, 400-point is sampled in 1 hour, the proposed NARNN model can realize high-accuracy one-hour ahead forecast although the final 100 points cannot be tracked based on earlier trend.
5) DIFFERENT PREDICTION METHODS COMPARISON
To compare the performance of NARNN model with other predictive models, three-layer BP neural network [18] and Kalman filter [11] are conducted for time series prediction. In each model, 700 cross entropy samples are used for model training, and 300 samples are used to test the well-trained model's MSE and R-square. For Kalam filter, auto-regression (AR) model is utilized to construct a dynamic equation [11] . The results are shown in Table 1 .
It is obvious that NARNN performs better than BP and Kalamn filter in terms of both MSE and R-square. To further investigate whether neurons in hidden layer will affect the models' performances. We compare the NARNN and BP with different numbers of neurons. And results are shown in Fig.12 .
It indicates that BP network demands a large number of neurons to fit the HIs' degradation trend while NANRR only needs three neurons in hidden layers. Therefore, NARNN model require less training time in parameters optimization. Additionally, NARNN has lower MSE and higher R-square values in each structure.
C. CASE STUDY 2
To further verify the efficiency of proposed model, data from another bearing fatigue experiment was conducted. In this study, bearing works in 1800 rpm and suffers 4000 N load force. Vibration signals are sampled at 25.6 kHz and temperature signals are sampled at 0.1 Hz during 2h25min00s. In the end, there are 871 vibration samples and 144 temperature samples. Vibration data are shown in Fig.13 , each sample contains 2560 points in 10 seconds.
To establish the degradation trend, the improved CRQA method is applied to each vibration sample without time overlapping to extract cross entropy, and results are shown in Fig.14 . The time consumption of hyper-parameter calculation for whole dataset via improved method is 0.006s. Based on temperature signal, average slopes of temperatures' increment are shown in Fig.15 . It is clear that turning point 10 is the mark of run-in period's ending. This point is related to point 61 in vibration signals. Thus health thresholds before the 61th are equal to HIs; the remaining is calculated by 3σ criteria and the calculated health thresholds are shown in Fig.14 . It is observed that HI exceeds the health threshold at point 151 and point 400 firstly, but does not maintain the status in next consecutive points. Therefore, the real first failure point is 448.
To predict the first failure point, the first 400 cross entropy samples are used for NARNN training. The number of NARNN neurons is 3 and delay order is 7 as demonstrated in case study 1. And the future 60 predicted points are shown in Fig.16 .
Observed from Fig.16 , the first 50 predicted points can track the degradation trend precisely, which indicates NARNN's ability in short-period prediction. The real failure point is 448 as discussed above, while predicted first failure point is 449 which is only one point lag of real value. However, the final 10 points cannot be predicted accurately.
It indicates the bias of NARNN when the trend of predicted data changing dramatically.
IV. CONCLUSION
In this paper, a CRQA-based bearing degradation evaluation model is proposed. To reduce the time cost in feature extraction, the traditional CRQA method is optimized. To accurately predict the first failure point, the temperature signals are introduced as secondary source to indicate the occurrence of early failure. And a NARNN model is utilized to realize high-accurate multi-step ahead forecast for future degradation trend.
Vibration signals collected from bearings are used to demonstrate the effectiveness of the proposed model. The results show that the proposed degradation tracking model can predict the first failure point accurately with less time consumption. And the optimized CRQA method is testified to be able to construct more stable degradation trend.
However, there are still some limitations in the proposed method. For example, our intention in the degradation evaluation model is to tracking degradation trends and forecast such trends accurately. As discussed in the experiment, the degradation trends sometimes change abruptly. In these cases, the proposed method is unable to precisely predict its future degradation trend, especially in relative long-term prediction. Therefore, much research work is still needed to establish long-term prediction model for further RUL task, which are able to predict abruptly varying degradation trends.
