Introduction
With the advancements in remote sensing, monitoring networks and geographic information systems (GIS), the availability of spatial data is rapidly increasing. There currently exist many large repositories of analytical and subject-oriented databases, such as national censuses, statistical frameworks of the UN System of Environmental-Economic Accounting (Yu et al., 2016; UN et al., 2012; Wang et al, 2011; Betrie et al., 2015) . These geospatial data include not only maps and locations of land use and land cover (LULC), but also multiple attributes of data, such as socioeconomic data from the census. These data sets are heterogeneous across the various data sources and inconsistent in file formats because different supplier has a tendency to use its proprietary data/file formats. They may have static or dynamic characteristics. Thus, there may be little or no commonality between the formats used. This has led to increased challenges in capturing and analyzing this spatial data.
Various models have been developed for spatially continuous predictions and data analysis in the environmental science and management, such as DeNitrification DeComposition model (DNDC) (Li et al., 2011; Cardenas et al., 2013; Wang et al., 2012) and the Soil and Water Assessment Tool (SWAT) (Arnold et al., 2012) . The accuracy and capacities of these models are 3 dependent on data availability and formats. Therefore, the data transformation has to be carried out for the modelling applications. Most of hydrologic and biogeochemical model data preparations often include significant manual intervention. This is time consuming. Some data preparation tools are developed for some specific models, such as calculation of missing meteorological recordings in SWAT (Arnold et al., 2012) . These tools are usually so tightly developed to pre-specified data sources that they may not offer the best appreciated data for a specific region or generally modelling objective. Therefore, a large-scale hydrological or biogeochemical model may not provide proper calibration and uncertainty analyses due to insufficient accurate accounting of vegetation classification, leading to inaccurate model prediction. For example, using long-term soil organic carbon datasets from agricultural field experiments, a process-based model will be limited to drawing on the average of observations or by taking into account the variations in observations in order to predict soil and crop dynamics.
Generally speaking, there are three main challenges to large scale environmental modelling data: a) time requirements for transforming data formats due to a lack of automated processes; b) a lack of flexibility in updating available data; and c) difficulties in sharing data with others when creating models (Billah et al., 2016) .
Improvements in the use and accessibility of multi-temporal, satellite-derived environmental data or other thematic raster data have contributed to the growing use in environmental modelling (He, 2002) . Remote sensing is a data source for hydrological and biogeochemical models because it provides synoptic information on vegetation growth conditions over a large geographic area in near real-time. It is often essential to classify land use and cover for a variety of environmental modelling applications, such as leaf area index, albedo and surface roughness (Delegido et al., 2015; Ju and Masek, 2016; Faramarzi et al., 2015; Baird et al., 2016; Taylora and Lovell, 2012; Khatami et al., 2016; Wang, 2014; Cardenas et al., 2013) . The vegetation growth pattern is estimated using the normalized difference vegetation index (NDVI), which is based on visible (red) (VIS) and near-infrared (NIR) band reflectance derived from the most widely used global NDVI data sets (Guay, 2014; Tian 2015) . The NDVI expresses the normalized ratio between reflected energy in the red and near infrared regions, and provides an indicator of the vegetation 'greenness' (Koltunov et al., 2009; Delegido et al., 2013) . However, NDVI values for sparse green vegetation are very similar to those of bare soils or dry vegetation due to the similarity of the spectrum in the VIS and NIR regions for bare soil and dry vegetation (Kokaly et al., 2009) , which 4 makes this index unsuitable for distinguishing a green from brown leaf area index (LAI) as well as crop classification. Distortions may be introduced in terms of both cover type quantities and landscape patterns when a classified Landsat Thematic Mapper (TM) satellite image is processed to a vegetation map by using data aggregation. Categorical aggregation generates output values by logical processing such as majority or predominant input categories, or spatial processing such as assigning output values based on the input cell at the centre of the output grid cell. Therefore, its applications will be limited due to quality and cost issues as well as to spatial resolution of land use and cover classifications, particularly for large scale environmental modelling (Boulos, 2005) .
Because of the data distortion or even data loss associated with aggregation and scaling and level of heterogeneity across data sources, LULC datasets derived from medium to coarse resolution satellite sensors are particularly inaccurate (Fritz et al., 2010; Fritz and See, 2008) . Therefore, it is necessary to have a comprehensive assessment of the remote sensing LULC classification for the performance of predictive models. Efforts have been made to quantify such phenomena and predict its effects across scales. Image data is dependent on its spatial resolution and the ways in which that spatial resolution is handled at the image processing stages, with respect to LULC patches of varying sizes and shapes. The mixture model is common approach in satellite image processing, which uses measurements directly at every scale. Statistical finite mixture models dictate the measurements of some LULC as having come from a finite number of subcategories of LULC. A LULC probability density can be modelled as the weighted sum of the probability densities of the sub-category crops (Ju and Masek, 2016) . Then the multiscale approaches are examined using labels of categories in the field. A patch can be labeled as a general class only when, at a certain spatial scale, it is judged to contain high probability density compared to patches of more than one specific class referring to the level of detail in the categories used in classification. Therefore, field experiments play a key role in obtaining first-hand information about the effects of assessments and calibrations on LULC, crop yield and various carbon and nitrogen pools or fluxes in particular fields. However, most field sampling and labeling experiments require large amounts of time and resources. As a consequence, field observations will always be restrained in space and time for practical and financial reasons. Although LULC classifications can be estimated with a certain degree of reliability using the limited samples of ground field observations, details on exact LULC and the spatial distribution are rarely available for calibrations of the processing algorithm of remote sensing images (Fritz et al., 2010) . The lack 5 of thorough filed sampling or labeled field data poses an obstacle at regional scales. Therefore, it has been a challenge to validate the remote sensing modelling of LULC classification in largescale region.
Generally speaking, a big-data, including LULC, has been created through various national censuses in the world. These rich data stimulated our idea to explore a new approach for the calibration and validation of remote sensing LULC classification using national census data. To the best of our knowledge, no such approaches have been reported. Although some software of GIS, such as ArcGIS, is able to aggregate spatial data, LULC classification of remote sensing images is complicated as discussed above. Users usually need to develop special algorithms and models to calibrate remote sensing images against field observation data. There are no such functions in existing GIS software. Furthermore, ArcGIS is not an open source platform.
The objective of this paper is to develop an algorithm in PlaniSphere framework (PlaniSphere, 2016) for aggregation and visualization of LULC classification. National census data is used for validation and calibration of classification of LULC of remote sensing. Thus, classification of LULC of remote sensing image can be performed in regional scale since many censuses are available at the national scale. This will improve the accuracy of LULC classifications using conventional approaches of limited field labeling and sampling at small scale.
Methodology  2.1. PlaniSphere framework
Many analyzing techniques and the increasing availability of geo-referenced data could provide an effective way to manage spatial information by providing large-scale storage, and multidimensional data management together in one system (Herbreteau et al., 2007; Boulil et al., 2015; Sarwat, 2015) .
PlaniSphere developed by Miu (2016) is a desktop platform with graphical capabilities to aggregate spatial data with different formats. The software tool can aggregate files from local storage that will conform to widely used file formats such as: GeoTIFF files, ESRI shape files and KML files (Figure 1) . A graphical user interface (GUI) has been developed with the Plug-In Manager, as shown in Figure 2 . This class is responsible for creating instances and loading jar files that support the functionality of the plug-in.
See Figure 2 for the general layout of the main window. Each file will represent a single layer that will be rendered on the map. A ribbon band will be dedicated to "Custom Map Sources" support. It should be noted that each time a connection to a known map server is required the user will need to click on the "Add WMS Server" button in the ribbon band. Each file type will be represented by a button. A high-level transform from local storage or from remote servers can be implemented through the Internet using Web Map Service protocol (WMS, 2016) . It is an application that revolves around a main window with a ribbon toolbar. The toolbar will present the core features to the user. Under the ribbon there will be a working area where a map or 3D virtual globe image can be displayed. The optional capability to manipulate any layers within the map will be in a tabbed pane to the left of the working area.
 2.2. LULC algorithm LULC classification and mapping of satellite or airborne images have increased exponentially in the recent decades because of improved data availability and accessibility (Yu et al., 2014; Ju and Masek, 2016) . LULC classification and mapping are complicated processes that converts remotely sensed imagery into usable data. Considerable efforts have been undertaken to improve LULC classification accuracy, such as with the spatial and temporal distribution of terrestrial net primary production (Parazoo et al., 2014; Cleveland et al., 2015) , and leaf area index (Chen and Cihlar, 1996) . For example, an urban planning requires to distinguish the LULC among the infrastructure, such as roads, buildings, houses, rail and so on. Maimaitijiang et al. (2015) studied spatial and temporal dynamics of urban growth in the St. Louis metropolitan region using remote sensing derived LULC changes and socio-economic factors. This requires a higher level of land analysis than simple analysis of urbanization (Jacobs-Crisioni et al., 2014). Taylor and Lovell (2012) studied urban agriculture to category the level of urbanization and urban agriculture. They observe green colours from non-green colours. Green represented vegetation while the non-green colours represent the developed areas. However, due to limited reference sites, the accuracy is commonly limited to single sites on reference data from field sampling. Such references are too limited to infer general guidelines for selecting a suitable process to produce highly accurate maps (Stehman, 2006) . The above program represents an association between colour bands and area of each crop type.
The program calculates area of every crop type automatically to compare with its census data and analyse errors between the calculated area and census data. When the calculated area of each crop types matches its census data within its tolerance, the program stops.
 2.3. LULC Implementation
The input data of LULC are satellite remote sensing images and census data ( Table 1 ). The images can be GeoTIFF files, ESRI shape files and KML files (Figure 1 ). Figure 4 is a typical of a Bing image map with a latitude and longitude coordinate which is used to test the algorithm.
Overlaid on the map is the content from an ESRI shapefile. The shape file contains parish/township boundaries delimited by red lines. The boundary information will aid in selecting an area used for land analysis of classifications. Since statistical data of LULC exists in each of the parish/townships they can be used for the classifications of LULC in the image. A graticule is used as the top most layer in order to display parallels and meridians used for navigation purposes. The two layers required for analysis are the Bing image layer and the shapefile layer containing the parish/township boundaries. The graticule is optional, it is not necessary for analysis but it helps by identifying areas (based on latitude and longitude) and navigation from one area to another.
Colour analysis requires the GeoTIFF export function provided by PlaniSphere and the plugin infrastructure. The GeoTIFF export function generates a 32-bit colour depth GeoTIFF, where 8-bits are used to represent red colours, 8-bits are used to represent green colours, 8-bits are used to represent blue colours and 8-bits used for the alpha channel used for transparency. Each colour range needs to have a used defined name, a range of values (this is the colour range) and an optional user defined comment. It is proposed that all of this be represented by an XML file. It should be noted that XML files can be easily created using a simple text editor in Plug-In manager. The scheme represents detailing the colour map to be used by the land analysis plug-in.
LULC classification will be performed using a three-step process (Figure 3) . The first step is to aggregate geospatial data. This step will produce a map (graphical image) where a pixel analysis can be performed. The second step is to aggregate census data based on the same geographic boundaries used to aggregate geospatial data in the first step. The third step is to compare the data generated from the first step with the data from the second step. The first two steps demonstrate the capacity of data aggregation. The third step demonstrates the ability to compare data and, with user intervention, the ability to improve or complement the data.
Results and Discussions
Analysis of LULC is performed on two parishes/townships (named TO39R20W4 and A colour map has been created ( Figure 6 ) and it will be used for analysis of the parish/township TO39R20W4. The GeoTiff image dimensions are at 2045 (width) × 2048 (height) for TO38R21W4. GeoTiff resolution is that one pixel represents 2.23 -5 km 2 , and total GeoTiff area is 93 km 2 . Figure 7 show a map generated by Land Analysis Plug-in by implementing the above algorithm. periods. The pixel analysis technique was able to detect bodies of water (lakes, reservoirs, etc.).
However, the census data does not describe bodies of water. Accordingly, this result incorporating the pixel analysis technique, can be used to enhance findings or generate new census data based on the remote analysis. It should be understood that the information provided in Table 1 is an illustration and may not be 100% accurate. The association between the crop types and colour bands represents an educated guess using a comparison of the statistical data (Table 1) (NRC, 2016) and the fact that each colour may represent a type of plant or a type of field. For example, wheat: a wheat field when it is planted may be brown since the seeds are inserted into the bare ground. As the wheat starts to grow, it will appear as a green field from an aerial photograph. When the wheat matures it changes from green to a golden or brown colour. Hence, planted fields can not only be represented by green shades but also by brown and yellow shades visible in the aerial images. This is another argument for using colour infrared imagery to accurately determine crop types due to seasonal change. This is to some extent arbitrarily selecting filtering and smoothing algorithms during representing crop index (Chen et al., 2014) . However, these issues can be improved using weighted colour for each type crop in modelling, such as mixture model (Ju, et al., 2005) .
The use of satellite imagery is common in large scale environmental modelling. Since national censuses are performed regularly, these databases provide a potential solution for LULC classification and labeled calibration requirements on a regional scale. In particular, the Intergovernmental Panel on Climate Change (IPCC, 2016) recommends compiling IPCC inventory of greenhouse gas emission based on a database of the national census while many models on climate change use remote sensing imaging (Osborne et al., 2015; Arnold et al., 2012) .
The input data may be inconsistent as a result of the different data sources. Because of the considerable work required for reference data creation and the limited scope of most studies, accuracy of results reported in these studies is usually limited to single sites with testing performed on reference data from a single image. Such comparisons are too limited to infer general guidelines for selecting suitable processes to produce highly accurate maps (Stehman, 2006) .
The proposed method may have the potential to unify these two approaches. The results demonstrate the capacity of the recommended approach by comparing the accuracy of the proposed classification processes with that of the existing census data. Comparing the results from the land analysis plug-in to the data in Table 1 illustrates the difficulty of correlating this information. A comparison would not be appropriate as Table 1 provides statistical mean values for the years between 2009 (NRC, 2016 .
However, like an NDVI analysis, the values for sparse green vegetation are very similar to those of bare soils or dry vegetation due to the similarity of the colour spectrum for bare soil and dry vegetation (Kokaly et al., 2009 ). This limits the accuracy of distinguishing green from brown LAI while vegetation is being classified. Distortions may be introduced by data aggregation in terms of both cover type quantities and landscape patterns when using a vegetation map based on a classified satellite image. Unlike conventional NDVI, the present approach uses statistical data to examine and calibrate the algorithm. The effects of this distortion can be improved. Because national level censuses, including crop production, are carried out regularly at national and regional scales (Statistics Canada, 2016) , these rich census data are potential as a new approach for calibration and validation of remote sensing classification.
The method proposed in this paper is an automated process to transforming data formats since an image format is an option. Thus, once updating data (images and census data) is available, the algorithm is able to implement the data aggregation and sharing data is possible.
However, the present land analysis plug-in analyzes an image for a very specific time, which is a certain day of a certain year, while the exact date of the Bing images may be unknown. A fair comparison would be to obtain statistical data based on median values for a period. Aerial images should be obtained for the same period. Analysis would be performed on all of the images and a median comparison could be performed between the values obtained from analyzing the aerial images and the statistical data. It should be noted that using the mean for analysis has a major disadvantage. Mean analysis is susceptible to outliers (values that are unusual compared to the rest of the data set). These problems stem from using a collection of windows that induce a fixed partitioning of the image and data sources, but they can be overcome with the national censuses provided for the specific year (Statistics Canada, 2016) , and images provided by Google Earth for the specific time over many regions. Furthermore, advanced technologies such as Lidar, which can greatly improve resolution, have become more economical and more generally available for these applications. A model, such as mixture model (Ju et al., 2005; Ju and Masek, 2016) , would allow for the use of an enlarged collection of windows corresponding to a fully redundant system of all possible partitioning for data collection and averaging of the representations from these partitionings. The weight factors of the mixture model can be replaced by the percentage of the census data in the present method. Our future work will develop a mixture model to improve accuracy of the current method and a larger region will be tested. 
