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Abstract
We extend previous work [14] to the case of Maxwell’s equations with a source. Our
work shows how to construct a retarded vector potential for the Maxwell field on the
Kerr-Newman background in a radiation gauge. The vector potential has a “reconstructed”
term obtained from a Hertz potential solving Teukolsky’s equation with a source, and a
“correction” term which is obtainable by a simple integration along outgoing principal
null rays. The singularity structure of our vector potential is discussed in the case of a
point particle source.
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I. INTRODUCTION
Perturbed black hole spacetimes play an important role in gravitational physics,
for instance when modeling the ringdown phase of a black hole merger or to describe
accurately an extremal mass ratio inspiral. In so far as linear perturbations are
concerned, the Teukolsky formalism [31, 32] has many practical and conceptual
advantages. As originally formulated, it yields the perturbations of the Weyl tensor
Cabcd (spin 2) or the Maxwell tensor Fab (spin 1). However, there are cases in which
one is interested in the corresponding potentials, i.e. the metric perturbation, hab
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(spin 2) or the perturbation of the vector potential, Aa (spin 1). For the case of
gravitational perturbations, a prominent example is the self-force approach [23, 29]
to extreme mass ratio inspiral. Actually, in this context, also the spin 1 equation
in effect has to be solved when converting to a convenient gauge, see below.
Soon after Teukolsky’s work [31, 32], it was pointed out by [4, 20] that an
equation very similar to Teukolsky’s in fact also applies directly to the perturbations
of the metric resp. the electromagnetic vector potential – in a sense. In their
approach, the metric perturbation resp. vector potential are obtained by applying
a certain second- resp. first order partial differential “reconstruction” operator, S†,
to a scalar “pre-potential” satisfying Teukolsky’s master equation. But a major
shortcoming of their method is that, while it applies straightforwardly in the source
free case, it is easily seen to be inconsistent for generic sources, such as e.g. that
generated by a massive resp. charged point particle. For the same reason, their
method is unsuitable as it stands for calculating higher order metric perturbations,
which is a practically relevant problem for the extreme mass ratio inspiral problem
[9, 13, 15, 24, 25, 27].
In a recent paper [14] co-authored by one of us, a resolution of this problem was
found in the case of spin 2. It consists in adding a very special “corrector” to the
ansatz of CCK [4, 20], and is henceforth referred to as “corrected CCK” (3CK).
This corrector is determined by simple integrations along integral curves of one of
the algebraically special null fields, la, of Kerr. The main purpose of this paper is
to present a version of this construction for spin 1. The procedure that we develop
is qualitatively similar to spin 2 but somewhat simpler.
While the electromagnetic self-force F abJb does not require the knowledge of
the vector potential but only of Fab, the determination of the vector potential
is nevertheless of interest as a simpler toy model for the case of gravitational
perturbations, and would in particular be relevant for calculating higher order self-
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force corrections in theories wherein charged fields couple to the vector potential1.
More importantly, the equation for the spin 1 potential has to be solved in effect
anyway – even in the case of gravitational perturbations alone – when converting
the spin 2 metric perturbation hab obtained in a singular gauge (e.g. the radiation
gauge obtained via the 3CK method of [14]) to the Lorenz gauge. In this problem,
we seek a ξa such that hab +∇aξb +∇bξa satisfies the Lorenz gauge condition. It
is not hard to see that finding the explicitly required gauge vector field ξa can be
reduced to the problem of solving the sourced Maxwell equation [35], for which we
provide a method in this work. The Lorenz gauge is of special interest because it is
known to be more regular than the 3CK form of the metric [26], in the sense that
it contains singularities only on the worldline itself, rather than also away from the
worldline. For this reason, it is expected to be important for obtaining the second
order metric perturbations, as required in higher order self-force calculations, in a
framework taking full advantage of the Teukolsky formalism.
The plan of this paper is as follows. In sec. II we present the basic equations in
GHP-form [12]. In sec. III, we first analyze to what extent a general solution Aa to
the homogeneous Maxwell equations can be written up to gauge in CCK form on the
Kerr-Newman spacetime. Our main result is that the space of CCK perturbations
modulo gauge is dense in a natural sense in the space of all vector potentials
having a suitable fall-off near spatial infinity. While this result is analogous to
a corresponding result in our previous paper [14], we point out an important
and non-trivial technical advance in our argument which allows us to discard any
condition on the behavior of the vector potential at the horizon. Our result hinges
on the Hamiltonian formulation of Maxwell’s equation, the Starobinsky-Teukolsky
identities, and rather non-trivial decay results obtained recently by [21], see also
[2, 6, 7] for related results. Then we show in sec. IV that the forward solution to
the sourced Maxwell equations for Aa can be obtained in terms of a 3CK ansatz.
1 For recent progress on second order self-force, see e.g. [24].
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The correction piece is obtained via an explicit and simple integration scheme.
Finally, we briefly discuss this scheme in sec. V for the case of a point source on a
geodesic. The purpose is to point out the relation between our 3CK perturbations
to the “half-string” solutions investigated by [26], and to argue rigorously that,
after passing to a Lorenz gauge, the half-string singularities are absent (the same
argument would apply to spin 2).
II. MAXWELL’S EQUATIONS IN GHP FORMALISM
In this paper we study the Maxwell equation
(EA)a ≡ ∇aFab = 4piJb (1)
on the Kerr-Newman spacetime2. In order to take advantage of the algebraically
special properties of the Kerr-Newman metric, a Petrov type D spacetime, it is
customary to employ the Newman-Penrose, or its cousin, the Geroch-Held-Penrose
(GHP) formalism [12]. In either formalism, the metric is encoded in a suitable
null tedrad la, na,ma, m¯a. We take la, na adapted to the principal null directions of
the spacetime; see appendix A for a particular choice. The GHP formalism has a
geometrical basis rendering the basic operators invariant under the remaining tetrad
transformations (“gauge”). In fact, the physical fields become in this formalism
sections in certain line bundles characterized by weights. For such a section we
write Φ $ {p, q} if it is a section in the line bundle characterized by the boost
weight p and the spin weight q, see e.g. [1, 11] for details. The GHP calculus has
all simplifications arising from the type D property built into the basic identities.
These simplifications (see appendix A) will be exploited in many places in the
sequel without further notice.
Recall that Maxwell’s equations are in GHP form:
(ð′ − τ ′)φ0 − (þ− 2ρ)φ1 = 2piJl, (2a)
2 Most of our formalism in fact also applies to general type D metrics.
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(þ′ − 2ρ′)φ1 − (ð− τ)φ2 = 2piJn, (2b)
(þ′ − ρ′)φ0 − (ð− 2τ)φ1 = 2piJm, (2c)
(ð′ − 2τ ′)φ1 − (þ− ρ)φ2 = 2piJm. (2d)
Here, φ2 $ {−2, 0}, φ1 $ {0, 0} and φ0 $ {2, 0} are the Maxwell scalars, defined
as:
φ2 = Fmn = (ð′ − τ¯)An − (þ′ − ρ¯′)Am, (3a)
2φ1 = Fln + Fmm = − (þ′ + ρ′ − ρ¯′)Al + (þ + ρ− ρ¯)An
+ (ð′ + τ ′ − τ¯)Am − (ð + τ − τ¯ ′)Am, (3b)
φ0 = Flm = (þ− ρ¯)Am − (ð− τ¯ ′)Al. (3c)
The symbols þ, þ′, ð, ð′ represent suitably covariantized directional derivatives in
the l, n, m, m¯-directions, and ρ $ {1, 1}, ρ′ $ {−1,−1}, τ $ {1,−1}, τ ′ $ {−1, 1}
are the non-vanishing optical scalars in the spacetime. The Maxwell scalar φ0 can
be viewed as defining an operator T , given in GHP form by:
OΦ = [(þ− ρ¯− 2ρ) (þ′ − ρ′)− (ð− τ¯ ′ − 2τ) (ð′ − τ ′)] Φ, (4a)
T A = (ð− τ¯ ′)Al − (þ− ρ¯)Am = −φ0, (4b)
SJ = 12 [(ð− τ¯
′ − 2τ) Jl − (þ− ρ¯− 2ρ) Jm] , (4c)
The other operators O,S have been defined so as to satisfy the fundamental
operator identity in the Teukolsky formalism [33].
SE = OT , (5)
which implies that if Aa is a solution to the Maxwell’s equation, φ0 is a solution to
Oφ0 = −4piSJ , which is the Teukolsky form of the Maxwell’s equations. Applying
the adjoint of the fundamental operator equation to Φ $ {−2, 0}, one obtains
E†S†Φ = T †O†Φ. (6)
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See appendix C for the concrete expressions of the adjoint operators. In particular,
as observed by [4, 20], if O†Φ = 0, then Aa ≡ Re(S†Φ)a is a real-valued solution
to the Maxwell’s equations with vanishing source. Such a Φ $ {−2, 0} is called a
“Hertz potential”. A vector potential of the form Aa = Re(S†Φ)a is said to be in
“CCK form” after the inventors of this ansatz [4, 20]. Note that any CCK vector
potential automatically has Al ≡ Aala = 0. Such a gauge is referred to traditionally
as “(ingoing) radiation gauge.”
III. HOMOGENEOUS MAXWELL’S EQUATIONS
In this section, we analyze the question to what extent “every” solution Aa to
the source free Maxwell equations can be written in CCK form Aa = 2 Re(S†Φ)a,
up to gauge on the Kerr-Newman spacetime, i.e. whether we can find Φ and χ,
with O†Φ = 0, such that
Aa = Re(S†Φ)a +∇aχ
=12 Re {[ma (þ + ρ)− la (ð + τ)] Φ}+∇aχ,
(7)
using the expression for S† as given in Appendix C in the second line. Of course, we
should specify what “every” means, i.e. regularity, fall-off at infinity etc. Roughly
speaking, we will show that the set of vector potentials Aa which can be written in
this form are dense in a suitable norm in a vector space of distributional solutions
characterized by a vanishing induced electric charge, Q˙, and a falloff o(r−3/2) at
spatial infinity of the electric field and magnetic potential.
As in a previous work by one of us [14], we will employ a Hamiltonian formalism.
We consider a Cauchy surface Σ stretching between the bifurcation surface of the
black hole and spatial infinity. Any sufficiently smooth solution is specified up to
gauge by its initial data
a = (Aa,Ea) = (habAb|Σ, F baνb|Σ), (8)
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where νa is the unit forward time-like normal to Σ and where hab = gab − νaνb
the induced metric. The first entry is the magnetic potential and the second the
electric field on Σ. As usual, we have the Gauss constraint DaEa = 0, where Da is
the covariant derivative of hab. We also need to equip the space of solutions with a
topology. The simplest conceivable one is L2×L2 space with the the inner product,
〈a, a′〉Σ = −
∫
Σ
√
h(AaA′a +EaE′a). (9)
In addition we equip our space with the usual symplectic form Ω :
Ω[a, a′] =
∫
Σ
√
h(AaE′a −EaA′a). (10)
Ω induces a linear anti-hermitian unitary operator Ω˜ on the L2 × L2. From that
fact, it is very easy to prove the following elementary facts:
Lemma 1. Let A and B be linear subspaces of L2×L2, A ⊥ and B⊥ be symplectic
orthogonal complements of A and B, and A the closure of A w.r.t. inner product.
Then:
i. A ⊥ = A ⊥,
ii. A ⊥ is a closed subspace,
iii. A ⊥⊥ = A , and
iv. (A +B)⊥ = A ⊥ ∩B⊥.
Following [14], which builds on [18, 28], we now introduce certain subspaces of
L2 × L2. Let W be the subspace of all gauge perturbations, Aa = ∇aχ generated
by a smooth function χ that is constant in a neighborhood of spacial infinity i0
and on the bifurcation surface S . In addition, let V be the symplectic orthogonal
complement of W , i.e., V = W ⊥. We can introduce within V the subspace V ∩U ,
where U ⊂ C∞ × C∞ is a certain intersection of weighted Sobolev spaces. As in
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section 4.1 of [14] one may show that: (i) Initial data from V satisfy the constraint
DaE
a = 0 in the distributional sense, (ii) have Q˙ = 0, where
Q˙ = 12pi
∫
i0
?F (11)
is the charge carried by Aa, (iii) U ∩ V is dense in the closed subspace V , and
(iv) satisfy Aa,Ea = o(r−3/2) in an asymptotically Cartesian coordinates system
as r →∞, with derivatives falling off faster by corresponding powers of r−1.
Using our gauge freedom, we could impose that the electro-static potential
vanishes at the horizon, or more precisely that An = Al = 0 on S , but Am, Am¯
cannot be set to any particular values on S . Furthermore, by an analog of the
density result (2), which uses gluing methods, we may replace U by the space of
smooth pairs (Aa,Ea) that vanish outside a large ball.
Finally, let Y be the subspace of potentials of the form Re
{
S†Φ
}
where Φ
is a smooth GHP scalar of weight {−2, 0} such that, O†Φ = 0, and such that
Φ = 0 = Φ˙ outside a large ball on Σ. By definition, every Aa in Y has vanishing
electric charge Q˙ = 0. The definitions imply that
Y ⊂ V . (12)
If Aa is a distributional solution to the homogeneous Maxwell’s equation, then we
say Aa ∈ V if this is true for their initial data, etc. Momentarily, we will also show
that
(U ∩ V ) ∩ Y ⊥ ⊆ W , (13)
at least for sufficiently slowly rotating Kerr black holes. This gives
U ∩ (W + Y )⊥ = (U ∩ V ) ∩ Y ⊥ ⊆ W =⇒ V = W ⊥ ⊆
(
(W + Y )⊥ ∩U
)⊥
=
(
(W + Y )⊥ ∩U
)⊥
=
(
(W + Y )⊥
)⊥
= W + Y . (14)
In other words, V ⊆ W + Y . Therefore, we have the following density result:
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Theorem 2. Any distributional solution Aa to the homogeneous Maxwell’s equa-
tions on the exterior of the Kerr black hole with aM , with initial in the space
V can be approximated to arbitrary precision  > 0 by a solution of the form
Re(S†Φ)a +∇aχ, where χ is smooth, constant near infinity, and vanishing at the
bifurcation surface, and where Φ is a Hertz-potential, O†Φ = 0, with smooth initial
data that vanish near the horizon and near infinity, in the sense that∥∥∥A− dχ− Re(S†Φ)∥∥∥
Σ
< , (15)
in which ‖.‖Σ denotes the L2(Σ× Σ) norm on initial data (9).
Remark: The condition aM is necessary in order to apply the decay results
of [21]. If these results could be demonstrated for all a < M , or for Kerr-Newman,
then the above theorem would hold accordingly.
Thus we need:
Lemma 3. Under the conditions of the theorem, (U ∩ V ) ∩ Y ⊥ ⊂ W .
Proof. Let Aa be some potential in (U ∩ V ) ∩ Y ⊥. Then by construction Aa is a
smooth solution to the homogeneous Maxwell equations, has vanishing initial data
near infinity, and for any smooth Hertz potential Φ with vanishing initial data near
infinity,
Ω[A,Re(S†Φ)] = 0. (16)
Since this holds also for iΦ, and since Aa is real, we may drop the “Re”. We need
to show that such an Aa is pure gauge – more precisely that Aa = ∇aχ with χ
constant near infinity and on the horizon S , so Am = Am¯ = 0 on S . By the
formulas (70a), (70d), (71), (78), we find∫
Σ
?w[A,S†Φ] =
∫
Σ
?pi[T A,Φ] +
∫
S
?H[A,Φ]. (17)
Furthermore,
Ω[A,A′] =
∫
Σ
?w[A,A′], (18)
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for any pair of solutions Aa, A′a, in particular A′a = (S†Φ)a. This must hold for an
arbitrary choice of Φ,þΦ on Σ. Therefore, the definition (70a) implies that the
initial data for T A = −φ0 = 0 on Σ are trivial. Further, given that Oφ0 = 0, we
conclude that φ0 = 0 on the whole exterior regionM in view of the usual existence
and uniqueness properties of solutions to hyperbolic partial differential equations
such as these.
We next implement the Starobinsky-Teukolsky identities (19) with the intention
to show that also φ2 = 0.
(þ− 2ρ)2 φ2 = (ð′ − 2τ ′)2 φ0, (19a)
(ð− 2τ)2 φ2 = (þ′ − 2ρ′)2 φ0, (19b)
By setting φ0 to zero in (19a) we learn using the identity þρ = ρ2 that
1
ρ2
φ2 = α◦0 +
1
ρ
α◦1. (20)
Here, a degree mark as in α◦i means that a GHP scalar is annihilated by þ. To deal
with such objects efficiently, it is convenient to use a calculus introduced by Held
[16, 17]. Held’s operators are on weight {p, q} GHP quantities,
þ˜′ = þ′ − τ¯ ð˜− τ ð˜′ + τ τ¯
(
q
ρ¯
+ p
ρ
)
+ 12
(
qΨ¯2
ρ¯
+ pΨ2
ρ
)
, (21a)
ð˜ = 1
ρ¯
ð + qτ
ρ
, (21b)
ð˜′ = 1
ρ
ð′ + pτ¯
ρ¯
. (21c)
The key feature that makes these operators useful is that they commute through þ
when acting on any GHP scalar α◦, so e.g.
[
þ, ð˜
]
α◦ = 0. In the Kinnersley frame
and advanced Kerr-Newman coordinates, see appendix A, the Held operators ð˜, ð˜′
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and þ˜′ are
ð˜ = − 1√
2
(
∂
∂θ
+ i csc θ ∂
∂ϕ∗
+ ia sin θ ∂
∂u
− 12(p− q) cot θ
)
,
ð˜′ = − 1√
2
(
∂
∂θ
− i csc θ ∂
∂ϕ∗
− ia sin θ ∂
∂u
+ 12(p− q) cot θ
)
,
þ˜′ = ∂
∂u
,
(22)
and when acting on a “mode” in this frame they are basically equal to Chan-
drasekhar’s operators Ls,L†s, with s = (p− q)/2, see [3]. On the other hand, by
the Starobinsky-Teukolsky identities (19b) and
[
þ, ð˜
]
α◦1 = 0 we have,
ð˜2( 1
ρ2
φ2) = 0 =⇒ ð˜2α◦0 = ð˜
2
α◦1 = 0. (23)
The results by [21] next show that φ2 is an L2-function of u in any strip r ∈ (r0, r1)
in the exterior. This and the special form of φ2, (20) implies that α◦i (u, θ, ϕ∗) are
also L2-functions of u. Then we can safely take Fourier-transforms of α◦i in L2 and
expand in terms of spin-weighted harmonics S[±1],(aω)m,λ (θ) (see [3] for details), to
obtain
α◦i =
∑
l,m
∫ ∞
−∞
dω αˆilm(ω)S[−1],(aω)m,λ (θ)e−iωu+imϕ
?
. (24)
Then equations (23) are equivalent to
2ð˜2α◦i =
∑
l,m
∫ ∞
−∞
dω αˆilm(ω)L†0L†1S[−1],(aω)m,λ (θ)e−iωu+imϕ
?
=
∑
l,m
∫ ∞
−∞
dω αˆilm(ω)C [+1],(aω)m,λ S
[+1],(aω)
m,λ (θ)e−iωu+imϕ
? = 0.
(25)
Here, L†0,L†1 are the operators given in [3], λ = λ[+1],(aω)m is the separation constant
in the angular equation for S[±1],(aω)m,λ (θ), and C
[+1],(ν)
m,λ is (see [3]).
C
[+1],(ν)
m,λ = (λ+ 1)2 + 2(λ− 1)ν2 + ν4 + 4νm. (26)
The reader should note that we adopted the definition of [5] for spin-weighted
harmonics and constants in this article. Hence they are slightly different from those
of Chandrasekhar [3].
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The zeros of the above Starobinsky constant can arise only from the separation
constant appearing in the eigenvalue equation of the separation constant λ =
λ[+1],(aω)m . This is a Sturm-Liouville type equation, and therefore the dependence
on ω has to be analytic. Hence, the Starobinsky constant can vanish only at most
a set of isolated points and so αˆilm(ω) = 0 except at those points, i.e. it must be
a distribution that is a sum of delta-functions and its derivatives. Further, since
αˆilm(ω) belongs to L2 w.r.t. ω, this means that actually αˆilm(ω) = 0 everywhere
as a distribution. Therefore, taking the inverse Fourier transform, we see that φ2
vanishes in addition to φ0.
Next, we intend to show that φ1 = 0 also. Using (2a), þρ = ρ2 and that
φ0 = φ2 = 0 we obtain the following form for φ1:
φ1 = β◦ρ2, (27)
where β◦ is annihilated by þ and β◦ $ {−2,−2}. By implementing the equations
(2c) and (2d) one has similarly
(ð− 2τ)φ1 = (ð− 2τ) (ρ2β◦) = ρ2
(
ð− 2 ρ¯τ
ρ
)
β◦ = ρ¯ρ2ð˜β◦ = 0, (28)
and
(ð′ − 2τ ′)φ1 = (ð′ − 2τ ′) (ρ2β◦) = ρ2
(
ð′ − 2ρτ¯
ρ¯
)
β◦ = ρ3ð˜′β◦ = 0. (29)
Therefore, ð˜β◦ = ð˜′β◦ = 0. On the other hand by equation by (2d) we have
(þ′ − 2ρ′)φ1 = (þ′ − 2ρ′)
(
ρ2β◦
)
= ρ2
(
τ¯ ð˜ + τ ð˜′ + ρ
′
ρ
þ + þ˜′
)
β◦ = 0. (30)
So we get þ˜′β◦ = ð˜β◦ = ð˜′β◦ = 0. In the Kinnersley frame and advanced Kerr-
Newman coordinates, this means by (22) that β◦ is constant. Next, the fact that
Aa belongs to V implies that that the charge Q˙ = 0. Therefore, if B is a cross
section of I +, we have
0 = Q˙ = 12pi
∫
B
?F = 1
pi
Im
{∫
B
φ1m ∧m
}
= −4 Re {β◦} . (31)
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By the same argument, since
∫
B F = 0 for F = dA, we get Im β◦ = 0. Thus,
φ1 = 0, and therefore Aa has Fab = 0.
Thus, we can integrate Aa = ∇aχ, and since Aa is by assumption zero near i0,
we can also achieve that χ is constant (e.g. zero) near i0. To show that Aa belongs
to W , we need to convince ourselves that χ is constant on the bifurcation surface
S also. Now, (16), (17), (18), (78), (69c), (79) and T A = −φ0 = 0 = φ1 imply
that
Ω[A,Re(S†Φ)] = 12 Im
∫
S
Am(þ + ρ)Φm ∧m = 0. (32)
However, we are free to choose Φ,þΦ independently at any point of Σ, hence S ,
because we a free to prescribe initial data for Φ. This gives Am = Am¯ = 0 on S ,
hence ∇mχ = ∇m¯χ = 0 on S since Aa is already known to be pure gauge. Hence
χ is constant on S , completing the proof that Aa ∈ W .
IV. INHOMOGENEOUS MAXWELL EQUATIONS
We now investigate the retarded solution of the Maxwell equations for Aa in the
presence of charge and current in the Kerr-Newman background, i.e., EAa = 4piJa,
where E is the Maxwell operator, given in tetrad formalism in Appendix B. At
first, we assume that Ja is smooth and of compact support in M , and of course
divergenceless. Actually, smoothness is just a convenient assumption to simplify
the exposition, but is not really needed because the equation is linear and thus
makes sense straightforwardly in the distributional sense.
Ideally we would like to be able to write the solution Aa up to gauge in CCK
form, 2 Re(S†Φ)a, in which Φ $ {−2, 0} is a suitable potential, and S† as defined
in Appendix C – as was possible in the case of a homogeneous equation. However,
this is clearly impossible here in general since the current density corresponding to
such solution automatically has a vanishing l-component. To solve this problem
we follow an idea introduced in [14]. The aim is to introduce a relatively simple
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“corrector potential”, taken here to be of the form xla, with x $ {−1,−1} to be
determined, to compensate the missing Jl part of current density. In the other
words, we seek x such that
[E (A− xl)]a la = 0. (33)
Using the GHP form of the operator E given in Appendix (B), we see that we need
to define x by
ρ2þ
[
ρ¯
ρ3
þ
(
ρ
ρ¯
x
)]
≡ (þ− 2ρ) (þ + ρ− ρ¯)x = −4piJl. (34)
Since we want a retarded solution, we impose as initial conditions for this ordinary
differential equation along the orbits of la that x and þx vanish on H −. Next, we
define Sa as the difference of Ja and the current density corresponding to xla i.e.,
Sa ≡ 4piJa − E(xl)a =⇒ Sl = 0. (35)
The assumption that Ja is compactly supported on the exterior region M of the
black hole implies that there is an open neighbourhood O of H − such that Ja
vanishes on O. This together with the initial conditions for x implies that x and
hence Sa vanish on O. We next show:
Lemma 4. Let Sa be the vector field as defined above. Then there exists a complex
scalar field η $ {−2, 0} such that
2 Re(T †η)a = Sa. (36)
Proof. We define η by (37), so that the m¯ component of the equation (36) is
satisfied,
ρþ
(
η
ρ
)
≡ (þ− ρ) η = −Sm. (37)
Then the corresponding relation for its m component is automatically satisfied as
well. The solution to this equation is unique up to
η −→ η + b◦ρ, (38)
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for any b◦ $ {−3,−1} annihilated by þ. The l-component of of (36) is trivially
satisfied since neither side of that equation has such a component. Then, only the
n component of relation (36) remains to be satisfied by the remaining freedom (38).
To see what we need to choose for b◦ $ {−3,−1}, we define y as
Sa − 2 Re(T †η)a = yla =⇒ y = Sn + 2 Re {(ð− τ) η} . (39)
Now, one can show that (T †η)a is divergenceless by the definition of T † (69b),
∇a
(
T †η
)a
= [(ð− τ − τ¯ ′) (þ− ρ)− (þ− ρ− ρ¯) (ð− τ)] η = 0, (40)
using GHP commutators and the type D property. In addition, given that the
divergence is a real operator and that Sa is divergence free,
0 = ∇a
(
S − 2 Re
{
T †η
})a
= ∇a (yla) = (þ− ρ− ρ¯) y ≡ ρρ¯þ
(
y
ρρ¯
)
(41)
and therefore
y = a◦ρρ¯, (42)
where a◦ $ {−3,−3} is some real3 GHP quantity annihilated by þ.
If one could now solve the equation 2ð˜b◦ + a◦ = 0 for b◦ $ {−3,−1}, then y
could be set to zero by making use of our freedom to change η −→ η+ b◦ρ. Indeed,
under this change, y changes as
y −→ y + 2 Re {(ð− τ) b◦ρ} = a◦ρρ¯+ 2 Re
{
ð˜b◦
}
ρρ¯ = 0. (43)
As a result, we need to show that the equation ð˜b◦ = −12a◦ is soluble.
To see what is going on, let us specialize momentarily to the Reissner-Nordstrom
background. There, one can expand a◦ and b◦ as follows:
a◦ =
∑
l,m
∫ ∞
−∞
dω aˆlm(ω)S[0],(0)m,λ (θ)e−iωu+imφ. (44a)
3 Note that for GHP quantities of equal weight $ {p, p}, there is an invariant notion of being
real, as the intrinsic conjugation operation is swapping the weights.
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b◦ =
∑
l,m
∫ ∞
−∞
dω bˆlm(ω)S[−1],(0)m,λ (θ)e−iωu+imφ. (44b)
Here, S[s],(ν)m,λ (θ) are the spin-weighted spherical harmonics and λ[s],(0)m = l2 + l − s2
are separation constants in a non-rotating (hence ν = 0) black hole. Then,
−2ð˜b◦ =√2∑
l,m
∫ ∞
−∞
dω bˆlm(ω)L†1S[−1],(0)m,λ (θ)e−iωu+imφ
=−∑
l,m
∫ ∞
−∞
dω bˆlm(ω)[2l(l + 1)]1/2S[0],(0)m,λ (θ)e−iωu+imφ
=
∑
l,m
∫ ∞
−∞
dω aˆlm(ω)S[0],(0)m,λ (θ)e−iωu+imφ,
(45)
where L†1 is the ladder operator of spin-weighted harmonics as introduced in [3].
This gives the condition bˆlm(ω)
√
2l(l + 1) = −aˆlm(ω). Therefore, we can solve for
bˆlm provided that a◦, hence y, has no l = 0 part. This can easily be related to the
charge Q˙ of the retarded solution Aa, which indeed vanishes.
A similar, but more complicated, argument could be made for the Kerr-Newman
background. However, rather proceeding further in this way, we shall use instead
the following simple argument, which relies on having a retarded solution. For this
purpose, we impose the vanishing η as an initial condition on H−. In addition, the
fact that Sa vanishes on H− implies that η vanishes on H− as well. Consequently,
y vanishes on H−. On the other hand, y = a◦ρρ¯ implies that a◦ vanishes. This
implies that y vanishes on the whole manifoldM covering the exterior of the black
hole, thus completing the proof.
Next, we define Φ by solving the adjoint Teukolsky equation with retarded
boundary conditions in the presence of the source (46) determined by (36),
O†Φ = η. (46)
Then we have:
Theorem 5. Aa = xla + 2 Re(S†Φ)a is a retarded solution to inhomogeneous
Maxwell’s equations with smooth compactly supported source Ja, where Φ is the
retarded solution to (46), and the corrector potential x specified in (34).
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Proof. Given that T †O† = ES† in every algebraically special spacetime and using
the lemma (4), we have
4piJa − E(xl)a = Sa
=2 Re(T †η)a = 2 Re(T †O†Φ)a = 2 Re(ES†Φ)a = 2E Re(S†Φ)a
(47)
which shows that Aa = xla + 2 Re(S†Φ)a is a solution to inhomogeneous Maxwell’s
equations. The retarded character follows from the boundary conditions that we
imposed when integrating the equation (34) for x and (37) for η.
We remark that the Maxwell scalars φi for such Aa = xla + 2 Re(S†Φ)a are
φ2 = (ð′ − τ¯)x+ 12O†Φ− 12ð′2 Φ, (48a)
φ1 = 12 (þ + ρ− ρ¯)x− 14 [(þ + ρ− ρ¯) (ð′ + τ¯) + (ð′ + τ ′ − τ¯) (þ + ρ¯)] Φ, (48b)
φ0 = −12þ2 Φ . (48c)
In particular, we see from the last equation that Φ can be obtained directly from
φ0, which obeys a Teukolsky equation with source,
Oφ0 = −4piSJ, (49)
directly obtainable from Ja. However, the corrector x must still be determined
explicitly in order to get Aa.
Summary: For the benefit of the reader, we now summarize our algorithm for
the forward solution of Maxwell’s equations ∇aF ab = 4piJ b on the exterior of the
Kerr-Newman black hole spacetime, with Ja assumed to be of compact support:
1. Solve the ODE (34) for x with vanishing initial conditions at H−. In the
Kinnersley tetrad and advanced Kerr-Newman coordinates (u, r, θ, φ∗), this
amounts to solving
ρ2∂r
[
ρ¯
ρ3
∂r
(
ρ
ρ¯
x
)]
= −4piJl. (50)
with trivial initial conditions at r = r+ from r+ to ∞.
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2. We define Sa by eq. (35), and then we find η by integrating (37). In the
Kinnersley tetrad and advanced Kerr-Newman coordinates (u, r, θ, φ∗), this
amounts to solving
ρ∂r
(
η
ρ
)
= −Sm¯ (51)
with trivial initial conditions at r = r+ from r+ to ∞.
3. We solve the adjoint Teukolsky equation O†Φ = η with retarded initial
conditions.
4. The desired “3CK (corrected CCK)” vector potential is obtained as Aa =
xla + 2 Re(S†Φ)a, or
Aa = xla + Re {[ma (þ + ρ)− la (ð + τ)] Φ} (52)
with þ, ð, ρ, τ given by the expressions in Appendix A referring to the Kin-
nersley tetrad and advanced Kerr-Newman coordinates.
In particular, we see that the 3CK vector potential is unique as the above
algorithm leaves no arbitrary choices.
V. SINGULARITY STRUCTURE OF Aa IN CORRECTED 3CK FORM
Here, we briefly discuss the method in the context of the electromagnetic
potential Aa generated by a point-like source in the Kerr black hole background.
The corresponding conserved charge-current density is
Ja = q
∫
dt(−g)−1/2 dx
a
∗
dt (t) δ(x− x∗(t)), (53)
with x∗(t) some timelike geodesic in the background. This point source is evidently
distributional, and not of compact support. Nevertheless, the theory developed in
the previous section involves only solving linear partial differential equations and
so applies also to such a distributional source if we artificially make it compactly
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worldline of body
strings
FIG. 1. Worldline of a body orbiting a Kerr black hole. The corrector x is supported
on the semi-infinite strings (“shadows”) extending from the worldline to infinity.
supported by restricting the t integration to a large interval (−T, T ) i.e. the particle
only exists during this interval.
It is clear from the integration scheme summarized at the end of the previous
section that the vector potential Aa in 3CK form (52) will be non-smooth not
only on the particle worldline, but also in certain locations away from the particle
worldline. In fact, since the corrector piece xla is obtained by integrating outward
along the orbits of la an ordinary differential equation with a δ-function type source
concentrated on the worldline, it is clear that xla will have singularities (i.e. be
distributional rather than smooth) on the “shadow” of the source, see the following
fig. 1 taken from [14]. Thus, one would expect also the 3CK Aa as in (52) to have
certain singularities also off the worldline.
We shall now analyze these singularities by comparing the 3LorenzCK vector
potential (52) denoted in the following by ARa (for “radiation” gauge), to a repre-
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senter in Lorenz gauge denoted in the following by ALa . As ARa , the Lorenz gauge
representer ALa is required to satisfy retarded boundary conditions. It is thus
uniquely determined by the wave equation
∇b∇bALa = 4piJa. (54)
The gauge transformation χ connecting the two representers satisfies
ARa = ALa +∇aχ. (55)
Using (52) and GHP identities in the type D background, one shows that
∇a∇aχ = ∇aARa = (þ− ρ− ρ¯)x+ 2 Re{(ρð− τþ)Φ}. (56)
Since both ARa , ALa vanish by construction in a neighborhood H − ∪I −, this wave
equation should be solved with retarded boundary conditions, and this solution is
unique. The wave operator ∇a∇a acting on GHP scalars of trivial weight such as
χ is just the spin 0 Teukolsky operator, so in practice the solution may be obtained
by a separation of variables ansatz after a mode decomposition of the source in the
equation.
The singularities of ARa off the worldline reside entirely in the gauge piece ∇aχ
but not in ALa , which, as we now argue, is smooth off the worldline. Let G be the
retarded Green’s function, with corresponding solution
ALa (x) =
∫
Ga
a′(x, x′)Ja′(x′)dV ′. (57)
The retarded Green’s function is expected to propagate the singularity in Ja on the
worldline only along null directions into the future. This expectation can be made
more precise using the machinery of microlocal analysis, see e.g. [19] for details.
In this calculus, the failure of the source Ja to be smooth is measured by its
wave front set, WF(Ja). The wave front set WF(u) of a (scalar) distribution u is a
subset of the cotangent space T ∗M minus the zero section. Among other things, it
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has the property that if it is empty of over a point x then u is a smooth density
near x. In the case of a 1-form valued distribution ua, a refined concept is the
polarization set WFpol(ua), which is a subset of pi∗E, where pi : (x, ka) 7→ x is the
projection T ∗M →M , see [8] for the precise definitions. The wave front set is in
this case the union of all (x, ka) such that (x, ka, vb) is an element of WFpol(ub).
In our case, the definitions detailed in [19] easily give that WF(Jb) is the
union of {(x, pa) ∈ T ∗M : ∃t ∈ (−T, T ), x = x∗(t), pax˙a∗(t) = 0, pa 6= 0} and
{(x, pa) ∈ T ∗M : x = x∗(±T ), pa 6= 0}. Since the operator P = ∇a∇a has
σP (x, pa) = −gab(x)papbidT ∗M as its principal symbol, it automatically follows from
properties of the wave front set that if (x, pa) ∈WF(Ab), then σP (x, pa) = 0 or x
is at a place where PAa is not smooth, i.e. it must be the case that either x is on
the worldline or pa is a null vector.
More detailed information can be extracted from the propagation of singularities
theorem [19], or rather the version for partial differential operators such as P
operating on sections of a vector bundle E over M [8]. The theorem states that if
(x, ka) /∈WF(PAb), then in a neighborhood of (x, ka) in NP = {(x, pa) ∈ T ∗M \0 :
σP (x, pa) = 0}, WFpol(Ab) is a union of Hamilton orbits for the Hamiltonian
H(x, ka) = σP (x, ka). More precisely, two elements of the polarization set are on
the same orbit if they are equivalent, (x, pa, vb) ∼ (x′, p′a, v′b), in the sense that x
can be joined to x′ by a null geodesic with tangent pa that is parallel transported
to p′a and va which is parallel transported to v′a.4
For a retarded solution Aa which vanishes outside the causal future of the partial
worldline, it follows from such a statement (using that the geodesic is timelike)
that WF(Aa) is non-trivial at most either on the worldline or the null geodesic
forward outflows of the beginning and end points x∗(±T ). The latter get shifted off
to infinity as T becomes large and play nor role. Hence, the Lorenz gauge retarded
vector potential is smooth away from the worldline and the null geodesic forward
4 This follows from the fact that the Dencker connection [8] arising from ∇a∇a is easily checked
to be the pull-back to E of the Levi-Civita-connection ∇a.
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outflows of the beginning and end points x∗(±T ).
Using the Hadamard-deWitt expansion [10] of G, it is possible to determine
the local behavior of ALa near the worldline. To this end, one defines following
[22] a Fermi-Walker-like coordinate system in the vicinity of the worldline. One
of the coordinates, t, is the proper time parameter on the worldline. The other
coordinates z, xi, i = 1, 2 are Riemann normal coordinates “perpendicular to the
worldline” defined via the exponential map set up at the point of the worldline
corresponding to the chosen t value. Furthermore, z is defined in such a way that
on the worldline, l = (∂t + ∂z)/
√
2. The local behavior of ALa is then given by
ALa = qua P.V.
1
s
+O(log s). (58)
In this expression s2 = (x1)2 + (x2)2 + z2, “P.V.” is the principal value and ua(x)
is an arbitrary smooth extrapolation of the unit tangent field of the worldline.
O(log) represents a distribution with at most logarithmic asymptotic scaling in the
transversal coordinates z, xi, i = 1, 2. Since ARl = 0, the gauge function χ is then
obtained integrating ∇lχ = −ALl with trivial initial conditions on H −. The next
corollary summarizes the discussion.
Corollary. The 3CK reconstructed vector potential ARa is gauge equivalent to a
retarded vector potential in Lorenz gauge, ALa which is smooth off the worldline
(and the forward null geodesic outflows of the beginning and end-points). The
unique gauge function χ relating these two is smooth except for the “shadow” of
the worldline as in fig. 1, and behaves locally near the worldline as
χ = −q log(s− z) +O(s log s). (59)
Thus, we conclude that ARa is equivalent to one of the completed “half-string”
solutions of [26]. The difference in our case is that we are dealing with spin 1 and
that our ARa is manifestly a distributional solution to the inhomogeneous Maxwell
equations with a systematic integration scheme for the corrector, which furthermore
is shown to only have an n tetrad component.
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Appendices
Appendix A KERR-NEWMAN QUANTITIES
The Kerr-Newman metric is in advanced Kerr-Newman coordinates:
ds2 =
(
1− 2Mr −Q
2
Σ
)
du2 + 2dudr + 2a sin
2 θ
Σ
(
2Mr −Q2
)
dudφ
− 2a sin2 θdrdφ− Σdθ2 + sin
2 θ
Σ
(
∆a2 sin2 θ − (a2 + r2)2
)
dφ2, (60)
where
Γ =r + ia cos θ, (61a)
∆ =r2 − 2Mr + a2 +Q2, (61b)
Σ = |Γ|2 = r2 + a2 cos2 θ. (61c)
A convenient choice of Newman-Penrose tetrad l, n, and m aligned with the
principal null directions [12] is in this coordinate system
l = ∂
∂r
, (62a)
n =r
2 + a2
Σ
∂
∂u
− ∆2Σ
∂
∂r
+ aΣ
∂
∂ϕ?
, (62b)
m = 1√
2Γ
(
ia sin θ ∂
∂u
+ ∂
∂θ
+ i csc θ ∂
∂ϕ?
)
, (62c)
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which is referred to as the “Kinnersley frame”. In this frame,
þ = ∂
∂r,
(63a)
þ′ =r
2 + a2
Σ
∂
∂u
− ∆2Σ
∂
∂r
+ aΣ
∂
∂ϕ?
+ p′ + q¯′, (63b)
ð = 1√
2Γ
(
ia sin θ ∂
∂u
+ ∂
∂θ
+ i csc θ ∂
∂ϕ?
)
− pβ + qβ¯′, (63c)
ð′ = 1√
2Γ¯
(
−ia sin θ ∂
∂u
+ ∂
∂θ
− i csc θ ∂
∂ϕ?
)
+ pβ′ − qβ¯, (63d)
and
 =0, (64a)
′ =∆− Γ¯(r −M)
2ΣΓ¯
, (64b)
β = cot θ
2
√
2Γ
, (64c)
β′ = cot θ
2
√
2Γ¯
− ia sin θ√
2Γ¯2
= β¯ + τ ′ = β¯ − ρ
ρ¯
τ¯ , (64d)
ρ =− 1
Γ¯
, (64e)
ρ′ = ∆
2ΣΓ¯
, (64f)
τ =− ia sin θ√
2Σ
, (64g)
τ ′ =− ia sin θ√
2Γ¯2
= −ρ
ρ¯
τ¯ . (64h)
On any type D background satisfying Rll = Rlm = Rmm = 0 (e.g. Kerr-Newman),
we have the following identities:
þρ =ρ2, (65a)
þτ =ρ(τ − τ¯ ′), (65b)
ðρ =τ(ρ− ρ¯), (65c)
ðτ =τ 2, (65d)
þρ′ − ðτ ′ =ρ¯ρ′ − τ ′τ¯ ′ −Ψ2. (65e)
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Also, specifically for the Kerr-Newman background,
þτ ′ =2ρτ ′, (66a)
ðρ′ =τ (ρ′ + ρ¯′) . (66b)
Appendix B MAXWELL’S EQUATIONS IN GHP FORM
The Maxwell operator ∇bFab ≡ EAb is on any type D background expressible
as:
(EA)l = − [2 (ð′ − τ ′) (ð− τ¯ ′)− (þ− 2ρ) (þ′ + ρ′ − ρ¯′)]Al−(þ− 2ρ) (þ + ρ− ρ¯)An
+ [2 (ð′ − τ ′) (þ− ρ¯)− (þ− 2ρ) (ð′ + τ ′ − τ¯)]Am + (þ− 2ρ) (ð + τ − τ¯ ′)Am,
(67a)
(EA)n = − (þ′ − 2ρ′) (þ′ + ρ′ − ρ¯′)Al−[2 (ð− τ) (ð′ − τ¯)− (þ′ − 2ρ′) (þ + ρ− ρ¯)]An
+ (þ′ − 2ρ′) (ð′ + τ ′ − τ¯)Am + [2 (ð− τ) (þ′ − ρ¯′)− (þ′ − 2ρ′) (ð + τ − τ¯ ′)]Am,
(67b)
(EA)m = − [2 (þ′ − ρ′) (ð− τ¯ ′)− (ð− 2τ) (þ′ + ρ′ − ρ¯′)]Al−(ð− 2τ) (þ + ρ− ρ¯)An
+ [2 (þ′ − ρ′) (þ− ρ¯)− (ð− 2τ) (ð′ + τ ′ − τ¯)]Am + (ð− 2τ) (ð + τ − τ¯ ′)Am,
(67c)
(EA)m = − (ð′ − 2τ ′) (þ′ + ρ′ − ρ¯′)Al−[2 (þ− ρ) (ð′ − τ¯)− (ð′ − 2τ ′) (þ + ρ− ρ¯)]An
+ (ð′ − 2τ ′) (ð′ + τ ′ − τ¯)Am + [2 (þ− ρ) (þ′ − ρ¯′)− (ð′ − 2τ ′) (ð + τ − τ¯ ′)]Am.
(67d)
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Appendix C TEUKOLSKY OPERATORS
The definition of adjoint of an operator defines pia, ta, σa, wa up to a co-exact
form by:
∇apia(φ, η) ≡ φ (Oη)− η
(
O†φ
)
, (68a)
∇ata(η, A) ≡ η (T A)− Aa
(
T †η
)a
, (68b)
∇aσa(φ, J) ≡ φ (SJ)− Ja
(
S†φ
)a
, (68c)
∇awa(A,A′) ≡ Aa (EA′)a − A′a
(
E†A
)a
. (68d)
Here,
O†Φ = [(þ′ − ρ¯′) (þ + ρ)− (ð′ − τ¯) (ð + τ)] Φ, (69a)(
T †η
)a
= [ma (þ− ρ)− la (ð− τ)] η, (69b)
(S†Φ)a = 12 [m
a (þ + ρ)− la (ð + τ)] Φ, (69c)
E† = E , (69d)
and consequently
pia(φ, η) = laφ (þ′ − ρ′) η − naη (þ + ρ)φ−maφ (ð′ − τ ′) η +maη (ð + τ)φ, (70a)
ta(η, A) = η (maAl − laAm) , (70b)
σa(φ, J) = 12φ (m
aJl − laJm) , (70c)
wa(A,A′) = F ′abAb−F abA′b =
(
∇aA′b −∇bA′a
)
Ab−
(
∇aAb −∇bAa
)
A′b. (70d)
Appendix D DERIVATION OF H
Implementing the equation OT = SE , one obtains the following relation (71)
between wa, σa, pia, and ta.
∇a
(
wa(S†Φ, A) + σa(Φ, EA)− pia(Φ, T A)− ta(O†Φ, A)
)
= 0. (71)
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As a consequence, in view of [34], thm. 2, we learn that there must exist a
2-form H, constructed out of the fields Aa,Φ and their derivatives, such that
w + σ − pi − t = d ? H, where w = wa(S†Φ, A) ? dxa, σ = σa(Φ, EA) ? dxa,
pi = pia(Φ, T A) ? dxa, and t = ta(O†Φ, A) ? dxa.
In order to obtain an explicit form of H needed in the main text, we first write
w, σ, pi, and t in GHP form.
wa(S†Φ, A) = 12 (Aln
a − Anla) ΣˆΦ + 12 (Amm
a − Amma) ΣˆΦ
+ 12 (Anm
a − Amna) (þ− ρ) (þ + ρ) Φ− 12 (Alm
a − Amla) (ð− τ) (ð + τ) Φ
+12
(
φ0n
a − φ¯2la − φ1ma + φ¯1ma
)
(þ + ρ) Φ−12
(
φ0m
a + φ¯0ma − φ1la − φ¯1la
)
(þ + ρ) Φ
− 12O
†ΦAmla +
1
2O
†ΦAlma, (72a)
σa(Φ, EA) = 2piΦ (Jlma − Jmla) = Φ (ð− 2τ)φ1la − (þ′ − ρ′)φ0la
+ Φ (ð′ − τ ′)φ0ma − Φ (þ− 2ρ)φ1ma, (72b)
pia(Φ, T A) = −Φ (þ′ − ρ′)φ0la + φ0 (þ + ρ) Φna + Φ (ð′ − τ ′)φ0ma
− φ0 (ð + τ) Φma, (72c)
and
ta
(
O†Φ, A
)
= (maAl − laAm)O†Φ, (72d)
where Σˆ = ð (þ + ρ)− (ρ− ρ¯) (ð + τ) = þ (ð + τ)− (τ − τ¯ ′) (þ + ρ).
Writing H = 12Habdx
a∧dxb, where Hab+Hba = 0, we seek to solve w+σ−pi−t =
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−∇bHba ? dxa = d ? H. In other words,
wa(S†Φ, A) + σa(Φ, EA)− pia(Φ, T A)− ta(O†Φ, A) = −∇bHba =
1
2
{
− φ¯2 (þ + ρ) Φ + φ¯1 (ð + τ) Φ + φ1 (ð + τ) Φ + AmO†Φ + 2Φ (ð− 2τ)φ1
− AnΣˆΦ + Am (ð− τ) (ð + τ) Φ
}
la
+ 12
{
− φ0 (þ + ρ) Φ + AlΣˆΦ− Am (þ− ρ) (þ + ρ) Φ
}
na
+ 12
{
−φ1 (þ + ρ) Φ+ φ¯1 (þ + ρ) Φ−φ¯0 (ð + τ) Φ−AlO†Φ−2Φ (þ− 2ρ)φ1−AmΣˆΦ
+ An (þ− ρ) (þ + ρ) Φ
}
ma
+ 12
{
φ0 (ð + τ) Φ + AmΣˆΦ− Al (ð− τ) (ð + τ) Φ
}
ma. (73)
Next, we rewrite the divergence term in equation (73) in GHP form.
∇bHba = [na (þ− ρ− ρ¯)− la (þ′ − ρ′ − ρ¯′) +ma (τ − τ¯ ′)−ma (τ ′ − τ¯)]Hnl
+ [ma (þ− ρ)− la (ð− τ)]Hmn + [ma (þ− ρ¯)− la (ð′ − τ¯)]Hmn
+ [ma (þ′ − ρ¯′)− na (ð− τ¯ ′)]Hml + [ma (þ′ − ρ′)− na (ð′ − τ ′)]Hml
+ [ma (ð− τ − τ¯ ′)−ma (ð′ − τ ′ − τ¯) + na (ρ− ρ¯)− la (ρ′ − ρ¯′)]Hmm, (74)
where
Hab = Hnl
(
lanb − nalb
)
+Hmn
(
lamb −malb
)
+Hmn
(
lamb −malb
)
+Hml
(
namb −manb
)
+Hml
(
namb −manb
)
+Hmm
(
mamb −mamb
)
, (75)
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which gives
−∇bHba = 12
{
(ð− τ) [2φ1Φ]− (ð− τ) [An (þ + ρ) Φ] + (ð− τ) [Am (ð + τ) Φ]
+(þ′ − ρ′ − ρ¯′) [Am (þ + ρ) Φ]−(ð′ − τ ′) [Am (ð + τ) Φ]+(ρ′ − ρ¯′) [Al (ð + τ) Φ]
}
la
+12
{
−(þ− ρ− ρ¯) [Am (þ + ρ) Φ]+(ð− τ¯ ′) [Al (þ + ρ) Φ]−(ρ− ρ¯) [Al (ð + τ) Φ]
}
na
+ 12
{
− (þ− ρ) [2φ1Φ] + (ð′ − τ ′ − τ¯) [Al (ð + τ) Φ]− (þ′ − ρ¯′) [Al (þ + ρ) Φ]
+ (þ− ρ) [Al (þ + ρ) Φ]− (þ− ρ) [Am (ð + τ) Φ] + (τ ′ − τ¯) [Am (þ + ρ) Φ]
}
ma
+12
{
(þ− ρ¯) [Am (ð + τ) Φ]−(ð− τ − τ¯ ′) [Al (ð + τ) Φ]−(τ − τ¯ ′) [Am (þ + ρ) Φ]
}
ma.
(76)
By integrating the equation (76), we find H = equation (77) plus a total divergence
after a very tedious calculation.
H =
{1
2Am (þ + ρ) Φ
}
(l ∧ n)+
{
φ1Φ− 12An (þ + ρ) Φ +
1
2Am (ð + τ) Φ
}
(l ∧m)
+
{
−12Am (ð + τ) Φ
}
(l ∧m)+
{1
2Al (þ + ρ) Φ
}
(n ∧m)+
{1
2Al (ð + τ) Φ
}
(m ∧m) .
(77)
One can simplify ?H to
? H = i
[
(S†Φ)adxa
]
∧ A+ iφ1Φ(l ∧m). (78)
where also
l[anbmcmd] = −i4! ε
abcd (79)
was used.
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