We consider online convex optimization with a zero-order oracle feedback. In particular, the decision maker does not know the explicit representation of the time-varying cost functions, or their gradients. At each time step, she observes the value of the cost function evaluated at her chosen action (zero-order oracle). The objective is to minimize the regret, that is, the difference between the sum of the costs she accumulates and that of the static optimal action had she known the sequence of cost functions a priori. We present a novel algorithm to minimize the regret in both unconstrained and constrained action spaces. Our algorithm hinges on a classical idea of one-point estimation of the gradients of the cost functions based on their observed values. However, our choice of the randomization introduced and consequently the proof techniques differ from those of past work. Letting T denote the number of queries of the zero-order oracle and n the problem dimension, the regret rate achieved is O(nT 2/3 ) for both constrained and unconstrained action spaces. Moreover, we adapt the presented algorithm to the setting with two-point feedback and demonstrate that the adapted procedure achieves the theoretical lower bound on the regret of Θ(n √ T ).
Introduction
Online optimization concerns optimizing a possibly time-varying objective with limited information on the functional form of the objective or its gradient. Due to its tremendous applicability in machine learning and specifically online recommendation systems, online ranking and routing, over the past decade the online optimization problem has been revisited and extremely well-studied [16, 4] . Past work has considered a plethora of formulations of this problem categorized mainly based on assumptions on the environment and the decision-maker (algorithm). The environment determines the cost function sequence from a cost function class (linear, strongly convex, convex, smooth), and in a deterministic, stochastic or adversarial way. The decision-maker chooses her actions from an action space class (finite, convex, compact, unconstrained) having access to a certain feedback oracle. In particular, the feedback received by the decision-maker after playing an action can be from the following oracle classes: zero-order, observing only function values at the played action, first-order, observing gradients at the played action, and full information, observing the function. The measure of performance in this class of problems is regret, which is the difference between the accumulated cost for the chosen actions versus the cost corresponding to the optimal action had the decision-maker access to the sequence of the cost functions a priori. In contrast,
This research was gratefully funded by the European Union ERC Starting Grant CONENE. * Department of Control Theory and Robotics, TU Darmstadt, Germany † Automatic Control Laboratory, ETH Zürich, Switzerland in stochastic optimization problems the decision-maker is concerned with the performance of the optimized action returned at the end of the horizon, rather than the costs incurred along the way.
Developing algorithms achieving optimal regret bounds in the basic setup of time-varying cost functions in uncountable action spaces and with zero-order oracle is an active area of research. The seminal work of [7] extends the online decision making of [22] from a first-order to a zero-order oracle. The approach is to introduce randomization in order to derive a one-point estimate of the gradients of the cost functions. Letting T denote the number of queries and n the dimension, this work achieves a regret bound of O(nT 3/4 ), applicable to cost functions with uniformly bounded gradients and a compact convex constraint set. Until recently, this rate was the best upper bound for this class of problems, whereas the lower bound for this problem class is established as Ω( √ n 2 T ) [17] . For the bounded action setting, the follow-the-regularized leader (FTRL) approaches improve the regret bound with respect to the number of queries progressively:Õ(T 2/3 ) [15] ,Õ(T 5/8 ) [6] , O(T 8/13 ) [21] 1 , combining the idea of [7] and a self-concordant barrier function as a regularizer. Meanwhile, [9, 5] achieveÕ( √ T ) for compact constraint sets, with a high dependence of bounds on problem dimension n. In particular, the algorithm in [9] is based on the ellipsoidal method for strongly convex and smooth cost functions, whereas [5] derives an algorithm based on kernel estimations of the cost functions for convex functions. The latter has improved dependence of the regret rate on the dimension of the problem n, but lacks the simplicity of a gradient-based approach.
The above results apply to compact constraint sets. Authors in [10] consider unconstrained action spaces but with a first-order oracle. The work in [3] addressed regret minimization in online optimization and considers both constrained and unconstrained action spaces. They propose two-point and one-point feedback of the gradients of the cost functions in the unconstrained and constrained action space setting, respectively. Here, the regret bounds are refined based on the smoothness degree of the function. In particular, in the convex second-order smooth cost function they achieve O(n 2 T 2/3 ). However, the points at which the functions are queried differ from the points at which the regret is measured. In [2] , it was shown that by having access to function values at two query points at each stage (two-point feedback), the optimal regret rate can be achieved in the compact action setting. The dependence of this rate on dimension was improved from quadratic to square root in [18] . In the unbounded setting, past work of [10] also achieved the optimal regret rate of Θ( √ T ) with a first-order rather than a zero-order oracle assumed in our work. We propose a gradient-based algorithm for zero-order oracle online convex optimization in unconstrained and constrained action spaces, with O(nT 2/3 ) regret rate, consistent with the result in [3] , but with in the more restrictive one-point bandit setting. Our setup generalizes that of [7, 15] to the unconstrained setting and improves their regret bounds. While we do not reach the lower bound of Ω(n √ T ) in the bandit setting, we improve the performance and generalize the applicability of gradient-based algorithms, specifically by addressing unconstrained setting. Our algorithm is arguably simple and does not depend on any constants of the problem. Furthermore, we show that assuming one can query the functions at two points, a modified version of our algorithm can achieve the lower bound regret rate of Ω(n √ T ) in both unconstrained and constrained action spaces. While the dependence on dimension is suboptimal compared to [18] , our proposed algorithm does not require any knowledge of cost function structures, constraint sets, or the time horizon a priori.
Our approach can be interpreted as stochastic gradient descent on a smoothed version of the cost functions. In particular, by randomizing the query points we obtain a one-point estimate of the gradients of a smoothed version of the cost functions. This approach is similar in spirit to those based on the Smoothing Lemma [11, 7, 3] . However, we sample the perturbations from a Gaussian distribution, motivated by [20, 12] , rather than a uniform distribution with compact support. Moreover, in contrast to [20, 12] and further research based on these works (e.g. [8] ), we choose an appropriate time-varying variance parameter for the Gaussian distribution to upper bound the regret without fixing an error and a number of required iterations in advance. As a consequence, the analysis approach of the past work do not apply to our case. Rather, our convergence analysis is based on finding a suitable Lyapunov function and a trade-off between the time-varying step-size and variance to analyze the behavior of the resulting stochastic procedure. A preliminary and brief version of our work appeared in [19] . We extend our past work in three ways. First, we improve the regret bound from O(T 3/4 ) to O(T 2/3 ), based on a modified proof approach inspired from that of [3] . Second, we extend the setting to constrained action spaces and show that the regret bounds remain valid in this case. Third, we consider two-point feedback and derive a modification of our proposed algorithm, which can achieve the regret lower bound of Θ( √ T ). The rest of this paper is organized as follows. In Section 2 we formulate the problem and present some supporting theorems. In Section 3 we propose the algorithm for the one-point feedback in both unconstrained and convex constrained action setting. In Section 4 we tighten the regret rates using two-point feedback. We end with concluding remarks in Section 5.
Online Optimization Problem

Problem formulation
An unconstrained online convex optimization problem consists of an infinite sequence {c 1 , c 2 , . . .}, where each c t : R n → R is a convex function. At each time step t, an online convex programming algorithm selects a vector x t ∈ S ⊆ R n , where S is a feasibility set. After the vector is selected, it receives the cost functionĉ t = c t (x t ). Efficiency of any online optimization is measured with respect to a regret function defined below. Definition 1. Given an algorithm updating {x t }, and a convex programming problem (S, {c 1 , c 2 , . . .}), if {x 1 , x 2 , . . .} are the vectors selected by this algorithm, then the cost of the algorithm until time T is
The cost of a static solution x ∈ R n until time T is
The regret of the algorithm until time T is
Note that we are measuring the performance of x against the optimal action given the sequence of cost functions. Hence, the setting is referred to as (oblivious) bandit online optimization. This is a standard definition of the regret formulated in [22] . The goal of an online optimization algorithm is to propose a procedure for the update of {x t } such that the average regret function approaches zero with as small number of queries as possible, i.e.
with a lowest possible rate in T and with low dependence of the rate on the dimension n.
To address this problem, we need a set of assumptions. Denote the standard inner product on R n by (·, ·): R n × R n → R, with the associated norm x := (x, x). In the following we consider {c 1 , c 2 , . . .} belonging to a class of functions for which the following assumptions hold. Assumption 1. The convex functions c t (x), t = 1, 2, . . ., are differentiable and the gradients ∇c t are uniformly bounded on R n . Remark 1. Since Assumption 1 requires uniformly bounded norms of ∇c t , the functions c t (x), t = 1, 2, . . ., grow not faster than a linear function as x → ∞. Thus, these functions are Lipschitz continuous with a constant l t uniformly bounded by some constant l.
Assumption 2. Each gradient ∇c t is Lipschitz continuous on R n with some constant L t and there exists L such that L t < L for all t.
Note that in the compact action setting the smoothness of the gradient above implies Assumption 1. We require the following additional assumption for the non-compact action setting. 
Remark 2. The actual bounds on the Lipschitz constants of the function or their gradients or the bound on norm of minimizers are not needed by the algorithm. They are explicitly provided because they are used in the theoretical analysis.
Under Assumption 1, Assumption 3 is equivalent to the assumption that all functions c t (x), t = 1, 2, . . ., achieve their minima in some compact set. Indeed, if the latter assumption holds, due to convexity of c t on R n , the function c t is coercive, namely lim x →∞ c t (x) = ∞. Hence, there exists K such that c t (x) > c t (0) for all x such that x 2 > K. Thus,
for any such x. On the other hand, if (x, ∇c t (x)) > 0, ∀ x 2 > K, there is no minima of c t on the set {x : x 2 > K} (due to the first-order optimality condition). Hence, the continuous function c t attains its minimum on the compact set {x : x 2 ≤ K}. However, the value K is not known a priori and, thus, cannot be used in the algorithm's design.
Let us discuss the assumptions above in the context of past work. The assumptions on Lipschitz costs with bounded gradients are made in all past work dealing with regret in online optimization. In the unconstrained action spaces with step-size oracle, we use Assumption 2 in order to bound the iterates of our algorithm after the sampling from Gaussian distribution. Only few works deal with regret in unconstrained action spaces. In particular, [10] compares regret in unconstrained setting with the best action in a "restricted class" of optimizers with a bounded norm. Hence, implicitly, they make an assumption similar to Assumption 3. While [3] lacks this assumption in unconstrained setting, they do not evaluate regret at the queried points. Moreover, the approach in [3] requires knowledge of the number of queries T in advance and uses this number to set up the step-size in the proposed algorithm. In contrast, in our proposed approach, the algorithm parameters are independent of T and all the parameters in the assumptions above.
3 Proposed Online Optimization Algorithm 3.1 One-point estimate of the gradients for unconstrained optimization
The proposed algorithm is as follows. At each time t the decision maker chooses the vector x t according to the n-dimensional normal distribution N(µ t , σ t ), µ t = (µ 1 t , . . . , µ n t ), meaning that the coordinates x 1 t , . . . , x n t of the random vector x t are independently distributed with the mean values µ 1 t . . . , µ n t and the variance σ t . The mean value initial condition µ 0 : µ 0 < ∞, can be chosen arbitrarily. The iterates µ t are updated using the observed value of the cost functionĉ t = c t (x t ) and the played action x t as follows
Before presenting our regret bound on the above procedure, we provide some insights into our proposed choice. In particular, we show that our algorithm can be interpreted as a stochastic optimization procedure.
First, let E xt {·} denote the conditional expectation of a random variable with respect to the σ-algebra F t generated by the random variables
where x = (x 1 , . . . , x n ) and
is the density of N(µ t , σ t ). Thus,c t (µ t ) can be considered the expectation E xt {c t (x t )} of the random variable c t (x t ), given that x t has the normal distribution N(µ t , σ t ). The iteration (2) can then be rewritten as a stochastic gradient descent with respect to the functionc t (µ t ), that is,
where
Moreover,
Proof. See Appendix B.
The interpretation of the lemma above is that in Procedure (2), we use unbiased random estimations of the gradients of a smooth version of the cost functions
In contrast to the similar results in the Smoothing Lemma of [7, 3] , the equality above is independent of the dimension. Indeed, the dimension dependence in the above work arises due to sampling uniformly from a sphere and the dimensional growth ratio between the volume of the ball and the surface of the sphere. In contrast, the same dependence in dimension in our work is recovered in Lemma 2.2 below in relating the smooth costs with the original costs. We derive some further properties of the terms in Procedure (2) that will be used in the convergence analysis. Their full proofs can be found in Appendix B.
Lemma 2. Under Assumptions 1, 2, and 3, the functionsc t (µ t ), t = 1, . . . enjoy the following properties:
1.c t (µ t ), t = 1, . . ., are convex on R n and their gradients ∇c t (µ t ) are uniformly bounded.
2. For t = 1, . . .
for all {c 1 , c 2 , . . .} satisfying Assumptions 1 and 3. In words, given any µ 0 with a bounded norm, µ t is bounded almost surely by a constant M , uniformly with respect to time t and the sequences of cost functions {c 1 , c 2 , . . .}.
Proof. First, we notice that the conditions on the sequences {α t }, {σ t } imply that
Let us consider the function V (µ) = W ( µ 2 ), where W : R → R is defined as follows:
andK is the constant from Lemma 2. Let L denote the generating operator of the Markov process {µ t }. Recall that LV (µ) = E{V (µ t+1 )|µ t = µ} − V (µ). Our goal is to apply a result on boundedness of the discrete-time Markov processes, based on the generating operator properties applied to the function V . This result is provided in [13] , Theorem 2.5.2. (For the ease of reviewers, we provided the statement of this theorem in Appendix A).
The function W fulfills the following property
in other words, W is β-smooth with β = 1 or equivalently upper bounded by a quadratic function. Thus, taking this inequality into account, we obtain
According to (4) the norm of µ t evolves as
Hence, taking into account (5), we obtain
We proceed with estimation of the term E xt ξ t (x t , µ t , σ t ) 2 . Due to Lemma 3 for some quadratic function of σ t and µ i t , i ∈ [n], denoted by f 1 (µ t , σ t ), we have
From Assumptions 1 and 3, (12)- (15),
From the choice of the parameters α t , σ t , above we have
. Thus, according to the condition in (9),
Hence,
Expanding the inequality above and taking conditional expectation E xt {·} of the both sides, we see that the additional terms E xt ξ t (x t , µ t , σ t ) 3 and E xt ξ t (x t , µ t , σ t ) 4 need to be bounded. Using Lemma 3 we obtain
where f 2 (µ t , σ t ) and f 3 (µ t , σ t ) are third and fourth order polynomials of σ t and µ i t , i ∈ [n], respectively. Hence, by expanding (17) and taking into account (14)- (19) we get
, due to condition for step-sizes and variances, that is, 2a − 2b > 1. It follows from (9) that ∞ t=1 g 2 (t) < ∞. Thus, from (16) and (20) we obtain
Due to Lemma 2, (∇c t (µ), µ)W ′ ( µ 2 ) ≥ 0 for any t = 1, 2, . . . and µ ∈ R n . Moreover, according to (9) ,
Thus, Theorem 2.5.2 together with Remark 2.5.1 from [13] imply that V (µ t ) is a nonnegative martingale. Hence, we can use Lemma 1.5.2 in [13] (it is formulated in Appendix A as Theorem 6) to upper bound the average number H T a,b of the full intersections in the upward direction the sequence V (µ 0 ), . . . , V (µ T ) has with a given interval [a, b] . Letĉ = max µ <Kc t (µ) (as it is defined in Remark 3) and let us choose a =ĉ and b = K +ĉ. Notice thatĉ is a uniform bound with respect to the sequence of the cost functions and to t. According to Lemma 1.5.2 in [13] (see Appendix A),
Due to the choice of a and b, we get
Define M = K +ĉ. Assume that there exists T > 0 such that Pr{ µ T ≥ M | µ 0 < ∞} > 0 for some sequence of cost functions satisfying Assumptions 1 and 3. Moreover, without loss of generality let µ 0 2 <K implying V (µ 0 ) = 0. Then (a − V (µ T )) + = 0 and, hence, EH T a,b = 0, which means that the sequence V (µ 0 ), . . . , V (µ T ) starts with the value 0 but has no full intersection with [ĉ, K +ĉ] and, thus, Pr{ µ T ≥ M | µ 0 < ∞} = 0. Hence, we get the contradiction, which implies that almost surely µ t ≤ M = K +ĉ for any t and this bound is uniform with respect to the class of the sequences of cost functions.
Remark 4. Note that in the proof of the lemma above we assumed µ 0 2 <K. This assumption is indeed made without loss of generality, since in the case when µ 0 has a bounded norm, but µ 0 2 ≥K, the interval [a, b] needs to be shifted respectively, which means that the constant bounding µ t depends only on the initial choice of µ 0 , namely
With this lemma in place, we can prove the main result.
Proof of Theorem 1. The plan of the proof is as follows. For the regretR µ (T ) calculated with respect to the smoothed cost functionsc t (µ), we follow the idea of the proof in [22] and estimate T t=1 (∇c t (µ t ), µ t − x * ), where x * is any point from R n such that x * is bounded. Then, using Lemma 2, we relate back to the regret of the original cost functions evaluated at the mean vector µ t , R µ (T ). Finally, taking conditional expectation of R µ and using Lemma 2 again we get the bound on expected regret for the queried points R x (T ).
By convexity ofc t (µ) as shown in Lemma 2, for any {µ t },
The above indicates that the regret calculated for the functionsc t (µ) is at least as much as the regret calculated for the function h(µ) = (∇c t (µ t ), µ). To bound this term, analogously to equality (13), but evaluating µ t+1 − x * instead of µ t+1 we can write
By summing up the equality (23) over t = 1, . . . , T and then taking the conditional expectation with respect to F T of the both sides, we obtain that ∀T > 0, almost surely
Above, we used the property of the conditional expectation, namely E{µ t 1 |F t 2 } = µ t 1 almost surely for any t 1 ≤ t 2 , as well as the fact that E{ξ t (x t , µ t , σ t )|F T } = E xt ξ t (x t , µ t , σ t ) = 0 for all t ≤ T , which is implied by (5) . Furthermore, according to Lemma 4 and Assumption 3 (Remark 2), there exists M such that µ t − x * ≤ M almost surely for all t. By taking into account Lemmas 2, 3 and inequality (8), we conclude that almost surely the term ∇c t (µ t ) is bounded and
Next, taking into account the settings for α t and σ t , we get
where c = − a−2b 1−a+2b . Hence, from (22) , almost surelỹ
Next, according to Lemma 2, Part 2,
Hence, taking into account the inequality
As 0 < a < 1, b > 0, a − 2b > 0, the inequality above implies lim T →∞ Rµ(T ) T ≤ 0 almost surely. Notice that
Here, C µ (T ) and C x (T ) emphasize that the cumulative cost C(T ) is considered for the sequences {µ t } and {x t }, respectively. Hence, by convexity of the functions {c t } and their bounded gradients (see Assumption 1), we obtain that almost surely
Then by taking expectation conditioned on F T , we get that almost surely
In the inequality above we used Part 2 of Lemma 2. Now by taking the full expectation and using the inequality
and, since the inequalities 2a − 2b > 1 and a < 1 imply a − 2b > 0, we get lim
The result E
follows from optimizing the rate in (28) with respect to a, b subject to the constraints 0 < a < 1, 2a − 2b > 1, 0 < b < 1.
Let us further provide insights on the assumptions and their use in the proof above. Assumption 1 on the uniform bound of gradients is used to show that through scaling the measured payoffs (zeroth order feedback) we obtain a one-point feedback of gradient of the smoothed version of the cost in Lemma 1. This assumption is also used to ensure the variance and higher order moments of ξ t , perturbation of gradients in equation (4), are bounded (Lemma 3), and consequently to prove boundedness of the iterates (Lemma 4). Assumption 2 on uniformly Lipschitz gradients is used to bound the difference between the smoothed and the original cost functions through Lemma 2 Part 2. This enables us to bound the regret by first computing it along the smoothed version of the cost in the proof of Theorem 1. Assumption 3 is needed for the unconstrained action spaces to rule out possibility of infinite regret.
Constrained Online Optimization
To deal with the case where S = R n and is a closed convex set, we adapt Procedure (2) by choosing the action x P t as the projection of the normal vector x t ∼ N(µ t , σ t ) on the set S, namely x p t = Proj S [x t ], and by updating the mean vector µ t according to the following rule:
whereĉ t = c t (x p t ) and (1 − r t )S = {x ∈ S : dist(x, ∂S) ≥ r t } and 0 < r t < 1 for any fixed t. 2 Clearly, if S is compact the iterates µ t are bounded. Analogous to Lemma 4, we also show that if the set S is not compact, the above procedure still ensures almost sure boundedness of the iterates. 
for any sequence {c 1 , c 2 , . . .}, for which Assumptions 1, 3 hold. 2 Here ∂S is the boundary of the set S, dist(x, ∂S) = inf y∈∂S x − y .
Proof. For clarity in this proof, we refer to the iterates of (2) byμ and those of (29) by µ. Let µ µ t+1 = {μ t+1 |μ t = µ} denote the result of the t-th iteration given that the current vectorμ t is equal to some fixed µ ∈ R n . According to Lemma 4,μ µ t+1 is bounded for all t with probability 1, givenμ 0 is bounded. Without loss of generality, we assume 0 ∈ (1 − r t )S for all t. Then, using non-expansion property of the projection operator, we get that with probability one
where l is from Remark 1. Then by induction over t and taking into account the inequality above and the fact that the value
is almost surely bounded, we get that there exists some constant M 1 = M 1 (µ 0 ) such that µ t+1 < M 1 with probability 1 for all t and any sequence of the cost functions from the class under consideration, given some bounded initial vector µ 0 .
Having taken care of boundedness of iterates for any convex set S, we show that the statements exactly analogous to Theorem 1 hold. Here, we highlight the last result on the expected regret rate but in our proof we go through the same steps of Theorem 1 and in particular, the results of parts 1) and 2) of Theorem 1 are shown to hold as well.
Theorem 2. Let (29) define the optimization algorithm for the constrained online convex optimization problem (S, {c 1 , c 2 , . . .}). Choose the step-size sequence and the variance sequence according to
Then, under Assumptions 1-3, the expected regret satisfies the bound:
In particular,
Moreover, for the optimal choice of a = , the regret rate is
Proof. Similarly to (4) we rewrite Procedure (29) as
we get that almost surely (using the non-expansion property of the projection operator) 3
since almost surely µ t+1 − x * (1−rt)S ≤ k 1 for a positive bounded k 1 and x * (1−rt)S − x * ≤ r t . Furthermore, analogously to (23) and (24), we obtain:
We proceed by estimating the terms E xt P t (x t , µ t ) and E xt (P t (x t , µ t ), ξ t (x t , µ t )).
where in the two last inequalities we used Assumption 1 (see Remark 1) and the fact that x t −x p t ≤ x t − µ t .
Next, let us estimate Pr{x t ∈ R n \ S}. Let O rt (µ t ) = {y ∈ R n | y − µ t 2 < r t } denote the r t -neighborhood of the point µ t . Hence, sup y / ∈Or t (µ t ) − y − µ t 2 = −r t . Then, taking into account the fact that O rt (µ t ) is contained in S and r t < 1 for all t, we obtain that for any t (see (29)) and any bounded σ > σ t :
for some finite k 2 > 0. The last inequality is due to the fact that r t = (1 + δ)σ t ,
and, thus, there exists 0 < k 3 < ∞:
It now remains to bound E xt (P t (x t , µ t ), ξ t (x t , µ t )). According to Assumption 1 and definitions of P t (x t , µ t ) and ξ t (x t , µ t ),
Thus, taking into account (15), (32), (33), and (34), we conclude that the main contribution in the estimation (31) is due to the terms α t E xt ξ t (x t , µ t ) 2 and α t ∇c t (µ t ) 2 . Moreover, due to Lemma 5, for all t the norm µ t − x * is uniformly bounded almost surely. Hence, analogously to the unconstrained case, we get from (31)
Next, following the reasoning analogous to the one in the Part 2 of the proof of Theorem 1, we conclude that
and, thus, lim T →∞ E Rx(T ) T ≤ 0 and the rate of regret is exactly as the one given in Theorem 1.
Two-point Feedback
Let us assume that given the process (2) or (29), we can obtain the value of the function c t not only in the current state x t , but also at the current mean value µ t . In this section we demonstrate that in this case the algorithms (2) and (29) can be modified in such a way that the upper bound for the regret achieves its optimum over the time parameter, namely is O( √ T ).
Unconstrained Optimization
We modify the process (2) as follows: We start with an arbitrary µ 0 . Then, for t = 0, 1, 2, . . .
where, as before,ĉ t = c t (x t ). The procedure above can be rewritten as
Analogously to Lemma 1, we can formulate the following result.
Lemma 6. Under Assumption 1,
Proof. Indeed, the first equality in (38) holds, due to the fact that
To get the second equality in (38), we can repeat the proof of Lemma 1.
Further, we can notice that Lemma 3 can be reformulated in terms of the new stochastic term ζ t (x t , µ t , σ t ) as follows.
Lemma 7. Under Assumption 1 there exist constants
The fact that the unbiased estimation
of the gradient ∇c t (µ t ) uses two points implies its bounded moments, whereas in the case of onepoint feedback we can only upper bound the moments by some functions dependent on µ t (compare Lemma 7 with Lemma 3). This feature of the approach based on two-point feedback allows us to relax the conditions on the parameters α t and σ t in Lemma 4 to guarantee the bounded iterations in the new process in (36). Proof. Analogously to the proof of Lemma 4, we consider the function V (µ) = W ( µ 2 ), where W : R → R is defined as follows:
andK is the constant from Lemma 2. We then continue with the exact same derivation as in Lemma 4 to show that V (µ t ) is a nonnegative martingale by bounding the term E{V (µ t+1 )|µ t = µ} − V (µ) as follows:
The only difference between the above bound and the one in (21) using the one-point feedback is that here g 2 (t) = O α 2 t and g 1 (t) = O α 2 t and hence, these terms do not exhibit the dependence on the variance parameter σ t . This difference is due to bounds on ζ and ξ using Lemmas 7 and 3, respectively. Due to 0 < a < 1, we have that
is a nonnegative martingale. Repeating the same reasoning analogous to the one in Lemma 4 we get the result.
With this lemma in place, we can prove the main result for the process (36). (2) estimated with respect to the query points {x t } satisfies
and for the optimal choice of a = , the regret rate is
Proof. As per proof of Theorem 1, we bound the regret at the linearized costs based on the following observation:
Furthermore, repeating the steps of Theorem 1's proof, we obtain that ∀T > 0, almost surely
According to Lemma 8 and Assumption 3 (Remark 2), there exists M ′ such that µ t − x * ≤ M ′ almost surely for all t. By taking into account Lemmas 2, 7 and inequality (39), we conclude that almost surely the term ∇c t (µ t ) is bounded and E xt ζ t (x t , µ t , σ t ) 2 ≤ O(n). Hence, almost surely
Note the difference between the above upper bound and that in (25). Next, taking into account the setting for α t , we get
Thus, almost surely
where c = − a 1−a . From (40), it follows that almost surelỹ
Then, similar to (27) we connect the regret between the smoothed costc and the original cost c using Lemma 2, Part 2,
As 0 < a < 1 and b > 0, the inequality above implies lim T →∞
Rµ(T ) T
≤ 0 almost surely. Consequently, from the reasoning analogous to one in proof of the corresponding parts in Theorem 1 we have
and optimizing the choice of a, b, we get
Constrained Optimization
Finally, we notice that the improvement in the regret bound obtained by Procedure (36) based on two-point feedback can be achieved also by the process adapted to solve constrained online optimization (see the problem formulation in Section 3.3). Analogously to the procedure in (29) which only uses the current valueĉ t = c t (x p t ), with x p t = Proj S [x t ], to get the unbiased estimation of the gradient ∇c t (µ t ), we can now consider the algorithm
based on the estimation c t (µ t ) as well. Then using the reasoning similar to Lemma 5, we can show that the µ t updated according to the process (45) is almost surely bounded by a finite constant that is uniform in time t and in the sequence of cost functions, for which Assumptions 2 and 3 hold. Moreover, by repeating the arguments analogous to ones in the proof of Theorem 2 and by taking into account bounded moments of the stochastic term ζ t (x t , µ t , σ t ) = ∇c t (µ t ) − (ĉ t − c t (µ t )) xt−µ t σ 2 t (see Lemma 7) and the properties of 
In particular, for the optimal choice of a = 
Remark 5. Note that Theorem 1 and Theorem 2 as well as Theorem 3 and Theorem 4 each provide an upper bound for a more generally defined average regret than the one in Definition 1. Due to Lemma 4 (Lemma 5, Lemma 8), there is an upper bound M (M 1 ) for µ t which is uniform in t and in the choice of the cost sequence {c 1 , c 2 . . .}. Hence, the formulated results state that there is a constant C such that for every sequence {c 1 , c 2 . . .}, for which Assumptions 1-3 hold, the average regret of the algorithm at a sufficiently large T is smaller than CT 2/3 in the case of one-point feedback (Theorem 1 and Theorem 2) and is smaller than CT 1/2 in the case of two-point feedback (Theorem 3 and Theorem 4).
Conclusion
We provided a novel algorithm for the bandit online optimization problem with convex cost functions over unconstrained action spaces. Our algorithm was based on a zero-order oracle. In the case of one query point, we achieved a regret rate of O(nT 2/3 ). We showed how the algorithm can be adopted to address constrained action spaces, achieving the same regret rate above. Moreover, we presented a version of the algorithm adapted to the setting with two-point feedback. For this case, we showed that by appropriately choosing the two points and the step-size and variance parameters, the proposed algorithm achieves the theoretical lower bound with respect to the number of queries, namely Θ( √ T ). An open question is whether we can achieve the lower bound of O(poly(n)T 1/2 ) in the bandit setting with one-point feedback, in the case of unbounded constraint sets. To this end, we aim to establish lower bounds for gradient-based algorithms and match them with the corresponding results presented in the literature so far in online and bandit optimization [1, 14, 17] .
A Supporting Theorems
To prove convergence of the algorithm we will use the results on convergence properties of the Robbins-Monro stochastic approximation procedure analyzed in [13] .
We start by introducing some important notation. Let {X(t)} t , t ∈ Z + , be a discrete-time Markov process on some state space E ⊆ R n , namely X(t) = X(t, ω) : Z + × Ω → E, where Ω is the sample space of the probability space on which the process X(t) is defined. The transition function of this chain, namely Pr{X(t + 1) ∈ Γ|X(t) = X}, is denoted by P (t, X, t + 1, Γ), Γ ⊆ E.
Definition 2. The operator L defined on the set of measurable functions V :
is called a generating operator of a Markov process {X(t)} t . Now, we recall the following theorems for discrete-time Markov processes, which is proven in [13] , in Theorem 2.5.2. and Lemma 1.5.2 respectively.
Theorem 5. Consider a Markov process {X(t)} t and suppose that there exists a function V (t, X) ≥ 0 such that inf t≥0 V (t, X) → ∞ as X → ∞ and
Let A t be the σ-algebra of events generated by the process {X(u)} t u=1 . Then, (LV (X(t)), A t ) is a nonnegative supermartingale and almost surely sup t≥0 X(t, ω) = R(ω) < ∞.
Theorem 6. Let {X(t)} t be a stochastic process and A t be the σ-algebra of events generated by the sequence {X(u)} t u=1 such that (LV (X(t)), A t ) is a nonnegative supermartingale. Let H T a,b be the random variable defined as the number of times the sequence {X(u)} T u=1 fully intersects the interval
B Proofs of Lemmas
Proof. (of Lemma 1) First, we show that under Assumption 1 we can differentiatec t (µ t ) defined by (3) with respect to the parameter µ t under the integral sign. Note that this was stated as a fact in [12] without a proof. Here, we provide a proof for completeness. Indeed, let us consider the integral, which we obtain, if we formally differentiate the function under the integral (3) with respect to µ t , namely 1 σ 2 t R n c t (x)(x − µ t )p(µ t , σ t , x)dx.
The function under the integral sign, c t (x)(x − µ t )p(µ t , σ t , x), is continuous given Assumption 1. Thus, it remains to check that the integral of this function converges uniformly with respect to µ t over the whole R n . We can write the Taylor expansion of the function c t around the point µ t in the integral (46):
(c t (µ t ) + (∇c t (η(x, µ t )), x − µ t ))(x − µ t )p(µ t , σ t , x)dx = R n (∇c t (η(x, µ t )), x − µ t )(x − µ t )p(µ t , σ t , x)dx = R n (∇c t (η(y, µ t )), y)yp(0, σ t , y)dy, where η(x, µ t ) = µ t +θ(x−µ t ), θ ∈ (0, 1), y = x−µ t ,η(y, µ t ) = µ t +θy. The uniform convergence of the integral above follows from the fact 5 that, under Assumption 1, ∇c t (η(y, µ t )) ≤ l for some positive constant l and, hence, |(∇φ(η(y, µ t )), y)yp(0, σ t , y)|≤ h(y) = l y 2 p(0, σ t , y),
where R N h(y)dy < ∞. Thus, part 1 of the Lemma follows from ∇c t (µ t ) = R n ∇ µ t (c t (x)p(µ t , σ t , x))dx
Furthermore, for each kth coordinate of the above vector c t (x) x−µ t σ 2 t p(µ t , σ t , x), k ∈ [n], and given
x −k = (x 1 , . . . , x k−1 , x k+1 , . . . , x n ) we get
where in the above, we use integration by parts and the fact that c t grows at most linearly as x → ∞ to get to the last equality. Thus, the claim of the lemma follows.
Proof. (of Lemma 2) Part 1.
By the substitution y = x − aµ 1 − (1 − a)µ 2 we get Hence,c t (aµ 1 + (1 − a)µ 2 ) ≤ ac t (µ 1 ) + (1 − a)c t (µ 2 ).
The fact that for any fixed t the gradient ∇c t (µ t ) is bounded follows directly from the equation (6) and Assumption 1 implying bounded ∇c t on R n . Part 2. By using the Taylor series expansion for the function c t around the vector µ t and from Assumption 2, we obtain c t (x) ≤ c t (µ t ) + (∇c t (µ t ), x − µ t ) + L/2 x − µ t 2 .
as desired. Note that [12] showed this result with a slightly different technique. Part 3. The existence of a finite constantK > 0 such that (µ, ∇c t (µ)) > 0 for µ 2 >K follows from the fact that due to the bounded variance σ 2 t (and, hence, coercivity ofc t , due to Assumption 3 (Remark 2) and Part 2 shown above) the argumentation analogous to one in Remark 2 holds for functionsc t (µ) on R n .
Proof. (of Lemma 3) First note that, according to the Lyapunov's inequality,
Thus, it suffices to demonstrate that
where f 3 (µ t , σ t ) is a polynomial of σ t and a fourth order polynomial of µ i t , i ∈ [n]. Let us consider any random vector X = (X 1 , . . . , X n ) ∈ R n . The fourth central moment of this vector can be bounded as follows:
