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This study was to construct a model to predict a variety of biological transformations of Ethinylestradiol 
(EE2) using electronic theory and to analyze the estrogenic potential of EE2 and its metabolites.  As a 
secondary goal, Frontier Electron Density (FED) theory was applied to the natural steroidal estrogens, 
estrone (E1), estradiol (E2) and estriol (E3) to determine if similar initiating reactions could be expected.  
Electron density profiles were calculated for EE2 metabolites to determine possible metabolic pathways 
up to the cleavage of the first ring.  The pathways predicted in this study assume that enzymes commonly 
found in wastewater treatment systems will be available to attack EE2 and each metabolite. Predictive 
pathways were generated for EE2 based on the electron density and well established degradation rules.  A 
number of metabolites were shown to be consistent with FED theory.     
There are many methods available for effectively calculating the electron density of a given molecule.  
Calculations were carried out on the Pittsburgh Supercomputer (PSC) using the computational chemistry 
software Gaussian 03.  Two molecular orbital theories available for use in Gaussian 03 were used and 
results compared to determine if the level of theory significantly affected the accuracy of the electron 
density calculations.  In the beginning of this study only one theory was used but after studying the 
available theories in more detail I implemented a theory that was shown to be more accurate in literature.  
Using this information and well established degradation rules, metabolic pathways leading up to the first 
ring cleavage were predicted.  Experimentally measured metabolites appear in the predicted pathways.     
In order to evaluate the environmental impacts of steroidal estrogens and their subsequent metabolites 
the estrogenic potential is calculated using chemaxon software.  The estrogenic potential was estimated 
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for EE2 and each of its metabolites both predicted and experimental as well as E1, E2 and E3 and known 
experimentally measured metabolites that are similar to EE2.  In all cases the estrogenic potential of the 
metabolites indicate that they have a lower toxicity than the parent compounds but may still retain 
estrogenic potential after biotransformation.   
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1.0  INTRODUCTION 
1.1 ENVIRONMENTAL IMPACT 
Highly active endocrine disrupting compounds (EDC) can be found in the environment as both 
natural and synthetic steroidal estrogens.  Natural estrogens are excreted from the human body in 
quantities that are still estrogenically active (Aldercreutz 1986).  Ethinylestradiol (EE2), the 
primary component in birth control pills, is a synthetic estrogen based on estradiol.  EE2 is 
excreted from the body and primarily reaches the aquatic ecosystem via municipal wastewater as 
both unused estrogen and as conjugated metabolites.    As a result EE2 has been detected in 
surface waters that have come into contact with wastewater effluents (Ternes 1999; Kolpin 2002; 
Kuch and Ballschmiter 2001; Baronti 2000).  This has led to the detection of EE2 in these water 
bodies in the ng/L concentration range. (Kolpin 2002; Kuch and Ballschmiter 2001; Baronti 
2000).   
Feminization of male fish has been observed in a number of different studies.  Purdom et al. 
(1994) found that sewage treatment plant effluent had an estrogenic effect on fish.  Parkkonen et 
al. (2000) showed that contraceptive pills which contain EE2 have an estrogenic effect on fish.  
Pawlowski et al. (2004) showed that exposure to EE2 led to gonadal defects in male fathead 
minnows. Routledge et al. (1998) has shown that exposure to Sewage treatment works (STW) 
effluent can have an estrogenic effect on trout and roach.  Desbrow et al. (1998) has verified the 
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estrogenicity found in wastewater treatment plants (WWTP) can be attributed to EE2 and the 
natural steroidal estrogens E1 and E2 using the Yeast Estrogen Screen (YES).   
1.2 BIOLOGICAL REMOVAL OF STEROIDAL ESTROGENS 
EE2 has been shown to be a powerful EDC and an environmental threat even at trace levels (low 
ng/L).   EE2 is biodegradable via the activated sludge process.  To determine how to improve the 
biodegradation of EE2, the current work refers to a number of different studies that have 
examined different methods of biological removal. Yi and Harper (2007) tested the removal of 
EE2 by coupling it with the nitrification process.  They used an enriched culture with autotrophic 
ammonia oxidizers to determine how EE2 reacted during the nitrification process.  Results 
indicated that EE2 undergoes electrophilic initiating reactions on the phenolic ring (ring A see 
appendix A2).  Furthermore, they also showed that ring A was the first ring that is cleaved.  Shi 
et al. (2004) further demonstrated the removal of EDCs by carrying out batch experiments using 
both nitrifying activated sludge (NAS) and ammonia oxidizing bacteria (AOB) where they tested 
four estrogens and observed the degradation rate kinetics. They concluded that NAS was the 
more effective method and that E2 was the easiest to degrade obeying first order reaction rates.  
In another study involving AOBs and continuous-flow reactors, Khunjar et al. (2011) found that 
AOBs degraded EE2 five times faster than heterotrophs.  This study also detected the presence of 
the previously reported sulfo-EE2 conjugate indicating that it may be recalcitrant.  These three 
studies demonstrated that treatment plants have the capabilities to degrade EE2.  A number of 
potentially active metabolites have been detected during these studies and authors expressed 
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concerns about the reactivation of inert conjugated estrogens and the estrogenic activity that is 
retained after treatment is complete.   
Other studies have examined the treatment of WWTP effluent using non-conventional 
systems that ranged from more intensive and costly techniques to systems that could be deployed 
in developing countries.  Shi et al. (2010) investigated the removal of E1, E2 and EE2 in 
stabilization ponds using algae and duckweed.    They used two different enzyme-linked 
immunosorbent assay (ELISA) methods in conjunction with solid phase extraction (SPE) to 
measure the estrogens in the ng/L concentration range.  The rate of degradation increased when 
synthetic wastewater was in the presence of duckweed and algae.  The degradation of the 
estrogens was attributed to both biodegradation and sorption with authors stating that sorption 
occurred early in the treatment process and that sorbed estrogens were subsequently biodegraded 
by microorganisms, algae or duckweed.  Della-Greca et. al. (2008) identified different 
metabolites using algae including coupled metabolites and a transformation where the active ring 
was modified.  Clouzot et al. (2010) compared the degradation of EE2 in membrane bioreactors 
(MBR) using acclimated activated sludge with removal of activated sludge (AS) directly from a 
wastewater treatment plant.  After the acclimated sludge was well established the concentration 
of EE2 was controlled to reach 1 mg/L in both vessels.  They determined that removal could 
reach 99% using the acclimated activated sludge and only 88% using standard activated sludge 
from a wastewater treatment plant. Authors attributed the difference in removal efficiency to the 
nitrifying capabilities of the system designed in this study.  Yi et al. (2011) also tested the 
removal of EE2 in an MBR and conventional bioreactor (CBR) at >50µg/L.  The MBR was 
shown to perform better than the CBR because of better sorption to MBR biomass.  Both 
systems were shown to have similar rates of complete mineralization and the MBR biomass was 
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capable of quickly producing metabolites over an extended period of time.  This second set of 
studies indicate that the performance of wastewater treatment plants (WWTP) can be improved 
by using more advanced wastewater treatment methods but may still result in the production of 
potentially active metabolites and are often significantly more costly than using conventional 
methods.   
1.3 DETECTION OF EE2 
EE2 requires analytical techniques with limit of detection (LOD) low enough to measure EE2 at 
levels as low as 0.1 ng/L.  Huang, 2001 compared the detection capabilities of (Gas 
Chromatography/Mass Spectrometry) GC/MS/MS to the ELISA method for detecting both E2 
and EE2 in wastewater effluent and surface water.  In conventional wastewater treatment 
effluent, the remaining endocrine disrupting component was measured at 0.2 and 4.1 ng/L for E2 
and EE2 respectively.  Using reverse osmosis, removal was <0.4 ng/L total between both 
hormones which is below the LOD.  This result indicates that E2 which is active at 1 ng/L is 
inactivated but does leaves some doubt about the activity of EE2 which may be active as low as 
0.1 ng/L.  This study identified EDC contamination in wastewater effluents at biologically active 
concentrations and shown the capabilities and limitations of prominent and commercially 
available EDC detection methods  
While WWTPs are capable of removing EDCs the sludge may also be used in land 
applications and effect feeding operations.  Hutchins et al. (2007) analyzed CAFOs to determine 
the effect of land application as a potential source of estrogen runoff into the environment.  To 
detect free estrogens in their samples they used SPE in conjunction with GC/MS/MS.  A 
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different method was used for the conjugates replacing GC/MS/MS with LC/MS/MS.  The limit 
of detection (LOD) was 20 ng/L.     In the swine sow lagoon they were able to detect E1 E2β, and 
E3 at 9940, 194 and 6290 ng/L respectively. Conjugates of EE2 have been identified using 
nitrifying bacteria in activated sludge experiments (Yi 2007) in wastewater samples using the 
ELISA (Huang 2001) and in sewage and river waters using SPE/LC/MS (Gentili 2002).  In most 
cases Hutchins et al. detected less than 1 ng/L of conjugated steroidal estrogens in runoff. 
Wastewater effluent can come into contact with surface waters and find their way to drinking 
water.  Kuch and Ballschmiter (2001) detected steroidal estrogens among other potential non-
steroidal EDCs in a number of different types of waters including surface and drinking water.  
Detection was done using high resolution GC negative chemical ionization MS (HRGC-NCI-
MS) and confirmed using a similar method but replacing NCI with ECD.  The LOD for this 
technique is 50 pg/L in drinking water and 200 pg/L in sewage water effluent.  The concentration 
ranges for steroidal estrogens were 200 pg/L to 5 ng/L and 100 pg/L to 2 ng/L in surface waters 
and drinking waters respectively.   
There are a number of difficulties associated with the detection of steroidal estrogens at the 
lower end of the active concentration range. Many methods exist for detection but frequently 
utilize chromatography and mass spectrometry individually or in tandem.  In any case the 
aforementioned combination requires skilled personnel and very expensive equipment.  
Hintemann et al. (2006), in an attempt to assuage many of the difficulties associated with the 
detection of EDCs, developed two immunoassays for detecting E2 and EE2. Both methods were 
ELISAs and were optimized based on previous studies to allow for the broader use of the 
methods.  The LOD for E2 and EE2 were 0.05 ng/L and 0.01 ng/L respectively.  The 
concentrations detected for E2 and EE2 were 12 and 1.8 ng/L in effluent and 4 and 0.7 ng/L in 
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surface water respectively.  In each of these studies, despite the extremely small concentrations 
detected, EE2 was frequently detected at concentrations known to exert estrogenicity on 
biological systems. 
1.4 ESTROGENICITY 
The toxicity of steroidal estrogens is based on the estrogenicity that they exert upon the 
environment where they are located.  Estrogenicity is the result of an estrogenic compound first 
interacting with the estrogen receptor enzyme (ERE) and causing the enzyme to yield some 
biological activity.  This can include the production of female hormones Vitellogenin (Vg) and 
the growth of female hormonal parts such as ovaries.  These potent EDCs become hazardous 
when excreted from the body or after synthetic drugs designed to specifically affect the 
endocrine system are disposed of unused.  In order to determine the extent to which these 
compounds retain their estrogenicity a number of methods have been developed based on the 
effect of known estrogenic molecules.  Routledge and Sumpter (1996) developed a method that 
has become widespread for measuring estrogenicity.  This method involves a recombinant yeast 
strain (Saccharomyces cerevisiae) that has the human estrogen receptor integrated into it.  With 
this gene the expression of β-galactosidase is controlled by the ERE.  When estrogenic activity 
takes place β-galactosidase is excreted into the system.  In this method β-galactosidase causes a 
color change with a color changing agent known as Chlorophenol red-β-D galactopyranoside 
(CRPG) that will turn the solution from yellow to red.  Using spectrophotometry, the level of 
estrogenic activity can be calculated based on the amount of β-galactosidase released.  A blank, 
containing only deionized water, is used and set at 0 and the natural steroidal estrogen E2, one of 
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the most potent estrogens, is used as the standard.  They did not actually look for steroidal 
estrogens but rather the estrogenicity of surfactants.  However, this method known as the YES 
screen has become prominent in the wastewater community for testing wastewater samples.   
Gibson et al. (2005) analyzed fish bile that has been exposed to WWTPs to determine the 
level of estrogenicity and identify specific contaminants.  HPLC-SPE was used to get quality 
readings of fish bile and compared fish exposed only to tap water and fish exposed to EDC 
containing WWTP effluent.  The YES method was implemented as developed by Rougtledge 
and Sumpter (1996).  E2 was detected in the ng/L concentration range in fish that were exposed 
to tap water.  In fish bile where estrogenic activity was detected E1, E2, EE2 and a number of 
nonylphenolics were detected in the low ng/L and pg/L concentration ranges.    
There are a number of other methods that have also been developed to calculate the 
estrogenicity of not only steroidal estrogens but in other contaminants such as xenobiotics.  
Nishikawa et al. (1999) developed a system not only to test estrogenicity but to test the effect of 
toxicants on other receptors including the androgen, progesterone, and thyroid hormone 
receptors (AR, PR and TR respectively).  This assay employs a two hybrid assay that uses 
coactivators known for receptor expression that come from actual mammals as opposed to 
recombinant yeast.  The test is able to identify which receptors are affected by which chemicals 
based on known results.  Instead of using yeast, they use coactivators that have been derived 
from mammals to get more genuine results and avoid interferences by unknown factors.  This 
method has a lower sensitivity than the YES assay.   
Another method was used to measure estrogenicity by measuring the production of an actual 
hormone instead of using an assay to find an additive as an indicator.  Shilling and Williams 
(2000) implemented a method using cut liver slices and the induction of Vitellogenin Vg.  They 
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were able to demonstrate the level of estrogenicity expressed in vitro by E2 by exposing liver 
slices to 1000 nM of E2. They also tested the estrogenicity of two weak environmental estrogens 
over the concentration range of 0 to 250 µM.  The two contaminants tested were o.p. DDE (2-(2-
Chlorophenyl)-2-(4-chlorophenyl)-1,1-dichloroethene) and bisphenol A.  They show that both 
contaminants have an EC50 value at least 4 orders of magnitude lower than E2.  These studies 
have shown that it is possible to measure estrogenicity using a number of methods and to 
determine the relative estrogenicity of a number of different contaminants.  However, many of 
these methods, much like the detection of EDCs require significant amounts of time and highly 
skilled personnel.      
It has been shown that measuring the estrogenicity of a molecule is not a trivial matter and 
could potentially be costly in both time and money.  Fang et al. 2001 studied natural and 
synthetic steroids to determine what structural properties contribute to estrogenicity.  They 
utilized a QSAR model to analyze 230 molecules (with and without phenolic rings) and they 
found that the number of hydrogen bond (H-bond) donating groups (nd) correlated negatively 
with estrogenicity. They also found that the octanol-water partitioning coefficient (log P) was 
positively correlated with estrogenicity.  Lipinski et al., 2001 found similar results for their 
analysis of approx. 2500 organic compounds. Schultz et al., 2001 developed structure-activity 
relationships for 120 aromatic compounds and found that nd correlated well with estrogenicity 
but hydrogen bond accepting groups (na) had a negative correlation. They also determined that 
the hydrophobicity of rings B, C, and D (but not A) was positively correlated with estrogenicity. 
These parameters (log P, nd, na) can be determined from the chemical structures using 
computational chemistry methods and understanding of which functional groups are capable of 
hydrogen bonding.  
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In order to determine the parameters that will affect estrogenic potential it is necessary to  
understand the mechanism of estrogenicity in terms of how the ligand binds to the receptor.  E2 
was used as the standard for estrogenicity as is the case with laboratory estrogenicity tests first 
performed by Routledge and Sumpter (1996) for developing the YES assay.  The estrogen and 
receptor interactions are governed partially by the hydrogen bonding properties of the ligand and 
the hydrophobicity (Waller et al. 1996; Schultz et al. 2002).  Hydrogen bond donor groups 
interact with the binding domain of the estrogen receptor and hydrophobicity relates to the 
potential of the molecule as a whole to contain some level of estrogenicity with no regard to 
potency.   
Hydrogen bond acceptor groups must be considered as they can form intramolecular 
hydrogen bonds with donor groups.  This interaction may affect the ability of the donor group to 
interact with the receptor.  In determining receptor interactions for drugs in general, Lipinski et 
al. (2001) indicated that hydrogen bond acceptors must be considered when attempting to 
computationally quantify hydrogen bond donor strength.  Saliner et al. (2003) attempted to use a 
pharmacophore model to predict the estrogenic activity of 120 aromatic chemicals.  They 
separated the analyzed molecules into active and inactive and used quantum similarity methods 
to determine what functional groups made certain ligands active with the human estrogen 
receptor.  However, four compounds were misidentified as active by their model.  They 
hypothesized that this may be a result of intramolecular hydrogen bonding which their 
pharmacophore model does not consider.  Based on the literature and experimental data the three 
properties H-bond donors, acceptors and hydrophobicity provide a framework for predicting 
estrogenic potential. 
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1.5 BIOLOGICAL METABOLITES 
Biodegradation has been shown to occur in wastewater treatment plants (Baronti 2000, Andersen 
2003). Yi and Harper (2007) and Gusseme et al. (2009) have examined biotransformation of EE2 
using nitrifying bacteria and identified a number of metabolites for EE2.  Yi and Harper (2007) 
identified three different metabolites including one metabolite with the phenolic ring cleaved.  
Pitak et al. (2008) examined a number of different studies using multiple environments to detect 
metabolites of both estradiol (E2) and EE2 degradation.  The biodegradation methods include 
activated sludge, ammonia oxidizing bacteria, nitrifying activated sludge and microalgae.  
Transformation products differed dramatically based on the system that was used for 
degradation.  Metabolites involved addition reactions, conjugations on the phenolic hydroxyl 
group, shifting of the π bonds within the aromatic ring resulting in a loss of aromaticity and ring 
cleavage.  The significance in determining the transformations associated with the steroidal 
estrogens is an important part of the discussion on toxicity.   
For the most part, the primary focus has been the parent compounds and needs to be 
expanded to include metabolites that may retain estrogenicity.  When examining the toxicity of 
the steroidal estrogens, ring cleavage is a critical step in transformation pathways because “de-
ringed” structures are easier to assimilate (Lehninger 1999) and without rings, metabolites are 
unlikely to bind to estrogen receptors (Fang 2001).  A number of studies have detected ring 
cleavage showing both ring A and ring B cleavage.  Yi et al. (2007) and Khunjar et al. (2011) 
both reported metabolites that show that ring A is the first to be cleaved during 
biotransformation. While Haiyan et al., 2007, based on the daughter products they detected, 
proposed ring B cleavage occurred first.  This previous research raises the question of whether 
ring A or B is cleaved first.   
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1.6 FRONTIER ELECTRON DENSITY 
Frontier Electron Density (FED) has received considerable attention within the computational 
chemistry community for predicting reactivity.  The current work aims to apply FED theory to 
explore EE2 biotransformation. FED calculations were used elucidate the fundamental principles 
governing EE2 reactivity by predicting which positions on the molecule will most likely undergo 
electrophilic attack.  
Fukui et al. (1952) established the use of FED theory by explaining the role of frontier 
molecular orbitals (HOMO and LUMO) in regards to the reactivity of aromatic hydrocarbons.  
After validating the theory with experimental data, Fukui further goes on to explain its validity.  
This study explained the critical importance of electrons in the frontier molecular orbitals (FMO) 
as the key factors governing the reactivity of active sites for electrophilic, nucleophilic and 
radical reactions.  Electrophilic reactions, which involve an electron-poor molecule attempting to 
react with the substrate, examine the electron density for the HOMO electrons because of the 
electrophiles attraction to electrons and the ease of access to those electrons in comparison to all 
other electrons in the molecule.   
Liu et al. (2000) calculated the FED for the dye alizarin red in the presence of a TiO2 catalyst 
and compared those results to experimentally determined byproducts.  They were able to show 
that the initiating photo oxidation took place at the highest FED carbon site but that the 
intermediate was unstable and so a subsequent molecule in the degradation process was detected.  
Lee et al. (2001) applied Fenton oxidation to five recalcitrant PAHs and identified the oxidation 
products using GC/MS.  Frontier electron density was calculated for each PAH and compared to 
the oxidation products to determine if the experimental results agreed with the theory.  It was 
shown that four of the five PAHs did agree with FED theory.  Ohura et al. (2005) examined 
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airborne PAH’s and determined that abiotic chlorination of these molecules coincided with high 
FED positions.  Wang et al. (2007) showed that photo degradation of bis (4-
hydroxyphenyl)ethane could be enhanced under UV irradiation in the presence of β-cyclodextrin.  
The improved removal was associated with certain reaction sites having higher electron density 
when preceded by UV irradiation.  This led to a more than 50% increase in photo degradation.  
Although these previous attempts focused on abiotic reactions, they bolster the potential for 
predicting biological oxidations in the same way. Previous efforts to conduct a priori predictions 
of biodegradation have been very successful when focusing on readily degradable substrates (e.g. 
glucose) that enter well-characterized metabolic pathways (e.g. glycolysis). FED-based 
techniques present the promise of predicting biodegradation on complex organics like EE2; a 
contribution here can eventually make a significant impact.  
1.7 FED CALCULATIONS 
 
Calculating the FED requires the use of well-defined quantum chemistry theories and calculation 
techniques.  The first equation is the one electron Hamiltonian as defined by the equation below 
(Figure 1).  This equation is used in conjunction with the Schrodinger equation to calculate the 













Figure 1. One Electron Hamiltonian 
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In this, equation the     represents the laplacian operator, m represents the total number of nuclei.  
Zk is an atomic number and rik is the distance between nuclei i and k.  This equation must satisfy 
the following:  hiψi=Eiψi.  E is the energy eigenvalue and ψ is an eigenfunction that satisfies this 
equation known as the Schrodinger equation.  This equation does not account for interaction 
potentials between the electron in question and other electrons in the system.  This equation 
underwent two extensions that allowed for easier solutions and for an additional term to 
represent that potential.  These extensions make up what is known as the Hartree-Fock (HF) 

















Figure 2. HF extension of the one electron Hamiltonian 
The additional term in this equation is the interaction potential between the electron in question 
and other electrons occupying orbital j.  This extension also involved the validation of extending 
this equation to a many electron eigenfunction in what is known as the “Hartree Product” This 
extension is a critical factor in improving the use of quantum chemistry in defining molecular 
orbitals and further solving the Schrodinger equation. 
Solving the above equations is not a trivial task and has led to consistent development and 
extension of computational chemistry software packages and theory.  One such approach was 
proposed by Hartree in 1928 (Cramer 2002) known as the self-consistent field method (SCF).  
This method involves estimating what the eigenfunction will be followed by solving the 
Schrodinger equation and calculating a second eigenfunction.  This function becomes the new 
estimate and the process is repeated until the calculated eigenfunction converges on the 
estimated eigenfunction.  This process has two primary limitations when it comes to 
computational chemistry software.  The first problem occurs when the initial estimation 
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calculates an eigenfunction that is drastically different and then the second eigenfunction reports 
a different solution that is drastically different from the second.  In this case the software will 
continue to attempt to find a solution but will not converge and yet will keep attempting to solve 
until the program reports an error, the computer fails to continue or the time allotted expires and 
reports the job as being in the middle of processing though it may never finish.  The second 
problem occurs when the first eigenfunction reports a second eigenfunction and in the second 
iteration the second eigenfunction reproduces the first eigenfunction leading to another infinite 
and undetectable loop in the SCF method.   
In density functional theory electrons interact with one another and with an external 
potential.  The nature of the external potential depends on the constituent being examined.  In 
terms of molecules the external potential is electrons attraction to the nuclei.  This interaction has 
been defined in earlier theories.  A major breakthrough in density functional theory is the 
revelation of the Kohn-Sham (KS) theory.  As in the case of the Hartree-Fock theory, DFT was 
still limited by the difficulty in computing a real interacting system.  KS theory defines a new 
type of molecular orbital where a non-interacting system is equated to a real system with electron 
interactions.  It is noteworthy to mention that KS theory has a number of similarities to the 
earlier HF theory.  Determination of the KS orbitals continues in the same manner as molecular 
orbital theory by defining the orbitals in a basis set of functions.  The kinetic energy and nuclear 
interaction terms are also identical to those seen in the Fock matrix from HF theory.  Solution of 
the KS orbital also requires an SCF method.  However, there is a critical difference between the 
two theories; DFT has no approximations.  The final obstacle to overcome is to relate the 
exchange energy to the electron density. 
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The exchange correlation (EXC) has two features.  First it is the difference between the 
classical and quantum mechanical electron-electron repulsion.  Second it is the difference 
between the kinetic energy of the fictitious non-interacting system and the real system.  The 
second portion of EXC is not solved explicitly.  Different theories alleviate this deficiency in 
different manners.  In some cases it is ignored in others it is introduced as an empirical 
parameter. In order to determine EXC the generalized gradient approach (GGA) came to the 
forefront.   The most popular method for determining the exchange functional is the Becke 
method (1988).  For the GGA of the correlation functional the LYP method (1988) is most 
widely used (Cramer 2002).  This method calculates the full correlation energy.  The exchange 
correlation calculations were extended when the extent to which electrons interacted with one 
another was quantified.  This was done using the Adiabatic Connection Method (ACM).  Becke 
optimized this method using 3 parameters in EXC calculations.  The ACM method is then 
applied to the exchange and correlation functional and in our case becomes the B3LYP which is 
one of the most commonly used theories in computational chemistry.   
To analyze the primary differences between the two functions, Cramer compares the method 
that both DFT and HF use for measuring molecular properties and the calculations of a number 
of different properties for accuracy analysis.  The first major difference is the use of wave 
functions for HF and electron densities for DFT.  This difference is critical because there are 
semi-empirical components in the HF theory that are not present in DFT.  This means that the 
property being calculated must depend on the electron density which is specifically the case here 
and so that limitation to DFT is not relevant in this study.  The difference between the two types 
of orbitals used for calculations is the primary reason for shifting from HF to DFT.  The KS 
orbitals used in DFT are similar to the HF orbitals but do not suffer from excessive energy 
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calculations introduced to HF theory because of the way the external potential is calculated.  In 
the case of the KS orbitals all electrons experience the same external potential whereas certain 
orbitals in HF theory feel the external potential as if an additional electron was added to the 
molecule.  This overestimates energy in HF theory in a manner not seen in DFT.  Many 
molecules were measured using both to compare the results between the two at the same basis 
sets but the majority of the molecules were analyzed using DFT.   
The second major specification that must be made is the basis set to use.  A basis set is a 
mathematical description of orbitals in a system used for theoretical calculations and modeling.  
Molecular orbitals are represented by equations that will be present in the function representing 
nodal surfaces (places where the orbital changes signs).  The functions that are used are a 
combination of atom-centered basis functions.  The equations use hydrogen atomic orbitals as a 
foundation but this leads to extremely complex integrals that are too time consuming to solve.  
This difficulty led to the use of Cartesian Gaussian functions centered on the nuclei.  These 
functions act similar to the hydrogenic atomic orbitals with the exception of an overly ambitious 
decrease near the nucleus.  To account for this linear combinations are used to imitate the atomic 
orbital behavior.  For example, the basis set STO-3G uses a linear combination of three Gaussian 
equations for the description of the slater type orbitals.  STO-3G is a minimal basis set where one 
basis function is selected for every atomic orbital that is required.  In the case of a methane 
molecule for example this would involve 4 basis functions for hydrogen (1s orbital X 4 
molecules) and 5 basis functions for carbon (1s, 2s, 2px, 2py and 2pz X 1 molecule) for a total of 
9 basis functions.  6-31G(D) is a split valence basis set with polarization.  This means 6 
Gaussians are used for non-valence orbitals and then valence orbitals are contracted into two 
orbitals with the inner orbital employing three Gaussians and the outer orbital using one 
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Gaussian.  An additional set of d-type functions are added to any non H atoms.  These functions 
give a better description of the orbital distortion caused by polarization affects.  For example 
instead of rigidly forcing the shape of a p-orbital to remain unchanged, adding the d-orbital 
allows a shift in the orbital shape away from what a perfect p-orbital should be.  This addition 
greatly increases the accuracy of bond angles and lengths.  Examples of other split basis-sets 
include 4-31G and 3-21G.  (Handbook of Gaussian Basis sets, 1985).  The basis sets are affected 
by the theory in terms of computational cost but based on the different theories and basis sets 
used it is the basis set that is the primary deciding factor in the length of time for running jobs 
using Gaussian ‘03.    
1.8 OBJECTIVES 
This research is design to assuage the process of identifying environmental toxicants using 
computational chemistry as a predictive model for the degradation of steroidal estrogens.  
Experimental techniques are necessary for identification and determining the effect of EE2 on the 
environment but these techniques are often extremely costly, difficult and require a significant 
amount of time and resources.  Coupling experimental techniques with the research done in this 
study will ease the burden of experimental work by explaining current experimental results and 
predicting potential results.  The hypothesis of this study is that biological oxidation will occur at 
high FED carbon sites.  It has been shown in a number of studies that the phenolic ring is often 
susceptible to electrophilic attacks.  FED theory has been used to predict the reactivity of a 
number of non-substituted aromatic hydrocarbons as well.  Non-specific Oxygenase enzymes are 
present in wastewater treatment systems and are capable of initiating electrophilic substitution on 
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substrates in the system.  EE2 would be a prime candidate for these enzymatic attacks and the 
nature of this potential reaction fits within Fukui’s theoretical basis for the frontier electrons 
being the critical factor in electrophilic attacks (1952).   
The objectives of this study are as follows: 
 Use FED theory to predict initiating reactions involved in EE2 transformation  
 Investigate different computational chemical methods for calculating FED 
 Generate predictive pathways up to the ring cleavage phenomenon for EE2 
 Analyze the estrogenic potential of the steroidal estrogens and metabolites 
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2.0  METHODOLOGY 
2.1 METHOD DESCRIPTION 
Three primary methods have been used in order to analyze the reactivity and toxicity associated 
with the steroidal estrogens.  FED calculations are carried out using Gaussian 03 on the 
Pittsburgh Supercomputer (PSC).  Gaussian 03 is a versatile computational chemistry software 
package that allows for a number of different calculations using a vast array of different theories 
and the freedom to define molecular orbitals to the specific intent of the researcher.  Jobs can be 
inserted into Gaussian 03 using a number of different methods that will be discussed in detail in 
a later section.  
Well-established degradation rules are used in conjunction with FED theory to determine 
what types of reactions will take place at the identified reactive location.  These rules are applied 
to the steroidal estrogens and used in conjunction with FED theory to validate the use of frontier 
electron density and to generate metabolic pathways up to the ring cleavage.  Validation will be 
determined based on the hypothesis that high electron density carbon sites have a significantly 
higher probability of being attacked by enzymes that are commonly present in wastewater 
treatment systems.  The common enzymes that were used are the oxygenase enzymes.  Other 
enzymes that may have a significant affect specifically on the metabolites discussed in this study 
are deconjugation enzymes such as sulfatase enzymes.  All of the steroidal estrogens were 
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analyzed to determine the affect the ring D-functional group has on the four steroidal estrogens 
in terms of estrogenicity and reactivity.  Metabolic pathways will be generated up to the ring 
cleavage metabolite for all EE2.   
When evaluating the environmental impacts of EE2 it is necessary to determine the 
estrogenicity.  The estrogenic potential is the ability of a molecule to interact with the ERE and 
was estimated for every molecule in this study based on the known estrogenicity of the parent 
compounds and specific metabolites found in nature.  Estrogenic potential does not account for 
the biological activity that occurs after the estrogen binds to the ERE.  The toxicity of EDCs is 
based on receptor interactions, specifically ER in this study but this analysis could have potential 
bearing on other prominent receptors that may be interacted with by toxicants.  When an 
estrogen does interact with the estrogen receptor certain estrogenic activity takes place.  Male 
fish exposed to EDC contaminated water have been shown to produce proteins typically 
produced only in females (Shillings and Williams 2000) is a primary example.  There has also 
been evidence of intersex fish (Gibson 2005) when exposed to EDC exposed effluent.  The goal 
of this section is to predict the extent to which each metabolite and parent compound is capable 
of reacting with the ER based on known factors affecting estrogenicity.   
2.2 FRONTIER ELECTRON DENSITY 
After selecting a theory and basis set based on computational chemistry literature, calculating the 
energy eigenfunctions requires two steps; first, optimization to the lowest energy conformation 
and then the actual energy calculation. Figure 3 shows an example input file made using notepad.  
For ease of explanation this file was made using CO2.  There are a number of different sections 
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to be specified in the Gaussian 03 input file.  The first section, the %section is file specifications 
where a checkpoint file is specified for storing the processes that take place in all calculations 
relevant to the job being run.  This is also where the computer memory and number of processors 
to be used is specified.  The route section is where the job specifications are entered.  The third 
section is the title of the molecule.  The fourth section defines the charge of the molecule 
(specifically if radicals are used) and the spin multiplicity of each atom in the molecule.  The 
final section is where all molecular data is presented including connections, estimated bond 
lengths and bond types.  The size of the molecule being calculated in Gaussian 03 depends 
tremendously the size of the input file, the time of calculation, the size of the output file and the 
number of iterations required for completing each objective.  None of the specifications used in 
this study are present in the example file.  Appendix 1 contains certain complete input files to 
give readers an idea of what input files look like.   
 
Figure 3. Gaussian 03 input file 
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The checkpoint file records all of the calculations made by the program for use with different 
jobs being run on the same molecule (optimization and energy).  This section is also where the 
computer usage was specified.  The number of processors and the amount of memory used was 
specified based on the advice of the PSC.  The major advantage of using the PSC is that the 
researcher is given access to a multiplicity of computers.  Once the researcher has the skill to use 
Gaussian 03, supercomputing resources and to unify the two it is possible to make much more 
efficient use of computational time by uploading multiple jobs onto different resources at once.  
The effectiveness of the supercomputing software after some level of mastery was achieved 
counteracted the disadvantage of spending so much time waiting for the outputs (6-10 hours).  
Uploading only one at a time would limit the researcher to run one job per day and two if there 
were smaller compounds (ring cleavage metabolites).  The job type description specifies the 
theory and the basis sets but can also specify special details to calculate different things or to 
limit how the calculations will change the molecule during optimization.  The charge-
multiplicity section specifies the charge of the molecule and the spin multiplicity (singlet or 
triplet) allowed within orbitals.  The next sections involve the specific molecular composition.  
The connectivity is a special section using the special keyword GEOM to ensure that the 
molecule is not changed during optimization.   
After the optimization and energy calculations have been completed the output files are 
analyzed the electron density can be calculated.  The highest occupied molecular orbitals 
(HOMO) are identified and the energy of those orbitals is used to calculate the frontier electron 
density.  These orbitals are used when electrophilic reactions occur.  The LUMO orbitals are 
used when nucleophilic reactions are of interest and both are used when radical transformations 
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 2r *2f frC
take place.  The following equation is used with the energy of the HOMO orbitals to calculate 
the FED.   
 
Figure 4. FED equation 
 
In this equation Cfr represents the energy of the HOMO and fr is the electron density of the given 
electron.  FED is calculated for each carbon atom.  The FED of EE2 and a number of metabolites 
were calculated using both theories and basis sets but all molecules were calculated using 
DFT/6-31g(d) basis set.   
A comparison of the basis sets STO-3G and 6-31G(D) and theory were carried out to 
determine the viability of the lesser methods in favor of computational costs time wise.  The first 
comparison was between the two different basis sets.  The first calculations were done using the 
STO-3G basis set with the HF theory.  These calculations represent the lowest level of 
calculation.  Consequently, these calculations also took the least amount of time.  The second set 
of calculations involved calculating the electron density using a much higher and more accurate 
split valence basis set; 6-31G(D).  The third set of calculations compared the two theories; HF 
and DFT at the higher basis set after the comparison of the first two basis sets.  After all 
comparisons were complete FED profiles were generated for all experimentally measured and 
predicted metabolites and sorted into metabolic pathways starting from EE2 and when possible, 
extending to the first ring cleavage. 
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2.3 DEGRADATION RULES 
After determining high probability reaction sites, degradation rules based on the work of several 
separate research groups were applied to produce metabolic pathways leading up to ring 
cleavage.  The following 6 rules have been applied to the FED calculations.  (Kamath and 
Vaidyanathan1990; Hay and Focht 1998; Nosova et al. 1997; Nagy and Fabian 2006; Stephan et 
al. 1997; Casellas et al. 1997; Dean-Ross et al. 2001; Brzostowicz et al. 2005; Nakazawa and 
Hayashi and Hayashi 1978; Olsen et al. 1994) 
Rule 1 – The enzyme attacks the carbon atom at the highest FED. The carbon atom being 
oxidized must be bound to a –H, =O, or –OH group.   
Rule 2 - The phenol ring is cleaved after being oxidized to catechol. Oxygenolytic cleavage of 
the phenol ring occurs via Ortho- or meta-cleavage. Ring cleavage takes place between the 
hydroxylated carbon with highest FED value and carbon with higher FED out of two adjacent 
carbons. 
Rule 3 – The cyclohexane and cyclopentane rings are opened after oxidation to cyclohexanone 
and cyclopentanone, respectively. Ring cleavage of either cylcohexanone or cyclopentanone is 
determined by the same rule with phenol ring cleavage. 
Rule 4 - After ring cleavage, carbon chains are degraded to hydroxyl-, ketone, and carboxylic 
acid, followed by a de-carboxylation step. 
Rule 5 – Resonance can cause the phenol ring to be converted to a semiquinone tautomer, which 
can be oxidized according to degradation rules 1-4. 
Rule 6 – If the degradation rules are not applicable to rules 1 through 4, enzymatic attack 
proceeds at the carbon atom with the second highest FED value. 






































Figure 5. Degradation Rules 
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2.4 ESTROGENIC POTENTIAL 
The three factors for determining estrogenic potential are na, nd, and hydrophobicity. The number 
of donor groups is calculated based on the number of hydrogens attached to atoms capable of 
participating in hydrogen bonding.  In this study, only oxygen was capable of forming hydrogen 
bonds and each functional group was counted as one.  For hydrogen bond acceptors, in a fashion 
similar to Lipinski et al. (2001) all oxygen atoms (no nitrogen is present) were counted as na.  
The method for calculating the hydrophobicity was an additive approach that assigns each atom a 
value based on the surrounding bonds.  Figure 6 shows an example of how logP is calculated 
using this additive method (Viswanadhan et al., 1989).  This method has been validated using 
experimental results for a number of different molecules to determine the octanol-water 
coefficient.  This calculation was done using the free online chemaxon software (2009).  The 
blue values are positive hydrophobicity, the red are negative and the grey is neutral.     
 
 






















3.0  RESULTS 
3.1 FRONTIER ELECTRON DENSITY 
The frontier electron density of EE2 was calculated using all basis sets and theories.  In order to 
relate the carbon site numbers in charts containing FED data to the actual structure the standard 
numbering procedure was applied to the figure as presented in Gaussian 03.  Figure 7 shows EE2 





Figure 7. EE2 with atom labels 
These labels will be used for all of the steroidal estrogens and metabolites.  The rings shall be 
referred to by letters starting from the left going right letters A through D.  After each carbon is 
assigned a number it is possible to get a better look at the electron density profile for EE2.  Figure 
8 shows the electron density profile of EE2 using DFT.  Referring to both figure 7 and 8 the first 
thing that is apparent is that the highest reactive sites are in Ring A.   
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Figure 8. EE2 FED at each carbon site 
 
The carbon sites with relevant electron density are carbons 1, 2, 3, 4, 5 and 10 which are the six 
carbons that make the phenolic ring.  This is consistent with the two studies mentioned earlier 
(Yi 2007 and Khunjar 2011) with metabolites detected with ring A cleavage.   
3.2 INITIATING REACTIONS 
Figure 9 illustrates the three metabolites that have been published in literature based on 
experiments for investigating the biodegradation of EE2.  Initiating reactions occur at carbon 







Figure 9. Initiating metabolites 
 
Each of these reactions occurs at one of the highest three electron density sites.  In the case of 
2OH-EE2, hydroxylation at the C2 carbon site is the initiating reaction.  This is the third highest 
electron density site and the highest site where an addition reaction is possible without any 
transformation to the phenolic ring.  This is the type of transformation that would generally be 
expected to occur on a phenolic ring.  This oxidation is an electrophilic substitution at the ortho 
position which plays a role in further biodegradation based on the rules established for this study.  
The second metabolite, 6HCYC-EE2 is a transformation at the C10 carbon that occurs after 
tautomerization of ring A.  Prior to this process, it is impossible for a hydroxylation to occur at 
the C10 carbon.  The third transformation is actually a conjugation from a hydroxyl group to a 
sulfate functional group in its place.  The third carbon is the second highest electron density 
position.  The detection of these three initial metabolites is consistent with FED-based theory.  
The electron density profiles for the three initial metabolites were also calculated.  These 
charts were to illustrate the effect of each biological transformation on the electron density.  Each 
transformation only involves one step and so it is expected that the change in electron density 
should only take place at or near the carbon site where the biotransformation takes place.    
Figure 10 compares the electron density of EE2 to 2OH-EE2.  The electrophilic reaction occurs at 
C2.   
2OH-EE2 6HCYC-EE2 SO4-EE2 
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 Figure 10. 2OH-EE2 compared to EE2 based on the initial transformation 
 
The profile of 2OH-EE2 is interesting because of the increase of electron density at that location.  
The electrophilic attack should draw electrons away from that location, because of the higher 
electronegativity of the hydroxyl group in comparison to the carbon atom, but that is not the 
case.  This has been attributed to the phenomenon redox induced electron rearrangement (RIER).  
RIER asserts that upon oxidation the removal of an electron causes local orbitals to relax which 
leads to a reconfiguration of the electron density that results in an increase in the electron 
density.  Figure 11 illustrates the electron density profile for 6HCYC-EE2.  This is the only 
transformation at the highest FED value of the parent compound but unlike the other two 




Figure 11. 6HCYC-EE2 FED compared to the parent compound 
 
This pathway shows a dramatic decrease in the total electron density of the molecule. The 
electron density has decreased by over 50% from EE2 to 6HCYC-EE2 (0.631 to 0.309). This 
result is not surprising because ring A is no longer aromatic and has lost much of its reactivity 
and stability.  Also the oxidation at C10 removes nearly all of the electron density unlike the first 
pathway.  Figure 12 shows the FED profile for SO4-EE2 and EE2.  
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  Figure 12. SO4-EE2 FED compared to the parent compound 
 
Sulfo-EE2 appears to be recalcitrant. Khunjar et al., 2011, recently found that Sulfo-EE2 was not 
degraded by heterotrophic cultures that were otherwise active. Further, I hypothesize based on 
the increase in the size of the functional group, that steric interferences cause sulfo-EE2 to be 
significantly less reactive than the other initiating metabolites.  C3 contains the much larger 
sulfate group (compared to hydroxyl) which may interfere with the reactivity of both adjacent 
carbons (C2 and C4).    Despite the increase in electron density the presence of the sulfate group 
may end up being responsible for limiting the reactivity of this metabolite.  C10 and C5, which 
make up the majority of the electron density, are also unavailable for addition reactions for 
reasons stated during the discussion of 6HCYC-EE2 
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3.3 THEORY AND BASIS SET COMPARISON 
After successfully completing Gaussian 03 jobs, HF theory was applied to both basis sets and 
results were compared.  In all cases for geometric optimization the lower basis set was faster 
than the higher basis set by a number of hours (data not shown).  Figure 13 shows a comparison 
of the two basis sets when implemented with HF theory.   
 
Figure 13. Electron density comparison of basis sets STO-3G vs. 6-31G(D) 
 
Figure 13 shows the electron density calculation for EE2 using two different basis set.  Ideally, 
these profiles should be identical.  The magnitude of the difference at each carbon site illustrates 
the need to employ the better basis set if feasible.  The comparison of the FED profile for EE2 
shows that the lower basis set over-estimates the electron density at all relevant carbon sites (C2, 
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C3, C4, C5 and C10).  The largest difference is 0.29 for C10.  The lower basis set FED value 
was more than double the value at the higher basis set.  This result is within expectations because 
the first step of the process is an optimization to the lowest energy conformation.  The lower 
STO-3G basis set uses less rigor and so the lowest energy conformation it is capable of 
calculating is not as low as the conformation calculated by the higher basis set.  The lower basis 
set does however show the same high electron density sites (and carbon site higher than 0.1) as 
the higher basis set.  In the case of both basis sets the highest three reactive sites follow the same 
trend (C10>C3>C2).  The difference in the accuracy can be further illustrated by the time it takes 
to run Gaussian 03 jobs using both basis sets.  The lower basis set takes approximately one hour 
to complete.  The split valence basis set takes between 6 and 10 hours.  This data indicates that 
the limiting factor in using the Gaussian 03 software is the basis set being applied.  Given that 
the more accurate basis set was available without too much of a difference in computational 
time, (~9 hour difference between them in the worst case), the higher basis set was used for 
developing transformation pathways.  
HF and DFT show similar FED profiles for EE2.  DFT is slightly higher than HF at all 
relevant carbon sites (FED>0.05).  The two theories also predict the same reactive carbon sites 
and nearly identical absolute electron densities.  The largest difference between the two theories 
in this case occurred at C2 and was 0.01652.  In most cases using DFT required more time than 
HF (~8 or 9 hours).  However, the highest calculation time was for HF using SO4-EE2. (~10 
hours)   This work shows that the basis set selected has a much greater effect on the FED 
calculation than the level of theory.    The basis set affects the time and the calculated energy 
eigenfunctions.    The theory plays a much less significant role in calculation.  This is not entirely 
surprising as both theories define molecular orbitals in similar fashion and require the same 
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solution method as defined by Fock.  For consistency, the rest of the FED results figures were 




 Figure 14. Theory comparison HF vs. DFT  
 
In deciding which method to use for the duration of the study the calculation times were 
examined as well as the accuracy based on a review of the literature (refer to methods section) 
Table 1 gives the results of the comparison between the two basis sets.  This table was used to 
compare the pros and the cons of the basis sets to determine which one should have been used or 
if either one would have been acceptable.   
 36 
 
Table 1. Analysis of Basis Sets 
 STO-3G 6-31G(D) 
Pros -Very short run time 
-Highest sites correctly        
predicted 
-Noticeably better definitions of 
molecular orbitals 
-Time disadvantage alleviated by 
using PSC 
Cons -all FED values are 
severely overestimated 
-Takes 6 to 10 hours per job 
  
Based on the results presented in Figure 13 and the analysis done in Table 1 it was necessary to 
employ the higher basis set to confidently present quantitative results.  Table 2 compares the two 
theories based on Figure 14 and other theory comparisons that have been performed.   
Table 2. Analysis of Level of Theory 
 HF DFT 
Pros -Slightly shorter run times 
usually 
-Highest sites correctly        
predicted 
-Differences to DFT are 
almost negligible 
-Better definition of molecular 
orbitals 
-sometimes shorter than HF 
 
Cons -Theoretically not as 
accurate as DFT 
-Not always shorter 
-Takes 6-10 hours per job 
-8-9 hours per job 
 
The two theories showed very similar FED trends and either could have been used.  HF could 
have been used if it always proved to have a shorter runtime than DFT.  In most cases HF was 
shorter than DFT, but for sulfo-EE2, the HF runtime was longer than the DFT runtime.  DFT and 
HF had similar run times in most cases making time a much smaller issue in this study, therefore 
DFT was selected because it is the more rigorous theory.  Appendix 4 contains additional figures 
comparing the basis sets and the theories.   
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3.4 PATHWAYS 
Figure 15 illustrates the pathway that was generated, starting with the initiating reaction that 











Figure 15. 2OH-EE2 pathway 
 
After the hydroxylation of EE2 at the C2 carbon site 2OH-EE2 is produced.  This molecule 
contains a catechol molecule in the first ring.  The next step is ring A cleavage, followed by the 
degradation of the hydroxyl groups to carboxylic acid groups.  The final metabolite in this 
pathway is ETDC, which occurs after decarboxylation, and has been detected by Yi and Harper, 
2007.  The existence of this pathway shows the capabilities of the coupled FED theory and 
degradation rules not only to predict initiating reactions but also ring cleavage metabolites.  The 
second pathway is represented in Figure 16 and starts with the tautomerization, which  removes 
one of the double bonds out of the ring to form the ketone group in place of the hydroxyl group.  
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This transformation exposes the highest FED position for oxidation.  The second transformation 
step produces 6HCYC-EE2, which was detected in the effluent of a microalgae-based bioreactor 
(Della-Greca et al. 2008).  The next step is an ortho-transformation which leads to the third 
metabolite, also similar to a catechol molecule with one of the hydroxyl groups changed to a 
ketone group prior to ring cleavage.  This is followed by ring cleavage and then transformation 
of the hydroxyl and ketone functional group to carboxylic acid groups.  The final metabolite 











Figure 16. 6HCYC-EE2 pathway 
 
Prior to tautomerization, the C10 carbon is already single bound to two carbons and double 
bound to a third.  This makes it impossible for any type of addition reaction to take place at the 
C10 carbon.  This is a critical pathway for two reasons.  It is the only pathway with a 
transformation occurring at the highest electron density and it is the only pathway where ring A 
has its aromaticity removed.  For the final metabolite, SO4-EE2 there is no pathway.  This is 
significant because while it has been detected in activated sludge it also exists in other areas.  
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Specifically fish are known to conjugate EE2 into SO4-EE2 to detoxify and make SO4-EE2 easier 
to excrete (Kotov 1999; Zamek-Gliszczynski 2006).  This is an important factor not only in 
terms of reactivity but also toxicity.  Khunjar et al. (2011) detected sulfo-EE2 as well but did not 
detect any further degradation while using a nitrifying culture followed by a heterotrophic 
culture in series.   Hutchins et al. (2007) indicated that sulfatase enzymes were capable of 
deconjugating SO4-EE2 but the only conjugates they were able to detect above 1 ng/L were 
sulfate conjugates.  This is consistent with our results showing sulfo-EE2 being recalcitrant.  
SO4-EE2 also does not fit within the established degradation rules of this study.   Sulfo-EE2 may 
either be a “dead-end” metabolite, or it may be transformable after desulfurization, which may be 
a slow process (Hutchins et al. 2007). Wastewater treatment plants that are interested in EE2 
should look for Sulfo-EE2 in secondary effluent.   
3.5 ESTROGENIC POTENTIAL 
The estrogenic potential of the pathways and metabolites presented in the previous sections 
was analyzed based on the factors indicated in literature using structural analysis relationships.  
This data does not quantify estrogenic potential but estimates the direction and magnitude of the 
change qualitatively based on those key factors that are calculated.  Table 3 illustrates the change 
of estrogenic potential for EE2 and each metabolic pathway.  The most important factor to 
consider was the hydrogen bond donor groups followed by the acceptor groups that are capable 
of competing with the estrogen receptor.  The hydrophobicity was the lowest impact factor 
because it involves the entire ligand and receptor while the other two factors focus only on the 
active sites.   Based on the estrogenic potential rules discussed previously, EHMD is predicted to 
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have a lower estrogenic potential than EE2because the na is greater (3 vs. 2), the nd is unchanged, 
and the log P is smaller than that of EE2 (2 vs. 3.7). Sulfo-EE2 also appears to have lower 
estrogenic potential than EE2 for similar reasons. OH-EE2has a lower log P (3.4 vs. 3.7) and 
higher na (3 vs. 2) compared to EE2, but it also has an additional hydrogen bond donating group, 
a fact that may counterbalance the changes in log P and na. 
 
Table 3. Estrogenic Potential analysis for metabolic pathways 










 2 2 3.72 
2OH- EE
2
 3 3 3.43  Slight Decrease 
EDMC 3 5 1.48 Decrease 




EHMD 1 2 3.19 Decrease 
6HCYC-EE2 2 3 2.02 Decrease 
ETMD 3 4 1.11 Decrease 
CEDM 4 6 0.82 Decrease 
EDMC 2 2 1.99 Decrease 
SO
4
-EE2 SO4-EE2 2 5 2.96 Decrease 
 
Thus, in this case the change in relative estrogenic potential is not as clear, however, we 
hypothesize that 2OH-EE2 has less estrogenic potential than EE2 because previous work has 
shown that 2OH-E2 (not 2OH-EE2) is less estrogenic than E2. If hydroxylation at C2 reduces 
estrogenicity for E2, it seems reasonable to expect the same for EE2 (Lee 2008). 
Estrogenic potential changes during the course of the transformation pathways. For example, 
during the EE2-to-EDMC pathway (Figure 15), there are clear indications that estrogenic 
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potential decreases during the steps leading to ring cleavage; the log P decreases and the na 
increases. The last compound in the pathway (EDMC) is without the active phenolic ring, and is 
therefore likely to have lower estrogenic potential. There are, however, two predicted 
metabolites (i.e. ETMD and CEDM) that have a higher nd (3 and 4 respectively) than EE2. These 
two compounds should probably be tested for estrogenicity in future efforts. During the EE2-
ETDC pathway, there are also indications that estrogenic potential is reduced (Figure 16). OH-
EE2 (as mentioned earlier) is likely less estrogenic than EE2, and EMDC has less estrogenic 
potential than OH-EE2 (or EE2) because it has lower log P and higher na. The last compound in 
this pathway (ETDC) has lost the active ring and likely has lower estrogenic potential than EE2. 
Finally, it has been shown that Sulfo-EE2 has less estrogenicity than EE2 (Kotov 1999; Buikema 
1979).  We hypothesize this based on previous studies that have linked hydrogen bonding and 
hydrophobicity to receptor activity (Lipinski, 2001) because Sulfo-EE2 has a lower log P than 
EE2 (i.e. 3.0<3.7, Figure 17) and Sulfo-EE2 has a higher na (5>2, Figure 17).  The higher number 
of acceptors limits the probability that the remaining hydrogen bond donor group will interact 
with the ERE. Sulfate conjugation does not change nd.   
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4.0  CONCLUSION 
FED theory was used to successfully predict the initiating reactions for EE2 transformation.  One 
reaction showed an oxidation at the highest available non-substituted carbon site.  The second 
reaction modified ring A to make it susceptible to an electrophilic attack at the highest FED 
value of EE2 after the occurrence of tautomerization; a process rarely seen in biological removal 
of EE2.  The third reaction showed the sulfate conjugation of the 3-hydroxyl group attached to 
the second highest FED position to occur in activated sludge.  The occurrence of these reactions 
at high electron density indicates that frontier electrons play a pivotal role in biological 
transformations of EE2.   
The use of Gaussian 03 with the PSC made it possible to explore more than one method of 
calculating the electron density.  The basis sets were shown to have a dramatic effect on the 
calculation procedure in terms of time and accuracy.  Access to the PSC allowed for the 
implementation of the higher basis set that would not have been possible with an individual 
personal computer.  HF and DFT showed similar performance in determining electron density.  
HF uses a broad account of electron-electron interactions by using a central field approximation.  
This approximation gives an electron-electron correlation embedded within the solution to the 
wave function that represents the electron.  The electron density calculated by DFT shows higher 
results than those calculated by HF theory but the order of highest electron density sites is 
consistent between the two theories.  DFT is more accurate for calculating electron density but 
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HF theory is still viable for judging the order of the reactive sites when calculating the electron 
density for EE2. 
Determining which ring is cleaved first is a critical step in analyzing the detoxification of 
EE2.  All initiating reactions occurred on ring A in this study.  Application of the degradation 
rules to the initial metabolites led to two instances of ring A cleavage metabolites and one dead 
end pathway.  The existence of the first ring A cleavage metabolite; ETDC indicates that ring A 
is the first ring cleaved in biological transformations and the use of the degradation rules and 
FED further reinforce this supposition. 
All pathways showed a decrease in estrogenic potential but some of that potential may be 
retained.  The importance of the steroidal estrogens has been a critical concern in the 
environmental community for years.  This use of methods capable of predicting the reactivity of 
such potent EDCs as well as their toxic nature is a novel method in analysis without the use of 
expensive and difficult experimental techniques.  With supercomputing resource and brief, 
readily available training, companies can better predict the fate of their products and active 
ingredients prior to fully marketing a product.  This step is neither difficult nor costly and should 
be considered as a logical step for any company preparing to release a product that will have 
significantly affect bodily functions and potentially reach unintended consumers via recalcitrant 
toxicants further burdening wastewater treatment.  FED theory by no means replaces experiment, 
but can rather provide a map of what researchers should be looking for when attempting to 
identify EDCs in trace amounts and quantify their toxic effects.   





GAUSSIAN INPUT FILES 
 
The following file contains the molecular specification of E1 as an example of what a Gaussian 
03 input file looks like.  Refer to Figure 3 for an explanation of each section when CO2 was used 










 C                  1              B1 
 C                  2              B2    1              A1 
 C                  3              B3    2              A2    1              D1 
 C                  4              B4    3              A3    2              D2 
 C                  1              B5    2              A4    3              D3 
 C                  6              B6    1              A5    2              D4 
 C                  5              B7    4              A6    3              D5 
 C                  8              B8    5              A7    4              D6 
 C                  9              B9    8              A8    5              D7 
 C                  7             B10    6              A9    1              D8 
 C                 11             B11    7             A10    6              D9 
 C                 10             B12    9             A11    8             D10 
 C                 11             B13    7             A12    6             D11 
 C                 14             B14   11             A13    7             D12 
 C                 13             B15   10             A14    9             D13 
 C                 15             B16   14             A15   11             D14 
 O                 15             B17   14             A16   11             D15 
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 O                  3             B18    2             A17    1             D16 
 C                 14             B19   11             A18    7             D17 
 H                  1             B20    2             A19    3             D18 
 H                  2             B21    1             A20    6             D19 
 H                  4             B22    3             A21    2             D20 
 H                  7             B23    6             A22    1             D21 
 H                  8             B24    5             A23    4             D22 
 H                  8             B25    5             A24    4             D23 
 H                  9             B26    8             A25    5             D24 
 H                  9             B27    8             A26    5             D25 
 H                 10             B28    9             A27    8             D26 
 H                 11             B29    7             A28    6             D27 
 H                 11             B30    7             A29    6             D28 
 H                 12             B31   11             A30    7             D29 
 H                 12             B32   11             A31    7             D30 
 H                 13             B33   10             A32    9             D31 
 H                 16             B34   13             A33   10             D32 
 H                 16             B35   13             A34   10             D33 
 H                 17             B36   15             A35   14             D34 
 H                 17             B37   15             A36   14             D35 
 H                 19             B38    3             A37    2             D36 
 H                 20             B39   14             A38   11             D37 
 H                 20             B40   14             A39   11             D38 
 H                 20             B41   14             A40   11             D39 
 
   B1             1.39203384 
   B2             1.39758486 
   B3             1.39400685 
   B4             1.39842832 
   B5             1.40222384 
   B6             1.52834980 
   B7             1.51749145 
   B8             1.52994854 
   B9             1.53274874 
   B10            2.58876945 
   B11            1.54416233 
   B12            1.54527743 
   B13            1.54417836 
   B14            1.54335444 
   B15            1.55506537 
   B16            1.52493284 
   B17            1.21300836 
   B18            1.36885561 
   B19            1.54237918 
   B20            1.08606621 
   B21            1.08808657 
 46 
   B22            1.08627572 
   B23            1.10156336 
   B24            1.10000574 
   B25            1.09617596 
   B26            1.09628652 
   B27            1.09909057 
   B28            1.10168795 
   B29            1.09723546 
   B30            1.09451617 
   B31            1.09532745 
   B32            1.09561053 
   B33            1.09967193 
   B34            1.09333123 
   B35            1.09744697 
   B36            1.09270933 
   B37            1.09974400 
   B38            0.96605039 
   B39            1.09579107 
   B40            1.09411194 
   B41            1.09335041 
   A1           119.35064534 
   A2           119.45169162 
   A3           121.12422670 
   A4           122.16112515 
   A5           119.90793401 
   A6           118.78402358 
   A7           112.69771662 
   A8           110.57682001 
   A9           141.01188262 
   A10           33.55463788 
   A11          112.57362234 
   A12           84.28985868 
   A13          109.49844419 
   A14          112.98986547 
   A15          109.63635616 
   A16          124.38301406 
   A17          122.88446608 
   A18          111.08707082 
   A19          118.36672634 
   A20          120.27965650 
   A21          118.49912810 
   A22          106.58267508 
   A23          109.00138233 
   A24          109.52216912 
   A25          109.81511222 
   A26          109.84033204 
 47 
   A27          107.24151297 
   A28          103.53182375 
   A29          140.95612029 
   A30          109.73081908 
   A31          108.65675959 
   A32          107.87365079 
   A33          112.40319470 
   A34          109.49451378 
   A35          111.44035866 
   A36          107.14760418 
   A37          108.88743413 
   A38          111.11042214 
   A39          109.81771019 
   A40          111.90412287 
   D1            -0.31314026 
   D2             0.32751060 
   D3            -0.19566235 
   D4           178.65991442 
   D5           179.44273691 
   D6           160.35826789 
   D7            50.08482979 
   D8            65.21868424 
   D9           -40.86560805 
   D10          173.07259589 
   D11          171.41901636 
   D12         -156.27516768 
   D13          -76.84129286 
   D14          122.69448572 
   D15          -57.67689736 
   D16          179.98782657 
   D17           85.50367664 
   D18          179.66274319 
   D19          179.96725153 
   D20         -179.49480442 
   D21          -75.56823955 
   D22          -78.45731387 
   D23           36.88706045 
   D24          172.57266219 
   D25          -70.37021259 
   D26           54.40037022 
   D27           63.56705564 
   D28          -74.52685399 
   D29         -122.77884625 
   D30          121.58256797 
   D31           42.76741200 
   D32           81.89631590 
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   D33          -36.79864884 
   D34         -148.19675849 
   D35           94.83586742 
   D36           -0.00955701 
   D37         -178.79659846 
   D38           61.88938727 
   D39          -58.65942782 
 
 1 2 1.5 6 1.5 21 1.0 
 2 3 1.5 22 1.0 
 3 4 1.5 19 1.0 
 4 5 1.5 23 1.0 
 5 6 1.5 8 1.0 
 6 7 1.0 
 7 10 1.0 12 1.0 24 1.0 
 8 9 1.0 25 1.0 26 1.0 
 9 10 1.0 27 1.0 28 1.0 
 10 13 1.0 29 1.0 
 11 12 1.0 14 1.0 30 1.0 31 1.0 
 12 32 1.0 33 1.0 
 13 14 1.0 16 1.0 34 1.0 
 14 15 1.0 20 1.0 
 15 17 1.0 18 2.0 
 16 17 1.0 35 1.0 36 1.0 
 17 37 1.0 38 1.0 
 18 
 19 39 1.0 


























GAUSSIAN INPUT STRUCTRUE 
 
The following figure represents how the input file is visually translated from notepad.  Each ring 











GAUSSIAN OUTPUT FILE (OPTIMIZATION) 
 
This section contains a small portion of the output file from Gaussian 03 after the figure given in 
Appendix A1 is optimized.  This file contains the final iteration of the atomic charges and the 
calculated bond lengths.  The entire optimization output file would translate to over 800 pages 
















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































ESTROGENIC POTENTIAL ANALYSIS 
This section contains the visual interpretation of the tabular analysis done for estrogenic potential 
in section 3.4 
Figure 18: Estrogenic Potential: Direct Metabolites 
Figure 19: Estrogenic Potential: 2OH-EE2 pathway 
Figure 20: Estrogenic Potential: 6HCYC-EE2 pathway 














































































The following table is an estrogenic potential analysis for the natural steroidal estrogens and their 
sulfate conjugates. 
 
Table 4. Estrogenic potential analysis of steroidal estrogens and sulfate conjugates 
 
This table shows the consistency in the decrease in estrogenic potential with the occurrence of 
sulfonation.  The order for estrogenic potential based on these results would be EE2>E2>E1>E3.  
EE2 has a higher hydrophobicity than E2 because of the ethinyl group on ring D.  E2 has more 
hydrogen bond donor groups than E1.  E3 has an extremely low hydrophobicity making it 
significantly easier to excrete than the other steroidal estrogens and thus less active.  The 
estrogenic potential of each metabolite and parent compound has been analyzed and compared to 
known processes for removing estrogenicity to determine the potential remaining in each 
metabolite to exert estrogenic activity.   
 
Compound  H‐bond donors  H‐bond acceptors  logP  Change in potential 
E1  1  2  4.54  Slight decrease 
Slightly more water soluble SE1  1  5  3.78 
E2  2  2  3.71  Decrease 
More water soluble SE2  2  5  2.95 
EE2  2  2  3.72  Decrease 
More water soluble SEE2  2  5  2.96 
E3  3  3  2.64  Substantial decrease 
More water soluble SE3  3  6  1.88 
 79 
APPENDIX F 
COMPLETE BIOLOGICAL METABOLITE TABLE 
 
This table contains all metabolites analyzed during this study for FED analysis.  It includes 
IUPAC names as they appear in Chemoffice software, molecular formulas, weights and 
abbreviations.   
 
Table 5: 2OH-EE2 pathway 
Table 6: 6HCYC-EE2 pathway 













Table 5. 2OH-EE2 pathway information 






































Table 6. 6HCYC-EE2 pathway information 
 
 






































Table 7. SO4-EE2 pathway information 
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