This paper studies the idea of weighted sharing and proves two main theorems which generalize some results given by G. Brosch, Q. Zhang and other authors.
Definition 1. [9] Let p be a positive integer, we denote by N p) (r, f ) (or N p) (r, f ) ) the counting function of poles of f with multiplicities p (ignoring multiplicities). We further define
N (p+1 (r, f ) = N(r, f ) − N p) (r, f ), N p+1 (r, f ) = N(r, f ) − N p )(r, f ).
The following theorem is essentially due to Q. Zhang. 
T (r, f )+S(r) and f is not any fractional linear transformation of g and assumes one of the following relations:
, g≡ e −sγ − 1 e −(k+1)γ − 1 ; Nevanlinna four values theorem [9, Theorem 4.1] says that if two nonconstant meromorphic functions f and g share four values CM, then f is a Möbius transformation (fractional linear transformation) of g. The condition "share four values CM" has been weakened to "f and g share two values CM and two values IM" by Gundersen (see [9, Theorem 4.10] ). In 1989, Brosch [2] proved the following: In this paper we study this problem. We now explain the notion of weighted sharing by the following definition: Definition 2. [1, 5] Let k be a nonnegative integer or infinity. For any a ∈ C ∪ {∞}, we denote by E k (a, f ) the set of all a-points of f , where an a-point of multiplicity m is counted m times if m k and k + 1 times if m > k. If E k (a, f ) = E k (a, g), we say that f, g share the value a with weight k.
The definition implies that if f, g share a value a with weight k then z 0 is a zero of f − a with multiplicity m ( k) if and only if it is a zero of g − a with multiplicity m ( k) and z 0 is a zero of f − a with multiplicity m (> k) if and only if it is a zero of g − a with multiplicity n (> k), where m is not necessarily equal to n.
We say that f, g share (a, k) to mean that f, g share the value a with weight k. Clearly if f, g share (a, k), then f, g share (a, p) for all integer p, 0 p < k. Also we note that f, g share a value a IM or CM if and only if f, g share (a, 0) or (a, ∞), respectively.
Remark 1.
[5] Let f and g be two meromorphic functions sharing 0, 1, ∞ IM, then S(r, f ) = S(r, g). So that S(r, f ) and S(r, g) are denoted by S(r), unless otherwise stated.
Definition 3.
Let k be a positive integer. We denote by E(a, f ) the set of zeros of f (z) − a (ignoring multiplicities), and by E k) (a, f ) the set of zeros of f (z) − a with multiplicity k (ignoring multiplicities).
In this paper we improve Theorems A and B and obtain the following two theorems. 
and f and g assume one of the following forms: 
, with a = 4 and b = − 1 2 ;
where γ is a nonconstant entire function. Moreover, if f is a fractional linear transformation of g and f = a ⇔ g = b, then f and g satisfy exactly one of the following relations:
From Theorem 2 and by using (1.1), we can immediately obtain the following corollary. 
, with a = 3 4 and b = 3;
, with a = −3 and b = 3 2 ;
, with a = 4 3 and b = 1 3 ;
, with a = − 1 3 and b = 2 3 ;
, with a = 1 4 and b = −2;
, with a = 2 and b = 2;
, with a = 1 2 and b = 1 2 ; Obviously f and g share 0, 1, ∞ CM and f is not a fractional linear transformation of g. We see that
Some lemmas
Recently, the author with Yi [1] have proved the following lemma which improves Theorem 4 in [8] . 
the same identities hold for g;
where 
denotes the reduced counting function of f 1 and f 2 related to the common 1-point and 
Lemma 2.4. [5, Lemma 4] If f and g share
(0, 1), (1, ∞), (∞, ∞) and f ≡ g then f − 1 g − 1 = e α (2.1) and f g = H, (2.2)
where α is an entire function and H is a meromorphic function with N(r, 1/H ) = S(r) and N(r, H ) = S(r).

Remark 3. Set
Suppose that H 0 and H are not constants, then by Lemma 2.4, we have
Moreover if f and 
, with a = 4;
where γ is a nonconstant entire function. 
Lemma 2.8. Let f and g be two nonconstant meromorphic functions sharing
and (a 3 , ∞), where {a 1 , a 2 , a 3 } = {0, 1, ∞}, and let a / ∈ {0, 1} be a finite complex number. If
Proof. Firstly, suppose that f and g share (0, 1), (1, ∞) and (∞, ∞) and f is not a fractional linear transformation of g. Let us put
.
Now the possible poles of φ occur only at the zeros of f whose multiplicities are different from the multiplicities of the corresponding zeros of g, since φ has only simple poles and f, g share (0, 1), it follows from this N(r, φ) N (2 (r, 1/f ), by utilizing Lemma 2.5, we deduce that
N(r, φ) = S(r), which implies that T (r, φ) = S(r).
From the assumptions of Lemma 2.8, if z 0 is a zero of f − a of multiplicity 2, then g(z 0 ) = a and then φ(z 0 ) = 0, by using (ii) of Lemma 2.1, we see that
(r) T (r, φ) + S(r) = S(r).
On combining this with (ii) of Lemma 2.1, we deduce that N(r, 1/(f − a)) = S(r), from (iv) of Lemma 2.1, one sees that T (r, f ) = S(r), which is impossible. Next we consider that φ ≡ 0, that is
From (2.5), we can easy verify that f and g share 0, 1, ∞ CM. Suppose that z is a double zero of g − a, then z is a double zero of the left-hand side of (2.5), and thus a zero of f , which is also a zero of α (α is not a constant), by using (2.1), it follows from this illustration and (ii) of Lemma 2.1
Also, if z is a zero of g such that it is not a zero of g(g − 1)(g − a), then from (2.5) and the assumptions of Lemma 2.8 follows that z must be a zero of f . Therefore, by (2.1), z must be a zero of α , it follows from this, (i) of Lemma 2.1 and (2.6), we have
It follows from (2.7) and (iii) of Lemma 2.1 that T (r, f ) = N 0 (r) + S(r), which contradicts to Theorem A and completes the proof of the first part of Lemma 2.8. (1/a, G) ), from the last part of the above proof, we have that f is a fractional linear transformation of g. This proves Lemma 2.8. 2
Proof of Theorem 1
Let us assume that f and g share (0, 1), (1, ∞), (∞, ∞) and f is not a fractional linear transformation of g. Therefore by (2.1)-(2.3), we may suppose that none of H , H 0 and e α are constants. Again by (2.1)-(2.3), we deduce that
and
On the other hand, from (3.1) and (3.2), we have 
By using (3.5)-(3.7), (iii) of Lemmas 2.1 and 2.5, the following formula is obvious: 
Hence f and g share 0 CM.
from the last part of the above proof, we have that f and g share 0, 1, ∞ CM, which completes the proof of the theorem.
Proof of Theorem 2
We suppose that f is not a fractional linear transformation of g. Therefore, we may assume that a = b, by Lemma 2.8. We distinguish two cases below.
First case. Suppose that
Firstly, we assume that f, g share (0, 1), (1, ∞), (∞, ∞). It is obvious that α, H and H 0 are not constants. Set
Suppose that φ ≡ 0. Consequently, from the assumptions of Theorem 2 and Lemma 2.5, one sees that T (r, φ) = S(r). Let z 0 be a double zero of f − a. Then z 0 is a zero of φ; it follows from this and (ii) of Lemma 2.1 that
which contradicts (4.1). Thus φ ≡ 0, which implies that
which can be rewritten as
respectively), from the above proof, we have that f and g share 0, 1, ∞ CM.
Let z 0 be a zero of g − b with multiplicity 2. Hence, of course, f = g = 0, using (4.2). It follows from (2.1) that α = 0, from this and (ii) of Lemma 2.1 that
In the same manner as the above, it is easy to prove that N (2 (r, 1/(f − b)) = S(r). By Lemma 2.6, we know that f and g assume one of the nine relations in Lemma 2.6. Suppose that f and g assume the form (i) in Lemma 2.6. Thus
Combining this and (4.3)
, we get b = 3, which assumes the form (i) in Theorem 2. In the same manner as the above, we can obtain (ii)-(ix) in Theorem 2, by using Lemma 2.6 and (4.3) to find b, so that we omit details for the reader.
Second case. Suppose that
Now we shall prove that this case cannot occur. Without loss of generality, we may assume that f, g share (0, 1), (1, ∞), (∞, ∞). It is obvious that α, H and H 0 are not constants. Set
It is clear from (iv) of Lemmas 2.1 and 2.4 that F is not a constant.
If ω is a constant, then F = Ae Bz , where A and B are nonzero constants. Let z be a simple zero of f − a; since z is not a zero of F , then from (4.5), z must be a pole of H 0 , it follows from Lemma 2.4, (2.3), (4.4) and (iv) of Lemma 2.1 that T (r, f ) = S(r, f ), which is a contradiction. Therefore, ω is not a constant. From Lemma 2.4 and (4.5), we note that  N(r, F ) N(r, H 0 ) S(r) . Because a = b, it follows from the last inequality and from (3.7), (4.4)-(4.6), (iv) of Lemmas 2.1 and 2.4,
It is obvious that
and 
We can prove by the method very similar to Eq. (4.12) that
By (2.4), we deduce that
T (r, h) = S(r).
Let z 0 be a simple zero of f − a such that h(z 0 ) = 0, ∞ and α (z 0 ) = 0, then
By (4.5), (4.9), (4.10) and by using the Taylor expansion of F about z 0 , we get
where
If τ 1 ≡ 0, then α /b = H 0 /H 0 , it follows from (4.9), we have h = b, by using (4.13), we get that 6) and (4.14) , we can easily show that
where B = 2τ 2 /τ 1 and
Let us set From Lemma 2.4 and by using the second fundamental theorem, we note that
which gives 
Let z * be a simple zero of F . Therefore ω = 1/(z − z * ) + C * + O(z − z * ), where C * is a certain constant, it follows from this and (4.17) that z * must be at most simple pole of H * , since B(z) might take 2C * at z = z * so that ω(z) = O(1) there. It is obvious from this, (4.4)-(4.6), (4.17) and (4.19) 
N(r, H * ) = N(r, H * ) + S(r).
(4.20)
From the above and (4.17), we can easily verify that possible poles of H * occur at zeros of F , but we have shown that if z is a simple zero of f − a, which is neither the zero of h or α , nor the pole of h, then z must be a zero of H * . Therefore the poles of H * occur at zeros of H 0 − 1.
It follows from (3.7) that the poles of H * occur at the zeros of f − g but not zeros of f (f − 1) and 1/f . Hence, from this, we get
From this, (4.18), (4.20) and (iv) of Lemma 2.1, we get
From this, we immediately obtain a contradiction with Theorem A and Theorem 1. Therefore, H * ≡ 0, and hence that ω = A + Bω − ω 2 , which can be rewritten as
From this and (4.6), we get
Consequently, from this equation, (4.5), (4.9)-(4.11), and by using (2.1) and (2.2), we find that
Since f is not a fractional linear transformation of g, then from (4.8) we deduce that h ≡ 1; by integration of (4.25), we find that e −α = A * (h − 1), where A * is a certain constant. From this equation and (2.1), we obtain that
Let z be a simple zero of f − a such that z is not any pole or zero of 1/(h − 1), it follows from (4.26) that z must be a zero of
then from this, (4.4) and (ii) and (iv) of Lemma 2.1, we have T (r, f ) = S(r, f ), which is impossible. Hence A * (h − 1) − (b − 1)/(a − 1) ≡ 0; from this and (4.26), we get that f is a fractional linear transformation of g, which is also a contradiction. So that f (B 2 + B 1 ) − B 1 ≡ 0. From (4.21), we deduce that f and g can be expressed as
where A i , i = 1, 2, 3, 4, are small meromorphic functions of f and so of g.
Next suppose that no one of
therefore from (4.4) and (ii) of Lemma 2.1, we get N(r, 1/(f − a)) = S(r), which is a contradiction with (iv) of Lemma 2.1.
Therefore, we may assume that A 1 A 4 − A 3 A 2 ≡ 0. From (4.27) and Lemma 2.5, it is easy to verify that
This together with Lemmas 2.3 and 2.5 implies 
It is easy to verify that S(r) = S(r, h 1 , h 2 ), where S(r, h 1 , h 2 ) is the same as Lemma 2.2. From (4.27) and by using the Valiron-Mohon'ko theorem, we get T (r, g) = 2T (r, f ) + S(r). So that if one of h 1 , h 2 and h 1 /h 2 was small with respect to f and g, then we had T (r, g) = T (r, f ) + S(r), a contradiction. Hence, we can get the following:
Suppose A 4 /A 3 ≡ −1. Now, we apply Lemma 2.7 to a 0 = a 2 = 1, a 1 = 0 and a 3 = −A 4 /A 3 , we get
Consequently, m r,
Moreover, from this, (4.27), (4.30) and (4.31), we note that
which contradicts to (4.33) .
Again by Lemma 2.7 and (4.32), we get that
which implies that m r,
Then from this with (4.30) and (4.34), we note the following:
Also, from (4.34) and Lemma 2.5, we note that 
which is impossible. So that A 3 ≡ 0. Hence, (4.40) implies that
, from this we note that 
Therefore, −A 4 /A 3 ≡ 1, and by (iv) of Lemma 2.1, we deduce that A 1 /A 3 is a constant; it follows from (4.40) that
which is impossible. This proves A 2 ≡ 0. 
