Abstract-This correspondence considers low-resolution scalar quantization for a memoryless Gaussian source with respect to absolute error distortion. It shows that slope of the operational rate-distortion function of scalar quantization is infinite at the point D where the rate becomes zero. Thus, unlike the situation for squared error distortion, or for Laplacian and exponential sources with squared or absolute error distortion, for a Gaussian source and absolute error, scalar quantization at low rates is far from the Shannon rate-distortion function, i.e., far from the performance of the best lossy coding technique.
I. INTRODUCTION
This correspondence considers the asymptotic low-resolution, i.e., low-rate, performance of scalar quantization for a Gaussian source and absolute error distortion measure. One motivation is to increase understanding of the performance of scalar quantization. While there are well-known asymptotically accurate formulas for the rate-distortion performance of scalar quantizers for the high-resolution region, only a few results are known for the low-resolution region, see [1] and the references therein. Another motivation comes from transform coding where a sizable fraction of coefficients might need to be coded at low rates, and one would like to know how well scalar quantization performs relative to ideal lossy source coding.
The correspondence follows a somewhat similar path to that taken in [1] , where a Gaussian source and squarederror distortion measure is considered. Specifically, we find the slope of the operational ratedistortion function of scalar quantization, R(D), at D = Dmax, where D max is the minimum distortion attainable with zero rate. This slope determines the speed with which R(D) ! 0 as D ! Dmax. s is the magnitude of the slope with respect to normalized distortion. The values of s in the case of exponential and Laplacian sources with both absolute and squared error distortion measures have been given in [2] ; the values in the case of a uniform source and both distortion measures can be deduced from [3] ; the value of s for Gaussian source and squared error was provided in [1] ; finally, the value of s for a Gaussian source and absolute error is given in this correspondence. equal 0 for exponential and Laplacian sources with squared error, they must equal the slopes of the corresponding Shannon rate-distortion functions (because the latter's magnitudes could be no larger). Further, for a Gaussian source with squared error, and for Laplacian and exponential sources with absolute error, the Shannon rate-distortion functions are known [4] , [5] , 1 and their slopes match the corresponding slopes of R(D). Thus, in low resolution, scalar quantization for these sources and distortion measures is asymptotically optimal, i.e., as good as any quantization technique-vector or otherwise. For a uniform source with both distortion measures, and for a Gaussian source with absolute error, the slopes of R(D) at D = Dmax are negatively infinite, whereas the slopes of the corresponding Shannon rate-distortion functions cannot be negatively infinite, i.e., they must be finite (because these functions are convex). Thus, for these sources and distortion measures, low-resolution scalar quantization is far from optimal. Furthermore, the negatively infinite slopes of R(D) at D = D max for the mentioned sources and distortion measures imply that the corresponding operational rate-distortion functions are not convex (a fact that is already known in the case of uniform sources [3] ).
The remainder of this correspondence is organized as follows. Section II provides background and introduces notation. The main result is given in Section III. Section IV offers concluding remarks. Finally, one lemma proof is left to the Appendix.
II. BACKGROUND
The assumption throughout the correspondence is that the source to be quantized is stationary, memoryless, and Gaussian with zero mean and variance 2 . We denote this source by N(0; 2 ).
A scalar quantizer q is a partition of the real line into cells S k , each of which contains a reconstruction level r k such that when the input lies in S k , the output of the quantizer is r k . The number of cells may be finite or infinite. P k is the probability of the input lying in S k . The (output) entropy of quantizer q is given by H(q) = 0 k P k log P k , where all logarithms in this correspondence have base 2. The mean absolute error induced by the quantizer is The operational rate-distortion function of scalar quantization for a Gaussian source with variance 2 and absolute error distortion measure is defined as follows:
which specifies the least entropy of any scalar quantizer with distortion D or less.
Let Dmax denote the minimum distortion attainable when the rate is zero. Specifically, for a Gaussian source with variance 2 we have 
III. MAIN RESULT
The following lemma is used to show Theorem 2 later.
Lemma 1: Consider a scalar quantizer applied to a N(0;
2 ) source.
If the cell containing the origin has boundaries 0a and b, has reconstruction level at the median, and contributes D o to the mean absolute error of the quantizer, then
Proof: Let ro denote the median of the cell (0a; b), and let f denote the Gaussian density with zero mean and variance 2 . We evaluate Do as follows: where (a) is due to the fact that r o is the median of (0a; b), and (b) follows since 1 x tG(t)dt = G(x). Next, we observe that
Therefore, as shown by Lemma A1 of the Appendix. The lemma now follows from (2) and (3).
The following theorem is the principal result of this correspondence.
Theorem 2: For a N(0;
2 ) source and absolute error distortion, the operational rate-distortion function of scalar quantization satisfies Proof: It suffices to consider only scalar quantizers with contiguous cells, as follows from [6] . By definition of R (D), for any 
IV. CONCLUSION
This correspondence considered the asymptotic low-resolution performance of scalar quantizers for a Gaussian source with absolute error distortion measure. This performance is determined by the slope of the operational rate-distortion function of such quantizers at D = Dmax.
It was shown that the slope of the operational rate-distortion function of scalar quantization is infinite, and hence does not match the slope of the Shannon rate-distortion function, which is finite. Consequently, scalar quantization is not an optimal coding technique, in asymptotically low rate, for the given source and distortion measure. This is somewhat surprising since, as noted earlier, scalar quantization is optimal for a Gaussian source and squared error distortion measure, and for Laplacian source and both squared and absolute error distortion measures. APPENDIX Lemma A1: Let 0a and b be the boundaries of the cell containing the origin for a quantizer applied to a N(0;
2 ) source. Let r o be the median of (0a; b). . This is now used as follows: 
