In previous papers, a class of hierarchical matrices (H-matrices) is introduced which are data-sparse and allow an approximate matrix arithmetic of almost optimal complexity. Here, we investigate a new approach to exploit the H-matrix structure for the solution of large scale Lyapunov and Riccati equations as they typically arise for optimal control problems where the constraint is a partial differential equation of elliptic type. This approach leads to an algorithm of linear-logarithmic complexity in the size of the matrices.
Introduction

Overview
In 1980, Roberts [17] published a method to solve the algebraic matrix Riccati equation by use of the matrix sign function. Since the method basically involves the inversion, addition and multiplication of matrices, one expects a cubic complexity in the size of the matrices.
In this paper we consider the same method but make use of a special matrix representation, the so-called H-matrices, instead of the standard matrix representation. Our analysis consists of two parts:
1. We prove that the solution of the algebraic matrix Riccati equation can be approximated in the H-matrix format. This existence result indicates the possibility to apply the H-matrix arithmetic. Moreover, we prove that the matrices in Roberts method can be approximated by matrices in H-matrix representation.
This article contains six sections: the current section gives a short overview. The second section introduces a linear quadratic optimal control problem leading to a Riccati equation. The solution procedure based on the matrix sign function is introduced in Sect. 3. In Sect. 4 we investigate the structure of the matrices appearing in the solution procedure and observe that H-matrices are a good choice for an (approximate) representation of the matrices. The influence of the approximation error in the numerical scheme will be analysed in Sect. 5 while the numerical results in the last section show the behaviour of our method applied to two model problems.
Lyapunov and Riccati Equation
An equation of the form
for given A; G; F 2 R nÂn and unknown X 2 R nÂn is called (algebraic matrix) Riccati equation. For F ¼ 0 the equation simplifies to a so-called Lyapunov equation. The standard approach to solve a Riccati equation is to apply Newton's method resulting in a series of Lyapunov equations.
Large scale Lyapunov Equations
A fixed Lyapunov equation can, e.g., be solved by the Bartels-Stewart algorithm [2] , which is of complexity Oðn 3 Þ. When dealing with large scale Lyapunov or Riccati equations (i.e., n is considerably large) one is interested in reducing the complexity for a certain class of matrices A; F ; G. [18] assume that the matrix A stems from the discretisation of a partial differential equation of elliptic type, while G is allowed to be arbitrary. Then it is possible to apply multigrid techniques and solve the Lyapunov equation with Oðn 2 Þ operations.
Rosen and Wang
Penzl [15] assumes that A is symmetric positive definite and that G is a symmetric positive semidefinite matrix of low rank k G ¼ Oð1Þ. Then the eigenvalues of the solution X decay exponentially, such that the solution can be approximated by a matrix of low rank. The low rank structure can be utilised (e.g., in the Smith method [16] ) to compute the solution with OðnÞ operations. However, one has to solve sparse linear systems of equations in each step.
Let us consider a simple example: the matrix A 2 R nÂn is assumed to be the symmetric stiffness matrix from the Ritz-Galerkin discretisation (e.g., linear finite elements) of a partial differential operator of elliptic type. Then the solution X to A T X þ XA þ I ¼ 0 (I is the identity) is X ¼ À 1 2 A À1 . Here, the matrix G ¼ I is not of low rank, but the solution X can still be represented in a suitable format that is explained in the following section.
H-Matrices
In previous papers ( [6, 7, [10] [11] [12] ) a class of hierarchical matrices (H-matrices) has been introduced that allows a sparse approximation to large, dense stiffness matrices arising in boundary element method or finite element method applications. In the FEM case, it is the inverse of the stiffness matrix that is dense and can be approximated by an H-matrix [3] .
We consider matrices over the (product) index set I Â J . The product index set I Â J is partitioned into blocks r Â s & I Â J , where the blocks r Â s are nodes of a so-called H-tree T IÂJ . Each of those blocks allows for a low rank representation of the corresponding matrix block. The maximal rank of the matrix blocks is denoted by k.
The definition of the H-tree T IÂJ and the set M H;k ðT IÂJ Þ of H-matrices can be found in [6] and [7] . Here, it suffices to know that the leaves of the H-tree T IÂJ form a partition of I Â J and a matrix M belongs to M H;k ðT IÂJ Þ if the rank of M restricted to a leaf of T IÂJ is bounded by k.
Since H-matrices of fixed (block-wise) rank k corresponding to the H-tree T IÂJ are not a linear subspace of R IÂJ , some kind of projection of the sum, product and inverse into the set of H-matrices is necessary. For the (exact) sum of H-matrices one can calculate a best approximation (in the Frobenius norm kMk Inv Inv (introduced in [10] , [6] , [7] ) is some approximation but not necessarily a best approximation.
Associated to the H-tree T IÂJ are the depth p > 1 of the H-tree, the sparsity constant C sp and the idempotency constant C id . The depth p of the H-tree is typically proportional to logðjIj þ jJ jÞ (jIj denotes the number of elements in I). The constants C sp and C id are defined and estimated in [6] and [7] (a constant similar to C sp was also used in [12] ). Based upon these three values one can estimate the complexity of the standard arithmetic operations for H-matrices. Theorem 1.1 Let k 2 N denote the blockwise rank, n :¼ jIj; m :¼ jJ j and T IÂJ be an H-tree with sparsity constant C sp and depth p > 1. Then the storage requirements N H;store and computational complexity N HÁv of the matrix vector multiplication and N HÈH of the formatted addition for matrices belonging to M H;k ðT IÂJ Þ are bounded by Proof: [10] , [6] and [7] . ( Remark 1.2 A matrix M 2 R nÂm of rank at most k can be represented in factorised form M ¼ AB T with matrices A 2 R nÂk and B 2 R mÂk . We call this an RðkÞ-representation of the matrix M. For k ( n; m; this is an efficient way to store and evaluate the matrix M.
The (exact) multiplication of an RðkÞ-matrix with an arbitrary matrix yields again an RðkÞ-matrix. The (exact) multiplication of two H-matrices belonging to M H;k ðT IÂJ Þ as in Theorem 1.1 yields an H-matrix belonging to M H;k k ðT IÂJ Þ withk k :¼ C sp C id kp. The computational cost for the exact multiplication is Oðk 2 ðn þ mÞp 2 Þ (see [6, 7] ).
Problem Description
The Autonomous Linear Quadratic Optimal Control Problem
Let n; n y ; n u 2 N, x 0 2 R n , A 2 R nÂn , B 2 R nÂn u and C 2 R n y Ân . The autonomous linear quadratic optimal control problem is to find u 2 L 2 ð0; 1; R n u Þ minimising the quadratic performance index where X 2 R nÂn is the (in the set of symmetric positive semidefinite matrices) unique solution of the algebraic matrix Riccati equation
In general, the structure of the matrix A can be arbitrary and the stability and detectability is neither easy to check nor always given. In the applications that we are aiming at, the matrix A will be the spatial discretisation of some partial differential operator of elliptic type. Therefore, A is a stability matrix and thus the system stabilisable and detectable.
The Algebraic Matrix Riccati Equation
According to Theorem 2.1, we seek a symmetric positive semidefinite solution X 2 R nÂn of the algebraic matrix Riccati equation
Here, A 2 R nÂn is a stability matrix and F ; G 2 R nÂn are symmetric positive semidefinite. The rank of the matrices F ¼ BB T and G ¼ C T C is bounded by n u and n y , where B T 2 R n u Ân and C 2 R n y Ân .
Remark 2.2 If
A stems from the discretisation of some partial differential operator, then the dimension n grows with decreasing mesh size. The ranks n u ; n y of the matrices F and G on the other hand can be independent of the discretisation. In that case one can assume n u ; n y ( n, which will lead to an (approximate) low rank representation of the solution X . Our method can exploit this low rank structure, but is not restricted to this case.
with a symmetric positive definite matrix M, a symmetric negative definite matrixÂ A and a symmetric positive semidefinite matrixF F (as it typically occurs for finite element discretisations, see Sect. 6). Then the algebraic matrix Riccati Equ. 
Solution Strategy
There is a variety of strategies for solving algebraic matrix Riccati equations for matrices of a certain structure. Basically, one can either try to solve the (nonlinear) Eq. (2) directly, or one can apply Newton's method to simplify the equation to a linear one. The latter results in a series of Lyapunov equations and is almost always the method of choice for solving sparse large scale Riccati equations. The method that we propose is essentially based on the sign-iteration due to Roberts [17] . It can be applied to the Lyapunov as well as the Riccati equation and is neither limited to some low rank structure of F and G nor does depend on the sparsity of A (but we adopt the data-sparsity of A). However, the analysis in this paper is only done for the case that F is of low rank, which corresponds to a low dimensional control u. The motivation for our particular choice of the solution process is to minimise the total number of matrix inversions which we consider as a suitable complexity unit in the overall cost estimate.
Newton's Method Applied to the Riccati Equation
The Newton iteration
converges (locally) quadratically to the solution X of the Riccati equation (2.2), if F and G are symmetric and the initial guess X 0 stabilises ðA; ÀF Þ (see, e.g., [14] ). This is the case if A is a stability matrix and the initial guess is chosen as X 0 :¼ 0. In this case, the solution to the Lyapunov equation (3.1) is explicitly given as (see [16] )
Moreover, all matrices A À FX i are again stability matrices but typically not symmetric, while X i FX i þ G is symmetric positive semidefinite.
Solving the Riccati or Lyapunov Equation by Use of the Matrix Sign Function
Definition 3.1 (Matrix sign function) We define the matrix sign function as sign : fM 2 C nÂn j 8k 2 rðMÞ :
where C is an arbitrary path of index 1 around the eigenvalues of M with positive real part and I denotes the n Â n identity matrix.
. . . ; k n Þ and <eðk j Þ 6 ¼ 0 for all j 2 f1; . . . ; ng. Let C be a path of index 1 around the eigenvalues of M with positive real part. For each of the eigenvalues k j there holds
& We can compute signðMÞ as follows:
( An algorithm to solve certain Riccati equations by use of the matrix sign function is presented in [17] and we summarise the main result in Theorem 3.3 (Representation by the matrix sign function) Let A 2 R nÂn be a stability matrix, F ; G 2 R nÂn symmetric positive semidefinite. Then the stabilising solution X of (2.2) satisfies
where the matrices N 11 ; N 12 ; N 21 ; N 22 2 R nÂn are
! is of full rank n. In the Lyapunov case F ¼ 0; this simplifies to
A method to solve (3.3) efficiently is presented in the last part of Sect. 5. A simple method to calculate the sign function of a matrix S is Newton's method applied to the equation X 2 ¼ I with initial guess X 0 :¼ S, as it is described in [17] .
Theorem 3.4 (Newton's method to calculate the matrix sign function) Let S 2 R n s Ân s be a matrix whose spectrum does not intersect the imaginary axis. Then the iteration
converges (locally quadratically) to the sign of S.
Lemma 3.5 (Global convergence of Newton's method) Let S 2 R n s Ân s be a matrix whose spectrum rðSÞ does not intersect the imaginary axis. Let k Á k 2 denote the spectral norm of a matrix and
Then the minimal number of iterations i min of (3.4) necessary to get
for a given e 2 ð0; 1Þ is bounded by i min ¼ OðlogðlÞ
is a Jordan decomposition of S then the minimal number of iterations j min of (3.4) necessary to get
is bounded by
If the spectral values k 2 rðSÞ fulfil j<eðkÞj ! j=mðkÞj then the number of iterations j min necessary to get kS j min À signðSÞk 2 e is bounded by OðlogðqÞ þ log ðlogð1=e þ qÞÞÞ, where q :¼ max k2rðSÞ ðjkj þ jk À1 jÞ.
Proof: Equation (3.5)
To prove (3.5), we analyse the convergence for each k 0 ¼ x 0 þ iy 0 2 rðSÞ separately. The corresponding spectral values for the operators S j are defined by the sequence
Throughout the proof we will make use of the following basic facts: ; 8 the ratio jy jþ1 =x jþ1 j decreases by 7 9 (see (3.7)). After OðlogðlÞÞ of these steps we will therefore leave Phase 1. At last we show that every OðlogðlÞÞ iterations one of the iterates is contained in ½ . We will now bound x jþ1 from below and x jþ2 ; y jþ2 from above.
jy jþ2 j ljx jþ2 j 5l 2 :
After at most OðlogðlÞÞ iterations one of the iterates j þ j
The number of iterations necessary to leave Phase 1 is OðlogðlÞ 2 Þ.
Phase 2 (Linear convergence)
From Phase 1 we have x After OðlogðlÞÞ iterations we leave Phase 2.
Phase 3 (Quadratic convergence)
Phase 3 is defined by the condition jy j 2 j < 1 8 and jjx j 2 j À 1j < 1 8 . We prove jjx jþ1 j À 1j 2 maxfjjx j j À 1j; jy j jg 2 ;
Consequently we get maxfjjx j 2 þj j À 1j; jy j 2 þj jg 2
Let S ¼ TJT À1 be a Jordan decomposition of S, where
consists of l Jordan blocks J i . We define the series J ð0Þ :¼ J ; J ðjþ1Þ :¼ 1 2 ðJ ðjÞ þ ðJ ðjÞ Þ À1 Þ which preserves the block-diagonal structure. We fix a single Jordan block J i with corresponding eigenvalue k and define the sequence
We define the upper-diagonal structure (of the same size as J )
As in the first part of the proof (Core of Phase 1, Case 2) the norm of k À1 j is bounded by 8l such that jb j j ð8lÞ j (this is only a rough estimate). After i min steps of iteration (3.4) we get
with jb i min j ð8lÞ i min . From (3.5) it follows
such that after i min steps of the iteration we get jb 2i min j ð16elÞ
Takingẽ e :¼ e=ð16lcond 2 ðT ÞÞ instead of e yields kS 2i min À signðSÞk 2 e: (
Structure of the Matrices Involved
Sylvester Equation
Before we formulate the theorems in detail, we first outline the basic idea. Let
The spectra rðAÞ; rðBÞ of A; B are assumed to be contained in the sets (see Fig. 4 .1)
The assumption (4.3) is only needed to simplify the basic idea, later we will only need k A;2 þ k B;2 < 0. In order to express the matrix exponentials expðtAÞ; expðtBÞ by the Dunford-Cauchy representation expðtAÞ ¼ 1 2pi
expðtBÞ ¼ 1 2pi
we define closed paths around S A ; S B :
The paths are chosen such that distðC A ; rðAÞÞ ! 1 and distðC B ; rðBÞÞ ! 1. From (4.3) we conclude that the unique solution X 2 C mÂn to the Sylvester equation
Insertion of the Dunford-Cauchy representation yields
ð4:6Þ If we replace R 1 0 expðtðn þ gÞÞdt by a suitable quadrature formula P k j¼Àk x j expðt j ðn þ gÞÞ (with t j ; x j independent of n þ g), then the modified solution reads
The error kX ÀX X k is estimated in the following theorem preceded by two auxiliary lemmata.
Let z 2 C with <eðzÞ À1. Then for each k 2 N the points and weights
ð4:8Þ
where the constant C sinc does not depend upon k; z.
Proof: The function t 7 ! expðtzÞ is holomorphic in C and satisfies [22, (4 
Due to [22] , each term in the above error estimate can be bounded by
where the constant C sinc does not depend upon k; z. 
The spectra rðAÞ; rðBÞ of A; B are assumed to be contained in the sets S A ; S B defined in (4.1), (4.2), where we assume k A;2 þ k B;2 < 0. We define
For each k 2 N and j 2 fÀk; . . . ; kg let t j 2 ½0; 1 þ ffiffi ffi k p and x j 2 ð0; 1Þ denote the points and weights from (4.8), (4.9) . If X is the unique solution to (4.4), then the matrixX Proof: If X is a solution to (4.4) then X satisfies
The spectra of aA; aB fulfil ak A;2 þ ak B;2 À3 and we can define the sets C A ; C B as 
Corollary 4.4 (R(k)-approximation to the solution of the Sylvester equation)
We use the same notation as in Theorem 4.3. Let k G denote the rank of G. Then the minimal rank k X needed to approximate the solution X to (4.4) up to an error of kX X À X k 2 e, e 2 ð0; 1Þ, by an Rðk X Þ-matrixX X is bounded by
Since kGk 2 ¼ kBX þ XAk 2 ðkAk 2 þ kBk 2 ÞkX k 2 we also get the estimate for the relative error
Remark 4.5 If we consider only the dependency on e in (4.11) then we have k X ¼ Oðlogð1=eÞ 2 Þ; while in [8] the estimate k X ¼ Oðlogð1=eÞÞ is established. However, the desired accuracy e, the size of the matrices and the spectrum of the matrices is typically not independent. If we assume that the desired accuracy e is of the size logð1=eÞ ¼ OðqÞ, the size of the matrices n and m is logðn þ mÞ ¼ OðqÞ, the norm of the matrices is logðkAk þ kBkÞ ¼ OðqÞ, the distance k between the spectrum of A and that of ÀB is bounded by logð1=kÞ ¼ OðqÞ and the maximum of the imaginary part of the eigenvalues of A and B is bounded by OðkÞ, then the estimate (4.11) and the one from [8] read
which coincides with the estimate from Penzl [15] for the symmetric Lyapunov case.
Lemma 4.6 (Approximation of the operator exponential) Let l 2 R !0 and A 2 C nÂn with spectrum rðAÞ & fx þ iy 2 C j x ! 2 and jyj lg. For the parabola
and the interior X A :¼ fn þ ig j g 2 ðÀ1; 1Þ and n >
2 g we define the so-called strong P-positivity constant
Then the matrix exponential expðÀAÞ can be approximated by a linear combination of resolvents, i.e., for each k E 2 N there exist points z j 2 C n X A and weights w j 2 C such that
Proof: We want to apply [4, Theorem 2.4] . The integration parabola is defined by
where a :¼
In the following we further estimate the expression appearing in [4, (2.12) ]. We choose the parameter k :¼ 4 and get
To estimate the constant
we distinguish between two cases for z ¼ x þ iy: The denominator can be bounded from below if we consider only the real part:
The error estimate [4, (2.12)] reads
where
Inserting these bounds in (4.15), yields 
The spectra rðAÞ; rðBÞ of A; B are assumed to be contained in
We define the constants 
we define the integration parabola C, the interior X and the strong P-positivity constant M by
Then there exist points t j 2 ½0; 1Þ and weights w j 2 C, j 2 f1; . . . ; kg, such that the solution X to (4.4) can be approximated by a matrixX X ¼ P k j¼1 w j ðz j I À BÞ
À1
Gðz j I À AÞ À1 with
ð4:17Þ
If A and B are symmetric then
Proof: Let X be the unique solution to (4.4). According to Theorem 4.3, the matrix
which produces the first term in (4.17). The spectra of the matrices
and the same for B instead of A. For the matrix
ax j E B;j expð2IÞG expð2IÞE A;j we get the error estimate ( for a more detailed analysis concerning the existence of H-matrix approximants the reader is referred to [3] ). If we define the approximate solution
then the approximation error is of the size
(neglecting linear terms in k I ) while Remark 1.2 yields
If the rank needed for the H-approximants is k A ¼ k B ¼ Oðlogð1=dÞÞ then
Since kGk 2 ¼ kBX þ XAk 2 ðkAk 2 þ kBk 2 ÞkX k 2 ; we also get the above estimates for the relative error.
Lyapunov Equation
The Lyapunov equation
for A; G 2 R nÂn is a special Sylvester equation (4.4) for B :¼ A T . Let the spectrum rðAÞ of A be contained in the left complex halfplane and let X denote the unique solution to (4.19) .
If G is of low rank k G > 0; then Remark 4.5 proves that for each e 2 ð0; 1Þ there exists a matrix X R of rank Oðlogð1=eÞÞ such that kX À X R k 2 =kX k 2 e. For the ease of presentation we neglect the constants.
If G is an element of the H-matrix class M H;k G ðT IÂI Þ and if the resolvents ðzI À AÞ À1 in (4.18) can be approximated by an H-matrix up to an error of e 2 ð0; 1Þ with blockwise rank k A ¼ Oðlogð1=eÞÞ; then Corollary 4.8 proves that there exists a matrix X H 2 M H;k X ðT IÂI Þ of blockwise rank k X ¼ Oðlogð1=eÞ 6 Þ such that kX ÀX X k 2 =kX k 2 e. Again we neglect the constants.
These results are a generalisation of the ones from [8] and [15] (for the RðkÞ-matrix case) to the H-matrix case. With the assumption that A 2 R nÂn is symmetric positive definite and G of low rank k G ; the author of [15] was able to prove that the singular values k 1 ! Á Á Á ! k n ! 0 of X are bounded by 
e:
This proves that the solution X to (4.4) can be approximated up to a relative error of e by a matrixX X of rank Oðk C log 2 ðcond 2 ðAÞÞ log 2 ð1=eÞÞ.
A conclusion of all the previous results is that the solution X to the Lyapunov equation can be approximated by an H-matrix (or RðkÞ-matrix) if G is an H-matrix (or RðkÞ-matrix). An algorithm to compute the H-matrix (or RðkÞ-matrix) approximation efficiently will be presented in the following sections.
Riccati Equation
Let A; F ; G 2 R nÂn and let the spectrum rðAÞ of A be contained in the left complex halfplane. A solution X of the Riccati equation
can (for theoretical considerations) be regarded as a solution of the Lyapunov equation
If F and G are of rank k F ; k G ( n thenG G is of rank at most kG G ¼ k F þ k G and we can apply Remark 4.5 to prove that the rank k X that is necessary to approximate X up to a relative error of e in the set of RðkÞ-matrices is k X ¼ Oðlogð1=eÞÞ.
If F is of rank k F ( n and G 2 M H;k G ðT IÂI Þ, k G ( n, thenG G 2 M H;k G þk F ðT IÂI Þ and we can apply Corollary 4.8 to prove that the blockwise rank k X that is necessary to approximate X up to a relative error of e in the set M H;k X ðT IÂI Þ is k X ¼ Oðlogð1=eÞ 6 Þ.
Note that we make use of the low rank of the matrix F , while G can be an H-matrix. For the general situation that F is not of low rank, the algorithms presented later are still applicable, but we cannot bound the (blockwise) rank needed to approximate the solution to (4.21).
Matrix Sign Function
In the last two subsections we have seen that the solution X to the Riccati or We assume that the matrices F ; G 2 R nÂn are symmetric, F is of low rank k F :¼ rankðF Þ and A À FX is a stability matrix (X solves (4.21)). We define the matrix
For the solution X to (4.21) there holds
and it follows (see [19] and use signðSÞS ¼ SsignðSÞ)
where Z satisfies the Lyapunov equation
According to Remark 4.5, the matrix Z can be approximated by a low rank matrix Z Z with k Z :¼ rankðZ ZÞ ¼ Oðk F logð1=eÞÞ and kZ ÀZ Zk 2 e. A direct conclusion is Corollary 4.10 (Approximation of signðSÞ) The matrix signðSÞ can be approximated by a matrix
We denote the index set by I :¼ f1; . . . ; ng. The matrices K 11 ; K 21 and K 22 are contained in M H;k Z ðT IÂI Þ and K 12 is contained in the same space (H-matrix or low rank matrix) as X but with rank increased by k Z . The approximation error kZ ÀZ Zk 2 leads to the estimate 
Ultimately A i converges to ÀI (because A 0 is a stability matrix) and F i converges to ÀZ. The iterates F i can be approximated by a matrixF F i of rank at most 2k Z , such that
Proof:
For the matrix
we perform the Newton iteration (3.4),S S iþ1 :¼ 
For all i 2 N we define
If for all x þ iy 2 rðAÞ the imaginary part is bounded by jyj jxj; then the norms of
can be bounded by
Proof: We define for i 2 N the matrices
Case (4.26): If jyj jxj for all x þ iy 2 rðAÞ then this implies j=mðd i Þj j<eðd i Þj
which implies j=mðd i Þj j<eðd i Þj.
We prove kD À1 i k 2 ffiffi ffi 2 p for all i 2 N and by induction
Case (4.27): Same as above but all ðD j Þ ii are real-valued and thus 2 max i¼1;...;n jd i þ d
Theorem 4.13 (Newton iteration for sign(S ) with low rank G) Let the matrices F ; G 2 R nÂn be symmetric, F of rank k F and G of rank k G . Let e 2 ð0; 1Þ and A 2 R nÂn . We assume:
1. The solution X to (4.21) can be approximated by a matrixX X of rank k X such that kX ÀX X k 2 e.
2.
A À FX is a stability matrix. 
Each of the matrices
Proof: Using the notation from Lemma 4.11, the statement holds for
and we can conclude
We define K
21 :¼F F i and get the error estimate
From Lemma 4.11 the rank ofF F i is bounded by 2k Z . Due to the ideal property (see Remark 1.2) of RðkÞ-matrices, we have rankðK
Theorem 4.14 (Newton iteration for sign(S ) with H-matrix G) Let the matrices F ; G 2 R nÂn be symmetric, F of rank k F and G 2 M H;k G ðT IÂI Þ. Let e 2 ð0; 1Þ and A 2 R nÂn . The depth of T IÂI is denoted by p and the constants describing the sparsity and idempotency are C sp ; C id . We assume:
1. The solution X to (4.21) can be approximated byX X 2 M H;k X ðT IÂI Þ such that kX ÀX X k 2 e.
2.
Each of the matrices
and we can conclude, as in the previous Theorem,
We define the matrices K
From Lemma 4.11 the rank ofF F i is bounded by 2k Z . Due to the ideal property of RðkÞ-matrices, we get K
Remark 4.15 In Theorem 4.13 and Theorem 4.14 we need three assumptions:
1. The solution X can be approximated in a suitable format, namely by an RðkÞ-matrix or an H-matrixX X . This has already been investigated in Remark 4.5 and Corollary 4.8.
2.
A À FX is a stability matrix. This can be assumed because we seek a stabilising solution X .
3. Each of the matrices A i can be approximated by an H-matrix. If A is the (sparse) stiffness matrix from the (finite element or finite difference) discretisation of an elliptic partial differential operator, then A À FX belongs to M H;k F ðT IÂI Þ. The set of H-matrices was chosen such that the inverse A À1 to A can be approximated by an H-matrix g A À1 A À1 with moderate blockwise rank. Since the matrix A 1 is a rank 2k Fperturbation of 1 2 ðA þ A À1 Þ, we can approximate A 1 by an H-matrix. Moreover, the A i can be regarded as the discretisation of an elliptic pseudo-differential operator which makes it plausible that they can again be approximated by an H-matrix.
Using H-Matrices for the Solution
In the last section we have used the matrix exponential in order to prove that, if the matrix G is an H-matrix or RðkÞ-matrix, then the solution X to the Riccati or Lyapunov equation is an H-matrix or RðkÞ-matrix. The representation of the solution X used in Corollary 4.4 and Corollary 4.8 leads to an algorithm where one can insert H-matrix arithmetics to get a fast solver for the Lyapunov equation. For the solution of the Riccati equation (4.21) one has to deal with a series of Lyapunov equations (4.19), where one can exploit the fact that the matrices A m appearing in the Lyapunov equation in the m-th Newton step are rankk F -perturbations of A.
An entirely different approach for the solution of the Riccati equation is to use the algorithm of Subsection 3.2 with the formatted H-matrix arithmetics. We already know that the iterates in (3.4) can be approximated by blockwise RðkÞ-matrices and H-matrices, but the influence of the approximation error in the numerical scheme has to be analysed. It turns out that scaling strategies (since signðSÞ ¼ signðaSÞ for a > 0 one can choose a scaling parameter a in each step to accelerate convergence) are not advisable.
Application of the Matrix Sign Function
The formatted H-matrix operations (È; ; g Inv Inv) introduce some kind of ''rounding'' error that has not yet been regarded. Our main concern is the iterative scheme (3.4) to compute the matrix sign function. Since there will be OðlogðnÞÞ steps, the rounding errors could be amplified such that the approximate solution does not approximate the solution. 
for the index set I ¼ f1; . . . ; ng. For the sake of simplicity we assume that the rank k in the blockwise low rank structures is always the same, which could be enforced by taking the maximum of all ranks appearing in Theorem 4.13 and Theorem 4.14.
The (inexact) iterates are defined as
where È and g Inv Inv are the formatted H-matrix addition and inversion in the set M H;k ðT Þ. The accuracy d; q of the formatted addition and inversion, respectively, can be controlled by the blockwise rank k of the H-matrices. Typically, we have k ¼ Oðlogð1=dÞ þ logð1=qÞÞ. 
q ðH À matrix addition errorÞ: ð5:3Þ
We define the error amplification coefficients
by induction for i 2 N 0 and assume that For the induction step i ! i þ 1 we define
Then the (inexact) iterate in step i þ 1 can be written as
Using the Definition of c i and (5.4), (5.5) we get
We use the notation from Theorem 5.1 and define
We fix a number of iterations i max 2 N and assume
Then the error amplification coefficients c i , i 2 f0; . . . ; i max g, can be bounded by
To achieve kS S i max À S i max k 2 e one has to take
If we assume that the rank k needed to gain a relative error n in the H-matrix arithmetic is proportional to logðn À1 Þ, then the rank k needed to get an overall accuracy of e (error due to the formatted H-matrix arithmetics and due to the error propagation) is k ¼ Oðlogðe À1 Þ þ logði max Þ þ i max logðsÞÞ.
Proof: We prove (5.6) by induction. The case i ¼ 0 is obvious.
i , we get s ! 1. For the induction step we have to show
Estimating kS À1 i k 2 s and multiplying both sides by 1 À c i ðq þ dÞs it suffices to prove
The left side can be bounded by
the right-hand side fulfils
Therefore, we have to ensure
which is true due to the assumption q þ d
The bound on the error amplification coefficients c i max yields 
which is equivalent to one Newton step with the matrix aS i instead of S i (both have the same sign). In the case a < 1 the norm of the inverse is amplified by a factor of a À1 and estimate (5.6) indicates the consequences: the error is amplified by a À2 for each Newton step where the scaling technique is used. Therefore, scaling is only an option in the first step if the initial error is c 0 ¼ 0.
From Theorem 5.1 the bound for the distance of the inexact iterates S S i of (5.1) to the exact iterates S i grows with increasing i, therefore it could happen that Newton's method converges while (5.1) is divergent. The next Lemma ensures at least local quadratic convergence for the inexact iterates. Proof: The case i ¼ 0 is true due to the definition of q. We define
The induction step i ! i þ 1 follows. First we get
We have to prove 1 4
Multiplying both sides by 1 À q 2 i À rðq þ dÞ; we get for the left side
and for the right side
The left side can be estimated by
while the right side can be estimated by
Corollary 5.5 (Stopping criterion) In Theorem 5.1 we have seen that the attainable accuracy decreases as the number of iterations increases. Therefore, one has to stop the iteration as soon as possible. On the other hand, the convergence is locally quadratic (Lemma 5.4), such that stopping just before the quadratic convergence would lead to an approximate solution that is not even close to the solution. This dilemma can be overcome by the following simple criterion:
In each step of Newton's method calculate the approximate spectral norm g i :¼ kS S 2 i À Ik 2 (the power iteration takes OðlogðnÞÞ steps to determine g i up to 10 percent relative error).
After each iteration i compute
If the convergence rate h i stays smaller than 
According to (4.22), we know
where Z satisfies (4.23) and can be approximated by a rank-k Z matrixZ Z and N 11 % ÀXZ Z À 2I. Therefore it is advisable to compute a low rank approximation R 11 to ðN 11 þ 2IÞ and a low rank approximation R 22 to N 22 (this conversion is not expensive because N 11 and N 22 are given in the H-matrix format). Equation (3.3) reads
If R 11 À 2I is invertible (this is easy to check, because R 11 is of low rank), one can directly apply the Sherman-Morrison-Woodbury formula to compute
(the invertibility of R 11 À 2I is equivalent to the invertibility of the 2k
is not invertible, we solve the normalised equation
where the matrix on the left side is
and can be approximated by an Rð2k Z Þ matrix plus 4I. Using the low rank approximations R 11 ; R 22 we get
The right side is
which can be approximated by an Rð2k Z Þ matrix plus 4X . Using a low rank representation UV T of R LS we get the solution
Remark 5.6 (Complexity) In order to estimate the overall complexity of our method to solve the algebraic matrix Riccati equation, we first summarise the necessary steps of the algorithm:
1. Compute the matrices A; F ; G. This involves choosing a proper discretisation scheme and computation of the entries. The achievable accuracy (for a fixed blockwise rank) for the solution of the Riccati equation may depend upon the discretisation error.
The relative error kX X À X k 2 =kX k 2 of the approximate solutionX X is therefore bounded by
This error estimator leads again to the task of solving a Riccati equation (only up to a relative error of 1=2), but simply taking kRðX X Þk=kAk or a similar easier computable value does not give a reliable estimate for the relative error.
Numerical Examples
The numerical examples in this section serve two purposes: in the one-dimensional example we can compare our results to the ones gained in the literature. Since the structure of the matrices is rather simple, there are plenty of methods available, but many of them depend on the special one-dimensional structure. In the two-dimensional example the matrix G from the Riccati equation (4.21) is not of low rank, the differential operator has ''jumping coefficients'' and the structure of the matrix A is not as simple as in the onedimensional case.
The One-Dimensional Low-Rank Model Problem
We consider the linear quadratic optimal control problem of the one-dimensional heat flow: the goal is to minimise where / i denotes the i-th Lagrange basis function for the interpolation, then the discrete problem is the autonomous linear quadratic optimal control problem of Subsection 2.1 with n u ¼ n y ¼ 1 (this implies rankðBÞ ¼ rankðCÞ ¼ 1).
The H-tree for the index set I ¼ f1; . . . ; ng is defined in [10, Sect. 5] . For the iterates of Newton's method to compute the matrix sign function of Table 6 .1 and the singular values of X X are depicted in Fig. 6.2 . A blockwise singular value decomposition of signðSÞ is depicted in Fig. 6 .2.
If we use full matrices instead of H-matrices in the two diagonal blocks and R(20)-matrices in the two (largest) off-diagonal blocks, then we would need about 15 years to compute the solution for n ¼ 65536 degrees of freedom (by use of the matrix sign function) on a SUN QUASAR. The complexity is cubic in n. The results by Rosen and Wang [18] computed on a SUN SPARC 600 for n ¼ 101 degrees of freedom took 2062 seconds. This extrapolates to approximately 27 years for n ¼ 65536 degrees of freedom, which is equivalent to roughly one year on a SUN QUASAR. The complexity is quadratic in n.
For n ¼ 65536 degrees of freedom we need about 6 hours to compute the solution X up to a relative error of 10 À3 (cf. Table 6 .1). The complexity is almost linear in n.
The storage requirements for the (exact) solution for n ¼ 65536 degrees of freedom would be 35 Gigabytes, and due to the quadratic dependency on n we are not able to store or compute the exact solution X for larger n. An R (20) representation of X takes only 20 Megabytes (linear dependency on n). À15 are plotted as 10
À15
Penzl [16] computed a low rank approximationX X to the solution of the Lyapunov equation (4.19) with matrices A; G similar to the ones in our example. The work for n ¼ 10000 degrees of freedom amounted to 10 8 flops, whereas the exact solution by the Bartels-Stewart algorithm would take 10 13 flops. Since the CPU time is not mentioned, we cannot directly compare those results to the ones from our method.
The Two-Dimensional H-Matrix Model Problem
In the previous section we have compared our method to existing methods for a low rank approximation of the solution X to the Riccati equation. Now, we want to give an example where the matrix G in the Riccati equation is not of low rank, but an H-matrix of full (global) rank. While our method can exploit the H-matrix structure and computes an approximation to the solution with linearlogarithmic complexity in the size of the matrices, there are no known algorithms in the literature that can achieve a similar efficiency.
The following example is the two-dimensional optimal control of the heat equation. The goal is to minimise The starting value x 0 2 L 2 ðð0; 1Þ 2 Þ is given and the functions b; r are (see The differential equation is discretised (in the weak or variational formulation) using the space of nodal affine finite elements on a uniform triangulation of ð0; 1Þ 2 with n inner grid points. We denote the (Lagrange) basis functions by / i (i ¼ 1; . . . ; n). The resulting discrete problem is the autonomous linear quadratic optimal control problem from Sect. 2 with n u ¼ 1; n y ¼ n and matrices A; B; C defined as follows. The entries of the mass matrix and the stiffness matrix are We store the matricesÃ A and G ¼ C T C ¼ E in the H-matrix format based on the H-tree T IÂI that was established for this two-dimensional uniform triangulation of ½0; 1 2 in [11] . Similarly, appropriate H-trees can be constructed for arbitrary triangulations (see [7] ).
The singular values of the solution X are depicted in Fig. 6 .4, where one can see that the singular values do not decay rapidly as it was the case in the onedimensional example with low rank G. H;k ðT IÂI Þ-matrices in three of the blocks of S and an Rð2kÞ-matrix in the lower left block. The relative error kX ÀX X k 2 =kX k 2 for the approximate H-matrix solutionX X can be seen in Table 6 .2 and a blockwise singular value decomposition of X is depicted in Fig. 6 .5.
The mass matrix E has to be inverted, which is done in the set M H;k ðT IÂI Þ. By taking the formatted inverse f Inv InvðEÞ instead of E À1 we introduce an error (besides the discretisation error), but since E is well conditioned this error is rather small (see [3] ). The matrix F ¼ BB T is of rank 1 but again we use the formatted inverse f Inv InvðEÞ to define an approximation to F .
We compute an approximationX X to the solution X of (4.21) as described in Sect. 5 with rank k for the blockwise rank of the H-matrices and rank 2k for the rank of the lower left block that corresponds to the iterates F i . The results for k ¼ 1; . . . ; 7 can be seen in Table 6 .2, where we estimate the relative error e by for an H-matrix approximation X H computed with rank k ¼ 8.
