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We apply Noether’s theorem to show how the invariances of conservative systems are broken
for nonconservative systems, in the variational formulation of Galley. This formulation considers
a conservative action, extended by the inclusion of a time reversed sector and a nonconservative
generalized potential. We assume that this potential is invariant under the symmetries of the initial
conservative system. The breaking occurs because the time reversed sector requires inverse symmetry
transformations, under which the nonconservative potential is not invariant. The resulting violation
of the conservation laws is consistent with the equations of motion. We generalize this formulation
for fermionic and sypersymmetric systems. In the case of a supersymmetric oscillator, the effect of
damping is that the bosonic and fermionic components become different frequencies. Considering
that initially the nonconservative action is invariant under supersymmetry, and that the breaking
is associated to an instability, this result is reminiscent of spontaneous symmetry breaking.
PACS numbers: 04.20.Fy,12.60.Jv
I. INTRODUCTION
The study of a general mechanical system includes influences of external factors, whose origin and detailed descrip-
tion may be partially or fully unknown. The evolution of such systems is frequently irreversible and non invariant
under time reversal. There are fundamental questions related to this issue, like time direction, the second principle
of thermodynamics, etc. A formulation for such systems has been given in terms of equations of motion since a long
time.
Hamilton’s principle gives a way to obtain the equations of motion of conservative systems by the variation of the
action, with the variables fixed at the initial and final times. The physical trajectory goes along a curve through these
initial and final points and minimizes the action. Thus, this trajectory is determinated by conditions in the past and
in the future, which is natural for time reversible systems. The symmetries of these systems lead to conservation laws,
which can be obtained from Noether’s theorem.
The application of nonconservative forces leads to the violation of energy conservation, and could violate also
other symmetries. If one wishes to describe nonconservative systems, not invariant under time reversal, independent
boundary conditions in the past and in the future might be contradictory. A solution to this problem has been
proposed long time ago by Schwinger, by the inclusion of a different time reversed dynamics [1], which corresponds
to the doubling of variables of older works [2]. In a recent proposal by Galley [3, 4], a systematic approach has been
given for a lagrangian formulation for nonconservative systems, which amounts to a doubling of the variables, by the
inclusion of a time reversed sector and a nonconservative generalized potential, along with a modification of Hamilton’s
variational principle. This proposal is similar to the closed time path formulation, see e.g. [5]. A similar development
for classical and quantum mechanics was given previously by Polonyi in [6], who in a recent paper consider the issue
of breaking of time reversal symmetry [7]. In the proposal of Galley, there are boundary conditions only at the initial
time, and at the final time the corresponding variables coincide. Once the equations of motion are derived, a so called
physical limit is applied, which amounts to the identification of both sets of variables, from which the nonconservative
equations of motion follow.
Classical mechanics deals with the evolution of systems described by quantities like the position, angles, and so
on. However, if we see it as a limit of quantum mechanics, it is natural to ask about fermionic degrees of freedom,
which describe the matter in the universe, and whose properties are properly described by anticommuting quantities,
in order to attain Fermi-Dirac statistics. This has lead to the formulation of classical fermionic mechanics [8], whose
quantization can be done in the canonical formulation, and strictly requires the Hamiltonian Dirac formulation [9]. In
fact, as classical fermionic variables do not correspond to classical observables, they are mathematical constructions
which have proven to be useful in the formulation of fermionic, hence quantum, theories. For instance, from the
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2relativistic classical action of a fermionic point particle, the Dirac equation can be obtained [9]. Otherwise, fermionic
field theory is formulated starting from classical actions, which are also required for the path integral formulation.
Supersymmetry has been developed as a symmetry towards the unification of the fundamental interactions. It
transforms bosons into fermions and its basic entities are supermultiplets, which contain bosons and fermions, see e.g.
[11]. On the other side, supersymmetry imposes strong restrictions, like the cancellation of divergences in field theory,
one of the main reasons of its success, or the equality of the masses of particles in the same supermultiplet, one of the
principal objections against it, which has lead to the requirement that supersymmetry is broken, usually spontaneously.
Supersymmetric mechanics [12] can be realized by an extension of time translations, by means of transformations
with anticommutative parameters. Thus, supersymmetry is intimately related to energy conservation, and a question
which arises naturally is what happens with nonconservative systems, which should broken it. On the other side, if a
supersymmetric system is exposed to external forces, these forces could be due to supersymmetric unknown factors.
In this case, this theory should have a supersymmetric structure.
In this paper, we formulate Noether’s theorem for the nonconservative action of Galley [3]. This action can be
straightforwardly constructed to have the same invariances as the original conservative action. However, considering
the time reversed sector, we make the ansatz that the symmetry transformations act on this sector by their inverses.
This has the consequence that the nonconservative potential breaks these symmetries. In this way, from Noether’s
theorem follows the violation of the conservation laws corresponding to all the symmetries of the original conservative
action. Further, we consider fermionic systems, whose boundary conditions are determined by only one parameter;
hence their nonconservative generalization requires a slight modification of the boundary conditions. As a last step,
we give a straightforward generalization for supersymmetric systems, which is done in the superspace formalism.
Thus, the nonconservative potential is a superfield; hence it is supersymmetric by construction. Along the paper
we consider the example of the damped oscillator. It is remarkable that in the supersymmetric case, where the
bosonic and the fermionic variables have the same frequency in the conservative theory, now these variables have
different frequencies, as a consequence of the nonconservative interactions. This situation is reminiscent the situation
of spontaneous supersymmetry breaking in field theory, where the initial action is supersymmetric as well, and after
a breaking due to instability, the field components become different masses [11]. In Section II we give a short review
of the formulation of Galley and show Noether’s theorem for the nonconservative action. In section III we consider
the generalization for fermionic systems. In Section IV we perform the supersymmetric generalization. In the last
Section we draw some conclusions.
II. LAGRANGIAN FORMULATION
Hamilton’s principle in mechanics establishes that the trajectory of a system in an arbitrary time interval [ti, tf ],
on which act conservative forces, is an extremum of the action. The variation is done on curves which go through two
fixed points, at the initial and final times. Instead of it, we could consider curves that go at the initial time through
a fixed point, with a fixed velocity. In this case the point at the final time should be fixed also, although it cannot
be arbitrary, as it is determined by the initial position and velocity. It can be seen that in this way we obtain the
Euler-Lagrange equations as well [13]. As far as the kinetic and potential terms do not depend explicitly on time, the
E-L equations are symmetric under time reversal. A solution can violate this symmetry due to the choice of initial
conditions, however its time inverted is also a solution, i.e. the space of solutions is symmetric.
The lagrangian formulation of Galley supposes that there is a conservative lagrangian L(q, q˙), where q are in general
n-dimensional vectors. Nonconservativity is attained by a doubling of the degrees of freedom q → (q1, q2), and the
variational principle is modified in such a way that q2(t) effectively runs back in time, and appears as a continuation
of q1(t). Thus the boundary conditions for the variation are that, at the initial time both variables are fixed, and at
the final time their values coincide, but have an arbitrary variation. Once the variation done, the doubling is reverted,
at the level of the equations of motion, by the so called physical limit q1 = q2 = q. This is similar to the Closed
Path-Time approach [1, 5]. In fact, both variables could be arranged as one, beginning and finishing at ti, after a
closed time path ti → tf → ti [6]. Galley avoids the time loop and instead of it modifies the setting of the action
S =
∫ tf
ti
L(q1, q˙1)dt+
∫ ti
tf
L(q2, q˙2)dt =
∫ tf
ti
L(q1, q˙1)dt−
∫ tf
ti
L(q2, q˙2)dt. (1)
This setting allows to add to the action a nonconservative “generalized potential”, K(q1, q˙1, q2, q˙2), which depends on
both variables and is antisymmetric under 1↔ 2
K(q1, q˙1, q2, q˙2) = −K(q2, q˙2, q1, q˙1). (2)
3Thus, te nonconservative action is given by
S =
∫ tf
ti
Λ(q1, q˙1, q2, q˙2)dt =
∫ tf
ti
[L(q1, q˙1)− L(q2, q˙2) +K(q1, q˙1, q2, q˙2)] dt. (3)
The variation is given now with the boundary conditions that at the initial time δq1(ti) = δq2(ti) = 0, and at
the final time both variables coincide q1(tf ) = q2(tf ), and have arbitrary variations δq1(tf ) = δq2(tf ). Aditionally,
q˙1(tf ) = q˙2(tf ). Thus
δS =
∫ tf
ti
δΛ(q1, q˙1, q2, q˙2)dt =
[
δq1
(
∂L
∂q˙1
+
∂K
∂q˙1
)
+ δq2
(
−
∂L
∂q˙2
+
∂K
∂q˙2
)]
t=tf
+
∫ tf
ti
{
δq1
[
∂
∂q1
(L+K)−
d
dt
∂
∂q˙1
(L+K)
]
− δq2
[
∂
∂q2
(L −K)−
d
dt
∂
∂q˙2
(L−K)
]}
dt. (4)
The boundary terms vanish after taking into account the boundary conditions and the antisymmetry of K, from
which in particular follows (
∂K
∂q˙1
+
∂K
∂q˙2
)∣∣∣∣
q1=q2, q˙1=q˙2
= 0. (5)
Thus, the equations of motion are(
∂
∂q1
−
d
dt
∂
∂q˙1
)
[L(q1, q˙1) +K(q1, q˙1, q2, q˙2)] = 0, (6)(
∂
∂q2
−
d
dt
∂
∂q˙2
)
[L(q2, q˙2)−K(q1, q˙1, q2, q˙2)] = 0. (7)
Due to (5), in the physical limit q1 = q2 = q, the second equation is identical with the first one. Thus, the final
nonconservative equations of motion are
∂L
∂q
−
d
dt
∂L
∂q˙
= −FK ≡
(
∂
∂q2
−
d
dt
∂
∂q˙2
)
K(q1, q˙1, q2, q˙2)
∣∣∣∣
q1=q2=q
, (8)
where FK are the nonconservative forces [4]. Therefore, if K = 0, (8) are the usual equations of motion. This
formalism is straightforwardly generalized for any number of degrees of freedom, for any conservative Lagrangian [3].
A. Symmetry breaking
In [4], from Noether’s theorem for the conservative system, the violation of the corresponding conservation laws
is derived, considering the nonconservative equations of motion (6) and (7). In fact, it is easy to see that a direct
application of Noether’s theorem to the nonconservative action (3) gives identically vanishing results. We assume
that the nonconservative potential K(q1, q˙1, q2, q˙2) has the same invariances as the conservative Lagrangian, i.e. if
t→ t′ = t+ δt, and q → q′ = q+ δtq˙+ δαq, where δαq corresponds to ”internal” symmetries; then δtK(q1, q˙1, q2, q˙2) =
δt d
dt
K(q1, q˙1, q2, q˙2), and δαK(q1, q˙1, q2, q˙2) = 0. However, considering the characteristics of the two sectors of the
nonconservative action (3), we make the ansatz that they transform as
a) For q1 : t→ t
′ = t+ δt and q1 → q
′
1 = q1 + δtq˙1 + δαq1. (9)
b) For q2 : t→ t
′ = t− δt and q2 → q
′
2 = q2 − δtq˙2 − δαq2. (10)
The two conservative actions in (3) are invariant under these transformations, but not the nonconservative potential,
which transforms as
δK = δt
[
dK
dt
− 2
(
q˙2
∂K
∂q2
+ q¨2
∂K
∂q˙2
)]
− 2
(
δαq2
∂K
∂q2
+ δαq˙2
∂K
∂q˙2
)
. (11)
Noether’s theorem is usually formulated from a variation of the action. However, considering that in this variation
the boundary conditions play no role, it can be formulated directly from the Lagrangian. Indeed, for L(q, q˙) invariant
under the transformations (9), we have δL = δtdL
dt
, which can be written as
δL = δt
(
q˙
∂L
∂q
+ q¨
∂L
∂q˙
)
+ δαq
∂L
∂q
+ δαq˙
∂L
∂q˙
=
d
dt
[
(δtq˙ + δαq)
∂L
∂q˙
]
+ (δtq˙ + δαq)
(
∂L
∂q
−
d
dt
∂L
∂q˙
)
. (12)
4Hence, equating the right hand side of both equations, and taking into account the equations of motion, we get
d
dt
[
δtq˙
(
∂L
∂q˙
− L
)
+ δαq
∂L
∂q˙
]
= 0. (13)
In the same way, the variation of (3) gives
δΛ = δt
(
dL1
dt
+
dL2
dt
)
+ δK, (14)
where δK is given by (11), L1 ≡ L(q1, q˙1), and L2 ≡ L(q2, q˙2). Further, from (14), modulo the equations of motion
(6) and (7), we get
δΛ =
d
dt
[
δt
(
q˙1
∂Λ
∂q˙1
− q˙2
∂Λ
∂q˙2
)
+ δαq1
∂Λ
∂q˙1
− δαq2
∂Λ
∂q˙2
]
. (15)
Therefore (15) and (14) give, after some rearrangements and using (11)
d
dt
{
δt
[
q˙1
∂(L1 +K)
∂q˙1
+ q˙2
∂(L2 +K)
∂q˙2
− L1 − L2 −K
]
+ δαq1
∂(L1 +K)
∂q˙1
+ δαq2
∂(L2 +K)
∂q˙2
}
= −2 (δtq˙2 + δαq2)
(
∂K
∂q2
−
d
dt
∂K
∂q˙2
)
, (16)
from which in the physical limit we obtain
dE
dt
=
d
dt
(
q˙
∂L
∂q˙
− L
)
= q˙FK , (17)
dJα
dt
=
d
dt
(
δαq
∂L
∂q˙
)
= δαqFK , (18)
consistently with the equations of motion (8), and which coincide with the results of [3].
Therefore, for the nonoconservative theories that can be represented by Galley’s approach, with a scalar noncon-
servative potential K, the invariances of the original conservative action are broken. Moreover, the implementation
of Noether’s theorem for the Lagrangian Λ in this framework, leads consistently to the equations (17) and (18). Note
that in both cases, it is the same nonconservative force which leads to the violation. All the results of this section can
be straightforwardly generalized for any number of degrees of freedom.
B. Damped oscillator
As an example we consider the damped oscillator [3]. The conservative lagrangian is the one of the oscillator
L(q, q˙) = m/2(q˙2 − ω2q2) and K(q1, q˙1, q2, q˙2) = c/2(q1q˙2 − q2q˙1). Hence
Λ(q1, q2, q˙1, q˙2) =
m
2
(q˙21 − ω
2
0q
2
1)−
m
2
(q˙22 − ω
2
0q
2
2)−
c
2
(q1q˙2 − q2q˙1). (19)
The equation of motion, in the physical limit is
mq¨ + cq˙ +mω20q = 0. (20)
In fact, this equation has been obtained from a variational principle already long ago [2], where a doubling of variables
has been already required. Equation (16) is in this case
1
2
d
dt
[m
2
(q˙21 + ω
2
0q
2
1) +
m
2
(q˙22 + ω
2
0q
2
2)
]
= −cq˙1q˙2, (21)
i.e. in the physical limit
dE
dt
= −
2c
m
Ecin. (22)
5Let us now consider a damped 3-dimensional oscillator
Λ(~q1, ~q2, ~˙q1, ~˙q2) =
m
2
(~˙q
2
1 − ω
2
0~q
2
1)−
m
2
(~˙q
2
2 − ω
2
0~q
2
2)−
c
2
(~q1~˙q2 − ~q2~˙q1). (23)
In this case δαqi = ǫijkαiqk, and from (16), additionally to (21) we get
1
2
d ~J
dt
=
1
2
d
dt
[
m
(
~q1 × ~˙q1 + ~q2 × ~˙q2
)
− c~q1 × ~q2
]
= −c~q2 × ~˙q1, (24)
which in the physical limit gives the violation of the angular momentum conservation law
d~L
dt
= −
c
m
~L. (25)
III. FERMIONIC SYSTEMS
Fermionic systems in classical mechanics are formulated by means of anticommuting variables. We consider variables
ψ and ψ¯, where ψ¯ is the complex conjugated. These variables can have an n-dimensional index and satisfy ψiψj =
−ψjψi, ψiψ¯j = −ψ¯jψi, and ψ¯iψ¯j = −ψ¯jψ¯i, otherwise they commute with bosonic quantities. Thus they are nilpotent,
ψiψi = 0. Complex conjugation reverses the order like hermitian conjugation, thus giving a sign, e.g. (ψiψj)
† = −ψ¯iψ¯j .
In the following we will not indicate the n-dimensional indices. We will adopt the convention that fermionic derivatives
act on the left, as
∂
∂ψi
ψj = δij − ψj
∂
∂ψi
. (26)
The kinetic term of fermionic systems is first order, which means that the trajectory is determined by fixing only
one parameter. For this reason, in [9] a boundary term has been proposed for fermionic actions. Consider for example
a system described by one fermionic variable ψ(t) with lagrangian L(ψ, ψ¯) = i/2(ψ¯ψ˙+ψ ˙¯ψ)+ψψ¯; we use an economical
notation, where the dependence of the Lagrangian on the first time derivatives is not indicated. According to [9], to
the action are added suitable boundary terms
S =
∫ tf
ti
[
i
2
(ψ¯ψ˙ + ψ ˙¯ψ)− ωψψ¯
]
dt−
i
2
[
ψ(t1)ψ¯(t2) + ψ¯(t1)ψ(t2)
]
, (27)
whose variation with the boundary conditions δψ(t1) + δψ(t2) = 0 and δψ¯(t1) + δψ¯(t2) = 0, gives the expected
equations of motion iψ˙ + ωψ = 0 and i ˙¯ψ − ωψ¯ = 0. However, this procedure depends on the action and seems to be
incompatible with supersymmetry, as it affects only the fermionic variables.
Instead of adding boundary terms, we proceed following the observations at the beginning of the previous section.
Thus we fix the values of the fermionic coordinates at the initial and final times, with the consistency restriction that
one of both values is determined by the other. As long as Hamilton’s principle requires only that the variations of
the coordinates at the initial and final times vanish, there is no problem if we do not bother on this dependence,
which in fact turns out after solving the equations of motion. On the other side, a nonconservative formulation
for fermions, after the doubling of the variables ψ → (ψ1, ψ2) and ψ¯ → (ψ¯1, ψ¯2), requires that ψ1(tf ) = ψ2(tf ),
ψ¯1(tf ) = ψ¯2(tf ). This means that for consistency, also the values at the initial time should coincide ψ1(ti) = ψ2(ti),
ψ¯1(ti) = ψ¯2(ti). Furthermore, a general form of the nonconservative potential requires the conditions ψ˙1(tf ) = ψ˙2(tf )
and ˙¯ψ1(tf ) =
˙¯ψ2(tf ). Therefore the nonconservative action is [10]
S =
∫ tf
ti
[
L(ψ1, ψ¯1)− L(ψ2, ψ¯2) +K(ψ1, ψ2, ψ¯1, ψ¯2)
]
dt, (28)
with K(ψ1, ψ2, ψ¯1, ψ¯2) antisymmetric under 1 ↔ 2. The boundary conditions are δψa(ti) = δψ¯a(ti) = 0 (a = 1, 2),
ψ1(ti,f ) = ψ2(ti,f ), ψ¯1(ti,f ) = ψ¯2(ti,f ), δψ1(tf ) = δψ2(tf ) and δψ¯1(tf ) = δψ¯2(tf ). Following the same steps as in the
preceding section, and considering the relations corresponding to (5), we get the same equations of motion as in (6)
and (7)
∂
∂ψ1
(L +K)−
d
dt
∂
∂ψ˙1
(L+K) = 0, (29)
∂
∂ψ2
(L−K)−
d
dt
∂
∂ψ˙2
(L−K) = 0, (30)
6and their complex conjugated, with ψ → ψ¯. Again, these equations coincide in the physical limit ψ1 = ψ2 = ψ and
ψ¯1 = ψ¯2 = ψ¯. Hence the nonconservative equations of motion are
∂L
∂ψ
−
d
dt
∂L
∂ψ˙
= −ΦK ≡
(
∂
∂ψ2
−
d
dt
∂
∂ψ˙2
)
K(ψ1, ψ¯1, ψ2, ψ¯2)
∣∣∣∣
ψ1=ψ2=ψ
, (31)
∂L
∂ψ¯
−
d
dt
∂L
∂ ˙¯ψ
= −Φ¯K ≡
(
∂
∂ψ¯2
−
d
dt
∂
∂ ˙¯ψ2
)
K(ψ1, ψ¯1, ψ2, ψ¯2)
∣∣∣∣∣
ψ1=ψ2=ψ
, (32)
where ΦK and Φ¯K are the nonconservative fermionic forces.
Regarding Noether’s theorem, the variation of the Lagrangian works in the same way as in the bosonic case,
considering that for the conservative Lagrangian L(ψ, ψ˙)
δL = δt
(
ψ˙
∂L
∂ψ
+ ˙¯ψ
∂L
∂ψ¯
+ ψ¨
∂L
∂ψ˙
+ ¨¯ψ
∂L
∂ ˙¯ψ
)
+ δαψ
∂L
∂ψ
+ δαψ¯
∂L
∂ψ¯
+ δαψ˙
∂L
∂ψ˙
+ δα
˙¯ψ
∂L
∂ ˙¯ψ
= δt
dL
dt
. (33)
Thus, the equations corresponding to (9)-(18) are the same.
A. Damped fermionic oscillator
Let us now consider a damped fermionic oscillator. For the lagrangian we consider the fermionic oscillator
L(ψ, ψ¯) = −i
m
2
(
ψ¯ψ˙ + ψ ˙¯ψ
)
+mω0ψψ¯, (34)
and
K(ψ1, ψ¯1, ψ2, ψ¯2) =
µ
2
(
ψ1
˙¯ψ2 − ψ2
˙¯ψ1 − ψ¯1ψ˙2 + ψ¯2ψ˙1
)
. (35)
Hence Λ = L(ψ1, ψ¯1) − L(ψ2, ψ¯2) +K(ψ1, ψ¯1, ψ2, ψ¯2). The equations of motion are iψ˙1 + ω0ψ1 +
µ
m
ψ˙2 = 0, −i
˙¯ψ1 +
ω0ψ¯1 +
µ
m
˙¯ψ2 = 0, i.e. in the physical limit
iψ˙ + ζψ = 0, (36)
i ˙¯ψ − ζ¯ψ¯ = 0, (37)
where the frequency is complex and is given by
ζ =
ω0
1 + µ
2
m2
(
1 + i
µ
m
)
. (38)
The energy change rate is obtained from (16), mω0
2
d
dt
(ψ1ψ¯1 + ψ2ψ¯2) = −µ(ψ˙2
˙¯ψ1 + ψ˙1
˙¯ψ2), which in the physical limit
gives
mω0
d
dt
(ψψ¯) = −2µψ˙ ˙¯ψ, (39)
consistently with the solutions ψ(t) = eiζtψ0 and ψ¯(t) = e
−iζ¯tψ¯0.
IV. SUPERSYMMETRIC FORMULATION
Supersymmetric mechanics can be realized by an extension of time to a Grassmann space, or superspace, t →
z ≡ (t, θ, θ¯), where θ and θ¯ are anticommuting variables. There are derivatives defined in these spaces by the rules
{∂θ, θ} = 1, {∂θ¯, θ¯} = 1, {∂θ, θ¯} = 0 and {∂θ¯, θ} = 0, and integration
∫
dθ = 0,
∫
dθθ = 1,
∫
dθ¯ = 0,
∫
dθ¯θ¯ = −1. The
dynamical variables are extended to superfields q(t)→ φ(t, θ, θ¯), which are real and are given by a finite expansion in
the fermionic variables as
φ(t, θ, θ¯) = q(t) + θψ(t) − θ¯ψ¯(t) + θθ¯b(t), (40)
7where the variables q(t), ψ(t), ψ¯(t) and b(t) are called the components of the superfield. In the following, for a generic
superfield φ, we will also denote q = φq, ψ = φθ, ψ¯ = φθ¯ and b = φθθ¯. Note that θθ¯ is real. The transformations of
supersymmetry are generated by the fermionic charges Q = d
dθ
− iθ¯ d
dt
and Q¯ = − d
dθ¯
+ iθ d
dt
, which satisfy {Q, Q¯} ≡
QQ¯ + Q¯Q = 2i d
dt
. Thus a supersymmetric transformation is written as δξφ(t, θ, θ¯) = (ξQ − ξ¯Q¯)φ(t, θ, θ¯) = ξψ −
ξ¯ψ¯+ θξ¯(b+ iq˙)− θ¯ξ(b− iq˙) + iθθ¯(ξψ˙+ ξ¯ ˙¯ψ), from which, by comparison of the components, turn out the infinitesimal
transformations
δξq = ξψ − ξ¯ψ¯, δξψ = ξ¯(b+ iq˙), δξψ¯ = ξ(b − iq˙) and δξb = i(ξψ˙ + ξ¯
˙¯ψ), (41)
or in finite form
φ′(t, θ, θ¯) = φ(t − iξθ¯ − iξ¯θ, θ + ξ, θ¯ + ξ¯). (42)
Thus supersymmetry transformations can be seen as a certain type of superspace translation. There are covariant
derivativesD = d
dθ
+iθ¯ d
dt
and D¯ = − d
dθ¯
−iθ d
dt
, which satisfy {D, D¯} = −2i d
dt
, {Q,D} = {Q, D¯} = {Q¯,D} = {Q¯, D¯} =
0. Thus, quantities obtained from superfields by the action of covariant derivatives will transform as superfields. The
integral of the covariant derivatives of a superfield
Dφ(t, θ, θ¯) = ψ + θ¯(iq˙ + b)− iθθ¯ψ˙, (43)
D¯φ(t, θ, θ¯) = ψ¯ − θ(iq˙ − b) + iθθ¯ ˙¯ψ, (44)
give ∫ tf
ti
dt
∫
dθdθ¯Dφ(t, θ, θ¯) = −i
∫ tf
ti
dtψ˙ = −iψ
∣∣tf
ti
, (45)
∫ tf
ti
dt
∫
dθdθ¯D¯φ(t, θ, θ¯) = i
∫ tf
ti
dt ˙¯ψ = iψ¯
∣∣tf
ti
. (46)
Hence such terms can be added to the Lagrangian without changing the equations of motion. Moreover, integration
by parts can be done
∫
dtdθdθ¯ φ1Dφ2 = −
∫
dtdθdθ¯ Dφ1φ2+ boundary terms, where the boundary terms, −i(q1ψ2 +
q2ψ1)|
tf
ti
, can be neglected.
There are also chiral superfields which are complex and satisfy the covariant condition D¯φ = 0, and which can be
written as φ(t˜, θ) = A(t˜) + θψ(t˜), where t˜ = t+ iθθ¯.
The superfield formalism allows to write supersymmetric actions as superspace integrals of superfield La-
grangians, taking advantage that the supersymmetry transformation of the superspace integral of a superfield is∫
dθdθ¯δξφ(t, θ, θ¯) =
∫
dθdθ¯(ξQ− ξ¯Q¯)φ(t, θ, θ¯), and that, similar to (45) and (46),∫ tf
ti
dt
∫
dθdθ¯Qφ(t, θ, θ¯) = iψ|
tf
ti
, (47)
∫ tf
ti
dt
∫
dθdθ¯Q¯φ(t, θ, θ¯) = −iψ¯|
tf
ti
. (48)
Therefore, a lagrangian will be a function of superfields and their covariant derivatives of first order, and the corre-
sponding action will be of the general form
S =
∫ tf
ti
dt
∫
dθdθ¯L(φ,Dφ, D¯φ), (49)
whose supersymmetry transformation is
δξS =
∫ tf
ti
dt
∫
dθdθ¯ δξL(φ,Dφ, D¯φ) =
∫ tf
ti
dt
∫
dθdθ¯(ξQ − ξ¯Q¯)L = i
(
ξLθ − iξ¯Lθ¯
)∣∣tf
ti
, (50)
where Lθ and Lθ¯ are the θ and θ¯ components of the expansion (40) of the superfield L.
The variation of the action (49) is
δS =
∫ tf
ti
dt
∫
dθdθ¯
(
δφ
∂L
∂φ
+ δDφ
∂L
∂Dφ
+ δD¯φ
∂L
∂D¯φ
)
=
∫ tf
ti
dt
∫
dθdθ¯δφ
(
∂L
∂φ
−D
∂L
∂Dφ
− D¯
∂L
∂D¯φ
)
+B.T., (51)
8where the boundary terms are
B.T. =
∫ tf
ti
dt
∫
dθdθ¯
[
D
(
δφ
∂L
∂Dφ
)
+ D¯
(
δφ
∂L
∂D¯φ
)]
= −i
{
δq
[(
∂L
∂Dφ
)
θ
−
(
∂L
∂D¯φ
)
θ¯
]
+ δψ
(
∂L
∂Dφ
)
q
− δψ¯
(
∂L
∂D¯φ
)
q
}∣∣∣∣∣
tf
ti
. (52)
Therefore, it is enough if δq(ti,f ) = 0 and δψ(ti,f ) = δψ¯(ti,f ) = 0, which for the superfield formulation can be
completed to δφ(ti, θ, θ¯) = δφ(tf , θ, θ¯) = 0. Therefore the equations of motion are
∂L
∂φ
−D
∂L
∂Dφ
− D¯
∂L
∂D¯φ
= 0. (53)
From these equations, the equations of the components are obtained from the θ-expansion. These equations can be
also obtained directly from (49) written in components, i.e. after integrating the fermionic superspace variables.
A. Nonconservative formulation
We consider supersymmetric systems under the influence of nonconservative forces [10]. We assume that these
forces have a supersymmetric structure. Such systems can be described by the superfield formulation, following the
lines of the bosonic formalism. As a first step, the superfields are duplicated φ(t, θ, θ¯)→ (φ1(t, θ, θ¯), φ2(t, θ, θ¯)). Thus
the noncommutative action is
S =
∫ tf
ti
dt
∫
dθdθ¯
[
L(φ1, Dφ1, D¯φ1)− L(φ2, Dφ2, D¯φ2) +K(φ1, Dφ1, D¯φ1, φ2, Dφ2, D¯φ2)
]
, (54)
where K(φ1, Dφ1, D¯φ1, φ2, Dφ2, D¯φ2) is antisymmetric under the exchange 1↔ 2. The variation of this action is
δS =
∫ tf
ti
dt
∫
dθdθ¯
{
δφ1
[
∂(L+K)
∂φ1
−D
∂(L+K)
∂Dφ1
− D¯
∂(L+K)
∂D¯φ1
]
− δφ2
[
∂(L−K)
∂φ2
−D
∂(L−K)
∂Dφ2
− D¯
∂(L−K)
∂D¯φ2
]}
+B.T. (55)
The boundary terms are
B.T. =
∫ tf
ti
dt
∫
dθdθ¯
{
D
[
δφ1
∂(L+K)
∂Dφ1
]
+ D¯
[
δφ1
∂(L+K)
∂D¯φ1
]
− D
[
δφ2
∂(L−K)
∂Dφ2
]
− D¯
[
δφ2
∂(L−K)
∂D¯φ2
]}
. (56)
Taking into account (45) and (46), and that ψ = Dφ(t, 0, 0) and ψ¯ = D¯φ(t, 0, 0), these boundary terms vanish if
δφ1(ti, θ, θ¯) = δφ2(ti, θ, θ¯) = 0, δφ1(tf , θ, θ¯) = δφ2(tf , θ, θ¯), φ1(tf , θ, θ¯) = φ2(tf , θ, θ¯), Dφ1(tf , θ, θ¯) = Dφ2(tf , θ, θ¯)
and D¯φ1(tf , θ, θ¯) = D¯φ2(tf , θ, θ¯). Additionally, for consistency, the equality conditions of the fermionic variables at
the initial time of the previous section, require the superfield conditions φ1(ti, θ, θ¯) = φ2(ti, θ, θ¯). This can be seen
considering that, for a supersymetric invariant theory, if one of the components of two superfields coincide, then both
superfields must coincide, as can be seen from (61). In components, the conditions for the superfields correspond
to conditions for the components. Thus for the covariant derivatives, from (43) and (44), we get Q˙1(tf ) = Q˙2(tf ),
ψ˙1(tf ) = ψ˙2(tf ) and
˙¯ψ1(tf ) =
˙¯ψ2(tf ).
Thus the equations of motion are(
∂
∂φ1
−D
∂
∂Dφ1
− D¯
∂
∂D¯φ1
)
[L(φ1) +K(φ1, φ2)] = 0, (57)(
∂
∂φ2
−D
∂
∂Dφ2
− D¯
∂
∂D¯φ2
)
[L(φ2)−K(φ1, φ2)] = 0. (58)
9which coincide in the physical limit, φ1(t, θ, θ¯) = φ2(t, θ, θ¯) = φ(t, θ, θ¯), similarly to the case of (6) and (7). Further,
if we define the supersymmetric nonconservative forces
FK(φ,Dφ, D¯φ) =
(
∂
∂φ1
−D
∂
∂Dφ1
− D¯
∂
∂D¯φ1
)
K(φ1, φ2)
∣∣∣∣
φ1=φ2=φ
, (59)
then, the nonconservative equations of motion are(
∂
∂φ
−D
∂
∂Dφ
− D¯
∂
∂D¯φ
)
L(φ,Dφ, D¯φ) = −FK(φ,Dφ, D¯φ). (60)
B. Symmetry breaking
Let us consider the application of Noether’s theorem. The transformations corresponding to (9) and (10) are
t → t′ = t + δt− iξθ¯ − iξ¯θ, φ(t, θ, θ¯) → φ′(t′, θ′, θ¯′) + δsφ(t, θ, θ¯) + δαφ(t, θ, θ¯), where the internal transformations δα
commute with the supersymmetry transformations, and
δsφ(t, θ, θ¯) = δtφ˙(t, θ, θ¯) + (ξQ − ξ¯Q¯)φ(t, θ, θ¯). (61)
Therefore, for the conservative Lagrangian L(φ,Dφ, D¯φ), δL = δsL+ δαL = δt
dL
dt
+ (ξQ− ξ¯Q¯)L, from which
δL = (δs + δα)φ
∂L
∂φ
+ (δs + δα)(Dφ)
∂L
∂Dφ
+ (δs + δα)(D¯φ)
∂L
∂D¯φ
, (62)
which, after some arrangements, considering that the supersymmetry transformations anticommute with the covariant
derivatives, and taking into account the equations of motion (53), turns to
δL = D
[
(δs + δα)φ
∂L
∂Dφ
]
+ D¯
[
(δs + δα)φ
∂L
∂D¯φ
]
. (63)
Hence, taking into account the equations of motion (53), the conservation laws of the conservative theory of lagrangian
L are given by the superfield equations
D
(
φ˙
∂L
∂Dφ
)
+ D¯
(
φ˙
∂L
∂D¯φ
)
−
dL
dt
= 0, (64)
D
(
Qφ
∂L
∂Dφ
)
+ D¯
(
Qφ
∂L
∂D¯φ
)
+QL = 0, (65)
D
(
Q¯φ
∂L
∂Dφ
)
+ D¯
(
Q¯φ
∂L
∂D¯φ
)
+ Q¯L = 0, (66)
D
(
δαφ
∂L
∂Dφ
)
+ D¯
(
δαφ
∂L
∂D¯φ
)
= 0. (67)
Each of these equations contains three components. Here we give the relevant components, that correspond to the
energy and the supersymmetric and internal charges, which are obtained after a superspace integration
E = −i
(
φ˙
∂L
∂Dφ
)
θ
+ i
(
φ˙
∂L
∂D¯φ
)
θ¯
− Lθθ¯, (68)
J = −i
(
Qφ
∂L
∂Dφ
− L
)
θ
+ i
(
Qφ
∂L
∂D¯φ
)
θ¯
, (69)
J¯ = −i
(
Q¯φ
∂L
∂Dφ
)
θ
+ i
(
Q¯φ
∂L
∂D¯φ
− L
)
θ¯
, (70)
Jα = −iD
(
δαφ
∂L
∂Dφ
)
θ
+ iD¯
(
δαφ
∂L
∂D¯φ
)
θ¯
. (71)
which satisfy E˙ = 0, J˙ = 0, ˙¯J = 0 and J˙α = 0.
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For the nonconservative system, the transformations corresponding to (9) and (10) are
a) For φ1(t, θ, θ¯) : t→ t
′ = t+ δt− iξθ¯ − iξ¯θ, φ1(t, θ, θ¯)→ φ
′
1(t
′, θ′, θ¯′) + δsφ1(t, θ, θ¯) + δαφ1(t, θ, θ¯). (72)
b) For φ2(t, θ, θ¯) : t→ t
′ = t− δt+ iξθ¯ + iξ¯θ, φ2(t, θ, θ¯)→ φ
′
2(t
′, θ′, θ¯′)− δsφ2(t, θ, θ¯)− δαφ2(t, θ, θ¯), (73)
under which the nonconservative potential transforms as
δK = δsK − 2
[
(δs + δα)φ2
∂K
∂φ2
+ (δs + δα)(Dφ2)
∂K
∂Dφ2
+ (δs + δα)(D¯φ2)
∂K
∂D¯φ2
]
. (74)
Thus
δΛ = δs(L1 + L2) + δK, (75)
which, modulo the equations of motion (57) and (58), gives
δΛ = D
[
(δs + δα)φ1
∂Λ
∂Dφ1
]
+ D¯
[
(δs + δα)φ1
∂Λ
∂D¯φ1
]
−D
[
(δs + δα)φ2
∂Λ
∂Dφ2
]
− D¯
[
(δs + δα)φ2
∂Λ
∂D¯φ2
]
. (76)
Thus, equating the right hand sides of the two preceding equations, we get
D
[
(δs + δα)φ1
∂(L1 +K)
∂Dφ1
]
+ D¯
[
(δs + δα)φ1
∂(L1 +K)
∂D¯φ1
]
− δs(L1 + L2 +K)
+D
[
(δs + δα)φ2
∂(L2 +K)
∂Dφ2
]
+ D¯
[
(δs + δα)φ2
∂(L2 +K)
∂D¯φ2
]
= −2(δs + δα)φ2
(
∂K
∂φ2
−D
∂K
∂Dφ2
− D¯
∂K
∂D¯φ2
)
,(77)
which in the physical limit gives
D
[
(δs + δα)φ
∂L
∂Dφ
]
+ D¯
[
(δs + δα)φ
∂L
∂D¯φ
]
− δsL = [(δs + δα)φ]FK , (78)
where FK is given in (59). Therefore, for the different transformation types we get the equations
D
(
φ˙
∂L
∂Dφ
)
+ D¯
(
φ˙
∂L
∂D¯φ
)
−
d
dt
L = φ˙FK , (79)
−D
(
Qφ
∂L
∂Dφ
)
− D¯
(
Qφ
∂L
∂D¯φ
)
−QL = QφFK , (80)
−D
(
Q¯φ
∂L
∂Dφ
)
− D¯
(
Q¯φ
∂L
∂D¯φ
)
− Q¯L = Q¯φFK , (81)
D
(
δαφ
∂L
∂Dφ
)
+ D¯
(
δαφ
∂L
∂D¯φ
)
= δαφFK . (82)
These superfield equations contain three components every one, which are related among them by supersymmetry
transformations. The relevant components are obtained by a superspace integration, i.e. the time integral of the
θθ¯-component, hence
dE
dt
=
(
φ˙FK
)
θθ¯
,
dJ
dt
= [(Qφ)FK ]θθ¯ ,
dJ¯
dt
=
[
(Q¯φ)FK
]
θθ¯
and
dJα
dt
= [(δαφ)FK ]θθ¯ , (83)
with E, J , J¯ and Jα given by (68)-(71).
C. Damped oscillator
The conservative lagrangian and the nonconservative potential are
L(φ,Dφ, D¯φ) =
m
2
(
D¯φDφ+ ω0φ
2
)
, (84)
K(φ1, Dφ1, D¯φ1, φ2, Dφ2, D¯φ2) = −iµ/2(D¯φ1Dφ2 − D¯φ2Dφ1). (85)
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The nonconservative Lagrangian is Λ = L(φ1)− L(φ2) +K(φ1, φ2); it is a function of covariant superfields, i.e. it is
supersymmetric by construction. In components the action is
S =
∫ tf
ti
dt
[
m
2
(
q˙21 − q˙
2
2
)
− i
m
2
(
ψ1
˙¯ψ1 + ψ¯1ψ˙1 − ψ2
˙¯ψ2 − ψ¯2ψ˙2
)
+mω0
(
q1b1 + ψ1ψ¯1 − q2b2 − ψ2ψ¯2
)
+
m
2
(
b21 − b
2
2
)
+ µ (b1q˙2 − b2q˙1) +
µ
2
(
ψ¯2ψ˙1 − ψ¯1ψ˙2 + ψ1
˙¯ψ2 − ψ2
˙¯ψ1
)]
. (86)
As usual, the auxiliary fields can be eliminated by their equations of motion b1 + ω0q1 + µ/mq˙2 = 0 and b2 + ω0q2 +
µ/mq˙1 = 0, with the resulting action
S =
∫ tf
ti
dt
[
m
2
(
1 +
µ2
m2
)(
q˙21 − q˙
2
2
)
−
mω20
2
(
q21 − q
2
2
)
− i
m
2
(
ψ1
˙¯ψ1 + ψ¯1ψ˙1 − ψ2
˙¯ψ2 − ψ¯2ψ˙2
)
+mω0
(
ψ1ψ¯1 − ψ2ψ¯2
)
− µω0 (q1q˙2 − q2q˙1) +
µ
2
(
ψ¯2ψ˙1 − ψ¯1ψ˙2 + ψ1
˙¯ψ2 − ψ2
˙¯ψ1
) ]
. (87)
The equations of motion in the physical limit are (36), (37) and
mq¨ + cq˙ +m|ζ|2q = 0. (88)
where ζ = ω + iµγ = ω0
1+
µ2
m2
(
1 + i µ
m
)
(38), and c = 2µ
ω0
|ζ|2. The solutions are
q(t) = q0e
−µγt cos
(√
1−
µ2
m2
ωt+ α
)
, (89)
ψ(t) = ψ0e
iωt−µγt, (90)
ψ¯(t) = ψ¯0e
−iωt−µγt. (91)
Therefore, the frequencies of the bosonic and fermionic degrees of freedom differ. In the conservative case these
frequencies coincide. This is similar to what happens in field theory after spontaneous symmetry breaking. In both
cases the initial Lagrangian is supersymmetric.
The energy and the supersymmetric charges of the conservative system are
E =
m
2
(
1−
µ2
m2
)(
q˙2 + ω20q
2
)
−mω0ψψ¯, (92)
J = (iq˙ + ω0q)ψ, (93)
J¯ = − (iq˙ − ω0q) ψ¯, (94)
where E, J and J¯ are given by (68)-(70). The supersymmetric nonconservative force (59) is FK = −µφ˙. Hence from
(83) we obtain the nonconservation laws
dE
dt
= −2µ
(
−ω0q˙
2 + ψ˙ ˙¯ψ
)
, (95)
dJ
dt
= −µ
[
2iq˙ψ˙ + ω0
(
qψ˙ − q˙ψ
)]
, (96)
dJ¯
dt
= −µ
[
−2iq˙ ˙¯ψ + ω0
(
q ˙¯ψ − q˙ψ¯
)]
. (97)
V. CONCLUSIONS
We consider the application of Noether’s theorem on nonconservative systems, in Galley’s variational approach [3],
to obtain the violation of the conservation laws of the corresponding conservative systems. Usually both sectors of
the nonconservative action transform in the same way. We apply the inverse transformations to the time reversed
sector. We assume that the nonconservative potential is symmetric under the usual transformations; in this case it
is not invariant under our transformations, hence the symmetry is broken. In this framework, Noether’s theorem
can be applied and the right energy balance equations are obtained. We generalized this formalism for fermionic
12
and supersymmetric nonconservative systems. Consistency with the first order equations of motion of fermionic
variables, requires that the boundary conditions are slightly modified, with no further consequences. Otherwise the
generalization is straightforward in the superfield formalism of supersymmetry. Similar to the case of time translational
symmetry, for supersymmetric theories we maintain the supersymmetric structure for the nonconservative generalized
potential, which is written as well in terms of superfields. The Noether theorem is evaluated and as expected, the
supersymmetric charges are not conserved. We apply the results along the paper to the damped oscillator. An
interesting result in the supersymmetric case, is that the frequencies of the bosonic and fermionic variables, which are
the same in the conservative case, in the nonconservative case are different. This shows a parallel to the spontaneous
symmetry breaking, where the initial theory is symmetric, and as a result of a locally unstable potential, the symmetry
is spontaneously broken, leading to different masses for the bosonic and fermionic components.
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