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Abstract
We consider super Yang-Mills Theory in N = 1 conformal supergrav-
ity. Using the background field method and the Feddeev-Popov procedure,
the quantized action of the theory is presented. Its one-loop effective ac-
tion is studied using the heat kernel method. We shall develop a non-
iterative scheme, generalizing the non-supersymmetric case, to obtain the
super heat kernel coefficients. In particular, the first three coefficients,
which govern the one-loop divergence, will be calculated. We shall also
demonstrate how to schematically derive the higher order coefficients. The
method presented here can be readily applied to various quantum theo-
ries. We shall, as an application, derive the full one-loop divergence of
SYM in conformal supergravity.
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1 Introduction
Supergravity has been a subject of interest over the past thirty years. It is
believed that it could represents the low-energy effective model of a more fun-
damental theory of quantum gravity, for instance string theory. Therefore de-
spite being not renormalizable similar to its non-supersymmetric counterpart,
understanding supergravity at the quantum level may provide insights on how
qunatum gravity behaves away from Planck scale. In particular, supergravity
at the one-loop level was extensively studied as it captures the majority of the
features of quantum supergravity. A considerable amount of work has been
done on topics like one-loop divergences, regularization, and anomalies, some
examples being [1], [2], [3] and [4].
A natural extension of supergravity is to introduce conformal symmetry, and
the class of models with this extra symmetry is naturally called conformal super-
gravity. Historically it was introduced by Kaku, Townsend, van Nieuwenhuizen,
Ferrara and Grirasu [5, 6, 7, 8]. Conformal supergravity was initially developed
in the component approach. But Butter [9] later discovered it can be described
as a theory with superfields in conformal superspace. It is known that one can
reduce the theory to the ordinary Poincare supergravity, or U(1)K supergravity
developed by Bine´truy, Girardi and Grimm [10], by choosing a special gauge.
Hence by studying conformal supergravity, which seemed to be a restricted class
of theories, one can also understand supergravity in general.
In the following, we shall consider super Yang-Mills theory in conformal su-
pergravity, which by gauge fixing covers the case of usual Poincare´ supergravity
as well. We will examine its one-loop effective action via the heat kernel method,
first developed by de Witt [11]. The central idea is to have a series expansion
of the quantum heat kernel, with certain coefficients of the expansion encoding
one-loop divergences of the theory. It is possible to evaluate such coefficients
starting from the lowest order by either a recursive method, as was done origi-
nally by de Witt, or via non-recursive means, for example methods by Avramidi
[12]. However, most of the work done has been on non-supersymmetric theo-
ries. In this work we shall describe how to extend Avramidi’s method to the
case of supersymmetric theories. This allows us to calculate super heat kernel
coefficients up to any order non-iteratively, more effective than for instance the
recursive method done in [13], or the Fourier transform method in [14, 15].
This work is divided into two parts. In the first we shall discuss the quanti-
zation of the super Yang-Mills theory in conformal supergravity. The quantized
quantum action, which will be crucial in one-loop studies, will be derived. The
second part will be devoted to studying the one-loop effective action and di-
vergence of the theory. By using the heat kernel method, we shall ultimately
calculate the full one-loop divergence of the SYM theory.
2
2 Conformal Supergravity
In the following the superspace formulation of N = 1 conformal supergravity
discovered by Butter [9] will be reviewed, which can be shown to be equivalent
to the original component approach. A detailed study of comparison between
the two formalisms can be found in [16][17]. We shall closely follow the notation
and convention of Butter’s original paper.
2.1 Superconformal Algebra and Conformal Superspace
We start by constructing the superspace from the super-conformal algebra. Con-
sider first the case without supersymmetry, the Poincare´ algebra is
[Mab,Mcd] = ηbcMad + ηadMbc − ηacMbd − ηbdMac
[Mab, Pc] = Paηbc − Pbηac
[Pa, Pb] = 0.
(1)
Note the definition of the generators are so that they are anti-Hermitian, and
the structure constants of the algebra are real. For example, the differential rep-
resentation for Pa is Pa = ∂a. One can extend the algebra to the conformal one
by adding the dilatation operator D and the special conformal transformation
Ka, the extra commutation relations being:
[D,P ] = P, [D,Ka] = −Ka, [D,Mab] = 0
[Mab,Kc] = Kaηbc −Kbηac
[Ka, Pb] = 2ηabD −Mab.
(2)
Now let us introduce N = 1 supersymmetry, by adding the fermionic opera-
tor Qα and its conjugate Q¯
α˙. The well-known graded commutation relation is,
with (σab)
β
α being the Lorentz generator in the spinor representation,[
Qα, Q¯α˙
]
= −2iσaαα˙Pa
[Mab, Qα] = (σab)
β
αQβ
[Pa, Qα] = 0.
(3)
Here the grading will be implicit as in [9], thus [ , ] is actually the graded com-
mutator: [A,B] = AB− (−1)ABBA, with a handy notation being adopted: the
exponent in (−1)A is the fermion number of the generator A, which equals 0
if A is bosonic and 1 if fermionic. The conformal extension requires two extra
operators, the chiral rotation generator A, and the fermionic counterpart of Ka:
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Sα and S¯
α˙. The commutation relations will be:
[D,Qα] =
1
2
Qα, [D, Q¯
α˙] =
1
2
Q¯α˙,
[D,Sα] = −
1
2
Sα, [D, S¯
α˙] = −
1
2
S¯α˙,
[A,Qα] = −iQα, [A, Q¯
α˙] = iQ¯α˙,
[A,Sα] = iSα, [A, S¯
α˙] = −iS¯α˙,
[Ka, Qα] = iσaαβ˙S¯
β˙, [Ka, Q¯
α˙] = iσ¯α˙βa Sβ ,
[Mab, Sα] = (σab)
β
αSβ,
[
Sα, S¯α˙
]
= 2iσaαα˙Ka,
[Sα, Pa] = iσaαβ˙Q¯
β˙, [S¯α˙, Pa] = iσ¯
α˙β
a Qβ ,
[Sα, Qβ] = (2D − 3iA)ǫαβ − 2Mαβ,
[Sα¯, Q¯β˙ ] = (2D + 3iA)ǫ¯α˙β˙ − 2M α˙β˙ .
(4)
Other commutation relations not shown above are just zero. Here Mαβ =
(σbaǫ)αβMab and M
α˙β˙ = (σ¯baǫ)α˙β˙Mab, roughly speaking they are projections
of Mab that transform only undotted spinors and dotted spinors repsctively.
The conformal superspace can be constructed by gauging the above algebra.
The space has collection of coordinates zM = (xm, θµ, θ¯µ˙). For each operator in
the algebra XA, associated with it is a gauge connection field WM
A:
WM
AXA = EM
APA +
1
2
φM
baMab +BMD +AMA+ fM
AKA
= EM
APA + hM
AXA,
(5)
EM
A is the supervielbein, and XA denotes all generators except PA. hM
A
will be the connection corresponding to the generator, for instance BM is the
connection field for D. An important fact is that a connection encodes the
infinitesimal gauge transformation δg of a field:
LξΦ(x) = δg(ξ
MWM
AXA)Φ(x), (6)
Lξ is the Lie derivative, or equivalently, an infinitesimal general coordinate
transformation with parameter ξM : Lξ = δGC(ξ). If Φ is a scalar without any
Einstein indices, we have LξΦ = ξM∂MΦ, thus
∂MΦ = EM
APAΦ + hM
AXAΦ. (7)
This in particular implies that EM
APA acts as the covariant derivative:
EM
APAΦ = ∇MΦ = (∂M − hM
AXA)Φ, (8)
and inverting the vielbein gives
PAΦ = EA
M∇MΦ = ∇AΦ. (9)
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This certainly makes sense as PA should represents translations.
To introduce curvature to the space, one deforms the conformal algebra such
that [PA, PB] develops a non-zero commutator, while retaining other commuta-
tion relations:
[PA, PB] = −RAB
AXA
= −TAB
CPC −
1
2
RAB
dcMcd −HABD − FABA−R(K)AB
CKC .
(10)
Objects like HAB, FAB will be the curvature field of the corresponding gen-
erator. These curvature terms can be expressed in terms of the connection
fields in (5). Notice that the connection fields transform under an infinitesimal
transformation, with parameter g = gAXA, as
δgWM
A = ∂Mg
A +WM
BgCfCB
A. (11)
fCB
A here are the structure constants of the algebra:
[XC , XB] = −fCB
AXA. (12)
Recall equation (6) relates gauge transformations to coordinate transformations,
requiring the consistency relation [δGC(ξ), δGC(χ)] = −δGC([ξ, χ]) results in
∂MWN
A − ∂NWM
A −WM
BWN
CfCB
A = 0. (13)
In other words, the gauge curvature of the connection 1-form WA vanishes. By
splitting into the generators into PA and XA, we have the expression for RAB
A
as
RAMN = ∂MWN
A − ∂NWM
A − (EM
BhN
C − EN
BhM
C)fCB
A − hM
BhN
CfCB
A,
(14)
RAB
A = EB
NEA
MRAMN . (15)
Alternatively in differential form notation, the expression is
RA = dWA − EB ∧ hCfCB
A −
1
2
hB ∧ hCfCB
A. (16)
2.2 Constraints
The curvature introduced certainly contain too many degrees of freedom to make
a sensible theory. Similar to the case of Poincare´ supergravity, one imposes
constraints to reduce the number of dynamical fields appearing. For example,
demanding chiral fields exist will impose {∇¯α˙, ∇¯β˙} = 0. The following are the
constraints imposed:
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1. Torsion constraints:
Tαβ
C = Tα˙β˙
C = 0
Tαβ˙
c = 2iσαβ˙
c
Taβ
C = Tab
c = 0,
(17)
where β means either β or β˙.
2. Lorentz curvature constraints:
Rαβ
ab = 0. (18)
3. Chiral curvature and dilatation curvature constraints:
Fαβ = Fαb = 0
Hαβ = Hαb = 0.
(19)
4. Special conformal curvature constraints:
R(K)αβ
C = 0. (20)
Note that the constraints above shows that the covariant derivatives satisfies
{∇α,∇β} = {∇¯α˙, ∇¯β˙} = 0
{∇α, ∇¯β˙} = −2i∇αβ˙.
(21)
This is analogous to the Yang-mills case of flat superspace.
One has to verify that the above sets of constraints are valid by solving the
Bianchi identities. In this case one finds that the curvature can be expressed by
a gaugino-like field Wα =Wα
AXA:
RA
α,ββ˙
= 2iǫαβW
A
β˙
RA
α˙,ββ˙
= 2iǫα˙β˙W
A
β
RA
αα˙,ββ˙
= −ǫα˙β˙{∇α,Wβ
A} − ǫαβ{∇¯α˙,Wβ˙
A}.
(22)
Here RA
α,ββ˙
= σββ˙
bRαb, R
A
α˙,ββ˙
and RA
αα˙,ββ˙
are similarly defined. 1 These fields
satisfy the following conditions:
{∇α,Wβ˙} = {∇¯α˙,Wβ} = 0
{∇α,Wα} = {∇¯β˙,W
β˙}.
(23)
1In fact, the last equation of (22) still holds when the generator index A is absent due to
the specific structure of the torsion tensor [9].
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It turns out also that Wα has no PA, D and A components:
Wα =
1
2
W(M)α
cbMbc +W(K)α
AKA, (24)
and it can be expressed in terms of one single symmetric chiral field Wαβγ , the
details of which are omitted here. The field Wαβγ satisfies
∇¯α˙Wαβγ , DWαβγ =
3
2
Wαβγ , AWαβγ = iWαβγ , KAWαβγ = 0
∇β∇γα˙Wγβα = −∇
β˙∇γ˙αWγ˙β˙α˙.
(25)
All curvature terms can be expressed in terms of Wαβγ and its conjugate, and
the details can be found in the original reference [9]. Thus Wαβγ is the only
dynamical field encoding the geometry of the conformal superspace.
2.3 Conformal Supergravity Action
Matter in conformal superspace is described by primary superfields. These fields
satisfy the following condition:
MabΦ = SabΦ, DΦ = ∆Φ, AΦ = iwΦ, KAΦ = 0. (26)
Sab are Lorentz generators in the appropriate representation, ∆ and w are re-
spectively called scaling and chiral weight. Note that KAΦ = 0 is a non-trivial
condition that has to be carefully dealt with, for instance Φ is primary does not
guarantee that KA∇BΦ = 0. A primary field is chiral if in addition ∇¯α˙Φ = 0.
Chiral fields have only undotted indices just like the usual supergravity case,
and must have 2∆ = 3w. For example, Wαβγ appearing in the curvature terms
is a primary chiral superfield with weights (∆, w) = (3/2, 1).
General actions in conformal superspace are the familiar D-term and F-term
integrations. A D-term expression is given by:
SD =
∫
d4xd4θ EV, (27)
E = detEM
A is the (super)-determinant of the vielbein, which one can easily
show
AE = KAE = 0, DE = −2E. (28)
This implies V must be a real primary field with weights (∆, w) = (2, 0), and
obviously it also has to be a Lorentz scalar. An F-term will be of the form
SF =
∫
d4xd2θ EW, (29)
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with the integral evaluated at the subspace θ¯ = 0, here E = det
{
EAM
}
, EAM is
EM
A but with dotted indices omitted. W ought to be a primary chiral field
with weights (∆, w) = (3, 2), again it has to be a Lorentz scalar.
One can convert a D-term action to F-term via the chiral projector, similar
to the role of − 14 (D¯
2−8R) in ordinary supergravity. The expression is surprising
simple in the conformal superspace:
P [V ] = −
1
4
∇¯2V. (30)
The D-term to F-term conversion formula is∫
d4xd4θ EV =
1
2
∫
d4xd2θ EP [V ] +
1
2
∫
d4xd2θ¯ E¯P¯[V ]. (31)
Suppose we have multiple chiral superfields ΦI , the most general action one
can write down is
S = [−3Z(ΦI , Φ¯I)]D + ([P (ΦI)]F + h.c.), (32)
and we can reasonably assume Z is non-negative for stability. By a suitable
redefinition of the fields, one can have all but one chiral field, Φi’s, to have
vanishing weights, and the remaining one, Φ0, has weights (∆, w) = (1, 2/3).
2
This implies one can write
Z = Φ¯0Φ0 exp
(
−
K(Φi, Φ¯j¯)
3
)
, P = Φ30W (Φ
i), (33)
and we arrive at the supergravity action in the conformal compensator formalism
appearing in [18]:
S = −3
∫
d4xd4θ EΦ¯0Φ0e
−K/3 +
(∫
d4xd2θ EΦ30W + h.c.
)
. (34)
Note that there is a natural Ka¨hler structure in this model, as the action is
invariant under the following Ka¨hler transformation:
K → K + F + F¯ , Φ0 → Φ0 exp(F/3), W → exp(−F )W, (35)
F is a holomorphic function of the fields Φi. This in particular implies that the
supergravity Lagragian depends only on the combination G = K + log |W |2, as
in the case of Poincare´ supergravity.
It is easy to also introduce the Yang-Mills interaction to conformal super-
gravity [17]. Suppose we have an internal symmetry group with generators{
X(r)
}
, and with commutation relations:
[X(r), X(s)] = −f(r)(s)
(t)X(t), (36)
2Recall primary chiral fields have fixed ratio for the weights.
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one just extends the super-conformal algebra to include these extra generators.
We have extra gauge connection fields
WM
AXA = EM
APA + hM
AXA +A
(r)
M X(r), (37)
with the corresponding curvature being
[PA, PB] = −RAB
AXA
= −TAB
CPC −RAB
AXA −F
(r)
ABX(r).
(38)
The Yang-Mills curvature is given by the familiar expression:
F
(r)
MN = ∂MA
(r)
N − ∂NA
(r)
M −A
(t)
N A
(s)
M f(s)(t)
(r). (39)
We impose the constraint on this curvature:
F
(r)
αβ = 0, (40)
the constraint imposed guarantees that we maintain the derivative relation
{∇α,∇β} = {∇¯α˙, ∇¯β˙} = 0 and {∇α, ∇¯β˙} = −2i∇αβ˙. Therefore we can ex-
press the remaining curvature in terms of gaugino superfields W
(r)
α :
F
(r)
α,ββ˙
= 2iǫαβW
(r)
β˙
F
(r)
α˙,ββ˙
= 2iǫα˙β˙W
(r)
β
F
(r)
αα˙,ββ˙
= −ǫα˙β˙{∇α,W
(r)
β } − ǫαβ{∇¯α˙,W
(r)
β˙
}.
(41)
The gaugino W
(r)
α is a primary chiral superfield with weights (∆, w) = (3/2, 1),
and satisfies the condition
∇αW(r)α = ∇¯β˙W
(r)β˙. (42)
The Yang-Mills action has the usual form
SYM =
1
4
∫
d4xd2θ Ef(r)(s)W
(r)αW(s)α + h.c., (43)
f(r)(s) being the gauge kinetic function, which is symmetric in (r) and (s) and
transforms under gauge transformation as a symmetric product of two adjoint
representations.
Combining (34) and (43), we have the conformal supergravity/matter/Yang-
Mills system. The Yang-Mills generators acts as a Ka¨hler isometry on Φi, that
is, it acts like a holomorphic Killing vector field:
X(r) = V(r)
i(Φ)
∂
∂Φi
, (44)
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the action on the conjugate field is similar. Such action is generated by a Killing
potential:
V(r)
iKi = −iG(r), Ki =
∂K
∂Φi
, (45)
a relation that can be inverted to obtain V(r)
i.3 Also, we have Φ0 and W being
inert under the transformation, to ensure the invariance of the Lagragian.
2.4 Reduction to Poincare´ Supergravity
We have introduced the conformal supergravity model coupled to chiral and
Yang-Mills matter, it is natural to ask how it compares to the ordinary Poincare´
supergravity. Since the conformal case is a theory with a bigger gauged isometry
group, one might expect Poincare´ supergravity to appear as a certain gauge fixed
version of conformal supergravity. This is indeed the case and we shall describe
below how this is achieved.
One key observation is that the gauge field BM corresponding toD is rotated
by the KA transformation, it is actually possible that by a suitable choice of
transformation parameter, to obtain the KA-guage condition:
BM = 0. (46)
One immediate consequence will be that D drops out from the covariant deriva-
tive. Since we fix the KA gauge and thus it is no longer a symmetry, its guage
field fM
A becomes an auxiliary field instead. In particular, if we consider the
constraint for the D-curvature, Hαβ = 0, under this gauge choice, we have
fαβ = −ǫαβR¯, fα˙β˙ = ǫα˙β˙R, fαβ˙ = −fβ˙α = −
1
2
Gαβ˙ . (47)
These fields turn out to be exactly the auxiliary fields appearing in ordinary
supergravity. We also redefine the curvatures such that no fM
A dependence
appears:
R˜AB
A = RAB
A +R(f)AB
A, (48)
R˜AB
A denotes the curvature before gauge fixing, and R(f)AB
A means the terms
in the original curvature that contain fM
A. The gauge-fixed curvature RAB
A
will have a new set of constraints, and can be expressed in terms of the auxiliary
fM
A. The details can be found in [9], the net result being that all these curvature
relations are exactly those of U(1)-superspace introduced in [10]. Therefore the
gauge choice (46) reduces the conformal superspace to the U(1)-superspace.
The next step is to map the conformal supergravity action to the one in
U(1)K supergravity. Recall the supergravity action in equation (34), one gets
3More technical details on Ka¨hler isometry can be found in [10], for example.
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the correct normalization of the Einstein-Hilbert term by imposing:
Φ0 = Φ¯0 = exp
(
K
6
)
. (49)
This is actually possible by choosing the appropriate D, A-gauge. Since a gauge
for A is chosen, its gauge field is now auxiliary. The conformal chiral condition
for Φ0: ∇¯α˙ exp
(
K
6
)
= 0 and its conjugate gives
Aα =
i
4
DαK =
i
4
KiDαΦ
i, Aα˙ = −
i
4
Dα˙K = −
i
4
Kj¯Dα˙Φ¯
j¯ . (50)
Here Da is the U(1) superspace covariant derivative, with only Lorentz, Yang-
Mills and A generators appearing, and Ki = ∂ΦiK. After some algebra with
constraints one also get:
Aαα˙ =
i
4
(
KiDαα˙Φ
i −Kj¯Dαα˙Φ¯
j¯
)
+
1
4
Kij¯DαΦ
iD¯α˙Φ¯
j¯ −
3
2
Gαα˙, (51)
Kij¯ is the Ka¨hler metric: Kij¯ = ∂Φi∂Φ¯j¯K. These expression are in perfect agree-
ment with those in the U(1) superspace. Hence we have shown the equivalence
between the gauge fixed conformal supergravity and U(1)K supergravity.
Of course one can also consider a different gauge choice, a reasonable one
being Φ0 = 1. This will give another commonly seen supergravity action, albeit
with a non-canonical Einstein-Hilbert normalization. In practice, one employs
a specific rescaling of the fields such that the normalized Einstein-Hilbert term
is recovered. In our language, such rescaling is nothing but a D and A gauge
transformation that change the gauge condition to the one in (49).
3 Quantization of Super Yang-Mills Theory in
Conformal Supergravity
Supersymmetric Yang-Mills theory in conformal supergravity will be our main
object to examine, which turns out to contain both crucial ingredients of an
N = 1 supersymmetric theory: the quanta of super-Yang-Mills theory itself is
a vector superfield, and chiral fields appear from the gauge fixing procedure. In
the following we shall consider its quantization, in preparation for studying the
one-loop effective action.
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3.1 Prepotential and Background Field Method
In conformal supergravity, with Yang-Mills interaction, we have the covariant
derivative algebra:
{∇α,∇β} = {∇¯α˙, ∇¯β˙} = 0,
{∇α, ∇¯β˙} = −2i∇αβ˙,
[∇α,∇ββ˙] = −2iǫαβWβ˙, [∇α˙,∇ββ˙] = −2iǫα˙β˙Wβ .
(52)
This set of equations has identical form as the SYM theory in flat superspace,
except that the gauginoWα has components from the conformal algebra, apart
from the usual gauge ones. Hence with some modification from the flat case, it
is not difficult to handle the SYM theory in conformal superspace.
The above derivative algebra (52) imposes constraints that can be solved by
introducing the Yang-Mills prepotential.4 The spinor covariant derivatives are
given by
∇α = S
−1∇0αS, ∇α˙ = T
−1∇0α˙T. (53)
Here ∇0 with 0 subscript denotes the covariant derivatives without Yang-Mills
interactions. These prepotentials possess the following transformation freedom:
S → PSg−1, T → QTg−1, (54)
with g the gauge transformation parameter, and P , Q are respectively ∇0 anti-
chiral and chiral.
In literature for the flat scenario, one may make use of the above freedom
to arrive at the chiral representation, in which the dotted spinor derivative re-
mains unchanged when the Yang-Mills interaction is turned on: ∇α˙ = ∇0α˙. In
this setup, one needs only to consider the chiral part, but the setback is that
Hermiticity is lost: the covariant derivatives are no longer Hermitian. Alterna-
tively, we shall consider the picture in which the chiral and anti-chiral parts are
on equal footing, and Hermiticity is manifest.
Define the gauge invariant object U = ST−1, which transform under chiral
transformation as
U → PUQ−1. (55)
The Hermitian representation is the one such that
∇α = U
−1/2∇0αU
1/2, ∇α˙ = U
1/2∇0α˙U
−1/2. (56)
This can be achieved by choosing an appropriate g. This U is connected to the
more familiar gauge vector superfield:
U = exp(−2iV ), (57)
4Some discussion on this can be find in, for example, [10].
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the −i factor is from the convention that the gauge generators are chosen to be
anti-Hermitian. Note that V is Hermitian and the Yang-Mills gauge connection
and gaugino can be expressed in terms of V as in the literature, for instance
[19].
In the following, we shall employ the background field method, which has the
advantage that our background expansion has the desired invariance through-
out. The treatment in conformal supergravity is very similar to the flat case
[20][21], which we closely follow. The background-quantum splitting we are
using will be of the form:
S = SBSQ, T = TBTQ. (58)
The transformation law for S and T in (54) can be interpreted in two ways, one
can view it as a background transformation:
SB → PSBg
−1, SQ → gSQg
−1, TB → QTBg
−1, TQ → gTQg
−1, (59)
one can see the quantum prepotentials transform covariantly under g. The same
transformation can be alternatively treated as a quantum transformation:
SB → SB, TB → TB, SQ → PQSQg
−1, TQ → QQTQg
−1, (60)
where PQ = S
−1
B PSB, QQ = T
−1
B QTB are respectively background anti-chiral
and chiral, that is, with respect to the background derivatives ∇B .
We might, similarly to the pre-split case, define UQ = SQT
−1
Q , which trans-
forms as
UQ → PQUQQ
−1
Q . (61)
Again by choosing a suitable g, we may go between different quantum repre-
sentations for the covariant derivatives. One of the most common and useful
representation will be the quantum-chiral representation, in which TQ = 1, thus
∇α = U
−1
Q ∇BαUQ, ∇α˙ = ∇Bα˙. (62)
The most notable feature being that the dotted derivative is identical to the
background one. Another important one will be the quantum-Hermitian repre-
sentation:
∇α = U
−1/2
Q ∇BαU
1/2
Q , ∇α˙ = U
1/2
Q ∇Bα˙U
−1/2
Q , (63)
here the chiral part and the anti-chiral part are treated equally.
The quanta for the SYM is the vector superfield VQ, given by
UQ = exp(−2iVQ). (64)
It is a Hermitian, if we are in background-Hermitian representation, conformally
primary superfield with vanishing weights and as usual transforms as the adjoint
representation of the Yang-Mills gauge group. VQ will be the only quantum
object we will care about here, hence from now on for notational simplicity, we
shall, unless otherwise specified, drop the subscript distinguishing background
and quantum, V is always VQ and other objects are always the background ones.
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3.2 Quantum Field Action
We are ready to find the quantum action with the background field splitting
discussed. We shall consider first the case with the simplest gauge coupling, the
Yang-Mills action being:
SYM =
1
4g2
∫
d4xd2θ E tr (WαYMWYMα) + h.c., (65)
which corresponds to a canonical gauge kinetic function f(r)(s) = g
−2δ(r)(s).
The case with a more general kinetic function will not be discussed here, as it
turns out that the quantization procedure is very similar.
For quantization and one-loop effective action, it is sufficient to expand this
action up to second order in V . One useful observation is that the final result
must be representation independent, in particular one finds the quantum-chiral
representation is the most convenient, which we shall adopt. Note that the
derivative algebra (52) tells us that we can express the gaugino field in terms of
covariant derivatives:
Wα =
1
8
[∇α˙, {∇
α˙,∇α}]. (66)
In the quantum-chiral representation, the dotted derivatives have no VQ depen-
dence, and using (62) and (64) one easily finds that the quantum SYM gaugino
is given by:
WYM,Qα =WYM,Bα −
i
4
∇¯2∇αV +
1
4
∇¯2[V,∇αV ] +O(V
3). (67)
One can actually go further and obtain a closed form expression:
WYM,Qα =WYM,Bα −
i
4
∇¯2
[
∞∑
n=0
(L2iV )n
(n+ 1)!
∇αV
]
=WYM,Bα −
i
4
∇¯2
1− exp(L2iV )
L−2iV
∇αV,
(68)
here LX is the commutator: LXY = [X,Y ]. But in practical calculations, one
can choose a Wess-Zumino type of gauge and then only terms up to second
order in V will be important.
Next we have to expand the SYM action, sorted by orders of V . The zeroth
order is just the classical action (65). The first order term gives us the equation
of motion:
∇αWYMα + h.c. = 0. (69)
The Bianchi identity on WYMα actually implies that the two terms in (69)
vanishes individually. The result here is exactly the same as the flat superspace
case. Now the second order term is given by:
S
(2)
YM =
1
16g2
∫
d4xd4θ E tr
(
∇αV ∇¯2∇αV − 4W
α
YM[V,∇αV ]
)
+ h.c.. (70)
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Here the chiral projector P = −∇¯2/4 is used to convert chiral integrals into
the full superspace integration. To properly quantize the theory, one has to
eliminate the remaining gauge degree of freedom, and this shall be considered
next.
Note that if one wants to develop Feynman rules for this theory, the above
expression, after gauge fixing procedure, will give us the gauge field propagator,
and the terms higher order in V will become the interaction vertices. Combined
with the rules for ghost fields, which we will discuss shortly, it is possible to
perform amplitude calculations graphically, just like the known case in the flat
limit [20].
3.3 Gauge fixing and Ghost Action
Recall that the quantum vector superfield V was defined from the quantum
prepotential, which has the transformation law:
U = exp(−2iV ), U → PUQ−1, (71)
here the background-quantum splitting is already applied, and the subscript Q is
dropped for notational simplicity. These extra gauge degrees of freedom must be
fixed in the quantization procedure, and in the case of conformal supergravity,
this is not much different from the flat space setting [21], with only minor
modifications required.
The above gauge freedom has two free parameters P and Q, which are
respectively background anti-chiral and chiral, thus one can impose a chiral
and an anti-chiral gauge condition. In the flat case, one sets the gauge fixing
function to be
∇¯2V − f = 0, ∇2V − f¯ = 0. (72)
However, in conformal superspace, such a condition is not desirable because of
one subtlety: while ∇¯2V is chiral, it is not conformal primary. One easy way
to see this is that a primary chiral field with weights (∆, w) must have a fixed
ratio for the weights: 2∆ = 3w, however as V has zero weights, ∇¯2V will have
conformal weights being (1, 2), certainly not satisfying the primary condition.
To fix this, it is necessary to introduce the compensator, a well known ob-
ject in conformal supergravity, back when it was first developed in component
approaches. For our case in particular, we introduce the superfield X which is
primary and has conformal weights (2, 0). In the usual conformal supergravity
model, X can just be the expression of the D-term action:
X = Φ0Φ¯0e
−K/3. (73)
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One use of this X is to construct the associated derivatives DA, which map
conformal primary objects to conformal primary ones, that is, DAf is automat-
ically primary if f is primary, a property that usual covariant derivatives do not
have. This was originally discussed by Kugo and Uehara [23] in the component
approach and was also considered in superspace [22]. Although these derivatives
are practically very useful, such machinery is not needed here and will not be
discussed further.
The introduction of this new superfield allows us to fix the problem of being
not conformal primary, now ∇¯2(XV ) is a primary chiral field. Hence we shall
adopt the gauge choice:
∇¯2(XV )− f = 0, ∇2(XV )− f¯ = 0. (74)
Note that in practical applications, one will compare conformal supergravity to
the usual Poincare´ one by choosing a suitable conformal gauge. We will have
in that case X → 1 and it can be shown straightforwardly that in this limit, we
have
∇¯2(XV )→ (D¯2 − 8R)V, (75)
a familiar chiral projection D¯2 − 8R appearing is certainly a pleasing feature.
In ordinary Yang-Mills theory without supersymmetry, a covariant quanti-
zation with proper gauge fixing requires the famous Faddeev-Popov procedure,
with ghost fields having opposite statistics showing up as a result and they
have non-trivial effects in loop calculations. With supersymmetry, we also have
the Faddeev-Popov procedure, but in superfield language [21]. The details are
shown in the appendix.
With the gauge condition we are using, the final gauge fixing action will be:
Sg.f. =
1
8g2ξ
tr
∫
d8z EX−2[∇¯2(XV )∇2(XV )] + Sgh (76)
with ξ being a constant to be determined. The ghost contribution is
Sgh = tr
∫
d8z E
{
X(c′ + c¯′)LV/2[c− c¯+ coth
(
LV/2
)
(c+ c¯)] +X−2bb¯
}
. (77)
The field b is the so-called Nielsen-Kallosh ghost, which has the abnormal
statistics. Note that as f , the gauge fixing functional, is primary chiral from
the gauge condition, b is as well. This ghost is normally absent in the regular
Faddeev-Popov procedure, and its role is to ensure that additional gauge fixing
terms added to the action are properly normalized. Its appearance here is due to
two reasons, one being the factor X−2 in the action, which is included to make
the Lagrangian a proper D-term with the correct behavior under dilation. This
makes the averaging factor from the smearing process not strictly a Gaussian,
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as opposed to the typical case. The second reason is that the gauge condition,
and thus f , has a non-trivial background field dependence, therefore the term
with f alone cannot be normalized.
The Nielson-Kallosh ghost, as with the usual ghost fields, only takes part
in loop calculations and has no classical significance. In fact, in the case of
flat space SYM with background field method, where the compensator X is not
needed at all, it has only an effect at the one-loop level. This is because without
the X−2 factor, its action is nothing but that of a free chiral field. In conformal
supergravity, if X is kept classical and if we go to the conformal gauge X = 1,
we have the identical behavior that b is a free field. However X typically has a
Ka¨hler potential dependence in it, applying the background field expansion of
X will generate couplings between b and other chiral fields. But this only gives
terms with at least three quantum fields and thus does not affect the one-loop
effective action.
In (77), c and c′ are the famous Feddeev-Popov ghosts. In particular their
second order action will be
S
(2)
FP =
∫
d8z EX tr(c′ + c¯′)(c+ c¯). (78)
Note that without the factor X , one can remove the pure chiral or pure anti-
chiral factors c′c and c¯′c¯ via chiral projections, the result being a simple action
equivalent to two free chiral ghosts. Similar to the Nielsen-Kallosh ghost, as
long as only the one-loop action is of concern, we might treat X as classical
and set X = 1 in conformal gauge, and thus the action simplifies as described
above. But in general, when X cannot be ignored, one can at least treat such a
term as an effective Ka¨hler potential term.
Note that we have three types of chiral ghost, similar to the usual SYM
case, and they are all conformal primary. The complete action combined with
the original Yang-Mills term allows one to develop the full Feynman rules for
graphical treatment, similar to what was historically done for the flat space
SYM, for example in [20].
3.4 Simplifying the Second Order Action
The previous gauge fixing procedure gives us the full quantized action, with
a vector superfield as the quanta and three types of chiral ghosts. The ghost
term is simple enough, in the sense that no derivatives occur, so one can eas-
ily write down the action up to any order in quantum fields. It is thus not
too difficult to perform practical calculations involving ghost fields, say with
a graphical method. However the vector multiplet action requires some extra
work to analyze, even if we consider only the one-loop level. We would like to
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study its one-loop effective action, and what we shall aim at below is to rewrite
the second order action in the form:
S
(2)
YM =
1
2
∫
d8z E tr(VOV ), (79)
and obtain the key object O.
Let us start with the original second order action:
S
(2)
YM =
1
16g2
∫
d8z E tr
(
∇αV ∇¯2∇αV +∇α˙V∇
2∇α˙V
−4WαYM[V,∇αV ] + 4WYM,α˙[V,∇
α˙V ]
)
+ S
(V )
g.f. ,
(80)
here S
(V )
g.f. is the gauge-fixing term containing V only and without the ghosts.
The tricky part is the first two terms, with four spinor derivatives appearing.
Usually in the quantization procedure, we would like to have terms with two
derivatives or less, since otherwise the propagator will be much more difficult to
compute and to use. This is precisely where the specific gauge choice comes in.
It turns out we can eliminate terms with four derivatives and we are left with
those with at most two. In fact, we shall see that the final result will involve the
d’Alembertian  in the leading term, which governs the spacetime propagation
of the quantum field V .
Let us start with the first problematic term ∇αV ∇¯2∇αV . The idea is to ma-
nipulate this so that we have the form VOV for some derivative operatorO, and
hope that some undesired terms with too many derivatives can be eliminated by
the gauge-fixing action. This can be achieved by integration by parts. However
we have to be cautious when using it, as integration by parts is non-trivial in
conformal supergravity, as explained in the appendix. We have
∇αV ∇¯2∇αV = ∇
α(V ∇¯2∇αV )− V∇
α∇¯2∇αV
≈ −fαBKB(V ∇¯
2∇αV )− V∇
α∇¯2∇αV,
(81)
where ≈ denotes equal up to a surface term that can be integrated out under
appropriate boundary conditions, which we always assume, and we shall for
simplicity not distinguish ≈ and = from now on.
To find the effect of KB = (Kb, Sβ , S¯
β˙), we need an important fact that will
be used multiple times: If V is a primary scalar field with vanishing conformal
weights, (∆, w) = (0, 0) or equivalently DV = AV = 0, then ∇αV and ∇α˙V are
also conformal primary. To prove this, it is sufficient to show both derivatives
are annihilated by Sβ and S¯β˙ , as {Sβ, S¯β˙} = 2iσ
b
ββ˙
Kb. For ∇αV , S¯β˙ anti-
commutes with ∇α, so automatically annihilates ∇αV . We also have
{Sβ,∇α} = (2D − 3iA)ǫβα − 2Mβα, (82)
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the right had side vanishes when acting on V , thus Sβ also annihilates ∇αV .
The case for ∇α˙V is similar.
Now we have to find KB∇¯2∇αV . For Sβ it is easy, as Sβ and ∇α˙ anticom-
mute and thus Sβ∇¯
2∇αV = ∇¯
2Sβ∇αV = 0 using the fact above. Next note
that for spinors, we have χαξα = −χαξα and similarly for the dotted ones. We
then have
S¯β˙∇¯2∇αV =(−{S¯
β˙,∇α˙}∇α˙ −∇α˙{S¯
β˙,∇α˙}+ ∇¯2S¯β˙)∇αV
= [2M β˙α˙ − (2D + 3iA)ǫβ˙α˙]∇α˙∇αV
+∇α˙[2M
β˙α˙ − (2D + 3iA)ǫβ˙α˙]∇αV + 0
=(2M β˙α˙ − 2ǫβ˙α˙)∇α˙∇αV − 4∇α˙ǫ
β˙α˙∇αV
=2M β˙α˙∇α˙∇αV − 6∇
β˙∇αV.
(83)
Recall M β˙α˙ = (σ¯baǫ)β˙α˙Mab acts on dotted indices only, and one can show
M β˙α˙∇α˙∇αV = (∇
β˙δα˙α˙ + ǫ
β˙α˙∇α˙)∇αV = 3∇
β˙∇αV. (84)
This leads to S¯β˙∇¯2∇αV = 0, which further implies Kb∇¯2∇αV = 0 via the
relation {Sβ, S¯β˙} = 2iσ
b
ββ˙
Kb and so ∇¯2∇αV is primary. This is actually not a
big surprise, as the term ∇¯2∇αV is derived from the background field expansion
of the Yang-Mills gaugino, which is conformal primary. To conclude,
∇αV ∇¯2∇αV = −V∇
α∇¯2∇αV, (85)
which is the same as the naive result, but we will see that corrections are nec-
essary for the gauge-fixing term. Similarly We also have
∇α˙V∇
2∇α˙V = −V∇α˙∇
2∇α˙V. (86)
Let us now first turn to the gauge-fixing term, as the terms with Yang-Mills
gaugino are easily dealt with. Let us use cyclicity of traces to split the term
into two, treating ∇¯2 and ∇2 symmetrically:
S
(V )
g.f. =
1
16g2ξ
tr
∫
d8z EX−2[∇¯2(XV )∇2(XV ) +∇2(XV )∇¯2(XV )] (87)
the reason behind this will be clear soon. We expand out the derivatives and
write
Y = X−1∇¯2(XV ) = (∇¯2 − 8R)V + 2∇α˙V∇
α˙ logX
Y¯ = X−1∇2(XV ) = (∇2 − 8R¯)V + 2∇αV∇α logX.
(88)
We have defined as in [22]
R = −
1
8X
∇¯2X, R¯ = −
1
8X
∇2X, (89)
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It is not difficult to show when we choose the conformal gauge X → 1, these
fields reduce to the auxiliary fields with the same name in Poincare´ supergravity.
Also in that case, the terms ∇α˙ logX and ∇α logX will vanish and so we get
back the usual chiral projectors of the ordinary supergravity in the right hand
side of (88).
Now we invoke integration by parts formula on the term
∇¯2V Y¯
=∇α˙(∇
α˙V Y¯ )−∇α˙V∇
α˙Y¯
= −∇α˙V∇
α˙Y¯
(90)
as both ∇α˙V and Y¯ are primary. Applying integration by parts once more we
get
∇¯2V Y¯
= −∇α˙V∇
α˙Y¯
= −∇α˙(V∇
α˙Y¯ ) + V ∇¯2Y¯
= fα˙
BV KB∇
α˙Y¯ + V ∇¯2Y¯ .
(91)
Finding KB∇α˙Y¯ is just a routine application of the superconformal algebra,
from {Sβ,∇α˙} = 0 and [Kb,∇α˙] = iσ¯
α˙β
b Sβ we immediately know applying Sβ
or Kb will give zero. Using the anti-commutation relation {S¯β˙,∇α˙} = (2D +
3iA)ǫβ˙α˙ − 2M β˙α˙ results in
S¯β˙∇α˙Y¯ = 8ǫβ˙α˙Y¯ . (92)
The final result is
∇¯2V Y¯
=8fα˙
α˙V Y¯ + V ∇¯2Y¯
=V ∇¯2∇2V + 8fα˙
α˙V Y¯
+ V
(
2∇α logX∇¯2∇α − 8R¯∇¯
2 + 4∇α˙∇α logX∇α˙∇α
+
16
3
Xα∇α − 16∇α˙R¯∇
α˙ − 8∇¯2R¯
)
V.
(93)
Here we defined [22]
Xα =
3
8
∇¯2∇α logX, X
α˙ =
3
8
∇2∇α˙ logX, (94)
they reduce to, under the conformal gauge, their U(1)-supergravity counterparts
just like the previously defined R and R¯.
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Next we have the term 2∇α˙V∇α˙ logXY¯ . One integration by parts gives
2∇α˙V∇
α˙ logXY¯
= − 2fα˙
BKB(V∇
α˙ logXY¯ )− 2V∇α˙(∇
α˙ logXY¯ )
= − 8fα˙
α˙V Y¯ − 2V (∇¯2 logX)Y¯ − 2V∇α˙ logX∇
α˙Y¯
= − 8fα˙
α˙V Y¯ − 2V (∇¯2 logX)(∇2 + 2∇α logX∇α − 8R¯)V
− 2V∇α˙ logX(∇
α˙∇2 − 2∇α logX∇α˙∇α + 2∇
α˙∇α logX∇α
− 8R¯∇α˙ − 8∇α˙R¯)V.
(95)
The correction term can be found by using
S¯β˙(∇α˙ logX) = X−1S¯β˙(∇α˙X)
= X−1[(2D + 3iA)ǫβ˙α˙ − 2M β˙α˙]X
= 4ǫβ˙α˙,
(96)
we see that the correction here cancels with that of ∇¯2V Y¯ . Also note that
∇¯2 logX = −8R − ∇α˙ logX∇α˙ logX . Combining (93), (95) and −8RV Y¯ =
−8RV (∇2 + 2∇α logX∇α − 8R¯)V , we get
Y Y¯
=V ∇¯2∇2V + 2V (Uα∇¯2∇α − Uα˙∇
α˙∇2)V
+ V
[
(8R+ 2Uα˙U
α˙)∇2 − 8R¯∇¯2 + (4U α˙α − 4U α˙Uα)∇α˙∇α
]
V
+ V
(
16
3
Xα + 16RUα + 4Uα˙U
α˙Uα − 4Uα˙U
α˙α
)
∇αV
+ 16V (R¯Uα˙ −∇α˙R¯)∇
α˙V − 8V (∇¯2R¯+ 8RR¯+ 2Uα˙U
α˙R¯− 2Uα˙∇
α˙R¯)V.
(97)
We have ordered the terms by the number of derivatives involved, and used a
handy notation for derivatives of logX : Uα = ∇α logX , Uα˙α = ∇α˙∇α logX
and so on. It is important to note that the first derivative UA will vanish in the
conformal gauge, and higher order derivatives can be expressed in terms of R,
R¯, Xα, X
α˙ and also
Gαα˙ = −
1
4
(Uαα˙ − Uα˙α)−
1
2
UαUα˙. (98)
This Gαα˙ shares the characteristic with the other four objects mentioned: it
coincides with the familiar Gαα˙ in the Poincare´ limit.
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Now Y¯ Y is just the conjugate of (97), hence we arrive at the expression
Y Y¯ + Y¯ Y
=V (∇¯2∇2 +∇2∇¯2)V + 2V (Uα
[
∇¯2,∇α
]
+ Uα˙
[
∇2,∇α˙
]
)V
+ V
{
2Uα˙U
α˙∇2 + 2UαUα∇¯
2 + (8Gαα˙ + 8UαU α˙)[∇α˙,∇α]
}
V
+ V
(
16
3
Xα − 16∇αR+ 32RUα + 4Uα˙U
α˙Uα − 4Uα˙U
α˙α
)
∇αV
+ V
(
16
3
Xα˙ − 16∇α˙R¯+ 32R¯Uα˙ + 4U
αUαUα˙ − 4U
αUαα˙
)
∇α˙V
+ 16V Ua∇aV − 8V (∇¯
2R¯+∇2R+ 16RR¯+ 2Uα˙U
α˙R¯+ 2UαUαR
− 2Uα∇αR − 2Uα˙∇
α˙R¯)V.
(99)
To further simplify, we use the following identity, which is equation (3.27)
of [16]:
∇2∇¯2 + ∇¯2∇2 −∇α∇¯2∇α −∇α˙∇
2∇α˙ = 16+ 8Wα∇α − 8Wα˙∇
α˙. (100)
This can be proved by showing first
[
∇¯2,∇α
]
= ∇β˙{∇
β˙,∇α} − {∇β˙ ,∇α}∇
β˙
= 2i∇β˙∇αβ˙ + 2i∇αβ˙∇
β˙
= 2i([∇β˙,∇αβ˙ ] +∇αβ˙∇
β˙) + 2i∇αβ˙∇
β˙
= 4i∇αβ˙∇
β˙ + 2i(−2iδβ˙β˙Wα)
= 4i∇αβ˙∇
β˙ + 8Wα,
(101)
and similarly [
∇2,∇α˙
]
= ∇β{∇β,∇
α˙} − {∇α˙,∇β}∇β
= 2i∇βα˙∇β + 2i∇β∇
βα˙
= 4i∇βα˙∇β − 8W
α˙.
(102)
These two equations give equation (3.26) of the quoted reference:
∇2∇¯2 = ∇α˙∇
2∇α˙ + 8− 2i∇α˙α[∇α,∇α˙]− 8Wα˙∇
α˙
∇¯2∇2 = ∇α∇¯2∇α + 8+ 2i∇
α˙α[∇α,∇α˙] + 8W
α∇α,
(103)
these immediately give the desired result. Now from (100), it is clear that we
should choose ξ = 1 in the gauge-fixing action (87), this removes the term with
four derivatives in (99). Note that the total gaugino fieldsW in (100) have only
Mab, KA and Yang-Mills components, when acting on V only the Yang-Mills
terms survive, thus we can safely replaceWα andWα˙ by respectivelyW
α
YM and
WYM,α˙.
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Also, using (101) and (102) one can convert terms with three derivatives in
(99) into a term with fewer derivatives. This shows that after gauge fixing we
can remove all terms with more than two derivatives, which is what we want to
achieve.
Finally, there are two more terms in the action: −4WαYM[V,∇αV ] and
4WYM,α˙[V,∇α˙V ]. Using cyclicity of traces, integration by parts and the Bianchi
identity ∇αWYM,α = ∇αW α˙YM we obtain
− 4WαYM[V,∇αV ] + 4WYM,α˙[V,∇
α˙V ] = 8V (WαYM∇α −WYM,α˙∇
α˙)V. (104)
Combining all terms, we finally come to the conclusion: the second order action
is
S
(2)
YM =
1
2
tr
∫
d8z E
(
2
g2
)
VOV V, (105)
here 2/g2 is just an irrelevant constant, and the crucial second order differential
operator OV is
OV = +
1
2
Gαα˙[∇α,∇α˙] +
(
Xα
3
−∇αR +WαYM
)
∇α
+
(
Xα˙
3
−∇α˙R¯−WYM,α˙
)
∇α˙ −
1
2
(
∇¯2R¯+∇2R+ 16RR¯
)
+
i
4
Uα(∇β˙∇αβ˙ +∇αβ˙∇
β˙) +
i
4
Uα˙(∇
βα˙∇β +∇β∇
βα˙)
+
1
8
(
Uα˙U
α˙∇2 + UαUα∇¯
2 + 4UαU α˙[∇α,∇α˙]
)
+
1
4
(
8RUα + Uα˙U
α˙Uα − Uα˙U
α˙α
)
∇α
+
1
4
(
8R¯Uα˙ + U
αUαUα˙ − U
αUαα˙
)
∇α˙
+ Ua∇a +
(
Uα∇αR+ Uα˙∇
α˙R¯− UαUαR− Uα˙U
α˙R¯
)
(106)
We have divided the expression into two parts, the first two lines remain non-
zero in the Poincare´ limit, and the rest containing UA which instead vanishes.
One might compare this result to literature with similar calculations in or-
dinary supergravity, for instance the case of Abelian vector multiplet as in [13].
One can easily reproduce most of the terms there, by carefully considering how
each term above reduces to its Poincare´ counterpart, for example one can show
∇¯2R¯ → (D¯2 − 16R)R¯, instead of the naive guess (D¯2 − 8R)R¯. Some discrep-
ancy arises as we are actually going down from conformal to U(1)-supergravity,
rather than the so-called minimal supergravity. For the latter, Xα and X
α˙ do
not exist and the bosonic derivative Da are defined differently.
23
4 Super Heat Kernel Coefficients
4.1 Heat Kernel Method
Consider a superfield Φ, with its quantum quadratic action being
S(2) =
1
2
tr
∫
d8z EΦOΦ, (107)
we can quickly generalize the non-supersymmetric scenario and conclude that
the one-loop effective action is given by the analogous expression
Γ(1) =
i
2
Trz logO. (108)
Here the trace is taken over the superspace {z = (x, θ, θ¯)}, in other words we
are taking the supertrace.
It is noted that numerous methods employed in the bosonic case can also be
used to analyze the supersymmetric effective action, with only minimal mod-
ifications required. In particular the Schwinger’s proper-time technique [11],
which is originally developed for non-supersymmetric theory, may be applied.
We define the super heat kernel K(z, z′, τ), via the differential equation(
O + i
∂
∂τ
)
K(z, z′; τ) = 0, (109)
with the boundary condition being
lim
τ→0+
K(z, z′; τ) = E−1δ8(z − z′). (110)
Equivalently K is defined by the operator expression
K(z, z′; τ) = eiτOE−1δ8(z − z′), (111)
where O acts on the primed variable z′.
Similar to the bosonic case, this K encodes information about the Green’s
function and one-loop effective action of the theory. Integrating K over τ gives
us the Green’s function G(z, z′):
G(z, z′) = i
∫ ∞
0
dτ K(z, z′; τ), OG(z, z′) = −E−1δ8(z − z′). (112)
Also the coinidence limit z′ → z is related to the effective action:
Γ(1) = −
i
2
∫ ∞
0
dτ
τ
K(τ), K(τ) =
∫
d8z E K(z, z; τ). (113)
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If O is a second order differential operator, which contains the d’Alembertian
as the leading term, O =  + ..., we may expand the heat kernel into power
series containing De Witt heat kernel coefficients. The starting point is the
simplest case, with the superspace being flat and O = , the heat kernel of this
theory is simply
K(z, z′; τ) =
−i
(4πτ)2
exp
(
i
yaya
4τ
)
(θ − θ′)2(θ¯ − θ¯′)2, (114)
where ya = (x−x′)a− i(θ−θ′)σaθ¯′+ iθ′σa(θ¯− θ¯′), this ya is simply the integral
of the vielbein Ea along the straight line connecting z and z′.
For a more general quadratic operator O, we can write it as
O = XAB∇A∇B + Y
A∇A + Z = O
′ + Z. (115)
Here O′ is the part of O containing derivatives, so O′ annihilates constants. We
require that Xab = ηab, so that the leading term is indeed the d’Alembertian.
Using the covariant derivative algebra, we can, without losing generality, further
assume that the tensor XAB is graded-symmetric, XAB = (−1)ABXBA. From
now on we shall always employ the implicit grading scheme and the graded-
symmetric condition is simply XAB = XBA. With this XAB, we may construct
a bilinear product of two scalar functions:
〈f, g〉 = XAB(∇Af)(∇Bg), (116)
the symmetry of XAB implies this product is actually symmetric.
Following the non-supersymmetric case, we propose that the heat kernel is
of the form
K(z, z′; τ) =
−i
(4πτ)2
exp
(
i
σ
2τ
)
∆1/2F (z, z′; τ). (117)
σ(z, z′) is a two variable function symmetric in z and z′, a supersymmetric
analog of the geodesic interval between z and z′ in superspace. It corresponds
roughly to one half of the distance squared between z and z′. However, it is
well-known that the N = 1 superspace has no natural metric defined, so strictly
speaking the concept of distance makes no sense in superspace. Nevertheless one
can treat σ(z, z′) as the curved space extension of the flat space object yaya/2.
The boundary conditions for σ are such that it reduces to the appropriate flat
limit, the details can be found in [13]. ∆ is another scalar function which is
the supersymmetric version of the Van Vleck-Morrette determinant, which only
arises if the space is curved, in particular ∆ is identically 1 for a flat superspace.
We also impose that ∆(z, z) = 1.
Now let us substitute this expression into the differential equation (109), we
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get
1
4τ2
(2σ − 〈σ, σ〉)∆1/2F +
i
2τ
(O′σ + 〈σ, log∆〉 − 4)∆1/2F
+
i
τ
∆1/2 〈σ, F 〉 + i∆1/2
∂
∂τ
F +O∆1/2F = 0.
(118)
If we require F to be analytic, then the 1/τ2 term must be identically zero.
This implies σ must satisfy
〈σ, σ〉 = 2σ. (119)
There is a further simplification if we demand
O′σ + 〈σ, log∆〉 = 4. (120)
The final result is then
1
i
∂
∂τ
F +
1
iτ
〈σ, F 〉 = O˜F, (121)
where O˜ is the operator O˜ = ∆−1/2O∆1/2. We rewrite F into a power series in
τ :
F (z, z′; τ) =
∞∑
n=0
an
(iτ)n
n!
. (122)
{an} are the De Witt coefficients of the super heat kernel. In terms of these
coefficients, (121) becomes an iterative equation
an +
1
n
〈σ, an〉 = O˜an−1 (n > 0), (123)
〈σ, a0〉 = 0. (124)
As in the non-supersymmetric setup, the first coefficient a0 = δ
2(θ−θ′)δ2(θ¯−
θ¯)I(z, z′) contains the parallel displacement propagator I(z, z′), which has the
useful property [24]
[∇(A1∇A2 . . .∇Ak)I] = 0, (125)
here [...] denotes the coincidence limit z′ → z, and (...) meaning the graded
symmetrization of the bracketed indices. This property theoretically allows us to
obtain [an] iteratively, by repeatedly applying (123) multiple times. Calculations
for finding the first three coefficients of some model in this way can be found,
for example, in [13]. Similar to the original calculation by De Witt [11] for the
non-supersymmetric case, this procedure quickly becomes very tedious and thus
impractical beyond the first few coefficients.
As the coincidence limit of the heat kernel is closely related to the one-loop
effective action, [an] will naturally be objects of interest. In fact analogous to
the non-supersymmetric regime, the first three coefficients has the significance
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that they give the divergence of the theory. Using a cutoff scheme to regulate
(113),
ΓΛ(1) =
1
32π2
∫
d8z E
∫ ∞
Λ−2
d(iτ)
(iτ)3
F (z, z; τ). (126)
Writing F in terms of {an} gives the one-loop divergence
ΓΛ(1)div =
1
32π2
∫
d8z E
(
Λ4
2
[a0] + Λ
2[a1] +
1
2
logΛ2[a2]
)
. (127)
Of course supersymmetry implies that the quartic divergence must vanish:
[a0] = 0, thus the one-loop divergence is governed by the coincidence limit
of a1 and a2.
4.2 Super Heat Kernel in Conformal Supergravity
In conformal supergravity, extra complications arises due to the presence of the
dilation operator D. For example, in the case of super Yang-Mills theory, the
quadratic action is
S
(2)
V =
1
2
tr
∫
d8z EVOV V, (128)
where OV carries a non-zero D charge: [D,OV ] = 2OV . Because of this non-
trivial charge, it is technically not appropriate to exponentiate OV , as in (111),
to define the heat kernel. To resolve this, let us consider the quantum functional
integral
Z[V ] =
∫
DV e
i
2
tr
∫
d8z EVOV V
Zfree
, (129)
here Zfree is the functional integral for the free theory of V , which serves to
normalize the path integral measure. In usual quantum field theory, one takes
the free action to be a Gaussian:
Zfree =
∫
Dφ e
i
2
tr
∫
d8z Eφ2 . (130)
However this is not possible in conformal supergravity, as V 2 is not a valid
action, lacking the correct D-charge. To fix the problem, we have to use the
compensator X and set
Zfree =
∫
DV e
i
2
tr
∫
d8z EXV 2 . (131)
This implies that the one-loop effective action is actually a difference of two
supertraces:
Γ(1) =
i
2
(Tr logOV − Tr logX), (132)
now this expression is perfectly D-invariant.
27
By inspecting the one-loop action above, we may now define the heat kernel
of OV by temporarily breaking the D-symmetry and choose the D-gauge X = 1
so Tr logX = 0.5 In this gauge, we can forget about the D-charge and proceed
normally, one can calculate the heat kernel of OV , in particular the heat kernel
coefficients. To restore the D-symmetry, we may just insert powers of X in
various expressions such that we get the correct quantum number. If we are
considering the one-loop action and its divergence, this procedure shall give the
correct result.
Of course this is just one of the ways to regulate the D-symmetry, for in-
stance one can alternatively just consider the heat kernel of X−1OV , which is
D-invariant. Different results may appear for different schemes, but various
methods should be equivalent as long as we consider the theory on-shell.
4.3 Non-Iterative Method for Super Heat Kernel Coeffi-
cients
While it is in theory possible to compute heat kernel coefficients [an] up to ar-
bitrary order via the recursive method, the computational complexity escalates
so quickly that it is not practical to do so for higher order coefficients. It would
be useful to develop non-iterative techniques to effectively compute heat kernel
coefficients, and we shall describe below a supersymmetric generalization of a
method developed by Avramidi [12]. A short discussion of the original technique
is discussed in the appendix.
There are a few restrictions that shall be imposed in order to apply such
method. We shall suppose that:
1. The trace of the torsion vanishes:
TAB
B = 0, (133)
2. For the operator O = XAB∇A∇B + Y
A∇A + Z, we require
Xaα = Xαa = Y a = 0. (134)
The first condition is crucial for the integration by parts formula to be true,
which is very reasonable to assume, and in particular this is valid for familiar
types of supergravity theory. For the second condition, it translates to the
statement that the bosonic derivative ∇a only appears in the d’Alembertian
but nowhere else. This can be achieved by for example redefining the covariant
5From DX = 2X this is always possible by a local D transformation.
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derivatives, choosing certain gauges and so on. At worst we may ignore the
extra terms temporarily and treat them as a perturbation later.
In the following we shall adopt a special coordinate system, the normal
coordinate system in superspace yM = (ym, yµ, yµ˙), developed in [25]. This is a
straightforward supersymmetric extension of Riemann normal coordinates. We
shall also choose a supersymmetric Schwinger-Fock gauge [26] for all the gauged
symmetries, which implies that
yMhM
A = 0, (135)
for all gauge connections hA, which includes the Lorentz connections, Yang-Mills
connections and others.
When defining the Schwinger heat kernel, we require that the bilinear σ(z, z′)
to satisfies 〈σ, σ〉 = 2σ, near the point z, which we shall assume to be the
superspace origin from now on, σ has the simple expression
σ =
yaya
2
, (136)
where ya = yMEM
a. This can be shown by the properties of the normal coor-
dinates system [25]:
yMEM
A = yMδM
A, yM∂M = y
M∇M . (137)
For the object ∆, it also simplifies in this coordinate system, which is simply:
∆ = E−1 = det
(
EA
M
)
. (138)
The covariant derivative of ∆ is given by:
∇A∆ = EM
B∇AEB
M = EM
B∇BEA
M − TAB
MEM
B = ∇MEA
M , (139)
note that the vanishing torsion trace is used here. Using this idenitiy and with
some algebra, we can show that
O′σ + 〈σ, log∆〉
=∇M (X
AB∇AσEB
M )
=∂M (X
aByaEB
M ) = 4.
(140)
Be reminded that O′ = XAB∇A∇BE+Y A∇A is the part of O without the non-
derivative term, and note that the constraints imposed on O implies O′σ = σ.
Thus ∆ has the desired property.
Now we have 〈σ, an〉 = ym∂man thanks to the property (137). So the De
Witt recursion equation becomes(
1 +
ym∂m
n
)
an = O˜an−1. (141)
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To compute an, in fact the coincidence limit of the coefficients [an], we shall
expand spacetime functions with respect to the following basis, similar to the
non-supersymmetric case,
|n = (a, b, c)〉 = |a〉 |µ, b〉 |µ˙, c〉 , (a ≥ 0, 2 ≥ b, c ≥ 0),
|0〉 = 1, |a〉 =
1
a!
ym1ym2 ...yma , (a > 0)
|µ, 0〉 = 1, |µ, 1〉 = yµ, |µ, 2〉 = yµyµ,
|µ˙, 0〉 = 1, |µ˙, 1〉 = yµ˙, |µ˙, 2〉 = yµ˙y
µ˙.
(142)
Their corresponding bras are defined by
〈n| = 〈a| 〈µ, b| 〈µ˙, c| ,
〈a| = ∂m1∂m2 ...∂ma
〈µ, 0| = 1, 〈µ, 1| = ∂µ, |µ, 2〉 =
1
4
∂µ∂µ,
〈µ˙, 0| = 1, 〈µ˙, 1| = ∂µ˙, |µ˙, 2〉 =
1
4
∂µ˙∂
µ˙.
(143)
The inner product is given by taking the coincidence limit yM → 0 after taking
the derivatives, for example
〈a, 1, 0|f〉 = ∂m1∂m2 ...∂ma∂µf |yM→0. (144)
The basis |n〉 is actually a complete basis, its completeness can be seen by
using the supersymmetric covariant Taylor series [24], which is simple in normal
coordinates:
f(z′) = I(z′, z)
∞∑
n=0
1
n!
yM1yM2 · · · yMn∇Mn∇Mn−1 · · · ∇M1f(w) |w=z
=
∞∑
n=0
1
n!
yM1yM2 · · · yMn∂Mn∂Mn−1 · · · ∂M1f(0),
(145)
note the parallel displacement operator is just the identity, I(z′, z) = 1, in
normal coordinates.
Now note that ym∂m |a〉 = a |a〉 is an eigenvector by definition, so we have
ym∂m |a, b, c〉 = a |a, b, c〉, and the zeroth-order coefficients in normal coordinates
is simply a0 = I(z, z
′)δ2(θ−θ′)δ2(θ¯− θ¯′) = 1×yµyµyµ˙yµ˙ = |0, 2, 2〉, by iterating
(141) multiple times we have:
[ak] =
∑
n1,n2,...nk−1
(
1 +
a1
k
)−1(
1 +
a2
k − 1
)−1
· · · (1 + ak−1)
−1
× 〈0, 0, 0| O˜ |n1〉 〈n1| O˜ |n2〉 · · · 〈nk−1| O˜ |0, 2, 2〉 ,
(146)
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where the summation is over all triplet ni = (ai, bi, ci). It is important that
the summation is finite. This is because O˜ is a quadratic operator and thus
〈ai, bi, ci| O˜ |ai+1, bi+1, ci+1〉 is non-zero, after taking the coincidence limit, only
if
ai + bi + ci + 2 ≥ ai+1 + bi+1 + ci+1, (147)
otherwise there are not enough derivatives to annihilate the factors of yM in
|ai+1, bi+1, ci+1〉.
4.4 First Three Coefficients and Algorithm to Compute
Higher Order Coefficients
Let us compute the first few coefficients, the first coefficient is zero:
[a0] = 〈0, 0, 0|0, 2, 2〉 = 0, (148)
as expected by supersymmetry. [a1] is also trivial:
[a1] = 〈0, 0, 0| O˜ |0, 2, 2〉 = 0, (149)
from the condition (147).
To compute [a2], note that the imposed constrains and graded symmetry of
XAB imply
O = +A∇2 +B∇¯2 + V αα˙[∇α,∇α˙] + ..., (150)
with V αα˙ = (σ¯a)αα˙Va for some bosonic vector Va. It is clear that O˜ =
∆−1/2O∆1/2 and O share the same quadratic part. Now using (146),
[a2] =
∑
n
(1 + a)
−1 〈0, 0, 0| O˜ |n〉 〈n| O˜ |0, 2, 2〉 , (151)
there are only a few choices of n to have a non-zero product, direct inspection
shows that
[a2] = 〈0, 0, 0| O˜ |0, 1, 1〉 〈0, 1, 1| O˜ |0, 2, 2〉
+ 〈0, 0, 0| O˜ |0, 2, 0〉 〈0, 2, 0| O˜ |0, 2, 2〉
+ 〈0, 0, 0| O˜ |0, 0, 2〉 〈0, 0, 2| O˜ |0, 2, 2〉
= 16V αα˙Vαα˙ + 16AB + 16BA = −32V
aVa + 32AB.
(152)
We shall outline schematically how to obtain all the non-zero terms in the
summation of (146) that contribute to [ak]. By examining the structure of
(146), each non-zero product of brackets is characterized by a chain of triplets:
n0 = (0, 0, 0)→ n1 = (a1, b1, c1)→ n2 = (a2, b2, c2)→ ...→ nk = (0, 2, 2),
(153)
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with ai ≥ 0 and 2 ≥ bi, ci ≥ 0. Denote si = ai + bi + ci, ∆si = si − si−1, the
chain will have to satisfy additional properties:
∆si ≤ 2, ∆ai ≤ 2, ∆bi +∆ci ≤ 2 (154)
Also, if ∆bi > 0 or ∆ci > 0, then ∆ai ≤ 0.6 To find all these chains, first obtain
the chain of si: 0 → s1 → ... → sk = 4, such that ∆si ≤ 2. Then from si,
obtain all pairs bi and ci with ∆bi + ∆ci ≤ 2, then check that ∆ai ≤ 2 and
∆ai ≤ 0 if ∆bi > 0 or ∆ci > 0. This is effectively just a combinatorial problem.
Let us consider [a3] as an example. We need to find all chains 0 → s1 →
s2 → 4, such that each step increases by at most two. There are only a handful
of possibilities:
0→ 0→ 2→ 4,
0→ 1→ 2→ 4,
0→ 1→ 3→ 4,
0→ 2→ 2→ 4,
0→ 2→ 3→ 4,
0→ 2→ 4→ 4.
(155)
Next we have to split si into the triplet (ai, bi, ci), they are listed below:
1. 0→ 0→ 2→ 4 branch:
(a) (0, 0, 0)→ (0, 0, 0)→ (0, b, c)→ (0, 2, 2) with (b, c) one of (2, 0), (0, 2)
or (1, 1).
2. 0→ 1→ 2→ 4 branch:
(a) (0, 0, 0)→ (a, b, c)→ (0, b′, c′)→ (0, 2, 2) with (a, b, c) one of (1, 0, 0),
(0, 1, 0) or (0, 0, 1), (b′, c′) one of (2, 0), (0, 2) or (1, 1).
3. 0→ 1→ 3→ 4 branch:
(a) (0, 0, 0) → (0, b, c) → (0, b′, c′) → (0, 2, 2) with (b, c) either (1, 0) or
(0, 1), (b′, c′) either (2, 1) or (1, 2).
(b) (0, 0, 0) → (1, 0, 0) → (1, b′, c′) → (0, 2, 2) with (b′, c′) either (2, 0),
(0, 2) or (1, 1) .
4. 0→ 2→ 2→ 4 branch:
(a) (0, 0, 0) → (0, b, c) → (0, b′, c′) → (0, 2, 2) with (b, c) and (b′, c′) one
of (2, 0), (0, 2) or (1, 1).
(b) (0, 0, 0) → (2, 0, 0) → (0, b′, c′) → (0, 2, 2) with (b′, c′) either (2, 0),
(0, 2) or (1, 1) .
6This is from the fact that the quadratic part of O˜ satisfies Xaα = Xαa = 0.
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5. 0→ 2→ 3→ 4 branch:
(a) (0, 0, 0) → (0, b, c) → (0, b′, c′) → (0, 2, 2) with (b, c) one of (2, 0),
(0, 2) or (1, 1), (b′, c′) either (2, 1) or (1, 2).
(b) (0, 0, 0) → (2, 0, 0) → (1, b′, c′) → (0, 2, 2) with (b′, c′) either (2, 0),
(0, 2) or (1, 1) .
6. 0→ 2→ 4→ 4 branch:
(a) (0, 0, 0)→ (0, b, c)→ (0, 2, 2)→ (0, 2, 2) with (b, c) one of (2, 0), (0, 2)
or (1, 1).
(b) (0, 0, 0)→ (0, b, c)→ (2, b, c)→ (0, 2, 2) with (b, c) one of (2, 0), (0, 2)
or (1, 1).
(c) (0, 0, 0) → (2, 0, 0) → (2, b′, c′) → (0, 2, 2) with (b′, c′) either (2, 0),
(0, 2) or (1, 1).
After obtaining all the chains of triplet, one can immediately write down the
coefficient [ak] in terms of various brackets, according to (146). It remains to
compute each of the terms 〈ai−1, bi−1, ci−1| O˜ |ai, bi, ci〉, for the case of ∆si ≥ 0,
only one term of O˜ will contribute, the one that exactly annihilates the factors
of yM in |ai, bi, ci〉. For instance, we have
〈a, b, c| O˜ |a, b, c〉 = [Z ′], (156)
where Z ′ is the non-derivative part of O˜: O˜ = XAB∇A∇B + Y ′A∇A + Z ′.
Another example will be
〈1, 0, 0| O˜ |0, 2, 0〉 = 〈1, 0, 0|A∇2 |0, 2, 0〉 = [4∂aA] = [4∇aA], (157)
as we want to annihilate yµyµ appearing in |0, 2, 0〉. Note that the we can replace
the partial derivative of A by the covariant derivative, as all the connection fields
vanish at the origin in the normal coordinate system.
In general, whenever we have a decrease of ai, bi or ci in the bracket
〈ai−1, bi−1, ci−1| O˜ |ai, bi, ci〉, some derivatives appearing in 〈ai−1, bi−1, ci−1| will
have to act on O˜ instead of the ket |ai, bi, ci〉. Hence we are required to compute
the coincidence limit of derivatives of various objects in O˜. The convenient way
to do so is to use the normal coordinate expansion, in which one can expand
the vielbein and other connections as a power series of yM , with the coefficients
expressed in terms of the field strength of the connections, in other words the
torsion, Riemann curvature, and so on. For example, one can express the Yang-
Mills connection in terms of the derivatives of the field strength [24][26]. More
details for the case of ordinary supergravity can be found in for instance [25]
and [27], where the algorithm to compute the series expansion up to any other
is shown, and the lowest order results for the vielbein are presented.
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Observing the derivative structure of 〈ai−1, bi−1, ci−1| O˜ |ai, bi, ci〉 shows that
the number of derivatives that acts on O˜ is roughly 2 + si−1 − si = 2 − ∆si.
Hence to compute the bracket we shall need normal coordinate expansion up to
this order. For [ak], the maximum of 2 −∆si is 2k − 4, which occurs when all
but one of ∆si is 2. Thus we need the normal expansion of different objects up
to 2k − 4 order, which is always possible.
For example, to compute [a2] we have to calculate the terms in the normal
coordinate expansion up to order 2(2)− 4 = 0, in other words we do not need
the expansion at all, as demonstrated in (152). For [a3], 2k − 4 = 2 thus we
need the second order expansion, which is not difficult to obtain as in [25] and
[27]. Indeed, looking at the list of terms above, the bracket 〈2, 0, 0| O˜ |0, b, c〉 in
the 0→ 2→ 2→ 4 branch do require the second order normal expansion. This
also happens in the 0→ 2→ 4→ 4 branch.
5 One-loop Divergences of the Super Yang-Mills
Theory
5.1 Heat Kernel Coefficients for Yang-Mills Vector Super-
field
With the machinery developed, we are now ready to calculate the super heat
kernel coefficients of SYM in conformal supergravity. First looking at the opera-
tor OV derived previously in (106), in order to apply the non-recursive method,
we have to satisfy the constraints. The vanishing trace of torsion is clear for
conformal supergravity, however the second constraint is not satisfied, with the
problematic terms being:
OV =
i
4
Uα(∇β˙∇αβ˙ +∇αβ˙∇
β˙)+
i
4
Uα˙(∇
βα˙∇β +∇β∇
βα˙)+Ua∇a+ · · · . (158)
To resolve this, one can choose the gauge ∇AX = 0, which implies UA =
∇A logX = 0, thus all the terms above are eliminated. This choice of gauge
implies we have to break the D and KA symmetry, in other words we are
reducing to the U(1)-supergravity regime. To ensure consistency, we have to
make sure that the final result must be D and KA invariant, that is, having the
correct scaling dimension and being conformal primary.
Alternatively, one can employ the associated derivatives [23][22], which is
a set of modified covariant derivatives briefly mentioned before. The primary
feature of this tool is that the D and KA invariance are treated somewhat
as a hidden symmetry, the effect of which is equivalent to choosing the gauge
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∇AX = 0. One can show that by rewriting OV in terms of these derivatives,
the undesired terms will be absorbed via the redefinition of derivatives. Then
one can proceed normally using such new covariant derivatives. Of course, the
two routes discussed will give the same result, for the sake of simplicity we shall
choose the former one by temporarily breaking some symmetries, and manually
checking the gauge invariance afterwards.
Since we are explicitly breaking the D andKA symmetry, we have to redefine
the covariant derivatives by removing the relevant terms. The new derivative
will be exactly the covariant derivatives DA in U(1)-supergravity. Such redef-
inition of course cannot alter the quadratic part of the operator OV , as the
redefinition is a linear shift: DA = ∇A+ ..., thus the quadratic part of OV after
gauge fixing is:
OV = +
1
2
Gαα˙[Dα,Dα˙] + ... (159)
Using the calculations of the previous section (152), we immediately arrive
at the result:
[a0] = [a1] = 0, [a2] = 16
(
Gαα˙
2
)(
Gαα˙
2
)
+ 0 = −8GaG
a. (160)
Note that direct verification shows that Gαα˙ = −
1
4 (Uαα˙ − Uα˙α) −
1
2UαUα˙ is
conformal primary, thus the expression of [a2] above is KA invariant. Also
DGαα˙ = Gαα˙, so [a2] has the correct D-charge too. Combined with the fact
that ∇AX is not conformal primary, and thus cannot appear in [a2] before
gauge fixing, we conclude that [a2] = −8GaGa holds identically in conformal
supergravity, with D and KA symmetries manifest.
It is interesting to note that, [a2] and thus the logarithmic divergence does
not depend on the constant term of the operator OV . Typically in supergravity
models, the Yang-Mills vector multiplet in general acquires a mass from the
background field expansion of the Ka¨hler potential term exp(K/3). The impli-
cation is that the mass of V will not contribute to the one-loop divergence, a
very special feature that most other theories, for instance a theory with only
chiral superfields, do not have.
One can compare this result with the case of an abelian vector multiplet
in minimal supergravity [13], the results indeed agree apart from a factor of
two, which originates from different normalizations of heat kernel coefficients.
The result is also consistent with the fact that in flat superspace, for pure SYM
theory with Feddeev-Popov gauge-fixing, the Yang-Mills vector multiplet is UV
finite and logarithmic divergence arises only from the ghost fields [29], thus
[a2] = 0 in this case, as we can just set the auxiliary field Ga = 0 in the case of
flatness.
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5.2 Chiral Heat Kernel and One-loop Divergence from
Ghost Fields
So far we have derived the heat kernel coefficients for the Yang-Mills vector
multiplet V , but there are still ghost fields c, c′ and b. They are chiral superfields
thus we can examine them using the chiral heat kernel, which is just a chiral
analog of the heat kernel in the full superspace. One can simply replace various
full superspace quantities by the chiral subspace counterparts. For example, the
heat kernel for chiral fields is defined as:
K(z, z′; τ) = eiτOE−1δ6(z − z′), (161)
with z now the coordinates of the chiral subspace θ′ = 0. Any superspace
integration, for instance when taking the supertrace to get the one-loop effective
action, must be replaced by an integration over the chiral subspace, in other
words we are having an F -term action instead. Any techniques to compute the
super heat kernel and its coefficients, can be easily applied to the chiral case,
with some technical, but manageable, modifications in order to respect the
chirality. One example is that one shall use a special set of normal coordinates
for the chiral subspace [15], such that the coordinate functions y′m and y′µ are
chiral.7 In particular, it is straightforward to generalize the algorithm discussed
in the previous section to calculate the chiral heat kernel coefficients.
The one-loop divergence for chiral fields in conformal supergravity was dis-
cussed and calculated in [28], the results therein will be applied here for the
Yang-Mills ghost fields. Let us start with the Nielson-Kallosh ghost, with its
action being:
Sb = tr
∫
d8z EX−2bb¯. (162)
This is close to a free action except there is an extra factorX−2, to deal with this
we can rewrite the action as X−2bb¯ = b exp(−2 logX)b¯, which is very similar
to how super Yang-Mills theory couples to chiral fields: φ¯ exp(2V )φ. Thus we
can introduce an artificial U(1)-gauge symmetry, with logX taking the role of
its ”vector multiplet”. The exp(−2 logX) factor can be absorbed using a new
covariant derivative, by adding the corresponding term for this U(1). This extra
U(1) will have the ”gaugino” field being8:
1
8
∇¯2e2 logX∇αe
−2 logX = −
2
3
Xα. (163)
Hence we can simply replace the Yang-Mills gaugino, whenever it shows up, by
the shifted version: WαYM → W
α
YM −
2
3X
α. Therefore from [28], the one-loop
7This is not the case for full superspace normal coordinates.
8Recall that Xα =
3
8
∇¯2∇α logX.
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divergence is given by:
Γb(1)div =
Λ2
32π2
[(1− 4VYM)X ]D +
logΛ2
96π2
Sχ
−
log Λ2
64π2
([(
WαYM −
2
3
Xα
)2
+
2
3
WαβγWγβα
]
F
+ h.c.
)
,
(164)
where
Sχ = [G
aGa + 2RR¯]D +
([
1
12
XαXα +
1
2
WαβγWγβα
]
F
+ h.c.
)
(165)
is a topological invariant. Note that we have an extra minus sign from the
abnormal statistics of ghost fields, and log ǫ = − log Λ2.
Next we turn to the Feddeev-Popov ghost c and c′, the relevant one-loop
action being
S
(2)
FP = tr
∫
d8z EX(c′ + c¯′)(c+ c¯)
= tr
∫
d8z EX(c′c¯+ c¯′c) + tr
∫
d6z E2RXc′c+ tr
∫
d6z¯ E¯2R¯Xc¯′c¯.
(166)
Here the chiral projector is used to produce the F -terms, by using the definition
of R: − 14∇¯
2X = 2RX . Similar to the case of Nielson-Kallosh ghost we absorb
the factor of X in the action by introducing by hand an extra U(1)-gauge sector,
this time the shift of the gaugino is given by: WαYM → W
α
YM +
1
3X
α. Now 2R
and its conjugate can be treated as a mass term for the fields, again using the
result of the reference [28], we have
ΓFP(1)div =
Λ2
16π2
[(1− 4VYM)X ]D +
logΛ2
48π2
Sχ −
log Λ2
16π2
[4RR¯]D
−
log Λ2
32π2
([(
WαYM +
1
3
Xα
)2
+
2
3
WαβγWγβα
]
F
+ h.c.
)
,
(167)
we have multiplied the divergence by a factor of −2 as there are two sets of
ghosts with abnormal statistics.
5.3 Full One-loop Divergence of Super Yang-Mills Theory
Finally combining the result for the Yang-Mills vector field, the Faddeev-Popov
ghosts and the Nielson-Kallosh ghost, and taking the Yang-Mills traces, we
present here the full one-loop divergence of the super Yang-Mills theory in con-
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formal supergravity:
ΓSYM(1)div =
3Λ2
32π2
[tr(1− 4VYM)X ]D +
NG log Λ
2
32π2
Sχ −
NG log Λ
2
8π2
[GaGa + 2RR¯]D
−
log Λ2
64π2
([
2 tr
(
WαYM +
1
3
Xα
)2
+ tr
(
WαYM −
2
3
Xα
)2
+2NGW
αβγWγβα
]
F
+ h.c.
)
,
(168)
where NG = tr 1 is the rank of the Yang-Mills gauge group. There are some
cancellations for the logarithmic divergence by substituting the definition of Sχ,
we get
Γlog =−
3NG log Λ
2
32π2
[GaGa + 2RR¯]D
−
log Λ2
64π2
([
3 trWαYMWYM,α +
NG
2
XαXα +NGW
αβγWγβα
]
F
+ h.c.
)
,
(169)
a somewhat surprisingly simple result. It is easily checked that this expression is
the same as the calculation in the special case of SQED in minimal supergravity
[13]. Of course, the term with the trace of WYM can be interpreted as a renor-
malization of the original Yang-Mills action, the pre-factor here is consistent
with the known beta function, at least in the flat superspace case.
Let us consider the presented results in terms of component fields. For
practical purposes, we shall apply the conformal gauge X = 1, in other words
we are reducing to the U(1) supergravity. Let us start with the quadratic
divergence in (168). We have a term proportional to [1]D, which corresponds to
a renormalization of the supergravity multiplet action, its component form can
be looked up from equation (4.5.6) of [10]:
D =
∫
d4x e
[
−
1
2
R+
1
2
ǫmnpq(ψ¯mσ¯n∇pψq − ψ
mσn∇pψ¯q)
−
1
3
MM¯ +
1
3
baba +Dmatter
]
.
(170)
Here R is the Ricci scalar, ψ the gravitino, M and ba are the auxiliary fields
of the multiplet, and Dmatter is the matter contribution which depends on the
Ka¨hler potential. Next we have the term [VYM]D, which is helicity-odd. In
fact, it induces a divergent Fayet-Iliopoulos term which can be canceled by
introducing a local counterterm [28]. Thus we will not further discuss this term
here.
We turn to the logarithmic divergence (169). As mentioned previously there
is a renormalization term for the SYM action and the full component expression
is quite lengthly, which can be found in [10]. The remaining divergence is a linear
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combination of
∆1 = [G
aGa + 2RR¯]D +
(
1
12
[XαXα]F + h.c.
)
(171)
and
∆2 = [W
αβγWγβα]F + h.c.. (172)
These two expressions are actually related to topological invariants, namely
the Gauss-Bonnet and the Pontryagin invariant. Such supergravity invariants
are discussed in, for instance, [30] and [31]. By using the general technique in
section 4 of [10], some calculation shows that the bosonic components of (171)
and (172) are given by
∆1 =
∫
d4x e
(
−
1
8
RmnRmn +
1
96
R2 −
1
6
FmnFmn
)
(173)
and
∆2 =
∫
d4x e
(
1
8
WmnpqWmnpq +
1
3
FmnFmn
)
, (174)
where Rmn is the Ricci tensor, Wmnpq is the Weyl tensor and Fmn is the
chiral U(1) curvature. Apart from the U(1)R field strength, the expressions
do resemble the well-known curvature-squared invariants. Note that only the
bosonic components are presented here as the remaining parts are less interesting
in comparison, and one can be uniquely recover those by supersymmetry. For
discussions involving the fermionic components, in the minimal supergravity
formalism, one can consult for example [32].
The appearance of such invariants comes anticipated. It can be shown [13]
that the one-loop trace of the energy-momentum tensor T , which directly mea-
sures the superconformal anomalies, is related to the super heat kernel coefficient
[a2] and thus the logarithmic divergence:
9
< T >=
1
64π2
[a2]. (175)
By analyzing the super-Weyl cohomology [33], it can be shown that in the ab-
sence of background matter, the superconformal anomaly must be constructed
from the Gauss-Bonnet and the Pontryagin invariant. Our result here is in
agreement with this statement, as the original analysis was performed in min-
imal supergravity in which the U(1)R curvature is absent. It is worth noting
that in each of the individual logarithmic divergence of the various fields, equa-
tion (160), (164) and (167), they all contain non-topological invariant terms.
Only when we add up the contributions to obtain the total divergence (169),
the problematic terms combine nicely into a multiple of ∆1. This provides a
strong consistency check for our calculations.
9A difference of a factor of 2 between here and [13] is due to a different normalization.
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6 Conclusion
We have derived the one-loop divergence of the super Yang-Mills theory in
conformal supergravity, by first quantizing the theory with background field
method and obtaining the second order action. The main tool employed is the
heat kernel method, applied to superspaces. We have described a non-recursive
technique to compute the heat kernel coefficients for the theory, and explicitly
computed the first three coefficients. The method presented here theoretically
allows us to compute the coefficients up to any order, as demonstrated.
The developed technique can be readily applied to other supersymmetric
theories, and it will be interesting to apply such machinery to not just the
Yang-Mills theory, but different interactions with distinct field contents. It is
hoped that one can derive the one-loop divergence of various theories using such
method. Also, one may consider a more general version of Yang-Mills theory,
characterized by a non-trivial gauge kinetic function. Such generalization typ-
ically arises from different phenomenological models, for instance from string
theory models. The study of such general class of super Yang-Mills theory will
be a subject of future work.
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Appendices
A Feddeev-Popov Procedure in Superspace and
Derivation of the Ghost Action
In the following we shall derive the gauge-fixed action of the super Yang-Mills
theory with ghost fields. Let us start by considering the functional integral for
the field V:
Z =
∫
DV eiSYM . (176)
To impose the gauge condition (74), one introduces a delta functional to the
above path integral, which becomes
Z =
∫
DV ∆−1FP δ(∇¯
2(XV )− f) δ(∇2(XV )− f¯)eiSYM , (177)
with ∆FP the famous Faddeev-Popov determinant, which will be computed
later. As in the usual case, one may average over f and f¯ in the gauge fixing
function with certain weight. The standard one is the Gaussian smearing, but
with a slight twist here for our scenario. Instead we insert into the functional
integral, the factor
1 =
∫
DfDf¯DbDb¯ exp
[
i
1
8g2ξ
∫
d8z EX−2 tr
(
f f¯ + bb¯
)]
(178)
with b having opposite statistics as f to normalize the factor, this contributes
to the action
SGF =
1
8g2ξ
∫
d8z EX−2 tr
(
f f¯ + bb¯
)
. (179)
By rescaling b we get the Nielson-Kallosh ghost action in (76). We then
turn to the computation of the Faddeev-Popov determinant. To do so, it is
necessary to know how the gauge fixing function (74) changes under a gauge
transformation. First let us rewrite the transformation law in (71) by defining
P = exp
{
−2iΛ¯
}
and Q = exp{2iΛ}, we have the familiar expression
eV
′
= eΛ¯eV eΛ. (180)
It is well known that one can obtain the infinitesimal change in closed form:
δV = LV/2[Λ− Λ¯ + coth
(
LV/2
)
(Λ + Λ¯)]
= Λ + Λ¯ +O(V ).
(181)
This will be relevant in the ghost action.
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We can now write the Faddeev-Popov determinant as
∆FP =
∫
DΛDΛ¯ δ(F − f) δ(F¯ − f¯), (182)
with F and F¯ the gauge functions: F = ∇¯2(XV ), F¯ = ∇2(XV ). Here the path
integral is over the gauge group parameter space. As in the usual covariant
quantization procedure, one uses gauge invariance and properties of the delta
function to rewrite the delta functionals. We then obtain
∆FP =
∫
DΛDΛ¯ δ
(
δF
δΛ
∣∣∣∣Λ + δFδΛ¯
∣∣∣∣ Λ¯
)
δ
(
δF¯
δΛ
∣∣∣∣Λ + δF¯δΛ¯
∣∣∣∣ Λ¯
)
, (183)
the stroke | denoting evaluation at the ”origin” Λ = Λ¯ = 0. The next step is to
recast the delta functionals using their integral representation, introducing the
new fields Λ′ and Λ¯′ with the obvious chirality:
∆FP =
∫
DΛDΛ¯DΛ′DΛ¯′ exp
[
i tr
∫
d4xd2θ EΛ′
(
δF
δΛ
∣∣∣∣Λ + δFδΛ¯
∣∣∣∣ Λ¯
)
+i tr
∫
d4xd2θ¯ E¯Λ¯′
(
δF¯
δΛ
∣∣∣∣Λ + δF¯δΛ¯
∣∣∣∣ Λ¯
)]
.
(184)
What we desire is the reciprocal of ∆FP, as in the functional integral Z, this
can be achieved by replacing the fields appearing in ∆FP by ghost fields with
opposite statistics, which at the end introduces the Faddeev-Popov action:
SFP = tr
∫
d4xd2θ Ec′
(
δF
δc
∣∣∣∣ c+ δFδc¯
∣∣∣∣ c¯
)
+ tr
∫
d4xd2θ¯ E¯ c¯′
(
δF¯
δc
∣∣∣∣ c+ δF¯δc¯
∣∣∣∣ c¯
)
= tr
∫
d4xd2θ Ec′∇¯2 (XδV ) + tr
∫
d4xd2θ¯ E¯ c¯′∇2 (XδV )
=
∫
d8z EX tr(c′ + c¯′)LV/2[c− c¯+ coth
(
LV/2
)
(c+ c¯)].
(185)
Here we have used the chiral projection to convert chiral integrals into D-terms,
and rescaled the fields to remove the numerical pre-factor that appears. Apart
from the compensator X , this is the same as in the case of flat space.
As a remark, the Faddeev-Popov ghosts have vanishing conformal weights,
and the Nielsen-Kallosh ghost has weights (∆, w) = (3, 2). Having dimension
3 may sound awkward and one might think this will pose technical difficulties.
It turns out that its action is simple enough that this will not be a concern,
especially for one-loop calculations.
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B Integration by Parts in Conformal Supergrav-
ity
In usual supergravity theory, if one has a superfield vA, one can easily show
that the term ∫
d8z E∇Av
A (186)
is a surface term that vanishes given the appropriate boundary conditions, hence
one can safely treat them as zero. Here A can be either a vector or spinor
index, a, α or α˙. However in conformal superspace, such total derivative terms
actually may not vanish, since there are extra generators, in particular the
special conformal ones, that act non-trivially on vA. In fact, special conformal
curvature terms will appear, as we will derive here.
Let us start with the covariant derivative
∇M (EEA
MvA) = ∂M (EEA
MvA)− hM
AXA(EEA
MvA). (187)
The first term of the right hand side is the surface term that can be neglected.
For the second term, only the special conformal curvature KA may give a non-
zero result,
hM
AXA(EEA
MvA) = EfA
BKBv
A, (188)
where fA
B is the special conformal gauge field. Note that as KA does not
commute with the covariant derivatives, so even if ∇AvA is conformal primary,
KB∇AvA=0, it does not imply vA is also primary. This is exactly the reason
that the usual integration by parts has to be modified in conformal superspace.
Now consider the left hand side, ∇M acting on vA gives the desired term
E∇AvA. There is one more term showing up when ∇M acts on the vielbein,
which can be computed by mimicking the calculation in ordinary supergravity,
or in U(1)-supergravity [10]. The resulting expression is identically the same as
the aforementioned cases, with torsion coefficients appearing:
∇M (EEA
MvA) = ETAB
BvA + E∇Av
A. (189)
In conformal supergravity, one can easily check that the torsion term has van-
ishing trace similar to the ordinary scenario. We then arrive at the integration
by parts formula:
∇Av
A ≈ −fA
BKBv
A, (190)
with ≈ denoting equal up to a surface term that can effectively set to zero.
One notational remark is that since the implicit grading is used through-
out here, one may need to insert terms like (−1)A if such implicit grading is
lifted, and such factors do appear in the usual supergravity integration by parts
formula.
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C Avramidi’s Method for Non-supersymmetric
Theories
We shall present an efficient technique of deriving heat kernel coefficients devel-
oped by Avramidi [12]. For simplicity, we shall only consider operators of the
form
O = ∇µ∇
µ +Q(x). (191)
First it will be convenient to work in special coordinates, the Riemann nor-
mal coordinates [34]. Near the point x′, define a coordinate system {ym} which
its coordinate function satisfies
ym = −δma e
a
µ′(x
′)∇µ
′
σ., (192)
here we have introduced a moving frame with vielbein eaµ. The recursion relation
in this case is (
1 +
D
n
)
an = O˜an−1 (n > 0), (193)
Da0 = 0, a0(x, x) = 1 (194)
where
D = ∇µσ∇
µ = ym∇m = y
m∂m, O˜ = ∆
−
1
2∇µ∇
µ∆
1
2 +Q. (195)
Note that ym∇m = ym∂m is a consequence of using Riemann normal coordi-
nates. The Van Vleck-Morette determinant also simplifies in this coordinate
systems:
∆ =
1√
−g(x)
= e(x)−1. (196)
The coefficient a0 is a known quantity, the so-called parallel displacement oper-
ator :
a0 = I(x, x
′). (197)
I(x, x′) parallel transports a field φ at x′ to the point x, and it is just identity
for scalars. It satisfies the following key properties:
[I] = 1, [∇(µ1∇µ2 . . .∇µk)I] = 0. (198)
Here square bracket means we are taking the coincidence limit:
[f(x, x′)](y) = f(y, y), (199)
this common convention will appear often from now on.
We are ready to evaluate the coefficients an by formally solving (193):
an =
(
1 +
D
n
)−1
O˜
(
1 +
D
n− 1
)−1
O˜ · · · (1 +D)−1 O˜I. (200)
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To compute this, notice that
Dym = ym (201)
implies ya is the eigenvector of D with eigenvalue 1. This allows us to define the
eigenvector |n〉 with eigenvalue being any positive integer n, using symmetric
products:
|0〉 = 1, |n〉 =
1
n!
ym1ym2 · · · ymn (n > 0). (202)
The dual 〈n| will be defined via
〈n|φ〉 = ∂m1∂m2 · · · ∂mnφ |ya=0 . (203)
The orthonormal relation is easily seen satisfied. We also have the completeness
relation:
∞∑
n=0
|n〉 〈n| = 1. (204)
To show this, we fix the point x′, and consider x close to x′. The covariant
Taylor series [35] for scalar function around x′ is
f(x) =
∞∑
n=0
1
n!
∇µ1σ∇µ2σ · · · ∇µσ∇µn∇µ2 · · · ∇µnf(z) |z=x′
=
∞∑
n=0
1
n!
ym1ym2 · · · ymn∂m1∂m2 · · ·∂mnf(z) |z=x′ ,
(205)
which immediately gives the desired formula (204). Note that if the object being
acted on is not a scalar, which will not concern us here, we have instead:
I
∞∑
n=0
|n〉 〈n| = 1. (206)
Also note that the coincidence limit is just given by a simple bracket:
[φ] = 〈0|φ〉 , (207)
as ya = 0 is equivalent to x = x′.
Using the tools just introduced, the operator inverse appears in (200) can
be written as: (
1 +
D
k
)−1
=
∑
m
(
1 +
l
k
)−1
|l〉 〈l| . (208)
It is useful to note that it commutes with I as DI = 0. Now we have
[an] =
∑
l1,l2,...ln−1
(
1 +
ln−1
n
)−1(
1 +
ln−2
n− 1
)−1
· · · (1 + l1)
−1
× 〈0| P |ln−1〉 〈ln−1| P |ln−2〉 · · · 〈l1| P |0〉 ,
(209)
45
here we have used 〈0| I |k〉 = δk0, and
P = I−1O˜I. (210)
One important fact is that since P is a quadratic differential operator, 〈k| P |l〉
is non-zero only if l ≤ k + 2, hence the summation is actually finite. It is
convenient to decompose P into the following form:
P = Xmn∂m∂n + Y
m∂m + Z, (211)
sorted by the number of derivatives appeared, which for the operator as in (191),
we have
Xmn = gmn, (212)
Y m = 2φm, (213)
Z = ∂mφ
m + φmφ
m +
1
2
∂m∂
mB −
1
4
∂mB∂
mB +Q, (214)
where φm is the connection: ∇m = ∂m + φm, and
B = log∆ = log e−1. (215)
Note that in normal coordinates, I is just the unity I = 1.
Let us compute the coefficients [a0], [a1] and [a2]. [a0] is trivial: [a0] = 1.
For [a1], it is simply
[a1] = 〈0| P |0〉 = [Z] = Q+ [∂mφ
m] + [φmφ
m] +
1
2
[∂m∂
mB]−
1
4
[∂mB][∂
mB].
(216)
To proceed, we need the expansion for the connection φm, note that y
m∇m =
ym∂m implies
ymφm = 0. (217)
This is analogous to the Fock-Schwinger gauge in gauge theory, hence the con-
nection will have an expansion [36]:
φm =
∞∑
k=0
(∇y)k
k!(k + 2)
ynFnm, ∇y = y
m∇m. (218)
Fnm is the field strength for the connection. Hence
[φmφ
m] = 0, [∂mφ
m] =
1
2
Fmm = 0. (219)
We also use the vielbein expansion in normal coordinates [34]:
eam(x) = δ
a
m +
1
3!
ynypδbnRpmb
a(x′) + . . . (220)
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and the formula for determinant:
B = log det(eam)
−1 = − tr log eam = −
∞∑
k=1
(−1)k+1
k
tr(eam − δ
a
m)
k. (221)
We see that
[∂mB] = 0, [∂m∂
mB] =
1
3
R. (222)
with R the Ricci scalar. Thus
[a1] = Q+
R
6
. (223)
The calculation for [a2] is slightly more tedious. It is given by
[a2] =
∑
l
(1 + l)−1 〈0| P |l〉 〈l| P |0〉
= 〈0| P |0〉2 +
1
2
〈0| P |1〉 〈1| P |0〉+
1
3
〈0| P |2〉 〈2| P |0〉
= [Z]2 +
1
2
[ym] [∂mZ] +
1
3
[Xmn] [∂m∂nZ]
=
(
Q+
R
6
)2
+ [φm][∂mZ] +
1
3
[gmn][∂m∂nZ].
(224)
The second term vanishes as [φm] = 0, for the last term,
[gmn] [∂m∂nZ] = [∂n∂
nZ] =Q+ [∂n∂
nφmφ
m] + [∂n∂
n∂mφm]
+
1
2
[∂n∂
n∂m∂
mB]−
1
4
[∂n∂
n(∂mB∂
mB)].
(225)
From (218), we know
[∂n∂
nφmφ
m] = 2[∂nφm][∂
nφm] =
1
2
FnmF
nm, [∂n∂
n∂mφ
m] = 0. (226)
The second equation is from the fact the gauge condition is equivalent to any
symmetrized partial derivatives of φm vanishes:
∂(n1 . . . ∂nkφm) = 0. (227)
The normal coordinate expansion of the vielbein gives the following result [37]:
[∂n∂
n∂m∂
mB] =
2
5
R+
2
45
RmnR
mn +
1
15
RmnpqR
mnpq, (228)
[∂n∂
n(∂mB∂
mB)] = 2[∂n∂mB][∂
n∂mB] =
2
9
RmnR
mn. (229)
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Combining everything, we have the final result
[a2] =
(
Q+
R
6
)2
+
1
3
Q+
1
6
FmnF
mn +
1
15
R
−
1
30
RmnR
mn +
1
30
RmnpqR
mnpq.
(230)
The above result agrees with De Witt’s original calculation. In principle,
it is possible to compute higher order coefficients using the same method, as
Avramidi calculated [a3] and [a4] with this machinery.
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