Abstract. Erdős conjectured that every n-vertex triangle-free graph contains a subset of tn{2u vertices that spans at most n 2 {50 edges. Extending a recent result of Norin and Yepremyan, we confirm this conjecture for graphs homomorphic to so-called Andrásfai graphs. As a consequence, Erdős' conjecture holds for every triangle-free graph G with minimum degree δpGq ą 10n{29 and if χpGq ď 3 the degree condition can be relaxed to δpGq ą n{3. In fact, we obtain a more general result for graphs of higher odd-girth. §1. Introduction
Conjecture 1.1 (Erdős). Every p1{2, 1{50q-dense graph contains a triangle.
Besides the balanced blow-up of the 5-cycle Simonovits (see, e.g., [4] ) noted that balanced blow-ups of the Petersen graph yield the same lower bound for Conjecture 1.1 and, more generally, for (1.2) in the corresponding range. Conjecture 1.1 asserts that every triangle-free n-vertex graph G contains a subset of tn{2u vertices that spans at most n 2 {50 edges. Our first result (see Theorem 1.2 below) verifies this for graphs G that are homomorpic to a triangle-free graph from a special class.
Andrásfai graphs.
A well studied family of triangle-free graphs, which appear in the lower bound constructions for the function βpαq above, are the so-called Andrásfai Note that F 1 " K 2 and F 2 " C 5 (see Figure 1 ). It is easy to check that Andrásfai graphs are triangle-free and balanced blow-ups of these graphs play a prominent rôle in connection with extremal problems for triangle-free graphs (see, e.g., [1, 2, 6, 7] ). Our first result validates Conjecture 1.1 (stated in the contrapositive) for graphs homomorphic to some Andrásfai graph. [11] , who obtained such a result for n-vertex graphs G homomorphic to F 5 with the additional minimum degree assumption δpGq ě 5n{14.
Theorem 1.2. If a graph G is homomorphic to an Andrásfai graph
Owing to the work of Chen, Jin, and Koh [2] , which asserts that every triangle-free 3-chromatic n-vertex graph G with minimum degree δpGq ą n{3 is homomorphic to some
Andrásfai graph, we deduce from Theorem 1.2 that Conjecture 1.1 holds for all such graphs G. Similarly, combining Theorem 1.2 with a result of Jin [7] , which asserts that triangle-free graphs G with δpGq ą 10n{29 are homomorphic to F 9 , implies Conjecture 1.1 for those graphs as well. We summarise these direct consequences of Theorem 1.2 in the following corollary.
Corollary 1.3.
Let G be a triangle-free graph on n vertices.
We remark that part (a ) slightly improves earlier results of Krivelevich [9] and of Norin and Yepremyan [11] (see also [8] where an average degree condition was considered). (1.4)
In particular, for k " 2 we recover the definition of the Andrásfai graphs from (1.3) and
has odd-girth 2k`1 (see Figure 2 ).
Our main result generalises Theorem 1.2 for graphs of odd-girth at least 2k`1. In fact, the constant .
For i P rms we arrange the vertices of G that are contained in ϕ´1pv i q in the ε-ball around the point i´1 m
. Owing to the symmetry it suffices to check that (2.1) holds for an arbitrary
Note that the choice of ε gives
nd, consequently, all neighbours y of x are placed in the interval p
q. Since x P ϕ´1pv 1 q itself is placed in p´ε, εq, this implies the forward direction of (2.1). The converse direction follows from the observatioǹ
We close this section with a few useful estimates on the number of vertices contained in intervals of R{Z for geometric representations of blow-ups G of generalised Andrásfai graphs. Let V be the set of points of the unit circle that are identified with the vertices of G. For an interval I Ď R{Z, we write λpIq for the number of vertices of G contained in I, i.e.,
This defines expressions such as λ`ra, bs˘, λ`ra, bq˘, etc.
Since subsets of tn{2u vertices are of special interest, we denote for every ξ P R{Z by z ξ the vertex from V with the property
In the proof of Theorem 1.4 we shall use the following lemma and, since the proof will be carried out by contradiction, the graphs G that we shall consider also satisfy the density assumption for parts (iv ) and (v ). , then V XI is an independent set in G and λpIq ď αpGq.
(ii ) If I has length at most 1 2k´1 , then λpIq ď p2k´3qαpGq´pk´2qn. , then λpIq ě n´2αpGq.
If in addition
2p2k`1q 2 q-dense and 2p2k`1q | n, then the following holds for ξ P R{Z:
Proof. Part (i ) follows directly from the definition of the geometric representation in (2.1).
For part (ii ) we note that
Consequently, there exist 2k´3 consecutive intervals of length k´1 2k´1
that wrap k´2 times around R{Z in such a way that only I is covered k´1 times. Therefore, (i ) yields p2k´3qαpGq ě pk´2qn`λpIq and the desired estimate follows.
Part (iii ) is also a consequence of (i ) and the observation that there are two intervals of length at most k´1 2k´1
that together with I cover R{Z once.
In the proofs of parts (iv ) and (v ) we make use of the inequality
which we show first. For that we note that (2.1) implies
Hence, the additional assumption that G is p
2p2k`1q 2 q-dense combined with the simplest case of the inequality between the arithmetic and geometric mean yieldŝ
which establishes (2.4).
The remaining parts (iv ) and (v ) follow from (2.4). In fact, for (iv ) the additional assumption λ`rξ, ξ`k´1 2k´1 s˘" αpGq yields λ`pξ`k´1 2k´1 , z ξ s˘" n{2´αpGq and, hence, (iv ) follows from (2.4).
For the proof of (v ) we will apply (2.4) twice. First we apply it for the given ξ P R{Z and, since by (i ) we also have z ξ P pξ`k´1 2k´1 , ξ`k 2k´1 q, we obtain λ`rξ, ξ`1 2k´1 q˘ě λ`rξ, z ξ´k´1 2k´1 q˘(
The second symmetric application of (2.4) in´R{Z to´ξ yields
for z 1 ξ P pz ξ , ξq with λ`rz 1 ξ , ξs˘" n{2. Consequently, if ξ R V then summing the inequalities (2.5) and (2.6) yields part (v ). However, if ξ P V then still the same conclusion follows, since p2k`1q | n implies that the right-hand sides of (2.5) and (2.6) are integers and both inequalities are strict. §3. Blow-ups of generalised Andrásfai graphs 2p2k`1q 2 q-dense and we will appeal to the geometric representation from Lemma 2.1 of such graphs. We distinguish two cases depending on the independence number αpGq and start with the case that αpGq is not too large. .2) we defined λpIq as the number of vertices contained in an interval I Ď R{Z. It will sometimes be convenient to count vertices on the boundary of an interval only with weight 1{2. For that we write terms like λpxa, byq, λpxa, bqq, where the brackets "x" or "y" mark that the left or right end-point of the respective interval is only counted 1{2 if it is a vertex. Also recall that for ξ P R{Z we defined z ξ P V in (2.3). Since by our assumption αpGq ă n{2, we infer from part (i ) of Lemma 2.2 that
Moreover, part (ii ) of Lemma 2.2 applied to intervals rx`k´1 2k´1 , x`k 2k´1 s combined with the assumption αpGq ă
and by symmetry we may assume that
In view of (3.2) the following claim seems a bit surprising and, in fact, it will lead to the desired contradiction. For a simpler notation we set
for ξ P R{Z.
Claim 3.2. For every ξ P R{Z we have
Proof of Claim 3.2. Fix some ξ P R{Z. Since we assume that G is p
Therefore,
We observe
and combining (3.4) and (3.5) yields
which establishes the claim. Now set V˚" ξ P R{Z : ξ`k´1 2k´1 P V ( . Starting with an arbitrary xp0q P V˚we define recursively a sequence of members of V˚by putting
for every i P N. Since V˚is finite, this sequence is eventually periodic and thus we could have chosen xp0q such that xpmq " xp0q holds for some m ě 2. Let w P N denote the number of times we wind around the circle when reaching xpmq from xp0q by this construction. By Claim 3.2 we know that
On the other hand, (3.2) yields
which is a contradiction and concludes the proof of Proposition 3.1.
It is left to consider the case when G contains a large independent set. Observe that every independent set of G is contained in some interval of R{Z of length k´1 2k´1
. Therefore, without loss of generality we may assume that r0, k´1 2k´1 s contains a maximum independent set, i.e., λ`r0,
Recall that in (2.3) we defined a point z 0 with λ`r0, z 0 s˘" n{2. (see Figure 4) . Notice that αpGq ă n{2 entails Figure 4 . Largest independent set of G is contained in the interval r0, ě λ`r0, z 0´k´1 2k´1 q˘ą 2αpGq´2 k´1 2k`1 n and, by symmetry, we also have
Consequently, we arrive at
In particular, for the case k " 2 this implies 0 ď λ`rb 1 and, therefore,
Finally, below we will verify
Before we prove (3.9), we note that using (3.8) as an upper bound for the right-hand side of (3.9) leads to
This inequality contradicts the assumption αpGq ě k 2k`1 of the proposition and, hence, we conclude the proof by establishing (3.9).
For the proof of inequality (3.9) we appeal to Lemma 2.2 (v ) with ξ " b i for every i " 2, . . . , k´2. We set consists of mutually disjoint intervals. Moreover, we can add the interval rb 1 , b 2 q to I 1 and pb k´2 , b k´1 s either to I 1 (when k is even) or to I 0 (when k is odd) and still each family consists of mutually disjoint intervals all contained in rb 1 , b k´1 s. As a result we get 
