In this paper, dynamic and anticipated resource leasing strategies to address the problem of leased resource availability are investigated. Then, network performance analysis is developed, and the performance evaluations of different leasing strategies (namely permanent, dynamic, and anticipated leasing strategies) are provided for some network scenarios. The developed mathematical model additionally considers non-homogeneous bandwidth requirement, where different primary users (PUs) and secondary users (SUs) may require a number of channels. The tradeoff between spectrum leasing cost and system Erlang capacity (defined as the maximum offered traffic for which all the QoS requirements are guaranteed) is also investigated. Specifically, the maximum Erlang capacity is obtained by optimizing the number of reserved channels for different traffic scenarios considering a maximum allowed number of simultaneously rented channels. Also, the minimum achievable cost per Erlang is obtained by considering a fractional number of leased channels. Additionally, the cost per Erlang of capacity as function of both the utilization factor of the primary resources and the maximum allowed number of simultaneously rented channels is evaluated. Numerical results demonstrate that system performance strongly depends on the value of the mean secondary service time relative to the mean primary service time. Also, numerical results show that the cost of leasing a spectrum band is drastically reduced (compared to the permanent leasing strategy) when dynamic spectrum leasing strategies are employed.
Introduction
Recently, interest for cognitive radio networks (CRNs) to provide applications with stringent delay constraints has increased [1] [2] [3] [4] [5] . Nonetheless, providing this type of services is challenging due to the unpredictable nature of channel availability [3] . Several mechanisms have been proposed to reduce service interruption and/or to provide quality of service (QoS) provisioning in CRNs [3, 4, 6] . Among the most relevant of these mechanisms are spectrum handoff, call buffering, preemptive priority, channel reservation, spectrum adaptation, and spectrum leasing [4, [7] [8] [9] . Several research studies have shown that enabling leasing mechanisms allows to achieve a better QoS related to the secondary users (SUs) in coordinated cognitive radio networks (CCRNs) [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] . A CCRN is formed by primary, secondary, and leasing sub-networks [5] . In the literature, the primary and leasing networks are fused in the same network [9] . The spectrum leasing mechanism means that the leasing sub-network rents to the secondary network part of its spectrum in exchange of some incentive (e.g., monetary rewards as leasing payments) [11] . The leased spectrum band could be purchased, or it could be leased as requested by the administrator of the secondary network. Under dynamic spectrum leasing regime, whenever the secondary network needs to rent more resources, it sends a request to the leasing network. The leasing network accepts or rejects such requests according to the availability of the resources in its network. To reduce the economic cost of renting resources through spectrum leasing, channels should be rented only when needed and should be released as soon as they are no longer needed. However, thanks to the random nature of channel occupancy, the resources to be leased cannot be guaranteed. To avoid this problem, in this paper, an anticipated leasing mechanism is proposed to increase the probability to find available channels to lease when needed.
In this work, we investigate the performance of dynamic spectrum leasing strategies (with and without anticipated resource leasing) for CCRNs with fixedrate traffic that has stringent delay constraints (such as the traffic flow generated by the unsolicited grant service class defined in Mobile WiMAX [20] ). For comparison purposes, the permanent leasing strategy is also investigated. In the permanent spectrum leasing strategy, a fixed number of resources is permanently rented. On the other hand, the intuition behind the dynamic spectrum leasing strategy is to attempt to rent a channel only when needed and release it as soon as it is not needed. Finally, the intuition behind the anticipated spectrum leasing strategy is to attempt renting resources in advance (and release rented resources only when a preset minimum number of resources is achieved) to increase the probability of having available resource to be used when needed. In the next section, we briefly review the previously related work and point out the contribution of the present work.
Related work
The merit of this section is to summarize the previously published studies that have addressed the performance of resource management strategies in CRNs/CCRNs with stringent delay-sensitive traffic.
In relation to CRNs, let us describe the following related work. Authors in [21] analyzed the fractional guard channel reservation scheme to limit the forced termination probability of SUs in a CRN in which the spectrum handover technique is employed. In a related work [3] , the optimal admission control and channel allocation decisions in cognitive overlay networks to support delay-sensitive communications of unlicensed users are derived. On the other hand, in [14] , considering multiple classes of SUs, a heterogeneous-prioritized spectrum sharing policy for coordinated dynamic spectrum access networks is proposed. Additionally, authors in [14] develop two CAC strategies based on the channel reservation concept to enhance the maximum admitted traffic of SUs for the system. One of the CAC strategies proposed in [14] reserves channels for exclusive use of PUs (known as guard channels (GCs)), and the rest of channels (known as shared channels (SC)) are shared by all users (both PUs and SUs). In this strategy, a restriction function is used to balance the resource allocation between the different types of SUs. The other CAC strategy proposed in [14] considers two types of SUs; as such, the channels are divided into three groups: GCs, SCs, and restricted channels (RCs). RCs are reserved for the exclusive use of one type of SUs and cannot be used by the other type of SUs. Authors in [9] proposed a spectrum sharing scheme in which the dynamic spectrum access among PUs and SUs is coordinated by dividing the spectrum into normal access channels (that may be taken back anytime by PUs) and reserved secondary channels (that are locked by occupied SUs until call sessions are complete). Contrary to the work presented in [3, 9, 14, 21] , in this paper, we consider spectrum leasing and channel reservation to prioritize ongoing secondary calls over new ones. Also, contrary to [3, 9, 14, 21] , we consider a CCRN based on three sub-networks (primary, leasing, and secondary subnetworks).
Let us now describe the related work in the context of CCRNs. Authors in [18] investigated the performance of a CRN in which the primary network performs spectrum leasing considering the QoS requirements of both primary and secondary users. Additionally, in [18] , a dynamic pricing scheme for spectrum leasing and utilitybased resource allocation is introduced, and the performance of dynamic leasing is compared against that of static leasing and approaches without leasing. Authors in [22] proposed a mechanism that incentivizes PUs to release resources for cooperation with SUs by means of a reward function. Other related work is [23] , in which a CCRN model that comprises two primary networks and one secondary network is proposed. The two primary networks lease resources to a secondary network on different time intervals. To maximize the throughput of the three networks, a lease scheduler is implemented to guarantee the QoS needed for each network. In [24] , a leasing mechanism based on resource reservation from a primary network is proposed and analyzed. Authors in [25] proposed a game theory solution for resource leasing through the usage of long-term contracts with PUs and short-term contracts with SUs for the distribution of the leased channels. Finally, in our early work [5] , we studied the Erlang capacity 1 in CCRNs with delay-sensitive traffic. However, in [5] , the impact of the mean service time of SUs on system performance is not addressed. Opposite to [18, [22] [23] [24] [25] , in this paper, a third sub-network is considered as the one that leases the channels from the main CCRN and the system performance in terms of both spectrum leasing cost and system Erlang capacity is evaluated. This allows us to find relevant performance issues not previously reported in the existing literature. Moreover, in the present work, the maximum Erlang capacity is obtained and the factors that impact system Erlang capacity are investigated.
In our early work [26] [27] [28] , we address the performance of spectrum leasing strategies in CCRNs. Similar to this paper, delay-sensitive secondary traffic is considered in [26, 28] , while in [27] , delay tolerant secondary traffic is considered. Contrary to [27] , in this paper, we developed a teletraffic analysis for the performance evaluation of CCRN with delay-sensitive secondary traffic that considers non-homogenous use of radio resources by the primary and secondary users. Therefore, in [27] , a different secondary traffic model is considered and a buffer for interrupted secondary calls is used. Thus, the developed teletraffic analysis in [27] is different to the one developed in this paper (i.e., one additional state variable is employed in [27] ). Also, in [27] , one additional different performance metric to the ones considered in this paper is evaluated (the mean delay transmission time). In addition, contrary to [28] , in this paper, a CCRN based on three sub-networks (primary, leasing, and secondary sub-networks) is considered. Moreover, Castellanos-López et al. [28] only consider the permanent leasing strategy, while in this paper, dynamic spectrum leasing strategies are considered. Additionally, contrary to [26, 28] , in this paper, two different theorems that describe the behavior of the CCRN in terms of the Erlang capacity are built. Contrary to [26, 27] , the performance of dynamic, anticipated, and permanent spectrum leasing strategies is evaluated and compared under a more wide set of scenarios. Furthermore, contrary to [26] , in this paper, the physical meaning of each equation along the paper is explained in detail.
The contribution of our present research work can be summarized as follows:
A session-level teletraffic model for the performance evaluation of CCRNs with dynamic spectrum leasing for hard-delay-sensitive traffic is developed. This teletraffic model considers CCRNs based on three sub-networks (primary, leasing, and secondary sub-networks), where the leasing sub-network is considered as the one that lease the channels from the main CCRN. The developed teletraffic model includes, as special cases, our proposed (practical and ideal) anticipated spectrum leasing strategy and the permanent spectrum leasing strategy. Our developed mathematical framework considers nonhomogeneous bandwidth requirement (i.e., different number of channels utilized) for PUs, users of the leasing sub-network (RUs), and SUs. Also, a fractional reservation mechanism is implemented to prioritize ongoing secondary calls over new ones [21, 29] ; this is to set a fair comparison between the techniques. Building on our developed teletraffic model, general mathematical expressions for the new call blocking and forced termination probabilities, arrival rate of secondary users of the leasing network, and fraction of time during which the secondary network uses leased radio resources are derived. For a given QoS requirement at connection level (i.e., call blocking and forced termination probabilities) and considering a maximum allowable number of simultaneously rented channels, maximum Erlang capacity is obtained by optimizing the number of reserved channels for different traffic scenarios (i.e., scenarios with different values of the ratio between mean secondary service time and mean primary service time, and different values of the utilization factor of both primary and rented channels). Building on this, the factors that impact system Erlang capacity are investigated. To the best of the authors' knowledge, the impact of the relative value of the mean service time of SUs to the mean service time value of PUs on system performance has not been previously reported in the literature. The economic cost of spectrum leasing per Erlang of capacity is investigated. Also, the minimum cost of rented resources per Erlang of capacity is obtained by (mathematically) allowing the number of leased resources to be real (i.e., a fractional number of rented resources is considered). The performance of dynamic, anticipated, and permanent spectrum leasing strategies are evaluated and compared under different traffic conditions and system parameters in terms of maximum Erlang capacity, economical cost of spectrum leasing per Erlang of capacity, and optimal number of leased channels. This study has allowed us to find relevant insights into the performance of spectrum leasing strategies in CCRNs. For instance, numerical results show that the cost of leasing a spectrum band is drastically reduced (compared against the permanent leasing strategy) when dynamic spectrum leasing strategies are employed. Also, numerical results reveal that system performance strongly depends on both the mean secondary service time relative to the mean primary service time and the value of bandwidth requirement of both primary and secondary users.
The rest of this paper is organized as follows. System model and general assumptions are given in Section 2.1. Also, in Section 2.1, the different studied leasing strategies (i.e., permanent, dynamic, practical anticipated, and ideal anticipated leasing strategies) and the used admission control strategy are described. Our proposed mathematical teletraffic model for the performance analysis of dynamic spectrum leasing strategies in CCRNs with delay-sensitive traffic and fractional channel reservation is developed in Section 2.2. Also, in Section 2.2, mathematical expressions for the different system performance metrics are obtained. Numerical results are analyzed in Section 3, before concluding remarks are exposed in Section 4.
Method

System model
In this section, the main assumptions and system parameters are explained in detail. The mathematical model developed in this work is based on [9] ; this model closely reflects a CCRN with spectrum leasing capabilities for delay-sensitive traffic. In contrast with [9] , a third sub-network that leases channels to the secondary sub-network is considered (this serves as a priority scheme to guarantee the QoS of the SUs). From the teletraffic analysis point of view, the main difference of this work and that in [9] is the utilization of an additional state variable to represent the number of users with ongoing sessions in the referred third (leased) sub-network. Thus, the CCRN is formed by three wireless sub-networks working in a given service area. The wireless sub-networks that have the rights to operate on the given bands are referred to as the primary (PS) and leasing (RS) sub-networks (as it is illustrated in Fig. 1 ). The other sub-network in the same service area is referred to as the secondary sub-network (SS), which opportunistically shares the spectrum resources with the PS (while causing negligible interference to PUs of the PS) and dynamically interacts with the RS leasing radio resources. (Traditionally, PS plays also the role of the RS [3] .) Naturally, the RS and SS sub-networks have to be coordinated; consequently, the CCRN requires each of these two sub-networks to exchange data about the state of each network. However, the reduction in the interaction between RS and SS is desirable to minimize the awareness that the RS needs to have of the SS activities [10] ; in this work, the information that the RS shares with the SS is just about the actual state of occupancy. Primary users of the RS sub-network (RUs) compete for the channel usage against new SUs and SUs in spectrum handoff whose sessions cannot be carried by the PS due to the lack of available channel resources. Hence, SUs may interpose with the performance of the RUs. On the other hand, primary users (PUs) do not need to know about SU's activities, and SUs already detect activities of PUs through spectrum sensing. Hence, SUs are transparent to PUs.
Referring to spectrum sensing, it has been shown in the literature [4, [30] [31] [32] [33] that the effect of false alarm and misdetection can be easily plugged into most of the developed mathematical analysis of CRNs. However, in this paper, to keep our mathematical analysis simple, we assume ideal spectrum sensing (i.e., spectrum sensing is considered error-free). This represents a reasonable assumption in CRNs where a sensor network having enough sensors performing collaborative sensing of the radio environment in space and time is employed as in [3, 11] . Modeling of spectrum sensing error in CRNs has been addressed in [4, [30] [31] [32] [33] . (For the interested reader, the effect of unreliable spectrum sensing in CRNs under voice over Internet Protocol traffic is investigated in our early work [4] .) Also, it is considered that the probability that any service event happening during the sensing period is relatively small.
In this paper, the system performance of the downlink of a wireless CCRN is considered [34] . 2 Also, we consider a single base station (i.e., evolved node B (eNB) in LTE vocabulary) that attends transmissions of SU among N primary channels with up to R allowable channels to be leased. For simplification, along the paper, we refer to a channel as a resource block in a LTE system. Also, a fair channel model is considered, where all channels have the same data rate. As in [21] , because blocking of ongoing secondary calls is more problematic than blocking of new SU call arrivals, a resource reservation is considered; this reservation consists in a fractional number r of channels (composed of rented and/or normal sub-channels). Considering r as a real number and 0 ≤ r ≤ N, each normal or rented channel can handle only one secondary session. Thus, the system can handle up to N + R − r simultaneous secondary sessions. In order to have a more accurate and fair comparison for the Erlang capacity in terms of the operational cost, real values for the number of leased and reserved channels are considered. Indeed, in order to find the exact value of the Erlang capacity among all the considered strategies, real values for r and R should be considered. Otherwise, the small differences among the fractional values of the leased and reserved channels may cause a higher or lower operational cost of the system. Note that this is a mathematical tool and it is not intended for a practical implementation. On the other hand, for the RS sub-network, K channels are assigned. For the PUs, there are N channels that are shared with the SUs; it is important to note that the PUs have the priority over these channels. About the leased resources, only the SUs can access them. Figures 2 and 3 illustrate the resource distribution for the sharing models for each of the strategies (permanent and dynamical/anticipated strategies, respectively). It is important to mention that if SUs cannot find available resources when arriving or when are being interrupted, it can be redirected to the RS sub-network by using any of the proposed leasing mechanisms. For the sake of the analysis, it is considered that SUs requesting service are able to connect and stay connected up to the end of their sessions (if there are enough available resources to this end) to this base station, that is, no handoff mechanism is considered (typical in low mobility scenarios).
The number of RUs, PUs, and SUs at any time is represented by state variables l, m, and n, respectively. The arrival rates of the PU, SU, and RU are independent Poisson processes with arrival rates λ l , λ m , and λ n , respectively. Service times for PU, SU, and RU are independent exponentially distributed random variables with mean values 1/μ l , 1/μ m and 1/μ n , respectively. The number of channels required by sessions of RUs, PUs, and SUs is b l , b m , and b n , respectively. In Table 1 , a list of the variables and acronyms used along the paper is provided.
Coordinated cognitive radio network model
As mentioned before, there are two types of CCRN, a CCRN with two sub-networks and a CCRN with three sub-networks. In a CCRN with two sub-networks, the cognitive radio leases the resources to the same system that provides the CR capabilities (i.e., the same primary sub-network is the one that lends the white spaces for the SU usage and, also, leases the channels when requested). In a CCRN with three sub-networks, SUs lease available channels from a third party (i.e., the RS sub-network). It is observed that the three sub-networks approach attains a better performance than the two sub-network one. This result is obvious thanks to the availability of the resources, meaning there are more available resources for the SUs to lease and exploit the CR capabilities. As such, the following leasing strategies are focused on this three sub-networks CCRN scenario. In this work, the following spectrum leasing strategies are studied and analyzed for a CCRN composed of three sub-networks. These spectrum leasing strategies perform as follows: a) Permanent leasing strategy (PLS). The main idea behind this strategy is to permanently rent a fixed number of resources. In this strategy, the SS leases R channels permanently to be used exclusively by the SUs from the RS (Fig. 2 ). This strategy is the simplest of the three and does not require interaction among the sub-networks. However, the main disadvantage of this strategy is the sub-utilization of the channels permanently leased because of a small probability that the SUs use those resources. As such, the cost of implementation/operation is high. b) Dynamical leasing strategy (DLS). If a SU finds all the channels occupied in the PS, the SS dynamically leases a resource from the RS. The intuition behind this strategy is to attempt to rent a channel only when needed and release it as soon as it is no longer required. Note that the SS is able to lease up to R channels (Fig. 3 ). Contrary to the PLS strategy, this strategy require a certain amount of awareness between the SS and the RS sub-networks. The main advantage of this method is that leased channels are always requested when needed; thus, there is no wastage or underutilization of resources. This translates in a cost-friendly system. Contrarily, the main disadvantage of this strategy is that there is no guarantee of the resource availability due to the RUs usage in the RS. It is important to note that it is possible that SUs fail to find idle channels when requesting for leasing resources even if the maximum allowable number of leased channels are not being used. To mitigate the impairment of this strategy, a third one was designed to reduce the dropped SU calls due to the arrival of PUs. c) Anticipated leasing strategy (ALS). The intuition behind this strategy is to attempt renting resources in advance (and release rented resources only when ΔR max Increment in the maximum number of leasing channels.
λ l Arrival rate of primary users to the leasing network.
λ m Arrival rate of primary users to the primary network.
λ n Global arrival rate of secondary users.
λ R Arrival rate of secondary users to the leasing network.
μ l Inverse of the mean service time for primary users of the leasing sub-network.
μ m Inverse of the mean service time for primary users of the primary sub-network.
μ n Inverse of the mean service time for secondary users.
ρ PU Utilization factor for the primary channels.
ρ RU Utilization factor for the channels of the leasing network.
Ω Set of feasible states for the system. a l Transition rate for user of the leasing network.
a m1
Transition rate for primary users without forcing to terminate any secondary user call.
a m2
Transition rate for primary users with at least one secondary user call terminated. a n Transition rate for secondary users. P(l, m, n) Probability of being in the state (l, m, n).
P r Probability of blocking a new secondary user when r + 1 channels are reserved.
P R Probability of admitting a new primary user when a number R + 1 of channels are permitted to be leased.
P bl Blocking probability for users from the leasing subnetwork.
P bm Blocking probability for primary users.
P bn Blocking probability for secondary users.
PLS Permanent leasing strategy.
PS Primary sub-network
P ftn Forced termination probability for secondary users.
PU Primary User of the primary sub-network.
QoS Quality of service.
R
Number of channels allowed to be leased. a preset minimum number of resources is achieved) to increase the probability of having available resource to be used when needed. In this strategy, a channel is leased in advanced when certain events are detected (i.e., whenever a SU or a PU arrives to the PS). The rationale behind this strategy consists in the reduction of the interruption of SU sessions through the enabling of resources that have been leased in advance, thus mitigating the high interruption rates when the PS is in high occupancy. In this way, this strategy seeks to prevent the full usage of resources by the RUs by renting a channel in advance for each arrival event and thus increase the probability of finding available resources when requests are made by the SUs in the RS sub-network. It can be seen that the extra leased channel is not used immediately. Hence, this strategy is subject to resource wastage. The aim of this mechanism is to reduce the dropping probability of a SU call caused by the arrival of a PU. This dynamic spectrum leasing strategy is called practical anticipated spectrum leasing strategy. With respect to this strategy, we are interested in the minimization of the resource wastage (due to the anticipated lease of channels). In this sense, we consider that the minimum resource wastage occurs when a RU of the RS sub-network is about to use a channel and, an instant before this happens, the SS rents a channel. In a real system, it is not possible to achieve the minimum resource wastage because it cannot be predicted when a RU will make use of the resource in the RS sub-network. This limit case is called ideal anticipated leasing approach and is evaluated only for comparison purposes.
Call admission control strategy
In this work, a call admission control strategy where, from the SS sub-network perspective, a real number of r channels of the PS are reserved for exclusive use of interrupted secondary calls. As such, a new secondary arrival is accepted if the following conditions are met: a) With probability 1 when b m m + b n n < =N + R − ⌊r⌋ − b n , i.e., there exist enough available resources in the PS to accept the new secondary call request. b) On the other hand, when there are N + R − ⌊r⌋ − 1 − b n users in the CCRN and a new SU arrives, it is blocked with probability P r = r − ⌊r⌋ and it is accepted with probability (1 − P r ). The symbol "⌊⌋" denotes the floor operation.
On the other hand, a SU uses a leased channel in the following cases: a) A PU arrives to the PS when all the N channels are occupied (and at least one of these channels is occupied by SUs). In this scenario, all the secondary calls using one of these channels are interrupted to make room for the just arriving primary call request. All the interrupted secondary calls look for available rented resources at the RS sub-network. Obviously, available resources are needed at the RS sub-network; otherwise, all (or some) of the interrupted secondary calls are forced to terminate. b) A new SU call arrives and all of the N channels of the PS are in use. In this case, the new secondary call is transferred to the RS subnetwork if there are available channels; otherwise, it is blocked.
At any time, PUs have priority to acquire the channels of the PS that are used by SUs. A PU request is accepted if b m m ≤ N − b m , meaning that there are enough resources to course a PU session; otherwise, it is rejected. When a PU is accepted, and the channels assigned to it are being occupied by calls of SUs, those calls must be relinquished. Every SU call that was preempted is transferred to an idle channel, if available, to resume its transmission. If there are no idle channels in the PS, preempted secondary calls are transferred to the RS and are assigned to idle leased channels. If there are no enough leased channels available to continue the service of the preempted secondary calls, then, part of these calls are forced to terminate.
For the purpose of reducing the resource wastage, if an available channel is detected in the PS and currently there are SU calls being carried on leased channels, one of those calls is transferred to the idle normal channel in order to reduce the occupancy of leased channels. These mechanisms are important when the dynamic spectrum leasing policy is seeking to reduce the cost of leasing a spectrum band.
In order to further illustrate the proposed anticipated leasing strategies, some operational examples are studied next.
In the first part of Fig. 4 , we show a timeline of events in the anticipated leasing strategy for the practical approach. It can be seen that the system conditions are such that there are no available resources in the PS. Hence, when a PU arrives, a SU has to perform a spectrum handoff and searches for channels in the RS sub-network. According to the anticipated strategy, the incoming SU rents a channel and rents also an additional channel in order to guarantee available resources for other SUs arriving in these conditions. As such, at this point, the red line (that indicates the number of rented channels) climbs two steps, but only one of these rented channels is being used (observe the green area that represents the number of rented channels actually being used). Then, when another SU arrives to the system, it uses the previously rented channel and rents in advance another channel. Then, a PU arrives causing another spectrum handoff of a SU. The SU uses the previously rented channel, but the number of rented channels reaches its maximum value R. Hence, beyond this point, it is not possible to rent another channel in advance. After this point, a SU terminates its call. However, there remains an anticipated rented channel. This can also be seen as a delayed release mechanism. After some departures of PUs and SUs, a new SU arrives and it rents another channel in order to anticipate the arrival of another SU. Next, a session of a RU in the RS arrives. It uses one of the available channels, but this also triggers the anticipated rent of another channel. As such, when another RU arrives, it finds no available channels. Note that one channel is not being used at this point, but since it was rented in advance, this RU cannot use it. However, when at the next time a SU arrives, it can use this available channel. Now, the ideal approach is described in the second part of Fig. 4 . In this case, the anticipated rent is triggered just before the arrival of the RU in order to cope with the arrival of a PU that causes a SU to perform a spectrum handoff. Thus, under the ideal anticipated approach, a new SU does not trigger the anticipated channel rent. As such, the time that the SS rents a channel is reduced compared to the practical anticipated approach, i.e., resource wastage of rented channel is minimized. Nonetheless, there is still some time during which the rented channels are not used in order to anticipate the arrival of a SU in spectrum handoff. In this manner, secondary forced termination probability is reduced.
Teletrafic analysis
In this section, a connection-level analytical model for the performance evaluation of CCRN with delay-sensitive traffic is developed. A three-dimensional birth and death process is used to obtain the probability distribution of primary and secondary users in the system. Let us define e = {m, n} and b = {b m , b n } as arrays that represent the number of PUs in the PS and the number of SUs in the SS, and the number of channels required by each type of user, respectively. For analytical purposes and generalization, it is considered that each type of user can have different bandwidth requirements.
For each leasing strategy, the set of feasible states, Ω, can be built as follows:
Permanent leasing strategy
For the PLS, the set of feasible states is given by the following formula:
The first condition in the right side of (1) stablishes that the number of resources in use by PUs and SUs cannot be higher than the total number of resources assigned to the PS and SS sub-networks. The second condition deals with stablishing that the resources used by PUs cannot be higher than the total number of resources assigned to the PS sub-network (since PUs cannot use the leased resources). The third condition guarantees that, considering the use of channel reservation for interrupted secondary calls, the resources used by the SUs can be taken from the ones assigned to the PS and the RS sub-networks. The last condition considers that the number of leased channels by SUs cannot be higher than R. Also, note that the number of leased channels is fixed and equal to R.
Dynamical and anticipated leasing
For the dynamic and anticipated spectrum leasing strategies, the set of valid states is given by the following expression:
where S SU = max(b ⋅ e − N, 0). In (2), (S SU + lb l ) denotes the total number of channels in the RS sub-network used by RUs and SUs. The first condition in the right side of (2) restrains the maximum number of simultaneously used channels for PUs and SUs in the PS and SS sub-networks. The second condition restrains the maximum number of channels used by SUs and RUs in the RS sub-network. The third (fourth) condition bounds the maximum number of simultaneous channels used by ongoing primary (secondary) sessions. The fifth condition limits the maximum number of leasing channels for (new or interrupted) secondary calls.
Contrary to PLS, in this strategy, the number of leased channels is variable. This is reflected in the second condition in the right side of (2). The remaining conditions have the same meaning as in the permanent leasing strategy. Now, the transition rates between valid system states are developed. Note that, for the PLS, the transition rates described in this section are the same as for the DLS with the following differences: for the former, R max = R, because there are always R channels leased permanently, while for the latter, R max = min(R, K − lb l ), because the number of leased channels changes according to the channel utilization of the PS and SS.
When the system is in state (l, m, n), it moves to the following states:
(l + 1, m, n) when a user arrives to the RU subnetwork. This happens with arrival rate a l (l, m, n). For the dynamic leasing scheme, the birth rate is given by (3), while for the anticipated leasing scheme is given by (4) . It can be seen that, for the dynamic leasing scheme, a RU can be accepted only if the total number of channels used by SUs and RUs in the RS sub-network is less than K − b l . c additional condition has to be met: the arrival of a RU is accepted if the total number of ongoing RUs plus ongoing SUs in the leasing network has not exceeded K resources. (l, m + 1,n) when a PU arrives to the PS subnetwork and none of the ongoing secondary calls is forced to terminate. This happens with rate:
In this case, the new primary arrival is accepted if the number of occupied resources assigned to PUs is lower or equal than (N − b m ) and none of the ongoing secondary sessions is forced to terminate, that is, there exist enough resources in either the PS or the RS sub-networks to handle all ongoing SU's calls after the new primary arrival is accepted in the system.
(l, m + 1, n -i) when a PU arrives to the PS subnetwork and at least one ongoing secondary session is forced to terminate. This happens with rate:
In this case, there are not enough resources in the PS and RS sub-networks to handle all the ongoing secondary calls at the moment the new primary request arrives to the system (that is, b ⋅ e > N + R max − b m ).
(l, m, n + 1) when a SU arrives to the CCRN. This happens with rate: a n l; m; n ð Þ¼
A SU session is accepted in the system when there exists enough idle resources in either the PS or RS as noted by the second and third conditions of the first and second rows of the right side of (8) . As mentioned before, because of the fractional reservation mechanism, the incoming SU call is blocked with probability P r = r − ⌊r⌋ and it is accepted with probability (1 − P r ). It is important to note that the resources used by the SUs on the RS sub-network are bounded by R, which denotes the maximum number of leasing channels that can be occupied by SUs on the leasing network.
(l − 1, m, n) when a RU finishes its call. This occurs with rate:
This event happens when there are l ongoing RUs occupying lb l of the K channels in the RS sub-network. Thus, this event will happen with rate lμ l which depends on the actual number of RUs in the system: a higher number of RUs implies a higher death rate. 
This event happens when there are m ongoing PUs occupying (mb m ) of the N channels in the PS sub-network. Thus, this event will happen with rate mμ m which depends on the actual number of PUs in the system: a higher number of PUs implies a higher death rate.
(l, m, n − 1) when a SU finishes its call. This happens with rate:
This event happens when there are n SUs, each one of them occupying b n channels in either the PS or RS. Thus, this event will happen with rate nμ n ; as such, a higher number of ongoing secondary calls implies a higher death rate.
From this description, the balanced equation can be written as:
where rates a l (l, m, n) and d l (l + 1, m, n) are true for the DLS and PLS and P(l, m, n) is the probability in steady state for being in the state (l, m, n). Indeed, for the PLS, there is no impact on the arrival or departure of users in the RS sub-network. Building on this, the blocking probability under the PLS can be computed as:
On the other hand, the blocking probability of RUs, PUs, and SUs under the DLS can be computed by (14) , (15) , and (16), respectively. 
New call blocking occurs when there are no enough resources to carry the service of a certain type of user in the system. Generally, for PUs, new call blocking occurs when all N resources are being used by PUs. New call blocking for SUs occurs when the N + R resources are being used, while new call blocking for RUs occurs when the K resources of the RS sub-network are being occupied either by SUs or RUs.
Forced termination occurs when a SU is interrupted by a PU and cannot be allocated in another channel of either the PS or the RS, that is, when a new primary call arrives to the system, all the resources from the PS and the RS are being used (as denoted in m ≥ 0 ∩ b ⋅ e > N + R max − b m ∩ mb m ≤ N − b m ), and at least there exist one SU in the system, a certain number of SUs will be forced to terminate: ðd
eÞ . Thus, the probability that a secondary call is forced to terminate can be computed by (17) .
As stated before, the PLS is the simplest leasing strategy but has the drawback of the underutilization of the leased resources. Conversely, the DLS and ALS are more complex, but there is a better utilization of the leased resources. In the context of CCRNs, it is important to have a performance metric related to the cost of leasing a channel. This metric is called the cost per Erlang of capacity. To calculate the cost per Erlang of capacity, the average number of channels actually being used (E{L}) needs to be calculated. This is the aim of the following subsections.
a) Dynamic leasing strategy:
For the DLS, the average number of channels being used can be computed by averaging the number of resources rented by the SUs in state (l, m, n) (S R ) and pondering by the probability of being in that state. Mathematically, this parameter can be described as follows:
On the other hand, the arrival rate of SUs to the RS is denoted by λ R and can be obtained by averaging the arrival rates at the state (l, m, n) pondered by their respective state probabilities and taking into account the number of channels that where leased and reserved (I 1 , I 2 ). Mathematically, this arrival rate can be expressed as follows: 
I 1 and I 2 are indicating functions. I 1 (I 2 ) indicates when a channel is being leased every time a primary (secondary) arrival occurs.
From (18) and (19), it is easy to calculate the average time that SUs occupy resources at the RS. This can be done by applying Little's theorem, which states that:
b) Anticipated leasing strategy:
For the practical approach, the average number of channels being used can be computed as follows:
where S R = min(S SU + b n , R) is the number of resources rented by SUs. On the other hand, the arrival rate of SUs to the RU sub-network considering the practical anticipated approach can be computed by
where
In (25) and (26), it can be seen that whenever a PU or a SU is accepted in the PS and resources are still available, an additional channel is requested. From this, it is clear that the additional channel is not used immediately and is assigned to a SU only when needed. Hence, the arrival of a PU or SU triggers this mechanism because both types of events consume idle resources in the PS.
For the ideal approach, the average number of channels being used can be computed as follows:
On the other hand, the arrival rate of SUs to the RU sub-network considering the ideal anticipated approach can be computed as:
When comparing the practical and ideal approach, it should be noted that in the ideal approach, not only a channel does have to be rented upon the arrival of a SU or PU in the PS, but also a channel has to be rented just before the arrival of a RU in the system. Clearly, the implementation of the ideal scenario is not feasible because the arrival of RUs cannot be predicted. However, the ideal scenario is investigated here as an upper maximum theoretical limit to study the best performance of the ALS. Finally, it is important to note that, for the case when r and R take real values, these transition probabilities are different from the ones previously presented. In Appendix, the modified rates are described for the PLS.
On the other hand, it is interesting to analyze and evaluate the case of multiple leasing sub-networks and/or multiple sources of spectrum owners. In the developed analysis of the present paper, a state variable is used to represent the number of users in each considered sub-network (i.e., the number of RUs, PUs, and SUs is represented by state variables l, m, and n, respectively). For the case of multiple leasing sub-networks and/or multiple sources of spectrum owners, the teletraffic analysis can be extended by using one additional state variable to identify the number of users in each additional sub-network: either leasing sub-network or any other considered source of spectrum owner. To determine state transition rates, it is necessary to know the system state, arrival rates to each sub-network, and users' departure rates.
With the aforementioned analysis, it is possible to establish a series of theorems that can describe the behavior of the system in terms of the Erlang capacity. It is important to take into account this behavior to obtain the optimal values of certain parameters that satisfy the QoS of the system. Theorem 1 The Erlang capacity for DLS and ALS monotonically decreases with the offered traffic of the RUs.
Proof Let us consider that, for a given value of the traffic load of the RUs (a RU ), a CRN is operating at the optimal configuration, that is, the CRN uses the optimal number of reserved channels r (opt) such as the offered traffic load of the SUs (a SU (opt) ) is equal to the Erlang capacity of the SS. Under this configuration, the call blocking probability P bn and the forced termination P ftn probabilities of SUs achieve their maximum acceptable values, that is:
The dependency of P bn and P ftn on the offered traffic load of SUs, the offered traffic load of RUs, and the number of reserved channels has been explicitly indicated in (31) .
Let us consider that the offered traffic load of RUs increases from a RU to a RU + Δa RU . Then, the resource occupation in the RS increases; therefore, the probability of finding an available leasing resource decreases.
This phenomenon causes that P bn and P ftn increase above their respective maximum acceptable values, that is:
In order to decrease the values of P bn and P ftn to achieve their maximum acceptable values, it is necessary to decrease the offered traffic load of SUs to a new optimal value a SU (new) and recalculate the new optimal value of reserved channels r (new) . Then,
where a SU (new) < a SU (opt) . Thus, it has been proven that the Erlang capacity of SUs decreases when the offered traffic load of RUs increases.
Theorem 2 As the value of the maximum number of channels allowed being leased (R max ) increases, the achieved Erlang capacity increases as well.
Proof Let us consider the optimal configuration for the system, that is, when the SUs offered traffic load is equal to the Erlang capacity of the SS. Additionally, consider a maximum number of channels allowed to be leased, R max . Then, the call blocking P bn and the forced termination P ftn probabilities of SUs achieve their maximum acceptable values, that is:
Notice that (34) explicitly indicates the dependency of P bn and P ftn on the offered traffic load of the SUs, the offered traffic load of the RUs, and the number of reserved channels.
Let us consider that the maximum number of channels allowed being leased increases from R max to R max + ΔR max , then, the probability of finding available resources for secondary calls increases. Therefore, the blocking and forced termination probabilities of SU tend to decrease below their respective maximum acceptable values, that is:
This means that the SS supports a higher optimal traffic load, a SU (new) , and the optimal value of reserved channels r (new) must be recalculated. Thus:
where a SU (new) > a SU (opt) . Hence, it has been proven that the Erlang capacity of the SUs increases when the maximum number of leasing channels increases.
Results and discussion
The objective of this work is the study and comparison of the PSL, DSL, and ASL strategies; for this reason, a numerical evaluation is presented under different traffic conditions. With this comparison, we are able to benchmark the mathematical models developed in Section 2 in terms of their applicability, preciseness, and robustness. Unless otherwise stated, the system parameters that are used in the plots of this section are the following: M = 15; K = 15; λ l = λ m = λ n = 1/80. Two different values for the utilization factor of the primary channels of the PS (i.e., ρ PU ) are considered: 0.1 and 0.2 (to achieve these values of utilization for the PS a 0.05 blocking probability is considered). Two different values for the mean secondary service time relative to the mean primary service time ratio (i.e., μ m /μ n ) are considered: 1 and 0.1. Two different scenarios relative to the bandwidth requirement for PUs and SUs are considered: the one in which b m = b n and the one in which b m = 3b n (in both scenarios b n = 1). For the secondary QoS metrics, it is considered that the maximum allowed new call blocking probability is equal to 0.02 and the forced terminated probability is equal to 0.002. System performance is evaluated in terms of maximum Erlang capacity, cost per rented resource per achieved Erlang of capacity, and optimal number of reserved channels. Figures 5, 6, 7 , and 8 present the performance evaluation for the permanent leasing strategy (PLS) and our proposed dynamic (DLS) and anticipated (ALS) leasing strategies for different scenarios and system parameters. Specifically, indents (a), (b), and (c) of Figs. 5, 6, 7 and 8 show, respectively, maximum Erlang capacity, cost per rented resource per achieved Erlang of capacity, and the optimal number of reserved channels as function of both utilization factor of primary channels of the leasing network (i.e., ρ RU ) and maximum allowed number of rented channels (i.e., R). The scenario presented in Fig. 5 (i.e., scenario in which ρ PU = 0.1, μ m /μ n = 1, and b m = b n .) is taken as the reference one. On the other hand, Figs. 6, 7, and 8 respectively correspond to the following system scenarios: (i) ρ PU = 0.2, μ m /μ n = 1, and b m = b n ; (ii) ρ PU = 0.1, μ m /μ n = 1, and b m = 3b n ; (iii) ρ PU = 0.1, μ m /μ n = 0.1, and b m = b n ; and (iv) ρ PU = 0.2, μ m /μ n = 0.1, and b m = 3b n . It is important to state that, with regard to the maximum Erlang capacity and optimal number of reserved channels, practical and ideal anticipated leasing strategies have the same performance. Thus, in indents (a) and (c) of Figs. 5, 6, 7, and 8, the plots labeled "anticipated leasing" corresponds to both practical and ideal anticipated leasing strategies.
Indents (a) of Figs. 5, 6, 7, and 8 show that the both ALS and DLS underperform PLS in terms of maximum Erlang capacity, while the ALS outperforms the DLS. This phenomenon is more notorious as both R and ρ RU increase. For instance, considering the reference scenario for the case when ρ RU = 0.9 and R = 4, Fig. 5a shows that the ALS and DLS achieve, respectively, 15% and 25% less traffic than the PLS, while for the same scenario, the ALS achieves 10% more traffic than the DLS. Also, indent (a) of Figs. 5, 6, 7 and 8 confirm that Erlang capacity increases as R increases. On the other hand, indents (a) of Figs. 5, 6, 7, and 8 show that the maximum Erlang capacity achieved by the PLS is insensitive to ρ RU , while the maximum Erlang capacity is a monotonically decreasing function of ρ RU for the ALS and DLS as depicted in Theorem 1. As expected, PLS outperforms the other strategies in the possible achievable capacity because of the availability of the resources, while in the other two, available resources cannot be guaranteed all the time. On the other hand, the price that the PLS has to pay is an elevated cost per rented resource per achieved Erlang capacity. In this sense, indents (b) of Figs. 5, 6, 7 and 8 clearly show that the cost per resource per achieved Erlang capacity (hereafter called simply cost per Erlang) is drastically reduced when the ALS or DLS are employed. This effect is more notorious as R increases. For instance, considering the reference scenario for the case when ρ RU = 0.9 and R = 4, Fig. 5b shows that the cost per Erlang under the ALS and DLS are, respectively, 90% and 95% smaller than the corresponding cost under the PLS. Also of importance, indents (b) of Figs. 5, 6, 7, and 8 reveal that the cost per Erlang slightly increases as R increases when (both ideal and practical) ALS and DLS strategies are considered as described in Theorem 2. This behavior is due to the fact that under these strategies, resources are rented from the leasing network just at the moment they are needed (this applies for both ideal and practical anticipated and dynamic leasing strategies) or they are rented in advance only when the number of busy channels in the PS is in the critical zone (this applies for both ideal and practical anticipated leasing strategies.) On the other hand, from indents (b) of Figs. 5, 6, 7, and 8 and referring to the anticipated and dynamic leasing strategies, it is observed that the cost per Erlang slightly decreases as ρ RU increases. This is an intuitive behavior because as ρ RU increases, the probability that the secondary network acquires (rents) an available resource (when needed) from the leasing network decreases in benefit of cost per Erlang but in detriment of Erlang capacity. Notice from indents (b) of Figs. 5, 6, 7, and 8 that the cost per Erlang is just slightly greater for the anticipated leasing strategies compared against the DLS. In other words, anticipated leasing strategies outperform DLS in terms of Erlang capacity with a negligible penalty in terms of cost per Erlang. Also, indents (b) of Figs. 5, 6, 7, and 8 reveal that our proposed practical ALS achieves nearly the same cost per Erlang compared against the ideal ALS.
On the other hand, from indents (c) of Figs. 5, 6, 7, and 8, it is observed that the optimal number of reserved channels is insensitive to changes in the ρ RU when the PLS is considered. Referring to the DLS, indents (c) of Figs. 5, 6, and 7 reveal that, in general terms, as ρ RU increases, the optimal number of reserved channels increases. This behavior is more evident as R increases, and it can be explained as follows. Under the DLS, as ρ RU increases, the probability that a preempted SU (that did not find available resources in the PS) finds an available resource to be rented from the RS decreases in detriment of forced termination probability, consequently, a greater number of reserved channels is needed to compensate this effect. This leads us to the behavior illustrated in indents (c) of Figs. 5, 6, and 7. On the other hand, the behavior of the optimal number of reserved channels as ρ RU increases under the ALS depends on the particular system conditions. For instance, from Figs. 5c and 6c, it is observed that, for system conditions in which μ m /μ n = 1, b m = b n , and irrespective if ρ RU is equal to 0.1 or 0.2, the optimal number of reserved channels slightly decreases as ρ RU increases under the ALS strategy. This particular behavior can be explained as follows. Under the ALS, as ρ RU increases the probability that the SS rent resources in advance from the leasing network increases in benefit of decreasing the forced termination probability of SUs, consequently, a smaller number of reserved channels for prioritization of ongoing secondary calls over new ones is required. This leads us to the behavior explained above and illustrated in Figs. 5c and 6c. Similar arguments can a b c Fig. 5 Performance of spectrum leasing strategies under the system scenario in which ρ PU = 0.1, μ m /μ n = 1, and b m = b n . a Maximum Erlang capacity, b cost per rented resource per achieved Erlang capacity, and c optimal number of reserved channels as function of R and ρ PU be given to explain the fact that as R increases, the optimal number of reserved channels decreases when the anticipated and permanent leasing strategies are considered under the scenarios represented by Figs. 5c and 6c. Now, let us investigate the effect of the relative value of the mean secondary service time relative to the mean primary service time (i.e., μ m /μ n ). To this end, let us compare Fig. 5 where μ m /μ n = 1 against Fig. 8 where μ m /μ n = 0.1. From the Erlang capacity point of view (Figs. 5a and 8a) , it can be seen that as μ m /μ n changes from 1 to 0.1, the maximum Erlang capacity for each strategy also increases. For instance, for the case when ρ RU = 0.9 and R = 4,
Figs. 5a and 8a show that the Erlang capacity achieved by the PLS, ALS, DLS increases, respectively, 8%, 10%, and 16% as μ m /μ n changes from 1 to 0.1. This behavior obeys to the fact that as μ m /μ n goes from 1 to 0.1, the secondary service times are on average shorter than the primary service times. Thus, in order to achieve the same primary traffic load in both cases, the primary inter-arrival time increases (in the same proportion as μ m /μ n decreases) relative to the mean secondary time and, consequently, the forced termination probability decreases in benefit of both blocking and forced termination probabilities. In this manner, system capacity is improved. This fact implies that fewer Fig. 7 where b m = 3b n . From the Erlang capacity point of view, when comparing Fig. 5a against Figs. 6a, 7a , it is observed that as ρ PU (b m /b n ) changes from 0.1 (1.0) to 0.2 (3.0), the maximum Erlang capacity achieved by the different spectrum leasing strategies decreases. This is an expected behavior because when either ρ PU or b m /b n increases, the forced termination probability of secondary sessions increases in detriment of the Erlang capacity. This also implies that a greater number of reserved channels are required to satisfy the required QoS for the SUs as it is shown in Figs. 6c and 7c (compared against Fig. 5c ).
Conclusions
In this work, two dynamic spectrum leasing strategies with anticipated resource leasing are proposed to control the effects of the random nature of resource availability in coordinated cognitive radio networks with fixed-rate a b c Fig. 7 Performance of spectrum leasing strategies under the system scenario in which ρ PU = 0.1, μ m /μ n = 1, and b m = 3b n . a Maximum Erlang capacity, b cost per rented resource per achieved Erlang capacity, and c optimal number of reserved channels as function of R and ρ PU traffic and hard-delay requirements. It is also important to remark that, although our numerical results are extracted for particular scenarios, with a certain set of parameter values, our contribution reveals important design aspects to be considered when leasing strategies are employed to mitigate the effect of the unpredictable nature of channel availability in cognitive radio networks with real-time traffic. It was shown that the proposed anticipated leasing strategy outperforms the dynamic leasing strategy in terms of maximum achieved Erlang capacity, without a significant penalty in terms of cost per rented resource per Erlang. Moreover, we found that anticipated and dynamic leasing strategies drastically reduce the cost per rented resource per Erlang relative to the permanent leasing strategy. Numerical results reveal that system performance strongly depends on both the mean secondary service time relative to the mean primary service time and the value of bandwidth requirement of both primary and secondary users. These sensitive issues have to be considered to adequately dimension and optimize cognitive radio networks with real-time traffic.
Endnotes
1 Erlang capacity is defined as the maximum carried traffic that can be achieved by a given strategy in such a way that the different QoS requirements are met. 2 End-to-end QoS provisioning can be divided into two parts: QoS in the local (wireless) domain and QoS in the backbone domain. Since system impairments across the connection of the delay-sensitive application are cumulative, the required QoS at the local domain is determined by the QoS achieved at the backbone domain. After extraction of possible QoS values achieved at the backbone domain, the remaining QoS budget for the local domain is, in general, quite limited [34] .
Appendix
It is important to consider the behavior of the system when the leasing and the reservation are both real numbers. For that motive, in this appendix, we take the Permanent Leasing Strategy, because it is the simplest one, and modified to illustrate the appropriate changes needed compared to the transition rates presented in Section 2.2. It is important to notice that for the dynamic leasing strategy, the mathematical analysis is similar. In this analysis, the following probabilities are considered: P r and P Rdefined as (A.1) represent the probability that a SU is using an extra reserved channel when there are r reserved channels, while (A.2) represent the probability that a SU is using an extra-leased channel when there are R leased channels.
The valid states space is given by:
ðA:3Þ
The arrival of a PU occurs with a rate: 
ðA:4Þ
Take notice that when the R leased channels are being used, a new PU can be accepted with a probability P R , guaranteeing that no SU is interrupted. On the other hand, the case when a PU arrives and i SUs are forced to terminate happens with rate: ðA:5Þ
The acceptance of a new SU session is bounded by the availability of leased and reserved channels. Because of that, it is possible to have multiple outcomes:
A SU is admitted while there are ⌊R⌋ channels rented and ⌊r⌋ channels reserved; it will happen with a (1 − P R ) probability. A SU is admitted while there are ⌊R⌋ channels rented and ⌊r⌋ + 1 channels reserved; it will happen with a (1 − P R ) (1 − P r ) probability. A SU is admitted while there are ⌊R⌋ + 1 channels rented and ⌊r⌋ channels reserved; it will happen with a P R probability. A SU is admitted while there are ⌊R⌋ + 1 channels rented and ⌊r⌋ + 1 channels reserved; it will happen with a P R (1 − P r ) probability.
In summary the arrival of a SU happens with rate: a n m; n ð Þ¼ λ n ; n≥ 0∩b Á e ≤ N þ R b c− r b c−1−b n 1−P r þ P r P R ð Þ λ n ; n≥ 0∩b Á e ¼ N þ R b c− r b c−b n P R 1−P r ð Þλ n ; n ≥ 0∩b Building on this, the blocking probabilities for PUs and SUs are given by: and the secondary forced termination probability can be computed as follows:
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