This paper describes an algorithm, called SEQUITUR, that identifies hierarchical structure in sequences of discrete symbols and uses that information for compression. On many practical sequences it performs well at both compression and structural inference, producing comprehensible descriptions of sequence structure in the form of grammar rules. The algorithm can be stated concisely in the form of two constraints on a context-free grammar. Inference is performed incrementally, the structure faithfully representing the input at all times. It can be implemented efficiently and operates in time that is approximately linear in sequence length. Despite its simplicity and efficiency, SEQUITUR succeeds in inferring a range of interesting hierarchical structures from naturallyoccurring sequences.
Introduction
Data compression is an eminently pragmatic pursuit:
by removing redundancy, storage can be utilised more efficiently. Identifying redundancy also serves a less prosaic purpose-it provides cues for detecting structure. This paper describes an algorithm that excels at both data compression and structural inference. This algorithm is implemented in a system called SEQUITUR that deals efficiently with sequences containing millions of symbols.
SEQUITUR takes a sequence of discrete symbols and produces a set of hierarchical rules that rewrite it as a context-free grammar. Although we refer to it as a 'grammar,' the result involves no generalization: it is a hierarchical structure that is capable of generating just one string, namely the original sequence. For relatively unstructured sequences such as natural language text, the top-level rule is very long, perhaps 10-20% as long as the original sequence, whereas all the other rules are fairly short, with only two or three symbols each. This is because the top-level rule contains the non-repetitive residue from the sequence after all of the compressive information has been factored out.
This technique performs well as a data compression scheme. Because it detects and eliminates redundancy, and represents structure hierarchically, it outperforms other dictionary techniques and, on very large or highly structured sequences, also outperforms standard statistical techniques. However, the raw grammar is not itself dramatically smaller than the original input, at least for sequences such as natural language text. To realize its latent compressive potential it is necessary to encode the grammar in a fairly sophisticated manner.
The algorithm is technically interesting for four reasons. First, it can be stated very concisely, in the form of two constraints on a context-free grammar.
Second, it operates in time that is approximately linear with the length of the sequence-a property that we take for granted in compression algorithms but which is rare in grammatical inference. Third, the concise description of the algorithm permits a compact, intuitively appealing, proof of its efficiency. Fourth, inference is performed incrementally, so that the structure faithfully reflects the original at all points during processing.
Despite its simplicity and efficiency, SEQUITUR succeeds in inferring a range of interesting hierarchical structures from naturally-occurring sequences, and we describe structural inference from sequences in three different languages. The technique has also been demonstrated to produce instructive explanations of structure in computer programs and recursive grammars, and to optimise graphical rendering.
Moreover, it is possible to use the system of rules as a basis for generalization and thereby generate an even more compact generalized grammar which can, for semi-structured sequences, provide even better explanation and compression. This work bears similarity to Wolff's (1980) MK10 system, but SEQUITUR's computational efficiency allows it to make inferences from significantly longer sequences. This paper proceeds as follows. We begin by describing the algorithm in terms of the two constraints that underlie it. Because of the dual objectives of the SEQUITUR system-explanation and compression-we evaluate it in two ways: qualitatively by examining the structures that it infers from several sequences, and quantitatively with respect to its compression performance on a standard corpus and on several other structured sequences. Finally, we describe an extended case study of how the rules produced by SEQUITUR can be generalized into a true grammar by detecting discontiguous dependencies. This produces a more compact structural description that can result in extremely high compression performance. NevillManning (1996) contains more information about all aspects of SEQUITUR and its application, and the system itself can be used interactively at http://www.cs.waikato.ac.nz/sequitur .
Forming a hierarchy of repetitions
SEQUITUR produces a grammar based on repeated phrases in the input sequence. Each repetition gives rise to a rule in the grammar, and is replaced by a nonterminal symbol, producing a more concise representation of the sequence. It is the pursuit of brevity that drives the algorithm to form and maintain the grammar, and, as a by-product, provide a structural explanation of the sequence.
For example, at the left of Figure 1a is a sequence that contains the repeating string bc. Note that the sequence is already a grammar-a trivial one with a single rule.
To compress the sequence, a new rule A → bc is formed, and both occurrences of bc are replaced by A.
The new grammar is shown at the right of Figure 1a .
The sequence in Figure 1b shows how rules can be reused in longer rules. It is formed by concatenating two copies of the sequence in Figure 1a . 
Digram uniqueness
When a new symbol is observed, it is appended to rule The hierarchy is formed and maintained by an iterative process: the substitution of A for bc resulted in the new digram aA, which was itself replaced by B. For larger sequences, these changes ripple through the grammar, forming and matching longer rules higher in the hierarchy.
Rule utility
Until now, the right-hand sides of rules in the grammar have contained only two symbols. Longer rules are formed by the effect of the rule utility constraint, which ensures that every rule is used more than once. Figure 2d demonstrates the formation of a longer rule. Removing B means that rule C now contains three symbols. This is the mechanism for creating long rules:
form a short rule temporarily, and if subsequent symbols continue the match, allow a new rule to supersede the shorter rule, and delete the shorter rule.
Efficient implementation
This simple algorithm-two constraints triggering two responses-can be implemented efficiently, and processes sequences at about two million symbols per minute on a workstation.
The basic operations involved are:
• appending a symbol to rule S;
• using an existing rule;
• creating a new rule;
• deleting a rule.
Appending a symbol involves lengthening rule S. 
Qualitative evaluation in terms of explanation
Figures 4, 5 and 6 show three structures discovered from language, music and the output of a biological modelling system respectively. We describe each in turn.
SEQUITUR was used to infer the morphological structure of English, French and German versions of the Bible. The original texts are between 4 and 5 million characters long, and the resulting grammars consist of about 100,000 rules and 600,000 symbols.
As noted earlier, the first rule, rule S, is very long, whereas all the others are fairly short. In these grammars, rule S contains about 400,000 symbols, accounting for two thirds of the total size of the grammar. In order to model the topology and growth patterns of living things, Aristid Lindenmayer created a class of rewriting systems called L-systems (Lindenmayer, 1968) which excel at capturing fractal graphical structure. The L-system in Figure 6a evaluates to the sequence in Figure 6b , which, when interpreted as LOGO commands, draws the plant in Figure 6d . From this sequence SEQUITUR produces the grammar in Figure 6c , which reflects the self-similarity of the sequence at different levels in the similarity of rules S, B and D . This grammar can be used to infer the original recursive L-system by unifying similar rules. It can also be used to form a graphical hierarchy that can significantly optimise graphical rendering.
Quantitative evaluation in terms of compression
The two constraints-digram uniqueness and rule utility-ensure that redundancy due to repetition is eliminated from a sequence. Digram uniqueness eliminates a repetition of two symbols by forming a rule that both occurrences can reference. Rule utility eliminates superfluous rules when repetitions continue for longer than two symbols.
The novel Far from the Madding Crowd by Thomas
Hardy is a benchmark sequence for data compression schemes. As expressed in the file book1 as part of the Calgary corpus (Bell et al., 1990) , it is 768,771 bytes Unfortunately, the alphabet from which symbols are drawn is greatly expanded, since names for 27,000 rules must be added. Simply numbering rules with codes like '#42' (for the forty-second rule) turns a reduction to 25% in symbol count into an expansion to 150%. Of course, the distribution of symbols will be highly skewed, and symbol counts are an extremely poor indicator of compressibility.
We will describe two methods for encoding SEQUITUR's grammar. The first is straightforward but performs poorly, while the second outperforms a good macro compressor, gzip, and rivals a good statistical compressor, PPMC.
Simple encoding method
To encode the grammar, we dispense with the textual representation and consider transmitting it as a sequence of symbols from a large alphabet, encoding each according to its probability of occurrence. A symbol that occurs with probability p can be encoded in log 2 p bits, and arithmetic coding is a practical method that can approach this bound arbitrarily closely in the limit (Moffat et al., 1995) . Statistical methods such as PPM that use arithmetic coding condition the probability of a symbol on the preceding symbols (Cleary and Witten, 1984 In principle, SEQUITUR should be able to rival the best dictionary schemes, because forming rules is similar to forming a dictionary. Furthermore, since SEQUITUR stores its dictionary as a hierarchy it should be capable of outperforming other dictionary techniques. We now describe how this can be achieved by sending the grammar implicitly.
Implicit encoding method
Rather than sending a list of rules, it is better to adopt an implicit encoding technique that sends the sequence, and whenever a rule is used, transmits sufficient information to the decoder for it to reconstruct the rule.
Because rule S represents the entire sequence, this is tantamount to sending rule S and transmitting other rules as they appear. When a non-terminal is encountered in rule S, it is treated in three different ways depending on how many times it has been seen.
The first time it occurs, its contents are sent. At this point, the decoder is unaware that the symbols will eventually become a rule. On its second occurrence, a pointer is sent that identifies the contents of the rule that was sent earlier. The pointer consists of an offset from the beginning of rule S and the length of the match, similar to the pointers used in LZ77 (Ziv and Lempel, 1977) . At the decoding end, this pointer is interpreted as an instruction to form a new rule, with the target of the pointer comprising the contents of the rule. The decoder numbers rules in the order in which they are received, and the encoder keeps track of this numbering. On the third and subsequent occurrences of the non-terminal, this number is used to identify the non-terminal.
The advantage of this approach is that the first two times a rule is used, the non-terminal that heads it need not be sent. For example, under the previous scheme, a rule that is used twice is transmitted by sending two non-terminals, the rule contents, and an end-of-rule marker. Under the new scheme, only the contents and a pointer are necessary. Furthermore, rules are sent only when they are needed. If the grammar were processed rule by rule, starting with rule S, rules would either be encountered before they were referenced, in which case a code would be reserved unnecessarily, or referenced before they were sent, in which case the decoder's reconstruction of the sequence would be delayed.
Sending the grammar for book1 implicitly yields a compression rate of 2.82 bpc. This is better than the other dictionary techniques, and only 12% worse than PPMC.
The sequence in Figure 1b 
.
Comparison with macro schemes
The phrases that are discovered improve on the dictionaries of macro-based compression schemes in four ways. First, the dictionary is stored hierarchically, using shorter dictionary entries as part of longer ones. Second, there is no window to reduce searching time and memory usage at the expense of forgetting useful repetitions. Third, the length of dictionary entries is not limited. Fourth, there are no unnecessary phrases in the dictionary. Each of these advantages is expanded below.
Using a hierarchical representation for the dictionary means that rules can be transmitted more efficiently.
The saving comes from the smaller pointer needed to specify both the start of the repetition and its length.
Because rules properly contain other symbols-i.e.
they do not overlap other non-terminals-the number of places a rule can start is reduced to the number of symbols currently in the grammar. Furthermore, the length of the repetition is expressed in terms of the number of terminal and non-terminal symbols that it spans, rather than the number of original terminals. This means that the length will usually be shorter than the corresponding length specified relative to the original sequence. This corresponds to Storer and Szymanski's (1982) compressed pointer macro classification.
The lack of a finite window for pointer targets has several ramifications. First, it undoes some of the improvement achieved by using a hierarchical dictionary, because it allows a greater number of targets for pointers. Second, the lack of windowing usually means that memory usage and search time both grow. SEQUITUR's memory usage is linear in the length of the input string: this is unavoidable given the basic design of the algorithm. However, SEQUITUR's linkedlist data structures and digram indexing scheme mean that the average search time is bounded. The advantage of the lack of a window is that all repetitions can be detected, no matter how far they are separated.
LZ78 (Ziv and Lempel, 1978) techniques add items to the dictionary speculatively-a particular entry is not guaranteed to be used. This saves the cost of specifying which phrases should be included in the dictionary, but means that the codes assigned to unused entries are wasted. SEQUITUR only forms a rule when repetitions occur, combining the LZ77 policy of specifying a repetition only when needed with the LZ78 technique of maintaining a dictionary. Furthermore, LZ78
techniques grow the dictionary slowly, whereas SEQUITUR can send a rule of any length in one step.
This does not always result in superior compression, as the results in the next section illustrate.
Compression performance
The results for four compression methods-compress, gzip, the standard implementation of P P M C and SEQUITUR-for the Calgary corpus are shown in 
Discontiguous dependencies in semi-structured text
Thus far, we have discussed how the repetition of contiguous subsequences of symbols can be detected and exploited. In realistic settings, relationships occur between symbols, and between subsequences, that are not adjacent to each other. We introduce here a particular kind of input, semi-structured text, which is ubiquitous and generally exhibits this kind of dependency quite strongly.
We define semi-structured text as data that is both readable by humans and suitable for automatic processing by computers .
A widespread example of this is the hypertext markup language HTML. This consists of free text interspersed with structural information specified by markup tags.
Tags are drawn from a limited set of reserved words, and the sequence of tags throughout a document is intended to conform to a prescribed grammar. Two kinds of sequence therefore coexist: at one level there is relatively unpredictable free text, whereas at another the markup is highly structured.
The situation is even more pronounced in some semistructured databases. In the remainder of this section we will study two genealogical databases maintained by the Latter Day Saints Church: the International Genealogical Index, which stores birth, death and marriage records, and the Ancestral File, which stores linked pedigrees for families all over the world. The former contains the records of over 265 million people while the latter contains records for over 21 million;
they are growing at a rate of 10% to 20% per year. however, gives an impression of regularity which is slightly misleading. For most of the informationbearing fields such as NAME, DATE, and PLACE, there are records that contain free text rather than structured information. For example, the last line of Figure 7 shows a name given with an alternative. The DATE field might be 'Abt 1767' or 'Will dated 14 Sep 1803.'
There is a NOTE field (with a continuation line code) that frequently contains a brief essay on family history. Nevertheless, the tags such as NAME and DATE and the level numbers at the beginning of each line are strongly related, and certain template structures do recur. The purpose of this section is to show how such regularities can be exploited.
Learning the structure of the genealogical database
The data was presented to SEQUITUR as a sequence of words, where words were viewed as sequences of characters delimited by a single space (thus words sometimes began with spaces). The dictionary was encoded separately from the word sequence, which was represented as a sequence of numeric dictionary indexes. The input comprised 1.8 million words, and the dictionary contained 148,000 unique entries. The grammar that SEQUITUR formed had 71,000 rules and 648,000 symbols, 443,000 of which were in the toplevel rule. The average length of a rule (excluding the top-level one) was nearly 3 words.
Examination of SEQUITUR's output reveals that significant improvements could be made quite easily by making small changes to the organisation of the input file. We first describe how this was done manually, by using human insight to detect regularities in SEQUITUR's output; next, we show how the grammar can be interpreted; and finally, we show how the process of identifying such situations can be automated.
Manual generalisation
Of the dictionary entries, 94% were codes used to This is now the only place that INDI occurs in the grammar.
Overall, this strategy halves the number of rules in the grammar, the length of the top-level rule, and the total number of symbols. Figure 8 shows nine of the 35,000 rules in SEQUITUR's grammar for the sequence with generalised codes, renumbered for clarity. Rule is the second most widely used rule in the grammar: it appears in 261 other rules. 2 The other eight rules are all those that are referred to, directly or indirectly, by rule : Figure 8b 2 The most widely used rule is 2 PLAC, which occurs 358 times, indicating that the text surrounding the place tag is highly variable. However, the structure of the rule itself is uninteresting.
Interpreting the grammar
shows the hierarchy graphically. The topmost line in As for the usage of this rule, Figure 8c shows part of rule S. Here, rules have been expanded for clarity:
parentheses are used to indicate a string which is generated by a rule. This part of the sequence consists mainly of rule in combination with different names. Separate rules have been formed for rule in combination with common first names.
Automatic generalisation
In order to automate the process of identifying situations where generalisation is beneficial, it is first necessary to define the precise conditions that give rise to possible savings. In the case described above, the rule INDI ↵1 AFN occurred many times in the grammar, and accounted for a significant portion of the compressed file.
Conditioning this phrase on a prior occurrence of ↵0 greatly increases its predictability. The problem is that other symbols may be interposed between the two. One heuristic for identifying potential savings is to scan the grammar for pairs of phrases where the cost of specifying the distances of the second relative to the first (predictive coding) is less than the cost of coding the second phrase by itself (explicit coding). The bottom half of Figure 9 shows a more complex example, where two As appear with no intervening B, and a B occurs with no preceding A. The first situation is flagged by a distance of ∞, and the second is handled by encoding B using explicit coding.
Algorithm for automatic generalisation
The procedure for identifying useful generalisations considers every pair of symbols as a candidate for generalisation, where symbols include both terminals and non-terminals; thus the algorithm is quadratic in the number of rules. It works as follows. Next, for each pair of unique symbols, one symbol is chosen as the predictor and the other as the predicted symbol. The gaps between the two are calculated as in Figure 9 , and the total number of bits required to encode the predicted symbol using both explicit and predictive coding is calculated. Then the predictive/predicted roles are reversed, and the savings are recorded in the corresponding cell in a matrix of symbol-symbol pairs. Once this calculation has been performed for all symbol pairs, those with greatest savings are turned into generalisations. Table 2 shows the top ranking pairs of phrases, the number of bits required for the predicted symbol with the explicit coding, the number of bits required using predictive coding, and the total savings relationships between them, the database template structure has been discovered. This is possible because of the reliable statistics that a large sample provides. In the next section, we will see that these inferences significantly increase compression performance.
Compressing semi-structured text
The genealogical databases are currently stored using a scheme that performs special-purpose compression designed specifically for this particular format, and compresses a typical excerpt to 16% of its original size.
(Because we do not have access to the compression system, exact figures are not available for this excerpt.) Table 3 shows the results of several compression programs on the 9 MB sample. With the sole exception of MG , these compression programs do not support random access to records of the database, and are not suitable for use in practice because random access is always a sine qua non for information collections of this size.
The first block of Table 3 The next block of Table 3 summarises the performance of some word-oriented compression schemes. These schemes split the input into an alternating sequence of words and non-words-the latter comprising white space and punctuation. WORD uses a Markov model that predicts words based on the previous word and non-words based on the previous non-word, resorting to character-level coding whenever a new word or nonword is encountered (Moffat, 1989) . We used both a zero-order context (WORD-0) and a first-order one (WORD-1). MG is a designed for full-text retrieval and uses a semi-static zero-order word-based model, along with a separate dictionary . In this To compress the database using SEQUITUR, the sequence of word numbers is compressed using the encoding described in Section 4.1. The dictionary was compressed in two stages: front coding followed by PPMC. Front coding (Gottlieb et al., 1975) involves sorting the dictionary, and whenever an entry shares a prefix with the preceding entry, replacing the prefix by its length. For example, the word baptized would be encoded as 7d if it were preceded by baptize, since the two have a prefix of length 7 in common. A more principled dictionary encoding was also implemented, but failed to outperform this simple approach.
The grammar, when encoded using the method described above, was 1.07 Mb in size. The dictionary compressed to 0.11 Mb, giving a total size for the whole text of 1.18 Mb, as recorded at the top of the bottom block of Table 3 . This represents almost eight to one compression, some 20% improvement over the nearest rival, PPMC.
Generalising the codes, as described in Section 5.2, halves the number of rules in the grammar, the length of the top-level rule, and the total number of symbols.
The compressed size of the grammar falls from Table 2 Predictions based on part of the GEDCOM database Table 3 Compression rates of various schemes on the genealogical data a Sequence Grammar Table 3 Compression rates of various schemes on the genealogical data
