Motor behaviour results from information processing across multiple neural networks acting at all levels from initial selection of the behaviour to its final generation. Understanding how motor behaviour is produced requires identifying the constituent neurons of these networks, their cellular properties, and their pattern of synaptic connectivity. Neural networks have been traditionally studied with neurophysiological and neuroanatomical approaches. These approaches have been highly successful in particularly suitable 'model' preparations, typically ones in which the numbers of neurons in the networks were relatively small, neural network composition was unvarying across individual animals, and the preparations continued to produce fictive motor patterns in vitro. However, analysing networks without these characteristics, and analysing the complete ensemble of networks that cooperatively generate behaviours, is difficult with these approaches. Recently developed molecular and neurogenetic tools provide additional avenues for analysing motor networks by allowing individual or groups of neurons within networks to be manipulated in novel ways and allowing experiments to be performed not only in vitro but also in vivo. We review here some of the new insights into motor network function that these advances have provided and indicate how these advances might bridge gaps in our understanding of motor control. To these ends, we first review motor neural network organisation highlighting cross-phylum principles. We then use prominent examples from the field to show how neurogenetic approaches can complement classical physiological studies, and identify additional areas where these approaches could be advantageously applied. Introduction A major challenge for neuroscience is to determine how central nervous system (CNS) activity is causally related to behaviour. Motor behaviours are generated by task-specific CNS neural networks. These networks are highly advantageous systems for studying the organisation, information processing, and function of CNS neural networks because their outputs are directly measurable and thus their responses to changing internal state (for example, motivation) and external sensory inputs can be easily assessed. Work over the last century has identified many principles of motor network organization, and the roles of sensory feedback and modulation in regulating motor network activity, both of which have many features that are common to both invertebrates and vertebrates.
Introduction
A major challenge for neuroscience is to determine how central nervous system (CNS) activity is causally related to behaviour. Motor behaviours are generated by task-specific CNS neural networks. These networks are highly advantageous systems for studying the organisation, information processing, and function of CNS neural networks because their outputs are directly measurable and thus their responses to changing internal state (for example, motivation) and external sensory inputs can be easily assessed. Work over the last century has identified many principles of motor network organization, and the roles of sensory feedback and modulation in regulating motor network activity, both of which have many features that are common to both invertebrates and vertebrates.
There are also similarities in CNS development between invertebrates and vertebrates. The overarching organization of the CNS and its regional specializations is determined by the intersections of rostrocaudal and dorsoventral oriented signalling systems which establish a grid-like set of positional cues. Studies in fly (Drosophila) and mouse (Mus) using combinations of neuroanatomical and molecular genetic tools have identified key developmental genes whose differential expression defines the anterior-posterior neuroaxis. The genes orthodenticle (otd/Otx) and empty spiracles (ems/Emx) specify the anterior part of the CNS; the Pax2/5/8 genes are expressed mid-animal; and a highly ordered expression pattern of conserved homeotic (Hox) genes defines the posterior part [1] . Studies of mediolateral neural patterning and neuron-type distribution in developing trunk central nervous systems have similarly found common mechanisms used in both annelids and vertebrates ( Figure 1 ) [2] .
Once CNS regions have been established, a large diversity of neural cell types with distinct morphologies, electrophysiological properties, axonal trajectories, synaptic specificities, and neurotransmitters is then generated in each region. The details and regulation of this neural cell type development, particularly with respect to the origin of the various types, can differ between vertebrates and invertebrates [3] [4] [5] . Nonetheless, the data strongly suggest that, with respect to gross CNS development, invertebrates and vertebrates both continue to use the same mechanisms as those used originally in their common ancestral urbilaterian.
We summarize below our present knowledge of motor network function in vertebrates and invertebrates and provide specific examples of how neurogenetic approaches provide novel opportunities for understanding neural network organisation, function, and action. We hope that such a broad, cross-phyla approach, covering techniques and concepts that have been successfully applied in multiple systems, will encourage further application of these new approaches. Combined physiological and neurogenetic approaches allow researchers to address issues in motor control that cannot be resolved using either discipline alone. We hope this review will encourage increased cross-discipline investigations of motor control using both these approaches.
Organisation and Operation of Sensory-Motor Integration
Movements are produced by multiple neural networks, including high-level networks that 'decide' if movement is appropriate, those that determine the general characteristics of the movement (for example, direction, limb or body velocity), and the (often segmental) neural networks that generate the detailed motor neuron activity that drives the locomotor organs (typically muscles). The mechanisms underlying the activity of some of these networks, especially networks that continue to function when isolated from the animal and that are composed of relatively small numbers of neurons, have been intensively investigated (for example, [6, 7] ). Although necessarily limited to a small number of preparations (see below), this work has revealed several general principles of motor system function present in both invertebrates and vertebrates.
Motor Neural Network Organisation in Vertebrates and Invertebrates
Many movements -for example, locomotion, grooming, chewing, saccades, swallowing, respiration -are more or less rhythmic. These movements are generated by CNS neural networks known as central pattern generators (CPGs; Figure 2A ,B), located close to the musculoskeletal system they control. For example, vertebrate locomotory CPGs are located in the spinal cord ( Figure 2A) . In lower vertebrates, such as lamprey, segmentally repeated and strongly interconnected CPGs along the length of the spinal cord rhythmically activate each segment's myotomal muscles during swimming [8] . In higher vertebrates, such as cat and turtle, each leg's locomotory CPG is located in spinal segments close to the limbs whose muscles they innervate (cervical spinal cord for the fore limbs, lumbar for the hind; summarized in [9, 10] ).
The CPGs for vertebrate chewing, swallowing, and saccadic eye movements are located in the brain stem near the organs whose movements they control; the respiratory CPG, located distant from the diaphragm in the brain stem, is an exception, possibly due to the need to coordinate breathing with other brain stem-mediated movements (Figure 2A ; see legend for further examples and references). This situation is paralleled in arthropods, for example insects ( Figure 2B ), with the CPGs for crawling, flight, grooming, stridulation, walking, rocking, and stomach movements being located in segmental (in some species, fused) ganglia of the thoracic nerve cord or other ganglia relatively close to the organs that generate the movements ( Figure 2B ; see legend for further examples and references).
The neurons and synaptic connectivities of a number of CPGs have been described, in particular those underlying respiration [11] and saccades [12] in mammals; swallowing, chewing, and food processing in crustaceans [13, 14] ; the leech heartbeat [15] ; swimming in lamprey [7] (Figure 2C ), Xenopus tadpole [16] , leech [17] , and mollusc (Clione [18] , Tritonia [19, 20] ; Figure 2D ), and locust flight [21] . This work has shown that CPGs in vivo are in all cases modulated and can autonomously generate a basic motor output, although in some cases they require activation, by descending inputs from neurons, which are not themselves patterngenerating elements. CPGs therefore often produce rhythmic activity in semi-or completely isolated conditions which shows marked similarity to in vivo motor neuron activity and is therefore called a 'fictive motor pattern' [22] . This autonomy has been a major advantage in describing the mechanisms of pattern generation in these networks and in relating them to their function in vivo.
The lamprey and tadpole spinal swim CPGs were the first to be described on the cellular level in vertebrates and are excellent examples of autonomous rhythmic networks [7, 23] . Swimming in these animals consists of a caudallydirected series of left-right alternations of muscular contractions. In both animals ( Figure 2C ) each nerve cord segment contains all the neural elements necessary to generate that body segment's right-left alternating activity. Segmentally repeated CPGs each capable of generating the segment's (in this case, dorsal-ventral) alternations also underlie leech swimming.
These two-phase rhythms are similar to the alternating activity that occurs at single limb joints during locomotion. Considerable evidence from legged lower vertebrates and insects suggests that each pair of alternatively active muscles similarly has its own locomotory CPG. For instance, in mudpuppy [24] , turtle (reviewed in [10, 25] ) and mammals [26] , segmental CPGs in the cervical spinal cord drive individual sets of front leg muscles. In the stick insect (reviewed in [27] ), each thoracic segment's ganglion contains at least three CPGs, each of which controls one of the three main joints of that segment's leg [28] (Figure 3A) . Rhythmic motor patterns produced by multi-segmented locomotor organs are thus likely generated by the concerted action of multiple CPGs in both vertebrates and invertebrates [29] , a concept advanced 30 years ago [22] that still underlies many contemporary ideas on locomotor network organisation [30] .
In both lamprey and tadpole, the rhythmic activity of each segment's CPG is generated by ipsilateral glutamatergic The cerebral cortex primarily mediates fine motor control, for example hand and finger movements. Hypothalamic networks regulate feeding and drinking. Red dots indicate brainstem CPGs for respiration, chewing, swallowing, and eye movements [145] and spinal cord CPGs for grooming and locomotion. Open circles indicate spinal swimming CPGs in lower vertebrates such as lamprey [7, 9] . (Adapted with permission from [146] .) (B) Dorsal view of typical arthropod (insect) nervous system. Brain networks generate antennal movements. Suboesophageal ganglion CPGs generate head movements and chewing [147] (food processing CPGs in crustaceans are in the stomatogastric nervous system located on the stomach [148] ). The ganglia of the thoracic cord (in some species fused) contain the crawling [149] , grooming [150] , rocking (a predator avoidance behaviour) [151] , walking [152] [153] [154] , flight [155] and stridulation [156] CPGs. The abdominal cord contains egg laying [157] and respiratory [158] CPGs. (Adapted with permission from [159] .) (C) Lamprey swimming (left) and segmental spinal swim CPGs (right). All neuron symbols denote populations. Excitatory interneurons (EIN) excite each other, glycinergic interneurons (CC-I) that cross the midline to inhibit all contralateral neuron types, and myotomal (mMN) motor neurons. Contralateral descending intersegmental interneurons (dashed lines) excite fin motor neurons (fMN). (D) Tritonia swimming and CPG. Left: top, animal; bottom, the two phases of the swimming movement (modified from [160] ). Right: the CPG (excitatory synapses, triangles; inhibitory synapses, circles; multicomponent synapses, triangles and circles). The VSI, DSI, and C2 interneurons drive the ventral and dorsal motor neurons in alternation to produce the biphasic swimming movements. CPG activity is initiated by converging sensory input onto interneuron DRI, which then excites the DSI interneurons, which in turn activate C2. Mutual inhibition between the VSI and DSI is important for neural activity patterning [19, 54] .
interneurons in each left and right hemisegment that excite both each other ( Figure 2C ) [31, 32] and ipsilaterally projecting motoneurons [16, 25, 33] . These interneurons also activate glycinergic interneurons that inhibit neurons in the contralateral hemisegment and thus prevent simultaneous contraction of both sides of the body (for reviews see [7, 34, 35] . Alternation of the two hemisegments is generated by the additional contribution of intrinsic properties of the CPG component neurons.
The available data indicate that analogous combinations of synaptic interconnectivity (for example, reciprocal inhibition) and intrinsic cellular properties underlie the activity of all vertebrate spinal locomotor networks [10, [35] [36] [37] [38] [39] [40] [41] [42] and many invertebrate CPGs, including leech heartbeat [15] , molluscan swimming [43] , crustacean walking [44] and stomatogastric movements [13, [45] [46] [47] , and insect walking [48] . For example, in the Tritonia swimming CPG ( Figure 2D ; initially described by [19] ) excitatory connections between neurons -the excitatory pathway 'DRI-DSI-C2' and the reciprocal excitatory connections between the three 'DSIs' -and mutual inhibitory connections (the 'VSI-DSI' synapses) work in concert to produce the alternating dorsal and ventral flexions that form the basic swimming pattern.
The mechanisms underlying rhythmogenesis and largescale patterning -for example, left-right alternation of body wall muscles in vertebrate swimming, stance-swing alternation of flexor and extensor muscles in steppinghave thus been elucidated in many model systems. It is important, however, to stress that the fine patterning and coordination of individual muscle groups within single cycles -for example, the dorsal fins in lamprey swimming [49] , the precise timing of extensor muscles in single extensions during stepping -are less understood. The neurogenetic tools now available in zebrafish, mouse, and similar genetic model systems [50] [51] [52] [53] provide alternatives that complement and enhance classical electrophysiological approaches, and are thus likely to greatly facilitate understanding motor generation on this level of detail.
Sensory Feedback in Vertebrate and Invertebrate Motor Control
Locomotor CPGs receive at least three classes of classical synaptic input: (i) descending inputs from higher centres Interneuron) . Sensory signals can also directly (arrow 1) and through the intercalated interneurons (arrow 4) affect the activity of the CPG (arrow 1) driving the motoneurons (arrow 5). Importantly, CPG activity can also directly affect sensory feedback (via presynaptic inhibition of sensory afferents; arrow 2) and the activity of the intercalated interneurons (arrow 3).
which initiate CPG activity, regulate CPG frequency, and alter CPG output to maintain whole body equilibrium (posture) and produce appropriate goal-directed behaviour (such as steering; for review see [6] ); (ii) inputs from other simultaneously active CPGs, either direct or indirect via movement-induced sensory feedback, that underlie intersegment or inter-limb coordination; and (iii) local sensory feedback that underlies intrasegmental or intralimb coordination. In addition to these inputs, motor output is also modified by neuromodulatory input that tunes cellular and synaptic properties [41, 47, [54] [55] [56] [57] [58] .
The role of local sensory feedback in motor control has been particularly well studied (Figure 3) . The relative importance of local sensory feedback in locomotion varies depending on the behaviour (reviewed in [6] ). CPGs driving locomotor movements that take place in homogeneous media such as air (flying) or water (swimming) often continue to be rhythmically active when isolated from sensory feedback, although stimulation of descending central activating inputs may be necessary [59] , and sensory feedback can increase CPG cycle frequency and alter motor neuron phase relationships [60] . Alternatively, CPGs that drive locomotion in heterogeneous environments, such as terrestrial locomotion, typically are incapable of rhythmic activity or are only extremely weakly rhythmic when isolated from local sensory feedback.
Particularly detailed analyses of local sensory feedback have been performed for cat and stick insect walking [29, [61] [62] [63] [64] [65] , and similar influences are believed to play an important role in human walking [65] . We shall summarize the common control scheme that has emerged from this work using the stick insect data ( Figure 3A ) because of the extremely detailed information that has been obtained in this system and its relevance to neurogenetic approaches to studying motor control in other insects like Drosophila. At all phases -stance, swing, and the transitions between them -of the step cycle, local sensory input about leg movement, force, and load modify the magnitude of leg motor activity and the relative timing of leg joint movements (summarized in [61] ).
A good example of the action of these inputs is provided by stance initiation and maintenance. At stance beginning sensory signals induced by tibia extension help terminate leg swing and trigger one of the leg CPGs to change its activity to induce leg set-down [66] (Figure 3A, left) . Subsequent signals about ground contact and increased leg load initiate leg stance. During stance, load signals from the leg and movement signals from the leg joints increase ongoing motor output and joint displacement [67] [68] [69] (Figure 3A , right). Local sensory input is thus required both to generate correct stepping at all and to alter it as necessary to continue to produce functional steps in heterogeneous environments.
Data from stick insect, locust, crayfish, and cat show that these sensory-to-motor influences are mediated by polysynaptic pathways [63, 70, 71] . But because traditional physiological approaches, in particular intracellular recording techniques, can simultaneously record the activity of at most only a few neurons, only some of these pathways have been elucidated at the cellular level ( Figure 3B ). One class of these pathways that has been well studied are those underlying phase-and task-dependent changes in the functional sign of sensory feedback (reviewed in [72, 73] ). During rest or standing, perturbations that would cause leg movement elicit motor responses that resist the movement and thereby help maintain posture. During walking these same inputs instead elicit responses that reinforce leg movement (first reported by [74, 75] ; reviewed in [71] ).
In stick insect walking, for example, during the stance phase in walking tibia flexion and leg load sensory feedback assist the ongoing leg movement ( Figure 3B) [68, 69, 76, 77] , whereas during rest standing these signals activate reflexes that counteract leg movements induced by gravity or other perturbations. Two mechanisms have been identified that explain sensory sign reversal. The first is intra-cycle variation in sensory input strength as a function of CPG phase (Figure 3B) [78, 79] caused, for instance, by phasic presynaptic inhibition of sensory synapses onto CPG target neurons [80] . The second is long-lasting, behavioural-state-dependent changes in sensory input strength [69, 76, 77] caused, for instance, by alterations in the weighting of parallel excitatory and inhibitory pathways to the motoneurons [81] . Such alterations can be achieved by the action of neuromodulators or neurohormones (reviewed in [54, 55] ).
With relatively small motor networks, an elegant approach to characterizing the roles of neurons involved in mediating specific motor behaviours is to analyse the effects of neuron ablation (typically by laser irradiation). This approach was pioneered in the crustacean stomatogastric nervous system [82] and has been more recently used in the nematode Caenorhabditis elegans to analyse the neural network underlying navigation. C. elegans navigation consists of turning movements and reversals and exhibits different features in the presence or absence of food [83] . The completely known [84] synaptic connectivity pattern of the animal's 302 neurons was first analysed to identify a predicted navigation neural network and these predictions were then tested by neuron ablation. The genetic tools available in C. elegans (see below) should allow the cellular properties of these identified neurons to be studied. The electrophysiologicallyobtained information on sensori-motor neuron pathways and processing in other systems noted above ( Figure 3B ) should similarly provide a broad knowledge base to which neurogenetic tools can be usefully applied (see below). This summary might seem to suggest that classical techniques are completely adequate to explain the genesis of motor behaviour; however, they have two limitations. First, relatively few preparations have the characteristics (for example, neuron accessibility, continued activity in reduced preparations) that make them experimentally suitable to electrophysiological investigation. Second, even in amenable preparations and even with recently developed optical [85] and multielectrode [86, 87] techniques to record from large numbers of neurons, in most cases only a small portion of the total neurons involved in a behaviour (typically hundreds to tens of thousands, particularly when considering sensory neurons) can be studied electrophysiologically in any single experiment. Moreover, even if the activities of all a network's neurons could be recorded, these data would only show correlations among the activities of the individual neurons, and not allow the perturbations of individual neuron activity needed to test neuron function in the network.
These limitations raise the danger of selection bias towards preparations with particular characteristics, which may therefore not be representative of animals in general, and towards neurons that individually play particularly powerful roles in behaviour. However, some behaviours, such as leech body wall bending [88, 89] , are mediated via distributed mechanisms involving large numbers of neurons, none of which individually plays a particularly powerful role in generating the behaviour. Such collective mechanisms are difficult to study with traditional electrophysiological methods, and hence their general importance in the generation of behaviour may have been underestimated in the past work. Techniques that obviate these limitations would be highly desirable, and we therefore review below several such new approaches.
From Behavioural Screens to Genetic Tools
Genetic model organisms like fruit fly (Drosophila melanogaster), nematode (Caenorhabditis elegans), zebrafish (Danio rerio), and mouse offer several advantageous new approaches for analyzing neural network structure and function. We review here the usefulness of genetic approaches for neuron identification and connectivity and the remote control of neuron activity (Figure 4 ).
Behavioural Screens
Classical genetic approaches often begin with behavioural screens for mutants with altered locomotion in order to identify genes necessary for proper behavioural function. Identifying which neurons express the genes in question can then be used to specify brain regions and pathways involved in the behaviour. This loss-of-function approach is analogous to lesion experiments in non-genetic model organisms, but has the advantages of (1) giving highly reproducible, stable, and self-reproducing phenotypes, (2) allowing 'lesions' that are not possible by physical methods, and (3) allowing subsequent molecular biological investigation of fundamental mechanisms. We provide an example from Drosophila.
As is typical of most insects [90] , Drosophila walks with a tripod gait at rapid step frequencies and a tetrapod gait at slow step frequencies. Using an automated assay in which flies walked on an illuminated glass plate through a thin layer of laser light, 230 X-linked mutants were identified with altered locomotion (Roland Strauss, personal communication). Many of these mutants have visible morphological defects in the central complex of the Drosophila brain, suggesting that descending signals from this region to the thorax regulate walking [91, 92] . The tay bridge (tay) mutant, which shows reduced walking speed and defects in responses to rotary stimuli during walking, has been extensively studied. Normal walking is restored in these mutants when tay function is restored in a specific region of the Drosophila brain, the protocerebral bridge, using the UAS/GAL4 system [93] . The UAS/GAL4 system allows tissue-and cell-specific expression of UAS-transgenes, in this case the tay gene, under the control of the yeast transcription factor GAL4 [94] . Detailed phenotypic analysis of tay mutants revealed that Drosophila walking behaviour appears to be regulated independently by multiple neural networks. These data demonstrate the ability to obtain large numbers of behavioural mutants with behavioural screens and to use these mutants for the identification of brain regions and neural networks involved in generating and regulating behaviour.
Neuron Identification by Neuron Silencing
A second approach for studying motor networks is to use transgenes to silence specific sets of neurons ( Figure 4B ). The first genetic tool developed to silence neurons was the UAS-Tetanus-toxin transgene. Tetanus toxin (TNT) cleaves synaptobrevin, a synaptic vesicle protein, and therefore suppresses neurotransmitter release [95] . In Drosophila, this method was used to study proprioceptive neurons in the femoral chordotonal organ (fCO), which sense tibia movement and position in insects (reviewed in [96] ). Targeted TNT expression inhibited neurotransmitter release by the fCO sensory neuron and consequently blocked femur-tibia joint postural reflexes [97] . A drawback to this method is that TNT is expressed continuously throughout the animal's life. Because observed changes could therefore be the result of TNT-induced changes in developmental pathways, it would clearly be preferable to have a method to turn neural pathways off and on at will.
To overcome this drawback, tools to allow rapid and reversible manipulation of synaptic neurotransmission in identifiable neurons have recently been developed (reviewed in [98] ). Particularly notable is the UAS-shibire ts1 transgene, which encodes a temperature-sensitive allele of the Drosophila dynamin gene [99] . Dynamin is involved in synaptic vesicle recycling in nerve terminals. In the mutant, this process is blocked when temperature is increased, resulting in synaptic vesicle depletion at the nerve terminals and suppression of neurotransmission. This tool has been used to study learning and memory in Drosophila [100] . An important caveat with both this and the TNT technique is that they can affect only certain subsets of possible neuronal communication: for example, neither technique will alter non-vesicular mediated transmitter release or electrical coupling; TNT will not alter non-synaptobrevin mediated transmitter release [101] ; and UAS-shibire ts1 will not alter non-dynamin-dependent vesicle recycling. Thus, finding no change in motor behaviour when these techniques are used is best interpreted not as evidence that the neuron(s) in question have no involvement in the behaviour, but rather as limiting what types of involvement the neurons could have.
Genetic tools also exist for studying neuron anatomy and synaptic connectivity ( Figure 4C ). The projections of all a neuron's processes can be visualized with membrane bound green fluorescent proteins (GFPs) expressed by UAS-mCD8GFP under the control of various GAL4 driver lines [102] (reviewed in [98] ). Neuron synapses can be identified with a technique developed in C. elegans that depends on GFP-reconstitution across synapses (GRASP) [103] . In this technique, two complementary fragments of GFP tethered to the extracellular domains of transmembrane proteins are expresed in two different sets of neurons. When the two fragments come in close vicinity, as at synapses, the GFP fluorescence becomes functional and thus visible, an approach elegantly used to identify synaptic connections in the Drosophila taste network [104] .
Identification of Neuronal Function by Mutant Analysis
In addition to identifying which neurons contribute to a given motor behaviour, molecular approaches can also identify molecules critical for neuron properties and function. For example, the Drosophila passover mutant has defective jump responses to light [105] . Passover encodes a Shaking-B protein mutation and is a member of the Innexins family of gap-junction proteins [106, 107] . Phenotypic characterisation of the passover gene suggests that these proteins are specifically required for proper function of the electrical synapses between the giant fibre and the motoneurons that are part of the neuronal network underlying the jump response. In contrast, Shaking-B is not required for the chemical synapses between motoneurons and muscles [107, 108] .
Another example is the ignorant mutation which shows defects in spatial memory during locomotion [109] . The ribosomal S6 kinase II protein (ignorant) that this gene codes for is a member of the mitogen-activated protein kinase pathway in Drosophila and humans [110, 111] , which suggests that this pathway is important for spatial memory during locomotion. Using RNA interference (RNAi) to downregulate ignorant expression in a subset of the ring neurons of the central complex, a structure mediating locomotor behaviour in Drosophila, causes similar behavioural defects [112] . Providing wild-type ignorant to these neurons in ignorant mutants reverses the defects [109] . These experiments thus identified not only a heretofore unknown involvement of the mitogen-activated protein kinase pathway in spatial memory in locomotion, but that also additional neurons (the ring neurons) are involved in this process.
Combining pharmacological and genetic techniques is another useful approach for investigating the generation of motor behaviour. For example, when exposed to moderate ethanol concentrations, flies show a rapid initial increase in locomotion followed by a more moderate increase and finally sedation [113, 114] . These different aspects of ethanol's influences on locomotion have been genetically separated [114] [115] [116] [117] , and this work has shown that similar brain regions regulate both locomotor behaviour and its ethanol-induced alteration [113, [118] [119] [120] [121] .
Controlling Neuron Activity by Light, Temperature, or Ligands The approaches reviewed above involve altering synaptic transmission or neuronal properties, but do not specifically alter neuron activity, as is done, for instance, with current injection through intracellular or patch-electrodes in classical neurophysiology. It would clearly be advantageous to have the ability to modulate the activity of groups of neurons without using electrodes. New genetic techniques have been developed that allow such perturbations of activity in groups of neurons -and which could theoretically be applied to single neurons if appropriately modified -in response to temperature shifts, light stimulation, or ligand application ( Figure 4D ). Temperature-dependent activation is possible in Drosophila by the expression of transgenes that encode a temperature-sensitive voltage-gated cation channel, the transient receptor potential channel TRPA1 [122] . The feasibility of this approach has been demonstrated in Drosophila in which all the neurons express this transgene, and display a reversible temperature (R25 C) dependent paralysis [122] .
Light-flash-dependent changes in neuron activity can be achieved in two ways. In the first, a channel ligand is caged in a photo-releasable cage [123] . This work was performed in Drosophila by expressing ionotropic purinoceptor (ATP activated) P2X 2 channels in the giant fibre neurons that mediate the animal's light-induced jump response. Following microinjection of caged photo-releasable ATP into the animals, un-caging the ATP with UV light elicited escape responses in blind animals. In the second approach ion channels are directly activated by light stimuli. One such channel is the light-gated cation-selective membrane channel Channelrhodopsin-2 (ChR2), originally isolated from the green alga Chlamydomonas reinhardtii [124] . This channel is activated by blue light in the presence of all-trans retinal, which can simply be fed to C. elegans and flies [125, 126] . In C. elegans, this technique was complemented with a light-triggered chloride pump from the archaebacterium Natronomonas pharaonis (NpHR), which causes inhibition of neuronal activity. Because the two transgenes can be activated by different wave lengths, this combined approach allows both neuron inhibition and excitation [127] . In C. elegans, light activation of NpHR in cholinergic motor neurons strongly inhibits swimming and light activation of ChR2 in the same set of neurons induces shortening. The same transgenes are also functional in vertebrates, for example zebrafish [127, 128] . Individual and combinations of these neurogenetic approaches have been used to study crawling in larval Drosophila [129] [130] [131] .
Ligand-induced activation is achieved by attaching receptors for ligands not present in vivo to ion channels, which are then activated by perfusing the neurons in the mutant animal with the ligand [132] . This approach was used in mouse spinal V1 interneurons by attaching the receptor for allatostatin, an arthropod neuromodulator not present in vertebrates, to a hyperpolarizing cation channel. Allatostatin perfusion during pharmacologically-induced locomotion revealed that these neurons help regulate locomotion speed (see below and Figure 5B ).
Combining Classical Electrophysiological and Neurogenetic Approaches
The techniques reviewed above provide exciting parallel approaches to classical electrophysiological analysis of motor networks. We provide here final examples showing how neurogenetic approaches can advance understanding of even electrophysiologically well-investigated networksstudies in mouse and zebrafish that have used ablation, optogenetics, and synaptic tracing techniques to examine the role of specific spinal cord neurons in locomotor activity (for reviews see [40, 53, 133, 134] ).
Using genetic ablation or transient silencing in the in vitro mouse neonate preparation, specific roles in locomotion were assigned to the various 'V' interneurons present in the spinal cord: V0 neurons regulate left-right coordination ( Figure 5A ; V0 neurons were permanently removed in a mutant strain) [135] ; V1 neurons control locomotor speed ( Figure 5B ; V1 neurons were transiently inactivated by hyperpolarization induced via allatostatin receptor activation in a transgenic mouse strain) [136] ; V2a neurons help control left-right coordination at high locomotor speeds and V3 neurons help control motor pattern precision and robustness.
Interestingly, some of these neuron classes are functionally analogous to certain lamprey and Xenopus spinal locomotor CPG neurons. A subset of V0 interneurons correspond to inhibitory commissural interneurons that share anatomical and functional similarities with the lamprey contralaterally projecting inhibitory interneurons mentioned earlier (CC-I in Figure 2C and see Figure 5A ) [135] . V2a neurons exhibit morphological and functional similarities to the ipsilateral glutamatergic interneurons in lamprey spinal cord (EIN in Figure 2C ) and to descending excitatory interneurons in Xenopus tadpole [137] (for summary see [50] ).
Monosynaptically restricted rabies virus -another method in addition to those mentioned earlier for identifying synaptic connections [138] -has also been recently used to map premotor interneurons to identified mouse locomotory network motoneuron pools [139] . This work revealed heretofore unrecognized complexity and specificity of premotor interneuron synaptic connectivity to these pools [140] , clearly demonstrating the advantages that neurogenetic techniques can provide even in electrophysiologically extensively investigated systems.
Multiple neurogenetic approaches have been used in zebrafish to examine the importance of specific neurons to motor behaviour. Optogenetic birth-dating strategies were used to describe the development of specific interneurons and to link this to their function in locomotor networks [141, 142] ; an elegant combination of optogenetic activation and synaptic silencing was used to show in intact larval zebrafish that a group of spinal GABAergic neurons (Kolmer-Agduhr, KA neurons) modulate locomotor activity [134, 143] . Finally, optogenetic stimulation was used to show that, as in neonate mouse spinal cord, glutamatergic interneuron activity can induce the locomotor rhythm [144] . But although these examples show the power of neurogenetic tools, in particular in conjunction with physiological techniques, it needs to be remembered that, at present, genetic silencing or deletion of groups of interneurons is still a somewhat broad-brush analysis that does not yet fully take into account the diversity of a neuronal population and their connectivity. It will therefore be necessary to further develop these tools to allow more specific subdivision of the different interneuron classes to be able to assess their cellular and connectivity properties as well as their function in motor networks. . Regular leftright-alternating activity between flexor motoneurons is present in the 'wild type' (left), but not in the V0-'removed' mutant (right). Neuron activity recorded from the ventral roots of the left and right second lumbar segment of the isolated spinal cord in the presence of 5 mM NMDA and 5-15 mM 5-HT (modified from [135] ). (B) Conditional inactivation (hyperpolarization) of V1 interneurons in the spinal locomotor network of the mouse using a mutant strain expressing allatostatin receptors in V1-interneurons (AlstR192). Perfusion of the preparation with 5 mM allatostatin inactivated the V1 interneurons and resulted in a marked slowing of locomotor activity. Washing with control saline restored normal locomotor activity. Neuron activity recorded from the ipsilateral ventral roots of lumbar segments 2 and 5, expressing primarily flexor and extensor motoneuron activity, respectively (modified from [136] ).
Conclusion
Neurogenetic approaches can overcome three limitations of classical electrophysiology. First, classical electrophysiology requires preparations with particular experimental suitabilities, which limits the numbers of species and behaviours that can be studied. Second, classical electrophysiology can in most cases study only small numbers of neurons in any single experiment. Third, classical electrophysiology generally must be performed more or less in vitro. Neurogenetic approaches can, in theory, be developed for any species, applied to any genetically distinct set of neurons, and used in vivo. These approaches can be used to study behaviour at all levels: high order selection, initiation and maintenance, intersegmental and interlimb coordination, local neural networks (such as CPGs), and sensory feedback. Of course, neurogenetic techniques are not without their own limitations, many of which can be overcome with modern physiological techniques. As such, combining physiological and neurogenetic approaches can significantly contribute to, and indeed may be required for, complete understanding of how nervous systems generate the extraordinary diversity and flexibility of animal behaviour.
