ABSTRACT We demonstrate the importance of properly accounting for London-dispersion and basis-set superposition-error (BSSE) in quantum-chemical optimizations of protein structures, factors that are often still neglected in contemporary applications. We optimize a portion of an ensemble of conformationally flexible lysozyme structures obtained from highly accurate X-ray crystallography data that serves as a reliable benchmark. We not only analyze root-mean-square deviations from the experimental Cartesian coordinates, but, for the first time, also demonstrate how London-dispersion and BSSE influence crystallographic R factors. Our conclusions parallel recent recommendations for the optimization of small gas-phase peptide structures made by some of the present authors: Hartree-Fock theory extended with Grimme's recent dispersion and BSSE corrections (HF-D3-gCP) is superior to popular density-functional-theory (DFT) approaches. Not only are statistical errors on average lower with HF-D3-gCP, but also its convergence behavior is much better. In particular, we show that the BP86/6-31G* approach should not be relied upon as a black-box method, despite its widespread use, as its success is based on an unpredictable cancellation of errors.
Introduction
With the advent of better computer architectures and improved methodologies, quantummechanical (QM) treatments of biomolecular structures, such as proteins, have become increasingly feasible. Most calculations of this type are usually carried out in a hybrid fashion with the region of interest, for instance the active center of an enzyme, being treated quantummechanically, while the remainder is described with a molecular-mechanics force field (QM/MM). Additionally, studies have also been conducted that discuss the semi-empirical [34] [35] [36] [37] and full QM treatment [38] [39] [40] [41] [42] [43] of entire proteins or of large protein substructures containing 1,000-150,000 unique atoms. One way of achieving such full QM treatments is to break down the large structures into smaller fragments that are separately treated and then recombined. This is for example done in the fragment-molecular-orbital (FMO), [44] [45] [46] [47] [48] [49] divide-and-conquer (DC) 38, [50] [51] [52] [53] [54] and in other linear-scaling approaches. [55] [56] [57] [58] [59] [60] [61] [62] Another way for full QM treatments of biomolecules has been made possible by recently emerged codes allowing the treatment of complete structures on graphics-processing-units (GPUs). [63] [64] [65] While QM and QM/MM calculations of proteins can be conducted to obtain answers for a range of chemical problems (see e.g. Reference 66 for a review), we dedicate our present study to structure optimization. Protein structure optimizations are often considered as the initial step preceding computational treatments of other properties, such as the calculation of excitation spectra [39] [40] or, more commonly, activation energies for reactions. 67 However, they can also be the main interest in some studies, particularly in the context of crystallographic macro-molecular refinement. 1 In crystallographic refinement -a key step in the determination of protein X-ray structures -the atomic coordinates and thermal parameters of the system are modified under consideration of the observed reflection intensities. Empirical geometrical constraints or restraints are almost always used to aid the initial stages of refinement, but when ultrahigh resolution data is available then a final refinement stage can be completed without them. Use of empirical parameters carries the danger that the resulting structures may be flawed by incorporation of chemically non-real features, such as unlikely bond-lengths and bond-angles or even steric clashes between atoms or worse still, incorrect atomic assignments. Unconstrained
final-stage refinement is likely to propagate any incorrect assignments because the real structure or ensemble of conformers is outside of the radius of convergence and therefore this approach is not a universal panacea. Moreover, empirical constraints can make the detection of rare and new structural features difficult. As a solution, Ryde and co-workers suggested usage of quantumchemical methods as a remedy to this problem ("quantum refinement"). 2 In fact, over the past decade many successful quantum-refinement studies have been carried out with QM/MM approaches proving that this idea can be a valuable addition to standard refinement techniques. [3] [4] [5] [6] [7] [8] [9] [10] Before considering methods for general protein-structure optimization or quantum refinement, we consider first our test system and its mandatory requirements. This system is based on an X-ray crystal structure of triclinic hen egg-white lysozyme (HEWL) for which data is observed to 0.65 Å resolution, making it one of the best resolved structures in the protein database (PDB). 68 As this particular structure is observed at ultrahigh resolution and has been refined without any geometrical constrains, it serves as an ideal benchmark for the evaluation of QM structure-optimization procedures. Most importantly, such high-resolution observations allow us to distinguish between single and multiple structural conformational elements. Such distinction is typically not possible in the refinement of low to medium resolution structures and the deduced atomic coordinates thus represent some sort of average over the internal chemical Figure 1 . Schematic depiction of the 2x2x2 supercell of lysozyme. 69 Each distinct lysozyme molecule is labeled with letters A-H and contains different conformations.
complexity of the protein, with some coordinates not obeying the rules of chemistry. Any
attempt at QM refinement of such coordinates would dramatically increase the R factor (a measure of the difference between calculated X-ray reflections and the observed ones), [70] [71] an important and discriminating metric when the aim is to actually refine a structure but a stalling point if, as in the present case, our aim is to optimize methods.
However, even unconstrained refinement is not able to detect most of the correlations that occur between different fluctuating structural elements within a protein and so there is no available method for the unambiguous mapping of the determined structural parameters of say HEWL onto chemically reasonable global protein structures. Previously some of us have developed methods for construction of such a mapping and applied it to HEWL. 69 This creates an ensemble, shown in Figure 1 , of 8 chemically reasonable, fully interconnected, global protein structures that generates the same scattering R factor as the original PDB-deposited uncorrelated structure. We use this structure to investigate QM methods for protein structure optimization and for quantum-refinement.
Intricate structure-function relationships make it a requirement that protein geometry optimizations be carried out with reliable and robust QM methods in order to obtain a meaningful basis for subsequent analysis. As already outlined, important progress has been made in the development of new hardware and of linear-scaling techniques that allow us to treat large systems quantum mechanically. In addition, important advances have also been made to the quality of available QM methods. However, we also notice that their rate of acceptance in the general community of "QM users" is low in the fields of protein optimization or quantum refinement. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] This finding is somewhat surprising, for it has been shown that newer QM methods may offer specific advantages over the more established ones. Most of the recent QM and QM/MM optimizations have been carried out with Kohn-Sham density functional theory (DFT [72] [73] ) methods in combination with small atomic-orbital (AO) basis sets. [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] Indeed, the vast majority of these applications used the BP86 [74] [75] and B3LYP [76] [77] functionals with basis sets such as the 6-31G* 78 Pople basis or the SV(P) 79 and def2-SV(P) 80 Ahlrichs basis sets. Some authors also used Hartree-Fock (HF) theory instead of DFT. [30] [31] [32] [33] However, those levels of theories can be problematic for two main reasons. Firstly, standard DFT approximations or HF do not account for important London-dispersion interactions. Secondly, small AO basis sets introduce errors from their incompleteness. We shortly review these two topics in the next paragraphs and relate them to the context of protein optimization.
The inability of standard DFT approximations to describe London-dispersion is now well-accepted [81] [82] [83] [84] and particularly the past ten years have seen immense effort to overcome this problem; [85] [86] [87] [88] [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] [99] In 2012, we investigated the effects of London-dispersion corrections in a quantumrefinement framework for HEWL. 110 We optimized a portion of this lysozyme ensemble (every even-numbered residue) with a divide-and-conquer algorithm originally introduced by Reimers and co-workers for a DFT optimization of the 150,000-atom-comprising photosystem-I (PSI) trimer in 2006. 38 We tested nine different levels of theory and for each optimized structure considering the changes introduced to the R factor, reporting three main findings. Firstly, we noticed a basis-set dependence that parallels what is known from QM applications to small molecules: larger basis sets provided better structures (lower R factors) than smaller ones.
Secondly, and more importantly, we could show that the popular BP86/6-31G* approach gave the worst R factor of all tested methods and that it could be improved by applying the DFT-D3 dispersion correction. However, the third and maybe most surprising finding was that the best result was obtained for HF and Grimme's D3 correction (HF-D3).
Even though the first additive dispersion corrections had originally been developed for HF in the 1970s, [111] [112] using this type of approach for structure optimization -particularly when combined with the more recent dispersion corrections -is not very common. Roskop et al.
reported accurate structural properties with HF and Grimme's older D2 dispersion correction in a model study of silica mesoporous molecular sieves. 113 In 2011, HF-D3 has been shown to provide noncovalent interaction energies of merely general-gradient-approximation (GGA) DFT quality, 108 but small-molecule structures with HF-D3 were more accurate than GGA-DFT. 99 In 2014, Brandenburg and Grimme reported accurate structure prediction of organic molecular crystals with HF-D3. 114 In the context of protein structures, HF-D3 has only been applied in our study from 2012 110 and in a study of proteins on GPUs by Martinez and co-workers. 63 Given the scarce number of HF-D3 applications, our findings for lysozyme make it worthwhile to investigate this approach further.
In addition to the neglect of dispersion corrections in many recent QM treatments of proteins, we also observe that due to large system sizes, small AO basis sets are usually applied.
Results with small finite basis sets can be influenced by two errors, the so-called basis-setsuperposition error (BSSE) and the basis-set-incompleteness error (BSIE), which is a collective term for all other finite-basis-set related errors other than BSSE. BSSE can be best understood for the case of a noncovalently bound dimer. In this qualitative picture, the monomers are treated in the presence of the atomic basis functions of the respective opposite monomer. As a consequence their energies are evaluated in a larger space of AO functions than the separated monomers. In other words, the absolute energy of the dimer is artificially overstabilized compared to its monomers. This error is less pronounced for larger basis sets and vanishes in the complete-basis set (CBS) limit of an infinite basis set, however it can become sizeable for double-z basis sets such as 6-31G*. In the intermolecular case, the counterpoise correction of 124 The authors also demonstrated that such error compensation cannot be predicted and that BSSE for B3LYP/6-31G* is significant.
Consequently, they outlined how the B3LYP-D3-gCP/6-31G* approach provided more robust and reliable results and they recommended that this approach should replace the standard methodology. The gCP correction has also been successfully tested for periodic systems and was shown to be useful in organic crystal-structure prediction. 114, 125 Despite its potential it has to be noted that the gCP correction only corrects for BSSE and that other BSIE effects remain uncorrected. Sure and Grimme, who investigated the potential of HF-D3-gCP in minimal-basisset applications, demonstrated this recently. 43 Because of a large BSIE in such applications, the authors developed a third, HF-specific BSIE correction and dubbed the entire approach HF-3c.
In 2013, Goerigk and Reimers further investigated the potential of the D3 and gCP corrections for the structure optimization of biomolecules. 126 In this context they benchmarked the corrections against 26 di-and tripeptide conformations, against a new set of cysteine-dimer conformers and against three-dimensional water-hexamer isomers. All structures can be seen as examples for typical motifs in protein crystal structures. Ab initio or experimental results served as reference in this study. It was found that both D3 and gCP were needed to provide balanced descriptions of the structural properties. Goerigk and Reimers argued that the success of BP86/6-31G* for structure optimizations is due to an error compensation, similar to what Kruse et al. had
shown for B3LYP/6-31G* and thermochemical properties. However, also cases were identified where such error compensation was not observed and therefore it was argued that both corrections should always be used in DFT and HF optimizations of similar systems to ensure higher robustness. Despite the analysis of intramolecular dispersion and BSSE effects, the study also analyzed the impact of the BSIE on structures and it was found to mostly affect covalent bond lengths. However, BSIE had different effects depending on the underlying QM method. Based on those findings, Goerigk and Reimers were able to identify different levels of theory that they recommended for structure optimizations of polypeptides and it was hoped that those recommendations could also be transferred to proteins ( Table 1 ). In particular, Truhlar's PW6B95 127 hybrid functional and HF were identified as QM methods of choice.
Thus, two separate studies came to the intriguing conclusion to use HF instead of DFT for structure optimizations of proteins and related compounds. While our previous study on HEWL had only analyzed the effects of London-dispersion, Goerigk and Reimers' study also scrutinized effects from BSSE and BSIE, albeit only for smaller structures. Herein, we carry out the logical next step and explore if Goerigk and Reimers' recommendations can indeed be transferred to proteins. For this purpose we return to the HEWL ensemble. However, this time we optimize a different portion of the protein, which serves as an additional cross-validation of our first study. Furthermore, we present a modification of the original divide-and-conquer approach to allow a better representation of the molecular environment. In contrast to our previous lysozyme study, we focus mostly on root-mean-square deviations (RMSDs) from the Cartesian coordinates of the experimental X-ray structure. However, we also briefly analyze R factors of our resulting structures, which means that for the first time we report on BSSE effects in a framework closely related to quantum refinement. We concentrate on various levels of theory and in particular we want to report whether dispersion and BSSE corrections do indeed provide better protein structures than the commonly used DFT approaches.
Details on Lysozyme

The initial structure and previous works
Originally discovered by Fleming in 1922, 128 lysozyme is the first enzyme to be structurally characterized by X-ray crystallography in 1962. 129 It is one of the most studied proteins and therefore it has become an important crystallographic model system. It crystallizes in various polymorphic space groups and consequently many structures have been deposited in the PDB. In 2007, Dauter and co-workers determined the structure of HEWL at an ultrahigh resolution of 0.65 Å and deposited it under the acronym "2VB1" in the PDB. 68 This structure contains one protein chain per unit cell that is made up of 129 amino-acid residues. For most of those residues, hydrogen atoms were resolved experimentally. Additional the heavy atoms of some water molecules and some counterions were also identified.
Given the high resolution at which it has been determined and due to its moderate size, The eight protein chains per supercell were labeled with letters A to H (see Figure 1 ). The lowest-energy ensemble was dubbed "2VB1iJ" and we use this structure in the following.
Including all hydrogen atoms (both experimentally observed and subsequently added), the entire superstructure contains 19,335 atoms. While the supercell is repeated in all three dimensions for QM treatments with periodic boundary conditions, it can also be converted back into its original lattice form to be handled by crystallographic packages for further analysis. A resulting pdb data file for such a treatment would then assign an occupancy of 1/8 to every single atom, labeling the atoms from each of the 8 cells within the original supercell as conformers A to H. Before we started to use 2VBi1J as initial structure for our QM study in 2012, we validated the structure by calculating first separate R factors for each of the eight parts and then for the entire supercell. We showed that while each of the separate structures gave R values increased by at least a factor of 2, only the combined ensemble provided an R factor very similar to the one for the underlying 2VB1 experimental structure. 110 Thus, the 2x2x2 supercell is fully consistent with the X-ray scattering data.
Falklöf et al. made the important observation that, despite being obtained at very high resolution, only 25% of the residues of 2VB1 are surrounded by a 5 Å region in which the atomic structure is unambiguously defined. 69 Therefore it was advised to only optimize those well-defined regions and to leave the structure unchanged for the other. In our previous study 110 we followed this recommendation and we do the same herein.
The lysozyme portion optimized in this work
In 2012, we used the 2VBi1J structure to assess the influence of the DFT-D3 correction on R factors. 110 For that purpose we optimized all even-numbered residues in the sequence of 129 residues that were surrounded by the aforementioned well-resolved 5 Å region. In total, our study included 126 copies (in the regions A -H in Figure 1 ) representing 39 unique residues in the underlying experimental 2VB1 structure.
While this choice ensured that residues of every spatial region in lysozyme were optimized, it left out the residues in between and did not consider any more coherent fragments.
One obvious alternative for the present study would be to optimize all atoms in the 2VB1iJ
supercell, but this would include extensive parts of the structure that remain poorly defined.
Instead, we chose to only optimize a portion of 2VB1iJ chosen to reveal anticipated effects arising from dispersion, BSSE and BSIE based on the following requirements. Firstly, the fragment should include at least one disulfide bridge, as such entities were determined to be very sensitive to BSIE. 126 Secondly, some of the residues should be conformationally flexible or they should lie in the vicinity of conformationally flexible regions. Thirdly, the optimized fragment should, on the one hand, interact with other atoms of the same HEWL unit, but on the other hand, parts of the fragment should lie at the edge of the unit so that they are likely to interact HEWL units, we simultaneously consider the remaining seven copies in our study. However, owing to the restriction that only residues be considered that lie within a 5 Å region with unambiguously resolved atoms, not all residues in all copies are optimized. In total, we are therefore restricted to optimize 72 residues (see Table S1 in the Supporting Information).
However, those residues interact with other non-optimized parts of the same fragment and the surrounding protein. Therefore, our fragment is still representative to test for effects due to
London-dispersion and BSSE. In other words, by only optimizing the coordinates of atoms in well-defined regions we also ensure that the experimental structure in those regions can serve as an accurate benchmark. How the residues are optimized is described in the following section.
Technical details
The divide-and-conquer optimizer
In this study we apply a divide-and-conquer approach to our problem. The underlying idea of such approaches is depicted in Figure 3 . At the very beginning, the large structure is divided into smaller fragments that can be separately treated in an acceptable timeframe. The fragments should be formed such that they are chemically reasonable and still show the same characteristics Figure 3 . Schematic overview of a divide-and-conquer approach for geometry optimizations.
as the parent structure. Furthermore, it is important that information from the environment of each fragment is embedded in its treatment. The separate fragments are then treated simultaneously and finally they are recombined. This cycle continues until convergence of the parent structure is achieved. If the entire approach is carefully defined, then the iteratively optimized structure is in principle equivalent to its fully QM-optimized counterpart.
In 38 In their approach each fragment consists of three layers.
The first layer (or core) contains the portion of the protein that is actually being optimized with the QM method; that is either an entire residue, a complex, or a co-factor in the crystal structure.
However, to take into account that this moiety is either covalently or hydrogen bonded to other residues or co-factors, those adjacent units are included in a second shell surrounding the first layer. Also included are residues that form π-π stacks with the core. This second layer is treated with the same QM approach as the first, however the coordinates of the atoms in that layer are kept fixed. In this context, we note that each residue in the second layer forms the core of a separate fragment that is individually treated and optimized. To further take into account other long-range effects, the second layer is surrounded by a third that either forms covalent bonds, hydrogen bonds or p-p stacks with the second. To speed up the calculation this third layer is treated with an MM force field. Therefore the entire fragment is in fact treated with a QM/MM method. In this case the ONIOM method was chosen. 131 However, the authors still obtained a fully optimized QM structure and not an ONIOM one because the MM method just provides a background field and mimics the chemical environments that the cores experience.
For the formation of the fragments, the authors distinguished between even-and oddnumbered residues and co-factors. First, they optimized the even-numbered, i.e., every second residue. After recombination, they formed new fragments with the odd-numbered residues in the respective cores. After that step, the co-factors were optimized. For the remainder of this manuscript we define that these three steps form one "optimization macro-cycle". Once the first macro-cycle was finished, the next began again with even-numbered residues being in the fragment cores.
In our first study of the HEWL supercell in 2012, we employed exactly the same fragmentation scheme as Canfield et al. and we tested various QM levels of theory, including different basis sets, density functionals or HF theory, and furthermore we also assessed usage of DFT-D3. After our study had been published and in preparation for this present investigation we have analyzed the original approach further and identified two problematic features.
Firstly, the treatment of disulfide bridges turned out to be difficult and we found that the original approach sometimes broke S-S bonds and capped them with a hydrogen atom.
Moreover, we now know from Goerigk and Reimers' small-peptide study that disulfide bridges are very sensitive to the BSIE. Therefore, we recommend optimizing cysteine dimers simultaneously in one core instead of treating them separately.
The second problem is depicted in Figure 4a , which shows an isoleucine (ILE) residue in the central core and the second QM layer around it. Because there are no p-p stacks or hydrogen bonds for this residue, the second layer merely consists of the residues directly bound to the ILE backbone. Of course, important dispersion interactions should be expected between the aliphatic side chain and its environment. The original assumption was that such interactions would be taken into account by the force field during the ONIOM treatment (the third MM layer was left out of Figure 4 for clarity). However, because we want to fully make use of the D3 method, we rather prefer to directly treat London-dispersion interactions with the nearest neighbors on the QM level, as would be the case for the layers shown in Figure 4b .
To ensure that such interactions are taken into account on the QM level we therefore modify the original code. It still looks for covalently and hydrogen bonded residues, but moreover we introduce two different distance criteria. First, we define a radius around the central amino acid and all other residues within that radius are included in the fragment. We then scan through this fragment with a second, smaller radius. All residues that fall into this radius are included in the second layer (QM), and the residues outside that radius belong to the third (MM).
In preliminary calculations we tried to estimate the best radii that still allow efficient treatment of the fragments but at the same time do not miss any important interactions. We found that residues within 10Å of the central core should be included in the MM layer, while a radius of 4 Å was sufficient for our purposes for the QM layer and we adopt these radii throughout this study.
Other computational details
The fragments were generated and recombined with our own standalone code which has evolved from the original program used for the PSI optimization. 38 As mentioned in the previous section, each optimization macro-cycle consists of three smaller cycles. First we carried out a few optimization steps for the even-numbered residues (except cysteines). After recombination and subsequent fragmentation, we performed the same with odd-numbered residues. Finally, we considered only cysteine dimers. At the beginning we only perform a few optimization steps for each fragment (around 10), however upon approaching convergence, we increased the number of steps.
The ONIOM 131 treatments were carried out as implemented in GAUSSIAN09 Rev C.01. 132 We used the two double-z AO basis sets that had been recommended in Goerigk and Reimers' small-peptide study. 126 The first basis set is Pople's 6-31G* set with polarization functions on all atoms except on hydrogen. The second is Ahlrichs' SV 79 basis set, however, as outlined in the small-peptide study, we additionally added polarization functions taken from the SVP basis on sulfur atoms, as mere SV calculations showed a large BSIE for S-S bond lengths. 126 In the rest of this paper we call this modified basis set "SVP(S)". The calculation of the Coulomb contributions for all methods, including the hybrid functionals and HF, were accelerated with the resolution-of-the-identity (RI-J) approach and auxiliary basis functions were taken from the TURBOMOLE library. 140 For the gCP correction separate parameters have to be used for DFT and HF calculations, and also for the two different basis sets. 42 For the SVP(S) basis, we used the parameters determined for SV, as sulfur-containing species had not been part of the gCP training set. All DFT calculations were carried out with TURBOMOLE's quadrature grid "m4". 141 We did not observe any effects from employing larger grids.
The convergence criterion for each SCF step was set to 10 -7 E h . During our first calculations we noticed convergence problems in the self-consistent-field (SCF) calculations for all density functionals due to small or even slightly negative HOMO-LUMO gaps. Surprisingly, this problem had only been addressed sporadically in the literature. 41, 61, 142 We follow here the recommendation to solve this problem by employing the COSMO 143 continuum solvation model with a dielectric constant of 4. 41 We do want to stress that this only a technical means to ensure smooth performance of the DFT calculations. HF does not show this convergence problem, which makes the self-interaction-error in DFT the likely source of the problem. Our HF calculations were therefore conducted without COSMO. However, we discuss COSMO effects on HF in the SI. The issue of convergence problems for DFT is further outlined in section 4.2.
Contrary to our previous study on HEWL, but in line with the small-peptide study by
Goerigk and Reimers, we mainly focus our analysis on root-mean square deviations (RMSDs) involving all Cartesian coordinates of the atoms in the optimized HEWL portion. All RMSDs were calculated with respect to the original 2V1BiJ ensemble. Therefore, the analysis involves all eight copies A-H. All main findings and conclusions are based on the RMSD analysis.
Additionally, we end the discussion with a short outlook on quantum-refinement procedures (see section 4.5 for more details).
Results and discussion
Snapshot after three optimization macro-cycles
We begin our discussion by taking "snapshots" of the optimization procedure after three macro-cycles to see if we can already identify genuine trends for the various methods. In each of the three cycles each investigated residue underwent ten optimization steps. Even though the structures have not fully converged yet, this already allows us to analyze the effects of adding the D3 and gCP corrections and to preselect promising methods for which the fragment is subsequently optimized until convergence.
Inspired by the previous analysis of the D3 and gCP corrections for gas-phase peptide structures, 126 we decided to analyze them herein for three representative methods: BP86, B3LYP
and HF. Figure 5 shows the RMSDs of the Cartesian coordinates of all optimized atoms for the uncorrected methods and for various combinations of the applied corrections. All numbers were obtained with the 6-31G* AO basis set. For all methods we see an increase in the RMSDs when they are purely BSSE corrected. This increase is in particular larger for the two DFT methods than for HF. This means there is an influence of BSSE on the structures obtained with the pure approaches. The fact that the RMSD for the uncorrected methods is better than for the BSSEcorrected ones parallels previous findings for peptide gas-phase structures and for organicchemical reaction and activation energies. 106, 124 Similarly to those previous studies we argue that the uncorrected methods benefit from error-compensation. Cancellation of errors is likely to be one of the reasons why for instance BP86/6-31G* has become a popular method for protein structure optimization. However, as argued previously, controlling these cancellation effects can be a difficult task and provides ample room for uncertainty in the analysis of such results. One would intuitively expect BP86-D3-gCP to also show an increase, but instead one observes an overall decrease. Nevertheless, this parallels what has been found in gas-phase calculations and we would like to point out that although the corrections are additive in nature, we do not discuss mere single-point energies but structure optimizations. Each method combination provides a different potential energy surface and it is therefore not surprising that a combination of D3 and gCP leads to a different minimum in that energy landscape than when just one of the two corrections is used.
Even though we can detect specific trends, we also notice that the difference in the RMSDs between the various combinations is smaller than for gas-phase peptide structures. For instance, the difference between the RMSDs for BP86-gCP and BP86-D3-gCP was reported to be 0.6 Å on average for di-and tripeptides, 126 whereas it is significantly smaller for the investigated lysozyme fragment. This can be attributed to a higher structural rigidity of the protein environment. Nevertheless, the reported trends are encouraging and we will employ the D3-gCP combination in the remainder of this study. To ensure that the trends can also be observed for a fully optimized structure, we continue to carry out optimizations with the uncorrected BP86 functional.
Finally, our snapshot allows us a first method ranking. The RMSDs for a variety of methods are shown in Table S2 It is likely that for some methods the RMSDs can increase in subsequent optimization steps as the atoms move further away from their initial coordinates. However, based on this preliminary snapshot and the recommendations given by Goerigk and Reimers, we decided against continuing this study with all of these approaches for the sake of computational efficiency. We therefore focus mostly on methods that are either popular in the community or that have been shown to be beneficial for peptide structures, viz. BP86, BP86-D3-gCP, B3LYP-D3-gCP, PW6B95-D3-gCP and HF-D3-gCP. Figure 6 . a) Portion of fragments for which the very first SCF calculation failed when no COSMO model is employed. b) Average steps in successful SCF calculations without and with the COSMO model (e=4). c) Portion of structurally converged residues after three optimization macro-cycles.
Convergence of the SCF and optimization procedures
As mentioned in section 3.2, SCF convergence problems for DFT calculations in polypeptides have only been addressed sporadically 41, 61, 142 and those reports have not had much influence on subsequent studies. Our investigation also allows us to provide more evidence for this problem. Figure 6a shows the portion of fragments for which the SCF calculation in the very first optimization step failed when no COSMO solvation model was used. For (meta-)GGAs this was the case for about one third of all calculations. Different functionals displayed this problem for different residues and we do not perceive a general reason for the convergence failure other than small HOMO-LUMO gaps, as expected for (meta-)GGAs. 142 Although it is possible to manually solve this problem with standard tricks, such as level shifting or quadratic convergence, one has to consider the large number of calculations and the fact that in each case a different solution has to be found. Overall, this makes the application of such functionals less attractive when aiming at a procedure that can be carried out smoothly with a minimum of technical problems. The easiest way to assure smooth convergence behavior without much manual input is to use a continuum solvation model, such as COSMO, with a small dielectric constant of e.g. 4, as suggested by Antony and Grimme. 41 Indeed, when employing COSMO, we experienced no convergence issues for the problematic functionals. Figure 6a shows that none of the SCF calculations failed for hybrid functionals and HF.
However, Figure 6b reveals that without COSMO the SCF convergence is on average slower for hybrids. For some residues we observed that about 200 SCF steps were necessary. On average around 40 or more SCF steps were needed, while this number was reduced to around 16 with COSMO. HF without COSMO does not have this problem and converged smoothly in on average 16 steps (see SI for COSMO effects on HF).
SCF convergence problems have also been reported recently 144 for gas-phase proteins optimized using semi-empirical HF methods 34 that were also traced back to the basic nature of a protein as a low band-gap material. Moreover, it was demonstrated that application of localizedmolecular-orbital (LMO 62 ) techniques can lead to artificially over-polarized wave functions that do not converge to the full-SCF wave function. Both of these problems were shown to be overcome using implicit solvent models. 144 The linear scaling method that we employ is similar to the LMO approach but circumvents convergence to incorrectly polarized states by always including strongly coupled ion pairs within in the same fragment. The good convergence that we find for HF calculations without using implicit solvent models therefore could reflect differences between ab initio and semi-empirical HF schemes but could also arise as we only optimize residues for which a 5 Å coordination shell is guaranteed, therefore demanding that explicit solvation is always present. While in the context of full protein optimization, explicit solvent can sometimes be sufficient to stabilize even DFT calculations, 38 implicit solvent may in general still be required for ab initio HF.
Another time-determining problem in protein optimizations is the actual geometry convergence. To get a first idea about this, we analyze the intermediate structures after three optimization macro-cycles. As shown in Figure 6c , convergence was signaled for one half of the residues with HF-D3-gCP. For DFT methods this was only the case for 15 to 21% of the residues. Although even for those 50% the final geometries may change slightly during the subsequent optimization steps, this is already a good indicator for the overall geometry convergence behavior of HF-D3-gCP. Indeed, for the structures reported in the next section, the HF-D3-gCP optimizations were the first to finish, while for all DFT calculations we needed at least double the amount of time. Thus, we can conclude in the context of our study that technical benefits such as faster SCF and geometry convergence for HF-D3-gCP outweigh the disadvantage of dealing with the relatively costly evaluation of Fock exchange.
Fully converged structures for 6-31G*
We continue our discussion with the results for fully converged structures obtained with the methods selected in section 4.1 and the 6-31G* basis set. Figure 7 shows the RMSDs for each individual residue (numbers are shown in Table S3 ). Each residue is represented in different lysozyme copies within the 2x2x2 supercell and therefore may experience a selection of slightly different chemical environments. This is indicated by the fact that for some residues and methods fluctuations in the RMSDs between the different copies are observed. As shown in Figure 7 , some residues, such as glycine or cysteine, show smaller RMSDs than, for instance, serine or isoleucine. Nevertheless, the same fluctuations are detected for all tested methods, which is why Next, we analyze if those trends perceived visually in Figure 7 can also be seen for overall RMSDs shown in Table 2 . First of all, we observe that RMSDs for the fully converged lysozyme fragment increase compared to preliminary results discussed in section 4.1. However, for most methods this increase is only marginal and the numbers shown in Table 2 confirm our preliminary first insights. In particular, we notice again that a combination of the D3 and gCP corrections is beneficial, as shown for the BP86 density functional. In line with our analysis ofFigure 7 we confirm that PW6B95-D3-gCP is the best density functional with an RMSD of 1.92 Å. Surprisingly, HF-D3-gCP has the same overall RMSD as B3LYP-D3-gCP (0.205 Å).
However, we attribute this mostly to the three aforementioned outliers. predictions based on gas-phase peptide structures. PW6B95-D3-gCP is the best of the tested DFT methods, but HF-D3-gCP appears to be a more robust alternative. Table 2 also shows other statistical values, which however are more difficult to interpret than the RMSDs. The MADs for all heavy-atom bond lengths in the optimized residues are very similar for all tested methods, while the BP86-based approaches give slightly larger MADs for a subset of twelve hydrogen bonds. In section 4.5 we analyze whether R factors could be used as another indicator for method accuracy, but prior to that it is worthwhile to discuss the basis-set dependence of our results.
Beneficial basis-set effects for Hartree-Fock
The gCP correction only corrects for the BSSE and all remaining effects due to the BSIE remain unchanged. Given that we finally would like to recommend methods for a timely efficient treatment of proteins with the highest possible accuracy, we have to make a compromise and take the interplay between basis set and method into account. In particular Goerigk and Reimers have demonstrated that for peptides the 6-31G* basis set gives ideal bond lengths for DFT methods, while for HF its was shown that the SV basis set should be chosen, i.e. a basis set without polarization functions. 126 The only exception to this was the treatment of sulfur atoms for which polarization functions were shown to be critical. The compromise made for peptides was therefore to use the SVP (S) basis set (see section 3.2).
Results for the fully optimized fragment at the HF-D3-gCP/SVP(S) level of theory are also shown in Table 2 and they confirm that this approach indeed provides better results than with 6-31G*. The final RMSD of 0.186 Å is in fact lower than that for PW6B95-D3-gCP/6-31G*. Table S2 in the SI shows that RMSDs for DFT/SVP(S) increase, which means that the predictions based on peptide gas phase structures can be exactly reproduced for this real-life case of lysozyme. Using the SVP(S) basis has furthermore the advantage of being computationally faster than 6-31G*, which makes it particularly attractive for the treatment of large systems.
R factor analysis
An R factor is defined as the difference between the experimentally observed X-ray reflections (F obs and F calc ) and those derived from the computationally refined protein model:
where w is a scale factor and h, k, l are the Miller indices. The R factor should decrease in each refinement step. While it is not common to optimize the model by directly minimizing R, this measure remains the most common to assess the quality of the protein model; for alternatives to gauge structural quality, see e.g. Reference 145. Usually the experimental reflections are divided into two sets. The larger "working set" is used for the actual refinement and it also provides the factor R work . 70 The remaining "free" reflections are then used for cross-validation (factor R free ). A conventional refinement procedure optimizes the parameters against the "chemical energy" of the system, arising from the empirical geometrical restraints, and an X-ray penalty function that depends on the measured reflections. In quantum refinement the chemical energy is derived from quantum-chemical calculations.
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Note that in this study we do not perform quantum refinement in this conventional way because our main target is to assess various methods first. Nevertheless we can use our fully optimized structures to subsequently calculate an R factor. While these R values will be different from those obtained using a quantumrefinement procedure, they can still give valuable insight into a method's quality. We have to consider, though, that our optimizations may alter the chemical environment, including that of the nonoptimized atoms. Given that temperature factors are also affected by nonlocal changes, we therefore have to perform a temperature-factor refinement of all atoms in the ensemble.
The original 2VB1 structure contains 1,545 atoms and was refined against a working set of 175,025 reflections, while 9,365 reflections were used for cross-validation. 68 The original procedure included a fit of atomic occupancies and determination of anisotropic temperature factors. The 2VBi1J ensemble on the other hand contains 19,335 atoms. Occupancies were fixed to 1/8, as explained in section 2.1, but an anisotropic temperature-factor refinement is not advisable due to a low reflection-parameter ratio. Therefore we carried out isotropic refinement of temperature factors only, as also was done in our previous HEWL study in 2012. 110 In fact, therein we showed how the anisotropy of the system resulting from its conformational flexibility is partially taken into account by the ensemble itself. Moreover, we do not refine the atomic coordinates, which is why the resulting ratio between number of working-set reflections and arbitrarily fitted isotropic temperature factors is 9.1, a ratio that is sufficiently high to allow convergence of the temperature-factors and to conduct meaningful refinement. All in all, the trends in our R values still give meaningful insight into each method's quality.
We obtained R free values with a modified version of REFMAC 5.5 [146] [147] and they are shown in Table 2 approaches yielding values larger than 16%, followed by B3LYP-D3-gCP with 15.8%.
PW6B95-D3-gCP and HF-D3-gCP both show values around 15.2%, thus confirming again that these two approaches produce more accurate results. Contrary to the RMSD discussion is the finding that HF-D3-gCP/SVP(S) shows a slightly increased value of R free = 15.5% compared to HF-D3-gCP/6-31G*, which however is still better than for the standard BP86/6-31G* and B3LYP/6-31G* levels of theory. Table S4 lists R values when only the optimized eight copies of one particular residue are used in the refinement while the remainder maintains the initial coordinates. Interestingly, in most cases, the R factors are the same as for 2VB1iJ (14.3%) or slightly below. Also, the differences between the methods are nearly vanishing in most cases. Exceptions are TYR-53 and the cysteines. The latter show a pronounced increase in the R values, which correlates with the mean deviations for the S-S bond lengths (Table 2) . Sulfur is electron richer than the other elements in the system and hence the refinement programs are more sensitive to changes in the sulfur coordinates. Therefore, the interplay between method and BSIE is very important.
An additional interesting finding is that although optimization of many of the single residues yield similar R factors, which are often even marginally lower than for the initial structure, the combined sequential optimization of all of them leads to a nonlinear increase in the R factor, reflecting the intricate nonlocality of temperature factors. These findings give useful insight for future quantum refinement studies in which also the atomic coordinates are refined.
The aforementioned QM/MM refinement studies were mostly carried out at the BP86-6-31G* level of theory, but nevertheless they were superior to conventional refinement techniques leading to chemically much better descriptions of the systems under investigation. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] Our results
indicate that even better results may be achieved by adding the D3 and gCP corrections to BP86
or by completely changing the refinement protocol to HF-D3-gCP. This hypothesis has to be carefully addressed in future studies.
Summary and conclusion
We optimized a fragment of an ensemble of eight lysozyme structures 69 using periodic boundary conditions with the help of a modified divide-and-conquer approach. The lysozyme ensemble is based on highly accurate X-ray crystallographic data 68 and it therefore served as a reliable benchmark. This choice of reference allows thorough assessments of quantum-chemical methods on amino-acid residues embedded in a real biochemical environment, which is a clear advantage over standard benchmark studies of small molecules in the gas phase. Our aim was to assess the effects of corrections to DFT and HF methods for the London-dispersion and BSSE problems and to compare them with the popular BP86/6-31G* level of theory that is normally used in protein optimizations and quantum-refinement of protein X-ray structures.
While average changes in most bond lengths and dihedral backbone angles seem not to be ideal means to gauge method quality, we obtained useful results from RMSDs of the Cartesian coordinates for all optimized atoms and an analysis of crystallographic R values after isotropic temperature-factor refinement. Due to the rigidity of the system, differences in RMSDs between various methods turned out to be smaller than reported by Goerigk and Reimers for gasphase peptide structures. 126 Nevertheless, we demonstrated that method rankings were exactly reproduced as predicted in that previous study. The validity of our findings is strongly underlined by the fact that both a gas-phase benchmark study with ab initio reference structures and a study based on an experimental reference in a biochemically relevant environment give very nearly identical trends.
We found that standard DFT approaches at the double-z basis-set level rely on error compensation between the lack of a proper description of London-dispersion and an overstabilization from BSSE. This is probably one of the main reasons for their frequent application in the literature. However, we agree with authors of previous studies that such error cancellation effects may be difficult to control. 124, 126 In fact, we see that Grimme's D3 [98] [99] and gCP 42 corrections for dispersion and BSSE improve our statistical values and provide a more balanced description of our structure, both for DFT and HF approaches. At the 6-31G* basis-set level we observe that even when those two corrections are applied, the popular BP86 and B3LYP functionals are outperformed by the PW6B95 hybrid functional and HF. Moreover, HF-D3-gCP further improves with the SV basis set for all atoms, except for sulfur for which SVP has to be used; another finding that confirms our previous recommendations (see Table 1 ). This level of theory is especially useful to save computer time.
At a first glance, the computational cost related with the evaluation of two-electron exchange integrals would be an argument against HF-D3-gCP. However, we also demonstrated that DFT methods (also at the hybrid level) show either complete failure of the self-consistentfield (SCF) step or a generally slow SCF convergence, thus confirming the scarce number of previous studies discussing this problem for polypeptides and proteins. 41, 61, 142 While employing a continuum solvation model such as COSMO 143 with a small dielectric constant is a solution,
HF theory, applied to at least well-characterized regions of the protein structure, does not suffer from this issue and therefore offers an intriguing way to routine applications with a minimum of technical problems. Moreover, HF-D3-gCP optimizations converged significantly faster than their DFT counterparts. Also, resolution-of-the-identity 140, 148 or chain-of-sphere 149 techniques offer a significant speed-up in the exchange-integral calculation in many QM codes. Therefore, no technical aspects should speak against HF-D3-gCP.
We expect our findings to be general and independent of the specific optimization procedure. On the contrary, the fact that the D3 dispersion correction with Becke-Johnson damping gives accurate structures for HF parallels previous studies on organic-chemical systems. 99, 114 Moreover, we demonstrated the additional benefit of employing the gCP correction for intramolecular BSSE for a biologically relevant molecule. The D3 method has been implemented into most major quantum-chemistry codes, but also usage of gCP is straightforward with Grimme's standalone program 135 or Neese's ORCA 3.0 program package. 150 In light of our results we encourage developers to also implement gCP into their codes.
In summary, we strongly recommend usage of HF-D3-gCP for optimizing polypeptides and proteins and for quantum refinement. We hope that our findings are of interest to a large community of QM and QM/MM users and influential for future applications.
Supporting Information. Optimized structures in pdb and Hyperchem format compiled in a zip archive. The additional pdf file contains tables with more information on optimized residues, RMSDs and R values, and also a short discussion on effects of point charges in the ONIOM treatment and of COSMO on HF-D3-gCP. This material is available free of charge via the Internet at http://pubs.acs.org.
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