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Abstract
We consider the limit of a linear kinetic equation, with reflection-transmission-
absorption at an interface, with a degenerate scattering kernel. The equation arise
from a microscopic chain of oscillators in contact with a heat bath. In the absence of
the interface, the solutions exhibit a superdiffusive behavior in the long time limit. With
the interface, the long time limit is the unique solution of a version of the fractional in
space heat equation, with reflection-transmission-absorption at the interface. The limit
problem corresponds to a certain stable process that is either absorbed, reflected, or
transmitted upon crossing the interface.
Keywords: Diffusion Limits from Kinetic Equations, Fractional Laplacian, Stable Pro-
cesses, Boundary Conditions at Interface
1 Introduction
We consider a linear phonon Boltzmann equation with an interface. This equation describes
the evolution of the energy density W (t, y, k) of phonons at time t ≥ 0, spatial position y ∈ R
and the frequency k ∈ T = [−1/2, 1/2] with identified endpoints. Outside the interface,
located at y = 0, the density satisfies the kinetic equation
∂tW (t, y, k) + ω¯
′(k)∂yW (t, y, k) = γ0LkW (t, y, k),
W (0, y, k) = W0(y, k).
(1.1)
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We denote by ω : T → [0,+∞) the dispersion relation, and set the group velocity of the
phonon ω¯′(k) := ω′(k)/(2π), k ∈ T. The parameter γ0 > 0 represents the phonon scattering
rate, and the scattering operator Lk, acting only on the k-variable, is given by
LkF (k) :=
∫
T
R(k, k′) [F (k′)− F (k)] dk′, k ∈ T, (1.2)
for a bounded and measurable function F .
When there is no interface, this is the Kolmogorov equation for a classical jump process.
The interface conditions prescribe the outgoing phonon density in terms of what comes to the
interface:
W (t, 0+, k) = p−(k)W (t, 0
+,−k) + p+(k)W (t, 0−, k) + Tg(k), for 0 < k ≤ 1/2, (1.3)
and
W (t, 0−, k) = p−(k)W (t, 0
−,−k) + p+(k)W (t, 0+, k) + Tg(k), for −1/2 < k < 0, (1.4)
with the energy balance
p+(k) + p−(k) + g(k) = 1. (1.5)
Here, p−(k), p+(k) and g(k) are, respectively, the probabilities of the phonon being reflected,
transmitted or absorbed, while Tg(k) is the phonon production rate at the interface.
We assume that the absorption coefficient g(k) and the reflection-transmission coeffi-
cients p±(k) are positive, continuous, even functions, satisfying (1.5) and such that
lim
k→0+
g(k) = g0 > 0, lim
k→0+
p±(k) = p±, (1.6)
and there exist C0, γ > 0 such that
|p±(k)− p±| ≤ C0|k|γ, k ∈ T. (1.7)
The large scale limit of the kinetic equation without an interface has been considered
in [5, 13, 21]. The corresponding rescaled problem, with N → +∞, is
1
Nα
∂tWN(t, y, k) +
1
N
ω¯′(k)∂yWN(t, y, k) = γ0LkWN (t, y, k),
WN(0, y, k) = W0(y, k),
(1.8)
with an appropriate exponent α > 0, with α = 2 corresponding to the classical diffusive
scaling. An important feature of the phonon scattering is that the total scattering kernel
R(k) :=
∫
T
R(k, k′)dk′ (1.9)
degenerates at k = 0 – phonons at a low frequency scatter much less. The correct choice of
the time rescaling exponent α depends then on the properties of the dispersion relation. In
the optical case, when ω¯′(k) ∼ k, |k| ≪ 1, so that the low frequency phonons not only scatter
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less but also travel slower, the scaling in (1.8) is diffusive, so that α = 2 and WN (t, y, k)
converges as N → +∞ to the solution to a heat equation
∂tW (t, y) = cˆ∂
2
yyW (t, y), (1.10)
with the initial condition
W (0, y) =
∫
T
W0(y, k)dk,
and an appropriate diffusion coefficient cˆ > 0.
When, on the other hand, the dispersion relation is acoustic, so that ω¯′(k) ∼ sign k,
for |k| ≪ 1, and the phonons at low frequency scatter less but move as fast as other phonons,
then the scaling is super-diffusive, with α = 3/2 and the limit of WN (t, y, k) as N → +∞
satisfies the fractional heat equation
∂tW (t, y) = −cˆ|∂2yy|3/4W (t, y),
W (0, y) =
∫
T
W0(y, k)dk,
(1.11)
with an appropriate fractional diffusion coefficient cˆ > 0. In both cases the limit W (t, y)
does not depend on the frequency k. Results of this type under various assumptions on the
scattering kernel (but without an interface present) have been proved in [5, 6, 10, 13, 21].
Our interest here is to understand the long time behavior of the solutions to the kinetic
equation with an acoustic dispersion relation in the presence of the interface, so that (1.8)
holds away from y = 0, and the interface conditions (1.3)-(1.4) for WN hold at y = 0.
We allow the total scattering rate to degenerate as R(k) ∼ | sin(πk)|β for some β > 1. The
case β ∈ (0, 1) has been considered in [4], with the initial condition that is a local perturbation
of the the equilibrium solution W (t, y, k) ≡ T . It leads to a diffusive scaling and the limit
described by a heat equation (1.11), with a pure absorption interface condition W (t, 0) = T .
In that situation, the degeneracy of scattering at low frequencies is not strong enough to
prevent the diffusive behavior.
In order to formulate our main result, let us make some assumptions on the scattering
kernel, reflection-transmission-absorption coefficients and the initial condition. We assume
that the scattering kernel is symmetric
R(k, k′) = R(k′, k), (1.12)
positive, except possibly at k = 0:
R(k, k′) > 0, k, k′ 6= 0, (1.13)
and the total scattering kernel has the asymptotics
R(k) :=
∫
T
R(k, k′)dk′ ∼ R0| sin(πk)|β, |k| ≪ 1, (1.14)
with some β ≥ 0 and R0 > 0. We also assume that the normalized cross-section
p(k, k′) :=
R(k, k′)
R(k)
, k, k′ 6= 0, (1.15)
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extends to a C∞ function on T2. Note that∫
T
p(k, k′)dk′ = 1, for all k 6= 0. (1.16)
For the dispersion relation, we assume that it is acoustic, that is,
ω(k) ∼ 2ω′0| sin(πk)|, |k| ≪ 1, (1.17)
with some ω′0 > 0, and that ω(k) is even in k.
To make the precise assumptions on W0(y, k), we will use the notation R+ = (0,+∞),
R− = (−∞, 0), R∗ = R \ {0}, R¯+ = [0,+∞), R¯− = (−∞, 0], as well as T∗ = T \ {0}, and
T± = [k : 0 < ±k < 1/2]. Given T , we let CT be a subclass of Cb(R∗ × T∗) of functions F
that can be continuously extended to R¯± × T∗ and satisfy the interface conditions
F (0+, k) = p−(k)F (0
+,−k) + p+(k)F (0−, k) + g(k)T, for 0 < k ≤ 1/2, (1.18)
F (0−, k) = p−(k)F (0
−,−k) + p+(k)F (0+, k) + g(k)T, for −1/2 < k < 0.
Note that F ∈ CT if and only if F − T ′ ∈ CT−T ′ for some T ′, because of (1.5).
In the presence of the interface, the fractional diffusion equation (1.11) is replaced by the
following non-local equation
∂tW (t, y) = cˆ
∫
yy′>0
qβ(y − y′)[W (t, y′)−W (t, y)]dy′ + cˆg0
∫
yy′<0
qβ(y − y′)[T −W (t, y)]dy′
+ cˆp−
∫
yy′<0
qβ(y − y′)[W (t,−y′)−W (t, y)]dy′ + cˆp+
∫
yy′<0
qβ(y − y′)[W (t, y′)−W (t, y)]dy′.
(1.19)
Here, cˆ is a fractional diffusion coefficient given by (1.23) below, p± and g0 are as in (1.6),
and
qβ(y) =
cβ
|y|2+1/β , cβ :=
21+1/βΓ (1 + 1/(2β))√
πΓ (−1/2 + 1/(2β)) . (1.20)
As we explain below, equation (1.19) automatically incorporates the interface conditions. Our
main result is as follows.
Theorem 1.1 In addition to the above assumptions about the scattering kernel R(·, ·) and the
dispersion relation ω(·), suppose that β > 1 and W0 ∈ CT , and let WN(t, y, k) be the solution
to (1.8) with α = 1 + 1/β. Then, we have
lim
N→+∞
∫
R×T
WN (t, y, k)G(y, k)dydk =
∫
R×T
W (t, y)G(y, k)dydk, (1.21)
for any t > 0, and any test function G ∈ C∞0 (R×T). The limit W (t, y) is a weak solution of
equation (1.19), in the sense of Definition 2.3, with the initial condition
W¯0(y) :=
∫
T
W0(y, k)dk (1.22)
and the fractional diffusion coefficient
cˆ :=
2πβ(ω′0)
1+1/β
β(γ0R0)1/β
p.v.
∫
R
(eiλ − 1)dλ
|λ|2+1/β . (1.23)
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The proof of this theorem proceeds as follows: as we have mentioned, the kinetic equa-
tion (1.8) is the Kolmogorov equation for a Markov process (ZN(t), KN(t)), where the fre-
quency KN(t) is a certain jump process and the spatial component ZN(t) is the time integral
of ω¯′(KN(t)). This process can be generalized to incorporate the reflection-transmission-
absorption at the interface. Similarly, we show that (1.19) is a Kolmogorov equation for a
certain stable process ζ(t) that undergoes reflection-transmission-absorption at the interface.
We prove that ZN(t, y) converges to ζ(t) in law. This shows that WN (t, y, k) converges to a
weak solution W (t, y) of (1.19), such that W (t, y) = E[W¯0(ζ(t))|ζ(0) = y].
Theorem 1.1 identifies the limit as a weak solution only in the sense of Definition 2.3 below,
that does not characterize its behaviour at the interface. In order to obtain this information
we need to prove that the limit belongs to a class of functions that satisfy a certain regularity
condition at the interface (see (2.7) and (2.8)). When it is imposed the solution is unique.
In Theorem 2.5 we prove that the weak solution obtained in Theorem 1.1 belongs to this
regularity class, under the further assumption that the initial condition W¯0(y) belongs to L
1
add to an additive constant. To this end, we construct another approximation ζa(t) of ζ(t)
that converges in law to ζ(t) as a→ 0+ and
Wa(t, y) = E
[
W¯0(ζa(t))|ζa(0) = y
]→ W (t, y) = E[W¯0(ζ(t))|ζ(0) = y].
However, we ensure that Wa(t, y) also satisfies an energy estimate, see (7.10) below, thus so
does W (t, y) in the limit.
A kinetic problem with similar conditions at the interface appears as the macroscopic limit
of a system of oscillators driven by a random noise that conserves energy, momentum and
volume [3]. This microscopic model has been recently considered in [14], with a thermostat
at a fixed temperature T ≥ 0 acting on one particle, so that the phonons may be emitted,
reflected or transmitted, and the corresponding macroscopic interface conditions have been
obtained, in the absence of the bulk scattering, corresponding to γ0 = 0 in (1.1). It is
believed that the above macroscopic interface conditions also hold in the presence of interior
microscopic scattering when γ0 > 0. However, for the absorbing probability arising from this
microscopic dynamics, we have g0 = 0 (cf (1.6)). This generates a different interface condition
for the macroscopic limit [15] from the one obtained here.
There seem to be few results on a fractional diffusion limit for kinetic equations in the
presence of an interface. In [8], the case of absorbing, or reflecting boundary, but with the
operator L that itself is a generator of a fractional diffusion, has been considered. Another sit-
uation, closer to ours, is a subject of [9], where the convergence of solutions to kinetic equations
with the diffusive reflection conditions on the boundary is investigated. This condition is, how-
ever, different from our interface condition that concerns reflection-transmission-absorption.
Also, in contrast to our situation, the results of [9], do not establish the uniqueness of the limit
for solutions of the kinetic equation, stating only that it satisfies a certain fractional diffusive
equation with a boundary condition. The question of the uniqueness of the solution for the
limiting equation seems to be left open, see the remark after Theorem 1.2 in [9]. We mention
here also a result of [2], where solutions of a stationary (time independent) linear kinetic
equation are considered. The spatial domain is a half-space, with the absorbing-reflecting-
emitting boundary, of a different type than in the present paper, and frequencies belong to
a cylindrical domain. It has been shown that under an appropriate scaling the solutions
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converge to a harmonic function corresponding to a Neumann boundary, fractional Laplacian
with exponent 1/2.
2 Some preliminaries
The classical solution of the kinetic interface problem
We start with the definition of a classical solution to the kinetic interface problem.
Definition 2.1 We say that a function W (t, x, k), t ≥ 0, x ∈ R, k ∈ T∗, is a classical
solution to equation (1.1) with the interface conditions (1.3) and (1.4), if it is bounded and
continuous on R+ × R∗ × T∗, and the following conditions hold:
(1) The restrictions of W to R+ × Rι × T∗, ι ∈ {−,+}, can be extended to bounded and
continuous functions on R¯+ × R¯ι × T¯ι′, ι′ ∈ {−,+}.
(2) For each (t, y, k) ∈ R+×R∗×T∗ fixed, the function W (t+ s, y+ ω¯′(k)s, k) is of the C1
class in the s-variable in a neighborhood of s = 0, and the directional derivative
DtW (t, y, k) = (∂t + ω¯
′(k)∂y)W (t, y, k) :=
d
ds |s=0
W (t+ s, y + ω¯′(k)s, k) (2.1)
is bounded in R+ × R∗ × T∗ and satisfies
DtW (t, y, k) = γ0LkW (t, y, k), (t, y, k) ∈ R+ × R∗ × T∗, (2.2)
together with (1.3) and (1.4) and
lim
t→0+
W (t, y, k) = W0(y, k), (y, k) ∈ R∗ × T∗. (2.3)
The following result is standard.
Proposition 2.2 Suppose that W0 ∈ CT . Then, under the above hypotheses on the scattering
kernel R(k, k′) and the dispersion relation ω(k), there exists a unique classical solution to
equation (1.1) with the interface conditions (1.3) and (1.4) in the sense of Definition 2.1.
The existence part is proved in Appendix A below, while uniqueness follows from Proposi-
tion 3.2, also below.
2.1 The fractional diffusion equation with an interface
Let us now discuss the weak solutions to the fractional diffusion equation with an interface
that will arise as the long time asymptotics of the kinetic interface problem. For β > 1, we
define the fractional Laplacian Λβ = (−∂2y)(β+1)/(2β) as the L2 (self-adjoint) closure of the
singular integral operator
ΛβF (y) := p.v.
∫
R
qβ(y − y′) [F (y)− F (y′)] dy′, F ∈ C∞0 (R), (2.4)
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understood in the sense of the principal value, with qβ(y) as in (1.20).
The operator −Λβ is the generator of a Le´vy process. In order to introduce an interface,
let us assume that if a particle tries to make a Le´vy jump from y to y′ such that y and y′ have
the same sign, then the jump happens almost surely. However, if y and y′ have different signs,
then with the probability p+ the particle jumps to y
′, with probability p− it jumps to (−y′) and
with probability g0 it is killed at the interface y = 0, where a boundary condition W (t, 0) = T
is prescribed. Recall that these probabilities satisfy (1.5). The corresponding Kolmogorov
equation is then (1.19). Using relation (1.5), the right side of (1.19) can be re-written as
∂tW (t, y) = −cˆΛβW (t, y) + cˆ
∫
yy′<0
qβ(y − y′)
[
g0(T −W (t, y′)) + p−(W (t,−y′)−W (t, y′))
]
dy′.
(2.5)
Definition 2.3 A bounded function W (t, y), (t, y) ∈ R¯+ × R, is a weak solution to equation
(2.5) if for any t0 > 0 and G ∈ C∞0 ([0, t0]× R∗) we have
0 =
∫ t0
0
dt
∫
R
{∂tG(t, y)− cˆΛβG(t, y)}W (t, y)dy
+ cˆ
∫ t0
0
dt
∫
R
G(t, y)dy
{
p−
∫
[yy′<0]
qβ(y − y′)[W (t,−y′)−W (t, y′)]dy′ (2.6)
+ g0
∫
[yy′<0]
qβ(y − y′)[T −W (t, y′)]dy′
}
−
∫
R
G(t0, y)W (t0, y)dy +
∫
R
G(0, y)W0(y)dy.
Notice that, since the support of the test functions G is bounded away from the interface,
this weak formulation does not give information on the behaviour of the solution at the
interface. In order to capture the behaviour of W (t, y) for y → 0± we need to consider
solution in a certain regularity class. For this purpose we introduce the space H0 of functions
that is the completion of C∞0 (R
d) in the norm
‖G‖2H0 :=
∑
ι=±
∫
R2ι
qβ(y − y′)[G(y)−G(y′)]2dydy′ + g0
∫
R+×R−
qβ(y − y′)[G2(y) +G2(y′)]dydy′
(2.7)
+
∫
R+×R−
qβ(y − y′)
{
p+[G(y)−G(y′)]2 + p−[G(y)−G(−y′)]2
}
dydy′.
Note that the term in the last line above, with p+ and p−, is dominated by the term with the
factor of g0.
Since qβ(y) ∼ |y|−2−1/β, finitness of this norm forces G(y) to decay to 0 at a certain rate,
as y → 0. Let us define the class of function
HT := {∃ T ′ : W − T ′ ∈ C([0,+∞), L2(R)),W − T ∈ L2loc([0,+∞),H0)} (2.8)
Clearly if W ∈ HT , then W (t, y)→ T , as y → 0 for almost every t ≥ 0.
Proposition 2.4 A weak solution of (2.6) is unique in HT .
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Proof. In fact, let W¯ be the difference of two weak solutions in HT . Then W¯ (t, y) is in
the space
C([0,+∞), L2(R)) ∩ L2loc([0,+∞),H0),
and satisfies (2.6) for T = 0. Approximating W¯ by test functions G in (2.6) we obtain the
identity
d
dt
‖W¯ (t, ·)‖22 = −cˆ‖W¯ (t, ·)‖2H0. (2.9)
Identity (2.9) immediately implies uniqueness of the solutions to (2.6) in the corresponding
space. 
In Section 7 we prove the following.
Theorem 2.5 Suppose that W0 ∈ CT and there exists a constant T ′, so that W0 − T ′ ∈
L1(R × T). Let W be the limit of the solutions of the scaled kinetic equation described in
Theorem 1.1. Then W belongs to HT .
3 Probabilistic representation for a solution to the ki-
netic equation with an interface
We now construct a probabilistic interpretation for the kinetic equation with reflection, trans-
mission and absorption at an interface, as a generalization of the corresponding jump process
without an interface. Let (Ω,F ,P) be a probability space and µ be a Borel measure on T
given by
µ(dk) =
R(k)dk
R¯
, R¯ =
∫
T
R(k)dk. (3.1)
We denote by (Kkn)n≥0 a Markov chain such that P[K
k
0 = k] = 1, with the transition operator
Pf(k) =
∫
T
p(k, k′)f(k′)µ(dk′), k ∈ T, f ∈ L∞(T). (3.2)
Here, Kkn are the particle momenta between the jump times. The measure µ is ergodic and
invariant under P , and the operator P can be extended to L1(µ) and
‖Pf‖L∞(µ) ≤ ‖p‖L∞‖f‖L1(π), f ∈ L1(µ). (3.3)
The transition operator is symmetric on L2(µ). Since the transition probability density is
strictly positive µ⊗ µ a.s., the operator satisfies the spectral gap estimate
sup[‖Pf‖L2(µ) : f ⊥ 1, ‖f‖L2(µ) = 1] < 1. (3.4)
We can easily conclude the following – see (1.2) for the definition of the operator L.
Proposition 3.1 For any F ∈ L1(T) we have
lim
t→+∞
‖etLF −
∫
T
F (k)dk‖L1(T) = 0. (3.5)
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Next, let τn, n ≥ 1, be a sequence of i.i.d. exp(1) distributed random variables and (T(t))t≥0
be a linear interpolation between the times
T(n) :=
n∑
ℓ=0
t¯(Kkℓ )τℓ, n = 0, 1, . . . , (3.6)
where
t¯(k) :=
1
γ0R(k)
. (3.7)
That is, T(n) is the time of the n-th jump, and the elapsed times between the consecutive
jumps are t¯(Kkℓ )τℓ. Between the jumps the particle moves with the constant speed ω
′(Kkℓ ), and
the corresponding spatial position Z˜(t; y, k) is the linear interpolation between its locations
at the jump times
Zn(y, k) := y −
n∑
ℓ=0
ω¯′(Kkℓ )t¯(K
k
ℓ )τℓ, n = 0, 1, . . . (3.8)
Observe that there exists a constant c+ > 0 such that
|ω¯′(k)t¯(k)| ≤ c+ω
′
0
γ0R0|k|β , k ∈ T. (3.9)
Note that for each n ≥ 0 and (y, k) ∈ R×T∗ the law of Zn(y, k) is absolutely continuous with
respect to the Lebesgue measure on the line.
We also note that
Y (t; y, k) := Z˜
(
T−1(t); y, k
)
= y −
∫ t
0
ω¯′(K(s; k))ds, K(t; k) := Kk[T−1(t)], (3.10)
and denote by Ft the natural filtration for the process Y (t; y, k), K(t; k)).
The jump process with reflection and transmission
We now add reflection and transmission to the jump process. Suppose that the starting
point y > 0 and let
sy,1 := inf[n > 0 : Zn(y, k) < 0], sy,2 := inf[n > sy,1 : Zn(y, k) > 0] (3.11)
be the first times of the momenta jumps after the first crossing to the left and after the first
crossing back to the right. Having defined sy,2m−1, sy,2m for some m ≥ 1 we let
sy,2m+1 := inf[n > sy,2m : Zn(y, k) < 0], sy,2m+2 := inf[n > sy,2m+1 : Zn(y, k) > 0]. (3.12)
We define sy,m by symmetry also for y < 0. We also let
s˜y,1 := inf[t > 0 : Z˜(t; y, k) < 0], s˜y,2 := inf[t > sy,1 : Z˜(t; y, k) > 0]
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be the times when the trajectory crosses to the left and then crosses back to the right. Having
defined s˜y,2m−1, s˜y,2m for some m ≥ 1, we set
s˜y,2m+1 := inf[t > s˜y,2m : Z˜(t; y, k) < 0], s˜y,2m+2 := inf[t > s˜y,2m+1 : Z˜(t; y, k) > 0]. (3.13)
and. again, by symmetry we define s˜y,m for y < 0. Obviously, we have
s˜y,m < sy,m < s˜y,m+1, a.s.
We let σˆym be a {−1, 0, 1}-valued sequence of random variables that are independent, when
conditioned on (Kkn)n≥0, such that
P[σˆym = 0|(Kkn)n≥0] = g(Kksy,m−1), P[σˆym = ±1|(Kkn)n≥0] = p±(Kksy,m−1).
These variables are responsible for whether the particle is reflected, transmitted or absorbed
as it crosses the interface, and
f := inf
[
m ≥ 1 : σˆym = 0
]
(3.14)
is the crossing at which the particle is absorbed. For m ≥ 1, we denote by Fm the σ-algebra
generated by (Y (t; y, k), K(t; k)), 0 ≤ t ≤ s˜y,m and σˆyℓ , ℓ = 1, . . . , m, with the convention
that F0 is the trivial σ-algebra. Recall that (Ft)t≥0 is the natural filtration corresponding to
the process (Y (t; y, k), K(t; k))t≥0.
We define the reflected-transmitted-absorbed process
Z˜o(t; y, k) :=
( n−1∏
m=1
σˆym
)
Z˜(t; y, k), t ∈ [s˜y,n−1, s˜y,n),
with the convention that the product over an empty set of indices equals 1 and the respective
counterparts
Y o(t; y, k) := Z˜o(T−1(t); y, k) =
( n−1∏
m=1
σˆym
)
Y (t; y, k), t ∈ [s˜y,n−1, s˜y,n)
and
Ko(t; k) :=
( n−1∏
m=1
σˆym
)
K(t; k), t ∈ [s˜y,n−1, s˜y,n).
In what follows, we assume the convention that ω¯′(0) := 0 even though ω(k) is not differen-
tiable at k = 0. For t ∈ (s˜y,n−1, s˜y,n) we can write
dY o(t; y, k)
dt
:=
( n−1∏
m=1
σˆym
)dY (t; y, k)
dt
= −
( n−1∏
m=1
σˆym
)
ω′(K(t; k))
= −ω′
(( n−1∏
m=1
σˆym
)
K(t; k)
)
= −ω′(Ko(t; k)). (3.15)
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If Y o(t; y, k) ≥ 0 for s˜y,m−1 < t < s˜y,m+1 – that is, the particle approached the interface from
the right at the time s˜y,m and was reflected, then for h > 0 we define s˜
h
y,m ∈ (s˜y,m−1, s˜y,m)
as the first exit time of Y o(t; y, k) from the half-line [y > h] that happens after s˜y,m−1,
and s˜h,ey,m ∈ (s˜y,m, s˜y,m+1) as the first exit time of Y o(t; y, k) from the half-line [y < h], after s˜y,m.
Note that both s˜hy,m and s˜
h,e
y,m are finite a.s. if h > 0 is sufficiently small, and we have
lim
h→0+
s˜hy,m = lim
h→0+
s˜h,ey,m = s˜y,m, a.s.
Analogous definitions can be introduced for all other configurations of the signs of Y o(t; y, k)
in s˜y,m−1 < t < s˜y,m+1.
A probabilistic representation for the kinetic equation
We will now prove the following.
Proposition 3.2 If W (t, y, k) is a solution to (1.1), with the interface condition (1.3)-(1.4),
in the sense of Definition 2.1, such that W (0, y, k) = W0(y, k) and W0 ∈ CT , then
W (t, y, k) = E [W0 (Y
o(t; y, k), Ko(t; k)) , t < s˜y,f] + TP [t ≥ s˜y,f] , t ≥ 0, y ∈ R∗, k ∈ T∗.
(3.16)
Proof. First, let W˜ (t, y, k) be a solution to (1.1) as in Proposition 3.2 but with T = 0 in the
interface conditions (1.3)-(1.4). We set
Mm := lim
h→0+
1[f>m−1]W˜
(
t− t ∧ s˜hy,m+1, Y o(t ∧ s˜hy,m+1; y, k), Ko(t ∧ s˜hy,m+1; k)
)
+ 1[f≤m−1]W˜0 (Y
o(t; y, k), Ko(t; k))−W (t, y, k) (3.17)
and consider the increments
Zm := lim
h→0+
{
W˜
(
t− t ∧ s˜hy,m+1, Y o(t ∧ s˜hy,m+1; y, k), Ko(t ∧ s˜hy,m+1; k)
)
−W˜ (t− t ∧ s˜hy,m, Y o(t ∧ s˜hy,m; y, k), Ko(t ∧ s˜hy,m; k))} , m = 0, . . . , f− 1,
Zf := − lim
h→0+
W˜
(
t− s˜hy,f, Y o(s˜hy,f; y, k), Ko(s˜hy,f; k)
)
on the event [sy,f ≤ t],
Zf = 0, on the event [sy,f > t],
Zm := 0, m > f,
(3.18)
so that
Mm :=
m−1∑
j=0
Zj . (3.19)
The key step in the proof of Proposition 3.2 is the following lemma.
Lemma 3.3 We have
E[Zm|Fm] = 0, m = 0, 1, . . . . (3.20)
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As an immediate corollary of Lemma 3.3, we know that the sequence (Mm)m≥1 is a zero mean
martingale with respect to the filtration (Fm)m≥1. Since f+1 is a stopping time with respect
to the filtration (Fm)m≥1, and the martingale (Mm)m≥1 is bounded, the optional stopping
theorem implies that EMf+1 = 0, which yields
W˜ (t, y, k) = E [W0 (Y
o(t; y, k), Ko(t; k)) , t < s˜y,f] , t > 0, y ∈ R∗, k ∈ T∗, (3.21)
which is a special case of (3.16) with T = 0.
In general, ifW (t, y, k) is as in Proposition 3.2, with T 6= 0, then W˜ (t, x, k) = W (t, y, k)−T
satisfies (1.1), with the interface condition given by (1.3) and (1.4) corresponding to T = 0
and the initial condition W˜0(y, k) = W0(y, k)− T . It follows from the above that
W (t, y, k) = T + W˜ (t, y, k) = T + E
[
W˜0 (Y
o(t; y, k), Ko(t)) , t < s˜y,f
]
= E [W0 (Y
o(t; y, k), Ko(t)) , t < s˜y,f] + TP [t ≥ s˜y,f] (3.22)
and (3.16) follows, finishing the proof of Proposition 3.2. 
Proof of Lemma 3.3. Let W˜±(t, y, k) be the restrictions of W˜ to {y > 0} and {y < 0},
respectively. We extend them to the whole line in such a way that DtW˜± are well defined for
all (t, y, k) ∈ R+ × R× T∗ and they are bounded and measurable, and denote
F±(t, y, k) := (Lk − ω′(k)∂y − ∂t)W˜±(t, y, k).
Note that F±(t, y, k) = 0 for y ∈ R±, respectively, and the processes
M±(u) := W˜±(t− u, Y (u; y, k), K(u; k))− W˜±(t, y, k)−
∫ u
0
F±(t− s, Y (s; y, k), K(s; k))ds,
with 0 ≤ u ≤ t are Fu-martingales, so that
E
{[
W˜σ′
(
t− t ∧ s˜hy,m+1, σY (t ∧ s˜hy,m+1; y, k), σK(t∧ s˜hy,m+1; k))
)
(3.23)
−W˜σ′
(
t− t ∧ s˜h,ey,m, σY (t ∧ s˜h,ey,m; y, k), σK(t ∧ s˜h,ey,m; k))
)] ∣∣∣Fs˜y,m} = 0,
provided that
σ′ := (−1)mσsign y.
Note that since
(−1)msign y = sign (Y (t ∧ s˜h,ey,m; y, k))
we have
σ′ = sign
(
σY (t ∧ s˜h,ey,m; y, k)
)
.
The interface conditions (1.3) and (1.4) with T = 0 can be written as
p+(σK(s˜y,m; k))W˜−σ′ (t− s˜y,m, 0, σK(s˜y,m; k)) (3.24)
+ p−(σK(s˜y,m; k))W˜σ′ (t− s˜y,m, 0,−σK(s˜y,m; k)) = W˜σ′ (t− s˜y,m, 0, σK(s˜y,m; k)) ,
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provided that
σ′σsgnK(s˜y,m; k) = −1. (3.25)
We now need to replace the time s˜h,ey,m in the second term in (3.23) by s˜
h
y,m, in order to
convert the right side of (3.23) into a term of a telescoping sum, and to show that Mm is a
martingale. To this end, suppose that Φ ∈ Cb((R× T)L+1 × {−1, 0, 1}m−1) and consider the
times 0 = t0 < t1 < . . . < tL. Then, we have
E [ZmΦm] =
∑
ε
E
[ZmΦm, Aε1,...,εm−1] , (3.26)
with
Φm := Φ
(
(Y (tj ∧ s˜y,m; y, k), K(tj ∧ s˜y,m; k))0≤j≤L , σˆy1 , . . . , σˆym−1
)
Aε1,...,εm−1 = [σˆ
y
j = εj , j = 1, . . . , m− 1],
and the summation in (3.26) extending over all sequences ε = (ε1, . . . , εm−1) ∈ {−1, 0, 1}m−1.
Suppose that some εj = 0. Then, we have
f = min[j ∈ {1, . . . , m} : εj = 0] ≤ m− 1
and Zm1Aε = 0 for the corresponding sequence (ε1, . . . , εm−1). On the other hand, if εj 6= 0
for all j = 1, . . . , m− 1, then
E[ZmΦm, Aε] = I+ + I0 + I−,
where Iι, ι ∈ {−1, 0, 1}, correspond to the events σˆym = ι. Knowing the values σˆy1 , . . . , σˆym−1
and the sign of y one can determine the sign σ in the equality
Y o(t; y, k) = σY (t; y, k), Ko(t; k) = σK(t; k), s˜hy,m ≤ t < s˜y,m,
hence
W˜
(
t− s˜hy,m, Y o(s˜hy,m; y, k), Ko(s˜hy,m; k)
)
= W˜σ′
(
t− s˜hy,m, σY (s˜hy,m; y, k), σK(s˜hy,m; k)
)
,
with σ′ := (−1)mσsign y. We have
I± = lim
h→0+
E
{{
W˜∓σ′
(
t− t ∧ s˜hy,m+1,±σY (t ∧ s˜hy,m+1; y, k),±σK(t ∧ s˜hy,m+1; k)
)
−W˜σ′
(
t− s˜hy,m, σY (s˜hy,m; y, k), σK(s˜hy,m; k)
)}
Φm, Aε, σˆ
y
m = ±1, t ≥ s˜hy,m
}
= lim
h→0+
E
{{
W˜∓σ′
(
t− t ∧ s˜hy,m+1,∓σY (t ∧ s˜hy,m+1; y, k),∓σK(t ∧ s˜hy,m+1; k)
)
p±(σK(s˜y,m; k))
−W˜σ′ (t− s˜y,m, σY (s˜y,m; y, k), σK(s˜y,m; k)) 1[σˆym=±1]
}
Φm, Aε, t ≥ s˜y,m
}
.
Passing to the limit h → 0+ above, using the continuity of W˜± up to the interface and the
fact that sh,ey,m → sy,m as h→ 0+ a.s., and invoking (3.23), we conclude that
I± = E
{{
W˜∓σ′ (t− s˜y,m,±σY (s˜y,m; y, k),±σK(s˜y,m; k)) p±(K(s˜y,m; k))
−W˜σ′ (t− s˜y,m, σY (s˜y,m; y, k), σK(s˜y,m; k)) 1[σˆym=±1]
}
Φm, Aε, t ≥ s˜y,m
}
.
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On the event [σˆym = 0] we have f = m, therefore
I0 = −E
{
W˜σ′ (t− s˜y,m, σY (s˜y,m; y, k), σK(s˜y,m; k))Φm, Aε, σˆym = 0, t ≥ s˜y,m
}
,
as follows from the condition Zf = 0 on the event [sy,f > t] in (3.18). Now, we conclude that
from (3.24) that
I+ + I0 + I− = 0,
thus (3.20) follows. 
4 The scaled processes and their convergence
4.1 Convergence of processes without an interface
We consider the rescaled process
ZN(t; y, k) := y − 1
Nβ/(1+β)
[Nt]∑
ℓ=0
ω¯′(Kkℓ )t¯(K
k
ℓ )τℓ, t ≥ 0,
and Z˜N(t; y, k) be the linear interpolation in time between the points ZN(n/N ; y, k), n ≥ 0.
Let also (TN(t; k))t≥0 and (YN(t; y, k))t≥0 be the scaled versions of the processes defined
by (3.6) and (3.10), respectively:
TN(t; k) :=
1
N
m∑
ℓ=0
t¯(Kkℓ )τℓ, t =
m
N
(4.1)
and it is a linear interpolation otherwise, while
YN(t; y, k) := y − 1
Nβ/(1+β)
∫ Nt
0
ω¯′(K(s; k))ds = Z˜N(T
−1
N (t, k), y, k). (4.2)
To describe the limit, let (ζ(t))t≥0 be the symmetric stable process with the Le´vy exponent
ψ(θ) =
cˆ|θ|1+1/β
γ0R¯
, θ ∈ R,
and set
ζ(t, y) := y + ζ(t), τ(t) := tτ¯ , η(t, y) := ζ(τ−1(t), y), t ≥ 0, (4.3)
where
τ¯ :=
∫
T
t¯(k)µ(dk) =
1
γ0R¯
. (4.4)
Proposition 4.1 For any t0 > 0 and k ∈ T we have
lim
N→+∞
E
{
sup
t∈[0,t0]
|TN(t; k)− τ(t)|
}
= 0. (4.5)
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The proof of the proposition is standard an we omit it.
The following result is a simpler version of Proposition 4.1 and Theorem 2.5(i) of [12], see
also Theorem 2.4 of [13] and Theorem 3.2 of [5].
Proposition 4.2 Suppose that β > 1 and (y, k) ∈ R∗ × T∗. Under the assumptions on the
functions R and ω in Section 2, the joint law of (ZN(t, y, k),TN(t; k))t≥0 converges in law,
over D2 := D([0,+∞);R× R¯+) equipped with the Skorokhod J1-topology to (ζ(t, y), τ(t))t≥0.
The following result is an immediate consequence of the above theorem.
Corollary 4.3 The process (YN(t, y, k))t≥0 converge in law, as N → +∞, over D[0,+∞)
equipped with the Skorokhod M1-topology to (η(t, y, k))t≥0.
4.2 Joint convergence of processes and crossing times and positions
Using the analogues of (3.12)-(3.13) we can define crossing times sNy,m, s˜
N
y,m, m,N = 1, 2, . . . for
the scaled process (ZN(t, y, k))t≥0 and (Z˜N(t; y, k))t≥0, respectively. As a simple consequence
of absolute continuity of the law of Zn(y, k) we conclude that for each y ∈ R there exists a
strictly increasing sequence (nNy,m)m≥1 such that
s˜Ny,m ≤ sNy,m =
nNy,m
N
< s˜Ny,m +
1
N
, a.s. (4.6)
Likewise, let uy,m be the consecutive times when the process (ζ(t, y))t≥0 crosses the level z = 0.
The main result of this section is the following.
Theorem 4.4 For any (y, k) ∈ R× T∗ the random elements(
(ZN(t, y, k),TN(t; k))t≥0 , (s
N
y,m)m≥1, (ZN(s
N
y,m, y, k))m≥1
)
converge in law, as N → +∞, over D2 × R¯N+ × RN with the product of the J1 and standard
product topology on (RN)2, to(
(ζ(t, y), τ(t))t≥0, (uy,m)m≥1, (ζ(uy,m, y, k)m≥1
)
.
The proof of this result is contained in Appendix B.
We now formulate a property of the approximating process (ZN(t))t≥0 at the crossing
times. We start with the following simple consequence of Corollary 2.2 of [20] and the strong
Markov property of stable processes.
Lemma 4.5 For each y > 0 we have
P [ζ(sy,2m, y) > 0 > ζ(sy,2m−1, y), m ≥ 1] = 1. (4.7)
If, on the other hand y < 0, then
P [ζ(sy,2m−1,y, y) > 0 > ζ(sy,2m, y), m ≥ 1] = 1. (4.8)
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As a consequence, we obtain the following estimate on the distance the particle travels upon
a crossing, so that the jump is ”macroscopic”.
Corollary 4.6 Suppose that (y, k) ∈ R∗×T∗, ε > 0 and M is a positive integer. Then, there
exist C > 0 that depends on ε and M such that
P
[
min
m=1,...,M
|ω¯′(KknNy,m)|t¯(KknNy,m) ≤ CNβ/(1+β)
]
< ε, for all N ≥ 1. (4.9)
Proof. Suppose that y > 0. As a consequence of Theorem 4.4, for any M , the random
vectors
(ZN(s
N
y,1, y, k), . . . , ZN(s
N
y,M , y, k)) (4.10)
converge in law to (ζ(uy,1, y), . . . , ζ(uy,M , y)). Lemma 4.5 implies that given ε > 0, there
exists c > 0 that depends on ε and M such that
P [ζ(uy,2m−1, y) < −c, ζ(uy,2m, y) > c, m = 1, . . . ,M ] > 1− ε. (4.11)
Let us set
AN (c) :=
[
ZN(s
N
y,2m−1, y, k) < −c, ZN(sNy,2m, y, k) > c, m = 1, . . . ,M
]
.
The convergence in law of the vectors (4.10) and (4.11) imply that
P[AN (cε)] > 1− ε (4.12)
for all sufficiently large N . Decreasing c > 0 if necessary, we can claim that (4.12) holds for
all N ≥ 1, so that on AN (c) we have
y − 1
Nβ/(β+1)
nNy,2m−1∑
n=0
ω¯′(Kkn)t¯(K
k
n) < −c < 0 ≤ y −
1
Nβ/(β+1)
nNy,2m−1−1∑
n=0
ω¯′(Kkn)t¯(K
k
n)
and
y − 1
Nβ/(β+1)
nNy,2m∑
n=0
ω¯′(Kkn)t¯(K
k
n) > c > 0 ≥ y −
1
Nβ/(β+1)
nNy,2m−1∑
n=0
ω¯′(Kkn)t¯(K
k
n),
both for all m = 1, . . . ,M . Hence, on AN(c) we hve
|ω¯′(Kkn)|t¯(Kkn) > cNβ/(β+1), m = 1, . . . ,M,
which in turn yields (4.9). 
4.3 Processes with reflection, transmission and killing
We now restore writing y, k in the notation of the processes, with (y, k) ∈ R × T∗. To set
the notation for the rescaled processes, let (σˆNy,m) be a {−1, 0, 1}-valued sequence of random
variables that are independent, when conditioned on (Kkn)n≥0, and set
P[σˆNy,m = 0|(Kkn)n≥0] = g(KknNy,m), P[σˆNy,m = ±1|(Kkn)n≥0] = p±(KknNy,m),
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as well as
fN := min[m : σˆ
N
y,m = 0], s˜
N
f := s˜
N
y,fN
sNf := s
N
y,fN
. (4.13)
The killed-reflected-transmitted process (Z˜oN(t, y, k))t≥0 can be written as
Z˜oN(t, y, k) :=
( m∏
j=1
σˆNy,j
)
Z˜N(t, y, k), t ∈ [s˜Ny,m, s˜Ny,m+1), m = 0, 1, . . . . (4.14)
We adopt the convention that for m = 0 the product above equals 1 and s˜Ny,0 := 0.
For the limit killed-reflected-transmitted process, similarly, we let (σˆm)m≥1 be a sequence
of i.i.d. {−1, 0, 1} random variables, independent of (ζ(t, y))t≥0, with
P[σˆm = 0] = g0, P[σˆm = ±1] = p±, m = 0, 1, . . . , (4.15)
Here, as we recall, g0 = g(0) and p± := p±(0). We also set
f := min[m ≥ 1 : σˆm = 0], uf := uy,f, uy,0 := 0. (4.16)
The killed-reflected-transmitted stable process has a representation
ζo(t, y) :=
( m∏
j=1
σˆj
)
ζ(t, y), t ∈ [uy,m, uy,m+1), m = 0, 1, . . . . (4.17)
Note that the processes ZN(t) are discontinuous in t while Z˜N(t) are continuous in time.
As the process ζ(t) is discontinuous, it would not be possible to prove convergence of Z˜N(t)
to ζ(t) in the Skorokhod space D[0,+∞) equipped with the J1-topology. Hence, we will need
to use the M1-topology that allows convergence of continuous processes to a discontinuous
limit. Accordingly, we denote by X the space D[0,+∞) × C[0,+∞) × R¯N+, equipped with
the product of M1 and uniform convergence on compacts topologies in the first two variables
and the standard product topology on R¯N+. We will use below the metric d∞ that metrizes
theM1-topology on D[0,+∞), see Appendix B.1 for a brief review of the required definitions.
Our main result in this section is the following.
Theorem 4.7 The random elements
(
(Z˜oN(t, y, k))t≥0, (TN(t, k))t≥0, (s˜
N
y,m)m≥1
)
converge in
law over X to the random element
(
(ζo(t, y))t≥0, (τ(t))t≥0, (uy,m)m≥1
)
.
Proof. Let us define the process
ZoN(t) :=
( m∏
j=1
σˆNy,j
)
ZN(t, y, k), t ∈ [s˜Ny,m, s˜Ny,m+1), m = 0, 1, . . . . (4.18)
It is straightforward to show that for any η > 0 we have
lim
N→+∞
P
[
d∞(Z
o
N , Z˜
o
N) ≥ η
]
= 0. (4.19)
Therefore, we may now pass from Z˜oN to Z
o
N and prove convergence of the discontinuous
processes ZoN to the discontinuous jump process. This can be done using the J1-topology as
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both processes are discontinuous, and is simpler than working directly in the M1-topology.
Accordingly, X ′ be the space X , equipped with the product topology, where on the first
component we put the J1 topology rather than M1. We will prove that the random elements(
(ZoN(t, y, k))t≥0, (TN(t, k))t≥0, (s
N
y,m)m≥1
)
converge in law over X ′ to
(
(ζo(t, y))t≥0, (τ(t))t≥0, (uy,m)m≥1
)
. Thanks to (4.6) and (4.19)
this will finish the proof of the theorem. Since we have already proved the convergence of
the last two components, see Proposition 4.1 and Theorem 4.4, we focus only on proving the
convergence in law of (ZoN(t))t≥0 overD[0,+∞), equipped with the J1-topology to (ζo(t, y))t≥0.
Lemma 4.8 For any ε > 0 there exists Mε > 0 such that P [fN ≥Mε] < ε for all N ≥ 1.
Proof. From the continuity of g(·) and its strict positivity we have
δ := inf
k∈T
g(k) > 0.
The definition of the sequence (σˆNy,m) implies that
P [fN ≥M ] = P
[
σˆNy,1, . . . , σˆ
N
y,M ∈ {−1, 1}
] ≤ (1− δ)M
and the conclusion of the lemma follows, upon a choice of a sufficiently large M . 
Let (Um)m≥1 be a sequence of i.i.d. random variables, uniformly distributed in (0, 1),
independent of the sequence (Kkn)n≥0. Let us define
σˆNy,m = 1(0,pNm,+)(Um)− 1(1−pNm,−,1)(Um) (4.20)
and
σˆm := 1(0,p+)(Um)− 1(1−p−,1)(Um), m ≥ 1, (4.21)
where pNm,± := p±(K
k
nNy,m
).
Lemma 4.9 For any integer M > 0 and ε > 0 we have
P
[ M⋃
m=1
[σˆNy,m 6= σˆm]
]
<
( c+ω′0
Cγ0R0
)γ/β 2C0M
Nγ/(β+1)
+ ε, N ≥ 1, (4.22)
where C > 0 is as in Corollary 4.6, while C0, γ > 0 are as in (1.7).
Proof. Consider the event
AN :=
[
min
m=1,...,M
|ω¯′t¯(KknNy,m)| ≤ CNβ/(β+1)
]
,
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where C is as in the statement of Corollary 4.6, and write
P
[ M⋃
m=1
[
σˆNy,m 6= σˆm
] ] ≤ P[ M⋃
m=1
[
σˆNy,m 6= σˆm
]
, AcN
]
+ P[AN ]
≤ P
[ M⋃
m=1
[σˆNy,m 6= σˆm], min
m=1,...,M
|ω¯′t¯(KknNy,m)| > CNβ/(β+1)
]
+ ε (4.23)
≤
M∑
m=1
P
[
σˆNy,m 6= σˆm, |ω¯′t¯(KknNy,m)| > CNβ/(β+1)
]
+ ε.
Note that, for all m ≥ 1 we have
P
[
σˆNy,m 6= σˆm, |ω¯′t¯(KknNy,m)| > CNβ/(β+1)
]
≤ E
[
|1(0,pNm,+)(Um)−1(0,p+)(Um)|+|1(1−pNm,−,1)(Um)−1(1−p−,1)(Um)|, |ω¯′t¯(KknNy,m)|>CNβ/(β+1)
]
=
∑
ι=±
E
[
|pι(KknNy,m)− pι|, |ω¯′t¯(KknNy,m)| > CNβ/(β+1)
]
.
By virtue of (1.7) and (3.9), the right side can be estimated by
∑
ι=±
E
[ ∣∣∣pι(KknNy,m)− pι
∣∣∣ , |KknNy,m| < ( c+ω′0Cγ0R0
)1/β 1
N1/(1+β)
]
≤ 2C0
( c+ω′0
Cγ0R0
)γ/β 1
Nγ/(β+1)
,
and (4.22) follows. 
Next, we define the process
ZˆoN(t) :=
( m∏
j=1
σˆj
)
ZN(t, y, k), t ∈ [s˜Ny,m, s˜Ny,m+1), m = 0, 1, . . . , (4.24)
with the random variables σm given by (4.21). Using Lemma 4.8 to choose M large enough,
and then Lemma 4.9 to choose N large, we conclude the following.
Corollary 4.10 Let (ZoN(t))t≥0 be defined by (4.18) with
(
σˆNy,m
)
m≥1
given by (4.20). Then,
for any ε > 0 there exists N0 such that
P
[
ZoN 6= ZˆoN
]
< ε, N ≥ N0. (4.25)
Theorem 4.4 and Corollary 4.10 immediately imply Theorem 4.7. 
Given any t0 ≥ 0 the limiting process (ζo(t, y))t≥0 is a.s. continuous at t0, as a consequence
of an analogous property of (ζ(t, y))t≥0 mentioned earlier (see Proposition 1.2.7 p. 21 of [7]).
It follows that the coordinate mapping is continuous on an event of probability one in the M1
topology, see Theorem 12.5.1 part (v) of [25]. As a consequence we conclude the following.
Corollary 4.11 The processes (Z˜oN(t, y, k))t≥0 converge in the sense of finite-dimensional
distributions, as N → +∞, to the process (ζo(t, y))t≥0 .
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4.4 The re-scaled process for the kinetic equation
Let us now introduce the process corresponding to the kinetic equation (1.8) with reflection-
transmission-killing at the interface:
Y oN(t) := Z˜
o
N(T
−1
N (t; k)), t ≥ 0, (4.26)
where TN and Z˜
o
N are given by (4.1) and (4.14), respectively. We set
sˆNy,m := TN(s˜
N
y,m; k) and sˆ
N
f := TN(s˜
N
y,fN
; k), (4.27)
where fN is as in (4.13). We let furthermore σ˜
N(t) ≡ 1 for t ∈ [0, s˜Ny,1) and
σ˜N (t) :=
m∏
j=1
σˆNy,j , t ∈ [s˜Ny,m, s˜Ny,m+1), m ≥ 1, (4.28)
and
KoN(t, y) := σ
o
N (t)KN(t, k), (4.29)
with σoN(t) := σ˜N(T
−1
N (t)) and
KN(t, k) := K
k
[T−1
N
(t;k)]
. (4.30)
As in (3.15), we have
dY oN(t; y, k)
dt
= −ω′(KoN(t; k)), t ∈ [0, sˆNf ). (4.31)
We also set uˆy,m := τ
−1(uy,m) and
ηo(t, y) := ζo(τ−1(t), y), (4.32)
with ζo and τ given by (4.17) and (4.3), respectively. The following is a direct corollary of
Theorems 4.4 and 4.7.
Theorem 4.12 The random elements ((Y oN(t))t≥0, (sˆ
N
y,m)m≥1) converge in law to
((ηo(t, y))t≥0, (uˆy,m)m≥1),
over D[0,+∞)× R¯N+, with the product of the M1 and standard product topologies.
Proof. By Theorem 4.7 and the Skorochod embedding theorem we can find equivalent ver-
sions of ((Z˜oN(t, y, k))t≥0, (TN(t, k))t≥0) converging a.s. to ((ζ
o(t, y))t≥0, (τ(t))t≥0). Hence, T
−1
N
converge a.s. in the uniform topology on compacts to τ−1. Invoking Theorem 7.2.3 p. 164
of [26], we conclude convergence of the (Y oN(t))t≥0 to ((η
o(t, y))t≥0. The convergence of the
second components is a consequence of (4.27). 
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5 The proof of convergence in Theorem 1.1
It suffices to prove the convergence statement for
W˜N(t, y, k) := WN(t, y, k)− T. (5.1)
It satisfies (1.8) with the initial condition W˜0 := W0 − T ∈ C0, so that the interface condi-
tions (1.3), (1.4) correspond to T = 0. We will show that
lim
N→+∞
∫
R×T
W˜N (t, y, k)G(y, k)dydk =
∫
R×T
W˜ (t, y)G(y, k)dydk, (5.2)
for any G ∈ C∞c (R× T), where
W˜ (t, y) = E
[
W¯0 (η
o(t; y)) , t < uˆy,f
]
(5.3)
and
W¯0(y) :=
∫
T
W˜0(y, k)dk. (5.4)
This will imply that
lim
N→+∞
∫
R×T
WN (t, y, k)G(y, k)dydk = T
∫
R×T
G(y, k)dydk
+ lim
N→+∞
∫
R×T
W˜N(t, y, k)G(y, k)dydk = T
∫
R×T
G(y, k)dydk (5.5)
+ lim
N→+∞
∫
R×T
W˜ (t, y)G(y, k)dydk =
∫
R×T
W (t, y)G(y, k)dydk,
where
W (t, y) = T + W˜ (t, y). (5.6)
We now prove (5.2). Using Proposition 3.2, we write
W˜N (t, y, k) = E
[
W˜0 (Y
o
N(t; y, k), K
o
N(t, k)) , t ≤ s˜Ny,fN
]
. (5.7)
For a given test function G ∈ C∞c (R× T) let us set
IN :=
∫
R×T
WN(t, y, k)G(t, y, k)dydk. (5.8)
Our goal is to show that
lim sup
N→+∞
∣∣∣∣IN −
∫
R×T
E
[
W¯0 (η
o(t; y)) , t < uˆy,f
]
G(y, k)dydk
∣∣∣∣ < ε, (5.9)
where ε > 0 is arbitrary and W¯0(y) is given by (5.4). Since W˜0 is continuous outside the
interface [y = 0], for any δ > 0 we can write that
W˜0(y, k) =W
1
0 (y, k) +W
2
0 (y, k),
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where W 20 ∈ Cb(R× T), and
suppW 10 ⊂ [|y| < 2δ]× T, suppW 20 ⊂ [|y| > δ/2]× T, and ‖W j0‖∞ ≤ ‖W˜0‖∞, j = 1, 2.
(5.10)
We can decompose accordingly IN = I
1
N + I
2
N and W¯0 = W¯
1
0 + W¯
2
0 . Then, we have
lim sup
N→+∞
∣∣∣∣I1N −
∫
R×T
E
[
W¯ 10 (η
o(t; y)) , t < uˆy,f
]
G(y, k)dydk
∣∣∣∣ (5.11)
≤ ‖W˜0‖∞
∫
R×T
|G(y, k)|
(
lim sup
N→+∞
P [|YN(t; y, k)| < 2δ] + P [|η(t; y)| < 2δ]
)
dydk <
ε
10
,
provided that δ > 0 is sufficiently small.
Let us set
I2N(δ) :=
∫
R×T
E
[
W 20 (Y
o
N(t− δ; y, k), KoN(t, k)) , t− δ ≤ s˜Ny,fN
]
G(y, k)dydk. (5.12)
By virtue of Lemma 4.8 and Theorem 4.12 we can write
lim sup
N→+∞
∣∣I2N − I2N(δ)∣∣
≤ lim sup
N→+∞
∫
R×T
E
[
sup
k′
∣∣W 20 (Y oN(t; y, k), k′)−W 20 (Y oN(t− δ; y, k), k′)∣∣
]
|G(y, k)|dydk
+ ‖W˜0‖∞ lim sup
N→+∞
∫
R×T
P
[
t− δ ≤ s˜Ny,fN < t
] |G(y, k)|dydk < ε
10
(5.13)
if δ > 0 is sufficiently small. We have used here the fact that, for each m ≥ 1 the law
of (uˆy,1, . . . , uˆy,m) – the limit of the laws of (s˜
N
y,1, . . . , s˜
N
y,m), as N → +∞, – is absolutely con-
tinuous with respect to the Lebesgue measure. This is a consequence of the strong Markov
property of (η(t, y))t≥0 and the fact that the joint law of (uˆy,1, η(uˆy,1, y)) is absolutely contin-
uous with respect to the Lebesgue measure, see e.g. Theorem 1, p. 93 of [11].
To conclude (5.9), it suffices to prove that we can choose a sufficiently small δ > 0 so that
lim sup
N→+∞
∣∣∣∣I2N(δ)−
∫
R×T
E
[
W¯ 20 (η
o(t; y)) , t < uˆy,f
]
G(y, k)dydk
∣∣∣∣ < ε10 . (5.14)
To this end, we will assume, without loss of any generality, that W 20 ∈ C∞c (R × T). Indeed,
for any W 20 ∈ Cb(R × T) satisfying (5.10) and R > 0, we can find W 2,s0 ∈ C∞c (R × T) and
such that
‖W 2,s0 ‖∞ ≤ ‖W 20 ‖∞ + 1 and sup
|y|≤R,k∈T
|W 2,s0 (y, k)−W 20 (y, k)| <
ε
100
.
Thanks to the already established tightness of the laws of Y oN(t, y, k) we can easily see that,
upon the choice of a sufficiently large R > 0,
lim sup
N→+∞
∣∣I2N(δ)− I2,sN (δ)∣∣ < ε10 ,
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where I2,sN (δ) is defined by (5.12), with W
2,s
0 replacing W
2
0 . From here on, we will restrict our
attention to I2,sN (δ).
Using Lemmas 4.8 and 4.9, together with the conclusion of Theorem 4.12 one can show
that for a sufficiently small δ > 0 we have
lim sup
N→+∞
∣∣∣I2N(δ)− I˜2N(δ)∣∣∣ < ε10 , (5.15)
where
I˜2N(δ) :=
∫
R×T
E
[
W 20
(
Y oN(t− δ; y, k), KˆoN(t, k)
)
, t− δ ≤ s˜Ny,fN
]
G(y, k)dydk,
and
KˆoN (t, y) := σˆ
o
N (t− δ)KN (t, k), (5.16)
where σˆoN (t) := σˆN (T
−1
N (t)), σˆN(t) ≡ 1 for t ∈ [0, s˜Ny,1), and
σˆN(t) :=
m∏
j=1
σˆj , t ∈ [s˜Ny,m, s˜Ny,m+1), m ≥ 1. (5.17)
Conditioning on Kt−δ, where
(KNt )t≥0 is the natural filtration of (KN(t, k))t≥0, we write
I˜2N(δ) = Iˆ
2
N (δ) + I¯
2
N(δ),
where
Iˆ2N(δ) :=
∫
R×T
E
[
W¯ 20 (Y
o
N(t− δ; y, k)), t− δ ≤ s˜Ny,fN
]
G(y, k)dydk,
I¯2N(δ) :=
∫
R×T
E
[
wN(Y
o
N(t− δ; y, k), σˆoN(t− δ)KN(t− δ, k)), t− δ ≤ s˜Ny,fN
]
G(y, k)dydk
and
W¯ 20 (y) :=
∫
T
W 20 (y, k)µ(dk).
We have used above the notation
wN(y, k) := e
NδLW 20 (y, ·) (k) =
1
2π
∑
ℓ∈Z\{0}
eNδLeℓ(k)
∫
R
Ŵ 20 (ξ, ℓ) e
iξydξ,
with the generator L given by (1.2), eℓ(k) := exp
{
2πikℓ
}
and
Ŵ 20 (ξ, ℓ) =
∫
R×T
W 20 (y, k) e
−iξye⋆ℓ(k)dydk.
The term I¯2N(δ) we can estimated as follows:∣∣I¯2N (δ)∣∣ ≤
∫
R
sup
k∈T
|G(y, k)|dy (5.18)
×
∑
ℓ∈Z\{0}
∫
R×T
|Ŵ 20 (ξ, ℓ) |E
[
|eNδLeℓ(KN(t− δ, k))|+ |eNδLeℓ(−KN (t− δ, k))|
]
dξdk
= 2
∫
R
sup
k∈T
|G(y, k)|dy
∑
ℓ∈Z\{0}
‖eNδLeℓ‖L1(T)
∫
R
|Ŵ 20 (ξ, ℓ) |dξ.
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Now, (3.5) implies that ‖eNδLeℓ‖L1(T) → 0, as N → +∞, for each ℓ 6= 0. Therefore,
lim
N→+∞
I¯2N(δ) = 0.
It follows from Theorem 4.12 that
lim sup
N→+∞
∣∣∣∣Iˆ2N (δ)−
∫
R×T
E
[
W¯ 20 (η
o(t; y)) , t < uˆy,f
]
G(y, k)dydk
∣∣∣∣ < ε2 , (5.19)
provided that δ > 0 is sufficiently small. This ends the proof of (5.2).
6 Proof of Theorem 1.1: description of the limit
So far, we have shown the weak convergence of WN(t, y, k) to W (t, y), in the sense of (5.2),
with W (t, y) defined in (5.6) and (5.3). We now identify W (t, y) as a weak solution to (2.5)
if W0 ∈ CT . Thanks to (5.1) and (5.6) it suffices only to consider the case T = 0. Consider a
regularized scattering kernel: take a ∈ (0, 1) and set
q
(a)
β (y) =
cβ1(a,+∞)(|y|)
|y|2+1/β , y ∈ R∗.
Let (ηa(t, y))t≥0 be a Levy process starting at y ∈ R, with the generator −cˆΛ(a)β , where
Λ
(a)
β F (y) :=
∫
R
q
(a)
β (y − y′)[F (y)− F (y′)]dy′, F ∈ Bb(R). (6.1)
It is well known, see e.g. Section 2.5 of [16], that (ηa(t, y))t≥0 converge in law, as a → 0+,
over D[0,+∞), with the topology of the uniform convergence on compacts, to (η(t, y))t≥0,
the symmetric stable process with the generator −cˆΛβ, as in (2.4).
We define inductively the times of jumps over the interface
uˆay,1 := inf[t > 0 : ηa(t−, y)ηa(t, y) < 0], uˆay,m+1 := inf[t > uˆay,m : ηa(t−, y)ηa(t, y) < 0].
To set up the reflected-transmitted-killed process, let (σˆm)m≥1 be a sequence of i.i.d. {−1, 0, 1}
random variables, independent of (ηa(t, y))t≥0 distributed according to (4.15), and set
ηoa(t, y) :=
( m∏
j=1
σˆj
)
ηa(t, y), t ∈ [uˆay,m, uˆay,m+1), m ≥ 0, (6.2)
where uˆay,0 := 0. Using Theorem B.3 together with the argument in Section 4.3 we easily
conclude the following.
Theorem 6.1 The random elements ((ηoa(t, y))t≥0, (uˆ
a
y,m)m≥1) converge in law over the prod-
uct space D[0,+∞)×R¯N+, equipped with the product of the topology of uniform convergence on
compacts and the standard infinite product topology, to ((ηo(t, y))t≥0, (uˆy,m)m≥1), as a→ 0.
24
As a direct corollary of the above theorem we conclude that
lim
a→0+
W˜ (a)(t, y) = W˜ (t, y), (t, y) ∈ R¯+ × R∗, (6.3)
with W˜ (t, y), the limit of WN(t, y, k), given by (5.3), and
W˜ (a)(t, y) = E
[
W¯0 (η
o
a(t; y)) , t < uˆ
a
y,f
]
, (6.4)
where W¯0 is given by (5.4), and f by (4.16).
Note that W˜ (a)(t, y) satisfies
∂tW˜
(a)(t, y) = cˆLˆaW˜
(a)(t, y), (t, y) ∈ R+ × R∗, (6.5)
in the classical sense, where
LˆaF (y) :=− Λ(a)β F (y) + p−
∫
[yy′<0]
qβ(y − y′)[F (−y′)− F (y′)]dy′
− g0
∫
[yy′<0]
qβ(y − y′)F (y′)dy′, F ∈ Bb(R).
Indeed, let
Q(a) := cˆ
∫
R
q
(a)
β (y)dy,
and for ∆t≪ 1 and t > 0 write
W˜ (a)(t+∆t, y) = E[W¯0(η
o
a(t +∆t, y)), t+∆t < uˆ
a
y,f] = E
[
W¯0(η
o
a(t, η
o
a(∆t, y)), t < uˆ
a
ηoa(∆t,y),f
]
= e−Q
(a)∆tW˜ (a)(t, y) + cˆ
∫
[yy′>0]
qβ(y − y′)W˜ (a)(t, y′)dy′∆t
+ (1− p− − g0)︸ ︷︷ ︸
=p+
cˆ
∫
[yy′<0]
qβ(y − y′)W˜ (a)(t, y′)dy′∆t
+ p−cˆ
∫
[yy′>0]
qβ(y + y
′)W˜ (a)(t, y′)dy′∆t+ o(∆t).
It follows that
W˜ (a)(t+∆t, y)− W˜ (a)(t, y) = cˆLˆaW˜ (a)(t, y)∆t+ o(∆t),
which implies (6.5). Thanks to (6.3), we conclude that W˜ satisfies Definition 2.3.
7 Proof of Theorem 2.5
By considering the kinetic equation with the initial data W ′0 := W0− T ′ we may assume that
T ′ = 0 and W0 ∈ L1(R× T).
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Assume first that T = 0. Let ‖ · ‖Ha be defined by the analog to (2.7), with the kernel
q
(a)
β (·) replacing qβ(·), and the Hilbert space Ha be the completion of C∞0 (R∗) in the respective
norm. Obviously, we have
‖G‖Ha ≤ ‖G‖Ha′ , G ∈ C∞0 (R∗), a > a′ ≥ 0. (7.1)
As with (2.9), we have
d
dt
‖W˜ (a)(t)‖2L2(R) = −cˆ‖W˜ (a)(t)‖2Ha , (7.2)
so that
‖W˜ (a)(t)‖2L2(R) + cˆ
∫ t
0
‖W˜ (a)(s)‖2Hads = ‖W¯0‖2L2(R), t ≥ 0, a > 0. (7.3)
Letting a→ 0+ we conclude, from (7.3) and (6.3) that
‖W˜ (t)‖2L2(R) + cˆ
∫ t
0
‖W˜ (s)‖2H0ds ≤ ‖W¯0‖2L2(R), t ≥ 0, (7.4)
which implies part (i) of Definition 2.3.
When T 6= 0, let us set
W (a)(t, y) := E
[
W¯0 (η
o
a(t; y)) , t < uˆ
a
y,f
]
+ TP[t ≥ uˆay,f], (t, y) ∈ R+ × R∗, (7.5)
where W¯0 is given by (5.4). It follows from (6.5) that W
(a) satisfies
∂tW
(a)(t, y) = cˆLaW
(a)(t, y) + cˆp−
∫
[yy′<0]
q
(a)
β (y − y′)[W (a)(t,−y′)−W (a)(t, y′)]dy′
+ cˆg0
∫
[yy′<0]
q
(a)
β (y − y′)[T −W (a)(t, y′)]dy′, (7.6)
while (5.6) and (6.3) imply
lim
a→0+
W (a)(t, y) = W (t, y), (t, y) ∈ R¯+ × R∗ (7.7)
and
W (t, y) = E
[
W¯0 (η
o(t; y)) , t < uˆy,f
]
+ TP[t ≥ uˆy,f], (t, y) ∈ R+ × R∗. (7.8)
Part (i) of Definition 2.3 is a direct conclusion from the following.
Proposition 7.1 If W¯0 ∈ Cb(R∗) ∩ L1(R), then W ∈ L∞loc([0,+∞), L2(R)) and W − T ∈
L2loc([0,+∞);H0).
Proof. Let W˜ (a)(t) := W (a)(t) − T . Multiplying both sides of (7.6) by W˜ (a)(t, y) and
integrating in the y variable we obtain
‖W¯0‖2L2(R) = ‖W (a)(t)‖2L2(R) + 2T
(∫
R
W (a)(t, y)dy −
∫
R
W¯0(y)dy
)
+ cˆ
∫ t
0
‖W˜ (a)(s)‖2Hads,
(7.9)
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hence
‖W (a)(t)‖2L2(R) + cˆ
∫ t
0
‖W˜ (a)(s)‖2Hads ≤ ‖W¯0‖2L2(R) + 2T
(‖W (a)(t)‖L1(R) + ‖W¯0‖L1(R)) .
(7.10)
To estimate the L1-norm in the right side, note that (7.5) implies
|W (a)(t, y)| ≤ E [|W¯0 (ηa(t; y)) |+ |W¯0 (−ηa(t; y)) |]+ TP[t ≥ uˆay,1], (7.11)
where ηa(·, y) is the Levy process with the generator (6.1) starting at y, thus
‖W (a)(t)‖L1(R) ≤ 2‖W¯0‖L1(R) + 2T
∫ +∞
0
P[t ≥ uˆay,1]dy ≤ 2‖W¯0‖L1(R) + 2TE[ sup
s∈[0,t]
ηa(s; 0)].
(7.12)
Since (ηa(t, 0))t≥0 is a martingale, we may use the Doob maximal inequality ((ηa(t, 0))t≥0 to
see that there exists C > 0 such that{
E
[
( sup
s∈[0,t]
ηa(s; 0))
κ
]}1/κ
≤ C {E [|ηa(t; 0)|κ]}1/κ , (7.13)
with 1 < κ < 1 + 1/β. The argument in the proof of Lemma 5.25.7, p. 161 of [22] implies
lim sup
a→0+
E [|ηa(t; 0)|κ] < +∞,
so that, in particular, E[sups∈[0,t] η(s; 0)] < +∞. Letting a→ 0+ in (7.12), we obtain
lim
a→0+
‖W (a)(t)‖L1(R) = ‖W (t)‖L1(R) ≤ 2‖W¯0‖L1(R) + 2TE[ sup
s∈[0,t]
η(s; 0)] (7.14)
≤ 2‖W¯0‖L1(R) + 2T tβ/(1+β)E[ sup
s∈[0,1]
η(s; 0)].
The last inequality follows from the self-similarity of the stable process (η(t; 0))t≥0. Now, we
use (7.14) to bound the right side of (7.10), and pass to the limit a → 0+ of that inequality
to finish the proof. 
A Proof of the existence part of Proposition 2.2
We may assume without loss of generality that T = 0 in (1.3) and (1.4), since if W (t, y, k) is
a solution of (1.1) in this case, with the respective interface conditions, then W (t, y, k) + T
solves the corresponding problem with a given temperature T > 0. Consider a semigroup of
bounded operators on L∞(R× T∗) defined by
StW0 (y, k) = e
−γ0R(k)tW0 (y − ω¯′(k)t, k) 1[0,ω¯′(k)t]c(y) + p+(k)e−γ0R(k)t (A.1)
×W0 (y − ω¯′(k)t, k) 1[0,ω¯′(k)t](y) + p−(k)e−γ0R(k)tW0 (−y + ω¯′(k)t,−k) 1[0,ω¯′(k)t](y),
with W0 ∈ L∞(R×T∗), t ≥ 0 and (y, k) ∈ R∗×T∗. Note that if W0 is continuous on R∗×T∗,
then StW0(y, k) satisfies the interface conditions (1.3) and (1.4) (with T = 0) for all t > 0, so
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that St maps C0 to C0, for any t ≥ 0 fixed. In addition, (St)t≥0 is a C0-semigroup on C0, with
the supremum norm, satisfying
Dt[StW0(y, k)] = −γ0R(k)StW0(y, k), (A.2)
together with the interface condition (1.18) and the initial condition
lim
t→0
StW0(y, k) =W0(y, k), (y, k) ∈ R∗ × T∗.
Using this semigroup, we can rewrite equation (1.1) in the mild formulation
W (t, y, k) = StW0(y, k) + γ0
∫ t
0
St−sRW (s, y, k)ds, (t, y, k) ∈ R+ × R∗ × T∗, (A.3)
with
RF (y, k) :=
∫
T
R(k, k′)F (y, k′)dk′, F ∈ L∞(R× T). (A.4)
The solution of (A.3) with W0 ∈ C0 can be written as the Duhamel series
W (t, y, k) =
+∞∑
n=0
S(n)(t, y, k), (t, y, k) ∈ R+ × R∗ × T∗, (A.5)
where
S(0)(t, y, k) := StW0(y, k),
S(n)(t, y, k) := γn0
∫
∆n(t)
St−s1RSs1−s2 . . .RSsn−1−snRSsnW0(y, k)ds1,n, n ≥ 1,
and
∆n(t) := [t ≥ s1 ≥ . . . ≥ sn ≥ 0], ds1,n := ds1 . . . dsn.
Since W0 is bounded, the series is uniformly convergent on any [0, t] × R × T∗. Moreover,
if W0 ∈ C0, then SsW0 ∈ C0 for all s ≥ 0 and the function RSsW0 is bounded and continuous
in R∗ × T∗, though it need not satisfy (1.18). On the other hand, the function St−sRSsW0
satisfies the interface condition (1.18) for all s ∈ [0, t], thus so does
S(1)(t, y, k) =
∫ t
0
St−sRSsW0(y, k)ds,
and S(1)(t, ·, ·) ∈ C0 for each t ≥ 0. A similar argument shows that S(n)(t, ·, ·) ∈ C0 for all t ≥ 0
and n ≥ 1. Hence, W (t, ·) defined by the series (A.3) belongs to C0 for each t > 0. One can
also verify easily that both (2.2) and (2.3) hold. Thus, W (t, y, k) is a solution of (1.1) in the
sense of Definition 2.1, which ends the proof of the existence part of Proposition 2.2.
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B Proof of Theorem 4.4
B.1 Preliminaries on the Skorokhod space D[0,+∞)
Let us denote by D[0,+∞) the space of the cadlag functions, see [1]. The J1-topology on
D[0,+∞) is induced by the metric
ρ∞(X1, X2) :=
∫ +∞
0
(ρT (X1, X2) ∧ 1)e−TdT, X1, X2 ∈ D[0,+∞),
where
ρT (X1, X2) := inf
λ∈ΛT
max
{
sup
t∈[0,T ]
|λ(t)−t|, sup
t∈[0,T ]
|X1◦λ(t)−X2(t)|
}
, X1, X2 ∈ D[0, T ]. (B.1)
Here D[0, T ] is the space of cadlag functions on [0, T ] and ΛT is the collection of homeomor-
phisms λ : [0, T ] → [0, T ] such that λ(0) = 0, λ(T ) = T . Theorem 16.1 of [1] says that for
a sequence (Xn)n≥1 of cadlag functions: Xn →ρ∞ X iff there exists a sequence of strictly
increasing homeomorphisms λn : [0,+∞)→ [0,+∞) such that for each N > 0 we have
lim
n→+∞
sup
0≤t≤N
|t− λn(t)| = 0 and lim
n→+∞
sup
0≤t≤N
|Xn(t)−X ◦ λn(t)| = 0. (B.2)
The M1-topology on D[0,+∞) is defined as follows. For a given X ∈ D[0, T ], let ΓX be the
graph of X :
ΓX := [(t, z) : t ∈ [0, T ], z = cX(t−) + (1− c)X(t)], for some c ∈ [0, 1]]. (B.3)
We define an order on ΓX by letting (t1, z1) ≤ (t2, z2) iff t1 < t2, or t1 = t2 and
|X(t1−)− z1| ≤ |X(t1−)− z2|.
Denote by Π(X) the set of all continuous mappings γ = (γ(1), γ(2)) : [0, 1] → ΓX that are
non-decreasing, i.e. t1 ≤ t2 implies that γ(t1) ≤ γ(t2). The metric dT (·, ·) is defined as follows:
dT (X1, X2) := inf[‖γ(1)1 − γ(1)2 ‖∞ ∨ ‖γ(2)1 − γ(2)2 ‖∞, γi = (γ(1)i , γ(2)i ) ∈ Π(Xi), i = 1, 2].
This metric induces the M1-topology in D[0, T ], see [25], Theorem 13.2.1. The corresponding
topology in D[0,+∞) is defined by
d∞(X1, X2) :=
∫ +∞
0
(dT (X1, X2) ∧ 1)e−TdT, X1, X2 ∈ D[0,+∞). (B.4)
Then (see Theorem 6.3.2 of [26]), we have
d∞(X1, X2) ≤ ρ∞(X1, X2), X1, X2 ∈ D[0,+∞).
Let T¯y,Ty : D[0,+∞)→ [0,+∞] be
T¯y(X) := inf[t > 0 : X(t) > y], Ty(X) := inf[t > 0 : X(t) < y], X ∈ D[0,+∞),
and for a ≥ 0, let θa : D[0,+∞)→ D[0,+∞) be
θa(X)(t) := X(t+ a), t ≥ 0. (B.5)
Finally, we use the notation M,M′ : D[0,+∞)→ D[0,+∞) for
M(X)(t) := sup
0≤s≤t
X(s), M′(X) := −M(−X) = inf
0≤s≤t
X(s). (B.6)
Both of these mappings are J1-continuous, see Theorem 7.4.1 of [26].
29
Joint convergence of ((ZN(t), TN(t))t≥0, tNy,1)
To simplify the notation, we suppress writing k and y in the notation of the processes, denoting
them by (ZN(t))t≥0 and (ζ(t))t≥0, respectively. For y > 0, we introduce the consecutive times
the trajectory ZN(t) crosses the level y: t
N
y,1 := T¯y(ZN), and t
N
y,2 := Ty ◦ θT¯y(ZN )(ZN). Having
defined tNy,2m−1, t
N
y,2m for some m ≥ 1, we set
tNy,2m+1 := T¯y ◦ θtNy,2m(ZN), tNy,2m+2 := Ty ◦ θtN,oy,2m+1(ZN). (B.7)
We introduce the crossing times for y < 0 similarly, as well as the crossing times (ty,m)m≥1
for the process (ζ(t))t≥0. The conclusion of the theorem is equivalent to proving that
((ZN(t),TN(t))t≥0 , (t
N
y,m)m≥1, (ZN(t
N
y,m))m≥1)
converge in law, as N → +∞, to
((ζ(t), τ(t))t≥0, (ty,m)m≥1, (ζ(ty,m))m≥1).
We prove this by an induction argument on m. Let us fix y > 0. Since (ZN(t))t≥0 converges
in law to (Z(t))t≥0 the processes
MN(t) :=M(ZN)(t), t ≥ 0. (B.8)
are likewise convergent to M(t) :=M(ζ)(t), t ≥ 0. Since P[ζ(t) = ζ(t−)] = 1 for each t ≥ 0
(see, for example, Proposition 1.2.7 of [7]) we have P[M(t) =M(t−)] = 1, and, as a result, the
finite-dimensional marginals of (MN(t))t≥0 converge to those of (M(t))t≥0, see, for instance,
Theorem 3.16.6 of [1]. Since, in addition the law of M(t) is absolutely continuous, see e.g.
Theorem 4.6 of [17], we have
P[tNy,1 ≤ t] = P[MN(t) > y]→ P[M(t) > y] = P[ty,1 ≤ t], as N → +∞, (B.9)
for any y, t > 0. Hence, both marginals of ((ZN(t),TN(t))t≥0, t
N
y,1) converge in law towards the
respective laws of the marginals of ((ζ(t), τ(t))t≥0, ty,1). We need to show the joint convergence.
Let us recall that D2 := D([0,+∞);R× R¯+), and let F : D2× R¯+ → R be a bounded and
continuous function. We need to show that, see Theorem 1.1.1(ii) of [23],
lim
N→+∞
EF ((ZN(t),TN(t))t≥0, t
N
y,1) = EF ((ζ(t), τ(t))t≥0, ty,1). (B.10)
It is straightforward to check that it is suffices to prove (B.10) only for functions of the
form F (ω, t) = G(ω)ψ(t), with a bounded continuous function G : D2 → R and a compactly
supported continuous function ψ : R¯+ → R:
lim
N→+∞
E
[
G((ZN(t),TN(t))t≥0)ψ(t
N
y,1)
]
= E [G((ζ(t), τ(t))t≥0)ψ(ty,1)] . (B.11)
To this end, suppose that t > 0 and y > 0 are fixed, and consider the function
Ft(X,S) = G(X,S)1(y,+∞)(πt ◦M(X)),
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where πt(X) := X(t). We claim that the set Disc(Ft) of discontinuities of the function Ft
has zero measure under the law of (ζ(t), τ(t))t≥0. First, observe that Disc(πt ◦M) is of zero
measure. Indeed, if X ∈ Disc(πt ◦ M), then M(X) ∈ Disc(πt). Theorem 16.6(i) of [1]
implies that then M(X)(t−) 6= M(X)(t), which implies X(t−) 6= X(t), and the latter set
has zero measure under the law of (ζ(t))t≥0. On the other hand, if X ∈ Disc(1(y,+∞) ◦πt ◦M)
but X 6∈ Disc(πt ◦ M), it follows that πt ◦ M(X) = y, which is a set of measure zero, by
Theorem 4.6 of [17].
The above implies that the set of discontinuities of Ft has measure zero. Hence, by
Theorem 2.7 of [1], we have
lim
N→+∞
E [Ft((ZN(t),TN(t))t≥0)] = E [Ft((ζ(t), τ(t))t≥0)] , (B.12)
or equivalently
lim
N→+∞
E
[
G(ZN(t),TN(t))t≥0)1[0,t](t
N
y,1)
]
= E
[
G((ζ(t), τ(t))t≥0)1[0,t](ty,1)
]
(B.13)
for any t > 0. The above implies
lim
N→+∞
E
[
G(ZN(t),TN(t))t≥0)1(s,t](t
N
y,1)
]
= E
[
G((ζ(t), τ(t))t≥0)1(s,t](ty,1)
]
(B.14)
for any 0 ≤ s < t. We can approximate (in the supremum norm) any compactly supported,
continuous function ψ by step functions of the form
∑I
i=1 ci1(si,ti], si < ti. This ends the proof
of (B.11).
Convergence of ((ZN(t),TN(t))t≥0 , t
N
y,1, ZN(t
N
y,1))
By the already proved part of the theorem we know that ((ZN(t),TN(t))t≥0 , t
N
y,1) converges
in law to ((ζ(t), τ(t))t≥0 , ty,1). According to the Skorokhod embedding theorem, see e.g.
Theorem I.6.7 of [1], we can assume that there exists a realization of the sequence of the
processes ((ZN(t),TN(t))t≥0 , t
N
y,1), over a certain probability space (Ω,F ,P), such that
lim
N→+∞
ρ∞((ZN ,TN), (ζ, τ)) = 0 and lim
N→+∞
|tNy,1 − ty,1| = 0, a.s. (B.15)
and let
ZNm := ZN(t
N
y,m), Zm := ζ(ty,m), N,m ≥ 1.
Lemma B.1 For the above realization of the sequence ((ZN(t),TN(t))t≥0 , t
N
y,1), we have
lim
N→+∞
|ZN1 − Z1| = 0, a.s. (B.16)
Proof. Assume that y > 0. Thanks to (B.15), there exist a sequence λN of increasing
homeomorphisms of [0,+∞) such that for any T > 0, we have, a.s:
lim
N→+∞
sup
t∈[0,T ]
|ZN(t)− ζ ◦ λN(t)| = 0, lim
N→+∞
sup
t∈[0,T ]
|t− λN(t)| = 0, lim
N→+∞
T¯y(ZN) = T¯y(ζ),
(B.17)
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hence
lim
N→+∞
λN
(
T¯y(ZN)
)
= T¯y(ζ), a.s. (B.18)
We claim that for P a.s. ω ∈ Ω there exists N0(ω) such that
λN
(
T¯y(ZN(ω))
)
= T¯y(ζ(ω)), N ≥ N0. (B.19)
Indeed, consider two cases.
Case (1) For a given ω ∈ Ω there exists an infinite sequence Nk such that
λNk
(
T¯y(ZNk(ω))
)
> T¯y(ζ(ω)). (B.20)
Then, there exists a (random) sequence (tNk) that satisfies
T¯y(ZNk(ω)) > tNk > λ
−1
Nk
(
T¯y(ζ(ω))
)
.
From (B.18), we conclude that
lim
k→+∞
tNk = T¯y(ζ(ω)),
therefore, by (B.17), we have
lim
k→+∞
λNk(tNk) = T¯y(ζ(ω)).
From the right continuity of ζ and (B.20), we deduce that then
lim
k→+∞
ζ (λNk (tNk)) = ζ
(
T¯y(ζ(ω))
)
. (B.21)
From the first equality in (B.17) we infer that
lim
k→+∞
ZNk (tNk) = ζ
(
T¯y(ζ(ω))
)
. (B.22)
However, since T¯y(ZNk(ω)) > tNk we have
ZNk (tNk) ≤ y,
which would imply that
ζ
(
T¯y(ζ(ω))
) ≤ y, (B.23)
hence
ω ∈ N0 = {ω : ζ
(
T¯y(ζ(ω))
)
= y}. (B.24)
According to Corollary 2.2 of [20], the probability of N0 is zero.
Case (2). For a given ω ∈ Ω there exist infinitely many Nk-s such that
λNk
(
T¯y(ZNk(ω))
)
< T¯y(ζ(ω)), (B.25)
so that
lim
k→+∞
ζ
(
λNk
(
T¯y(ZNk(ω))
))
= ζ
(
T¯y(ζ(ω))−
) ≤ y. (B.26)
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On the other hand we have
ZNk
(
T¯y(ZNk(ω))
) ≥ y,
and, by (B.17),
lim
k→+∞
∣∣ζ (λNk (T¯y(ZNk(ω))))− ZNk (T¯y(ZNk(ω)))∣∣ = 0, (B.27)
so that
lim
k→+∞
ζ
(
λNk
(
T¯y(ZNk(ω))
))
= lim
k→+∞
ZNk
(
T¯y(ZNk(ω))
) ≥ y. (B.28)
Comparing to (B.26), we see that
lim
k→+∞
ζ
(
λNk
(
T¯y(ZNk(ω))
))
= lim
k→+∞
ZNk
(
T¯y(ZNk(ω))
)
= y. (B.29)
Therefore, from (B.26) and (B.29) we get
lim
k→+∞
ζ
(
λNk
(
T¯y(ZNk(ω))
))
= ζ
(
T¯y(ζ(ω))−
)
= y. (B.30)
Hence, we either have
ω ∈ N1 = [ω : ζ
(
T¯y(ζ(ω))−
)
= y, ζ
(
T¯y(ζ(ω))
)
> y], (B.31)
an event that has probability zero by Proposition, on p. 695 of [19], or ω ∈ N0. We conclude
that (B.19) holds. This however, obviously implies (B.16), as
ZN1 = ZN
(
T¯y(ZN(ω))
)
and Z1 = ζ
(
T¯y(ζ(ω))
)
,
finishing the proof. 
Generalization to subsequent exit times – the end of the proof of
Theorem 4.4
Corollary B.2 Under the assumptions of Lemma B.1, for any y ∈ R we have
lim
N→+∞
ρ∞(θtNy,1(ZN), θty,1(ζ)) = 0, a.s. (B.32)
Proof. Define the following increasing homeomorphism of [0,+∞):
λ˜N(t) := λN
(
T¯y(ZN(ω)) + t
)− λN(T¯y(ZN(ω))), t ≥ 0.
Thanks to the first two equalities in (B.17), for any T > 0 we have
lim
N→+∞
sup
t∈[0,T ]
|ZN(T¯y(ZN(ω)) + t)− ζ(λ˜N(t) + λN(T¯y(ZN(ω))))| = 0, (B.33)
lim
N→+∞
sup
t∈[0,T ]
|t− λ˜N(t)| = 0.
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It follows from the argument in the proof of Lemma B.1 that there exists a P-null set N
such that for each ω 6∈ N there exists N0, for which (B.20) holds for all N ≥ N0. From this
equality we conclude that
lim sup
N→+∞
sup
t∈[0,T ]
|θT¯y(ZN (ω))(ZN)(t)− θT¯y(ζ(ω))(ζ)(λ˜N(t))|
= lim sup
N→+∞
sup
t∈[0,T ]
|ZN(T¯y(Z,N(ω)) + t)− ζ(λ˜N(t) + λN(T¯y(Z·,N(ω))))|
= lim sup
N→+∞
sup
t∈[0,T ]
|ZN(T¯y(ZN(ω)) + t)− ζ(λN(t+ T¯y(ZN(ω))))| = 0
for any T > 0. We have shown therefore that (B.32) holds. 
Let
Z ′N(t;ω) := θtNy,1(ZN)(t), ζ
′(t) := θty,1(ζ)(t), t ≥ 0 (B.34)
and
t˜N1,y(ω) = Ty(Z
′
N(ω)), t˜y,1(ω) = Tx(ζ
′(ω)).
Note that
tNy,2(ω) = t
N
y,1(ω) + t˜
N
y,1(ω), ty,2(ω) = ty,1(ω) + t˜y,1(ω). (B.35)
Repeating the argument used in the proof of (B.9) we conclude that
P[˜tNy,1 ≤ t]→ P[˜ty,1 ≤ t], as N → +∞.
This also proves the tightness of the random elements ((ZN(t),TN(t))t≥0, t
N
y,1, t
N
y,2,Z
N
1 ), N ≥ 1.
Using the same argument as in the proof of (B.10) we can reduce the proof of the convergence
in law to showing that for any bounded and continuous functions F : D2 × R¯+ ×R→ R and
compactly supported continuous ψ : R¯+ → R we have
lim
N→+∞
E
[
F ((ZN(t),TN(t))t≥0, t
N
y,1,Z
N
1 )ψ(˜t
N
y,1)
]
= E
[
F (ζ(t), τ(t))t≥0, ty,1,Z1)ψ(˜ty,1)
]
. (B.36)
Suppose that t > 0 and consider the function
Ft : (X,S, s, z) 7→ F (X,S, s)1(y,+∞)(πt ◦M′(θs(X)),
where (X,S, s, z) ∈ D2 × R¯+ × R, F is as above and πt(X) := X(t), and let Q be the law
of ((ζ(t), τ(t))t≥0, ty,1,Z1). We claim that the set Disc(Ft) of discontinuities of the function Ft
is Q-null. Indeed, first observe that the set D of discontinuities of
(X,S, s, z) 7→ πt ◦M′(θs(X))
is Q-null. If (X,S, s, z) ∈ D, then M′(θs(X)) ∈ Disc(πt). According to Theorem 16.6(i)
of [1], this is equivalent to M′(θs(X))(t−) 6=M′(θs(X))(t). However, this set is contained in
[(X, s) : X(s+ t−) 6= X(s+ t)].
The Q-probability of the latter is
P [ζ(ty,1 + t−) 6= ζ(ty,1 + t)] = E
{
P
[
ζ(ty,1 + t−) 6= ζ(ty,1 + t)
∣∣∣Fty,1]} . (B.37)
The strong Markov property implies that the process (ζ(ty,1 + t)− Z1)t≥0 is independent of
the σ-algebra Ftxy1 corresponding to the stopping time ty,1, and the right side of (B.37) equals
P [ζ(t−) 6= ζ(t)] = 0. (B.38)
Suppose now that (X, s) ∈ D′, the discontinuity set of
(X,S, s, z) 7→ 1(y,+∞) ◦ πt ◦M′(X ◦ θs)
and (X,S, s, z) 6∈ D, so that πt ◦M′(θs(X)) = y. Its probability equals
P
[
inf
ty,1≤u≤tx,1+t
ζ(u) = y
]
= EP[M ′(t) = y − z]z=Z1 ,
where M ′(t) =M′(ζ)(t). By symmetry, the expression in the right equals
EP[M(t) = z − y]z=Z1 = 0,
as the law of M(t) is absolutely continuous. It follows that the set of discontinuities of Ft is
null. Hence, see Theorem 2.7 of [1], we have
lim
N→+∞
E
[
Ft((ZN(t),TN(t))t≥0, t
N
y,1,Z
N
1 )
]
= E [Ft(ζ(t), τ(t))t≥0, ty,1,Z1)] , (B.39)
or equivalently
lim
N→+∞
E
[
F ((ZN(t),TN(t))t≥0, t
N
y,1,Z
N
1 )1[0,t](t
N
x,2)
]
= E
[
F ((ζ(t), τ(t))t≥0, ty,1,Z1)1[0,t](ty,2)
]
(B.40)
for any t > 0. The above implies that
lim
N→+∞
E
[
F ((ZN(t),TN(t))t≥0, t
N
y,1,Z
N
1 )1(s,t](t
N
y,2)
]
= E
[
F ((ζ(t), τ(t))t≥0, ty,1,Z1)1(s,t](ty,2)
]
(B.41)
for any 0 ≤ s < t. We can approximate (in the supremum norm) any compactly supported
function ψ by step functions of the form
∑I
i=1 ci1(si,ti], si < ti. This ends the proof of (B.36).
By the previous argument we already know that the random elements(
(ZN(t),TN(t))t≥0, t
N
y,1, t
N
y,2,Z
N
1
)
(B.42)
converge in law to
((ζ(t), τ(t))t≥0, ty,1, ty,2,Z1) . (B.43)
According to the Skorokhod embedding theorem, we can assume that there exist realizations
of the random elements (B.42), (B.43) such that
lim
N→+∞
ρ∞((ZN ,TN), (ζ, τ)) = 0 and (B.44)
2∑
i=1
lim
N→+∞
|tNy,i − ty,i| = 0, lim
N→+∞
|ZN1 − Z1| = 0, a.s.
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By Corollary B.2 we have
lim
N→+∞
ρ∞(Z
′
N , ζ
′) = 0, (B.45)
where Z˜N and ζ˜ are defined by (B.34). We can repeat the argument used in the proof of
Lemma B.1 and conclude that the set of events ω, for which
lim
N→+∞
ZN2 6= Z2
is contained in the set N of events ω such that
ζ
(
Ty(ζ(ω))−
)
= y < ζ
(
Ty(ζ(ω))
)
, or ζ
(
Ty(ζ(ω))
) ≤ y, (B.46)
which again by the same arguments as used there is of null probability.
The above argument, can be continued by induction and allows us to conclude the proof
of Theorem 4.4. 
A further generalization
The argument of the present section, esentially without any modification, can be used to prove
a slight generalization of Theorem 4.4, that we have used in the proof of Theorem 6.1. Suppose
that (ζN(t, y))t≥0 is a sequence of processes that satisfy ζN(0, y) = y and converge in law,
as N → +∞, in the J1-topology over D[0,+∞) to (ζ(t, y))t≥0. We can define the consecutive
crossing times sNy,m N,m = 1, 2, . . . for (ζN(t))t≥0 between the half-lines R− and R+.
Theorem B.3 For any y ∈ R∗ the random elements
((ζN(t, y))t≥0, (s
N
y,m)m≥1, (ζN(s
N
y,m, y))m≥1)
converge in law, as N → +∞, over D[0,+∞) × R¯N+ × RN with the product of the J1 and
standard product topology on (RN)2, to ((ζ(t, y))t≥0, (uy,m)m≥1, (ζ(uy,m, y, k)m≥1).
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