A measurement of vertical bar V-cb vertical bar using (B)over-bar(0)->D(*+)l(-)(v)over-bar(l) decays by Ackerstaff, K. et al.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a preprint version which may differ from the publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/124897
 
 
 
Please be advised that this information was generated on 2018-07-07 and may be subject to
change.
EUROPEAN LABORATORY FOR PARTICLE PHYSICS
CERN-PPE/96-162
20 November, 1996
A Measurement of jV
cb
j Using
B
0
! D
+
`
 

`
Decays
The OPAL Collaboration
Abstract
We report a measurement of the Cabibbo-Kobayashi-Maskawa matrix element jV
cb
j.
From approximately 4:2 million hadronic Z
0
decays recorded with the OPAL detector, a
sample is selected containing 1251 125 B
0
! D
+
`
 

`
candidates, where ` is either an
electron or a muon. Using Heavy Quark Eective Theory calculations for the decay form
factor at zero recoil of the D
+
meson in the B
0
rest frame, we derive
jV
cb
j = [36:0 2:1 (stat) 2:4 (syst) 1:2 (theory)] 10
 3
:
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1 Introduction
In the framework of the Standard Model of electroweak interactions, the elements of the
Cabibbo-Kobayashi-Maskawa mixing matrix are free parameters, constrained by the unitar-
ity of the matrix, which can only be determined experimentally. Until recently, the element
jV
cb
j was extracted from measurements of the lifetime and inclusive semileptonic branching
fraction of the B meson [1]. The theoretical uncertainties are large, owing to the presence of
the b and c quark masses in the theoretical calculations of the inclusive decay rate as well as the
uncertainties in the perturbative QCD corrections [2]. Recent developments in Heavy Quark
Eective Theory (HQET) [3] provide a means to determine jV
cb
j, with relatively small theoreti-
cal uncertainties, by studying the decay rate of the exclusive semileptonic decay
1
B
0
! D
+
`
 

`
as a function of the recoil kinematics of the D
+
meson [4]-[7]. The decay rate is parameterized
as a function of the variable !, the product of the four velocities of the D
+
and the B
0
, which
is related to the square of the four momentum transfer from the B
0
to the `
 

`
system, q
2
,
! =
m
2
D
+
+m
2
B
0
  q
2
2m
B
0
m
D
+
;
and ranges from 1:0, when the D
+
is produced at rest in the B
0
rest frame, to about 1:50.
Using HQET, the dierential partial width for this decay is given by
d 
d!
=
1

B
0
dBr

B
0
! D
+
`
 

`

d!
(1)
=
G
2
F
48
3
m
3
D
+
(m
B
0
 m
D
+
)
2
F
2
(!) jV
cb
j
2

p
!
2
  1
"
4! (! + 1)
1   2!r + r
2
(1   r)
2
+ (! + 1)
2
#
;
where r = m
D
+
=m
B
0
and F(!) is the hadronic form factor for the decay [7]. Although the shape
of this form factor is not known, its magnitude at zero recoil, ! = 1, can be estimated using
1
In this paper, ` will refer to either an electron or a muon, and charge conjugate reactions are always implied.
We also use the convention h = c = 1.
3
HQET. In the heavy quark limit (m
b
!1), F(!) coincides with the Isgur-Wise function [5, 6]
which is normalized to unity at the point of zero recoil. Corrections to F(1) have been calculated
to take into account the eect of nite quark masses and QCD corrections [8]. Calculations of
these corrections yield F(1) = 0:91  0:03 [9]. Thus, an accurate determination of F(1)jV
cb
j
can be made by measuring d =d! and extrapolating to ! = 1, with F(!) approximated by a
power series expansion around ! = 1. Since the decay rate vanishes at ! = 1, the accuracy
of the extrapolation relies on achieving a reasonably constant reconstruction eciency in the
region about ! = 1.
Previous measurements of jV
cb
j have been made, using this method, at the (4S) [10, 11]
and at LEP [12, 13]. These are currently the most accurate measurements of jV
cb
j, for which
the overall statistical and systematic uncertainties are around 7 10% and the theoretical errors
are only of the order of 3%.
2 The OPAL Detector
The OPAL detector has been described elsewhere [14, 15]. Tracking of charged particles is
performed by a central detector, consisting of a silicon microvertex detector, a vertex chamber,
a jet chamber and z-chambers.
2
The central detector is positioned inside a solenoid, which
provides a uniform magnetic eld of 0.435 T. The silicon microvertex detector consists of two
layers of silicon strip detectors; the inner layer covers a polar angle range of j cos j < 0:83 and
the outer layer covers j cos j < 0:77. This detector provided both - and z-coordinates for data
taken in 1993-1995, but -coordinates only for 1991 and 1992. Only -coordinate information
was used in this analysis. The vertex chamber is a precision drift chamber which covers the
range j cos j < 0:95. The jet chamber is a large-volume drift chamber, 4 m long and 3.7 m
in diameter, providing both tracking and dE/dx information. The z-chambers measure the
z-coordinate of tracks as they leave the jet chamber in the range j cos j < 0:72. The coil is
surrounded by a time-of-ight counter array and a lead-glass electromagnetic calorimeter with
a presampler. The lead-glass blocks cover the range j cos j < 0:98. The magnet return yoke
is instrumented with streamer tubes and serves as a hadron calorimeter. Outside the hadron
calorimeter are muon chambers, which cover 93% of the full solid angle.
3 Event Selection and D
+
`
 
Reconstruction
The data sample used in this analysis consists of about 4.2 million hadronic Z
0
decays collected
during the period 1990-1995, at center-of-mass energies in the vicinity of the Z
0
resonance. The
selection of hadronic Z
0
decays is described in [16]. Charged tracks and electromagnetic clusters
unassociated with any charged track are grouped into jets using the JADE E0 recombination
2
The coordinate system is dened with positive z along the e
 
beam direction,  and  being the polar and
azimuthal angles. The origin is taken to be the center of the detector.
4
scheme with a y
cut
value of 0:04 [17].
Simulated event samples were generated using the JETSET 7.4 Monte Carlo program [18],
together with a program to simulate the response of the OPAL detector [19]. The Monte Carlo
samples used include approximately 4 million simulatedmultihadronic Z
0
decays and one million
Z
0
! bb decays (the equivalent of about 4.5 million multihadronic decays). In addition, special
high statistics Monte Carlo samples containing at least one B
0
which decayed into the decay
products of interest, as described below, were generated. These samples correspond to more
than 12 million multihadronic Z
0
decays.
Candidates for the exclusive decay B
0
! D
+
`
 

`
are selected from events where a D
+
and a lepton of opposite charge are found in the same jet. An articial neural network is used
to identify electrons [20], and photon conversions are rejected as described in [21]. Muons are
selected as described in [22]. Electrons are required to have momentum greater than 2 GeV and
muons to have momentum above 3 GeV. The lepton is required to have momentum component
greater than 0:6 GeV transverse to the jet axis, where the jet denition includes the lepton.
The D
+
candidates are reconstructed in the decay chains
D
+
! D
0

+

! K
 

+
\3-prong",

! K
 

+

0
\satellite",
where no attempt is made to reconstruct the 
0
in the satellite mode. Since the D
0
is not fully
reconstructed in this mode, it gives rise to a broad peak in the K
 

+
invariant mass spectrum
about 250 MeV below the D
0
mass [23]. The slow pion from the D
+
decay carries most of
the information about the D
+
momentum in the laboratory frame, and so it can be used to
estimate the D
+
momentum for the satellite events. Assuming that it is produced at rest in
the D
+
rest frame and follows the D
+
direction, the slow pion momentum, ~p
s
, can be used
to reconstruct the D
+
momentum, ~p
D

, to a good approximation by ~p
D

= ~p
s
m
D

=m

, where
m
D

is the mass of the D
+
and m

is the pion mass. The accuracy of this method has been
studied in Monte Carlo simulated samples and by applying the method to fully reconstructed
3-prong candidates [24]. These studies show that the D
+
momentum obtained in this way
introduces no systematic shift and yields a resolution of about 15%.
The tracks forming the D
+
candidate are required to be in the same jet and to pass a set
of quality cuts: jd
0
j < 0:5 cm; jz
0
j < 20 cm; p
xy
> 0:25 GeV; and at least 40 hits in the jet
chamber, where d
0
is the measured distance of closest approach to the nominal e
+
e
 
interaction
point in the x-y plane, z
0
is the z position at that point and p
xy
is the momentum component
in the x-y plane. The lepton tracks are also required to pass the above quality cuts.
In order to reduce combinatorial background, the tracks forming the D
+
candidate are sub-
ject to particle identication cuts. For candidate pion tracks, the probability for the measured
dE=dx value to be consistent with the pion hypothesis is required to be greater than 1%. For
candidate kaon tracks, the probability for the kaon hypothesis is required to be greater than
1%. For the satellite channel this requirement is tightened to 5% if the measured dE=dx is
5
greater than the expected value. This requirement reduces the background from pion tracks,
for which the mean dE=dx value is above that of kaons. We require that x
D

, the visible D
+
energy scaled by the beam energy, be greater than 0:15 for the 3-prong mode and greater than
0:20 for the satellite mode.
The primary event vertex is reconstructed using all the charged tracks in the event, ex-
cept the lepton track and those forming the D
+
, along with knowledge of the current average
position and eective spread of the e
+
e
 
collision point. In this process, tracks that are signif-
icantly separated from the primary vertex position are excluded from the nal primary vertex
reconstruction.
The D
0
vertex is reconstructed by tting in the x-y plane the three tracks forming the
D
+
candidate. The slow pion track from the D
+
decay is included in the vertex t since its
direction follows closely that of the D
0
and so can be used to constrain the D
0
direction. The B
0
vertex is then formed by extrapolating, in the x-y plane, the D
+
momentum vector from the
D
0
vertex back to the intersection with the lepton track. The projection of the B
0
decay length
in the x-y plane, L, is determined from a t to the primary vertex and the reconstructed B
0
vertex using the direction of the D
+
`
 
momentum vector as a constraint. It is signed negative
if the B
0
vertex lies on the opposite side of the primary vertex from the D
0
vertex. We require
that L be greater than  1 cm and that the error on L, 
L
, be less than 1 cm. L is signed
negative if the D
+
`
 
intersection point lies on the opposite side of the primary vertex to the
D
+
decay vertex.
We select D
+
`
 
candidates in the following mass windows: K
 

+
invariant mass,M(K
 

+
),
in the range 1:785-1:945 GeV for the 3-prong mode and 1:425-1:750 GeV for the satellite mode;
D
+
  D
0
mass dierence, 
M
, in the range 
M
< 0:149 GeV for 3-prong candidates and

M
< 0:157 GeV for satellite candidates; and D
+
`
 
invariant mass in the range 2.8-5.3 GeV
for both 3-prong and satellite candidates.
Figure 1 shows the distribution of the mass dierence between the D
+
candidate and the
D
0
candidate for selected D
+
`
 
candidates, with all cuts applied except those on 
M
. There
are a total of 814 3-prong and 1369 satellite candidates in the signal regions.
The shape of the combinatorial background for 
M
is determined from the data using a
reected soft pion technique [24]. It makes use of a background sample consisting of reected
pion candidates, reconstructed by selecting a slow pion candidate track from the hemisphere
opposite a normal D
0
candidate. The D
+
candidate is formed after reecting the slow pion
through the origin. Reected pions of either charge are used. Monte Carlo studies show that
this sample describes well the shape of the combinatorial background below the signal [24]. The
shape is parameterized from a t to the resulting 
M
distribution using the empirical form:
Ae
 B
M
 

M
m

  1
!
C
; (2)
wherem

is the pion mass and A, B and C are free t parameters. The amount of combinatorial
background in the D
+
`
 
sample is found by xing B and C to the values obtained from the
6
background sample t and tting A in the region 0:17 < 
M
< 0:23 GeV for the 3-prong mode.
For the satellite mode, A is tted in the region 0:18 < 
M
< 0:23 GeV, to avoid including for
the longer tail of the signal. We estimate 147  14 and 355  21 combinatorial background
events for the 3-prong and satellite modes, respectively.
4 Reconstruction of !
The quantity ! is reconstructed for each candidate from the reconstructed D
+
`
 
and event
kinematics. In a coordinate system where the z-axis coincides with the direction of the D
+
`
 
momentum and the y-axis is chosen to be in the direction of the vector product of the D
+
and
lepton momenta, ! is expressed as
! =
m
2
B
0
+m
2
D
+
 m
2
`
  2E

E
`
+ 2E

p
`
cos 

cos 
`
+ 2E

p
`
sin 
`
sin 

cos

2m
B
0
m
D
+
;
where m
`
, p
`
and E
`
are the mass, momentum and energy of the lepton and E

is the energy
of the missing neutrino. The variable 

is the azimuthal angle of the neutrino vector and 
`
and 

are the polar angles of the lepton and neutrino, respectively. The estimation of these
quantities is described below.
The Neutrino Energy: The neutrino energy is estimated using a technique which treats the
whole event as a two-body decay of a Z
0
at rest [25]. By energy and momentum conservation,
E
1
=
M
2
Z
0
+m
2
1
 m
2
2
2M
Z
0
;
where E
1
and m
1
are the energy and mass of the rst body and m
2
is the mass of the other
body. We take m
1
to be the mass of the jet containing the D
+
`
 
and approximate it to be
the B
0
mass, 5:279 GeV (the result is insensitive to this assumption). The mass of the rest of
the event, m
2
, is calculated by summing over those tracks and unassociated electromagnetic
clusters which are not included in the D
+
`
 
jet. We assume all charged tracks are pions and
all clusters are photons. The neutrino energy is dened by the relation E

= E
1
 E
vis1
, where
E
vis1
is the visible energy in the jet, obtained by summing over the tracks and unassociated
clusters. We reject events for which E

< 0. Approximately 10% of the events fail this criterion.
The resolution on the reconstructed neutrino energy has an r.m.s. of about 2.7 GeV for the
3-prong decay mode and about 2.8 GeV for the satellite mode, and no signicant bias in the
reconstructed E

is observed. The average neutrino energy for the signal process is about 8
GeV and has an r.m.s. spread of 5 GeV.
The Neutrino Polar Angle: The angle 

is calculated from the constraint m
2
B
0
= M
2
D

`
:
cos 

=
E
D

`
P
D

`
 
m
2
B
0
 M
2
D

`
2P
D

`
E

; (3)
where M
D

`
, P
D

`
and E
D

`
are the mass, momentum and energy of the D
+
`
 
candidate. If
the calculated value of cos 

is unphysical the event is rejected. This occurs for only  5%
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of the candidates. The resolution on 

is approximately 3

for both the 3-prong and satellite
modes.
The Neutrino Azimuthal Angle: The azimuthal direction of the neutrino is reconstructed
in two dierent ways, depending on the quality of the estimated B
0
vertex. If the 
2
of the
vertex t is less than 15 and the B
0
decay length is greater than 1 mm, which is true for  30%
of the events, the B
0
ight direction is estimated as the vector between the primary vertex and
the D
+
`
 
vertex.
If these cuts are not satised, we use the missing energy in the event to estimate 

, as
follows. The visible momentum in the event,
~
P
vis
, is calculated using a global corrected energy
algorithm [26]:
~
P
vis
=
X
i
~p
trk;i
+
X
j
~p
cal;j
 
X
k
~
f
k
(p
trk;k
);
where the rst term is the sum of charged track momenta, the second term is the sum of
electromagnetic and hadronic cluster momenta and the third term is a sum of corrections for
each track. The corrections take into account the fact that charged particles are measured in
the tracking chambers as well as in the electromagnetic and hadron calorimeters, so momenta
must be subtracted from the rst two terms in order to avoid double counting. Each track
is identied as being either an electron, a muon or a pion (all non-leptons are considered
to be pions). Lepton identication is performed as described in section 3. The amount of
energy the track is expected to deposit in the calorimeters is then estimated, according to
the assigned particle type, and is included in the correction term. The missing momentum is
 
~
P
vis
, the momentum vector which balances the total momentum to zero. The sum of the
missing momentum and the momentum of the jet containing the D
+
`
 
candidate gives an
estimate of the B
0
direction. For instances in which  
~
P
vis
is greater than 90

from the D
+
`
 
jet direction, we use the jet direction as the B
0
direction. This occurs for approximately 15%
of the candidates.
The estimated direction of the B
0
is combined with the estimate of E
B
0
, dened by E
B
0
=
E
D

`
+ E

, and the B
0
mass, 5.279 GeV, to determine the B
0
momentum vector, ~p
B
0
. The
direction of the neutrino vector is given by ~p

= ~p
B
0
  ~p
D

`
. From this vector we derive the
azimuthal angle 

. The resolution on 

is approximately 30

, which dominates the overall !
resolution. The polar angle 

is estimated with much greater accuracy using equation 3 than
is possible by using the missing energy direction.
Figure 2 shows plots of the true ! versus the reconstructed value, for Monte Carlo simulated
B
0
! D
+
`
 

`
events for the 3-prong and satellite modes. The ! resolution is obtained by tting
the distributions of true ! versus reconstructed ! with a Gaussian function for ve dierent
ranges of true !. The variations of the tted widths in the dierent ranges are of the order of
(5-10)%. These widths are averaged, weighting by the number of events in each range, to obtain
mean overall resolutions of 0:10 and 0:12 for the 3-prong and satellite decays, respectively.
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5 The Signal and Background Fractions
In addition to the signal process, various background processes contribute to the selected events.
The amount of each background is estimated using previously measured branching fractions and
selection eciencies calculated from Monte Carlo simulated events. Table 1 lists the branching
fractions used in the rest of this section.
The largest background is from the decays B
 
! D
+

 
`
 

`
X, B
0
! D
+

0
`
 

`
X and
B
0
s
! D
+
K
0
`
 

`
X, which are expected to be dominated by resonant D

decays. Isospin and
SU(3) avor symmetry are used to relate the branching fractions for the B
0
and B
0
s
decays
to the measured rate of b ! D
+

 
`
 

`
X [27]. We assume f(b! B
 
) = f(b ! B
0
) and
f(b! B
0
s
) = (11:2 1:8)% [28]. For the rest of this paper, we use the notation B! D
+
h`
 

`
to refer to the sum of the B
0
, B
 
and B
0
s
decay modes mentioned above.
Process Branching Fraction (%) Reference
R
b
=  
bb
= 
had
22:06  0:21 [29]
f(b! B
0
) 37:8  2:2 [28]
f(b! B
0
s
) 11:2  1:8 [28]
Br(b! D
+

 
`
 

`
X) 0:37 0:12 [27]
Br(b! D
+

 


X) 2:06 0:36 [30]
Br(B
0
! D
+
D
() 
s
X) 4:3 1:2 [28]
Br(D
+
! D
0

+
) 68:1  1:3 [28]
Br(D
0
! K
 

+
) 3:83 0:12 [28]
Br(D
0
! K
 

+

0
) 13:9  0:9 [28]
Table 1: The branching fractions used in calculating the background in the D
+
`
 
sample.
The largest backgrounds after accounting for the B ! D
+
h`
 

`
decays are events of the
type B
0
! D
+
D
() 
s
X, with the D
 
s
decaying semileptonically, and b ! D
+

 


X, with the
 decaying leptonically. The amount of background from the former process is estimated using
the measured Br(B
0
! D
+
D
() 
s
X) [28] and assuming that the inclusive semileptonic decay
rate of the D
 
s
meson is the same as that of the D
0
[28]. The amount of background from the
process b ! D
+

 


is estimated using the measured inclusive b ! 
 
X branching fraction
[30] along with the branching fraction for leptonic 
 
decays [28]. We assume that 75% of the
inclusive decays to a 
 
involve a D
+
.
The combinatorial background is estimated from the ts to the 
M
distributions, as described
in section 3. This gives the contribution from random combinations of tracks forming D
+
candidates. There are additional contributions from fake lepton candidates and misidentied,
so called fake, D
0
decays. The fake lepton component is estimated from the excess of events in
the wrong charge 
M
distribution (D
+
and lepton having the same charge) after subtracting
the estimated random background using the shape parameterization given by equation 2. We
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estimate 9  4 and 11  5 background events of this type for the 3-prong and satellite modes,
respectively, which are consistent with the predictions from Monte Carlo simulations. The fake
D
0
background is characterized by events in which the slow pion from the D
+
decay is correctly
identied, but the D
0
decay mode is misidentied. These events produce an enhancement in the

M
spectrum, but do not display peaks in the relevant reconstructed D
0
mass regions. Therefore,
the fake D
0
background can be estimated by making a selection of candidates identical to that
for signal events, except that no K
 

+
invariant mass cut is used and only candidates in the
signal region of the 
M
distribution are accepted. The number of fake D
0
events is taken as the
dierence between the combinatorial background determined from the K
 

+
invariant mass
distribution and that calculated from the 
M
distribution. We estimate a total of 16  6 fake
D
0
in the 3-prong events and 58  15 in the satellite events.
Table 2 lists the estimated number of signal and background events in the selected D
+
`
 
samples.
Number of Events
Component 3-prong Satellite
Total Candidates 814 1396
B! D
+
h`
 

`
119  40 191  66
B
0
! D
+

 


14  4 20  6
B
0
! D
+
D
() 
s
7  2 12  3
Combinatorial Background 147  14 355  21
Fake Leptons 9  4 11  5
Fake D
0
16  6 58 15
B
0
! D
+
`
 

`
502  44 749  72
Table 2: The estimated number of signal and background events in the selected D
+
`
 
sample.
The quoted uncertainties on the number of signal events include only the errors on the number
of background events.
6 The Fit for F(1)jV
cb
j
We measure F(1)jV
cb
j from the ! spectrum using an unbinned maximum likelihood t. Each
event i is assigned a probability density which is a sum of signal and background terms:
P
k
(!
i
) =
N
k
s
N
k
P
k
s
(!
i
) +
(N
k
 N
k
s
)
N
k
X
j
f
k
j
P
k
j
(!
i
);
where !
i
is the measured value of ! for candidate i, P
k
s
is the probability density function
for the signal process (where the superscript k refers to the sample the candidate belongs to:
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3-prong or satellite), P
k
j
is the probability density function for background process j (j is any
of the backgrounds listed in Table 2), N
k
is the total number of selected candidates, N
k
s
is the
estimated number of signal events and f
k
j
is the fraction of background process j relative to
the total background (
P
j
f
k
j
= 1).
The probability density function for the signal is derived from equation 1, which can be
rewritten as
d 
d!
= K(!)F
2
(!)jV
cb
j
2
;
where all of the known quantities have been collected into a single function,
K (!) =
G
2
F
48
3
m
3
D
+
(m
B
0
 m
D
+
)
2
p
!
2
  1 
"
4! (! + 1)
1   2!r + r
2
(1   r)
2
+ (! + 1)
2
#
:
The unknown function F(!) is approximated with an expansion around ! = 1 [7]:
F (!) = F (1)
h
1  a
2
(!   1) + b (!   1)
2
i
;
where a and b are parameters to be determined by the t. We use a
2
in the expression for
F(!) because the slope of the function is constrained to be negative at ! = 1 [7, 9, 31]. The
curvature parameter, b, is not a free parameter but is constrained by the value of a
2
. Recent
theoretical work suggests it should be b = 0:66a
2
  0:11 [9], which is what we use in the t.
The detector acceptance and nite ! resolution are taken into account by convolving this
distribution with a Gaussian resolution function and an eciency function, 
k
(!
0
):
P
k
s
(!
i
) =
Z
!
max
1
1
I(!
0
)
e
 (!
i
 !
0
)
2
2
2
!

1
J
k

k
(!
0
)K(!
0
)F
2
(!
0
)jV
cb
j
2
d!
0
;
where 
!
is the estimated error on the measured ! and !
max
is the maximum value of !
(about 1:50). For 3-prong candidates we use 
!
= 0:10 and for satellite candidates we use

!
= 0:12. The eciency is relatively constant as a function of !, as can be seen in Figure 3.
We parameterize it by a linear function. The quantities I(!
0
) and J
k
are normalization factors:
I(!
0
) =
Z
!
max
1
e
 (!
0
 !)
2
2
2
!
d! ;
J
k
=
Z
!
max
1

k
(!
0
)K(!
0
)F
2
(!
0
)jV
cb
j
2
d!
0
:
The normalization factor I(!
0
) takes into account that the reconstructed ! is constrained to
lie within the physical region.
The reconstructed ! distributions for Monte Carlo simulated background events are used
to parameterize the background probability density functions, P
k
b
. For the combinatorial back-
ground, we use events in the 
M
sideband region, 0:17 < 
M
< 0:23 GeV for the 3-prong and
0:18 < 
M
< 0:23 GeV for the satellite.
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The estimated number of signal events of type k is dened as:
N
k
s
(a; b;F(1)jV
cb
j) = 4N
mh
R
b
f(b! B
0
) 
B
0
Br(D
+
! D
0

+
)J
k
R
k
; (4)
where N
mh
is the background subtracted, eciency corrected number of multihadronic Z
0
decays used in the analysis, R
k
= Br(D
0
! K
 

+
) for 3-prong candidates and R
k
=
Br(D
0
! K
 

+

0
) for satellite events and 
B
0
is the B
0
lifetime. We use a value of 
B
0
=
1:56 0:06 ps [28]. The factor of 4 comes from two b quarks per event and two lepton species.
The overall likelihood for the sample is
L(a; b;F(1)jV
cb
j) =
Y
k
P (N
k
0
; N
k
s
)
N
k
Y
i=1
P
k
(!
i
) ; (5)
where P (N
k
0
; N
k
s
) is the Gaussian probability to observe N
k
0
signal events (the measured number
of signal events) when N
k
s
are expected.
Maximizing the likelihood of equation 5 with respect to F(1)jV
cb
j and a, we nd
F(1)jV
cb
j = (32:8  1:9) 10
 3
;
a
2
= 0:55  0:24 :
where the errors are statistical only. The correlation between the two quantities is 97%. The
distribution of reconstructed ! for the selected D
+
`
 
candidates is shown in Figure 4.
For comparison with some of the earlier results [10], [11], [13], where b was ignored altogether,
we repeated the t assuming a linear form, F (!) = F (1) [1   a
2
(!   1)]. The result of this t
is
F(1)jV
cb
j = (32:5  1:7) 10
 3
;
a
2
= 0:42  0:17 :
The result is consistent with the value from the constrained quadratic t.
We further determine the exclusive semileptonic branching fraction from the observed num-
ber of signal events, according to the formula
Br(B
0
! D
+
`
 

`
) =
N
k
0
4N
mh
R
b
f(b! B
0
)Br(D
+
! D
0

+
)R
k

k
0
;
where 
k
0
is the total eciency, integrated over !, for the 3-prong or satellite sample. The
branching fraction is calculated separately for the two modes and then combined to obtain
Br(B
0
! D
+
`
 

`
) = (5:08 0:21)% ;
where the error is statistical only. This result is in good agreement with recent, precise mea-
surements [11]-[13].
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7 Systematic Uncertainties
Systematic uncertainties arise from imprecise knowledge of the background levels in the se-
lected sample as well as uncertainties in the Monte Carlo simulations. The following sources of
systematic error have been considered and are summarized in Table 3.
Source of Uncertainty F(1)jV
cb
j=F(1)jV
cb
j (%) a
2
Br=Br (%)
R
b
0:5 - 1:0
f(b! B
0
) 2:9 - 5:8
Br(D
+
! D
0

+
) 1:0 - 2:0
Br(D
0
! K
 

+
) 0:4 0:013 1:2
Br(D
0
! K
 

+

0
) 2:6 0:026 4:0

B
0
1:8 - 3:8
Br(B! D
+
h`
 

`
) 3:6 0:017 7:9
Br(B
0
! D
+

 


) 0:4 0:011 0:7
Br(B
0
! D
+
D
() 
s
) 0:2 - 0:4
Combinatorial Background 1:2 0:011 1:9
Fake Leptons 0:2 - 0:5
Fake D
0
0:5 0:005 1:0
! Resolution 1:4 0:037 -
Selection Eciency 2:9 0:006 5:7
Total 6:7 0:052 13:0
Table 3: Summary of systematic uncertainties in the measurement of F(1)jV
cb
j.
 Branching fractions and B
0
lifetime: The quantitiesR
b
, f(b! B
0
),Br(D
+
! D
0

 
),
Br(D
0
! K
 

+
) and 
B
0
are used in equation 4 to predict the number of expected signal
events. They were varied within the errors quoted in Table 1 and the t was repeated.
The overall systematic uncertainty, from these sources, on F(1)jV
cb
j is 4:4%, which is
dominated by the error on f(b! B
0
).
 Background Estimates: The size of each background listed in Table 2 was varied by its
quoted uncertainty. The uncertainties in the background levels have a contribution from
nite Monte Carlo statistics, but are dominated by the errors in the measured branching
fractions. The contributions to the uncertainties from R
b
, f(b! B
0
) and the D
0
and D
+
branching fractions are negligible. The largest systematic error is from the uncertainty in
the contribution from B! D
+
h`
 

`
, which amounts to 3:6% on F(1)jV
cb
j.
 Resolution of !: For the t, we assumed an average ! resolution of 
!
= 0:10 for the
3-prong events and 
!
= 0:12 for the satellite events, which are the predictions from the
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Monte Carlo simulation. We estimated the uncertainty on the resolution by comparing
relevant quantities from data with the predictions from Monte Carlo simulations and
propagating any discrepancies into the uncertainty on !. The resolution on the neutrino
direction can be estimated from data by comparing the calculated 

from equation 3 with
the value obtained from the reconstructed neutrino direction. We nd good agreement
between the distribution from data and that predicted fromMonte Carlo simulations. We
attribute a systematic uncertainty of 10% on 
!
from this source. From comparisons of
missing energy distributions in real data and Monte Carlo simulated events, we estimate
an additional 5% on 
!
from uncertainties in the Monte Carlo modelling of the resolution
of E

. Adding these uncertainties in quadrature, we estimate an overall systematic uncer-
tainty of 12% on 
!
. When varying 
!
by 12%, we observe a 1:4% variation in F(1)jV
cb
j.
To check our sensitivity to the shape of the resolution function the t was repeated for
two dierent cases. For the rst case, the resolution was parameterized by the sum of
two Gaussians. For the second case, we parameterized the resolution separately for ve
dierent ! ranges, for which we observed variations of (5-10)% from the mean 
!
values
used in the nominal t. In both cases, we observed negligible variation in the tted values
of F(1)jV
cb
j and a
2
.
 Selection eciency: Systematic uncertainties arise from our D
+
`
 
selection cuts due
to nite Monte Carlo statistics and uncertainties in the Monte Carlo modelling of quan-
tities on which we make cuts [32]. The dominant eects are from uncertainties in the
lepton and B meson momentum spectra, which have been investigated in detail in [32].
The uncertainties in the overall eciencies for the 3-prong and satellite modes translate
into a systematic uncertainty of 2:8% on F(1)jV
cb
j. We also used alternative parameter-
izations of the eciencies as a function of !, including at eciencies, quadratic depen-
dences and bin-by-bin dependences (from gure 3). The resulting variation in F(1)jV
cb
j
is 0:9%. Adding in quadrature these two errors, we estimate a total uncertainty of 2:9%
on F(1)jV
cb
j.
8 Summary and Conclusion
The CKMmatrix element jV
cb
j has been measured by studying the rate of the exclusive semilep-
tonic decay B
0
! D
+
`
 

`
as a function of the recoil kinematics of the D
+
meson. Heavy
Quark Eective Theory provides a description of the decay rate in terms of a single hadronic
form factor, F(!). Although the shape of the form factor is not specied, its value at ! = 1
can be accurately calculated with little model dependence. Recent theoretical calculations
make use of a power series expansion of F(!) around ! = 1, retaining terms up to order !
2
:
F (!) = F (1)
h
1  a
2
(!   1) + b (!   1)
2
i
, where the slope is constrained to be negative and
the curvature is related to the slope according to the expression b = 0:66a
2
  0:11 [9].
The quantities F(1)jV
cb
j and a
2
are extracted by comparing the measured d =d! spec-
trum of 1251  125 reconstructed B
0
! D
+
`
 

`
events with the theoretical prediction and
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extrapolating to ! = 1, where the decay rate vanishes. We nd
F (1) jV
cb
j = [32:8  1:9 (stat) 2:2 (syst)] 10
 3
;
a
2
= 0:55 0:24 (stat) 0:05 (syst) ;
Br

B
0
! D
+
`
 

`

= (5:08 0:21 (stat) 0:66 (syst))% :
These measurement are consistent with previous results and are of comparable precision [10]-
[13].
Using the theoretical estimate F(1) = 0:91  0:03 [9], we determine
jV
cb
j = [36:0 2:1 (stat) 2:4 (syst) 1:2 (theory)] 10
 3
:
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Figure 1: Mass dierence between the D
+
and D
0
candidates, 
M
, for selected D
+
`
 
events: a)
D
0
! K
 

+
events, b) D
0
! K
 

+

0
events. The solid curves are the estimated background
shapes and the solid histograms represent the normalized reected pion and wrong sign events.
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Figure 2: The true value !
0
versus the reconstructed value ! for simulated B
0
! D
+
`
 

`
decays: a) D
0
! K
 

+
events, b) D
0
! K
 

+

0
events. The area of each box is proportional
to the number of entries.
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Figure 3: The eciency as a function of true ! for Monte Carlo simulated B
0
! D
+
`
 

`
decays: a) D
0
! K
 

+
events, b) D
0
! K
 

+

0
events. The lines are linear ts to the
distributions.
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Figure 4: The distribution of reconstructed ! for selected D
+
`
 
candidates. The points are the
data, the open histogram is the predicted shape from the t, including signal and background,
and the hatched histogram is the predicted background shape. The error bars on the data
points are statistical only.
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