Abstract. In this paper, we discuss some partitions of affine flag varieties. These partitions include as special cases the partition of affine flag variety into affine Deligne-Lusztig varieties and the affine analogue of the partition of flag varieties into B w (b) introduced by Lusztig in [Lu1] as part of the definition of character sheaves.
Introduction 0.1. Let G be a connected reductive algebraic group over an algebraically closed field k. We consider a "twisted" conjugation action on G defined by g · σ g ′ = gg ′ σ(g) −1 . Here σ is the identity map or a Frobenius morphism on G (in case where k is of positive characteristic).
Let B be a Borel subgroup of G with σ(B) = B and W be the Weyl group of G. For b ∈ G and w ∈ W , we set inverse image of B − under the projection map G(o) → G sending ǫ to 0, here B − is a Borel subgroup of G opposite to B. The main purpose of this paper is to study an analogue of the above partition in the affine case and their cohomology groups.
We consider a "twisted" conjugation action of G(L) on itself as g · σ h = ghσ(g) −1 for g, h ∈ G(L). Here σ is a bijective group homomorphism on G(L) of one of the following type:
(1) For any nonzero element a ∈ k, define σ a (p(t)) = p(a · t) for any formal Laurent power series p(t). We extend σ a to a group homomorphism on G(L), which we still denote by σ a .
(2) If k is of positive characteristic and F : k → k be a Frobenius morphism. Then set F ( a n t n ) = F (a n )t n . We extend F to a group homomorphism on G(L), which we denote by σ F .
The σ a -conjugacy classes are studies by Baranovsky and Ginzburg in [BG] . The σ F -conjugacy classes are studied by Kottwitz in [Ko1] .
LetW be the extended affine Weyl group of G(L). For b ∈ G(L)
and w ∈W , we set X w,σ (b) = {gI ∈ G(L)/I; g −1 bσ(g) ∈ IẇI}.
Then we have a partition of affine flag variety G(L)/I = ⊔ w∈W X w,σ (b).
In the case that σ = σ F , X w,σ (b) is called an affine Deligne-Lusztig variety. In the case that σ is identity map, X 1,σ (b) is called an affine Springer fiber. X w,id (b) is also considered in [Lu2, Section 7] . A big difference between the finite case discussed in subsection 0.1 and its affine analogue above is that X w,σ (b) is not always nonempty for σ coming from Frobenius morphism. A challenging problem is to determine the empty/nonempty pattern for affine Deligne-Lusztig varieties. For more details, see the discussions in [GHKR] and [GH] .
Let Z G(L),σ (b) = {g ∈ G(L); g −1 bσ(g) = b} be the centralizer of b for the twisted conjugation action. Then Z G(L),σ (b) acts on X w,σ (b) in the natural way. If moreover, X w,σ (b) is finite-dimensional, then Z G(L),σ (b) also acts on H 0.4. Our starting point is the following stratification of G(L) into locally closed subschemes that are equivariant for the "twisted" conjugation action
In the case that σ = σ F , this follows from Kottwitz's classification of σ F -conjugacy classes and several properties about the "good" elements of extended affine Weyl groups established in section 1 (see subsection 1.6). In the case that σ = σ a , the stratification is proved in Prop 4.4 for P GL n (L) and the identity component of P SP 2n (L). We expect that such stratification holds for any adjoint group G. We introduce the class polynomials for classical extended affine Hecke algebras, generalization the construction of Geck and Rouquier for finite Hecke algebras in [GR] . Then we prove in Theorem 2.8 that for classical groups, the nonemptiness (resp. dimension) of affine DeligneLusztig varieties corresponds to the nonzeroness (resp. degree) of certain class polynomials.
For P GL n (L) and the identity component of P SP 2n (L), we obtain a sharper formula in Prop 4.5, dim(X w,σ (b)) = max C 1 2 (l(w) + l(C) + deg(f w,C )) − l(f −1 (a)).
We also prove that for (i) σ = σ a with a not a root of unity or (ii) σ = id and b is a regular semisimple integral element, X w,σ (b) is always finite dimensional.
0.5. Given b ∈ G(L), in general, there are infinitely many w ∈W with X w,σ (b) = ∅. Then a priori, to get all the simple Z G(L),σ (b)-modules that are obtained from cohomological construction, one needs to calculate H * c (X w,σ (b)) for any w ∈W such that X w,σ (b) = ∅. We will show that for P GL n (L) and the identity component of P SP 2n (L), any simple Z G(L),σ (b)-modules that are obtained from cohomological construction must occurs as a subquotient of H * c (X w,σ (b)), where w is in a finite subset ofW determined by b. The more precise statement can be found in Theorem 4.7.
We mention some applications of this result.
(1) Let G = P GL n . Then any simple P GL n (F((ǫ))-module occurs as a subquotient of the cohomology of affine Deligne-Lusztig variety X w,σ F (1) for some w ∈W must occurs for some w in the finite Weyl group S n . See Corollary 4.8.
(2) Let G = P GL n (resp. G = P SP 2n ) and χ a dominant regular coweight (resp. dominant regular coweight in the coroot lattice). Then
. See Corollary 4.9 and Corollary 4.10.
(3) Let G = P GL n and τ ∈W is a superbasic element. Let w ∈W . Then any simple representation of Z G(L),σ (τ ) occurs as a subquotient of H * c (X w,σ (τ )) is trivial. See Corollary 4.12.
0.6. We now review the content of this paper in more detail.
In section 1, we define good elements in extended affine Weyl groups and discuss some properties. In section 2, we discuss some reductive method and the relations between the dimension of affine DeligneLusztig varieties and the degrees of class polynomials for extended affine Hecke algebras. In section 3, we recall some combinatorial properties of extended affine Weyl group of type A and C established in [He2] . In section 4, we prove the main results and discuss some applications.
1. Good elements in extended affine Weyl group 1.1. Let G be a connected reductive algebraic group over an algebraically closed field k. Let B be a Borel subgroup of G and B − be an opposite Borel subgroup. Let T = B ∩ B − be a maximal torus of
Let G(L) be a loop group and
, where ǫ is a symbol. The multiplication is given by the formula (ǫ χ w)(ǫ χ ′ w ′ ) = ǫ χ+wχ ′ ww ′ . Let I be the inverse image of B − under the projection map G(o) → G sending t to 0 and let I ′ be the inverse image of U − , where U − is the unipotent radical of B − . The we have the Bruhat-Tits decomposition G(L) = ⊔ w∈W IẇI. It is also easy to see that if τ ∈W with l(τ ) = 0, thenτ
1.2. Let R be the set of roots of G and R + (resp. R − ) be the set of positive (resp. negative) roots of G. Let (α i ) i∈S be the set of simple roots of G. For any i ∈ S, let s i be the corresponding simple reflection in W f . SetS = S ∪ {0} and s 0 = t θ ∨ s θ , where θ is the largest positive root of G.
Let Q ∨ be the coroot lattice of G.
Then it is known that W a is a Coxeter group with generators s i (for i ∈S) and is a normal subgroup ofW . Following [IM] , we define the length function onW by
It is known that for w ∈ W a , l(w) is the length of any reduced expression of w. For any coset of W a inW , there is a unique element of length 0. Moreover, there is a natural group isomorphism between {τ ∈W ; l(τ ) = 0} andW /W a ∼ = X * (T )/Q ∨ . Let τ ∈W with l(τ ) = 0, then for any w, w ′ ∈ W a , we say that τ w τ w ′ if w w ′ for the Bruhat order on W a . For any J S , let W J be the subgroup ofW generated by s j (for j ∈ J), w J 0 be the longest element in W J and JW be the set of minimal elements for the cosets W J \W . For w ∈ SW , set I(w) = max{J ⊂ S; ∀j ∈ J, ∃j ′ ∈ J, such that s j w = ws j ′ }.
For any dominant coweight χ, set I(χ) = {i ∈ S; < χ, α i >= 0}. Then I(χ) = I(ǫ χ ). For any subset C ofW , we set
It is easy to see that u α extends in a natural way to a homomorphism L → G(L). LetR = {α + nδ; α ∈ R, n ∈ Z} be the set of real affine roots and R + = {α + nδ; α ∈ R + , n > 0} ⊔ {α + nδ; α ∈ R − , n 0} be the set of positive real affine roots. The affine simple roots are −α i for i ∈ S and α 0 = θ + δ. Then any positive real affine root α can be written in a unique way as i∈S −a i α i + a 0 α 0 with a i ∈ N ∪ {0} for i ∈S. We set ht(α) = i∈S a i . For any real root α + nδ, we define
For n > 1, let I n be the subgroup of I generated by x α (k) with ht(α) n and I 1 ∩ T (L). Then it is easy to see that I n is a normal subgroup of I for n ∈ N and for α, β ∈R + and a, b ∈ k,
1.4. Notice that each conjugacy class ofW lies in a coset of W a . Let η :W →W /W a be the natural projection. Then η is constant on each conjugacy class ofW . Let X * (T ) Q = X * (T )⊗ Z Q. Then the action of W f on X * (T ) extends in a natural way to an action on X * (T ) Q and the quotient X * (T ) Q /W f can be identified with
For each element w ∈W , there exists n ∈ N such that w n = ǫ χ for some χ ∈ X * (T ). Let v w = χ/n ∈ X * (T ) Q and [v w ] the corresponding element in X * (T ) Q /W f . It is easy to see that v w is independent of the choice of n. Moreover, if w, w ′ are in the same conjugacy class ofW , then w n is conjugated to (w
Therefore v w and v w ′ are in the same W f -orbit. We call the map w → [v w ] the Newton map. Then the Newton map is constant on each conjugacy class ofW .
Define f :W → X * (T )
. Then the map f is constant on each conjugacy class ofW . This map is the restriction toW of the map G(L) → X * (T ) Ko1, 4.13] . We denote the image of the map f by B(W ). Lemma 1.1. Let w ∈W . Then the following conditions are equivalent:
(1) For any n ∈ N, l(w n ) = nl(w).
where ρ is the half sum of positive roots.
Let n ∈ N, then there exists k ∈ N such that n km. We have that
Therefore, both inequalities above are actually equalities. In particular, l(w n ) = nl(w).
1.5. We call an element w ∈W a good element if it satisfies the conditions in the previous lemma. The following result characterizes the good elements.
Proposition 1.2. Let C be a fiber of f :W → B(W ) and w ∈ C. Then w is a good element if and only if w ∈ C min .
Proof. Notice that for any x ∈W and n ∈ N, l(x)
Hence if w is a good element, then w is a minimal length element in C.
Let O be the σ F -conjugacy class on G(L) whose image under the map [GHKR, Proposition 13.1.3 & Corollary 13.2.4] , there exists a good element x such that IẋI ⊂ O. Sinceẋ ∈ O, x ∈ C. Therefore x is a minimal length element and all the minimal length elements in C are good elements. Corollary 1.3. Let w be a Coxeter element in W a . Then w is a good element.
Remark. This result was first proved by Speyer in [Spe] . Here we give a different proof.
Proof. By [Ho] , w has infinite order. Hence [w] = 0. Let C be a fiber of the map f :W → B(W ) that contains w. If w ′ ∈ C and l(w ′ ) < l(w), then w ′ lies in some W J with J =S. In particular, w ′ lies in some finite Weyl group and [w ′ ] = 0. That is a contradiction. So w is a minimal length element in C. By the previous Proposition, w is a good element.
Proof. It is easy to see that for x,ỹ ∈W , IẋIẏI ⊂ ∪z ∈xỹWa IzI. Hence
. Since w and w ′ are good elements, then for any n ∈ N,
In particular, for any n ∈ N,
That is a contradiction.
Proof. As in the proof of Proposition 1.2, for any
1.6. Now we reformulate Kottwitz's classification of σ F -conjugacy classes as follows. LetW good be the set of good elements inW . For w, w ′ ∈W good , we
However, for some groups it still holds when σ = σ a and we have similar decomposition. We will discuss it in more details in section 4.
Proof. By [GHKR, Prop 6.3 .1], any element in I is σ F conjugate to 1. So we may take
So there are only finite many elements in Y x for each x ∈W and dim(X 1,σ F (b)) = 0. Now we consider the case where σ = σ a with a not a root of unity. Notice that dim Y x equals the dimension of the variety consists of (a 1 , · · · , a k ) satisfying
We may assume that b ∈ tI 1 . Let n ∈ N with tσ(x α (1))t −1 = x α (1) for all α with ht(α) n. We show that dim(Y x ) ♯{α ∈R + ; ht(α) < n} for any x ∈W . We may assume that ht(α i j−1 ) < n and ht(α i j ) = n. It is enough to show that for any u ∈ I n (ẋI ∩ I), there is a unique (a j , · · · , a k ) such that
We prove this statement by descending induction on n.
where u ′ is the unique element in
By induction hypothesis, a l+1 , · · · , a k are also uniquely determined. Lemma 1.7. Let µ ∈ X * (T ) and M be the Levi subgroup of G generated by T and u α (k) for α ∈ R with < µ, α >= 0. Then the map
Remark. If σ = σ F , then the lemma is a special case of [GHKR, Theorem 2.1.2]. The case where σ = σ a is essentially the same as in loc.cit.
Here we give a proof to convince the readers that no problem occurs for σ = σ a .
Proof.
It suffices to prove that for any n, the map
−1 is bijective. Let P be the parabolic subgroup of G generated by T and u α (k) for α ∈ R with < µ, α > 0 and Let P − be the opposite parabolic subgroup of G generated by T and u α (k) for α ∈ R with < µ, α > 0.
. This proves the surjectivity. On the other hand, for any i 1 ∈ I ′ n and i 2 ∈ I ′′ n ,
. This proves the injectivity. Proposition 1.8. Let w ∈W be a good element. Let n ∈ N and µ ∈ X * (T ) with w n = ǫ µ . Let M be the Levi subgroup of G generated by T and u α (k) for α ∈ R with < µ, α >= 0.
It is easy to see that
The case where σ = σ F is proved in [Ko2, Theorem 1.1 (2)]. The case where σ = σ a can be proved in the same way.
Assume that k ∈ IuI for u = u 1 v 1 with u 1 ∈ W J and v 1 ∈ W J . Then
Hence there exists v ∈ W J and y ∈ W such that ǫ xµ y = u 1 ǫ xµ v = ǫ u 1 xµ u 1 v. In particular, we have that xµ = u 1 xµ. By [HT, Lemma 3.5 
The "moreover" part follows from Lemma 1.6. − → w ′ if w ′ = s i ws i and l(w ′ ) l(w). We write w → w ′ if there is a sequence w = w 0 , w 1 , · · · , w n = w ′ of elements inW such that for all k, w k−1 s i − → w k for some i ∈S. We write w→w ′ if there exists τ ∈W with l(τ ) = 0 such that w → τ w ′ τ −1 , or equivalently, there is a sequence w = w 0 , w 1 , · · · , w n = w ′ of elements inW such that for all k, w k = τ w k−1 τ −1 for some τ ∈W with l(τ ) = 0 or w k−1 s i − → w k for some i ∈S. We write w≈w ′ if w→w ′ and w ′→ w. We write w ≈ w ′ if w → w ′ and w ′ → w.
Reductive method
Proof. By definition, there exists a finite sequence w = w 0
′ , where i j ∈S for all j. We prove the lemma by induction on m.
The statements are true for m = 0. Now assume that the statements hold for m − 1. By [DL, Lemma 1.6 .4], we have that w = w 1 or s i 1 w < w or ws i 1 < w. If w = w 1 , then the statements follow from induction hypothesis. Now we prove the case where s i 1 w < w. The case ws i 1 < w can be proved in the same way.
Since
In either case,
Proof. For any x ∈W and τ ∈W with l(τ ) = 0, we have that
Now if w→w
′ , then there exists τ ∈W with l(τ ) = 0 such that w → τ w ′ τ −1 . By the previous lemma,
If w≈w ′ , then there exists τ ∈W with l(τ ) = 0 such that w ≈ τ w ′ τ −1 . By the previous lemma,
The Lemma is proved.
Lemma 2.3. Let w ∈ SW and w ′ = xw for some
Proof. Set J = I(w). Notice that I = (I ∩ L J )I J , where I J is the inverse image of U P − J under the map G(o) → G. It is easy to see that I J is a normal subgroup of I and L J normalizes I J . Thus IẇI = (I ∩L J )I Jẇ (I ∩L J )I J = (I ∩L J )I J (I ∩L J )ẇI J = (I ∩L J )I Jẇ I J . We have that [St, Lemma 7.3 
] (if σ
′ is an automorphism) and Lang's theorem [La] 
Now we discuss some reductive method for X w,σ (b). The following result can be proved along the line of the proof of [DL, Theorem 1.6].
Lemma 2.4. Let x ∈ W , and let s ∈S be a simple affine reflection. Then
(1) If l(sxs) = l(x), then X x,σ (b), X sxs,σ (b) are universally homeomorphic. In this case, H (2) If l(sxs) = l(x) − 2, then X x,σ (b) can be written as a disjoint union X x,σ (b) = X 1 ∪ X 2 where X 1 is closed and X 2 is open, and such that X 1 admits a morphism to X sxs,σ (b), all of whose fibers are isomorphic to A 1 , and such that X 2 admits a morphism to X sx,σ (b), all of whose fibers are isomorphic to A 1 \ {0}. In this case, any simple Z G(L),σ (b)-module occurs as a subquotient of H * c (X x,σ (b)) must occurs as a subquotient of H * c (X sxs,σ (b)) or H * c (X sx,σ (b)). We also have the following result. The case where σ = σ F is proved in [GH] . The case where σ = σ a can be proved in the same way.
Remark. By convention, we set the dimension of the empty set to be −∞.
Proof. Set J = I(w) and P = L J I. Define
Notice that for any u ∈ W J , IuẇI = IuIẇI ⊂ IẇP ⊂ PẇP . Thus the map gI → gP sends X uw,σ (b) to X.
and it is known that it is of dimension l(u). So dim(X uw,σ F (b)) = dim(X) + l(u) for any u ∈ W J . In particular, dim(X w,σ F (b)) = dim(X) and dim(X xw,σ F (b)) = dim(X w,σ F (b)) + l(x).
If σ = σ a , then by [St, Lemma 7.3 ], Y g is nonempty for u = 1. Hence dim(X w,σa (b)) dim(X). Therefore dim(X xw,σa (b)) dim(X)+l(w
Now let us make a short digression and discuss the class polynomials of extended affine Hecke algebra. We will then discuss the relation between the degree of these polynomials and the dimension of X x,σ (b) in the end of this section.
2.3.
Let H be the Hecke algebra associated to an extended affine Weyl groupW , i.e., H is the associated Z[v, v −1 ]-algebra with basis T w for w ∈W and multiplication is given by
. It is also easy to check that (2) If l(sws) < l(w) for some s ∈S, then
2.4. In the rest of this section, we assume that G is a simple algebraic group of type A n−1 , B n , C n or D n andW be the extended affine Weyl group for G. We embed the root lattice and coweight lattice in ⊕ n i=1 Re i in the natural way (see, e.g., [Bo, Plate I-IV] ). An element ǫ χ w ∈W with w ∈ W and χ ∈ ⊕ n i=1 Ze i is call an integral element. We denote byW int the subset of all integral elements inW . Set
Here ι is the outer diagonal automorphism on G whose induces action on ⊕ n i=1 Re i sends e n to −e n and preserves e j for j = n. Then the conjugation action ofW ! onW sends integral elements to integral elements.
2.5. We construct some polynomials f w,C ∈ Z[v − v −1 ] (for w an integral element inW and C a conjugacy class inW ) as follows.
If w is a minimal element in the conjugacy class that contains it,
If w is not a minimal element in the conjugacy class that contains it and that f w ′ ,C is already defined for all integral elements w ′ ∈W with l(w ′ ) < l(w), then by [He2, Corollary 2.2], there exists w 1 ≈ w and s ∈S such that l(sw 1 s) < l(w 1 ) = l(w), we define f w,C as
This completes the definition of f w,C . One also sees from the definition that if f w,C = 0, then all the coefficients of f w,C are nonnegative integer.
By 2.3 (1) and [He2, Theorem 2.1], if C is an integral conjugacy class inW and w, w ′ ∈ C min , then T w ≡ T w ′ mod [H, H]. Now we choose a representative w C ∈ C min for each integral conjugacy class C inW . By 2.3 (1) & (2) and [He2, Corollary 2.2], for any integral element w ∈W ,
We call f w,C the class polynomials.
Notice that the definition of f w,C depends on the choice of the sequence of elements inS used to conjugate w to a minimal length element in its conjugacy class. We expect that f w,C is in fact, independent of such choice and is uniquely determined by the condition (*) above. This is true if one replacesW by a finite Coxeter group and H by the corresponding Hecke algebra (see [GR, Theorem 4 
.2]).
Corollary 2.7. Let G be a classical simple algebraic group and
integral conjugacy class ofW and w, w
Proof. By [He2, 5.1 (a)], there exists x ∈ SW and v, v ′ ∈ W I(x) such that w∼vx or ι(w)∼vx and w
. By Corollary 2.5 and Lemma 2.6, dim(X
The corollary is proved.
Theorem 2.8. Let G be a classical simple algebraic group and b ∈ G(L). Let w ∈W be an integral element. Then
where C runs over integral conjugacy classes ofW and w C is a minimal length element in C.
Proof. Let C ′ be the integral conjugacy class that contains w.
In this case, f w,C = 1 and deg(f w,C ) = 0. By the previous Corollary, dim(X
The theorem holds in this case.
If w / ∈ C ′ min , we use the same sequence of elements inS to conjugate w to a minimal element in C ′ as we did in the definition of f w,C . Then there exists w 1 ≈ w and s ∈S such that l(sw 1 s) < l(w 1 ) = l(w) and
On the other hand, by Lemma 2.4, dim(X
. Now the theorem follows from induction on l(w).
By the same argument, one can prove the following result for σ = σ a .
Proposition 2.9. Let G be a classical simple algebraic group and b ∈ G(L). Let w ∈W be an integral element. If X ! x,σa (b) is finite dimensional for any x ∈W that is of minimal length in its conjugacy class inW , then X 
Let DP A be the set of pairs of double partitions (λ, Ø) with |λ| = (n, r) for some 0 r < n. Let DP be the set of pairs of double partitions (l,μ) such thatμ is special and |l| + |μ| is of the form (n, * ) and DP 0 be the set of pairs (λ,μ) ∈ DP withλ positive.
] with (λ,μ) ∈ DP. We say that (λ,μ) is distinguished if b i and c i are coprime for all i k and c i = 1 for i > k.
IfW =W (A n−1 ), then any element inW is integral. Then there is a bijection between the set of conjugacy classes ofW (A n−1 ) and DP A . We denote the conjugacy class that corresponds to (λ, Ø) by O
IfW =W (C n ), then an element inW is integral if and only if it is in W a (C n ). Let ∼ be the equivalent relation on DP defined by (λ,μ) ∼ (λ,μ) for all (λ,μ) ∈ DP. Then there is a bijection between the set ofW (C n )-conjugacy classes in W a (C n ) and DP 0 / ∼. We denote the conjugacy class that corresponds to (λ,μ) 
3.2. Some representatives of the conjugacy classes are described as follows.
Let W (C n ) = (Z/2Z) n ⋊S n be the set of permutations σ on {±1, · · · , ±n} with σ(−i) = −σ(i) for all i. If σ ∈ W (C n ) and there is only one or two orbits on {±1, · · · , ±n} consisting more than one element and the orbit(s) are of the form ··· ,an] w (λ,µ) , where w (λ,µ) is defined as above and
for 1 j l and 1 i b j . Here ⌈x⌉ = min{n ∈ Z; n x}. If (λ, Ø) ∈ DP A , we call w and call it the fundamental element associated to (λ,μ).
be the double partition whose entries are (
) (with d k -times) and (1, 0), (1, 0), · · · , (1, 0) (with m-times) andμ ′ be the double partition whose entries are ( . Moreover, for any (λ, Ø) ∈
, we have that
, where
Now for any distinguished double partitionλ with |λ| = (n, r) for some
. Then [λ] A is a fiber of the map f and we have that
. Moreover, for any
and
, we have
. Then [λ] C is a fiber of the map f and we have that
The following results are proved in [He2, Theorem 5.2] . , w ≈ w
, there exists
. In particular, w
is a minimal length element
and for any minimal length element w in O . Proof. Let (λ ′ ,μ) be a pair of double partitions that represents the conjugacy class of w. By Theorem 3.1 and 3.2, there exists x ∈ W f such that w→xw
), we must have that x = 1 and d(λ
. IfW =W (C n ), then (λ ′ ,μ) and (λ ′ ,μ) are distinguished.
. Corollary 3.4. Let w ∈W (A n−1 ) (resp. w ∈ W a (C n )). Then w is a good element if and only if w is a minimal length element in O
) for some distinguished double partitionλ.
Proof. This follows from the previous Corollary and Proposition 1.2. Proof. This follows from the previous Corollary, Theorem 3.1 and Theorem 3.2.
3.4. LetW =W (A n−1 ) orW (C n ). Set B(W int ) = f (W int ). For a ∈ B(W int ) and w ∈W int , we write a w if there exists w ′ ∈ f −1 (a) min with w 
The main result
Lemma 4.1. Let G = P GL n or P SP 2n . Let a ∈ B(W int ). Then
(1) For any good elements w, w ′ ∈ f −1 (a), we have that
Now we define X a,σ = G(L) · σ IẇI for any good element w ∈ a.
(2) Let O ⊂ f −1 (a) be a conjugacy class ofW and x ∈ O min . Then G(L) · σ IẋI ⊂ X a,σ .
Proof. (1) By Corollary 3.5, w ≈ w ′ . Thus by Lemma 2.2,
Since l(τ wτ −1 ) = l(w), τ wτ −1 is also a good in f −1 (a). By Corollary 3.5 and Lemma 2.1, G(L) ) .
Proof. By Lemma 2.4, simple Z G(L),σ (b)-module occurs as a subquotient of H * c (X w,σ (b)) for some w ∈W must occurs as a subquotient of H * c (X x,σ (b)) for some minimal length element x in an integral conjugacy class ofW . Now let C be an integral conjugacy class and x ∈ C min . If X x,σ (b) = ∅, then by Lemma 4.1 and Lemma 1.4, we must have that C ⊂ f −1 (a). The "more precise" part follows from Theorem 3.1 and Theorem 3.2.
Corollary 4.8. Assume that G = P GL n is defined and split over F q and F is the Frobenius morphism. Then any simple G(F q ((ǫ)))-module occurs as a subquotient of H * c (X w,σ F (1)) for some w ∈W must occurs as a subquotient of H * c (X x,σ F (1)) for some x ∈ W f . ,σ (b)).
4.2.
In the rest of this paper, we discuss in more details the special cases that f 1, a 1 ) , · · · , (1, a n )], where a i − a i+1 =< χ, α i >> 0.
