In this paper we provide an alternative explanation for the price puzzle (Sims 1992) based on the effect of monetary policy on housing tenure choice and the weight of the shelter component in overall CPI. In the presence of nominal or financial frictions, when interest rates increase, the real cost of owning a house increases, and this increase may make some people prefer to rent instead of buying. This change in consumption behavior increases the price of rents relative to other goods. Starting in 1983, homeownership costs are based on a measure of implied owner equivalent rent, which is calculated using observed house rents. This change implies that, directly and indirectly, prices in the rental market almost entirely command the shelter component of CPI, which weighs around 30% in the overall index. When we take these two pieces into account and use CPI net of shelter services as a measure of inflation, we obtain impulse responses of prices to a monetary contraction shock more in line with what is predicted by theory. In addition, our results also suggest that inflation is much less persistent than what is implied by analyses using a measure of inflation that includes shelter services. Our results pass a long list of robustness check exercises and compare well against other explanations of the price puzzle.
Introduction
Using structural vector autoregression (SVAR) analysis, Sims (1992) noted that inflation responded positively and persistently to a contractionary monetary policy shock. This result is puzzling because a central tenet of monetary policy is the ability to control prices by contracting or expanding monetary supply (vis-a-vis increasing or decreasing interest rates) when prices are above or below the desired level, respectively. Since this result was first found, and starting with the paper where it was first shown (Sims (1992) , several explanations have been proposed. In this paper, we contribute to this literature by proposing an alternative explanation of the price puzzle based on the effects of monetary policy on housing tenure choice and the weight of shelter in the overall consumer price index (CPI).
In Duarte and Dias (2015) we show that, in response to an expansionary monetary policy shock, house rents decrease while house prices increase. We use the effects of monetary policy on housing tenure choice decisions together with heterogeneous valuation of homeownership by agents to explain this result. When interest rates change, the marginal home buyer may change, which may make house and rent prices change. Because with a higher interest rate the cost of homeownership may increase, more people may prefer to rent instead of buying. This shift in consumption behavior makes house prices decrease and rents increase. This mechanism, together with the fact that shelter, directly and indirectly, accounts for about 30% of the overall CPI, can help explain the price puzzle. When interest rates increase (a contractionary monetary policy shock), the nominal price level decreases, but rents will increase if the share of buyers declines and the share of renters increases. If the increase of rents is sufficiently larger than the decrease of the nominal price level, then it can be expected that, after a contractionary monetary policy shock, inflation, measured by CPI, will increase. We test this idea using structural vector autoregression analysis, similar Sims (1992) . Our empirical results strongly support our idea, and when we take into account the effect of monetary policy on rents and the weight of shelter in CPI, we find that after a contractionary monetary policy shock, the price puzzle is substantially reduced or even disappears. Our results are robust to alternative shocks identification strategies, measures of the price level, sample periods, and identification strategies. Exogenous changes in the construction of CPI allowed us to test our theory further. In addition, using different measures of inflation, like the personal consumption expenditure (PCE) and the deflator of gross domestic product (GDP), in which the weight of shelter/housing is lower than in the CPI, permitted us to conduct additional robustness check exercises.
As already mentioned, Sims (1992) proposes the first solution to the price puzzle. The author argues that the puzzle is due to model misspecification and that, when a commodity price index variable is included in the SVAR model, most of the puzzle disappears. Hanson (2004) shows that this solution is sensitive to the sample period. In particular, the inclusion of commodity prices solves the puzzle for sample periods before 1980 but not for posterior sample periods. In line with the explanation of Sims (1992) , several other papers justify the puzzle with model misspecification. Giordani (2004) argues that the price puzzle is mostly a spurious result due to not including a measure of the output gap in the empirical model. Once this variable is included in the SVAR model, the effect of a contractionary monetary policy shock on prices is still positive in the first periods but then becomes negative. Bernanke, Boivin, and Eliasz (2005) also argue that the SVAR model used by Sims (1992) was misspecified and suggest the utilization of a factor augmented vector autoregressive (FAVAR) model to correct for the misspecification. Using the suggested model, the authors obtain a response of inflation to a contractionary monetary policy shock that is closer to the expected response. Brissimis and Magginas (2006) also argue that the model used by Sims (1992) is misspecified and the source of misspecification is the lack of forward-looking variables to account for expectations at the time of the change of interest rates. To fix this problem, the authors added the fed funds futures rates and a composite leading indicator of economic activity to the empirical model. With the new specification, these authors obtain a response of inflation to monetary shocks that is much more in line with what would be expected.
An alternative line of research that also aims to explain the price puzzle tries to produce theoretical models in which prices increase after a contractionary monetary policy shock. One theory that could deliver such a result is the so-called channel cost of monetary policy (Barth and Ramey (2001) ). To test this hypothesis, Rabanal (2006) estimates a New Keynesian model of the business cycle and tests the conditions under which a cost channel of monetary policy could generate a positive response of prices to a contractionary monetary policy shock. This author finds that demand side effects always dominate supply-side effects in prices and, therefore, there is no evidence that the cost channel of monetary policy can explain the price puzzle. Our results provide some insights on the type of demand shocks that drive the response of prices. In contrast to Rabanal (2006 ), Henzel et al. (2009 estimate a New Keynesian DSGE model for the euro area and argue that, under certain parameter restrictions, which are not rejected by the data, the channel cost of monetary policy can explain the price puzzle.
Our contribution combines both types of explanations and adds to them. We also find that the SVAR model in Sims (1992) is misspecified, and suggest a way to improve the specification of the model. In addition, we provide a theoretical explanation (the effect of monetary policy on housing tenure choice) for why (some) prices may increase after a contractionary monetary policy shock.
The rest of the paper is organized as follows: in section 2 we discuss some practical issues regarding the calculation of the CPI; in section 3 we present a simple conceptual framework to guide our empirical implementation; in section 4 we describe our data and data sources; in section 5 we present our main empirical results; in section 6 we perform several robustness checks; in section 7 we compare our explanation of the price puzzle to other explanations; and in section 8 we conclude.
Housing in the CPI
In this section we present some information regarding the construction of the CPI and discuss how some of the methodologies used in the construction of the CPI can help in understanding the price puzzle. The first aspect about the CPI that we note is that total housing expenses have a 46% weight in the index. This component has two sub-components, shelter and other housing related expenses, with the former currently weighing 31% in total CPI and the latter 15%. 1 This information suggests that the overall CPI may be very sensitive to what happens in the housing component given how large its weight is.
A second aspect to note is that, although the price of most of the sub-components of housing (e.g., utilities or insurance) are relatively easy to measure, the price of shelter is not. The price of shelter is easy to measure when someone lives in a house that does not belong to her, but very hard to measure in the case of someone living in a house that belongs to her. When someone lives in her own house, there is no established price for the rent that this person would have to pay if she was renting that same house. Over time, there have been different methods to address this problem, and these different methods can attenuate or exacerbate the price puzzle.
Before February 1983, the CPI calculated shelter costs differently than what is done today. 2 The cost of housing shelter for homeowners was based on housing prices, mortgage interest rates, prop-1 In this paper, shelter costs only corresponds to rents and the owners' equivalent rent. The shelter sub-component of CPI also includes other items which are not relevant to the discussion of the paper. These other items only weigh 1.1% in total CPI. Hence, total shelter is around 31% and rent plus owners' equivalent rent is almost 30%.
2 For a more detailed discussion about the changes in the CPI methodology, please see Gillingham and Lane (1982) and the BLS document on CPI methodology, "How the CPI measures price change of Owner's equivalent rent of primary residence (OER) and Rent of primary residence (Rent). " erty taxes, insurance, and maintenance costs. Hence, it included the asset as well as the service characteristics of housing when estimating the costs of shelter for homeowners. Some problems with the methodology and with the technical measurement itself were pointed out by the Bureau of Labor and Statistics (BLS) and the research community. The main concerns raised were the following: the difficulty faced by the BLS in correctly estimating the mortgage interest rate cost because of the new financial contracts involving variable interest rates and specific special arrangements; the difficulty in estimating housing prices given the small sample and the low frequency with which houses are traded; the general concern of the BLS that CPI should have a strong credibility and the possibility that the way housing shelter was being estimated together with its importance in the CPI could be negatively affecting the credibility of the index; and lastly, the idea that CPI should be as close as possible as a good measure of consumption expenditure and, hence, homeownership costs should be computed as closely as possible to a consumption good and not to an asset.
Given the dissatisfaction with how the cost of shelter for homeowners was computed and the necessity for a more purely consumption-oriented index, the BLS suggested an alternative measure called owner's equivalent rent (OER) of primary residence. The idea behind this new measure was to ask how much rent would the homeowner have to pay if she had to rent her own house. In order to answer this question, the BLS defined small geographic areas, called segments, within each of the 87 CPI pricing areas. A segment corresponds to one or more Census blocks. For each segment, the BLS collects prices from the rental market of houses that are representative of that segment.
This approach allows the BLS to get an implicit rent for owners by comparing houses that have similar characteristics as the representative ones in the rental market in the same segment. In other words, the BLS uses hedonic pricing methods to estimate the OER. Hence, the OER is very closely related to the rental prices observed -the correlation between the level of rental prices and OER is 0.996 while the correlation between the year-on-year growth rates is 0.842. Therefore, the OER can essentially be seen as a measure of shelter costs faced by homeowners that is based almost solely on the price of rents from the rental market. The CPI based on this new measure was first introduced in February 1983, and during a period of six months, until July 1983, the CPI was calculated using the two measures of shelter costs. This change in methodology allows us to compare the size of the price puzzle when two alternative measures of shelter costs are used in the construction of the CPI.
In our baseline empirical estimation we consider a sample starting in January 1983 and ending in Figure 1 shows the evolution of selected items' weights in CPI. It is clear that almost all of the increase in the relative importance in CPI of housing rents is driven by the OER. The initial increase in the OER share in the CPI from 13.5% to 19% was driven by a re-weight in 1981-82. The initial weight of 13.5% was based on 1971-72 expenditure information. This lag in the re-weighting process of the CPI created a data blip in the OER. After 2000, when the weight started being estimated every two years, this lag problem was reduced. However, for the OER, the revision took place in 1982 and, at the time, the weights were still given by the 1971-72 period, which explains the large increase of the shelter weight in the first years of the OER implementation. The increase of the share of the OER did not restrict itself to the beginning of the 1980s. After that, the OER share increased from 19% to 24% in 2012. The change in 2012 was mostly due to an increase in the quantity demanded of OER. 4 At the same time, the share of rents did not change much. There were some small variations, but overall the share of several shocks affecting the usual monetary transmission mechanism, which could affect our analysis for reasons beyond the scope of this paper. 4 For details, see Church (2014) .
rents remained fairly stable. One possible explanation is that the housing sizes for rental units did not increase as much as the size of the houses that are owned by its occupants. Also, there was a large increase of homeownership, especially during the 2000-2006 period. This fact seems relevant in explaining the slight decrease of the weight of rent and the increase of the weight of OER in the overall CPI in this period.
Before proceeding to the discussion of the conceptual framework, an important remark is in place. Although all the previous discussion was only about the construction of the CPI, similar problems are faced by other alternative measures of inflation such as the the PCE and the deflator of GDP. The problem of estimating the price of shelter is also present in these two indexes, but it is less important for explaining the price puzzle because the weight of shelter is significantly lower than in the CPI (15% in the PCE and 13% in the deflator of GDP).
The effect of interest rates on the nominal state of the economy and the CPI
It is well known that the CPI as a measure of monetary inflation has several problems for the conduct of monetary policy. One of these problems is that the CPI is not able to separate price changes caused by changes in the nominal state of the economy from price changes caused by supply and/or demand shocks (relative price changes). The usual way to solve this problem is to construct measures of core inflation. These can be as simple as removing the more volatile components of CPI like energy and unprocessed food, or they can be more elaborate and come out of econometric models (see Clark (2001) for a survey of core inflation measures). The measurement issue that we point out in this paper adds to the list of problems with using CPI (or other measures like the PCE or the deflator of GDP) as a measure of monetary inflation, but it has important differences from the other problems previously identified because, according to our idea, the relative price change is due to changes in interest rates vis-a-vis monetary policy. In order to make our point clearer, we write the CPI as the product of two components.
The first component in equation 1 corresponds to the nominal state of the economy at time t -P(t) -while the second component corresponds to the real prices of non shelter and shelter consumption -(αC(t) + (1 − α)R(t)). In this example we only consider two goods/services, consumption net of shelter -C(t) -and shelter -R(t) -because we want to focus our discussion on the different behavior of the two groups of goods/services in response to a monetary shock. In the same equation, α represents the weight of non-shelter consumption in total consumption.
In Duarte and Dias (2015) we argue that monetary policy affects the choice between housing tenure (rent vs. own) and therefore the relative prices of the two change when interest rates change.
From our discussion in the previous section, for the purpose of computing the costs of shelter, most of the information used in these calculations comes from the shelter rental market, which leads to the shelter component of CPI behaving almost identically to shelter rents. With this in mind, and with equation 1, we can now discuss when we expect to observe a price puzzle based on our mechanism.
When the central bank increases interest rates it is normally for the purpose of reducing inflation, that is, to reduce the growth rate of P(t). If the change in interest rates had no effect on real prices of shelter and non-shelter goods then it should be expected that, after a contractionary monetary policy shock, the impulse response function (IRF) of CPI would be negative because the real prices of both goods would not change. According to our mechanism, after a contractionary monetary policy shock, not only would P(t), the nominal level of the economy, change, but possibly also R(t), the price of shelter services. In order for this effect to generate a price puzzle it would be necessary that the effect of interest rates on R(t), weighed by (1 − α), be larger than the effect of interest rates on P(t):
From equation 2 it is straightforward to see that the smaller the weight of non-shelter goods in total CPI -α -or the larger the response of shelter prices to interest rates, the more likely it is that the overall CPI will increase after a contractionary monetary shock. 5 This consideration implies that the "size" of the price puzzle may be time varying, which is consistent with the findings of Hanson (2004).
Importantly, and regardless of the overall effect of interest rates changes on total CPI being positive or negative, based on this discussion, for monetary policy conduct and evaluation, the shelter component of the CPI (or PCE, or deflator of GDP) should be excluded if the goal is to measure the nominal state of the economy. In addition, this result also highlights the importance of using data that are model consistent (or vice-versa).
Data
The data that we use in this paper come from multiple sources. The data used in the main results were collected from the St. Louis Fed Fred economic database. We collected the same four variables used in Sims (1992) We restrict the sample to this period because, as explained in section 2, the CPI suffered a major revision in 1983 that changed the way shelter costs were estimated. In the same methodological revision, housing prices were excluded from the CPI.
Because we perform various robustness checks of our main results and also show how our results compare to previous explanations of the price puzzle, we had to collect several other data. As alternative inflation measures we use the personal consumption price index (PCE) and the deflator of GDP. The former is observed at a monthly frequency, while the latter is observed at a quarterly 
SVAR Model and Identification Strategy
The SVAR model we estimate as well as the shock identification strategy we use in our baseline results, correspond exactly to Sims (1992) . That is, we estimate a SVAR model with four variables:
federal funds rate, industrial production index, M1 money stock, and some measure of the price level. In the original paper, the author used the CPI as a measure of the price level. In our application, we use the CPI, sub-components of the CPI, and alternative measures of inflation like the PCE and the GDP deflator.
The identification of shocks in the SVAR model used to obtain the baseline results is based on a Cholesky decomposition with the variables ordered as in Sims (1992) : federal funds rate, M1 money stock, price variable and industrial production index. In this shock identification strategy, the first variable contemporaneously affects all other variables; the second variable affects all other variables contemporaneously but the first one; the third variable only affects the fourth variable contemporaneously; and the fourth variable has no contemporaneous effects on the other variables.
In section 6 we present results with alternative identification strategies to show that our main result does not depend on using a particular identification strategy.
Main Results
Figure 2 summarizes our main result. In this figure we show the impulse response to a positive federal funds rate shock of overall CPI and CPI net of shelter.
The impulse response of overall CPI to an increase of the federal funds rate corresponds to what is perceived as being puzzling and at odds with economic theory. After an increase of the interest rate, CPI is above the baseline level for more than 30 months. In the the case where we use CPI net of shelter, we still observe a period of around 14 months where CPI is still above zero, but after 4 to 5 months the level is significantly lower than overall CPI and after 14 months it actually becomes negative, as would be expected. The reason why even when we use CPI net of shelter we still observe an initial period where CPI is above zero after a contractionary monetary shock is not easy to explain. This initial behavior could be explained by the theory of the cost channel of monetary policy. It is also possible that there are other products for which demand increases after a negative interest rate shock. In order to test the first hypothesis we would need some information about the evolution of marginal costs of production, while to test the second hypothesis we would have to search for products for which prices vary in the same direction as interest rates. Unfortunately, information on marginal costs of production is not easily available, and estimating price elasticities of different product categories to interest rates is something we plan to do in future research. An alternative explanation is that the identification strategy is not the most adequate one and another should be considered. In the next section we perform several robustness check exercises, including using different identification strategies. Figure 2 that, for the first 6 months, the impulse response of both series is very similar, but around 7 months, while the response of CPI net of shelter starts declining, the response of CPI starts increasing and only stops increasing around 11 months. This behavior is consistent with our story but could also be due to some other factor. In order to provide some evidence that this behavior is due to the increase in shelter prices after the contractionary monetary shock, we estimate a four-variable SVAR model where, along with the federal funds rate, industrial production index, and the M1 money stock, we include the shelter price index. 8 In Figure 3 we show the impulse responses of the shelter price index to a contractionary monetary shock. In Figure 3 the response of shelter prices continues to increase for almost 3 years while in Figure   2 the response of CPI peaks at 11 months. Because the impulse response function is not linear, and because it depends on the behavior of all variables in the system, the impulse response of CPI and shelter do not need to be fully consistent with our story. Yet, in our view, both variables show a behavior in the first periods of the response that is consistent with our story and with our interpretation of the inversion of direction of the impulse response for CPI.
Note in
Two important questions that we have not addressed so far are whether the two impulse response functions in Figure 2 are statistically different from each other and whether the responses of the other variables in the model are similar when CPI or CPI net of shelter are used. To answer these questions properly we would need to be able to compare impulse response functions from non-nested models in a statistical way. Unfortunately, to the best of our knowledge, there are no such tests and therefore the best we can do is show the various impulse responses and let the reader judge for him/herself. In Figure 4 we show the impulse responses with corresponding 68% confidence bands of all the variables included in the SVAR model to a contractionary monetary policy shock. With the exception of the responses of CPI and CPI net of shelter, the responses of the other three variables are qualitatively similar in both specifications. We interpret this similarity as evidence that our result is not driven by some strange response of one or more variables included in the model.
Also interesting to note is that only in the cases of CPI and CPI net of shelter the 68% confidence bands of the two impulse response functions do not overlap for most of the response horizon.
We acknowledge that comparing the confidence bands of two impulse response functions is not a formal test, but the fact that for CPI and CPI net of shelter the two impulse response bands do not overlap is consistent with our interpretation of the results. That is, the responses of CPI and CPI net of shelter to a contractionary monetary policy shock are economically different.
An additional interesting result regards the forecast error variance decomposition of the two variables (CPI and CPI net of shelter). In Table 1 composition of CPI net of shelter puts a smaller weight in the contribution of industrial production, and more on the other three variables -11.6% after 48 periods in the case of CPI and only 6.6% in the case of CPI net of shelter. Since inflation is inherently a nominal variable, it is sensible that in the long run it is mostly driven by nominal shocks and not by real shocks.
Robustness Checks

Alternative Identification Strategies
As mentioned previously, the identification strategy that we use to obtain the main results is not unique and other strategies could be justified. We do not have a strong preference for a particular identification strategy. Instead, we are mostly concerned about showing that our results do not depend on the identification strategy that is used. In this regard, we try two different orderings of variables in the SVAR model.
It is difficult to argue that the monetary authority knows the price level and industrial production when using monthly data. Still, the monetary authority has weekly and daily information on variables that can give an idea of what is happening with the price level and industrial production in any given month. In particular, the BLS typically collects price data in the middle of the month while the Federal Open Market Committee (FOMC) meets either in the middle or at the end of the month. We present here two different orderings: one where the monetary authority observes contemporaneously industrial production and the price level, as in Christiano et al. (1996) , and one where it just observes the price level. Results of the these two alternative identification strategies are presented in Figures 5 and 6 , respectively. The same qualitative results are obtained once again. However, some differences are observed.
The price puzzle is "smaller" for CPI than when a recursive identification is used. This result is not new; it has already been reported in Romer and Romer (2004) 
Alternative Measures of Inflation
To show that our results do not depend on the measure of the price level that is used, we estimate the same model used to obtain our baseline results, but instead of using CPI, we use the PCE and the GDP deflator. Figures 8 and 9 show the results when the PCE and the GDP deflator are considered, from the price index (PCE or GDP deflator) the response of prices to a contractionary monetary policy shock becomes negative much faster than when shelter is included.
In the case of the PCE, the result based on overall PCE is already quite satisfactory, as after 15 months the impulse response crosses the zero line and becomes negative. However, despite the initial result not being as strange as in the case of the CPI, when we use PCE net of shelter a measure of the price level the impulse response becomes negative after 6 months, which is much quicker than in the case of overall PCE. It is important to notice that the initial result is not as strange as in the case of CPI because the weight of shelter in the PCE is only 15% while it is close to 30% in CPI. Besides the difference in the weight of shelter, the PCE also differs from the CPI in terms of how the weights used in the computation of the index change over time. In the CPI, these weights are fixed for a fairly long period of time (more than 1 year). In the PCE, the weights used in its computation adjust every month based on the quantities consumed of each good or service.
For the GDP deflator, we also obtain a similar result. When we exclude shelter from this price index, the impulse response becomes negative more quickly (between three and four quarters) than when shelter is included.
The Original Puzzle Dissected
As explained previously, in 1983 there was a major revision in the methodology used in the construction of the CPI. Among other changes, the concept of owners' equivalent rent was introduced and the cost of home ownership item was removed from the index. This change brings naturally the investigation of the pre-1983 period as a robustness check. Figure 10 shows results based on the sample used in the original article as well as results for two sub-samples -before and after 1983.
Given our previous discussion, it would be expected that the price puzzle would be "worse" after 1983 because that corresponds to the period with a higher weight of shelter. This hypothesis is confirmed in Figure 10 , where it can be seen that the CPI impulse response function is positive for more than 48 months. Also interesting is that only in the post-1983 sample is a change of direction of the impulse response function observed. This inversion of direction also takes place at around 8 months, and the impulse response stabilizes around month 13/14. Regarding the pre-1983 sub-period we observe a slightly "smaller" puzzle than the original. Figure 10: The original price puzzle presented in Sims (1992) and its breakdown in the before and after 1983 sub-periods.
If we compare the original puzzle with the puzzle presented in our main results, it is possible to see how similar they are. Both become negative around 35 months. However, the positive response is stronger in the original puzzle than the response of CPI shown in Figure 2 . In the original puzzle, the positive response peaks at more than 0.2% while in our baseline result peaks at less than 0.1%. This result seems to be at odds with our mechanism since the original puzzle was based on a sample where housing shelter had less weight (around 6%) and housing prices were part of the CPI. This motivates breaking down the period pre-1983 to investigate what dynamics are in place. Steps Response of CPI to FFR shock 1960 FFR shock :1-1969 FFR shock :12 1970 FFR shock :1-1982 FFR shock :12 1970 FFR shock :1-1982 Hanson (2004) . However, in Figure 11 we can see how using the commodity prices did not correct much of the puzzle even for the 1970:1 to 1982:12 period. This finding is similar to Romer and Romer (2004) , who show how small the response of the price level is to monetary policy shocks (their own measure and actual federal funds rate) when commodity prices are included. One final remark about the results in Figures 10 and 11 is that for all cases where a pre-1983 sample was used, we do not observe an inversion of the CPI impulse response function. That is, in these cases, there are no instances in which the impulse response starts declining and then starts increasing again, as was the case for impulse responses based on post-1983 samples.
Alternative Explanations of the Price Puzzle
As discussed in the introduction, there are several explanations for the price puzzle, each with its own merits. We do not want to discuss whether our explanation is better than existing ones nor take a stand on which explanation is our preferred one. Instead, we want to see how our explanation fits with existing ones. To do so, we replicate some of the leading explanations of the price puzzle incorporating our idea. We choose four alternative explanations: 1) exclusion of a measure of output gap -Giordani (2004) Giordani (2004) argues that the SVAR model used by Sims (1992) is misspecified, and this misspecification lead to a spurious price puzzle. The source of the misspecification is the inclusion of a measure of GDP (or industrial production) instead of using a measure of output gap. In Figure 12 we show the impulse response function of CPI and CPI net of a shelter to a contractionary monetary policy shock in the context of a model with output gap (left panel) and with GDP (right panel). As is visible in Figure 12 , the SVAR model with output gap delivers results where there is almost no price puzzle for both CPI and CPI net of shelter, but it also shows that CPI net of shelter responds more negatively than CPI to the same monetary shock. In the case of the SVAR model that uses GDP, the response of CPI is always positive for the first four years, while the response of CPI net of shelter becomes negative after two years. These results make it very clear that the point made by Giordani (2004) is important, but the results also show that using the response of inflation to monetary shocks is quicker than what is implied by the response of CPI. From our discussion in section 2, the fact that rents increase after a contractionary monetary policy shock does not always lead to a price puzzle, but the response of CPI is always a combination of two distinct responses: the response of the shelter and the non-shelter components of CPI. Brissimis and Magginas (2006) also argue that the original SVAR model used by Sims (1992) is misspecified. According to these authors, the Sims (1992) SVAR model is misspecified because it does not include any forward-looking variable to help with the identification of shocks. To correct this misspecification, the authors add to the SVAR model of Sims (1992) a measure of expected economic activity and a measure of expected interest rates. The measure of expected economic activity is treated as endogenous, while the second is treated as exogenous. We replicate this approach with both CPI and CPI net of shelter ( Figure 13) . We consider the cases of adding both variables to the empirical, and only adding the expected economic activity variable. Similar to Giordani (2004) , the new model specification defended by Brissimis and Magginas (2006) improves the results significantly. At the same time, we also find a similar result to what we showed in the previous sub-section. That is, the response of CPI net of shelter is much quicker than the response of CPI and, in the case of just using the expected economic activity indicator, the response of CPI net of shelter becomes negative before the response of CPI. Bernanke, Boivin, and Eliasz (2005) propose a new econometric method that allows for richer information environments while keeping the modeil fairly parsimonious. This model is known as a factor augmented vector autoregressive (FAVAR) model. The basic idea is to condense a large set of variables into just a few number of factors and then use these factors and other variables of interest in a SVAR model. One of the by products of this new approach is that the impulse response of CPI to a contractionary monetary policy shock is much more in line with economic theory. To show that our result still holds, we replicate the results of Bernanke, Boiving and Eliasz (2005) The results could not be clearer. In the case of the response of CPI, although it turns negative more quickly than in our baseline case (Figure 2) , it still takes about 18 months to become negative.
Output Gap
Forward-Looking Variables
FAVAR
At the same time, the response of CPI net of shelter is never positive and it corresponds to what theory predicts.
Despite this result being very favorable to our main point, we must acknowledge that the comparison of the two responses is somewhat unfair because the two variables cover different time periods. In the case of CPI it includes the period of the 1970s which is known to be a conturbated period. In Figure 15 , we show the impulse response of CPI net of a shelter and of CPI pre-1983 and post-1983. In this case, the response of CPI pre-1983 takes more than two years to become negative, while the response of CPI post-1983 is always negative. In the case of CPI net of shelter, the result is basically the same as in Figure 14 . We would like to highlight the fact that, once again, there is a considerable difference in the responses of CPI and CPI net of shelter, with the latter being more responsive than the former.
Sign Restriction
Finally, we show how the results change when a pure sign restriction is used as an identification strategy. In this case, the monetary policy shock is identified by restricting the signs of selected impulse functions for a fixed number of periods. We follow Uhlig (2005) and eliminate the price puzzle by construction by restricting the interest rate response to be positive, the price level to be negative, and money aggregate to be negative for five months. We leave the industrial production response unrestricted. Hence, this is an agnostic identification with respect to output. This alternative identification is important to help separate the misspecification problem of our mechanism. Figure 16 shows the results. We see once again a sharp difference in the response of CPI net of shelter in comparison to the response of CPI. These results are not directly comparable to the ones presented previously, but they share at least one important common feature: CPI net of shelter responds more quickly to a monetary shock than overall CPI.
When some variable is not model consistent and a pure sign restriction is used the results obtained may be hiding some important issues. By digging deeper, we were able to unveil an important feature of the CPI that we believe to be very important for monetary policy.
Conclusion
In this paper we take into account the effects of monetary policy on housing tenure choice and the weight of shelter in the CPI to explain the price puzzle. After an increase in interest rates, more people will want to rent instead of own and this shift in consumption behavior increases the price of rents in comparison to all other goods. We provide a simple theoretical framework (the effect of monetary policy on housing tenure choice) for why housing rents may increase after a contractionary monetary policy shock. This mechanism is different from the cost channel literature, and our empirical results suggest that it is relevant in explaining the price puzzle. Our results are qualitatively robust to different identification strategies, measures of inflation, sample periods, and they compare well against alternative explanations.
In our opinion, these results would be interesting on their own, but they may be significantly more far-reaching than just explaining the price puzzle. While providing a possible explanation for the price puzzle, we showed that, when we exclude shelter from the CPI, inflation seems to be much less persistent than previously thought. More generally, the results of this paper highlight the importance of measuring inflation in a theoretically consistent way to better separate price changes cause by inflation from price changes caused by relative price changes.
