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1. Introduction
In this paper we give a proof of a fundamental conjecture, the codimension-
three conjecture, for microdifferential holonomic systems with regular singulari-
ties. This conjecture emerged at the end of the 1970’s and is well-known among
experts. As far as we know, it was never formally written down as a conjec-
ture, perhaps because of lack of concrete evidence for it. Our result can also be
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interpreted from a topological point of view as a statement about microlocal per-
verse sheaves. However, our proof is entirely in the context of microdifferential
holonomic systems.
Let X be a complex manifold. We write DX for the sheaf of linear differential
operators on X with holomorphic coefficients. The Riemann-Hilbert correspon-
dence identifies the categories of perverse sheaves and regular holonomic DX-
modules ([K1]). Both of these notions are now widely used in mathematics. The
study of microdifferential systems, EX-modules, was initiated in [SKK] where the
basic properties were proved and some structural results were obtained. In the
next section we recall the definition of the sheaf EX along with its basic properties.
The notion of micro-support of sheaves was introduced in [KS1, KS2]. Making
use of this notion allows one to study perverse sheaves microlocally, i.e., locally on
the cotangent bundle. In addition, using this notion, one can define microlocal
perverse sheaves and establish the microlocal Riemann-Hilbert correspondence
between regular holonomic EX-modules and microlocal perverse sheaves. See, for
example, [A1, A2, W].
Let us fix a conic Lagrangian subvariety Λ ⊂ T ∗X . It is often important and
interesting to understand the category PΛ(X) of perverse sheaves on X with
complex coefficients whose micro-support lies in Λ. Equivalently, thinking in
terms of DX -modules we can view PΛ(X) as the category of regular holonomic
DX-modules whose characteristic variety is contained in Λ. The basic structure of
this category has been studied by several authors, for example, [Be], [K2], [KK],
[MV] and [SKK]. In [GMV1] it is shown how in principle one can describe this
category: when X is algebraic it is equivalent to the category of finitely generated
modules over a finitely presented associative algebra. However, it is perhaps more
interesting to describe PΛ(X) in terms of the geometry of T
∗X . This is the the
point of view we adopt here.
The category PΛ(X) gives rise to a stack PerΛ on T
∗X. As we explained
above, we can view this stack as either the stack of microlocal perverse sheaves
with support on Λ or as the stack of regular holonomic EX-modules supported
on Λ. As DX is a subsheaf of rings of EX , the passage from PΛ(X) to PerΛ in
this language is rather simple as it amounts to merely extending the coefficients
from DX to EX . One expects the microlocal description of PΛ(X), i.e., the
description of PerΛ(T
∗X) to make things conceptually simpler. Our resolution of
codimension-three-conjecture is a key step in this direction.
Let us write
(1.1) Λ = Λ0 ⊔ Λ1 ⊔ Λ2 ⊔ · · · ,
where Λi is the locus of codimension i singularities of Λ. The appropriate notion
of singularity in our context amounts to a Whitney stratification of Λ. We set
Λ≥i = ∪k≥iΛ
k. It is not difficult to show, either from the topological ([KS2,
Proposition 10.3.10]) or from the analytic point of view ([KK, Theorem 1.2.2]),
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that the following two statements hold for U ⊂ T ∗X an open subset:
(1.2) The functor PerΛ(U) −−→ PerΛ(U \ Λ
≥1) is faithful,
and
(1.3) The functor PerΛ(U)→ PerΛ(U \ Λ
≥2) is fully faithful.
In particular, the latter implies
(1.4)
If we have a Lagrangian Λ = Λ1∪Λ2 with each Λi Lagrangian and
codimΛ(Λ1 ∩ Λ2) ≥ 2, then PerΛ(U) = PerΛ1(U)× PerΛ2(U).
In concrete terms, (1.3) means that beyond the codimension one singularities
of Λ only conditions on objects are imposed. All the essential data are already
given along Λ0 and Λ1. Along the locus Λ0 we specify a (twisted) local system
(cf. [K2]), and along Λ1 we specify some “glue” between the local systems on
various components of Λ0. This “glue” may also impose conditions on the local
system on Λ0. Such a description of the stack PerΛ(U \Λ
≥2), in terms of Picard-
Lefschetz/Morse theory is given in [GMV2].
In this paper we answer the question as to what happens beyond codimension
two, i.e., we prove the following fundamental fact.
Theorem 1.1. For an open subset U of Λ and a closed analytic subset Y of
U ∩Λ of codimension at least three in Λ, the functor PerΛ(U)→ PerΛ(U \ Y ) is
an equivalence of categories.
Note that microlocal perverse sheaves can be defined with coefficients in any
field. As our methods are analytic, our theory applies only to the case when the
field is of characteristic zero. We do not know if our results are true beyond this
case.
As was already noted, in our proof we work entirely within the context of
EX-modules. Our arguments apply to any holonomic module which possesses a
(global) EX(0)-lattice; here EX(0) stands for micro differential operators of order
at most zero. All regular holonomic EX-modules do possess such a lattice but we
do not know if this is true in the irregular case in general.
We will now formulate our results in more detail and explain the strategy of
proof. Our main extension theorem takes the following form:
Theorem 1.2. Let U be an open subset of T ∗X, Λ a closed Lagrangian analytic
subset of U , and Y a closed analytic subset of Λ of codimension at least three.
Let M be a holonomic
(
EX |U\Y
)
-module whose support is contained in Λ \ Y .
Assume that M possesses an
(
EX(0)|U\Y
)
-lattice. Then M extends uniquely to a
holonomic module defined on U whose support is contained on Λ.
There is also the following version for submodules:
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Theorem 1.3. Let U be an open subset of T ∗X, Λ a closed Lagrangian analytic
subset of U , and Y a closed analytic subset of Λ of codimension at least two. Let
M be a holonomic
(
EX |U
)
-module whose support is contained in Λ and let M1
be an
(
EX |U\Y
)
-submodule of M|U\Y . Then M1 extends uniquely to a holonomic(
EX |U
)
-submodule of M.
We deduce these results, which we call convergent versions, from their formal
versions. In the formal versions we work over the the ring of formal microdiffer-
ential operators ÊX instead. Here are the statements in the formal case:
Theorem 1.4. Let U be an open subset of T ∗X, Λ a closed Lagrangian analytic
subset of U , and Y a closed analytic subset of Λ of codimension at least three.
Let M̂ be a holonomic
(
ÊX |U\Y
)
-module whose support is contained in Λ \ Y .
Assume that M possesses an
(
ÊX(0)|U\Y
)
-lattice. Then M̂ extends uniquely to a
holonomic module defined on U whose support is contained on Λ.
And:
Theorem 1.5. Let U be an open subset of T ∗X, Λ a closed Lagrangian analytic
subset of U , and Y a closed analytic subset of Λ of codimension at least two. Let
M̂ be a holonomic
(
ÊX |U
)
-module whose support is contained in Λ and let M̂1
be an
(
ÊX |U\Y
)
-submodule of M|U\Y . Then M̂1 extends uniquely to a holonomic(
ÊX |U
)
-submodule of M̂.
Let j : U\Y → U be the open inclusion. The theorems above amount to proving
that the natural sheaf extensions j∗M, j∗M
′, j∗M̂ and j∗M̂1 ofM,M1, M̂, and M̂1,
respectively, are coherent. By a standard technique in several complex variables,
which in this context was already used in [SKK], it suffices to prove the coherence
of a module after pushing it forward under a map which is finite on the support
of the module. Via this technique we are able to “eliminate” the extraneous
variables and reduce extension problems, i.e., the question of coherence of the
sheaf extension, to a simpler form. The sheaf EX(0) can then be replaced by the
sheaf AX whose precise definition is given in section 3. The AX is a commutative
sheaf of rings and it can be viewed as a certain kind of neighborhood of X ×{0}
in X × C. The sheaf AX has its formal version ÂX and we can similarly replace
ÊX(0) with ÂX . The sheaf ÂX is the structure sheaf of the formal neighborhood
of X × {0} in X × C. We will call extension theorems involving the sheaves AX
and ÂX commutative versions of the extension theorems.
As the proof of the submodule theorem is simpler and goes along the lines
of the proof of the codimension three extension theorem we will focus on the
codimension three extension theorem in the introduction and just briefly comment
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We will next state a theorem which by the discussion above implies the formal
version of the codimension three extension theorem. Let Y ⊂ X be a subvariety
and let us write j : X \ Y →֒ X for the open embedding. Then:
Theorem 1.6. If N̂ is a reflexive coherent ÂX\Y -module and dimY ≤ dimX−3
then j∗N̂ is a coherent ÂX-module.
The notion of reflexive is defined in the usual way. We call N̂ reflexive if
N̂ ∼−→ D
Â
D
Â
N̂, where we have written D
Â
N̂ for the dual of N̂, i.e.,
D
Â
N̂ = Hom
ÂX
(N̂, ÂX) .
In section 6 of this paper we deduce this result from the classical extension
theorem due to Trautmann, Frisch-Guenot, and Siu [T, FG, Siu1] which we state
here in the form suitable for us:
Theorem 1.7 (Trautmann, Frisch-Guenot, and Siu). If F is a reflexive coherent
OX\Y -module and and dimY ≤ dimX − 3 then j∗F is a coherent OX-module.
This result is explicitly stated in this form in [Siu1, Theorem 5]. For a coherent
OX -module F, we will write F
∗ = HomOX (F,OX) for the dual of F and we recall
that F is called reflexive if F ∼−→ F∗∗ . In this paper F∗ will always mean the
OX -dual of F even if F carries some additional structure.
Similarly, the “convergent” case of the codimension three extension theorem
would follow from:
Conjecture 1.8. If N is a reflexive coherent AX\Y -module and dimY ≤ dimX−
3, then j∗N is a coherent AX-module.
We believe that this conjecture can be proved by extending the techniques
of Trautmann, Frisch-Guenot, and Siu to our context. However, in this paper
we proceed differently. Making use of the formal codimension three extension
Theorem 1.4 allows us to make stronger assumptions on the AX\Y -module N.
Namely, the codimension three extension Theorem 1.2 follows from the formal
codimension three extension theorem combined with:
Theorem 1.9. Let X be a complex manifold and Y a subvariety of X. Let N
be a locally free AX\Y -module of finite rank and let us assume further that the
corresponding formal module ÂX\Y ⊗AX\Y N extends to a locally free ÂX-module
defined on all of X. If dimY ≤ dimX − 2 then N also extends to a locally free
AX-module defined on X.
We give a proof of this theorem in section 8. In the proof we make use of a
result of Bungart [Bu, Theorem 8.1]. He extends the Oka-Cartan principle to
bundles whose structure group B× is the group of units of a Banach algebra B:
6 MASAKI KASHIWARA AND KARI VILONEN
Theorem 1.10 (Bungart). On a Stein space there is a natural bijection between
isomorphism classes of holomorphic B×-bundles and topological B×-bundles.
Note that we are proving a slightly stronger statement than necessary for the
codimension three conjecture as we have replaced the inequality dimY ≤ dimX−
3 by dimY ≤ dimX − 2. The stronger version is used in the proof of the
submodule extension theorem which we now turn to briefly.
In the case of the submodule theorems it is more convenient for us to work with
the equivalent quotient versions. The formal version version of the submodule
extension theorem follows from
Theorem 1.11. Let X be a complex manifold and Y a closed submanifold of
codimension at least two and let j : X \ Y → X be the embedding. Let N̂ be a
coherent ÂX-module, L̂ a torsion free coherent ÂX\Y -module and let ϕ : j
−1N̂։L̂
be an epimorphism of ÂX\Y -modules. Then the image of N̂ → j∗L̂ is a coherent
ÂX-module.
Just as in the case of the formal codimension three extension theorem we will
make use of a classical result which is due to Siu-Trautmann:
Theorem 1.12 (Siu and Trautmann). Let F be a coherent OX-module on X and
let G be is coherent OX\Y -module with a homomorphism j
∗F → G and we assume
that codimension of Y is at least two. If G is torsion free, then Im(F → j∗G) is
coherent.
This is a special case of [ST, Theorem 9.3].
The paper is organized as follows.
In section 2 of this paper we recall the notion of the ring of microdifferential
operators EX and the notions of holonomic and regular holonomic EX-modules
and prove the uniqueness part of the extension theorems.
In section 3 we introduce the sheaf of rings AX and its formal version ÂX which
will be crucial for our arguments. These are sheaves of commutative rings on X
and hence we call extension theorems involving these sheaves of rings on X the
“commutative” versions.
In section 4 we explain a general mechanism utilizing finite morphisms which
allows us to pass between the extension problems for microdifferential operators
and the extension problems in the commutative case. We do this both in the
formal and convergent cases. A crucial ingredient in our arguments is the Quillen
conjecture which was proved by Popescu, Bhatwadekar, and Rao [P, BR].
Section 5 contains the proofs of our main extension Theorems 1.4, 1.5, 1.2,
and 1.3. Each theorem is proved in a separate subsection. We make use of
Theorems 1.6, 1.11, and 1.9 which are proved in their own sections 6, 7, and 8,
respectively.
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In section 6 we prove Theorem 1.6 by making use of the classical Theorem 1.7
of Trautmann, Frisch-Guenot, and Siu [T, FG, Siu1].
In section 7 we prove Theorem 1.11 making use of a classical submodule ex-
tension theorem of Siu and Trautmann 1.12.
In section 8 we prove Theorem 1.9. As we already pointed out, we make crucial
use of a Theorem 1.10 of Bungart [Bu, Theorem 8.1] .
Finally, in section 9 we state some open problems.
The results in this paper were announced in [KV].
The second author wishes to thank Kari Astala, Bo Berndtsson, Laszlo Lem-
pert, Eero Saksman, Bernard Shiffman, Andrei Suslin, and Hans-Olav Tylli for
helpful conversations. The second author also thanks RIMS for hospitality and
support. Both authors thank the referee for constructive comments which helped
them to improve the exposition of this paper.
2. Microdifferential operators
In this section we will recall the definition and basic properties of the sheaf of
rings of microdifferential operators. We will also discuss the uniqueness part of
the extension theorems.
Let X be a complex manifold and let us write OX for its sheaf of holomorphic
functions. We view it as a sheaf of topological rings in the following customary
fashion. Let us fix an open subset U ⊂ X . For each compact subset K ⊂ U we
define a seminorm ‖ ‖K on OX(U) as follows:
(2.1) ‖f‖K = sup
x∈K
|f(x)| for f ∈ OX(U).
Via these seminorms we equip OX(U) with a structure of a Fre´chet space providing
OX(U) with a structure of a topological ring. Throughout this paper we assume
that OX has been given this structure. We also recall that OX(U) is a nuclear
Fre´chet space and hence OX is a sheaf of nuclear Fre´chet rings. In the rest of this
paper a ring on a topological space stands for a sheaf of rings.
We also write, as usual, DX for the sheaf of linear differential operators on X
with holomorphic coefficients. Let us now turn to the rings of microdifferential
operators, EX and ÊX (see [SKK, Sch, K3]). Here we will introduce them in terms
of the symbol calculus in local coordinates. For a coordinate free treatment see
[SKK]. We write T ∗X for the cotangent bundle of X and πX : T
∗X → X for
the projection. The C×-action on T ∗X gives rise to the Euler vector field χ. We
say that a function f(x, ξ) defined on an open subset of T ∗X is homogeneous of
degree j if χf = jf . Let us now consider a local symplectic coordinate system
(x1, . . . , xn; ξ1, . . . , ξn) of T
∗X . With this coordinate system, χ is written as∑n
i=1 ξi
∂
∂ξi
. We define the sheaf ÊX(m) for m ∈ Z by setting, for an open subset
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U of T ∗X ,
ÊX(m)(U) =
{ m∑
j=−∞
pj(x, ξ) | pj(x, ξ) ∈ OT ∗X(U) is homogeneous of degree j
}
and then set ÊX =
⋃
m∈Z ÊX(m). The expression
∑m
j=−∞ pj(x, ξ) is to be viewed
as a formal symbol. The formal expressions are multiplied using the Leibniz rule:
(2.2)
For p =
∑
i
pi(x, ξ) and q =
∑
i
qi(x, ξ) we set pq = r =
∑
i
ri(x, ξ)
where rk =
∑
k=i+j−|α|
1
α!
(∂αξ pi)(∂
α
x qj) ;
here α = (α1, . . . , αn) ranges over Z
n
≥0, and |α| = α1 + · · ·+ αn, α! = α1! · · ·αn!,
∂αξ = (
∂
∂ξ1
)α1 · · · ( ∂
∂ξn
)αn . In this manner, ÊX becomes a ring on T
∗X .
We define EX to be the subsheaf of ÊX consisting of symbols
∑m
j=−∞ pj(x, ξ)
which satisfy the following growth condition:
(2.3)
for every compact K ⊂ U there exists a C > 0 such that
0∑
j=−∞
‖pj(x, ξ)‖K
C−j
(−j)!
<∞ ;
here ‖pj(x, ξ)‖K stands for the sup norm on K as in (2.1). Standard estimates
can be used to show that EX is indeed closed under multiplication and hence
constitutes a subring of ÊX . Often in this paper we call the case of EX-modules
the “convergent” case and the case of ÊX-modules the formal case. The word
“convergence” refers to the growth condition (2.3) and not to actual convergence
of
∑m
j=−∞ pj(x, ξ).
The sheaves EX and ÊX are coherent and Noetherian rings on T
∗X , see [SKK].
Furthermore, coherent modules over EX and ÊX are supported on analytic sub-
varieties of T ∗X . By a fundamental result
(2.4) the support of coherent EX- and ÊX-modules is involutive .
For a proof see [SKK, K3]. Recall that coherent EX- and ÊX-modules whose
support is Lagrangian are called holonomic. In the study of both E-modules and
Ê-modules, we can make use of quantized contact transformations. A contact
transformation between two open sets U ⊂ T ∗X and V ⊂ T ∗Y is a biholomorphic
map φ : U → V such that φ∗αY = φ
∗αX , where αX and αY are the canonical 1-
forms of T ∗X and T ∗Y , respectively. A contact transformation can be quantized,
at least locally. In other words, any point in U has a neighborhood W such
that there exists an isomorphism of C-algebras between EX |W and (φ
−1EY )|W .
Thus, for local questions concerning EX-modules, we can make use of contact
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transformations and put the characteristic variety in a convenient position. Recall
that we say that a conic Lagrangian variety Λ is in generic position at a point
p ∈ Λ if the the fibers of the projection Λ → X are at most one dimensional in
the neighborhood of p.
This condition can be spelled out concretely in local coordinates in the following
manner. Let us write (x1, . . . , xn; ξ1, . . . , ξn) for local coordinates where the xi are
the coordinates on the base X and the ξi are the corresponding fiber coordinates.
We assume that p is the point (0, . . . , 0 ; 0, . . . , 0, 1), i.e., that p is dxn at the
origin. If Λ is in generic position at p then
(2.5) Λ = T ∗SX where S = {f = 0} f = x
k
n + h.o.t. ,
where h.o.t. stands for a holomorphic function in the ideal (x1, . . . , xn)
k+1. Note
that T ∗SX stands for the closure of the conormal bundle T
∗
S\Ssing
(X \ Ssing) where
Ssing is the singular locus of S.
It is not very difficult to see that a conic Lagrangian variety can always locally
be put in a generic position via a contact transformation, see, for example, [KK,
Corollary 1.6.4]. Hence, for local questions about holonomic modules we can
always assume that the characteristic variety is in general position.
Remark 2.1. When working with E-modules we always assume that we work
outside of the zero section. This is not a serious restriction as we can always add
a “dummy variable” to X .
One way to justify the convergence condition for symbols in EX is the following
basic fact:
Theorem 2.2. Let us assume that the support of a holonomic EX-module M is in
generic position at a point p ∈ T ∗X. Then the local EX,p-module Mp, the stalk of
M at the point p, is a holonomic DX,πX(p)-module, and the canonical morphism
EX,p ⊗DX,πX (p) Mp →Mp is an isomorphism.
In particular, local questions about EX-modules can be reduced to questions
about DX-modules. A proof of this result can be found in [Bj, Theorem 8.6.3],
for example. The proof uses the same reduction technique which we utilize in
this paper combined with Fredholm theory. The reduction technique is explained
in section 4 of this paper. The estimates in definition (2.3) are precisely the ones
for the theorem above to hold.
Let us recall the notion of regular singularities. For a coherent EX-module M,
a coherent EX(0)-submodule N is called an EX(0)-lattice if EX ⊗EX(0) N → M is
an isomorphism. A holonomic E-module with support Λ is said to have regular
singularities or be regular if locally near any point on the support of M the
module M has an E(0)-lattice N which is invariant under EΛ(1), the subsheaf of
order 1 operators whose principal symbol vanishes on Λ. Kashiwara and Kawai
show, using their notion of order:
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Theorem 2.3. A regular holonomic E-module possesses a globally defined E(0)-
lattice invariant under EΛ(1). The analogous result holds for Ê-modules.
For a proof see [KK, Theorem 5.1.6]. In the rest of the paper we make use of
the (global) existence of an E(0)-lattice. Its invariance under EΛ(1) will play no
role. For the rest of this paper we assume that our holonomic EX-modules possess
an EX(0)-lattice. We do not know if this is true for all holonomic modules.
Let us now consider the question of uniqueness in the convergent and formal
versions of the codimension three extension Theorems 1.2 and 1.4 and of the
submodule extension Theorems 1.3 and 1.5. Recall that we are considering an
open subset U of T ∗X , Λ a closed Lagrangian analytic subset of U , and Y a closed
analytic subset of Λ of codimension at least two. We will also write j : U \Y →֒ U
for the open inclusion. We let M (respectively M̂) be a holonomic
(
EX |U\Y
)
-
module (respectively
(
ÊX |U\Y
)
-module) on the open subset U of T ∗X , whose
support is contained in Λ \ Z.
We argue first that if an extension of M (respectively M̂) to U with support
in Λ exists then they are unique and they coincide with the sheaf extension j∗M
(j∗M̂, respectively). As the arguments are the same in the convergent and the
formal cases we will just work with the convergent case. We first recall that
holonomic modules are Cohen-Macaulay, i.e., a module M′ is holonomic if and
only if
(2.6) ExtkEX (M
′,EX) = 0 unless k = dimX .
and of course we have the duality statement
(2.7) ExtnEX (Ext
n
EX
(M′,EX),EX) ≃M
′ .
This implies:
If M′ be a holonomic (EX |U)-module supported in a Lagrangian variety
Λ ⊂ U , then we have HkZ(M
′) = 0 for k < codimΛZ for any closed
analytic subset Z of Λ.
(2.8)
Let us now assume that M′ is an extension of M to U with support Λ. Let
us write i : Y → U for the closed inclusion. Then we have the following exact
triangle:
→ Ri∗i
!
M
′ →M′ → Rj∗M→
From (2.8) we conclude that M′ ∼= j∗M, i.e., that the extension is unique, as
long as codimΛY ≥ 2. Thus, we are reduced to proving that j∗M and j∗M̂ are
holonomic. Note that the holonomicity of j∗M and j∗M̂ amounts to them being
coherent. In this situation the sheaves j∗M and j∗M̂ would fail to be coherent if
they do not have sufficiently many sections on Y , for example, if the restrictions
of j∗M and j∗M̂ to Y were to be zero.
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3. Construction of commutative rings
In this section we introduce commutative rings on complex manifolds that
will be important for us. These rings are simpler versions of the rings EX(0)
and ÊX(0). In the next section explain the relationship between the extension
theorems for microdifferential operators and the extensions theorems for our com-
mutative rings which were stated in the introduction.
Consider the formal power series ring Â = C[[t]]. It is a discrete valuation ring.
We define a subring A of Â in the following manner. For any C > 0 we define a
norm ‖ ‖C on Â by the formula
(3.1) ‖
∞∑
j=0
ajt
j‖
C
=
∞∑
j=0
|aj |
Cj
j!
.
We write AC for the subring consisting of elements a of Â with ‖a‖C <∞. The
ring AC is a Banach local ring as can be concluded from the following lemma.
Lemma 3.1. (i) For any a, b ∈ AC, we have
‖ab‖C ≤ ‖a‖C ‖b‖C .
More generally if a ∈ AC ∩ t
pA b ∈ AC ∩ t
qA for p, q ∈ Z≥0, then
‖ab‖C ≤
p!q!
(p+ q)!
‖a‖C ‖b‖C .
(ii) If a ∈ AC ∩ tA, then 1− a is an invertible element in AC.
Proof. Set a =
∑
j≥p ajt
j , b =
∑
j≥q bjt
j and c :=ab =
∑
j≥p+q cjt
j. Then we have
ck =
∑
k=i+j aibj , and
‖c‖C ≤
∑
k=i+j, i≥p, j≥q
Ck
k!
|ai| |bj | =
∑
i≥p, j≥q
C i+j
i!j!
(i+ j)!!
|ai|
i!
|bj |
j!
≤
p!q!
(p+ q)!
∑
i,j
C i+j
|ai|
i!
|bj |
j!
=
p!q!
(p+ q)!
‖a‖C‖b‖C .
(ii) For a ∈ AC ∩ tA, we have ‖a
n‖C ≤ ‖a‖
n
C/n! and hence 1 − a is invertible in
AC . 
Finally, we set
(3.2) A = lim
−→
C→0
AC .
Proposition 3.2. The topological ring A is a dual nuclear Fre´chet discrete val-
uation ring.
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Proof. Clearly, the maps AC → AD, for D < C, are nuclear. Thus, A is a DNF
algebra. It remains to show that A is a discrete valuation ring. This follows from
the statement:
Any non-zero element a ∈ A can be written as a = utℓ with
an invertible element u of in A.
To prove this, let a =
∑∞
k=ℓ akt
k ∈ A with aℓ 6= 0. Then there exists a C > 0
such that
∑∞
k=ℓ |ak|C
k/k! <∞. We now write
a = utℓ with u =
∞∑
k=0
ak+ℓt
k.
For u to lie in A there has to exist a D such that
∞∑
k=0
|ak+ℓ|
Dk
k!
<∞.
But now∑∞
k=0 |ak+ℓ|
Dk
k!
= C−ℓ
∑∞
k=0 |ak+ℓ|
Ck+ℓ
(k + ℓ)!
(k + ℓ)!
k!
(D
C
)k
≤ C−ℓ
(∑∞
k=0 |ak|
Ck
k!
)1/2(∑∞
k=0
(k + ℓ)!
k!
(D
C
)k)1/2
.
The last series converges as long as D < C. 
We write K for the fraction field of A and K̂ for the fraction field of Â. Then
K = A[t−1] and K̂ = Â[t−1]; the field K̂ is thus the field of formal Laurent
series. Note that we can identify K with the subring of constant coefficient
operators in EC and K̂ with the subring of constant coefficient operators in ÊC
by identifying t with
(
d
dx
)−1
. Under this identification A corresponds to the
subring of constant coefficient operators in EC(0) and Â to the subring of constant
coefficient operators in ÊC(0).
Let X be a complex manifold. We write AX for the sheaf of holomorphic
functions on X with values in A and similarly for ÂX , KX , and K̂X . We can
also view AX as a (projective) topological tensor product AX = A⊗ˆCOX , and
similarly for ÂX , KX , and K̂X . If we denote by A
C
X the sheaf of holomorphic
functions on X with values in AC , then we have
AX ≃ lim−→
C
ACX .
We have also isomorphisms KX ≃ AX [t
−1] and K̂X ≃ ÂX [t
−1] and of course
ÂX
∼= OX [[t]].
Note that AX , ÂX , KX and K̂X are Noetherian rings on X .
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Let M be a coherent KX-module. We say that a coherent AX-submodule N of
M is an AX-lattice if we have an isomorphism
(3.3) KX ⊗AX N
∼−→M .
Note that lattices are always t-torsion free as N is a submodule ofM. Similarly,
we define the notion of an ÂX-lattice in a coherent K̂X -module.
4. Reduction via finite morphisms
In this section we discuss the relationship between the microdifferential and
commutative versions of our extension theorems. We do so by a standard tech-
nique in several complex variables, due in this context to [SKK]. Via this tech-
nique we are able to “eliminate” the extraneous variables and reduce the microlo-
cal extension problems to the commutative versions.
In this section it is more convenient to work in the projectivized setting. We
consider the projective cotangent bundle P∗X := T˚ ∗X/C× where T˚ ∗X :=T ∗X \X .
Since EX and ÊX are constant along the fibers of T˚
∗X → P∗X , we regard EX and
ÊX as rings on P
∗X .
Let Ω be the open subset {(x; ξ) ∈ P∗Cn ; ξn 6= 0} of P
∗Cn, and let ρ : Ω→ Cn−1
be the map defined by ρ(x; ξ) = (x1, . . . , xn−1). Let X
′ be an open subset of Cn−1
and Ω′ = ρ−1X ′. Let ρ′ : Ω′ → X ′ denote the restriction of ρ.
Then ρ′∗(ECn|Ω′) contains KX′ by sending t to ∂
−1
n . Similarly ρ
′
∗(ECn(0)|Ω′)
contains AX′, and similarly for the formal case. Let us denote by DAX′ the
subring of ρ′∗(ECn(0)|Ω′) generated by AX′, the t∂k for k = 1, . . . , n− 1, and xn.
Similarly we denote by DKX′ the subring of ρ
′
∗(ECn|Ω′) generated by KX′ , the ∂k
for k = 1, . . . , n− 1, and xn. Then we have
(4.1)
DAX′ ≃ AX′ ⊗C C[t∂1, . . . , t∂n−1, xn],
DKX′ ≃ KX′ ⊗AX′ DAX′ ≃ KX′ ⊗C C[∂1, . . . , ∂n−1, xn].
We define their formal analogues D̂AX′ and D̂KX′ in the same fashion.
Let Modgood(DKX′) denote the abelian category of coherent DKX′-modules N
such that there exists locally a coherent DAX′-submodule L of N satisfying the
two conditions:
N ≃ (DKX′)⊗(DAX′) L,
L is a coherent AX′-module.
Let us denote by Modρ−good(ECn|Ω′) the category of coherent ECn|Ω′-modules M
such that the support of M is finite over X ′. We define their formal analogues
Modgood(D̂KX′) and Modρ−good(ÊCn|Ω′) similarly. Note that, for dimension rea-
sons, the modules M are holonomic.
Below we state two propositions which are analogues of classical theorems on
finite morphisms in several complex variables. The first one concerns behavior
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of coherence under finite morphisms and the second one is an analogue of the
duality theorem for finite morphisms for analytic coherent sheaves.
Proposition 4.1. The abelian categoriesModρ−good(ECn|Ω′) andModρ−good(ÊCn|Ω′)
are equivalent to the abelian categories Modgood(DKX′) and Modgood(D̂KX′),
respectively, via the functors M 7−→ ρ′∗(M) and M̂ 7−→ ρ
′
∗(M̂), respectively.
Their quasi-inverses are given by N 7−→ (ECn|Ω′) ⊗DKX′ ρ
′−1(N) and N̂ 7−→
(ÊCn|Ω′)⊗D̂KX′
ρ′−1(N̂), respectively.
and
Proposition 4.2. For M ∈ Modρ−good(ECn|Ω′) and for M̂ ∈ Modρ−good(ÊCn|Ω′)
we have the duality isomorphisms
ρ′∗
(
ExtkECn (M,ECn|Ω′)
)
≃ Extk−nKX′ (ρ
′
∗(M),KX′) .
ρ′∗
(
Extk
ÊCn
(M̂, ÊCn|Ω′)
)
≃ Extk−n
K̂X′
(ρ′∗(M̂), K̂X′) .
As similar statements are proved in [SKK, Chapter 3] and the proofs proceed
exactly in the same manner as in the classical case we just briefly indicate the
outline of the arguments. We discuss only the microdifferential case as the ar-
gument in the formal case is the same. The idea is to compose the projection
ρ into projections where the fiber is one dimensional and then proceed step by
step. Thus, we consider a projection1
(4.2a) τ : Ck+1 × Pℓ → Ck × Pℓ
given by
(4.2b) τ(x1, . . . , xk+1; ξn−ℓ, . . . , ξn) = (x1, . . . , xk; ξn−ℓ, . . . , ξn) .
We write ECk×Pℓ for the sheaf of microdifferential operators on C
k × Pℓ. It is
naturally a subsheaf of ECn where the symbols just depend on the variables
(x1, . . . , xk; ξn−ℓ, . . . , ξn). In this language KCn = ECn×P0 . Then ECk×Pℓ can be
naturally identified with a subsheaf of τ∗ECk+1×Pℓ . We also write ECk×Pℓ(0)[xk+1]
for the subsheaf of τ∗ECk+1×Pℓ generated by ECk×Pℓ(0) and xk+1. Then Proposi-
tions 4.1 follow from:
Lemma 4.3. Let V be an open subset of Ck×Pℓ. WriteModτ -fin(ECk+1×Pℓ(0)|τ−1V )
for the category of coherent ECk+1×Pℓ(0)|τ−1V -modules N such that Supp(N)→ V
is a finite morphism, and write Modcoh(ECk×Pℓ(0)[xk+1]|V ) for the category of
ECk×Pℓ(0)[xk+1]|V -modules L that are coherent over ECk×Pℓ(0)|V . Then the func-
tor N 7→ τ∗N gives an equivalence of categories between Modτfin(ECk+1×Pℓ(0)|τ−1V )
and Modcoh(ECk×Pℓ(0)[xk+1]|V ).
1In an analogous manner we can consider projections of the type τ : Ck × (Pℓ+1 − {∞})→
C
k × Pℓ.
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As we stated before, this lemma is proved in the same manner as the statements
for coherent analytic sheaves making use of the Weierstrass preparation theorem
and division theorems. The Weierstrass preparation theorem and the division
theorems are proved in [SKK, Chapter 2]. Proposition 4.2 is proved in the similar
manner.
Furthermore, arguing as above, we have
Proposition 4.4. (i) Let N be an ECn(0)|Ω′-module and assume that
ρ′|Supp(N) : Supp(N) → X
′ is finite. Then N is a coherent ECn(0)|Ω′-module
if and only if ρ′∗N is a coherent AX′-module.
(ii) Similarly let M be an ECn|Ω′-module such that ρ
′|Supp(M) : Supp(M)→ X
′ is
finite.
(a) If M is a coherent ECn|Ω′-module then ρ
′
∗M is a coherent KX′-module,
(b) If ρ′∗M is a coherent KX′-module and if ρ
′
∗M has a coherent AX′-lattice L
such that L is an DAX′-submodule, then M is a coherent ECn|Ω′-module.
Of course we have a similar statement in the formal case.
Remark 4.5. We do not know if (ii) (b) holds without assuming the existence
of a lattice L. Having the stronger statement available would slightly simplify
some of our arguments.
We now analyze the coherent KX′-module ρ
′
∗(M). We claim:
Proposition 4.6. The sheaf ρ′∗(M) is locally free over KX′ and the sheaf ρ
′
∗(M̂)
is locally free over K̂X′.
In other words ρ′∗(M) and ρ
′
∗(M̂) are holomorphic vector bundles of finite rank
over the fields K and K̂, respectively.
Proof. We give the proof in the convergent case, in the formal case the proof
is exactly the same. To argue this, we first recall that holonomic modules are
Cohen-Macaulay, i.e., we have
(4.3) ExtkEX (M,EX) = 0 unless k = dimX .
From Proposition 4.2 we conclude
(4.4) ExtkKX′ (ρ
′
∗(M),KX) = 0 unless k = 0.
Taking the germs at x′ ∈ X ′, we obtain
(4.5) ExtkKX′,x′
(
(ρ′∗(M))x′,KX′,x′
)
= 0 unless k = 0.
Let us now consider the ring KX′,x′. Let us first note that
(4.6a) the ring AX′,x′ = A⊗ˆCOX′,x′ is a commutative regular local ring
and that
(4.6b) KX′,x′ = AX′,x′[t
−1].
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In particular KX′,x′ is a Noetherian ring with finite global dimension. This along
with (4.5) implies that
(4.7) (ρ′∗(M))x′ is a finitely generated projective KX′,x′-module.
We now make use of the following theorem of Popescu, Bhatwadekar, and Rao
[P, BR]; for a nice discussion, see also [S]. They show:
(4.8)
Let R be a regular local ring containing a field with maximal ideal m
and t ∈ m \ m2. Then every finitely generated projective module over
the localized ring Rt = R[t
−1] is free.
This result is related to Serre’s conjecture and was conjectured by Quillen in [Q].
Hence (ρ′∗(M))x′ is a free KX′,x′-module for any x
′ ∈ X , and we thus finally
conclude
(4.9) ρ′∗(M) is a locally free KX′-module of finite rank.

5. Proof of the main theorems
In this section we prove our main extension theorems. We first prove the for-
mal versions Theorems 1.4 and 1.5 by reducing them to their formal commutative
analogues Theorems 1.6 and 1.11 by methods of section 4. We then prove Theo-
rems 1.2 and 1.3 making use of the formal Theorems 1.4 and 1.5 we just proved
and the comparison Theorem 1.9. The proofs of Theorems 1.6, 1.11, and 1.9 are
postponed and their proofs are given in their own sections 6, 7, and 8, respectively.
5.1. General preliminaries. In this subsection we make some preliminary con-
structions which will be used in all of the arguments.
Let us recall the setup common to all of the microlocal extension theorems.
We consider an open subset U of T ∗X , Λ a closed Lagrangian analytic subset
of U , and Y a closed analytic subset of Λ. As we remarked earlier, all the
extension theorems are local in nature. Thus, as far as the microlocal extension
theorems are concerned, we can assume that we work in the vicinity of a point
p ∈ Y . Furthermore, working inductively, we can assume that the point p is a
smooth point in Y . In addition making use of a quantized contact transformation
and the generic position lemma, [KK, Corollary 1.6.4], we can assume that the
characteristic variety Λ is in generic position at p.
We will make use of the results of section 4. In that section we worked in
the projectivized setting. We consider the projective cotangent bundle P∗X :=
T˚ ∗X/C× where T˚ ∗X := T ∗X \X . Since EX and ÊX are constant along the fibers
of T˚ ∗X → P∗X , we regard EX and ÊX as rings on P
∗X . We will now also regard
the Lagrangian Λ as a locally closed subvariety of P∗X . We also continue to
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denote by Y the projectivization of the original Y in T ∗X and similarly for the
open set U .
As Λ in generic position at p we can make the following choice of local co-
ordinates. In the neighborhood of πX(p) we choose a local coordinate system
(x1, . . . , xn) such that πX(p) corresponds to the origin and the point p corre-
sponds to dxn at the origin. Thus we may assume that X is an open sub-
set of Cn. By shrinking U if necessary, we can assume that U is contained in
Ω := {(x; ξ) ∈ P∗Cn ; ξn 6= 0} and the restriction ρ|U : U → C
n−1 of ρ : Ω→ Cn−1
has the following properties:
(5.1a) X ′ := ρ(U) ⊂ Cn−1 is an open neighborhood of ρ(p) ∈ Cn−1,
(5.1b) ρ|Λ : Λ→ X
′ ⊂ Cn−1 is finite,
(5.1c) ρ|Y : Y → Y
′ := ρ(Y ) is an isomorphism.
In particular, Y ′ is then a smooth submanifold of X ′. of the same codimension
as Y in Λ. By abuse of notation we will now simply write ρ for ρ|U . By replacing
U with ρ−1(X ′) we may assume that U = ρ−1(X ′). We also write U˚ = U \ ρ−1Y ′
and
ρ˚ : U˚ → X ′ \ Y ′
for the restriction of ρ to U˚ .
We recall that we have written j : U \ Y →֒ U for the inclusion and we will
write j′ : X ′ \ Y ′ →֒ X ′ for the other inclusion. We summarize the situation in
the following commutative Cartesian diagram
(5.2)
U˚
ρ˚

  j //

U
ρ

X ′ \ Y ′ 
 j′ // X ′ .
5.2. The formal codimension three extension theorem. In this subsection
we prove Theorem 1.4 by reducing it to its commutative version Theorem 1.6
whose proof is given later in section 6.
We work in the geometric setting of subsection 5.1 with U an open subset of
T ∗X , Λ a closed Lagrangian analytic subset of U , and Y a closed analytic subset
of Λ of codimension at least three. We are given a holonomic
(
ÊX |U\Y
)
-module
M̂ whose support is contained in Λ \ Y and an
(
ÊX(0)|U\Y
)
-lattice N̂ of M̂. We
write j : U \ Y →֒ U for the open inclusion and we are to show that j∗M̂ is a
coherent (ÊX |U)-module.
By replacing the lattice N̂ with the lattice
Extn
ÊX(0)|U\Y
(
Extn
ÊX(0)|U\Y
(N̂, ÊX(0)|U\Y ), ÊX(0)|U\Y
)
,
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we may assume from the beginning that
N̂ ≃ Extn
ÊX(0)|U\Y
(
Extn
ÊX(0)|U\Y
(N̂, ÊX(0)|U\Y ), ÊX(0)|U\Y
)
.(5.3)
As the question is local, we can proceed inductively along Y and so we can
assume that we work in a neighborhood of a smooth point p ∈ Y . Furthermore,
we shrink the open set U as in the subsection 5.1 above. We now make use of
Propositions 4.4 and 4.6 to conclude that ρ˚∗(M̂|U˚) is a locally free K̂X′\Y ′-module
of finite rank, and ρ˚∗(N̂|U˚) is a coherent ÂX′\Y ′-lattice of ρ˚∗(M̂|U˚).
Then (5.3) implies that ρ˚∗(N̂|U˚) is a reflexive coherent AX′\Y ′-module by Propo-
sition 4.2 and Proposition 4.4. Hence, we can apply Theorem 1.6 and conclude
that j′∗ρ˚∗(N̂|U˚) is a coherent ÂX′-module. We now note that
(5.4) ρ∗j∗M̂ ∼= j
′
∗ρ˚∗(M̂|U˚) and ρ∗j∗N̂
∼= j′∗ρ˚∗(N̂|U˚) .
Now we again apply Proposition 4.4, and as j′∗ρ˚∗(N̂|U˚) is a coherent ÂX′-module,
we conclude that j∗N̂ is a coherent ÊX(0)|U -module and j∗M̂ is a coherent ÊX |U -
module.
5.3. The formal codimension two submodule extension theorem. In this
subsection we prove Theorem 1.5 by reducing it to its commutative version The-
orem 1.11 whose proof is given later in section 7.
It is more convenient for us to work with the equivalent quotient version of the
theorem:
Theorem 5.1. Let U be an open subset of T ∗X, Y an analytic subset of U of
codimension two or more, and j : U \Y → Y the inclusion. Let M̂ be a holonomic
ÊX |U -module. Let us assume that we are given a holonomic ÊX |U\Y -module M̂2
which is a quotient of j−1M̂. Then Im(M̂→ j∗M̂2) is a coherent (ÊX |U)-module
on U .
We work in the geometric setting of subsection 5.1. Thus, we are working in
a neighborhood of smooth point p ∈ Y where Y is of codimension at least two.
Furthermore, we shrink the open set U as in the subsection 5.1. We choose an
ÊX(0)|U -lattice N̂ of M̂. To be able to make this choice we might have to shrink
U further.
We now make use of Propositions 4.6 to conclude that ρ∗(M̂) is a locally free
K̂X′-module of finite rank. Furthermore, ρ∗(N̂) is a coherent ÂX′-lattice of ρ∗(M̂).
We also conclude that ρ˚∗(M̂2|U˚) is a locally free K̂X′\Y ′-module of finite rank.
Because M̂2 is a quotient of j
−1M̂, we have a morphism of ρ∗(M̂)|X′\Y ′ →
ρ˚∗(M̂2|U˚) and we let L̂ be the image of ρ˚∗(N̂)|U˚ under this morphism. As L̂ lies
in the locally free K̂X′\Y ′- module ρ˚∗(M̂2|U˚) it is torsion free. Now can apply
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Theorem 1.11 and we conclude that
(5.5) Im(ρ∗(N̂)→ j
′
∗L̂) ≃ ρ∗(Im N̂→ j∗M2) is a coherent ÂX′-module.
Now we can again apply Proposition 4.4, and conclude that Im(N̂ → j∗M̂2) is
a coherent ÊX(0)|U -module. Therefore Im(M̂ → j∗M̂2) is a coherent (ÊX |U)-
module.
5.4. The codimension three extension theorem. In this subsection we prove
Theorem 1.2 by deducing it from the formal version Theorem 1.4 which was
proved in subsection 5.2 and from the comparison Theorem 1.9 whose proof is
given later in section 8.
We work in the geometric setting of subsection 5.1 with U an open subset of
T ∗X , Λ a closed Lagrangian analytic subset of U , and Y a closed analytic subset
of Λ of codimension at least three. We are given a holonomic
(
EX |U\Y
)
-module
M whose support is contained in Λ \ Y and an
(
EX(0)|U\Y
)
-lattice N of M. We
write j : U \ Y → U for the open inclusion and we are to show that j∗M is a
coherent (EX |U)-module.
By replacing N with ExtnEX (0)|U\Y
(
ExtnEX(0)|U\Y (N,EX(0)|U\Y ),EX(0)|U\Y
)
, we
may assume from the beginning that
N ≃ ExtnEX(0)|U\Y
(
ExtnEX(0)|U\Y (N,EX(0)|U\Y ),EX(0)|U\Y
)
.(5.6)
We first make use of Propositions 4.4 and 4.6 to conclude that ρ˚∗(M|U˚) is a
locally free KX′\Y ′-module of finite rank and ρ˚∗(N|U˚) is a coherent AX′\Y ′-lattice
of ρ˚∗(M|U˚).
We pass to the formal setting M̂:=(ÊX |U\Y )⊗EX |U\YM and N̂:=(ÊX |U\Y )⊗EX |U\Y
N. We now apply Theorem 1.4 which was proved in subsection 5.2 to conclude
that j∗M̂ is a coherent (ÊX |U)-module. We again make use of Proposition 4.6 to
conclude that ρ∗(j∗M̂) is a locally free K̂X′-module of finite rank. As we work
locally near a point y ∈ Y , we may then assume that j′∗ρ˚∗M̂ ≃ ρ∗j∗M̂ is a free
K̂X′-module. Hence j
′
∗ρ˚∗M̂ has a free ÂX′-lattice L̂.
Now we will employ the following comparison lemma between convergent lat-
tices and formal lattices.
Lemma 5.2. Let Z be a complex manifold and let M be a coherent KZ-module,
and M̂:=K̂Z⊗KZM. Then the set Lat(M) of AZ-lattices of M and the set Lat(M̂)
of ÂZ-lattices of M̂ are in one to one correspondence: the lattices N ∈ Lat(M)
and N̂ ∈ Lat(M̂) correspond to each other via
N̂ = ÂZ ⊗AZ N N = M ∩ N̂ .
Moreover we have an isomorphism N/N(−1) ∼−→ N̂/N̂(−1).
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As the proof is by a routine argument we omit it.
Thus, we have the following Cartesian square:
(5.7)
ρ˚∗M
_


ρ˚∗M ∩ j
′−1L̂?
_oo
_

j′−1ρ∗M̂ j
′−1L̂ .? _oo
Therefore L := ρ˚∗M ∩ L̂ is an AX′\Y ′-lattice of ρ˚∗M by the lemma above. Since
L/L(−1) ≃ L̂/L̂(−1) is a free OX′\Y ′-module, L is a locally free AX′\Y ′-module.
We now apply Theorem 1.9 to the lattice L and we then conclude that j′∗L is
a locally free AX′-module.
On the other hand, by shrinking X ′ if necessary, there exist integers p, q such
that L ⊂ tpρ˚∗N ⊂ t
qL. Hence for any s ∈ j′∗L, DAX′s ⊂ t
pj′∗ρ˚∗N ⊂ j
′
∗t
qL.
Hence DAX′j
′
∗L ⊂ j
′
∗t
qL. Since DAX′j
′
∗L is a sum of coherent AX′-submodules
of the coherent AX′-module j
′
∗t
qL, we conclude that DAX′j
′
∗L is a coherent AX′-
module. Now we make use of Proposition 4.4 and conclude that j∗M is a coherent
EX |U -module.
5.5. The codimension two submodule extension theorem. In this subsec-
tion we prove Theorem 1.3 by deducing it from the formal version Theorem 1.5
which was proved in subsection 5.3 and making use of the comparison Theorem 1.9
whose proof is given later in section 8.
We proceed as in subsection 5.4 this time making use of the fact that we have
already proved the formal version Theorem 1.5. We write M̂ := ÊX ⊗EX M and
M̂1 := ÊX ⊗EX M1. By Theorem 1.5 we conclude that M̂1 extends uniquely to
a holonomic ÊX-module j∗M̂1 on U . As in the previous section we argue that
ρ∗j∗M̂1 is a locally free K̂X′-module. As we work locally near a point y ∈ Y , we
may then assume that j′∗ρ˚∗M̂1 ≃ ρ∗j∗M̂1 is a free K̂X′-module. Hence j
′
∗ρ˚∗M̂1
has a free ÂX′-lattice L̂.
Making use of Lemma 5.2 again, we conclude as above that L := ρ˚∗M1 ∩ j
′−1L̂
is an AX′\Y ′-lattice of ρ˚∗M1. Since L/L(−1) ≃ j
′−1
(
L̂/L̂(−1)
)
is a free OX′\Y ′-
module, L is a locally free AX′\Y ′-module. As in the previous section we apply
Theorem 1.9 to the lattice L and we then conclude that j′∗L is a locally free
AX′-module. Again as in the previous section, DAX′j
′
∗L is coherent over AX′.
Now we make use of Proposition 4.4 and conclude that j∗M1 is coherent.
6. The commutative formal codimension three extension theorem
This section is devoted to the proof of Theorem 1.6. Let us recall our setup. We
consider a complex manifoldX and a subvariety Y ofX such that the codimension
of Y in X is at least 3. We write j : X \ Y → X for the open inclusion. We are
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given a reflexive coherent ÂX\Y module N̂ on X \ Y . We will show that j∗N̂ is
a coherent ÂX-module. As the question is local, proceeding inductively along
Y , we can and we will assume that Y is a smooth submanifold without loss of
generality.
Recall that we write D
Â
N̂ for the dual of N̂, i.e.,
(6.1) D
Â
N̂ = Hom
ÂX\Y
(N̂, ÂX\Y ) .
Since N̂ is reflexive, the homomorphism N̂ → D
Â
D
Â
N̂ is an isomorphism. We
shall show that j∗N̂ is a coherent ÂX-module.
The idea of the proof is as follows. As N̂ is a coherent ÂX\Y -module, we have
(6.2) N̂ ∼−→ lim←− N̂/t
k
N̂
where the N̂/tkN̂ are coherent OX\Y ⊗ (C[t]/t
kC[t])-modules and of course they
are also coherent as OX\Y -modules (see [KS3]). We write N̂k = N̂/t
kN̂ and by
convention we set N̂k = 0 for k < 0. However, there is no reason to expect
that the N̂k are reflexive as OX\Y -modules. We can remedy this situation by
replacing them with (N̂k)
∗∗; here the dual is taken in the sense of OX\Y -modules,
i.e., N̂∗k = HomOX\Y (N̂k,OX\Y ). As the sheaves (N̂k)
∗∗ are reflexive, we can make
use of the classical extension Theorem 1.7 and so we know that the j∗(N̂k)
∗∗ are
coherent OX -modules. We will then show that
(6.3a) N̂ ∼−→ lim←− (N̂k)
∗∗
and
(6.3b) lim←− j∗(N̂k)
∗∗ is a coherent ÂX-module.
The key, of course, is to show (6.3b).
In what follows we will be making use of the following well-known characteri-
zation of torsion free and reflexive sheaves.
Lemma 6.1. Let Z be a smooth complex manifold.
(i) Let F be a coherent OZ-module. Then we have
(a) F is torsion free if and only if codimZ(Supp Ext
i
OZ
(F,OZ)) ≥ i + 1 for
any i > 0.
(b) F is reflexive if and only if codimZ(Supp Ext
i
OZ
(F,OZ)) ≥ i+2 for any
i > 0.
(ii) Let Fˆ be a coherent ÂZ-module. Then we have
(a) Fˆ is torsion free (i.e., Fˆ → D
Â
D
Â
(F) is a monomorphism) if and only if
codimZ
(
Supp Exti
ÂZ
(Fˆ, ÂZ)
)
≥ i and codimZ
(
Supp Exti
ÂZ
(Fˆ, K̂Z)
)
≥
i+ 1 for any i > 0.
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(b) Fˆ is reflexive if and only if codimZ
(
Supp Exti
ÂZ
(Fˆ, ÂZ)
)
≥ i + 1 and
codimZ
(
Supp Exti
ÂZ
(Fˆ, K̂Z)
)
≥ i+ 2 for any i > 0.
We comment briefly on the proof. The criterion (i) is well-known and can be
found in [ST, Chapter 1], for example. As for (ii), it is a statement on the level
of local rings and the dimension of the local ring ÂZ,x is dim(Z) + 1 (we have
added one formal dimension to Z). Thus, we conclude (ii).
Note that we have
codimSpec(ÂZ )
(
Supp Exti
ÂZ
(Fˆ, ÂZ)
)
(6.4)
= sup
(
1 + codimZSupp Ext
i
ÂZ
(Fˆ, ÂZ), codimZSupp Ext
i
ÂZ
(Fˆ, K̂Z)
)
.
We also make use of the following:
Lemma 6.2. Let Z be a smooth complex manifold, and let Fˆ be a coherent ÂZ-
module which is t-torsion. Then we have
Ext1
ÂZ
(Fˆ, ÂZ) ≃ HomOZ(Fˆ,OZ) = (Fˆ)
∗ .
Proof. As the sheaf Fˆ is t-torsion and t acts bijectively on K̂X , we conclude that
Extk
ÂX
(Fˆ, K̂X) = 0 for all k.
Making use of the long exact sequence associated to the exact sequence
0→ ÂZ → K̂Z → K̂Z/ÂZ → 0 ,
we conclude that
(6.5) Ext1
ÂZ
(Fˆ, ÂZ) ≃ HomÂZ(Fˆ, K̂Z/ÂZ) .
Now we have
(6.6) K̂Z/ÂZ ≃ OZt
−1 ⊕ OZt
−2 ⊕ · · · as an OZ-module.
Thus, an element f ∈ Hom
ÂZ
(Fˆ, K̂Z/ÂZ) consists of fk ∈ HomOZ (Fˆ,OZt
−k)
(k ≥ 1) such that fk ◦ t = t ◦ fk+1. By mapping f 7→ f1 we get an isomorphism
Hom
ÂZ
(Fˆ, K̂Z/ÂZ) ≃ HomOZ (Fˆ,OZ) .
This gives us the desired result. 
We will now begin the proof of (6.3a) and (6.3b). To that end we consider the
exact sequence
0 −−→ N̂
tk
−−−→ N̂ −−→ N̂k → 0 .
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Dualizing it we obtain:
0→ D
Â
N̂
tk
−→ D
Â
N̂→ Ext1
ÂX\Y
(N̂k, ÂX\Y )
→ Ext1
ÂX\Y
(N̂, ÂX\Y )
tk
−→ Ext1
ÂX\Y
(N̂, ÂX\Y ).
By making use of Lemma 6.2 we can rewrite the exact sequence as follows:
(6.7) 0→ (D
Â
N̂)k → (N̂k)
∗
→ Ker
(
Ext1
ÂX\Y
(N̂, ÂX\Y )
tk
−→ Ext1
ÂX\Y
(N̂, ÂX\Y )
)
→ 0,
where we have written (D
Â
N̂)k := DÂN̂/t
kD
Â
N̂. Setting
Gk := Ker(Ext
1
ÂX\Y
(N̂, ÂX\Y )
tk
−→ Ext1
ÂX\Y
(N̂, ÂX\Y )),
we rewrite this sequence as
(6.8) 0→ (D
Â
N̂)k → (N̂k)
∗ → Gk → 0.
As N̂ is reflexive and making use of Lemma 6.1 (iib) we conclude that
codimX\Y Supp
(
Ext1
ÂX\Y
(N̂, ÂX\Y )
)
≥ 2 .
Thus, by definition of Gk we obtain
(6.9) codimX\Y (Supp(Gk)) ≥ 2 .
This, in turn, implies that
HomOX\Y (Gk,OX\Y ) = Ext
1
OX\Y
(Gk,OX\Y ) = 0 .
Finally, dualizing the exact sequence (6.8) we conclude that
(6.10) (N̂k)
∗∗ ∼−→ (D
Â
N̂)∗k .
Substituting D
Â
N̂ for N̂ in (6.7) and setting
(6.11) Fk := Ker(Ext
1
ÂX\Y
(D
Â
N̂, ÂX\Y )
tk
−→ Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y )),
we obtain the exact sequence
0→ N̂k → (DÂN̂)
∗
k → Fk → 0.
Making use of (6.10) we can rewrite this exact sequence in the following form:
(6.12) 0→ N̂k → (N̂k)
∗∗ → Fk → 0.
Arguing as we did before for Gk we see that
(6.13) codimX\Y (Supp(Fk)) ≥ 2
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The last two statements form the basis for the rest of the argument. The Fk
form an increasing sequence of coherent submodules of a coherent ÂX\Y -module
Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y ). Hence the union F := ∪kFk is a coherent ÂX\Y -module.
Note that by definition, F is precisely the t-torsion part Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y )t−tors
of Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y ). Hence t acts locally nilpotently on F, and F is a coherent
OX\Y -module.
Let us us introduce the ÂX-module N˜k by setting
N˜k = j∗
(
(N̂k)
∗∗
)
.
By the classical Theorem 1.7, the N˜k are coherent OX -modules.
Let us write ik : N˜k → N˜k+1 for the map induced by the multiplication map
t : N̂k → N̂k+1 and pk : N˜k+1 → N˜k for the map induced by the natural projection
N̂k+1 → N̂k. Then we have a commutative diagram
N˜k
ik //
pk−1

t
❍
❍
❍
❍
❍
##❍
❍
❍
❍
❍
N˜k+1
pk

N˜k−1
ik−1 // N˜k .
Recall that we already know that the N˜k are coherent OX -modules. Thus,
in order to prove that lim
←−
N˜k is coherent it suffices to show, according to [KS3,
Proposition 1.2.18], that the pro-objects (see ibid.) “lim←−
′′
k
Ker(N˜k
t
−→ N˜k) and
“lim
←−
′′
k
Coker(N˜k
t
−→ N˜k) are locally represented by coherent ÂX-modules. These
pro-objects are isomorphic to “lim←−
′′
k
Ker(N˜k
ik−−→ N˜k+1) and “lim←−
′′
k
Coker(N˜k
ik−−→
N˜k+1), respectively. Hence lim←− N˜k is coherent as soon as
(6.14a) Ker(N˜k
ik−−→ N˜k+1)→ Ker(N˜k−1
ik−1
−−−→ N˜k) is an isomorphism
locally for k ≫ 0,
(6.14b) Coker(N˜k
ik−−→ N˜k+1) → Coker(N˜k−1
ik−1
−−−→ N˜k) is an isomorphism
locally for k ≫ 0.
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In order to prove the statements above we consider the following commutative
diagram:
(6.15)
0 // D
Â
N̂
tk+1 // D
Â
N̂ // (D
Â
N̂)
k+1
// 0
0 // D
Â
N̂
tk //
id
OO
D
Â
N̂ //
t
OO
(D
Â
N̂)
k
//
t
OO
0
with exact rows.
Dualizing the diagram, we obtain a commutative diagram
(N̂k+1)
∗∗
≀

Ext1
ÂX\Y
((D
Â
N̂)k+1, ÂX\Y )

// Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y )
tk+1//
t

Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y )
id

Ext1
ÂX\Y
((D
Â
N̂)k, ÂX\Y ) // Ext
1
ÂX\Y
(D
Â
N̂, ÂX\Y )
tk // Ext1
ÂX\Y
(D
Â
N̂, ÂX\Y )
(N̂k)
∗∗
≀
OO
Making use of (6.12) and (6.11), we obtain the commutative diagram:
(6.16)
0 // N̂k+1 //

(N̂k+1)
∗∗
pk|X\Y

// Fk+1
t

// 0
0 // N̂k // (N̂k)
∗∗ // Fk // 0
with exact rows. Here the commutativity of the right square follows from the
previous diagram.
As the first column is a surjection, we conclude:
Coker(pk)|X\Y ≃ Coker(Fk+1
t
−−→ Fk) .(6.17)
Hence along with (6.13), we obtain the estimate
codimX(Supp(Coker(pk))) ≥ 2 .(6.18)
We make one further observation at this point. From (6.16) we also obtain an
exact sequence
0→ N̂→ lim←−(N̂k)
∗∗ → lim←−Fk ,
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where the last projective system is given by
· · · → Fk+1
t
−→ Fk
t
−→ Fk−1 → . . . .
We now recall that
Fk ⊂ F := Ext
1
ÂX\Y
(D
Â
N̂, ÂX\Y )t−tors .
Since F is a coherent OX\Y -module, we obtain
(6.19)
Locally on X \ Y there exists a integer k0 such that
tk0Fk = 0 for all k.
This implies that
(6.20) lim
←−
Fk = 0 on X \ Y .
Thus, we obtain (6.3a). The remainder of this section is devoted to the proof
of (6.3b).
Let us consider a slight variant of (6.16):
0 // N̂k //
t

(N̂k)
∗∗ //
t

Fk //


0
0 // N̂k+1 // (N̂k+1)
∗∗ // Fk+1 // 0
where the rows are exact.
As N̂ is torsion free, the left vertical arrow is a monomorphism. As the right
vertical arrow is an inclusion, we conclude that (N̂k)
∗∗ t−→ (N̂k+1)
∗∗ is also a
monomorphism and hence
(6.21) The maps ik : N˜k → N˜k+1 are monomorphisms .
It of course implies (6.14a). It only remains to prove (6.14b).
We will argue next that the square
(6.22)
N˜k
ik−−−→ N˜k+1
pk−1
y ypk
N˜k−1
ik−1
−−−→ N˜k
is Cartesian.
To this end we consider the following commutative diagram:
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0 0 0y y y
0 −−−→ N̂k
(pk−1,ik)
−−−−−→ N̂k−1 ⊕ N̂k+1
(ik−1,−pk)
−−−−−−→ N̂ky y y
0 −−−→ (N̂k)
∗∗ (pk−1,ik)−−−−−→ (N̂k−1)
∗∗ ⊕ (N̂k+1)
∗∗ (ik−1,−pk)−−−−−−→ (N̂k)
∗∗y y y
0 −−−→ Fk
(t,id)
−−−→ Fk−1 ⊕ Fk+1
(id,−t)
−−−−→ Fky y y
0 0 0
The columns are exact as they are obtained from (6.12) and the top row is exact
as
N̂k
ik−−−→ N̂k+1
pk−1
y ypk
N̂k−1
ik−1
−−−→ N̂k
is Cartesian. We check easily that the bottom row is exact as follows. Let
(a, b) ∈ Fk−1 ⊕ Fk+1 such that a = tb. Then, clearly, b ∈ Fk. Thus, we conclude
that the middle row is also exact and hence
(N̂k)
∗∗ ik−−−→ (N̂k+1)
∗∗
pk−1
y ypk
(N̂k−1)
∗∗ ik−1−−−→ (N̂k)
∗∗
is Cartesian. As j∗ is a left exact functor we conclude that (6.22) is Cartesian.
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Let us now consider the following commutative diagram
0

0

0 // Ker(pk−1) //

Ker(pk) //

0

0 // N˜k
pk−1

ik // N˜k+1 //
pk

Coker(ik) //

0
0 // N˜k−1

ik−1 // N˜k //

Coker(ik−1) //

0
0 // Coker(pk−1)

// Coker(pk)

// Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k)

// 0
0 0 0
(6.23)
The fact that the square (6.22) is Cartesian implies
(6.24)
Coker(ik) → Coker(ik−1) and Coker(pk−1) → Coker(pk) are
monomorphisms.
Thus all the rows and columns in the diagram above are exact.
By induction on codim Y , it suffices to prove (6.14b) in the neighborhood of a
smooth point y of Y .
We will now analyze Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k). From (6.18) it follows that
(6.25) codimXSupp(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k)) ≥ 2.
We will next argue:
(6.26)
codimXSupp(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k)) ≥ 3 for k ≫ 0
on a neighborhood of y .
To do so, we write X locally as a product X ≃ Dm × Dℓ, where Dm is an
m-dimensional ball of radius 2 in Cm and Y corresponds to {0} × Dℓ and y to
(0, 0). Hence by the assumption, we have m ≥ 3. Let us write π : X → Dℓ
for the projection with respect to this decomposition. Let us take a relatively
compact neighborhood U of 0 ∈ Dℓ, and set W
′ := {z ∈ Dm ; 1/2 < |z| < 1} and
W := {z ∈ Dm ; |z| < 1}. By compactness, the Fk stabilize on W
′ × U :
(6.27)
there exists an integer k0 such that for k ≥ k0
Fk|W ′×U = Fk0|W ′×U .
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By (6.17), Coker(pk)|X\Y ≃ Fk/tFk+1 and therefore
Coker(pk−1)|W ′×U → Coker(pk)|W ′×U
is an isomorphism for k ≥ k0. Thus, the exactness of the bottom row in (6.23)
implies
Supp(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k))|W ′×U = ∅ for k ≥ k0.
Therefore, the projection π restricted to
Supp(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k)) ∩ (W × U) −−→ U
is proper and hence it is a finite morphism. This implies that
codimXSupp(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k)) ∩ (W × U) ≥ dimW ≥ 3
for k ≥ k0.
Thus, shrinking X if necessary, we may assume that
(6.28) codimXSupp(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k)) ≥ 3 for k ≫ 0.
Let us recall the Cartesian square (6.22):
(6.29) N˜k
pk−1

ik //

N˜k+1
pk

N˜k−1
ik−1 // N˜k .
We have seen that this Cartesian square has the following properties:
(i) the N˜k are reflexive OX -modules,
(ii) N˜k = 0 for k ≤ 0.
(iii) the ik are monomorphisms,
(iv) codimXSupp(Coker(pk)) ≥ 2,
(v) codimXSupp
(
Coker(N˜k−1 ⊕ N˜k+1 −−→ N˜k)
)
≥ 3 for k ≫ 0.
(6.30)
We dualize this square to obtain:
(6.31)
N˜∗k
p∗
k−−−→ N˜∗k+1
i∗
k−1
y yi∗k
N˜∗k−1
p∗
k−1
−−−→ N˜∗k.
Assuming only (6.30), we shall show that this square is Cartesian and it also
satisfies the properties in (6.30). Of course, (i) and (ii) are obvious.
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Because codimX(Supp(Coker(pk))) ≥ 2, we have:
(6.32) the maps p∗k are monomorphisms.
As (6.29) is Cartesian, the sequence
0 −−−→ N˜k
(pk−1,ik)
−−−−−→ N˜k−1 ⊕ N˜k+1
(ik−1,−pk)
−−−−−−→ N˜k
is exact. Let us brake this into two exact sequences:
(6.33) 0 −−−→ N˜k
(pk−1,ik)
−−−−−→ N˜k−1 ⊕ N˜k+1 −−−→ K −−−→ 0
and
(6.34) 0→ K→ N˜k → N˜k/K→ 0.
Dualizing the first exact sequence we obtain an exact sequence
(6.35) 0 −−−→ K∗ −−−→ N˜∗k−1 ⊕ N˜
∗
k+1
(p∗
k−1,i
∗
k
)
−−−−−→ N˜∗k .
By (6.30) (v), we conclude that codimX(Supp(N˜k/K)) ≥ 3. Hence (6.34)
implies that
N˜∗k = K
∗ .
The exact sequence (6.35) then reads as
0 −−−→ N˜∗k
(i∗
k−1,−p
∗
k
)
−−−−−−→ N˜∗k−1 ⊕ N˜
∗
k+1
(p∗
k−1,i
∗
k
)
−−−−−→ N˜∗k
and thus we conclude that (6.31) is Cartesian.
Let us now show that the i∗k satisfy (iv).
Dualizing
0 −−−→ N˜k
ik−−−→ N˜k+1 −−−→ Coker(ik) −−−→ 0
pk−1
y ypk y
0 −−−→ N˜k−1
ik−1
−−−→ N˜k −−−→ Coker(ik−1) −−−→ 0,
we obtain
(6.36) N˜∗k+1
i∗
k // N˜∗k
// Ext1(Coker(ik),OX)
N˜∗k
i∗
k−1 //
p∗
k−1
OO
N˜k−1 //
p∗
k
OO
Ext1(Coker(ik−1),OX).
OO
Let us now make a sequence of observations. First, Coker(ik) is torsion free as
Coker(ik) ⊂ Coker(i0) = N˜1 and N˜1 is torsion free. Hence, by Lemma 6.1, we
obtain:
codimXSupp(Ext
1(Coker(ik),OX)) ≥ 2
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and so
codimXSupp(Coker(i
∗
k)) ≥ 2,
that is, the ik satisfy the condition (6.30) (iii).
Second, let us consider the exact sequence
0 −−→ Coker(ik) −−→ Coker(ik−1) −−→ Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k) −−→ 0.
From it we obtain an exact sequence
(6.37) Ext1(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k),OX)→ Ext
1(Coker(ik−1),OX)
→ Ext1(Coker(ik),OX)→ Ext
2(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k),OX).
Now, by (6.30) (v), we conclude that, for a sufficiently large integer k0,
Extν(Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k),OX) = 0 for ν = 0, 1, 2 and k ≥ k0,
and hence
Ext1(Coker(ik−1),OX) ∼−→ Ext
1(Coker(ik),OX) for k ≥ k0.
From (6.36) we conclude that a sequence {Coker(i∗k)}k≥k0 is an increasing sequence
of coherent subsheaves of Ext1(Coker(ik0),OX). Possibly by shrinking X , we see
that
(6.38)
There exists an integer k1 such that
Coker(i∗k1)
∼−→ Coker(i∗k) for k ≥ k1 .
The following diagram dual to (6.23) has also exact rows and exact columns:
0

0

0 // Ker(i∗k−1)
//

Ker(i∗k)
//

0 //

0
0 // N˜∗k
i∗
k−1

p∗
k // N˜k+1∗ //
i∗
k

Coker(p∗k)
//

0
0 // N˜∗k−1

p∗
k−1 // N˜k //

Coker(p∗k−1)
//

0
0 // Coker(i∗k−1)

// Coker(i∗k)

// Coker(N˜∗k−1 ⊕ N˜
∗
k+1 −→ N˜
∗
k)

// 0
0 0 0
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Hence (6.38) implies that
Coker(N˜∗k−1 ⊕ N˜
∗
k+1 −→ N˜
∗
k) ≃ 0 locally for k ≫ 0.(6.39)
In particular the dual diagram (6.31) satisfies (6.30) (v).
We can now reverse this process and start from the dual diagram
(6.40)
N˜∗k
p∗
k−−−→ N˜∗k+1
i∗
k−1
y yi∗k
N˜∗k−1
p∗
k−1
−−−→ N˜∗k .
Dualizing it we obtain our original diagram
N˜k
ik−−−→ N˜k+1
pk−1
y ypk
N˜k−1
ik−1
−−−→ N˜k
All the hypotheses (6.30) are satisfied for the dual diagram (6.40), and therefore
the dual statement of (6.39) holds, namely
Coker(N˜k−1 ⊕ N˜k+1 −→ N˜k) = 0 locally for k ≫ 0.
Therefore the right column in (6.23) implies that Coker(ik) → Coker(ik−1) is an
isomorphism for k ≫ 0. Thus we established (6.14b), and the proof of Theo-
rem 1.6 is complete.
7. The commutative formal submodule extension theorem
In this section we give a proof of Theorem 1.11. Let us recall set-up. We
consider a complex manifold X and a subvariety Y of X of codimension at least
two and we write j : X\Y → X for the inclusion. Let N̂ be a coherent ÂX-module,
L̂ a torsion free coherent ÂX\Y -module and let ϕ : j
−1N̂։L̂ be an epimorphism
of ÂX\Y -modules. We will show that the image of N̂ → j∗L̂ is a coherent ÂX-
module.
Set L̂′ := D
Â
D
Â
L̂. Then L̂′ is a reflexive coherent ÂX\Y -module and we have
a monomorphism L̂֌L̂′ because L̂ is torsion free ÂX\Y -module.
We first observe:
(7.1) L̂/(L̂ ∩ tkL̂′) is torsion free coherent OX\Y -module.
The coherency is easily deduced for example from the fact that L̂, L̂′ are all
lattices. To argue that it is torsion free we note that L̂/(L̂∩ tkL̂′) ⊂ L̂′/tkL̂′ and
thus we are reduced to showing that L̂′/tkL̂′ is a torsion free OX\Y -module. This
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is a general fact about reflexive Â-modules which can be argued directly but also
follows immediately from (6.12).
Set N̂k = N̂/t
kN̂. Then we have an epimorphism j−1N̂k։L̂/(L̂ ∩ t
kL̂′). We
now apply the Siu-Trautmann Theorem 1.12 and conclude that N˜k := Im
(
N̂k →
j∗(L̂/(L̂∩ t
kL̂′))
)
is coherent. Then the morphism N̂→ j∗L decomposes into the
composition of N̂→ lim
←−
N˜k and a monomorphism
lim←− N˜k֌ lim←− j∗(L̂/(L̂ ∩ t
kL̂′)) ≃ j∗ lim←− L̂/(L̂ ∩ t
kL̂′) ≃ j∗L̂.
Hence we have reduced the problem to the coherency of lim←− N˜k. In order to
see this, we proceed as in the previous section and appeal to [KS3, Proposition
1.2.18].
We first decompose N˜k
t
−→ N˜k into a composition of two maps just as in the
previous section. We begin with the commutative diagram
N̂k
ik //
pk−1

t
❊
❊
❊
❊
❊
""❊
❊
❊
❊
❊
N̂k+1
pk

N̂k−1
ik−1 // N̂k
(7.2)
where we have written ik : N̂k → N̂k+1 for the multiplication map t : N̂k → N̂k+1
and pk : N̂k+1 → N̂k for the natural projection N̂k+1 → N̂k. The maps pk are,
obviously, epimorphisms. We have a similar commutative diagram on X \ Y
L̂/(L̂ ∩ tkL̂′)
ik //
pk−1

t
◗
◗
◗
◗
◗
◗
((◗◗
◗
◗
◗
◗
L̂/(L̂ ∩ tk+1L̂′)
pk

L̂/(L̂ ∩ tk−1L̂′)
ik−1 // L̂/(L̂ ∩ tkL̂′)
where the ik are monomorphisms and the pk are epimorphisms. Applying j∗ to
this diagram we obtain
(7.3)
j∗(L̂/L̂ ∩ t
kL̂′)
ik−−−→ j∗(L̂/L̂ ∩ t
k+1L̂′)
pk−1
y ypk
j∗(L̂/L̂ ∩ t
k−1L̂′)
ik−1
−−−→ j∗(L̂/L̂ ∩ t
kL̂′)
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where, by the left exactness of j∗, the ik are still monomorphisms. Taking the
image of the diagram (7.2) to the diagram (7.3) we obtain a commutative diagram
(7.4)
N˜k //
ik //
pk−1 
t
❋
❋
❋
❋
❋
""❋
❋
❋
❋
❋
N˜k+1
pk
N˜k−1 //
ik−1 // N˜k
where the ik are monomorphisms and the pk are epimorphisms.
In order to see that lim←− N˜k is a coherent ÂX-module, it suffices to prove the
following two statements:
(7.5a) Ker(N˜k
ik−−→ N˜k+1)→ Ker(N˜k−1
ik−1
−−−→ N˜k) is an isomorphism for k ≫ 0,
(7.5b) Coker(N˜k
ik−−→ N˜k+1) → Coker(N˜k−1
ik−1
−−−→ N˜k) is an isomorphism
for k ≫ 0,
by [KS3, Proposition 1.2.18]. The first stability (7.5a) is obvious. Let us show
(7.5b). We write Fk = Ker(pk) and then we have:
0 0 0y y y
0 −−−→ Fk−1 −−−→ Fk −−−→ Fk/Fk−1 −−−→ 0y y y
0 −−−→ N˜k
ik−−−→ N˜k+1 −−−→ Coker(ik) −−−→ 0
pk−1
y ypk yp′k
0 −−−→ N˜k−1
ik−1
−−−→ N˜k −−−→ Coker(ik−1) −−−→ 0y y y
0 −−−→ 0 −−−→ Coker(p′k) −−−→ 0y
0
From this commutative diagram with exact rows and columns we conclude that
it is enough to show that Fk−1 → Fk is an isomorphism for k ≫ 0. We also note
that the Fk are torsion free OX -modules as they are submodules of the torsion
free OX -module N˜k.
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Let us first work locally outside of Y . Outside of Y we have
(7.6) Fk|X\Y = Ker
( L̂
L̂ ∩ tk+1L̂′
→
L̂
L̂ ∩ tkL̂′
)
=
L̂ ∩ tkL̂′
L̂ ∩ tk+1L̂′
.
We now identify
(7.7) Fk|X\Y =
t−kL̂ ∩ L̂′
t−kL̂ ∩ tL̂′
⊂
L̂′
tL̂′
.
Under this identification the map t : Fk−1 → Fk becomes an inclusion and we
get an increasing family of coherent subsheaves of L̂′/tL̂′. By the Noetherian
property this sequence stabilizes locally on X \ Y .
Let us now work in the neighborhood of a point y ∈ Y . We then proceed in the
same manner as in the last section. We writeX locally as a productX = Dm×Dℓ,
where Dm is anm-dimensional ball of radius 2 in C
m, Y = {0}×Dℓ and y = (0, 0).
Let us write π : X → Dℓ for the projection with respect to this decomposition.
We consider a relatively compact open neighborhood K of y of the form:
(7.8) K = {z ∈ Dm ; ‖z‖ < 1} × U ,
where U is a relatively compact open neighborhood of y ∈ Dℓ. Since the Fk
stabilize on any compact subset of X \ Y , the projection Supp(Fk/Fk−1) ∩ (W ×
U)→ U is a finite map and this implies that
codimXSupp(Fk/Fk−1) ∩ (W × U) ≥ 2 for k ≥ k0.
Hence shrinking X if necessary, we may assume that codimXSupp(Fk/Fk−1) ≥ 2
for k ≥ k0. It implies that F
∗∗
k−1 → F
∗∗
k is an isomorphism for k ≥ k0. As Fk is
torsion free, Fk ⊂ F
∗∗
k . Thus, again by the Noetherian property, the increasing
sequence Fk ⊂ F
∗∗
k0
locally stabilizes. This concludes the argument.
8. Comparison of the formal and convergent cases
In this section we prove Theorem 1.9. Let us recall the statement. We are
given a locally free AX−Y -module M of finite rank on X−Y and we assume that
M̂ := ÂX−Y ⊗AX−Y M extends to a locally free ÂX-module to all of X . We are to
show that if dimY ≤ dimX − 2, then M also extends to locally free AX-module
on all of X .
Let us begin with a reduction. The question being local, we can assume,
proceeding by induction, that we are working in the neighborhood of a smooth
point y of Y . Furthermore, we can and will assume that the codimension of Y is
precisely two. We can do so because if Y is not of codimension two we can always
replace it in the neighborhood of y by a larger codimension two submanifold.
Furthermore, we may assume that M̂ is a free ÂX\Y -module.
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Thus, we are reduced to the following situation. Let us write Cm = C2×Cm−2.
Let us consider a small neighborhood
W = {(z1, . . . , zm) ∈ C
m ; |zi| < ρ for all 1 ≤ i ≤ m}
of the origin. We consider W as a neighborhood of a smooth point y ∈ Y in X
such that y corresponds to the origin and Y in the neighborhood of y to the locus
({0} × Cm−2) ∩W . Let us write Z = ({0} × Cm−2) ∩W . We now restate out
hypotheses in this context. We are given a locally free AW−Z-moduleM onW−Z
such that the corresponding ÂW−Z module M̂ is trivial onW −Z. If we can show
that the locally free module M is trivial onW −Z then it of course would extend.
This is probably true, but we will prove a slightly weaker statement where we
shrink the neighborhood W . This is harmless for our purposes. Let us then write
(8.1) N = {(z1, . . . , zm) ∈ C
m | |zi| < ρ
′} ⊂ W
for ρ′ < ρ and we consider the following family of open subsets of N :
(8.2) Nδ = N \ {(z1, . . . , zm) ∈ C
m; | |z1| ≤ δ, |z2| ≤ δ} ;
where we vary δ with 0 ≤ δ < ρ′. Note that N¯ ⊂ W and N¯δ ⊂W \Z are compact
for δ > 0.
From the discussion above we conclude that Theorem 1.9 follows from the
claim:
(8.3) M is trivial on N0.
We first observe that:
(8.4) M is trivial on N0 if it is trivial on Nδ for all sufficiently small δ > 0 .
Let us argue this. We write d for the rank of M. For all small δ we have an
isomorphism
A⊕dNδ
∼−−→
fδ
M|Nδ .
For δ′ < δ we then have a map
A⊕dNδ
f−1
δ′
◦fδ
−−−−→ A⊕dN ′
δ
,
which is defined and is an isomorphism on Nδ. By Hartogs’ theorem this map
extends to all of N . Let us write rδ′,δ for the resulting automorphism of A
⊕d
N .
Then we have
fδ = fδ′ ◦ rδ′,δ on Nδ .
As the right hand side of the formula is defined on Nδ′ for any 0 < δ
′ < δ we see
that the map fδ extends to an isomorphism
A⊕dN0
∼−→
f0
M|N0 .
Thus we have established (8.4).
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We will now work on a particular Nδ keeping the assumption that δ is small.
This hypothesis will be used at some point for purely technical reasons.
We now consider M on N¯δ. As M̂ is locally free, M is also a locally free AW\Z-
module. Hence there will be a finite open cover Vi of N¯δ so that M is trivial on Vi.
We choose particular trivializations on each of the Vi. As the cover is finite, we
can find a C > 0 such that all the transition functions take values in GLd(AC).
We conclude
(8.5)
there exist C > 0 and a locally free (ACX |Nδ)-module MC
such that M|Nδ ≃ AX |Nδ ⊗ACX |Nδ
MC .
We will be working with transition functions and to this end we need to set up
some notation. Let us consider the groups GLd(AC), GLd(A), and GLd(Â). As
usual, we will write gld for d× d-matrices and consider it as a group via its usual
additive structure.
Let us introduce the Banach algebra gld(AC). Pick a ∈ gld(AC). We write
(8.6) a =
∞∑
n=0
ant
n with an ∈ gld(C) (n ≥ 0).
We now define a norm on gld(AC) in the following manner
(8.7) ‖a‖C =
∞∑
n=0
‖an‖
Cn
n!
where ‖an‖ is the operator norm on gld(C) .
Thus, we have
(8.8) for a ∈ gld(A), a ∈ gld(AC) if and only if ‖a‖C <∞.
Therefore gld(AC) is a Banach algebra and GLd(AC) consists of units in the
Banach algebra gld(AC). Also, gld(A) is a topological algebra and we can view
GLd(A) as units in gld(A). We have, of course,
(8.9) gld(A) = lim−→
C>0
gld(AC), GLd(A) = lim−→
C>0
GLd(AC).
It follows from Lemma 3.1 and Proposition 3.2 that
(8.10) The rings AC and A are local rings .
Thus, it is easy to describe the units. Let a ∈ gld(AC). We write it as in (8.6).
Then
(8.11) a ∈ GLd(AC) if and only if a0 ∈ GLd(C) .
Let us consider the canonical map GLd(AC)→ GLd(C) mapping a 7→ a0. Let us
write
ΓC = Ker(GLd(AC)→ GLd(C)) .
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We then obtain a semidirect product
GLd(AC) = ΓC ⋊GLd(C) .
Now,
ΓC = {1 +
∞∑
n=1
ant
n |
∞∑
n=1
‖an‖
Cn
n!
<∞}
and hence ΓC is contractible and therefore GLd(AC) and GLd(C) have the same
homotopy type. Thus we conclude
Proposition 8.1. On a complex manifold there is natural bijection between topo-
logical rank d vector bundles and topological AC-bundles of rank d.
We will now make use of a result of Bungart. Let B be a Banach algebra and
let us write B× for the units in B. Then
Theorem 8.2. On a Stein space there is a natural bijection between isomorphism
classes of holomorphic B×-bundles and topological B×-bundles.
For a proof, see [Bu, Theorem 8.1].
We will apply this result for B = gld(AC) in which case B
× = GLd(AC). Set
(8.12) Ui = {(z1, . . . , zN) ∈ Nδ ; |zi| > δ} for i = 1, 2.
The Ui (i = 1, 2) form a Stein cover of Nδ.
As the Ui have the homotopy type of a circle all topological complex vector
bundles on them are trivial. Making use of the proposition and theorem above
we conclude:
(8.13) The restrictions MC |Ui are trivial .
We now trivialize the bundle MC on U1 and U2. This way we obtain an element
c ∈ GLd(A
C
Nδ
(U1 ∩ U2)), i.e., c is a holomorphic function on U1 ∩ U2 with values
in GLd(AC). As the corresponding formal bundle M̂ is trivial on Nδ this class is
trivial in H1(Nδ, GLd(ÂNδ)) and therefore there are elements a ∈ GLd(AˆN(U1))
and b ∈ GLd(AˆN(U2)) such that c = ab. The elements a and b are unique up to
an element e ∈ GLd(AˆN(Nδ)), i.e., we can replace the pair (a, b) by (ae, e
−1b).
Note that, by Hartogs’ theorem GLd(AˆN(Nδ)) = GLd(AˆN(N)) and so we view
e ∈ GLd(AˆN(N)).
Our goal is to choose the e ∈ GLd(AˆN(N)) in such a way that ae ∈ GLd(AN(U1))
and e−1b ∈ GLd(AN(U2)) showing that the bundle M is trivial on Nδ. In this
process we will replacing the C by a smaller constant.
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We write
c =
∞∑
n=0
cnt
n c0 ∈ GLd(ON(U1 ∩ U2)) cn ∈ gld(ON (U1 ∩ U2)) for n ≥ 1,
a =
∞∑
n=0
ant
n a0 ∈ GLd(ON (U1)) an ∈ gld(ON (U1)) for n ≥ 1,
b =
∞∑
n=0
bnt
n b0 ∈ GLd(ON (U2)) bn ∈ gld(ON (U2)) for n ≥ 1.
The fact that c = ab amounts to the equations
(8.14) cn =
n∑
i=0
aibn−i .
As a first step let us deal with the first terms a0, b0, and c0. We replace the
term c by a−10 cb
−1
0 , the term a by a
−1
0 a, and the term b by bb
−1
0 . This modification
reduces us to the situation where
(8.15) a0 = 1, b0 = 1, c0 = 1 .
We will now expand the term a in the z1 coordinate and the term b in the z2
coordinate.
(8.16)
a = a+ + a−, a =
∞∑
ℓ=−∞
gℓ(z2, . . . , zm)z
ℓ
1,
a+ =
∑
ℓ≥0
gℓ(z2, . . . , zm)z
ℓ
1, a
− =
∑
ℓ<0
gℓ(z2, . . . , zm)z
ℓ
1
and
(8.17)
b = b+ + b−, b =
∞∑
ℓ=−∞
hℓ(z1, zˆ2, . . . , zm)z
ℓ
2,
b+ =
∑
ℓ≥0
hℓ(z1, zˆ2, . . . , zm)z
ℓ
2, b
− =
∑
ℓ<0
hℓ(z1, zˆ2, . . . , zm)z
ℓ
2.
We now choose the element e. We will make use of it in the following form:
e =
∞∏
n=1
(1 + ent
n) = (1 + e1t)(1 + e2t
2)(1 + e3t
3) · · · , en ∈ gld(ON (N)) .
With a suitable choice of {ek}k≥1, we define
a(k) ∈ GLd(AˆN(U1), ) b(k) ∈ GLd(AˆN(U2))
such that
a(k + 1) = a(k)(1 + ekt
k) b(k + 1) = (1 + ekt
k)−1b(k) ,
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with the initial conditions a(1) = a, b(1) = b. Then we can easily see that
a(m)k = a(k + 1)k = a(k)k + ek for m ≥ k + 1.
We make the following choice
ek = −a(k)
+
k .
The end result is as follows:
(8.18) ae has the property that for all n ≥ 1 (ae)+n = 0 .
Here a+ =
∑∞
n=0 a
+
n t
n is given in (8.16).
Thus, after replacing a by ae and b by e−1b we have
(8.19) c = ab, a+n = 0 for all n ≥ 1 .
We claim that after this modification both a and b are convergent:
Proposition 8.3. If c ∈ GLd(AN(U1 ∩ U2)) can be written as c = ab with
a ∈ GLd(ÂN(U1)) and b ∈ GLd(ÂN(U2)) such that a
+
n = 0 for n ≥ 1 then
a ∈ GLd(AN(U1)) and b ∈ GLd(AN(U2)) .
In particular this proposition implies that the bundle associated to the cocycle
c is trivial thus completing the proof. The rest of this section is devoted to the
proof of this proposition.
In order to prove the lemma we need to make estimates on an exhaustive family
of compact sets. First let us write
(8.20) K = {(z1, . . . , zm) ∈ C
m | |zi| ≤ R} ⊂ N
We choose the families in the following manner
K1 = {(z1, . . . , zm) ∈ K | 0 < r ≤ |z1|} ⊂ U1,
K2 = {(z1, . . . , zm) ∈ K | 0 < r ≤ |z2|} ⊂ U2,
K12 = K1 ∩K2 = {(z1, . . . , zm) ∈ K | 0 < r ≤ |z1| 0 < r ≤ |z2|} ⊂ U1 ∩ U2 .
In the arguments that follow we make the convention that
Assumption 8.4. We will from now on assume that R/r ≥ 16. We can always
achieve this by enlarging the compact sets Ki by shrinking the r.
Note that shrinking the r also force as to consider only those δ that are suffi-
ciently small.
Remark 8.5. The choice R/r ≥ 16 is of course rather arbitrary and simply
depends on the way we write the estimates in Lemma 8.7.
Let us recall our norm ‖ ‖ for gld(AC). We have set
‖f‖ =
∞∑
n=0
‖fn‖
Cn
n!
for f =
∞∑
n=0
fnt
n ∈ gld(AC),
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where ‖fn‖ denotes the operator norm of fn ∈ gld(C).
Given a holomorphic function h : U → gld(C) on an open set U , its norm ‖h‖
stands for the continuous function on U whose value at x ∈ U is ‖h(x)‖. If
K ⊂ U is compact, we write ‖h‖K for the sup norm of ‖h‖ on K, i.e.,
(8.21) ‖h‖K = sup
x∈K
‖h(x)‖ .
We will be using this notation for the elements a, b, and c. As analytic functions
achieve their maximum on the boundary of the region, we make the following
observations:
(8.22)
maximum on K1 is achieved on
{|z1| = r, |zi| = R for i 6= 1} ∪ {|zi| = R for all i} .
Similarly we see that
(8.23)
maximum on K2 is achieved on
{|z2| = r, |zi| = R for i 6= 2} ∪ {|zi| = R for all i} .
Finally, the maximum on K12 = K1 ∩K2 is achieved on
{|z1| = r, |z2| = r, |zi| = R for i 6= 1, 2} ∪ {|z1| = r, |zi| = R for i 6= 1}∪
{|z2| = r, |zi| = R for i 6= 2} ∪ {|zi| = R for all i} .
Remark 8.6. We will make crucial use of the fact that the maximum on K1 and
K2 are achieved on K12. Hence we have
‖h‖K1 = ‖h‖K12 for a holomorphic function h defined on U1.
‖h‖K2 = ‖h‖K12 for a holomorphic function h defined on U2.
This allows us to compare the norms on different compact sets.
Let us now consider the element c ∈ GLd(AN(U1 ∩ U2)). Given the compact
set K12 there exists a D > 0 such that
(8.24) ‖cn‖K12 ≤ D
nn! for all n .
Note that our element c actually lies in GLd(A
C
N(U1∩U2)) but we do not actually
need to use this fact here as we argue on a family of compact sets. We need to
show that we can find a possibly larger D˜ such that
(8.25) ‖an‖K1 ≤ D˜
nn! and ‖bn‖K2 ≤ D˜
nn! for all n .
We will be proceeding by induction which we will begin at some particular n0
which will be chosen below. Let us now consider the induction step and so we
assume that assume that we have the estimate (8.25) up to n− 1.
To this end, we consider the equation
(8.26) cn = bn +
n−1∑
i=1
aibn−i + an .
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and use it bound the norms of an and bn. Let us first observe that by the remark
above we have
(8.27) ‖ai‖K1 = ‖ai‖K12, ‖bi‖K2 = ‖bi‖K12 .
Thus all the estimates in the rest of this section can be done on K12. We now
have:
(8.28) ‖
n−1∑
i=1
aibn−i‖K12 ≤
n−1∑
i=1
‖ai‖K12‖bn−i‖K12 ≤
n−1∑
i=1
i!(n− i)!D˜n
Let us write
(8.29) ǫn =
∑n−1
i=1 i!(n− i)!
n!
=
n−1∑
i=1
1(
n
i
) .
Then
(8.30) ‖
n−1∑
i=1
aibn−i‖K12 ≤ ǫnD˜
nn!
and we conclude that
(8.31) ‖cn −
n−1∑
i=1
aibn−i‖K12 ≤ D
nn! + ǫnD˜
nn! = (Dn + ǫnD˜
n)n!.
Note that:
(8.32) lim
n→∞
ǫn = 0 .
Thus, given any ǫ with 0 < ǫ < 1 we will choose n0 and D˜ such that
(8.33a) (8.25) is satisfied for all n ≤ n0,
(8.33b) for n ≥ n0 we have ǫn <
ǫ
2
,
and
(8.33c) D˜ >
2D
ǫ
.
With these choices we can now prove the estimate (8.25) by induction beginning
with n0 and making use of (8.31). So we assume that the estimate (8.25) has
been proved up to n− 1. Then
(8.34) ‖an + bn‖K12 = ‖cn −
n−1∑
i=1
aibn−i‖K12 ≤ (D
n + ǫnD˜
n)n! .
But now, using (8.33), we see that
(8.35) Dn + ǫnD˜
n < ǫD˜n .
MICRODIFFERENTIAL SYSTEMS AND THE CODIMENSION-THREE CONJECTURE 43
Thus, we have
(8.36) ‖an + bn‖K12 ≤ ǫD˜
nn! .
Now, using (8.19), i.e., the fact that a+n = 0 for n ≥ 1 we conclude, for n ≥ 1,
that
(8.37) ‖a−n + b
−
n + b
+
n ‖K12 ≤ ǫD˜
nn! .
We now apply the following
Lemma 8.7. Set fn = b
+
n + b
−
n + a
−
n . Then there exists a universal constant
E ≤ 8, only depending on K12, such that
‖b+n ‖K12 ≤ E‖fn‖K12, ‖b
−
n ‖K12 ≤ E‖fn‖K12 , ‖a
−
n ‖K12 ≤ E‖fn‖K12 .
Let us first argue that this lemma will finish our induction argument. It im-
mediately implies that
(8.38) ‖b+n ‖K12 ≤ EǫD˜
nn! , ‖b−n ‖K12 ≤ EǫD˜
nn! , ‖a−n ‖K12 ≤ EǫD˜
nn! ;
and furthermore that
‖bn‖K2 = ‖bn‖K12 ≤ ‖b
+
n ‖K12 + ‖b
−
n ‖K12 ≤ 2EǫD˜
nn! ,
and
‖a−n ‖K1 = ‖a
−
n ‖K12 ≤ EǫD˜
nn! .
Thus, any choice of ǫ < 1
2E
allows us to obtain (8.25) and hence our induction is
complete.
It remains to prove the lemma.
Proof of Lemma 8.7. We first observe that it is enough to consider the casem = 2
as it is enough to prove estimates for fixed z3, . . . , zm with |zi| = R. So, we let
m = 2.
We make the following observations:
(8.39a)
The term ‖b+n (z)‖ obtains its maximum ‖b
+
n ‖K12 on the locus
where |z1| = R and |z2| = R,
(8.39b)
The term ‖b−n (z)‖ obtains its maximum ‖b
−
n ‖K12 on the locus
where |z1| = R and |z2| = r,
(8.39c)
The term ‖a−n (z)‖ obtains its maximum ‖a
−
n ‖K12 on the locus
where |z1| = r and |z2| = R.
We first assume that
(8.40) ‖b+n ‖K12 ≥
1
4
max{‖b−n ‖K12, ‖a
−
n ‖K12}.
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Then by using the Schwarz lemma we see that
(8.41)
On the set where |z1| = R and |z2| = R we have
‖b−n (z)‖ ≤
r
R
‖b−n ‖K12 ≤
4 r
R
‖b+n ‖K12 ≤
1
4
‖b+n ‖K12
‖a−n (z)‖ ≤
r
R
‖a−n ‖K12 ≤
4 r
R
‖b+n ‖K12 ≤
1
4
‖b+n ‖K12 ;
the last inequalities follow from our Assumption 8.4. As ‖b+n (z)‖ assumes is
maximum on the set |z1| = |z2| = R, we have
‖b+n ‖K12 = ‖fn − a
−
n − b
−
n ‖|z1|=|z2|=R ≤ ‖fn‖K12 + (1/4 + 1/4)‖b
+
n ‖K12.
We then conclude
(8.42) ‖b+n ‖K12 ≤ 2‖fn‖K12 ,
and so then also by (8.40)
(8.43) ‖b−n ‖K12 ≤ 8‖fn‖K12 , ‖a
−
n ‖K12 ≤ 8‖fn‖K12 .
Let us now assume
(8.44) ‖b+n ‖K12 <
1
4
max{‖b−n ‖K12, ‖a
−
n ‖K12} .
We first assume that max{‖b−n ‖K12 , ‖a
−
n ‖K12} = ‖b
−
n ‖K12. Then, again by uti-
lizing the Schwarz lemma, we obtain
(8.45)
On the set where r ≤ |z2| ≤ R and |z1| = R we have
‖a−n (z)‖ ≤
r
R
‖a−n ‖K12 ≤
r
R
‖b−n ‖K12 ≤
1
16
‖b−n ‖K12,
where we have again made use of assumption 8.4. As ‖b−n (z)‖ achieves its maxi-
mum on the set where |z2| = r and |z1| = R, we have
‖b−n ‖K12 = ‖fn − a
−
n − b
+
n ‖|z2|=r,|z1|=R ≤ ‖fn‖K12 + (1/16 + 1/4)‖b
−
n ‖K12,
which implies
(8.46) ‖b−n ‖K12 ≤ 2‖fn‖K12 ,
and hence also
(8.47) ‖b+n ‖K12 ≤ 2‖fn‖K12 , ‖a
−
n ‖K12 ≤ 2‖fn‖K12 .
Finally, we consider the remaining case max{‖b−n ‖K12 , ‖a
−
n ‖K12} = ‖a
−
n ‖K12 >
4‖b+n ‖K12 . Again by the Schwarz lemma, we obtain
(8.48)
On the set where r ≤ |z1| ≤ R and |z2| = R we have
‖b−n (z)‖ ≤
r
R
‖b−n ‖K12 ≤
r
R
‖a−n ‖K12 ≤
1
16
‖a−n ‖K12 .
As ‖a−n (z)‖ achieves its maximum on the set where |z1| = r and |z2| = R we then
conclude that
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(8.49) ‖a−n ‖K12 ≤ 2‖fn‖K12,
which implies
(8.50) ‖b+n ‖K12 ≤ 2‖fn‖K12, ‖b
−
n ‖K12 ≤ 2‖fn‖K12 .

Remark 8.8. For the purposes of the codimension-three conjecture it would
have sufficed to prove this theorem for dimY ≤ dimX − 3. Then one can give a
slightly different argument which is not substantially different from the argument
presented here. We note, however, that in the case dimY ≤ dimX − 3 formal
triviality on W −Z amounts to triviality of the associated rank d complex vector
bundle.
9. Open problems
In this section we discuss open problems which are closely related to our main
result.
One can prove the following result.
Proposition 9.1. The category of regular holonomic EX-modules is a full sub-
category of the category of regular holonomic ÊX-modules
Thus, it is natural to conjecture:
Conjecture 9.2. The category of regular holonomic EX-modules is equivalent to
the category of regular holonomic ÊX-modules
Let us fix supports and consider the subcategories or regular holonomic EX-
modules and regular holonomic ÊX-modules where the objects have a fixed conic
Lagrangian support Λ. One can check that the two categories coincide outside a
codimension one locus in Λ by direct verification. On the other hand, by making
use of Theorem 1.11, it suffices to show that the categories are equivalent outside
of a codimension two locus. Thus the problem is reduced to pure codimension
one locus on Λ.
Recall that we wrote PerΛ for the stack of regular holonomic EX-modules in the
introduction where we also discussed the general structure of PerΛ. In particular,
in [GMV2] a description of the stack PerΛ is given in terms of the geometry of
Λ outside of a certain codimension two locus Λ≥2. As our main theorem implies
that we can ignore a codimension three locus on Λ and we know that for any
open U ⊂ T ∗X the functor PerΛ(U)→ PerΛ(U \Λ
≥2) is fully faithful we are left
with the following problem:
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Problem 9.3. Describe, in terms of the geometry of Λ the conditions imposed by
the codimension two locus Λ2 which cut out the subcategory PerΛ(U) in PerΛ(U \
Λ≥2).
Finally, microlocal perverse sheaves can be defined with arbitrary coefficients.
Thus we can consider the stack PerΛ(k) of microlocal perverse sheaves with co-
efficients in k on T ∗X supported on Λ. It is natural to conjecture:
Conjecture 9.4. The codimension-three conjecture holds for the stack PerΛ(k)
when k is, for example, Z or a field of positive characteristic.
We have neither any evidence nor a strategy of proof for this conjecture.
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