A vital attribute of electrical power network is the continuity of service with a high level of reliability. This motivated many researchers to investigate power systems in an effort to improve reliability by focusing on fault detection, classification and localization. In this paper, a new protective relaying framework to detect, classify and localize faults in an electrical power transmission system is presented. This work will extract phase current values during (1 4 )th of a cycle to generate unique signatures. By utilizing principal component analysis (PCA) methods, this system will identify and classify any fault instantaneously. Also, by using the curve fitting polynomial technique with our index pattern obtained from the unique fault signature, the location of the fault can be determined with a significant accuracy.
Introduction
Fault detection and localization is a focal point in the research of power systems area since the establishment of electricity transmission and distribution systems. The objectives of a power system fault analysis is to provide enough information to understand the reasons that lead to an interruption and to, as soon as possible, restore the handover of power, and perhaps minimize future occurrences if possible at all. Analysis should indeed provide us with an understanding of the network that can lead to producing a set of preventive measures which can be implemented to reduce the likelihood of equipment damage. Circuit breakers and other control elements are designed to help protective relays to take appropriate actions [1, 2] and thus minimize damage and length of interruption. Prompt detection of a fault will have a significant impact on the equipment safety since it will engage the circuit breakers instantaneously and before any significant damage occurs. In recent years, with an increase in the number of power system networks within one control center, the behavior and effect of faults became more complex and as a result, fault impacted area has expanded. Researchers in applied mathematics and signal processing have developed many techniques for the detection, classification and localization of faults in electrical power systems and used them in conjunction with relaying and protection devices. Recent tools include Artificial Neural Network (ANN) and Wavelets among other powerful pattern recognition and classification tools. ANN based algorithms depend on indentifying the different patterns of system variables using impedance information. The proposed neural network architectures suffer from a large number of training cycles and a high computational burden. Another significant drawback for using ANN is that the resolution is not efficient since it can be a very sparse network with the need for large size training data adding an additional burden on its computational complexity [3] [4] [5] [6] . Wavelet transform has been proposed by many to decompose voltage and current waves in an effort to identify a fault. It has been reported that wavelet transform based methods for fault detection are fast and effective analysis methods [7] . Others incorporated wavelet transform with other methods such as Probabilistic Neural Network (PNN), adaptive resonance theory, adaptive neural fuzzy inference system, and support vector machines [8] [9] [10] [11] . Fuzzy logic was also combined with discrete Fourier transform, adaptive resonance theory, principles of estimation and independent component analysis to enhance performance [11] [12] [13] [14] [15] [16] . In comparison with ANN, Fuzzy logic systems are subjective and heuristic and in general, they are simpler than the wavelet transform or the neural network based techniques. Unfortunately, most of the available tools for fault detection and classification are not efficient and are not investigated for real time implementation [4] . There is a need for new algorithms that have high efficiency, general applicability, and suitable for real time usage. In this work, we present a protection scheme consisting of three stages; the first stage includes the fault detection and classification based on patterns generated from phase current while the second stage is to initiate the classification process via PCA to declare the occurrence of a fault, if any, and its type. For the third stage, and once a fault is declared, a localization process is initiated to determine the fault location by combining our pattern indices generated from the unique fault signatures and the polynomial curve fitting technique. This framework is illustrated in Figure 1. 
Signature Estimation of Fault Signal
Figure 2 represents a 3-phase system signals in the time domain extracted from a power system. In Part a, the three current signals from each phase are shown while part b is showing the diagram of the difference signal, S, from an unbalanced three-phase system.
The difference signal S between current signal and its previous reading at each (1 4 ) th of a cycle is generated at the sending end of the transmission line. The difference signal, shown in Figure 2(b) , at each instant of time is assumed to model a line equation of the form:
where A, B and C are constant derived from line specific intersect points. Once S is modeled using the line equation given in Equation (1), it is used to transform the data into a phasor domain by transforming each value of the difference signal as a magnitude and phase of its line tors in the ρ-λ space as
The magnitude and phase values for this new vector representation are computed using Equations (3) and (4) as follows:
where r and k  are the mathematical magnitude and phase at each value of the S signal, respectively. Considering three variables for the three phases a, b, and c, we will produce the following 3-phase set of equations: Our data transformation is followed by a transformation into symmetrical components via the symmetrical components technique [17] , which allows for systematic analysis and design of three phase systems as shown in Equation (6) . In the left hand side of Equation (6) are the sought symmetric quantities while the right hand side is the system phasor quantities. In Equation (7) we replace the phasor quantities of Equation (6) by our transformed data of the difference signal S, 
This allows us to capture the symmetric components of S by generating positive and negative patterns of each instant. Hence for total k samples, the symmetrical components will be: 
over a time series all within (1/4)th of a cycle, we generate, shown in Equation (9), the positive and negative signatures which is a model for any unbalanced and nondeterministic time threephase system which was allowed by symmetrical components method utilization. Figure 3 shows a plot of the unique signature of phase a in a 3-phase system with a fault a-g only while samples of other signatures are shown in the experimental work in Section 4.
The output of this process will then be supplied into the classification process to detect the fault and obtain a classification for the event. This proposed work is implemented and simulated using several PSCAD simulations. In Figure 4 a functional block diagram for the framework steps is shown.
Principal Component Analysis (PCA) Based Fault Detection and Classification Method
PCA has proven to achieve excellent results in feature extraction and data reduction in large datasets [18] [19] [20] .
Typically PCA is utilized is to reduce the dimensionality of a dataset in which there is a large number of interrelated variables while the current variation in the dataset is maintained as much as possible [21] . The principal components (PCs) are calculated using the covariance matrix after a simple normalization procedure. The covariance matrix is, then calculated for these patterns simply as
where ia  and ia P  , generated earlier per Equation (9), are the positive and negative patterns respectively, ia P  and ia  the mean of ia P P  , ia respectively, and k is the number of samples used. Projection into the PC space is performed by using
where C is the covariance matrix; α i is the principal component in the i th dimension and i  is its corresponding eigenvalue. Projecting the normalized data
onto the principal components, a new vector of data will be generated (PC1, PC2). Accompany the usage of PCA for feature extraction is the usage of a similarity measure usually as a distance measure. These may include Chebyshev, Euclidean, Manhattan, City Block, Canberra, and Minkowski, [22, 23] . In this paper, the Euclidean distance measure is adapted as shown in Equation (12) .
2 stored
The classification process of a fault is divided into two stages; the first is the training procedure using all signatures generated prior to testing, to enforce their projections onto the principal components space. The second stage is the testing process, in which steps in Figure 3 are followed to project the test pattern onto PCA space followed by measuring for similarity of the PCs using the Copyright © 2012 SciRes. EPE
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minimum distance between the stored projections and test one. This minimum distance will identify a match of a pattern to a fault or no fault at all. In Figure 5 we display the general framework for fault classification.
Experimental Results on Fault Detection and Classification
Using the simulation package PSCAD, transmission line model shown in Figure 6 is used to simulate our framework. The network is composed of two sources, 220 kv each, that are connected by the transmission line with zero sequence parameter Z(0) = 82.5 + j308 Ω and a positive sequence impedance Z(1) = 8.25 + j94.5 Ω while ES = 220 kv and ER = 220∠δ kv. We also, to show the validity of our algorithm on a more complex network, simulate our framework using a 6 bus network as shown in Figures 10-12 . The Power system fault classifier was tested to classify the faults into a-g, b-g, cg, ab-g, ac-g, bc-g, ab, ac, bc, or abc using a total 220 samples for testing.
Classification accuracy is presented in the confusion matrix in Table 1 . These results were obtained with one template/pattern in the training data set. Table 2 displays the results storing two templates in the training set. The error percentage in the later case is zero. Results are considered to be of significant improvement over the traditional approaches. 
Fault Localization
This framework can also be expanded to include a fault localization procedure. In this paper, the fault location is calculated by combining the curve fitting polynomial technique with our unique pattern indices that are generated from the signatures as follows:
where a , a are the positive and negative Pattern indices for phase a. Using curve fitting, a training set is produced for the positive and negative pattern cific fault resistance. To estimate the fault location, the positive and negative Pattern indices of the real incident/test signals are determined and projected onto the fitted curve polynomial. An average of the two readings is taken as the fault location.
is the average distance of the previous estimates taken to be an accurate estimate of the fault location. The estimated distance in the first polynomial curve fitting is dependent on the specific value of the fault resistance and so if the fault to occur at a different values of fault resistance, that is, at a fault resistance not used in the first polynomial curve fitting, then an error in the distance estimate will occur. However, the error can be compensated by accounting for the difference in the fault resistance. That is, ∆R, the difference between the new fault resistance and the one used in the training, is used to generate a new polynomial curve to extract the corresponding ∆D. Upon testing and if there is any change in fault resistance then ∆D, the error in the distance, will be added to the calculated fault distance as shown in (15) .
The error in fault location is given as (16) .
where D is the estimated fault distance, Exact is the exact fault distance, and L is the transmission line total length, the functional block diagram as shown in Figure 13 .
Experimental Results on Fault Localization
Using the simulation package PSCAD, transmission line model shown in Figure 6 (a) is used to simulate our framework. The network is composed of two sources, 220 kv each, that are connected by the transmission line with zero sequence parameter Z(0) = 82.5 + j308 Ω and a positive sequence impedance Z(1) = 8.25 + j94.5 Ω while ES = 220 kv and ER = 220∠δ kv. We also, to show the validity of our algorithm on a more complex network, simulate our framework using a 6-bus network as shown in Figure 6(b) . For this bus, the source voltages are at 400 kv each and the transmission line parameters are the same as the previous transmission line model. After applying the fault classification was presented in our paper Fault Classification of Power Systems Using Fault Signatures and Principal Components Analysis Table 3 provides the fault location estimates for a-g, ab-g, and ab faults at various network con- Table 2 . Classification performance by using two templates for each fault type in the training set producing 100% accuracy. ditions. Maximum error is 2.7% in ab-g fault at 15 km from relaying point with fault resistance of 77 Ω and minimum error of 0.3% in ab-g at a 45 km from relaying point with fault resistance of 40 Ω. Table 4 shows the results for fault detection, classification and fault location for a 6 bus network with maximum error of 3% in cases of bc-g and ab faults with a 5 Ω and a 100 Ω fault resistance respectively. A functional block diagram for fault location based on patterns indices is shown in Figure 2 .
Confusion matrix

Conclusions
This paper presented a new electrical protective relaying system framework to detect, classify, and localize any fault type in electrical power system using pattern recognition. The detection and classification process depends on unique signatures generated from the difference between pre-and post-fault current signal values during a (1 4 )th of a cycle only. Fault signatures were projected into the PC space and stored, as a training set, for system monitoring. This protective relaying framework is of a general applicability such that it can be deployed at one end of a transmission line without the need for communication devices between the two ends. The Power system fault classifier was tested to classify all fault types into a-g, b-g, cg, ab-g, ac-g, bc-g, ab, ac, bc, and abc with a total of 220 fault samples for algorithm simulation and testing. The classification accuracy was calculated to be at 94.54% using only one template per fault signature in the training set, and was improved to 100% by increasing the templates per fault signature to two. Determining fault location was also considered by combining polynomial curve fitting technique with the pattern index ratio of both the voltage signal and current signal unique signatures. The error in fault location is found to be below 2.7%. This proposed work is computationally simple, efficient, and can be used in real-time applications. This work can be easily expanded to more complex networks and can be used in distribution systems.
