Abstract
Introduction
It is useful to build a model for data approximation. Microwave active and passive device modeling plays an important role in the improvement of the design optimization and production yield enhancement. The modeling speed, accuracy, flexibility are usually taken into account simultaneously.
In recent years, machine learning techniques, including artificial neural network (ANN), support vector machine (SVM), support vector regression (SVR), genetic algorithm (GA), are investigated for microwave device modeling. It is an effective alternative approach to conventional modeling method based on equivalent circuit.
It is time consuming to complete a full-wave simulation during microwave device design. Instead, one of the most important advantages of machine learning based modeling is to speedup design. For example, in [8] , a SVR based model is constructed to approximate the characteristics of a vertical interconnect in low temperature cofired ceramic (LTCC) process. All of the training and test data are produced via the Ansoft HFSS simulation. It takes about 10 minutes for HFSS to complete a full-wave simulation with a 2.8-GHz processor and 512-MB RAM. In contrast, with the help of the SVR model, only about 0.34-millisecond is consumed for one set of test data.
Microwave Devices Modeling
Microwave devices can be divided into two categories, passive and active device. The modeling devices based on machine learning is listed in Table 1 .
The training or test data can be obtained by simulation or measurement. The simulation data can be produced by Agilent ADS, Ansoft HFSS [7, 8] , CST-Microwave Studio, Microwave Office, etc. The measurement data may be generated from a probe station.
Specifically, passive devices such as transmission line [1], Lange coupler [2], CPW [3, 4], microwave transistor [5] , power amplifier [6] and LTCC interconnection [7, 8] have been successfully modeled by ANN and SVR. Besides, GaAs FET [9] , SiC MESFET [10] , Schottky diode [11] , HEMT [13] [14] [15] [16] [17] , pHEMT [9, 11, 12, 18] , FinFET [16] , MOSFET [17] and power amplifier [19] have been modeled with the same kinds of machine learning techniques. [5] ANN Power amplifier [6] ANN LTCC interconnection [7, 8] SVR Active device
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Machine Learning Based Modeling
As a branch of artificial intelligence, machine learning usually refers to programming computers to optimize a performance criterion using example data or past experience. It usually means learning general models from a data of particular examples. In our case, machine learning techniques comprise artificial neural network, support vector machine, support vector regression, genetic algorithm, evolution computing, etc. Many of these techniques have been exploited for microwave device modeling.
Artificial Neural Network
ANN is one of the powerful tools for microwave device characterization, modeling, and design optimization. Up to now, its effectiveness has been proved in many applications described in literatures [20] [21] [22] .
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Many structures of ANN can be used for modeling. The basic ANN structure is shown in Figure 1 . Three layers composed by neurons are involved, i.e., the input layer, the hidden layer and the output layer. The number of neurons depends on the practical applications. In particular, the number of input layer neurons is usually determined by the geometric parameters of the device and operation frequencies, whereas the number of output layer neurons is determined by the scattering parameters. For example, to model a spiral inductor or a metal-insulator-metal capacitor, the inputs include the geometric parameters and the concerned outputs are the amplitudes of return loss |S 11 | and the insertion loss |S 21 |.
A neuron function must be selected in advance. There are more than twenty candidates can be selected as this function. For example, the popular used sigmoid function is given below.
Training an ANN model is to learn the relationship between the input and output data. In this way, the neural network weights can be computed. Another set of data is then used to test the performance (e.g., prediction accuracy) of the ANN model. In general, the ANN modeling performance is affected by the learning algorithm and the network structure.
In [3] , an asymmetric coplanar waveguide as shown in Figure 2 . it is modeled with ANN. Five geometric parameters are concerned in Figure 2 , i.e., the substrate thickness h, the relative dielectric constant ε r , the width of central strip w, the space between the central strip and two upper ground planes s 1 and s 2 . In [3], the ANN model aims to establish the relationship between the geometric parameters and the characteristic impedance or the effective dielectric constant. 
Support Vector Regression
SVM and SVR are another kind of effective prototype to model microwave devices and structures. Support vector machine is usually used for classification. In microwave modeling, many approaches are based on support vector regression because of its prediction ability. A large quantity of experimental results proved that the RBF kernel based SVR can obtain satisfactory prediction accuracy.
The SVR method outperforms ANN to some extent because of its advantages as described below.
(1) As ANN is based on empirical risk minimization, local instead of global minima may be appeared in some cases. However, as SVR is based on the principle of structural risk minimization, this insufficiency is avoided and a global optimum can be achieved.
(2) The parameters involved in SVR are much less than those required in ANN. In particular, only about four parameters must be selected in SVR. In ANN, the number of layers, the number of neurons in each layer must be predetermined before training.
(3) ANN usually suffers from over-learning and under-learning. In contrast, this shortage is improved with the cross validation employed. In recent years, the mechanism of cross validation is also introduced in ANN [20] . To illustrate the usage of SVR, we take an example of differential spiral inductor as shown in Figure  3 . The differential spiral inductor is usually used in LC-VCO. The input variables include the inner dimension d in , the metal line width w, the metal space s, the number of loops n and the operation frequency f. As given in Eqs. (2)- (7), the SVR model training is reduced to a task of construct a function between these input variables and the outputs. In particular, the outputs which are concerned by designers consist of the magnitudes and phases of return loss S 11 and S 21 , the effective inductance L eff and the quality value Q. [24] . Several kinds of SVM and SVR formulations are included in LIBSVM, i.e., Csupport vector classification, -support vector classification, distribution estimation, -support vector regression, and -support vector regression. One of the prominent advantages of LIBSVM lies in its automatic parameters search ability based on Python. This is quite useful for users to determine the optimal parameters in a short time.
Genetic Algorithms
Genetic algorithms(GAs) were formally introduced in the 1970s by John Holland at University of Michigan in the United States. It is a guided stochastic search technique based on the mechanics of evolution and natural selection. It has been widely used for design and optimization of microwave circuits such as filters because of their efficiency in nonlinear multi-parameter search and optimization. In [25] [26] [27] [28] , GA is adopted to model FET and HEMT transistors.
Generally, GAs are modeled loosely on the principles of the evolution via natural selection, It can generate a simple cycle: (1) Randomly generate a "population" of a coded strings, each element of the population is encoded into a chromosome by genetic operators. (2) Compute and save the fitness of each string, a fitness function must be devised for each problem can be solved. The fitness function will return a single fitness given a particular chromosome.(3) the selection of "most-fit" string, the GA generates new members of the next generation by a selection scheme. The selection of string go into the next generation using specified selection method.(4) Produce offspring via genetic opertators to create a new population.
Genetic operators are usually used to create a new population of "offspring" by manipulating the genetic code of members of the current population. Reproduction is the process in which strings with high fitness values are selected to have large number of copies in new population. During the reproductive phase, individuals are selected from the population and produce offspring; parents are selected from the population using a scheme. After reproduction, the chromosomes are stored and await mutation and crossover operations. Typical values of crossover and bit mutation range from 0.60 to 0.95 and 0.001 to 0.01.
Other Modeling Techniques
Similar as ANN and SVR, several other machine learning techniques also have been applied for microwave structures, devices and circuits modeling. In [29] [30] [31] , colonial selection algorithm (CSA) has been used for power filter optimization. CSA is a branch of artificial immune optimization techniques. In [32] [33] [34] , a hybrid optimization algorithm which combines the CSA and mind evolutionary computation (MEC) has been presented for searching optimal inductor and capacitor values of a passive filter.
Evaluation Criteria
After the model is trained, its' performance such as prediction accuracy must be evaluated. The popular used indicators include mean squared error (MSE), linear correlation coefficient (R), mean absolute error (MAE), etc. The computation of MSE and R are given below. 
where x i and y i represent the simulated or measured outputs (e.g., scattering parameters) and the predicted or trained outputs, respectively. x m and y m represent the mean of these samples.
Future Trends
There are two trends in this field as given below.
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(1) Model integration into EM simulation software. To enhance the practicability of available models, researchers still make great efforts to integrate them into EM simulation software such as ADS, HFSS, ICCAP, etc. Figure 5 , most available work focuses on forward modeling. In other words, the input and output are geometric and electrical parameters, respectively. In recent years, inverse modeling [20] is also introduced, that is, an interchange is carried out between the input and output of the model. The significant advantage of inverse modeling lies in that it can provide geometric parameters for a specific electrical specification in a short time. This is more straightforward than the forward modeling method.
Conclusions
This paper presents a survey of the microwave device modeling techniques based on ANN, SVR, GA, etc. Available literatures prove the effectiveness and efficiency of these machine learning methods. Besides, future trends of this branch are also given.
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