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Abstract. We deduce an effective version of Schmidt’s subspace theo-
rem on a smooth projective variety X over function fields of characteris-
tic zero for hypersurfaces located in N−subgeneral position with respect
to X .
1. Introduction
Schmidt’s subspace theorem is one of the most important results in the de-
velopments of Diophantine approximation. In the number field case, there is
still no effective version of this theorem. On the other hand, with techniques
from Nevanlinna theory it has become possible to obtain effective version of
several important results in Diophantine approximation over algebraic func-
tion fields. In [1], An and Wang obtained an effective Schmidt’s subspace
theorem for non-linear forms over function fields. In [14], Ru and Wang ex-
tended such effective results to divisors of a projective variety X ⊂ PM over
function fields of characteristic 0 coming from hypersurfaces in PM . Our
purpose is to generalize the above results to the case in which hypersurfaces
are located in N−subgeneral position with respect to X .
Recently, Chen, Ru, Yan (see [6]) and Levin (see [9], Theorem 5.1) estab-
lished Schmidt’s subspace theorem for hypersurfaces located in N-subgeneral
position over number fields and showed the analogous result for the case of
holomorphic curves. This paper is inspired by these works.
The method given in this paper, when applied to the number field case,
actually simplifies the proof in [6] for the case of smooth projective varieties.
However, in the case of function fields we need to make explicit all the
constants involved in order to obtain an effective version. For this, we need
to make the constructions in [6] more explicit and we also need the effective
version of the classical Schmidt’s subspace theorem for linear forms as in
[17], an effective upper bound and lower bound for Hilbert functions and an
effective version of Hilbert’s Nullstellensatz. In section 2, we will describe a
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canonical way to find polynomials from the Chow form of X and generate
an ideal whose radical is IX . We will give some effective results in Section
3 and the main result will be deduced in Section 4.
To state our results, we will recall some definitions and basic facts from
algebraic geometry.
Let k be an algebraically closed field of characteristic 0 and let V be
a nonsingular projective variety. We will fix an embedding of V into a
projective space PM0. Denote by K = k(V ) the function field of V . Let MK
denote the set of prime divisors of V (irreducible subvarieties of codimension
one). Let p be a prime divisor. As V is nonsingular, the local ring Op at
p is a discrete valuation ring. For each x ∈ K∗, its order ordpx at p is well
defined. We can associate to x its divisors
(x) =
∑
p∈MK
ordp(x)p = (x)0 − (x)∞,
where (x)0 is the zero divisor of x and (x)∞ is the polar divisor of x respec-
tively. Let deg p denote the projective degree of p in PM0. Then the sum
formula
deg(x) =
∑
p∈MK
ordp(x) deg p = 0
holds for all x ∈ K∗.
Let x = [x0 : x1 : · · · : xM ] ∈ P
M(K) and define
ep(x) := min
0≤i≤M
{ordp(xi)}.
The (logarithmic) height of x is defined by the following formula:
h(x) = −
∑
p∈MK
ep(x)deg p.
For x ∈ K∗, the logarithmic height of x is defined by:
h(x) = −
∑
p∈MK
min{0, ordp(x)}deg p.
By the sum formula, it is easy to see that for x ∈ K∗,
h(x) =
∑
p∈MK
max{0, ordp(x)}deg p.
Note that, the definition of ep(x) depends on the choice of the coordinates
of x. Apart from this, the height function is well-defined on PM(K).
Let Q be a homogeneous polynomial of degree d in K[X0, · · · , XM ], say
Q(X) =
∑
I aIX
i0
0 · · ·X
iM
M where the sum is taken over all index sets I =
{i0, . . . , iM} such that ij ≥ 0 and
M∑
j=0
ij = d. For p ∈MK , we set
ep(Q) := minI{ordp(aI)}.
3We define the height of a homogeneous polynomial Q of degree d in
K[X0, . . . , XM ] as
h(Q) =
∑
p∈MK
−ep(Q) deg p.
From the sum formula, we have h(αQ) = h(Q) if α ∈ K∗. This also shows
that h(Q) ≥ 0 since we may assume that one of the nonzero coefficient of
Q is 1.
The Weil function λp,Q is defined by
λp,Q(x) := (ordp(Q(x))− dep(x)− ep(Q)) deg p ≥ 0
for x ∈ PM(K)\{Q = 0}.
LetQ1, Q2, . . . , Qm be homogeneous polynomials of degree d inK[X0, . . . , XM ].
Recall that, we have
ep(Q1 + · · ·+Qm) ≥ min{ep(Q1), . . . , ep(Qm)}
ep(Q1 · · ·Qm) = ep(Q1) + · · ·+ ep(Qm).
We define
ep(Q1, . . . , Qq) = min{ep(Q1), . . . , ep(Qm)}
h(Q1, . . . , Qm) = −
∑
p∈MK
ep(Q1, . . . , Qq) deg p.
Let X be a n-dimensional projective subvariety of PM defined over K.
The height of X is defined by
h(X) := h(FX),
where FX is the Chow form of X .
Let N be a positive integer, N ≥ n. Homogeneous polynomials Q1, . . . , Qq
∈ K[X0, . . . , XM ], q ≥ n + 1, are said to be in N-subgeneral position with
respect to X if ∩N+1j=1 ({Qij = 0})∩X(K¯) = ∅ for any distinct i1, . . . , iN+1 ∈
{1, . . . , q}, where K¯ is the algebraic closure of K. When N = n, they are
said to be in general position with respect to X.
In this paper, we will prove the following effective version of the general-
ized Schmidt’s subspace theorem over K.
Theorem 1.1. Let K be the function field of a nonsingular projective va-
riety V defined over an algebraically closed field of characteristic 0. Let
X be a smooth n-dimensional projective subvariety of PM defined over K
with projective degree △. Let Qi, 1 ≤ i ≤ q, be homogeneous polynomials of
degree di in K[X0, . . . , XM ] in N-subgeneral position with respect to X and
let S be a finite set of prime divisors of V. Then for any given ǫ > 0, there
exists an effectively computable finite union Uǫ of proper algebraic subsets
of PM(K) not containing X and effectively computable constants cǫ, c˜
′
ǫ such
that for any x ∈ X\Uǫ either
h(x) ≤ cǫ,
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or
q∑
i=1
∑
p∈S
d−1i λp,Qi(x) ≤ (N(n + 1) + ǫ)h(x) + c
′
ǫ.
The algebraic subsets in Uǫ and the constants cǫ, c
′
ǫ depend on ǫ,M,N,
q,K, S,X and the Qi.
Remark 1.2. The constants cǫ, c
′
ǫ will be given in (4.16) and (4.18). They
depend on ǫ, the degree of the canonical divisor class of V , the projective
degree of V , the degree of S (i.e
∑
p∈S deg p), the projective degree of X, the
dimension of X, the height of X and the Qi, q and N,M
2. Canonical polynomials from Chow forms.
2.1. Let X be a n-dimensional irreducible projective subvariety of PM
defined over K of degree △. To X , we can associate, up to a constant
scalar, a unique polynomial
FX(u0, . . . , un) = FX(u00, . . . , u0M ; . . . ; un0, . . . , unM)
in (n+1) blocks of variables ui = (ui0, . . . , uiM), i = 0, . . . , n, which is called
the Chow form of X , with the following properties:
FX is irreducible,
FX is homogeneous in each block ui, i = 0, . . . , n,
FX(u0, . . . , un) = 0 if and only if X ∩ Hu0 ∩ . . . ∩ Hun contains a K¯ -
rational point, where Hui, i = 0, . . . , n are hyperplanes given by ui.x =
ui0x0 + · · · + uiMxM = 0. It is well-known that the degree of FX in each
block ui is △.
2.2. Let IX be the homogeneous prime ideal defining X. There is a canonical
way to find polynomials from the Chow form FX of X which determine X
set theoretically.
We now recall this construction from [3] and [14]. For every 0 ≤ j < k ≤
M , let Ajk = (aαβ) be the (M+1)×(M+1) matrix with zero entries except
that αjk = 1 and αkj = −1. Since a generic skew symmetric (M+1)×(M+1)
matrix S has the form
S =
∑
j<k
sjkAjk
for indeterminants sjk, the coefficients u = (u0, . . . , uM) of a generic hyper-
plane passing through x are given by
u = Sx(2.1)
Let FX be the Chow form of X . We note that the coefficients of FX are in
K since X is defined over K. Let S(i) = (s
(i)
jk ), (0 ≤ i ≤ n) be generic skew
symmetric (M +1)× (M +1) matrices. LetM be the set of all monomials
in the n+1 blocks of variables s(i) = (sijk : 0 ≤ j < k ≤M+1), (0 ≤ i ≤ n),
5which are homogeneous of degree △ in each block. Then by (2.1), we may
write
FX(S
(0)x, . . . , S(n)x) =
∑
σ∈M
Pσ(x)σ.(2.2)
Since S(0)x, . . . , S(n)x are generic hyperplanes through x, FX(S
(0)x, . . . , S(n)x) =
0 if and only if x ∈ X . On the other hand, from (2.2) we have that
FX(S
(0)x, . . . , S(n)x) = 0 if and only if Pσ(x) = 0 for all σ ∈ M. We
conclude that IX is the radical of the ideal generated by Pσ, (σ ∈ M). We
also recall the following result of Catanese [4]
Theorem 2.1. If X is a smooth projective variety in PM , then the poly-
nomials Pσ, (σ ∈ M) cut out X scheme-theoretically. In other words, if
pσ,i denotes the dehomogenization of Pσ in the affine piece Xi 6= 0 for
i = 0, . . . , n the ideal generated by pσ,i, (σ ∈ M) equals to the ideal IX∩Ui,
where Ui = {Ui 6= 0}.
Finally, we list some information on Pσ. First, it is clear from the con-
struction that the degree of Pσ is (n+ 1)△. By (2.2), the coefficients of Pσ
are Z−linear combinations of coefficients of the Chow form FX , hence
ep(Pσ) ≥ ep(FX)(2.3)
On can also verify that the number of generating polynomials Pσ is at
most (
(n+ 1)△+ M(M−1)
2
(n+ 1)△
)n+1
(2.4)
3. Some effective results
Let X be a projective variety of PM defined over K. Let IX be the prime
ideal ofK[X0, . . . , XM ] consisting of all homogeneous polynomials vanishing
identically on X and HX be the Hilbert function of X .
We have a lower bound and a upper bound for the Hilbert function, due
to Chardin [5], Nesterenko (see [12]) or Sombra (see [16], Theorem 4). No-
tice that, Chardin, Nesterenko, Sombra state their results in more general
settings but we only recall their results in a special case of a function field
over algebraically closed field of characteristic 0 and of an ideal of a variety.
Lemma 3.1 (Chardin [5]). Let X be a projective subvariety of PM defined
over K of dimension n and degree △. Then, for m ≥ 1,
HX(m) ≤ △
(
m+ n
n
)
.
Lemma 3.2 (Nesterenko [12], Sombra [16], Theorem 4). Let X be a projec-
tive subvariety of PM defined over K of dimension n and degree △. Then
HX(m) ≥
(
m+ n+ 1
n + 1
)
−
(
m−△+ n + 1
n + 1
)
for m ≥ 1.
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We will derive the following result from Lemma 3.1 and Lemma 3.2.
Proposition 3.3. Let X be a projective subvariety of PM defined over K
of dimension n and degree △. Let d ∈ N∗ be a given constant. Then, for
any given ǫ ≥ 0, there exists an effectively computable constant aǫ depending
only on ǫ, n,△, d such that:
m(HX(m) + 1)∑m/d−1
i=1 HX(id)
≤ d(n+ 1 + ǫ),
for all m ∈ N, m ≥ aǫ, d|m.
To prove the above proposition, we need a simple lemma from elementary
mathematics.
Lemma 3.4. Let k, l ∈ N∗, denote by
Sk(l) := 1
k + 2k + · · ·+ lk.
Then
(l + 1)k+1
k + 1
≥ Sk(l) ≥
(l + 1)k+1
k + 1
−
(l + 1)k
2
.
Proof. For k = 1, it is obvious. Thus, we can assume that k > 1. We use
Newton’s polynomial to prove the left hand-side inequality. We have:
(m+ 1)k+1 −mk+1 = (k + 1)mk +
(
k + 1
2
)
mk−1 + · · ·+ (k + 1)m+ 1.
Hence,
l∑
m=1
(
(m+ 1)k+1 −mk+1
)
=
l∑
m=1
(
(k + 1)mk +
(
k + 1
2
)
mk−1 + · · ·+ (k + 1)m+ 1
)
.
Therefore, we have
(l + 1)k+1 − 1 = (k + 1)Sk(l) +
(
k + 1
2
)
Sk−1(l) + · · ·+ (k + 1)S1(l) + l,
(3.1)
which implies the left hand-side inequality.
We replace k + 1 by k in (3.1)
(l + 1)k − 1 = kSk−1(l) +
(
k
2
)
Sk−2(l) + · · ·+ kS1(l) + l.(3.2)
It is easy to see that for k ≥ h ≥ 2, we have(
k + 1
h
)
≤
k + 1
2
(
k
h− 1
)
.
7Combining with (3.2), we have
(
k + 1
2
)
Sk−1(l) + · · ·+ (k + 1)S1(l) + l
(3.3)
≤
k + 1
2
(
kSk−1(l) +
(
k
2
)
Sk−2(l) + · · ·+ kS1(l) + l
)
=
k + 1
2
((l + 1)k − 1).
From (3.1) and (3.3), we have
(l + 1)k+1 − 1 ≤ (k + 1)Sk(l) +
k + 1
2
((l + 1)k − 1),
which implies the right hand-side inequality. 
We now prove Proposition 3.3.
Proof. Let n,△ ∈ N∗ be given constants, for each z ∈ N, z ≥ 1, we denote
by
G(z) :=
(
z + n+ 1
n+ 1
)
−
(
z −△+ n+ 1
n + 1
)
.
Then, G(z) is a polynomial with leading coefficient
△
n!
,
G(z) =
△zn
n!
+ c1z
n−1 + · · ·+ cn,
where ci, 1 ≤ i ≤ n are constants depending on △, n.
For each t ∈ N∗, denote by
T (t) :=
t∑
i=1
G(id).
Then we have
T (t) =
△dn
n!
Sn(t) + c1d
n−1Sn−1(t) + · · ·+ cn−1dS1(t) + tcn.
Applying Lemma 3.4, we have
T (t) ≥
△dn
n!
(
(t + 1)n+1
n + 1
−
(t + 1)n
2
)
−
dn−1|c1|
n
(t+ 1)n
− · · · −
d|cn−1|
2
(t+ 1)2 − |cn|t
=
△dn
(n+ 1)!
(t+ 1)n+1 −
(
△dn
2n!
+
dn−1|c1|
n
)
(t+ 1)n
−
dn−2|c2|
n− 1
(t+ 1)n−1 − · · · −
d|cn−1|
2
(t+ 1)2 − |cn|t.
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Let m ∈ N∗, d|m. Then, we have
dT
(m
d
− 1
)
≥
△
(n+ 1)!
mn+1 −
(
△d
2n!
+
|c1|
n
)
mn(3.4)
− · · · −
|cn−1|
2
m2 − |cn|(m− d).
Now, we estimate ci, 1 ≤ i ≤ n. Set
f(z) = (z + n + 1) . . . (z + 1) = zn+1 + a1z
n + . . .+ anz + an+1.
Thus, we have
a1 = 1 + . . .+ (n + 1) =
(n+ 1)(n+ 2)
2
,
1 + a1 + . . .+ an+1 = (n+ 2)!
Since ai > 0, 1 ≤ i ≤ n + 1, then we have ai < (n + 2)!. Since G(z) =
f(z)−f(z−△)
(n+1)!
, we have
ck =
f (n−k)(0)− f (n−k)(−△)
(n+ 1)!(n− k)!
, 1 ≤ k ≤ n.
Therefore,
c1 = −
1
(n+ 1)!
((
n + 1
n− 1
)
(−△)2 + a1
(
n
n− 1
)
(−△)
)
=
△(n+ 2−△)
2(n− 1)!
,
ck = −
1
(n + 1)!
((
n+ 1
n− k
)
(−△)k+1 +
∑
1≤i≤k
ai
(
n+ 1− i
n− k
)
(−△)k+1−i
)
,
(2 ≤ k ≤ n).
Therefore, for all 2 ≤ k ≤ n, we have
|ck| ≤
1
(n + 1)!
(k + 1)△k+1 ·max
i
ai · max
1≤i<j≤n
(
i
j
)
≤ (n + 1)2(2△)n+1.
Combining with (3.8), we have
dT
(m
d
− 1
)
≥
△
(n+ 1)!
mn+1 −
△d+△|n+ 2−△|
2n!
mn(3.5)
− · · · − (n + 1)2(2△)n+1(mn−1 + . . .+m2 +m− d)
≥
△
(n + 1)!
mn+1 −
△d+△|n+ 2−△|
2n!
mn − (n+ 1)3(2△)n+1mn−1.
It follows from Lemma 3.2 that
m/d−1∑
i=1
HX(id) ≥
m/d−1∑
i=1
G(id) = T (m/d− 1).(3.6)
Lemma 3.1 implies that
HX(m) ≤ △
(
m+ n
n
)
< △
(m+ n)n
n!
.(3.7)
9Choose a constant c > 0 such that the right hand-side of (3.5) takes
positive value for all m > c. Then, from (3.7), (3.6), (3.5), for such m we
have
m(HX(m) + 1)
d
m/d−1∑
i=1
HX(id)
≤
△.m(m+n)n
n!
△
(n+1)!
mn+1 − △d+△|n+2−△|
2n!
mn − (n+ 1)3(2△)n+1mn−1
From the above inequality, it is easy to see that for each given ǫ > 0, there
exists aǫ satisfying Proposition 3.3. 
We recall a simple lemma by Masser and Wustholz from [11] on the solu-
tions of a system of linear equations over K which is modified by Ru and
Wang ([14], Lemma 11).
For positive integers p, q and reals νp for all p ∈ MK , we consider the
system
aj1x1 + · · ·+ ajpxp = 0, 1 ≤ j ≤ q(3.8)
where aij ∈ K not all zero (1 ≤ i ≤ p, 1 ≤ j ≤ q) and ordp(aij) ≥ νp for
each p ∈MK .
Lemma 3.5. For an integer t with 1 ≤ t ≤ p suppose that the system
(3.8) has a solution with x1, . . . , xp ∈ K such that xt 6= 0. Then, there
exists a positive integer l ≤ p− 1 such that the system (3.8) has a solution
x1, . . . , xp ∈ K with xt 6= 0 and ordp(xi) ≥ lνp for each 1 ≤ i ≤ p and each
p ∈MK .
We also recall the following theorem due to Hermann [7], Seidenberg [15],
and Renschuch [13]. We refer to Aschenbrenner [2] for more discussion.
Theorem 3.6. Let P1, . . . , Pl ∈ K[X1, . . . , XM ] be polynomials of total de-
gree at most d. If Q is in the ideal generated by P1, . . . , Pl, then
Q = A1P1 + . . .+ AlPl
for certain A1, . . . , Al ∈ K[X1, . . . , XM ] whose degrees are bounded by (2d)
2M .
Now, we recall the following version of an effective Hilbert’s Nullstellensatz
(See [8],[10], also [14], Theorem 12).
Theorem 3.7. Let P0, . . . , Pl be homogeneous polynomials in K[X0, . . . , XM ]
of total degree at most d such that P0 vanishes at all common zeros (if any)
of P1, . . . , Pl in K¯
M . Then there exist a positive integer u ≤ (4d)M+2 and
homogeneous polynomials A1, . . . , Al in K[X0, . . . , XM ] of total degree at
most (4d)M+2, such that
aP u0 = A1P1 + · · ·+ AlPl
for some non-zero element a of K. Furthermore, there exists a positive in-
teger
l0 ≤ l(4(4d)
M+2)M
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such that
min{ordp(α), ep(A1), . . . , ep(Al)} ≥ l0 · min
0≤i≤l
{ep(Pi)}
for each p ∈MK .
Let X be a smooth n-dimensional irreducible projective subvariety of PM
defined over K of degree △. Let IX be the prime ideal of K[X0, . . . , XM ]
defining X . For each integerm, let K[X0, . . . , XM ]m denote the vector space
of homogeneous polynomials of degree m in K[X0, . . . , XM ] (including 0).
Denote by (IX)m = K[X0, . . . , XM ]m ∩ IX . Let P1, . . . , Pr ∈ K[X0, . . . , XM ]
be the canonical polynomials from the Chow form FX of X defined in (2.2).
By using the same method as in Ru-Wang [14], Lemma 14, we will prove
a slight generalization of this result. The proofs are almost the same. We
only modify some constants apprearing in the proofs.
Lemma 3.8. Let X ⊂ PM be a smooth projective variety defined over K
with dimension n ≥ 1 and degree △ and m ≥ max{3, (n + 1)△}. Let
φ1, . . . , φHX(m) be a fixed monomial basis of K[X0, . . . , XM ]m/(IX)m. Let
Q be a homogeneous polynomial of degree m satisfying ep(Q) ≤ 0 for all
p ∈MK . Then, there exist α0 6= 0 and αj, (1 ≤ j ≤ HX(m)) in K such that
α0Q ≡
HX(m)∑
j=1
αjφj mod IX .
Furthermore, we have
ordp(αj) ≥ b(m,n,M)(ep(FX) + ep(Q)), (0 ≤ j ≤ HX(m))
and
ordp(αj) deg p ≤ −b(m,n,M)
∑
q∈MK\{p}
(eq(FX) + eq(Q)) deg q if αj 6= 0
where
b(m,n,M) = (4m)n+1 + (5(n+ 1)△)
(n+1)M(M−1)
2
+M2M .
Proof. As h(FX) = h(αFX) for α ∈ K
∗, we may assume that one of co-
efficients of FX is 1. Without loss of generality, we also assume that X
is not contained in the coordinate hyperplane {X0 = 0} of P
M . Since
φ1, . . . , φHX(m) is a fixed monomial basis of K[X0, . . . , XM ]m/(IX)m, there
exist γi ∈ K, (1 ≤ i ≤ HX(m)) such that
Q−
HX(m)∑
j=1
γjφj ∈ IX .
Put G = Q −
∑HX(m)
j=1 γjφj. Let p1, . . . , pr and g be the dehomogenisation
of P1, . . . , Pr and G, respectively, along X0 6= 0. Then, by theorem 2.1 and
3.7, there exist g1, . . . , gr ∈ K[X1, . . . , XM ] with degree bounded by
(2(n+ 1)△)2
M
11
(here we note that the degree of pi is at most (n + 1)△ ) such that
g = g1p1 + · · · grpr.
We then homogenize the above equation to obtain
Xu0G = G1P1 + · · ·GrPr,
where u ≤ (2(n+1)△)2
M
. Since G and P1, . . . , Pr are homogeneous, we may
further assume that G1, . . . , Gr are homogeneous. We take α0 = 1, αj =
γj(1 ≤ j ≤ HX(m)) and obtain
Xu0 (α0Q−
HX(m)∑
j=1
αjφj) = G1P1 + · · ·GrPr ∈ IX ,(3.9)
Comparing the monomials in X0, . . . , XM in (3.9), we obtain a system of
linear equations in the coefficients of Gi(X0, . . . , XM)(1 ≤ i ≤ r) and αj(0 ≤
j ≤ HX(m)). Note that Gi(X0, . . . , XM) is a homogeneous polynomial in
M + 1 variables and of total degree no bigger than (2(n + 1)△)2
M
, so the
number of the coefficients of Gi is at most
(
(2(n+1)△)2
M
+M
M
)
. Therefore, the
total number of unknowns of this linear system is
p ≤ r ·
(
(2(n+ 1)△)2
M
+M
M
)
+HX(m) + 1(3.10)
Applying Lemma 3.5 to this linear system with α0 6= 0, we may select
new coefficients of Gi(X0, . . . , XM), (1 ≤ i ≤ r) and αj such that α0 6= 0.
Furthermore, there exists a positive integer l ≤ p− 1 such that
ordp(αj) ≥ l ·min{ep(FX), ep(Q)} ≥ l · (ep(FX) + ep(Q)),(3.11)
p ∈MK , 0 ≤ j ≤ HX(m).
(Note that ep(Q) ≤ 0.)
If αj 6= 0, by sum formula, we have
ordp(αj) deg p = −
∑
q∈MK\{p}
ordq(αj) deg q ≤ −l
∑
q∈MK\{p}
(eq(FX)+eq(Q)) deg q
Moreover, since IX is a prime ideal and X is not contained in the coordinate
hyperplane {X0 = 0}, (3.9) implies that α0Q −
∑HX(m)
j=1 αjφj ∈ IX , where
α′js are the new coefficients satisfying (3.11).
Now, we estimate p introduced in (3.10). We have
HX(m) ≤ △
(
m+ n
n
)
= △
(m+ n) · · · (m+ 1)
n!
< m(m+ n)n ≤ (2m)n+1 (notice that m > (n+ 1)△)
In a similar way, we have(
(2(n+ 1)△)2
M
+M
M
)
≤ (2(2(n+ 1)△)2
M
)M ≤ (4(n+ 1)△)2
MM .
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The number r introduced in (2.4) can be bounded by
r ≤
(
(n + 1)△+ M(M−1)
2
(n+ 1)△
)n+1
≤ (5(n+ 1)△)
(n+1)M(M−1)
2(3.12)
Here, we use the following inequality(
A+B
B
)
≤
(A +B)A+B
AABB
=
(
1 +
B
A
)A
·
(
1 +
A
B
)B
≤
(
e
(
1 +
A
B
))B
= eB
(
1
A
+
1
B
)B
·AB,
where A,B are positive integers and e is the natural exponential number.
Hence,
l ≤ p− 1 ≤ (4m)n+1 + (5(n+ 1)△)
(n+1)M(M−1)
2
+2MM

We recall a Lemma from ([14], Lemma 15)
Lemma 3.9. Let the notation be as in Lemma 3.8. We define
Φ(x) = [φ1(x) : · · · : φHX(m)(x)].
Then for each p ∈MK and every x = (x0, . . . , xM) ∈ X(K), we have
mep(x) deg p ≤ ep(Φ(x)) deg p ≤ mep(x) deg p+ b(m,n,M)h(FX),
and
mh(x)− (M + 2)b(m,n,M)h(FX) ≤ h(Φ(x)) ≤ mh(x).
By using the same method as in Ru-Wang [14], Lemma 16, we will prove
a slight generalization of this result from general position to sub-general
position. The proofs are almost the same. We only modify some constants
apprearing in the proofs.
Lemma 3.10. Let the notation be as in Lemma 3.8. Let Q1, . . . , Qq, (q ≥
M + 1) be homogeneous polynomials in K[X0, . . . , XM ] of degree d, in N-
subgeneral position with respect to X. For given p ∈ MK , and x ∈ X\ ∪
q
i=1
{Qi = 0}, we assume that
ordp(Q1(x)) ≥ · · · ≥ ordp(Qq(x)).
Then
ordp(Qi(x)) deg p− d · ep(x) deg p
≤ (6max{(N + 1)△, d})(n+1)(M
2+M) (h(FX) + h(Q1, . . . , Qq)) .
for p ∈MK and N + 1 ≤ i ≤ q.
Proof. As h(FX) = h(αFX) for α ∈ K
∗, we may assume that one of coeffi-
cients of FX is 1. Similarly, since h(Q1, . . . , Qq) = h(αQ1, . . . , αQq), we can
make the same assumption for Q1. Consequently, we have
ep(FX) ≤ 0, min
1≤i≤q
ep(Qi) ≤ 0,
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for each p ∈MK . Let
d′ = max{degP1, . . . , degPr, d}.
Since Q1, . . . , Qq are in N−subgeneral position with respect to X ⊂
P
M , then P1, . . . , Pr, Q1, . . . , QN+1 have no zeros in P
M(K¯). Theorem
3.7 tell us that there exists a constant u ≤ (4d′)M+2 and polynomials
Aj1, . . . , Ajr, Aj,r+1, . . . , Aj,r+N+1 ∈ K[X0, . . . , XM ] of total degree at most
(4d′)M+2 such that for 0 ≤ j ≤M , we have
αjX
u
j = Aj1P1 + · · ·+ AjrPr + Aj,r+1Q1 + · · ·+ Aj,r+N+1QN+1
for some non-zero elements αj of K. Furthermore, there exists a positive
integer
l0 ≤ (r +N + 1)(4(4d
′)M+2)M(3.13)
such that
min{ordp(α0), . . . , ordp(αM), ep(Aj1), . . . , ep(Aj,r+N+1)}(3.14)
≥ l0 min{ep(Pi), ep(Qi)} ≥ l0 ·
(
ep(FX) + min
1≤i≤q
ep(Qi)
)
for each p ∈MK .
Wemay assume that Aji, (1 ≤ i ≤ r+N+1) are homogeneous polynomials
and therefore the degrees of Aj,r+1, . . . , Aj,r+N+1 are u− d.
Let x ∈ X(K)\ ∪qi=1 {Qi = 0}. Then
αjx
u
j = Aj,r+1(x)Q1(x) + · · ·+ Aj,r+N+1(x)QN+1(x),
and hence, for all j, we have
ordp(αj) + u.ordp(xj) = ordp(Aj,r+1(x)Q1(x) + · · ·+ Aj,r+N+1(x)QN+1(x))
≥ min
1≤i≤N+1
ordp(Aj,r+i(x)Qi(x))
≥ min
1≤i≤N+1
ordp(Aj,r+i(x)) + min
1≤i≤N+1
ordp(Qi(x))
≥ (u− d)ep(x) + ordp(QN+1(x)) + l0 ·
(
ep(FX) + min
1≤i≤q
ep(Qi)
)
(Here, the last inequality follows from (3.14)). Hence
ordp(QN+1(x)) ≤ dep(x) + max
0≤j≤M
{ordp(αj)} − l0 ·
(
ep(FX) + min
1≤i≤q
ep(Qi)
)(3.15)
for p ∈ MK . Since αj 6= 0, (0 ≤ j ≤ M), from the sum formula and (3.14)
we have
ordp(αj) deg p = −
∑
q∈MK\{p}
ordq(αj) deg q
≤
∑
q∈MK\{p}
−l0 ·
(
eq(FX) + min
1≤i≤q
eq(Qi)
)
deg q.
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Combining with (3.15), we have
ordp(QN+1) deg p ≤
∑
q∈MK\{p}
−l0 ·
(
eq(FX) + min
1≤i≤q
eq(Qi)
)
deg q
+d · ep(x) deg p− l0 ·
(
ep(FX) + min
1≤i≤q
ep(Qi)
)
deg p
= d · ep(x) deg p+ l0 (h(FX) + h(Q1, . . . , Qq))
Now, we estimate l0 introduced in (3.13). By (3.12), we have
l0 ≤ (6max{(N + 1)△, d})
(n+1)(M2+M)

4. Proof of Theorem 1.1
Now, we recall the following effective version of the classical Schmidt’s
subspace theorem for function fields in [17].
Theorem A. Let K be the function field of a nonsingular projective va-
riety V defined over an algebraically closed field of characteristic 0. Let
H1, . . . , Hq be hyperplanes in P
n(K) and S be a finite set of prime divisors
of V. Then there exists an effectively computable finite union R of proper
linear subspaces of Pn(K) depending only on the given hyperplanes such
that the following is true. Given ǫ > 0, there exist effectively computable
constants cǫ and c
′
ǫ such that for any x ∈ P
n(K)\R either
h(x) ≤ cǫ,
or ∑
p∈S
max
J
∑
j∈J
λp,Hj(x) ≤ (n + 1 + ǫ)h(x) + c
′
ǫ,
where the maximum is taken over all subsets J of {1, . . . , q} such that the
linear forms Hj , j ∈ J are linearly independent.
Remark 4.1. The constants cǫ and c
′
ǫ depend on ǫ, the degree of the canon-
ical divisor class of V , the projective degree of V , the degree of S (i.e∑
p∈S deg p) and h(H1, . . . , Hq).
We will prove that theorem 1.1 is an implication of the following theorem.
Theorem 4.2. Let K be the function field of a nonsingular projective va-
riety V defined over an algebraically closed field of characteristic 0. Let
X be a smooth n-dimensional projective subvariety of PM defined over K
with projective degree △. Let S be a finite set of prime divisors of V.
Let Qi, 1 ≤ i ≤ q, be homogeneous polynomials in K[X0, . . . , XM ] in N-
subgeneral position with respect to X.
Assume further that, Qi, 1 ≤ i ≤ q have the same degree d and for each i,
Qi has at least one coefficient equal to 1. Then for any given ǫ > 0, there
exists an effectively computable finite union Uǫ of proper algebraic subsets
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of PM(K) not containing X and effectively computable constants c˜ǫ, c˜
′
ǫ such
that for any x ∈ X\Uǫ either
h(x) ≤ c˜ǫ,
or
q∑
i=1
∑
p∈S
d−1λp,Qi(x) ≤ (N(n + 1) + ǫ)h(x) + c˜
′
ǫ.
The constants c˜ǫ, c˜
′
ǫ given in (4.13), (4.16) and the algebraic subsets in Uǫ
depend on ǫ,M,N, q,K, S, V,X and the Qi.
Proof. We will fix a p ∈ S first. For each x = [x0, . . . , xM ] ∈ P
M(K)\ ∪qi=1
{Qi = 0}, there exists a renumbering l1(p, x), . . . , lq(p, x) of the indices
1, . . . , q such that
ordp(Ql1(p,x)) ≥ ordp(Ql2(p,x)) ≥ · · · ≥ ordp(Qlq(p,x)).
Since Q1, . . . , Qq are in N−subgeneral position with respect to X , it follows
from Lemma 3.10 that
q∑
i=1
λp,Qi(x) =
q∑
i=1
(ordp(Qi(x))− dep(x)− ep(Qi)) degp(4.1)
≤
N∑
i=1
(
ordp(Qli(p,x)(x))− dep(x)
)
deg p+ a(q −N)−
q∑
i=1
ep(Qi) deg p,
≤ N
(
ordp(Ql1(p,x)(x))− dep(x)
)
degp+ a(q −N)− qep(Q1, . . . , Qq) deg p,
where a = (6max{(N + 1)△, d})(n+1)(M
2+M) (h(FX) + h(Q1, . . . , Qq)).
For every positive integer m with d|m, we consider the following filtration
on the vector space K[X0, . . . , XM ]m/(IX)m with respect to Ql1(p,x)
Xm = W
l1(p,x)
0 ⊃W
l1(p,x)
1 ⊃ · · · ⊃ W
l1(p,x)
m/d
is defined by
W
l1(p,x)
i = {g
∗|g ∈ K[X0, . . . , XM ]m, Q
i
l1(p,x)|g},
where g∗ is the projection of g to K[X0, . . . , XM ]m/(IX)m. Take a basis
ψ
l1(p,x)
1 , . . . , ψ
l1(p,x)
HX(m)
of the vector space K[X0, . . . , XM ]m/(IX)m compatible
with the filtration W
l1(p,x)
i , by this we mean that, for each i = 1, . . . , m/d, it
contains a basis of W
l1(p,x)
i . We can choose a basis ψ
l1(p,x)
1 , . . . , ψ
l1(p,x)
HX(m)
such
that they can be written as following
ψ
l1(p,x)
j = Q
ij(p,x)
l1(p,x)
.gj,(4.2)
where gj ∈ Xm−dij (p,x) is chosen to be a monomial and Ql1(p,x) does not
divide gj. Hence
ordp(ψ
l1(p,x)
j (x)) = ij(p, x)ordp(Ql1(p,x)(x)) + ordp(gj(x))
≥ ij(p, x)ordp(Ql1(p,x)(x)) + (m− dij(p, x))ep(x)
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Therefore
HX(m)∑
j=1
ordp(ψ
l1(p,x)
j (x)) ≥

HX(m)∑
j=1
ij(p, x)

 ordp(Ql1(p,x)(x))(4.3)
+

mHX(m)− d

HX(m)∑
j=1
ij(p, x)



 ep(x).
Now, we estimate
∑HX(m)
j=1 ij(p, x).
It is clear that there are exactly dim(W
l1(p,x)
i /W
l1(p,x)
i+1 ) elements ψ
l1(p,x)
j
with ij = i in the set ψ
l1(p,x)
1 , . . . , ψ
l1(p,x)
HX(m)
. Hence,
HX(m)∑
j=1
ij(p, x) =
m/d∑
i=1
i. dim(W
l1(p,x)
i /W
l1(p,x)
i+1 ),(4.4)
where W
l1(p,x)
m/d+1 :=
~0.
We notice that each element ψ of W
l1(p,x)
i can be represented as ψ =
Qil1(p,x)g with g ∈ K[X0, . . . , XM ]m−id. Furthermore, two polynomials g1, g2
such that Qil1(p,x)g1 = Q
i
l1(p,x)
g2 inW
l1(p,x)
i if and only if g1−g2 vanishes iden-
tically inX . Hence, we have dimW
l1(p,x)
i = dimK[X0, . . . , XM ]m−id/(IX)m−id =
HX(m− id). Therefore,
m/d∑
i=1
i dim(W
l1(p,x)
i /W
l1(p,x)
i+1 ) =
m/d∑
i=1
i(dimW
l1(p,x)
i − dimW
l1(p,x)
i+1 )(4.5)
=
m/d∑
i=1
i dimW
l1(p,x)
i −
m/d∑
i=1
((i+ 1) dimW
l1(p,x)
i+1 − dimW
l1(p,x)
i+1 )
=
m/d∑
i=1
dimW
l1(p,x)
i =
m/d∑
i=1
HX(m− id) =
m/d−1∑
i=1
HX(id)
Denote by S(t) :=
t∑
i=1
HX(id). Then, combining (4.5), (4.4), (4.3), we have
HX(m)∑
j=1
ordp(ψ
l1(p,x)
j (x)) ≥ S(m/d− 1)ordp(Ql1(p,x)(x))
+(mHX(m)− dS(m/d− 1))ep(x).
Hence,
HX(m)∑
j=1
(
ordp(ψ
l1(p,x)
j (x))−mep(x)
)
≥ S(m/d− 1)
(
ordp(Ql1(p,x)(x))− dep(x)
)
(4.6)
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Let φ1, . . . , φHX(m) be a fixed monomial basis of K[X0, . . . , XM ]m/(IX)m.
Applying Lemma 3.8, for each i, there exists a nonzero element βi in K and
linear form Li ∈ K[Y0, . . . , YHX(m)−1] with
b(m,n,M)(ep(FX) + ep(ψ
l1(p,x)
i )) deg p ≤ ordp(βi) deg p
≤ −b(m,n,M)
∑
q∈MK\{p}
(eq(FX) + eq(ψ
l1(p,x)
i )) deg q.
and
b(m,n,M)(ep(FX) + ep(ψ
l1(p,x)
i )) deg p ≤ ep(Li) deg p
≤ −b(m,n,M)
∑
q∈MK\{p}
(eq(FX) + eq(ψ
l1(p,x)
i )) deg q.
such that
βiψ
l1(p,x)
i ≡ Li(φ1, . . . , φHX(m)) mod IX , 1 ≤ i ≤ HX(m)
We have
ep(ψ
l1(p,x)
i ) = ep(Q
ij(p,x)
l1(p,x)
) = ij(p, x)ep(Ql1(p,x)) ≥ mep(Q1, . . . , Qq).
(Notice that since Qi has one coefficient equal to 1, we have ep(Qi) ≤ 0 for
all p ∈MK)
Therefore,
b(m,n,M)(ep(FX) +mep(Q1, . . . , Qq)) deg p ≤ ordp(βi) deg p(4.7)
≤ −b(m,n,M)
∑
q∈MK\{p}
(eq(FX) +meq(Q1, . . . , Qq)) deg q.
and
b(m,n,M)(ep(FX) +mep(Q1, . . . , Qq)) deg p ≤ ep(Li) deg p(4.8)
≤ −b(m,n,M)
∑
q∈MK\{p}
(eq(FX) +meq(Q1, . . . , Qq)) deg q.
Set
Φ(x) = [φ1(x) : . . . : φHX(m)(x)] : X −→ P
HX(m)−1.
Then,
Li(Φ(x)) = βiψ
l1(p,x)
i (x).
Combining with (4.7), we have
ordp(Li(Φ(x))) deg p = ordp(βi) deg p+ ordp(ψ
l1(p,x)
i (x)) deg p
≥ ordp(ψ
l1(p,x)
i (x)) deg p+ b(m,n,M)(ep(FX) +mep(Q1, . . . , Qq)) deg p
Applying Lemma 3.9, we have
λp,Li(Φ(x)) = (ordp(Li(Φ(x))− ep(Φ(x))− ep(Li)) deg p
≥ ordp(ψ
l1(p,x)
i (x)) deg p+ b(m,n,M)(ep(FX) +mep(Q1, . . . , Qq)) deg p
−mep(x) deg p− b(m,n,M)h(FX)− ep(Li) deg p
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Combining with (4.8), we have
λp,Li(Φ(x)) ≥ ordp(ψ
l1(p,x)
i (x)) deg p(4.9)
−mep(x) deg p− b(m,n,M)(2h(FX) +mh(Q1, . . . , Qq))
From (4.6) and (4.9), we have
S(m/d− 1)
(
ordp(Ql1(p,x)(x))− dep(x)
)
deg p ≤
HX(m)∑
j=1
λp,Lj(Φ(x)) + b1,
where b1 = (m+ 1)HX(m)b(m,n,M) (h(FX) + h(Q1, . . . , Qq)) .
Since there are only q choices of Ql1(p,x) ⊂ {Q1, . . . , Qq}, we have a finite
collection of linear forms L1, . . . , Lu. Combining the above equation with
(4.1), we have
∑
p∈S
q∑
i=1
λp,Qi(x) ≤
N
S(m/d− 1)
∑
p∈S
∑
i∈Kp
λp,Li(Φ(x)) +
Nb2
S(m/d− 1)
+ b3,
(4.10)
where b2 = |S|b1, b3 = a(q − N)|S| − q
∑
p∈S ep(Q1, . . . , Qq) deg p, and Kp
is an index set {i1, . . . , iHX(m)} ⊂ {1, . . . , u} such that Li1 , . . . , LiHX (m) are
linearly independent and
∑
i∈Kp
Lp,i(Φ(x)) achieve maximum among all such
index sets.
Apply theorem A for the family of linear forms L1, . . . , Lu and ǫ = 1, then
there exists a finite union of effectively computable linear subspaces R in
P
HX(m)−1 and effectively computable constants c1, c
′
1 such that for all Φ(x)
not contained in R, either
h(Φ(x)) ≤ c1,
or
∑
p∈S
∑
i∈Kp
λp,Li(Φ(x)) ≤ (HX(m) + 1)h(Φ(x)) + c
′
1 ≤ (HX(m) + 1)mh(x) + c
′
1.
(4.11)
In view of remark 4.1 and (4.8), the constants c1, c
′
1 can be bounded by the
constants depend on ǫ, the degree of the canonical divisor class of V , the pro-
jective degree of V , the degree of S (i.e
∑
p∈S deg p) and h(Q1, . . . , Qq), h(FX).
By the latter case, equations (4.10), (4.11) yields
∑
p∈S
q∑
i=1
λp,Qi(x) ≤
Nm(HX(m) + 1)
S(m/d− 1)
h(x) +
N(b2 + c
′
1)
S(m/d− 1)
+ b3(4.12)
We apply Proposition 3.3 for given ǫ > 0, then there exists aǫ effectively
computable depending on n, d,△ such that
(HX(m) + 1)m
S(m/d− 1)
< d(n+ 1 +
ǫ
N
),
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for all m > aǫ, d|m. We choose m := d([aǫ/d] + 1). Then, by the latter case,
from (4.12), we have
∑
p∈S
q∑
i=1
λp,Qi(x) ≤ d(N(n+ 1) + ǫ)h(x) + b3 +
N(b2 + c
′
1)
S(m/d− 1)
.
Moreover, we have
b3 +
N(b2 + c
′
1)
S(m/d− 1)
= (6max{(N + 1)△, d})(n+1)(M
2+M)
·(h(FX) + h(Q1, . . . , Qq)) · (q −N)|S| − q
∑
p∈S
ep(Q1, . . . , Qq) deg p
+
N (|S|(m+ 1)HX(m)b(m,n,M) (h(FX) + h(Q1, . . . , Qq)) + c
′
1)
S(m/d− 1)
≤ dc˜′ǫ,
where
c˜′ǫ =
1
d
(6max{(N + 1)△, d})(n+1)(M
2+M)(4.13)
·(h(FX) + h(Q1, . . . , Qq)) · (q −N)|S|+
q
d
h(Q1, . . . , Qq)
+
N (|S|(m+ 1)HX(m)b(m,n,M) (h(FX) + h(Q1, . . . , Qq)) + c
′
1)
dS(m/d− 1)
(Here, we use the fact thatQi has at least one coefficient equal to 1, therefore
−
∑
p∈MK
ep(Q1, . . . , Qq) deg p ≤ h(Q1, . . . , Qq).
Hence, by the latter case, we have
∑
p∈S
q∑
i=1
d−1λp,Qi(x) ≤ (N(n+ 1) + ǫ)h(x) + c˜
′
ǫ(4.14)
By the first case, apply Lemma 3.9, then we have
h(x) ≤ c˜ǫ,(4.15)
where
c˜ǫ =
c1 + (M + 2)b(m,n,M)h(FX)
m
.(4.16)
Finally, we may conclude our proof by the following fact. The morphism
Φ = [φ1 : . . . : φHX(m)] : X −→ P
HX(m)−1 has the property that either (4.15)
or (4.14) hold for x ∈ X with Φ(x) 6∈ R. We now consider those x ∈ X(K)
with Φ(x) ∈ R.We note that the exceptional linear subspaces R in theorem
A do not depend on ǫ, however in our case they do depend on m. Hence
we write R as Rm. Let Uǫ be the collection of algebraic subsets of X which
are the inverse images of the algebraic subsets in Rm under the morphism
Φ. As the components of the morphism Φ(x) are monomials of degree m
in X0, . . . , XM , the conditions that Φ(x) is contained in a finite union of
effectively computable linear subspaces Rm in P
HX(m)−1 is equivalent to that
x is contained in a set Uǫ containing finitely many effectively computable
algebraic subsets of PM with degree no more than m. 
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Proof of theorem 1.1
Let Qi, 1 ≤ i ≤ q be homogeneous polynomials of degree di, respectively.
Let d is the l.c.m of d′i, 1 ≤ i ≤ q. For each i, 1 ≤ i ≤ q, we choose one
coefficient not equal to 0 of Qi and denote it by ai.
We apply Theorem 4.2 for (Qi
ai
)d/di , 1 ≤ i ≤ q. Then, for a given ǫ, there
there exists an effectively computable finite union Uǫ of proper algebraic
subsets of PM(K) not containing X such that for any x ∈ X\Uǫ either
h(x) ≤ c˜ǫ,
or
q∑
i=1
∑
p∈S
d−1λ
p,(
Qi
ai
)d/di
(x) ≤ (N(n + 1) + ǫ)h(x) + c˜′ǫ,
where c˜ǫ, c˜
′
ǫ are given in (4.13),(4.16).
The algebraic subsets in Uǫ depends on ǫ,M,N, q,K, S,X and the Qi.
Now, we estimate an upper bound for c˜′ǫ.
Since ep((
Qi
ai
)d/di) = d
di
ep(
Qi
ai
) ≤ 0, for all i = 1, . . . , q. We have
ep
((
Q1
a1
)d/d1
, . . . ,
(
Qq
aq
)d/dq)
≥ ep
((
Q1
a1
)d/d1)
+ · · ·+ ep
((
Qq
aq
)d/dq)
h
((
Q1
a1
)d/d1
, . . . ,
(
Qq
aq
)d/dq)
≤ h
((
Q1
a1
)d/d1)
+ · · ·+ h
((
Qq
aq
)d/dq)
=
d
d1
h(Q1) + · · ·+
d
dq
h(Qq)
Therefore,
c˜′ǫ ≤ (6max{(N + 1)△, d})
(n+1)(M2+M) (
1
d
h(FX) +
1
d1
h(Q1) + . . .+
1
dq
h(Qq))
(4.17)
·(q −N)|S|+ q(
1
d1
h(Q1) + . . .+
1
dq
h(Qq))
+
N
(
|S|(m+ 1)HX(m)b(m,n,M)
(
h(FX) +
d
d1
h(Q1) + . . .+
d
dq
h(Qq)
)
+ c′1
)
dS(m/d− 1)
.
We observe that
λp,(Qi/ai)d/di (x) =
(
d
di
ordp(Qi(x)/ai)− dep(x)−
d
di
ep(Qi/ai)
)
deg p
=
d
di
λp,Qi(x)
Therefore, for any x ∈ X\Uǫ we have either
h(x) ≤ cǫ,
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where cǫ = c˜ǫ, or
q∑
i=1
∑
p∈S
d−1i λp,Qi(x) ≤ (N(n + 1) + ǫ)h(x) + c
′
ǫ,
where
c′ǫ = (6max{(N + 1)△, d})
(n+1)(M2+M) (
1
d
h(FX) +
1
d1
h(Q1) + . . .+
1
dq
h(Qq))
(4.18)
·(q −N)|S|+ q(
1
d1
h(Q1) + . . .+
1
dq
h(Qq))
+
N
(
|S|(m+ 1)HX(m)b(m,n,M)
(
h(FX) +
d
d1
h(Q1) + . . .+
d
dq
h(Qq)
)
+ c′1
)
dS(m/d− 1)
.
This completes the proof.
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