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Abstract. In this paper we have extended the notion of statistical limit
point as introduced by Fridy[8] to I-statistical limit point of sequences of
real numbers and studied some basic properties of the set of all I-statistical
limit points and I-statistical cluster points of real sequences.
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1. Introduction:
The usual notion of convergence of real sequences was extended to statistical
convergence independently by Fast[12] and Schoenberg[20] based on the notion
of natural density of subsets of N, the set of all positive integers. Since then a
lot of works has been done in this area (in particular after the seminal works
of Salat[18] and Fridy[7]). Following the notion of statistical convergence in [8]
Fridy introduced and studied the notions of statistical limit points and statistical
cluster points of real sequences. More primary work on this convergence can be
found from[1, 2, 3, 9, 17, 21] where other references can be found.
The concept of statistical convergence was further extended to I-convergence
by Kostyrko et. al.[13] using the notion of ideals of N. Using this notion of ideals
the concepts of statistical limit point and statistical cluster point were naturally
extended to I-limit point and I-cluster point respectively by Kostyrko et. al. in
[14]. More works in this line can be found in [6, 10, 11] and many others.
Recently in [4] the notion of I-statistical convergence and I-statistical cluster
point of real sequences have been introduced by Das et. al. using ideals of
N, which naturally extends the notions of statistical convergence and statistical
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cluster point. Further works on such summability method can be found in
[5, 15, 19] and many others.
In this paper using the notion of I-statistical convergence we extend the
concept of statistical limit point to I-statistical limit point of sequences of real
numbers and study some properties of I-statistical limit points and I-statistical
cluster points of sequences of real numbers. We also study the sets of I-statistical
limit points and I-statistical cluster points of sequences of real numbers and
relationship between them.
2. Basic Definitions and Notations
In this section we recall some basic definitions and notations. Throughout
the paper N denotes the set of all positive integers, R denotes the set of all real
numbers and x denotes the sequence {xk}k∈N of real numbers.
Definition 2.1. [16] A subset K of N is said to have natural density (or asymp-
totic density) d(K) if
d(K) = lim
n→∞
|K(n)|
n
where K(n) = {j ∈ K : j ≤ n} and |K(n)| represents the number of elements in
K(n).
If {xkj}j∈N is a subsequence of the sequence x = {xk}k∈N of real numbers
and A = {kj : j ∈ N}, then we abbreviate {xkj}j∈N by {x}A. In case d(A) = 0,
{x}A is called a subsequence of natural density zero or a thin subsequence of x.
On the other hand, {x}A is a non-thin subsequence of x if d(A) does not have
natural density zero i.e., if either d(A) is a positive number or A fails to have
natural density.
Definition 2.2. [7] Let x = {xk}k∈N be a sequence of real numbers. Then x is
said to be statistically convergent to ξ if for any ε > 0
d({k : |xk − ξ| ≥ ε}) = 0.
In this case we write st− lim
k→∞
xk = ξ.
Definition 2.3. [17] A sequence x = {xk}k∈N is said to be statistically bounded
if there exists a compact set C in R such that d({k : k ≤ n, xk /∈ C}) = 0.
Definition 2.4. [8] A real number l is a statistical limit point of the sequence
x = {xk}k∈N of real numbers, if there exists a nonthin subsequence of x that
converges to l.
A real number L is an ordinary limit point of a sequence x if there is a
subsequence of x that converges to L. The set of all ordinary limit points and
the set of all statistical limit points of the sequence x are denoted by Lx and Λx
respectively. Clearly Λx ⊂ Lx.
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Definition 2.5. [8] A real number y is a statistical cluster point of the sequence
x = {xk}k∈N of real numbers, if for any ε > 0 the set {k ∈ N : |xk − y| < ε}
does not have natural density zero.
The set of all statistical cluster points of x is denoted by Γx. Clearly Γx ⊂ Lx.
We now recall definitions of ideal and filter in a non-empty set.
Definition 2.6. [13] Let X 6= φ. A class I of subsets of X is said to be an ideal
in X provided, I satisfies the conditions:
(i)φ ∈ I,
(ii)A,B ∈ I ⇒ A ∪B ∈ I,
(iii)A ∈ I, B ⊂ A⇒ B ∈ I.
An ideal I in a non-empty set X is called non-trivial if X /∈ I.
Definition 2.7. [13] Let X 6= φ. A non-empty class F of subsets of X is said
to be a filter in X provided that:
(i)φ /∈ F,
(ii) A,B ∈ F⇒ A ∩B ∈ F,
(iii)A ∈ F, B ⊃ A⇒ B ∈ F.
Definition 2.8. [13] Let I be a non-trivial ideal in a non-empty set X . Then
the class F(I)= {M ⊂ X : ∃A ∈ I such that M = X \A} is a filter on X . This
filter F(I) is called the filter associated with I.
A non-trivial ideal I in X(6= φ) is called admissible if {x} ∈ I for each x ∈ X .
Throughout the paper we take I as a non-trivial admissible ideal in N unless
otherwise mentioned.
Definition 2.9. [13] Let x = {xk}k∈N be a sequence of real numbers. Then x
is said to be I-convergent to ξ if for any ε > 0
{k : |xk − ξ| ≥ ε} ∈ I.
In this case we write I − lim
k→∞
xk = ξ.
Definition 2.10. [6] A sequence x = {xk}k∈N of real number is said to be
I-bounded if there exists a real number G > 0 such that {k : |xk| > G} ∈ I.
Definition 2.11. [4] Let x = {xk}k∈N be a sequence of real numbers. Then x
is said to be I-statistically convergent to ξ if for any ε > 0 and δ > 0
{n ∈ N : 1
n
|{k ≤ n : |xk − ξ| ≥ ε}| ≥ δ} ∈ I.
In this case we write I-st- lim x = ξ.
3. I-statistical limit points and I-statistical cluster points
In this section, following the line of Fridy [8] and Pehlivan et. al. [17], we
introduce the notion of I-statistical limit point of real sequences and present an
I-statistical analogue of some results in those papers.
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Definition 3.1. [5] A subset K of N is said to have I-natural density (or,
I-asymptotic density) dI(K) if
dI(K) = I − lim
n→∞
|K(n)|
n
where K(n) = {j ∈ K : j ≤ n} and |K(n)| represents the number of elements in
K(n).
Note 3.1. From the above definition, it is clear that, if d(A) = r, A ⊂ N, then
dI(A) = r for any nontrivial admissible ideal I in N.
In case dI(A) = 0, {x}A is called a subsequence of I-asymptotic density
zero, or a I-thin subsequence of x. On the other hand, {x}A is an I-nonthin
subsequence of x, if dI(A) does not have density zero i. e., if either dI(A) is a
positive number or A fails to have I-asymptotic density.
Definition 3.2. A real number l is an I-statistical limit point of a sequence
x = {xk}k∈N of real numbers, if there exists an I-nonthin subsequence of x
that converges to l. The set of all I-statistical limit points of the sequence x is
denoted by ΛSx(I).
Definition 3.3. [5] A real number y is an I-statistical cluster point of a sequence
x = {xk}k∈N of real numbers, if for every ε > 0, the set {k ∈ N : |xk − y| < ε}
does not have I-asymptotic density zero. The set of all I-statistical cluster points
of x is denoted by ΓSx (I).
Note 3.2. If I = Ifin = {A ⊂ N : |A| < ∞}, then the notions of I-statistical
limit points and I-statistical cluster points coincide with the notions of statistical
limit points and statistical cluster points respectively.
We first present an I-statistical analogous of some results in [8].
Theorem 3.1. Let x = {xk}k∈N be a sequence of real numbers. Then ΛSx(I) ⊂
ΓSx (I).
Proof. Let α ∈ ΛSx (I). So we have a subsequence {xkj}j∈N of x with lim xkj = α
and dI(K) 6= 0, where K = {kj : j ∈ N}. Let ε > 0 be given. Since lim xkj = α,
so B = {kj :
∣
∣xkj − α
∣
∣ ≥ ε} is a finite set. Thus
{k ∈ N : |xk − α| < ε} ⊃ {kj : j ∈ N} \B
⇒ K = {kj : j ∈ N} ⊂ {k ∈ N : |xk − α| < ε} ∪B.
Now if dI({k ∈ N : |xk − α| < ε}) = 0, then we have dI(K) = 0, which is a
contradiction. Thus α is an I-statistical cluster point of x. Since α ∈ ΛSx (I) is
arbitrary, so ΛSx (I) ⊂ Γ
S
x (I). 
Note 3.3. The set ΛSx (I) of all I-statistical limit points of a sequence x may
not be equal to the set ΓSx (I) of all I-statistical cluster points of x. To show this
we cite the following example.
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Theorem 3.2. If x = {xk}k∈N and y = {yk}k∈N are sequences of real numbers
such that dI({k : xk 6= yk}) = 0, then ΛSx(I) = Λ
S
y (I) and Γ
S
x (I) = Γ
S
y (I).
Proof. Let γ ∈ ΓSx (I) and ε > 0 be given. Then {k : |xk − γ| < ε} does not
have I-asymptotic density zero. Let A = {k : xk = yk}. Since dI(A) = 1 so
{k : |xk − γ| < ε}∩A does not have I-asymptotic density zero. Thus γ ∈ ΓSy (I).
Since γ ∈ ΓSx (I) is arbitrary, so Γ
S
x (I) ⊂ Γ
S
y (I). By symmetry we have Γ
S
y (I) ⊂
ΓSx (I). Hence Γ
S
x (I) = Γ
S
y (I).
Also let β ∈ ΛSx(I). Then x has an I-nonthin subsequence {xkj}j∈N that
converges to β. Let K = {kj : j ∈ N}. Since dI({kj : xkj 6= ykj}) = 0, we
have dI({kj : xkj = ykj}) 6= 0. Therefore from the latter set we have an I-
nonthin subsequence {y}K′ of {y}K that converges to β. Thus β ∈ ΛSy (I). Since
β ∈ ΛSx (I) is arbitrary, so Λ
S
x (I) ⊂ Λ
S
y (I). By symmetry we have Λ
S
x(I) ⊃ Λ
S
y (I).
Hence ΛSx (I) = Λ
S
y (I). 
We now investigate some topological properties of the set ΓSx (I) of all I-
statistical cluster points of x.
Theorem 3.3. Let A be a compact set in R and A ∩ ΓSx (I) = ∅. Then the set
{k ∈ N : xk ∈ A} has I-asymptotic density zero.
Proof. Since A∩ΓSx (I) = ∅, so for any ξ ∈ A there is a positive number ε = ε(ξ)
such that
dI({k : |xk − ξ| < ε}) = 0.
Let Bε(ξ)(ξ) = {y : |y − ξ| < ε}. Then the set of open sets
{
Bε(ξ)(ξ) : ξ ∈ A
}
form an open covers of A. Since A is a compact set so there is a finite subcover
of {Bε(ξ)(ξ) : ξ ∈ A} for A, say
{
Ai = Bε(ξi)(ξi) : i = 1, 2, ..q
}
. Then A ⊂
q⋃
i=1
Ai
and
dI({k : |xk − ξi| < ε(ξi)}) = 0 for i = 1, 2, ...q.
We can write
|{k : k ≤ n;xk ∈ A}| ≤
q∑
i=1
|{k : k ≤ n; |xk − ξi| < ε(ξi)}|,
and by the property of I-convergence,
I- lim
n→∞
|{k:k≤n;xk∈A}|
n
≤
q∑
i=1
I- lim
n→∞
|{k:k≤n;|xk−ξi|<ε(ξi)}|
n
= 0.
Which gives dI({k : xk ∈ A}) = 0 and this completes the proof. 
Note 3.4. If the set A is not compact then the above result may not be true.
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Theorem 3.4. If a sequence x = {xk}k∈N has a bounded I-non-thin subse-
quence, then the set ΓSx (I) is a non-empty closed set.
Proof. Let x =
{
xkq
}
q∈N
is a bounded I-non-thin subsequence of x and A be a
compact set such that xkq ∈ A for each q ∈ N. Let P = {kq : q ∈ N}. Clearly
dI(P ) 6= 0. Now if ΓSx (I) = ∅, then A ∩ Γ
S
x (I) = ∅ and so by Theorem 3.3 we
have
dI({k : xk ∈ A}) = 0.
But
|{k : k ≤ n, k ∈ P}| ≤ |{k : k ≤ n, xk ∈ A}|,
which implies that dI(P ) = 0, which is a contradiction. So Γ
S
x (I) 6= ∅.
Now to show that ΓSx (I) is closed, let ξ be a limit point of Γ
S
x (I). Then for
every ε > 0 we have Bε(ξ) ∩ (ΓSx (I) \ {ξ}) 6= ∅. Let β ∈ Bε(ξ) ∩ (Γ
S
x (I) \ {ξ}).
Now we can choose ǫ′ > 0 such that Bǫ′(β) ⊂ Bε(ξ). Since β ∈ ΓSx (I) so
dI({k : |xk − β| < ǫ′}) 6= ∅
⇒ dI({k : |xk − ξ| < ε}) 6= ∅.
Hence ξ ∈ ΓSx (I). 
Definition 3.4. (a) A sequence x = {xk}k∈N of real numbers is said to be I-
statistically bounded above if, there exists L ∈ R such that dI({k ∈ N : xk >
L}) = 0.
(b) A sequence x = {xk}k∈N of real numbers is said to be I- statistically bounded
below if, there exists l ∈ R such that dI({k ∈ N : xk < l}) = 0.
Definition 3.5. A sequence x = {xk}k∈N of real numbers is said to be I-
statistically bounded if, there exists l > 0 such that for any δ > 0, the set
A = {n ∈ N : 1
n
|{k ∈ N : k ≤ n, |xk| > l}| ≥ δ} ∈ I
i.e. dI({k ∈ N : |xk| > l}) = 0.
Equivalently, x = {xk}k∈N is said to be I-statistically bounded if, there exists a
compact set C in R such that for any δ > 0, the set A = {n ∈ N : 1
n
|{k ∈ N :
k ≤ n, xk /∈ C}| ≥ δ} ∈ I i.e., dI({k ∈ N : xk /∈ C}) = 0.
Note 3.5. If I = Ifin = {A ⊂ N : |A| < ∞}, then the notion of I-statistical
boundedness coincide with the notion of statistical boundedness.
Corollary 3.5. If x = {xk}k∈N is I-statistically bounded. Then the set Γ
S
x (I)
is non empty and compact.
........................THEOREM 3.3................................
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Theorem 3.6. Let x = {xk}k∈N be an I-statistically bounded sequence. Then
for every ε > 0 the set
{
k : d(ΓSx (I), xk) ≥ ε
}
has I-asymptotic density zero, where d(ΓSx (I), xk) = infy∈ΓSx(I)|y − xk| the dis-
tance from xk to the set Γ
S
x (I).
Proof. Let C be a compact set such that dI({k : xk /∈ C}) = 0. Then by Corol-
lary 3.5 we have ΓSx (I) is non-empty and Γ
S
x (I) ⊂ C.
Now if possible let dI(
{
k : d(ΓSx (I), xk) ≥ ε
′
}
) 6= 0 for some ε′ > 0.
Now we define Bε′(Γ
S
x (I)) =
{
y : d(ΓSx (I), y) < ε
′
}
and letA = C\Bε′(ΓSx (I)).
Then A is a compact set which contains an I- non-thin subsequence of x. Then
by Theorem 3.3 A∩ΓSx (I) 6= ∅, which is absurd, since Γ
S
x (I) ⊂ Bε′(Γ
S
x (I). Hence
dI(
{
k : d(ΓSx (I), xk) ≥ ε
}
) = 0
for every ε > 0. 
4. Condition APIO
Definition 4.1. (Additive property for I-asymptotic density zero sets).
The I-asymptotic density dI is said to satisfy APIO if, given a collection of sets
{Aj}j∈N in N with dI(Aj) = 0, for each j ∈ N, there exists a collection {Bj}j∈N
in N with the properties |Aj∆Bj | <∞ for each j ∈ N and dI(B =
∞⋃
j=1
Bj) = 0.
Theorem 4.1. A sequence x = {xk}k∈N of real number is I-statistically con-
vergent to l implies there exists a subset B with dI(B) = 1 and lim
k∈B,k→∞
xk = l
if and only if dI has the property APIO.
Theorem 4.2. Let I be an ideal such that dI has the property APIO, then for
any sequence x = {xk}k∈N of real numbers there exists a sequence y = {yk}k∈N
such that Ly = Γ
S
x (I) and the set {k : xk 6= yk} has I-asymptotic density zero.
5. I-statistical analogous of Completeness Theorems
In this section following the line of Fridy [8], we formulate and prove an I-
statistical analogue of the theorems concerning sequences that are equivalent to
the completeness of the real line.
We first consider a sequential version of the least upper bound axiom (in R),
namely, Monotone sequence Theorem: every monotone increasing sequence of
real numbers which is bounded above, is convergent. The following result is an
I-statistical analogue of that Theorem.
Theorem 5.1. Let x = {xk}k∈N be a sequence of real numbers and M = {k :
xk ≤ xk+1}. If dI(M) = 1 and x is bounded above on M , then x is I-statistically
convergent.
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Proof. Since x is bounded above on M , so let l be the least upper bound of the
range of {xk}k∈M . Then we have
(i) xk ≤ l, ∀k ∈M
(ii) for a pre-assigned ε > 0, there exists a natural number k0 ∈ M such that
xk0 > l− ε.
Now let k ∈ M and k > k0. Then l − ε < xk0 ≤ xk < l + ε. Thus M ∩ {k :
k > k0} ⊂ {k : l − ε < xk < l + ε}. Since the set on the left hand side of the
inclusion is of I-asymptotic density 1, we have dI({k : l − ε < xk < l + ε}) = 1
i.e., dI({k : |xk − l| ≥ ε}) = 0. Hence x is I-statistically convergent to l. 
Theorem 5.2. Let x = {xk}k∈N be a sequence of real numbers and M = {k :
xk ≥ xk+1}. If dI(M) = 1 and x is bounded below on M , then x is I-statistically
convergent.
Proof. The proof is similar to that of Theorem 5.1 and so is omitted. 
Note 5.1. (a) In the Theorem 5.1 if we replace the criteria that ‘x is bounded
above on M ’ by ‘x is I-statistically bounded above on M ’ then the result still
holds. Indeed if x is a I-statistically bounded above on M , then there exists
l ∈ R such that dI({k ∈ M : xk > l}) = 0 i.e., dI({k ∈ M : xk ≤ l}) = 1. Let
S = {k ∈M : xk ≤ l} and l
′
= sup{xk : k ∈ S}. Then
(i) xk ≤ l
′
for all k ∈ S
(ii) for any ε > 0, there exists a natural number k0 ∈ S such that xk0 > l
′
−ε.
Then proceeding in a similar way as in Theorem 5.1 we get the result.
(b) Similarly, In the Theorem 5.2 if we replace the criteria that ‘x is bounded
below on M ’ by ‘x is I-statistically bounded below on M ’ then the result still
holds.
Another completeness result for R is the Bolzano-Weierstrass Theorem, which
tells us that, every bounded sequence of real numbers has a cluster point. The
following result is an I-statistical analogue of that result.
Theorem 5.3. Let I be an ideal such that dI has the property APIO. Let
x = {xk}k∈N be a sequence of real numbers. If x has a bounded I-nonthin
subsequence, then x has an I-statistical cluster point.
Proof. Using Theorem 4.2, we have a sequence y = {yk}k∈N such that Ly =
ΓSx (I) and dI({k : xk = yk}) = 1. Let {x}K be the bounded I-nonthin sub-
sequence of x. Then dI({k : xk = yk} ∩ K) 6= 0. Thus y has a bounded
I-nonthin subsequence and hence by Bolzano-Weierstrass Theorem, Ly 6= ∅.
Thus ΓSx (I) 6= ∅. 
Corollary 5.4. Let I be an ideal such that dI has the property APIO. If x is a
bounded sequence of real numbers, then x has an I-statistical cluster point.
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The next result is an I-statistical analogue of the Heine-Bo¨rel Covering The-
orem.
Theorem 5.5. Let I be an ideal such that dI has the property APIO. Let x be a
bounded sequence of real numbers, then it has an I-thin subsequence {x}B such
that {xk : k ∈ N \B} ∪ ΓSx (I) is a compact set.
Acknowledgment: The second author is grateful to University Grants Com-
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