Fiber bundle models (FBM's) have been used to model the failure of fibrous composites as load-sharing systems since the 1960's when Rosen (1964 and 1965) conducted some remarkable experiments on unidirectional fibrous composites. These experiments gave seminal insights into their failure under increasing tensile load. However, over the last thirty years FBM's have been used to model catastrophic failure in other situations by the physical science community and others. The purpose of this paper is to sketch some research on load-sharing models and statistical analysis methods that have been overlooked by this community. These are illustrated by summarizing the findings regarding Rosen's Specimen A experiments and presenting the necessary results needed for this. Related research about the bundle breaking strength distribution and the joint distribution (the Gibbs measure) regarding the state (failed or unfailed) of the bundle components at a given load per component, s, is also given.
Introduction
Fiber bundle models (FBM's) have been used to model the failure of fibrous composites as load-sharing systems since the 1960's when Rosen (1964 and 1965) conducted some remarkable experiments on unidirectional fibrous composites. These experiments gave seminal insights into their failure under increasing tensile load. However, over the last thirty years FBM's have been used to model catastrophic failure in other situations (Kun et al., 2006, and Hansen et al., 2015) by the physical science community and others. In Section 2, a threshold distribution (a scale mixture) is given for the bundle breaking strength when the bundle component strengths are independent Weilbulls. The bundle strength distribution is a gamma type mixture over the gamma scale parameter where the scale mixing distribution is totally determined by the load-sharing rule. In Section 3, the construction of the joint distribution of the components' states is given. It is a Gibbs measure that has a simple local structure given in (3.6) in terms of the log odds of a component strength distribution evaluated based on the load-sharing rule.
Rosen's Series A specimen experiments are described in Section 4. The nonparametric Bayes estimation of the component strength distribution is given in Section 4.2 where a partition based prior is used because the component breaking strengths from Rosen's photographs of Specimen A-7 are all censored. The local structure of the load-sharing that was used in the analysis of the photographs sufficed for this purpose but did not define a load-sharing rule. This is needed to model the Series A Specimen breaking strengths as a chain-of-grid-bundles in Section 4.5 and to define the Gibbs measure for the 4 × 4 grid-bundle in Section 4.6. In Section 4.3, it is shown that, when the local structure of the load-sharing defines one step transition probabilities for a Markov chain, absorbing state probabilities for the chain can be used to define a monotone load-sharing rule based on this local structure.
To keep the paper self-contained, a simple presentation of the extreme value asymptotics needed in Section 4.5 is given in Section 4.4. (A brief but complete theory for minimum extreme value asymptotics can be found in Chapter 8 of Barlow and Proschan, 1975 .) With regard to chain-ofbundles asymptotics, Harlow et al. (1983) addressed this for bundles that were parallel systems of k components under monotone load-sharing. They showed that, when the component strength distribution behavior was Weibull-like with shape parameter ρ at the origin, the chain breaking strength was asymptotically Weibull with shape parameter kρ where k is referred to, later, as the inflation factor. They also noted that much of the load-sharing used in the literature was local in structure and did not lend itself for asymptotic purposes; you needed to have a load-sharing rule that prescribes the load-sharing for all possible configurations of unfailed components. Their asymptotic results were derived for load-sharing rules that were what they called monotone loadsharing rules. Lynch (2001) considered the same situation, but for Weibull components and, as such, was able to exploit the bundle threshold representation given in Durham and Lynch (2000) .
Using this representation, he was able to obtain not just limit results but approximations and investigated not just parallel systems but arbitrary systems. In this case the inflation factor is the size of the smallest cut set defined later.
Finally, in Section 5, we have two concluding comments regarding FBM's. The first is in regards to the Markovian behavior of the component failures under increasing load. The second describes how, with certain assumptions on component degradation, the results in the previous sections might be pieced together to develop a theory and methods to analyze cycles to failure testing data.
The following notation is used in later sections.
Notation:
(i) X ∼ f or X ∼ F denotes that the random variable X has distribution F or density f .
Threshold Representations
In Section 2.1 we give threshold representations for the order statistics of iid exponential random variables. It is well known that the asymptotic distribution of the k th order statistic is a gamma with shape parameter k. A consequence of the representations given here is that, for a random sample of size the n, the k th order statistic's exact distribution is a scale mixture of gammas with shape parameter k where the mixing is over the scale parameter and the mixing distribution is based on a convolution of k − 1 uniforms and the sample size n.
Similar representations are given in Section 2.2 for the breaking strengths in a fiber bundle. Here the mixing distributions are also convolutions of uniforms which are based on the load-sharing rule for bundle and the shape parameter is related to the number of fiber components that break in the bundle.
A Threshold Representation for Order Statistics
Following Grego and Lynch (2006) , let X 1 , X 2 , . . . , X n be iid random variables with distribution F and density f . Denote their ordered values by X 1;n < X 2;n < · · · < X n;n . Then, for 1 ≤ k < l ≤ n and 0 < x < y, (X k;n , X l;n ) ∼ f k,l,n (x, y), where
When X 1 , X 2 , . . . , X n and iid unit exponentials (i.e.,F (
From (2.1.2b) and (2.1.3), the joint conditional density of Θ 1 and Θ 2 given X and Y is
where the normalizing constants in the denominator are in terms of the Laplace transforms of the convolutions of uniforms. The term in the middle identity of (2.1.5) is a product of these exponentially tilted convolutions and shows that Θ 1 and Θ 2 are conditionally independent given X and Y .
In the next section similar distributional results to those given in (2.1.2-5) are excerpted from Li and Lynch (2011), Section 3 for load-sharing systems (bundles). See that reference for all the details.
Threshold Representations Related to the Bundle Strength
In this section, we derive the threshold representations of the joint distribution of the Phase I failure strengths and of the system strength for a monotone load-sharing system and some consequences of these representations.
The strength of a load-sharing system is based on the nominal load per component (the load per component), say s. We assume that there are n components in a system which are labeled by N = {1, 2, . . . , n}. When a system of components is subjected to an increasing load, the functioning components share the load according to the load-sharing rule for the system. As the load is increased, a To describe load-sharing rules and the process of system failure, we introduce the notation for a breaking pattern. Following Lynch (1999) and Durham and Lynch (2000) , the encoding notation for a breaking pattern is a listing in the form
where 
Since the load-sharing is monotone, the following system of equations and inequalities for x and s must be satisfied based on the notation from (2.2.1):
and
In (C1) write
and let
Then, from (C3b) the two bounds for the strength of component i in (C2) can be written as
Now consider a load-sharing system under increasing load per component, s, consisting of n components with independent component strengths X 1 , X 2 , . . . , X n . Let C denote the random variable for the number of cycles for component strengths X 1 , X 2 , . . . , X n when the system is a parallel system. Let S 1 < S 2 < · · · < S C ≡ S denote the sequence of phase I breaking strengths where S is the strength of the parallel system. Let {1, . . . , n} ≡ P 0 ⊃ P 1 ⊃ . . . ⊃ P C−1 denote the sets of components that survive the i th cycle, i = 1, . . . , C − 1. Then, since the load-sharing rule is monotone,
We first use (C3) and (C4) to derive the joint density of all Phase I breaking stresses, denoted by f s (S), for a system of n iid unit exponential components. We proceed as follows. Pick one of the attainable breaking patterns, say p. (Certain patterns may not be attainable. See Li and Lynch, 2011, for details.) By (C3a&b), the joint density of S and Q where Q denotes the random breaking pattern is
where we adopt the convention throughout that terms in the first product in (2.2.2) are equal to 1
Note that (2.2.2) is similar in form to (2.1.1a). Thus, if the fiber strengths are iid unit exponentials, we get similar results to (2.1.2-5) from arguments similar to (2.1.1b-e). For example, the strength distribution of the bundle is a mixture over the scale parameter of gammas with shape parameter n. The mixing distribution itself is a mixture where the components in the mixing distribution are size-biased convolutions of uniforms where the uniforms are based on the load-sharing rule and the failure pattern associated with that component.
For a load-sharing system with arbitrary structure, let P * denote the set of path sets for the structure. It is assumed without further comment that the systems are coherent; i.e., systems for which all components are relevant in the sense that a component working or not affects whether the system works. Coherent systems can be described in terms of path and cut sets. Recall (see Barlow and Prochan, 1975 ) that a path (cut) set for a system is a set of components where, if all the components in a path (cut) set work (fail), the system works (fails). Thus, the system works (fails) if and only if at least one path (cut) set works (fails).
Given X 1 , X 2 , . . . , X n , the collection {P c } is random. The structure given by P * still works if and only if the set of unfailed components is P c ∈ P * . Thus, the strength of the structure is
where P c * is the smallest path set of the system structure among P 0 ⊃ P 1 ⊃ . . . ⊃ P C−1 . It follows that P c is a path set for c ≤ c * and the complement of P c c * +1 has to be a cut set of the structure. Let A c and |A| denote the complement and the cardinality, respectively, of the set A. For fiber strengths that are iid unit exponentials, the strength distribution of the bundle is a mixture over both the scale and shape parameter of gammas where the shape parameter is between P c c * and P c c * +1 . See Section 3 of
Durham and Lynch (2000) for a complete discussion regarding the value of the shape parameter.
The mixing distribution again is a mixture where the components in the mixing distribution are size-biased convolutions of uniforms.
Comments:
. . , X n be independent Weibull strengths where the survival distribu-
Consider a load-sharing system of these components with
. . , n are iid unit exponentials, the previous threshold representations for iid unit exponentials can be modified by replacing the load-sharing rule {λ i (M )} by {( 
The Gibbs Distribution of the States of the Fiber Bundle Model
Below is a summary of results from Sections 2 and 4 in Li et al. (2018) . In this formulation, let N = {1, . . . , n} denote a set of sites/nodes. These nodes can either be occupied or empty.
The set A ⊆ N of occupied nodes will be referred to as a configuration and we are interested in modeling the distribution of the configuration. In our contexts, the configurations are sets of working components in the fiber bundle.
One family of models are the Gibbs measures. A real valued function U (A), A ⊆ N with U (∅) = 0 , will be called the energy on N . The Gibbs measure with energy U is given by
where Z is a normalizing constant
referred to as the partition function in statistical mechanics and
where |A| denotes the cardinality of the set A. We have immediately
since (3c&d) are just the Möbius inversion formulas that relate U and V . We will call V the potential corresponding to energy U .
It is implicit in equations (3.1) that the Gibbs measure satisfies the positivity condition:
Since we can define the energy by U (A) ≡ log P (A)−log P (∅) for any probability measure satisfying the positivity condition, we see that such a measure is a Gibbs measure.
In this case, the local structure for the Gibbs measure on the subsets of N is determined by the log odds ratio of site i being occupied to that it is not given A\{i}, i.e.,
Thus, from (3.3), (3.1a&b) and (3.1d) where in (3.1d),
Identity (3.4) gives a way to calculate the log odds ratios by summing potentials. The following theorem shows, via the Möbius inversion formula, how to obtain the potentials through the log odds ratios.
The starting point to define the Gibbs measure for load-sharing systems with component strength distributions is (3.3) since the log-odds at a load per component s for the i th component for configuration simply is
. Then, it follows from (3.5) and (3.1d), how the potentials, V (K, s), and energy, U (A, s), are determined by these log-odds. In which case, the Gibbs measure for a load-sharing system is P s (A) =
The Gibbs measure, P s , is determined by a large number of parameters/functions, {V (K, s)}.
Later, in our analysis of Rosen specimens we will see that the structure of the fitted P s for the 4 × 4
Rosen grid can be approximated by much simpler Gibbs measures.
A Description of Rosen's Experiment: The Chain-of-Bundles Model
In this section we discuss Rosen's nine Series A specimens. Each specimen had a test section that was "0.5×1 inch in size and 0.06 inch thick" and contained "90-100 parallel glassfibers of 0.005 inch diameter" (Rosen 1964 (Rosen , p. 1990 . All nine specimens were tested under increasing load, seven until they failed and two until a load at which the testing device malfunctioned. Specimen A-7
consisted of 93 fibers and is given special status since a sequence of photographs were taken until it failed at an ultimate load (UL) of 116 pounds. Besides discussing various aspects of the analysis of the specimen data in Sections 4, some technical background material needed regarding partitioned based priors, Weibull plots, chain of bundle asymptotics and absorbing state load-sharing rules for this discussion are also given.
The Chain-of-Bundles Model
Quoting In this situation, because all the observations are censored, the partition probabilities are just multinomial probabilities where the Dirichlet process over a partition set is just a smoothing method for the posterior probability of the strength distribution estimator over that set. When there is no censoring in a multinomial problem with k cells (equivalent to a partition of size k) with a Dirichlet prior, the posterior is Dirichlet where the posterior parameter is the prior parameter updated by one for the cell that the observation appears in. When an observation is censored, e.g., say it is only known to occur in the first two cells, the prior is used to assign the observation to cell 1 or cell 2. If it assigns it to cell 1 the prior parameter for cell 1 is updated by one while the assignment to 
Absorbing State Load-Sharing Rules
Consider a network of components. A network is defined by a directed graph G = G (N,E) where N = 1, 2, . . . , n and E are the sets of nodes/components and edges, respectively, in G. In essence, the graph is the basis of a transition diagram for the Markov chain which will be used to calculate the load-sharing rule. Let P = {p i,j : i and j = 1, . . . , n} = {p i,j } be a one-step transition probability matrix on the nodes N of G where there is a directed edge from i to j in G if p i,j > 0.
The state of a node is either 1 or 0 indicating that the node works or has failed. Each component can be rewritten as the partitioned matrix
where A I is the |A| × |A| identity matrix, A Q is the subprobability matrix of one-step transition probabilities from states in A c , and A R is the matrix of one-step transitions from states in A c to those in A. Then, the absorption probabilities { A U i,j : i ∈ A c , j ∈ A} satisfy the system of equations
that can be written in matrix form as
Identity (4.3.1) has solution
Interpret u i,j as the proportion of the load at i ∈ A c that is transferred to j ∈ A. Then we define an absorbing state load-sharing rule by
Lemma 4.3.1 An absorbing state load-sharing rule is monotone.
Proof : Let A ⊂ B, j ∈ A and i / ∈ B. Since any absorption path from i to j that contributes to
Remark: The transition matrix based on the local load-sharing rule used in the 22 × 93 grid to analyze Specimen A-7 or any of the grids discussed later is defined as follows. Nodes in a grid network are neighbors if they are adjacent diagonally or horizontally in the grid but not vertically.
Transition probabilities from any given neighbor to an adjacent neighbor is 1 over the number of neighbors. This gives the one step transition matrix P that is used to define the load-sharing rule given by (4.3.3).
Chain-of-Bundles: Weibull Plots and Minimums
Let F be a survival function. A Weibull probability plot of F is the graph {(ln x, ln[− ln F ]) :
x ≥ 0}. The Weibull probability plot of the Weibull survival function W (x, σ, ρ) = exp{−(x/σ) ρ } is the linear graph {(ln x, ρ ln x − ρ ln σ) : x ≥ 0} with slope, the shape parameter ρ, and intercept −ρ ln σ at x = 1.
We now consider the behavior of the slope in a Weibull plot as
So, the slope of the Weibull plot behaves like β as x → 0. This has implications for the minimum from a distribution
The following lemma shows that the asymptotic distribution of the minimum is Weibull with shape parameter β.
Lemma 4.4.1 Let M r be the minimum of r observations from F (x) ∼ Kx β . Then,
Proof : From an argument similar to the one above in the preceding paragraph,
From Section 2.2, the strength survival distribution for a parallel load-sharing system of n iid unit exponential strengths is, as x → 0,
where the first identity follows from the threshold representation and the relationship of the gamma distribution with integer shape parameter and the Poisson distribution. Thus, from Lemma 4.4.1, for a chain of bundles of n parallel iid unit exponential components, the chain strength distribution is asymptotically Weibull with scale parameter K = θ n n! a(θ)dθ and shape parameter n. For n independent Weibull strengths with the same shape parameter, ρ, but with different scale parameters, σ i , i = 1, 2, . . . , n, we get the following from Comment (ii) in Section 2.2 by replacing the load-sharing rule {λ i (M )} by {(
) ρ : M ⊆ N } and changing x to x ρ in (4.4.1):
Here a W (θ) is the mixing distribution based on the load-sharing rule {(
For a bundle with arbitrary structure and fiber strengths that are iid unit exponentials, from the discussion in Section 2.2, the strength distribution of the bundle is a mixture over both the scale and shape parameter of gammas where the shape parameter is between |P c c * | and |P c c * +1 |. It is easy to see that (4.4.1) holds where n is replaced by the minimum shape parameter, say m, and the constant K is based on the conditional m th moment of the mixing distribution of the scale parameter given the shape parameter is m. Similarly, for independent Weibull strengths with the same shape parameter, ρ, but with different scale parameters, (4.4.2) holds with n replaced by m.
Here the support of the shape parameter in the mixing distribution is contained in {ρ, 2ρ, . . . , nρ}.
Thus, combining (4.4.1) and (4.4.2) and the above comments with Lemma 4.4.1, we get the following regarding the asymptotic distribution for the chain-of-bundles model.
Lemma 4.4.2 Consider a load-sharing bundle of n independent Weibull strength components with the same shape parameter, ρ, with a given system structure. Let k denote the size of the smallest cut set(s) for the structure. Then, the asymptotic distribution of the strength of the chain is
Weibull with shape parameter kρ and the scale parameter based on the k th moment of the mixing distribution of the scale parameter given that the shape parameter is kρ.
Thus, for large chains, the inflation factor, k, the asymptotic chain Weibull shape parameter is the critical number of failures in the bundle that cause catastrophic failure of the chain.
Modeling the Specimen Breaking Strength Distribution as a Chain-ofBundles
In this section, we summarize Li et al.'s (2018) investigation of the chain-of-bundles model with grids for bundles as a model for the breaking strengths of Rosen's Series A specimens. The data for these specimens is in Table 2 there. Since there are two right censored observations, the KaplanMeier (KM) estimator was used to construct the cdf plots and the Weibull plots in Figure 11 there.
The 95% condence bands in the plots are based on the KM estimator and the solid reference lines are for the Weibull with shape and scale parameters ρ s = 22.04 and σ s = 117.69, respectively, which are the values of the maximum likelihood estimates (mle) of these parameters. Here, the subscript, s, is for specimen.
Simulations of size 10, 000, 000 were used to determine the grid strength distribution for various size grids. The component strength distribution was Weibull with ρ = 5 and σ = 2 based on the discussion in the Section 4.2.2.
A reason for studying such grids is that they accommodate local load-sharing in not just the horizontal direction. Zweben and Rosen (1970) Although there are a large number of parameters/potentials, they are well behaved. This is indicated in Figures 4-6 , there, and in Figure 2 , below, which is a subset of Figure 6 Gibbs measure for modeling Rosen's specimen data. In particular, let v(k, s p ) denote the median potential for sets K for which k = |K|. From Figure 3 and (3.1d), the energy function for the p th is approximately
where the second approximation is based on the median approximations of the potentials justified by case is subject to further study.
Some Concluding Comments
Below are two comments regarding the above results. The first indicates that, for monotone load-sharing systems, the failure process is Markovian. The second suggests how the previous ideas can be extended to cycles to failure (not to be confused with Phase I/II cycles) of a fiber bundle. To avoid this, one way to account for wear/degradation in cycle testing is to have the strength distributions of the components decrease as the number of cycles increases. A tractable way to do this is to define the strength distribution of the i th component after the k th cycle to be F ik (s) = F i (s/a k ) where 0 < a < 1 is the parameter that accounts for the degradation in strength in a cycle.
We conjecture that much of the above work would apply but needs to be pieced together over the 
Summary
In this paper we have sketched some modeling results and methodology used in the study of 
