Abstract. These expository lectures present a self-contained proof of the A 2 theorem-the sharp weighted norm inequality for Calderón-Zygmund operators in L 2 (w)-, which is here formulated in such a way as to reveal some additional information implicit in the earlier papers. This added data gives at once a new weighted bound for powers of the Ahlfors-Beurling operator, discussed in the end. A key ingredient of the A 2 theorem is the probabilistic Dyadic Representation Theorem, for which a slightly simplified proof is given, avoiding conditional probabilities which were needed in the earlier arguments.
Introduction
The goal of the lectures is to prove the following A 2 theorem:
1.1. Theorem. For any Calderón-Zygmund operator T on R d , any w ∈ A 2 , and f ∈ L 2 (w), we have
The proof will proceed via the following steps, in the same order:
• Reduction to dyadic shift operators: every Calderón-Zygmund operator T has a representation in terms of these simpler operators, and hence it suffices to prove a similar claim for every dyadic shift S in place of T .
• Reduction to testing conditions: in order to have the full norm inequality
it suffices to have such an inequality for special test functions only:
• Verification of the testing conditions for S. In the original proof of this theorem, in Summer 2010, the two reductions were done in a different order: the (quite complicated) reduction to testing condition was obtained for general Calderón-Zygmund operators by Pérez-Treil-Volberg [18] ; my completion of the proof [6] then consisted of reducing these testing conditions for T to the testing conditions for S, and verifying the testing conditions for S as indicated in the last step above. The first two steps were assembled in the present order in our joint work [10] , simplifying the overall argument: the reduction to dyadic operators and the verification of the testing conditions are essentially the same, but the reduction to testing conditions is considerably simpler for the dyadic operators. The actual verification of the testing conditions, both in [6, 10] and in the present lectures, derives its main inspiration from the work of Lacey-PetermichlReguera [11] .
Over the past year, different proofs and extensions of the A 2 theorem have appeared; see the final section for a discussion and selected references. Some proofs do not proceed via the testing conditions, but all known proofs so far do need the reduction to dyadic operators. Some ingredients from the newer proofs will be exploited to round up corners of the presentation here and there in these lectures.
Preliminaries
The standard (or reference) system of dyadic cubes is
We will need several dyadic systems, obtained by translating the reference system as follows. Let ω = (ω j ) j∈Z ∈ ({0, 1} d ) Z and
I+ω := I + j:2 −j <ℓ(I)
and it is straightforward to check that D ω inherits the important nestedness property of D 0 : if I, J ∈ D ω , then I ∩ J ∈ {I, J, ∅}. When the particular ω is unimportant, the notation D is sometimes used for a generic dyadic system. Since the different η's seldom play any major role, this will be often abbreviated (with slight abuse of language) simply as
and the summation over η is understood implicitly. It is also required that all subshifts
with norm at most one. The shift is called cancellative, if all the h I and h J are cancellative; otherwise, it is called non-cancellative.
The notation A K indicates an "averaging operator" on K. Indeed, from the normalization of the Haar functions, it follows that
For cancellative shifts, the L 2 boundedness is automatic from the other conditions. This is a consequence of the following facts:
• The pointwise bound for each
in particular, these components of S are uniformly bounded on L 2 with norm one. (This first point is true even in the non-cancellative case.) 
Then the boundedness of S follows from two applications of Pythagoras' theorem with the uniform boundedness of the A K in between.
A prime example of a non-cancellative shift (and the only one we need in these lectures) is the dyadic paraproduct
where b ∈ BMO d (the dyadic BMO space) and h K is a cancellative Haar function. This is a dyadic shift with parameters (i, j) = (0, 0), where
2 boundedness of the paraproduct, if and only if b ∈ BMO d , is part of the classical theory. Actually, to ensure the normalization condition of the shift, it should be further required that b BMO d ≤ 1.
2.C.
Random dyadic systems; good and bad cubes. We obtain a notion of random dyadic systems by equipping the parameter set Ω := ({0, 1} d ) Z with the natural probability measure: each component ω j has an equal probability 2 −d of taking any of the 2 d values in {0, 1} d , and all components are independent of each other.
Let φ : [0, 1] → [0, 1] be a fixed modulus of continuity: a strictly increasing function with φ(0) = 0, φ(1) = 1, and t → φ(t)/t decreasing (hence φ(t) ≥ t) with lim t→0 φ(t)/t = ∞. We further require the Dini condition
Main examples include φ(t) = t γ with γ ∈ (0, 1) and
We also fix a (large) parameter r ∈ Z + . (How large, will be specified shortly.)
roughly, I is relatively close to the boundary of a much bigger cube.
2.1.
Remark. This definition of good cubes goes back to Nazarov-Treil-Volberg [15] in the context of singular integrals with respect to non-doubling measures. They used the modulus of continuity φ(t) = t γ , where γ was chosen to depend on the dimension and the Hölder exponent of the Calderón-Zygmund kernel via
.
This choice has become "canonical" in the subsequent literature, including the original proof of the A 2 theorem. However, other choices can also be made, as we do here.
We make some basic probabilistic observations related to badness. Let I ∈ D 0 be a reference interval. The position of the translated interval
by definition, depends only on ω j for 2 −j < ℓ(I). On the other hand, the badness of I+ω depends on its relative position with respect to the bigger intervals
The same translation component j:2 −j <ℓ(I) 2 −j ω j appears in both I · +ω and J+ω, and so does not affect the relative position on these intervals. Thus this relative position, and hence the badness of I, depends only on ω j for 2 −j ≥ ℓ(I). In particular:
2.2. Lemma. For I ∈ D 0 , the position and badness of I+ω are independent random variables.
Another observation is the following: by symmetry and the fact that the condition of badness only involves relative position and size of different cubes, it readily follows that the probability of a particular cube I+ω being bad is equal for all cubes I ∈ D 0 :
The final observation concerns the value of this probability:
2.3. Lemma. We have
With r = r(d, φ) chosen like this, we then have π good := 1 − π bad > 0, namely, good situations have positive probability! Proof. Observe that in the definition of badness, we only need to consider those J with I ⊆ J. Namely, if I is close to the boundary of some bigger J, we can always find another dyadic J ′ of the same size as J which contains I, and then I will also be close to the boundary of J ′ . Hence we need to consider the relative position of I with respect to each J ⊃ I with ℓ(J) = 2 k ℓ(I) and k = r, r + 1, . . . For a fixed k, this relative position is determined by
which has 2 kd different values with equal probability. These correspond to the subcubes of J of size ℓ(I). Now bad position of I are those which are within distance φ(ℓ(I)/ℓ(J)) · ℓ(J) from the boundary. Since the possible position of the subcubes are discrete, being integer multiples of ℓ(I), the effective bad boundary region has depth
by using that t ≤ φ(t). The good region is the cube inside J, whose side-length is ℓ(J) minus twice the depth of the bad boundary region:
Hence the volume of the bad region is
by the elementary inequality
(We assume that r is at least so large that 4φ(2 −r ) ≤ 1.)
So the fraction of the bad region of the total volume is at most 4dφ(ℓ(I)/ℓ(J)) = 4dφ(2 −k ) for a fixed k = r, r + 1, . . .. This gives the final estimate
where we used that φ(t)/t is decreasing in the last inequality.
The dyadic representation theorem
Let T be a Calderón-Zygmund operator on R d . That is, it acts on a suitable dense subspace of functions in L 2 (R d ) (for the present purposes, this class should at least contain the indicators of cubes in R d ) and has the kernel representation
Moreover, the kernel should satisfy the standard estimates, which we here assume in a slightly more general form than usual, involving another modulus of continuity ψ, like the one considered above:
Let us denote the smallest admissible constants C 0 and C ψ by K CZ0 and K CZ ψ . The classical standard estimates correspond to the choice ψ(t) = t α , α ∈ (0, 1], in which case we write K CZα for K CZ ψ . We say that T is a bounded Calderón-Zygmund operator, if in addition T :
, and we denote its operator norm by T L 2 →L 2 . Let us agree that | | stands for the ℓ ∞ norm on R d , i.e., |x| := max 1≤i≤d |x i |. While the choice of the norm is not particularly important, this choice is slightly more convenient than the usual Euclidean norm when dealing with cubes as we will: e.g., the diameter of a cube in the ℓ ∞ norm is equal to its sidelength ℓ(Q). Let us first formulate the dyadic representation theorem for general moduli of continuity, and then specialize it to the usual standard estimates. Define the following coefficients for i, j ∈ N:
if min{i, j} > 0; and
We assume that φ and ψ are such, that
This is the case, in particular, when ψ(t) = t α (usual standard estimates) and φ(t) = (1 + a −1 log t −1 ) −γ ; then one checks that
which clearly satisfies the required convergence. However, it is also possible to treat weaker forms of the standard estimates with a logarithmic modulus ψ(t) = (1 + a −1 log t −1 ) −α . This might be of some interest for applications, but we do not pursue this line any further here.
3.2. Theorem. Let T be a bounded Calderón-Zygmund operator with modulus of continuity satisfying the above assumption. Then it has an expansion, say for f, g ∈ C
where c is a dimensional constant and S ij ω is a dyadic shift of parameters (i, j) on the dyadic system D ω ; all of them except possibly S 00 ω are cancellative. The first version of this theorem appeared in [6] , and another one in [10] . The present proof is yet another variant of the same argument. It is slightly simpler in terms of the probabilistic tools that are used: no conditional probabilities are needed, although they were important for the original arguments.
In proving this theorem, we do not actually need to employ the full strength of the assumption that T :
rather it suffices to have the kernel conditions plus the following conditions of the T 1 theorem of David-Journé:
Let us denote the smallest C W BP by T W BP . Then we have the following more precise version of the representation:
3.3. Theorem. Let T be a Calderón-Zygmund operator with modulus of continuity satisfying the above assumption. Then it has an expansion, say for f, g ∈ C
where S ij ω is a cancellative dyadic shift of parameters (i, j) on the dyadic system D ω , and Π ω b is a dyadic paraproduct on the dyadic system D ω associated with the BMO-function b ∈ {T 1, T * 1}.
BMO is a shift with the correct normalization. Hence, writing everything in terms of normalized shifts, as in Theorem 3.2, we get the factor T 1 BMO T L 2 →L 2 + K CZ ψ in the second-to-last term, and T * 1 BMO T L 2 →L 2 + K CZ ψ in the last one. The proof will also show that both occurrences of the factor K CZ0 could be replaced by T L 2 →L 2 , giving the statement of Theorem 3.2 (since trivially
As a by-product, Theorem 3.3 delivers a proof of the T 1 theorem: under the above assumptions, the operator T is already bounded on
by definition, and the convergence condition (3.1) ensures that so is their average representing the operator T . This by-product proof of the T 1 theorem is not a coincidence, since the proof of Theorems 3.2 and 3.3 was actually inspired by the proof of the T 1 theorem for non-doubling measures due to Nazarov-Treil-Volberg [15] and its vector-valued extension [5] .
A key to the proof of the dyadic representation is a random expansion of T in terms of Haar functions h I , where the bad cubes are avoided: 3.5. Proposition.
where
Proof. Recall that
for any fixed ω ∈ Ω; and we can also take the expectation E ω of both sides of this identity. Let
We make use of the above random Haar expansion of f , multiply and divide by
and use the independence from Lemma 2.2 to get:
On the other hand, using independence again in half of this double sum, we have
and hence
Comparison with the basic identity
shows that
Symmetrically, we also have
and this completes the proof.
This is essentially the end of probability in this proof. Henceforth, we can simply concentrate on the summation inside E ω , for a fixed value of ω ∈ Ω, and manipulate it into the required form. Moreover, we will concentrate on the half of the sum with ℓ(J) ≥ ℓ(I), the other half being handled symmetrically. We further divide this sum into the following parts:
In order to recognize these series as sums of dyadic shifts, we need to locate, for each pair (I, J) appearing here, a common dyadic ancestor which contains both of them. The existence of such containing cubes, with control on their size, is provided by the following:
Proof. Let us start with the following initial observation:
and since I is good, this implies ℓ(J) < 2 r ℓ(I). Let K = I (r) , and assume for contradiction that J ⊂ K c . Then the initial observation implies that
Dividing both sides by ℓ(I) and recalling that φ(t)/t is decreasing, this implies that
(Since φ(t)/t → ∞ as t → 0, this bound holds for all large enough K.) Then (since φ(t)/t is decreasing) ℓ(K) > ℓ(J), and by the initial observation, J ⊂ K c . Hence either J ⊂ K, and it suffices to estimate ℓ(K).
By the minimality of K, there holds at least one of
and the latter immediately implies that ℓ(K)φ(ℓ(I)/ℓ(K)) < 2 dist(I, J). In the first case, since
so the required bound is true in each case.
We denote the minimal such K by I ∨ J, thus
3.A. Separated cubes, σ out . We reorganize the sum σ out with respect to the new summation variable K = I ∨ J, as well as the relative size of I and J with respect to K:
Note that we can start the summation from 1 instead of 0, since the disjointness of I and J implies that K = I ∨ J must be strictly larger than either of I and J. The goal is to identify the quantity in parentheses as a decaying factor times a cancellative averaging operator with parameters (i, j).
3.8. Lemma. For I and J appearing in σ out , we have
Proof. Using the cancellation of h I , standard estimates, and Lemma 3.7
where A ij K is a cancellative averaging operator with parameters (i, j). Proof. By the previous lemma, substituting
and the first factor is precisely the required size of the coefficients of A ij K .
Summarizing, we have
3.B. Contained cubes, σ in . When I J, then I is contained in some subcube of J, which we denote by J I .
where we noticed that h J is constant on J I ⊇ I.
3.10. Lemma.
and K CZ0 could be alternatively replaced by T L 2 →L 2 .
Proof.
Case ℓ(I) ≥ 2 −r ℓ(J). We havê
by the Dini condition for ψ in the last step. Alternatively, the part giving the factor K CZ0 could have been estimated bŷ
Case ℓ(I) < 2 −r ℓ(J). Since I ⊆ J I is good, we have
and hencê
Now we can organize
, and the inner sum is recognized as
On the other hand,
Here Π T * 1 is the paraproduct, a non-cancellative shift composed of the non-cancellative averaging operators
where Ψ(t) =´t 0 ψ(s) ds/s, and K CZ0 could be replaced by T L 2 →L 2 . Note that if we wanted to write Π T * 1 in terms of a shift with correct normalization, we should divide and multiply it by T * 1 BMO , thus getting a shift times the factor
Near-by cubes, σ = and σ near . We are left with the sums σ = of equal cubes I = J, as well as σ near of disjoint near-by cubes with dist(I, J) ≤ ℓ(J)φ(ℓ(I)/ℓ(J)).
Since I is good, this necessarily implies that ℓ(I) > 2 −r ℓ(J). Then, for a given J, there are only boundedly many related I in this sum.
Note that if we used the L 2 -boundedness of T instead of the CZ 0 and W BP conditions (as is done in Theorem 3.2, we could also estimate simply
Proof. For disjoint cubes, we estimate directly
since |I| |J|. For J = I, let I i be its dyadic children. Then
by the same estimate as earlier for the first term, and the weak boundedness property for the second.
With this lemma, the sum σ = is recognized as a cancellative dyadic shift of type (0, 0) as such:
where the factor in front could also be replaced by T L 2 →L 2 . For I and J participating in σ near , we conclude from Lemma 3.7 that K := I ∨ J satisfies ℓ(K) ≤ 2 r ℓ(I), and hence we may organize
, and the innermost sum is recognized as K CZ0 g, A ij K f for some cancellative averaging operator of type (i, j).
where S 00 and S ij are cancellative dyadic shifts, and the factor K CZ0 + T W BP could also be replaced by T L 2 →L 2 .
3.D. Synthesis. We have checked that
where Ψ(t) =´t 0 ψ(s) ds/s, Π T * 1 is a paraproduct-a non-cancellative shift of type (0, 0)-, and all other S ij is a cancellative dyadic shifts of type (i, j). By symmetry (just observing that the cubes of equal size contributed precisely to the presence of the cancellative shifts of type (i, i), and that the dual of a shift of type (i, j) is a shift of type (j, i)), it follows that
T * 1 f , and this completes the proof of Theorem 3.2.
Two-weight theory for dyadic shifts
Before proceeding further, it is convenient to introduce a useful trick due to E. Sawyer. Let σ be an everywhere positive, finitely-valued function. Then f ∈ L p (w) if and only if φ = f /σ ∈ L p (σ p w), and they have equal norms in the respective spaces. Hence an inequality
is equivalent to
This is true for any σ, and we now choose it in such a way that σ p w = σ, i.e.,
This formulation has the advantage that the norm on the right and the operator T (φσ)(x) =ˆK(x, y)φ(y) · σ(y) dy involve integration with respect to the same measure σ. In particular, the A 2 theorem is equivalent to
for all f ∈ L 2 (w), for all w ∈ A 2 and σ = w −1 . But once we know this, we can also study this two-weight inequality on its own right, for two general measures w and σ, which need not be related by the pointwise relation σ(x) = 1/w(x).
4.2.
Theorem. Let σ and w be two locally finite measures with
w) if and only if
are finite, and in this case
A2 , where κ = max{i, j}.
This result from my work with Pérez, Treil, and Volberg [10] was preceded by an analogous qualitative version due to Nazarov, Treil, and Volberg [16] .
The proof depends on decomposing functions in the spaces L 2 (w) and L 2 (σ) in terms of expansions similar to the Haar expansion in
I be the orthogonal projection of L 2 (σ) onto its subspace of functions supported on I, constant on the subcubes of I, and with vanishing integral with respect to dσ. Then any two D σ I are orthogonal to each other. Under the additional assumption that the σ measure of quadrants of R d is infinite, we have the expansion
for all f ∈ L 2 (σ), and Pythagoras' theorem says that
(These formulae needs a slight adjustment if the σ measure of quadrants is finite; Theorem 4.2 remains true without this extra assumption.) Let us also write
For a fixed i ∈ N, these are also orthogonal to each other, and the above formulae generalize to
The proof is in fact very similar in spirit to that of Theorem 3.2; it is another T 1 argument, but now with respect to the measures σ and w in place of the Lebesgue measure. We hence expand
and estimate the matrix coefficients 
4.A. Disjoint cubes.
Suppose now that Q ∩ R = ∅, and let K be among those cubes for which A K gives a nontrivial contribution above. Then it cannot be that K ⊆ Q, since this would imply that Q ∩ R ⊇ K ∩ J = J = ∅, and similarly it cannot be that K ⊆ R. Thus Q, R K, and hence
On the other hand, we have Q ⊇ I, R ⊇ J for some I, J ⊆ K with ℓ(I) = 2 −i ℓ(K) and ℓ(J) = 2 −j ℓ(K). Hence 2 −i ℓ(K) ≤ ℓ(Q) and 2 −j ℓ(K) ≤ ℓ(R), and thus
Now it is possible to estimate the total contribution of the part of the matrix with Q ∩ R = ∅. Let P := Q ∨ R be a new auxiliary summation variable. Then Q, R ⊂ P , and ℓ(Q) = 2 −a ℓ(P ), ℓ(R) = 2 −b ℓ(P ) where a = 1, . . . , i, b = 1, . . . , j. Thus
(by disjoint supports)
4.B.
Deeply contained cubes. Consider now the part of the sum with Q ⊂ R and ℓ(Q) < 2 −i ℓ(R). (The part with R ⊂ Q and ℓ(R) < 2 −j ℓ(Q) would be handled in a symmetrical manner.)
where further
, so that it can be moved to either or both sides of the pairing , σ .
Proof. Recall formula (4.3). If h I , D
σ Q f σ is nonzero, then I ⊆ Q, and hence
Summing these equalities over all relevant K, and using S = K A K , gives the claim.
By the lemma, we can then manipulate
where g w R := w(R) −1´R g · w is the average of g on R with respect to the w measure.
By using the properties of the pairwise orthogonal projections D σ,i R on L 2 (σ), the above series may be estimated as follows:
, where the last factor is equal to f L 2 (w) . The first factor on the right is handled by the dyadic Carleson embedding theorem: It follows from the second equality of Lemma 4.4, namely D σ Q S * (w1
by the (dual) testing estimate for the dyadic shifts. By the Carleson embedding theorem, it then follows that
and the estimation of the deeply contained cubes is finished.
4.C. Contained cubes of comparable size. It remains to estimate
the sum over R Q with ℓ(R) ≥ 2 −j ℓ(Q) would be handled in a symmetric manner. The sum of interest may be written as
and
where the R k are the 2 d dyadic children of R, and
R f L 2 (σ) and, observing that only those A * K where K intersects both R k and R c k contribute to the second part,
The symmetric case with R ⊂ Q with ℓ(R) ≥ 2 −j ℓ(Q) similarly yields the factor (1 + j)(S + [w, σ] A2 ). This completes the proof of Theorem 4.2.
Final decompositions: verification of the testing conditions
We now turn to the estimation of the testing constant
Bounding S * is analogous by exchanging the roles of w and σ.
5.A. Several splittings. First observe that
The second part is immediate to estimate even pointwise by
and hence its L 2 (w) norm is bounded by
So it remains to concentrate on K ⊆ Q, and we perform several consecutive splittings of this collection of cubes. First, we separate scales by introducing the splitting according to the κ + 1 possible values of log 2 ℓ(K) mod (κ + 1). We denote a generic choice of such a collection by
where k is arbitrary but fixed. (We will drop the subscript k, since its value plays no role in the subsequent argument.) Next, we freeze the A 2 characteristic by setting
where ⌈ ⌉ means rounding up to the next integer.
In the next step, we choose the principal cubes P ∈ P a ⊆ K a . Let P a 0 consist of all maximal cubes in K a , and inductively P a p+1 consist of all maximal P ′ ∈ K a such that
Note that σ(K)/|K| ≤ 2σ(P )/|P | for all K ∈ K a (P ), which allows us to freeze the σ-to-Lebesgue measure ratio by the final subcollections
We have
where all unions are disjoint. Note that we drop the reference to the separation-ofscales parameter k, since this plays no role in the forthcoming arguments. Recalling the notation for subshifts S Q = K∈Q A K , this splitting of collections of cubes leads to the splitting of the function
On the level of the function, we split one more time to write
This final splitting, from [8] , is not strictly 'necessary' in that it was not part of the original argument in [6] , nor its predecessor in [11] , which made instead more careful use of the cubes where S K a b (P ) (σ1 Q ) stays constant; however, it now seems that this splitting provides another simplification of the argument. Now all relevant cancellation is inside the functions S K a b (P ) (σ1 Q ), so that we can simply estimate by the triangle inequality:
Obviously, we will need good estimates to be able to sum up these infinite series.
Write the last norm as
and look at the integrand at a fixed point x ∈ R d . At this point we sum over a subset of those values of σ P where the principal cube P ∋ x. Let P 0 be the smallest cube such that |S K a b (P ) | > n2 −b σ P , let P 1 be the next smallest, and so on. Then σ Pm < 2 −1 σ Pm−1 < . . . < 2 −m σ P0 by the construction of the principal cubes, and hence
, and it remains to obtain good estimates for the measure of the level sets
5.B.
Weak-type and John-Nirenberg-style estimates. We still need to estimate the sets above. Recall that S K a b (P ) is a subshift of S, which in particular has its scales separated so that log 2 ℓ(K) ≡ k mod (κ + 1) for all K for which A K participating in S K a b (P ) is nonzero and k ∈ {0, 1, . . . , κ := max{i, j}} is fixed, S being of type (i, j). The following estimate deals with such subshifts, which we simply denote by S.
5.1. Proposition. Let S be a dyadic shift of type (i, j) with scales separated. Then
where C depends only on the dimension.
Proof. The proof uses the classical Calderón-Zygmund decomposition:
where L ∈ B are the maximal dyadic cubes with |f
where we used the elementary properties of the Calderón-Zygmund decomposition to estimate the first term. For the remaining double sum, we still need some observations. Recall that
, and hence h J is constant on L. But the integral of b L vanishes, hence h J , b L = 0 for all relevant J, and thus
. Thus, in the inner sum, the only possible nonzero terms are
for m = 1, . . . , κ. By the separation of scales, at most one of these terms is nonzero, and we writeL for the corresponding unique
by using the normalized boundedness of the averaging operators AL on L 1 (R d ), and an elementary estimate for the bad part of the Calderón-Zygmund decomposition.
Altogether, we obtain the claim with C = 4 · 2 d + 5.
For the special subshifts S K a b (P ) , we can improve the weak-type (1, 1) estimate to an exponential decay: 5.2. Proposition. Let S K a b (P ) be the subshift of S as constructed earlier. Then the following estimate holds when ν is either the Lebesgue measure or w:
where C is a constant.
Proof. Let λ := C2 −b σ P , where C is a large constant, and n ∈ Z + . Let x ∈ R d be a point where
is constant on L (thanks to separation of scales), and
Let L ⊆ K a b (P ) be the collection of maximal cubes with the above property. Thus all L ∈ L are disjoint, and all x with (5.3) belong to some L. By maximality of L,
By an estimate similar to (5.4), with L * in place of L, it follows that
Thus, if x satisfies (5.3) and x ∈ L ∈ L , then necessarily
Using the weak-type L 1 estimate to the shift S {K∈K a b (P );K⊆L} of type (i, j) with scales separated, noting that
provided that the constant in the definition of λ was chosen large enough. Recalling (5.5), there holds
By induction it follows that
where M is the collection of maximal cubes in K a b (S). To deduce the corresponding estimate for the w measure, selected intermediate steps of the above computation, as well as the definition of K a b (P ), will be exploited.
Put together, this says that
Hence, using the collections L , M ⊆ K a b (P ) as above,
5.C. Conclusion of the estimation of the testing conditions. Recall that
, recalling the freezing of the A 2 characteristic between 2 a−1 and 2 a for cubes in K a ⊇ P a . For the summation over the principal cubes, we observe that
At any given x, if P 0 P 1 . . . ⊆ Q are the principal cubes containing it, we have
where M is the dyadic maximal operator. Hence
Substituting back, we have
and thus the testing constant S is estimated by
A∞ . By symmetry, exchanging the roles of w and σ, we also have the analogous result for S * , and so we have completed the proof of the following:
5.6. Theorem. Let σ, w ∈ A ∞ be functions which satisfy the joint A 2 condition
Then the testing constants S and S * associated with a dyadic shift S of type (i, j) satisfy the following bounds, where κ := max{i, j}:
1/2 A∞ .
Conclusions
In this section we simply collect the fruits of the hard work done above. A combination of Theorem 4.2 and 5.6 gives the following two-weight inequality, whose qualitative version was pointed out by Lacey, Petermichl and Reguera [11] : 6.1. Theorem. Let σ, w ∈ A ∞ be functions which satisfy the joint A 2 condition The quantitative bound as stated, including the polynomial dependence on κ, allows to sum up these estimates in the Dyadic Representation Theorem to deduce: 6.2. Theorem. Let σ, w ∈ A ∞ be functions which satisfy the joint A 2 condition. Then any L 2 bounded Calderón-Zygmund operator T whose kernel K has Hölder type modulus of continuity ψ(t) = t α , α ∈ (0, 1), satisfies
A∞ . Recalling the dual weight trick and specializing to the one-weight situation with σ = w −1 , this in turn gives:
6.3. Theorem. Let w ∈ A 2 . Then any L 2 bounded Calderón-Zygmund operator T whose kernel K has Hölder type modulus of continuity ψ(t) = t α , α ∈ (0, 1), satisfies . Its strengthening on the first line was first observed in my joint work with C. Pérez [9] . Note that, compared to the introductory statement in Theorem 1.1, the dependence on the operator T has been made more explicit. (The implied constants in the notation " " only depend on the dimension and the Hölder exponent α.) This dependence on T L 2 →L 2 and K CZα is implicit in the original proof, but has not been spelled out before.
Further results and remarks
This final section briefly collects some related developments, which were not covered in the actual lectures.
The A 2 theorem implies a corresponding A p theorem for all p ∈ (1, ∞). This follows from the sharp weighted extrapolation theorem of Dragičević, Grafakos, Pereyra, and Petermichl [3] , which was known well before the proof of the full A 2 theorem: 7.1. Theorem. If an operator T satisfies
for all w ∈ A 2 , then it satisfies
τ max{1,1/(p−1)} Ap for all p ∈ (1, ∞) and w ∈ A p .
7.2.
Corollary. Let p ∈ (1, ∞) and w ∈ A p . Then any L 2 bounded Calderón-Zygmund operator T whose kernel K has Hölder type modulus of continuity ψ(t) = t α , α ∈ (0, 1), satisfies It is also possible to apply a version of the extrapolation argument to the mixed A 2 /A ∞ bounds [9] , but this did not give the optimal results for p = 2. However, by setting up a different argument directly in L p (w), the following bounds were obtained in my collaboration with M. Lacey [7] : 7.3. Theorem. Let p ∈ (1, ∞) and w ∈ A p . Then any L 2 bounded Calderón-Zygmund operator T whose kernel K has Hölder type modulus of continuity ψ(t) = t α , α ∈ (0, 1), satisfies
For weak-type bounds, which were investigated by Lacey, Martikainen, Orponen, Reguera, Sawyer, Uriarte-Tuero, and myself [8] , we need only 'half' of the strongtype upper bound: 7.4. Theorem. Let p ∈ (1, ∞) and w ∈ A p . Then any L 2 bounded Calderón-Zygmund operator T whose kernel K has Hölder type modulus of continuity ψ(t) = t α , α ∈ (0, 1), satisfies where the implied constant depends on p and α.
Thus the cubic bound improves arbitrarily close to a linear one. It seems plausible that even the linear growth (α = 0) should be true, but this would require additional insight, probably specific to the operator B. This final corollary is new; it arose from my discussions with O. Dragičevic in July 2011. In fact, this application motivated the formulation of the Dyadic Representation Theorem and the A 2 theorem with explicit dependence on T L 2 →L 2 + K CZα , which might also turn out useful in other applications to families of Calderón-Zygmund operators.
