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GENERAL INTRODUCTION 
Effects of exploitation on animal populations are of 
ecological interest and importance from both theoretical and 
applied viewpoints. Ecologists question how variation in 
harvest mortality affects nonharvest mortality and overall 
annual survival (Burnham and Anderson 1984). Errington (1963) 
espoused the view of intercompensatory mortality in discussing 
the importance of predators controlling prey populations. The 
interactions between human exploitation and other causes of 
mortality has recently been the focus of many waterfowl 
population studies (Nichols et al. 1984). 
Few studies investigate factors affecting mortality or 
relate effects of harvest on survival in resident mammalian 
species (Clark 1987). Raccoons are an ideal species to study 
exploitation theory because of their value as an economically 
important furbearer in North America (Deems and Pursely 1978). 
Knowledge of raccoon population dynamics is desirable to 
clarify their ecological role and to facilitate management 
(Sanderson and Hubert 1981). Such research requires tests of 
specific hypotheses concerning population dynamics to ensure 
wise management of the species (Storm and Tzilkowski 1981). 
I used biotelemetry data to examine factors affecting 
raccoon mortality and to study effects of exploitation on 
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population demographics. I estimated mortality and survival 
rates with failure time models. An element unique to failure 
time analysis is the concept of censoring (Lawless 1982). 
Censoring occurs when only a lower bound on survival time is 
known for some individuals in a sample. This may arise 
because individuals either leave the study before it is 
completed or survive to the end of the study. Censoring 
allows including information collected on these individuals 
rather than deleting them from the data set. 
In this study I also used Monte Carlo simulations to 
explore the statistical properties of 2 approaches for 
estimating survival with biotelemetry data. This study was 
conducted so the proper estimator would be used in determining 
survival in raccoons. 
Explanation of dissertation format 
This dissertation is organized under the guidelines for 
the alternate dissertation format (Iowa State University 
Graduate College Thesis Manual). Chapter 1 investigates 
factors affecting mortality in an exploited raccoon 
population. The second chapter addresses statistical 
properties of 2 estimators used to analyze survival rates from 
telemetry data. The final chapter studies effects of 
increasing the harvest rate on demographics and size of a 
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raccoon population. I wrote each chapter for future 
publication under the supervision of Dr. William Clark and the 
POS committee. 
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SECTION 1. FACTORS AFFECTING RACCOON MORTALITY IN IOWA 
ABSTRACT 
I used Cox's proportional hazards model to investigate 
factors affecting mortality in raccoons in Iowa during 1983-
89. Higher harvest levels significantly increased the hazard, 
or mortality, rate in birth-year (BY) raccoons but had no 
significant effect on the hazard rate in animals >1 year old 
(ABY). I found no difference in mortality between 1-year-old 
and older raccoons. Survival of BY raccoons 4 months to 1 
year of age was 0.35. Annual survival of ABY animals was 
0.50. Mortality of ABY males was significantly greater than 
that of ABY females. BY raccoons showed no sex-specific 
hazard rate. Hunters had a marginally significant (P = 0.10) 
effect on harvest mortality of BY raccoons. Hunters returned 
more radio transmitters during years of great harvest than 
during years of little harvest. Trappers took 67% of 
harvested ABY animals but neither hunters nor trappers 
contributed significantly to harvest mortality rate in this 
age group. Inexperience and increased activity of BY raccoons 
may cause increased harvest mortality relative to ABY animals. 
Behavior patterns of ABY males may explain why their mortality 
rate is greater than ABY females. Trappers take a greater 
percentage of raccoons than do hunters, but neither group has 
a markedly significant impact on harvest mortality rate. 
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INTRODUCTION 
To advance our understanding of ecosystem processes, 
ecologists must seek new methods of measuring population 
demographic rates (Holt and Talbot 1978). Biotelemetry 
provides a direct method of exploring population demographics 
and assessing the pattern and causes of mortality (Mech et al. 
1968, White et al. 1987). With this information from 
telemetry, models can be formulated to describe the effects of 
variables on mortality (Heisey and Fuller 1985). The 
proportional hazards model (Cox 1972), for example, provides a 
flexible means of using biotelemetry data to test ecological 
hypotheses regarding how variables affect mortality in wild 
animal populations (Pollock et al. 1989). 
Studies of raccoon population dynamics are needed to 
improve management and knowledge of the ecology of this 
species (Sanderson and Hubert 1981). Few researchers have 
investigated factors affecting rates and patterns of mortality 
in raccoons (Clark et al. 1989). Most previous studies either 
employed indirect approaches to measure mortality or merely 
listed the causes of mortality (Mech et al. 1968, Cowan 1973, 
Fritzell and Greenwood 1984). Clark et al. (1989) found 
harvest the major cause of mortality while Mech et al. (1968) 
observed most mortality occurred from nonharvest causes. 
These studies have not addressed either patterns of mortality 
or effects of ecological and environmental variables on 
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mortality rates. The current paper studies the effect of 
various factors on patterns and rates of mortality in raccoons 
in Iowa. The results add to data presented in Clark et al. 
(1989). 
7 
METHODS 
I conducted this study on a 42 km^ study area southeast 
of Guthrie Center, Guthrie County, in southwest Iowa. 
Bottomland hardwood timber occurred primarily along the South 
Raccoon River, which bisects the study area. Upland timber 
covered some steep upland slopes and ridge tops. Agriculture 
areas included row crops of primarily corn and soybeans, hay, 
and livestock pastures. Edge habitats consisted of 
shelterbelts, abandoned and active farmsteads, and riparian 
zones along small drainages. These habitat types constituted 
10, 11, 56, and 23 percent of the study area, respectively 
(Glueck et al. 1988). 
From 1983 through 1988, I captured raccoons from April 
through June and again from mid-August to early October each 
year. I determined sex, measured body weight and length, 
placed a numbered eartag in each ear, and recorded location of 
capture. A lower incisor pulled from all ABY animals was 
later sectioned, stained, and examined to determine age by the 
number of cementum annuli (Grau et al. 1970). Because the 
sample was small, I considered animals >2 years of age 1 age 
group. Yearlings were raccoons 1-2 years of age and BY 
raccoons <1 year old. After handling and marking the 
raccoons, I released them at their site of capture. 
Each year I instrumented a sample of raccoons with radio 
transmitter collars (Adv. Telem. Sys. Inc., Isanti, Minn.). 
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I attempted instrumenting 20 ABY and 30 BY raccoons by the end 
of each fall capture period. I caught most of the ABY sample 
in spring; after the first year, however, individuals 
instrumented in previous years constituted the largest part of 
this sample. I instrumented BY raccoons in fall, when they 
weighed approximately 3 kg and were large enough to wear 
transmitters. 
I monitored instrumented raccoons twice a week 
throughout the year and daily during the first 3 weeks of the 
harvest season. I located individuals from ground vehicle and 
airplane; the latter was used to detect both animals 
dispersing from the study area and harvested animals removed 
from the area. An annual cycle in ABY raccoons lasted from 
the midpoint of a spring capture period to the midpoint of the 
subsequent spring capture period. Because I instrumented BY 
raccoons in the fall only, the annual cycle for this group 
included midpoint of the fall capture period to midpoint of 
the next spring capture period. Radio transmitters contained 
a mortality sensor set at 4 or 8 hours to allow recovery and 
postmortem examination (Voight and Lotimer 1981). I 
determined cause of death in nonharvested individuals by field 
necropsy. A number of carcasses and raccoons either captured 
or reported in bad health were taken to the Diagnostics Lab at 
the Iowa State University College of Veterinary Medicine for 
examination. 
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For most animals I knew the exact date of death. When 
exact date of death could not be ascertained, I used as the 
mortality date the midpoint between the date last known alive 
and the date discovered dead. I could not relocate some 
raccoons in the study area because they had emigrated or 
because the transmitter had failed. These individuals were 
censored with the censor date the midpoint between the date 
last located in the study area and the first date not located. 
Censoring in telemetry studies occurs when an individual (1) 
is not located and the ecologist assumes the transmitter has 
failed before the individual has died, (2) migrates from the 
population being studied, or (3) survives beyond the end of 
the study (Pollock et al. 1989). 
I used the proportional hazards model (Cox 1972) to 
investigate important factors affecting mortality in raccoons. 
This nonparametric multiple regression model uses a set of 
variables, called covariates, with values unique to each 
individual. The hazard rate for an individual with covariate 
values that survives through time t is 
h,(t|x,) = h„(t)exp(/3xj) (1) 
or, in terms of survival, 
ln[S,(t|x,)] = ln[S„(t)]^x,, (2) 
where h, (t|Xj) = the hazard rate of individual i, h^(t) = the 
baseline hazard function when x, = 0, /3 = vector of regression 
coefficients, x, = vector of covariates of individual i, t = 
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time-of-death in days, and S,(tjXj) = the conditional 
probability that an individual with covariate values z,-
survives at least until time t. The model estimates the 
baseline hazard function and the vector of regression 
coefficients using observed values of time-of-death and 
covariates. 
There are 3 reasons for analyzing survival data with the 
proportional hazards model (Cox and Oakes 1984:16, 71). 
First, comparing groups of individuals is sometimes simpler to 
envision with the hazard rate. Second, differences among 
individuals or the effect of a treatment merely multiplies the 
baseline hazard by a constant factor. Finally, the model 
easily accommodates censoring and the presence of several 
causes of mortality. 
The model assumes that a multiplicative, or proportional, 
relation exists among the baseline hazard rate and a certain 
function of the covariates. This implies the ratio of hazard 
rates of individuals with different covariates is constant 
over time. The model also assumes that the natural logarithm 
of the hazard ratio, ln[h,(t|Xj)/hg(t)], equals a linear 
combination of the covariates. We see this from (1) by 
setting y, = hazard ratio; then 
P 
y, = ^iXi; + jSjXg, + . . . + ^pXp5 =\ZfX; = fx,, (3) 
a standard multiple regression equation. Covariates with a 
positive coefficient increase the hazard and decrease the 
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survival rate. The magnitude of the coefficient indicates a 
covariate's relative effect on survival. 
I ran Cox*s regression model with program P2L in BMDP 
(Hopkins 1988}. This program used the Kaplan-Meier product 
limit procedure (Kaplan and Meier 1958) to estimate survival 
rates. I determined standard errors of survival with the 
LIFETEST procedure in SAS (SAS Inst. 1985). For each raccoon, 
I entered the number of days monitored during a year, response 
(dead or alive), and its covariate values. Individuals 
censored due to radio failure were assumed alive when radio 
contact was lost. Because the time origin and survival 
histories differs between BY and ABY raccoons, I conducted 
analyses separately in these age groups. 
I examined the effects of harvest level, sex, adult age 
(yearling vs. >l-year-old), habitat where instrumented, and 
physical condition on raccoon survival. I also investigated 
differences due to method of harvest (hunted vs. trapped). 
Each year a larger sample of eartag recoveries was used to 
develop a furharvest level index for the study area. The 
index was based solely on this raccoon population but was 
estimated independently of mortality in instrumented animals. 
I divided the number of eartags returned by furtakers from 
raccoons eartagged during the fall capture period by the total 
number of raccoons eartagged during the fall capture period. 
Thus, survival was estimated from instrumented raccoons for 
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either a 9 (BY) or 12 (ABY) month period and the furharvest 
index was based on eartag recoveries during the harvest 
season. 
To test the effects of physical condition on mortality, I 
calculated a condition index of body weight/(body length)^ in 
instrumented BY raccoons. BY raccoons classified in good 
condition had an index value > the median index of BY raccoons 
instrumented that year. Those below the median value were 
considered in poor condition. 
I entered all covariates except furharvest index as 
binary (0,1) variables. Covariates examined included 
furharvest index, sex (female or male), adult age (>l-year-old 
or yearling), habitat at capture site (bottomland timber [no 
or yes], upland timber [no or yes], agriculture areas [no or 
yes], and edge [no or yes]), condition (good or poor), and 
method of harvest (hunted or trapped). Covariates entered the 
regression model in a forward stepwise procedure. After a new 
covariate was added, all variables in the model were tested 
and nonsignificant variables removed. Covariates entered the 
model if £ < 0.10 and nonsignificant variables were 
subsequently removed if £ > 0.15. 
A separate analysis was done to test condition of ABY 
animals originally instrumented as BY raccoons. These 
individuals represented BY raccoons which survived and entered 
the ABY age group. The null hypothesis for testing the ABY 
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condition is that if the individual survives to the ABY age 
group, condition rating as a BY animal does not influence 
long-term survival. 
A separate analysis was also conducted to examine 
differences between hunting and trapping. The null hypothesis 
for method of harvest is that if the animal died from harvest, 
neither hunting nor trapping contributed more to harvest 
mortality rate than the other method. The alternative 
hypothesis implies that one method causes significantly more 
harvest mortality than does the other. 
I evaluated model fit according to 3 criteria. I plotted 
In(-In S[tjx]) against time for each covariate to check 
validity of the proportionality assumption. If the 
proportionality assumption holds, the plot exhibits a constant 
difference over time among the values of a covariate 
(Kalbfleisch and Prentice 1980). I examined the covariate 
correlation matrix for evidence of multicollinearity among 
covariates. A high correlation coefficient indicates that 
some covariate(s) provide redundant information; to make the 
model more parsimonious, these should be excluded. Finally, I 
performed a likelihood ratio test on the null hypothesis that 
all regression coefficients were zero. Failure to accept this 
hypothesis suggests that at least one covariate provides 
useful information in modeling raccoon mortality rates. 
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RESULTS 
There were 488 raccoons with radio transmitters or 
eartags recovered from the study area from 1983-89. Harvest 
mortality (hunting and trapping) accounted for a mean of 71% 
of the deaths annually. Vehicle collision was the major cause 
of nonharvest mortality (x = 6%). Other recoveries included 
mortality from dogs, coyotes fCanis latrans), disease (e.g., 
distemper, parvovirus, and internal parasites), and other 
unknown causes. 
Furharvest level contributed significantly = 4.06, 
SE[#] = 1.19) to mortality of BY raccoons but had no 
significant effect on survival of ABY animals (Table 1). Mean 
survival of BY raccoons was 0.35, with the lowest survival 
rates during years of heavy harvest (Table 2). ABY raccoons 
had a mean annual survival of 0.50. Survival of the ABY age 
group was less variable among years than it was in the BY age 
group and exhibited no clear pattern relative to furharvest 
level. 
The plot of In(-In S[tjx]) on time did not exhibit 
constant differences among the different levels of harvest. 
Lack of proportionality existed in both age groups. In BY 
raccoons the plotted curves differed during the harvest 
season; slopes were relatively flat during years of little 
harvest and steeper during years of heavy harvest. The plots 
in ABY animals crossed at various points. This fact indicates 
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Table 1. Chi-square (25^) and probability of a larger (P) 
for entry of covariates into the Cox regression 
model in instrumented birth-year (BY) and after­
birth-year (ABY) raccoons in southwestern Iowa, 
June 1983 - May 1989 
Covariate 
BY ABY 
n P n P 
Furharvest Index 187 12.76 <0.01 147 0.92 0.34 
Sex 0.12 0.73 4.83 0.03 
Adult Age 0.79 0.37 
Habitat Type 
Bottomland Timber 0.68 0.41 0.14 0.71 
Upland Timber 0.51 0.48 0.74 0. 39 
Agriculture 0.10 0.75 0.72 0.40 
Edge 0.50 0.48 0.00 0.99 
Condition 0.08 0.78 59 1.79 0.18 
Furharvest Method 62 2.72 0.10 33 0.24 0.63 
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Table 2. Kaplan-Meier product limit estimates of survival 
(S) and standard errors in instrumented birth-year 
(BY) and after-birth-year (ABY) raccoons at 
different harvest levels in southwestern Iowa, 
June 1983 - May 1989 
Furharvest 
Index Monitor Period n' S SE(S) 
BY 
0.14 Aug 1983-May 1984 8/29 0.63 0.11 
0.31 Aug 1984-May 1985 18/31 0.40 0.09 
0.30 Aug 1985-May 1986 16/29 0.43 0.09 
0.39 Aug 1986-May 1987 24/30 0.17 0.07 
0.38 Aug 1987-Apr 1988 24/37 0.28 0.08 
0.20 Aug 1988-May 1989 17/31 0.34 0.10 
Total 107/187 0.35 0.04 
ABY 
0.14 Jun 1983-May 1984 5/17 0.69 0.12 
0.31 May 1984-May 1985 12/23 0.48 0.10 
0.30 May 1985-May 1986 10/26 0.57 0.10 
0.39 May 1986-May 1987 11/25 0.45 0.11 
0.38 May 1987-Apr 1988 11/23 0.45 0.11 
0.20 Apr 1988-May 1989 15/33 0.45 0.10 
Total 64/147 0.50 0.04 
" No. instrumented animals dying/No. instrumented 
animals. 
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that the data should be stratified by this covariate. I used 
furharvest index as a strata in the remaining analyses. 
Survival of ABY females (S^ = 0.58, SE[S^] = 0.06) was 
significantly greater (^8 = 0.54, SE[)3] = 0.25) than that of 
ABY males (S^ = 0.37, SE[S,] = 0.07; Table l). ABY males 
suffered more mortality than females during the harvest season 
(Fig. 1). BY raccoons showed no differential mortality 
between the sexes. 
Mortality rates between yearling and older adult raccoons 
were not significantly different (Table 1). Mean annual 
survival among all years was 0.51 ± 0.07 in yearlings and 0.53 
± 0.06 in older adults. Fluctuations in survival rates within 
and between these age groups showed no clear trends. 
Method of harvest was marginally significant in BY 
raccoons (^ = -0.46, SE[)3] = 0.28; Table 1). The negative 
coefficient indicates hunting affected BY harvest mortality 
more than trapping did: trappers harvested 56% of the 
instrumented BY raccoons during this study and hunters took 
44% (Table 3). Eartag recoveries by trappers and hunters 
followed a similar pattern. Trappers took >60% of exploited 
BY raccoons when the furharvest index was <30%. Above this 
furharvest level, hunters and trappers took a nearly equal 
percentage of BY raccoons. The increased percentage of BY 
recoveries by hunters during years of great harvest resulted 
in a negative regression coefficient for method of harvest. 
MAY AUG NOV 
MONTH 
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FEB MAY 
Fig. 1. Kaplan-Meier survival estimates of instrumented after-birth-year (ABY) 
females, ABY males and birth-year (BY) raccoons in southwestern Iowa, 
June 1983 - May 1989 
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Table 3. Proportion of radio transmitters and eartags (n) 
recovered by trappers and hunters from birth-year 
(BY) and after-birth-year (ABY) raccoons harvested 
in southwestern Iowa, 1983-89 
Furharvest Radio transmitters Eartaas 
Index n Trap Hunt a Trap Hunt 
BY 
0.14 2 0.50 0.50 11 0.64 0.36 
0.20 5 0.80 0.20 19 0.68 0.32 
0.30 9 0.67 0.33 27 0.63 0.37 
0.31 9 0.67 0.33 14 0.36 0.64 
0.38 15 0.47 0.53 33 0.55 0.45 
0.39 21 0.48 0.52 17 0.59 0.41 
Total 
T 
61 0.56 0.44 121 0.58 0.42 
L 
0.14 3 0.67 0.33 5 0.80 0.20 
0.20 2 1.00 0.00 8 0.50 0.50 
0.30 5 0.80 0.20 20 0.65 0.35 
0.31 10 0.80 0.20 21 0.52 0.48 
0.38 8 0.88 0.12 40 0.73 0.27 
0.39 11 0.55 0.45 39 0.67 0.33 
Total 39 0.74 0.26 133 0.65 0.35 
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Neither method contributed significantly more to the 
harvest mortality rate of ABY raccoons than did the other 
(Table 1). In ABY animals dying from harvest, trappers 
recovered 74% of the instrumented raccoons and 65% of the 
eartags (Table 3). Within any given year, trappers took over 
50% of exploited ABY animals. 
Neither habitat type where captured nor body condition 
had a significant effect on mortality rate in either age group 
(Table 1). Analysis of variance detected a significant 
difference (F = 3.39, df = 5, P = 0.006) in mean condition 
index of BY raccoons among years. Pairwise t-tests indicated 
condition was lower in 1983 than in the other years. No 
differences (F = 0.46, df = 4, P = 0.76) existed among years 
in mean condition index of ABY animals originally instrumented 
as BY raccoons. 
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DISCUSSION 
Survival of BY raccoons may be a major factor affecting 
population demographics in this species (Fritzell et al. 
1985). Several factors account for the decreased survival of 
BY raccoons when harvest increases. Movement and home range 
size of BY raccoons increase in fall and winter as the animals 
become more independent (Kaufmann 1982). Sievert and Keith 
(1985) observed greater prédation mortality in snowshoe hares 
which moved greater distances. Quinn and Thompson (1985) 
suggested that the increase of BY lynx in harvest samples 
collected later in the season resulted from the animals' 
developing independence. BY raccoons may also be less wary 
than ABY animals of baited leg hold traps and hunting with 
dogs (Johnson 1970). Although raccoons begin foraging 
relatively late in the evening during harvest season (Glueck 
et al. 1988), Johnson (1970) found that BY raccoons foraged 
earlier and were less wary of hunters than ABY animals. 
Fritzell (1978b) reported that the nocturnal use of travel 
lanes was greater than their availability. Trappers 
concentrate their initial efforts along these travel lanes and 
other areas with a great number of raccoon sign. Because 
snares and body-gripping traps placed in raccoon trails are 
essentially nonselective, the increasing movement and early 
activity patterns of BY raccoons relative to ABY animals may 
increase their probability of being harvested. 
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Clark et al. (1989) reported no difference in survival 
between ABY males and females when furharvest was <0.32 in the 
study area. Perhaps the sex-specific differences in ABY 
raccoons in this study occurred at higher levels of furharvest 
(>0.35). Annual survival of ABY males was <0.38 and of ABY 
females was >0.45 during the 2 years of greatest harvest; 
however, these rates were not significantly different (P > 
0.10). Krementz et al. (1988) observed that survival of ABY 
male black ducks declined during years of liberalized harvest 
regulations but did not seem to decline in ABY females. 
Differences in sex-specific survival in ABY raccoons 
occurred during the harvest season. As with the BY age group, 
behavior and activity patterns may make ABY males more subject 
to certain mortality agents (Sanderson and Hubert 1981). ABY 
male raccoons have a larger home range with little overlap, 
move more regularly throughout their home range, and travel 
greater distances than do other age-sex groups (Cowan 1973; 
Fritzell 1978a, b). Even with a reduction in home range size 
during harvest season (Glueck et al. 1988), ABY males cover 
more area and increase their chances of being harvested. 
Quinn and Thompson (1985) suggested that greater home range 
and mobility contributed to the percentage of ABY male lynx 
being greater than that of females in harvest samples. 
Trappers harvested a greater percentage of raccoons than 
did hunters, but neither method contributed significantly to 
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harvest mortality rate. Lack of significance may have arisen 
from the small sample size, the great variation in harvest 
mortality among years, and the low power of the likelihood 
ratio test in the forward stepwise procedure. 
That there is no difference in survival between BY males 
and females agrees with the findings of Clark et al. (1989). 
There are also no sexual differences in home range size or in 
movement patterns (Cowan 1973, Glueck et al. 1988). Sanderson 
and Hubert (1981) observed significantly more BY males among 
harvested raccoon carcass samples from west-central Illinois 
collected between 1955 and 1980, but no significant difference 
in BY raccoon sex ratio among carcasses from 3 areas in 
Illinois between 1976 and 1980. 
The survival patterns of yearlings and of older adults 
were not different. Clark et al. (1989) detected no 
difference between yearling and older-adult survival during 
the first 3 years of this study. Mech et al. (1968) and 
Fritzell and Greenwood (1984) also reported no significant 
difference in survival rates between these age classes. 
I thought that BY raccoons in good condition would 
survive better than those in poor condition. Small BY 
raccoons, especially those of late litters, are at a 
disadvantage in northern regions because they do not grow to 
sufficient size to withstand the rigors of winter (Fritzell 
1978Ç, Kaufmann 1982). Small BY raccoons and those in poor 
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condition deplete fat reserves early in winter, which causes 
starvation and death (Cowan 1973). White et al. (1987) 
observed that BY mule deer dying from starvation in winter 
were smaller than both those dying from prédation and those 
that survived. Conroy et al. (1989) reported that ABY black 
ducks with a condition index <median value survived more 
poorly than did those with an index >median; however, they 
found no effect of condition on survival in BY ducks. 
The results indicating that condition does not influence 
survival may arise for several reasons. Harvest causes over 
70% of the mortality in this population (Clark et al. 1989). 
BY raccoons in good condition seem as susceptible to harvest 
mortality as do those in poor condition. The great 
variability in body size among mule deer fawns dying from 
prédation led White et al. (1987) to suggest this form of 
exploitation was not selective with regards to condition. 
Cowan (1973) hypothesized that raccoon survival is enhanced by 
availability of waste grain in winter because this readily 
available forage of high nutritional quality reduces activity 
and energy expended in seeking food. Raccoons in Iowa utilize 
waste corn in fall and winter (Giles 1939), allowing small BY 
raccoons captured in late summer to continue growing and to 
improve body condition. Finally, I avoided instrumenting BY 
raccoons of late-born litters because they were too small to 
wear the collar, thus biasing the sample. 
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BY raccoons had relatively constant condition index 
values among all years except 1983. The fall capture period 
began earlier in 1983 than in other years, and the small size 
of BY raccoons instrumented in early August 1983 lowered the 
mean condition index value. The difference in condition index 
may also arise from environmental factor(s). 
The interspersion of habitat types throughout most of 
Iowa allows raccoons access to a variety of habitats. Glueck 
et al. (1988) found that raccoons preferred timbered areas and 
farmsteads to all other habitats. Use of fencerows declined 
while use of lowland timber and farmsteads increased during 
harvest season relative to preseason values, but the authors 
felt that raccoons did not significantly alter habitat use to 
avoid disturbance by furtakers. A better measure relating 
mortality to habitat may be to determine the habitat type in 
which raccoons died. I could not do this because much of the 
mortality location data came from furtakers who could not 
recall the exact location in which they harvested an animal. 
Sievert and Keith (1985) used the proportional hazards 
model to investigate effect of season on snowshoe hare 
mortality. Ecologists must exercise caution using season as a 
covariate because season may be a time-dependent covariate. 
Time-dependent covariates are the result of a random process 
external to individuals in the study and involve no parameters 
in the time-to-death model (Kalbfleisch and Prentice 
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1980:123). In many biotelemetry studies, the covariate season 
and time-to-death are not independent. Time-dependent 
covariates are useful in modeling hazard rates but create 
mathematical problems due to differences in both construction 
of the likelihood function and in interpretation (Kalbfleisch 
and Prentice 1980:127-130, Cox and Oakes 1984:116). 
Although season is a significant factor affecting raccoon 
mortality, the effect of season is nonproportional. Harvest 
is the major cause of mortality, with 90% of this mortality 
occurring within the first 4 weeks of the harvest season 
(Clark et al. 1989). Season as a stratified time-dependent 
covariate further complicates the likelihood function of the 
model. I felt that the use of season as a covariate provided 
few insights into mortality patterns in raccoons and 
subsequently excluded it as a covariate. 
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SECTION 2. PROPERTIES OF SURVIVAL ESTIMATORS FOR TELEMETRY 
DATA USING MONTE CARLO SIMULATION 
ABSTRACT 
Ecologists often assume constant survival rates in animal 
populations within different time intervals during a year. 
Although many telemetry studies use Kaplan-Meier (KM) or 
Heisey-Fuller (HF) approaches to estimate survival, robustness 
of these models to violation of assumptions is not well 
understood. I investigated the effects of sample size, time 
interval, survival rate, and proportion censored on the bias, 
efficiency, and confidence interval coverage of these 
estimators. Monte Carlo simulations generated time-to-death 
and time-to-censor data following either a 3-piecewise 
exponential or an exponential-Weibull-exponential 
distribution. I explored robustness of HF to violation of a 
constant hazard rate in a time interval by allowing the hazard 
to decrease during an interval and by incorrectly identifying 
interval length. HF gave relatively unbiased, precise 
estimates and had good coverage under the 3-piecewise 
exponential distribution. HF was not robust to a decreasing 
hazard during an interval unless survival was great during 
that interval. With low interval survival, HF had large 
negative bias and poor coverage. Incorrectly identifying 
length of time intervals also affected HF estimates. Some 
estimates had little bias with good precision and coverage, 
but others had large negative bias and poor coverage. 
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Decreasing the hazard or incorrect identification of interval 
length had little effect on KM. Precision of KM improved when 
annual survival rate increased. I suggest using KM unless 
data clearly follow a piecewise exponential distribution with 
distinct time intervals. Estimates of annual survival with HF 
should by made with time intervals unless the hazard is 
obviously constant throughout the year. 
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INTRODUCTION 
Estimation of survival based on marking animals is among 
the most thoroughly studied ecological techniques. Most 
approaches, including life tables (Eberhardt 1988, Taylor and 
Carley 1988), capture-recapture models (Seber 1982), and band 
recovery analyses (Brownie et al. 1985), estimate survival 
during a certain fixed time interval, such as a month or a 
year. With these approaches, it is difficult to investigate 
patterns of survival and factors related to mortality on 
intervals shorter than the annual cycle (Clark 1987). 
Recently, radio telemetry has become an important tool in 
studying vital characteristics of animal populations (White 
and Garrott 1990). For example, telemetry is improving 
knowledge of the relation between exploitation and survival 
(Conroy and Krementz 1990). 
Many ecologists conducting telemetry studies use a nest 
success approach (Mayfield 1961, 1975; Trent and Rongstad 
1974) or its extensions (Johnson 1979, Bart and Robson 1982) 
to estimate survival. Heisey and Fuller (1985) developed 
generalized methods of calculating unbiased estimates of 
survival, cause-specific mortality, and associated variances. 
Their methods assume that (1) each animal-day represents an 
independent event and (2) daily survival and cause-specific 
mortality rates are constant within each time interval. 
Recently, others suggested continuous time models to 
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estimate survival (Pyke and Thompson 1986, Pollock et al. 
1989). These survival models are based on knowing the failure 
time (time-to-death) exactly and are widely applied in 
biomedical and reliability studies. Often the estimation of 
survival or failure probability assumes that the data follows 
a parametric distribution, e.g., exponential or Weibull 
(Lawless 1982). A property of the exponential distribution is 
that failures occur at random; therefore, age of the sample 
unit, such as an animal-day, has no affect on the future 
probability of survival. A related property of this 
distribution is a constant hazard rate, analogous to a 
constant instantaneous mortality rate. Although estimation is 
fundamentally different, conceptually the nest success or 
Heisey-Fuller (HP) method models a piecewise exponential 
distribution (Fig. 2). 
Ecologists use the product limit estimator (Kaplan and 
Meier 1958) if they consider the assumptions of the HF 
approach too restrictive or unrealistic (Bowman and Longcore 
1989, Conroy et al. 1989). The nonparametric Kaplan-Meier 
(KM) estimator does not require a constant daily survival rate 
within any time interval (Fig. 2). This method provides 
ecologists a simple, flexible survival estimator allowing 
entry of individuals into a study at different points in time 
(Pollock et al. 1989). 
It is necessary to compare the statistical properties of 
Fig. 2. True survival curves for a 3-piecewise exponential distribution (HP), an 
exponential distribution with no time intervals (AN), a 3-piece mixed 
exponential-Weibull-exponential distribution (Weibull), and a realization 
of a Kaplan-Meier (KM) distribution 
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the KM and HF estimators (Heisey and Fuller 1985, Pollock et 
al. 1989). Miller (1983) found that KM is inefficient 
relative to parametric estimators for situations with a great 
proportion of censored data and could be quite inefficient in 
the right tail of the distribution (e.g., near the end of a 
study). Miller (1983) stressed using parametric models when 
it is reasonably clear that a parametric model adequately fits 
the data. Parametric models provide more precise estimates 
than does KM in the right tail of the survival distribution. 
A primary issue typically encountered with telemetry data 
is the robustness of HF when model assumptions are violated. 
Performance of an exponential estimator with both small and 
moderately sized samples when the data do not follow an 
exponential distribution requires further investigation 
(Miller 1983). The critical assumption of the HF method is a 
constant daily survival rate, or hazard rate, within a time 
interval. This assumption is violated if the hazard changes 
during the interval or if an ecologist incorrectly identifies 
the boundaries of intervals with different hazards. 
In this study I examined the effects of a changing hazard 
rate within a time interval and of incorrectly identified 
interval length on robustness of the HF approach. I used 
Monte Carlo simulation to compare bias, efficiency, and 
confidence interval coverage of the HF and KM estimators. 
Conditions used in the simulations approximate data collected 
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in a study of a raccoon population. My goal was to determine 
which approach provided the best estimates of survival. The 
results, however, are applicable to many studies of vertebrate 
populations. 
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METHODS 
I estimated survival rates and their variances using 
different sample sizes (N = 30, 50, 100), annual survival 
rates (S[A] = 0.20, 0.60), survival rates during a second time 
interval (S[2] = 0.25, 0.75), and censoring proportions (CP = 
0, 0.30). These values are similar to those typically found 
in telemetry studies of terrestrial vertebrates. Sample size, 
or the number of individuals marked with telemetry 
transmitters, often differs because of practical limitations 
associated with capturing and monitoring individuals. Often 
ecologists need to estimate survival rates for specific time 
intervals within an annual period. Censoring occurs when an 
individual leaves a study before the study is completed or 
survives beyond the end of the study (Lawless 1982). In 
telemetry studies, censoring occurs when the transmitter fails 
before the animal dies, or if the animal emigrates from the 
population or survives beyond the end of the study (Pollock et 
al. 1989). 
I simulated a 365-day annual period divided into 3 time 
intervals. Survival rates were S(l) = 0.90 for the 170-day 
first interval and S(2) = 0.25 or 0.75 during the 80-day 
second interval. For the remaining 115-day interval, survival 
rate was S(3) = S(A)/S(1)*S(2). In this study I do not 
address issues regarding mechanisms responsible for different 
interval survival rates, but investigate properties of the KM 
40 
and HF estimators. 
Interval lengths and survival rates were chosen 
arbitrarily but were indicative of real telemetry studies. 
For example, an ecologist may mark a sample of animals and 
subsequently monitor the sample during an interval with a 
relatively high survival rate. There are also time intervals 
during which the population is exposed to increased mortality 
from prédation, disease, starvation, or human exploitation. 
The degree of increased mortality will depend upon 
exploitation rate, weather, and other factors. The remaining 
time interval completes the annual cycle. 
I divided the cumulative distribution function (cdf) of 
the annual period into 3 nonoverlapping intervals (e.g., a 3-
piecewise exponential). This ensured time-of-death values 
generated within each interval would follow the distribution 
of the entire curve. The failure time cdf, or cumulative 
mortality rate, is 
Fit) 
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where t = time-of-death, F(t) = cdf of the annual period, 
F{ (t-T{.^) = cdf of the i**^ time interval, M, = cumulative 
probability of death at the end of the i*'' time interval, and 
Tj = cumulative number of days at the end of the i^^ time 
interval. Note that = T^ = 0, and that M, represents 
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cumulative effects at time T, at the end of the 1^*^ Interval 
and not merely the effects within the Interval. The survival 
distribution Is the complement of the cdf, or S{t) = 1 - F(t) 
(Fig. 3). For the exponential distribution, 
- 1 - exp[-Aj(t-ri.i)], (2) 
where X, = hazard rate of the l*** time Interval. 
Radio telemetry data consist of tlme-of-death and length 
of time Intervals. This allows estimation of mortality and 
survival rates during the 1*'' Interval. I calculated cdf 
parameters from a known distribution to generate t, then used 
these values of t In the KM and HF estimators to examine how 
well the estimators modeled the distribution of F(t). 
I generated tlme-of-death values for each observation 
with the Inverse cdf, F'\m,), of each time Interval. Let F(t) 
be a continuous distribution with t a random variable. Then m 
= F(t) Is a uniform (0, 1) random variable, and z = F"\m) has 
the same distribution as t with cdf F(t). For the exponential 
distribution, random tlme-of-death values during the l^** 
Interval were obtained by generating Independent uniform (0, 
1) random variables m^, . . ., m^ based on the relation 
aii - P(ti) » Afi.i + (l-exp{-[Àj(t-ri.i)]}) (3) 
and 
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Fig. 3. Cumulative survival function S{t) of a 3-
piecewise exponential distribution 
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Using the interval lengths and survival rates previously 
mentioned, I calculated the hazard rate of each time interval. 
for each time interval with each annual survival rate. Plots 
of F(tj) on tj confirmed that time-of-death values followed a 
3-piecewise exponential distribution. 
During simulations with 30% censoring, 20% of the sample 
was removed in the first time interval and another 10% removed 
during the third interval. Thus I allowed for individuals 
emigrating from a population or for live individuals carrying 
a nonfunctioning transmitter. I did not include individuals 
surviving the entire 365-day annual period in the 30% censored 
category. No censoring occurred during the second interval. 
Censoring times were generated for each observation with the 
same procedure as the time-of-death values using different 
values of X and a 3-piecewise exponential distribution. 
I used each combination of S(2), S(A), and CP with the 
For the exponential distribution, the hazard rate of the i*'' 
interval is 
-ln[5(L^)] 
il 
(5) 
where S(L,-) = survival rate during the i*'' interval, and L, = 
length of the i*** interval. Given X,, t, values were generated 
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appropriate hazard and censoring rates in each interval. For 
each sample size, I conducted 1100 replications but discarded 
the first 100 replications to ensure that random number 
routines produced adequate random-seed values. A 9-digit 
initial seed value for each simulation was selected from a 
random numbers table. Simulation results are therefore based 
on 1,000 replications of each combination of N, S(2), S(A), 
and CP for a total of 24,000 observations. 
All simulations were performed with SAS (SAS Inst. 1985). 
The uniform random number routine RANUNI generated independent 
values of time-of-death and of time-of-censor for each 
observation. This maintained a vital assumption that 
censoring occurs at random and independent of survival. The 
program censored an observation if time-of-censor < time-of-
death. When there was a tie, the observation was considered a 
mortality. The program tallied the number of observations 
dying or censored each day during each time interval. 
The HF bias-adjusted estimates of survival rate and 
variance of each interval are 
Si » (6) 
•*i 
and 
^1 = Si , (7) 
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where x, = number of animal-days during the i*** interval, y, = 
number of mortalities during the i**" interval, â, = daily 
survival rate during the i*** interval, S, = bias-adjusted 
interval survival rate, and 
nâ,) . ,e, 
is the variance of interval survival. Because interval 
survival rates are not normally distributed (Heisey and Fuller 
1985), I constructed 95% confidence intervals on a natural log 
scale and then converted the interval to the original scale. 
I estimated annual survival by taking the product of the 
3 interval rates. Variance of the annual rate was estimated 
by calculating the variance of the product and the confidence 
interval determined as described previously. A bias-adjusted 
interval rate for the entire annual period (AN) was also 
simulated under the assumption of a constant daily survival 
rate throughout the annual cycle with no distinct time 
intervals (Fig. 2). I then estimated the variance with 
equation (8) and constructed a 95% confidence interval for 
this annual rate. 
The KM estimates of survival and variance are 
S i t )  •  n i-iii (9) 
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a, 
(10) 
where iij = number of Individuals alive at the beginning of day 
tj, dj = number of individuals dying during day tj, S(t) = 
survival rate at the end of day t, and V[S(t)] = variance of 
the survival rate at day t (Cox and Oakes 1984). The SAS 
program stored S(t) and V[S(t)] at the end of the first time 
interval, the second time interval, and the annual period. KM 
estimates at the end of the second interval represented a 
cumulative rate. Because I wished to compare KM and HF 
estimates for the second interval only and not cumulative 
survival at the end of the second interval, I adjusted KM to 
include only the second interval. The program calculated a 
95% confidence interval as S(t) ± 1.96yv[S(t)]. 
To study effects of a changing hazard within a time 
interval, I substituted a Weibull distribution for the 
exponential distribution to generate time-of-death during the 
second time interval. For the Weibull distribution 
where /3 = shape parameter. Note that the exponential 
distribution is a special case of the Weibull with /? = 1. For 
the Weibull distribution, I used the value ^  = 0.5. This 
gives a hazard rate which is great initially, declines rapidly 
1 
(11) 
i 
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during the early portion of a time interval and gradually 
declines during the remainder of the interval (Fig. 2). This 
simulates mortality rate with a declining hazard associated 
with exploitation of many game species. For example, over 60% 
of the harvest mortality of raccoons in Iowa occurred the 
first 2 weeks of the harvest season. A reduced though still 
substantial proportion were taken during the next 2 weeks, 
followed by little exploitation mortality the remainder of the 
season (Clark et al. 1989). I calculated the necessary 
parameters, plotted the values and ran the simulations as 
described. This gave another 24,000 observations with an 
exponential-Weibull-exponential mixed distribution model. 
I examined effects of incorrectly identifying interval 
boundaries on HF by simulating underestimation (UN) or 
overestimation (OV) of length of the first time interval with 
all combinations of factors and distributions. The program 
generated a random normal (0, 1) variate with the SAS routine 
RANNOR. This variate was used to calculate a normal variate 
with a mean of 15 ± 7 (SD) days to determine the actual day 
that the first time interval terminated incorrectly. This 
subsequently changed the beginning and the length of the 
second interval. The end of the second interval and length of 
the third interval did not change. For each time interval and 
for the annual period, point estimates, variances, and 95% 
confidence intervals of survival rates were estimated based on 
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the number of days and number of deaths tallied in each 
incorrectly identified interval. 
In summary, a 3-piecevise exponential or exponential-
Weibull-exponential distribution model was replicated 1000 
times for each sample size (N) with different combinations of 
S(A), S(2), and CP. Each simulation calculated survival 
rates, variances and 95% confidence intervals of each 
replication according to 2 basic methods (HF and KM). I also 
included incorrectly identifying interval length (UN, OV) 
during the first 2 time intervals and used 5 methods (HF, KM, 
UN, OV, AN) to derive estimates for the annual period. 
I calculated bias, efficiency, and coverage to assess the 
statistical properties of these methods. Bias measures the 
degree to which an estimate differs from a known value. 
Positive bias indicates that the estimate is greater than the 
known value while a negatively biased estimate underestimates 
the value. Relative bias was computed as [S(i) - S(i)]/S(i), 
where S(i) = the estimated survival rate for time period i and 
S(i) = the known rate for period i. Efficiency is a ratio of 
variances that indicates which estimator has a smaller 
variance. I calculated percent efficiency relative to the KM 
estimator as 
Values <0 indicated Method b had a smaller variance relative 
Efficiency =100 Var {Method b) 
Var(JCM) j - 100. (12) 
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to KM while values >0 implied KM had a smaller variance. A 
good estimator has small bias and a small variance. Coverage 
refers to the proportion of 95% confidence intervals which 
include a known value. The program calculated the proportion 
of 95% confidence intervals containing the known survival rate 
for a time period. 
I used analysis of variance to detect the factors which 
contributed most to the differences in bias, efficiency and 
coverage. This analysis included each main factor (method, N, 
S[A], S[2], CP, and distribution model), and all 2-way and 3-
way interactions. The F-test was often significant even for 
very small effects, with a few effects typically accounting 
for 80-90% of total variation and the remaining effects each 
contributing <1%. To identify the more important effects, I 
computed percent contribution of an effect to the total 
variance by dividing the sum of squares of each factor and 
interaction by the model sum of squares. I used the relative 
sizes of the sums of squares to stress the effects that 
contributed most to differences in bias, efficiency and 
confidence interval coverage, rather than to identify many 
significant effects which contribute little to total 
variation. I performed separate analyses comparing HF to KM 
and comparing all methods for each distribution model. 
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RESULTS 
Piecewise exponential model 
Method, S(2) and Hethod*S(2) interaction contributed most 
to the variation in bias between KM and HF during the second 
time interval (84%) and annual period (78%). Bias of KM was 
<1% regardless of survival during the second interval (Table 
4). Bias increased slightly from the first interval to the 
second; otherwise, bias in KM had no clear pattern or trend. 
HF was consistently and negatively biased, which 
increased over time (Table 4). HF was more biased than KM, 
especially with low survival during the second interval. With 
low second interval survival, bias of HF increased from the 
first to the second interval. When survival rate was high 
during the second interval, bias of HF increased during each 
interval. 
Method, N and their interaction accounted for 58% of the 
variation in efficiency during the first time interval. HF 
had a larger variance than KM did, but as sample size 
increased, HF efficiency improved. S(A) and Method*S(A) 
interaction contributed 40% and 53% to variation in efficiency 
between HF and KM during the second interval and annual 
period, respectively (Table 5). When annual survival 
decreased, variance of HF was smaller than variance of KM 
during both time periods. When annual survival rate 
increased, HF variance for these periods was much greater than 
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Table 4. Relative bias of Kaplan-Meier (KM) and Heisey-
Fuller (HF) survival estimators at the end of 2 
time periods based on data generated from 
different distributions and survival rates during 
the second time interval (S[2]) 
Distribution during second interval 
Exponential Weibull 
Interval 
(days) S(2) KM HF KM HF 
171 - 250 0.25 -0.0020® -0.0625 0.0005 -0.2310 
0.75 -0.0045 -0.0089 -0.0064 -0.0268 
1 - 365 0.25 0.0016 -0.0633 0.0028 -0.2319 
0.75 -0.0029 -0.0245 -0.0090 -0.0463 
^Relative bias = [S(i) - S(i)]/S(i). 
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Table 5. Efficiency of Heisey-Fuller (HP) survival 
estimator (%) relative to Kaplan-Meier (KM) 
estimator at the end of 3 time intervals based on 
data generated from different distributions 
during the second time interval and different 
survival rates during the annual period (S[A]) 
Exponential Weibull 
Interval 
(days) 0.20 0.60 0.20 0.60 
1 - 170 1.71® 1.57 1.93 1.73 
171 - 250 - 5.29 30.90 9.99 54.80 
1 - 365 -11.57 24.30 -12.12 40.06 
^Efficiency = 100[Var(HF)/Var(KM)] - 100. 
53 
that of KM. 
No consistent trend arose in confidence interval 
coverage of HF and KM across the 3 time periods. N, CP and 
N*CP interaction explained 97% of the difference in coverage 
during the first interval. As sample size increased, coverage 
generally increased towards the desired 95% level. Coverage 
was better with 30% censoring than with no censoring. With a 
sample size of 100, coverage was about the same regardless of 
censoring, but with a sample size of 30, coverage was 81-82% 
with no censoring and 90-94% at 30% censoring. Censoring 
increased both the variance of the survival estimates and the 
width of the confidence intervals, thereby improving coverage. 
During the second interval, no single factor or 
interaction contributed a major portion to variation in 
coverage. Annual survival accounted for 17%, N*S(2) for 12%, 
and Method*CP for 10% of variation in the model sum of 
squares. 
Method*S(A) contributed 31% and S(A) 11% to variation in 
coverage of annual survival estimates between HF and KM. Mean 
coverage was >92% for both methods at both levels of annual 
survival. When annual survival rate increased, confidence 
interval coverage increased with KM and decreased with HF. 
These changes probably occurred because HF estimates of annual 
survival were more biased than KM estimates. 
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Mixed distribution fflsdgl 
Overall trends in bias of KM and HF with a decreasing 
hazard during the second interval were similar to the 
piecewise exponential distribution, but exhibited a greater 
degree of variation (Table 4). Method, S(2) and their 
interaction explained 69% of the variation in bias of the 
second time interval and 66% during the annual period. KM was 
again less biased than HF during both time periods. Bias of 
KM remained <1% for all 3 time periods. 
HF was less biased with a high second interval survival 
rate than with a low survival rate (Table 4). With a high 
survival rate, the decrease in the hazard rate was less 
pronounced than it was at low survival; therefore, violating 
the assumption of a constant hazard was less severe. When 
second interval survival was low, the negative bias of HF 
during the second interval and the annual period was 
relatively great. When second interval survival was high HF 
bias increased each time period but remained <5%. 
Efficiency was affected most (62%) by Method, N and 
Method*N during the first time interval. During the second 
interval and annual period. Method, S(A) and Method*S(A) 
contributed 62% to variation in efficiency between KM and HF 
(Table 5). HF yielded greater estimates of variance than KM 
did during the second interval, especially when annual 
survival was high. Variances of the annual period estimates 
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were smaller with HF than with KM when annual survival was low 
but much greater when annual survival was high. With low 
survival, there were fewer individuals at risk near the right 
tail of the distribution, which increased KM variance 
estimates. 
Method, S(2) and Method*S(2) interaction contributed 50% 
to variation in coverage of HF vs. KM during the second 
interval and the annual period (Fig. 4). Coverage of HF 
during both time periods was good with the mixed distribution 
only when second interval survival was high. Coverage of HF 
was poor when second interval survival was low because of the 
negatively biased estimates. During the second interval, KM 
coverage consistently approached the desired 95% level for 
both time periods, irrespective of survival rate. 
Incorrectlv identified interval length 
Piecewise exponential model Method contributed most 
to the variation in bias when length of the first interval was 
incorrectly identified and data followed a piecewise 
exponential distribution. Percentage of contribution was 69% 
and 55%, respectively, during the first 2 time intervals and 
41% during the annual period. Method*S(2) and S(2) provided 
an additional 30% and 33% to bias during the first 2 
intervals. Méthodes(A) and S(A) added another 46% to 
variation in bias during the annual period. 
Among all methods, KM provided the least biased estimate 
Fig. 4. Coverage (%) of estimated 95% confidence intervals of 
different survival estimators at the end of the 
second time interval based on data generated from 
different distributions and survival rates during the 
second time interval (S[2]). Estimators include 
Kaplan-Meier (KM), Heisey-Fuller (HF), Heisey-Fuller 
with length of first time interval underestimated 
(UN), and Heisey-Fuller with length of first time 
interval overestimated (OV) 
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during both the second interval and the annual period (Table 
6). When length of the first interval was underestimated 
(UN), survival estimates were slightly positively biased 
during all 3 time periods. Overestimating first interval 
length (OV) gave a negatively biased estimate during this 
interval and a positively biased estimate during the second 
interval. UN was less biased than HF during the second 
interval. Both UN and OV provided a less biased survival 
estimate than did HF during the annual period. When time 
intervals were not specified during the annual cycle (AN), 
annual survival estimates were highly positively biased. Mean 
relative bias of AN with low annual survival was +56%, but it 
was <1% when annual survival was high. 
Second interval survival affected OV and UN differently. 
Bias of OV with low second interval survival was -19% and +27% 
during the first 2 time intervals. At high second interval 
survival, relative bias was -5% and +5% during these same 
intervals. With UN, bias was <1% during the first interval 
and <5% during the second interval, regardless of second 
interval survival. 
Method contributed most (87%) to variation in efficiency 
during the first interval. Method*S(2) and S(2) provided an 
additional 11%. Precision was nearly the same for all methods 
except for the greater variance of OV. 
Method*S(A) and Method*S(A)*S(2) interactions explained 
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Table 6. Relative bias of different survival estimators at 
the end of 3 time intervals based on data generated 
from different distributions during the second time 
interval 
Estimator" 
Interval 
(days) KM HF UN OV AN 
Exponential 
1 - 170 0.0007*' —0.0006 0.0083 -0.1195 
171 - 250 -0.0032 -0.0357 0.0138 0.1598 
1 - 365 -0.0007 -0.0439 0.0143 0.0056 0.2841 
Weibull 
1 - 170 0.0002 -0.0010 0.0068 -0.1996 
171 - 250 -0.0029 -0.1298 -0.0571 0.3360 
1 - 365 -0.0031 -0.1391 -0.0606 0.0361 0.2579 
®KM = Kaplan-Meier, HF = Heisey-Fuller, UN = HF with first 
interval terminated early, OV = HF with first interval 
terminated late, and AN = HF annual estimate with no time 
intervals during annual period. 
''Relative bias = [S(i) - S(i)]/S(i). 
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67% of the variation in efficiency during the second interval 
(Table 7). When survival was low during both the second 
interval and annual period, variance estimates of HF and UN 
were smaller and variance estimates of OV were greater than 
those of KM. With high annual survival, variance estimates of 
HF and UN were much greater than those of KM. At high second 
interval survival, all methods gave similar variance 
estimates. 
Method, S(A) and the Method*S(A) interaction caused 79% 
of the variation in efficiency during the annual period (Table 
8). Variance of KM was the greatest with low annual survival. 
Conversely, variance of AN was smallest with low annual 
survival because AN used all animal-days and deaths during the 
annual period to estimate annual survival. With high annual 
survival, variances of HF and UN were greater than those of 
KM. Relative efficiency of annual survival was 47% with HF 
and 24% with UN at high annual and low second interval 
survival. When high survival occurred during both of these 
time periods, relative efficiency of the 2 estimators was <3%. 
Method, S(2) and Method*S(2) contributed 85% and 69% to 
variation in coverage during the first 2 time intervals, 
respectively. OV displayed poor coverage during the second 
interval, especially with low survival during this interval 
(Fig. 4). Coverage was >90% for second interval estimates of 
KM, HF, and UN. Coverage of HF, UN, and OV improved when 
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Table 7. Efficiency of survival estimators (%) relative to 
Kaplan-Meier (KM) estimator at the end of the 
second time interval based on data generated from 
different distributions and survival rates (S[2]) 
during the interval, and different annual survival 
rates (S[A]) 
S(2) 
S(A) = 0. 20 S (A) = 0. 60 
HF® UN OV HF UN OV 
Exponential 
0.25 -11.78^ -22.62 50.08 59.25 30.24 - 5.84 
0.75 1.21 - 5.56 - 5.32 2.56 -• 4.25 - 4.33 
Weibull 
0.25 - 0.08 -10.13 173.78 86.82 48.56 -87.24 
0.75 20.06 7.20 -13.66 22.78 9.96 -13.86 
®HF = Heisey-Fuller, UN = HF with first interval 
terminated early, OV = HF with first interval terminated 
late. 
''Efficiency = 100[Var(Estimator)/Var(KM) ] - 100. 
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Table 8. Efficiency of survival estimators (%) relative to 
Kaplan-Meier (KM) estimator at the end of the 
annual time period based on data generated from 
different distributions during the second time 
interval and different survival rates during the 
annual period (S[A]) 
Estimator' 
S (A) HF UN OV AN 
Exponential 
0.20 -11.57" -11.60 - 4.20 -49.07 
0.60 24.30 10.98 - 3.20 - 8.61 
Weibull 
0.20 -12.12 -11.09 7.53 -46.99 
0.60 40.06 21.42 -19.89 - 5.30 
"hf = Heisey-Fuller, UN = HF with first interval 
terminated early, OV = HF with first interval terminated 
late, and AN = HF annual estimate with no time intervals 
during annual period. 
''Efficiency = 100[Var(Estimator)/Var(KM) ] - 100. 
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second Interval survival was high. 
Method, S(A), and Method*S(A) interaction accounted for 
75% of the variation in coverage of annual survival estimates. 
Coverage of AN was extremely poor at low annual survival (Fig. 
5). All other methods and AN with high annual survival 
yielded coverage values of >92%. 
Mixed distribution model Trends in bias with both 
incorrectly identified interval length and the exponential-
Weibull-exponential mixed distribution were similar to those 
with the piecewise exponential distribution (Table 6). Method 
contributed most to variation in bias during the first (75%) 
and second (64%) intervals and the annual period (45%). 
Méthodes(2) and S(2) explained an additional 24% of the 
variation during the first interval and 30% during the second 
interval. Method*S(A) and S(A) contributed another 37% to 
variation of the annual period. 
Bias for KM was <1% (Table 6). Survival estimates of HF, 
UN, and OV were more biased during the second interval and the 
annual period with the mixed distribution than were those of 
the piecewise exponential distribution. HF estimates were 
negatively biased during all 3 time periods, as were those of 
UN during the second interval and the annual period. UN 
estimates were less biased than those of OV during the first 2 
intervals and less biased than those of HF during the second 
interval and the annual period. OV was very negatively biased 
Fig. 5. Coverage (%) of estimated 95% confidence intervals of 
different survival estimators at the end of the 
annual time period based on data generated from 
different distributions during the second time 
interval and different survival rates during the 
annual period (S[A]). Estimators include Kaplan-
Meier (KM), Heisey-Fuller (HF), Heisey-Fuller with 
length of first time interval underestimated (UN), 
Heisey-Fuller with length of first time interval 
overestimated (OV), and Heisey-Fuller with no time 
intervals during the annual period (AN) 
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during the first interval, very positively biased during the 
second interval, and slightly positively biased during the 
annual period. Bias of OV was 3 times greater during the 
first interval and 5 times greater during the second interval 
at high second interval survival than it was at low second 
interval survival. AN was highly positively biased. Level of 
annual survival contributed little to variation in bias, 
except with AN. Bias of AN was 52% at low annual survival but 
«1% with high annual survival. 
Method, Method*S(A), and Method*S(A)*S(2) caused 97%, 
82%, and 84% of the variation in efficiency during the first 2 
time intervals and the annual period, respectively. When both 
second interval and annual survival rates were low, variances 
of HF and UN were smaller than variance of KM during the 
second interval (Table 7). With this combination, variance 
of OV was nearly twice as great as that of KM during the 
second interval. At high annual survival, variance of KM was 
smaller than variances of both HF and UN, but greater than 
that of OV. In general, the mixed distribution increased 
second interval variance estimates of HF and UN relative to 
the estimates from a piecewise exponential distribution. 
Variance of OV improved, except with the low second interval-
low annual period survival combination. 
Efficiency of annual survival estimates was more variable 
among methods at high annual survival than at low annual 
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survival (Table 8). Variances of HF and UN annual estimates 
were smaller than those of KM at low annual survival but 
greater than those of KM at high annual survival. Trends in 
OV relative to KM were just the opposite. Efficiency of 
annual estimates was similar for the mixed distribution and 
piecewise exponential distribution at low annual survival. At 
high annual survival, variance of HF and UN increased, whereas 
variance of OV decreased for the mixed distribution relative 
to the piecewise exponential distribution. 
Survival during the second interval affected the 
efficiency of annual estimates with the mixed distribution. 
Variance of HF and UN were greater (+69% and +39%, 
respectively) and of OV smaller (-38%) than variance of KM at 
high annual and low second interval survival. Efficiency of 
all 3 methods was within 10% of KM when both second interval 
and annual survival were high. At low annual survival, only 
OV changed dramatically in efficiency with low (+27%) vs. high 
(-12%) second interval survival. Similar trends occurred in 
the piecewise exponential distribution, but of smaller 
magnitude. 
Method, S(2), and Method*S(2) contributed most to 
variation in coverage during first (90%) and second (86%) time 
intervals. Second interval survival did not affect second 
interval coverage of KM and UN (Fig. 4). Coverage of OV was 
poor during the second interval. HF and OV coverage decreased 
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with low survival during the second interval. 
Méthodes(A), Method, and S(A) caused 61% of the variation 
in coverage of annual survival estimates. Coverage improved 
at higher annual survival with all methods except OV (Fig. 5). 
KM coverage was >93% at both levels of annual survival. 
Coverage of HF was worse than coverage of UN or OV at low 
annual survival. AN showed poor coverage at low annual 
survival, especially when second interval survival was also 
low. 
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DISCUSSION 
HF performs well If telemetry data follow a piecewlse 
exponential distribution. This estimator gives slightly 
conservative estimates of survival and, because variance of KM 
increases over time, HF is more efficient than KM for groups 
with low annual survival. If few individuals survive the 
entire study, reduction in sample size decreases KM precision 
at the tail of the distribution. Confidence interval coverage 
is equally good for both methods for time interval and annual 
period estimates. HF is a good estimator only when data 
follow a piecewise exponential distribution with obvious, 
distinct time intervals and low annual survival because HF 
yields precise estimates with little bias and is more 
parsimonious than KM. 
HF is robust to violation of a constant hazard rate only 
when survival is high during that interval. With the 
distribution explored here (i.e., Weibull distribution with /3 
= 0.5), a high interval survival reduced the hazard rate to 
near 0. Decrease in the hazard rate during the interval was 
too small to create serious problems in interval estimation. 
Both HF and KM produced nearly unbiased estimates of survival 
with about the same coverage. At low interval survival, when 
the initial high hazard rate drops dramatically early in the 
interval, KM yielded better survival estimates. The effect of 
the decreasing hazard on HF caused a highly biased and less 
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precise survival estimate for both the time Interval and the 
annual period. Coverage of HF confidence Intervals was also 
insufficient at low interval survival. 
Incorrectly identifying length of time intervals also 
caused serious problems with HF. Across all time periods, 
underestimating interval length when the data follow a 
piecewise exponential distribution is less serious an error 
than overestimating interval length. Estimates of survival of 
UN were less biased than of those of OV, especially when 
differences in survival between the 2 intervals were great. 
With low annual survival, UN had good precision during both 
intervals and the annual period. Precision of UN with high 
annual survival depended on the difference in survival rates 
between the 2 intervals. As the difference increased, UN 
became less precise relative to KM. Coverage was good when a 
time interval was terminated early, regardless of survival 
during the next time interval. 
Overestimating length of a time interval produced 
extremely poor estimates of survival. Bias of interval 
survival estimates during both time intervals increased when 
difference in survival rates between the intervals increased. 
At low annual survival, OV gave less precise estimates than KM 
did. Confidence interval coverage was sensitive to 
overestimating interval length, too. Poor coverage of 
survival estimates occurred when difference between survival 
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during intervals was great. 
Not using time intervals to estimate annual survival with 
HF resulted in very biased estimates. With low annual 
survival the estimates are relatively precise, making the 
biased estimate seem good, but coverage is extremely poor. If 
annual survival is low, estimating annual survival with HF and 
assuming no time intervals should be avoided. 
Problems of incorrectly identifying interval length 
become worse if the hazard changes within an interval. The 
basic trends are the same as described previously, but the 
degree of error is greater. Estimates are more biased and 
less precise than those of KM. The worst instance occurs when 
the estimate is precise but severely biased. 
These problems indicate that KM should be used to 
estimate survival rates in many telemetry studies. The hazard 
rate in many vertebrate animal populations may differ 
dramatically throughout an annual cycle because of behavioral 
and environmental conditions. Fluctuating hazard rates and 
estimating length of time intervals when the hazard is 
relatively constant obviously affect the HF approach. 
Recognizing distinct time intervals is difficult when 
individuals are located infrequently or when changes in daily 
survival are subtle. When changes in the hazard rate are not 
identified properly, either within an interval cr by 
incorrectly identifying interval length, HF gives biased. 
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imprecise estimates with poor confidence interval coverage. 
KM makes no assumptions regarding the hazard rate and thus 
provides relatively precise, unbiased estimates regardless of 
changes in hazard rates. 
The assumption of a constant hazard rate within an 
interval is probably violated in many telemetry studies using 
time intervals as long as those used in the simulations. 
Violation of the assumption may cause a Type II error when 
ecologists find no statistically significant differences in 
daily survival between intervals using a z or a likelihood 
ratio test. The ecologist may pool 2 or more intervals 
together when in fact the survival may differ among intervals. 
Further work should explore the power of these tests so that 
ecologists will not be prone to make this Type II error. 
Ecologists estimating survival with HF or similar nest 
success approaches must consider these potential problems. 
Small sample size forced some ecologists to pool data 
collected over several years or to use broadly defined 
intervals (DeYoung 1989, Hellgren and Vaughan 1989). Others 
based time intervals on ecological factors not related to 
constant daily survival (Thompson and Fritzell 1989) or gave 
no justification for defining intervals (Fuller 1989, Gese et 
al. 1989). Some studies found significant differences in 
survival among time intervals and estimated annual or study 
period survival (Eberhardt et al. 1989, Gese et al. 1989, 
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Thompson and Frltzell 1989). These authors fall to state 
whether the period estimates were based on the interval rates 
or on the assumption of no time intervals. Taking a 
piecewise exponential approach is the correct method; 
otherwise, the period estimates may be in gross error. Bangs 
et al. (1989) found no statistically significant difference in 
moose mortality among months but noticed that a major cause of 
mortality, vehicle collisions, was highest in November and 
December. Based on their statistical results, they perhaps 
calculated an annual survival rate with no time intervals. 
Although HF remains a popular survival estimator, ecologists 
must realize violating assumptions of the model may seriously 
affect their results and interpretations. 
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SECTION 3; EFFECTS OF VARYING EXPLOITATION ON RACCOON 
POPULATION DEMOGRAPHICS 
ABSTRACT 
I examined effects of increased harvest on survival, 
nonharvest mortality, reproduction and population size in 
raccoons (Procvon lotor). I used the Jolly-Seber model to 
estimate population size from capture-recapture data, 
determined survival and cause-specific mortality rates in 
radio-instrumented raccoons with the Kaplan-Meier estimator, 
and examined uteri of female carcasses to investigate 
differences in litter size and pregnancy rates. Harvest rate 
was increased by offering furtakers a greater reward for 
returning marks and by supplementing harvest on the study 
area. The increase in harvest rate from a mean of 29% during 
1983-85 to a mean of 48% in 1986-88 did not reduce population 
size. Population density in May averaged 7 raccoons/km^ over 
all years of the study, increasing to 28 raccoons/km^ in 
August. I found no density-dependent effects of increased 
harvest on pregnancy rates or litter size. Increased harvest 
appeared additive in birth-year (BY) raccoons but compensatory 
in after-birth-year (ABY) animals. Mortality of BY raccoons 
during the harvest season increased from 0.33 to 0.66 when 
harvest was increased, and annual survival declined to 0.27. 
Average nonharvest mortality of 0.23 from January-April, 
following the harvest season, showed no significant 
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compensatory decrease. Differences in annual survival of ABY 
raccoons, 0.57 compared to 0.48, was not significant. 
Nonharvest mortality of ABY animals from January-April 
remained near 0.10. Age-specific survival during harvest 
season and January-April were not significantly different 
during years before the increase in harvest. After harvest 
increased, survival of BY raccoons during harvest season 
(0.34) was significantly lower than that of ABY animals 
(0.61). 
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INTRODUCTION 
Exploitation of animal populations is of ecological 
interest for both basic and applied reasons (Anderson and 
Burnham 1976). The effects of exploitation are related to 
questions regarding effects of prédation, a view espoused in 
vertebrate population ecology by Errington (1956, 1963). The 
idea of human harvest replacing or adding to other causes of 
mortality has been formally stated in a testable fashion 
(Anderson and Burnham 1976, Burnham and Anderson 1984, Nichols 
et al. 1984). These authors describe 2 extremes of hypotheses 
relating harvest mortality to survival rates and population 
density: the completely compensatory hypothesis and the 
totally additive hypothesis. 
Under the compensatory hypothesis an inverse relationship 
exists between exploitation and nonharvest mortality rates. 
Density-dependent changes in nonharvest mortality compensate 
for fluctuations in harvest mortality below some critical 
threshold level. The interaction between these mortality 
rates may occur during the harvest season or in the following 
nonharvest time period (Clark 1987, 1990). This results in no 
significant change in annual survival because it is 
independent of harvest rate below the threshold. A corollary 
of this hypothesis is that variation in harvest does not 
affect population size. 
Under the totally additive hypothesis, human harvest 
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adds to other forms of mortality, reducing annual survival. 
This implies nonharvest mortality acts independent of harvest 
mortality and density-dependent mechanisms. Therefore, 
population size declines with any increase in harvest. 
Different assumptions under the compensatory and additive 
hypotheses suggest a number of predictions (Nichols et al. 
1984, Conroy and Krementz 1990). Nichols et al. (1984:541) 
stated 3 testable predictions: (1) changes in harvest rate 
cause no significant change in annual survival, (2) no 
relationship exists between harvest rate and nonharvest 
mortality rate, and (3) nonharvest mortality and population 
density are independent after the harvest season. The 
statistical null hypothesis for the first prediction is the 
compensatory hypothesis. The alternative hypothesis is that 
of the additive hypothesis: an increase in harvest rate adds 
to other causes of mortality causing a decrease in annual 
survival. The null hypothesis for predictions 2 and 3 is the 
additive hypothesis. The alternative compensatory hypothesis 
for prediction 2 holds that nonharvest mortality decreases as 
harvest rate increases with a slope of # = -1 up to the 
threshold level (Anderson and Burnham 1976, Nichols et al. 
1984). Under the additive hypothesis the slope is )9 > -1. 
The alternative hypothesis for prediction 3, the compensatory 
hypothesis, is a density-dependent positive relationship 
(i.e., /3 > 0) between nonharvest mortality and population 
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density. 
Many studies investigating these predictions about 
effects of exploitation on survival were based on banding 
analyses (Brownie et al. 1985) of migratory species (Burnham 
and Anderson 1984, Burnham et al. 1984, Krementz et al. 1988) 
and relied on an observational rather than an experimental 
approach (Nichols et al. 1984). These retrospective studies 
also largely concentrated their efforts on testing only the 
first prediction; however, environmental and sampling 
variation reduce the power of this test (Conroy and Krementz 
1990). Distinctions in the statistical null hypothesis of 
these predictions are important when considering the evidence 
favoring each prediction and the risks of incorrectly 
concluding which hypothesis best models the role of harvest on 
population dynamics (Conroy and Krementz 1990). Controlled 
experimental field studies are needed to adequately test and 
examine all the relationships regarding harvest and survival 
(Burnham and Anderson 1984). 
These predictions do not address effects of exploitation 
on reproduction (Nichols et al. 1984). Errington (1956, 1963) 
originally discussed the principle of inversity relating 
effects of density-dependent factors on reproduction and 
recruitment. Although he presented evidence of density-
dependent recruitment, there has been a general lack of 
attention to the relationships between exploitation mortality 
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and reproduction (Fritzell et al. 1985, Conroy and Krementz 
1990). Nonetheless, ecologists often accept the notion that 
populations at low densities increase production by increasing 
proportion of pregnant females, mean litter size, survival of 
young during summer, or length of the breeding season (Clark 
1990). 
Resident furbearers, such as raccoons, are an ideal 
species to test hypotheses regarding exploitation theory 
(Clark 1990). Nationwide, raccoons contribute the greatest 
economic value to the fur trade (Deems and Pursely 1978). 
Ecologically, raccoons are expanding their geographic range, 
occupy a wide variety of habitats, and affect waterfowl 
production through nest depredation (Kaufmann 1982, Klett et 
al. 1988). Raccoons also act as a vector of rabies and other 
diseases affecting health in humans, pets and livestock 
(Jenkins and Winkler 1987, Maclnnes 1987). From an 
experimental viewpoint, large samples of raccoons can be 
easily captured, marked and resampled. 
In this study I tested predictions relating increased 
harvest rates to survival, nonharvest mortality, reproduction, 
and population size in raccoons. Clark et al. (1989) 
estimated the maximum sustained yield of this population was 
41% of the preharvest population. They observed a mean finite 
harvest rate of 32% from 1983-85 and speculated the effects of 
harvest would be additive above this threshold. The first 
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objective was to compare survival and nonharvest mortality 
during years of regular harvest rate with years when harvest 
rate was increased by manipulation. I used failure time 
models to quantify harvest and nonharvest mortality rates and 
to measure additive effects if they exist (Anderson and 
Burnham 1976). The second objective was to determine if 
increasing harvest rate reduced raccoon population size. 
Finally, I explored density-dependent relationships between 
harvest and reproduction by comparing production in females 
exposed to increased harvest with those not encountering the 
increased harvest. This avoids the difficulty of determining 
effects of harvest based on population size and not 
quantifying survival, cause-specific mortality, and 
reproductive rates (Anderson and Burnham 1976, Clark 1990). 
These analyses represent an extension of previously reported 
results (Glueck et al. 1988, Clark et al. 1989, Clark 1990). 
Such efforts are necessary to improve the basic and applied 
knowledge of an important resident mammalian species (Storm 
and Tzilkowski 1981, Clark 1990). 
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METHODS 
Field methods 
Raccoons were captured twice each year from 1983-88 on a 
42-km^ study area in Guthrie County in southwest Iowa. The 
landscape is dominated by row-crop agriculture of primarily 
corn and soybeans, livestock grazing and timbered areas 
(Glueck et al. 1988). Wooded areas occurred largely along 
steep upland slopes, creeks and the South Raccoon River which 
bisects the study area. Each animal was eartagged and aged as 
birth-year (BY, <l-year-old) or after-birth-year (ABY, >1-
year-old) by tooth wear and number of cementum annuli (Grau et 
al. 1970). ABY raccoons were marked primarily during a spring 
(mid April - June) capture period and BY animals caught during 
the late summer-fall (mid August - early October). Hereafter 
I shall refer to these as the May and August capture periods, 
respectively. 
A sample of >20 ABY and 30 BY raccoons were fitted with 
radio transmitters (Adv. Telem. Sys. Inc., Isanti, Minn.) by 
the end of each August capture period. After the first year 
individuals instrumented in previous years composed most of 
the ABY sample. BY raccoons were fitted with transmitters 
when they were >3 kg, large enough to carry a radio 
transmitter without affecting survival. Instnmented animals 
entered the study the day of marking. These individuals were 
monitored twice a week throughout the year and daily during 
86 
the first 3 weeks of the harvest season from ground vehicle 
and airplane. The latter was used to detect animals 
dispersing from the study area and harvested animals removed 
from the area. Radio transmitters contained a mortality 
sensor to allow recovery for postmortem examination. A field 
necropsy was performed to determine cause of death in 
individuals not recovered by furtakers. 
For most instrumented animals I knew the exact date of 
death. When exact date of death could not be determined, I 
used the midpoint of the monitoring interval between date last 
recorded alive and date first discovered dead as the date of 
mortality. Raccoons not relocated due to transmitter failure 
were assumed alive when radio contact was lost. I censored 
these individuals and raccoons dispersing from the study area 
using midpoint of the monitoring interval as described above. 
In telemetry studies, censoring occurs when an individual is 
lost because the transmitter fails before the individual dies, 
migrates from the population being studied, or survives past 
the end of the study (Pollock et al. 1989b). 
During the harvest season of the 3 years 1986-88, harvest 
was increased towards the 41% compensatory threshold. To 
accomplish this as naturally as possible, I simulated high 
pelt price conditions. Rewards for returning marks increased 
from $2.00/eartagged and $5.00/instrumented raccoon to $10.00 
and $15.00, respectively. For example, a raccoon pelt 
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averaging $12.00 was worth $22.00 if eartagged and $27.00 if 
instrumented. Average raccoon pelt price was >$20.00 during 
years of historic high raccoon harvest (R. D. Andrews, la. 
Dep. Nat. Resour., unpubl. data). To further stimulate 
interest, local furtakers and land owners on the study area 
received information on the reward program and study 
objectives at a public meeting held prior to the harvest 
season. Cooperating furtakers received a reward check and 
letter containing information on marked animals they 
recovered. To insure sufficient harvest levels were achieved, 
experienced furtakers hired to hunt and trap throughout the 
study area were directed to harvest raccoons in portions of 
the study area receiving little harvest pressure. 
Population size 
I estimated population size from capture/recapture data 
using the Jolly-Seber model (Seber 1982, Pollock et al. 1990). 
This model allows additions (birth, immigration) and permanent 
losses (death, emigration) of individuals to occur among 
sampling periods. The model also provides estimates of 
capture rate within each capture period and of survival, 0,-, 
among sample periods. I calculated estimates of population 
size, capture rate and survival rate with program JOLLY 
(Pollock et al. 1990). 
Eartag and radio instrument recoveries may be 
incorporated in the Jolly-Seber model by treating these 
88 
individuals either as resighted but not recaptured or as 
recaptured but not released back into the population. Using 
recoveries as recaptures involves redefinition of capture 
periods because new individuals must be marked and released 
along with any recaptures to allow estimation of population 
parameters. Thus recoveries need to be added to data 
collected during the live-capture periods. Furtakers 
accounted for most (71%; n = 490) recoveries. Because 
probability of capture by harvest methods probably differed 
from that of our marking efforts, I used recoveries as 
resighted individuals. Violating the assumption of equal 
probability of capture within a marking period biases 
estimates (Seber 1982, Pollock et al. 1990). 
The Jolly-Seber model assumes an equal probability of 
capture among individuals within a marking period (Seber 1982, 
Pollock et al. 1990). Live traps were frequently moved to 
minimize problems of heterogeneous capture rates. This also 
improved the probability of capturing and marking a random 
sample of individuals in the population. 
Reproduction 
Raccoon carcasses were collected from furtakers and 
furbuyers during the 1987 and 1988 harvest seasons. These 
samples included individuals taken from the study area and 
those harvested within 100 km of, but not from, the study 
area. Whole, skinned carcass weight was recorded and the 
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lower mandible and reproductive tract removed and frozen for 
later examination. BY raccoons were identified by an open 
canine root apical foramen and ABY individuals aged by 
counting cementum annuli (Grau et al. 1970). I classified 
individuals with 1 annuli as yearlings and those with >1 
annuli as adults. 
Presence of placental scars in the uterus indicated the 
female carried a litter the previous spring. Nonparous 
females contained small diameter, translucent uteri (Sanderson 
and Nalbandov 1973). Number of scars in uteri of parous 
females represented litter size. When 2 sets of scars 
appeared, only the dark scars were used in estimating litter 
size (Sanderson and Nalbandov 1973, Fritzell et al. 1985). 
I used logistic regression to test effects of age, year, 
location, carcass weight, and all 2-factor interactions on 
proportion of females pregnant (SAS Inst. 1988:222). I tested 
effects of these same variables and their interactions on 
litter size with a 4-factor analysis of variance (SAS Inst. 
1988; Clark et al. 1989). 
The variable location tested differences in pregnancy 
rate and mean litter size between females taken from the study 
area and those taken from regions surrounding the study area. 
This compares production in females exposed to increased 
harvest, which presumably lowered population density prior to 
the breeding season, with females experiencing average harvest 
90 
levels and entering the breeding season at a relatively 
greater density. 
Survival 
I estimated survival rates of instrumented raccoons with 
the Kaplan-Meier product limit estimator (Kaplan and Meier 
1958). This nonparametric estimator is a step function using 
the number of individuals at risk and the time an individual 
dies (Cox and Oakes 1984). The Kaplan-Meier estimate for 
survival and its variance are 
where tj = the observed time of death or censor, nj = the 
number of individuals at risk at time tj, and dj = number of 
mortalities at time tj. I did not employ the generalized 
nest success approach (Heisey and Fuller 1985) because raccoon 
survival violated the assumption of a constant daily survival 
rate during the harvest season. This approach is not robust 
to violation of this assumption and will produce biased 
survival estimates (Hasbrouck 1991). 
Defining the time origin is an important component of the 
Kaplan-Meier estimator (Pollock et al. 1989a). A modification 
(1) 
and 
var [^(t)] - [^(t)]» ( 2 )  
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which allows entry of individuals into the sample during a 
marking period is variously called progressive censoring (Lee 
1980:3), left truncation (Cox and Oakes 1984:178), and 
staggered entry (Tsai et al. 1987, Pollock et al. 1989a). 
Modifying the estimator requires updating the number of 
individuals at risk. This assumes individuals instrumented 
later in a capture period follow the same survival 
distribution as animals already instrumented. 
Program GENMAX (W. Q. Meeker, la. St. Univ. Dep. of 
Stat., pers. commun.) provided estimates of Kaplan-Meier 
survival rates modified for left truncation. I calculated 
survival rates on an annual basis and in 3 seasonal time 
intervals. For each annual estimate the time origin began the 
day the first individual was instrumented with a radio 
transmitter. Time origin occurred during the May capture 
period in the ABY sample and during the August capture period 
in the BY sample. Time origin of ABY raccoons ranged from 24 
April to 11 June; however, in 4 of the 6 years time origin 
began between 6-16 May. Time origin of BY animals began 
between 16-25 August. I defined the 3 seasonal time intervals 
as May-October in ABY and August-November in BY animals (day 
of time origin within an age class to beginning of the harvest 
season, mean length 171 days and 75 days, respectively); 
November-December (harvest season, mean length 79 days); and 
January-April (end of the harvest season to time origin of the 
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following spring capture period, mean length 111 days). I 
censored individuals surviving a time interval (seasonal or 
annual) and entered them into the next time interval. 
Estimates of survival are conditional on surviving to the 
beginning of the interval and are statistically independent. 
I determined harvest rate from 
Ê = l - S  (3) 
here H = harvest rate and S = Kaplan-Meier survival during the 
harvest season with harvest considered the sole source of 
mortality (Clark et al. 1989). I combined data from both age 
groups and censored individuals dying from nonharvest 
mortality during the harvest season. In banding studies mark 
recovery rate is a function of reporting rate and harvest 
rate. Estimates of reporting and harvest rate are inseparable 
unless simplifying assumptions are made or 1 parameter is 
known (Brownie et al. 1985). It is possible the increase in 
reward did not increase the harvest rate but merely improved 
mark reporting rate. I do not believe this occurred because 
nearly all instrumented raccoons either survived or died from 
harvest during the harvest season. Thus, the effect of 
increasing the reward was to increase harvest and not merely 
improve the mark reporting rate or the recovery rate. 
To investigate effects of the manipulated increase in 
harvest, I pooled the data from 1983 to the 1986 harvest 
season into a sample representing the 3 years before the 
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increase in harvest. I then pooled data collected from the 
1986 harvest season to the end of the study in May, 1988, the 
period of increased harvest. I estimated annual and seasonal 
survival rates and harvest rates under both regimes. 
I used a logrank test (Peto and Peto 1972) to investigate 
differences in annual and seasonal survival rates among years 
and harvest regimes. I modified the test statistic for left 
truncation when testing survival rates during the annual, May-
October and August-November time intervals. Annual survival 
in BY raccoons is based on a 9-month period while ABY rates 
are truly annual. Consider N scores w^, Wg, . . ., w^ based on 
the mortality and censor times from K samples. Then calculate 
f a 
^  N -  1  
to compute the test statistic 
f II 
Y" 
(5) 
where Sj = sum of scores from sample j, nj = number of observed 
mortality and censor times in sample j, and K = number of 
samples (Lee 1980:144). I tested the null hypotheses that 
annual and seasonal survival rates did not differ among the 
various harvest rates. Under the null hypothesis, the 
statistic has an approximately chi-square distribution with ( K  
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- 1) degrees of freedom. Differences in annual survival or no 
change in January-April survival among years or between 
harvest regimes supports the additive hypothesis. No 
difference in annual survival or a significant increase in 
January-April survival during years of increased harvest 
supports the compensatory hypothesis. I did not test 
differences in survival between the age groups during the 
annual or May-October periods because ABY animals were 
monitored the additional 3 months of summer. 
I also conducted regression analyses to detect any linear 
relationship between harvest rate and annual survival or 
nonharvest mortality during January-April. I used the Kaplan-
Meier estimate of harvest rate (H) each year as the 
independent variable. The Jolly-Seber model provided 
estimates of annual survival (**) which are statistically 
independent of estimates of harvest rate. The complement of 
the Kaplan-Meier survival rate during January-April provided 
an estimate of nonharvest mortality (M^) conditionally 
independent of harvest rate. The null hypothesis in both 
cases is no significant relationship exists between H, 0^, and 
Mnh-
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RESULTS 
Population sjJES 
Preliminary analysis of capture-recapture data failed to 
detect age-dependent differences = 8.60, 9 df, £ = 0.48) 
in survival or capture probabilities. No analyses in program 
JOLiLYAGE (Pollock et al. 1990), which models effects of age-
dependent differences, adequately fit the data (range = 
149.65-629.28, £ < 0.001). Therefore, estimates of population 
size and capture and survival rates from recapture data 
represent both BY and ABY age classes combined. 
Goodness-of-fit tests indicated model A (X^ =15.09, 24 
df, £ = 0.92), the most general Jolly-Seber model, and model B 
(X^ = 44.55, 34 df, £ = 0.11), which assumes a constant 
survival rate per unit time but time-specific capture rates, 
adequately fit the raccoon recapture data. Model A fit the 
data better than model B (likelihood ratio test 3^ = 29.49, 10 
df, £ = 0.001). Models assuming no immigration or assuming 
both survival rate and capture rate were constant per unit 
time did not adequately fit the data (goodness-of-fit £ < 
0.001). 
Increasing the harvest rate caused no long term 
difference in population size during May or August (Fig. 6). 
Population size in August over all years of the study averaged 
4.15 times greater than in May. The estimate in August 1988 
may be biased low because the sample occurred near the end of 
Fig. 6. Jolly-Seber estimates of raccoon population size and 
95% confidence interval during May and August on a 
42-km^ area in southwestern Iowa, 1983-1988 
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the study with few animals captured during the last capture 
period in 1989. 
Averaged over the entire study, capture rate was 0.50 in 
May and 0.13 in August. Greater capture rates in May improved 
precision of spring population estimates (Fig. 6). 
Reproduction 
Pregnancy At least 90% of all adult female carcasses 
sampled had carried a litter the previous spring (Table 9). 
Pregnancy rate in yearling females was more variable than 
adults, ranging between 63-86%. Proportion of pregnant 
females was greater (G^ = 11.20, 1 df, £ < 0.001) in adults 
than yearlings. Carcass weight had a nearly significant (G^ = 
3.46, 1 df, £ = 0.06) effect on pregnancy rates. There was no 
significant effect of location (S^ = 0.11, 1 df, £ = 0.74) or 
year (G^ = 0.49, 1 df, £ = 0.49) in mean proportion of 
pregnant females. Because no interaction terms were 
significant (G^ > 0.30), I pooled them with the error term to 
test differences among the main effects. 
Pregnant adult females had a significantly (F = 9.74; 1, 
148 df; £ = 0.002) larger mean carcass weight than pregnant 
yearlings (Table 9). Pregnant females harvested from regions 
surrounding the study area were larger (F = 3.89; l, 148 df; P 
= 0.05) than those taken from the study area. There was a 
marginally significant (£ = 3.49; 1, 148 df; £ = 0.06) 
location by year interaction. Both yearling and adult 
Table 9. Carcass weights (kg), proportion pregnant, and litter sizes of yearling and adult female raccoons 
taken from regions surrounding the study area and those collected from the study area with an 
increased harvest rate in southwestern Iowa, 1987 and 1988 
Yearlings Adults 
Year n 
Carcass wt Litter size Proportion pregnant 
n 
Carcass wt Litter size Proportion pregnant 
X SE X SE X SE X SE X SE X SE 
Regions Surrounding Study Area 
1987 22 5.30 0.12 3.3 0.2 0.82 0.08 57 5.81 0.09 4.1 0.1 0.96 0.03 
1988 27 5.18 0.17 2.9 0.3 0.63 0.09 38 5.84 0.13 4.4 0.2 0.95 0.04 
Total 49 5.23 0.10 3.1 0.2 0.71 0.07 95 5.82 0.07 4.2 0.1 0.96 0.02 
Study Area 
1987 11 4.43® 0.17 3.1 0.3 0.64 0.15 10 5.09" 0.28 3.9 0.4 0.90 0.10 
1988 7 5.27 0.28 4.2 0.7 0.86 0.13 9 5.60 0.33 4.1 0.4 1.00 
Total 18 4.89 0.17 3.6 0.3 0.72 0.11 19 5.34 0.22 4.0 0.2 0.95 0.05 
"carcass weight not determined for 1 yearling and 1 adult female collected on the study area. 
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pregnant females harvested from the study area tended to be 
larger in 1988 than 1987. In pregnant females taken from 
regions surrounding the study area, weight of yearlings 
declined slightly from 1987 to 1988 and weight of adults had 
similar mean weight both years. 
Litter size Mean litter size was 3.9 ± 1.5 
young/female. No higher order interaction terms were 
significant (P > 0.20), leading to an analysis of only main 
effect terms. Mean litter size was significantly greater (F 
15.13; 1, 148 df; jg < 0.001) in adult females compared to 
yearlings (Table 9). There were no differences (£ > 0.30) in 
mean litter size due to location, year or carcass weight. 
Population losses 
Harvest rate Harvest rate (H) averaged 0.29 during 
the first 3 years of the study, increasing to an average of 
0.48 the last 3 years. The greatest harvest rate (0.64) 
occurred in 1986, the first year of increased harvest. 
Harvest remained great (0.47) in 1987 but declined to 0.18 in 
1988. Harvest rates were 0.13, 0.42 and 0.31 during 1983, 
1984 and 1985, respectively. 
Most of the harvest occurred the first 2 weeks of the 
harvest season. Of 99 instrumented raccoons harvested, 72% 
were taken the first 2 weeks of the season. A total of 91% 
were recovered the first 4 weeks. Eartag recovery data 
confirmed these results: 84% of 246 eartags recovered from 
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furtakers from 1983-88 were taken the first 4 weeks of the 
season. 
Survival Right censoring from radio failure or 
emigration occurred in 17% (n = 363) of the instrumented 
raccoons. Radio contact was lost with 36 raccoons (10%) and 
27 (7%) emigrated. Proportion of BY (17%; n = 193) and ABY 
(18%; n = 170) raccoons censored from both causes was similar. 
The highest censoring occurred the first and last years of the 
study. 
Survival of BY raccoons from the entire August-April 
period varied significantly (logrank ^  = 16.61, 5 df, £ = 
0.005) among years (Table 10). Lowest survival rates occurred 
during years of increased harvest. During the entire study 
survival from August-April averaged 0.33. Survival of BY 
raccoons during the harvest season also varied significantly 
(X^ = 22.87, 5 df, £ < 0.001) among years. There was no 
significant difference in survival among years during the 
August-October (X^ =8.21, 5 df, £ = 0.15) or January-April 
periods = 5.53, 5 df, £ = 0.36). Survival was relatively 
high (S > 0.70) during these time intervals. Survival was 
significantly different among the 3 seasons (range ^  = 8.06-
39.72, 2 df, £ < 0.02) in all years but 1983 (X^ = 3.00, 2 df, 
£ = 0.22). Survival during the harvest season was lower than 
the 2 nonharvest time periods except January-April 1984. 
There were no significant differences (X^ =6.95, 5 df, £ 
Table 10. Kaplan-Meier estimates of survival with left truncation (S) and 
standard errors (SE) during 3 seasonal periods and the entire 9 month 
period for instrumented birth-year (BY) raccoons in southwestern Iowa, 
1983-1989 
Aug - Oct Nov - Dec Jan - Apr 9-month Period 
Year n" S SE n S SE n S SE n S SE 
1983-1984 2/30 0. 91 0. 06 3/21 0. 86 0. 08 3/16 0. 80 0. 10 8/30 0. 63 0. 11 
1984-1985 8/32 0. 73 0. 08 10/22 0. 55 0. 11 0/12 1. 00 0. 00 18/32 0. 40 0. 09 
1985-1986 2/30 0. 90 0. 07 10/28 0. 64 0. 09 5/17 0. 70 0. 11 17/30 0. 40 0. 09 
1986-1987 3/32 0. 87 0. 08 22/27 0. 19 0. 07 0/ 5 1. 00 0. 00 25/32 0. 16 0. 07 
1987-1988 6/38 0. 78 0. 08 17/27 0. 37 0. 09 1/10 0. 90 0. 09 24/38 0. 26 0. 08 
1988-1989 3/31 0. 86 0. 08 12/24 0. 49 0. 10 2/ 9 0. 76 0. 15 17/31 0. 32 0. 10 
Total 24/193 0. 83 0. 03 74/149 0. 50 0. 04 11/69 0. 77 0. 08 109/193 0. 33 0. 04 
*No. individuals dying/No. instrumented individuals. 
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= 0.22) among annual survival rates of ABY raccoons (Table 
11). Annual survival averaged 0.50. Survival during May-
October was significantly different (X^ = 11.69, 5 df, P = 
0.04) among years due to an outbreak of diseases, primarily 
canine distemper, in 1988. If this interval is deleted 
survival of ABY raccoons from May-October is not different (X^ 
= 5.44, 4 df, P = 0.25) among years. There was no difference 
in survival during harvest (X^ = 6.47, 5 df, P = 0.26) or 
January-April (X^ = 4.42, 5 df, £ = 0.49) periods. Survival 
varied significantly (range X^ = 5.50-18.03, 2 df, P < 0.06) 
among seasons for all years except 1985 (X^ =4.07, 2 df, P = 
0.13) and 1988 (X^ = 3.38, 2 df, P = 0.19). In general, 
survival was lowest during the harvest season. 
I also examined differences in survival between BY and 
ABY raccoons during the harvest and January-April periods. 
Average survival of ABY raccoons during the harvest season (S 
= 0.62, Table 11) was significantly greater (X^ = 7.24, 1 df, 
P = 0.007) than BY animals (S = 0.50, Table 10). Within 
years, survival of ABY raccoons was significantly greater than 
BY raccoons during the 1986 (X^ = 5.91, 1 df, £ = 0.02) and 
1987 (X^ = 6.51, 1 df, P = 0.01) harvest seasons. Survival 
during January-April did not differ (X^ = 0.72, 1 df, P = 
0.40) between the age groups. No instrumented raccoons died 
during January-April 1985 and 1987 (Tables 10 and 11). 
Survival of BY raccoons during the 9-month August-April 
Table 11. Kaplan-Meier estimates of survival with left truncation (S) and 
standard errors (SE) during 3 seasonal periods and the annual period 
for instrumented after-birth-year (ABY) raccoons in southwestern Iowa, 
1983-1989 
May - Oct Nov - Dec Jan - Apr Annual Period 
Year n" S SE n S SE n S SE n S SE 
1983-1984 0/20 1. 00 0. 00 3/19 0. 84 0. 08 2/16 0. 88 0. 08 5/20 0. 74 0. 10 
1984-1985 1/24 0. 96 0. 04 11/22 0. 50 0. 11 0/11 1. 00 0. 00 12/24 0. 48 0. 10 
1985-1986 2/26 0. 90 0. 07 6/21 0. 71 0. 10 2/15 0. 87 0. 09 10/26 0. 56 0. 10 
1986-1987 5/35 0. 76 0. 09 11/25 0. 55 0. 10 0/13 1. 00 0. 00 16/35 0. 42 0. 09 
1987-1988 2/29 0. 91 0. 06 7/22 0. 68 0. 10 3/15 0. 80 0. 10 12/29 0. 50 0. 10 
1988-1989 10/36 0. 66 0. 09 5/19 0. 73 0. 10 2/13 0. 85 0. 10 17/36 0. 41 0. 09 
Total 20/170 0. 82 0. 04 43/128 0. 62 0. 06 9/83 0. 88 0. 04 72/170 0. 50 0. 04 
*No. individuals dying/No. instrumented individuals. 
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period (X^ = 7.84, 1 df, £ = 0.005) and harvest season = 
14.42, 1 df, £ < 0.001) declined significantly when mean 
harvest rate increased from the 29% to the 48% level (Table 
12). There was no difference in survival between these mean 
harvest levels during the August-October =1.53, 1 df, £ = 
0.22) or January-April < 0.001, 1 df, £ = 0.99) periods. 
Annual survival of ABY raccoons was not significantly 
different (X^ = 0.73, 1 df, £ = 0.39) between the mean harvest 
levels. There was also no difference in survival between the 
2 mean harvest rates during any of the 3 seasonal periods 
(range = 0.03-1.66, 1 df, range £ = 0.20-0.87). 
Survival of ABY raccoons during the harvest season was 
significantly greater (X^ = 12.70, 1 df, £ < 0.001) than of BY 
raccoons at the 48% harvest level but did not differ (X^ = 
0.005, 1 df, £ = 0.95) under the 29% level (Table 12). 
Survival during January-April was not different (range X^ = 
0.004-1.25, 1 df, range £ = 0.26-0.95) between the age groups 
during either harvest regime. 
There was no significant linear relationship (F =0.25; 
1, 3 df; £ = 0.65; $ = -0.18; SE[#] = 0.36) in Jolly-Seber 
estimates of annual survival (*&) as a function of harvest 
rate (H, Fig. 7). The intercept value, an estimate of annual 
survival with no harvest, was 0.62 ± 0.16 (SE). Kaplan-Meier 
estimates of nonharvest mortality (M^) during January-April 
were marginally related (£ = 5.39; 1, 4 df; £ = 0.08; $ = 
Table 12. Kaplan-Meier estimates of survival with left truncation (S) and standard 
errors (SE) during 3 seasonal periods and the entire period for 
instrumented birth-year (BY) end after-birth-year (ABY) raccoons subjected 
to 2 harvest regimes in southwestern Iowa, 1983-1989 
May - Oct" Nov - Dec Jan - Apr Entire Peri odb 
AgeT 
BY 
K « 29% 
it « 48% 
ABY 
n > 29% 
fl « 48% 
SE SE SE SE 
15/124 0.84 0.04 23/71 0.67 0.06 8/45 0.77 0.08 46/124 0.44 0.06 
9/ 69 0.82 0.06 51/78 0.34 0.05 3/24 0.87 0.07 63/ 96 0.26 0.05 
8/105 0.90 0.03 20/62 0.68 0.06 4/42 0.90 0.05 32/105 0.56 0.06 
12/ 65 0.77 0.06 23/66 0.61 0.07 5/41 0.88 0.05 40/ 90 0.47 0.G6 
M O 
a\ 
°BY individuals monitored from August-October. 
Period totals 9 months in BY raccoons and 12 months in ABY raccoons. 
'^Individuals monitored before the 1986 harvest coopose the 29% harvest regime. 
Those monitored beginning with the 1986 harvest compose the 48% harvest regime, 
^o. individuals dying/No. instrumented individuals. 
Fig. 7. Relationship between harvest rate (H) and annual survival rate (#*) in a 
raccoon population in southwestern Iowa, 1983-1988 
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-0.49; SE[^] = 0.21) to harvest rate among BY raccoons but not 
(F = 1.34; 1,4 df; E = 0.31; p = -0.22; SE[P] = 0.19) among 
ABY animals (Fig. 8). 
Relationship between harvest rate (H) and nonharvest 
mortality rate (M^) during January-April in birth-
year (BY) and after-birth-year (ABY) raccoons in 
southwestern Iowa, 1983-89 
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DISCUSSION 
Population size 
Increased harvest did not reduce the size of the raccoon 
population on the study area. Estimates of population size 
during May and August were nearly the same among years 
regardless of harvest rate. However, observing changes in 
population size does not in itself provide insights into how 
harvest affects population demographics (Clark 1987). 
Patterns in population size provide little information useful 
in distinguishing between the compensatory and additive 
hypotheses (Nichols et al. 1984). Roseberry (1979) observed a 
decline in spring population densities even when the response 
to harvest was compensatory. 
However, there are apparent contradictions in the data 
analyses which suggest caution in interpretation. The logrank 
test indicated some differences in survival existed between BY 
and ABY raccoons, yet results from the Jolly-Seber model 
failed to reject the hypothesis of similar survival and 
capture rates. The temporal separation of capturing few BY 
raccoons in the spring or ABY animals in fall affected cell 
frequencies and pooling involved in the test (Pollock et 
al. 1990). Combining spring and fall capture data within a 
year could minimize this problem but would grossly violate the 
assumption of equal capture probabilities within a marking 
period. Furthermore, the logrank test detected differences in 
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survival only during the 1986 and 1987 harvest seasons; the 2 
years of highest harvest. Under more typical harvest regimes 
no differences in survival existed. This agrees with the 
results of Clark et al. (1989). 
Heterogeneity of capture and survival likely occurred 
among ABY males and females. Such within group variation 
would lower the power of the ^  test examining differences in 
survival between the age groups. During spring most ABY 
females > 1 year old were pregnant and reached parturition 
during the spring capture period (Glueck 1985). This would 
reduce their area of activity, movements and time spent 
foraging (Fritzell 1978, Kaufmann 1982), reducing capture rate 
relative to males. During 2 years of increased harvest 
survival in ABY females was greater than males (Hasbrouck 
1991). 
Pooling the age classes together perhaps introduced bias 
in estimating population size due to heterogeneity between the 
age classes. BY raccoons may have a greater capture rate in 
fall than ABY animals. Young raccoons increase area of 
activity ss they become more independent and they forage 
earlier in the evening (Johnson 1970, Kaufmann 1982, Glueck 
1985). If heterogeneity occurred and with the low capture 
rates (co.5), the Jolly-Seber model likely underestimated true 
population size (Pollock et al. 1990:68). 
Another possibility for lack of change in population size 
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is dispersal. I have no evidence suggesting a major movement 
of raccoons into the study area during years of greater 
harvest, but dispersal may be an important mechanism to 
balance raccoon densities among the available habitat (Cowan 
1973). Davison (1980) found no significant difference in 
spring or fall density estimates between a heavily and a 
lightly exploited coyote population. He felt greater 
migration from the lightly exploited population caused the 
densities to be similar. Removing snowshoe hares during peak 
densities did not reduce hare density because of an increase 
in immigrants inhabiting the area (Sullivan and Sullivan 
1986). 
In summary, manipulating the harvest rate seemed to have 
little effect on overall population size. Possible 
heterogeneity of survival and capture rates, and possible 
immigration into the study area, may affect estimates of 
population size. 
Reproduction 
Cowan (1973) stated the high productivity of adult female 
raccoons may counterbalance the high mortality rate of BY 
animals. Fritzell et al. (1985) felt variation in pregnancy 
rates may be a key factor affecting annual recruitment of 
raccoon populations. Glueck (1985) hypothesized pregnancy 
rates were density-dependent in raccoons, lower following a 
year of low harvest when the spring population was assumed 
115 
greater. Clark et al. (1989) reported pregnancy rate of 
yearlings was low after a year of low harvest though it failed 
to increase when harvest increased. Density-dependent changes 
in reproduction associated with harvest have been observed in 
many other species (Roseberry 1979, Davison 1980, Zwickel 
1982). 
I found no intercompensatory relationship between harvest 
rate and reproduction in raccoons. This agrees with Clark et 
al. (1989) that changes in annual environmental conditions 
have no consistent effect on pregnancy rate or litter size of 
raccoons. Fritzell et al. (1985) thought litter size of 
raccoons is relatively constant and contributes little to 
annual change in recruitment. Sanderson and Hubert (1981) 
detected no apparent trends in raccoon litter size over 24 
years when estimated number of raccoons harvested in Illinois 
varied from <50,000 to >380,000. Quinn and Thompson (1987) 
observed no density-dependent changes in reproduction in an 
exploited lynx population. Schowalter and Gunson (1982) found 
no evidence that increasing the removal rate of skunks 
increased reproductive rate or litter size. 
Testing density-dependent effects on reproduction assumes 
a similar density of raccoons throughout the region before the 
increase in harvest and that harvest rate remained low in 
locations surrounding the study area. Because increased 
harvest did not reduce population size on the study area, it 
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is possible raccoon densities remained similar throughout the 
region even after increasing harvest. Harvest rate may have 
also increased in locations around the study area. A record 
statewide harvest of over 394,000 raccoons (R. Andrews, Iowa 
Dept. Natural Resources, pers. commun.) occurred in 1986, the 
first year of our experimental increase in harvest. This may 
have reduced the difference in harvest rate between the 2 
areas, making it difficult to detect differences in 
reproduction. Nonetheless, I believe manipulating harvest 
rate caused no density-dependent increase in pregnancy rate or 
mean litter size. 
Survival 
Increased harvest seems additive to natural mortality 
among BY raccoons. Results of the logrank test among years 
and between harvest regimes indicated the increased harvest 
rate significantly reduced survival of raccoons during their 
first year of life. Nonharvest mortality from January-April 
did not decline in a compensatory fashion in years following 
high harvest. 
The results relating increased harvest to survival of ABY 
raccoons are less conclusive. Annual survival rate did not 
decrease with increased harvest, surprisingly suggesting 
compensatory responses. Clark et al. (1989) predicted that 
any increase in harvest would be additive based on the low 
nonharvest mortality of ABY raccoons during the first 3 years 
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of this study. A density-independent response in nonharvest 
mortality following harvest implies an additive relationship. 
However, because the manipulated increase in harvest did not 
increase harvest mortality of ABY raccoons, there is no reason 
to expect a significant change in nonharvest survival. Thus, 
harvest appears compensatory in ABY raccoons. 
This suggests ABY raccoons are less susceptible to 
intense harvest than BY animals. Clark et al. (1989) and 
Clark (1990) hypothesized age-specific variation in harvest 
mortality may occur in raccoon populations subjected to 
extreme harvest. The degree of compensation of a species, and 
conceivably strata within species, varies due to life history 
characteristics (Dixon and Swift 1981, Conroy and Krementz 
1990). Strata with low survival rates in the absence of 
harvest ("r-type") have a greater degree of compensation than 
strata with high survival ("K-type"). Studies on unexploited 
raccoon populations in the Midwest (Mech et al. 1968, Fritzell 
and Greenwood 1984) indicated survival from March-August was 
greater in adults (S = 0.93-0.97) than in yearlings (S = 0.81-
0.83). These estimates are similar to survival from January-
April in ABY and BY raccoons, respectively. Based on these 
studies I expected BY raccoons to have more potential for 
compensation than ABY animals. However, survival in the 
younger age class is still relatively high. The low natural 
mortality of BY raccoons in Iowa (Clark et al. 1989) may 
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actually leave little capacity for compensation (Nichols et 
al. 1984, Clark 1990). 
Behavior, activity and movement patterns may be the life 
history attributes causing the different responses of ABY and 
BY raccoons to increased harvest (Hasbrouck 1991). BY 
raccoons increase their movements and area of activity in fall 
and winter, may forage earlier in the evening and be less wary 
of furtakers than ABY animals (Johnson 1970, Kaufmann 1982). 
All of these factors increased their chances of being 
harvested. Glueck et al. (1988) found raccoons reduced their 
area of activity and began foraging later in the evening 
during the harvest season. Perhaps these responses are more 
prevalent among ABY than BY raccoons because ABY animals are 
experienced. 
Nonharvest mortality following the harvest season may act 
in a density-dependent manner. During years of normal 
harvest, a larger population enters the subsequent nonharvest 
season and mortality is greater, especially in BY animals. 
This age group may be less adapt at finding safe sites and 
other resources than ABY raccoons. During years of increased 
harvest, population size is reduced such that both age groups 
find adequate amounts of necessary resources. This may 
account for no nonharvest mortality occurring from January-
April following 2 years of high harvest. 
I conclude that increasing the harvest rate increased 
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harvest mortality of BY raccoons, exceeding the compensatory 
threshold, while among ABY animals there was no significant 
change in harvest mortality. The mathematical limit to 
compensation occurs at (1 - S^) = (1 - 0.62) = 0.38 (Fig. 2), 
though in practice compensation probably breaks down before 
harvest rate reaches this limit (Nichols et al. 1984:538). 
Annual survival of BY raccoons declined only when the harvest 
rate exceeded 0.42. In ABY raccoons, no mortality occurred 
from January-April during 2 years when mortality during the 
harvest season exceeded 0.40. These results also indicate the 
estimated threshold of 0.41 (Clark et al. 1989) was very good. 
Few studies relate age-specific responses to harvest in 
raccoons, but such a response is commonly hypothesized in 
other species (Anderson and Burnham 1976, Nichols et al. 
1984). Clark (1987) found nonharvest mortality more variable 
in BY than ABY muskrats among years of varying harvest, with 
evidence of density-dependent changes in BY survival. Davison 
(1980) detected no difference in cause-specific mortality of 
ABY coyotes subjected to 2 levels of harvest, but observed a 
greater harvest mortality rate of BY coyotes in the area with 
heavy harvest than the area with light harvest. Crowe (1975) 
reported mortality of ABY bobcats is negligible except during 
the harvest season. BY bobcats may have more potential for 
compensation because their survival is affected not only by 
harvest, but also by environmental conditions and prey 
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availability. Harvest appears compensatory among ABY black 
ducks but additive in BY male birds (Krementz et al. 1988), 
perhaps because BY ducks are more vulnerable to both harvest 
and nonharvest mortality (Conroy et al. 1989). 
Timing of compensatory changes in nonharvest mortality is 
an important factor to consider (Clark 1990). Harvest causes 
essentially all of the mortality in raccoons in Iowa during 
the harvest season (Clark et al. 1989), leaving little chance 
for compensation to occur within this season. Therefore, 
these authors thought if compensation between mortality rates 
existed, it likely occurred after the harvest season. 
Previous studies discuss compensatory responses to harvest 
mortality occurring within the harvest season: the idea of 
competing risks (Nichols et al. 1984). The effects of 
temporal separation of cause-specific mortality rates is 
important to population demographics and needs further work. 
The sequential nature of the response also produces time lags 
which further influence population dynamics and future 
responses to various mortality agents (Clark 1990). 
It is possible high survival rates of BY raccoons from 
birth to 1 September (Judson 1990) compensates for increased 
harvest. In muskrats one mechanism of compensation is a 
density dependent increase in survival of young from birth to 
the trapping season (Smith et al. 1981, Clark 1987). Ballard 
et al. (1987) observed the lowest survival of BY wolves from 
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birth to 1 November occurred during the year of highest spring 
density, indicating possible density-dependent effects on 
recruitment of young into the autumn population. Walkowa 
(1971) felt increased survival of laboratory mice <2 weeks of 
age was the most important factor compensating for an 
increased removal rate. 
There is little evidence harvest prevents outbreaks of 
disease in furbearers (Storm and Tzilkowski 1981). The 
reduction in survival of ABY raccoons during May-October 1988 
indicates disease may impact furbearer populations even when 
subjected to intense harvest pressure. It also suggests that, 
if severe outbreaks of diseases occur, the effects of harvest 
could be additive. This is an important result for at least 2 
reasons. First, it weakens the argument that human harvest 
prevents outbreaks of disease in furbearers. Perhaps more 
important, it shows that dramatic shifts in causes of 
nonharvest mortality may alter the response of populations or 
strata within populations to harvest. 
The average harvest rate during the first 3 years of the 
study is similar to that (H = 0.32) reported by Clark et al. 
(1989). These rates differ slightly because of the method 
used to estimate harvest. Clark et al. (1989) estimated 
harvest rate with a generalized nest success model (Heisey and 
Fuller 1985). The pattern of harvest mortality in this study, 
initially high and declining as the harvest season progresses 
122 
(Clark et al. 1989), violates the assumption of a constant 
daily survival rate within the time interval. The generalized 
nest success approach produces biased estimates when this 
assumption is violated (Hasbrouck 1991). 
Valid estimates of survival require meeting assumptions 
of the analysis (Pollock et al. 1989b). The Kaplan-Meier 
estimator assumes survival times are independent and that 
capture and marking do not affect survival (Pollock et al. 
1989b). The spatial and temporal distribution of radio 
transmitters throughout the study area minimized survival 
times being related among individuals. I did not put radio 
transmitters on animals in poor condition in the live trap. 
Raccoons which may have died from the stress of capture and 
handling were deleted from the data set. 
An important assumption is that censoring occurs at 
random and is independent of survival times and among 
individuals (Kalbfleisch and Prentice 1980). Good cooperation 
from landowners and furtakers and a good monitoring program 
reduced chances of censoring dead raccoons. Patterns of 
dispersal and radio failure did not appear related among any 
individuals. 
Estimating harvest rate by treating nonharvest mortality 
during the harvest season as censored observations implies 
these rates are independent (Kalbfleisch and Prentice 1980). 
This may not be a valid assumption (Nichols et al. 1984), 
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giving Incorrect estimates of harvest mortality rates. 
However, in 6 years only 12 raccoons died from nonharvest 
causes during the harvest season, and 7 of these occurred in 
1988. This reduces the possibility of seriously biased 
estimates of harvest rate. 
This is the first study to closely examine effects of 
harvest on raccoon demographics; however, other medium sized 
mammals may respond to exploitation in a compensatory fashion. 
Muskrats apparently compensate for increased harvest through 
increased survival of young (Clark 1987, Smith et al. 1981). 
Removing skunks caused a decline in density and reduced 
natural mortality due to rabies (Rosatte et al. 1986). Annual 
survival of adult brown hares remained relatively high during 
years of increased harvest due to a significant reduction in 
nonharvest mortality (Pepin 1987). Studies investigating 
prédation and other causes of mortality (White et al. 1987) 
and removal experiments (G. C. White, Dept. Fish, and Wildl. 
Biol., Colo. St. Univ., pers. commun.) in mule deer suggested 
exploitation is compensatory in this species. 
Several authors suggested conducting field studies to 
manipulate exploitation rates and examine responses in annual 
survival, nonharvest mortality and population density 
(Anderson and Burnham 1976, Burnham and Anderson 1984, Burnham 
et al. 1984, Nichols et al. 1984), yet most studies remain 
observational (Conroy and Krementz 1990). This represents the 
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first study to manipulate harvest in the field and relate the 
results to exploitation theory. Such experiments are 
difficult to conduct because of costs and problems estimating 
the compensatory threshold level (Nichols et al. 1984). 
Inferences about other populations should be made cautiously 
because this study lacks true replication (Clark 1990); 
nevertheless, it provides an important step towards answering 
questions regarding impacts of exploitation in wild animal 
populations. 
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SUMMARY 
The Cox's proportional hazards model indicated higher 
harvest levels significantly increased mortality of birth-year 
(BY) raccoons but not of animals >1 year old (ABY). Mean 
survival of BY raccoons 4 months to 1 year in age was 0.35. 
Annual survival of ABY animals was 0.50. Mortality of ABY 
males was significantly greater than that of ABY females. 
Hunters had a marginally significant (£ = 0.10) effect on 
harvest mortality of BY raccoons. Trappers took 67% of 
harvested ABY animals but neither hunters nor trappers 
contributed significantly to harvest mortality rate in this 
age group. Activity and behavior patterns may contribute to 
greater harvest mortality among BY and ABY male raccoons. 
I conducted Monte Carlo simulations to investigate bias, 
efficiency and confidence interval coverage of the Kaplan-
Meier (KM) and Heisey-Fuller (HF) survival estimators under a 
variety of conditions. Simulations explored robustness of HF 
to violation of a constant hazard rate in a time interval by 
allowing the hazard to decrease during an interval and by 
incorrectly identifying interval length. HF was not robust to 
a decreasing hazard during an inteirval unless survival was 
high during that interval. With low interval survival, HF had 
large negative bias and poor coverage. HF was partially 
robust to incorrect identification of interval length. 
Incorrectly identifying interval length or a decreasing hazard 
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had little effect on KM. This indicates use of KM unless 
data clearly follow a piecewise exponential distribution with 
distinct intervals. Avoid estimating annual survival with HF 
using no time intervals unless the hazard is obviously 
constant throughout the annual period. 
I examined effects of increased harvest on survival, 
nonharvest mortality, reproduction and population size in 
raccoons. Increasing harvest rate from a mean of 29% during 
1983-85 to a mean of 48% in 1986-88 did not reduce population 
size. Spring population density averaged 7 raccoons/km^, 
increasing to 28 raccoons/km^ in fall. I found no density-
dependent effects of increased harvest on pregnancy rates or 
litter size. Increased harvest seemed additive to natural 
mortality among BY raccoons but the rates acted in a 
compensatory fashion among ABY animals. After harvest 
increased, survival of BY raccoons during the harvest season 
(0.34) was lower than that of ABY animals (0.61). 
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