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a b s t r a c t
An algorithm for enclosing all eigenvalues in generalized eigenvalue problem Ax = λBx
is proposed. This algorithm is applicable even if A ∈ Cn×n is not Hermitian and/or B ∈
Cn×n is not Hermitian positive definite, and supplies n error bounds while the algorithm
previously developed by the author supplies a single error bound. It is proved that the error
bounds obtained by the proposed algorithm are equal or smaller than that by the previous
algorithm. Computational cost for the proposed algorithm is similar to that for the previous
algorithm. Numerical results show the property of the proposed algorithm.
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1. Introduction
In this paper, we are concerned with the accuracy of numerically computed eigenvalues in generalized eigenvalue
problem
Ax = λBx, A, B ∈ Cn×n, λ ∈ C, x ∈ Cn, (1)
whereλ is an eigenvalue and x ≠ 0 is an eigenvector corresponding toλ. Assume that B is nonsingular. The problem (1) arises
in many applications of scientific computations, e.g., stationary analysis of circuits, image processing, structure analysis and
so forth [1,2].
There are several algorithms for enclosing eigenvalues in (1), e.g., [3–11]. On enclosing eigenvalues in the case when A is
Hermitian and B is Hermitian positive definite; see [3–5,7,10,11]. The case when A is Hermitian and B is Hermitian positive
definite is important (see e.g., [12]). On the other hand, the cases when A is not Hermitian and/or B is not Hermitian positive
definite are also important. For instance, these cases arise in the finite element analysis of Maxwell’s equation and forward
kinematics for the Stewart platform of robotics [13]. A few specified eigenvalues and eigenvectors can be enclosed by applying
the algorithms in [8,9] even to the non-Hermitian cases.
Assume as a result of numerical computation, we have an n× n complex diagonal matrix D˜ and an n× n complex matrix
X˜ such that AX˜ ≈ BX˜D˜ follows approximately. Maruyama et al. [5] have developed an algorithm for enclosing all eigenvalues
in the Hermitian case. Their algorithm can be expanded to the non-Hermitian cases, and is based on the following theorem:
Theorem 1 (Maruyama et al. [5]). Suppose X˜ is nonsingular. Let D be an n × n interval matrix including X˜−1B−1AX˜, µ˜i, i =
1, . . . , n be the center of Dii, where Dij is the (i, j) element of D,∆ ∈ Cn×n be diagonal with∆ii = µ˜i, and Q := D−∆. Then all
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eigenvalues in (1) are included in the set
n
i=1
{z ∈ C : |z − µ˜i| ≤ ζi} , ζi :=
n
j=1
|Qij|.
Their algorithm, hereafter we name this Algorithm 1, supplies approximate eigenvalues µ˜1, . . . , µ˜n and n error bounds
ζ1, . . . , ζn by computing D and Q directly. The computational cost for Algorithm 1 is 148n3 flops.
Alternatively the author [6] has proposed a fast algorithm for enclosing all eigenvalues, which is applicable even to the
non-Hermitian cases. This algorithm is based on the following theorem:
Theorem 2 (Miyajima [6]). Let λ˜i := D˜ii, i = 1, . . . , n, and I be the n×n identity matrix. For an arbitrary n×n complex matrix
Y , let n× n complex matrices R and S be defined as follows:
R := Y (AX˜ − BX˜D˜), S := YBX˜ − I.
If ∥S∥∞ < 1, then B, X˜ and Y are nonsingular, and all eigenvalues in (1) are included in the set
n
i=1

z ∈ C : |z − λ˜i| ≤ ε

, ε := ∥R∥∞
1− ∥S∥∞ .
This algorithm, hereafter we call this Algorithm 2, computes a single error bound ε and requires 66n3 flops. In the practical
execution of Algorithm 2, Y is computed such that Y ≈ (BX˜)−1 (see [6] for detail). The nonsingularity of B can be verified
during Algorithm 2.
In this paper, we present a theorem for enclosing all eigenvalues, but now in a componentwise sense. This theorem is
applicable even to the non-Hermitian cases, and supplies n error bounds r1, . . . , rn such that the all eigenvalues are included
in the set
n
i=1

z ∈ C : |z − λ˜i| ≤ ri

,
when D˜ and X˜ are given. We present a theorem showing max1≤i≤n ri ≤ ε, and propose an algorithm for enclosing the
all eigenvalues based on the first theorem. This algorithm takes into account the presence of underflow in floating point
arithmetic. Computational cost for this algorithm is similar to that for Algorithm 2.
This paper is organized as follows: In Section 2, theory for computing r1, . . . , rn is presented and max1≤i≤n ri ≤ ε is
proved. In Section 3, an algorithm for enclosing all eigenvalues in (1) is proposed. In Section 4, numerical results are reported
to show the properties of the proposed algorithm. Finally Section 5 summarizes the results in this paper, and highlights
possible extensions and future work.
2. Enclosure theory
In this section, we establish theory for enclosing all eigenvalues in (1). Throughout this paper, assume as a result of
numerical computation, we have the matrices D˜ and X˜ in Section 1. Let λ˜i be defined as in Theorem 2. Then Ax˜(i) ≈
λ˜iBx˜(i), i = 1, . . . , n holds approximately, where x˜(i) denotes the i-th column of X˜ . Let I be defined as in Theorem 2 and
e := (1, . . . , 1)T ∈ Rn. ForM ∈ Cn×n,Mij, |M| andMT are defined as the (i, j) element ofM, |M| := {|Mij|} andMT := {Mji},
respectively. For v ∈ Rn, vi denotes the i-th component of v. For a complex number η and a nonnegative real number
δ,C (η, δ) is defined as follows:
C (η, δ) := {z ∈ C : |z − η| ≤ δ} .
We present Theorem 3 which supplies n error bounds for λ˜1, . . . , λ˜n.
Theorem 3. Let Y , R and S be defined as in Theorem 2. If ∥S∥∞ < 1, then B, X˜ and Y are nonsingular, and all eigenvalues in
(1) are included in the set
n
i=1
C

λ˜i, ri

,
where ri is the i-th component of a real n-vector r defined as follows:
r := |R|e+ ∥R∥∞
1− ∥S∥∞ s, s :=

n
j=1
|S1j|, . . . ,
n
j=1
|Snj|
T
.
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Proof. Similarly to [6, Proof of Theorem 1], ∥S∥∞ < 1 implies the nonsingularities of B, X˜ and Y . Therefore (1) is equivalent
to the following standard eigenvalue problem:
(D˜+ Q )y = λy, Q := (YBX˜)−1R, y := X˜−1x.
Hence Gershgorin circle theorem (e.g., [14, Theorem 7.2.1]) gives that the all eigenvalues are included in the set
n
i=1
C

D˜ii + Qii,
n
j=1,j≠i
|Qij|

. (2)
We obtain
n
i=1
C

D˜ii + Qii,
n
j=1,j≠i
|Qij|

⊆
n
i=1
C

D˜ii,
n
j=1
|Qij|

=
n
i=1
C

λ˜i, (|Q |e)i

. (3)
Neumann series (e.g., [15, Chapter 7]) and ∥S∥∞ < 1 yield
|Q |e ≤ |(YBX˜)−1||R|e = |(I − (−S))−1||R|e = |I + (−S)+ (−S)2 + · · · ||R|e
≤ (I + |S| + |S|2 + · · ·)|R|e = |R|e+ |S|(|R|e)+ |S|(|S||R|e)+ |S|(|S|2|R|e)+ · · ·
≤ |R|e+ ∥|R|e∥∞s+ ∥|S||R|e∥∞s+ ∥|S|2|R|e∥∞s+ · · ·
= |R|e+ (∥|R|e∥∞ + ∥|S||R|e∥∞ + ∥|S|2|R|e∥∞ + · · ·)s
≤ |R|e+ (∥|R|e∥∞ + ∥S∥∞∥|R|e∥∞ + ∥S∥2∞∥|R|e∥∞ + · · ·)s
= |R|e+ (∥R∥∞ + ∥S∥∞∥R∥∞ + ∥S∥2∞∥R∥∞ + · · ·)s = |R|e+ ∥R∥∞(1+ ∥S∥∞ + ∥S∥2∞ + · · ·)s
= |R|e+ ∥R∥∞
1− ∥S∥∞ s = r. (4)
The result follows from (2), (3) and (4). 
Remark 1. Let R, S and ε be defined as in Theorem 2, and Q be defined as in the proof of Theorem 3. We have
n
i=1
C

D˜ii,
n
j=1
|Qij|

⊆
n
i=1
C

D˜ii, max
1≤i≤n

n
j=1
|Qij|

=
n
i=1
C

λ˜i, ∥Q∥∞

.
If ∥S∥∞ < 1, it holds that
∥Q∥∞ ≤ ∥(YBX˜)−1∥∞∥R∥∞ = ∥(I − (−S))−1∥∞∥R∥∞ = ∥I + (−S)+ (−S)2 + · · · ∥∞∥R∥∞
≤ (1+ ∥S∥∞ + ∥S∥2∞ + · · ·)∥R∥∞ =
∥R∥∞
1− ∥S∥∞ = ε.
Hence all eigenvalues in (1) are included in the set
n
i=1 C(λ˜i, ε). This is an alternative proof of Theorem 2 given byMichael
Plum during private communication in 2008.
We present Theorem 4 for clarifying the relation between ε and r in Theorems 2 and 3, respectively.
Theorem 4. Let ε and r be defined as in Theorems 2 and 3, respectively. Thenmax1≤i≤n ri ≤ ε holds.
Proof. We obtain
max
1≤i≤n
ri = ∥r∥∞ ≤ ∥|R|e∥∞ + ∥R∥∞1− ∥S∥∞ ∥s∥∞ = ∥R∥∞ +
∥R∥∞∥S∥∞
1− ∥S∥∞
= ∥R∥∞(1− ∥S∥∞)+ ∥R∥∞∥S∥∞
1− ∥S∥∞ =
∥R∥∞
1− ∥S∥∞ = ε. 
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3. Proposed algorithm
In this section, we propose an algorithm for enclosing all eigenvalues in (1). This algorithm computes r in Theorem 3
considering rounding errors. Hereafter fl(·) denotes a result of floating point computations, where all operations inside
parentheses are executed by ordinary floating point arithmetic fulfilling rounding mode instruction, especially fl(·) in
rounding-to-nearest, fl∆(·) in rounding-upward and fl▽(·) in rounding-downward. Denote a relative rounding error unit
and an underflow constant by u and u, respectively. For IEEE754 double precision, we have u = 2−53 and u = 2−1074. Then
define γn and γ ′n as γn := nu/(1 − nu) and γ ′n :=
√
5u + γn(1 +
√
5u), respectively. For Fc ∈ Cn×n and Fr ∈ Rn×n, where
all elements in Fr are nonnegative, the notation ⟨Fc, Fr⟩ denotes a matrix interval whose center and radius are Fc and Fr ,
respectively.
Let Y and S be defined as in Theorem 2, and s be defined as in Theorem 3. Denote the real and the imaginary part of Y by
Yr and Yi, respectively. Let all elements in Zr ∈ Rn×n be nonnegative, and Zc ∈ Cn×n and Zr satisfy BX˜ ∈ ⟨Zc, Zr⟩. It can be
shown from [6, Section 3] that
s = |S|e ≤ |fl(YZc − I)|e+ (|Yr | + |Yi|)|Zr |e+ γ ′n−1|Y ||Zc |e+ u(|fl(YZc)| + I)e+ 4n2u(1+ γn−1)e, (5)
also in the presence of underflow, if u ≤ 2−5. Thus a rigorous upper bound for s can be computedwithO(n2) flops if Y , Zc, Zr
and fl(YZc) have already been obtained.
Based on this discussion, we present steps of the proposed algorithm.
Algorithm 3. Let Y , S and R be defined as in Theorem 2, s be defined as in Theorem 3, and Zc and Zr be as in the above
discussion. This algorithm computes a real n-vector r = (r1, . . . , rn)T such that ri ≥ 0 for i = 1, . . . , n and all eigenvalues
in (1) are included in the set
n
i=1
C

λ˜i, ri

on the assumptions that D˜ and X˜ are given, and u ≤ 2−5.
Step 1 Compute Zc and Zr by applying [6, Algorithms 2 and 3].
Step 2 Compute Y such that Y ≈ Z−1c .
Step 3 Compute fl(YZc).
Step 4 Compute σ , a rigorous upper bound for ∥S∥∞, based on [6, Corollary 1] using Y , Zc, Zr and fl(YZc).
Step 5 If σ ≥ 1, then terminate with failure. Otherwise go to Step 6.
Step 6 Compute s, a rigorous upper bound for s, based on (5) reusing Y , Zc, Zr and fl(YZc).
Step 7 Compute [R], a rigorous enclosure for R, by applying [6, Procedure 2] reusing Y , Zc and Zr .
Step 8 Compute r such that r = fl△

|[R]|e+ ∥[R]∥∞fl▽(1−σ) s

.
Similarly to Algorithm 2, nonsingularity of B can be verified during Algorithm 3.
We see from [6] that Steps 1 and 7 require 16n3 and 34n3 flops, respectively. Step 3 requires 8n3 flops. Computational
costs for Steps 4, 6 and 8 are O(n2) flops. Hence Algorithm 3 requires 58n3 flops except the computation of Y ≈ Z−1c .
Algorithm 2 also requires 58n3 flops except it. Therefore computational cost for Algorithm 3 is similar to that for Algorithm
2 if Y is computed similarly between two algorithms.
4. Numerical results
In this section, we report some numerical results to show the property of Algorithm 3 and performance of our
implementation. We used a computer with Intel Xeon 2.66 GHz Dual CPU, 4.00 GB RAM and MATLAB 7.5 with ATLAS and
IEEE 754 double precision.
We applied the MATLAB functions eig and inv to obtain D˜ and X˜ , and to compute Y ≈ Z−1c in Algorithm 3, respectively.
We computed Y similarly to Algorithm 2. Consequently computational cost for Algorithm 3 is similar to that for Algorithm
2 and 66n3 flops.
Let µ˜i and ζi be defined as in Theorem1, and ε and r be as in Theorems 2 and 3, respectively. For nonnegative real numbers
q1, . . . , qn,mean qi denotes
mean qi := fl

n
i=1
qi

n

to see the mean values of error bounds. Let tλ, tλx, tζ , tε and tr be the computing times (s) for calculating D˜, calculating D˜
and X˜ , Algorithms 1, 2, and 3, respectively. For M ∈ Cn×n, define the condition number κ(M) := ∥M∥2∥M−1∥2 if M is
nonsingular, and κ(M) := ∞ ifM is singular.
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Table 1
Obtained error bounds in Example 1.
n max ζi mean ζi min ζi ε max ri mean ri min ri
500 6.45e−06 2.01e−06 1.02e−06 7.25e−08 7.25e−08 3.46e−09 7.90e−10
1000 5.81e−05 2.08e−05 9.62e−06 3.99e−07 3.99e−07 1.87e−08 4.13e−09
1500 3.78e−04 9.60e−05 3.50e−05 1.41e−06 1.41e−06 5.65e−08 9.35e−09
2000 5.25e−04 1.92e−04 7.82e−05 1.45e−06 1.45e−06 1.02e−07 2.35e−08
Table 2
Computing times (s) in Example 1.
n tλ tλx tζ tε tr
500 7.05 12.7 8.47 4.03 4.01
1000 59.4 100 63.5 29.9 29.8
1500 200 339 215 100 100
2000 513 869 508 236 236
Table 3
Obtained error bounds in Example 2.
cndA max ζi mean ζi min ζi ε max ri mean ri min ri
1e+04. 3.54e−04 1.05e−04 2.43e−05 1.94e−06 1.94e−06 2.26e−07 1.81e−08
1e+06. 1.32e−02 5.57e−03 1.28e−03 7.78e−05 7.78e−05 1.80e−05 1.47e−06
1e+08. 1.23e+00 6.00e−01 1.10e−01 1.53e−02 1.53e−02 1.77e−03 1.18e−04
1e+10. 2.88e+02 9.27e+01 1.60e+01 1.30e+00 1.30e+00 1.73e−01 1.03e−02
1e+12. 1.29e+04 7.20e+03 1.34e+03 1.37e+02 1.37e+02 1.54e+01 1.06e+00
Algorithms 2 and 3 verified the nonsingularity of B for examples in which these algorithms succeeded. Tendencies
regarding to computing times in Sections 4.2 and 4.3 were similar to that in Section 4.1.
4.1. Example 1
In this example, we observe the magnitudes of error bounds and computing times for large n when κ(A) and κ(B) are
small. Consider the case when n× n complex matrices A and B are generated by
A = randn(n) + i*randn(n);
B = randn(n) + i*randn(n);
on MATLAB. Then the real and the imaginary parts of entries in A and B are pseudo random numbers uniformly distributed
in [−1, 1]. Table 1 displays max1≤i≤n ζi,mean ζi,min1≤i≤n ζi, ε,max1≤i≤n ri,mean ri and min1≤i≤n ri for various n. Table 2
shows tλ, tλx, tζ , tε and tr .
We can confirm from Table 1 that max1≤i≤n ri is similar to ε, and mean ri and min1≤i≤n ri are smaller than ε. This relation
coincides Theorem 4. Moreover max1≤i≤n ri and ε are smaller than min1≤i≤n ζi in this example. It can be seen from Table 2
that tr is approximately equal to tε and a half of tζ . This relation coincides the fact that the computational costs for Algorithm
1 is 148n3 flops and those for Algorithms 2 and 3 are 66n3 flops. Additionally tε and tr are smaller than tλ in this example.
4.2. Example 2
In this example, we observe how the magnitudes of error bounds change when κ(A) increases. Consider the case when
500× 500 complex matrices A and B are generated by the following MATLAB code:
cndA10 = log10(cndA); % cndA: anticipated condition number of A
D = diag(logspace(0,cndA10,500));
[U,S,V] = svd(randn(500) + i*randn(500));
A = U*D*V’;
B = randn(500) + i*randn(500);
If U and V are strictly unitary, and A is computed without rounding errors, then κ(A) = cndA holds. In the practical
generation, however, U and V are approximately unitary and the rounding errors are included in the computation. Hence,
strictly speaking, κ(A) and cndA are not equal but approximately equal. Table 3 displays similar quantities to Table 1 for
various cndA.
It can be seen from Table 3 that error bounds increase as cndA increases. We can confirm the similar relations to Table 1
between min1≤i≤n ζi, ε,max1≤i≤n ri,mean ri and min1≤i≤n ri.
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Table 4
Obtained error bounds in Example 3.
cndB max ζi mean ζi min ζi ε max ri mean ri min ri
1e+04. 5.72e−05 1.08e−05 3.70e−07 8.69e−07 8.69e−07 1.05e−07 4.22e−10
1e+06. 2.45e−03 3.30e−04 3.47e−07 2.82e−05 2.82e−05 2.47e−06 2.08e−10
1e+08. 1.07e−01 1.38e−02 2.78e−07 1.09e−03 1.09e−03 9.27e−05 1.48e−10
1e+10. 9.38e+00 7.01e−01 3.58e−07 6.05e−02 6.05e−02 4.44e−03 1.25e−10
1e+12. 5.95e+02 4.71e+01 3.99e−07 – – – –
When cndA = 1e+12, we applied the INTLAB [16] function verifyeig to (λ˜j, x˜(j)), j ∈ {1, 2, 3, 498, 499, 500}. Then
enclosure succeeded for λ˜1, λ˜2 and λ˜3, and failed for λ˜498, λ˜499 and λ˜500. The obtained error bounds for λ˜1, λ˜2 and λ˜3 were
approximately 102 times smaller than mean ri. Computing time for verifyeig was 19.7 s for all j. On the other hand,
Algorithm 3 required 4.03 s for enclosing all eigenvalues.
4.3. Example 3
In this example, we observe how the magnitudes of error bounds change when κ(B) increases. Consider the case when
500× 500 complex matrices A and B are generated by the following MATLAB code:
A = randn(500) + i*randn(500);
cndB10 = log10(cndB); % cndB: anticipated condition number of B
D = diag(logspace(0,cndB10,500));
[U,S,V] = svd(randn(500) + i*randn(500));
B = U*D*V’;
From the similar reason in Section 4.2, κ(B) ≈ cndB holds approximately. Table 4 displays the similar quantities to Table 1
for various cndB. In Table 4, the notation ‘‘–’’ means that the upper bound for ∥S∥∞ became larger than 1 so that Algorithms
2 and 3 failed, where S is defined as in Theorem 2.
We can confirm from Table 4 that min1≤i≤n ζi and min1≤i≤n ri do not increase even though cndB increase. Consequently
min1≤i≤n ri is about 108 times smaller than εwhencndB= 1e+10.Moreovermax1≤i≤n ri,mean ri andmin1≤i≤n ri are smaller
thanmax1≤i≤n ζi,mean ζi andmin1≤i≤n ζi, respectively, except the casewhencndB=1e+12. Algorithms2 and3 failedwhen
cndB = 1e+12, although Algorithm 1 succeeded. From this, it can be seen that Algorithm 1 is robuster than Algorithms 2
and 3 when κ(B) is large.
4.4. Example 4
In this example, we observe the magnitudes of error bounds and computing times for matrices in Matrix Market [13].
Table 5 shows names, n, κ(A) and κ(B) of the matrices being used. In Table 5, κ(A) and κ(B) are approximations obtained
by the MATLAB function cond except κ(A) in DGW961.1 For various matrices, Tables 6 and 7 display the similar quantities
to Tables 1 and 2, respectively.
From Table 6, we see the similar relations to Table 1 between ε,max1≤i≤n ri,mean ri andmin1≤i≤n ri. Similarly to Table 4,
max1≤i≤n ri,mean ri and min1≤i≤n ri are smaller than max1≤i≤n ζi,mean ζi and min1≤i≤n ζi, respectively, except the case
when the matrices are BFW782. Table 7 shows the similar relations to Table 2 between tζ , tε and tr .
4.5. Example 5
In this example, we observe the property of Algorithms 1, 2, and 3 when there exist multiple eigenvalues. Consider the
case when A and B are defined as follows:
A :=
 −30 6 9
−30 6 9
−170 34 51

, B :=
2 −1 5
1 0 2
1 5 −4

.
This example was discussed in [6]. In this case, λ ∈ {0, 1} and both of algebraic and geometric multiplicities for λ = 0 are
two. Table 8 displays µ˜i, ζi, λ˜i, ε and ri for i = 1, 2, 3.
We can confirm from Table 8 that Algorithm 3 could enclose all eigenvalues even if there exist multiple eigenvalues,
although Algorithm 3 cannot check whether there exist multiple eigenvalues or closely clustered eigenvalues. It can be seen
that ri is smaller than ζi for all i in this example.
1 The matrix A in DGW961 is singular since its 706, . . . , 961-th column vectors are zero vectors.
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Table 5
Properties of matrices.
Name n κ(A) κ(B)
BFW62 62 5.53e+02 1.72e+01
BFW398 398 2.99e+03 2.11e+01
BFW782 782 1.74e+03 1.81e+01
DGW961 961 ∞ 1.12e+07
LUND 147 2.80e+06 3.00e+04
RBS480 480 1.04e+04 1.20e+04
Table 6
Obtained error bounds in Example 4.
Matrices max ζi mean ζi min ζi ε max ri mean ri min ri
BFW62 1.06e−07 3.90e−08 1.02e−08 5.49e−08 5.49e−08 7.84e−09 1.03e−09
BFW398 3.83e−05 7.19e−06 8.77e−07 1.43e−05 1.43e−05 5.91e−07 4.05e−08
BFW782 3.50e−04 4.18e−05 4.13e−06 9.75e−04 9.75e−04 4.71e−06 8.15e−08
DGW961 2.97e−02 2.73e−03 1.58e−06 1.45e−02 1.45e−02 2.68e−04 1.45e−08
LUND 1.22e−05 4.57e−06 3.40e−07 3.53e−07 3.53e−07 6.58e−08 2.71e−08
RBS480 9.57e−07 2.37e−07 1.39e−08 3.89e−09 3.89e−09 1.78e−10 6.49e−12
Table 7
Computing times (s) in Example 4.
Matrices tλ tλx tζ tε tr
BFW62 0.00813 0.0108 0.0456 0.0289 0.0282
BFW398 1.15 1.94 4.08 2.10 2.09
BFW782 9.38 17.4 28.5 14.5 14.4
DGW961 36.9 55.3 58.0 27.2 27.1
LUND 0.0103 0.0298 0.214 0.106 0.103
RBS480 2.36 4.35 7.03 3.64 3.60
Table 8
Approximate eigenvalues and obtained error bounds in Example 5.
µ˜1 µ˜2 µ˜3 ζ1 ζ2 ζ3 λ˜1 λ˜2 λ˜3 ε r1 r2 r3
4.42e−13 1.00e−00 −1.59e−14 2.39e−11 1.64e−11 9.01e−12 −2.08e−13 1.00e−00 6.38e−14 8.32e−12 6.16e−12 8.32e−12 2.07e−12
5. Conclusion
In this paper, we presented Theorem 3 for enclosing all eigenvalues in (1). Theorem 3 is applicable even if A is not
Hermitian and/or B is not Hermitian positive definite, and supplies n error bounds r1, . . . , rn while Theorem 2 supplies a
single error bound ε. We presented Theorem 4 showing max1≤i≤n ri ≤ ε, proposed Algorithm 3 based on Theorem 3, and
reported numerical results to show the property of Algorithm 3.
Similarly to Algorithm 2, Algorithm 3 can be applied to enclose all eigenvalues in polynomial eigenvalue problem (see [6]
for some details). By modifying Algorithm 3 slightly, moreover, enclosure for all eigenvalues in (1) where A and/or B are
complex interval matrices is also possible. Our future work will be to construct an algorithm for enclosing eigenvalues in
(1) which is applicable even when B is singular.
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