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1. Introduction 
In establishing the existence of periodic solutions for nonautonomous 
differential equations of the form 
.t = g(x, t), 
where g is periodic in t of period o for fixed x, it is often convenient to 
consider the translation operator T(x(t))  = x(t + (0). If corresponding 
to each initial vector chosen in an appropriate region there corresponds 
a unique solution of our equation, then periodicity may be established by 
proving the existence of a fixed point under T. This same technique is 
also useful for more general functional equations and can be extended 
in a number of interesting ways. In this paper we shall consider a variable 
type of translation operator which is useful in investigating periodicity for 
autonomous differential and functional equations where the period 
involved is less obvious. 
Let us denote by X a Banach space, by Rt the nonnegative real line, 
and by 9 the set of continuous functions F :  X x R'+ X such that 
F(x ,  0) = x for arbitrary x in X ,  and 
(1.1) F ( F ( x ,  r,) ,  tz )  = F(x ,  t ,  + tz )  
for arbitrary x in X and t , ,  t2 in Rt. We shall say that F in 9 has a 
periodic motion of period p > 0 if there exist y in X such that 
F(y ,  t + p )  = F(y,  t )  
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for all t in R-+. Our interest is in determining conditions under which 
maps in 9 are nontrivially periodic and in determining, where possible, 
information of a more quantitative nature concerning this motion. To 
this end let us call F i n  9 A-continuous relative to Y c X if there exist 
numbers a and b, where b 2 a > 0,  and a continuous functional I :  
Y -+ [a, b] such that the mapping f: Y + X defined by the formula 
is completely continuous. For subsets A and B of X we adopt the notation 
2, AO, a(A) ,  and A \ B for the closure of A ,  the interior of A ,  the boundary 
of A ,  and the set of all elements in A not contained in B respectively. For x 
a point in X ,  llxll denotes the norm of x, and N ( x ,  E )  = b: IJy - x/I < E } ,  
E > 0. For x and y in X ,  xy, xy, and r(xy) shall denote the sets {u :  u = 
x + A(y - x), A in (0, l)}, {u: u = x + A(y - x) ,  A in [0, l]}, and 
{u:  u = x + A(y - x) ,  A 2 0}  respectively. We shall prove the following 
two closely related theorems. 
Let F in 9 be A-continuous relatice to P, where Y c X 
is a bounded open convex set such that 0 is not contained in Y. Let f ( r) c P 
and suppose that there exists a constant k > 0 such that f maps P \ N(0, E )  
into P \  N(0, kc) for  all E suflciently small. Suppose further that for any 
constant M > 0 there exists an integer n such that f maps P \ N(0, E )  into 
P \ N(0, M E )  for all E suflciently small. Then F has a nontrivial periodic 
motion of period p such that a 2 p 5 b. 
Let F in 9 be A-continuous relative to 7, where Y c X 
is a bounded open convex set such that 0 is not contained in Y. Let f ( P) c P 
and suppose there exists a constant k > 0 such that / I  f(x)ll 2 k llxlj for  
llxil suflciently small. Suppose further that for any constant M > 0 there 
exists an integer n such that Ilf”(x)ll 2 M llxll for llxll suficiently small. 
Then F has a nontrivialperiodic motion of periodp such that a 2 p 2 b. 
We observe that if there is a point x* in P such that x* + 0 and 
f ( x * )  = x*, then ( 1 . 1 )  implies 
F(x*, t )  = F(F(x*, A(x*)), t )  = F(x*, t + A(x*)). 
Hence Theorem 1 and Theorem 2 are proved once it is established that f 
has a nontrivial fixed point in P under the specified hypotheses. In section 
2 we shall develop and prove fixed point theorems for this purpose. 
In Section 3 we shall apply Theorem 2 in establishing the existence of 
periodic solutions of functional-differential equations of the form 
, 
f ( x )  = F(x ,  Y X N  
- -  
THEOREM 1. 
THEOREM 2. 
I 
(1.2) i ( t )  = L(H,x) + G(Htx), 
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where for some specified h > 0, H,x(B) = x(t + 0)  for 8 in [-h, 01, L 
is a continuous linear operator, and G is a continuous operator of higher 
order. Finally in Section 4 we shall discuss some specific examples of 
equations of the form (1.2) which have surprisingly simple and very 
interesting periodic behavior. 
2. Asymptotic Fixed Point Theorems 
A theorem asserting the existence of a fixed point under a mapping f 
by utilizing information known aboutfn for n sufficiently large is suggest- 
ively called an asymptotic fixed point theorem. In this section we prove the 
following two essentially equivalent theorems of this type. 
Let Y be a bounded open contiex subset of a Banach 
space X and suppose the point xo is not contained in Y. Let f be a completely 
continuous mapping of into itself and suppose there exists a constant 
k > 0 such that f maps P \ N(xo, e)  into p \ N(xo, ke) for all e suficiently 
small. Suppose further that for any constant M > 0 there exists an integer 
n such thatf” maps L \ N(xo, e) into \ N(xo, ME)  for all E suficiently small. 
Then f has afixedpoint x* # xo in p. 
Let Y be a bounded open convex subset of a Banach 
space X and let xo be a boundary point of Y. Let f be a completely con- 
tinuous mapping of P into itself. Suppose there exists a constant k > 0 
such that Ilf(x) - xoll kll x - xoJI for I1x - xoJJ suficiently small. 
Suppose further that for  any constant M > 0 there exists an integer n such 
that Ilf”(x) - xoIJ 2 M IIx - xolJ for IJx - xoll suficiently small. Then f 
has afixedpoint x* # xo in P. 
Let us define a mapping f to be compact if for any subset S c X, f (S) 
is contained in a compact subset of X.  It is worth noting that if we require 
f i n  Theorem 3 and Theorem 4 to be compact in place of completely 
continuous, then we can drop the condition that Y be bounded. This 
follows from the fact that in this situationf( Y) is contained in a bounded 
open convex set Wand Y may be replaced by Y n W. 
Referring to the remarks immediately following Theorem 2, it is clear 
that Theorem 1 is an immediate consequence of Theorem 3 and Theorem 
2 is an immediate consequence of Theorem 4. 
Now letting A be an arbitrary subset of X and 5 an arbitrary point in 
X \ A we introduce the notation C(E, A) for the cone with a vertex at  t 
and generated by A. That is, 
C(t,  A )  = [x:x = (1 - A ) t  + Ay, y in A, A > 01. 
THEOREM 3.
THEOREM 4.
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We recall that a set S c X and containing a point x,  such that x in S 
implies c S is referred to as a star set. A set S c A is called a star 
body if there exists a point x1 in So with respect to which S is a star set 
and if for each y in X the ray r(xoy) intersects a(S) in at  most one point. 
We shall now present a series of lemmas concerning convex and 
topologically convex subsets of X which will be useful in establishing 
Theorem 3. 
Let S be a bounded star body of X with respect to an interior 
point 5. Then there exists a uniquepositiae continuous functional I on X \ { E )  
and a unique continuous mapping w :  X \ { 5 }  -+ a(S) such that for each x in 
x\ 
' 
LEMMA 1 .  
x = (1 - I(x))5 + I (x)o(x) .  
LEMMA 2. Let A be a convex subset of X with a boundary point xo 
and an interior point xl. For each p > 0 let 
Then there exist positive constants v and 1;1 such that 
for all p in (0, w). 
Since Lemma 1 and Lemma 2 are special cases of Lemmas 1 and 3 of 
[ l l ] ,  they will not be proved in this paper. 
LEMMA 3. Let Y be a convex subset of X with a boundary point xo 
and an interior point 5. Let N(xo, E )  be such that 11 5 - N(xo, €)I/ > 0 and 
let x1 = ( 1  - I l ) t  + &x0, where 0 < I ,  < 1 and llxl - N(x,, €)I] > 0. 
Let C = C(xl, N(xo, E )  n Y )  and let xz = ( 1  - Iz)xl  + Iz5 for  some 
1, > 0. Then any ray r(x,y) for y in C n Y must intersect a(C) and a( Y),  
once and on4  once each. Furthermore, i fu l  = ( 1  - pl)xz + ply, p1 > 0, 
is contained in a(C) and up = ( 1  - pz)x, + pzy, pz > 0, is in a(Y),  then 
Proof. For the convenience of the reader the construction under 
Let us observe that the interior of C is precisely the set of all points x 
xp = x1 + [tc/(IIxo - x,ll)l(xo - x1). 
C(Xp, N X O ,  rp))  n A = Nxo, p) n A 
Pz >= 1 2 P1. 
consideration is suggested by Figure 1. 
which may be expressed by the formula 
. 
(2.1) x = x,  + I(x0 - x,) + Ay,, 
where I > 0 and llylll < E. Now for arbitrary y in C n Y, 
dX?J)(P> = xz + Pcy - X Z )  
= xz + Ax1 + 1;17(xo - X l )  + vyz - XP)Y 
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where p > 0, 1 2 q 2 0, and llyzil 
we have x2 = x1 - ql(xo - xl) it follows that 
E .  Since for some constant ql > 0, 
r(xzy)(p) = x1 - q&o - x1) + P(S(X0 - x1) + r l y z  + %(XO - x1)) 
= x1 + + 111) - r1Kxo - Xl) + Prlyz- 
Figure 1 
Since [p(q + ql) - ql] > pq for all p > 1, we may conclude from 2.1 
that r(xy)(p) is an interior point of C for all p > 1. Hence the convexity 
of C implies r(x& intersects a(C) at a unique point u1 = (1 - p1)xz + p g  
contained in P and it is clear that p1 5 1. By the convexity of Y, r(xzy) 
can intersect a( Y) in at most one point and by the boundedness of C n Y 
it must do so in at least one point uz = (1 - pdx, + p j  where p2 1. 
Therefore, we have established our lemma. 
LEMMA 4. Let Y be a closed and bounded convex subset of X with an 
interior point x1 and an exterior point x2. Let x, = xTx2 n a( Y) and let 
u1 = (1 - &)x1 + Alxo andu, = (1 - Qx, + &xo, where 1 > I ,  > 1, > 0. 
If IIu1 - xoll > r2 > rl > 0 and C(x2, N(x,, rJ) c C(x2, P), then there 
. 
. 
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exists a homeomorphism p dejned on Y such that rp( Y \ C(v,, N(x,, r,))) and 
p( Y \ C(v,, N(x,, r,))) are convex. 
Proof. Let E = (1 - 1,)~~ + 13x0 where A, > 1, > 0 and let C, = 
C(v,, N(x,, r,)) and C, = C(uz, N(x,, r2)). Clearly E is an interior point 
of the convex sets Y and Y n C(x,, C, n Y )  and an exterior point of C, 
Figure 2 
and C,. Letting C3 = C(x,, C, n Y )  and C, = C(x,, C, n Y ) ,  we have 
that E is also an interior point of the convex set C, n C,. We assume 
without loss of generality that E = 0 and depict our construction thus 
far in Figure 2. 
Now by Lemma 1 we have the existence of a unique positive continuous 
functional GC on X \ (0)  and a unique continuous mapping w : X \ (0)  ---f 
a( Y )  such that for each x in X \ (0)  
. 
x = GC(x)o(x). 
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For each x in Y \ C(0, C,), we define 
Vl(X) = B(w(x)>x, 
Ow(x) = b : y  = ilw(x), il in [O, I]} 
and a(C,). Again utilizing Lemma 1 we have that /3 is a continuous 
functional on a(C3) n Y and we observe that it is both bounded and 
bounded away from zero on a(CJ n Y. Hence clearly p, and pl-' are 
well defined and continuous. We observe that pl(x) = x for o(x) in 
a(Cd. For x in C(0, C,) \ C,, we define p, by the formula 
where B(w(x))co(x) is the unique point of intersection of the segment 
where y(w(x))w(x) is the unique point of intersection between Ow(s) and 
a(C,). Lemma 3 clearly implies Y \ C, is a star body, so Lemma 1 implies 
y is continuous. Since we may easily observe that y is both bounded and 
bounded away from zero it follows that p, and p2-l are well defined and 
continuous. Since p,(x) = x for w(x)  in a(C'&, it is clear that defining 
p = p, on Y \ C(0, C& and p = p, on C(0, CJ \ C, we have that q~ is a 
homeomorphism on Y \ C, and 
-
p(Y\C& = C3 n Y. 
Now for x in C, n Y, let a(o~(x))o(x) ,  a(w(x)) 2 1, be the unique 
point of this form in a(C4). Let B(w(x))w(x) denote the unique point of 
Ow(x) n a(CJ if Ow(x) intersects C, in C, n C4 and let B(w(x)) = 1 
otherwise. We define p, on C, n Y by the formula 
- 
Now it is clear that B(w(x)) - y(w(x)) > 0 on C, n Y, and by Lemma 1 
we have that (0, 0, 0.  and y are continuous. Hence p, is continuous. Our 
hypothesis that C, be contained in C(x,, Yo)  implies that u(w(x)) > 1, so 
it follows that p3-l is well defined and continuous. Extending our defini- 
tion of Q? to C, n Y be the formula p(x)  = p3(x) we observe that 
. 
p( y \ C(L-1, N(Xll, rl))) = c3 n c4 
which is, of course, convex. Hence to complete our proof we have only to 
show that p and p-l are continuous on a(C,) n Y and a ( Y )  n e, 
respectively. 
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x be contained in a(C,) n YO. Then x = y(w(x))w(x), where 
< 1 .  Since O(w(x)) < 1 implies O(w(x)) > y(w(x)), we have that 
- y(w(x)) = a > 0. Now for y in C, we have 
Clearly we can choose a neighborhood N(x,  E )  such that y in N(x, E) n C, 
implies O(w(y)) - y(w(y)) > 4 2 ,  and 
Therefore the continuity of p for x in a(C,) n Yo follows from the con- 
tinuity of w and y. 
Next let us suppose x to be a point in a(CJ n a( Y). Then O(w(x)) = 
y(w(x)) = a(w(x)) = 1 ,  and in fact, we may choose a neighborhood 
N(x, E,) such that y in N(x, E,) implies O(w(y)) = 1. Let us also observe 
that 
for y in C,. Hence for y in N(x,  E , )  n C, we have 
IIy - Y(wcy))wcy)II s (1 - Y ( W 0 ) ) )  IIwcy)ll. 
IIPcy) - &)I1 s IIwcy) - 4411 + (0(w0)> - 1)  11~4y)Il. 
Therefore, the continuity of p for x in a(C2) n a(Y)  follows from the 
continuity of w and 0. 
We now observe that p-l on \ Y takes the form 
For x in a( Y )  n C, clearly x = w(x),  a(w(x)) > 1 ,  and for y in c4 \ Y 
We may choose a neighborhood N(x,  E,) such that y in N(x,  E,) implies 
(o(w(y)) - 1) > a,, so we have for y in N(x,  e2) n (c4 \ Y )  that 
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Hence it is clear that the continuity of p-l for x in 
continuity of  y and Q. 
Y(w(x)) = 1, and IIy - wb)II S ( 4 4 . y ) )  - 1) IlwQ)li. Thus 
\ Y follows from the 
For x in a( Y )  n a(C2) and y in c\ Y we have x = w(x), O(w(x)) = 
IIPW - F1(4 II s IIy(wb))wCy) - Y ( 4 W ( X ) l l  
+ (e(ocv)) - y(w(y))) II~b)ll 
which, of course, implies that the continuity of v-l on a(Y) n a(C,) 
follows from the continuity of y, 8, and w. This completes the proof of 
our lemma. 
In Browder [3] the following generalization of the Schauder Fixed 
Point Theorem is proved. 
BROWDER’S THEOREM. Let S and S1 be open convex subsets of a 
Banach space X,  So a closed convex subset of X ,  So c S,  c S, f a compact 
mapping of S into X.  Suppose that for a positive integer m, f ”’ is well- 
defined in S,, u f ’ ( S o )  c S,, while f “‘(S,) c So. Then f has ajixedpoint in 
so- 
We shall make essential use of Browder’s Theorem in proving our 
next theorem which in turn will be used to complete our proof of 
Theorem 3. 
Let Y be a closed and bounded convex subset of a Banach 
space X with an interior point vq and an exterior point xq, and let f be a 
completely continuous mapping of Y into X. Let x ,  = u2x2 n a( Y) ,  
II v2 - xoll > r2 > rl > 0, C(x2, N(xo, r2))  c C(x2, YO) and let D, be a point 
in v.go \ N(-y0, r2). If for some positive integer m, f m  is well-defined on 
m-1 
j = O  
THEOREM 5.
n 
n 
y \ C(V1, m o ,  fl)), 
Then f has ajixed point in Y \ C(r2, N(xo,  r2)). 
relative to the origin. We extend the function f to the domain 
Proof. Let us define y to be the support function of Y - v2 defined 
w = (x: lu(. - P 2 )  < $} 
f ( v 2  + (1 - 40) - 4) = f l u 2  + f(1 + 3 u y  - L.2)) 
by defining 
for a l ly  in a(W) and 0 < il < f (see Fig. 3). 
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Defining Wo = Y \ C(02, N(xo, r2)), W,  = W \ C(ul, N(xo, rl)), and W, = 
W \ C(v,, N(xo, r2)), we easily observe that our hypotheses imply that 
and 
Figure 3 
Lemma 4 implies the existence of a homeomorphism p defined on W such 
that v(wl) = D1 and p(wz) = D, are convex. Hence letting Do denote 
the convex hull of p(W,J we have Do c D,, 
P2f"V,-'(Do) = (VfP-YYDo) = (PfV-lY(D,) = Dl 
for i = 1, 2,. . . , m - 1, and 
(V?P-l)YDl) = Do. 
Invoking Browder's Theorem it follows that there is an element x* in Do 
such that (qfp---')(x*) = p-'(x*) which, of course, implies f(q-l(x*)) = 
p-l(x*). But ql(x*) is contained in Wo, so our proof is complete. 
Proof of Theorem 3. For E sufficiently small the hypotheses of 
Theorem3 imply that we may choose an integer nlsuch tha tp i (  P \ N(xo, E ) )  
is contained in P \  N(xo, E )  and k such that 0 < k < 1 and 
f( p \ N(X0, 4) = \ N x o ,  k i 4  
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for i = 0, 1, . . . , n, - 1. Clearly it follows thatfmnl+i( P \ N(xo, E ) )  must 
be contained in P \ N(xo, kie) for nz = 1, 2, . . . . Also for an arbitrarily 
chosen constant c, we may select E sufficient small and n2 such that 
f n z (  Y \ N(xo, k%)) is contained in Y \ N(xo, CE). Hence we have for E 
sufficiently small that 
m u fi( P \  N(xo, e ) )  c Y\ N(xo, kn%) 
i=O 
(2.2) 
and 
(2.3) .f":( P \ N(xo, k"1e)) C P \ N(x,, C E ) .  
Now let x1 be a point in Y, and for ,u > 0 let 
x p  = x1 + I./(IIxo - X l l l ~ l ( X 0  - x1). 
C(X,, w o ,  qp)) y= N X O ,  n y 
By Lemma 2 there exist positive constants 7 and v such that 
for all ,u in (0, V I .  Choosing E < q2v and q 5 k"1 we have 
C(xlf,  N ( x o , q 2 ~ ) )  n Y c  N ( x , , q ~ )  n 
and 
Figure 4 is suggestive of the construction under consideration. Referring 
to (2.2) we may observe that for E sufficiently small we have 
m 
u f'( I7 \ C(X,,,, N x o ,  e))) = y \ C(XPf, Nxo,  $4). 
f "'( y Wpr, W O ,  ,U2.))) = P \ C(X,,r, N(x0, E ) ) ?  
i=O 
Also setting c = k " l , ~ - ~  and referring to (2.3) we have that 
for E sufficiently small. At this point we can invoke Theorem 5 to conclude 
the existence of a fixed point under f in Y \ C(xClp, N(xo, e)),  and thereby 
the proof of Theorem 3 is complete. 
Let A be a closed conrex set in X having interior and let xo 
be a boundary point of A. Let f be a continuous mapping of A into itself, 
let eo and el be positiue constants with 
LEMMA 5. 
> eo, and suppose 
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I f g  is a function defined on A by the formula g(x)  = f (x) ,  for x in N(xo, el), 
g ( 4  = f(4,  for  x in A \ N(x,, el) and f (x )  in A \ N(x,, E,), g(x)  = xf (x )  n 
a(N(xo, E , ) ) ,  for x in A \ N(x,, el) and f (x )  in N(xo, E,), then g is continuous 
and has the same fixed points in A as f. 
n 
Figure 4 
Proof. It is clear from the convexity of N(x,, e,) that g is well defined. 
Furthermore, it is immediate from its definition that g has the same fixed 
points in A asf. Hence our only problem is to show that g is continuous. 
g is, of course, continuous on N(x,, el), so we shall suppose for the 
remainder of our argument that x is a point in A \ N(x,, el). I f f ( x )  is 
contained in A \ N(x,, E,)  it is again immediately obvious from its definition 
that g is continuous at  x. Thus we also supposef(x) is contained in 
N(x,, E,) .  Now let E be some point in (r(xf(x)) \ xf (x ) )  n N(x,, E,) and let 
- 
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77 > 0 by an arbitrary positive constant such that N(g(x), 7) does not 
contain E. By Lemma 2 there exists v > 0 such that 
C(t, N(g(x), v)) n = N(g(X), 7). 
Furthermore using the continuity of .f at x we have the existence of 
positive constants 6, and 6, such that the convex hull H of N(x, dd u 
N(f(x), 6,) is contained in C(t, N(g(x), w) andf(N(x, 6,)) c N(fTx), 63. 
Thus we have 
g(N(x, de)) = H n a(N(x0, Eo)) = C(t9 jyg(x), v)) 
n a(N(X0, €0)) = N(g(x), q), 
so we may conclude that g is continuous at x and the proof of our lemma 
is complete. 
Proof of Theorem 4. Under the hypotheses of Theorem 4 let us 
suppose that xo is not a fixed point under$ Then since f maps Pinto P 
it follows from the Schauder fixed point theorem [16] thatfhas a fixed 
point x* in P and x* # x,,. Therefore, we may assume for the remainder 
of this argument thatf(xo) = x,. 
From our hypotheses it is clear that there exists E, > 0 such that for 
all x in N(xo, €3 n F and some positive constant k < 1 we have 
(2.4) IlfCX) - xoll I k IIx - xoll. 
Furthermore, E, may be chosen so that for some positive integer n, we 
have 
(2.5) Ilf"W - xoll I k-' IIX - xoll, 
for x in N(xo, el) n F. For arbitrarily chosen constants a > 1, b k 
and m > n, we observe that the continuity off implies the existence of a 
constant 6, in (0, be,) such that forx in N(xo, ad,) n Pand i = 1,2, . . . , m 
(2.6) Ilft<x) - xoll < bel. 
Hence for all x in (N(xo, 6,) \ N(xo, k6,)) n Y we have 
(2.7) Ilf'(x) - xoll 2 k'fld,, i = 1, 2, . . . , n, - 1. 
Now for an arbitrarily specified constant c > 1 let us specify a = k-"v 
and let b = k. Clearly our hypotheses also allow us to choose 6, suffi- 
ciently small so that we have an integer n, 2 n, such that 
Ilf"'(X) - xol,ll 2 ck-"1 I1x - xoll 
88 G .  S. JONES 
for all x in N(x,, c k n l  6,) n P. Hence we have that 
(2.8) ~ ( ( N ( X , ,  ck-", 6,) \ N(x,, kpZ1 6,)) n 7) = P \ N(x,, ~8,). 
Now let us specify g to be a function defined on Y by the following 
formula : 
g(x) = f(x), for x in P \ N(x,, E , )  andf(x) in Y \ N(x,, ke,), g(x) = xf(x) n 
a(N(x,, ke,)), for x in Y\ N(x,, el) and f(x) in N(x,, ke,). We have by 
Lemma 5 that g is continuous and has the same fixed points in P as$ 
From its definition and (2.4) and (2.5), clearly 
g(x) =f(x), for x in N(x,, E , )  - 
gi( Y \ WX,, 6,)) = P \ NX,, k"%) 
for all positive integers i, so 
m u si( Y\ N(x, ,  6,)) c P\ N ( x , ,  k"'6,). 
i=O 
Furthermore, we observe that 
gZ( Y \ N(x,, ck-V,) )  = P \ N(x,, c6,) 
g y  P \ N(XO, k'"8,)) c P \ N(XO, CS,) 
for all i and this fact together with (2.8) imply that 
(2.10) 
Replacingfby g and using (2.9) and (3.0) in the same fashion as (2.2) and 
(2.3) are used in the proof of Theorem 3, we obtain the result, using the same 
argument, that there is a point x* # xu in P which is a fixed point under 
g. But, of course,g(x*) = x* impliesf(x*) = x*, so the proof of Theorem 
4 is complete. 
3. Periodic Solutions for Functional-Differential Equations 
Many problems in the theory of control, biological behavior, econo- 
metrics, and other active areas of our technology are associated with the 
periodic behavior of systems which are governed at least in part by the 
after effects of their previous states. For this reason the theory of periodic 
solutions for differential-difference equations and more general functional- 
differential equations, which describe such systems, is emerging as an 
important area of mathematical research from a practical as well as a 
theoretical point of view. For discussions of some of the interesting and 
often intriguing interpretations of these generalized differential equations 
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the reader is referred to references [I], [2], [ 5 ] ,  [14], [17], [18], [19]. A 
guide to the extensive Russian literature on this subject is contained in 
As an application of the results of the previous section we consider a 
class of autonomous functional-differential equations. We begin by 
denoting the space of n-dimensional real vectors by R" and defining 1x1 
to be max (Ixil: i = 1, 2, . . . , n}  for all vectors x = (x l ,  . . . , x,) in R". 
C([-h, 01) is defined to be the space of continuous functions mapping a 
specified closed interval [-A, 01, h > 0, into R" where n is arbitrary but 
specified. A topology on C([-h, 01) is determined by the norm functional 
defined for all e, = (ql,. . . , pn) in C([--h, 01). The component norm is 
specified by the formula 
For each b > 0 let C([-h, 01, b) c C([--h, 01) be such that q in 
implies llpll < b. Let D([-h, 01) c C([-h, 01) denote the set of all 
continuously differentiable elements and let y~ in D([-h,  01, c) imply that 
11qj11 < c. We now define F to be a continuous mapping of C([-h, 01) 
into R". We shall relate the results of Section 1 and 2 to  the question of 
existence of periodic solutions for functional-differential equations of the 
form 
- [20]. 
lp11 = max {lp(@l: e in [ - I ? ,  ol}, 
((pill = max {Ipi(e)l: e in [ - h ,  o]} ,  i = 1, 2, . . . , n. 
C([-h, 01, b) 
(3.1) X(t)  = F(Htx), 
where HG denotes the translation to [ -h ,  01 of the restriction of the 
function x to [t - h, t ] .  That is, Hg(t9) = x(t + e) for 0 in [ -h ,  01. 
Specifying a function p in C([-h, O]), we shall call a function x defined on 
[ -h ,  t*],  t* > 0, a solution of eq. (3.1) corresponding to the initial 
function p, if H& = p and if x satisfies eq. (3.1) for i in [O, t * ] .  We 
assume conditions sufficient to assure the existence and uniqueness of a 
solution of (3.1) corresponding to each initial function in C([-h ,  01) and 
require that these solutions be jointly continuous under translation and 
variation in initial data. That is, for each pair ( t l ,  ql) and every e > 0 
there exist 6 > 0 such that It - t1l < 6 and (Ip - plII < 6 imply 
. 
IIHtl(VJ - Ht(P)II < E. 
Now let Co([-h, 01) t C([-h, 01) be such that pin Co([-h, 01) implies 
p,(O) = 0 and TI(?) > 0 on ( -h ,  0). Let C,,([-h, 01, b) denote 
Co([--h, 01) n C([-h, 01,b). 
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We impose the following condition on the oscillatory behavior of our 
system : 
(a)  For specified constants a, 2 h, b, > b,, and c2 > 0, and for each 
cp in Co([-h,  01, b,) the first component x1 of the corresponding solution 
x of eq. (3.1) has a smallest zero z(q) with h 5 z(cp) 5 a, and such that 
Hr,,)x is contained in Co([-h,  01, b,) n D([ -h ,  01, c,). Furthermore, 
the first component Fl of F is such that F,(H,,,,x) < 0 for all y in 
Co([-h, 01, b2). 
Now let us denote by H,x(y)  the solution segment of eq. (3.1) at time 
t corresponding to yj in C([ -h ,  01). We define T : C ( [ - h ,  01) x R+-+ 
C([ -h ,  01) by assigning to each pair (cp, t )  in C([-h ,  01) x Rf the element 
Htx(y)  in C([-h ,  01). From our assumption that each initial function 
determines a solution uniquely it follows that T is well defined and we 
easily observe that T(q, 0) = q and T(T(y ,  t,),  t,) = T(p ,  t ,  + tz) .  Further- 
more, since solutions of eq. (3.1) depend continuously on their initial data 
it follows that T is continuous on Co([-h,  01) x Rf. Defining f by the 
formula 
(3.2) f ( d  = T(% Z(P)> 
Fl(H,,,)X) < 0 
we observe that the boundedness of the functional z,  the fact that 
for all y in Co([--h, 01, bl), and the continuity of solutions under trans- 
lation imply that f is continuous on Co([-h,  01, b,). 
Since it is now clear that we have a formulation of the type presented 
in Section 1, it seems reasonable to expect that the techniques we have 
developed an applicable. This is indeed the case and as our first result 
we present the following theorem: 
Let there exist a constant k > 0 such that 1 1  f(cp)II >= kllyll 
for 11q111 suficiently small. Furthermore suppose that for  any constant 
M > 0 there exists an integer n such that Ilf"(p)ll >= M llqll for  11cp11 suf- 
jiciently small. Then eq. (3.1) has a manifold of non-constant periodic 
solutions of periodp where h 5 p 5 a,. 
Proof. Turning our attention to formulations of the type discussed 
in Section 1 immediately preceding Theorem 1, we have with z playing 
the role of L that Tis z-continuous relative to Co([-h,  01, b,) and 
THEOREM 6. . 
. 
Co([-h, 01, bl) 
is a bounded open convex set in the Banach space B = {q: y in C([--h, O]), 
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~ ( 0 )  = O}. Hence we see that this theorem is a consequence of 
Theorem 2. 
Now let L and G be continuous functions mapping C([-h, 01) into 
R” where, in addition, L is linear. Letting F = L + G we shall investigate 
equations of the form 
(3.3) a(?) = L(H,x) + G(H&), 
and consider a somewhat more constructive approach to verifying the 
existence of periodic motions. That is, we shall formulate a situation 
which utilizes the structure of L and a “smallness” condition on G near 
the origin to yield the hypotheses of Theorem 6. 
A very natural way to approach eq. (3.3) is, of course, to begin by 
considering the linear homogeneous equation 
(3.4) zi(t) = L(H,u). 
We have by virtue of a well known theorem of Riesz [15] that L may be 
written as a Stieltjes integral with a matrix integrator q of bounded 
variation. That is, 
(3.5) u(t)  = jIh u(t + e)dq(e). 
The characteristic eq. of (3.4) takes the form 
where s is a complex variable and I denotes the n x n identity matrix. 
We assume (3.6) has a unique pair of conjugate complex roots o f iv 
with largest positive real parts. For every rp in Co([-/z, 01) we assume the 
existence of a maximal infinite sequence (q,,(q)}, n = 1, 2, . . . such that 
ul(rp)(qn(rp)) = 0 and H,l,(p.,u(q) is contained in CO([-li, 01) for all n. 
Furthermore, we assume the existence of a positive constant c1 such that 
for p in Co([--h, 01) that 
. 
. (3.7) 
Finally, we assume a type of uniform instability of the trivial solution 
with respect to initial functions in C0([-h, 01). That is, we require the 
existence of a positive constant c, such that 
(3.8) llK/”(qP(q)ll 2 c31l rplle‘q”(q) 
for all p in Co([--h, 01). 
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It is worth remarking that the reasonableness of a condition such as 
(3.8) depends very strongly on having a restriction on the oscillation of 
initial functions such as that imposed by virtue of being an element in 
Co([-h, 01). When we have true hereditary dependence in our equation 
condition (3.8) can not be satisfied for all solutions corresponding to 
initial functions restricted only to lie in a bounded subset of C([-h, O]), 
since in general there is always a subspace of C([-h, 01) with respect to 
which the trivial solution is asymptotically stable. This follows from the 
fact, essentially established by Langer [13], that (3.6) in general has a 
sequence of zeros with real parts tending to minus infinity. We also 
remark that the existence of the roots 0 f iv as specified is in itself 
enough to establish the existence of a cone in C([-h, 01) on which the 
type of instability suggested by (3.8) is present. Hence the only essentially 
independent condition one needs to impose is that Co([-h, 01) is contained 
in this cone of instability. The reader is referred to [6] for the analysis 
needed in verifying these comments. 
Let us denote by U* the solution of the n x n matrix equation 
(3.9) 
corresponding to the initial matrix function @(t)  = 0 for t in [-h, 0)  and 
@(O) = I. 
(3.10) 
LEMMA 6. Consider the vector equation 
90)  = U H t y )  + g(t9 9 1 9  
where y in C([-h, 01) is the initial function for y andg is continuous on 
R+ x C([-h, 01). Suppose there exist positive constants 6, and 6 such 
that for all llyll suficiently small 
(3.11) IMr ,  y)II = O(e(a-dl)t)ll yVtd. 
Then for arbitrary M > 0, there exists 
such that 
> 0 suficientb small and t,  > 0 
(3.12) IIHqn(v)YII > MllPll 
for all y in C,([ -h, 01, E,) and all qn (v) > t,. Furthermore, for arbitrary 
tz > 0 and 6, > 0 we may choose such that for  each p in C,( [ - h, 01, el) 
the first component of each solution y ( y )  has zeros {zn(y)}  such that 
Izn(~) - qn(F)l  < 8,for all T ~ ( Q ) )  S 12. 
Proof. It is easily verified that 
t 
(3.13) Y ( t )  = u(t) g(T, v)u*(f - T)dT, 
0 
PERIODIC MOTIONS IN BANACH SPACE 93 
where y and u are solutions of eqs. (3.9) and (3.4) respectively and both 
correspond to the initial function P. Now by our assumption concerning 
the eigenvalues of (3.4) it follows that U*(t) may be written 
U*(t )  = eutK(r) 
where K(t) is a bounded matrix. Hence for llpll sufficiently small, 
rt 
(3.14) 
where c4 is a positive constant independent of p. Referring to (3.8) and 
(3.1 1) we have 
IIH,n(cp,~II > = CAI pIIeuqnccp) - CAI vI11+6euh(cp) 
= II Plle"""')(c, - CPlI PI6) 
2 Ii dlenua(~3 - c411 d6). 
(3.15) 
Clearly (3.15) implies we may choose M arbitrarily and satisfy (3.12). 
must exist a constant y > 0 such that 
Now using (3.7) and (3.8) we may verify without difficulty that there 
(3.16) 
for all q,(p) 5 tP (3.16) in turn implies the existence of a positive constant 
p < 6, such that 
(3.17) < - 4 IlPll 
for all c in Z = u { t :  It - qn(pl)l < p ,  q,(q) 5 tz> when 11v11 is suffi- 
ciently small. Referring to (3.10) and (3.1 1) we have the existence of a 
constant c5 such that 
1+6 
M f 9  p) - 4 0 9  9)l 5 C511P11 
for llvll sufficiently small and t t2. Hence for llpll small enough and 
t 5 tz, 
Referring to (3.13) and (3.14) we observe that for 1 1 ~ , 1 1  small and qJp) 5 tz, 
lYl(qn(v)>l < C611 pll'+6 
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where c6 is a constant. If yl(qn(p)) is positive, then 
If yl(qn(p)) is negative, then 
(3.20) Y Yl(Vn(Q7) - P) > - C 6 l J P l l l f d  + P i  llvll. 
Clearly (3.19) and (3.20) imply that for ((p(I is sufficiently small the 
function y ,  must change signs in each of the intervals (q,(p) - 6,, 
qn(p) + a2), qn(p) 
THEOREM 7. Suppose the conditions specijed on eqs. (3.3) and (3.4) are 
satisjed and that for  p in C([-h, 01) we haue IG(p)\ = O(11p\)lfd), 6 > 0, 
as \(pIJ - 0. Furthermore, suppose that for every element p in C([-h, 01, b,) 
we have that the solution x(p) of eq. (3.3) is such that for speciJiedpositive 
constants k,  and K,, 
tz ,  so the proof of our lemma is complete. 
(3.21) ki l I H t - h ~ ( ~ ) l l  2 l l ~ A ~ ) l l  5 exp {Ki Ilff-nxll} - 1. 
Then eq. (3.3) has a manifold of periodic solutions of period p where 
h s p  5 a,. 
Proof. Let p be contained in Co([-h, 01, 1) and let t(p) be the first 
point where IIH,x(p)I) equals l l q ~ l l ~ - ( ~ / ~ ) .  Let g( t ,  p) be defined by the 
formula 
for t in [0, t(p)) (3.22) 
Since l\G(q)\l = O ( \ l g ~ l \ ~ + ~ ) ,  6 > 0 as lIrp,il ---f 0, it is clear that there exists 
E, > 0 so that G(Htx(p)) < ( ( g ~ / ( ' + ( ~ / ~ )  for all p sufficiently small. Hence 
by Lemma 6 we have that for an arbitrarily specified positive constant M 
we may choose el > 0 and t ,  > 0 such that 
s(t, VI = G(H,x(v) ) ,  
= G(Htk&4V))? for t 2 t(p>. 
lWtJ"kJ)Y(dI l  > Mllvll 
for all q in Co([-h, 01, E,) and all qn(p) > t l .  Also, for arbitrary t2 > 0 
and 6 > 0 we may choose e,  such that for each p in Co([-h, 01, el) the 
first component of each solution y (p )  has zeros {z,(p)}, n = 1,  2, . . . , 
such that \z,(p) - qn(p)I < 6 for all qn(p) 5 t2. Since we are free to do 
so let us choose r2 > rl and such that the intersection of {zn(p)}, n = 
1, 2, . . . , and the interval (tl, tz )  is non-void for all p in Co([-h, 01, el). 
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Since IIHty(pl)II is a continuous function of t and consequently uniformly 
continuous on [O, t,], it follows that we may choose el such that 
(3.23) 
L 
for all cp in Co([-h, 01, el) and all zn(p) in [tl, t,]. 
It is clear from definition that 
(3.24) x(pl)(t) = y(pl)(t) 
for all r 
in particular, we may choose 
and we have that 
t(pl) and (3.12) implies t(pl) tends to infinity as 11pl11.+ 0. Hence, 
such that (3.24) is satisfied for all r 5 t,, 
(3.25) 
L 
for all pl in Co([-h, 01, EJ and all z,(pl) in [tl, fa]. Definingfas in (3.2), it 
is clear that 
f"(pl) = H,,ce,x(pl) 
for all pl in C([-h, 01, bJ and zn(pl) S t,, and (3.25) implies llfn(pl)ll 2 
M 11q11 for 11p11 sufficiently small. As a direct consequence of (3.21) we 
may conclude the existence of a positive constant k such that llf(cp)ll 2 
k IIplII for 11pl11 sufficiently small. Hence the hypotheses of Theorem 6 are 
satisfied and its application completes the proof of this theorem. 
We remark that with some added effort the results of this section can 
be extended to perturbed systems of the form 
(3.26) i ( t )  = UHg) + G(Htx) + d(~, HG), 
where J is jointly continuous in its arguments. Furthermore, our condition 
that Hz(e)x be contained in Co([--h, 01, b,) n D([-h, 01, cJ can be 
weakened to require only thatf" be completely continuous for n sufficiently 
large and that solutions of (3.1) be uniformly ultimately bounded. It is 
also possible to drop the requirement that the positive functional z on 
Co([-h, 01, b) be bounded below by h and require only that it be bounded 
below by some constant a > 0. For techniques which are useful in such 
extensions the reader is referred to [12]. [I21 also contains results useful 
in investigating the continuity of periodic solutions with respect to the 
parameter E. 
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4. Examples 
As an example in the class of functional-differential equations dis- . 
cussed in the previous section let US first consider the scalar equation 
n(t) = -u x ( t  + e)dq(e) (1 + x ( t ) ) ,  
(4.1) c 
where 7 is a non-constant non-decreasing function defined on [ -A ,  01. 
Let Y(T) denote the class of continuous real valued functions y defined 
for t 5 T - h and such that -1  < y( t )  < exp (u(q(0) - q(-h))h}. 
We consider the mapping T:  Y(T) + Y(T) defined by the formula 
T(y(t)) = y( t ) ,  for t in [T - h ,  T ]  
(4.2) 
= (1 + Y ( 4 )  exp (-u l / ; h Y ( .  + e)d7(e)dw] - 1 
for 1 > T.  We easily verify that for arbitrary yl and yz in Y(T) such that 
y,(t) = y2(t) on [T - h, T ]  we have that 
I1 Tbl) - T(y2)ll 5 (I - T)K lly1 - yzll. 
where 11 11 denotes the maximum value norm taken with respect to the 
interval [T - h, t ]  and K is a parameter depending on the fixed value of 
y1 and yz  at T. It follows that there exists a number t ,  > T such that Tis  
a contraction on [T - h, t,] and consequently has a unique fixed pointy* 
in Y(T) when restricted to [T - h, tl]. Since the properties of Y(T) are 
preserved under T, it follows that y* can be extended indefinitely. Hence 
corresponding to each continuous function p defined on an interval 
[to - h, to] and such that - 1  < p(t) < exp (or(q(0) - q(-h))h) on this 
interval there exists a unique function y in Y(to) such that 
and 
y(t)  = p(t) for t E [to - h, to] 
for t >= to. Differentiation will verify that y is a solution of (4.1). As01 
since every solution corresponding to an initial function p with cp(to) > - 1 
must satisfy (4.3) it follows that y is the unique solution of (4.1) corre- 
sponding to cp. If fz > t ,  > to, we have from formula (4.3) that 
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which in turn implies that y(tJ = y(tJ if and only if 
. (4.5) 
Interchanging the order of integration it becomes clear that any possible 
periodic solution y* of period p for eq. (4.1) must have the property that . 
y*(w) dv = 0 
(4.6) s,'-" 
for all t .  
Now since we have assumed 17 is non-decreasing it follows from the 
First Main Value Theorem for Stieltjes integrals that eq. (4.1) may be 
written in the form 
(4- 7) k(t) = -a[q(O) - q(--h)lx(t - ~ ( t ) ) { l  + x(t )}  
where 0 5 ~ ( t )  h. From (4.7) it is easily observed that x must either 
tend to zero as t -+ co or take on the value zero on an unbounded set of 
points. If rj is such that 7(t)  can be uniformly bounded away from zero 
for large a then all conditions specified for the existence of periodic 
solutions in Section 3 can be shown to be satisfied for an appropriately 
chosen class of initial functions and sc sufficiently large. In addition to the 
existence of periodic solutions, one may establish bounds on their periods 
as functions of a. The arguments involved are essentially the same as those 
used in [5] in discussing the equation 
(4.8) k(t) = -ax(t - 1){1 + x(t)}. 
Computed periodic solutions over one period of the equation 
(4.9) ?(t) = -{ax(? - 1) + Px(t - 2)}{1 + x( t ) )  
are exhibited in Figure 5 where (2,  9) = (1  1). (0.8,0.8), (0.5, 1) and (2,O). 
We remark that experimental evidence obtained in carrying out the 
calculation of these curves strongly support a conjecture of asymptotic 
stability for the manifolds of periodic solutions represented by these 
curves. The more detailed discussion and numerical study contained in 
[6] clarifies the nature of this behavior as related to the special case of 
eq. (4.8). 
Another example in our class of functional-differential equations which 
has interesting periodic behavior is the equation 
(4.10) ~ ( t  + e)  dq(e)(i - x(t,3)} 
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where as before r j  is assumed to be a non-constant and non-decreasing 
function defined on [-A,  01. We shall see that this equation has a con- 
nection with the theory of elliptic functions. 
I 
Figure 5 
Let W(T) denote the class of continuous real valued functions y 
defined for t )= T - h and such that ly(t)l < 1 for all t .  Let T*: "(7) + 
W(T) be defined by the formula 
T*(y( t ) )  = y( t ) ,  for t E [T - h,  T ]  
for t > T.  It is easily verified that for arbitrary y1 and yz in W(T) such 
that yl(t)  = yz(t)  on [T - h, T ]  we have 
II T*(Yl) - T* cvz>II  s ( t  - d K *  llyl - yzl 
where K* is a parameter which tends to infinity only as yi(7) -j f 1. It 
follows that there exist t ,  > T such that on [T - h,  t2 ] ,  T* is a contraction 
and consequently has a unique fixed pointy* when restricted to [T - h, tz ] .  
Since the properties of W(T) are preserved under T* it follows that y* can 
be extended indefinitely. Proceeding now as in our discussion of eq. (4.1) 
we may conclude that eq. (4.10) has a unique solution y corresponding to 
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each continuous function rp defined and bounded by one on an interval 
[to - h, to], and y( t )  may be expressed as follows: 
y ( t )  = p(t), for t in [to - h, to], 
which implies that y(tz)  = y(tl) if and only if 
J f ,  J--k 
Hence we have that any possible periodic solution y*  of period p for eq. 
(4.10) must have the property that 
(4.15) r > * ( v )  dv  = 0 
for all t. 
We may write eq. (4.10) in the form 
-t(f) = -2 [~(o) - T(--h)] x( t  - .(?)){I - X ( t ) ' ) ,  
where 0 s T ( t )  _I h, and it follows that either x ( t )  -+ 0 as t -+ a, or x ( t )  
is zero on an unbounded set of points. If 7(r)  can be uniformly bounded 
away from zero for large 2, then we may use the procedure of Section 3 to 
establish the existence of periodic solutions and bounds for their periods. 
Computed periodic solutions over one period for the equation 
(4.16) a(t) = -{ax(t - I )  + px(r - 2)){1 - x(r)') 
are presented in Figure 6 where ( a ,  p)  = (3, 0), (6, O), ( I ,  I), (3, 3), (1, 2), 
and (2, 4). As was the case for eq. (4.9) there is strong experimental 
evidence to suppose the conjecture that the manifold of periodic solutions 
represented by these curves is asymptotically stable. Furthermore it can 
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be observed that the periods of these solutions is invariant under multipli- 
cation of the parameters u and p by a common factor. That is, if u and 
p are such that the corresponding eq. (4.16) has a periodic solution of 
periodp, then replacing u and p by u1 = ku and = kp respectively, 
t 
Figure 6 
k > 1, we again have that eq. (4.16) has a periodic solution of periodp. 
Finally we observe a very distinct quasi-sinusoidal symmetry in these 
curves and that larger values of the parameters u and p produce squarer 
wave forms. 
Let us now indicate how one may prove the quasi-sinusoidal nature of 
periodic solutions of (4.16) when a: = p. That is, let us outline a procedure 
by which it can be shown that corresponding to each u 2 1 the equation 
(4.17) i ( t )  = -u{x(t - 1) + x(t - 2)){1 - ~ ( t ) ~ )  
has a periodic solution of period p such that the following conditions are 
satisfied. 
(1) y( t )  = 0 if and only if t = np/2 when n = 0, f l ,  &2, . . . , and 
y(r) = -y(t + p/2)  for all t .  
(2) Ify(z) = 0, then y(z + p/4 - t )  = y(z + p/4 + t ) ,  for all t .  
(3) y(t)  > 0 implies j i ( t )  < 0 and y( t )  < 0 implies y( t )  > 0. 
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First of all we reason that if y is a periodic solution with the above 
mentioned symmetries, then we have that j(p/4) = 0 which implies by 
* our differential equation that 
(4.18) x(p/4 - 1) + x(p/4 - 2) = 0. 
* Furthermore properties (1) and (2) dictate that ~ ( - 4 )  + x(&) = 0, so 
by (4.18) we conclude that pi4 = 8 and p = 6. We observe that this 
value ofp checks with the indications of Figure 6.  
Let SZ denote the set of all real valued periodic functions of period 6 
defined on the real line which have continuous first derivatives, vanish at 
the origin, and satisfy symmetry conditions (1) and (2). For each y in SZ 
we define the norm 11 11 by the formula 
llyll = max {max {ly(t)l: t E R), 
Ql c 52 is the subset of all elements such that llyll < 1 and which are 
positive at  t = $. SZz c Ql is defined to be the set of all elements y 
which have continuous second derivatives bounded by 12a2 and satisfy 
symmetry condition (3). 
max {Ip(r)l: r E R)/2a).  
Now for eq. (4.17), formula (4.12) reduces to 
, Being guided by this formula we define an operator Ton SZ by the formula 
(4.20) T(y ( t ) )  = tanh ( - E  l [ y ( v  - 1) + y(v - 2)] dv] 
for ally in 52. I t  is easily verified that Tis completely continuous and that 
T(SZ,) c a,. Utilizing the quasi-linear nature of T for IJy JI small, we may 
also show that for E > 0 sufficiently small 
T(52, - N ( O ,  e ) )  c 0, - N(0,  kc) ,  k > 1 .  
, Hence we may conclude using Theorem 3 that T has a fixed point y* # 0 
in n,. That is, there exists a non-trivial periodic function of period 6 which 
has symmetry properties (l), (2),  and (3) and is such that 
y*( t )  = tanh ( - a  l [ y * ( v  - 1) + y*(v - 2)] dv , ] 
y* is clearly a solution of (4.17) and we have our desired result. 
Similarly it may be shown that for a sufficiently large the equation 
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has periodic solutions with symmetry properties (l), (2), and (3). In this 
case our symmetry conditions imply 
- w 4  + w e  = 0 
and we easily conclude that p must be 2h. Considering an operator T* 
defined by the formula 
for y in a space similar to Q, we are able to conclude that there is a non- 
trivial periodic function of period 2h which has symmetry properties (l), 
(2), and (3) and is a fixed point under T* and consequently a solution of 
(4.21). 
As our next example we note that for each M > (.rr/2) the equation 
(4.22) i ( t )  = -ctcrx(t - 1){1 - x(t)”, 
has periodic solutions of period 4 which are quasi-sinusoidal in the sense 
of symmetry conditions (l), (2), and (3). Furthermore, it may be shown 
that for each M 2 3 the corresponding solution with the indicated prop- 
erties is unique to within translations. The existence of such solutions 
may be established in the manner previously discussed for eqs. (4.17) and 
(4.21) using an operator T,  defined by the formula 
(4.23) 
or an operator T, defined by the formula 
(4.24) 
where in each case y is in an appropriate space. Our uniqueness result is 
simply a matter of observing that there is a neighborhood of the trivial 
element in the function space on which T, is defined which contains no 
non-trivial fixed points and that outside this neighborhood Tz2 is a con- 
tracting mapping. 
At this point it seems appropriate to consider a few function theo- 
retical properties of the periodic solutions of the functional equations 
discussed in this section. First of all it may be shown that the periodic 
solutions of eq. (4.9) and eq. (4.16) are analytic in a strip of the complex 
plane containing the real line and it seems reasonable to suppose that the 
same is true for the periodic solutions of much more general equations 
in the class represented by eqs. (4.1) and (4.10). 
, 
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Based on the following observations of Professor A. J. Macintyre, it 
seems clear that there is a very interesting connection between equations 
of type (4.10) and elliptic function theory. For let us consider the Jacoby 
elliptic functions sn(u), cn(u), and dn(u) defined by the formulas 
m(u) = sin 9 
c 
cn(u) = cos 9 
and 
where 0 < k2 < 1 and 
dn2(u) = (1 - k2 sin2 9) 
dv 
= l,/l - k2sin2v‘  
Letting 
a = s,”’2 de 
J1 - k2 sin2 0 
we have (7r/2) < a < co, 
and 
d - s~(u) = c ~ ( u )  . dn(u) 
du 
= sn(u + a){ 1 - k2sn2u}, 
sn(u - a) = -sn(u + a). 
Making the change of variablesy(u) = ksn(u) and t = u/a we get that 
Hence k sn(xt) is a solution of (4.22) and it is well known that this function 
is periodic of period 4 for all a > ( ~ / 2 )  and satisfies symmetry condition 
(1). (2), and (3). By our previously mentioned uniqueness result concerning 
periodic solutions of eq. (4.22) it follows that to within translations this 
Jacoby elliptic function is the unique periodic solution of (4.22) of period 
4. It may be shown, however, that equation (4.22) has other elliptic 
solutions of the same form but of smaller period if x is chosen sufficiently 
As has been pointed out in  [IO] essentially the same type of periodic 
behavior as exhibited by eqs. (4.8) and (4.22) has been shown to exist for 
more general scalar differential-difference equations of the form 
(4.25) k(t) = F(a,  x(t), x(t  - l)), 
where a is a real parameter and F(a ,  u, c) is jointly continuous in its 
1 
’ large. 
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arguments and locally Lipschitzian in u. For these results it is assumed 
that F(a ,  u, u) can be written in the form F ( K ,  u, u) = f ( u ,  u)g(u) when 
f ( ~ ,  u) = uu + O ( 9 )  as u + O , f ( a ,  u )  = 0 if and only if u = 0, and there 
exists a largest interval (a, b) containing the origin on which g is nonzero. 
One of the numbers a and b may be co or -a providing the other in a 
simple zero of g. It can be shown that for a properly chosen (4.25) has a 
manifold of periodic solutions of period w with the following properties : 
(a) If y is contained in M and y(to) = 0, then y has a single simple 
zero zo in (to, to + 0). 
, 
4 
( b )  y(7)  d7 = 0, 
for all real t .  
(c) For t in (to, to + w),  y ( t )  = 0 if and only if t = to + 1 or t = 
zo + 1. 
These results may be verified without difficulty using the techniques 
developed in [7] coupled with a straightforward perturbation procedure. 
Results of similar nature are also considered in [4]. 
As an example of a non-scalar system for which interesting results are 
obtainable using the techniques of this paper, we mention the following 
n-dimensional system : 
(4.26) & ( t )  = (at - 5 1' x3(r + O)dqJO))x,(t), 
(4.26) is a generalization of the famous Volterra-Lotka model used in 
mathematical biology to describe fluctuations in populations in a society 
of n species of organisms competing for food and mutually inhibiting or 
complimenting the growth of each other in various ways. The system also 
has other interpretations in biology and in the theory of mutually inhibiting 
and complimenting chemical reactions. Numerous special cases of (4.26) 
are considered from a heuristic point of view in biological literature of 
which references [17] and [18] are representative. We shall not present a 
detailed description of the behavior of solutions of this equation, since to 
do so properly would in itself require a paper of considerable length. 
However, a few superficial remarks seem appropriate at this point. 
Let us define C+([-h, O)] c C([-h,  01) to be such that ~1 = (ql, . . . , 
qn) in Ci([-h, 01) implies p,,(O) > 0 for i = 1, 2, . . . , n and all 8 in 
[-h, 01. One important observation to make in the analysis of (4.26) is 
that in the physically meaningful applications discussed above the param- 
eters of this equation are such as to imply that T as defined in the 
previous section is a positive operator on C+([-h, 01) for all t .  That is, 
i = 1, 2 , .  . . , n.  
3=1 -h 
I 
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t 2 0 and pl contained in CA([-/z, 01) imply T ( p ,  t )  is contained in 
C+([-h, 01). In addition, if pl is in C ( [ - h ,  01) and pl(0) = 0, then 
T(p, t )  = 0 for t 2 11. Furthermore, one may show in the most interesting 
cases that T is a uniformly bounded operator on bounded subsets of 
C+([-h, 01). More detailed analysis of (4.26) is centered around an 
investigation of the linear algebraic equation 
(4.27) A x  = a 
when A is the n x n matrix {l;lii(0) - qii(-h)} and a is the vector 
(al, . . . , an). Solutions of (4.27) obviously determine critical points of 
(4.26) and in many interesting cases these critical points can be shown to be 
asymptotically stable. In other cases one can establish the existence of 
periodic oscillations by the techniques discussed in the previous section of 
this paper. 
As a closing remark we mention an observation made by K. L. Cooke 
concerning the existence of periodic solutions of higher frequency. In 
particular, let us consider functional equations of the form 
(4.28) i ( t )  = af(x( t ) ,  x(t - l)), 
and assume we have established the existence of at least one periodic 
solution of (4.28) for each value of a > a, where a. is some specified 
positive constant. Choosing a particular value of al > x,,, let x, denote a 
corresponding periodic solution of period w, for eq. (4.28). We make the 
change of variables t = 87, where 8 is a parameter to be specified, and 
define y(7) = x,(&). Clearly we have 
3(7) = W ( Y ( 7 ) ,  x,(f37 - 1)) 
= Oaf(y(T), ~ ~ ( 8 7  - 1 - no,)), 
where n is an arbitrarily chosen positive integer. If we choose 8 = 
1 + nw(a), we have that 
a 
3(7) = 0q(y(7) ,  y(7 - I)), 
so y is a periodic solution of (4.26) when cc = ea,. Since the period of y 
is clearly equal to ma/( 1 + no,) we see that we may select periodic solution 
of arbitrarily small period by choosing a sufficiently large. Obviously then 
if CJ, can be shown to be bounded away from zero as a tends to infinity 
(as can be done in the cases of eqs. (4.9) and (4.16)), there must exist more 
than one periodic solution of (4.26) corresponding to each cc sufficient 
large. 
I . 
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