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Abstract 
We consider the Dirac equation with a generalized uncertainty principle in the presence of the 
Harmonic interaction and an external magnetic field.  By doing the study the momentum 
space, the problem solved in an exact analytical manner and the eigenfucntions reported in 
terms of the hypergeometric functions. 
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1. Introduction 
Quantum gravity, string theory, black-hole physics and doubly special relativity indicate that 
our ordinary Heisenberg uncertainty relation [1] should be modified into a generalized form 
which we call the generalized uncertainty principle (GUP) in the jargon [2,3]. Consequently, 
when the commutations relations, or equivalently the uncertainty principle, are modified, the 
wave equation is modified and thus the physics of the problem is altered as well. On the other 
hand, due to the experimental limitations and the energy scale, the theoretical studies become 
more urgent and appealing. There exist interesting papers that discuss various aspects of the 
problem with different wave equations of quantum mechanics including the Schrödinger and 
the relativistic wave equations [4-16]. Here, bearing in mind the impact of Dirac equation, 
Harmonic oscillator interaction and the GUP, we are going to consider the minimal length 
Dirac equation with a Harmonic term in the presence of an external magnetic field. On the 
contrary to ordinary Dirac equation, which has been solved by a lengthy list of 
phenomenological interaction [17-26], the equation has not been investigated in the minimal 
length formulation.  
Our work is organized as follows. We first revisit the modified quantum mechanics due to 
minimal length. At the next step, we introduce two specific conditions of Dirac equation and, 
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bearing in mind the physical significance of the harmonic oscillator interaction, we obtain 
solutions of the equation with this term when the effect an external magnetic field is included.  
 
2. The Generalized Uncertainty Principle 
In a proposed scenario, we consider the GUP   
2 , (1)p
p
x l
p


  

 
in which  , called the  the GUP parameter,  is determined form a fundamental theory []. At 
energies much below the Planck mass, the second term in the right hand side of the latter 
vanishes and we recover the well-known Heisenberg uncertainty principle. The GUP of Eq. 
(1) is equivalent to the modified commutation relation [4-8] 
2[ , ] (1 ), 0 1 (2)op opx p i p     
where ˆopx x  and 0 1  . When 0  , we recover the ordinary Heisenberg relation 
and the other extreme , i.e. 1   , corresponds to the so-called extreme quantum gravity. 
Eq. (2) gives the minimal length in this case as  
min
2 px l   . A representation of ˆix and 
ˆ
ip  which satisfies Eq. (2) may be taken as [4-8] 
 
2ˆ ˆ(1 ) , . (3)i i i
i
x i p p p
p


  

 
3. Dirac Equation with Mixed vector and scalar Harmonic potential 
Dirac equation with scalar potential S(r) and vector potential V (r) in momentum space  
posses the form (in units ħ = c = 1) [17] 
 . ( ( )) ( ) ( ) ( ), (4)M S r p E V r p          
where E,   and M  respectively denote the relativistic energy of the system,  two-
dimensional momentum operator and the mass of the fermionic particle.   and   as usual 
are  
0 0
, , (5)
0 0
I
I

 

   
    
   
 
where I  is a 2 × 2 unitary matrix and the spin matrices are 
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1 2
0 1 0
, . (6)
1 0 0
i
i
 
   
    
   
                                                        
In the Pauli–Dirac representation, the wavefunction is represented as 
( )
( ) , (7)
( )
p
p
p


 
   
 
 
and, by a combination of Eqs. (4)-(7), we obtain the following coupled equations [17] 
. ( ) [ ( ) ( )] ( ), (8 )
. ( ) [ ( ) ( )] ( ). (8 )
p E V r M S r p a
p E V r M S r p b
  
  
     
     
 
From now on, we use the famous notations  
( ) ( ) ( ), (9 )
( ) ( ) ( ). (9 )
r V r S r a
r V r S r b
   
     
Within the next sections, we will explore some special cases of the problem.  
2.1. The case of  ( ) 0r    
When the scalar potential ( )S r  equals the vector potential ( )V r , Eq. (9-a) becomes 
. ( ) [ 2 ( )] ( ), (10 )
.
( ) ( ). (10 )
p p p
n n n
p p
n np
n
p E M V r p a
p p b
E M
  
 

  

 
    

 

 
Substituting Eq. (10-b) into Eq. (10-a), we find  
2 2 2[ 2( ) ( )] ( ) [ ] ( ). (11)p p p pn n n nE M V r p E M p          
By considering
e
p A
c
   , the Dirac equation for a charged particle moving in a constant 
magnetic field appears as [17] 
2 2 2[( ) 2( ) ( )] ( ) [ ] ( ), (12)p p p pn n n n
e
p A E M V r p E M p
c
          
where the vector potential A is considered as 
ˆ ˆ
( , ,0)
2 2
By Bx
A    which corresponds to 
ˆB Bz . For the case of potential, we work on a Harmonic potential  
2
0( ) , (13)V r V r  
and therefore the Eq. (12) takes the form 
2 2 2 2 2ˆ ˆ ˆ ˆ[( ) ( ) ] 2( )( ) ] ( ) 0. (14)p p px x y y n n n
e e
p A i p A j E M x y M E p
c c
            
in which 
2
2
ˆ (1 ) , (15 )
ˆ (1 ) . (15 )
x
y
x i p a
p
y i p b
p



 


 

 
4 
 
Writing cos , sinx yp p p p   , Eq. (14) takes the form 
2 2 2
2 2 2 2
0
2 2 2
{( (1 ) )( (1 ) ) ( (1 ) )
2 2 2
( (1 ) )] 2( ) [( (1 ) )( (1 ) ) ( (1 ) )
2
( (1 ) )] } ( ) 0, (16)
x x y
y y x
p
y n
x x x y
p p
n n
y
e B e B e B
p i p p i p p i p
c p c p c p
e B
p i p E M V i p i p i p
c p p p p
i p M E p
p

 
  
   
 
  
      
  
   
        
   

    

which, via  
sin
cos ,
cos
sin , (17)
x
y
p p p
p p p






  
 
  
  
 
  
 
can be alternatively written as 
2 2 2 2 2 2 2 2 2
2 2 2 2 2
02 2 2 2
2 2 2 2 2 2
2
0 0 2 2
2 2 2
2 2 2
0 2 2
(1 )
[ (1 ) 2( ) (1 ) ] [ (1 )
4 2 4
(1 ) (1 )
4( ) (1 ) 2( ) ] [
4
(1 )
2( ) ] [ (1 )]
2
p
n
p p
n n
p
n n
e B e B e B p
p E M V p p p
c p c c p
p e B p
E M V p p E M V
p p c p
p eB
E M V i p p M E
p c

 


   
 
 


 
 
        

  
      

  
      
 
2 ] ( ) 0. (18)p pn p  
 
Proposing the separation of the variables 
( ) ( ) , (19)p p in np U p e

    
Eq. (18) transforms into  
 
2 2 2 2 2 2 2 2 2
2 2 2 2 2
02 2 2 2
2 2
2 2 2
0 0
2 2 2 2 2 2
2 2 2 2
02 2 2
(1 )
[ (1 ) 2( ) (1 ) ] [ (1 )
4 2 4
(1 )
4( ) (1 ) 2( ) ] [ (1 )
2
(1 ) (1 )
2 ( ) ]
4
p
n
p p
n n
p p p
n n n
e B e B e B p
p E M V p p p
c p c c p
p eB
E M V p p E M V p p
p p c
e B p p
E M V M E
c p p

 
  

   

   
 
  
 
        

 
       

 
     ( ) 0. (20)p 
 
To obtain solution of Eq. (20), we apply the transformation 2z p   and rewrite the latter as 
2
2
2
( ) ( )(1 ) 1
( ) ( ) 0, (21)
(1 ) (1 )
p pp
p p p pn n
n
d U z dU zz
z z U z
z z dz z zdz
 


  

    
 
 
where 
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2 2
02
2 2
0
2
22 2
2 0
2
2 22 2 2
2 0
2
22 2
2 0
2
8 ( ),
16
2 ( ).
21
( ),
2 4
4
( ) ,
2 2
2
( ). (22)
4
p p
n
p p
np p
p p
np p p p
p
p p n
np p p p p
p p
np p
e B
V E M
c
Ve B
E M
c
VeB e B
E M
c c
V EeB e B M
E M
c c
Ve B
E M
c






  

 
 
 
   
    
 
   
    
 
  
 
  
  
     
      
  
 
By comparing Eq. (21) with Eq. (A-6), we get 
 
1 2 3 1 2 3
2
4 5 6 7
2
8 9 10
2
11 12
2
13
1, , 1, , , ,
0, 1, ( 1) , ,
2 2
, ( 1) , 1 2 ,
2
2 2( ( 1) ), ,
2
1 ( ( 1) ), 23
2 2
p p p p
p p
p p
p
p p p p p
p
p p p p p
p p
p p p p
         
 
     

       

      
 
    
       
       
         
         
        
 
For this case, from Eq. (A-19), the wave function is
 2 21 ( 1) (2 ,2( ( 1) )
2 2 22 2 2( ) ( ) (1 (1 2 ), (24)
p p p
p p p p p p p
p
p
n nU p p p P p
  
      

   
           
   
 
where ( , ) (1 2 )nP z
    is the Jacobi polynomials  or 
  
( , ) 1(1 2 ) (1 ) [ (1 ) ], (25)
!
n
n n
n n
d
P z z z z z
n dz
             
 
Therefore,
 
( )pnU p can be writing vs. the hypergeometric function as
 
21 ( 1)
2 2 2 2
2 2
2 1
( ) ( ) (1
( , 2 2 ( 1) 1;2 1; ). (26)
2
p p
p p p
p
p
n
p
p p p p p
U p p p
F n n p
 
  

  

     
      
  
            
 
which immediately gives 
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21 ( 1)
2 2 2 2
2 2
2 1
( ) ( ) (1
( , 2 2 ( 1) 1;2 1; ) , (27)
2
p p
p p p
p
p
n
p
p p p p p i
p p p
F n n p e
 
  



  

     
      
  
             
and 
21 ( 1)
2 2 2 2
2 2
2 1
1
( ) ( ) (1.
( , 2 2 ( 1) 1;2 1; ) , (28)
2
p p
p p p
p
p
n n
p
p p p p p i
p N p p
E M
F n n p e
 
  

 

 

     
      

 
     
  
            
 
where nN   is the normalization constant and from Eq. (A-15), we have 
 
2
2
(2 1)( 1) (2 1)( ( 1) ) ( 1)
2 2
2 2 (( 1) ) 0. 29
2
p p
p p p p p p
p
p p p p p
n n n n n
 
     

    
             
       
 
2.2. The case of  ( ) 0r   
In this section, the scalar potential ( )S r is equal to the vector potential ( )V r and Eq. (8) 
becomes 
. ( ) [ 2 ( )] ( ). (30 )
.
( ) ( ). (30 )
s s s
n n n
s s
n n
p E M V r p b
p p b
E M
  
 
  

 
    

 

 
which, after eliminating one component in favor of the other, gives the decoupled equation  
2 2 2[ 2( ) ( )] ( ) [ ] ( ). (31)s s s sn n n nE M V r p E M p          
 Therefore, the equation with a constant magnetic field has the form 
2 2 2[( ) 2( ) ( )] ( ) [ ] ( ). (32)s s s sn n n n
e
p A E M V r p E M p
c
          
which, after inserting the Harmonic potential, appears as 
2 2 2 2 2ˆ ˆ ˆ ˆ[( ) ( ) ] 2( )( ) ] ( ) 0, (33)s s sx x y y n n n
e e
p A i p A j E M x y M E p
c c
            
or equivalently 
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2 2
2 2
2 2
0
cos cos
{( (1 )(sin ))( (1 )(sin ))
2 2
sin sin
( (1 )(cos )) ( (1 )(cos ))]
2 2
sin
2( ) [( (1 )(cos ))( (1 )(cos
x x
y y
p
n
e B e B
p i p p i p
c p p c p p
e B e B
p i p p i p
c p p c p p
E M V i p i p
p p

 
   
 
 
   
 

   

   
     
   
   
       
   
  
    
 
2 2 2 2
sin
))
cos cos
( (1 )(sin ))( (1 )(sin ))] } ( ) 0. (34)p sn n
p p
i p i p M E p
p p p p
 


 
    
 


 
   
       
   
 
Eq. (34) is more compactly is written in the form 
2 2 2 2 2 2 2 2 2
2 2 2 2 2
02 2 2 2
2 2 2 2 2 2
2
0 0 2 2
2 2 2
2 2 2
0 2 2
(1 )
[ (1 ) 2( ) (1 ) ] [ (1 )
4 2 4
(1 ) (1 )
4( ) (1 ) 2( ) ] [
4
(1 )
2( ) ] [ (1 )]
2
p
n
p p
n n
p
n n
e B e B e B p
p E M V p p p
c p c c p
p e B p
E M V p p E M V
p p c p
p eB
E M V i p p M E
p c

 


   
 
 


 
 
        

  
      

  
      
 
2 ] ( ) 0, (35)p sn p  
 
For proceeding further, via the solution 
( ) ( ) , (36)s s in np U p e

    
we remove the angle dependence and obtain   
2 2 2 2 2 2 2 2 2
2 2 2 2 2
02 2 2 2
2 2
2 2 2
0 0
2 2 2 2 2 2
2 2 2 2
02 2 2
(1 )
[ (1 ) 2( ) (1 ) ] [ (1 )
4 2 4
(1 )
4( ) (1 ) 2( ) ] [ (1 )
2
(1 ) (1 )
2 ( ) ]
4
p
n
p p
n n
p p s
n n n
e B e B e B p
p E M V p p p
c p c c p
p eB
E M V p p E M V p p
p p c
e B p p
E M V M E
c p p

 
  

   

   
 
  
 
        

 
       

 
     ( ) 0. (37)p 
 
The transformation
 
2z p  brings the latter into the form 
 
2
2
2
( ) ( )(1 ) 1
( ) ( ) 0, (38)
(1 ) (1 )
s ss
s s s sn n
n
d U z dU zz
z z U z
z z dz z zdz
 


  

    
 
 
with 
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2 2
02
2 2
0
2
22 2
2 0
2
2 22 2 2
2 0
2
22 2
2 0
2
8 ( ),
16
2 ( ).
21
( ),
2 4
4
( ) ,
2 2
2
( ). (39)
4
s s
n
s s
ns s
s s
ns s s s
s
s s n
ns s s s s
s s
ns s
e B
V E M
c
Ve B
E M
c
VeB e B
E M
c c
V EeB e B M
E M
c c
Ve B
E M
c






  

 
 
 
   
    
 
   
    
 
  
 
  
  
     
      
  
 
Finally, the corresponding eigenfunctions are 
21 ( 1)
2 2 2 2
2 2
2 1
( ) ( ) (1
( , 2 2 ( 1) 1;2 1; ). (40)
2
s s
s s s
s
s
n
s
s s s s s
U p p p
F n n p
 
  

  

     
      
  
            
 
which immediately gives 
 
21 ( 1)
2 2 2 2
2 2
2 1
( ) ( ) (1 )
( , 2 2 ( 1) 1;2 1; ) , (41)
2
s s
s s s
s
s
n
s
s s s s s i
p p p
F n n p e
 
  



  

     
      
  
             
and 
21 ( 1)
2 2 2 2
2 2
2 1
1
( ) ( ) (1.
( , 2 2 ( 1) 1;2 1; ) , (42)
2
s s
s s s
s
s
n n
s
s s s s s i
p N p p
E M
F n n p e
 
  

 

 

     
      

 
     
  
            
 
where nN   is the normalization constant and f with the corresponding energy relation being 
determined from 
 
2
2
(2 1)( 1) (2 1)( ( 1) ) ( 1)
2 2
2 2 (( 1) ) 0 43
2
s s
s s s s s s
s
s s s s s
n n n n n
 
     

    
             
       
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3. Conclusion 
By considering the generalized quantum mechanics, exact solution of the two-dimensional 
Dirac equation in a magnetic field in the presence of a minimal length has been obtained in 
terms of hypergeometric functions. We obtained a second-order differential equation which 
resembles the standard Schrodinger equation. We also reported the eigenfunctions and the 
energy eigenvalues. 
 
Appendix 
Parametric formulation of Nikiforov-Uvarov method 
The NU method, in its parametric form, solves [27] 
 
22
1 2 31 2
2 2
3 3
( ) ( ) ( ) 0 1
(1 ) [ (1 )]
n n n
s ssd d
s s s A
ds s s ds s s
   
  
 
  
   
 
 
Here, we give only the basic ingredients of the generalized NU method. In this case, we can 
obtain [27] 
1 2
3
2
1 2 3
( ) , ( 2)
( ) (1 ), ( 3)
( ) , ( 4)
s s A
s s s A
s s s A
  
 
   
  
  
    
 
Inserting the above equations into Eq. (A-6) leads to [27] 
2
4 5 6 3 7 8( ) ( ) ( ) , ( 5)s s k s k s A               
where 
4 1
5 2 3
2
6 5 1
7 4 5 2
2
8 4 3
1
(1 ), ( 6)
2
1
( 2 ), ( 7)
2
, ( 8)
2 , ( 9)
. ( 10)
A
A
A
A
A
 
  
  
   
  
  
  
  
  
  
 
and 
2
9 3 7 3 8 6 , ( .11)A         
one can easily see that different k values lead to different π(s)s. If we take 
7 3 8 8 9( 2 ) 2 , ( .12)k A         
π(s) becomes 
4 5 9 3 8 8( ) [( ) ), ( .13)s s s A            
10 
 
and then we find [27] 
1 4 2 5 9 3 8 8( ) 2 ( 2 ) [( ) ]. ( .14)s s s A                
with the above results as follows [27] 
 2 5 9 3 8 3 7 3 8 8 9(2 1) (2 1)( ) ( 1) 2 2 0 .15n n n n n A                      
In order to obtain the wave functions, one can use the following relations [27] 
10 11 3 10
10 11 3 10
12 13 312
12 13 3 10 11 3 1012
1 ( / ) 1
3
( 1,( / ) 1)
3
( / )
3
( / ) ( 1,( / ) 1)
3 3
( ) (1 ) , ( .16)
( ) (1 2 ), ( .17)
( ) (1 ) , ( .18)
( ) (1 ) (1 2 ), ( .19)
n n
n n
s s s A
s P s A
W s s s A
s s s P s A
   
   
  
      
 


 
  
  
 
    
 
  
 
   
 
where 
10 11 3 10( 1,( / ) 1)
3(1 2 )nP s
       
 is the Jacobi polynomials and [27] 
10 1 4 82 2 , ( .20)A       
11 2 5 9 3 8
12 4 8
13 5 9 3 8
2 2( ), ( .21)
, ( .22)
( ). ( .23)
A
A
A
     
  
    
   
 
  
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