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BPR Bank Jepara Artha merupakan salah satu bank yang menyediakan kredit untuk para 
pelaku UMKM (Usaha Mikro, Kecil dan Menengah). Dalam kegiatan pengkreditan pada 
BPR Bank Jepara Artha masih sering terjadi masalah kredit macet khususnya pada kredit 
pelaku UMKM, oleh karena itu dibutuhkan sebuah aplikasi prediksi kolektibilitas kredit 
calon debitur untuk meminimalisir terjadinya kredit macet. Penelitian ini menerapkan salah 
satu algoritma klasifikasi Data Mining pada aplikasi tersebut yang menghasilkan keluaran 
yang dapat berfungsi sebagai information sources atau second opinion yang dapat digunakan 
untuk bahan pertimbangan dalam pengambilan keputusan menerima atau menolak 
permohonan kredit. Algoritma yang digunakan adalah algoritma Dynamic K-Nearest 
Neighbor and Distance and Attribute Weighted yang merupakan pemilihan k secara dinamis, 
penambahan bobot atribut dan jarak pada algoritma k-Nearest Neighbor. Atribut-atribut 
yang digunakan untuk menentukan hasil prediksi adalah 5C (Character, Capacity, Capital, 
Collateral, Condition of Economic), penghasilan per bulan, status hutang di tempat lain, 
jumlah tanggungan, usia, jenis komoditi dan status usaha. Hasil pengukuran kinerja 
algoritma Dynamic K-Nearest Neighbor and Distance and Attribute Weighted menggunakan 
240 data nasabah lama, urutan tingkat kepentingan atribut yang ditentukan oleh domain 
expert dan 10-fold Cross Validation menghasilkan akurasi tertinggi sebesar 65,83% dengan 
nilai precision 56,10% dan nilai recall 50% untuk k=3. Penggunaan bobot atribut pada 
algoritma menghasilkan nilai akurasi, precision dan recall yang lebih tinggi daripada tanpa 
menggunakan bobot. Perubahan urutan tingkat kepentingan atribut yang ditentukan 
menggunakan Correlation Attribute Evaluation menghasilkan nilai recall yang lebih tinggi 
yaitu 54,35% untuk k=5 dibanding urutan tingkat kepentingan atribut yang ditentukan oleh 
domain expert. 
 
Kata kunci :  Prediksi kredit, Data Mining, Klasifikasi, Dynamic K-Nearest Neighbor and 






BPR Bank Jepara Artha is one of the banks that provide loan for activist of MSME (Micro, 
Small and Medium Enterprises). The  activity of loaning in BPR Bank Jepara Artha has bad 
loan issue that often occured especially on loan MSME activist, therefore it needs an 
application to predict the loan collectibility of debtor applicant to minimize the issue. This 
research applied one of Data Mining classification algorithms in the application that 
produces output that can serve as information sources or second opinion for the consideration 
in decision making to accept or reject the loan applicant. The algorithm that be used was 
Dynamic K-Nearest Neighbor and Distance and Attribute Weighted algorithm which is an 
dynamic selection of k, addition of attribute and distance weight on k-Nearest Neighbor 
algorithm. The attributes that be used to determine the prediction result are 5C (Character, 
Capacity, Capital, Collateral, Condition of Economic), monthly income, debt status 
elsewhere, number of dependents, age, type of commodity and business status. The results 
of Dynamic K-Nearest Neighbor and Distance and Attribute Weighted algorithm 
performance measurement use datas of 240 old customer, the order of importance of the 
attribute specified by domain expert and 10-fold Cross Validation yield the highest accuracy 
of 65.83% with precision value of 56.10% and recall value of 50% for k=3. Using weight 
attribute in this algorithm performs higher accuracy, precision and recall than the one which 
does not use it. The change in the order of importance of the attributes determined by 
Correlation Attribute Evaluation yield in a higher recall value of 54.35% for k=5 than the 
order of importance of the attributes determined by the domain expert. 
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Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, ruang 
lingkup, serta sistematika penulisan tugas akhir mengenai aplikasi prediksi kolektibilitas 
kredit calon debitur menggunakan algoritma Dynamic K-Nearest Neighbor and Distance 
and Attribute Weighted. 
1.1. Latar Belakang 
Bank mempunyai peranan penting dalam perkembangan perekonomian. Bentuk 
pelayanan bank bagi masyarakat menurut UU Perbankan No. 10 tahun 1998 adalah 
menghimpun dana dan menyalurkan kembali dana tersebut ke masyarakat dalam 
bentuk kredit dalam rangka meningkatkan taraf hidup masyarakat. Perbankan yang 
segmen pasarnya lebih banyak pada pengusaha UMKM (Usaha Mikro, Kecil dan 
Menengah) adalah Bank Perkreditan Rakyat (BPR). BPR menerima simpanan hanya 
dalam bentuk deposito berjangka, tabungan, dan menyalurkan dana sebagai usaha 
BPR (Herli, 2013). BPR Bank Jepara Artha merupakan salah satu bank di Kabupaten 
Jepara yang menyediakan dua jenis kredit, yaitu Kredit Multiguna dan Kredit Umum. 
Kredit Multiguna merupakan kredit yang disediakan untuk pegawai, sedangkan Kredit 
Umum merupakan kredit yang disediakan untuk para pelaku UMKM. 
Pemberian kredit merupakan kegiatan usaha yang dapat memberikan 
keuntungan besar namun sekaligus merupakan risiko terbesar. Di dalam kegiatan 
pengkreditan sering terjadi masalah kredit macet yang disebabkan oleh gagalnya 
pengembalian sebagian pinjaman yang diberikan kepada para peminjam. Oleh karena 
itu decision maker harus mampu mengambil keputusan yang tepat untuk menerima 
atau menolak permohonan kredit. Sebelum mengambil keputusan, pihak bank terlebih 
dahulu melakukan analisa kredit terhadap nasabah untuk mengetahui layak atau 
tidaknya nasabah tersebut menerima kredit. Penilaian dilakukan berdasarkan prinsip 
dasar pemberian kredit yang dikenal dengan prinsip “5 of Credit” yaitu Character 
(Keadaan Watak), Capacity (Kemampuan), Capital (Modal), Condition (Kondisi 
Sosial Ekonomi) dan Collateral (Barang yang diserahkan) dari calon debitur yang 
bersangkutan. Di dalam proses penilaian kredit atau sering juga disebut dengan analisa 




antara satu sama lain atas permohonan kredit, sehingga keputusan yang dihasilkan 
dapat berbeda. Keputusan yang dilakukan terdahulu dalam penerimaan kredit 
walaupun terdapat ketidakkonsistenan, pasti ada hasil yang sesuai prediksi (kredit 
lancar) ataupun tidak sesuai prediksi (kredit macet). Pada BPR Bank Jepara Artha jika 
dibandingkan dengan Kredit Multiguna, keberlangsungan Kredit Umum lebih sering 
terjadi adanya kredit macet dan proses analisisnya lebih rumit. Oleh karena itu, seiring 
bertambahnya para pengaju Kredit Umum dengan kondisi ekonomi yang berbeda-
beda, menuntut kejelian dalam pengambilan keputusan pemberian kredit. 
Dengan adanya perkembangan teknologi komputer di bidang sistem informasi 
masalah di atas dapat diminimalisir dengan sebuah aplikasi terkomputerisasi untuk 
memprediksi kolektibilitas kredit calon debitur kredit umum. Aplikasi yang 
dikembangkan sebagai information sources atau second opinion yang dapat digunakan 
sebagai bahan pertimbangan dalam pengambilan keputusan. Dengan memanfaatkan 
data debitur lama, dibutuhkan suatu teknik data mining yang dapat membangun model 
prediksi. Terdapat 2 jenis model prediksi, yaitu klasifikasi dan regresi. Dikarenakan 
kolektibilitas kredit berupa data diskrit/kategorial, maka yang dibutuhkan adalah 
klasifikasi. 
Ada banyak algoritma klasifikasi, yaitu C.45, k-Nearest Neighbor (k-NN), Naive 
Bayes dan lain-lain. Perbandingan algoritma klasifikasi yang dilakukan dengan 
menggunakan dataset yang sama dipaparkan dalam penelitian Shouman, et al. (2012). 
Penelitian tersebut menerapkan algoritma k-NN pada heart disease dataset untuk 
mendiagnosa pasien dan membandingkan hasilnya dengan penelitian lain yang 
menggunakan dataset yang sama tetapi dengan algoritma berbeda, seperti Decision 
Tree, Naive Bayes dan Neural Networks Ensembles. Hasil dari penelitian tersebut 
menunjukan bahwa k-NN meraih nilai akurasi lebih tinggi (97,4%) dibanding dengan 
nilai akurasi tertinggi dari penelitian lain yang dipaparkan yaitu Neural Networks 
Ensembles (89,01%) (Shouman, et al., 2012). 
Algoritma klasifikasi yang sering digunakan untuk kasus yang berkaitan dengan 
kredit adalah algoritma k-NN. Seperti penggunaan algoritma k-NN untuk 
mengidentifikasi dan memprediksi baik buruknya nasabah sebelum memberikan KUR 
pada Bank BRI Unit Kaliangkrik Magelang. Data diuji tingkat error-nya 
menggunakan teknik cross validation, hasil uji menunjukkan persentase tingkat error 




Contoh lainnya adalah penelitian yang membahas algoritma k-NN yang diterapkan 
pada data konsumen yang menggunakan jasa keuangan kredit kendaraan bermotor. 
Penelitian menghasilkan akurasi 81,46% dan nilai AUC 0,984. Karena nilai AUC 
berada dalam rentang 0,9 sampai 1,0 maka metode tersebut masuk dalam kategori 
sangat baik (excellent) (Leidiyana, 2013). 
Berdasarkan hasil penelitian sebelumnya mengenai algoritma klasifikasi dan 
beberapa kasus pengkreditan, menunjukkan bahwa algoritma k-NN mampu 
memberikan kinerja yang baik dan k-NN merupakan algoritma yang mudah dipahami 
dan diimplementasikan, sehingga penulis tertarik untuk menggunakan algoritma k-NN. 
Terdapat berbagai penelitian yang berfokus pada peningkatan akurasi k-NN, salah 
satunya adalah penelitian yang dilakukan oleh Wu, et al. (2012) yang memperkenalkan 
algoritma untuk meningkatkan akurasi k-NN. Penelitian tersebut diperkenalkan 
sebagai Dynamic K-Nearest Neighbour and Distance and Attribute Weighted yang 
disingkat DKNDAW. Dalam penelitian tersebut mereka memberi bobot pada atribut 
dan jarak serta menggunakan konsep pemilihan k dinamis untuk menyelesaikan tiga 
masalah utama k-NN. DKNDAW diuji secara eksperimental keefektifannya 
menggunakan 36 UCI dataset dengan nilai k=10 dan dibandingkan dengan k-NN dan 
metode dari penelitian-penelitian lain yang dikenal sebagai Weight Adjusted KNN 
(WAKNN), KNN with Distance Weighted (KNNDW), KNN Distance and Attribute 
Weighted (KNNDAW), dan Dynamic KNN (DKNN). Hasil dari eksperimen 
menunjukkan bahwa DKNDAW secara signifikan melebihi metode yang lainnya 
dengan menunjukkan akurasi klasifikasi rata-rata yaitu 84,82% (Wu, et al., 2012). 
Untuk menghasilkan kinerja yang lebih baik, aplikasi prediksi kolektibilitas 
kredit calon debitur akan dibangun dengan menggunakan algoritma yang diadopsi dari 
penelitian Wu, et al. (2012) yaitu DKNDAW. Namun, tidak semua metode yang 
digunakan pada DKNDAW akan diadopsi. Pada DKNDAW, Wu et al. (2012) 
menggunakan metode Mutual Information untuk menentukan bobot atribut dari 36 
UCI dataset. Sedangkan pada penelitian ini akan menggunakan metode ROC (Rank 
Order Centroid) untuk menentukan bobot atribut, karena pada penelitian ini terdapat 
domain expert yang menentukan tingkat kepentingan atribut yang digunakan. 
Dalam perbankan, kolektibilitas kredit digolongkan menjadi 4, yaitu Lancar, 
Kurang Lancar, Diragukan dan Macet. Namun kolektibilitas kredit yang dijadikan 




kolektibilitas Kurang Lancar dan Diragukan merupakan proses transisi dari Lancar 
menuju Macet ataupun sebaliknya, sehingga dianggap tidak diperlukan untuk 
memprediksi kelas tersebut. Alasan lain adalah komposisi kolektibilitas Kurang 
Lancar dan Diragukan pada data sangat jarang/sedikit dan jika kolektibilitas Kurang 
Lancar dan Diragukan diikutkan pada data training, maka akan terjadi bias pada kelas 
minoritas. 
Aplikasi prediksi kolektibilitas kredit calon debitur yang memanfaatkan 
algoritma k-NN ini diharapkan mampu memberikan hasil output yang akurat dan akan 
dijadikan acuan oleh decision maker dalam membantu mempermudah mengambil 
keputusan. 
1.2. Rumusan Masalah 
Berdasarkan latar belakang yang telah dijelaskan, maka dapat dirumuskan suatu 
permasalahan yaitu : 
1. Bagaimana menerapkan algoritma Dynamic K-Nearest Neighbor and Distance 
and Attribute Weighted pada aplikasi prediksi kolektibilitas kredit calon debitur? 
2. Bagaimana pengaruh bobot atribut pada algoritma Dynamic K-Nearest Neighbor 
and Distance and Attribute Weighted terhadap kinerja yang dihasilkan? 
1.3. Tujuan dan Manfaat 
Tujuan yang dicapai dalam penelitian Tugas Akhir ini adalah menghasilkan 
aplikasi untuk melakukan prediksi kolektibilitas kredit calon debitur menggunakan 
algoritma Dynamic K-Nearest Neighbor and Distance and Attribute Weighted. 
Adapun manfaat yang diharapkan dari penelitian ini adalah sebagai berikut : 
1. Sebagai sarana aplikasi yang dapat membantu pihak bank mendapatkan second 
opinion untuk mempermudah dalam pengambilan keputusan dengan tepat dan 
akurat kepada calon penerima kredit. 






1.4. Ruang Lingkup 
Dalam penyusunan tugas akhir ini, diberikan ruang lingkup yang jelas agar 
pembahasan lebih terarah dan tidak menyimpang dari tujuan penulisan. Adapun ruang 
lingkup dalam penelitian ini adalah sebagai berikut : 
1. Data yang digunakan pada penelitian ini diperoleh dari BPR Bank Jepara Artha 
yang memuat data nasabah kredit umum yang telah menerima kredit dari tahun 
realisasi 2012 sampai Mei 2017 yang tercatat pada Februari 2018. 
2. Aplikasi yang dibangun menggunakan model proses pengembangan perangkat 
lunak Waterfall serta metode pengembangan Object Oriented Analys and 
Design. 
3. Aplikasi yang dibangun merupakan aplikasi berbasis desktop yang 
menggunakan bahasa pemrograman Java dan Database Management System 
MySQL. 
1.5. Sistematika Penulisan 
Sistematika penulisan yang digunakan dalam tugas akhir ini terbagi dalam 
beberapa pokok bahasan, yaitu : 
BAB I PENDAHULUAN 
Bab ini membahas latar belakang, rumusan masalah, tujuan dan manfaat, 
ruang lingkup, serta sistematika penulisan dalam penyusunan tugas akhir. 
BAB II TINJAUAN PUSTAKA 
Bab ini menyajikan penelitian terkini dan dasar teori yang digunakan untuk 
membantu dalam pembuatan tugas akhir. Dasar teori yang digunakan dalam 
penyusunan tugas akhir ini terdiri dari penjelasan mengenai kredit, data 
mining, Knowledge Discovery Databases (KDD), klasifikasi, algoritma k-
Nearest Neighbor, n-fold cross validation, confusion matrix, metode 
pengembangan, serta model pengembangan perangkat lunak. 
BAB III METODOLOGI PENELITIAN 
Bab ini menyajikan tahapan-tahapan penyelesaian masalah yang dilakukan 
berdasarkan tahapan KDD, dari pemahaman domain dan tujuan KDD hingga 
menerapkan algoritma data mining serta pembahasan dari tahapan 





BAB IV HASIL DAN PEMBAHASAN 
Bab ini menyajikan hasil dan pembahasan dari implementasi dan pengujian 
aplikasi, tahapan KDD lanjutan berupa pengukuran kinerja, pembagian data 
latih dan data uji, penyusunan skenario pengukuran kinerja, analisis hasil 
skenario pengukuran kinerja dan penemuan pengetahuan. 
BAB V PENUTUPAN 
Bab ini berisi kesimpulan dari uraian yang telah dijabarkan pada bab-bab 
sebelumnya dan saran untuk pengembangan penelitian lebih lanjut.  
