ABSTRACT This paper proposes a novel design of nonlinearity preprocessor for impulsive noise suppression. This design is developed based on Gaussianization of noise distribution and generalized matching of the desired signal. The Gaussianization and generalized matching (GGM) nonlinearity has two advantages. First, the GGM nonlinearity is robust and only slightly suboptimal in various models of impulsive noise. Contrarily, traditional nonlinearity is generally designed and limited to a specific noise model. Second, the GGM can be designed in a nonparametric way without noise models, but just based on noise samples and kernel density estimation. Thus, the GGM design is more robust and less sensitive to noise models than existing parametric nonlinearity approaches. Three widely-used models of impulsive noise, i.e., the α-stable distribution, the Middleton class-A model, and the Gaussian mixture model are employed for numerical demonstration. The simulation results show that the GGM nonlinearity is slightly suboptimal relative to the locally optimal detector, whereas traditional clipper and a blanker are not robust in different models. For the case when the noise distribution is unknown, the GGM design can outperform the locally optimal detectors which are based on incorrect parameters or models. Hence, the GGM nonlinearity is a promising choice in practice when neither the noise model nor the parameter is known a prior.
I. INTRODUCTION
Generally, wireless communication receivers are designed based on linear correlation which is optimal in additive Gaussian noise. However, there are many scenarios where impulsive noise is dominant, such as the atmospheric noise in long wave communications, the impulsive noise in power line communications [1] - [3] . With heavy tails in the probability density function (PDF), the impulsive noise can cause significant degradation of traditional receivers.
For modeling impulsive noise, the symmetric α-stable (SαS) distribution and the Middleton class-A distribution are widely-used, without closed-form PDFs [4] - [6] . Mixture models can simplify the PDFs by using the existing heavy-tailed distributions, such as the Cauchy-Gaussian
The associate editor coordinating the review of this manuscript and approving it for publication was Khaled Rabie. mixture (CGM) model [7] , [8] and the Gaussian-Laplacian mixture (GLM) model [9] , [10] . The Bernoulli-Gaussian model referred to as two-component mixture-Gaussian model is also widely accepted and frequently used for impulsive noise analysis [11] - [13] .
As is well known, optimal detection in non-Gaussian noise requires nonlinear processing. The locally optimal detector (LOD), developed based on the maximum likelihood in low signal-to-noise ratio (SNR), can obtain the optimal detection performance in impulsive noise [14] , [15] . Compared with traditional receivers, the LOD contains an extra nonlinear preprocessor. Unfortunately, the LOD nonlinearity may bear high computational complexity if impulsive noise models cannot provide closed-form PDFs.
Nonlinear preprocessors, combined with linear correlation or matched filter, are usually used to replace the maximum likelihood detector (MLD) and the LOD in practical applications. In the preprocessors, zero-memory nonlinearity (ZMNL) functions are employed to transform the noise amplitude and suppress the impulsive noise. Generally, the nonlinearity is designed and limited to a specific noise model, which means that its performance degrades greatly with other models.
Most nonlinearity designs follow the path of proposing the ZMNL function and optimization under certain criteria. Among the ZMNL functions, the blanker and the clipper are two traditional preprocessors which are widely-used for different noise models, including the SαS model, the class-A model, and the Bernoulli process. Besides, other specific nonlinearities are also developed, such as deep clipping, hybrid of clipping and blanking [13] , [16] . These ZMNL functions generally contain some parameters, e.g. the thresholds, to be optimized. The maximization of the output SNR is the most widely-used criterion, since the SNR is closely related to detection performance [16] - [18] . Besides, a trade-off between false alarm and detection probability is considered sometimes [19] , [20] . The PDF analysis can also contribute to calculating the thresholds [3] .
Some nonlinearity designs develop specific ZMNL functions by approximating the LOD. If a non-analytic PDF is approximated by a closed-form formula, we can get access to the closed-form nonlinearity. For the SαS model, the CGM model in [7] , the Bi-parameter CGM model in [8] , and the polynomial functions in [21] are used to approximate the SαS PDF by closed-form functions, so as to simplify the ZMNL function. Recently, a K-component Gaussian mixture model (K-GMM) has been proposed to approximate realistic distributions and so provides closed-form multiple-threshold suppressors [22] . New ZMNL functions can be drawn based on the LOD analysis. The Cauchy LOD is modified to approximate the SαS LOD in [23] . The algebraic tail is proposed based on the approximation of the tails of the SαS PDF and LOD.
This paper discusses the GGM nonlinearity design, in a novel way different from the above designs. In [24] , our previous work has proposed the idea of Gaussianization and generalized matching [15] , [25] . This paper extends the discussion of the GGM nonlinearity in four aspects. First, the rigorous development of the GGM nonlinearity is presented. Second, the threshold of the linear region is theoretically analyzed for the GGM design. Third, the GGM nonlinearity is tested for the widely-used Gaussian mixture model. Finally, the GGM application is discussed and compared with the parametric LOD.
One well deserved merit of the GGM nonlinearity is its robustness under unknown noise models. The GGM nonlinearity can be designed in a nonparametric way and is applicable based on an imprecise estimate of the noise PDF by kernel density estimator [26] , without the need of noise model. Contrarily, existing nonlinearity design always needs the noise model or an accurate PDF. For instance, the detector based on nonparametric density-estimate in [27] requires sophisticated design with high complexity for the sensitivity in estimation error.
Three features of the GGM nonlinearity are highlighted as follows.
• The GGM nonlinearity is robust and suboptimal for signal detection in impulsive noise. It is useful for various models, not limited for a specific model.
• The GGM nonlinearity can be designed based on noise samples, without the need for noise model. Small sample sizes can support an effective GGM design.
• The GGM design is recommended as a robust choice when noise models or parameters are unknown, to avoid the risk of using wrong models or inaccurate parameters. The rest of this paper is organized as follows. Section II introduces the signal model and the nonlinearity preprocessor. Section III derives the GGM nonlinearity. The GGM design is presented in Section IV. Then, Section V analyzes the performance of the GGM nonlinearity and the GGM design. Section VI discusses the application of GGM design and compares it with parametric detectors. Finally, conclusions are drawn in Section VII.
II. SIGNAL MODEL AND NONLINEARITY PREPROCESSOR
Consider the coherent detection of a deterministic waveform s [m] , m = 1, 2, . . . , M , where M is the sample size. In the presence of additive white noise w [m] , the received signal model is
where ξ denotes the signal amplitude. Model (1) is able to describe a wide range of signal detection scenarios, such as radar systems and communication systems, by adapting the definitions of s[m] and ξ across different hypotheses. As proved in [15] , the LOD is optimal in low SNR for detecting the signal s [m] from received data r [m] . In the LOD, the linear correlation is employed after the nonlinear preprocessor of r [m] . The ZMNL function of the LOD preprocessor is given as
where f (x) is the PDF of the noise. However, if g lo (x) in (2) is unavailable in closed-form, the LOD bears high computational complexity and may not be easy to apply. For example, the α-stable distribution cannot provide a closed-form PDF generally, while the class-A/B distribution presents the PDF in infinite series. None of them provides a closed-form expression.
To replace the LOD nonlinearity, various ZMNL functions are developed for different models of impulsive noise, as introduced before. By using a ZMNL function g(x) in the preprocessor, the correlation output is given as
The designed ZMNLs are useful for impulsive noise suppression, though some performance loss is incurred compared to the LOD. However, traditional ZMNLs are only designed for specified and prior known distributions. This paper attempts to develop a new nonlinearity preprocessor which can be robust for different kinds of impulsive noise models. It can work effectively based on noise samples without prior knowledge about the noise distribution. Consequently, Gaussianization process is considered since it is insensitive to PDF estimate error.
III. PROPOSITION OF THE GGM NONLINEARITY A. INTRODUCTION OF GAUSSIANIZATION
The fact that impulsive noise greatly degrades the performance of traditional linear correlation is mainly caused by the overly large magnitudes in the heavy tails of the PDF f (x). A ZMNL limiter that suppresses the large magnitudes is useful for impulsive noise suppression. The Gaussianization method transforms the impulsive noise to be Gaussian distributed [25] , resulting in the elimination of the excessive amount of large magnitudes.
Considering that the Gaussianization transforms the non-Gaussian noise to be standard normally distributed, then, the Gaussianization function is defined as
where F(x) and f (x) denote the cumulative density function (CDF) and the PDF of the noise, respectively, and
2 )dt. In the conventional receiver given in (3), the Gaussianization function (x) is used as the nonlinearity g(x) to suppress the impulsive noise [25] . For received data r[m], the Gaussianization output is (r[m]). Then, the linear correlation leads to the test statistic as
The Gaussianization-based receiver (5) has certain improvement on the detection performance, as demonstrated in [25] . However, there is a clear gap between the performances of the LOD and the Gaussianization.
B. SIGNAL DETECTION AFTER GAUSSIANIZATION
Receiver (5) succeeds in using the Gaussianization to suppress the large magnitudes of impulsive noise, but fails to employ a matched filtering of the desired signal which has been already changed by the Gaussianization. The following discusses the detection of s [m] in the Gaussianized data of the signal model (1) . Two assumptions are made about the SNR and the PDF respectively. Assumption 1: The SNR is very low and the signal amplitude is rather small in (1), so that ξ ≈ 0 and
Assumption 2: The PDF of impulsive noise is even and unimodal. The Gaussianization function (x) in (4) is continuous and odd.
For signal detection in (1), the Gaussianization preprocessing by (4) is employed, yielding
By (1), we rewrite r[m] as
Then, considering the low SNR under Assumption 1, given 
Noticing that w[m] is white noise, we consider (r[m]) as additive white Gaussian noise (AWGN). Thus, detecting s[m] in (8) is equivalent to detecting s[m] in AWGN, from the data r[m] rewritten as
Recall that the matched filter is the theoretically optimal detector in AWGN. 1 The test statistic in (11) can be also explained in the following way. Recall the classical problem of signal detection in colored noise. The received data is firstly whitened by the noise covariance matrix, and then linearly correlated to the generalized signal [15] , which can be summarized as ''generalized matching after whitening''. Similarly, (11) can be considered as ''generalized matching after Gaussianization''. Thus, our method is summarized to be based on Gaussianization and Generalized Matching (GGM).
C. THE GGM NONLINEARITY
By defining a new ZMNL function
1 The matched filter theory is derived under the condition that the signal and the noise are independent. However, as can see from (9) , s [m] and (r[m]) are related. Thus, the matched filter theory is not strictly satisfied here. We consider the matched filter as an intuition inspired by the powerful features of the widely-used matched filter. the test statistic in (11) can be written as
The calculation of (13) contains a two-step structure, the same as the conventional detector in (3). When the PDF f (x) is known, the GGM nonlinearity can calculate G(x) directly from (4) and (12) . Note that regardless of the PDF being analytical, the Gaussianization function (x) and the GGM function G(x) are generally computed by numerical methods. Though this seems computationally complex, this is within the operation capacity of modern devices.
For illustration, Fig.1 plots the GGM nonlinearity for the SαS noise which will be introduced in subsection V-B. We can see that the GGM curve ''GGM-by PDF'' has a basic shape similarly to the LOD curve. The curves are nearly straight around (−2, 2). The GGM nonlinearity limits the large magnitudes more moderately than the LOD.
IV. THE GGM DESIGN IN A NONPARAMETRIC WAY
The GGM nonlinearity has an important advantage that it is convenient to work with based on real data in a nonparametric way, without prior knowledge of the noise distribution or model.
As shown in (12) , the GGM function depends on the noise PDF f (x). If the noise PDF f (x) is unknown, the GGM function can be designed based on the PDF estimate. In practice, a PDF estimate is often obtained based on real noise data. Hence, the kernel density estimation (KDE) method is available even when the noise model is unknown.
A. NONPARAMETRIC ESTIMATION
The KDE method works as follows. Suppose that N random samples X [n], n = 1, 2, . . . , N , are independently and identically distributed (i.i.d.). By using a kernel function K(·), the KDE method gives the estimate of the PDF f (x) as
where h > 0 is the bandwidth of the kernel smooth window.
For the estimation of impulsive noise PDF, the Gaussian kernel is an appropriate choice for K(·). Meanwhile, other types of kernels, such as the rectangle and the triangle, make little difference in the estimation accuracy.
The bandwidth h is essential for the accuracy of PDF estimate. Herein, we employ the method proposed in [26] , by taking
which is simple and effective for long-tailed distributions, where X IQR is the interquartile range of the samples. Then, based on the PDF estimate f (x), we have the estimate of the Gaussianization function as
The Gaussianization estimate (x) is robust to the estimation error between f (x) and f (x), since the integral operation can suppress the effect of estimation error. Hence, it is unnecessary to reduce the estimation error deliberately by any sophisticated design of the bandwidth or dynamic process of the KDE, at the price of increased complexity.
By the way, note that it is not easy to use f (x) to calculate the LOD nonlinearity g lo (x). Since g lo (x) uses f (x) as a denominator, the error between f (x) and f (x) will be greatly increased, especially when f (x) is small.
B. THE GGM DESIGN
By the Gaussianization estimate (x), the GGM function is estimated as
Herein, the region x ≈ 0 is worthy of attention. When (17) uses x as the denominator, x ≈ 0 will make the estimation unreliable. For illustration, Fig.1 shows the estimate G(x) in SαS noise based on 1000 samples. Clearly, G(x) contains irregular samples for x ≈ 0. The GGM function needs extra design in the low magnitude region. Actually, The fact that g(x) is nearly linear for x ≈ 0 holds true not only for the LOD nonlinearity, but also for all the ZMNL designs. This is the common point for the distributions of impulsive noise.
As shown in Fig. 1 , G(x) is almost straight in the neighborhood of zero. Hence, we design the GGM function to be linear in (−x 0 , x 0 ), where x 0 denotes the threshold of the linear region.
The evaluation of x 0 can be based on the linearity analysis of (x). The correlation coefficient between (x) and x
is introduced as a measurement of linearity. Based on the analysis in Appendix A, we can set
where ρ 0 is the linearity threshold, which is close to 1.
Alternatively, a simple method for the evaluation of x 0 , suggested by practical experience, sets (20) as the nearest decile of noise samples module. Finally, the Gaussianization function is designed as
Then, the GGM function is constructed as
As can be seen from the neighborhood of zero in Fig.1 , the GGM design G(x) corrects the irregular points of the GGM estimate G(x) for x ≈ 0. The GGM design G(x) has a similar shape to the ideal GGM G(x). The similarity between them will grow when the sample size N becomes larger.
V. PERFORMANCES ANALYSIS OF THE GGM NONLINEARITY
The performance of the GGM nonlinearity and the GGM design is analyzed in this section. The LOD and the optimal designs of blanker and clipper are simulated for comparison.
A. EFFICACY FUNCTION AND BLANKER/CLIPPER DESIGN
The optimality of nonlinearity g(x) can be measured by its efficacy function. As introduced in [3] , [28] , the efficacy function is defined as (23) which represents the impacts of the noise and the nonlinearity on the output SNR of the detector (3).
The importance of efficacy function is due to its close relation to detection performance. For instance, a binary phase-shift keying (BPSK) system can achieve the minimum BER
where E s denotes the signal energy. When radars employ the constant false alarm ratio (FAR) technique for desired FAR P fa , the detection probability P D is given by
Detailed discussion about the efficacy and detection performance is deferred to Appendix B. The efficacy of the GGM nonlinearity can be calculated for various models of impulsive noise, so as to shed light on the detection performance. Popular noise models are introduced in Section I and their PDFs can be found in the references.
For the GGM efficacy simulation in a known distribution, we substitute the noise PDF f (x) into (4), get G(x) from (12), and obtain the efficacy η(G, f ) by (23) . For the GGM design, we use the design function G(x) in (22) to calculate the efficacy η( G, f ) by (23) .
Conventional ZMNL function design is considered for comparison. Among the ZMNLs, the blanker and the clipper are mostly considered. They are formulated as (27) where L bl and L cl are the blocking blanker and clipper thresholds, respectively. The thresholds should vary for different noise distributions. Researchers have developed many methods for the threshold evaluation in different models. Discussion about the threshold evaluation can be found in a variety of papers from different views, such as the PDF analysis [3] , [22] , the output SNR maximization [13] , [16] , and the signal power and parameters estimation [7] , [29] , [30] .
Herein, we define the optimal blanker and clipper as corresponding to the maximum efficacy, given by
which are achieved by numerical simulations in this paper.
The following simulates the efficacy of the GGM nonlinearity and compare with the efficacy of the LOD and the optimal designs of blanker and clipper. The impact of sample size is also simulated for the GGM design.
B. EFFICACY ANALYSIS IN THE SαS NOISE
Consider the SαS noise which is symmetric relative to zero, with a characteristic function in the form α,γ (w) = exp −γ |w|
where α ∈ (0, 2] denotes the characteristic exponent, γ = σ α denotes the dispersion. A smaller α means heavier tails.
Generally, the SαS probability density does not exist in closed-form, except for the Gaussian distribution α = 2 and the Cauchy distribution α = 1. As a result, the SαS PDF is calculated numerically, by
where IFT (·) denotes the inverse Fourier transformation. Obviously, f α,γ (x) is even and unimodal. Firstly, we compare the ZMNL functions of the GGM method, the LOD, and the optimal designs of blanker VOLUME 7, 2019 FIGURE 2. The GGM, the LOD, the optimal blanker, and the optimal clipper in the SαS noise for γ = 1. and clipper. The GGM function is calculated by (11) based on the PDF f α,γ (x), as shown in Fig. 2(a) for α = 1.5, γ = 1. We can see the GGM function is obviously different from the LOD which is optimal. The GGM reaches its top at x = 3.3 and then decreases slowly, while the LOD achieves its maximum at x = 2.2 and then falls faster. The thresholds of the blanker and the clipper are also significantly different.
Secondly, the efficacy of ZMNL function is calculated for various SαS distributions by changing α. As shown in Fig. 2(b) , the LOD obtains the maximum efficacy. The clipper and the GGM are suboptimal, while the blanker is much worse. This is because the LOD tail is more similar to the clipper and the GGM tails than the blanker tail. Besides, as α grows from 1 to 1.9, the GGM efficacy achieves increasing percentage, from 86.8% to 99.3%, of the optimal efficacy.
Thirdly, the GGM design is simulated for various sample sizes. From the efficacy curves shown in Fig. 2(c) , we can see that the GGM design based on N ≥ 5000 samples almost reaches the maximum efficacy due to the ideal GGM G(x). For N ≤ 500, the GGM design achieves much lower efficacy. At N = 1000, about 95% of the maximum efficacy is kept by the GGM design.
Finally, we investigate the PDF estimation accuracy which can be degraded by a small sample size or an unsuitable KDE parameter. The estimation accuracy is measured in terms of the L 1 error [9] , by
In Fig. 2(c) , for the sample size N = [10 5 , 10 4 , 10 3 , 10 2 ], the average PDF error is D L 1 = [0.02, 0.05, 0.10, 0.22], respectively. Besides, for the simulation of an unsuitable bandwidth, h is replaced by 0.1h or 0.01h in the KDE. As a result, the error of the PDF estimate is increased by factors of 2.6 and 6.9. However, the efficacy almost remains the same.
C. EFFICACY ANALYSIS IN THE CLASS-A NOISE
The Middleton class-A noise gives the PDF in infinite series
where σ 2 m = σ 2 (m/A + )/(1 + ) is the variance of the mth component, σ 2 is the total noise power, A is referred to as impulsive index, and is referred to as the Gaussian-toimpulsive ratio [16] . Clearly, f A, ,σ (x) is even and unimodal.
Firstly, we compare the GGM function and the LOD nonlinearity in Fig. 3(a) , for A = 0.1, = 0.01, σ = 1, where the gain of the LOD is linearly adjusted to fit the figure size. We see that the GGM function is different from the LOD. The GGM maximum is located lower than that of the LOD, while its tail decays much slower than the LOD. The clipper threshold is much smaller than the blanker threshold.
Secondly, we calculate the efficacy of ZMNL functions in the class-A noise for varying impulsive index A. As can be seen in Fig. 3(b) , the LOD achieves the maximum efficacy. 2 The GGM nonlinearity achieves 91.4 percent of the maximum efficacy on average. The blanker is better than the GGM function, whereas the clipper performs worse.
Thirdly, Fig. 3(c) plots the efficacy of GGM design for varying sample size N . As can be seen, the GGM design for N ≥ 1000 almost keeps the efficacy of the ideal GGM. However, the GGM design becomes non-robust for N ≤ 200. It shows that the GGM design requires a smaller sample size for the class-A noise than the SαS noise. 
D. SUMMARY OF EFFICACY ANALYSIS
The performance analysis of the GGM nonlinearity and its efficacy demonstrates that the GGM method is suboptimal and robust. Mostly, the GGM nonlinearity achieves more than 90% of the optimal efficacy from the LOD. The GGM nonlinearity performs robustly in the families of both the SαS noise and the class-A noise. On the contrary, the blanker and the clipper are only suitable for one model, but degrade greatly in the other model.
The GGM design works effectively and robustly in a nonparametric way. Simulations show that the sample size N = 5000 makes the GGM design achieve nearly the ideal GGM efficacy, while N = 1000 can support 95%. As the GGM design raises a low requirement on the PDF estimation accuracy, it is effective based on a small sample size and a wide range of KDE parameters.
VI. DISCUSSION OF APPLYING THE GGM DESIGN
The GGM nonlinearity is suboptimal when the noise model and its parameters are known a priori. If so, the GGM nonlinearity is only slightly suboptimal compared with the LOD, and maybe less attractive than the clipper or blanker. However, the GGM nonlinearity has the merit that it can be easily applied based on noise samples, without prior knowledge of the noise distribution.
This merit makes the GGM design of great value to apply in the cases when the noise model or parameters are unknown. For example, the GGM design is more robust than the blanker or clipper. As discussed before, the clipper is effective in the SαS noise, whereas the blanker is effective in the class-A noise. If we use them correctly, their efficacy is a bit better than the GGM design. However, if the noise models are uncertain and we use them incorrectly, their efficacy is much less than the GGM efficacy.
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The following subsections compare the applications of the GGM design and the parametric LOD in two cases. Section VI-A considers the case when the noise model is known but we need to estimate its parameters. Section VI-B considers the case when the model is unknown and we have to make an assumption.
A. COMPARISON WITH BIASED ESTIMATION OF NOISE PARAMETER
In practice, communication systems may know the noise model, but still needs to estimate the noise parameters in real-time and uses the estimates to design nonlinear detectors. The performance loss caused by the estimation bias must be taken into account. Consequently, it is possible that the performance loss is so much that the LOD is less preferred than the GGM design.
Simulations are employed to investigate the impacts of parameter estimation error. Note that characteristic parameters of noise models are generally only effective in certain ranges, such as 0 < α ≤ 2 and 0.01 ≤ A ≤ 1.
To simplify the simulation, we consider the estimate bias in covariance estimation. The root fractional mean square error (RFMSE) |σ − σ |/σ is adopted to measure the bias, wherê σ denotes the covariance estimate [31] . The LOD is designed based on biased covariance estimate and real values of other parameters.
We compare the efficacy of the GGM design and the LOD design, as well as their BER performances in BPSK modulation systems. Consider the SαS noise with α = 1.5 and γ = σ = 1. On one hand, the GGM design is based on N = 10 4 SαS samples and achieves the efficacy 0.402. On the other hand, the LOD design supposes that α = 1.5 is known and the covariance is estimated asσ = [1, 1.1, 1.5, 2, 3]σ respectively. Then, the LODs are calculated and achieve efficacy [0.428, 0.427, 0.409, 0.379, 0.328]. The simulated BER performances are shown in Fig. 4(a) , where the generalized SNR (GSNR) is defined as ξ 2 /γ for E s = 1. The LOD output is calculated by linear interpolation. Similarly, we also simulate the LOD and the GGM designs for the class-A noise. The LOD efficacy is [88.2, 87.9, 83.8, 75.5, 53.9] and the GGM efficacy is 84.1. The BER performances are shown in Fig. 4(b) , for SNR = ξ 2 /σ 2 .
As can be seen from the efficacy values and the BER curves, the GGM design is suboptimal and slightly worse (about −0.3 dB loss) than the ideal LOD which assumes to know the noise parameters. The GGM design achieves similar performances as the LOD design based on biased estimateσ = 1.5σ , for both the SαS noise and the class-A noise. Otherwise, if the RFMSE in parameter estimation is larger than 0.5, the GGM design outperforms the LOD design.
Hence, for the scenarios which cannot estimate the noise parameters accurately, the GGM design provides a robust option. 
B. COMPARISON WITH FALSE ASSUMPTION OF NOISE MODEL
The GGM design works effectively for different distributions. This property becomes a great advantage when the noise model is unknown. For demonstration, we consider the impulsive noise as two-component Gaussian mixture model [30] , [32] , with the PDF given by
where ε denotes the probability of the occurrence of impulsive noise, σ 2 1 and σ 2 2 are the variances of the Gaussian component and the impulsive component, respectively.
Based on the noise samples simulated from the Gaussian mixture model, we intend to design a nonlinearity preprocessor. Supposing that we do not know the noise model, we make an assumption that the noise follows the SαS model or the class-A model and then employ parameter estimators on the noise samples. Herein, we estimate the SαS parameters by the empirical method based on sample quantiles as in [33] and the class-A parameters by the threshold comparison estimator of [34] . Based on the estimates, the PDFs are calculated and the LODs are designed. The GGM design is simulated for various sample sizes. By setting σ 2 1 = 1, we change (ε, σ 2 2 ) to present different scenarios. While ε is kept small to denote that the Gaussian component is dominant in occurrence probability, the impulsive component can change its covariance σ 2 2 . Finally, the simulated efficacy values of various detectors are shown in TABLE I.
From the efficacy in TABLE I, we can see that the GGM design is robust in Gaussian mixture models. Compared with the optimal efficacy by the LOD of Gaussian mixture model, the GGM design is suboptimal in all the situations of (ε, σ 2 2 ), whereas the SαS and the class-A assumptions may degrade greatly in some situations. Especially, for the almost Gaussian case with little impulsive noise when ε = 0.01 or less, the GGM nonlinearity is near-optimal. On average, the GGM efficacy can reach 94.4% of the optimal efficacy, while the SαS and the class-A assumptions obtain 85.9% and 76.4% respectively. When the sample number falls to N = 10 3 , the GGM design bears a slight loss in the efficacy which drops to 92.5% of the optimal efficacy.
Hence, we can see that the GGM design is a robust preprocessor when the noise model is unknown. It avoids the shortcomings of parametric nonlinearity, such as extra processing of noise model identification and potential risk of false assumptions.
VII. CONCLUSION
This paper proposes the GGM nonlinearity preprocessor for impulsive noise suppression. The GGM nonlinearity is suboptimal and robust in the widely-used models of impulsive noise, including the SαS model, the Middleton class-A model, and the Gaussian mixture model, as demonstrated in this paper.
The GGM nonlinearity has the great merit that it is easy to design based on noise samples, in a nonparametric way and in no need of noise model. Performance analysis shows that the GGM design based on small-size samples can achieve good performance.
The GGM nonlinearity is useful and robust for signal processing in the presence of additive white impulsive noise, e.g. power line communications, long-wave communications. The GGM is considered as a promising choice in practical application, including three typical cases: (a) The noise model parameters cannot be estimated accurately in real time. time-varying, so that a robust method is needed for different noise models.
APPENDIX A LINEAR REGION ANALYSIS OF THE GAUSSIANIZATION
Herein we discuss how to determine the linear region and its threshold x 0 . There are three variables x, (x), G(x) which are related to x 0 . The curve G(x) is not a monotonic function, as shown in Fig. 5(a) which is drawn in the same condition as Fig.1 . However, (x) is a monotone increasing function. When the covariance changes, it may stretch or shrink the horizontal axis of (x), but does not impact the vertical axis.
In addition, given the definition G(x) = 2 (x)/x, we see that G(x) and (x) share the same linear region. Among the three random variables x, , and G, only has specified distribution: the standard normal distribution. Thus, we determine the linear region based on (x).
To measure the linearity of (x) in a specific region (−τ, τ ), we calculate ρ (τ ) in (18) as the correlation coefficient between (x) and x. Similarly, we are also able to compute the linearity coefficient ρ G (τ ) for G(x).
To investigate the relationship between the linearity coefficient and the Gaussianization output, Fig. 5(b) depicts the curves of ρ (τ ) and ρ G (τ ) versus (τ ), in the SαS noise for α = 1.5 and various σ . We can see that the curves remain almost the same for changing covariance. This is an important property which makes it reasonable to extract the linear region according to (τ ).
Considering the desired linearity as ρ 0 , the linear region of G(x) and (x) is defined within (−x 0 , x 0 ) for x 0 = −1 ρ −1 (ρ 0 ) .
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From the linearity coefficient curves in Fig. 5(b) , we can see that the linearity is very close to 1 and so bears little loss. In Fig. 5(a) , we can see that the irregular samples of G(x) occur within the region (x) ∈ (−0.3, 0.3). Thus, they can be corrected by the GGM design under a constraint 1 − ρ 0 ≈ 0, such as ρ 0 = 1 − 10 −4 .
APPENDIX B EFFICACY FUNCTION AND DETECTION PERFORMANCES
Asymptotic detection performance in non-Gaussian noise has been discussed in publications [15] , [35] , and the efficacy function has been introduced as a measure of the optimality of nonlinear processing [3] , [28] . Herein, our contribution is to complete the preconditions for performance derivation and extend the efficacy discussion in detection performances for communication and radar systems. Consider the signal detection in low SNR which means that the signal amplitude ξ is rather small. As a result, to detect a signal, receivers need to accumulate massive samples. Besides, the noise samples are assumed to be i.i.d. Therefore, by using the central-limit theorem, it is supposed that the test statistic of coherent detection obeys the Gaussian distribution.
The following assumption is made to simplify the discussion.
Assumption 3: In addition to Assumption 2 that the impulsive noise is zero-mean, symmetrically distributed with f (x) even and f (x) odd, we assume that the function g(x) is almost odd, leading to 
Then, the asymptotic distribution of T (g) in low SNR is presented as follows.
Theorem 1: For the signal model in (1) under Assumption 3 and low SNR, the test statistic T (g) in (3) asymptotically obeys the Gaussian distribution
for M → ∞, where
The detailed proof can be found in section 4.1 of [35] or the Appendix of [3] . Noting that η(g, f ) = E 2 gd /E gg , we rewrite (37) as
Detection performances can be derived based on the asymptotic distribution, if g(x) satisfies Assumption 3. The following presents two examples for communication and radar systems. 
The optimal test threshold is 0 and the minimum BER is P e = Q ξ E s · η(g, f ) .
Second, considering an active sensor system, the test statistic follows
for no target, N ξ √ E s · η(g, f ), 1 for one target.
For a required constant FAR P fa , the test threshold is given as Q −1 (P fa ). The corresponding detection probability is
Clearly, the efficacy is closely related to the detection performances. Hence, this paper employs the efficacy to test the optimality of nonlinear functions. The performances under various SNRs can be simulated by changing ξ √ E s .
