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Assume cp is a convex fonction, L is the local time at 0 of a Brownian motion B, started at 0 and Tp is 
the set of good Brownian stopping times, embedding a fixed law p on Iw. We show that the maximum 
(resp. minimum) of E(cp( L,)), where belongs to T,, is reached for an explicit stopping time. We compute 
‘best’ constants in some inequalities involving L, and JB,I. We also give some new inequalities with L, 
and LT/ B$. 
AMS 1980 Subjet Classifications: 60G40, 60046, 6OJ55, 60565. 
calcul stochastique * intgalites maximales 
1. Introduction 
(1) Le probleme de Skorokhod pour le mouvement Brownien reel issu de 0, 
possede de nombreuses solutions (AzCma et Yor, 1979a; Bass, 1983; Dubins, 1968; 
Perkins, 1986; Skorokhod, 1965; Root, 1969; Vallois, 1983). 
Soit (II,, t 2 0) un mouvement Brownien reel, issu de 0. Rappelons que si p est 
une probabilite sur R, centree et possedant un moment d’ordre 1 (resp. 2), il s’agit 
de determiner un temps d’arr;t T tel que BT ait pour loi p et ( BTn ,; t 2 0) soit une 
martingale uniformement integrable (resp. de carre integrable). 
On note .Tp l’ensemble des temps d’art-et T tels que BT ait pour loi p et ( BTAr; 
t 10) soit une martingale uniformement integrable, et (L, ; t 2 0) le temps local en 
0 du mouvement Brownien (B, ; t 2 0). Supposons, pour simplifier que p appartient 
ri C!?‘“, ou p’* designe l’ensemble des probabilites sur R, centrees, posstdant un 
moment d’ordre 1 et ne chargeant pas 0. 
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Rappelons la construction de la solution du probleme de Skorokhod avec le temps 
local (Vallois; 1983): 
11 existe deux fonctions croissantes, positives, continues a droite 
definies sur R+, nottes h, et k, telles que le temps d’art%% T, = 
T( h,, k, ) appartienne a Fp ou: (1.1) 
T(h,k)=inf{t>OIB:=h(L,) ou B;=k(L,)}. 
Dans ces conditions on a: 
T, est l’unique temps d’art% appartenant a y,+ tel que: 
(*) E((p(L,))<E(cp(L7,)), pour toute fonction cp convexe sur (1.2) 
I%+ et tout temps d’arret T de yF. 
Lorsque le support de p contient au moins 3 points, remarquons que si (*) est 
satisfaite pour toute fonction p dtfinie sur [w, et croissante alors T = T,. En effet 
si P(L,zx)<P(L,_>x) Vx?O, VTEY~, alors E(L,)GE(L,~). Mais E(L,)= 
E&J = JWGJ, P ar consequent L7 et L,+ ont mzme loi. On deduit de (1.2) que 
T= T,. 
A la difference du processus du maximum, le temps local ne verifie pas une 
inegalite maximale (ou minimale) (AzCma et Yor, 1979b; Blackwell et Dubins, 1963; 
Dubins et Gilat, 1978; Perkins, 1986). 
La solution au probltme de Skorokhod avec le temps local est une construction 
‘symetrique’. 11 est alors nature1 de montrer que le minimum de { E( cp( LT)); T E Tp} 
est atteint pour un certain temps d’arrct du type T(h, k). 
II existe deux fonctions 5 et & positives, dCcroissantes, continues 
1 
a droite, definies sur OX+ telles que ?,+ = T(&, k,) appartienne a yp. 
(l.l)^ 
La possibilite de choisir 5 A et k, decroissantes, permet de changer le sens des 
intgalitts. On a: 
?p est l’unique temps d’arret appartenant a yp tel que: 
(*)^ E(p(L~s))sE(p(L,)) pour tout temps d’art%?% T de FW (1.2)^ 
et cp fonction convexe sur [w,. 
(2) Dans tout ce qui suit p dtsigne un Clement de CF’* fix& II est interessant 
d’etudier a quelle condition l’inegalite (*) (resp. (*)“) est une Cgalite. 
Soient q une fonction convexe sur Iw+, telle que E( cp( L,+ )) < +a (resp. 
E(p(Lf,)) < +co); cp est dite CL-determinante (resp. fi-determinante) lorsque 
I’ensemble des temps d’art% T de yF verifiant E((p(L,)) = E((p(L,*)) (resp. 
E(cp( LT)) = E((p(Lfw))) est reduit a {T,} (resp. { ?;}). Supposons pour simplifier 
que p n’est pas a support compact (resp. /1 charge tout voisinage de O), alors: cp 
est p-determinante (resp. /;-determinante) ssi la borne superieure du support de la 
dtrivee seconde de cp est infini. 
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(3) Soit Fl’ensemble des temps d’art% T tels que (BTn, ; t 3 0) soit une martingale 
uniformement integrable et 9 = { T(h,, k,), p E CP*}. Soit p > 1. Rappelons que 
d’apres AzCma et Yor (1978) on a 
E((J~,)~)~~~E(]B~]~) VTE Y. (1.3) 
Supposons a present 0 <p < 1. En utilisant le balayage d’une martingale continue 
(El Karoui, 1979; Meyer, Stricker et Yor, 1979; Stricker, 1979; Yor, 1979a), ou les 
inegalites de Holder dans L”, on ttablit l’inegalite: 
E(IB,(“)s~-~E((L,)~) VTE 9. (1.4) 
En choisissant des elements particuliers de 9, on montre que pp (resp. p-“) est la 
meilleure constante possible intervenant dans I’inCgalitC ( 1.3) (resp. ( 1.4)). 
(4) Pour toute fonction f bortlienne, positive, dtfinie sur [0, 11, on note H(f) 
la transformte de Hardy de f: 








” =du, O<x<l. 
Rappelons I’inegalite de Hardy-Littlewood: 
(W- Ilfi(f)ll, dlfll,~ P’ 1. 
Dans ces conditions on a: 
I1 existe une fonction f, (resp. j;) croissante (resp. decroissante) 
telle que LTw (resp. Lf*) ait pour loi l’image par fi(f,) (resp. fi(j’,)) 
de la mesure de Lebesgue sur [0, 11. 
(1 5) 
Lorsque /-L est une mesure symetrique, c’est-a-dire verifiant: p[-x, 0] = p[O, x] pour 
tout x 2 0, alors f, (resp. fp) est I’inverse de x + 2p[O, x] (resp. x + 2p]x, +a[). 
Soit p> 1. On deduit de (1.5) et de (HL)-: 
(9 E((LTu)“)= IIfii(f,)ll~~p” i 14” G(j). (1.6) 
Ce qui fournit une autre demonstration de (1.3), via (*). 
(ii) Lorsque p est une loi symetrique, on a 
E((L,w)P)<+~ ssi t” dfi(t)<+co. 
(iii) E(( Lpw)“) <-too. 
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Quand 0 <p < 1, on montre des rtsultats analogues. 
(5) (a) Soit Jut l’ensemble des martingales locales continues, nulles en 0. Pour 
tout M de J!&, on note (L,(M); t 2 0) le temps local en 0 de M. Soient 0 G q <p < 1, 




En utilsant le balayage des martingales continues, on peut renforcer (1.7) et amCliorer 
les constantes en montrant qu’il existe trois reels positifs k, , k,, k, tels que 
E((M~)“)sc~E((L,(M))~) pourtout Mde~&. 
(b) Soit pP =pp lorsque p 2 1 et pp =pPp/(l -p) sinon. Alors, 
E((L,(M))P)spPE((M~)P) VME.&etp>O. 
On peut renforcer cette inkgaliti de la manikre suivante: 
(1.8) 
(1.9) 
(i) E((L(M)Jp(~)‘) ~pp+,~E((M%)“) VMEJ&, 
oti p>O et qS0. 
(ii) Pour tout 0 < (Y < 1 et p > 0, il existe une constante C,,, > 0, telle que 
E(L,(M)P)~ E (L,(MllP exp( a%)) 
( 
s C,,pE((L(M))P) VM E J&J. 
Cette dernikre inigalit0 est une application du rCsultat de Kazamaki et Kikuchi 
(1987). 
2. InCgalitCs de convexit du type extr6mal avec le temps local 
2.1. Notations et rappels 
(1) 9 dCsigne l’ensemble des probabilitis sur [w, centrkes et possCdant un moment 
d’ordre 1; 8” est le sous-ensemble de $P form6 des probabilitCs ne chargeant pas 0. 
(2) Pour tout 0 < t c +CO, soit A, l’ensemble des fonctions dtfinies sur [0, t[ et 
convexes. On note A = A,. 
(3) (I?, ; t 3 0) est un mouvement Brownien r&e1 et issu de 0 (L, ; t 3 0) le temps 
local en 0 de B. 
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(4) 5 dtsigne l’ensemble des temps d’art-& T tels que (B,,, ; t 3 0) soit une 
martingale uniformement integrable. Soient p un Clement de CP, & l’ensemble des 
temps d’arrit T, appartenant ci .7 et tels que BT. ait pour loi /-L. 
(5) Soient (Y E IO, t-a], h et k deux fonctions definies sur [0, cr[, positives et 
T(h,k,~)=inf{t<~,,(B~=h(L,)ouB;=k(L,)}~~,,avec~,=inf{u(L,>~}etla 
convention inf(0) = +a. Lorsque (Y = +oo, on note T(h, k) = T(h, k, +co). 
Rappelons que d’apres Jeulin et Yor (1981), si h et k verifient 
du < +CO pour tout t < a 
et 
alors T(h, k, a) < +a. 
(6) (a) Soient p un Clement de 9, TO, le temps d’arrct TO, = T(hi, k:, 8:) defini 
par (3.1) (Vallois, 1983). 
(i) Lorsque p appartient a P”, on pose T, = Tz, h, = ht et k, = kt. 
(ii) Si p charge 0, soient p.+ = (l/~(R*))~Iw * et A un Cvenement independant du 
mouvement Brownien B et dont la probabilite est egale a p({O}). On dtfinit T, de 
la maniere suivante: T, = 0 sur A; T, = TO,, sur A’. Soient h, = h;,, k,* = kt . 
Enoncons quelques proprietts satisfaites par le temps d’art% T, : 




- h,W+kpW - s > 0, 
1 
et P( LTV E dx, B,* > 0) = - 
2h,(x) 
P(LT~ 2 x)l{,>o\ dx. 
(2.lb) 
2.2. Etude de l’in&galite’ de type maximal 
Le but de ce paragraphe est de montrer les deux resultats suivants: 
ThCor&me 1. Soit ,u un e’le’ment de CY. Alors pour tout temps d’ar&t T de Fp et cp 
fonction appartenant ri A, on a 
(*) E(p(L,)) c EML,)). 
ThCorkme 2. Si le temps d’ar&t T appartient ci F+ et v&$e: E(q(L,)) s E((p(L,)), 
pour tout cp de A et tout S de FF, alors T = T, p.s. 
Remarque. Soient p une probabilite verifiant p ((0)) > 0 et TE le temps d’art% dttini 
par la relation (3.1) de (Vallois, 1983). Rappelons que TO, est strictement positif et 
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P( T, = 0) = /1((O)), done TO, f T, p.s. On deduit du thtoreme 2, que le temps d’art% 
T$ ne verifie pas (*). 
Afin d’ttablir ces deux theoremes nous pro&dons par etapes. Le Iemme suivant 
joue un r61e essentiel. 
Lemme 1. Soit T un temps d’arr& appartenant ci 9, alors pour tout A 2 0, on a 
E(BSl&“h)) = E(BTl{L,Zh)) =fE(L, - A)+. 
Preuve. 11 suffit de remarquer que B:l,,,,,, = B:, ,~ et d’appliquer la definition du 
temps local en 0. 0 
Dans tout ce qui suit p designe un Clement fix6 de 8. On note h = h, et k = k,. 









P(LT& 2 s) ds, 
A” 
oti A’= h-‘(h(A)-) et A”= k-‘(k(A)-). Alors: 
(2) P(B;w~h(A))+P(B,wzk(A))= ~-&(A)+&x(A)+P(L~~~A). 
Preuve. (1) Par raison de symetrie il suffit d’etudier le cas positif. On remarque que 









P(& 3 s) ds = 2[~5(B;~I,,,z,,,) - W:Jw~~d. 
Mais sur {B,, > 0}, on a d’apres (2.1), B”,, = h(L,&). De plus x 3 A’e h(x) 3 h(A), 
on en dtduit le (1). 
(2) Soient cy+= P(BTUz h(A)) et (Y_= P(BYp2 k(A)). D’apres (2.la), on peut 
tcrire a +=P(h(L+h(A), B,F>O)=P(L,aA’, B,_ > 0). Utilisons a present 
(2.lb), 
1 * 1 
LY +=- 
2 
- P( L,+ 3 s) ds + P( L,+ 2 A, BTw > 0). 
A’ h(s) 
Mais pour tout s appartenant a [A’, A[, h(s) = h(A), d’oh 
a - +-~f(A)+p(L,~~A,B~~>O). 
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Par symttrie on en dCduit 
Le lemme cl6 est le suivant: 
Lemme 3. Soient T un temps d’arrh appartenant ti F+ et A > 0. 
(1) Supposons E[(L,-A)+]>E[(L,_-A)+] (resp. ,?[(&-A)+]> 
H(L-,, -A )‘I), alors, P(b zA)zP(L,zA, B,#O)>P(L,+>A) (resp. P(L,a 
A)sP(L,>A, B,#O)Z~‘(L,~~A)). 
(2) LorsqueE[(L,-A)t]=E[(L,w-A)+] etP(L,aA)=P(L,FsA), alorsona 
{B;>h(A)ouB,>k(A)}~{~,~A,&Z0} 
(3) On a 
c {B;> h(A) ou B,z k(A)} p.s. 
DCmonstration. (1) Soit A = E(B$lfLTzh)) - E(B?F1,,,z,~). D’aprks le (1) du 
lemme 2 on a 
A=E(B=l~,,~^I)-E(B:l(.:,,,,,,)+f(A). 
Aprks simplications, on peut Ccrire A = b+ - a+, avec 






a:= E((B:-h(A))l~R:~-h(h),Lrih)) et b?= 
On peut aussi dtfinir, par symttrie, a_, b_, a! et b!!. 
a 
a:20, a0 -20, b:aO et b!sO. 
E((h(A) - BtT)l~o:~~-h(h),~,~h)). 















Par symetrie, on obtient 
&=P(&>O,L T2A)-P(B;2k(A)) 
+g(A) m-&(.!+b?). 




(2) On deduit de (2.2), l’inegalite 
1 1 - - 
h(A)+k(A) > 
A~P(L,~A,B,#O))-P(L,~~A). 
D’apreslelemme l,siE(L,-A)+>E(L,~-A)+(resp. E(L,--A)+~E(LT~-A)+), 
alors A>0 (resp. AaO) et P(L,~A)zP(L,~A, &#O))>P(LT~~A). (resp. 
P(L,zA)~P(L,~A, B,#O))=+(L+=A)). 
(3) Supposons A =O. En particulier AaO, d’oh 
P(LT~A)~P(L,~A,B,#O))~P(L,~~A). 
Si P(LT 2 A) = P(LTp 2 A), alors P(LT 2 A, B,. Z 0)) = P(LTp 3 A). Utilisons (2.4) 
et (2.2), la condition A = 0 implique a? = a! = b: = by = 0. D’oti la double inclusion 
cherchee. 0 
Preuve du thbor&me 1. Soient cp un Clement de A et T un temps d’arri$t appartenant 
a F,. On peut tcrire 
I 
Cx 
cp(x)=a+bx+ (x -y)+ddy), 
0 
avec v(dy) une mesure de Radon positive sur IO, +w[. 
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On suppose E(q(LT))>E(p(L-r,)). II existe A>0 tel que E(L,-A)+> 




On a E(LT - s)+> E(L,& -s)+, Vs E ]A,, A2[ et 
OCA,<A <A,, 
E(LT-A,)+ = E(Lrw -A,)+ et E(L,-A,)+=E(L,&-A,)+, 
(2.5) 
(2.6) 
lorsque AZ < +co. 
D’apres le (1) du lemma 3, on a 




s (P(L ,sx)-P(L,Ksx))dx, A,~s~A,, 
A1 
alors: 
I est une fonction positive et strictement croissante, 
et I(s)=E(L7~s)-E(LT~A,)-E(L7,~s)+E(L7,~A,). 




E(L,-A,)+-E(L,_-A,)’ si A2 = +a, 
E(LT-A,)+-E(Lrw-A,)++E(Lr+-A*)+-E(LT-A*)+ si A,<+oo. 
D’aprbs (2.6) on a I = 0, ce qui est incompatible avec (2.5) et (2.7). 0 
Preuve du thCori+me 2. 
Lemme 4. Soient a E 10, +a], S et T deux klbments de Y, infkrieurs & TV et v.&jiant: 
E((p(L,))=E((p(L,)), V~EA,. Alors LS et L,ont mi?me loi. 
Dbmonstration. Soient a ~10, +co], S et T deux elements de Y, tels que Ss r,, 
T~~,etvirifiantE((p(L,))=E(cp(L,))V~~A,.Enparticulier,pourtoutO~A<< 
on a E( LT. - A )’ = E( L, - A )‘. Supposons qu’il existe 0 < A0 < a tel que P( Ls 2 A,) Z 
P( L, 3 A,), par symetrie on peut supposer P( Ls 2 A,) < P( LT 2 Ao). 
On en deduit l’existence de 0 < A, < A,, tel que P( Ls 2 A,) < P(LT 3 A,). Soient 
A, et A2 les deux reels definis par 
A,=E(LT-A,)+-E(L,-A,)+ et A2=E(Ls-A,)+-E(Ls-ho)+. 
Par hypothese A, = A*. Mais 
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A*= (Ao-h,)P(L,~ho)+E[(~s-h,)l~,,,~,~~,)l. 
On en deduit 
A,>(&-h,)P(LTaAO) 
et 
D’oh A2 =c A,. En conclusion pour tout 0~ A0 < a, on a P(L, 2 A,,) = P( Ls 2 ho); 
mais S G 7L1 et TC TV, on en deduit que L, et Ls ont mime loi. 0 
Soit T un temps d’arrct de FF tel que pour tout S de Tp et cp de A, on ait 
E((p(L,))a E((p(L,)). D’apres le theoritme 1, on a E((p(L,)) = E((p(LTw)) VV E A. 
IJne application du lemme 4 conduit P P( L, z A) = P(L, 2 A) pour tout A > 0. 
D’oh E(L,-A)+=E(&-A)+. 
D’aprits le (2) du lemme 3, on a pour tout A > 0, 
{LTsh, B,#O}c(B;sh(A) ou B+k(A)} p.s, 
Soit X = {s 2 01 Ah(s) > 0). 2 est un sous-ensemble de 
dtnombrable. 




Rl +, qui est au plus 
par consequent: 
P(O<B,<h(L,))G c P(O<B,<h(A),AsL,). 
AtO+ 
D’apres (2.8), cette quantitt est nulle, ce qui signifie que (0 < BT} c {BGa h(L,)} 
p.s. Par symetrie on montre: {B, CO} c { B,s k(L,)} p.s. En particulier T 2 T,, 
mais T, est un temps d’art% naturel, d’apres Monroe (1972), on en deduit que 
T, = T p.s. Cl 
2.3. Etude de l’in&alite’ de type minimal 
11 est nature1 apt& le theoreme 1 de s’inttresser a une propriete de minimalite. On 
obtient un tel resultat en donnant une nouvelle solution au probleme de Skorokhod 
avec le temps local en 0. Le fait de choisir les fonctions h et k decroissantes permet 
de changer le sens des intgalites. 
128 P. Vallois / In~galith azlec le temps local 
11 est aisk de dkduire de (2.10) et (2.11) que Bfw a pour loi CL. 11 reste h montrer 
que (BF*~,; t Z= 0) est uniformiment intkgrable. Pour simplicitt on note T = ffi. 
Soient Q > 0 et A* = E(BT,,l,B=A,,,, ). Par symCtrie il suffit de montrer que A+ tend 
vers 0, lorsque (Y tend vers +a, uniformement par rapport B t. On a 
A+< E(B;l,.;,,,)+A: 
avec 
A: = WK&:~,,,<,,). 
I1 suffit done d’ktudier A:. Mais t < T+B: < h*(L,), avec h^ = gF. On en dCduit 
A:< E(B:l,,,,,--I,,,,) =;E(L, A &?(a))+-‘(a). 
Mais kL est une fonction dkroissante et lima_+_ k’((~) = 0. q 
2.3.2. PropriM de cette seconde solution: une inkgalite’ de type minimal 
Les rksultats sont les suivants: 
ThCorkme 1”. Soit /1 un Mment de 9’. Alors pour tout T de ~7~ et cp e’le’ment de AF;, , 
on a 
(*)^ E(p(L,)) 3 E(p(L?J). 
ThCori%me 2^. Soient p appartenant ci g et T un e’le’ment de Yw tels que f(cp( L,)) > 
E((p(L,)), pour tout cp de A;;, et tout temps d’arkt S de .Yfi, alors T = T, p.s. 
Remarque. Supposons que p({O})>O; soient t> cfp et cp un 61Cment de A,. Pour 
tout A>$,,,, on a E(Li*- A)+=O. On en dtduit que E((p(L,))sE(cp(Li,)), pour 
tout temps d’arrzt T appartenant B YF. 
Soit p un tlCment fix6 de C?, on note h^ = & et k^ = 6+. 
En faisant une dkmonstration analogue B celle des lemmes 2 et 3, on montre: 









P( L+, 2 s) ds 
h ” 
oti A’= k’(h^(A))<A et A”= k’(6(A))SA. Alors: 
(1) E(B&;+ = E(B$_l& . iio~-f(A). 
(2) P(O<Bli,ah*(A))+P(OcB’;i~k*(A)) 
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2.3.1. Une seconde solution au probfkme de Skorokhod avec fe temps focal 
ThCorCme 3. Pour tout p dkment de 9, if existe g,, E IO, +OO] et deux foncdons & et 
&, d&roissantes, continues ti droite, positives, d&nies sur [0, gF[ tefs que le temps 
d’arre^t ?,, dt;Jini par: 
~~=inf{t<~~~IB:=~~(L,) OUB;=~C~(L,)}AT~~ 
appartienne ci FU. 
Preuve. Soit p un 6ltment fix6 de P?‘. La dimonstration est analogue A celle donnCe 
lorsque les fonctions sont croissantes (Vallois, 1983). 
(1) Lorsque h est une fonction dkcroissante et continue i droite, on note h-’ son 
inverse continu B droite, c’est-A-dire: h-‘(t) = inf{s) h(s) G t}. 
On dtfinit les fonctions $, p^,, iw, FP;, & et & par les relations: 
p*;w = J s h(s), 1r.+-+ 
pour tout t 2 0. 
b,(t) = - I s +(s), ]+0,-1[ 
(2.9a) 
I 
I,(t)=1- I( 1 1 - - (Fz)_,+(G;)mI (u)du, Octsa,= > sdp(s). (2.9b) o 
&(t)=2 - 06t<a,, et & = FP;(a,). (2.9~) 
ip = (& 0 p^y et I& = (fig 0 p^,)-’ sur [0, gP[. (2.9d) 
La fonction fiw (resp. 6;) Ctant croissante (resp. dkroissante), on en dtduit que 
les deux fonctions & et k, sont dkroissantes. De plus la fonction g, est strictement 
croissante done, 
h^, = ($y 0 (&J’, r;, = (&y 0 (FJ’ 
et 
du = -2 ln(i,(fi;‘(x))) pour tout x < s^,. (2.10) 
Le temps d’arr$t ?,, vCrifie les propriCtCs suivantes: 
Sur {B~,#~}={L~,<c?~} on a B%w=ITti(Liw) ou Bi+=iP,(Lg). 




P( Li, E dx, B?* > 0) = - 
2h, (x) 
P(Li, 2 x)l~o,~(x) dx 
avec P( Lfp Z x) = exp - (i,*i,(u)du), 
> 
lorsque 0 C x < gw. 
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Lemme 3^. Soient T un temps d’arre^t de FF et A < c?~. 
(1) Supposons E(L,-A)+<E(L-i;-A)+ (resp. E(L,-A)+CE(Li+-A)+) alors 
P(L,~A,B,#O)<P(Li~~A,B~~#O) (resp. P( L,- 3 A, B7 # 0) G P( LF~ 2 A, 
Bi,, # 0)). 
(2) LorsqueE(L,-A)i=E(L~w-A)ietP(L,~AX, B,#O)=P(L~~1-A, Bi+fO), 
alors: 
{O<B;<h*(A) ou O<B,<l(A)} 
~{L+A,Br#O}~{O<B;~~(A) ou O<B,~~(A)} p.s. 
(3) On a 
3 P( L, 3 A, BT f 0) - P(Lf_ 2 A, Bi+ f 0). Cl 
Preuve des thborkmes lA et 2^. (1) Soit 0 < A < gp. On a 
P(L,>A, B,#O)-P(Lf+sA, Bfw#O) 
= P(L,~A)-P(L~w~A)+/l({O})-P(Lr~A, B7 =O). 
Par consequent: 
P(L,sA, B,#O)-P(L-i;zA, B-i;#O)~P(L+A)-P(L_i;zA). (2.12) 
(2) En utilisant (2.12) et le (1) du lemme 3^, on Ctablit le theoreme 1” (la preuve 
est semblable a celle du theoreme 1). 
(3) Soit T un temps d’arr&t verifiant les hypotheses du theoreme 2^. On deduit 
du theoreme 1” que E(cp( LT)) = E(cp( Lz~)), pour to!t cp de Ai@. En particulier, 
E(L,-A)+=E(Lp -A)+pourtoutA<6,. 
gp, on a E(L,-A):=O, par consequent 
Lorsque 6, < fco, on fait tendre A vers 
L,s$ ~. On peut appliquer le lemme 4, il 
vient: P( LT. = s^,) = P( Li, = iF) = ~((0)). Par consequent {B7 = 0} = {L, = c?~}. 11 
suffit ensuite de calquer la demonstration du theoreme 2 pour montrer que T, = T 
p.s. q 
2.4. Etude de l’kgalite’ dans les inhgalitb de type extrgmal 
Notations. (1) p designe un element fix6 de 9. 
(2) Pour toute fonction convexe cp, on note V~ la derivee seconde cp et c, la borne 
superieure du support de up (on fait la convention sup(@) = -CO). 
(3) Soient 0 < t s +a, cp un element de A, et U un temps d’art% appartenant 
a Y&. 
Remarquons que d’apres le thtoreme 1, si 5:” (E(L,_-A)+)v,(dh)<+~, alors 
les v.a. LU et L,_ sont inttgrables. 
.T(cp, p) (resp. .?(cp, p)) designe l’ensemble des temps d’ar& T appartenant a 
130 P. Vallois / I&galit& avec le kvnps local 
YP et vtrifiant de plus: 
(i) ~“+-(E(~~~-A)+)v..(dA)<+~, 
(ii) E(q(-&)) = E(v(&&)) (resp. E(P(&)) = E(q(kJ)). 
Lorsque p(x) = (x-h)‘, on pose F(h, p) = F(q, p) et &(A, p) = @(cp, p). 
(4) Soit cp une fonction appartenant a A (resp. A,;,), cp est dite p-determinante 
(resp. E-dtterminante), lorsque T(cp, CL) = { T,} (resp. @ip, p) = { ‘?@}). L’objet de 
ce paragraphe est de decrire les ensembles 9((p, p) (resp. F(cp, p)) et de caracteriser 
les fonctions p-determinantes (resp. b-determinantes). 
2.4.1. Etude de i’kgalite’ dans (*) 
Proposition 1. Soient x0> 0 et T appartenant h FP. Alors T appartient ri F-(x,, p) si 
et seulement si (LT 9 x0} = { LTU s x0> et sur cet ensemble on a T = T, p,s. 
Corollaire 1. Soient cp une fonction appartenant Li A, v&Jiant (i) et Tun temps d’arre^t 
de FF. Alors Tappartient ci F(cp, ,u) si et seulement si { LT 4 c,} = { LTw d c,} et T = T, 
sur cet ensemble. 0 
Soit a (resp. p) le minimum (resp. le maximum) du support de p. On introduit: 
(Y>--co, P<+a et P({Q))P({PI)>O. (2.13) 
Lorsque (2.13) est realisee, on note l(g) = inf{t 3 0) h(t) = /I et k(t) = a} et 
i(p) = +c0 sinon. 
Remarquons que lorsque (2.13) est satisfaite, on a: 
5(P) < +a. 
h(t)=/3 et k(t)=a pourtout tZl(p). 
(2.14a) 
(2.14b) 
Proposition 2. Soit /1 appartenant ci 8, cp un Gment de A, vhjant (i). Alors la 
fonction qc est p-dbterminante si et seulement si c, 2 c(p). 
Preuve de la proposition 1. Soit x0> 0, T un temps d’arrgt appartenant a TF et 
vtrifiant la relation: 
E(LT-x0)+ = E(Lrw -x0)+. (2.15) 
(1) On pose 
1 
A,(A) = E(bw -A)+- E(Lr-A)+, 5(A) =; (&-j+~ 
> 
,
h = h, et k = k,. D’apres le (3) du lemme 3, on a 
A,(A)~(A)~P(L,~~h)-P(L,~A). 
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Soit 0 < A < x,,. On integre la relation precedente sur l’intervalle [A, x,] et on utilise 





Mais 5 est une fonction bornee sur tout intervalle du type [ y,; x0] avec y, > 0, de 
plus d’apres le theoreme 1, A, 2 0, on en dtduit 
E(L,* -A)+=E(L,-A)+ pour tout O~A~x,. (2.16) 
(2) Soit O<AGx,. On a 
E ( LT~ n T,<, AA)=E(L,~AA)=E(L,AA)=E(L,,,,,~AA). 
Par consequent: 
E(LT,,\,, -A)+= E(LT/~,-A)+. (2.17) 
On peut appliquer le lemme 4, il vient P( LTp 2 A) = P( LT Z= A). Utilisons successive- 




(3) Soit f une fonction borelienne bornee et A = E(f(&,,,,)), alors 
A =A,,+f(O)P(L,~x,,) avec 4= E(~(BT)~~~,~,,,~). 
D’apres (2.18), on a 
(2.18) 
A,,= E(f(B7)1~--k(r,,,~B,<h(\-,,)~)+Adl avec 4 =A:+A,, 
A:=.f(h(x,))P(Bi,= h(.d, LT<x~) 
et 
A;=_/--k(x,))P(B,= k(x,), L,<x,). 
Choisissons en particulier, f(x) = xi, il vient 
E(%J = E(BtTl~~k(x,,)<~,<h(x,)j) + h(x,)P(B; = h(x,), LT. <x0). 
Mais 
E(%J =;E(L-r,.,,,) =tE(LT A x0) =fE(L,, A x0) = E(B:&,J. 
On en deduit 
P(B;= h(x,), LT <x01 = I-V;,. = h(x,,), L_ <A, 
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par symttrie on a 
P(B, = k(x,), L, <x0) = P( B;, = k(x,), L,+ <x0). 
Or P(L, 2x0) = P(LT 3x,), les deux v.a. B,*,,,,, et BTn7 ont done mtme loi. 
Les v.a. LThT et L,*,, 
T,A~~=TA~*,‘;.s. 
‘0 verifiant (2.17), on peut aspliquer le theoreme 2, 
Par consequent {&- G x0} = {L, G x,,} et T = T, p.s. sur cet ensemble. 0 
Preuve de la proposition 2. (1) On suppose cV 5 c(p). Soit T un temps d’arrgt 
appartenant a Tp tel que E((p(L,)) = E((p(L,_)). Montrons que T = T, p.s. 
D’apres le corollaire 1, on a 
wr, G l(p)} = {LT =S c(p)} et sur cet ensemble T = T,. (2.19) 
En particulier si C(p) = +a, on a T = T, p.s. 
Placons-nous dans le cas oti ~(P)<+“o. Supposons que le support de p soit 
inclus dans [a, B] avec ~({a}) p({B})>O. D’apres (2.19) on a 
{LI-~ t(p)]c {B:z h(Gp)) ou B,s k(S(p))). 
Utilisons (2.14), l’inclusion precedente devient 
{LT.a4’(p)}~{B;a/3 ou B;sa}. 
Mais sur {LT 2 c(p)}, on a 
T,=inf{t~r~~.,jB:=B ou B;=a}. 
Par consequent TZ T, p.s.; cette derniere condition exige T = T, p.s. (Monroe, 
1972). 
(2) On fait cette fois l’hypothese cV < l(p). 
Soit &dx) = P( B, E dx 1 LTw > c), remarquons que ~~((0)) > 0. 
On note c = cV. On d&nit le temps d’art% T de la man&e suivante 
T= T, sur {T,<T,}, T=7;.+T’ sur{T,>r,} 
Oh 
T’=inf{t~OjB:+=i~(L:) ou B:-=&,,(L:)}, 
avec B: = B,,, , L: = L,,, - c, T: = inf{u 2 0 ( LI > t}. La condition c < l(p) implique 
que le support de CL,, contient au moins 3 points. 
Par construction T E Fp et E( L7 - u)’ = E( L,* - u)* pour tout 0 < u < c. Done 
B(p(k)) = B(rp&‘)). 
(3) Supposons T= T, p.s. 
Sur l’ensemble { LT > c, B, > 0) on a h( LT.) = &( L7 - c), oii h = h,. On deduit 
de (2.lb) que h(x) = &(x-c) pour tout x 2 c. Par symitrie on a k(x) = &(x-c) 
pour tout x 3 c. 
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Or les fonctions h et k (resp. & et i,,,,) sont croissantes (resp. dkroissantes), 
done les fonctions h et k sont constantes sur [c; +a[, la condition (2.13) est vCrifiCe 
et c 2 {(CL). Ce qui est impossible, par conskquent T # T,. 0 
2.4.2. Etude de 1’6galite dans (*) ” 
L’Ctude qui suit est analogue 5 la prCcCdente. Nous tnon$ons simplement les 
rksultats, sans dkmonstration. 
Proposition 1”. Soient O< x0< SF et T un temps d’ar&t de .Y,. Alors T appartient ci 
9(x,, Jo) si et seulement si {L,sx,}= {LfP G x0} et sur cet ensemble on a T = $ 
p.s. q 
Corollaire lA. Soient cp appartenant ci AgP, v&$ant (i) et T un temps d’arre^t de 9,. 
Alors T appartient ci @(cp, p) si et seulement si { LT G cq} = {Lf, s c,} et T = fw sur 
cet ensemble. 0 
Soit (Y (resp. p) le maximum (resp. le minimum) du support de /.+oo;o[ (resp. 
~I~~;+~J. Lorsque 
~~((01) =O, Q CO, P ‘0 et IL({~))cL({PI)>O, (2.20) 
on pose f(p)=inf{tZOI&(,(t)=p et ip(t)=a} et i(~)=$~ sinon. Lorsque (2.20) 
est satisfaite, on a 
i(p) <+a. 
&(,(t)=p et IZ@(t)=cu pourtout f(p)st<f5w. 
Proposition 2^. Soit p appartenant ci PP’, cp un Ument de A$*, vhijiant (i). Alors la 
1 
fonction cp est G-dtterminante si et seulement si c, 3 c(p). 0 
3. Quelques inCgalit& avec le temps local 
Soient p > 0 et Ju l’ensemble des martingales continues, nulles en 0 et uniformkment 
intigrables. Pour tout ClCment M de A, soient S, = supo~,,~, M,,, MT = supo~,,~,~Mu~ 
et (L,(M); t 30) le temps local en 0 de M (lorsque M = B, on note L(M) = L). 
Ce paragraphe a pour but de comparer E(( L,( M))P), E(IMmIp) et E((M$)P). 
3.1. Comparaison de E((L,(M)jP) et E(/M,/“) 
(a) Etude du cas p > 1. 
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ThCor&me 4. Soient p > 1, a > 1, n > 0, M un e’le’ment de A, 
T(n)=inf{t>OIIB,(=(l/p)(L,~n)+l) 
et 
U(a, n)=inf{t>O(B;=a ou B:=(1/2p)(L,~n)+l}. 
Alors : 
(1) On a 
E((L,(M))“) s pPE(IMmIP) c P”E((M~)~), 
E((L,(M))P) s (~P)~E((M~) s (~P)~E(%). 





2PE((S,,, .,)‘) = z! 1 [ 
E((Lu~,,,,)~) 
2PE((B:,,,,)P) 1 =“’ ll>Cl II>” 
Remarques. (1) Les deux premieres inegalites ont et& Ctablies par AzCma et Yor 
(1978, p. 7). 
(2) Soit U un Clement de 9 et p la loi de BU. D’apres le theoreme 1, on a 
E(LP,)sE(LP,). 
On en deduit 
P,, designant l’ensemble des probabilites sur [w possedant un moment d’ordre p et 
centrees. 
Lorsque p est une loi symttrique sur R, on a IB,+I = 4?%+, par consequent JBTC,J = 
l%,l. 
D’apres (3.1)+, il est clair que si 
alors 
(3) Soient ~,=inf{taOIL,>l} et M,,=B,,.,, pour tout ~20. Alors M,=O et 
L,(M) = 1. L’intgalite (3.1) n’est pas satisfaite. 
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Preuve du thCori?me 4. (1) Soit p > 0. D’aprks Jeulin et Yor (1981), on a 
E(IBT(~J~) = 
I 






E((LTCn,Y7 = a, + a;, 
avec 
n 
a, = x”( 1 + x/P)~‘-~ dx 
et 
a; = (1 + r~/p)-‘-~ j;xp exp-{s] dx. 
On en dkduit E((I&,,)~) 2 a, et 
E(IBTc,JI~) = 1 +p ln(1 +n/p). 
Mais 
pour tout x 2 1, et lim,,+,f(x) = 0. D’oti 





(2) (i) On a 
E((L UC,,,I)‘) = c.u,(a, n) + a,(a, n), 
avec 




(1-t n/2p)_P up exp - u+ 
u-n 
2a l+n/2p > 
du. 
Mais 
( L+ 1 a l+u/2p > ( exp- %+p In(l+u/2p) <2, > 
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lim cu,(a,n)=a,(n) avec a,(n,=i 
I 
n 
u”( 1 + u/~P)~‘+’ du. 
Cl++00 0 
On a alors 
lim E((J%,,~ )“) = a1(fl)+a,(n), Cl++00 
(3.5) 
avec 
Ly2( n) =$( 1+ n/2p)-‘-p I,^U’exp-[lIi&,]du. 
Or 
uP(l + u/2p)yPP ., (2p)‘+pu-‘, 
par conkquent 
a,(n) ._;a P(~P)’ In(n), (3.6) 
lim E((J&,,I~) a a,(n). (3.7) Cl-+CC 
(ii) Soient h et k deux fonctions dkfinies sur R,, positives et croissantes, 
T=inf{tzOIB:=h(L,) ou BJ=k(L,)} et x>O. 
Alors 
{S, > x} = {B,, 2 x} 
Oh 
T’=inf{t>OIB:=(h A x)(,5,) ou B, = k(L,)}. 
D’aprts Jeulin et Yor (1981), on a 
P(S 





0 s A n)/2p) ox) 
Soit 
1 














l+x/aexp- a ’ 
l<x<l+n/2p. (3.8) 
On multiplie (3.8) par pxpP’ et on intkgre sur [ 1, 1 + n/2p] par rapport i la mesure 
de Lebesgue, il vient 
H{(SwV, I”-1I+l=P(a,n), 
avec 
Une application du thtorbme de convergence dominCe conduit A 
lim P(a, n)=pln(l+n/2p). 
CZ++CC 
De l’inCgalit6 xp G 1 + (x” - l)+, on dCduit 
lim E((S”(,,, )P)41+pln(l+n/2p) a++‘X 
Par con&quent 
Et 1 E((LI(a,n))P) E((SUC,,,JP) I ( > lim ff,(n) ’ n-t+m 1 +p ln( 1 + n/2p) > = (2p)P. 
n>O 
(3) On diduit de (3.3) et (3.5), E(JB,,.,j) < -too et E(IBuca,n,l) < +a. Les deux 
temps d’arrgt T(n) et U(a, n) appartiennent A 5 car on a: 
Lemme 5. Soient h et k deux fonctions bore’liennes d$inies SW R, v@iaianl 
I,: (i&+&J du < +CO pour tout x r&eel (3.9a) 
et 
(3.9b) 
et T=inf{tzO/B:=h(L,) ou B;=k(L,)}. Alors: 
6) E(M) = E(b). 
(ii) T appartient d! 3 ssi E(\&-1) < +a. 
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Preuve. Rappelons que d’apres Jeulin et Yor (1981), lorsque h et k verifient (3.9), 
le temps d’art% T est fini et E(IBrI) = E( LT). II est clair que si T appartient a .T, 
alors E(lB,l) < +CO. Examinons la reciproque. 
Soit a>O. On a I?:,,< h(LlhT), par consequent 
Jw:A.l,B:+“~)~ ~(~Ll~h&,~ -0,). 
Mais d’apres le balayage, on a 
E(B:ATljhcL,,,>a)) = E(f(LAT)) avecf(x) =i 
x 
lfhcz,lzal dz. 




P(Lr > z) dz = E(L,) = E(IL?rI) < +co. 
0 
Une application du thtoreme de convergence dominee, conduit a 
et la limite est uniforme par rapport a t. 0 
Proposition 3. Soient c <t et T = inf{ t 3 0 1 B: = c( L, + 1) ou BJ = eLc}. Alors Tappar- 
Gent ci 9, E(( LT)O) < +a3 et E(IBTI*) = to2 pour tout 1 < (Y < 1/2c. 
Preuve. D’apres Jeulin et Yor (1981) on a 
(1) E((&)“) = q,(t) dt 
avec 
cp,(t)=fl” eC’+l ( c(t+ 1) > (tt 1))“2( exp-$(l -e-‘). 
(2) E((BJ)“)= 
I 
x cp2(t, a) dt 
0 
avec 
(P2(f,(Y)=$(f+1))“zC exp{-f(1 -e-‘)+(a - l)t}. 
(3) E(BG) = E(B,) = 
Im 
At, 1) dt. 
0 
On en dtduit E((L,)*) < +a, E(I&I*) = +CO pour tout 1 < (Y < 1/2c et E(BG) = 
E(B;) < +a. Par consequent, T appartient a y (lemme 5). 0 
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(b) Etude du cas O<p< 1. 




2PpPE((M:)“j~ E((L,(M))“). (3.10)+ 
Preuve. Nous donnons deux demonstrations de (3.10) et (3.10)‘, la premiere utilisant 
le balayage des martingales continues et la seconde reposant sur les inegalites de 
Holder dans Lp avec 0 < p < 1. 
(1) Pour tout x20 et ~20, on a 





On ajoute E(lM,lPl(~M,~~~L,(~)~ j de part et d’autre de (3.12), il vient E((M,(“) S 5, 
avec 
5= (1 -P)~~E((L,(M))~~(,,_,;,.,I,,,,)+ E(lM,l”l(,~,=,rc~,(~))) 
+pc”~‘E(I~,I(L,(M))“~‘l~,,~,~ <L,~MI)). 
Mais 
5= (1 -P)~~E((L~~(W)~)+P~~-‘E(IM~I(L,(W)”~’) -50 
avec 
&= E[{(~-~)(CL,(M))~-/~,~~+P~~~~(CL~(~))~~’~~~,M.,.,~~L,~M~~~~ 
D’apres (3.11), &SO, d’oh 
E(lM,J”)~ (1 -~)c~E((L,(M)~~)+Pc~-‘E(~~,J(~,(~))~~~). (3.13) 
(2) Soient O<&<l et N,=pJM,~(L,(M)+.5)“~‘-(L,(M)+~)P+~p. N est 
une martingale locale. Si E((L,( M))P) = +CO, (3.10) est verifiee; on peut done sup- 
poser E(( L,(M))P) < +a. Or (L,(M) + &)“-I 5 .spp’, par consequent N est une 
martingale u.i., et 
~E(~M,((L,(M)+E)~~‘)=E((L,(M)+~)~)-E~. (3.14) 
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D’apres le theortme de convergence dominee, lorsque e tend vets 0, le membre de 
gauche de (3.14) tend vers E((L,(M))“). En appliquant le lemme de Fatou, on 
obtient 
pF(IKoI(~,(M))p~‘) d F((L,(M))P) < +a. 
Mais (L,(M) + e)“-’ G (L,(M))“-‘. On peut appliquer le theoreme de convergence 
dominte au membre de gauche de (3.14) il vient 
PF(IM&~a&W)P~‘) = F((.UW)P). (3.15) 
D’une manibre analogue on montre 
2F(M;(UW)P-‘) = F((L,(W)P). (3.15)+ 
(3) On deduit de (3.13) et (3.15) l’inegalite 
E(IM,I”)<~(c)E((L,(M))~) avec /1(x)=(1-p)xP+xPp’. 
Mais h(x)2 /1(1/p) =pmp, pour tout x 2 0. En changeant IM,J par 2ML dans (3.13) 
et en utilisant (3.15)+, on montre 
2PE((M;)p)~p~PE((L,(M))P). 
(4) Rappelons I’inegalite de Holder dans Lp avec 0 <p < 1 (Hardy, Littlewood 
et Polya, 1967, Theorem 189, p 140). 
Soient X et Y deux v.a. positives, 4 l’exposant conjugue de p (q est negatif). Alors: 
(HP) E(XY)S(E(X~))“~(E( Yq))“q. 
Par consequent E(IM,I(L,(M))pp’)~ (E(IM,IP))“p (E((L&M))“))““, On deduit 
de (3.15) l’inegalite 
On obtient ainsi (3.10). 
Remarquons que cette preuve est analogue a celle donnte par AzCma et Yor 
(1978a) pour Ctablir (3.1). 
(5) On fait le changement de variables x = ny dans l’integrale intervenant dans 
la definition de a; (voir (3.2)), il vient 









0< ah <p’+p yp exp-$p(y-1) dy. 
1 
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Mais E((LTC,,)‘) = a: + a,, d’apres (3.4), on a 
E((k,Y) n~+;m~‘+p In(n). 
On deduit de (3.3), 
(6) On reprend la demonstration du theoreme 4, et en particulier le calcul au 
temps U(a, n). 
On effectue le changement de variable u = nv dans I’integrale definissant CX~(~) 
en (voir (3.5))), 
De p s n/(1 + n/2p) G 2~7, on dtduit sup,, a?(n) < tco. D’apres (3.5) et (3.6) on a 
lim E((Lc,,,J’) a+cg ._-,,P(~P)’ In(n) 
Un calcul direct conduit a 
D’ou 
On en deduit 
Introduisons une nouvelle famille de temps d’arret (T’(a); LY < 1) oii 
T’(a)=inf{t~O)(B,~=(L,)“}. 
Proposition 4. Soit a < 1 et 0 < q c 1. Alors: 
(1) T’( LY) appartient h Y et 
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Remarque. On diduit de la seconde propriete 
E((LY) 
g! [E(lB,-I”)]“‘“=+‘l?. 
En particulier, il n’existe pas de constante c,, telle que 
E((L,(M))“)~cc,E(IM,IP) pour tout M de .4l. 
Preuve de la proposition 4. Soient (Y < 1, 0 < q s 1, T = T’(a), 
WQ, 4) = E(IW) et /(a, 4) = E((k)T 
D’apres Jeulin et Yor (1981) on a 
i 
+S 






On fait le changement de variable y = xl-“/( 1 - cu), il vient 
b(a,q)=(l-CU)“~“‘POQ-(l+CXq/(l-CI)), 
l(a,q)=(l-a)“(‘~“‘r(l+q/(l-a)). 
En particulier b((~, 1) < +CO, d’apres le lemme 5, T appartient a T. Soient 
P=ll(l-a), 
b(a, 9) 
da, 4) =- 
f(ff, P) 
l(a, 4) et da, 4) = (qLU, q))“/” 
Alors, 
P(cf, 4) = P” 
n-q+@) 
r(l+qP) ’ 
&(“, q) = (1 -,)(w)l(l~u) r(l+Pl(l-a)) 
(r(l+Luq/(l-Cr)))“‘Y’ 




- XX ep. 
X 
On fait tendre p vers +a, dans (3.16), il vient 
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On en dCduit 
143 
3.2. Lien avec la transformke de Hardy 
Soient p un 61Cment de P et p > 1. Dans ce paragraphe on Ctudie I’intCgrabilitC de 
(&,)’ et (Li,)‘. 
Lorsque ~((0)) > 0, rappelons que l’on a 
(i) L? * d8,<-tcO, par conskquent la condition E(( Lf,)“) < i-m, n’impose 
aucune ckdition d’inttgrabilite sur p. 
(ii) J%LT&J) = (1-/4UN)E((LT**)P) oti p* =-&)/+*. 
Cette dernikre CgalitC permet de se ramener au cas oti p ({0}) = 0, 
Notations. (1) p dCsigne un Aliment de 9’” fix& Soient p > 1 et 4 l’exposant conjugk 
de P, q=pI(p-1). 
(2) Pour toute fonction f bortlienne, positive, dkfinie sur [0, I], on note H(f) 
la transformke de Hardy de J 
H(f)(x) = & J 
1 
f(u) du, O<x<l. 
X 
Rappelons que I’on a l’inCgalit6 de Hardy-Littlewood: 
Pour une dkmonstration probabiliste de cette iGgalit6, on peut se reporter $ Dubins 
et Gilat (1978), AzCma et Yor (1979b), Donati-Martin et Yor (1989). 
On note fi I’opkrateur dual de H; fi est dt%ni par 
O<x<l, 
pour toute fonction borklienne f positive, difinie sur [0, 11. Par dualit& on dtduit 
de (HL): 
(HL)- Ilfi(f)ll, c sllfll,. 
(3) Soient p un 6lCment de p* , pi, p-, /?+ et p^_ les quatre fonctions dkfinies 
sur R, par 
s dp(s), p-(x) = - J s +L(s), [-x,01 
b+(x) = 
J 
s dp(s) et 6-(x)=- J s @u(s). I%+~[ I-=,-xl 
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Lorsque f est une fonction monotone et continue a droite, on note f -' son inverse 
continue a droite. 
On introduit 
$=Agi+--$ et .&=‘- 1 &-‘+(p^_)-‘. 
Rappelons que d’apres (Vallois, 1983, lemme (3.6)) (resp. (2.10) et (2.11)) on a 
P(L,* 2x) = 1 -A,(F’(x)) (3.18) 
avec 
A,(x) = F(x) = 2 
P(Li, 2 x) = 1 - &( P(x)) (3.19) 
avec 
I : g&(s) ds et I 
x 
A,(x) = P(x) = 2 
ds 
Om’ 
ThCoreme6. Soientf,=2/(~~oA,‘),~~=2/(~~o(/i,)~’). Alors la loide LTw (resp. 
LF~) est l’image par k(f,) (resp. fi(f,)) de la mesure de Lebesgue sur [O, 11. 
Preuve. On a 
fii(f,)(x) =2 I ; [ (Al’(t)) $3 O<x<l. P F 
On fait le changement de variable s = A,‘(t), il vient 
fi(&)(x) = 2 
*;‘(s) ds 
= F(A,‘(x). 
0 1 -A,(s) 
Les fonctions F et A, itant strictement croissantes, on a 
{xE[O,~];I?(~~)(X)>~~}=[A,(F-~(CY));~] oti o>O. 
On dtduit de (3.18) que la loi de L TP est I’image par fi(f,) de la mesure de Lebesgue 
sur [0, 11. 
Le resultat relatif a la loi de Lf, se montre d’une maniere identique. 0 
Remarque. Lorsque p est une mesure symetrique, on a A,(p+(x)) = 2p[O, x] et 
2,(6+(x)) = 2p]x, +a[. Par consequent f, (resp. j,) est l’inverse de x + 2~[0, x] 
(resp. x + 2p]x, +a$). 
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rksultat du thkorkme 6 est t&s lit & celui obtenu par AzCma et Yor (1979b), 
rappelons: La loi de S, est l’image par H(g,) de la mesure de Lebesgue sur [0, 11, 
avec v une probabilitk appartenant B 9, g, l’inverse de x + ~1-03, x], +y la fonction 
barycentre de V, 
‘h(x)= l 
4x3 +ar J t dv(t) rx,+cq 
lorsque V[X, +O3[ > 0 et Gy(x) = x sinon, (py = 9;‘) T’L = T”(cp,) et T”(h) = 
inf{taO(B,Gh(S,)}. 
Soit C?‘$ I’ensemble des probabilitts p de CF*, symttriques, c’est-h-dire vtrifiant: 
p[-x,O]=~[O,x] pour tout x20. 
Soit p un tlCment de pz, il est clair que 5 = Lp,. Utilisons l’identitk en loi de I? 
L&y, (S-B, B) E (IBI, L), il vient 
avec T= T”(cp”‘) et cp’“‘(x)=x-&(x). Mais T=inf{t>O(S,>(CICo)(B,)}, oti $(‘) 
dtsigne 1’ inverse de cp (‘I On dCduit des prop . ositions (3.1) et (3.2) de AzCma et Yor 
(1979b) que $“) = I& avec v = P(& E *) = P((L?* -IBi,l)) E .). Par conskquent 
(T~,L~~,(B-F,()~‘(T’:,S~~,ST,_Bil). 
Proposition 5. Soient p un e’le’ment de $3’: et v = P( (Lf_ - jl3~,1) E . ). Les deux asser- 
tions suivantes sent gquivalentes: 
(i) La loi de Sy; est I’image par H(g,) de la mesure de Lebesgue sur [0, 11. 
(ii) fi(.k) = H(g,). 
Remarque. Nous montrons ultkrieurement (lemme 6) que H et F? vkrifient: H 0 6 = 
= H + I?. On d&duit de l’injectivitb de la transform&e de Hardy que g, = Z?(&) -jl. 
Preuve de la proposition 5. Soit g une fonction croissante dtfinie sur [0, 11. On a 
6) dH(g)(x) ’ =p 
dx [I ‘g(u)du-(1-x)g(x) (1-x)’ X 1 
1 ’ 
=- J (1-x)’ K (l-u) dg(u), 
par conskquent H(g) est une fonction croissante. 
(ii) {x E [O, 11; g(x) 6 a} = g-‘(a) pour tout (Y appartenant 5 R - 0, oti D est un 
ensemble fini ou dknombrable. 
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On dkduit (ii) que si g, et g, sont deux fonctions d&nies sur [0, 11, croissantes, 
continues et de m2me loi, l’ensemble [0, l] ttant muni de la mesure de Lebesgue, 
alors g, = g,. q 
On tire les deux conkquences suivantes du thkorkme 6: 
Proposition 6. Soient p > 1, et I,(F) = lE+(m’ (p;‘(x) A pl’(x))‘~’ dx. Ah-s: 
Proposition 7. Soient p un e’le’ment de P et p > 1. Alors les deux assertions suivantes 
sont kquivalentes: 
(i) E((LT)“)~pPE(IBTjP) pour tout Tde FP. 
(4 Ilk(f,)llF~~” ItIP G(t). 
I 
Remarques. (1) Lorsque p appartient Si CT’* et est symitrique, on a 
I 
CC 
E((~C,~~)~)<too ssi tP dp(t)<+a. 
0 
Finalement pour toute probabilitt! p de 9, la condition E((LF~)“) < +m, n’impose 
aucune condition d’intCgrabilitC sur p. 
(2) D’aprits le thtorkme 1 (resp. le thkorkme i), la condition E((LTti)“)<+~ 
(resp. E(( LF~)“) < +a) est tquivalente $ E(( LT)“) < +co pour tout temps d’arrct T 
de FK (resp. il existe un temps d’arrtt T de .YP tel E((L,)“) < +co). 
(3) Les rksultats de balayage d’une martingale continue ont permis d’ktablir 
l’assertion (i) de la proposition 7 (voir ThCor&me 4). II est remarquable de noter 
que 1’inkgalitC probabiliste (i) correspond exactement A I’inCgalitG de Hardy- 
Littlewood. On diduit du thiorkme 4 que p est la meilleure constante dans l’inCgalit6 
avec (HL)-, et par dualit que p/(p - 1) est la meilleure constante dans (HL) 
(Hardy, Littlewood et Polya, 1967). 
Lemme 6. Soient p > 1 et a, (resp. az) une fonction positive, croissante (resp. 
dtcroissante), dt$nie sur [0, 11. Ah-s: 
(1) HoI?=H+l?. 
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(3) Ilh4ll ,, < +a, ssi IjA211p <+co, oli 
I 
x 
AX(X) = a,(u)du, O<x<l. 
0 
Preuve. (1) Soit g une fonction borelienne, positive et definie sur [0, 11. On a 
Or 
=[t,l]x[O,t]u{(u,s)/t~s~l;s~u~l}. 
En appliquant le theoreme de Fubini, on obtient H 0 fi = fi + H. 
(2) La fonction a, etant positive et croissante, on a 
J 
! 
fi(u,)(x) 2 0 et a,(u) du Z a,(~)(1 -x) pour tout x de [0, l[. 
X 
On deduit de la relation precedente, l’inegalite a, 4 H(u,) 0 fi(u,). Une application 
de (HL) conduit a 
D’oh I’equivalence 
~~u,~~~ < +a ssi Ilfi(dllp <$-co. 
(3) Soit $<x<l, alors 
fi(ud(x) = f%,)(t)+ J ‘: a,(u) 1,2 l_u du, 
on en deduit 
fi(u,)(x) s fi(u,)(t) -(In 2)4)+ a,(l)1 In(1 -x)1. 
Mais 
I 
’ (In(l-x)JP<+OO, d’oti J ’ (i&)(x))” dx < +oo. l/2 1/r 
Mais lorsque 0 <x < 5, on a 
AI(x) s fi(a,)(x) d 2A,(x). (3.20) 
(i) Lorsque Ark L”([O, 11) on en deduit que fi(a,) E L”([O, 11). 
(ii) Supposons que I?(u,) E L”([O, l]), d’apres (3.20), la fonction A2110,1~21 appar- 
tient a L” ([0, 11). Mais A, est une fonction positive et croissante done A>(i) < +a. 
148 P. Vallois / Int!galit~s nvec le temps local 
Or A,(x) G A,($)+ a,(f) pour tout 4~ x< 1, la fonction A2 appartient a 
LP([O, 11). 0 
Preuve des propositions 6 et 7. (1) Soit A,, = E((LTs)P). On dtduit du theoreme 6 
que Ap = JA (I?(&)(x))” dx. Mais f, est une fonction croissante; une application du 
lemme 6 et de (HL) conduit a 
Mais 
Il.& II ; = 2’ I,: (5, 0 &‘(x))Y dx. 
On fait le changement de variable y = A,‘(x) il vient 
lIf,ll:=Zn~~(~~(x))“dx 
avec a = p+(a). Or lorsque cu,> 0 et czl > 0 on a 
(3.21) 
On en deduit 
p-l p 
2- 
( > P 
Ipb) s A, s (~P)‘~(cL). 
En utilisant 2P(l/ao+l/a,)‘~Ps~~-‘+a~~‘, on obtient 
2Jy,(x)‘-P < (p;‘(x))“-‘+ (p:‘(x))“P’. 
D’oti A, spp j lxlp dw(x). 
(2) On deduit du theoreme 1, que l’assertion (i) de la proposition 7 est equivalente 
a 
E((~T~)~)+’ I$ h(x). I 
(3) D’apres le theoreme 6 et le lemme 6, E( ( I!_?,,)~) < +CO ssi 
(la fonction jw est decroissante). Mais 
s yj;(r) dt=2&‘(x). 0 








K;= .. J t”&(t) dt< a” J &(t)dt=a”. 0 0 0 
Lorsque 0 <p < 1, l’analogue de la proposition 7 est: 
Proposition 8. Soient 0 <p < 1 et a me fonction positive dkjinie sur [0, 11. Alors: 
(1) Il~(a)ll,~pll4,. 
(3) Les deux assertions suivantes sont bquivalentes: 
(i) pPE((B71”) G E((L,)“) pour tout T de .Y&. 
(4 llfi(f,)ll ;-‘p” J (tlP h(t). 
Preuve. (1) Remarquons que d’aprks (Hardy, Littlewood et Polya, 1967, chapitre 
IX, 337) on a 
~O’(~)‘dx~($--)p~O’a(x)pdx avecA(x)=I:a(u)du. 
Nous montrons I’inCgalitt 1) I%( a) I),, 2 p 1) a I),,, par une methode analogue. 
on intkgre par parties 
Mais le terme entre crochets est nul, d’oti 
IIfi(a)II~=p J,,’ ( J,:Edu)pm'a(x)dx 
= P I’ (e(a)(t))P ‘a(t) dt. 0 
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Rappelons qu’il existe une inegalite de Holder, lorsque 0 < p < 1 (Hardy, Littlewood 





2 (I,,’ a,(t)” df)‘i”( I,,’ .,(r)y)“q, 
avec l/p + l/q = 1, a, et a, deux fonctions boreliennes positives definies sur [0, 11. 
On en dtduit 
d’ou l’inegalite cherchte. 
(2) Pour tout (Y,>O et a,>0 on a 2P(1/~O+l/~,)‘~P~~~~‘+~~ 
de (3.21), l’inegalite 
Ilf, II ; 2 lo’ {(PS’(X))” -’ + (~I’(x))“~‘} dx = 
I 
IX/~ dp(x). 
3.3. Compuruison de E((LLT(M))P) et E((MZ&)“) 
(a) Etude du cm O<p< 1. 
Lorsque O<p < 1, rappelons que d’apres Yor (1979b), on a 
‘. On dtduit 
0 
2 E((L,(M))P)s E((M:)“)+$ E((L,(M)Y’) VMEJ&, 
(3.22) 
oti JXi designe I’ensemble des martingales locales continues, nulles en 0. Par le 
balayage (El Karoui, 1979; Meyer, Stricker et Yor, 1979; Stricker, 1979; Yor, 1979a), 
on montre que l’on peut ameliorer les constantes de (3.22) et renforcer cette inegalite. 
Thkorkme7. Soient Osq<p<l, c,,=p-“/(l-p). Alors 
E((M2)“)s c,E((L(M))~), 
pour tout M de J&, uvec 




p’,L 9 et q’=- 
P-9 P-4’ 
Remarque. Lorsque q = 0, les inCgalitCs (3.23) et (3.24) deviennent 
(lIc,)E((UWY)~ E((~~Y) s @((UWYY. (3.25) 
Remarquons que c,,<(2-p)/(l -p). En effet, soit h(x) = (1 -p)xp+xp-‘, on a 
h(x) > h( l/p) = p-“, pour tout x > 0, x # l/p. En particulier, 
h(l)=2-p>p-Y 
On en diduit 
1-P -< 1. 
cP2-p 
Nous commen$ons par Ctablir: 
Lemme 7. Soient 0 d r < s, (H, ; t 2 0) et (K, ; t 2 0) deux processus continus, 
croissants, nuls en 0, (9, ; t > 0) adapt& tels que 
E((H,)‘)sE((K,)‘) pour tout (9,; ta0) temps d’arrzt T (3.26) 
On a alors les inbgalitks suivantes 
(E((H,)‘-‘))“‘(E((K,)“-‘))“~E (3.27) 
avec r’=-r/(s-r) et s’=s/(s-r). 
Preuve. (1) Soient A > 0 et u = inf{ t ( K, 3 A 1. On a 
(&I‘1 {K,cA) = (H<,Yl,,=+,,~ (h)‘. 
On applique (3.26), il vient E((H,)‘lJKXChl)s I?((&)‘). D’oti 
E((H,)‘l~,\,,,)~Ah’P(K,~h)+E((K,)‘l~,_<,,~). 
Soit 0< r < s. On multiplie cette inigalitC par rh -‘br et on intkgre par rapport $ 
1 Jo,+ur, dh, on obtient 
(2) Soit p, = 1 -r/s, q1 l’exposant conjuguk de pI, ql = p,/( p1 - 1) = -(s - r)/r. 
On remarque que O<p, < 1, on applique l’irkgalitt de Hiilder dans L”I, 
(E((H,)‘P1))“(E((K,)-‘ql))“~ E((H,)‘I(K,)‘). 
Mais -rq, = sp, = s - r, d’oti I’inkgalitC (3.27). Cl 
Preuve du thPor&me 7. En raisonnant par art% on peut supposer les v.a. L,(M) et 
M$ bornCes. On note L,(M) = L,. 
(1) Montrons que pour tout M de J&, on a 
E((%)“)s @((UP). (3.28) 
152 P. Vallois / I&galit~s auec le temps local 
Soient c>O, A>O, ~=inf{t~OIIM,I~h} et A={Mz>A, L,<ch}. Sur A on a 
a<+~ et (M,(=A, d’oti 
Appliquons le lemme 1, il vient 
P(~)~~E(L,,n(cA))~~E(L,n(cA)). 
On ajoute de part et d’autre de cette inegalite P( M$ > A, L,, 2 CA), il vient 
P(M~>A)~(c+l)P(L,~cA)+~E(L,l~,,~,.,,I). 
On multiplie par pAPm’ et on inttgre par rapport a l,o,+s, dh, on obtient 
E((MY) e&c’-p+(l-p)cm’)E((L,)p). 
En prenant c = p, on obtient (3.28). 
Soit S, = sup,_ U_~, M,. En changeant 
2PE((S,)P) s c,,E((L,(M))“). 
(2) Etablissons a present l’inegalite 
J~((L,)~) s c,,E((M?). 
IMI en 2M’, on montre 
(3.29) 
Soient A>O, c>O, r=inf{u~OIL,~cA}, ~=inf{u~OIM~ZA} et A={Mz<A, 
L, > CA}. Remarquons que sur A, on a u = +a, T-C +CC et L, = CA, d’oti 
CAP(A) = E(LT1.J s E(L,,,) = E(lM,,,I). 
Mais E(IM,,.I)=AP((T<~)+E(IM,I~,,=,=+,,); par consequent, 
P(A)<! P(M~~A)++(M&+hr). 
C 





On multiplie par pAPP’ et on integre par rapport a 110,+,,-) dh, on obtient 
E(( L,)p) s c” 
En choisissant c = l/p, on a E((L,) p d c,,E(( M$))“). Remarquons a nouveau que ) 
le ‘changement’ de 1 M( en 2M+ conduit a 
E((L,)P)f=_2PCpE((Sn)P). (3.30) 
(3) Soient O<q<p<l, p’=p/(p-q) et q’=q/(p-q). Appliquons le lemme 7 
avec H = M” et K = (c,,)““L, il vient 
(E((M*,)“~9))“‘(E((L,)“y))-9’~ E((M$)“(LJ9)~ cP--- p pq E((LYPY). 
Mais ~((M~)p~9)~(l/c,~,)~((L,)“-y), d’oti 
E((L,)P-Y))~k,E((M~)P(L~)-Y)~k;E(L~)p-q)), 
avec k, = (c,_~)~’ et ki= k,c,p/(p-q). 
Appliquons a nouveau le lemme 7 avec cette fois H = L et K = (cp)‘IPM*, on 
obtient 
(E((M~)p-9))-“‘(E((L~)p-y))P’~ E((L,)P(MZ)-9)~ c,,- p p q E((M:>)“-9. 
Or E(( Mz)P-Y) d crP9 E((Lm)PP9) et q’>O, done 
E((L,)~~~)~(c~_~)~‘E((L,)“(M~)-~)~~;E((M~)~~~) 
avec k[, = (cp_,>“‘cpp/( p - q). 0 
Remarque. On deduit de (3.29) et (3.30) et du lemme 7 les inegalites 
2PE(t&)P) s c,,E~~L~(M))~), 
avec k: = 2 Pk,, 
Soit pp =pp lorsque p 2 1 et pp =pPp/(l -p) sinon. Alors 
E((L,(M))“)~p,E((M~)“) VME.K vp>O. 





avec cp(x) = x9 et q 3 0. 
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On peut renforcer cette inegalite de la maniere suivante: 
Proposition 9. Pour tout 0 < ff < 1 et p > 0, il existe une constante C,,, > 0, telle que 
E(L,(MY7~ E((JL(M))~ exp(d,(WlMZ?3)~ G,E(L(M)“). 
Remarques. (1) On deduit de (3.33), I’inegahte 
E((L,(M))P~(L,(M)/M~))~ (p,C,,)E((M$)P) avec cette fois p(x) =e*“. 
(2) En utilisant (3.1)+, (3.30) et le lemme 7, on montre d’une man&e analogue, 
E(L(M)“)c E((L(M))P exp((.rL(M)/(2L)))c C,,$(L(M)“). 
(3) En ce qui concerne les inegalitts de rapport, on peut se reporter a Kazamaki 
et Kikuchi (1987) pour la partie probabiliste et a Murai et Uchiyama (1986) pour 
la partie analytique. 
Preuve de la proposition 9. (1) Rappelons le resultat de Kazamaki et Kikuchi (1987): 
Soient U et V deux processus croissants, continus a droite, adapt&, nuls en 0 tels 
que 
E(( u, - UCTnrr)- ) 1 ST) s kE( V,_ 1 ST) pour tout temps d’art& (T et T. 
Alors pour tout 0 < LY < l/k et p > 0 il existe une constante C,,, > 0 telle que l’on ait 
E( UZ exp(a&/ V,)) 6 C,,,E( UC). 
(2) On choisit U = L(M) et V = M”; on note 15 = L(M). Quitte a raisonner par 
arrgt on peut supposer que les deux v.a. L, et MY sont born&es. Soient (T et T deux 
temps d’art%. On a 
Ulr-UTn~,==~r-L-rn,r=N,-Nr,,+IM,l-IM7nrrl, OG N=L-IMI. 
N est une martingale done E((U,- UT,,)IsT)= E((IM,I-IM,,,,I)I~~). Mais 
I~,,I-lM~n~,~~lMrrl~M~, d’ou 
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