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Weierstrass Semigroups from Kummer Extensions
Shudi Yang and Chuangqiang Hu
Abstract
The Weierstrass semigroups and pure gaps can be helpful in constructing codes with better parameters. In this paper, we
investigate explicitly the minimal generating set of the Weierstrass semigroups associated with several totally ramified places over
arbitrary Kummer extensions. Applying the techniques provided by Matthews in her previous work, we extend the results of
specific Kummer extensions studied in the literature. Some examples are included to illustrate our results.
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I. INTRODUCTION
S INCE Goppa [1] constructed algebraic geometric (AG) codes from several rational places, the study of AG codes becomesan important instrument in coding theory. For a given AG code, the famous Riemann-Roch theorem gives a non-trivial
lower bound, named Goppa bound, for the minimum distance in a very general setting [2]. Garcia, Kim and Lax improved
the Goppa bound using arithmetical structure of the Weierstrass gaps at one place in [3], [4]. Homma and Kim [5] introduced
the concept of pure gaps and demonstrated a similar result for a divisor concerning a pair of places. And this was generalized
to several places by Carvalho and Torres in [6].
Weierstrass semigroups and pure gaps are of significant uses in the construction and analysis of AG codes. They would be
applied to obtain codes with better parameters (see [7], [8]). We see that the Weierstrass semigroup associated with several
distinct places is a generalization of the classical studied one at only one place. More information can be found in [9].
Weierstrass semigroups over specific Kummer extensions were well-studied in the literature. For instance, Matthews [10]
investigated the Weierstrass semigroup of any l-tuple of collinear places on a Hermitian curve. In [11], Matthews generalized
the results of [6], [10] by determining the Weierstrass semigroup of any l-tuple rational places on the quotient of the Hermitian
curve defined by the equation yq + y = xm over Fq2 where m > 2 is a divisor of q + 1. However, little is known for general
Kummer extensions, except that, Masuda, Quoos and Sepúlveda [8] recently described the Weierstrass semigroups of one- and
two-places.
In this paper, our main interest will be in the research of the Weierstrass semigroup of any l-tuple rational places over
arbitrary Kummer extensions. This work is strongly inspired by the study of [8], [10], [11]. We shall explicitly calculate the
minimal generating set of the Weierstrass semigroups by employing the techniques provided by Matthews in [10], [11]. At
this point, we extend the results of [8], [10], [11]. We mention that our results can be employed to get linear codes attaining
good or better records on the parameters, see [7], [8] for more details.
The remaider of the paper is organized as follows. In Section II we briefly recall some notations and preliminary results over
arbitrary function fields. Section III focuses on the determination of the minimal generating sets of the Weierstrass semigroups
over Kummer extensions. Finally, in Section IV we exhibit some examples by using our main results.
II. PRELIMINARIES
In this section, we introduce notations and present some basic facts on the minimal generating set of Weierstrass semigroups
of distinct rational places over arbitrary function fields.
Let q be a power of a prime p and Fq be a finite field with q elements. We denote by F a function field with genus g
over Fq and by PF the set of places of F . The free abelian group generated by the places of F is denoted by DF , whose
element is called a divisor. Assume that D =
∑
P∈PF
nPP is a divisor such that almost all nP = 0, then the degree of D is
deg(D) =
∑
P∈PF
nP . For a function f ∈ F , the divisor of f will be denoted by (f) and the divisor of poles of f will be
denoted by (f)∞.
We introduce some notations concerning the Weierstrass semigroups. Given l distinct rational places of F , named Q1, · · · , Ql,
the Weierstrass semigroup H(Q1, · · · , Ql) is defined by{
(s1, · · · , sl) ∈ N
l
0
∣∣∣ ∃f ∈ F with (f)∞ = l∑
i=1
siQi
}
,
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2and the Weierstrass gap set G(Q1, · · · , Ql) is defined by Nl0\H(Q1, · · · , Ql), where N0 := N ∪ {0} denotes the set of
nonnegative integers. When comparing elements of Nl0, we always employ a partial order  defined by (n1, · · · , nl) 
(p1, · · · , pl) if and only if ni 6 pi for all i, 1 6 i 6 l.
In order to present the minimal generating set for Weierstrass semigroups, more symbols should be described. To begin
with, set Γ(Q1) := H(Q1). For l > 2, define
Γ(Q1, · · · , Ql) :=
{
n ∈ Nl
∣∣∣ n is minimal in {p ∈ H(Q1, · · · , Ql) | pi = ni} for some i, 1 6 i 6 l}.
For l > 1, define
Γ˜(Q1, · · · , Ql) :=
{
n ∈ Nl0
∣∣∣ (ni1 , · · · , nik) ∈ Γ(Qi1 , · · · , Qik) for some k, 1 6 k 6 l and 1 6 i1 < · · · < ik 6 l}.
Here the elements in Nl (also in Nl0 ) are compared with respect to . We remark that, for the general case, Matthews [10],
[11] proposed the notation of Γ(Q1, · · · , Ql) and Γ˜(Q1, · · · , Ql), while Kim [12] settled the case of l = 2. Here we collect
two results from [10] that will be used in the next section.
Lemma 1 ([10]). Let n ∈ Nl. Then n is minimal in {p ∈ H(Q1, · · · , Ql) | pi = ni} with respect to  for some i, 1 6 i 6 l,
if and only if n is minimal in the set {p ∈ H(Q1, · · · , Ql) | pi = ni} with respect to  for all i, 1 6 i 6 l.
Lemma 2 ([10]). Let Q1, · · · , Ql be distinct rational places with l > 2. Then
Γ(Q1, · · · , Ql) ⊆ G(Q1)× · · · ×G(Ql).
The following theorem, due to Matthews [10], generalized the result of Kim [12] and showed that the entire Weierstrass
semigroup H(Q1, · · · , Ql) is generated by the set Γ˜(Q1, · · · , Ql). Thus Γ˜(Q1, · · · , Ql) is called the minimal generating set
of the Weierstrass semigroup H(Q1, · · · , Ql).
Lemma 3 ([10]). Let Q1, · · · , Ql be distinct rational places with l > 2. Then
H(Q1, · · · , Ql) =
{
lub{u1, · · · ,ul} ∈ N
l
0
∣∣∣ u1, · · · ,ul ∈ Γ˜(Q1, · · · , Ql)},
where lub{u1, · · · ,ul} represents the least upper bound of vectors ui = (ui1 , · · · , uil) in Nl0 for all i, 1 6 i 6 l, defined by
lub{u1, · · · ,ul} := (max{u11, · · · , ul1}, · · · ,max{u1l , · · · , ull}).
Actually, in order to determine H(Q1, · · · , Ql), one only needs to determine Γ(Qi1 , · · · , Qik) for all 1 6 k 6 l and
1 6 i1 < · · · < ik 6 l. This is precisely what we will consider in the next section.
Now, we turn our attention to a characterization of Γ(Q1, Q2) in (G(Q1)×G(Q2))∩H(Q1, Q2) established by Homma [13].
Denote the gap sequence at Q1 by β1 < β2 < · · · < βg and that at Q2 by β′1 < β′2 < · · · < β′g, where g is the genus of the
function field. For each gap βi at Q1, the integer nβi := min{γ | (βi, γ) ∈ H(Q1, Q2)} is a gap at Q2 [12]. So there exists
a permutation σ of the set {1, 2, · · · , g} such that nβi = β′σ(i). The graph of the bijective map between G(Q1) and G(Q2) is
the set Γ(Q1, Q2) = {(βi, β′σ(i)) ∈ N2 | i = 1, 2, · · · , g}. We recall the following lemma.
Lemma 4 ([13]). Let Γ′ be a subset of (G(Q1)×G(Q2))∩H(Q1, Q2). If there exists a permutation τ of {1, 2, · · · , g} such
that Γ′ = {(βi, β′τ(i)) ∈ N2 | i = 1, 2, · · · , g}, then Γ′ = Γ(Q1, Q2).
III. MAIN RESULTS
Let m > 2 be an integer coprime with p. In this section, we restrict our attention to the Kummer extension FK/Fq(x)
defined by ym = f(x)λ =
∏r
i=1(x − αi)
λ, where r > 2, gcd(m, rλ) = 1 and the αi’s are pairwise distinct elements in Fq
for 1 6 i 6 r. The function field FK has genus g = (r − 1)(m− 1)/2. Let P1, · · · , Pr be the places of the rational function
field FK associated to the zeros of x − α1, · · · , x− αr, respectively, and P∞ be the unique place at infinity. It then follows
from [14] that they are totally ramified in this extension.
The following proposition describes some principle divisors of a Kummer extension.
Proposition 5. Let FK/Fq(x) be a Kummer extension defined by
ym = f(x)λ =
r∏
i=1
(x− αi)
λ, (1)
where αi ∈ Fq and gcd(m, rλ) = 1. Then we have the following divisors in F :
(1) (x− αi) = mPi −mP∞, for 1 6 i 6 r;
(2) (y) = λP1 + · · ·+ λPr − rλP∞;
(3) (f(x)) =∑ri=1mPi − rmP∞;
(4) (z) = P1 + · · ·+ Pr − rP∞, where z := yAf(x)B , and A, B are integers such that Aλ+Bm = 1.
3Denote by ⌊x⌋ the largest integer not greater than x and by ⌈x⌉ the smallest integer not less than x. Masuda, Quoos and
Sepúlveda [8] determined the Weierstrass semigroups related to one and two rational places.
Lemma 6 ([8]). Let F/K be the Kummer extension given by (1). Suppose that P∞ and P1 are rational places of F . Then
H(P1) = N0\
{
mk + j ∈ N
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
, 0 6 k 6 r − 2−
⌊
rj
m
⌋}
,
H(P∞) = 〈m, r〉.
Lemma 7 ([8]). Let F/K be the Kummer extension given by (1). Suppose that P∞ and P1 are rational places of F . Then
Γ(P∞, P1) =
{
(mk0 − rj,mk1 + j) ∈ N
2
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
,
k0 + k1 = r − 1, k0 >
⌈
rj
m
⌉
, k1 > 0
}
.
The following results are extensions of Lemma 7, which will demonstrate the minimal generating set of Weierstrass
semigroups of arbitrary rational places. We start with a simple case that provides a crucial ingredient in the proof of the
general case.
Theorem 8. Let F/K be the Kummer extension given by (1) with genus g > 1, P1 and P2 be two totally ramified places in
PF . Then
Γ(P1, P2) =
{
(mk1 + j,mk2 + j) ∈ N
2
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
,
k1, k2 > 0, k1 + k2 = r − 2−
⌊
rj
m
⌋}
.
Proof: Let Γ′ =
{
(mk1 + j,mk2 + j) ∈ N
2
∣∣∣ 1 6 j 6 m − 1 − ⌊m
r
⌋
, k1, k2 > 0, k1 + k2 = r − 2 −
⌊
rj
m
⌋}
. The
conditions k1, k2 > 0 and k1 + k2 = r− 2−
⌊
rj
m
⌋
implies that 0 6 ki 6 r− 2−
⌊
rj
m
⌋
for i = 1, 2. It follows from Lemma 6
that the sets {
mk1 + j ∈ N
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
, 0 6 k1 6 r − 2−
⌊
rj
m
⌋}
and {
mk2 + j ∈ N
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
, 0 6 k2 6 r − 2−
⌊
rj
m
⌋}
are the Weierstrass gap sets G(P1) and G(P2), respectively. Thus Γ′ ⊆ G(P1)×G(P2) and the cardinality of Γ′ is g. It can
be computed from Proposition 5 that the divisor of the function h = z−mk1−j(x− α2)k1−k2
∏r
µ=3(x − αµ)
k1+1 is
(h) =− (mk1 + j)P1 − (mk2 + j)P2 +
r∑
µ=3
(m− j)Pµ+
(rj + (2− r)m +m(k1 + k2))P∞.
When 1 6 j 6 m− 1−
⌊m
r
⌋
, the valuations of h at Pµ (µ > 3) are positive as m− j > 0, and the valuation of h at P∞ is
also positive, because
rj + (2− r)m +m(k1 + k2)
= rj + (2− r)m+m
(
r − 2−
⌊
rj
m
⌋)
= m
rj
m
−m
⌊
rj
m
⌋
> 0.
So the pole divisor of h is (h)∞ = (mk1 + j)P1 + (mk2 + j)P2. Thus Γ′ ⊆ H(P1, P2) and we conclude from Lemma 4 that
Γ(P1, P2) = Γ
′
.
Somewhat more generally, we have the following.
4Theorem 9. Let F/K be the Kummer extension given by (1) with genus g > 1, P∞, P1, · · · , Pl be totally ramified places in
PF . Then for 1 6 l 6 r −
⌈ r
m
⌉
, we have
Γ(P∞, P1, · · · , Pl) =
{
(mk0 − rj,mk1 + j, · · · ,mkl + j) ∈ N
l+1
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
,
k1, · · · , kl > 0, k0 >
⌈
rj
m
⌉
, k0 + k1 + · · ·+ kl = r − l
}
,
and for r −
⌈ r
m
⌉
< l 6 r,
Γ(P∞, P1, · · · , Pl) = ∅.
Proof: We begin by setting up some notation. Let δk,j := (mk0 − rj,mk1 + j, · · · ,mkl + j) and it will only be used to
describe vectors where 1 6 j 6 m− 1−
⌊m
r
⌋
, k1, · · · , kl > 0, k0 >
⌈
rj
m
⌉
. For 2 6 l 6 r, we define
S∞,l :=
{
δk,j ∈ N
l+1
∣∣∣ l∑
i=0
ki = r − l
}
,
Γ∞,l := Γ(P∞, P1, · · · , Pl).
Actually, we obtain
⌈ r
m
⌉
6 k0 6 r− l, which gives that 1 6 l 6 r−
⌈ r
m
⌉
. In the following, we will prove that Γ∞,l = S∞,l
by induction on l for 1 6 l 6 r −
⌈ r
m
⌉
. By Lemma 7, we have
Γ∞,1 =
{
δ(k0,k1),j ∈ N
2
∣∣∣ k0 + k1 = r − 1} = S∞,1,
which settles the case where l = 1. We now proceed by induction on l > 2. Assume that Γ∞,i = S∞,i holds for all 1 6 i 6 l−1.
First, we claim that S∞,l ⊆ Γ∞,l. Let δk,j ∈ S∞,l. Then( ∏r
i=l+1(x− αi)
k1+1
zmk1+j
∏l
i=2(x− αi)
ki−k1
)
∞
= (mk0 − rj)P∞ +
l∑
i=1
(mki + j)Pi,
since
∑l
i=0 ki = r − l. Hence, δk,j ∈ H∞,l, where we write H(P∞, P1, · · · , Pl) as H∞,l for short.
In order to show that δk,j ∈ Γ∞,l, it suffices to prove that δk,j is minimal in {p ∈ H∞,l | p0 = mk0 − rj}. Suppose that
δk,j is not minimal in
{p ∈ H∞,l | p0 = mk0 − rj}.
Then there exists u := (u0, u1, · · · , ul) ∈ H∞,l with u0 = mk0 − rj, u  δk,j and u 6= δk,j . Let h ∈ Fq(x) be such that
(h)∞ = u0P∞ + u1P1 + · · ·+ ulPl. Note that u 6= δk,j gives ui < mki + j for some 1 6 i 6 l. Without loss of generality,
we may assume that ul < mkl + j. Hence,
ul = mkl + j − t
for some t > 1. In other words, we denote
u = (mk0 − rj, u1, · · · , ul−1,mkl + j − t),
where 0 6 ui 6 mki + j for all 1 6 i 6 l− 1. Thus, there are two special cases to consider:
(1) j > t
(2) j 6 t.
Case (1): Suppose j > t. In this case, we take v0 := m(k0 + kl) − rt and vi := max{ui − (j − t), 0} for 1 6 i 6 l − 1.
Then
(
hzj−t(x− αl)
kl
)
∞
= v0P∞ +
l−1∑
i=1
viPi.
Hence,
v := (v0, v1, · · · , vl−1) ∈ H∞,l−1.
Let us introduce
w := (v0,m(k1 + 1) + t,mk2 + t, · · · ,mkl−1 + t) ∈ S∞,l−1.
5By the induction hypothesis, S∞,l−1 = Γ∞,l−1, and so
w ∈ Γ∞,l−1.
It follows from Lemma 1 that w is minimal in the set {p ∈ H∞,l−1 | p0 = v0}. Then we will find a contradiction. It is easy
to check that vi 6 mki + t for 2 6 i 6 l − 1 and v1 < w1 as
u1 − (j − t) 6 mk1 + t < m(k1 + 1) + t = w1.
This means that v  w and v 6= w.
Now we have
v ∈ {p ∈ H∞,l−1 | p0 = v0},
v  w, and
v 6= w,
which is a contradiction to the minimality of w in {p ∈ H∞,l−1 | p0 = v0}.
Case (2): Suppose j 6 t. In this case, we set v0 := m(k0 + kl)− rj. Then
(
h(x− αl)
kl
)
∞
= v0P∞ +
l−1∑
i=1
uiPi,
which implies that
v := (v0, u1, · · · , ul−1) ∈ H∞,l−1.
Then
w := (v0,m(k1 + 1) + j,mk2 + j, · · · ,mkl−1 + j) ∈ S∞,l−1.
It is easy to see that v  w and v 6= w, as u1 < m(k1 + 1) + j and ui 6 mki + j for 2 6 i 6 l− 1. Note that w ∈ S∞,l−1.
By the induction hypothesis, S∞,l−1 = Γ∞,l−1, and so
w ∈ Γ∞,l−1.
By Lemma 1, w is minimal in the set {p ∈ H∞,l−1 | p0 = v0}. This leads to a contradiction as
v ∈ {p ∈ H∞,l−1 | p0 = v0},
v  w, and
v 6= w,
Since both cases (1) and (2) yield a contradiction, it must be the case that δk,j is minimal in {p ∈ H∞,l | p0 = mk0− rj}.
Therefore, by the definition of Γ∞,l, we have δk,j ∈ Γ∞,l. This completes the proof of the claim that S∞,l ⊆ Γ∞,l.
Next, we will show that Γ∞,l ⊆ S∞,l. Suppose not, and we suppose that there exists n = (n0, n1, · · · , nl) ∈ Γ∞,l \ S∞,l.
Then there exists h ∈ Fq(x) such that (h)∞ = n0P∞ + n1P1 + · · ·+ nlPl. From Lemma 2, we have
n ∈ Γ∞,l ⊆ G(P∞)×G(P1)× · · · ×G(Pl).
It follows that
n = (mk0 − rj0,mk1 + j1,mk2 + j2, · · · ,mkl + jl),
where 1 6 ji 6 m − 1, k0 >
⌈
rj0
m
⌉
and ki > 0 for all 0 6 i 6 l. Without loss of generality, we may assume that
jl = max{ji | 0 6 i 6 l − 1}. Then(
h(x− αl)
kl+1
(x− α1)kl+1
)
∞
= n0P∞ + (n1 +m(kl + 1))P1 +
l−1∑
i=2
niPi,
which implies that (n0, n1 +m(kl + 1), n2, · · · , nl−1) ∈ H∞,l−1 ∩ Nl. By Lemma 3, there exists u˜ = (u0, u1, · · · , ul−1) ∈
Γ˜∞,l−1 such that
u˜  (n0, n1 +m(kl + 1), n2, · · · , nl−1), (2)
and u0 = n0 = mk0 − rj0 > 0. If u1 6 n1, then (u0, u1, · · · , ul−1, 0)  n. This yields a contradiction as n is minimal in
{p ∈ H∞,l | p0 = n0}. Thus, we have u1 > n1 > 0.
6To get the desired conclusion, we will make use of the nonzero coordinates of u˜. Suppose that {i0, i1, · · · , il−1} =
{0, 1, · · · , l − 1} is an index set such that 0 = i0 < i1 < i2 < · · · < ik for some k, 1 6 k 6 l − 1. From the definition of
Γ˜∞,l−1, we rearrange the coordinates of u˜, which are denoted by
uis =


mT0 − rj
′ if s = 0,
mTis + j
′ if 1 6 s 6 k,
0 if k < s 6 l − 1,
where (T0, Ti1 , · · · , Tik) ∈ N
k+1
0 and j′ ∈ N satisfying 1 6 j′ 6 m − 1, T0 >
⌈
rj′
m
⌉
, Tis > 0 for 1 6 s 6 k, and∑k
s=0 Tis = r − k.
The nonzero coordinates of u˜ will form a new vector u defined by
u := δ(T0,Ti1 ,··· ,Tik ),j′ ∈ S∞,k.
By the induction hypothesis, we have u ∈ Γ∞,k.
Note that i1 = 1 as u1 > n1 > 0. Since gcd(r,m) = 1 and
mT0 − rj
′ = u0 = mk0 − rj0,
we obtain m|(j′ − j0). This forces j′ = j0 (and so T0 = k0). As a result, we have
u = δ(T0,T1,Ti2 ··· ,Tik ),j0 ,
uis =


mT0 − rj0 if s = 0,
mTis + j0 if 1 6 s 6 k,
0 if k < s 6 l − 1,
with T0 + T1 + Ti2 + · · ·+ Tik = r− k. In particular, u1 = mT1 + j0. In the following, we separate the proof into two cases:
(1) u1 −m(kl + 1) > 0,
(2) u1 −m(kl + 1) < 0.
Case (1): Suppose u1 −m(kl + 1) > 0. If u1 −m(kl + 1) = 0, then m|j0, which is a contradiction. Therefore, it must be
u1 −m(kl + 1) > 0. Set
v˜ := (u0, u1 −m(kl + 1), u2, · · · , ul−1,mkl + j0).
By Equation (2), and since j0 6 jl, we have v˜  n. Denote
v := δ(T0,T1−kl−1,Ti2 ,··· ,Tik ,kl),j0 .
As before, v is formed by some of the nonzero coordinates of v˜. We verify that T0+(T1−kl−1)+
∑k
s=2 Tis+kl = r−(k+1),
which implies that v ∈ S∞,k+1. Since S∞,k+1 ⊆ Γ∞,k+1, it follows that v˜ ∈ Γ˜∞,l ⊆ H∞,l. Notice that v˜  n and n ∈ Γ∞,l.
Therefore, n = v˜ as otherwise n is not minimal in {p ∈ H∞,l | p0 = n0}. As none of ni equals zero, we get that
n = v˜ = v ∈ S∞,l, which is a contradiction.
Case (2): Suppose that u1 −m(kl + 1) < 0. At this point, we consider separately two subcases:
(a) k1 > 0,
(b) k1 = 0.
Subcase (a): Suppose k1 > 0. Let
v˜ := (u0,m(k1 − 1) + j0, u2, · · · , ul−1,m(T1 − k1) + j0).
We are going to show that v˜  n and v˜ 6= n. At first sight, Equation (2) means that ui 6 ni for 2 6 i 6 l − 1. Since
j0 −m < 0 < j1, we have
v1 = m(k1 − 1) + j0 < mk1 + j1 = n1.
Note that u1 = mT1 + j0 < m(kl + 1). This implies that
vl = m(T1 − k1) + j0 6 mT1 + j0 −m < mkl < mkl + jl = nl.
So v˜  n and v˜ 6= n. Let us express v as
v := δ(T0,k1−1,Ti2 ,··· ,Tik ,T1−k1),j0 .
We claim that v ∈ S∞,k+1. Clearly, T0 = k0, k1 − 1 > 0. Suppose that T1 − k1 < 0, then it must be
u1 = mT1 + j0 6 mk1 + j1 = n1,
7contradicting the fact that u1 > n1. Therefore, T1 − k1 > 0. Moreover, it is easy to check that
T0 + (k1 − 1) +
k∑
s=2
Tis + (T1 − k1) = r − (k + 1).
So v ∈ S∞,k+1 ⊆ Γ∞,k+1. It follows that v˜ ∈ H∞,l. Hence we have
v˜ ∈ {p ∈ H∞,l | p0 = n0},
v˜  n, and
v˜ 6= n,
contradicting the minimality of n in {p ∈ H∞,l | p0 = n0}. The proof in this subcase is completed.
Subcase (b): Suppose k1 = 0. Set
v˜ := (u0, 0, u2, · · · , ul−1,mT1 + j0).
Since u1 = mT1 + j0 < m(kl + 1) means that T1 6 kl, we have
vl = mT1 + j0 6 mkl + jl = nl,
as j0 6 jl. This yields that v˜  n and v˜ 6= n. Let
v := δ(T0,T1,Ti2 ,··· ,Tik ),j0 .
It is easy to see that v ∈ S∞,k as
∑k
s=0 Tis = r− k. As before, it follows that v˜ ∈ H∞,l and v˜ ∈ {p ∈ H∞,l | p0 = n0}. But
v˜  n and v˜ 6= n. This contradicts the minimality of n in {p ∈ H∞,l | p0 = n0}, which finishes the proof in this subcase.
Since both cases (1) and (2) yield a contradiction, it must be te case that no such n exists. Hence, Γ∞,l \ S∞,l = ∅. This
establishes that Γ∞,l ⊆ S∞,l, concluding the proof that Γ∞,l = S∞,l.
Now suppose that r −
⌈ r
m
⌉
< l 6 r. If δk,j ∈ Γ∞,l, then
⌈
rj
m
⌉
6
l∑
i=1
ki = r − l <
⌈ r
m
⌉
,
which is a contradiction as 1 6 j 6 m− 1. Therefore, Γ∞,l = ∅.
The above results enable one to deal with the general case for arbitrary distinct places excluding the place at infinity.
Theorem 10. Let F/K be the Kummer extension given by (1) with genus g > 1, P1, · · · , Pl be totally ramified places in PF .
Then for 2 6 l 6 r −
⌊ r
m
⌋
,
Γ(P1, P2, · · · , Pl) =
{
(mk1 + j,mk2 + j, · · · ,mkl + j) ∈ N
l
∣∣∣ 1 6 j 6 m− 1− ⌊m
r
⌋
,
k1, · · · , kl > 0, k1 + · · ·+ kl = r − l−
⌊
rj
m
⌋}
,
and for r −
⌊ r
m
⌋
< l 6 r,
Γ(P1, P2, · · · , Pl) = ∅.
Proof: The proof of this theorem is rather technical though it is similar to that of Theorem 9, and so is showed in details
here. Let γk,j := (mk1 + j,mk2 + j, · · · ,mkl + j) and we emphasize that it will only be used to describe vectors where
1 6 j 6 m− 1−
⌊m
r
⌋
, k1, · · · , kl > 0. For 2 6 l 6 r, set
Sl :=
{
γk,j ∈ N
l
∣∣∣ l∑
i=1
ki = r − l −
⌊
rj
m
⌋}
,
Γl := Γ(P1, P2, · · · , Pl).
Then one have 2 6 l 6 r−
⌊ r
m
⌋
, as 0 6
∑l
i=1 ki = r− l−
⌊
rj
m
⌋
. In the following, we will prove that Γl = Sl by induction
on l for 2 6 l 6 r −
⌊ r
m
⌋
. By Theorem 8, one can see that
Γ2 =
{
γ(k1,k2),j ∈ N
2
∣∣∣ k1 + k2 = r − 2−
⌊
rj
m
⌋}
= S2,
8which settles the case where l = 2. We now proceed by induction on l > 3. Assume that Γi = Si holds for all 2 6 i 6 l− 1.
First, we claim that Sl ⊆ Γl. Let γk,j ∈ Sl. Then( ∏r
i=l+1(x− αi)
k1+1
zmk1+j
∏l
i=2(x− αi)
ki−k1
)
∞
=
l∑
i=1
(mki + j)Pi,
since
∑l
i=1 ki = r − l−
⌊
rj
m
⌋
. Hence, γ
k,j ∈ Hl, where H(P1, · · · , Pl) is denoted by Hl for convenience.
In order to show that γk,j ∈ Γl, it suffices to prove that γk,j is minimal in {p ∈ Hl | p1 = mk1 + j}. Suppose that γk,j
is not minimal in
{p ∈ Hl | p1 = mk1 + j}.
Then there exists u = (u1, · · · , ul) ∈ Hl with u1 = mk1 + j, u  γk,j and u 6= γk,j . Let h ∈ Fq(x) be such that
(h)∞ = u1P1 + · · · + ulPl. Also notice that vP∞(h) > 0. Without loss of generality, we may assume that ul < mkl + j as
u 6= γk,j gives ui < mki + j for some 2 6 i 6 l. Hence,
ul = mkl + j − t
for some t > 1. In other words, we denote
u = (mk1 + j, u2, · · · , ul−1,mkl + j − t),
where 0 6 ui 6 mki + j for all 2 6 i 6 l− 1. Thus, there are two cases to consider:
(1) j > t
(2) j 6 t.
Case (1): Suppose j > t. In this case, we take v0 := max{r(j − t) +mkl − vP∞(h), 0}, vi = max{ui − (j − t), 0} for
2 6 i 6 l − 1. Then
(
hzj−t(x− αl)
kl
)
∞
= v0P∞ + (mk1 + t)P1 +
l−1∑
i=2
viPi.
There are two special subcases to consider:
(a) v0 > 0,
(b) v0 = 0.
Subcase (a): Suppose v0 > 0. Then
v := (v0,mk1 + t, v2, · · · , vl−1) ∈ H∞,l−1.
Set
ρ0 := kl + 1 +
⌊
rj
m
⌋
.
Since
∑l
i=1 ki = r − l −
⌊
rj
m
⌋
, it follows from Theorem 9 that
w := (mρ0 − rt,mk1 + t, · · · ,mkl−1 + t) ∈ S∞,l−1.
Note that S∞,l−1 = Γ∞,l−1. Hence
w ∈ Γ∞,l−1.
By Lemma 1, w is minimal in the set {p ∈ H∞,l−1 | p1 = mk1 + t}.
In the following, we are going to show that v  w. One easily check that vi 6 mki + t = wi for 2 6 i 6 l − 1. Since
0 6
rj
m
−
⌊
rj
m
⌋
< 1,
we obtain v0 6 r(j − t) +mkl < mρ0 − rt = w0.
Now we have
v ∈ {p ∈ H∞,l−1 | p1 = mk1 + t},
v  w, and
v 6= w,
which is a contradiction to the minimality of w in {p ∈ H∞,l−1 | p1 = mk1 + t}.
9Subcase (b): Suppose v0 = 0. It follows that
v := (mk1 + t, v2, v3, · · · , vl−1) ∈ Hl−1,
w := (mk1 + t,mρ2 + t,mk3 + t, · · · ,mkl−1 + t) ∈ Sl−1,
where ρ2 := k2 + kl + 1. By the induction hypothesis, Sl−1 = Γl−1, and so
w ∈ Γl−1.
From Lemma 1, w is minimal in the set {p ∈ Hl−1 | p1 = mk1 + t}.
Similarly, we have
v ∈ {p ∈ Hl−1 | p1 = mk1 + t},
v  w, and
v 6= w,
contradicting the minimality of w in {p ∈ Hl−1 | p1 = mk1 + t}.
Case (2): Suppose j 6 t. In this case, we have(
h(x− αl)
kl
(x− α2)kl
)
∞
= (mk1 + j)P1 + (u2 +mkl)P2 +
l−1∑
i=3
uiPi,
which implies that
v := (mk1 + j, u2 +mkl, u3, · · · , ul−1) ∈ Hl−1.
Then
w := (mk1 + j,mρ2 + j,mk3 + j, · · · ,mkl−1 + j) ∈ Sl−1,
where ρ2 = k2 + kl + 1. We will find a contradiction if we show that v  w and v 6= w. Clearly, vi = ui 6 mki + j = wi
for 3 6 i 6 l − 1. It suffices to prove that u2 +mkl < mρ2 + j. But this inequality always holds as
u2 +mkl 6 mk2 + j +mkl < mρ2 + j.
Since both cases (1) and (2) yield a contradiction, it must be the case that γ
k,j is minimal in {p ∈ Hl | p1 = mk1 + j}.
Therefore, by the definition of Γl, we have γk,j ∈ Γl. This completes the proof of the claim that Sl ⊆ Γl.
Next, we will show that Γl ⊆ Sl. Suppose not, and we suppose that there exists n = (n1, · · · , nl) ∈ Γl \ Sl. Then there
exists h ∈ Fq(x) such that (h)∞ = n1P1 + · · ·+ nlPl. By Lemma 2, we have
n ∈ Γl ⊆ G(P1)× · · · ×G(Pl).
It follows that
n = (mk1 + j1,mk2 + j2, · · · ,mkl + jl),
where 1 6 ji 6 m−1 and ki > 0 for all 1 6 i 6 l. Without loss of generality, we may assume that jl = max{ji | 2 6 i 6 l−1}.
Then (
h(x− αl)
kl+1
(x− α1)kl+1
)
∞
= (n1 +m(kl + 1))P1 +
l−1∑
i=2
niPi,
which implies that (n1 +m(kl + 1), n2, · · · , nl−1) ∈ Hl−1 ∩ Nl−1. By Lemma 3, there exists u˜ = (u1, · · · , ul−1) ∈ Γ˜l−1
such that
u˜  (n1 +m(kl + 1), n2, · · · , nl−1), (3)
and u2 = n2 = mk2 + j2. If u1 6 n1, then (u1, · · · , ul−1, 0)  n. This yields a contradiction as n is minimal in the set
{p ∈ Hl | p2 = n2}. Thus, we have u1 > n1 > 0. By the induction hypothesis,
u := γ(Ti1 ,··· ,Tik ),j′
∈ Sk = Γk,
for some k, 2 6 k 6 l−1. Remember that u is constructed from the nonzero coordinates of u˜ and
∑k
s=1 Tis = r−k−
⌊
rj′
m
⌋
.
Let {i1, · · · , il−1} = {1, · · · , l − 1} be an index set such that i1 < i2 < · · · < ik and
uis =
{
mTis + j
′ if 1 6 s 6 k,
0 if k < s 6 l − 1.
Note that i1 = 1 and i2 = 2 since u1 > n1 > 0 and u2 = n2 > 0. The fact
mT2 + j
′ = u2 = mk2 + j2
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gives that m divides j′ − j2. This forces j′ = j2, T2 = k2. So we have
u = γ(T1,T2,Ti3 ··· ,Tik ),j2
,
uis =
{
mTis + j2 if 1 6 s 6 k,
0 if k < s 6 l − 1,
with T1 + T2 +
∑k
s=3 Tis = r − k −
⌊
rj2
m
⌋
. Specifically, u1 = mT1 + j2. In the following, we seperate the proof into two
cases:
(1) u1 −m(kl + 1) > 0,
(2) u1 −m(kl + 1) < 0.
Case (1): Suppose u1 −m(kl + 1) > 0. Since m ∤ j2, it follows that u1 −m(kl + 1) > 0. Set
v˜ := (u1 −m(kl + 1), u2, · · · , ul−1,mkl + j2).
By Equation (3), and since j2 6 jl, we have v˜  n. Denote
v := γ(T1−kl−1,T2,Ti3 ,··· ,Tik ,kl),j2
.
Since (T1 − kl− 1)+ T2 +
∑k
s=3 Tis + kl = r− (k+1)−
⌊
rj2
m
⌋
, this implies that v ∈ Sk+1. Since Sk+1 ⊆ Γk+1, it follows
that v˜ ∈ Γ˜l ⊆ Hl. Notice that v˜  n and n ∈ Γl. Therefore, n = v˜ as otherwise n is not minimal in {p ∈ Hl | p2 = n2}.
Hence, k + 1 = l and n = v˜ = v ∈ Sl, which is a contradiction.
Case (2): Suppose that u1 −m(kl + 1) < 0. There are two subcases to consider:
(a) k1 > 0,
(b) k1 = 0.
Subcase (a): Suppose k1 > 0. Let
v˜ := (m(k1 − 1) + j2, u2, · · · , ul−1,m(T1 − k1) + j2).
We are going to show that v˜  n and v˜ 6= n. Obviously, ui 6 ni for 2 6 i 6 l − 1. Since j2 −m < 0 < j1, we have
v1 = m(k1 − 1) + j2 < mk1 + j1.
The fact that u1 = mT1 + j2 < m(kl + 1) gives
vl = m(T1 − k1) + j2 6 mT1 + j2 −m < mkl < mkl + jl = nl.
So v˜  n and v˜ 6= n. The nonzero coordinates of v˜ will form a new vector expressed as
v := γ(k1−1,T2,Ti3 ,··· ,Tik ,T1−k1),j2
.
We claim that v ∈ Sk+1. Clearly, k1 − 1 > 0. Suppose that T1 − k1 < 0, then it must be
u1 = mT1 + j2 6 mk1 + j1 = n1,
contradicting the fact that u1 > n1. Therefore, T1 − k1 > 0. It is easy to see that
(k1 − 1) + T2 +
k∑
s=3
Tis + (T1 − k1) = r − (k + 1)−
⌊
rj2
m
⌋
.
So v ∈ Sk+1 ⊆ Γk+1. Then v˜ ∈ Hl and so v˜ ∈ {p ∈ Hl | p2 = n2}. This contradicts the minimality of n in {p ∈ Hl | p2 =
n2}, concluding the proof in this subcase.
Subcase (b): Suppose k1 = 0. Set
v˜ := (0, u2, · · · , ul−1,mT1 + j2).
Since u1 = mT1 + j2 < m(kl + 1) means that T1 6 kl, we have
vl = mT1 + j2 6 mkl + jl = nl,
as j2 6 jl. This yields that v˜  n and v˜ 6= n. Let
v := γ(T1,T2,Ti3 ,··· ,Tik ),j2
.
One knows that v ∈ Sk as
∑k
s=1 Tis = r − k −
⌊
rj2
m
⌋
. As before, it follows that v˜ ∈ Hl and v˜ ∈ {p ∈ Hl | p2 = n2}. But
v˜  n and v˜ 6= n, contradicting the minimality of n in {p ∈ Hl | p2 = n2}. The proof in this subcase is completed.
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Since both cases (1) and (2) yield a contradiction, it must be the case that no such n exists. Hence, Γl \ Sl = ∅. This
establishes that Γl ⊆ Sl, concluding the proof that Γl = Sl.
Now suppose that r −
⌊ r
m
⌋
< l 6 r. If γk,j ∈ Γl, then
0 6
l∑
i=1
ki = r − l −
⌊
rj
m
⌋
<
⌊ r
m
⌋
−
⌊
rj
m
⌋
,
which is a contradiction as 1 6 j 6 m− 1. Therefore, Γl = ∅.
Remark 11. We mention that Theorem 10 is an extension of Theorem 10 in [10], which settles the case where r = q, m = q+1.
IV. EXAMPLES OVER KUMMER EXTENSIONS
In this section we provide several examples to illustrate our results given in the previous section.
Example 12. Let (r,m, λ) = (7, 5, 1). The Kummer extension FK/Fq(x) is defined by y5 = f(x) with deg(f) = 7, where q
is a prime power. Let
(P1, P2, · · · , P7)
be a 7-tuple of totally ramified places with the exception of P∞. By Theorem 8,
Γ2 =
{
(1, 21), (2, 17), (3, 8), (4, 4), (6, 16), (7, 12), (8, 3),
(11, 11), (12, 7), (16, 6), (17, 2), (21, 1)
}
.
Applying Theorem 10, one can obtain that
Γ3 =


(1, 1, 16), (1, 6, 11), (1, 11, 6), (1, 16, 1), (2, 2, 12), (2, 7, 7),
(2, 12, 2), (3, 3, 3), (6, 1, 11), (6, 6, 6), (6, 11, 1), (7, 2, 7),
(7, 7, 2), (11, 1, 6), (11, 6, 1), (12, 2, 2), (16, 1, 1)

 ,
Γ4 =


(1, 1, 1, 11), (1, 1, 6, 6), (1, 1, 11, 1), (1, 6, 1, 6), (1, 6, 6, 1),
(1, 11, 1, 1), (2, 2, 2, 7), (2, 2, 7, 2), (2, 7, 2, 2), (7, 2, 2, 2),
(6, 1, 1, 6), (6, 1, 6, 1), (6, 6, 1, 1), (11, 1, 1, 1)

 ,
Γ5 =
{
(1, 1, 1, 1, 6), (1, 1, 1, 6, 1), (1, 1, 6, 1, 1),
(1, 6, 1, 1, 1), (2, 2, 2, 2, 2), (6, 1, 1, 1, 1)
}
,
Γ6 = {(1, 1, 1, 1, 1, 1)} ,
Γ7 = ∅.
Example 13. Let (r,m, λ) = (5, 9, 1). The Kummer extension FK/Fq(x) is defined by y9 = f(x) with deg(f) = 5, where q
is a prime power. Let
(P∞, P1, P2, · · · , P5)
be a 6-tuple of totally ramified places.
It follows from Lemma 7 that
Γ∞,1 =


(1, 7), (2, 14), (3, 21), (4, 28), (6, 6), (7, 13), (8, 20),
(11, 5), (12, 12), (13, 19), (16, 4), (17, 11), (21, 3),
(22, 10), (26, 2), (31, 1)

 .
Applying Theorem 9, one can obtain that
Γ∞,2 =


(2, 5, 5), (3, 3, 12), (3, 12, 3), (4, 1, 19), (4, 10, 10),
(4, 19, 1), (7, 4, 4), (8, 2, 11), (8, 11, 2), (12, 3, 3),
(13, 1, 10), (13, 10, 1), (17, 2, 2), (22, 1, 1)

 ,
Γ∞,3 =
{
(3, 3, 3, 3), (4, 1, 1, 10), (4, 1, 10, 1),
(4, 10, 1, 1), (8, 2, 2, 2), (13, 1, 1, 1)
}
,
Γ∞,4 = {(4, 1, 1, 1, 1)} ,
Γ∞,5 = ∅.
12
REFERENCES
[1] V. D. Goppa, “Codes associated with divisors,” Problemy Peredachi Informatsii, vol. 13, no. 1, pp. 33–39, 1977.
[2] H. Stichtenoth, Algebraic function fields and codes. Springer Science & Business Media, 2009, vol. 254.
[3] A. Garcia, S. J. Kim, and R. F. Lax, “Consecutive Weierstrass gaps and minimum distance of Goppa codes,” Journal of Pure and Applied Algebra,
vol. 84, no. 2, pp. 199–207, 1993.
[4] A. Garcia and R. Lax, “Goppa codes and Weierstrass gaps,” in Coding Theory and Algebraic Geometry. Springer Berlin, 1992, pp. 33–42.
[5] M. Homma and S. J. Kim, “Goppa codes with Weierstrass pairs,” Journal of Pure and Applied Algebra, vol. 162, no. 2-3, pp. 273–290, 2001.
[6] C. Carvalho and F. Torres, “On Goppa codes and Weierstrass gaps at several points,” Designs, Codes and Cryptography, vol. 35, no. 2, pp. 211–225,
2005.
[7] C. Hu and S. Yang, “Multi-point codes over Kummer extensions,” arXiv:1607.05462, 2016.
[8] A. M. Masuda, L. Quoos, and A. Sepúlveda, “One-and two-point codes over Kummer extensions,” arXiv preprint arXiv:1510.06425, 2015.
[9] H. Niederreiter and C. Xing, Rational points on curves over finite fields: theory and applications. Cambridge University Press, 2001, vol. 285.
[10] G. L. Matthews, “The Weierstrass semigroup of an m-tuple of collinear points on a Hermitian curve,” Finite Fields and Their Applications, pp. 12–24,
2004.
[11] ——, “Weierstrass semigroups and codes from a quotient of the Hermitian curve,” Designs, Codes and Cryptography, vol. 37, no. 3, pp. 473–492, 2005.
[12] S. J. Kim, “On the index of the Weierstrass semigroup of a pair of points on a curve,” Archiv der Mathematik, vol. 62, no. 1, pp. 73–82, 1994.
[13] M. Homma, “The Weierstrass semigroup of a pair of points on a curve,” Arch. Math. (Basel), vol. 67, no. 4, pp. 337–348, 1996.
[14] H. Stichtenoth, Algebraic function fields and codes. Springer Science & Business Media, 2009, vol. 254.
