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Abstract
This paper is concerned with the oscillation problem for the nonlinear differential equation with a damp-
ing term,
(
φp(x
′)
)′ + 2(p − 1)
t
φp(x
′) + a(t)g(x) = 0,
where p > 1 and φp(y) = |y|p−2y. Here a(t) is positive and continuous on (α,∞) for some α  0; and
g(x) is continuous on R and satisfies the signum condition xg(x) > 0 if x = 0, but is not assumed to
be monotone increasing. It is proved that under additional assumptions on a(t), all solutions tend to zero
as t → ∞. By means of this fact together with Riccati technique, sufficient conditions are given for all
nontrivial solutions to be oscillatory. Sufficient conditions are also obtained for all nontrivial solutions to be
nonoscillatory. Finally, a more general equation is discussed as an application to the main results.
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The purpose of this paper is to study the oscillation problem for the nonlinear differential
equation with a damping term,
(
φp(x
′)
)′ + 2(p − 1)
t
φp(x
′) + a(t)g(x) = 0, (1.1)
where ′ = d/dt ; φp(y) = |y|p−2y with p > 1 a fixed real number; a(t) is positive, continuous
and locally of bounded variation on (α,∞) for some α  0; and g(x) is continuous on R and
satisfies the signum condition
xg(x) > 0 if x = 0. (1.2)
As in the proof of [9, Proposition 2.1], [10, Theorem A] or [11, Theorem C], we can show that all
solutions of (1.1) are continuable in the future (for details, see Appendix A). We assume that a(t)
and g(x) satisfy a suitable smoothness condition for the uniqueness of the initial value problem.
A nontrivial solution x(t) of (1.1) is said to be oscillatory if there exists a sequence {tn}
tending to ∞ such that x(tn) = 0. Otherwise, it is said to be nonoscillatory.
Consider the linear differential equation
x′′ + 2
t
x′ + 1
t2
(
1
4
+ δ
(log t)2
)
x = 0, (1.3)
where δ is a positive parameter. Putting s = log t and u(s) = √tx(t), we can transform Eq. (1.3)
into the Euler differential equation
u¨ + δ
s2
u = 0, (1.4)
where ˙ = d/ds. It is well known that all nontrivial solutions of (1.4) are oscillatory if δ > 1/4
and otherwise, they are nonoscillatory (see [4,12]). Hence, the condition δ > 1/4 is necessary
and sufficient for all nontrivial solutions of (1.3) to be oscillatory. Using this fact, Sugie et al.
[10] have discussed the oscillation problem for the nonlinear differential equation
x′′ + 2
t
x′ + a(t)g(x) = 0 (1.5)
which is a special case of (1.1) and gave the following results.
Theorem A. Assume (1.2) and suppose that a(t) satisfies
t2a(t) 1
for t sufficiently large, and that there exists λ with λ > 1/16 such that
g(x)
x
 1
4
+ λ
(log |x|)2
for |x| sufficiently small. Then all nontrivial solutions of (1.5) are oscillatory.
Theorem B. Assume (1.2) and suppose that a(t) satisfies
t2a(t) 1
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G(x)
def=
x∫
0
g(χ)dχ  1
2
x2 for x ∈R, (1.6)
and
g(x)
x
 1
4
+ 1
16(log |x|)2
for x > 0 or x < 0, |x| sufficiently small. Then all nontrivial solutions of (1.5) are nonoscillatory.
Remark. If t2a(t) = 1 for t sufficiently large, then condition (1.6) is unnecessary for Theorem B
(see [10, Lemma 4.5]).
They proved Theorems A and B by using phase plane analysis for the system
u˙ = v + u,
v˙ = −e2sa(es)g(u)
which is equivalent to Eq. (1.5), where u(s) = x(es) = x(t). Unfortunately, in case Eq. (1.1), it
is not easy to find a suitable system for phase plane analysis. Hence, in this technique, there are
obstacles in extending those theorems for Eq. (1.1). For this reason, we have to go another way.
Needless to say, for a long time, Riccati inequality has played an important role in the os-
cillation theory of second-order differential equations (for example, see [1,2,5,6,11]). Recently,
Sugie and the author [11] have used the inequality
ξ˙ + (p − 1)
(
|ξ |p/(p−1) − ξ + (p − 1)
p−1
pp
)
+ δ
s2
 0
and discussed for the oscillation problem for the nonlinear differential equation without a damp-
ing term,(
φp(x
′)
)′ + 1
tp
g(x) = 0.
In this paper, by means of a certain Riccati inequality corresponding to Eq. (1.4), we intend to
extend Theorems A and B.
This paper is organized as follows. In Section 2, we give sufficient conditions under which
all solutions of (1.1) tend to zero. In Sections 3 and 4, we present an oscillation theorem and a
nonoscillation theorem for (1.1), respectively. Finally, in Section 5, we consider a generalized
equation of (1.1) and give an oscillation theorem and a nonoscillation theorem.
2. Preliminaries
In this section, we prepare some lemmas which are useful in proving our results. To this end,
we have to prove the following lemma concerning properties of oscillatory and nonoscillatory
solutions of (1.1). We first consider a nonoscillatory solution of (1.1).
Lemma 2.1. Assume (1.2) and suppose that a(t) satisfies
tpa(t) 1 (2.1)
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to zero as t → ∞. Furthermore, if this solution is eventually positive, then its derivative is even-
tually negative.
Proof. Let x(t) be a nonoscillatory solution of (1.1). Then, without loss of generality, we may
assume that there exists T > 0 such that x(t) > 0 for t  T .
To begin with, we will show that there exists t1  T such that x′(t1) < 0. By way of contra-
diction, we suppose that x′(t) 0 for t  T . Then x(t) x(T ) > 0 for t  T . Hence, by (1.2)
and (2.1), we have(
t2(p−1)φp
(
x′(t)
))′ = −t2(p−1)a(t)g(x(t))−tp−2g(x(t))< 0 for t  T .
Integrating both sides of this inequality from T to t , we get
t2(p−1)φp
(
x′(t)
)
 T 2(p−1)φp
(
x′(T )
)
for t  T ,
and therefore, x′(t) T 2x′(T )/t2 for t  T . Integrate this inequality to obtain
x(t) T 2x′(T )
(
1
T
− 1
t
)
+ x(T ) T x′(T ) + x(T ) for t  T .
Define m1 = min{g(x) | x(T ) x  T x′(T ) + x(T )}. Then we have(
t2(p−1)φp
(
x′(t)
))′ −tp−2g(x(t))−tp−2m1 for t  T .
Integrating both sides of this inequality from T to t , we get
t2(p−1)φp
(
x′(t)
)
− m1
p − 1
(
tp−1 − T p−1)+ T 2(p−1)φp(x′(T )) for t  T .
Hence, x′(t) is negative for t sufficiently large. This is a contradiction to the assumption that
x′(t) 0 for t  T . Thus, x′(t1) < 0 for some t1 > T .
Next, we will show that x′(t) < 0 for t  t1. Suppose that there exists t2 > t1 such that
x′(t) < 0 for t1  t < t2 and x′(t2) = 0. (2.2)
Since x(t) is a solution of (1.1), we have
x′′(t) = −2
t
x′(t) − a(t)g(x(t))
(p − 1)|x′(t)|p−2 = −x
′(t)
(
2
t
+ a(t)g(x(t))
(p − 1)φp(x′(t))
)
for t1  t < t2. From (2.2) we see that
2
t
+ a(t)g(x(t))
(p − 1)φp(x′(t)) → −∞ as t → t2 − 0.
Hence, there exists τ > 0 such that x′′(t) < 0 for t2 −τ  t < t2, and therefore, x′(t) is decreasing
for t2 − τ  t  t2. Thus, we obtain x′(t) > x′(t2) for t2 − τ  t < t2, which is a contradiction to
(2.2). We therefore conclude that x(t) is decreasing for t  t1.
Finally, we will show that x(t) tends to zero as t → ∞. Suppose that x(t) does not tend to
zero as t → ∞. Since x(t) is positive and decreasing for t  t1, there exists μ > 0 such that
x(t) → μ as t → ∞. Let m2 = min{g(x) | μ x  x(t1)}. Then we have(
t2(p−1)φp
(
x′(t)
))′ −tp−2g(x(t))−tp−2m2 for t  t1.
Hence, integrating both sides of this inequality from t1 to t , we get
t2(p−1)φp
(
x′(t)
)
− m2 (tp−1 − tp−11 )+ t2(p−1)1 φp(x′(t1)) for t  t1.p − 1
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t2(p−1)φp
(
x′(t)
)
−Lp−1tp−1 for t  t3,
and therefore, x′(t)−L/t for t  t3. Thus, we see that
x(t)−L log t
t3
+ x(t3) for t  t3.
This is a contradiction to the assumption that x(t) is positive for t  T , thereby completing the
proof. 
We next consider an oscillatory solution of (1.1). To show that the oscillatory solution tends
to zero, in addition to (1.2), we make the assumption
G(x) =
x∫
0
g(χ)dχ  p − 1
p
|x|p for x ∈R. (2.3)
Making the change of variable t = es , we can transform Eq. (1.1) into the equation(
φp(u˙)
)˙+ (p − 1)φp(u˙) + epsa(es)g(u) = 0 (2.4)
which is equivalent to the system
u˙ = φq(v),
v˙ = −(p − 1)v − epsa(es)g(u), (2.5)
where q = p/(p − 1). Using phase plane analysis of system (2.5), we have the following result.
Lemma 2.2. Let (1.2) and (2.3) hold. Suppose that a(t) satisfies
tpa(t) 1 (2.6)
for t sufficiently large, and that Eq. (1.1) has a nontrivial oscillatory solution. Then the solution
tends to zero as t → ∞.
Proof. Let x(t) be a nontrivial oscillatory solution of (1.1) and let (u(s), v(s)) be the solution of
(2.5) corresponding to x(t). Then there exists a sequence {sn} tending to infinity as n → ∞ such
that u(sn) = 0. Consider the function
U(u,v) =
{
1
q
|v|q + G(u) if uv  0,
G(u + φq(v)) if uv > 0.
Differentiating U(u,v) along the solution (u(s), v(s)) and using (1.2) and (2.6), we have
U˙(2.5)(u, v) = −φq(v)
(
(p − 1)v + epsa(es)g(u))+ g(u)φq(v)
= −(p − 1)|v|q + (1 − epsa(es))g(u)φq(v)
−(p − 1)|v|q  0 for vu 0,
U˙(2.5)(u, v) = g
(
u + φq(v)
){
φq(v) − (q − 1)|v|q−2
(
(p − 1)v − epsa(es)g(u))}
= g(u + φq(v)){(1 − (p − 1)(q − 1))φq(v) − (q − 1)epsa(es)|v|q−2g(u)}
= −(q − 1)epsa(es)|v|q−2g(u)g(u + φq(v))< 0 for vu > 0
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lim
s→sn+0
U
(
u(s), v(s)
)= G(φq(v(sn)))
 p − 1
p
∣∣v(sn)∣∣p(q−1) = 1
q
∣∣v(sn)∣∣q = lim
s→sn−0
U
(
u(s), v(s)
)
.
Put
V (s) =
{
U(u(s), v(s)) if s = sn,
lims→sn−0 U(u(s), v(s)) if s = sn.
Then we conclude that the function V (s) is piecewise continuous and decreasing for s  s1.
Hence, v(s) is bounded, namely, there exists B > 0 such that |v(s)| < B for s  s1.
To complete the proof, it suffices to show that V (s) tends to zero as s → ∞. Suppose that
there exists V0 > 0 such that
V (s) ↘ V0 as s → ∞.
Let SV0 = {(u, v) | U(u,v) < V0}. Then the solution (u(s), v(s)) does not enter SV0 for s  s1.
The region SV0 consists of two bounded and disjointed parts and encircles the origin.
We can find ε0 so small that{
(u, v) | |u| < ε0 and |v| < ε0
}⊂ SV0 .
Since the positive orbit of (2.5) corresponding to (u(s), v(s)) rotates around the region SV0 in a
clockwise direction, there exists a sequence {σn} such that σn > sn, |u(σn)| = ε0 and |v(s)| > ε0
for sn < s < σn. Hence, we have
ε0 =
∣∣u(σn) − u(sn)∣∣=
∣∣∣∣∣
σn∫
sn
u˙(s) ds
∣∣∣∣∣=
∣∣∣∣∣
σn∫
sn
φq
(
v(s)
)
ds
∣∣∣∣∣ φq(B)(σn − sn),
and therefore,
V0 − V (s1) lim
s→∞
(
U
(
u(s), v(s)
)− U(u(s1), v(s1)))=
∞∫
s1
d
ds
U
(
u(s), v(s)
)
ds
−(p − 1)
∞∑
n=1
σn∫
sn
∣∣v(s)∣∣q ds −(p − 1)εq0
∞∑
n=1
(σn − sn) ds
< −(p − 1)εq0
∞∑
n=1
ε0
φq(B)
= −∞,
which is a contradiction. The lemma is proved. 
In case a(t) = 1/tp , Eq. (1.1) and system (2.5) become the equation
(
φp(x
′)
)′ + 2(p − 1)
t
φp(x
′) + 1
tp
g(x) = 0 (2.7)
and the system
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v˙ = −(p − 1)v − g(u), (2.8)
respectively. Note that Eq. (2.7) is equivalent to system (2.8).
Define the function
U(u,v) = 1
q
|v|q + G(u).
Then we have U˙(2.8)(u, v) = −(p − 1)|v|q  0. Hence, by the same argument as in the proof of
Lemma 2.2, we can show that an oscillatory solution of (2.7) tends to zero as t → ∞ only under
the assumption (1.2). From this fact and Lemma 2.1, we have the following result.
Lemma 2.3. Assume (1.2). Then all nontrivial solutions of (2.7) tend to zero as t → ∞.
3. Oscillation theorem
In this section, we give a sufficient condition for all nontrivial solutions of (1.1) to be oscilla-
tory.
Theorem 3.1. Let (1.2) and (2.1) hold. Suppose that there exists λ with
λ >
1
2
(
p − 1
p
)p+1
(3.1)
such that
g(x)
φp(x)

(
p − 1
p
)p
+ λ
(log |x|)2 (3.2)
for |x| sufficiently small. Then all nontrivial solutions of (1.1) are oscillatory.
Remark. Since Theorem 3.1 coincides with Theorem A when p = 2, Theorem 3.1 is a complete
generalization of Theorem A.
To prove Theorem 3.1, we consider some differential inequalities of the first order. For sim-
plicity, we denote
H(ξ) = (p − 1)
(
|ξ |p/(p−1) + ξ + (p − 1)
p−1
pp
)
and
γp =
(
p − 1
p
)p−1
with p > 1 a fixed real number.
Lemma 3.2. Suppose that the differential inequality
ξ˙ + H(ξ) 0 (3.3)
has a negative solution on [s0,∞) with s0 > 0. Then this solution is nonincreasing and tends to
−γp as s → ∞.
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tive solution η(s) on [s0,∞), then η(s) ↗ γp as s → ∞. On the other hand, Sugie and the author
[11, Lemma 2.1] showed that if the differential inequality η˙+H(−η) 0 has a positive solution
η(s) on [s0,∞), then η(s) ↘ γp as s → ∞. The two facts are independent of each other. Hence,
Lemma 3.2 is essentially different from Lemma 2.1 of [11].
Proof of Lemma 3.2. Since
H(−γp) = (p − 1)
{(
p − 1
p
)p
−
(
p − 1
p
)p−1
+ (p − 1)
p−1
pp
}
= 0
and
d
dξ
H(ξ) = p|ξ |1/(p−1) sgn ξ + p − 1,
we see that H(ξ) > 0 if ξ = −γp . Let ξ(s) be a negative solution of (3.3) on [s0,∞). Then ξ(s)
satisfies
ξ˙ (s) = −H (ξ(s)) 0 for s  s0. (3.4)
Let u(s) be the positive function defined by
u(s) = exp
(
−
s∫
s0
(−ξ(σ ))1/(p−1) dσ
)
for s  s0. Differentiate u(s) to obtain
u˙(s) = −u(s)(−ξ(s))1/(p−1) < 0 for s  s0.
Hence, we get
ξ(s) = φp(u˙(s))
φp(u(s))
for s  s0. (3.5)
Differentiating both sides, we have
ξ˙ (s) = (φp(u˙(s)))˙
φp(u(s))
− (p − 1)
∣∣∣∣ u˙(s)u(s)
∣∣∣∣
p
for s  s0.
Hence, by (3.4) and (3.5), u(s) satisfies
(
φp
(
u˙(s)
))˙+ (p − 1)φp(u˙(s))+
(
p − 1
p
)p
φp
(
u(s)
)
 0 for s  s0. (3.6)
Put v(s) = u˙(s) + u(s). Then, by (3.6) we have
v˙(s) = u¨(s) + u˙(s)− (p − 1)
p−1φp(u(s))
pp|u˙(s)|p−2 < 0 for s  s0.
Suppose that there exists s1 > s0 such that v(s1) < 0. Then we get v(s) v(s1) for s  s1. Since
u(s) > 0 for s  s1, we obtain
u˙(s) = v(s) − u(s) < v(s1) for s  s1.
Therefore, we have
u(s) = v(s1)(s − s1) + u(s1) → −∞ as s → ∞.
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ξ(s) = φp(u˙(s))
φp(u(s))
−1 for s  s0. (3.7)
Using (3.4) and (3.7), we can find μ such that −1  μ < 0 and ξ(s) → μ as s → ∞. If
μ = −γp , there exists s2  s0 such that
ξ˙ (s)−H (ξ(s))−H ((μ − γp)/2)< 0
for s  s2. Then we obtain ξ(s) → −∞ as s → ∞ which is a contradiction to (3.7). The proof
is complete. 
Lemma 3.3. Suppose that the differential inequality
η˙ +
(
η + 1
2
)2
+ δ
s2
 0 (3.8)
has a solution on [s0,∞) with s0 > 0 where δ is a positive parameter. Then δ  1/4.
Proof. Let η(s) be a solution of (3.8) and define
h(s) = −η˙(s) −
(
η(s) + 1
2
)2
for s  s0. (3.9)
Then we have
h(s) δ
s2
for s  s0. (3.10)
Let u(s) be the positive function defined by
u(s) = exp
( s∫
s0
(
η(σ ) + 1
2
)
dσ
)
for s  s0.
Then, by (3.9), u(s) is a nonoscillatory solution of the linear differential equation
u¨ + h(s)u = 0.
It follows from (3.10) and Sturm’s comparison theorem that all nontrivial solutions of (1.4) are
nonoscillatory. As mentioned in Section 1, all nontrivial solutions of (1.4) are nonoscillatory if
and only if δ  1/4. The proof is now complete. 
We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. Let t0 be a large number satisfying (2.1) for t  t0 and let ε0 be a small
number satisfying (3.2) for 0 < |x| < ε0. Since ε0 is sufficiently small, by (3.1) we see that
γp
2
(1 + ε0)
(
p − 1
p
+ ε0
)2
< λ. (3.11)
The proof is by contradiction. Suppose that Eq. (1.1) has a nonoscillatory solution x(t). Then,
without loss of generality, we may assume that x(t) is eventually positive. By Lemma 2.1 there
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corresponding to x(t). Then we have 0 < u(s) < ε0 and u˙(s) = tx′(t) < 0 for s  log t1. Define
ξ(s) = φp(u˙(s))
φp(u(s))
which is negative for s  log t1. Differentiating ξ(s) and using (1.2), (2.1), (2.4) and (3.2), we
have
ξ˙ (s) = (φp(u˙(s)))˙
φp(u(s))
− (p − 1)
∣∣∣∣ u˙(s)u(s)
∣∣∣∣
p
= −(p − 1)φp(u˙(s)) − e
psa(es)g(u(s))
φp(u(s))
− (p − 1)∣∣ξ(s)∣∣p/(p−1)
−(p − 1)ξ(s) −
(
p − 1
p
)p
− λ
(logu(s))2
− (p − 1)∣∣ξ(s)∣∣p/(p−1)
= −H (ξ(s))− λ
(logu(s))2
for s  log t1. (3.12)
Hence, by Lemma 3.2 we see that
ξ(s) ↘ −γp as s → ∞, (3.13)
and therefore, we have
u˙(s)
u(s)
−p − 1
p
for s  log t1.
Integrating both sides of this inequality from log t1 to s, we obtain
u(s) u(log t1) exp
{
−p − 1
p
(s − log t1)
}
for s  log t1.
Hence, there exists s1 > log t1 such that
u(s) exp
{
−
(
p − 1
p
+ ε0
)
s
}
for s  s1.
Thus, together with (3.12), we get
ξ˙ (s)−H (ξ(s))− λ
((p − 1)/p + ε0)2s2 for s  s1. (3.14)
From Taylor’s expansion theorem, there exists K(ξ) such that 0 < K(ξ) < (p − 1)/p and
H(ξ) = 1
2γp
(ξ + γp)2 + p(p − 2)6(p − 1)2 K(ξ)
3−2p(ξ + γp)3 for −γp  ξ < 0. (3.15)
Therefore, we can find ε1 > 0 such that
H(ξ) 1
2γp(1 + ε0) (ξ + γp)
2 for −γp  ξ −γp + ε1. (3.16)
By (3.13) there exists s2  s1 such that −γp  ξ(s)−γp + ε1 for s  s2. Let
η(s) = ξ(s) − ε0γp
2γ (1 + ε ) .p 0
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H
(
ξ(s)
)
 1
2γp(1 + ε0)
(
ξ(s) + γp
)2 = 1
2γp(1 + ε0)
{
2γp(1 + ε0)η(s) + γp(1 + ε0)
}2
= 2γp(1 + ε0)
(
η(s) + 1
2
)2
for s  s2.
Hence, by (3.14) we obtain
η˙(s) = ξ˙ (s)
2γp(1 + ε0) 
1
2γp(1 + ε0)
{
−H (ξ(s))− λ
((p − 1)/p + ε0)2s2
}
−
(
η(s) + 1
2
)2
− λ
2γp(1 + ε0)((p − 1)/p + ε0)2s2 for s  s2.
Thus, from Lemma 3.3 we have
λ
2γp(1 + ε0)((p − 1)/p + ε0)2 
1
4
,
which is a contradiction to (3.11). This completes the proof of Theorem 3.1. 
4. Nonoscillation theorem
In this section, we give a sufficient condition for all nontrivial solutions of (1.1) to be nonoscil-
latory.
Theorem 4.1. Let (1.2), (2.3) and (2.6) hold. Suppose that there exists λ with
0 < λ <
1
2
(
p − 1
p
)p+1
(4.1)
such that
g(x)
φp(x)

(
p − 1
p
)p
+ λ
(log |x|)2 (4.2)
for x > 0 or x < 0, |x| sufficiently small. Then all nontrivial solutions of (1.1) are nonoscillatory.
Remark. Theorem 4.1 includes Theorem B if λ = ((p − 1)/p)p+1/2. From Theorem B, we see
that all nontrivial solutions of (1.1) are nonoscillatory in case that λ = ((p − 1)/p)p+1/2 with
p = 2. For this reason, we may conjecture that even if λ = ((p − 1)/p)p+1/2 with p = 2, then
all nontrivial solutions of (1.1) are nonoscillatory.
Proof of Theorem 4.1. We prove only the case that condition (4.2) is satisfied for x > 0 suffi-
ciently small, because the other case is carried out in the same manner.
By (3.15) and (4.1), there exist ε0 > 0 and ε1 > 0 such that
H(ξ) 1 + ε0
2γp
(ξ + γp)2 for −γp  ξ −
(
p − 1
p
− ε1
)p−1
(4.3)
and
(1 + ε0)λ < 1γp
(
p − 1 − ε1
)2
.
2 p
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δ = (1 + ε0)λ
2γp((p − 1)/p − ε1)2 . (4.4)
Then 0 < δ < 1/4. Define η(s) = −1/2 + z/s, where z = (1 + √1 − 4δ)/2 > 0. Then we see
that η(s) satisfies the equation
η˙ = −
(
η + 1
2
)2
− δ
s2
. (4.5)
We also see that there exists τ > 0 such that
η(τ) = −1
2
+ 1 + ε0
2γp
(
−
(
p − 1
p
− ε1
)p−1
+ γp
)
(4.6)
and
η(s) > −1
2
for s  τ. (4.7)
Let ε2 be a positive number satisfying
log ε2 < −
(
p − 1
p
− ε1
)
τ (4.8)
and (4.2) for 0 < x < ε2.
The proof is by contradiction. Suppose that (1.1) has an oscillatory solution x(t). Then, from
Lemma 2.2 we see that x(t) tends to zero as t → ∞. Let u(s) be the solution of (2.4) corre-
sponding to x(t). Since u(s) is also oscillatory and tends to zero as s → ∞, there exist s1 and s2
such that
u(s1) = u(s2) = 0, u˙(s1) > 0, u˙(s2) < 0 (4.9)
and
0 < u(s) < ε2 for s1 < s < s2. (4.10)
Note that we may assume that
epsa
(
es
)
 1 for s1 < s < s2 (4.11)
by (2.6). Let
ξ(s) = φp(u˙(s))
φp(u(s))
for s1 < s < s2.
Then, by (4.9) we have
lim
s→s1+0
ξ(s) = ∞ and lim
s→s2−0
ξ(s) = −∞.
Since ξ(s) is continuous on the bounded open interval (s1, s2), there exist s∗ and s∗ such that
s1 < s∗ < s∗ < s2,
ξ(s∗) = −
(
p − 1 − ε1
)p−1
, ξ
(
s∗
)= −γp (4.12)p
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−γp  ξ(s)−
(
p − 1
p
− ε1
)p−1
for s∗  s  s∗. (4.13)
Hence, we have
u˙(s)
u(s)
= ξ(s)1/(p−1) −
(
p − 1
p
− ε1
)
for s∗  s  s∗.
Integrating both sides of this inequality from s∗ to s  s∗, and using (4.8) and (4.10), we obtain
logu(s)−
(
p − 1
p
− ε1
)
(s − s∗) + logu(s∗)
< −
(
p − 1
p
− ε1
)
(s − s∗) + log ε2
< −
(
p − 1
p
− ε1
)
(s − s∗) −
(
p − 1
p
− ε1
)
τ
= −
(
p − 1
p
− ε1
)
(s − s∗ + τ) for s∗  s  s∗.
Hence, together with (2.4), (4.2), (4.3), (4.11) and (4.13), we have
ξ˙ (s) = (φp(u˙(s)))˙
φp(u(s))
− (p − 1)
∣∣∣∣ u˙(s)u(s)
∣∣∣∣
p
= −(p − 1)φp(u˙(s)) − e
psa(es)g(u(s))
φp(u(s))
− (p − 1)
∣∣∣∣ u˙(s)u(s)
∣∣∣∣
p
−(p − 1)
{∣∣ξ(s)∣∣p/(p−1) + ξ(s) + (p − 1)p−1
pp
}
− λ
(logu(s))2
= −H (ξ(s))− λ
(logu(s))2
> −1 + ε0
2γp
(
ξ(s) + γp
)2 − λ
((p − 1)/p − ε1)2(s − s∗ + τ)2 for s∗  s  s
∗.
Put
ζ(s) = −1
2
+ 1 + ε0
2γp
(
ξ(s + s∗ − τ) + γp
)
for τ  s  s∗ − s∗ + τ. (4.14)
Then, from (4.4) we have
ζ˙ (s) = 1 + ε0
2γp
ξ˙ (s + s∗ − τ)
> −
(
1 + ε0
2γp
)2(
ξ(s + s∗ − τ) + γp
)2 − 1 + ε0
2γp
λ
((p − 1)/p − ε1)2s2
= −
(
ζ(s) + 1
2
)2
− δ
s2
for τ  s  s∗ − s∗ + τ. (4.15)
By (4.6) and (4.12), we have
η(τ) = −1
2
+ 1 + ε0
2γ
(
ξ(s∗) + γp
)= ζ(τ ).
p
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η(s) ζ(s) for τ  s  s∗ − s∗ + τ. (4.16)
However, by (4.7), (4.12) and (4.14), we have
η
(
s∗ − s∗ + τ
)
> −1
2
and ζ
(
s∗ − s∗ + τ
)= −1
2
.
This is a contradiction to (4.16) with s = s∗ − s∗ + τ . The proof is now complete. 
From Lemma 2.3, we see that for (2.7), condition (2.3) is unnecessary for Theorem 4.1. We
omit the detailed proof.
Theorem 4.2. Assume (1.2) and suppose that there exists λ with (4.1) such that (4.2) for x > 0
or x < 0, |x| sufficiently small. Then all nontrivial solutions of (2.7) are nonoscillatory.
5. General form
Consider the nonlinear differential equation(
b(t)φp(x
′)
)′ + c(t)g(x) = 0, (5.1)
where b(t) and c(t) are positive, continuous and locally of bounded variation on some half-line
(α,∞), and g(x) is a continuous function on R satisfying (1.2). Then each solution of (5.1)
and its derivative exist in the future (for the proof, see Appendix A). Hence, it is worthwhile to
discuss whether solutions (5.1) are oscillatory or not.
We assume that
∞∫
α
1
b(τ)1/(p−1)
dτ < ∞. (5.2)
Then we can extend Theorems 3.1 and 4.1 as follows.
Theorem 5.1. Let (1.2) and (5.2) hold. Suppose that b(t) and c(t) satisfy
b(t)1/(p−1)c(t)
( ∞∫
t
1
b(τ)1/(p−1)
dτ
)p
 1 (5.3)
for t sufficiently large, and that there exists λ with (3.1) satisfying (3.2) for |x| sufficiently small.
Then all nontrivial solutions of (5.1) are oscillatory.
Theorem 5.2. Let (1.2), (2.3) and (5.2) hold. Suppose that b(t) and c(t) satisfy
b(t)1/(p−1)c(t)
( ∞∫
t
1
b(τ)1/(p−1)
dτ
)p
 1 (5.4)
for t sufficiently large, and that there exists λ with (4.1) satisfying (4.2) for x > 0 or x < 0,
|x| sufficiently small. Then all nontrivial solutions of (5.1) are nonoscillatory.
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s = s(t) =
( ∞∫
t
1
b(τ)1/(p−1)
dτ
)−1
, u(s) = x(t (s)),
where t (s) is the inverse function of s(t). Then
x′(t) = ds
dt
u˙(s) = s
2
b(t)1/(p−1)
u˙(s),
(
b(t)φp
(
x′(t)
))′ = ds
dt
(
φp
(
s2u˙(s)
))˙= s2
b(t)1/(p−1)
(
s2(p−1)φp
(
u˙(s)
))˙
= s
2p
b(t)1/(p−1)
((
φp
(
u˙(s)
))˙+ 2(p − 1)
s
φp
(
u˙(s)
))
,
and therefore, Eq. (5.1) is transformed into the equation
(
φp(u˙)
)˙+ 2(p − 1)
s
φp(u˙) + b(t (s))
1/(p−1)c(t (s))
s2p
g(u) = 0, (5.5)
which has the form of (1.1). Since b(t) is positive for t  α and satisfies (5.2), the functions
s(t) and t (s) are increasing and s(t) → ∞ as t → ∞. Hence, all nontrivial solutions of (5.1) are
oscillatory if and only if all nontrivial solutions of (5.5) are oscillatory.
Let a(s) = b(t (s))1/(p−1)c(t (s))/s2p . Then condition (5.3) coincides with spa(s) 1. Thus,
it follows from Theorem 3.1 that all nontrivial solutions of (5.5) are oscillatory. This completes
the proof. 
From (5.4), as in the proof of Theorem 5.1, we can carry out the proof of Theorem 5.2.
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Appendix A
In this appendix, we show that all solutions of (5.1) are continuable in the future.
Proposition A. Assume (1.2). Then each solution of (5.1) and its derivative exist in the future.
Remark. When b(t) = t2(p−1) and c(t) = t2(p−1)a(t), Eq. (5.1) reduces to Eq. (1.1). Hence,
each solution of Eq. (1.1) and its derivative also exist in the future.
To prove Proposition A, we consider the system
x′ = F1(t, x, y),
y′ = F2(t, x, y), (A.1)
N. Yamaoka / J. Math. Anal. Appl. 325 (2007) 932–948 947where F1 : [0,∞)×Rm ×Rn →Rm and F2 : [0,∞)×Rm ×Rn →Rn are continuous functions.
We call a scalar function V (t, x, y) a Liapunov function for system (A.1) if it is continuous on
[0,∞) ×Rm ×Rn and locally Lipschitz in (x, y) ∈Rm ×Rn. We define the function
V˙(A.1)(t, x, y) = lim sup
h→+0
1
h
{
V
(
t + h,x + hF1(t, x, y), y + hF2(t, x, y)
)− V (t, x, y)}.
We also say that a continuous scalar function ϕ : [0,∞) × R→ R is of the class G if, for any
t0  0, u0 ∈R, the maximal solution u(t, t0, u0) of the equation
u′ = ϕ(t, u)
is continuable in the future. Then we have the following continuation result (for the proof, see
[3,8]).
Proposition B. Let V : [0,∞) ×Rm ×Rn →R be a Liapunov function such that
V (t, x, y) → ∞ as ‖y‖ → ∞ uniformly in x ∈Rm for each fixed t  0, (A.2)
and
V˙(A.1)(t, x, y) ϕ
(
t, V (t, x, y)
) for some ϕ ∈ G. (A.3)
Suppose that for each K > 0 and T > 0 there exists a Liapunov function W : [0, T ] × Rm ×
SnK →R, SnK = {y ∈Rn | ‖y‖K} which satisfies
W(t, x, y) → ∞ as ‖x‖ → ∞ uniformly in y ∈ SnK for each fixed t  0, (A.4)
and
W˙(A.1)(t, x, y)ψ
(
t,W(t, x, y)
) for some ψ ∈ G. (A.5)
Then every solution of (A.1) exists in the future.
Proof of Proposition A. Consider the system
x′ = φq
(
y/b(t)
)
,
y′ = −c(t)g(x) (A.6)
which is equivalent to Eq. (5.1), where q = p/(p − 1).
Let G(x) = ∫ x0 g(χ)dχ . Define a Liapunov function
V (t, x, y) = 1
q
|y|q + d(t)G(x),
where d(t) = φq(b(t))c(t). Since d(t) is positive, (A.2) is satisfied with m = 1. The coefficients
b(t) and c(t) are continuous and locally of bounded variation, and so is the function d(t). Hence,
d(t) admits the Jordan decomposition
d(t) = d+(t) − d−(t),
where d+ and d− are continuous and nondecreasing. From this, it follows that the Dini derivatives
D+d+(t) and D+d−(t) are nonnegative (for the proof, see [7, pp. 347–348]). Then, by (1.2) and
(A.6) we have
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(
D+d(t)
)
G(x) = (D+d+(t) − D+d−(t))G(x)

(
D+d+(t)
)
G(x) D
+d+(t)
d(t)
V (t, x, y)
on [0,∞)×R×R. Let ϕ(t, u) = (D+d+(t)/d(t))u. Then ϕ(t, u) belongs to G. Hence, condition
(A.3) holds.
Define W(t, x, y) = |x| so that
W˙(A.6)(t, x, y)
∣∣φq(y/b(t))∣∣ φq(K/b(t))
for y ∈ S1K . It is clear that condition (A.4) is satisfied with n = 1. Let ψ(t, u) = φq(K/b(t)).
Then ψ(t, u) is also belongs to G, and therefore, condition (A.5) holds. Thus, by Proposition B
all solutions of (A.6) are continuable in the future. This means that each solution of (5.1) and its
derivative exist in the future. The proof is complete. 
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