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Motion capture is a technique used in many fields (such as medicine, bio-mechanics, ...).
Its purpose is to record the movement of a real object to translate it into a mathematical model
exploitable by graphic methods. Several criteria (such as actors number, movement complexity,
...) specify the choice of the motion capture system, whether optical, magnetic or mechanical.
The optical system uses markers fixed to specific locations on the object and infrared cameras
that capture the light reflected by these markers. The recording makes it possible to reconstruct
a three-dimensional movement. This system has advantages compared to others, but it suffers
from marker occlusion problems. A good placement of cameras can solve these problems.
The goal of this thesis is to design an optimization algorithm for camera network placement,
dedicated to an optical motion capture system. For a good motion capture, the camera network
placement consists in finding a combination of parameters called extrinsic parameters (positions
and poses) and a combination of intrinsic parameters (depths, aperture angles). The combina-
torial optimization method is chosen to solve this type of problems. Thus, we can solve it by
recent methods called ”meta-heuristics”. We choose these methods for their algorithmic sim-
plicity and their ability to find an optimal solution in an acceptable computing time compared
to exact methods. In our work, an optimal solution is reached, when each marker is captured
(or covered) by at least two cameras during each frame of its movement. This condition is nec-
essary for three-dimensions motion reconstruction.
To reach the first goal of this thesis, the camera network placement problem is solved as a
two dimensional placement. As first application, the variant Weight Particle Swarm Optimiza-
tion (WPSO) is used to optimize the placement of a four-camera network for three scenarios:
(1) a single fixed point, (2) a single fixed point with obstacle presence and (3) a single point
in movement. In the second application, a variant called Canonical Particle Swarm Optimiza-
tion (CPSO) is used to optimize a cameras network placement (from 4 to 10 cameras) to covered
the movement of 8 markers (fixed on the cube extremities) in a defined scene. The objective
of this optimization is achieved for three different scenarios (the cube move in straight line be-
tween two obstacles or to a big wall or the cube move between two pillars).
To reach the second goal, the problem of a camera network placement is solved as three
dimensional placement. The Stochastic Fractal Search (SFS) technique and CPSO, Modified
Canonical Particle Swarm Optimization (MCPSO) variants are used to optimize a cameras net-
work placement (for 4 to 10) to cover a diagonal movement of the cube inside the scene. Al-
though the MCPSO technique present a slight improvement in the results compared to the CPSO
technique, the two variants did not achieve their objective except by using the technique SFS;
either, that each marker is covered by two cameras (Cseuil = 2) or by three cameras (Cseuil = 3)
during each frame of its movement.
Keywords
motion capture, MoCap, optical system, camera network, placement, markers, 2D, 3D, meta-
heuristics, WPSO, CPSO, MCPSO, SFS.
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Re´sume´
La capture de mouvement est une technique utilise´e dans des domaines tre`s diversifie´s (telles
que la me´decine, la biome´canique, etc.). Son objectif est d’enregistrer le mouvement d’un objet
re´el pour le traduire en un mode`le mathe´matique exploitable par des me´thodes graphiques.
Plusieurs crite`res (tels que le nombre d’acteurs, la complexite´ du mouvement, ...) pre´cisent
le choix du syste`me de capture de mouvement, qu’il soit optique, magne´tique ou me´canique.
Le syste`me optique utilise des marqueurs fixe´s a` des emplacements spe´cifiques sur l’objet et
des came´ras infrarouges qui capturent la lumie`re re´fle´chie par ces marqueurs. L’enregistrement
permet de reconstruire un mouvement tridimensionnel. Ce syste`me a des avantages par rapport
aux autres, mais il souffre de proble`mes d’occultation des marqueurs. Un bon placement des
came´ras peut re´soudre ces proble`mes.
L’objectif de cette the`se consiste en la conception d’un algorithme d’optimisation pour
le placement d’un re´seau de came´ras, de´die´ a` un syste`me de capture de mouvement optique.
Pour une bonne capture de mouvement, le placement d’un re´seau de came´ras consiste a` trou-
ver une combinaison de parame`tres appele´s parame`tres extrinse`ques (positions et poses) et
une combinaison de parame`tres intrinse`ques (profondeurs, angles d’ouverture). La me´thode
d’optimisation combinatoire est choisie pour re´soudre ce type de proble`me. Ainsi, nous pou-
vons le re´soudre par des me´thodes re´centes appele´es ”me´ta-heuristiques”. Nous avons choisi
ces me´thodes pour leur simplicite´ algorithmique et leurs capacite´s a` trouver une solution op-
timale dans un temps acceptable par rapport aux me´thodes exactes. Dans notre travail, une
solution optimale est atteinte, lorsque chaque marqueur est capture´ (ou couvert) par au moins
deux came´ras au cours de chaque trame de son mouvement. Cette condition est ne´cessaire pour
la reconstruction du mouvement en trois dimensions.
Pour atteindre le premier objectif de cette the`se, le proble`me de placement du re´seau de
came´ras est re´solu comme un placement bidimensionnel. Comme premie`re application, la vari-
ante WPSO est utilise´e pour optimiser le placement d’un re´seau a` quatre came´ras pour trois
sce´narios: (1) un seul point fixe, un seul point fixe avec pre´sence d’obstacles et (3) un seul
point en mouvement. Dans la seconde application, une variante appele´e CPSO est utilise´e pour
optimiser le placement d’un re´seau de came´ras (de 4 a` 10 came´ras) pour couvrir le mouvement
de 8 marqueurs (fixe´s sur les extre´mite´s d’un cube) dans une sce`ne bien de´finie. L’objectif de
cette optimisation est atteint pour trois diffe´rents sce´narios (le cube se de´place en ligne droite
entre deux obstacles ou vers un grand mur ou le cube se de´place entre deux piliers).
Pour atteindre le second objectif, le proble`me du placement d’un re´seau de came´ras est
re´solu en trois dimensions. La technique Recherche Fractale Stchastique (RFS) et les variantes
CPSO, MCPSO sont utilise´es pour optimiser le placement d’un re´seau de came´ras (de 4 a` 10)
afin de couvrir un mouvement diagonal d’un cube a` l’inte´rieur de la sce`ne. Bien que la technique
MCPSO pre´sente une le´ge`re ame´lioration des re´sultats par rapport a` la technique CPSO, les
deux variantes n’ont pas atteint leur objectif sauf en utilisant la technique RFS; soit, que chaque
marqueur est couvert par deux came´ras (Cseuil = 2) ou par trois came´ras (Cseuil = 3) au cours
de chaque trame de son mouvement.
Mots-Cle´s
capture de mouvement, syste`me optique, re´seau de came´ras, placement, marqueurs, 2D, 3D,
me´ta-heuristiques, WPSO, CPSO, MCPSO, RFS.
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La capture de mouvement est une technique utilise´e comme un processus d’enregistrement
d’un mouvement complet ou partiel d’un corps humain, animal ou objet re´el, afin de le traduire
en un mode`le mathe´matique exploitable. Cette technique utilise des points cle´s appele´s ”Mar-
queurs” qui repre´sentent les parties inte´ressantes du sujet (articulations, extre´mite´s ...etc.) pour
une mode´lisation nume´rique en trois dimensions (3D) de son comportement par ordinateur.
Cette me´thode est utilise´e dans des domaines tre`s diversifie´s, tels que : le sport (pour augmenter
les performances des athle`tes), le diagnostique me´dical et re´adaptation (analyse du syste`me
d’e´quilibre ou connaissance de la physiopathologie de l’appareil squelettique et locomoteur),
la biome´canique (possibilite´ de cre´er des dispositifs avec une conception plus confortable et
utile), les films, animation et les jeux vide´o (pour cre´er des films d’animation ou des jeux vide´o
avec des mouvements et des actions plus naturelles), la justice (reconstitutions d’une sce`ne de
crime), ...etc.
Pour un syste`me de capture de mouvement (ou Motion Capture (MoCap), en anglais), la
came´ra repre´sente l’e´le´ment essentiel pour l’acquisition des donne´es (images des marqueurs),
issues du de´placement d’un objet ou d’un humain dans une sce`ne de surface bien de´termine´e.
Les images capture´es par la came´ra pre´sentent une projection du monde (syste`me de coor-
donne´es 3D) sur une image (syste`me de coordonne´es a` deux dimensions (2D)). Pour que le
syste`me soit ope´rationnel et se rapproche au comportement physique (projection perspective),
il faut de´finir un mode`le ge´ome´trique pour la came´ra base´e sur un ensemble de parame`tres
de´crivant le comportement physique du capteur. L’extraction de ces parame`tres est dite ”phase
de calibration”.
Actuellement, plusieurs domaines sont en perpe´tuelle e´volution, surtout dans les domaines
de la science et de l’industrie (inge´nieurs, de´cideurs, ...etc.), soit pour la conception d’un
syste`me me´canique, informatique, ou e´lectronique. Cette e´volution est due aux ame´liorations
technologiques qui provoquent a` leurs tour l’augmentation de la quantite´ des donne´es ainsi que
leurs types. Les gens sont confronte´s a` divers proble`mes dont la complexite´ augmente de jour
en jour. Par conse´quent, il faudrait que les me´thodes de traitement utilise´es doivent suivre cette
e´volution. Au de´but, la taˆche consistait a` accumuler le maximum de donne´es possibles pour
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une exploitation directe; mais aujourd’hui, il faudrait utiliser des me´thodes complexes pour
l’extraction de l’information utile.
Heureusement, il y a une alternative a` ces inconve´nients, qui consiste a` utiliser des me´thodes
dont la recherche de la solution du proble`me est plus rapide et moins encombrante. L’une de ces
techniques formalise le proble`me sous forme d’optimisation. Les me´thodes d’optimisation dites
”approche´es”, peuvent trouver une solution satisfaisante avec un temps de calcul acceptable la`
ou` les me´thodes exhaustives sont trop lentes. Alors, de nombreux proble`mes difficiles, peuvent
eˆtre formule´s comme des proble`mes d’optimisation [10].
Dans ce travail, nous cherchons a` optimiser le placement d’un certain nombre de came´ras
(de quatre a` dix came´ras) dans un syste`me MoCap pour couvrir un mouvement virtuel d’un
objet. Le but du placement d’un re´seau de came´ras est que les came´ras doivent couvrir les
marqueurs fixe´s sur l’objet par deux came´ras (au minimum) en meˆme temps et durant chaque
trame de la sce`ne.
Puisqu’il s’agit d’un proble`me d’optimisation, il est inte´ressant de re´soudre le proble`me avec
une me´ta-heuristique. Parmi les techniques utilise´es actuellement il y a la me´ta-heuristique
d’Optimisation par Essaim de Particules (OEP) (ou Particle Swarm Optimization (PSO) en
anglais). Le premier avantage, de l’OEP re´side dans sa rapidite´ en raison de sa simplicite´ algo-
rithmique. Le second, est que nous avons plusieurs parame`tres a` ajuster (la position (Cx1,Cx2),
la pose ϕ, la porte´e (dmax et dmin), l’angle d’ouverture α de quatre a` dix came´ras, c’est a` dire de
24 jusqu’a` 60 parame`tres dans le domaine 2D et de 36 jusqu’a` 90 parame`tres dans le domaine
3D) et quelques contraintes a` respecter (marqueur a` l’inte´rieur du champ de vision de la came´ra,
marqueur vu par trois came´ras dans la meˆme trame, angle critique, obstacle).
Dans le cas re´el, un syste`me MoCap est un syste`me tridimensionnel, c’est a` dire que le
champ de vision des came´ras infrarouges et le mouvement d’un objet ou d’un humanoı¨de a`
l’inte´rieur de la sce`ne doit eˆtre pris dans son cas naturel en 3D.
La technique OEP a abouti a` des re´sultats acceptables dans le domaine 2D, mais elle a
montre´e ses limites dans le domaine 3D ou` le nombre de parame`tres a` optimiser devient e´leve´.
Pour cette raison, nous avons utilise´ une me´thode plus re´cente dite ”la Recherche Fractale
Stochastique RFS” qui a permis d’atteindre l’objectif souhaite´ la` ou` l’OEP a e´choue´.
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1.2 Contexte et motivations
Lors de la mise en place d’un syste`me MoCap optique, le positionnement du re´seau de
came´ras est une e´tape qui doit re´pondre aux besoins de la sce`ne conside´re´e, comme le type de
mouvement et la qualite´ des images qui influent directement sur la pre´cision des re´sultats.
L’e´tape de positionnement des came´ras autour de l’acteur a` l’inte´rieur du volume de capture
est une e´tape tre`s importante et tre`s couˆteuse en termes de dure´e d’installation et de re´glage.
Il s’agit d’avoir le plus large recouvrement possible de la sce`ne avec une bonne re´solution
possible pour les marqueurs (pour ne pas confondre deux marqueurs proches) avec un temps
d’exe´cution minimal. Cette proble´matique fait l’objet de notre travail de recherche. Par exem-
ple, pour capturer un mouvement de monte´e et de descente d’un escalier de cinq marches par
l’acteur, il a fallu cinq heures de travail de positionnement et d’orientation de dix came´ras et un
re´glage de re´solution pour chaque marqueur et en plus, il a fallu l’intervention de l’inge´nieur
pour une acquisition d’un mouvement de quelques dizaines de secondes. Cette expe´rience a
eu lieu au Laboratoire d’Automatique, de Me´canique et d’Informatique Industrielles et Hu-
maines (LAMIH) a` l’universite´ de Valenciennes, France.
1.3 Objectifs et contributions
L’objectif de cette the`se est le de´veloppement d’algorithmes d’aide au placement d’un
re´seau de came´ras pour un syste`me de capture de mouvement optique avec des marqueurs pas-
sifs. Les principales contributions sont:
• L’utilisation de la me´ta-heuristique ”OEP” pour l’optimisation de placement bidimen-
sionnel pour le recouvrement d’un seul marqueur.
• L’augmentation du nombre de marqueurs et l’introduction d’obstacles pour tester les lim-
ites de la technique choisie.
• Le passage a` un environnement tridimensionnel ade´quat avec le domaine MoCap.
• Une nouvelle application de la me´ta-heuristique ”RFS” dans le domaine MoCap.
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1.4 Organisation de la the`se
Cette the`se est organise´e comme suit:
Le chapitre 2 traite l’e´tat de l’art des syste`mes de capture de mouvement ou` la recherche
dans ce domaine a de´bute´e en 1973. Nous focaliserons l’e´tude sur les syste`mes de capture
de mouvement optiques ainsi que sur d’autres syste`mes non-optiques (syste`mes magne´tiques,
me´caniques, inertiels et acoustiques). Nous pre´senterons aussi un aperc¸u sur la mode´lisation
de la came´ra base´e sur l’e´tude de ses parame`tres intrinse`ques (qui de´terminent la qualite´ de
l’image) et de ses parame`tres extrinse`ques (qui de´terminent le placement de la came´ra).
Le chapitre 3 consiste a` pre´senter brie`vement la the´orie de la complexite´ qui s’inte´resse
a` l’e´tude de la difficulte´ des proble`mes en informatique. Cette the´orie choisit l’algorithme de
re´solution du proble`me a` l’aide de la classification de sa complexite´ qui peut eˆtre de type P,
NP ou NP-complet. Dans ce chapitre, nous pre´senterons ”l’optimisation combinatoire” qui
admet que n’importe quel proble`me peut eˆtre formule´ comme un proble`me d’optimisation. Elle
regroupe une grande classe de proble`mes d’optimisation dans de nombreux domaines. Dans
notre the`se, nous avons choisi l’e´tude de deux techniques d’optimisation qui appartiennent a` la
classe des me´ta-heuristiques a` population, l’OEP et la RFS.
Dans le chapitre 4, nous pre´senterons les contraintes ne´cessaires utilise´es pour assurer le
recouvrement bidimensionnel d’un marqueur par un re´seau de came´ras meˆme avec la pre´sence
d’un obstacle qui empeˆche la visibilite´. Ces contraintes sont utilise´es pour fonder une fonction
de fitness robuste. La technique OEP se base sur cette fonction pour trouver le placement
optimal de l’ensemble de quatre came´ras comme une premie`re application. Pour une deuxie`me
application, nous appliquerons la technique OEP pour recouvrir trois mouvements diffe´rents
d’un cube dans une salle rectangulaire ou` huit marqueurs sont fixe´s sur celui-ci. Pour l’un de
ces mouvements et avec la pre´sence de deux obstacles, nous essayerons de trouver le placement
optimal d’un re´seau de came´ras en utilisant trois variantes de l’OEP ou` chaque marqueur est
capture´ par trois came´ras.
Le chapitre 5 pre´sente l’e´tude du proble`me dans le domaine tridimensionnel pour le place-
ment optimal d’un re´seau de came´ras autour d’un cube en mouvement. Comme premie`re appli-
cation, l’algorithme exige que chaque marqueur doit eˆtre capture´ uniquement par deux came´ras
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(condition exprime´e par Cseuil = 2). Comme deuxie`me application, la condition est d’exiger
trois came´ras au minimum (Cseuil = 3) pour extrapoler la complexite´ de l’optimisation du place-
ment. Dans ce chapitre, nous utiliserons la me´thode CPSO et sa variante modifie´e (MCPSO),
mais vu leurs limitations en 3D, nous utiliserons la me´ta-heuristique RFS de´veloppe´e par [12]
qui donne une nette ame´lioration par rapport aux deux premie`res.
Nous terminerons cette the`se par une conclusion ge´ne´rale sur les travaux effectue´s et quelques
perspectives juge´es inte´ressantes pour des travaux futurs, e´ventuellement.
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2.1 Historique
Parmi les premiers travaux effectue´s dans le domaine de la capture de mouvement (ou cap-
tation de mouvement ou tout simplement MoCap de Motion Capture, en anglais) sont les anal-
yses d’un mouvement cine´matographique e´tudiant la locomotion animale et humaine par prise
de vues en chronophotographie, re´alise´es par Eadweard James Muybridge (photographe) et
Etienne Jules Marey (psychologue), dans les anne´es 1860 (voir figure 2.1). [13]
Figure 2.1: Muybridge et Marey.
En 1973, le psychologue Gunnar Johansson a introduit une me´thode base´e sur le mouve-
ment biologique appele´e ”Point-light Displays” ou` un nombre de petits points repre´sentant les
articulations principales d’une personne en marche [14]. Cette technique consiste a` fixer des
marqueurs re´flecteurs sur des corps humains pour analyser les trajectoires des articulations. Ces
expe´rimentations repre´sentent les premiers pas d’un travail de recherche intensif [15].
Nous pouvons aussi citer ”Christian Wilhelm Brau¨ne” (anatomiste allemand) et son e´tudiant
”Otto Fischer” (figure 2.2), qui ont mis en place la premie`re me´thodologie d’analyse biome´canique
de mouvement en 3D [16].
Dans le domaine de la re´alisation des films anime´s ou de la production de jeux vide´o et
9
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Figure 2.2: Me´thodologie de Brau¨ne et Fischer.
avec le de´veloppement de la photographie et de la vide´o nume´rique, les animateurs ainsi que la
communaute´ de recherche des domaines de la vision par ordinateur et l’informatique graphique
sont particulie`rement inte´resse´s par l’analyse du mouvement humain. Leur but est de cre´er un
mouvement re´aliste, naturel et adapter pour un personnage virtuel auquel le spectateur ou le
joueur doit croire [13] [15].
2.2 Introduction
La capture de mouvement est une technique utilise´e comme un processus d’enregistrement
d’un mouvement complet ou partiel d’un corps humain, animal ou un objet re´el, afin de le
traduire en un terme mathe´matique exploitable. Cette technique utilise des points cle´s appele´s
”Marqueurs” qui repre´sentent les parties inte´ressantes du sujet (articulations, extre´mite´s ...etc.)
pour une mode´lisation nume´rique en trois dimensions (3D) de son comportement par ordinateur.
Cette me´thode est utilise´e dans des domaines tre`s varie´s, tels que : le sport (pour augmenter
les performances des athle`tes), le diagnostique me´dical et re´adaptation (analyse du syste`me
d’e´quilibre ou connaissance de la physiopathologie de l’appareil squelettique et locomoteur),
la biome´canique (possibilite´ de cre´er des dispositifs avec une conception plus confortable et
utile), les films, animation et les jeux vide´o (pour cre´er des films d’animation ou des jeux vide´o
10
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avec des mouvements et des actions plus naturelles), la justice (reconstitutions d’une sce`ne de
crime) ...etc.
La discipline de capture de mouvement e´tudie le mouvement du corps humain, afin d’avoir
une mesure objective et pre´cise [17]:
• Des segments du corps en mouvement (cine´matique)
• Des forces de re´action au sol (cine´tique)
• Du signal e´lectrique d’activite´s musculaires (e´lectromyographie).
2.3 Syste`mes MoCap
Il y a trois grandes familles pour les syste`mes de capture de mouvement : Les syste`mes
optiques, les syste`mes non-optiques et les syste`mes hybrides (voir figure 2.3).
Les syste`mes MoCap optiques, utilise la lumie`re comme une source de donne´e et les came´ras
comme capteurs. Parmi ces syste`mes, on cite:
• Les syste`mes optiques avec marqueurs (passif ou actif)
• Les syste`mes optiques sans marqueurs (2D ou 3D)
Les syste`mes MoCap non-optiques utilisent d’autres approches (me´canique, inertielle, magne´tique
et acoustique). Les syste`mes hybrides s’inte´ressent a` combiner entre deux ou plusieurs syste`mes
MoCap existants, pour cre´er un nouveau syste`me qui inte`gre les avantages de ces syste`mes et/ou
pour diminuer les inconve´nients ou de franchir leurs limites. L’un des exemples d’hybridation
des syste`mes MoCap est le syste`me de capture de mouvement inertiel qui utilise un capteur
magne´tique (magne´tome`tre) pour la stabilisation horizontale (voir 2.3.3.C) [17].
Selon [5], une autre classification des syste`mes de capture de mouvement est base´e sur le
capteur et la source des donne´es, qu’ils soient place´s sur le corps ou a` l’exte´rieur de celui-ci :
• Syste`me Exte´rieur-interne : Il utilise des capteurs externes pour collecter les donne´es
a` partir de sources place´es sur le corp du sujet (syste`me MoCap a` base de came´ras (cap-
teurs) et marqueurs re´flecteurs (sources)).
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• Syste`me Inte´rieur-externe : Les capteurs place´s sur le corps collectent les donne´es d’une
source externe (syste`me MoCap e´lectromagne´tique, ou` les capteurs se de´placent dans un
champ e´lectromagne´tique externe).
• Syste`me Inte´rieur-interne : Les capteurs et les sources sont place´s sur le corps (syste`me
MoCap a` base de combinaisons e´lectrome´caniques ou` les capteurs sont des potentiome`tres
et les sources sont les articulations a` l’inte´rieur du corps).
Figure 2.3: Diffe´rents syste`mes de capture de mouvement.
2.3.1 Syste`me MoCap optique avec marqueurs
Le syste`me le plus pre´cis et le plus utilise´ pour la capture de mouvement est le syste`me
MoCap optique a` marqueurs, qui se base sur la photographie ou l’enregistrement vide´o d’une
sce`ne de mouvement d’un acteur e´quipe´ de marqueurs optiques, par des came´ras pour obtenir
des donne´es sous forme d’image 2D puis les faire traiter une unite´ de calcul.
L’acteur re´alise sont mouvement dans un espace appele´ ”Volume de capture” (figure 2.4). La
taille de ce volume est choisi d’une fac¸on que n’importe quel marqueur a` l’inte´rieur du volume
soit vu par plusieurs came´ras. Selon cette taille, le nombre de came´ras a` de´ployer augmente ou
diminue.
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Figure 2.4: Volume de capture
Selon la figure pre´ce´dente (figure 2.3), le syste`me MoCap optique est divise´ suivant le type
des marqueurs utilise´s, en deux syste`mes:
1. Le syste`me MoCap optique avec marqueurs passifs;
2. Le syste`me MoCap optique avec marqueurs actifs.
Pour les deux syste`mes, les marqueurs (qu’ils soient actifs ou passifs) sont place´s sur les artic-
ulations principales du corps de l’acteur. Ce dernier porte un costume spe´cialement conc¸u pour
fixer les marqueurs aux bonnes articulations. Les marqueurs dits ”passifs”, sont des petites
sphe`res de diffe´rents diame`tres (figure 2.5(a)) recouvertes d’une matie`re re´tro-re´fle´chissante
e´claire´e par des sources lumineuses place´es a` cote´ des came´ras. Pour identifier chaque mar-
queur, il faut avoir les positions de marqueurs statiques de´finis par un ”mode`le de position”.
La source de lumie`re pre´fe´re´e pour ce type de marqueur est la lumie`re infrarouge (figure 2.6)
a` cause de sa faible distorsion visuelle pour l’utilisateur (invisible). Par contre, les marqueurs
dits ”actifs”, (figure 2.5(b)) sont des Diode Electro Luminescente (DEL) ou (Light Emitting
Diode (LED), en anglais) alimente´es par des petites batteries, e´mettent leurs propre lumie`re
avec une seule longueur d’onde facilement de´tectable par les came´ras (figure 2.7(a)) ou avec
diffe´rentes longueurs d’onde (figure 2.7(b)) pour que les came´ras peuvent diffe´rentier chaqu’un
des marqueurs par un marquage code´ de la lumie`re.
L’ide´e d’utiliser des marqueurs optiques est qu’ils sont facilement de´tectables dans les im-
ages enregistre´es par les came´ras place´es d’une manie`re strate´gique autour du volume de capture
pour bien suivre le mouvement d’un acteur ou d’un objet (figure 2.8).
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Figure 2.5: Marqueurs passifs et actifs. [1]
Figure 2.6: Came´ras a` LED infrarouge.
Figure 2.7: Diffe´rentes longueurs d’onde pour les marqueurs actifs
Avant l’acquisition des donne´es du mouvement, l’acteur se met en une position mode`le un
peu spe´ciale appele´e ”T-pose” (figure 2.9). Cette position permet a` l’ope´rateur de re´aliser les
14
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Figure 2.8: Came´ras place´es autour de l’acteur [2].
correspondances entre marqueurs et les articulations du mode`le a` animer, ce qui lui permet aussi
d’estimer la position et l’orientation de chaque segment du mode`le [15].
Figure 2.9: T-pose et placements des marqueurs [3].
Un syste`me MoCap ne´cessite le de´ploiement d’un nombre minimal de 4 came´ras et 32
came´ras comme un nombre maximal [5]. Ge´ne´ralement, c’est le volume de capture et le nom-
bre de marqueurs ainsi que la complexite´ du mouvement a` re´aliser qui influent sur le nombre de
came´ras. Cette condition du nombre minimal de came´ras, est lie´e au principe de la reconstitu-
tion des coordonne´es 3D par ”triangulation”, de chaque marqueur a` partir d’au moins deux de
ces images 2D capture´es.
Le syste`me soufre par fois d’un phe´nome`ne dit ”Auto-occlusions” par l’apparition et la
disparition de quelques marqueurs dans certaines came´ras a` cause de l’opacite´ du corps de
l’acteur ou a` cause d’un objet place´ a` l’inte´rieur de l’espace de travail.
Dans un syste`me MoCap optique, les came´ras place´es autour de l’acteur captent la lumie`re
15
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re´fle´chit par les marqueurs; ainsi, ces derniers apparaissent sur les images comme une se´rie
de pixels tre`s lumineux par rapport a` l’arrie`re plan [18]. Avant que la capture d’une sce`ne ne
de´bute, il faut passer par une phase dite ”Calibrage” des came´ras. Elle consiste a` extraire les
parame`tres extrinse`ques et intrinse`ques de chaque came´ra (pose et position, distance focale,
position du centre optique, parame`tres de distorsion ...etc. (voir section 2.4) par la combinaison
de toutes les images capture´es d’un objet dit ”kit de calibration” (figure 2.10). Il s’agit d’une
re`gle de forme de ”T” dont les dimensions sont connues, place´e dans le repe`re de la salle.
Figure 2.10: Kit de calibration.
Toutes ces informations sont ne´cessaires pour effectuer la reconstruction 3D (figure 2.11)
par une unite´ de calcul. La calibration doit eˆtre faite pour un volume proportionnel au mouve-
ment de l’acteur a` e´tudier. Si le volume est trop grand, la pre´cision sera de´grade´e et si le volume
est trop petit, le mouvement ne peut pas eˆtre enregistre´ dans sa totalite´ [17].
Figure 2.11: Reconstitution 3D.
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A. Avantages:
Parmi les avantages d’un syste`me MoCap optique, on cite l’absence de caˆbles ou structures
me´talliques pouvant geˆner le mouvement de l’acteur, ainsi que la le´ge`rete´ et la petite taille
des marqueurs, qui permet a` l’acteur de se de´placer librement et a` des grandes distances et
hauteurs, tant qu’il reste a` l’inte´rieur du volume de capture. Le syste`me permet d’utiliser un
grand nombre de marqueurs et une segmentation facile des images capture´es ce qui conduit
a` une bonne pre´cision dans la reconstitution. La haute fre´quence de capture (images/second)
d’un tel syste`me, qui se traduit par une vitesse d’acquisition suffisamment rapide (surtout
pour les mouvements sportifs).
B. Inconve´nients:
Le syste`me MoCap optique n’est pas un syste`me parfait, il pre´sente quelques inconve´nients
telle que l’augmentation du nombre de marqueurs aux articulations pour pouvoir obtenir
l’orientation, ce qui augmente aussi le temps de calcul. Aussi, tous les marqueurs capture´s
sont de couleur blanche (marqueurs passifs), ce qui rend l’identification de chaque marqueur
presque impossible. Ce proble`me exige un pre`traitement couˆteux en temps de calcul. Les
surfaces re´fle´chissantes et les lumie`res exte´rieures au syste`me comme celles du soleil (qui
renferme de l’infrarouge) provoquent des points parasites. Le proble`me de l’auto-occlusion
durant un temps long engendre des erreurs dans la reconstitution et la perte de donne´es dans
les trajectoires et cela demande parfois l’intervention de l’inge´nieur. N’oublions pas le couˆt
mate´riel exhaustif qui varie (entre 100000e et 250000e [5]) en fonction du nombre de
came´ras utilise´es.
2.3.2 Syste`me MoCap optique sans marqueurs
Nous avons vu dans le paragraphe pre´ce´dent les avantages et les inconve´nients du syste`me
MoCap optique a` marqueurs. Le principal avantage d’un tel syste`me est sa pre´cision de recon-
struction 3D a` cause de la haute re´solution des came´ras utilise´es. Malheureusement, le couˆt
exhaustif de ces meˆmes came´ras pre´sente l’inconve´nient majeur de ce syste`me.
Ici, vient le roˆle d’un syste`me MoCap optique sans marqueurs comme une solution aux
proble`mes dont souffre le syste`me MoCap optique a` base de marqueurs. Cette technique ap-
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pele´e : ”Markerless Motion Capture (MMC)” en anglais, consiste a` reconstruire le mouvement
d’un acteur a` partir d’une ou de plusieurs images 2D enregistre´es d’une fac¸on a` retrouver les
positions et les orientations des parties du corps de l’acteur au fil du temps. Chaque partie est
mode´lise´e par un ”voxel” (un objet interme´diaire entre le pixel et le vecteur), qui repre´sente un
nuage de cubes colore´s positionne´s dans l’espace. Le volume de chaque cube de´fini approxima-
tivement une des parties du corps, pour enfin, extraire le squelette virtuel tout entier de l’acteur
(figure 2.12) [19].
Figure 2.12: Mode´lisation de squelette par voxel [4].
De ce fait, cette technique utilise un mode`le ge´ome´trique : sous forme de ”Squelette”,
(compose´ de cubes ou cylindres articule´s), sous forme d’une grille de surfaces ou sous forme de
repre´sentations de densite´ de probabilite´ lie´es au corps de l’acteur [20], pour une identification
facile et simple du corps de l’acteur en mouvement a` partir des images 2D acquises.
Les images 2D repre´sentent des donne´es complexes a` traiter a` cause de multiples facteurs,
tels que : textures, lumie`res, occultations, manque d’informations de profondeur, calibration
des came´ras.
Selon [15], l’auteur propose de diffe´rencier les syste`mes MoCap optiques sans marqueurs
en deux classes de familles, suivant la nature de l’information extraite:
1. Les syste`mes MoCap optiques sans marqueurs a` estimation de mouvement 2D : cette ap-
proche analyse le mouvement humain par l’extraction de ces caracte´ristiques (forme, type
de mouvement, trajectoire et position des objets d’inte´reˆt ...etc.) a` partir des images 2D.
18
19 2. Syste`mes de capture de mouvement MoCap : Etat de l’art
Ge´ne´ralement, un mode`le 2D explicite de la forme a` suivre est recale´ sur le mouvement ob-
serve´ dans les images par l’utilisation de diffe´rentes caracte´ristiques de´finies par le type de
mode`le (contours, re´gions de l’image, simples points ...etc.). Ces approches sont utilise´es
pour des applications qui ne ne´cessitent pas une estimation pre´cise (reconnaissance de geste,
surveillance ...etc.) [15].
2. Les yste`mes MoCap optiques sans marqueurs a` estimation de mouvement 3D : Ces ap-
proches donnent une meilleure compre´hension du mouvement en estimant ces parame`tres,
par l’utilisation d’un mode`le 3D du corps humain. Le squelette d’animation forme´ est habille´
par diffe´rentes primitives ge´ome´trique simples, de fac¸on a` mode´liser les proprie´te´s physiques
du corps humain [15].
Selon [21], les syste`mes MoCap sont divise´s en trois grandes familles, suivant les algo-
rithmes qui tentent de calquer le mode`le ge´ome´trique a` l’image pour retrouver sa posture au
cours du temps:
1. Les algorithmes base´s sur les mode`les de mouvement : Ils utilisent les connaissances sur le
mouvement pour pre´dire les images futures.
2. Les algorithmes utilisant la vide´o inverse : Ils utilisent la vide´o inverse pour inverser la
projection et retrouver une posture approchante du squelette a` partir de l’image vide´o.
3. Les algorithmes utilisant la ste´re´oscopie : Avec plusieurs points de vue d’une meˆme sce`ne,
ces algorithmes essayent de limiter les proble`mes duˆs aux occultations en analysant les im-
ages.
Un syste`me MoCap optique sans marqueurs, utilise ge´ne´ralement des techniques a` base de
deux types de came´ras : soit des came´ras ”Red Green Bleu (RGB)” simples ou des came´ras 3D
Kinect de Microsoft (figure 2.13).
Pour la technique qui utilise le premier type de came´ras RGB, on exige une calibration
initiale des came´ras en de´tectant d’abord l’arrie`re plan de la sce`ne. Ensuite, pour les nouvelles
images capture´es, l’arrie`re plan est soustrait afin d’isoler le sujet en question. De cette fac¸on,
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Figure 2.13: Came´ra 3D Kinect de Microsoft et prise d’images de profondeur.
le squelette de l’acteur est extrait et on peut extraire ainsi les positions des articulations dans
l’espace. Malheureusement, il n’y a aucune information de profondeur fournie par une came´ra
RGB, ce qui limite la pre´cision de positions des articulations pour cette technique.
L’autre technique (a` base de came´ras 3D), utilise un mode`le articule´ (squelette) du corps
humain pour une bonne pre´cision de capture de mouvement. Une fac¸on facile offerte par cette
technique, pour l’extraction du squelette (figure 2.14) a` partir des images de profondeur fournies
pas ce type de came´ras. La re´solution de la came´ra 3D utilise´e, limite la pre´cision de la capture
pour cette technique [22].
Figure 2.14: Extraction des articulations.
Le processus de capture de mouvement est comple`tement effectuer a` travers des logiciels,
en supprimant toutes les limitations physiques ce qui impose des contraintes de calculs [23].
L’avantage majeur de ce type de syste`me est son couˆt mate´riel minime, ce qui permet de
l’utiliser pour des applications a` faible budget. Dans un tel syste`me, le sujet ne pre´sente au-
cune contrainte physique, ce qui permet a` l’acteur de bouger librement dans la sce`ne; donc
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peu de contraintes sont impose´es pour l’environnement (possibilite´ de prendre des mesures a`
l’exte´rieur).
Ce type de syste`me n’est pas parfait et il souffre de quelques proble`mes, telle que l’analyse
complexe des images par des techniques de traitement d’images et de vision par ordinateur et
qui ne´cessite parfois l’intervention de l’utilisateur. Il souffre aussi du proble`me d’occultations
et de manque de l’information de profondeur surtout pour les syste`mes mono-came´ra. De tels
syste`mes doivent avoir de la robustesse et un temps d’exe´cution raisonnable pour qu’ils puissent
eˆtre applique´s dans le monde de l’animation ou de l’e´tude du mouvement humain [13].
2.3.3 Syste`mes MoCap non optiques
Dans la pratique, nous rencontrons diffe´rents syste`mes de capture de mouvement, qui sont
base´s sur d’autres grandeurs physiques que la lumie`re (pour reme´dier a` leurs limitations) afin
de construire un syste`me MoCap plus pre´cis et moins couˆteux. Parmi les diffe´rentes grandeurs
physiques, il y a des syste`mes MoCap a` base de capteurs (magne´tique, me´canique, inertiel,
acoustique et autres).
2.3.3.A Syste`me MoCap magne´tique
Un syste`me MoCap magne´tique est base´ sur le principe de mesure et identification de posi-
tions et orientations en exploitant les proprie´te´s d’un champ magne´tique (ge´ne´re´ par un e´metteur
e´lectromagne´tique), par des capteurs place´s aux articulations du corps d’un acteur en mouve-
ment.
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Figure 2.15: Syste`me MoCap magne´tique [5].
Un syste`me MoCap magne´tique est compose´ d’un e´metteur (figure 2.15) qui ge´ne`re trois
champs magne´tiques (perpendiculaires les uns sur les autres) a` chaque cycle de mesure, puisque
l’e´metteur est forme´ de trois bobines perpendiculaires traverse´es en se´quence par un courant.
Chaque capteur magne´tique 3D peut mesurer la force de ces champs qui est proportionnelle a` la
distance entre le capteur et l’e´metteur (de 3 a` 15 me`tres), ce qui permet de calculer les positions
de chaque capteur [17].
Les capteurs sont place´s sur le corps (figure 2.16) pour capter un champ e´lectromagne´tique
de basse fre´quence (100Hz) et sont connecte´s a` travers des caˆbles (individuels dans la plupart
des cas), transmettant un courant e´lectrique filtre´ et amplifie´ a` une unite´ de controˆle e´lectronique.
Cette unite´ envoie les donne´es a` un calculateur central pour calculer les coordonne´es carte´siennes
et les orientations a` l’aide d’un logiciel approprie´. Un autre logiciel utilise ces dernie`res donne´es
pour les convertir a` une chaine hie´rarchique avec une seule position et plusieurs orientations afin
d’eˆtre utilise´es pour cre´er une animation du mouvement [5].
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Figure 2.16: Positionnement des capteurs sur le corps (syste`me XSENS) [6].
Les syste`mes MoCap magne´tiques, peuvent eˆtre divise´s en deux types, selon le courant du
champ e´lectromagne´tique (courant direct (DC) ou courant alternatif (AC) [5]).
Le syste`me MoCap magne´tique pre´sente plusieurs avantages par rapport a` d’autres syste`mes
MoCap. Le principal avantage, est qu’il n’a aucun proble`me vis a` vis l’occultation des capteurs
(puisque il s’agit de champs e´lectromagne´tiques qui traversent des corps non-me´talliques) ce
qui permet a` plusieurs acteurs d’interagir simultane´ment. L’autre avantage, est que les positions
et les orientations des capteurs sont disponibles sans traitement, ce qui minimise les calculs
pour les prochaines e´tapes; ainsi, un tel syste`me est dit ”syste`me a` temps re´el”, permettant la
visualisation des re´sultats en temps re´el, ce qui permet aussi au re´alisateur de ve´rifier et de
corriger les erreurs sur sce`ne. Pour le couˆt d’un tel syste`me, on peut dire qu’il est moins cher
qu’un syste`me MoCap optique a` marqueurs.
Les objets et les surfaces me´talliques peuvent provoquer des irre´gularite´s et des interfe´rences
dans les lignes des champs magne´tiques par induction de courant dans le me´tal, ce qui ge´ne`re
un nouveau champ e´lectromagne´tique appele´ ”eddy currents” ou ”courant de Foucault” et les
donne´es capture´es seront ainsi errone´es. Le proble`me d’interfe´rence peut eˆtre provoque´ par les
caˆbles reliant les capteurs et ces meˆmes caˆbles peuvent geˆner le mouvement de l’acteur. Ce
dernier proble`me est re´solu par l’utilisation de liaison sans fils (figure 2.17) entre les capteurs et
l’unite´ de controˆle mais un autre proble`me dit ”latency” ou ”latence” exprime´ par la croissance
du temps de calcul entre la collection des donne´es et l’affichage des re´sultats du mouvement.
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Figure 2.17: Simplification du mouvement par l’utilisation de liaison sans fils [6].
La fre´quence d’acquisition d’un tel syste`me est conside´re´e comme insuffisante pour cer-
tains mouvements sportifs (mouvement rapide) a` cause du bruit de mesure, ce qui la diminue
jusqu’a` 15Hz a` cause du filtrage [13]. On trouve aussi une difficulte´ dans le changement de
configuration des capteurs pose´s sur le corps de l’acteur.
2.3.3.B Syste`me MoCap me´canique
L’un des premiers syste`mes utilise´s pour la MoCap a e´te´ un e´lectro goniome`tre (un instru-
ment qui permet de mesurer les angles) [17]. Un syste`me MoCap me´canique est un syste`me
dirige´ par les mouvements du corps humain et est constitue´ d’un ensemble de tiges le´ge`res
mode´lisant les parties rigides du corps (les os) et des potentiome`tres place´s entre les tiges
mode´lisant les joints (articulations), constituant l’ensemble (tiges et potentiome`tres) s’appele´
”l’exosquelette” (figure 2.18).
Le potentiome`tre place´ a` un joint est conside´re´ comme un capteur qui mesure les rotations
angulaires des tiges et ces rotations sont convertis en angles d’articulations (figure 2.19) utilisant
un mode`le cine´matique [24].
Dans le potentiome`tre il y a un curseur qui se de´place le long d’un e´le´ment de re´sistance et
produit une lecture de potentiel de tension variable, en fonction du pourcentage de la re´sistance
totale applique´e a` la tension d’entre´e. Les potentiome`tres utilise´s pour les capteurs de mouve-
ment sont parfois appele´s ”capteurs angulaires” analogiques ou nume´riques [5].
Le couˆt mode´re´ d’un syste`me MoCap me´canique est un avantage par rapport aux syste`mes
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Figure 2.18: Exosquelette pour un syste`me MoCap me´canique [7].
Figure 2.19: Mode´lisation par mesure d’angles.
optiques et magne´tiques. La le´ge`rete´ de l’armature me´canique (figure 2.20) fabrique´e en me´tal
ou en plastique, la rend portative ce qui permet a` l’acteur de ce de´placer dans un volume de
capture tre`s large. A partir de la nature des capteurs, on peut dire qu’un tel syste`me ne peut
souffrir du proble`me d’occultations ce qui permet la capture rapide de mouvements pour un
multiple d’acteurs, puisque les donne´es sont disponibles et moins couˆteuses.
Le plus grand inconve´nient d’un syste`me MoCap me´canique est son incapacite´ de mesurer
les translations globales. Pour pallier a` ce proble`me, on utilise ge´ne´ralement un capteur e´lectromagne´tique
pour re´cupe´rer la translation globale du squelette [21]. Cet ajout engendre l’inconve´nient de
l’influence du me´tal sur le syste`me e´lectromagne´tique. N’oublions pas la rigidite´ de l’armature
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Figure 2.20: Armature pour un syste`me MoCap me´canique [8].
qui geˆne le mouvement de l’acteur surtout pour les mouvements rapides, ce qui est traduit par
une fre´quence d’acquisition faible pour un tel syste`me. Aussi, les capteurs place´s sur cette
armature sont fixes et on ne peut changer la configuration de ces capteurs (figure 2.20).
2.3.3.C Syste`me MoCap inertiel
Le syste`me MoCap inertiel n’est pas un syste`me de capture de mouvement du corps humain
seulement, mais il a e´te´ initialement utilise´ pour suivre l’orientation de ve´hicules ae´riens. Le
principe de ce syste`me est de mesurer l’orientation d’un segment du corps e´quipe´ d’une unite´
dite ”Unite´ de Mesure Inertielle (UMI)” ou ”Inertial Measurement Unit (IMU) en anglais”, qui
contient a` la fois : un acce´le´rome`tre et un gyroscope. Pour d’autre syste`me ”Xsens MVN”
de capture de mouvement inertiel, l’unite´ contienne : gyroscope 3D, acce´le´rome`tre 3D et
magne´tome`tre 3D (figure 2.21, [25]). Ce qui lui permet de mesurer la position et l’orientation
(en 3D) des segments du corps (en 6 degre´s de liberte´) dans un syste`me de coordonne´es glob-
ales [26]. Tous ces capteurs sont installe´s ensemble dans un petit boıˆtier pour simplifier sa
fixation a` un objet ou a` une personne (figure 2.22) [20].
Le roˆle de l’acce´le´rome`tre est de mesurer l’acce´le´ration par le de´placement d’une petite
masse a` l’inte´rieur du capteur due a` la force du mouvement du segment et par contribution de
la gravite´. Ainsi, la position est obtenue par double inte´gration de la donne´e d’acce´le´ration en
fonction du temps.
Le roˆle du gyroscope est de mesurer la vitesse angulaire du capteur, et avec une seule
inte´gration de cette donne´e en fonction du temps, on obtient l’orientation du segment sur le
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Figure 2.21: Unite´ de mesure inertielle.
quel est place´ le capteur.
Le roˆle du magne´tome`tre est d’assurer la stabilite´ dans le plan horizontal, en de´tectant la
direction du champ magne´tique terrestre comme une boussole [27]. La plupart des UMI utilisent
les mesures du capteur de champ magne´tique pour de´river la direction canonique ”Nord” [20].
Figure 2.22: Placement des capteurs inertiels.
Le syste`me MoCap inertiel pre´sente des avantages par rapport a` d’autres syste`mes MoCap.
Le premier avantage est qu’il est autonome, c’est a` dire, qu’il n’est relie´ a` aucune source externe
(lumie`re Infra Red (IR), champs magne´tique, ...etc.). Le second, est qu’il n’y a aucun facteur
externe qui peut geˆner sont fonctionnement (syste`me sans magne´tome`tre). Le troisie`me, est
qu’il est portatif puisque les capteurs en petit boıˆtier sont tre`s le´gers. L’exe´cution du syste`me
en temps re´el avec une mise a` jour maximale de 120Hz comme fre´quence d’acquisition, est un
autre avantage. Cet avantage exprime aussi un large volume de capture meˆme a` l’exte´rieur.
Comme d’autres syste`mes MoCap, ce syste`me pre´sente aussi quelques inconve´nients. En
premier, nous pouvons citer le proble`me qu’un tel syste`me ne peut mesurer la position et
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l’orientation directement mais par calcul mathe´matique des grandeurs mesure´es, ce qui provoque
une accumulation d’erreurs le long du temps a` cause de la de´rive d’inte´gration, mais ils sont sta-
bles si les mesures sont prises a` des courts intervalles de temps. Un autre inconve´nient vient
avec l’ajout du magne´tome`tre, est que le champ magne´tique mesure´ diffe`re d’un capteur a` un
autre.
2.3.3.D Syste`me MoCap acoustique
Un syste`me de capture de mouvement acoustique ou sonore, est un syste`me base´ sur l’utilisation
des ondes (ou des impulsions) ultrasoniques. La ge´ne´ration de ces ondes, s’effectue par des
petits e´metteurs place´s sur les articulations principales du corps de l’acteur. Tandis, que la
re´ception de ces ondes est re´alise´e par seulement trois re´cepteurs (microphones) place´s dans
la zone de captation (figure 2.23). Les re´cepteurs sont connecte´s a` une unite´ de controˆle
e´lectronique. La distance entre les e´metteurs et les re´cepteurs est limite´e par la vitesse de
propagation de l’onde acoustique dans l’air qui varie avec la pression et la tempe´rature de l’air.
Figure 2.23: Syste`me MoCap acoustique.
Le principe d’un tel syste`me, est de calculer la position de chaque e´metteur en utilisant la
longueur d’onde du signal acoustique ge´ne´re´ et sa vitesse de propagation. Selon [28], il y a
deux types de syste`mes:
• Les syste`mes a` impulsions mesurent la diffe´rence en temps (temps de vol) entre l’e´mission
du signal a` partir de l’e´metteur et sa re´ception par le microphone du capteur.
• Les syste`mes a` ondes continues sont base´s sur la cohe´rence de phase et mesurent la
diffe´rence de phase entre le signal a` l’extre´mite´ d’e´metteur et l’extre´mite´ de re´cepteur.
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Selon [29], ces syste`mes peuvent eˆtre base´s uniquement sur des signaux a` ultrasons ou par une
combinaison (hybridation) avec des ondes Radio Fre´quence (RFq) pour ame´liorer le syste`me.
Pour le dernier cas, le re´cepteur est monte´ dans un e´quipement portatif et de´termine sa propre
position.
Malgre´ que ce type de syste`me pre´sente l’avantage d’eˆtre a` bon marche´, il posse`de par contre
plusieurs inconve´nients. Parmi les inconve´nients des syste`mes a` ultrasons, on cite :
• Le faible de´bit binaire qui engendre une faible fre´quence d’acquisition
• La re´duction du niveau du signal a` cause du bruit de fond
• La re´flexion des ondes par les murs et les objets a` l’inte´rieur de la zone de travail
• Les proble`mes cause´s par l’effet ”multi trajets” du meˆme signal (e´cho)
• La pre´sence de gaz et variations de la tempe´rature, humidite´ et pression d’air
• La latence de mesure d’une position cause´e par le de´placement lent du son (de l’e´metteur
jusqu’au re´cepteur)
• L’alignement presque impossible entre l’e´metteur et le re´cepteur pour des meilleures
mesures.
2.3.3.E Comparaison entre les syste`mes MoCap
Le tableau 2.1 donne une comparaison entre les diffe´rents syste`mes de capture de mouve-
ment vus dans les paragraphes pre´ce´dents.
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2.4 Came´ra
Pour un syste`me de capture de mouvement (MoCap), la came´ra pre´sente l’e´le´ment essentiel
pour l’acquisition des donne´es (images des marqueurs) issues du de´placement d’un objet ou
d’un humain dans une sce`ne de surface bien de´termine´e. Les images capture´es par la came´ra
pre´sentent une projection du monde (syste`me de coordonne´es 3D) sur une image (syste`me de
coordonne´es 2D). Pour que le syste`me soit ope´rationnel et se rapproche au comportement
physique (projection perspective), il faut de´finir un mode`le ge´ome´trique pour la came´ra base´
sur un ensemble de parame`tres de´crivant le comportement physique du capteur. L’extraction de
ces parame`tres est dite ”phase de calibration”.
2.4.1 Mode´lisation de la came´ra
Plusieurs mode`les de´crivent les caracte´ristiques de la came´ra d’une fac¸on plus ou moins
proche a` la manie`re que notre œil perc¸oit visuellement le monde qui nous entoure. Le mode`le
le plus utilise´ par la communaute´ de la vision par ordinateur et qui repre´sente une projection
perspective est dit ”mode`le ste´nope´” ou encore ”mode`le de trou d’e´pingle” (en anglais, pinhole
model) (voir le dispositif optique responsable de la formation de l’image (figure 2.24) [9]). Ce
mode`le pre´sente un compromis entre l’approximation du phe´nome`ne de la vision physique et
la simplicite´ des e´quations de la mode´lisation. Ce mode`le est loin d’eˆtre novateur puisque le
phe´nome`ne e´tait de´ja` de´crit par Aristote puis Le´onardo de Vinci et enfin Cardan [30].
Figure 2.24: Principe d’une came´ra ste´nope´e illustre´ en 1925 dans ”The Boy Scientist” [9].
Le mode`le ste´nope´ (sur un plan ge´ome´trique), peut eˆtre de´compose´ en un ensemble de points
3D ”M” situe´s dans une sce`ne aux coordonne´es (MXm ,MYm ,MZm) dans le repe`re monde (Om)
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et sa projection sur un plan image R est appele´e ”re´tine”, en un point 2D ”m” de coordonne´es
(x,y) exprime´es en pixels. Selon la figure 2.25, l’image ”m” est l’intersection de la droite CM
avec le plan image. Cette droite est appele´e ”droite de projection” ou ”ligne de vue”. Tandis
que la droite qui passe par le point focal C (appele´ aussi ”centre optique”) et le centre du plan
image (point c ou ”point principal”), est appele´e ”axe optique”.
Si le point focal est place´ devant le plan image, l’image obtenue est une projection inverse
de la sce`ne (figure 2.24). Dans le cas contraire, l’image obtenue est une projection de la sce`ne
(figure 2.25) [31]. On peut de´finir la distance focale f (en mm), comme la distance entre le
point focal C de coordonne´es (xC ,yC ,zC) et le point principal c de coordonne´es (u0,v0) exprime´
en pixels.
Figure 2.25: Mode`le ste´nope´ d’une came´ra.
2.4.2 Parame`tres extrinse`ques
Les parame`tres extrinse`ques expriment une relation d’un mouvement rigide entre le repe`re
de came´ra (C,xC ,yC ,zC) et le repe`re monde (Om,Xm,Ym,Zm). Cette relation est de´finie par la
position du repe`re came´ra, donne´e par le vecteur de translation t et par l’orientation du meˆme
repe`re par la matrice de rotation R lors de la prise de vue.
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La matrice d’orientation R qui exprime l’orientation des axes de la came´ra (xC ,yC ,zC) par rap-



















Les angles d’Euler α, β et γ sont associe´s aux axes xC ,yC et zC respectivement.
On peut e´crire la notation de cette matrice d’une manie`re plus simple a` l’aide de ces trois
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A partir des coordonne´es (MXm ,MYm ,MZm) du point M dans le repe`re monde, on peut calculer













On tenant compte des coordonne´es homoge`nes, la relation (2.5) peut eˆtre exprime´e par une
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La transformation rigide (Tr1) est repre´sente´e par la matrice A, qui pre´sente a` son tour les
trois composantes de rotation et les trois composantes de translation. Elle exprime donc les six
parame`tres extrinse`ques (α, β, γ , tx, ty et tz).
2.4.3 Parame`tres intrinse`ques
La deuxie`me transformation est une transformation affine permettant de passer du repe`re
came´ra (C,xC ,yC ,zC) au repe`re image (oi ,u,v) comme un changement d’e´chelle et une trans-
lation. A l’aide des parame`tres intrinse`ques de la came´ra, nous pouvons effectuer une relation
entre un point MC (MxC , MyC , MzC ) en 3D et son projete´ m(x,y) en 2D sur le plan image.
A l’aide des relations entre triangles similaires (voir figure 2.25), nous pouvons calculer les











En coordonne´es homoge`nes, les e´quations (2.7) et (2.8) peuvent eˆtre e´crites sous forme ma-







f 0 0 0
0 f 0 0































La matrice de projection homoge`ne diag(f , f ,1)[I | 0] permet le passage entre le repe`re came´ra
(C,xC ,yC ,zC) et le repe`re image (oi ,u,v), c’est le changement d’e´chelle.
Pour la translation, il s’agit du passage aux coordonne´es pixeliques. Les e´quations (2.7)
et (2.8) prennent comme origine le point principal c de coordonne´es (u0,v0), mais en re´alite´
l’origine des coordonne´es image (en pixels) est le point (oi ,u,v) situe´ au coin supe´rieur gauche
du plan image R. Il faut prendre aussi en conside´ration les deux facteurs ku et kv , dits fac-
teurs d’e´chelles horizontal et vertical respectivement, exprime´s en pixels/mm. Ces facteurs sont
pris en compte pour mode´liser les imperfections des pixels qui ne sont pas orthogonaux et ne
posse`dent pas la meˆme e´chelle sur les deux axes qui constituent le capteur (Charged Coupled
Device (CCD) et Complementary Meatl Oxide Semiconductor (CMOS)) [9].























































est une matrice de transformation line´aire.












f 0 0 0
0 f 0 0










f ku 0 u0 0
0 f kv v0 0















αu 0 u0 0
0 αv v0 0

















αu = f ku et αv = f kv de´signent la focale de la came´ra en nombre de pixels suivant les directions
x et y respectivement.
La matrice I est une application line´aire entre le repe`re came´ra et le plan image. Cette matrice
exprime les parame`tres intrinse`ques de la came´ra (αu , αv , u0 et v0).
2.4.4 Mode`le ste´nope´ complet (sans distorsion)
Finalement, nous pouvons de´crire la relation de projection d’un point ”M” dans le repe`re
monde et sa projection 2D dans le plan image par le produit de deux matrices. La premie`re
matrice ”I” qui mode´lise le capteur par ces parame`tres intrinse`ques et la seconde matrice ”A”
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qui exprime la pose de la came´ra par les parame`tres extrinse`ques.
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0 αv v0 0
0 0 1 0
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r31 r32 r33 tz









A partir de l’e´quation (2.14), on obtient donc les formules suivantes:
u = u0 +αu .
r11MXm+r12MYm+r13MZm+tx
r31MXm+r32MYm+r33MZm+tz



























αu 0 u0 0
0 αv v0 0










αu .r1 +u0.r3 αutx +u0tz




Nous pouvons aussi e´crire la matrice L dite ”matrice de projection perspective”, sous la forme
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l11 l12 l13 l14
l21 l22 l23 l24









Avec li repre´sentatif d’un vecteur ligne a` trois composantes:
li =
∣∣∣∣ li1 li2 li3 ∣∣∣∣
A partir des formules de la matrice L, nous pouvons e´crire un ensemble d’e´quations (2.18) qui
permettent de calculer les parame`tres intrinse`ques et extrinse`ques en fonction des coefficients





























Ces formules repre´sentent les trois parame`tres extrinse`ques de rotation autour des axes
(r1,r2,r3), ceux de translation (tx,ty ,tz), ainsi que les quatre parame`tres intrinse`ques (αu ,αv ,u0,v0).
Nous pouvons proce´der a` deux e´tapes pour trouver les parame`tres du mode`le. La premie`re
e´tape consiste a` estimer les coefficients de la matrice L et la deuxie`me est d’extraire les parame`tres
a` l’aide de ces coefficients donne´s par les formules (2.18) [31].
Le mode`le ste´nope´ de´crit jusqu’a` maintenant est un mode`le projectif simple de la came´ra.
Pour des objets de taille faible par rapport a` leurs distances au centre de projection C, un mode`le
dit ”mode`le line´aire affine” de´crit la came´ra comme une projection paralle`le de la sce`ne sur le
plan image [30].
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2.4.5 Mode`le ste´nope´ complet (avec distorsion)
Dans le cas d’un mode`le ste´nope´ ou affine, le ratio entre l’e´paisseur de la lentille et le rayon
de la courbure des ses faces est faible et ce mode`le ne prend pas en conside´ration les distorsions
non line´aires puisqu’elles sont conside´re´es comme des distorsions rectilignes ou` les lentilles
sont dites ”minces” [9]. Pour les came´ras re´elles, trois types de distorsions de diffe´rentes natures
se pre´sentent [30]:
• La distorsion radiale cause´e par les de´fauts de courbures des lentilles de la came´ra
• La distorsion de de´centrage cause´e par le mauvais alignement des centres optiques des
lentilles
• La distorsion prismatique cause´e par l’inclinaison des lentilles les unes par rapport aux
autres.
Ces distorsions doivent eˆtres prisent en compte pour corriger l’erreur de positionnement par
rapport au mode`le parfait. Dans [30], une e´tude sur ces diffe´rentes distorsions est bien de´taille´e.
2.5 Conclusion
Dans les anne´es 1860, des premiers travaux sont effectue´s dans le domaine MoCap pour
analyser des mouvements cine´matographiques afin d’e´tudier la locomotion animale et humaine.
En 1973, une me´thode base´e sur le mouvement biologique consiste a` attacher des marqueurs
re´flecteurs afin d’analyser les trajectoires des articulations a e´te´ introduite dans un tel syste`me.
Par la suite, ce syste`me (MoCap) est de´veloppe´ pour toucher plusieurs disciplines telles que:
le sport, la me´decine, la biome´canique ...etc. En ge´ne´ral, les syste`mes sont classe´s comme des
syste`mes optiques, non optiques ou hybrides. L’objectif de ce chapitre a e´te´ d’expliquer les
diffe´rents syste`mes MoCap et de pre´senter les avantages ainsi que les limites de chacun d’eux.
Dans notre travail, nous nous sommes inte´resse´s aux syste`mes MoCap optique a` base de
marqueurs passifs. Ce syste`me se base sur l’utilisation de la came´ra comme moyen d’acquisition
des donne´es. Pour cette raison, une partie de ce chapitre a e´te´ consacre´e a` l’e´tude de la
mode´lisation de la came´ra. Cette e´tude nous a permis de mieux comprendre les parame`tres
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intrinse`ques mode´lisant le capteur et les parame`tres extrinse`ques mode´lisant la position et
l’orientation de la came´ra.
Le chapitre suivant sera consacre´ a` l’e´tude de deux me´thodes d’optimisation : L’optimisation
par essaim de particules (OEP) et la recherche fractale stochastique (RFS).
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3.1 Introduction
Actuellement, plusieurs domaines sont en perpe´tuel changement, surtout dans les domaines
de la science et de l’industrie (inge´nieurs, de´cideurs, ...etc.), soit pour la conception d’un
syste`me me´canique, informatique, ou e´lectronique. Ce changement est duˆ aux ame´liorations
technologiques qui provoquent a` leur tour l’augmentation de la quantite´ des donne´es ainsi que
leurs types. Les gens sont confronte´s a` divers proble`mes dont la complexite´ augmente de jour
en jour. Par conse´quent, il faudrait que les me´thodes de traitement utilise´es doivent suivre
cette e´volution. Au de´but, la tache a e´te´ d’accumuler le maximum de donne´es possibles pour
une exploitation directe, mais aujourd’hui, il faudrait utiliser des me´thodes complexes pour
l’extraction de l’information utile.
Malheureusement, ces me´thodes exhaustives sont trop couˆteuses en termes de temps et es-
pace me´moire. Aussi, pour un proble`me d’optimisation traditionnel simple, il peut eˆtre re´solu
analytiquement avec des me´thodes de´terministes; par contre, il devient difficile (voir impossi-
ble) de re´soudre un proble`me d’optimisation global qui n’est pas diffe´rentiable, non-line´aire,
implicite, ou posse`de plusieurs solutions optimales locales par les me´thodes de´terministes [32].
Il est impossible d’atteindre les solutions optimales globales exactes et des algorithmes sont
ne´cessaires pour les adapter aux environnements si ces derniers sont dynamiques. Un autre
type de proble`mes d’optimisation globale ont un grand nombre d’optima locaux, en particulier
dans un espace de recherche a` grande dimension. Cette proprie´te´ devient impossible vu que
les me´thodes de´terministes e´nume`rent tous les optima locaux dans un de´lai non acceptable en
raison de la grande complexite´ de l’espace de recherche. Par conse´quent, les me´thodes non-
de´terministes sont ne´cessaires pour obtenir de meilleures solutions possibles qui peuvent avoir
une qualite´ moins infe´rieure a` l’optimum global dans un de´lai envisageable [32].
Heureusement, il y a une alternative a` ces inconve´nients qui consiste a` utiliser des me´thodes
dont la recherche de la solution du proble`me est plus rapide et moins encombrante. L’une de
ces techniques formalise le proble`me sous forme d’un proble`me d’optimisation. Les me´thodes
d’optimisation dites ”approche´es”, peuvent trouver une solution satisfaisante pour un temps
acceptable la` ou les me´thodes exhaustives sont trop lentes. Alors, de nombreux proble`mes
difficiles, peuvent eˆtre formule´s comme des proble`mes d’optimisation [10].
42
43 3. Me´taheuristiques d’Optimisation par OEP et par RFS: Etat de l’art
3.2 The´orie de la complexite´
La the´orie de la complexite´ s’inte´resse a` l’e´tude formelle de la difficulte´ des proble`mes en
informatique [33]. La question qui se pose est si ces proble`mes peuvent eˆtre re´solus d’une
fac¸on efficace ou non suivant l’estimation the´orique du temps de calcul et l’espace me´moire
disponible. En re´alite´, il y a une multiplicite´ d’algorithmes pour re´soudre un proble`me donne´.
Alors, comment juger qu’un algorithme est plus performant qu’un autre? Pour re´pondre a` cette
question, il faudrait effectuer une comparaison entre ces algorithmes selon le temps d’e´xe´cution
ne´cessaire pour chacun. Ce temps de´pend des caracte´ristiques de la machine, le langage de
programmation, le syste`me d’exploitation et l’expe´rience du programmeur.
Selon [33], pour de´finir plus rigoureusement ce qu’est l’efficacite´ d’un algorithme, on doit
donc conside´rer une approche comple`tement inde´pendante de toutes ces conside´rations. L’approche
de [34] a alors e´te´ de calculer une mesure de la complexite´ d’un algorithme, afin d’obtenir un
ordre de grandeur du nombre d’ope´rations e´le´mentaires ne´cessaires pour que l’algorithme four-
nisse la solution du proble`me a` l’utilisateur.
Les proble`mes peuvent aussi se distinguer entre des proble`mes de de´cision ou d’optimisation.
Pour le proble`me de de´cision, se pose une question dont la re´ponse sera ”oui” ou ”non”. Tan-
dis que, pour le proble`me d’optimisation, son objectif est de chercher une solution de bonne
qualite´ selon un ou plusieurs crite`res et objectifs. La complexite´ d’un proble`me d’optimisation
est lie´e a` la complexite´ d’un proble`me de de´cision qu’on peut associer au premier, dont le but
est de de´terminer s’il existe une solution pour laquelle la fonction objectif soit supe´rieure (ou
infe´rieure) ou e´gale a` une valeur donne´e [33].
3.2.1 Complexite´ algorithmique
La complexite´ algorithmique d’un proble`me quelconque est de´finie comme une estimation
du nombre d’instructions ne´cessaires (affectation, comparaison, ope´ration alge´brique, lecture et
e´criture, ...etc.) a` exe´cuter pour re´soudre un proble`me. Cette complexite´ algorithmique exprime
l’efficacite´ (le temps d’exe´cution) des algorithmes de re´solution pour diffe´rents proble`mes. La
notion en O() (notation en grand ′O′) est utilise´e ge´ne´ralement pour exprimer la complexite´
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d’un algorithme donne´ (par exemple O(n2), O(logn),..). Dans la litte´rature, plusieurs classes
de proble`mes ont e´te´ de´finies en fonction de leur re´solution (facile ou difficile) [35] [33].
De´finition : Algorithme a` temps polynomial
Un algorithme est dit ”Algorithme a` temps polynomial” si sa complexite´ est O(p(n)), ou`
p(n) est une fonction polynomiale de n.
Une fonction polynomiale de degre´ k peut eˆtre de´finie comme suit:
p(n) = ak ·nk + · · ·+ aj ·nj + · · ·+ a1 ·n+ a0
Avec: ak > 0 et aj ≥ 0, 1 ≤ j ≤ k − 1. L’algorithme correspond a` une complexite´ polynomiale
de O(nk) [10].
3.2.2 Classification de la complexite´
En fonction de la difficulte´ intrinse`que d’un proble`me, la classification de la complexite´ aide
au choix de l’algorithme de re´solution de ce proble`me.
La the´orie de complexite´ classe les proble`mes en fonction de leurs complexite´s en trois
classes courantes : P, NP et NP-complet :
a) Classe P (de Polynomial time) : Un proble`me est classe´ comme proble`me polynomial,
s’il est re´soluble par un algorithme de complexite´ polynomiale. Un tel algorithme permet de
trouver une solution optimale pour toutes ces instances en un temps polynomial par rapport a` la
taille de l’instance. Cette classe est la classe des proble`mes dits faciles.
b) Classe NP (de No-deterministic Polynomial time) : C’est la classe des proble`mes (dits
difficiles) pour lesquels la solution (exponentielle ou pire qu’exponentielle) peut eˆtre trouve´e
par un algorithme non-de´terministe en un temps polynomial par rapport a` la taille de l’instance.
Pendant l’exe´cution de l’algorithme, il y aura une autorisation a` des choix non de´terministes.
c) Classe NP-complet : C’est la classe des proble`mes plus difficiles que les NP. On dit
qu’un proble`me donne´ appartient a` NP-complet s’il est dans NP et si tout autre proble`me dans
NP peut s’y re´duire. Pour prouver qu’un nouveau proble`me appartient a` NP-complet, on montre
d’abord qu’il est dans NP, ensuite le re´duire en un proble`me connu dans NP-complet. Beaucoup
de proble`mes importants et fre´quents sont NP-Complets et sont cite´s dans [33].
44
45 3. Me´taheuristiques d’Optimisation par OEP et par RFS: Etat de l’art
Une autre classe donne´e par [36] (dont la complexite´ est aussi difficile que la classe NP-
complet) est dite ”NP-difficile”. Elle englobe les proble`mes de de´cision et d’optimisation
en meˆme temps. Si un proble`me de de´cision associe´ a` un proble`me d’optimisation P est un
NP- Complet alors P est un NP-Difficile. Par conse´quent, afin de prouver qu’un proble`me
d’optimisation est NP-Difficile, il suffit de montrer que le proble`me de de´cision associe´ a` P est
NP-Complet. Il est a` noter que jusqu’a` maintenant, aucun algorithme polynomial n’est connu
pour re´soudre ce type de proble`mes (i.e. NP- Difficiles).
Plus de de´tails pour la the´orie de complexite´ sont donne´es dans [10].
3.3 Optimisation combinatoire
3.3.1 De´finition
L’optimisation existe depuis toujours, et elle est l’une des plus anciennes questions scien-
tifiques. Jusqu’aux technologies de pointe dans notre vie quotidienne, nous pouvons toujours
aborder un proble`me, en tentant d’obtenir un profit maximum avec un couˆt minimal [32].
L’optimisation (ou Optimisation Combinatoire (OC)) occupe une place tre`s importante en
recherche ope´rationnelle et en informatique et elle regroupe une grande classe de proble`mes
d’optimisation dans de nombreux domaines tels que la gestion, l’inge´nierie, la production, les
te´le´communications, les transports, l’e´nergie et les sciences sociales. Ces proble`mes peuvent
eˆtre mode´lise´s comme des applications telles que : le proble`me de voyageur de commerce,
l’ordonnancement de taˆches, ou le proble`me de la coloration de graphes ...etc. Ces applications
sont de´crites en de´tails dans [33].
Aussi, dans [33] une de´finition ge´ne´rale de l’optimisation est donne´e par [37] [33] comme:
” L’optimisation c’est l’art de comprendre un proble`me re´el, de pouvoir le transformer en un
mode`le mathe´matique que l’on peut e´tudier afin d’en extraire les proprie´te´s structurelles et de
caracte´riser les solutions du proble`me. Enfin, c’est l’art d’exploiter cette caracte´risation afin de
de´terminer des algorithmes qui les calculent mais aussi de mettre en e´vidence les limites sur
l’efficience et l’efficacite´ de ces algorithmes”.
Ainsi, un proble`me d’optimisation ne´cessite l’e´tude de quatre points principaux afin de le
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re´soudre (figure 3.1):
1. L’analyse du proble`me (caracte´risation, mode´lisation, repre´sentation informatique et
codage)
2. L’expression de l’objectif a` e´valuer
3. Le choix de la me´thode d’optimisation
4. Imple´mentation de la solution.
Figure 3.1: Processus classique de de´cision [10].
Une des classes des proble`mes les plus populaires sont les proble`mes d’optimisation com-
binatoire. Cette classe de proble`mes est caracte´rise´e par des variables de de´cision discre`tes et
un espace de recherche finie. Cependant, la fonction d’objectif et les contraintes sont de na-
tures diffe´rentes et peuvent prendre toutes formes (non line´aire, non analytique, boıˆte noire,
...etc.) [10].
La re´solution d’un proble`me d’optimisation combinatoire se rame`ne a` la mise en examen
d’un ensemble S fini de combinaisons (solutions x = (x1,x2, . . . ,xn)) dites re´alisables (formant
ainsi l’espace de recherche ou de de´cisionD), et une fonction de couˆt ou d’objectif F qui associe
a` chaque combinaison x ∈ S le nombre re´el (ou entier) F(x) i.e., F : S→ R. Alors, re´soudre un
proble`me d’optimisation revient a` trouver une combinaison re´alisable x′ ∈ S de couˆt minimal
(ou maximal) de la fonction d’objectif dans D.
Un proble`me d’optimisation est de´fini comme suit :
• Le vecteur a` e´le´ments re´els ou entiers de dimension n : x = (x1,x2, . . . ,xn)
• Le domaine des e´le´ments D = (D1,D2, . . . ,Dn)
• La (ou les) fonction(s) d’objectif(s) a` minimiser ou a` maximiser : Fj(x) avec j = 1,2, . . . ,M
• Les contraintes du proble`me, soit d’e´galite´ comme φg(x) = 0 avec g = 1,2, . . . ,G ou
d’ine´galite´ comme ψk(x) < 0 avec k = 1,2, . . . ,K qui peuvent eˆtre line´aires ou non
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line´aires.
Une solution x′ qui minimise la fonction d’objectif F tout en respectant les contraintes φ et
ψ est appele´e solution optimale ou un optimum global si: F(x′) ≤ F(x),∀x ∈ S. Il est a` noter
que pour les proble`mes de maximisation, il suffit de multiplier la fonction d’objectif par (-1).
3.3.2 Classification des proble`mes d’optimisation
Il y a plusieurs crite`res utilise´s pour la classification de diffe´rents proble`mes d’optimisation
combinatoire:
1. Selon le nombre d’objectifs :
(a) Un seul objectif M = 1
(b) Plusieurs objectifs M ≥ 2
2. Selon les contraintes :
(a) Avec contraintes d’e´galite´ : G ≥ 1 et K = 0
(b) Avec contraintes d’ine´galite´ : G = 0 et K ≥ 1
(c) Avec contraintes d’e´galite´ et d’ine´galite´ : G ≥ 1 et K ≥ 1
(d) Sans contraintes
(e) Avec contraintes dynamiques
3. Selon la line´arite´ :
(a) Line´aire (F,φ et ψ sont line´aires)
(b) Non line´aire
4. Selon la fonction d’objectif :
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(a) Uni-modal (un seul optimum local ≡ optimum global)
(b) Multi-modal (plusieurs optimum)
5. Selon le type de la variable de de´cision :
(a) Discret ou combinatoire
(b) Continue
6. Selon la variable de de´cision et la fonction d’objectif :
(a) De´terministe
(b) Stochastique
La proble´matique pour re´soudre un proble`me d’optimisation est de mettre en œuvre un
algorithme efficace en temps de calcul (raisonnable) et en espace me´moire (minimal).
3.3.3 Me´thodes d’optimisation
Plusieurs me´thodes de re´solution des proble`mes d’optimisation combinatoires sont men-
tionne´es dans la litte´rature, qui les divise en trois grandes cate´gories de nature diffe´rente (voir
figure 3.2):
• Me´thodes exactes
• Me´thodes approche´es (ou heuristiques)
• Me´thodes hybrides.
3.3.3.A Me´thodes exactes
Les me´thodes d’optimisation exactes sont des me´thodes de´terministes, qui peuvent re´soudre
des proble`mes d’optimisation et trouver une solution optimale dans un temps acceptable si le
proble`me est de taille raisonnable. Les proble´matiques auxquelles ces me´thodes doivent se
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Figure 3.2: Hie´rarchie pour les me´thodes d’optimisation [11].
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confronter sont base´es sur la fonction d’objectif qui ne doit pas pre´senter les caracte´ristiques
de l’absence de convexite´, la discontinuite´, la non-de´rivabilite´, la pre´sence de bruit et en plus
elle doit eˆtre de´finie avec pre´cision. Le principe de travail de tels algorithmes est de parcourir
la totalite´ de l’espace de recherche de fac¸on a` garantir l’obtention de toutes les solutions et d’en
choisir la meilleure. Dans le cas d’une augmentation de la taille du proble`me, le temps de cal-
cul pour que l’algorithme trouve une solution optimale risque d’augmenter exponentiellement.
Dans cette situation le proble`me sera dit ”difficile”, puisque aucune des me´thodes exactes ne
peut le re´soudre dans un temps acceptable. Dans [38], l’auteur divise l’optimisation difficile en
deux types de proble`mes:
• Les proble`mes d’optimisation a` variables discre`tes qui consistent a` trouver une solution
dans un ensemble discret. Le proble`me est qu’il existe un grand nombre de solutions
re´alisables, ce qui rend la recherche d’une solution optimale, une tache tre`s difficile en un
temps acceptable. La plupart des me´taheuristiques sont conc¸ues pour faire face a` ce type
de proble`mes.
• Les proble`mes d’optimisation a` variables continues ou` le proble`me est moins formalise´
que le premier, avec une fonction objectif accessible par simulation uniquement.
• Il existe des proble`mes dits a` variables mixtes (variables discre`tes et continues pour le
meˆme proble`me).
Parmi les me´thodes exactes nous pouvons citer quelques unes (ce n’est pas notre vocation):
l’algorithme du simplexe, la programmation dynamique, l’algorithme A*, les algorithmes de
se´paration et e´valuation (comme : Branch and Bound, Branch and Cut, ...etc.), la me´thode de
coupes planes (Cutting-Plane), et la me´thode de la ge´ne´ration de colonnes (voir figure 3.2).
Ainsi, les me´thodes exactes ne sont pas adapte´es a` toutes les proble´matiques rencontre´es et il
est ne´cessaire d’avoir recours a` des me´thodes d’optimisation approche´es dites ”heuristiques”
ou encore ”me´taheuristiques”, dont le temps de calcul est acceptable mais qui ne garantissent
pas l’optimalite´ des re´sultats.
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3.3.3.B Me´thodes approche´es
Les me´thodes approche´es constituent une alternative tre`s inte´ressante pour traiter les proble`mes
d’optimisation de grande taille si l’optimalite´ n’est pas primordiale. De nombreuses me´thodes
approche´es ont e´te´ propose´es et utilise´es depuis longtemps par de nombreux praticiens. On
peut citer ”les me´thodes gloutonnes” et ”l’ame´lioration ite´rative” : Par exemple, la me´thode
de Lin et Kernighan qui resta pendant longtemps la doyenne des algorithmes pour le proble`me
du voyageur de commerce [39]. Elles sont plus efficaces que les me´thodes exactes pour la
re´solution de proble`mes difficiles en un temps acceptable. Nous pouvons classer les me´thodes
approche´es en deux classes :
• Les heuristiques;
• Les algorithmes d’approximation.
(A) Les heuristiques :
Plusieurs de´finitions ont e´te´ donne´es dans la litte´rature. D’abord, une heuristique est une
me´thode spe´cifique pour un proble`me donne´, ce qui lui ne´cessite d’avoir des connaissances
sur le domaine du proble`me a` traiter en s’appuyant sur sa structure sans garantir la qualite´
de la solution. Elle est de´finie comme une re`gle empirique ou une re`gle d’estimation
qui aide a` de´couvrir la solution d’un proble`me parmi plusieurs d’autres pour ame´liorer
l’efficacite´ d’un syste`me a` atteindre son but.
Le mot ”heuristique” de´rive´ du mot grec ancien heuriskeˆin signifie ”trouver”.
Une heuristique est un algorithme approche´ qui permet de fournir rapidement et en un
temps polynomial au moins une solution approche´e (pas obligatoirement optimale) a` un
proble`me d’optimisation difficile. Elle peut acce´le´rer le processus de re´solution exacte.
Par exemple, le fonctionnement d’une heuristique gloutonne est similaire a` celui d’un
algorithme glouton exact [38]. Selon [40], ces me´thodes peuvent eˆtre classe´es en deux
cate´gories:
Les me´thodes constructives qui ge´ne`rent des solutions a` partir d’une solution initiale en
essayant d’en ajouter petit a` petit des e´le´ments jusqu’a` ce qu’une solution comple`te soit
obtenue.
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Les me´thodes de fouilles locales qui de´marrent avec une solution initialement comple`te
(probablement moins inte´ressante), et de manie`re re´pe´titive essaie d’ame´liorer cette solu-
tion en explorant son voisinage.
La diffe´rence particulie`re entre une heuristique et une me´taheuristique est la suivante:
Une me´taheuristique est une heuristique ge´ne´rique qu’il faut adapter afin d’optimiser une
large gamme de proble`mes donne´s, tandis que, une heuristique est une technique de re´solution
spe´cialise´e pour le proble`me a` traiter.
(B) Les me´taheuristiques :
Le mot ”me´taheuristique” est compose´ de deux mots : le pre´fixe ”me´ta” qui signifie ”au-
dela`” ou bien ”dans un niveau supe´rieur”, et le mot ”heuristique” signifie l’art de de´couvrir
de nouvelles strate´gies (re`gles) pour re´soudre des proble`mes [41] [10].
La recherche d’une solution pour les limites des heuristiques, a donne´ naissance a` une autre
me´thode, applicable pour re´soudre une grande varie´te´ de proble`mes d’optimisation, qui
est ”la me´taheuristique”. Les me´taheuristiques, qui sont apparues a` partir des anne´es 80,
re´soudront des proble`mes dits ”difficiles”, avec une grande exploration de solutions dans
l’espace de recherche par ces agents (particules). Ainsi, on peut dire qu’une me´taheuristique
est une me´thode ge´ne´rique pour la re´solution de proble`mes combinatoires NP-difficiles. La
solution est atteinte par une re´duction de la taille et une exploration efficace de l’espace de
recherche. Les avantages de ces me´thodes sont la simplicite´ de conception et la flexibilite´,
puisqu’elles se basent sur trois objectifs principaux : la re´solution rapide des proble`mes, la
re´solution de grands proble`mes et la robustesse des algorithmes. Ainsi, ces me´thodes sont
applicables et adaptables a` une grande classe de proble`mes.
Les me´taheuristiques sont des algorithmes concurrents pour cette classe de proble`mes afin
d’obtenir de bonnes solutions pour les cas juge´s trop complexes pour eˆtre re´solus d’une
manie`re exacte. Une me´taheuristique peut e´galement eˆtre utilise´e pour ge´ne´rer de bonnes
bornes infe´rieures ou supe´rieures pour les algorithmes exacts et d’ame´liorer leur efficacite´
[10].
Les approches de type me´taheuristique sont base´es sur des me´taphores collectives d’insectes
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sociaux et elles sont a` haut niveau de granularite´. Dans ce cas, les agents sont associe´s aux
solutions possibles. Un agent construit ou ame´liore une solution et ce faisant parcourt
se´quentiellement l’espace de recherche, quant au nombre d’agents utilise´s, il n’est pas
ne´cessairement en relation avec la taille du proble`me. Les plus connues de ces me´taheuristiques
sont les colonies de fourmis (ou Ant Colony Optimization (ACO), en anglais) et les essaims
de particules (OEP). Le but recherche´ est la re´solution efficace du proble`me d’optimisation
complexe [42].
Ces me´taheuristiques posse`dent quelques inconve´nients majeurs communs, tels que:
• Le re´glage difficile de parame`tres
• L’impossibilite´ de pre´voir l’efficacite´ avec un proble`me donne´.
Les me´taheuristiques reposent sur un ensemble de concepts [43]:
1. La me´moire (stockage de l’information recueillie par les agents)
2. L’intensification (ame´lioration de la pertinence de l’information par une recherche lo-
cale)
3. La diversification (exploration de nouvelles zones de l’espace de recherche, pour aug-
menter la quantite´ d’informations)
(C) Extensions des me´taheuristiques :
Vu l’incapacite´ des me´taheuristiques de re´soudre des proble`mes de diffe´rentes diversite´s,
[38] et [43] ont cite´ divers extensions de me´taheuristiques :
• Les me´taheuristiques d’optimisation multi-objective : Dans ce cas, il y a plusieurs
objectifs contradictoires a` satisfaire, alors il n’existe pas un seul optimum global mais
un ensemble d’optima, qui constituent tous un ensemble (qu’on appelle ”surface de
compromis”) du proble`me a` optimiser.
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• Les me´taheuristiques d’optimisation multimodale : Ici, on cherche tout un ensemble
d’optimums globaux ou locaux.
• Les me´taheuristiques d’optimisation de proble`mes bruite´s : C’est le cas ou` il y a une
incertitude dans les calculs de la fonction d’objectif pour la recherche de l’optimum.
• Les me´taheuristiques d’optimisation dynamique : A cause de la variation temporelle
de la fonction d’objectif durant le processus d’optimisation, ce type ne´cessite une
flexibilite´ pour approcher au mieux la solution optimale a` chaque pas de temps.
• Les me´taheuristiques hybrides : C’est une hybridation de diffe´rentes me´thodes d’optimisation,
afin de tirer profit des avantages et faire face aux inconve´nients
• Les me´taheuristiques paralle`les : Il y a recours a` cette technique quand on cherche
a` acce´le´rer les calculs par la re´partition des taˆches de calcul entre plusieurs pro-
cesseurs. Il suffit bien choisir et adapter les me´taheuristiques pour qu’elles soient
bien distribue´es sur plusieurs machines.
(D) Classification des me´taheuristiques :
Les me´taheuristiques sont des algorithmes stochastiques ite´ratifs, qui peuvent manipuler
une ou plusieurs solutions a` la fois pour rechercher l’optimum.
Une des classifications les plus populaires des me´taheuristiques est la classification selon
le type de population (me´taheuristique a` population de solutions ou a` une seule solution).
La figure 3.3 donne quelques exemples pour ces deux types.
1. Les me´taheuristiques a` base de solution unique (souvent appele´es ”Me´thodes a`
recherche locale” ou ”Me´thodes de trajectoire”) cherchent a` ame´liorer ite´rativement
une seule solution tant qu’il est possible; ces me´thodes ont un pouvoir d’exploitation
(intensification) fort. Ce type de me´taheuristique adopte donc la recherche par voisi-
nage qui est une recherche locale se basant sur la construction d’une trajectoire dans
l’espace de solutions en se dirigeant vers la solution optimale. Ces techniques souffrent
du proble`me de convergence rapide (ou convergence pre´mature´e) vers l’optimum local,
a` l’exception de celles qui utilisent des techniques d’e´chappement.
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2. Les me´taheuristiques a` base de population de solutions (souvent appele´es ” Me´thodes
e´volutives”) se basent sur l’augmentation de la qualite´ moyenne d’un ensemble de so-
lutions par la manipulation d’une population initiale selon un me´canisme de recherche
bien de´fini. La recherche de l’optimum global s’effectue en parcourant un vaste es-
pace de recherche; alors ces me´thodes ont un fort pouvoir d’exploration (diversifica-
tion). Ces me´taheuristiques sont inspire´es ge´ne´ralement de la nature (physique, biolo-
gie, e´thologie, ...etc.) et on peut en distinguer deux types d’approches : l’approche util-
isant des me´canismes d’e´volution naturels (Algorithmes Ge´ne´tiques (AG), Algorithmes
Evolutionnaires (AE), ...etc.) et l’approche utilisant l’intelligence collective (OEP,
Optimisation par Colonie de Fourmis (OCF), ...etc.) [41].
Dans la litte´rature des me´taheuristiques, nous somme souvent confronte´s a` deux termes
: l’intensification (ou l’exploitation) et la diversification (ou l’exploration).
L’intensification est une concentration sur le voisinage d’une solution e´lue, qui consiste
a` explorer en de´tails la re´gion de l’espace de recherche comprenant des solutions de
proprie´te´s approche´es.
La diversification consiste a` obliger le processus de rechercher a` explorer d’autres
re´gions dans l’espace de recherche non visite´s afin de de´couvrir d’autres solutions
diffe´rentes de celles rencontre´s auparavant pour accroıˆtre la quantite´ de ces informa-
tions.
3. Autres classifications : La figure 3.4, e´llustre d’autres types de classifications des
me´taheuristiques rencontre´es dans la litte´rature:
• Selon l’inspiration d’un phe´nome`ne naturel ou non;
• Selon la fonction d’objectif quelle soit statique durant le processus de recherche
ou quelle soit dynamique. Pour ce cas, la fonction d’objectif change durant la
progression de la recherche en faisant aussi changer la topologie de voisinage.
• Selon l’usage de l’historique ou non. Pour les me´thodes qui n’utilisent aucune
me´moire sont dites a` processus markovien et pour les me´thodes a` me´moire on
distingue deux types : me´thodes ayant une me´moire a` court terme ou a` long terme.
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Figure 3.3: Classification populaire des me´taheuristiques (avec exemples).
Figure 3.4: Divers classifications de me´taheuristiques.
• Selon le voisinage d’un seul type ou a` plusieurs types de voisinages.
3.3.3.C Me´thodes hybrides
Une nouvelle classe des me´thodes d’optimisation dites ”Me´thodes hybrides”, a e´te´ cre´e´ par
une combinaison des me´thodes exactes et des me´thodes approche´es. Selon [36], des chercheurs
ont envisage´ des combinaisons de me´thodes afin de be´ne´ficier des points forts de chacune et
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de proposer des alternatives beaucoup plus efficaces et performantes. Nous pouvons distinguer
trois diffe´rents types d’hybridations:
• Hybridation exacte/exacte : Elle consiste a` faire une hybridation entre des me´thodes ex-
actes et/ou entre leurs principes.
• Hybridation exacte/approche´es : Elle consiste a` faire une hybridation entre des me´thodes
exactes et des me´thodes approche´es et/ou entre leurs principes.
• Hybridation approche´es/approche´es : Elle consiste a` faire une hybridation entre des
me´thodes approche´es et/ou entre leurs principes.
3.4 Technique d’optimisation par essaim de particules
La me´thode d’Optimisation par Essaim de Particules (OEP) (ou Particle Swarm Optimiza-
tion (PSO) en anglais) est une me´taheuristique base´e sur l’intelligence par essaim (SI, de Swarm
Intelligence en anglais), et a e´te´ propose´e par Russel Eberhart (inge´nieur en e´lectricite´) et James
Kennedy (socio-psychologue) en 1995 [44]. Au de´but, d’apre`s [45], J. Kennedy et R. Eberhart,
cherchaient a` simuler la capacite´ des oiseaux a` voler de fac¸on synchrone et leur aptitude a`
changer brusquement de direction tout en restant en une formation optimale. Le mode`le qu’ils
ont propose´ a ensuite e´te´ e´tendu en un algorithme simple et efficace d’optimisation. Mais
d’apre`s [36], l’origine de l’ide´e de l’optimisation par essaim de particules a de´bute´ en 1983,
lorsque W.T.Reeves [46] donna une description d’un syste`me a` particules comme une collec-
tion d’un nombre de particules qui repre´sentent ensemble un objet flou. Au cours d’une pe´riode
de temps, des particules sont ge´ne´re´es dans un syste`me, se de´placent, changent de forme a`
l’inte´rieur de ce syste`me et meurent dans le syste`me. Quand une particule est ge´ne´re´e, elle a
une dure´e de vie et a` chaque pas de temps, cette dure´e de vie est de´cre´mente´e jusqu’a` ce qu’elle
atteint ze´ro ou` la particule sera dite ”tue´e”. D’autre part, Craig Reynolds [47] a tente´ d’ame´liorer
l’ide´e de Reeves en rendant le comportement des particules plus dynamique et mieux organise´
par l’ajout de la notion d’orientation et la notion de communication inter-particules pour que le
groupe vol correctement (sans collision entre les conge´ne`res); alors, il a propose´ la notion de
voisinage, en respectant les trois re`gles suivantes [48]:
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Cohe´sion : Elle entraıˆne la particule a` observer pour rester proche de ses voisines
Se´paration : Elle oblige la particule a` e´viter les collisions en orientant loin les particules qui
sont perc¸us comme trop proches
Alignement : Il imite le de´sir de synchroniser la vitesse et le cap avec les particules a` prox-
imite´.
Dans un syste`me OEP, un ensemble d’agents (essaim de particules) sont mis en jeu pour
la re´solution d’un proble`me d’optimisation. L’ensemble est appele´ ”essaim” et les agents sont
appele´s ”particules”. Chaque particule est une solution candidate au proble`me pose´. Chaque
membre de l’essaim survole ou parcourt l’espace de recherche avec une vitesse et ainsi il oc-
cupe une nouvelle position. Cette dernie`re est principalement influence´e par deux meilleures
positions:
• Sa meilleure position visite´e par elle-meˆme, qui repre´sente sa propre expe´rience appele´e
”composante cognitive”.
• La position visite´e par la meilleure particule de son voisinage, qui repre´sente l’expe´rience
des particules voisines, appele´e ”composante sociale”. Selon le voisinage d’une particule,
l’algorithme est appele´ ”gbest” OEP si son voisinage est l’essaim toutes entier. Par contre,
si des voisinages de plus petites tailles (locales) sont utilise´s, l’algorithme est appele´
”lbest” OEP.
Une autre composante influence le de´placement de la particule est sa propre vitesse appele´e
”composante d’inertie ou physique”.
La figure 3.5 donne la strate´gie du de´placement d’une particule dans l’espace de recherche :
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Figure 3.5: De´placement d’une particule.
L’algorithme commence avec une initialisation de l’essaim dans l’espace de recherche.
3.4.1 Mise a` jour de la position
La position de chaque particule i est mode´lise´e par son vecteur position −→x di = (x1i ,x2i , . . . ,xDi )
dans un espace de recherche de dimension D, et son mouvement par le vecteur vitesse −→v di =
(v1i ,v
2
i , . . . , v
D
i ), selon l’e´quation (3.1) :
−→xi (t +1) = −→xi (t) + −→vi (t +1) (3.1)
Quant a` la qualite´ de sa position, elle est ponde´re´e par la valeur de la fonction de Fitness F
(ou fonction d’objectif) en ce point (§3.4.4). La fonction de fitness F(xdi ) de la particule x
d
i est
une fonction spe´ciale au proble`me traite´.
3.4.2 Mise a` jour de la vitesse
La nouvelle vitesse −→vi (t+1) qui permet de calculer la nouvelle position −→xi (t+1) est donne´e
par l’e´quation (3.2) :
−→vi (t +1) = −→v di (t) +C1.rd1 (P dbesti −
−→x di (t)) +C2.rd2 (Gdbest − −→x di (t)) (3.2)
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Avec :
−→x i : Position de la i e`me particule dans la d e`me dimension.
−→v i : Vitesse de la i e`me particule dans la d e`me dimension.
P dbesti : Meilleure position personnelle historique trouve´e par la particule i.
Gdbest : Meilleure position globale trouve´e par tout l’essaim.
C1 et C2 : Deux constantes appele´es coefficients d’acce´le´ration ou parame`tre cognitif et
social, respectivement. Elles peuvent eˆtres non constantes dans certains cas [49] [50] [36].
rd1 et r
d
2 : Deux nombres ale´atoires tire´s uniforme´ment dans l’intervalle [0,1], a` chaque
ite´ration t et pour chaque dimension d.
Les trois composantes mentionne´es dans l’e´quation (3.2) sont repre´sente´es par les termes
suivants :
• −→v di (t) : mode´lise la tendance de la particule a` se de´placer dans la meˆme direction. En




− −→x di (t)) : correspond a` la composante cognitive et repre´sente une attraction
line´aire vers la meilleure position jamais trouve´e par la particule P dbesti . Cette composante
est appele´e ”me´moire”, ”connaissance de soi”, ”nostalgie” ou ”souvenir” et qui refle`te le
comportement d’auto-apprentissage de la particule.
• C2.rd2 (G
d
best − −→x di (t)): correspond a` la composante sociale. Cette composante est ap-
pele´e ”coope´ration”, ”connaissance du groupe”, ”connaissance sociale” ou ”information
partage´e” et qui refle`te le comportement de l’apprentissage social de la particule.
3.4.3 Mise a` jour des meilleures particules
Chaque particule mettra a` jour (potentiellement) la meilleure solution locale:
Si F(xdi ) Meilleure que F(P
d
besti
), alors : P dbesti = x
d
i
En outre, la meilleure solution globale de l’essaim est mise a` jour:
Si F(xdi ) Meilleure que F(G
d
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Par conse´quent, a` chaque ite´ration, chaque particule va changer sa position en fonction de
sa propre expe´rience et celle des particules voisines [10].
3.4.4 Fonction d’objectif F
La fonction objective F formule l’objectif a` atteindre. Elle associe a` chaque solution de
l’espace de recherche une valeur re´elle qui de´crit la qualite´ de la solution. Ensuite, elle repre´sente
une valeur absolue et permet un classement complet de toutes les solutions de l’espace de
recherche. La fonction objective est un e´le´ment important dans la conception d’une me´taheuristique.
Elle guide la recherche vers les bonnes solutions de l’espace de recherche. Si la fonction ob-
jective est mal de´finie, elle peut conduire a` des solutions non acceptables quelle que soit la
me´taheuristique utilise´e.
Pour certains proble`mes d’optimisation, la de´finition de la fonction objective est simple.
Elle spe´cifie la fonction initialement formule´e comme objectif.
Pour d’autres proble`mes, la de´finition de la fonction objective est une taˆche difficile et con-
stitue une question cruciale. La fonction objective doit eˆtre transforme´e pour une meilleure
convergence de la me´taheuristique. La nouvelle fonction objective guide la recherche d’une
manie`re plus efficace [10].
3.4.5 Manipulation des contraintes
Faire face a` des contraintes dans les proble`mes d’optimisation est un autre sujet important
pour la conception efficace des me´taheuristiques. En effet, de nombreux proble`mes d’optimisation
continus et discrets sont contrainte´s, et il n’est pas trivial de faire face a` ces contraintes. Les
contraintes peuvent eˆtre de toute nature: line´aire ou non line´aire et a` e´galite´ ou a` ine´galite´.
Les strate´gies de manipulation de contrainte agissent principalement sur la repre´sentation
des solutions ou la fonction objective. Ils peuvent eˆtre classe´s comme des strate´gies de rejet, de
pe´nalisation, de re´paration, de de´codage, et de pre´servation [10].
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3.4.6 Algorithme OEP de base
L’algorithme de base de l’OEP peut eˆtre donne´ par le pseudo code suivant :
Algorithme 1 : OEP de base
1. Initialiser ale´atoirement une population de N particules (position et vitesse) dans l’espace
de recherche.
2. Evaluer la fonction de fitness F(xdi ) pour toutes les particules i.
3. Poser P dbesti = x
d
i , pour chaque particule i.




5. Re´pe´ter jusqu’a` ce que le crite`re d’arreˆt soit satisfait
5.1 De´placer les particules par la MAJ des vitesses et des positions.
5.2 Evaluer la fonction de fitness pour chaque particule.
5.3 Calculer les nouveaux P dbesti et G
d
best.
6. Afficher la solution du proble`me d’optimisation conside´re´e Gdbest.
3.4.7 Se´lection des parame`tres
L’algorithme OEP a plusieurs parame`tres qui doivent eˆtre spe´cifie´s avant de lancer le proces-
sus d’optimisation. Ceux-ci comprennent la taille de l’essaim, le nombre maximum d’ite´rations
ainsi que les coefficients (d’inertie w, cognitif C1 et social C2) de l’e´quation de la vitesse. Ces
parame`tres affectent les trajectoires des particules. Si la variante ”OEP locale” est utilise´e, une
topologie de voisinage doit e´galement eˆtre spe´cifie´e. La taille de l’essaim affecte la capacite´ de
recherche de l’algorithme OEP et il est choisi en fonction de la taille de l’espace de recherche
D et de la difficulte´ des proble`mes [51].
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3.4.7.A Choix de la taille d’essaim
Le choix de la taille de l’essaim ou la taille de la population est l’une des e´tapes impor-
tantes pour l’initialisation de l’algorithme OEP. Pour une grande taille, il y aura une ge´ne´ration
de grandes parties de l’espace de recherche a` explorer par ite´ration, ce qui augmente aussi la
complexite´ de calcul et ainsi le temps d’exe´cution. Par contre, ce grand nombre de particules
ge´ne´re´es peut re´duire le nombre d’ite´rations ne´cessaire pour une bonne optimisation. De nom-
breuses e´tudes empiriques ont montre´ que la plupart des imple´mentations de l’OEP utilisent un
intervalle de N ∈ [20,60] de la taille des essaims [52].
Essentiellement, il y a deux parame`tres sur les quels de´pend le choix du nombre de la taille
de l’essaim pour re´soudre un proble`me d’optimisation :
1. La taille D de l’espace de recherche.
2. Le compromis entre la capacite´ de calcul de la machine et le temps maximal de recherche de
solutions.
Il n’y a aucune re`gle qui fixe ce nombre, mais plusieurs essais permettent l’appre´hension de
ce nombre selon le proble`me pose´.
Dans [53], la taille de l’essaim est calcule´e automatiquement par la formule (3.3) qui de´pend
de la dimension D du proble`me:
N = 10+ d2√De (3.3)
Avec:
due: partie entie`re du nombre re´el u.
3.4.7.B Choix du nombre maximal d’ite´rations
Pour un bon re´sultat d’optimisation, il faut un choix ade´quat du nombre maximal d’ite´rations.
Pour un petit nombre (< 20) le processus de recherche peut s’arreˆter pre´mature´ment, tandis
qu’un grand nombre d’ite´rations (> 40) peut provoquer une complexite´ inutile et par conse´quent
plus de temps de calculs [52].
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Un choix ade´quat des parame`tres est tre`s important pour une bonne convergence de l’algorithme
de l’OEP. Selon [54], Clerc a donne´ quelques directives pour choisir la bonne combinaison de
valeurs qui fonctionnent bien dans un large e´ventail de proble`mes. Il a propose´ d’utiliser les
valeurs suivant le tableau 3.1 :
Parame`tres Symbole Intervalle Pre´fe´rence
Taille de l’essaim N [20,40] 20
Cognitif C1 [0,1] 0.7
Social C2 ∼ 1.5 1.43
Vitesse maximale vmax ∼ (xmax − xmin)/2 ∗∗
Tableau 3.1: Directives de Clerc pour le choix de parame`tres
3.4.7.C Coefficients d’acce´le´ration ”C1” et ”C2”
La combinaison des parame`tres w, C1 et C2 permet de re´gler l’e´quilibre entre les phases de
diversification et d’intensification du processus de recherche [38]. Les coefficients d’acce´le´ration
C1 et C2 controˆlent le mouvement de chaque particule pour rechercher autour de sa meilleure
position et autour de la meilleure position globale respectivement. Une petite valeur limite le
mouvement de la particule, tandis qu’une grande valeur peut causer la divergence de la partic-
ule [55]. La multiplication des coefficients C1 et C2 par les valeurs ale´atoires r1 et r2 respec-
tivement, maintient l’influence stochastique des composantes cognitive et sociale de la vitesse
de la particule [52].
Re´sumant le comportement des particules selon les proprie´te´s de C1 et C2, dans le tableau
3.2:
Les auteurs ont conclu que, par une augmentation de la valeur de la constante d’acce´le´ration
c = C1 +C2, la fre´quence des oscillations autour du point optimal augmente. Pour des petites
valeurs, la trajectoire est similaire a` une forme d’onde sinusoı¨dale. La trajectoire tend vers
l’infini pour des valeurs supe´rieures a` 4,0 [55].
Une initialisation incorrecte de ”C1” et ”C2” peut entraıˆner un comportement divergent ou
cyclique. A` partir des diffe´rentes recherches empiriques, il a e´te´ propose´ que les deux constantes
d’acce´le´ration doivent eˆtre C1 = C2 = 2 [52] [55].
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C1 C2 Comportement des particules
= 0 = 0 Toutes les particules continuent a` survoler avec leurs vitesses actuelles jusqu’a`
ce qu’elles atteignent la limite de l’espace de recherche.
> 0 = 0 Toutes les particules sont inde´pendantes.
= 0 > 0 Toutes les particules sont attire´es par un seul point Gbest dans tout l’essaim.
= C2 = C1 Toutes les particules sont attire´es vers la moyenne de Gbest et Pbest.
 C2 −− Chaque particule est plus fortement influence´e par sa meilleure
position personnelle.
−−  C1 Toutes les particules sont beaucoup plus influence´es par la meilleure position
globale, ce qui provoque la convergence des particules pre´mature´ment
vers l’optimum.
Tableau 3.2: Comportement des particules selons C1 et C2.
3.4.7.D Vitesse maximale ”vmax”
Selon [55], la vitesse de la particule est une variable stochastique et est donc soumise a`
la cre´ation d’une trajectoire non controˆle´e, ce qui oblige les particules a` suivre des cycles
plus larges dans l’espace de recherche. Pour amortir ces oscillations, les limites supe´rieures
et infe´rieures peuvent eˆtre de´finies pour la vitesse vdi (t) : v
d
i (t) = vmax Si v
d
i (t) > vmax
vdi (t) = −vmax Si vdi (t) < −vmax
(3.4)
Si la vitesse maximale vmax est trop grande, les particules peuvent se de´placer de fac¸on erra-
tique et sauter par-dessus la solution optimale. D’autre part, si vmax est trop petit, le mouvement
de la particule est limite´ et l’essaim peut ne pas explorer suffisamment ou peut se coincer dans
un optimum local [52].
Aussi, la valeur vmax de´pend des caracte´ristiques du proble`me. Dans les travaux de recherche
effectue´s dans [55], les auteurs ont montre´ qu’une modification dynamique approprie´e peut
ame´liorer les performances de l’algorithme OEP. En outre, pour assurer une vitesse uniforme





Ou` L est le nombre d’intervalles dans la d
e`me
dimension se´lectionne´e par l’utilisateur, et
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”xmax” et ”xmin” sont des valeurs minimales et maximales trouve´es jusqu’a` pre´sent par les
particules.
Le parame`tre syste`me vmax a l’effet be´ne´fique de la pre´vention de l’explosion et redimen-
sionne l’exploration de la recherche de la particule. Malheureusement, le choix d’une valeur
pour vmax de´pend d’une connaissance du proble`me. Par exemple, si un grand pas de vmax est
ne´cessaire afin d’e´chapper a` un optimum local, la particule sera prise au pie`ge. En outre, dans
l’approche d’un optimum, il serait pre´fe´rable de prendre des petits pas [56].
Ainsi, l’avantage de la limitation (verrouillage) de la vitesse est de controˆler l’explosion de
la vitesse dans l’espace de recherche. D’autre part, l’inconve´nient est que la meilleure valeur de
vmax doit eˆtre choisie pour chaque proble`me d’optimisation diffe´rent en utilisant des techniques
empiriques.
Enfin, vmax a e´te´ introduite pour e´viter les explosions et la divergence. Cependant, il est
devenu ne´cessaire pour la convergence l’utilisation du facteur d’inertie w ou le facteur de con-
striction χ [52].
3.4.7.E Facteur d’inertie ”w”
Dans la mise a` jour de la vitesse, le facteur d’inertie w est ajoute´ a` l’e´quation (3.2) par
multiplication avec la vitesse pre´ce´dente, comme suit:
−→vi (t +1) =ω ∗ −→v di (t) +C1 ∗ rd1 (P dbesti −
−→x di (t)) +C2 ∗ rd2 (Gdbest − −→x di (t)) (3.6)
Ce facteur est conside´re´ pour remplacer vmax par l’ajustement de l’influence des vitesses
pre´ce´dentes et aussi par le controˆle de la dynamique de la particule par mesure de la contribution
de la vitesse pre´ce´dente [52]; ainsi, il controˆle l’exploration de l’espace de recherche.
Une grande valeur de ce facteur (typiquement 0,9) permet une exploration globale pour
trouver l’optimum global alors qu’une valeur re´duite de ce facteur (habituellement 0,4) favorise
une exploitation locale dans l’espace de recherche.
Le tableau 3.3, re´sume le comportement des particules suivant le facteur d’inertie :
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ω ≥ 1 Les vitesses augmentent avec le temps et les particules
ne peuvent changer leur direction pour retourner vers
l’optimum et ainsi l’essaim se diverge.
ω 1 Un petit dynamisme est conserve´ a` partir de la vitesse
pre´ce´dente ainsi il provoque un changement rapide de la
direction des particules.
ω = 0 Suppression des vitesses et les particules se de´placent sans
connaıˆtre la vitesse pre´ce´dente a` chaque ite´ration.
Tableau 3.3: Comportement des particules en fonction de ω
Van den Bergh et Engelbrecht Trelea, ont de´fini une condition qui garantie la convergence :
1 ≥ω > 1
2
∗ (C1 +C2)− 1 (3.7)
Un comportement divergent ou cyclique peut se produire dans le processus si cette condition
n’est pas satisfaite [52] [45].
Une ame´lioration de l’OEP de base [57], est de de´cre´menter ce facteur line´airement au cours
des ite´rations d’une valeur maximale wmax jusqu’a` une valeur minimale wmin, en vue d’affiner
la recherche au fur et a` mesure de la convergence de l’algorithme, comme suit :
w(t) = wmax − (wmax −wmin).tT (3.8)
Tel que:
t: Ite´ration courante.
T : Nombre d’ite´rations maximal.
3.4.8 Coefficient de constriction ”χ”
Cette technique introduit un nouveau parame`tre, nomme´ coefficient de constriction χ. Ce
coefficient a e´te´ de´veloppe´ par Clerc [52]. Cette variante d’OEP, qui a e´te´ largement utilise´e
dans la litte´rature, est connue sous le nom de ”Canonical PSO ou CPSO” [38]. Ce coefficient
est tre`s important pour controˆler l’e´quilibre entre l’exploration et l’exploitation, pour assurer
la convergence du comportement, et pour e´carter le facteur d’inertie w et la vitesse maximale
wmax [52].
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L’e´quation de la mise a` jour de la vitesse pour la me´thode de Clerc est donne´e comme suit:
−→vi (t +1) = χ ∗ [−→v di (t) +φd1(P dbesti −




|2−φ−√(φ2 − 4 ∗φ)| , avec :φ = φ1 +φ2,φ1 = C1 ∗ rd1 ,φ2 = C2 ∗ rd2
Dans [38] et [55] :φ1 = C1, φ2 = C2.
Pour cette me´thode, si φ ≥ 4, les particules tournent autour de la meilleure solution dans
l’espace de recherche sans assurer la convergence; par contre, siφ > 4, les particules convergent
rapidement et surement [52].
En ge´ne´ral, le facteur de constriction ame´liore la convergence des particules au cours du
temps en amortissant les oscillations (figure 3.6), si la particule est centre´e sur le meilleur point
dans la re´gion optimale. L’inconve´nient majeur de cette me´thode est que les particules peuvent
suivre des cycles plus larges et peuvent ne pas converger quand la meilleure position personnelle
soit loin a` celle de la meilleure position globale (deux diffe´rentes re´gions) [55].
Figure 3.6: Oscillations fortes contre oscillations lisses dans un essaim de particules [10].
Plusieurs auteurs ont propose´ des valeurs spe´cifiques de parame`tres OEP ou des techniques
pour obtenir des valeurs de parame`tres approprie´s. Ce sont des valeurs heuristiques qui ont e´te´
juge´es contraires a` des exigences de convergence de l’OEP. Il a e´te´ montre´ que les trajectoires
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des particules peuvent eˆtre convergentes, cycliques ou divergentes. Des modifications ont e´te´
introduites pour re´duire les proble`mes de divergence de particules, telles que, l’utilisation de
verrouillage de vitesse (ou restriction) et l’utilisation des facteurs d’inertie autres que l’unite´.
Ces modifications conduisent a` de meilleures caracte´ristiques de convergence de l’algorithme
OEP [51].
3.4.9 Topologie de voisinage
Dans les me´thodes a` base de population comme l’OEP, le regroupement, les connections
et les distances entre les membres de la population deviennent des facteurs signifiants affec-
tant leurs performances. Les topologies de voisinage (de´terminee´s par le groupement des par-
ticules dans des sous-groupes) dans l’OEP de´terminent la suffisance et la fre´quence des flux
d’information, et le couˆt de calcul de communication entre les particules [58].
Une particule a` l’inte´rieur d’un voisinage peut communiquer et e´changer de l’information a`
propos de l’espace de recherche avec les particules de son voisinage.
Figure 3.7: Matrices d’adjacence pour cinq topologies diffe´rentes.
Une particule j est dite a` l’inte´rieur du voisinage d’une particule i, s’il y a un ”lien” de la
particule i (dite particule informe´e) vers la particule j (dite particule informante) [51].
Si les deux particules peuvent communiquer entre elles, ce lien est dit ”bidirectionnel”,
sinon ce lien est ”unidirectionnel” [58].
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Selon [51], la topologie du voisinage est de´finie par une matrice adjacente (matrice de con-
tiguı¨te´) mij , ou` les lignes correspondent aux particules informantes et les colonnes correspon-
dent aux particules informe´es (figure 3.7).
En ge´ne´ral, cette matrice est asyme´trique binaire, ou` l’entre´e ”1” indique que la particule
i est a` l’inte´rieur du voisinage de la particule j (c’est a` dire la particule i informe la particule
j). Cette matrice a des ”1” dans la diagonale, puisque chaque particule appartient a` son propre
voisinage. Par l’utilisation de cette matrice, il est possible de de´finir les diffe´rents types de
topologies de voisinage [51].
Principalement, il y a deux algorithmes de base pour l’OEP, le premier a` base de voisinage
global (gbest de Global Best) et le deuxie`me a` base voisinage local (lbest de Local Best).
3.4.9.A OEP a` base de voisinage global (Global best)
Les particules, dans l’OEP sous sa version ”gbest”, sont attire´es vers la meilleure position
trouve´e par n’importe quel membre de l’essaim [55]; ainsi, chaque particule est influence´e par
la particule la mieux positionne´e dans l’essaim tout entier. Parmi les topologies utilisant la
version ”gbest”, nous citons : Topologie en e´toile (Star Topology, figure 3.8(a)) et la topologie
ale´atoire (Random Topology, figure 3.8(b)) ou` chaque particule est la voisine de toutes les autres
particules de l’essaim. Les topologies e´toile, anneau, Von Neumann et rayon (figure 3.8(a),
(c), (d), (e) respectivement) sont des topologies de voisinage fixe´es (les liens entre particules
ne changent pas durant les ite´rations) tandis que la topologie ale´atoire (figure 3.8(b)) est une
topologie de voisinage local (les liens entre particules peuvent varier avec les ite´rations).
Figure 3.8: Topologies de voisinage:(a) e´toile, (b) ale´atoire, (c) anneau, (d) Von Neumann, (e) rayon.
Dans cette me´thode, chaque particule individuelle, i ∈ [1, . . . ,n] avec n > 1, a une posi-
tion courante xi dans l’espace de recherche, une vitesse courante vi , et une meilleure position
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personnelle Pbesti dans l’espace de recherche. La position Pbesti correspond a` la position dans
l’espace de recherche quand la particule i avait la grande valeur de´termine´e par la fonction de
fitness F, si on conside`re un proble`me de maximisation. En outre, la position qui donne la plus
grande valeur parmi toutes les meilleures positions personnelles Pbesti est dite ”meilleure posi-
tion globale” et est note´e Gbest. Les e´quations suivantes (3.10 et 3.11) donnent la mise a` jour










i ) ≥ P tbesti
(3.10)
Conside´rant un proble`me de maximisation.





,avec : i ∈ [1, . . . ,n] et n > 1 (3.11)
Pour cette me´thode, l’e´quation de la mise a` jour de la vitesse est identique a` l’e´quation
(3.2) [52].
Les e´tudes sur les topologies de voisinage confirment que la topologie de voisinage globale tend
a` converger rapidement a` un point dans l’espace de recherche a` cause d’une exploration insuff-
isante, mais le risque de tomber dans un minimum local est e´leve´ (convergence pre´mature´e)
[58]. La matrice d’adjacence est une matrice avec des ”1” pour toutes les entre´es [51].
3.4.9.B OEP a` base de voisinage local (Local best)
Pour ame´liorer la convergence, d’autre variantes de la version originale dites version Local
”lbest” ont e´te´ propose´es dans la litte´rature de l’OEP. Dans ces versions, le termeGbest est rem-
place´ par les termes Lbesti , ou` pour chaque particule i, on de´finit un ensemble de voisinage (i.e.,
l’information partage´e est la meilleure solution trouve´e dans le voisinage de chaque particule
Lbesti ) [38].
Seule la me´thode ”meilleur local OEP” (ou ”lbest”) permet a` chaque particule d’eˆtre in-
71
3. Me´taheuristiques d’Optimisation par OEP et par RFS: Etat de l’art 72
fluence´e par la particule la mieux positionne´e choisie dans son voisinage. Ici, l’information
sociale e´change´e dans le voisinage de la particule, ce qui de´note la connaissance locale de
l’environnement [52]. Dans ce cas, la vitesse de la particule i est calcule´e par :












Ldbesti est la meilleure position que toute particule a trouve´e dans le voisinage de la particule
i a` partir de l’initialisation jusqu’a` l’ite´ration t.
Parmi les topologies ”lbest”, nous citons: La topologie en anneau (Ring Topology) ou`
chaque particule est connecte´e avec deux de ces voisines, alors chaque voisinage contient trois
particules au total (figure 3.8.c), la topologie en rayon (Wheel Topology) dans la quelle toutes
les particules sont se´pare´es les unes des autres et toutes les informations sont transmises vers
une particule focale (figure 3.8.e).
Les topologies de voisinage local ont tendance a` converger lentement, mais elles ont la
chance de converger vers un maximum global ou a` des meilleurs points dans l’espace de
recherche [58].
Il y a plusieurs autres types de topologies (Pyramid Topology, Clusters Topology, ... etc.),
mais aucune d’elles n’est meilleure que l’autre puisque c¸a de´pend du proble`me d’optimisation
a` re´soudre.
3.4.10 Crite`res d’arreˆt
La technique d’optimisation par essaim de particules OEP, comme d’autres me´thodes ite´ratives,
ne´cessite une condition a` satisfaire par laquelle la recherche doit eˆtre interrompue. Cette con-
dition est dite ”Crite`re d’arreˆt”. Il y a plusieurs crite`res d’arreˆt, nous pouvons citer quelques
uns:
1) Selon le nombre d’ite´rations maximal: Pour certains cas, il suffit de de´passer le nombre
maximal des ite´rations pour que le processus de recherche s’arreˆte. Cette condition est
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ge´ne´ralement utilise´e pour l’observation du processus d’optimisation.
2) Selon la fonction d’objectif: Si l’utilisateur connaıˆt d’avance la valeur de la solution a` at-
teindre, il suffit de mettre cette valeur comme crite`re d’arreˆt.
3) Selon la progression de l’optimisation: C’est le cas ou` il n’y a aucune ame´lioration signifi-
ante apre`s un certain nombre d’ite´rations (Par exemple, si la moyenne de la vitesse reste
nulle pendant plusieurs e´tapes [52]).
3.5 Technique d’optimisation par recherche stochastique frac-
tale
3.5.1 Introduction
La base de l’algorithme de Recherche Stochastique Fractale (RFS ou SFS, en anglais) est la
Recherche Fractale (RF) (ou Fractal Search (FS), en anglais), propose´ par Benoıˆt Mandelbort en
1975 (figure 3.9). Cet algorithme est un algorithme dynamique qui contient un certain nombre
d’agents de recherche qui sont modifie´s, d’ou` la RF demande plus d’effort [59]. Chaque agent
de recherche tente d’imiter la re´partition des proprie´te´s de branchement (trop de parame`tres
d’entre´e sont ne´cessaires). Ceci permet a` l’algorithme RF de re´soudre plus efficacement les
proble`mes d’optimisation globale [60].
Figure 3.9: Benoit Mandelbort.
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3.5.2 Algorithme RFS
Un algorithme d’optimisation puissant nomme´ RFS, re´cemment propose´ par [12] (en 2015);
ce nouvel algorithme me´taheuristique a e´te´ cre´e´ a` partir d’un concept mathe´matique fondamen-
tal appele´ ”fractal”. Cette technique est base´e sur deux processus principaux: (i) le processus de
diffusion et (ii) le processus de mise a` jour. Dans le premier processus, similaire a` la RF, chaque
agent (particule) diffuse et cre´e de nouvelles particules au hasard autour de sa position actuelle
pour remplir la proprie´te´ d’intensification. Cette e´tape e´tend la possibilite´ de de´terminer les
minima (ou maxima) globaux et e´vite d’eˆtre coince´ dans les minima (ou maxima) locaux [61].
Deux me´thodes sont utilise´es pour cre´er de nouvelles particules, y compris le vol de Levy
(Levy flight, en anglais) et la marche gaussienne (Gaussian Walk, en anglais). Dans la technique
RFS, une se´rie de la seconde me´thode est utilise´e pour effectuer un processus de diffusion, en
changeant le processus d’ite´ration pour ge´ne´rer des fractals ale´atoires. L’avantage d’utiliser
la marche gaussienne est due a` sa rapidite´ a` converger et est capable de trouver les minima
globaux [62] [61]. Dans le processus de mise a` jour, les positions des agents de recherche
(points) sont mises a` jour en fonction de la position des autres particules dans le groupe. Deux
processus de mise a` jour sont utilise´s pour identifier le meilleur agent de recherche. Dans ce
processus, peu de meilleurs agents de recherche se´lectionne´s par le processus de diffusion sont
conside´re´s, et le reste d’entre eux sont rejete´s. Ces agents de recherche donnent l’emplacement
optimal des particules [59]. De plus, certaines proce´dures statistiques sont utilise´es dans la RFS
pour e´viter le pie´geage dans les minima locaux [60].
L’algorithme de recherche fractale stochastique peut eˆtre de´compose´ en trois e´tapes princi-
paux [63] [64]:
E´tape 1: Initialisation de la taille de la population Np, ge´ne´ration maximale (ou maximal
Generation (Gen)), Nombre Diffusif Maximal (NDM) (ou maximum diffusion number), taille
de la dimensionNdim, la position de chaque agent de recherche (e´q. 3.13) au hasard, qui de´pend
du proble`me en spe´cifiant les limites infe´rieures et supe´rieures (Lower Boundary (LB) et Uper
Boundary (UB) respectivement) comme:
Pi = LB+ rand(UB−LB) avec : i = 1, · · · ,Np (3.13)
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Pi : Vecteur des agents de recherche initiale.
rand: cre´e un nombre uniforme´ment re´parti dans l’intervalle [0,1].
Ensuite, pour trouver le meilleur point (Best Point (BP), en anglais) parmi tous les agents de
recherche, une fonction de fitness doit eˆtre e´value´e pour chaque agent de recherche du groupe.
Etape 2: pour le processus de diffusion, l’algorithme utilise la marche gaussienne (3.14 et
3.15) pour ge´ne´rer de nouveaux agents de recherche. Deux se´quences de la marche gaussienne
ale´atoire (Gaussian Random Walks (GRW)) utilise´es dans cette e´tape, sont donne´es par:
GRW1 = Gaussian(|BP |,σ ) + (rand ×BP − rand′ × Pi) (3.14)
GRW2 = Gaussian(|Pi |,σ ) (3.15)
Ou`, Pi est le i
e`me
agent de recherche dans le groupe, rand et rand′ sont des nombres
ale´atoires distribue´s et limite´s a` [0,1], σ est un e´cart type calcule´ par l’e´quation 3.16 comme
suit:
σ =
∣∣∣∣ log(g)g × (Pi −BP ) ∣∣∣∣ (3.16)
Ou` g est le nume´ro de ge´ne´ration.
Le terme log g / g est utilise´ pour diminuer la taille du saut gaussien tout en augmentant le
nombre de ge´ne´rations [64].






Ou` PPi est la valeur de probabilite´ de Pi .
Dans le premier processus de mise a` jour, la nouvelle position de mise a` jour P 1i (j) des
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agents de recherche Pi(j) est calcule´e selon cette e´quation:
P 1i (j) = Pα(j)− rand[Pβ(j)− Pi(j)] (3.18)
Ou` Pα(j) et Pβ(j) sont des agents de recherche choisis arbitrairement dans le groupe.
Dans le deuxie`me processus de mise a` jour, la position de mise a` jour P 1i est modifie´e en P
2
i
selon que la condition PPi < randg est satisfaite, sinon elle reste la meˆme. Ces positions sont
calcule´es selon les e´quations 3.19 et 3.20, comme suit:
P 2i = P
1
i − rand(P 1α −BP ) if randg ≤ 0.5 (3.19)
P 2i = P
1
i − rand(P 1α − P 1β ) if randg > 0.5 (3.20)
Ou` P 1α et P
1
β sont des positions choisies au hasard, et randg est un nombre ale´atoire calcule´
par approche gaussienne. Si la valeur de fitness de P 2i est meilleure que P
1
i , alors P
1
i sera
remplace´e par P 2i .
3.5.3 Organigramme de la RFS
L’organigramme de la technique RFS (donne´ par la figure 3.10), de´bute par une phase
d’initialisation de la taille de la population et l’e´valuation de la fonction de fitness pour chaque
particule ge´ne´re´e puis de choisir la meilleure particule (BP) dans le groupe. Apre`s la ve´rification
du crite`re d’arreˆt, l’algorithme exe´cute le processus de diffusion apre`s avoir fixe´ le NDM. Selon
ce nombre, l’algorithme commence le processus de diffusion en utilisant la marche gaussi-
enne (3.14 et 3.15) et le processus se termine par le choix de la meilleure particule. Ensuite,
l’algorithme exe´cute le processus de mise a` jour, qui se divise en deux processus : (1) Dans le
premier processus de MAJ, la nouvelle position P 1i (j) est mis a` jour par l’e´quation 3.18. (2)
Dans le deuxie`me processus de MAJ, la position de la particule P 1i est mis a` jour et modifie´e en
P 2i selon les e´quations 3.19 et 3.20.
Le processus d’optimisation s’ite`re jusqu’a` la satisfaction du crite`re d’arreˆt; ainsi, les re´sultats
sont affiche´s et peuvent eˆtre visualise´s.
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Figure 3.10: Organigramme de la RFS
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3.6 Conclusion
Nous avons pre´sente´ dans ce chapitre l’e´tat de l’art de deux me´taheuristiques a` base de pop-
ulation, qui sont des me´thodes d’optimisation multi objectifs statiques. La premie`re me´thode est
l’optimisation par essaim de particules ou OEP et la deuxie`me est l’optimisation par recherche
fractale stochastique ou RFS. Tout d’abord, nous avons aborde´ la the´orie de complexite´ pour
donner une ide´e sur les diffe´rentes classes de difficulte´ des proble`mes. La re´solution de proble`mes
classe´s difficiles ne´cessite l’utilisation d’algorithmes dont la complexite´ augmente avec la di-
mension du proble`me. Les chercheurs cherchent a` re´soudre ces proble`mes, en les transformant
en un proble`me d’optimisation.
Ensuite, nous avons de´fini l’optimisation comme un moyen de re´solution de proble`mes;
ainsi que les diffe´rents types de sa classification. Parmi les me´thodes d’optimisation qui ne
ne´cessitent pas beaucoup de temps de calcul ni une grande me´moire de stockage, il y a les
me´thodes dite ”approche´es” dont les ”me´taheuristiques” font partie. L’optimisation par essaim
de particules ”OEP” est une me´taheuristique a` population de solutions, a fait l’objet d’une e´tude
de´taille´e dans ce chapitre.
Le choix de cette me´thode en particulier est duˆ essentiellement a` sa simplicite´ et sa facilite´
de mise en œuvre. D’un autre coˆte´, notre application consiste a` calculer un nombre important
de parame`tres de re´glage pour atteindre l’objectif voulu, ce qui explique l’utilisation d’une
me´taheuristique a` population. Cette me´thode ne´cessite un re´glage approprie´ de ces propres
parame`tres et le choix de la bonne topologie afin de be´ne´ficier de ses bonnes performances.
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4.1 Introduction
Il est important d’observer que la capture de mouvement en utilisant un syste`me MoCap
[3] est lie´e aux dispositions favorables des came´ras lors de leurs prises de vue. Beaucoup de
recherches ont e´te´ mene´es pour trouver ces dispositions; l’objectif principal est de maximiser la
couverture ou de couvrir des points spe´cifiques. Cependant, meˆmes avec ces recherches, il nous
manque une me´thode ge´ne´rale pour re´soudre ce proble`me en conside´rant l’espace continu, et la
pre´sence des obstacles en employant l’OEP standard.
L’optimisation par essaim particulaire [43] est une technique d’optimisation tre`s re´cente,
de´rive´e de la famille d’algorithmes me´taheuristiques et a e´te´ propose´e par Russel Eberhart
(inge´nieur en e´lectricite´) et James Kennedy (socio-psychologue) en 1995 [44]. Son origine
vient des observations faites lors des simulations informatiques des interactions sociales entre
les agents de certains syste`mes naturels tels que la me´taphore et les oiseaux. Ces simulation ont
mis en valeur la notion d’un essaim et ont e´galement re´ve´le´ l’importance de l’intelligence col-
lective pour converger vers la solution optimale globale du proble`me traite´, a` partir d’optimums
locaux et empiriques de chaque agent [43], [65].
4.2 Travaux connexes
Le proble`me de dispositions optimales des came´ras a e´te´ traite´ depuis des de´cennies par
diffe´rentes techniques. On peut citer les travaux suivants :
Dans [66], ils ont relie´ le proble`me de placement des came´ras par le proble`me de placement
des gardiens (AGP) et ils ont e´tabli un the´ore`me connu sous le nom de the´ore`me d’art galerie
(AG) en de´clarant qu’afin de garder une galerie sous la forme d’un polygone simple avec n
sommets couvertes, il est ne´cessaire d’arranger le nombre n/3 des gardiens. Ce the´ore`me a e´te´
base´ sur la ge´ome´trie informatique et a mene´ le principe de la triangulation.
Dans [67], ils ont divise´ la sce`ne en un ensemble de points de grille et ont de´rive´ un mode`le
de programmation line´aire; d’apre`s les re´sultats, la couverture comple`te de la sce`ne n’est as-
sure´e qu’avec une fre´quence d’e´chantillonnage e´leve´e; une telle technique ne peut eˆtre utilise´e
dans les grandes sce`nes puisque le nombre de variables binaires a` utiliser est limite´ par la
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me´moire et par le syste`me.
Mais re´cemment, avec l’apparition des me´taheuristiques et leurs utilisations intense dans
diffe´rents domaines, plusieurs chercheurs ont applique´ la PSO pour trouver les dispositions
optimales des came´ras. Par exemple dans [68], ils ont pre´sente´ un algorithme qui optimise les
positions de came´ras en combinant la couverture globale et locale et ils ont de´finit la couverture
globale par deux parame`tres: la densite´ du pixel et la qualite´ de vision, ainsi que la couverture
locale qui concerne la couverture des points d’inte´reˆt comme les portes, les feneˆtres. . . etc.,
par une fonction exponentielle ne´gative de la couverture globale tout en utilisant la technique
PSO. Dans [69], ils ont employe´ la PSO binaire inspire´e par la probabilite´ pour l’optimisation
des placements des came´ras en deux et trois dimensions; cette technique a pu optimiser la
couverture, meˆme dans les grandes sce`nes et re´soudre le proble`me de la capacite´ me´moire avec
la programmation line´aire.
Nous visons dans ce chapitre a` optimiser les dispositions 2D des came´ras utilise´es dans un
syste`me (MoCap), d’une manie`re ge´ome´trique en conside´rant l’espace continu et la pre´sence
des obstacles par la technique PSO standard et autres variantes.
4.3 Notre proposition
Dans notre proposition, nous devons optimiser le placement d’un certain nombre de came´ras
(de quatre a` dix came´ras) dans un syste`me MoCap pour couvrir un mouvement virtuel d’un
objet. Le but du placement d’un re´seau de came´ras est que le re´seau doit couvrir les marqueurs
place´s sur l’objet par trois came´ras en meˆme temps durant chaque trame de la sce`ne.
Le premier avantage, pour lequel nous avons choisi cette me´taheuristique, est duˆ au fait que
la technique PSO est une technique rapide en raison de sa simplicite´ algorithmique. Le second,
est que nous avons quelques parame`tres a` ajuster (la position (Cx1,Cx2), la pose ϕ, de quatre
a` dix came´ras, c’est a` dire 12 a` 30 parame`tres) et quelques contraintes a` respecter (marqueur
a` l’inte´rieur du champ de vision de la came´ra, marqueur vu par trois came´ras dans la meˆme
trame, angle critique, e´viter l’obstacle).
Les contributions les plus importantes de ce chapitre sont:
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• Optimisation des positions et des orientations d’un re´seau de came´ras, en utilisant les
coordonne´es 2D d’un objet virtuel dans un syste`me MoCap.
• Optimisation des positions et des orientations selon une condition principale (chaque mar-
queur est vu par trois came´ras au moins dans chaque image durant tout le mouvement).
• Utilisation de trois variantes de la technique PSO, pour une e´tude comparative a` base des
re´sultats obtenus.
4.4 Crite`res de placement de la came´ra
Le proble`me de positionnement de came´ras peut eˆtre de´fini comme la manie`re de les poser
(sous certaines contraintes) dans des endroits approprie´s afin de maximiser la couverture des
marqueurs tout en se de´plac¸ant dans l’espace de travail. Ces contraintes peuvent eˆtre divise´es
en trois types principaux: La contrainte de taˆche comprend une couverture comple`te des mar-
queurs, la contrainte de la came´ra inclut les parame`tres intrinse`ques (longueur de focalisation,
taille de la diode a` couplage de charge (CCD), ...etc.) et la contrainte de la sce`ne inclut la zone
observable (2D, avec ou sans obstacles, ...etc.).
4.4.1 Mode´lisation du champ de vision d’une came´ra
Dans un espace 2D, selon [67], le champ de vision d’une came´ra (Field of View (FoV), en
anglais) est de´crit par un triangle comme le montre la figure 4.1.
Dans [38], la repre´sentation du champ de vision de la came´ra (FoV) est de´crite par son angle
d’ouverture α (α dans le cas 2D ou αh et αv dans le cas 3D) et sa position d’origine. Le calcul
de la projection du FoV d’une came´ra dans un plan 2D en fonction des parame`tres intrinse`ques
de la came´ra est de´crit dans [70].
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Figure 4.1: Parame`tres du FoV dans un plan 2D.
La mode´lisation du champ de vision de chaque came´ra est inspire´e par [71], en utilisant un
triangle isoce`le (figure 4.2).
Nous supposerons dans ce qui suit, qu’un re´seau de NC came´ras (Ci , i = 1, · · · ,NC) doit
eˆtre de´ploye´ dans un espace de travail bien de´fini. Chaque came´ra Ci est de´ploye´e dans sa
position (Cx1,Cx2), et pose´e avec un angle horizontal ϕ a` la bissection de l’angle de vue α, et
enfin la distance de travail de la came´ra dmax.
Figure 4.2: Position du point P dans un plan 2D.
Ainsi, un point P positionne´ a` (Px1,Px2) (voir figure 4.2) peut eˆtre visualise´ par n’importe
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quelle came´ra Ci , si les contraintes ci-dessous (4.1 et 4.2) sont satisfaites [38].











f ct1 = cosϕ.(Px1 −Cix1) + sinϕ.(Px2 −Cix2)
f ct2 = cosϕ.(Px2 −Cix2)− sinϕ.(Px1 −Cix1)
Deux re´gions repre´sente´es par deux plans (N de Near et F de Farther en anglais, voir figure
4.3) du champ de vision de´finies par [70], sont appele´es ”Zones mortes”. Le plan N (le plus
proche de la came´ra) correspond a` la hauteur minimale (dmin) et le plan F (le plus e´loigne´ de la
came´ra) correspond a` la hauteur maximale (dmax). La zone qui se trouve entre les deux plans
est la ”re´gion visible”. Si deux points proches l’un de l’autre se trouvent a` l’inte´rieur de cette
re´gion, la re´solution qui permet de distinguer entre eux est conside´re´e.
Figure 4.3: Re´gion visible trape´zoı¨dale.
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4.4.2 Contrainte d’angle critique
Dans [43], la contrainte d’angle critique (figure 4.4) garantit que l’angle θ entre deux
came´ras voisines qui distinguent le meˆme point P (Px1, Px2) ne doit pas de´passer θi,i+1 = θmin.
Ce crite`re assure que le positionnement de deux came´ras adjacentes donne deux images iden-
tiques, c’est a` dire une redondance d’information.
Figure 4.4: Angle critique θmin.
L’angle critique est donne´ par l’e´quation 4.3 suivante:
θi,i+1 = arccos
|Ci − P |.|Ci+1 − P |
‖Ci − P ‖.‖Ci+1 − P ‖ (4.3)
Avec:
Ci ,Ci+1: Coordonne´es de deux came´ras adjacentes.
P = (Px1, Px2)T : Coordonne´es du point vu par les deux came´ras.
4.4.3 Conside´ration des obstacles
Dans le cas re´el, il faut prendre en compte les occlusions (dues aux obstacles, figure 4.5) qui
empeˆchent la capture du marqueur par la came´ra.
Dans notre application, les obstacles sont des occlusions externes (pre´sence d’un objet
opaque entre la came´ra et le marqueur) et ils sont simule´s par des segments noirs (murs). La
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de´cision qu’un e´le´ment est invisible a` une came´ra est qu’il y aura une intersection entre la ligne
de´finie par les extre´mite´s du segment (S1,S2) et celle de´finie par les coordonne´es du point et de
la came´ra (P ,Ci).
Figure 4.5: Conside´ration des obstacles (P n’est pas visible par la came´ra en raison de la pre´sence d’un
obstacle entre eux).
Dans ce qui va suivre, nous pre´senterons dans la premie`re application nos travaux d’optimisation
de placement d’un re´seau de quatre came´ras par la technique WPSO. Nous montrerons aussi
dans cette application le comportement de la particule pour diffe´rentes de´clarations et choix des
parame`tres propres a` la WPSO. Dans la deuxie`me application, nous essayerons d’augmenter
la difficulte´ d’optimisation par l’introduction d’un objet e´quipe´ de plusieurs marqueurs a` ses
extre´mite´s et le de´ploiement de plus de quatre came´ras dont le placement ne´cessite beaucoup
de parame`tres. Ainsi, nous cre´erons plus d’un sce´nario avec diffe´rents types de trajectoires et
d’obstacles.
4.5 Application 1 : Recouvrement d’un point
Dans cette application, nous tentons d’optimiser la disposition de quatre came´ras (une par
une) utilise´es dans un syste`me MoCap afin qu’un point donne´ (ou une trajectoire du point) soit
a` l’inte´rieur du champ de vision de deux came´ras au minimum.
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Pour la re´alisation de cette application, nous avons utilise´ comme langage de programma-
tion le logiciel Matlab sous sa version V.7.10 (32 bits) installe´ sur un PC utilisant un syste`me
d’exploitation Windows 7 et e´quipe´ d’un processeur Intel AtomTM de fre´quence 1,6 GHZ et
une RAM de 2GB DDR3.
Le mode`le de notre syste`me MoCap comprend un nombre de came´ras positionne´es sur
des rails ou` chacune ne peut se de´placer que sur le sien. Cette limitation des positions peut
introduire le proble`me de la porte´e insuffisante pour l’observation du point. Cette conside´ration
nous a permis d’ame´liorer notre algorithme par l’ajout de l’optimisation de la porte´e (dmax).
Pour e´valuer notre algorithme, nous proposons d’e´tudier trois sce´narios diffe´rents, le tableau
4.1 donne une description de chacun :
Tableau 4.1: Sce´narios propose´s
Sce´nario N° Description
1 Un point a` couvrir par quatre came´ras dans une sce`ne sans obstacles
2 Meˆme sce´nario N°1 avec l’ajout d’un obstacle
3 Un groupe de points a` couvrir (sce`ne sans obstacle)
4.5.1 Description de l’organigramme
Notre application peut eˆtre structure´e selon l’organigramme de la figure 4.6.
a) Initialisation:
La PSO est un algorithme de population, qui commence avec une initialisation ale´atoire de
l’essaim et une de´claration des parame`tres de re´glage.
La taille d’essaim a e´te´ fixe´e pour 20 particules, et les valeurs des coefficients de confiance
(C1 et C2) ont e´te´ fixe´es d’une manie`re empirique, ou` nous avons constate´ apre`s plusieurs essais
que les valeurs (C1 = 0.2 et C2 = 1.2) donnent de tre`s bons re´sultats concernant l’optimisation
pour cette application.
Le coefficient d’inertie varie ge´ne´ralement dans l’intervalle [0.4,1.4]. Une grande valeur
de (ω > 1) est synonyme d’une grande amplitude de mouvement et donc, exploration. Au
contraire, une faible valeur de (ω < 1) est synonyme d’une faible amplitude de mouvement
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Figure 4.6: Organigramme de la 1e`re application (Recouvrement d’un point).
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et donc d’exploration locale (exploitation); afin de trouver un compromis entre l’exploration
globale et locale [71], nous pouvons le fixer a` la valeur 0,9.
b) Espace de recherche:
Notre objectif pour cette application est de trouver la solution optimale parmi plusieurs
solutions propose´es. Ces dernie`res sont choisies dans un espace de recherche qui de´finit les
limites maximale et minimale pour chaque parame`tre (CX1, CX2, orientation ϕ et porte´e dmax)
pour chacune des quatre came´ras. Le tableau 4.2 re´sume les limites de l’espace de recherche:
Tableau 4.2: Espace de recherche
Came´ra N° Position [m] Orientation [°] Porte´e [m]
CX1min CX1max CX2min CX2max ϕmin ϕmax dmaxmin dmaxmax
1 0 20 20 120 270 90 50 70
2 20 120 20 40 0 180 50 70
3 100 120 20 120 90 270 50 70
4 0 120 100 120 180 360 50 70
Pour l’angle d’ouverture α, sa valeur est fixe´e a` 30°.
c) Fonction de fitness :
La strate´gie utilise´e par la PSO pour la recherche de la meilleure solution est de minimiser une
fonction de fitness; cette solution devrait eˆtre capable d’optimiser la position, l’orientation et
la porte´e de came´ras (une par une). Avec cette conside´ration, notre fonction de fitness est la
somme des trois fonctions suivantes :
La fonction f tns1 mesure la distance entre les coordonne´es de la came´ra et le point du rail
le plus proche du point a` couvrir.
f tns1 =
√(
|x − cx|2 + |y − cy |2
)
(4.4)
La fonction f tns2 calcule les coordonne´es (x1,y1) et (x2,y2) des points P1 et P2 respective-
ment (figure 4.7) pour chaque particule; ensuite, elle mesure la distance entre ces points et le
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point a` couvrir, comme suit :


































(y − y1)2 + (x − x1)2 +
√
(y − y2)2 + (x − x2)2 (4.6)
Figure 4.7: Extrimite´s du FoV.
La fonction f tns3 mesure la distance entre la came´ra et le point; ensuite, elle calcule la
diffe´rence entre cette distance et la longueur de la porte´e dmax.
f tns3 =
∣∣∣∣∣dmax −√(x − cx)2 + (y − cy)2)∣∣∣∣∣ (4.7)
Donc, notre fonction de fitness globale ftns est donne´e comme suit:
f tns = f tns1 + f tns2 + f tns3 (4.8)
c) Mouvement des particules:
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La modification du comportement de chaque particule se base sur la mise a` jour de la vitesse
et de la position a` chaque ite´ration.
La particule combine line´airement ses trois tendances (explique´es auparavant) afin de trou-
ver sa nouvelle vitesse et effectuer son mouvement par conse´quent.
Le mode`le du voisinage utilise´ dans cette application est le Gbest ou` toutes les particules de
l’essaim ont la meˆme information sociale.
La proce´dure de recherche sera arreˆte´e lorsque le nombre courant d’ite´rations devient supe´rieur
ou e´gal a` la valeur maximale d’ite´rations (T =100); dans ce cas, la dernie`re valeur Gbest est con-
side´re´e comme une solution au proble`me.
4.5.2 Re´sultats de simulation
Les re´sultats de simulation de la premie`re application, selon trois sce´narios diffe´rents, sont
donne´s par les figures suivantes (4.8, 4.9 et 4.10).
Figure 4.8: Re´sultats du 1er sce´nario.
Le premier sce´nario exprime un seul point couvert par quatre came´ras sans la pre´sence d’un
obstacle (figure 4.8).
Le deuxie`me sce´nario montre le meˆme point mais cette fois avec la pre´sence d’un obstacle
qui ge`ne le placement de la came´ra N°2 (figure 4.9).
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Figure 4.9: Re´sultats du 2e`me sce´nario.
Enfin, le troisie`me sce´nario est un ensemble de points (figure 4.10) qui peuvent eˆtre traduits
comme un mouvement d’un seul point dans la sce`ne (sans obstacle).
Figure 4.10: Re´sultats du 3e`me sce´nario.
Les valeurs nume´riques de ces re´sultats, sont donne´es sous forme de tableaux (4.3, 4.4 et
4.5) pour les trois sce´narios, respectivement.
D’apre`s les re´sultats obtenus, notre objectif est d’observer un point avec deux came´ras au
minimum, meˆme avec l’ajout d’obstacles. Le syste`me a converge´ a` une position qui permet la
visibilite´ du point, non force´ment la plus proche de ce point, mais il faut noter que si l’obstacle
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Tableau 4.3: Re´sultats du 1er sce´nario
Came´ra N° Position [m] Orientation [°] Porte´e [m]
CX1 CX2
1 8.4662 72.8588 358.2359 61.6358
2 62.7632 20.0148 89.8894 57.9773
3 108.7282 71.4777 180.0808 51.9683
4 63.4525 115.101 269.053 49.5167
Tableau 4.4: Re´sultats du 2e`me sce´nario
Came´ra N° Position Orientation[°] Porte´e[m]
CX1 CX2
1 9.2381 68.1743 1.5285 48.5859
2 28.6252 31.8843 57.5573 49.8398
3 107.113 71.3598 182.2764 62.1244
4 52.0853 114.687 270.2908 51.3443
Tableau 4.5: Re´sultats du 3e`me sce´nario
Came´ra N° Position [m] Orientation[°] Porte´e[m]
CX1 CX2
1 19.8402 73.9765 0.3768 51.8020
2 64.9935 37.7706 88.9103 40.9920
3 108.410 73.7690 179.3874 48.0777
4 67.2652 118.099 268.0760 49.3583
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est tre`s grand, on ne pourrait pas trouver de solutions qui permettent le recouvrement du point
(marqueur) dans ce cas.
Ensuite, nous avons conside´re´ un groupe de points; d’apre`s les re´sultats, presque tous les
points sont observe´s par deux came´ras au minimum, ce qui nous conduit a` dire que l’objectif
est atteint.
Le temps de calcul est proportionnel au nombre de came´ras place´es, au nombre d’obstacles
et au choix d’un point ou un groupe de points. En ge´ne´ral, le temps de calcul est tre`s satisfaisant
(quelques minutes) et cet avantage revient aux particularite´s de la PSO.
4.5.3 Convergence du syste`me
La trajectoire de chaque particule est une courbe sinusoı¨dale amortie (figure 4.11), illustrant
la position d’une particule dans l’espace de recherche en fonction du nombre d’ite´rations, dont
l’amplitude et la fre´quence sont fonctions du choix des parame`tres et des conditions initiales
(position et vitesse initiales) [72]. La courbe suivante illustre (comme exemple) la trajectoire
d’une particule dans un sce´nario choisi.
Figure 4.11: Trajectoire d’une particule.
Notre application minimise une fonction de fitness, la figure 4.12 illustre les valeurs de
fitness de disposition d’une came´ra au cours de l’exe´cution.
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Figure 4.12: Minimisation d’une fonction de fitness.
La convergence du syste`me de´pend des parame`tres de re´glage de la PSO ou` une modifi-
cation d’un seul parame`tre peut induire un comportement comple`tement diffe´rent du syste`me.
Dans cette partie, nous analysons les trajectoires d’une particule sous diffe´rentes conditions
afin de trouver le bon re´glage de ses parame`tres d’une manie`re a` obtenir des bons re´sultats
d’optimisation.
4.5.4 Influence des coefficients de confiance
Le choix des coefficients de confiance est tre`s important pour la convergence de l’algorithme,
la figure 4.13 illustre les trajectoires d’une particule dans les cas suivants :
Figure 4.13: Trajectoires d’une particule sous diffe´rentes combinaisons entre C1 et C2.
• C1  C2 : La particule est influence´e par la meilleure position globale, la courbe en
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vert affirme cette notion, ou` de`s le de´part de l’exe´cution la particule pre´sente une grande
amplitude et fre´quence d’oscillation. Elle est vite attire´e vers la meilleure solution globale
et ses positions sont autour de cette solution.
• C1  C2: La particule est influence´e fortement par sa meilleure position, la courbe en
rouge affirme cette notion, ou` ses positions ne sont pas autour de la solution globale, mais
cette tendance a permis aux particules a` mieux exploiter la solution.
• C1 = C2 : Toutes les particules sont attire´es vers la moyenne entre Pbesti et Gbesti , la
courbe en bleu illustre ce cas.
4.5.5 Influence du coefficient d’inertie
Le choix du coefficient d’inertie w permet de de´terminer la qualite´ de recherche dans
l’espace. Ge´ne´ralement il est compris entre [0.4,1.4]. Dans la figure 4.14, nous avons e´tudie´
l’influence de trois valeurs possibles de w sur la trajectoire de la particule :
Figure 4.14: Trajectoires d’une particule sous diffe´rentes valeurs de w.
• La courbe en rouge illustre le cas d’une petite valeur (w = 0.4 ); cette valeur permet de
concentrer la recherche sur un petit espace (exploitation).
• La courbe en bleu illustre le cas d’une grande valeur (w = 1.4); cette valeur permet une
grande exploration de l’espace, mais avec une telle valeur le processus diverge.
• La courbe en vert illustre le cas d’une valeur me´diane (w = 0.9); cette valeur permet de
trouver un compromis entre l’exploration globale et locale.
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Il faut noter que le coefficient d’inertiew peut-eˆtre constant ou fonction line´aire de´croissante
du temps, donne´e par l’e´quation 4.9 :





.t, avec: wmax > wmin (4.9)
wmax et wmin sont les valeurs initiale et finale respectivement du facteur d’inertie.
T est le nombre d’ite´rations maximal.
t est le nombre d’ite´rations courant.
La figure 4.15 illustre la trajectoire d’une particule avec des valeurs de´croissantes de w.
Figure 4.15: Trajectoire d’une particule avec des valeurs de´croissantes de w.
D’apre`s cette figure, on peut remarquer que l’utilisation des valeurs de´croissantes de w
permet au de´but a` la particule de couvrir un grand secteur de l’espace de recherche; par la
suite, le facteur w commence a` amortir progressivement sa vitesse et il force ainsi la particule a`
effectuer une recherche locale plus fine.
La figure 4.16 illustre la fonction de fitness avec des valeurs de´croissantes de w. Nous pou-
vons constater qu’avec cette variation dew, nous avons de´cale´ le processus du mode exploration
au mode exploitation et nous avons pu e´viter la convergence pre´mature´e.
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Figure 4.16: Fonction de fitness avec des valeurs de´croissantes de w.
4.5.6 Influence de la taille d’essaim
Il est bien e´vident qu’un nombre e´leve´ de particules a l’avantage d’offrir plus de chance
pour converger vers l’optimal au prix d’un long temps de calcul.
La figure 4.17 illustre les fonctions de fitness obtenues pour trois nombres de particules,
alloue´es a` la re´solution de notre application.
D’apre`s les re´sultats, notre algorithme base´ sur la PSO n’est pas sensible a` la taille de
l’essaim; la fonction de fitness obtenue avec 20 particules ne diffe`re pas beaucoup de celle
obtenue avec 80 ou 160 particules. Cependant, il y a l’inconve´nient de la ne´cessite´ d’un long
temps de calcul et de convergence.
Figure 4.17: Fonctions de fitness avec diffe´rentes tailles d’essaim.
Presque toutes les me´taheuristiques rencontrent l’enjeu du choix des parame`tres de re´glage
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pour l’adapter au mieux a` un proble`me pose´, et sa convergence vers un optimum global ou
un optimum local n’est pas assure´e; elle est assure´e uniquement vers la meilleure position
visite´e par tout l’essaim; ces inconve´nients ont une influence importante sur la robustesse de
l’algorithme.
4.6 Application 2 : Recouvrement d’un cube
4.6.1 Introduction
Dans cette application, nous essayerons d’augmenter la difficulte´ d’optimisation par l’introduction
d’un objet (cube) e´quipe´ de huit marqueurs a` ses extre´mite´s et le de´ploiement de quatre jusqu’a`
dix came´ras avec plusieurs parame`tres re´glant leurs placements. Afin, de cre´er plusieurs sce´narios
de diffe´rents types de trajectoires et d’obstacles. La version standard de la PSO (Standard Parti-
cle Swarm Optimization (SPSO)) a atteint ses limites pour une telle application et pour atteindre
la solution optimale de placement 2D du re´seau de came´ras, nous essayerons d’appliquer deux
autres variantes (WPSO et CPSO) pour atteindre l’optimum.
4.6.2 Plate-forme expe´rimentale
Pour cette application, nous avons pre´pare´ une plate-forme diffe´rente de celle de la premie`re
application. Nous pre´sentons d’abord la mode´lisation de la sce`ne, puis la mode´lisation du cube
et enfin trois diffe´rents sce´narios de mouvement du cube a` l’inte´rieur de la sce`ne en pre´sence de
quelques obstacles.
a) Mode´lisation de la sce`ne :
La sce`ne est de forme rectangulaire, avec une taille de (18m × 12m), pre´sente´e en figure
4.18. La salle peut eˆtre e´quipe´e de dix came´ras infrarouges 3D au maximum; ces came´ras sont
soit monte´es sur des tre´pieds amovibles ou monte´es sur des supports fixe´s au mur. La sce`ne est
simule´e comme suit:
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Figure 4.18: Organisation des emplacements pour les dix came´ras conside´re´es (une seule came´ra par
zone).
Les came´ras sont place´es sur les bords de la salle, ou` les points rouges repre´sentent les
re´gions possibles pour le placement des came´ras. Dans notre cas, cette re´gion est divise´e en dix
zones (de Z1 jusqu’a` Z10). Une zone repre´sente l’intervalle de placement d’une seule came´ra.
Cette plateforme est conc¸ue selon une salle d’expe´riences du syste`me MoCap disponible au
laboratoire LAMIH de l’Universite´ de Valenciennes en France.
b) Mode´lisation du cube :
Un cube transparent (de dimension 50cm × 50cm, figure 4.19(a)) se de´place ale´atoirement
dans la sce`ne (figure 4.19(b)). Aux extre´mite´s de ce cube, sont place´s huit marqueurs (quatre
en haut et quatre en bas). Dans le cas 3D, les images obtenues par les came´ras sont binaires
(huit points blancs sur un fond noir, figures 4.19(c) et 4.19(d), trace´es a` l’aide du logiciel gratuit
Mokka). Ces deux dernie`res figures repre´sentent une reconstruction 3D d’un cube fourni en
fichier *.C3d par le LAMIH.
Figure 4.19: Mouvement du cube avec une trajectoire ale´atoire.
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c) Sce´narios propose´s :
Nous proposons trois sce´narios diffe´rents pour le mouvement du cube a` l’inte´rieur de la
salle avec la pre´sence d’obstacles pour tester la robustesse de l’algorithme.
• Premier sce´nario: Le cube se de´place en une ligne droite entre deux obstacles (figure
4.20(a)).
• Deuxie`me sce´nario: Le cube se de´place en une ligne droite vers un grand obstacle (mur)
(figure 4.20(b)).
• Troisie`me sce´nario: Le cube se de´place entre deux piliers (figure 4.20(c)).
Chaque sce´nario est une se´quence de vide´o divise´e en plusieurs images. Dans notre cas, le
nombre de trames diminu ou augmente avec la vitesse du de´placement du cube.
Figure 4.20: Trois sce´narios diffe´rents.
4.6.3 Contraintes de la fitness
a) Contraintes d’optimisation du placement 2D :
Pour formuler l’e´quation de la fonction de fitness, nous devons de´finir d’abord un certain
nombre de variables. Premie`rement, le tenseur Iij,k qui de´cide si le marqueur j est a` l’inte´rieur
du champ de vision de la came´ra Ci durant la trame k ou non, comme suit:
Iij,k =
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Iij,k est un tenseur de dimension [NC × Nt × Nf ], Avec: j = 1, · · · ,Nt, i = 1, · · · ,NC et
k = 1, · · · ,Nf .
NC : Nombre de came´ras, avec : NC = 1, · · · ,10.
Nt: Nombre de marqueurs, pour le cube: Nt = 8.
Nf : Nombre de trames.
Le marqueur j est juge´ visible ou non par la came´ra Ci en pre´sence d’un obstacle l entre
eux durant la trame k, si la condition 4.11 est satisfaite. Le tenseur I devient:
Iij,k =
 1 Si le marqueur j est visible a` C
i en pre´sence de l durant k
0 Ailleurs
(4.11)
La condition principale dans notre proble`me d’optimisation est que chaque marqueur j ne
doit eˆtre vu que par Cseuil came´ras dans chaque image a` la fois; ensuite, nous additionnons le






Aj,k est un tenseur de taille [Nt × 1×Nf ], qui repre´sente le nombre d’apparition de chaque
marqueur j durant toutes les trames, c’est a` dire durant tout le mouvement.
Finalement:
OFj,k =
 1 Si Aj,k ≥ Cseuil0 Ailleurs (4.13)
Ou`:
OFj,k est une matrice de taille [Nt ×Nf ], qui pre´sente la condition que chaque marqueur
j doit eˆtre visible au moins par les Cseuil came´ras (condition de reconstruction) durant tout le
mouvement.
b) Fonctions de pe´nalite´ :
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Avant de calculer la fitness (qualite´) de la solution propose´e, il faut la ve´rifier. La solution




1 Si CX1min ≤ Cix1 ≤ CX1max




CX1min et CX1max sont les extre´mite´s en abscisses de la salle.
CX2min et CX2max sont les extre´mite´s en ordonne´es de la salle.
La deuxie`me fonction de pe´nalite´ P nlt2 est lie´e a` la condition d’angle critique donne´e par
l’e´quation (4.3). Cette pe´nalite´ est exprime´e selon l’e´quation 4.15:
P nlt2 =
 +λ Si θi,i+1 > θmin−λ Ailleurs (4.15)
Avec: λ = 0.5 et θmin =20°, des valeurs expe´rimentales.
c) Fonction de fitness :
L’e´quation ade´quate adopte´e pour notre application est donne´e par:












4.6.4 Optimisation et re´sultats
a) Processus d’optimisation :
La simulation commence par le de´ploiement de quatre came´ras (en meˆme temps); le choix
de la trajectoire du cube et la pose d’obstacles. La phase d’optimisation ne s’arreˆte tant que le
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nombre maximal des ite´rations n’est pas atteint (CA1 ≥ T , premie`re condition d’arreˆt). En cas
de recouvrement complet (CA2 = 100%, deuxie`me crite`re d’arreˆt), les re´sultats sont affiche´s,
sinon le nombre de came´ras augmente et la simulation rede´marre, tout en conservant les meˆmes
parame`tres de la PSO.
L’organigramme de la figure 4.21 donne un aperc¸u sur les de´marches du processus d’optimisation.
Figure 4.21: Organigramme de la 2e`me application (Recouvrement d’un cube).
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b) Contribution :
Dans les figures 4.22, 4.23 et 4.24, nous pre´sentons la solution finale qui donne les positions
optimales et l’orientation du re´seau de came´ras pour chacun des sce´narios.
Figure 4.22: Re´sultats du 1er sce´nario.
Figure 4.23: Re´sultats du 2e`me sce´nario.
Dans cette deuxie`me application, la technique standard (SPSO, voir 3.4.2) et la technique
WPSO (voir 3.4.7.E) n’ont pas abouti a` des re´sultats satisfaisants. L’utilisation de la troisie`me
technique CPSO (voir 3.4.8) a donne´ de meilleurs re´sultats par l’introduction d’une petite mod-
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Figure 4.24: Re´sultats du 3e`me sce´nario.
ification sur les valeurs des facteurs cognitifs C1 et C2 au cours des ite´rations (figure 4.25) par










cmin = 0.6 et cmax = 3.5.
t: Ite´ration courante.
T : Nombre d’ite´rations maximal.
Au de´but de la simulation, cette contribution favorise le comportement d’exploration des
particules. Le processus est inverse´e au fur et a` mesure que le nombre d’ite´rations augmente
pour favoriser le comportement d’exploitation; ainsi, a` la fin de la simulation l’algorithme ex-
ploite mieux les re´sultats obtenus durant la phase d’exploration.
c) Re´sultats de la simulation:
Nous pouvons observer en analysant les figures (4.22, 4.23 et 4.24), que chaque marqueur
est couvert par au moins Cseuil = 3 came´ras.
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Figure 4.25: Modification de C1 et C2 durant les ite´rations.
L’e´tape de reconstruction en 3D peut eˆtre juge´e possible si le marqueur est capte´ par trois
came´ras (Cseuil = 3), ainsi le pourcentage de recouvrement peut atteindre la valeur 100%.
Cette e´tape (de´crite dans le premier chapitre) utilise deux images au minimum pour calculer les
coordonne´es 3D d’un marqueur a` partir de ses coordonne´es 2D.
Remarque: Dans ce qui suivra, nous pre´senterons les re´sultats obtenus pour le premier
sce´nario.
L’allure de la fonction de fitness pre´sente´e en figure 4.26, repre´sente l’e´valuation de la
recherche de la solution optimale dans le premier sce´nario. Cette fonction exprime le nom-
bre de trames (8 trames maximum pour ce sce´nario) ou` tous les marqueurs sont couverts par
trois came´ras. D’un coˆte´, l’e´volution de la courbe montre bien que c’est un proble`me de max-
imisation. D’un autre coˆte´ la courbe monte rapidement au cours des premie`res ite´rations (∼ 5
ite´rations) jusqu’a` ∼ 6 trames ce qui exprime une bonne exploration, puis une e´volution plus
lente (jusqu’a` l’ite´ration 40) qui exprime l’exploitation de la solution obtenue dans la phase
d’exploration. Enfin, la stabilite´ de la courbe (jusqu’a` l’ite´ration 61) qui assure la de´cision de la
solution optimale.
La figure 4.27, montre l’optimisation des positions des huit came´ras de´ploye´es (par diffe´rentes
couleurs). Nous remarquerons bien que les came´ras N°5 et N°6 sont inutilisables a` cause des
obstacles et sont retire´es de la configuration finale (figure 4.22).
La courbe de la figure 4.28, ve´rifie que nous avons obtenu le placement optimal pour
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Figure 4.26: Evaluation de la fonction de fitness.
Figure 4.27: Mouvement des particules.
cette situation. Elle pre´sente le recouvrement des marqueurs (en pourcentage %) dans chaque









La courbe de la figure 4.29, repre´sente la valeur d’erreur de recouvrement par trames, qui
exprime le nombre de trames ou` les marqueurs ne sont pas recouverts par trois came´ras. Nous
remarquons aussi, l’annulation de l’erreur a` la 24
e`me
ite´ration puis la perte de cette solution,
mais l’algorithme continue sa progression jusqu’a` ce que l’erreur devienne nulle et stable.
Une repre´sentation globale de nos re´sultats est montre´e par un histogramme groupe´ de la
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Figure 4.28: Evaluation du recouvrement des marqueurs.
Figure 4.29: Evaluation de l’erreur de recouvrement.
figure 4.30. Le 2
e`me
sce´nario pre´sente le temps de cacul (Temps Calc [sec]) le plus court, car il
n’y a qu’un seul obstacle et seule la 5
e`me
came´ra qui n’est pas utilise´e. Dans le premier sce´nario,




came´ras ne sont pas utilise´es). Le
dernier sce´nario, pre´sente un long temps de calcul a` cause du nombre de trames (19 trames) et
de la complexite´ des obstacles; mais en retour, toutes les came´ras de´ploye´es sont utilise´es et le
nombre d’ite´rations est acceptable. Dans tous les sce´narios, le nombre de particules N = 30,
Cseuil = 3, et le meˆme pourcentage de recouvrement (objectif atteint).
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Figure 4.30: Re´sultats globals pour les trois sce´narios.
4.7 Conclusion
D’apre`s les re´sultats obtenus dans la premie`re application, nous pouvons constater que notre
algorithme permet d’optimiser la position, l’orientation et la porte´e de chaque came´ra pour
l’observation du point (marqueur).
Il apparaıˆt clairement que notre algorithme a e´te´ de´veloppe´ (utilisation de la WPSO avec ω
vraiable) pour re´soudre un proble`me de quatre dimensions (D = 4), et cela n’a pas empeˆcher
l’obtention de re´sultats acceptables (pour les sce´narios propose´s : un seul point, un point et un
obstacle et mouvement d’un point ) en assurant une convergence tre`s rapide avec une population
plus re´duite et un nombre re´duit d’ite´rations.
Dans la deuxie`me application, nous avons applique´ une variation des coefficients cognitifs
C1 et C2 de la technique CPSO (pour un passage fluide entre l’exploration et l’exploitation).
Nous avons utilise´ cette technique dans un syste`me MoCap pour optimiser le placement d’un
re´seau de came´ras dans un simple environnement 2D (pour trois diffe´rents sce´narios).
Il existe certains travaux d’optimisation de couverture utilisant la technique PSO dans la
litte´rature, mais il s’agit de couvrir une surface pour des taˆches de monitoring comme dans [69]
ou pour couvrir un espace de travail comme dans [73].
D’un autre coˆte´, notre travail consiste a` couvrir des points particuliers sous la condition
d’une reconstruction possible du mouvement en 3D. Nous proposons dans le chapitre suivant,
l’utilisation d’un champ de vision 3D pour augmenter la dimensionD du proble`me d’optimisation
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(position 3D (x,y,z), deux poses (ϕv et ϕh), deux profondeurs (dmin et dmax), deux angles
d’ouverture (αv et αh) et le de´ploiement de quatre a` dix came´ras).
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5.1 Introduction
Dans le chapitre pre´ce´dent nous avons optimise´ le placement 2D d’un re´seau de came´ras
pour le recouvrement d’un mouvement virtuel d’un cube qui utilise huit marqueurs. Le recou-
vrement de ces marqueurs a e´te´ effectue´ sous deux conditions: la premie`re est que chaque mar-
queur doit eˆtre recouvert par deux came´ras durant chaque trame du mouvement et la deuxie`me
condition est qu’il soit recouvert par trois came´ras a` la fois. Ici, nous avons conside´re´ que la
hauteur de toutes les came´ras est unifie´e pour que le re´sultat soit acceptable. Ce cas a e´te´ e´tudie´,
en simplifiant la complexite´ du syste`me MoCap, pour se familiariser avec l’optimisation par
PSO pour un tel syste`me.
Dans le cas re´el, un syste`me MoCap est un syste`me tridimensionnel, c’est a` dire que le
champ de vision des came´ras infrarouges et le mouvement d’un objet ou d’un humanoı¨de a`
l’inte´rieur de la sce`ne doit eˆtre pris dans son cas naturel en 3D.
Dans ce chapitre, nous essayerons de re´soudre le proble`me d’optimisation de placement 3D
d’un re´seau de came´ras pour un mouvement le long de la diagonale de la salle du meˆme cube.
Pour cette raison, nous utilise´rons deux variantes de la me´taheuristique PSO (CPSO et MCPSO)
et une autre me´taheuristique appele´e RFS.
5.2 Mate´riels et logiciels
Le logiciel de calcul utilise´ pour nos simulations est le logiciel MATLAB sous la version
R2016b.
La machine utilise´e pour nos simulations :
Un PC de bureau e´quipe´ d’un processeur Inter(R) Core(TM) i5-3550 CPU avec une horloge
de 3.30GHz, une me´moire RAM de 16 Go, un syste`me d’exploitation windows 7 professionnel
de 64 bits.
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5.3 Mode´lisation du champ de vision 3D d’une came´ra
5.3.1 Forme du champ de vision
Le champ de vision 3D d’une came´ra est mode´lise´ sous forme d’une pyramide selon la
figure 5.1. Mais la base de cette pyramide n’est pas vraiment plate. Nous la mode´lisons ici par
une autre pyramide pour que la somme des hauteurs des ces deux pyramides soit e´gale a` dmax .
Figure 5.1: Mode´lisation en 3D du champ de vision.
Les cinq extre´mite´s formant cette pyramide sont les points (O,P1,P2,P3,P4), dont les coor-





les e´quations (5.1 jusqu’a` 5.5), comme suit:


























b) Le point P1(x1, y1, z1) :
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Figure 5.2: (a) Angles d’ouverture (b) Angles de pose de la came´ra.
dmax: la porte´e maximale du champ de vision;
αih et α
i




v: les angles de pose horizontale et verticale respectivement de la came´ra C
i .
Remarque: Tous les angles sont prisent en degre´ (°).
Figure 5.3: Angles de pose du point P j .
5.3.2 Ve´rification du recouvrement
Pour ve´rifier le recouvrement du point P j par une came´ra Ci , il faut calculer les poses
horizontale ρh et verticale ρv de ce point dans l’espace, afin de les compare´es avec celles de la
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came´ra conside´re´e (ϕih et ϕ
i
v).
a) Calcul de la pose horizontale ρh du point P j :









L’angle de la pose horizontale ρh est modifie´ selon la condition d’orientation du segment





y > Ciy et P
j
x > Cix
180− |ρh| Si P jy > Ciy et P jx < Cix
|ρh| − 180 Si P jy < Ciy et P jx < Cix
−|ρh| Si P jy < Ciy et P jx > Cix
Figure 5.4: Orientation du segment (Ci , P j ).
b) Calcul de la distance entre Ci et P j :
La distance lij entre une came´ra Ci et un point P j est donne´e par l’e´quation (5.7) suivante:
lij =
√
(P jx −Cix)2 + (P jy −Ciy)2 + (P jz −Ciz)2 (5.7)
c) Calcul de la pose horizontale ρv du point P j:
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d) Condition de recouvrement :
Le point P j est dit recouvert par la came´ra Ci ou non, si la condition Vij est ve´rifie´e par
l’e´quation (5.9) comme suit:
Vij =











 1 Si dmin ≤ lij ≤ dmax0 Ailleurs
V 2ij =























5.3.3 Mode´lisation du FoV sous MATLAB
A l’aide des e´quations pre´ce´dentes (de 5.1 jusqu’a` 5.9), nous avons mode´lise´ le champ de
vision d’une came´ra FoV sous MATLAB (voir figure 5.5) et nous pouvons ve´rifier si n’importe
quel point P j est recouvert par n’importe quelle came´ra Ci ou non.
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Figure 5.5: Mode´lisation du FoV sous MATLAB.
5.4 Espace de recherche
L’espace de recherche de´finit les intervalles des valeurs nume´riques pour les parame`tres a`
optimiser. La position de chaque came´ra est limite´e par la longueur (0 ≤ X ≤ 18m), la largeur
(0 ≤ Y ≤ 12m) et la hauteur (0 ≤ Z ≤ 3m) de la salle. Aussi, la pose de chaque came´ra est
limite´e par les deux angles vertical et horizontal (-20° ≤ ϕv ≤ +20° et -180° ≤ ϕh ≤+180°),
respectivement. L’intervalle de l’angle de pose verticale ϕv est choisi d’une fac¸on a` ne pas
avoir une image inverse´e de haut en bas, tandis que ϕh permet un balayage horizontal complet.
Les angles d’ouverture verticale αv et horizontale αh ainsi que les porte´es maximale dmax et
minimale dmin sont limite´es selon des valeurs donne´es pour avoir une bonne re´solution de
capture.
Par conse´quent, chaque parame`tre est limite´ par sa valeur maximale et minimale a` ne pas
de´passer. L’espace de recherche pour notre application est donne´ en de´tails suivant le tableau
5.1.
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5.5 Nouvelle contribution de la PSO
Nous avons modifie´ les e´quations des coefficients cognitifs C1 et C2 selon les e´quations














cmax = 3.5 et cmin = 0.6.
Pour tester le comportement local et global des particules, nous avons utilise´ une fonction
de test Ftest pour (N = 20,T = 200,D = 2) afin d’e´valuer ce comportement. La fonction Ftest
utilise´e est :
Ftest = (x+1.42)
2 + (y +0.8)2 (5.12)
Les figures suivantes (5.6(a) et 5.6(b)) montrent bien le comportement des particules pour la
recherche d’une solution locale ou` la couleur en rouge repre´sente le de´but de la simulation et
en bleu la fin de la simulation:
Figure 5.6: Comparaison entre la PSO et la CPSO pour une recherche locale.
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D’apre`s la figure 5.6(a), nous remarquons que les particules sont e´loigne´es de la solution
optimale (plus disperse´es), puis ces particules (en bleu et en violet) se rapprochent lentement
vers la solution local optimale (cercle en bleu courtois). Par contre, la majorite´ des particules
dans la figure 5.6(b), sont plus regroupe´es autour de la solution optimale finale. Ici, nous pou-
vons dire que les particules covergent rapidement (par rapport a` la premie`re) et elles sont plus
concentre´es autour de la solution locale optimale. Dans ce cas, nous pouvons conclure que la
CPSO est meilleure que la PSO pour la recherche locale.
Pour voir le comportement des particules pour la recherche globale, nous pouvons analyser
les figures 5.7(a) et 5.7(b).
Figure 5.7: Comparaison entre la PSO et la CPSO pour une recherche globale.
Pour la recherche de la solution globale optimale (cercle en bleu courtois), la CPSO pre´sente
une convergence rapide (pre´sence de particules en couleur bleu) avec un minimum d’erreurs par
rapport a` l’optimisation par PSO qui pre´sente des erreurs comme s’il y a d’autres optimums.
On peut dire aussi que la CPSO est meilleurs pour la recherche de l’optimum global.
5.6 Application de la condition de recouvrement Cseuil = 2
Dans cette application, nous essayerons de de´ployer un re´seau de quatre jusqu’a` dix came´ras
pour recouvrir un mouvement d’un cube (utilisant huit marqueurs) afin que chaque marqueur
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soit vu par deux came´ras (Cseuil = 2) durant chaque trame du mouvement. Ce mouvement est
choisi pour sa complexite´, puisqu’il traverse la salle diagonalement; ainsi, il couvre presque un
tiers de sa surface.
Notre proble`me se re´sout comme un proble`me d’optimisation de placement 3D d’un re´seau
de came´ras. Pour atteindre notre objectif, nous utiliserons deux me´taheuristiques d’optimisation.
La premie`re est la PSO et la deuxie`me est l’optimisation par recherche stochastique fractale
RFS.
Pour la premie`re me´thode (PSO), nous utiliserons deux variantes : la premie`re est la tech-
nique CPSO (Canonical PSO) et la deuxie`me est une technique modifie´e de la CPSO que nous
avons appele´e MCPSO (de Modified Canonical PSO).
Pour e´valuer les performances de ces variantes, nous avons choisi de comparer les re´sultats
obtenus par la CPSO et la MCPSO avec les re´sultats obtenus par la me´thode d’optimisation
RFS.
Nous pre´sentons dans ce qui va suivre, les re´sultats de simulations suivant lePourcentage
de Recouvrement (PR) des marqueurs (en %) et le Temps de Calcul (TC en min) pour les
diffe´rentes techniques (CPSO, MCPSO et RFS). Pour une e´valuation convenable entre ces
techniques, nous avons fixe´ le parame`tre de population (NP = 50), le nombre des ite´rations
(T = 500), le meˆme mouvement exprime´ par le nombre de trames (T r = 26) et la condition
que chaque marqueur est vu par deux came´ras (Cseuil = 2), pour toutes les techniques.
Durant toutes les simulations avec les deux variantes de la technique PSO, nous avons ren-
contre´ le proble`me ou` certaines came´ras ne couvrent aucun marqueur. C’est pour cette raison
que la simulation est re´pe´ter jusqu’a` ce que toutes les came´ras de´ploye´es seront utilise´es (meˆme
si elle couvre un seul marqueur). C’est pour cette raison qu’on retrouve parfois une de´gradation
du recouvrement malgre´ l’incre´mentation du nombre de came´ras.
5.6.1 Recouvrement par la technique CPSO
Dans cette simulation, nous avons utilise´ la technique canonicale de la PSO (CPSO) pour
rechercher le recouvrement total des marqueurs du cube. Les coefficients cognitifs changent de
valeur avec l’e´volution des ite´rations, selon les e´quations (5.10) et (5.11).
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La figure 5.8 pre´sente les re´sultats d’optimisation par la technique CPSO pour couvrir les
marqueurs du cube. Malgre´ le de´ploiement de toutes les came´ras, le recouvrement total n’est
pas atteint par cette me´thode (77.88% seulement). Mais nous pouvons noter que le temps de
calcul est tre`s court (environ 1.49 minutes seulement).
Figure 5.8: Recouvrement par CPSO pour Cseuil = 2.
Les re´sultats du de´ploiement de dix came´ras sont donne´s par une vue globale en 3D par la
figure 5.9(a). La vue de haut (figure 5.9(b)) simplifie la compre´hension de nos re´sultats et on
peut remarquer que les marqueurs au milieu de la salle ne sont couverts que par la came´ra N°6
ou N°9 seulement; par contre, les autres marqueurs sont couverts par plus de deux came´ras, ce
qui explique pourquoi le recouvrement total n’est pas atteint. La figure 5.9(c) nous a permet de
ve´rifier qu’il n y’a aucune divergence et qu’aucune came´ra ne sorte de l’espace de recherche
(sous-sol).
Les valeurs nume´riques des re´sultats de placement par la technique CPSO sont donne´es par
le tableau 5.2. Nous pouvons constater que les valeurs obtenues ne divergent pas de l’espace de
recherche de´fini par le tableau 5.1.
Notre proble`me est la maximisation du recouvrement. La figure 5.10(a) pre´sente l’e´valuation
de la fonction de fitness en fonction des ite´rations. Selon cette figure, la solution est coince´e
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Figure 5.9: De´ploiement final du re´seau de dix came´ras par la CPSO.
dans un maximum local de`s le de´but de la recherche, malgre´ le passage entre le comportement
d’exploration et le comportement d’exploitation des particules (selon la figure 5.10(b)).
Figure 5.10: Evaluation (a) de la fonction de fitness (b) des coefficients cognitifs pour la CPSO.
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Tableau 5.2: Re´sultats de placement par la CPSO pour Cseuil = 2
Came´ra N° X[cm] Y[cm] Z[cm] ϕh[°] ϕv[°] αh[°] αv[°] dmax dmin
1 421.6 89 83.9 59 10 33.2 36.1 912.8 167.4
2 1200 100 150 64.8 3 33.5 35.8 944.6 169
3 601.4 1143 39.9 -84.1 18.6 33.1 35.9 916.5 167.8
4 922.8 1200 0 -94.4 10.1 33.4 35.6 929.4 165.5
5 8 775.3 76.4 -10.7 3.1 33.5 38.2 944.9 165.3
6 1718 684.1 150 -173.8 -18.8 33.3 35.8 944.5 166.3
7 30.4 42.2 131.1 27.1 -6.0 33.2 36.9 928.1 165.9
8 1700 150 52.5 114.9 -14.1 34.6 36.2 921.2 165.8
9 1604.2 1179.8 100 -121.2 -12.5 33.4 35.7 928 165.3
10 0 1093.4 100 -26 4.6 33.2 35.5 938.7 165.3
5.6.2 Recouvrement par la technique MCPSO
Dans cette section, nous essayerons d’ame´liorer les re´sultats pre´ce´dents par l’application de
la MCPSO. Cette nouvelle contribution consiste a` limiter l’incre´mentation et la de´cre´mentation
des coefficients cognitifs (figure 5.11(b)) a` 2.1, selon les e´quations (5.13) et (5.14). Cette lim-
itation consiste a` favoriser le comportement d’exploration du comportement d’exploitation au














cmax = 3.5 et cmin = 0.6.
Nous pouvons remarquer (selon la figure 5.11(a)) qu’il y a une ame´lioration de la qualite´
a` l’ite´ration ∼ 20 puis ∼ 100 et enfin a` ∼ 400. Cette ame´lioration est due au changement
d’information entre les particules. Nous pouvons dire qu’il y a un le´ger avantage par rapport a`
la technique CPSO.
Le graphe de la figure 5.12 pre´sente les nouveaux re´sultats obtenus par cette technique, ou`
le meilleur recouvrement a atteint 89.42% pour le de´ploiement du meˆme nombre de came´ras et
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Figure 5.11: Evaluation (a) de la fonction de fitness (b) des coefficients cognitifs pour la MCPSO.
avec un temps de calcul me´diocre de 1.24 minutes (re´duit que celui de la CPSO).
Figure 5.12: Recouvrement par la MCPSO pour Cseuil = 2.
Les figures (5.13(a), 5.13(b) et 5.13(c)) pre´sentent la vue globale, la vue de haut et la vue
de coˆte´ respectivement, pour le recouvrement de dix came´ras par la technique MCPSO sous la
condition Cseuil = 2.
Les valeurs nume´riques du re´sultat de placement par la technique MCPSO sont donne´es par
le tableau A.1. Nous pouvons toujours constater que les valeurs obtenues ne diffe`rent pas de
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Figure 5.13: De´ploiement final du re´seau de dix came´ras par la MCPSO.
l’espace de recherche de´fini par le tableau 5.1.
Remarque: les figures et les tableaux illustrant les valeurs nume´riques de placement seront
donne´s dans l’annexe A de cette the`se.
5.6.3 Recouvrement par la technique RFS
La figure 5.14 pre´sente les re´sultats du recouvrement obtenus par l’utilisation de la tech-
nique d’optimisation RFS. D’apre`s le graphe, nous pouvons remarquer une grande ame´lioration
par rapport aux deux techniques pre´ce´dentes, tel que le recouvrement total est atteint pour le
de´ploiement de seulement huit came´ras, mais avec un temps de calcul d’environ 3.99 minutes
et avec un nombre d’ite´rations infe´rieur a` 500.
Au de´but de l’utilisation de la technique RFS, nous avons remarque´ que le positionnement
final de quelques came´ras chevauche avec la trajectoire du cube (figure 5.15) et ce chevauche-
ment pose un grand proble`me pour la phase de reconstruction du mouvement en 3D.
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Figure 5.14: Recouvrement par la RFS pour Cseuil = 2.
Pour les deux premie`res techniques, ce proble`me n’est pas pose´, puisque chaque came´ra est
limite´e dans sa propre zone. Pour reme´dier a` ce proble`me, nous avons de´fini une zone de travail,
mode´lise´e par le rectangle noir repre´sente´ dans la figure 5.16, ou` le placement d’une came´ra a`
l’inte´rieur de cette zone pe´nalise la solution par la remise a` ze´ro de sa valeur de fitness.
Les figures (A.1(a), A.1(b) et A.1(c)) repre´sentent les re´sultats obtenus pour le placement de
huit came´ras avec un recouvrement total de 100%. Selon ces figures, nous pouvons remarquer
qu’il y a un proble`me dans le placement final de la came´ra N°2, ou` il y a toujours un seul
chevauchement avec la trajectoire du cube a` l’inte´rieur de la sce`ne, ce qui va eˆtre conside´re´
comme un obstacle qui ge`ne le mouvement re´el du cube une fois l’ope´ration d’acquisition est
lance´e.
Dans le domaine de la MoCap, ce proble`me peut eˆtre re´solu manuellement par l’ope´rateur,
tout en surlevant un peu la came´ra en question, puisque la solution donne´e par notre syste`me
est une solution approche´e et non exacte.
La figure 5.17 repre´sente l’e´volution de la fonction de fitness par RFS, pour le de´ploiement
de 8 came´ras, ou` l’objectif est atteint (P R = 100%) aux alentours de l’ite´ration 415. Nous
remarquons au de´but de la simulation, qu’il y a une de´gradation de la fonction de fitness, qui
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Figure 5.15: Chevauchement entre le cube et les came´ras.
Figure 5.16: Limitation de la zone de travail pour la technique RFS.
peut eˆtre cause´e par le positionnement des came´ras a` l’inte´rieur de la zone de travail ou par
des mauvaises poses, puis une ame´lioration rapide a` partir de l’ite´ration ∼ 100. Le retour de la
courbe vers le maximum exprime bien la fiabilite´ de cette technique.
5.6.4 Comparaison globale des re´sultats (pour Cseuil = 2)
Le graphe de la figure 5.18 re´sume les re´sultats de simulations obtenus par les trois tech-
niques d’optimisation (CPSO, MCPSO et RFS). Nous remarquons bien que la me´thode RFS a
donne´e les meilleurs re´sultats par rapport aux deux techniques PSO, ou` l’e´cart entre les courbes
est bien clair. Bien que les deux me´thodes PSO n’aient pas abouti au recouvrement total, les
deux courbes montrent bien que la me´thode MCPSO pre´sente une le´ge`re ame´lioration de re-
130
131 5. Optimisation du placement 3D d’un re´seau de came´ras par PSO et RFS
Figure 5.17: Evaluation de la fitness par la RFS pour Cseuil = 2.
couvrement par rapport a` la technique CPSO.
Figure 5.18: Re´sultats finaux de recouvrement (Cseuil = 2) pour les trois me´thodes.
Pour mieux tester l’algorithme d’optimisation RFS pour notre application, nous allons e´tendre
le nombre d’ite´rations jusqu’a` 5000 ite´rations. L’histogramme empile´ de la figure 5.19 pre´sente
en de´tails les diffe´rents re´sultats de simulation (Recouvrement, temps de calcul et nombre
d’ite´rations) pour la condition Cseuil = 2.
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Figure 5.19: Evaluation des re´sultats en fonction des ite´rations.
Cet histogramme montre bien la diminution du temps de calcul et du nombre d’ite´rations
tout en augmentant le nombre de came´ras, avec un recouvrement total assure´ pour la condi-
tion Cseuil = 2. Nous remarquons une importante ame´lioration entre le de´ploiement de huit et
neuf came´ras, qui s’explique par la chance de tomber sur une solution tre`s proche de l’optimal,
ce qui a permis a` l’algorithme de trouver la solution dans un court de´lai. Par contre nous
remarquons une de´gradation entre le de´ploiement de neuf et dix came´ras qui n’est pas vrai-
ment une de´gradation si nous la comparons avec le re´sultat de huit came´ras, puisque le nombre
d’ite´rations est infe´rieur.
5.6.5 Ve´rification par rapport a` l’espace de recherche
Si nous prenons par exemple la solution de placement de la came´ra N°1 dans le tableau 5.2.
La figure 5.20 montre bien que la solution est bien compatible avec les limites de l’espace de
recherche donne´es par le tableau 5.1. La courbe en rouge indique les limites maximaux des
parame`tres a` optimiser et la courbe en bleu montre les limites minimaux. D’apre`s cette figure,
les valeurs optimise´es de la solution sont pre´sente´es par la courbe en vert pour la CPSO et par
la courbe en violet pour la MCPSO. La courbe en bleu clair pre´sente la solution par la me´thode
RFS qui diverge de ces limites seulement pour les coordonne´es X et Y; mais pratiquement, c¸a
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ne pose aucun proble`me.
Figure 5.20: Les limites de l’espace de recherche.
5.7 Application de la condition de recouvrement Cseuil = 3
Pour augmenter la chance d’avoir plus de captures pour chaque marqueur et par conse´quence
d’assurer la phase de reconstruction 3D du mouvement, nous avons augmente´ la condition que
chaque marqueur doit eˆtre vu par trois came´ras durant chaque trame du mouvement. Dans ce qui
suit, nous allons re´soudre le proble`me avec les meˆmes me´thodes de´crites dans le cas Cseuil = 2.
5.7.1 Recouvrement par la technique CPSO
Le graphe de la figure 5.21 pre´sente le pourcentage de recouvrement et le temps de calcul
dans le cas de l’optimisation par la technique CPSO. L’augmentation de la condition de recou-
vrement a` trois came´ras a provoque´e des re´sultats de´ge´ne´re´s par cette me´thode. Nous pouvons
dire que cette technique a atteint ces limites d’optimisation pour le cas Cseuil = 3.
Les figures (A.2(a), A.2(b) et A.2(c)) repre´sentent la vue globale, la vue de haut et la vue
de coˆte´ respectivement, pour le recouvrement de dix came´ras par la technique CPSO sous la
condition Cseuil = 3.
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Figure 5.21: Recouvrement par la CPSO pour Cseuil = 3.
La fonction de fitness donne´e par la courbe de la figure 5.22 pre´sente une longue stabilite´ de
la valeur de fitness (∼ 12.75 frames) c’est a` dire un recouvrement de ∼ 49% (∼ 100∗12.75/26)
et c¸a peut eˆtre traduit comme un coincement de la solution dans un maximum local, puisque il
n’y a aucune ame´lioration du re´sultat jusqu’a` la fin des ite´rations.
Figure 5.22: Evaluation de la fitness par la CPSO pour Cseuil = 3.
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5.7.2 Recouvrement par la technique MCPSO
L’histogramme de la figure 5.23, donne les re´sultats de simulation du de´ploiement d’un
re´seau de came´ras par la me´thode MCPSO sous la condition Cseuil = 3. Nous pouvons facile-
ment remarquer une le´ge`re ame´lioration par rapport a` la CPSO pour la meˆme condition. Mais
malheureusement, le recouvrement total n’est toujours pas atteint par la technique MCPSO.
Figure 5.23: Recouvrement par la MCPSO pour Cseuil = 3.
Les figures (A.3(a), A.3(b) et A.3(c)) repre´sentent la vue globale, la vue de haut et la vue
de coˆte´ respectivement, pour le recouvrement de dix came´ras par la technique MCPSO sous la
condition Cseuil = 3.
Cette fois la fonction de fitness donne´e par la figure 5.24 pre´sente une graduation (marches
d’escalier) de la valeur de la fitness globale. L’allure de cette courbe s’explique par la locali-
sation, par les particules, d’une meilleure solution par rapport a` la pre´ce´dente en fonction des
ite´rations, meˆme si l’objectif final n’est pas atteint.
5.7.3 Recouvrement par la technique RFS
L’exigence de la conditionCseuil = 3 a rendue la tache tre`s difficile pour les techniques PSO,
mais pas pour la me´thode RFS (figure 5.25), qui pre´sente une le´ge`re de´gradation par rapport a`
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Figure 5.24: Evaluation de la fitness par la MCPSO pour Cseuil = 3.
la condition Cseuil = 2, mais l’objectif final est atteint meˆme avec le de´ploiement d’une came´ra
de plus.
Figure 5.25: Recouvrement par la RFS pour Cseuil = 3.
Les figures (A.4(a), A.4(b) et A.4(c)) repre´sentent la vue globale, la vue de haut et la vue
de coˆte´ respectivement, pour le recouvrement de neuf came´ras par la technique RFS sous la
condition Cseuil = 3.
La figure 5.26 repre´sente l’ame´lioration successive de la qualite´ de la solution exprime´e par
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sa valeur de fitness. Cette courbe a une allure line´aire, si nous excluons les deux de´gradations
aux ite´rations ∼ 20 et ∼ 400. Cette courbe exprime une recherche continue de la solution
optimale et le retour a` la meilleure solution malgre´ le passage par ces deux de´gradations.
Figure 5.26: Evalluation de la fitness par la RFS pour Cseuil = 3.
5.7.4 Comparaison globale des re´sultats (pour Cseuil = 3)
Une meilleure vue globale des re´sultats obtenus par les trois me´thodes sous la condition
Cseuil = 3, est donne´e par les courbes de la figure 5.27.
Figure 5.27: Re´sultats de recouvrement par les trois me´thodes avec Cseuil = 3.
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Les deux me´thodes CPSO et MCPSO pre´sentent presque les meˆmes re´sultats, avec une
le´ge`re de´gradation de la CPSO par rapport a` la MCPSO et c¸a est du au grand e´cart entre le com-
portement d’exploration et d’exploitation adopter par la CPSO. La re´duction de cet e´cart a aide´
la me´thode MCPSO a` exploiter rapidement les solutions trouve´es dans la phase d’exploration
et de sortir avec des solutions le´ge`rement optimles par rapport a` la CPSO.
La me´thode RFS pre´sente les meilleurs re´sultats. Pour mieux voir les opportunite´s de cette
me´thode pour notre application, nous avons re´pe´te´ les simulations pour un nombre plus grand
d’ite´rations (5000 ite´rations).
Les re´sultats obtenus sont pre´sente´s par l’histogramme de la figure 5.28, montre bien une
grande ame´lioration au niveau de notre objectif (recouvrement total), ou` il est atteint par le
de´ploiement de six came´ras, mais au prix d’un large temps de calcul (36,32 minutes ou 4356
ite´rations). D’autres solutions acceptables pour leurs temps de calcul et le nombre d’ite´rations,
allons de 12 minutes pour le placement de sept came´ras jusqu’a` 7 minutes pour le placement
de neuf came´ras (1314 a` 677 ite´rations respectivement). Le de´ploiement du nombre total des
came´ras donne le plus court temps de calcul et de nombre d’ite´rations.
Figure 5.28: Limites du recouvrement total par la RFS pour Cseuil = 3.
Pour le cas de 4 et 5 came´ras, le re´sultat obtenu est le maximal c’est a` dire que le recou-
vrement a` 100% est impossible pour ces deux cas. Ce que montrent les deux courbes de fitness
pour le de´ploiement de 4 et 5 came´ras (respectivement figure 5.29(a) et 5.29(b)).
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Figure 5.29: Fonction de fitness pour (a) 4 came´ras (b) 5 came´ras
5.8 Conclusion
Dans ce chapitre, nous avons cre´e un environnement virtuel en 3D qui est compatible
avec un syste`me MoCap optique. Dans notre environnement, nous avons ne´glige´ le proble`me
d’occlusion, quelle soit interne ou externe, cause´e par l’opacite´ du cube ou par la pose d’obstacles
dans la sce`ne.
La premie`re phase e´te´ de mode´liser le champ de vision en 3D d’une came´ra et de ve´rifier
si n’importe quel marqueur peut eˆtre vu par une came´ra donne´e ou non. Sur cette base une
simulation d’un mouvement d’un cube est re´alise´e afin d’optimiser le placement d’un re´seau de
came´ras ainsi que leurs nombres, dont la condition est de couvrir chaque marqueur par deux
(Cseuil = 2) ou par trois (Cseuil = 3) came´ras durant chaque trame du mouvement.
L’objectif principal de notre optimisation est de placer un nombre minimal de came´ras dans
un temps le plus re´duit possible pour atteindre le recouvrement total.
Par l’application de la premie`re ou de la deuxie`me condition, les deux variantes de la PSO
n’ont pas atteint l’objectif final (recouvrement a` 100%). Par contre la me´thode RFS a at-
teint l’objectif final pour les deux conditions, mais avec une relation inverse entre le nombre
d’ite´rations et le nombre de came´ras de´ploye´es.
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6.1 Conclusion ge´ne´rale
Nous avons traite´ dans cette the`se le proble`me du placement d’un re´seau de came´ras au-
tour d’un objet muni de marqueurs pour capturer son mouvement dans une sce`ne. De tels
syste`mes, sont dits syste`mes de capture de mouvement ou MoCap. Dans cette the`se, nous
avons choisi un syste`me de capture de mouvement optique. Ainsi, nous avons donne´ une e´tude
sur le mode`le ste´nope´ complet de´crit par la matrice de projection perspective qui mode´lise le
capteur (la came´ra).
Notre proble`me de placement a e´te´ traite´ comme un proble`me d’optimisation combina-
toire, puisqu’il s’agit de trouver une meilleure solution parmi plusieurs combinaisons, tout en
respectant des contraintes contradictoires avec l’objectif principal du proble`me. Notre travail
s’est oriente´ vers l’e´tude des me´thodes d’optimisation qui cherchent des solutions approche´es
avec un temps d’exe´cution acceptable par rapport aux me´thodes exactes; la me´taheuristique
d’optimisation par essaim de particule ”OEP” avec ses variantes (SPSO, WPSO et CPSO) et
aussi la recherche fractale stochastique ”RFS”, ont fait l’objet d’une e´tude de´taille´e dans ce
travail.
Deux applications de la me´taheuristique ”OEP” (avec ses variantes) dans un syste`me de
capture de mouvement virtuel ont fait l’objet d’une optimisation de placement 2D d’un re´seau
de came´ras. Comme premie`re application, nous avons pu optimiser (a` l’aide de la WPSO) le
placement 2D d’un re´seau de quatre came´ras dont l’objectif est de recouvrir un seul point , un
point avec obstacle et puis son mouvement a` l’inte´rieur d’une sce`ne tout en respectant les con-
traintes impose´es. L’objectif de recouvrement (P R = 100%) a e´te´ atteint pour cette application.
Comme une deuxie`me application, nous avons utilise´ la CPSO (avec la variation de C1 et C2)
pour optimiser le placement 2D d’un re´seau de came´ras afin de recouvrir le mouvement des
marqueurs d’un cube pour trois diffe´rents sce´narios.
Les me´ta-heuristiques CPSO, MCPSO et la RFS, ont e´te´ applique´es pour l’optimisation de
placement 3D d’un re´seau de came´ras pour le recouvrement des marqueurs d’un cube (pour un
sce´nario unique). Dans le domaine 3D, le nombre de parame`tres a augmente´ par rapport au cas
2D, ce qui a rendu le processus d’optimisation plus difficile. Les parame`tres a` chercher pour
le placement d’un re´seau de came´ras ont e´te´ optimise´s avec deux principales applications de
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6. Conclusion ge´ne´rale et perspectives 142
recouvrement ; la premie`re application est que chaque marqueur est recouvert par deux came´ras
(Cseuil = 2) ou` la technique RFS a atteint le recouvrement total (P R = 100% par le de´ploiement
de 8 came´ras); tandis que, la technique MCPSO n’a pas donne´e un re´sultat satisfaisant, mais elle
a pre´sente´ une le´ge`re ame´lioration de re´sultats (avec un P R = 89.42%) par rapport a` un P R =
77.88% pour la CPSO (de´ploiement de 10 came´ras pour chacune). La deuxie`me application
exige que le recouvrement doit eˆtre assure´ par trois came´ras (Cseuil = 3). Cette condition rend
la taˆche de trouver une solution optimale plus difficile que l’application pre´ce´dente, d’ou` le
faible pourcentage (P R = 45.67% et P R = 50% pour la CPSO et la MCPSO respectivemet);
Ici, et pour cette application, la technique RFS amiliore nettement les re´sultats pre´ce´dents et
assure un recouvrement total (P R = 100% par le de´ploiement de 9 came´ras seulement).
6.2 Perspectives
Le domaine de la capture de mouvement est un domaine vaste et prometteur. Le proble`me de
placement optimal reste toujours pertinent, puisqu’on cherche toujours une solution approche´e
influence´e par plusieurs crite`res (mouvement a` effectuer, nombre de personnes, pre´sence d’obstacles
fixes ou mobiles, sources de lumie`re ...etc.).
Dans notre application 3D, nous avons ne´glige´ le proble`me de la pre´sence d’obstacles qui
provoquent les occlusions (internes ou externes) des marqueurs.
Comme premie`re perspective, nous proposons d’abord l’imple´mentation de notre algo-
rithme ”RFS” dans un environnement virtuel tridimensionnel, pour qu’il soit plus proche a`
l’environnement re´el du domaine de la capture du mouvement (Par exemple : VRML de MAT-
LAB ou autre).
Une deuxie`me perspective, consiste a` la reconstruction du mouvement en 3D comme fonc-
tion d’objectif pour ve´rifier et valider les re´sultats de placement du re´seau de came´ras par sim-
ulation.
Une troisie`me perspective consiste a` comparer les re´sultats de simulation avec un mouve-
ment re´el enregistre´ dans un laboratoire e´quipe´ d’un syste`me MoCap optique.
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Tableau A.1: Re´sultats de placement par la MCPSO pour Cseuil = 2
Came´ra N° X [cm] Y [cm] Z [cm] ϕh [°] ϕv [°] αh [°] αv [°] dmax dmin
1 718.6 30.6 112 133.3 1.7 38.2 34.2 985.1 125.7
2 1048.2 48.7 17.1 71.1 11.2 37.5 34.6 967.7 136.7
3 543.4 1191.4 2.3 -79.9 6.8 36.7 33.8 980.2 131.5
4 1257.4 1198.5 31.2 -132.8 12.2 34.7 34.7 962.0 140.4
5 101.8 552.3 106.9 -0.5 -16.1 38.1 33.4 986.5 127.3
6 1793.4 570.4 33.2 153.1 5.7 37.8 33.4 983.7 125.0
7 149.1 57.1 175.2 24.2 -9.1 35.4 35.6 968.6 147.5
8 1635.6 191.2 126.2 122.9 -16.8 37.1 33.3 984.8 126.9
9 1543.9 1089.4 153.2 -156 -19.2 37.7 33.6 984.7 127.8
10 186.5 1070.3 76.3 -36.7 -9.8 37.1 33.5 991.5 130.7
149
A. Tableaux et figures 150
Tableau A.2: Re´sultats de placement par la RFS pour Cseuil = 2
Came´ra N° X [cm] Y [cm] Z [cm] ϕh [°] ϕv [°] αh [°] αv [°] dmax dmin
1 1367.2 1034.9 18.4 -135.1 1.8 35.7 32.2 757.5 172.5
2 937.0 558.8 75.0 39.7 -8.5 38.9 34.1 851.9 154.3
3 1313.6 480.0 55.7 68.3 -10.3 36.5 39.1 913.6 192.9
4 1211.1 197.7 35.5 156.9 -5.5 33.8 37.2 868.5 199.6
5 1272.4 137.9 28.3 125.0 10.5 35.6 35.1 730.1 179.9
6 369.1 1020.5 3.2 -78.9 -3.8 34.1 35.9 920.2 136.9
7 142.7 652.0 13.5 -13.3 5.1 36.4 33.8 795.0 134.1
8 1668.8 1136.0 76.5 -146.9 3.6 38.8 39.2 940.6 183.7
Figure A.1: De´ploiement final du re´seau de huit came´ras par la RFS pour Cseuil = 2.
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Tableau A.3: Re´sultats de placement par la CPSO pour Cseuil = 3
Came´ra N° X [cm] Y [cm] Z [cm] ϕh [°] ϕv [°] αh [°] αv [°] dmax dmin
1 678.1 50.0 99.1 71.2 8.3 34.2 33.8 846.9 169.1
2 948.9 85.3 84.3 70.5 12.4 34.1 34.7 847.1 170.2
3 411.2 1100 160.6 -67.8 9.6 33.9 34.4 846.9 168.6
4 1208 1100 91.5 -129.1 0.0 35.2 33.8 855.5 169.0
5 17.0 465.6 198.5 0.6 -13.0 33.6 33.9 854.5 167.8
6 1700 800 146.4 -165 -16.3 35.4 34.4 853.1 176.8
7 299.7 18.1 25.1 61.4 7.4 34.4 33.8 850.5 169.4
8 1729.2 220.3 196.8 115.7 -21.1 35.0 33.8 854.3 168.5
9 1700 853.6 93.7 -154.1 15.9 35.2 33.8 867.2 167.6
10 28.4 936 102.2 -63.5 14.3 35.2 33.7 849.4 169.7
Figure A.2: De´ploiement final du re´seau de dix came´ras par la CPSO pour Cseuil = 3.
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Tableau A.4: Re´sultats de placement par la MCPSO pour Cseuil = 3
Came´ra N° X [cm] Y [cm] Z [cm] ϕh [°] ϕv [°] αh [°] αv [°] dmax dmin
1 739.0 56.5 3.3 54.2 20.0 39.3 39.1 911.5 131.7
2 1095.2 40.8 158.7 49.3 2.0 37.0 37.2 903.5 132.9
3 500.0 1100.0 100.1 -96.7 0.1 38.6 39.1 949.4 151.2
4 1224.5 1100.0 24.3 -113.9 9.6 36.9 37.0 949.2 121.3
5 48.1 497.4 183.4 -23.4 -4.4 38.1 39.1 955.2 132.0
6 1717.0 568.8 161.3 147.6 -7.8 32.9 36.3 860.9 137.5
7 100.1 0.3 -0.1 54.1 14.9 39.1 37.6 920.4 131.7
8 1727.3 125.5 123.8 127.9 -1.5 39.3 34.3 950.3 120.3
9 1486.7 1127.3 05.0 -127.3 5.6 31.8 37.4 937.5 110.8
10 0.6 1149.7 200.0 -44.1 -5.8 39.2 38.5 948.5 132.5
Figure A.3: De´ploiement final du re´seau de dix came´ras par la MCPSO pour Cseuil = 3.
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Tableau A.5: Re´sultats de placement par la RFS pour Cseuil = 3
Came´ra N° X [cm] Y [cm] Z [cm] ϕh [°] ϕv [°] αh [°] αv [°] dmax dmin
1 230.1 117.2 29.9 46.1 2.0 38.2 36.7 989.8 130.7
2 81.3 402.8 41.7 -3.6 -2.7 36.7 35.8 845.5 182.4
3 517.4 500.4 48.7 13.7 -1.9 34.5 35.2 952.0 199.8
4 860.1 941.9 45.9 -4.6 3.0 38.0 37.0 800.7 125.3
5 1735.9 691.8 27.1 135.1 1.0 37.4 34.8 703.3 126.2
6 417.9 479.5 39.3 7.7 4.1 38.3 32.3 942.7 157.1
7 1283.4 432.4 36.9 63.6 0.6 36.9 36.2 824.0 191.3
8 836.6 543.0 46.2 37.0 2.7 39.2 34.7 893.8 195.1
9 904.8 1079.6 57.0 -110.4 0.0 39.0 34.8 936.1 170.0
Figure A.4: De´ploiement final du re´seau de neuf came´ras par la RFS pour Cseuil = 3.
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