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Sum m ary
The usual input to a motion analysis system is a temporal image sequence. Even though 
motion analysis is often called dynamic image analysis, it is frequently based on a small 
number of consecutive images, sometimes just two or three in a sequence. This case is 
similar to an analysis of static images, and the motion is actually analyzed at a higher 
level. There are three main groups of motion-related problems: Motion detection, 
moving object detection and localization, and derivation of 3D object properties. In this 
thesis we focused our attention on the second group. More specifically, within this group 
we will be dealing with four main issues: Moving object boundary detection, boundary 
delineation, boundary representation and description, and boundary matching for fast 
future location prediction.
To detect moving object boundaries a new theory derived from temporal cooccurrence 
matrices is proposed, developed and applied. Afterwards, a filter design is developed to 
get fast and accurate results. As any boundary detection method, the output from this 
stage is usually a set of unlinked segments of boundaries. To assemble these segments 
of boundaries into meaningful boundary, a new active contour model has been pro­
posed and developed that is capable of escaping energy minima caused by noise. Since 
our method for matching we based on the correspondence of interest points (feature 
points), we needed a proper set of invariant descriptors in order to match contours of 
two successive frames. For this task, a new theory on boundary representation and de­
scription called The theory of variances and varilets has been proposed and developed. 
We used moments of the variance transform and the normalized variance transform for 
an initial matching of contours which is in some sense a global matching. Afterwards, 
an Iterative sub-mappings strategy has been proposed and applied for fine matching. 
An important issue from the moment function was that extrema of successive deriva­
tives provide as a coarse-to-fine matching, where to each feature point we assigned a 
proper descriptor induced from the normalized variance transform matrix.
K ey w ords: Motion detection, active contours, contour representation, matching.
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Chapter 1
Introduction
In recent years, interest in motion processing has increased with advances in motion 
analysis methodology and processing capabilities. The usual input to a motion analysis 
system is a temporal image sequence, with a corresponding increase in the amount 
of processed data. Motion analysis is often connected with real-time analysis, for 
example, for robot navigation. Another common motion analysis problem is to obtain 
comprehensive information about moving and static objects present in a scene. A set 
of assumptions can help to solve motion analysis problems-as always, prior knowledge 
helps to decrease the complexity of analysis. Prior knowledge includes information 
about camera motion-mobile or static-and information about the time interval between 
consecutive images, especially whether this interval was short enough for the sequence 
to represent continuous motion. This prior information about data helps in the choice 
of an appropriate motion analysis technique. As in other areas of machine vision, 
there is no foolproof technique in motion analysis, no general algorithm; furthermore, 
techniques presented in this thesis work only if certain conditions are meet.
There are three main groups of motion-related problems from a practical point of view 
[124, 125]:
• Motion detection is the simplest problem. This registers any detected motion and 
is often used for security purposes. This group usually uses a single static camera.
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• Moving object detection and localization represents another set of problems. A 
camera is usually in a static location and objects are moving in the scene, or 
the camera moves and objects are static. These problems are considerably more 
difficult in comparison with the first group. If only moving object detection is 
recpiired (note the difference between motion detection and moving object detec­
tion), the solution can be based on motion-based segmentation methods. Other 
more complex problems include the detection of a moving object, the detection 
of the trajectory of its motion, and the prediction of its future trajectory. Im­
age object-matching techniques are often used to solve this task-typically, direct 
matching in image data, matching of object features, matching of specific repre­
sentative object points (corners, lines, etc.) in an image sequence.
• The third group is related to the derivation of 3D object properties from a set of 
2D projections acquired at difi’erent time instants of object motion.
In our thesis we focused our attention on the second group. That is, we will be deal­
ing with; moving object detection, moving object’s boundary dehneation, boundary 
representation and description, and boundary matching for future location prediction.
Motion evaluation itself may or may not depend on object detection. An example 
of object-independent analysis is optical flow computation at possibly all points of the 
image plane. Object-dependent methods are usually based on searching for a correspon­
dence between points of interest such as points of the object boundaries representing 
some characteristic featiu'es (corners, lines, etc.) or between regions (object’s inner 
characteristics).
Moving object detection is a well-studied problem in computer vision. In general there 
are two types of approaches;
Region-based approach and
Boundary-based approach
The most popular region-based approaches are background subtraction and optical 
flow. Background subtraction detects moving objects by subtracting estimated back­
ground models from images. This method is sensitive to illumination changes and small 
movement in the background, e.g. leaves of trees. Many techniques have been proposed 
to overcome this problem [40, 41, 42, 43]. However, a common problem of background 
subtraction is that it requires a long time for estimating the background models. It 
usually takes several seconds for background model estimation because the speed of 
illumination changes and small movement in the background are very slow. Optical 
flow also has a problem caused by illumination changes since its approximate constraint 
equation basically ignores temporal illumination changes [44].
In the case of boundary-based approaches, many of them use edge-based optical flow 
[45, 48, 49], level sets [50], and active contours, such as snakes [69], balloons [77], and 
geodesic active contours [91]. First methods that depend on optical flow, as we said 
before, are inaccurate. Furthermore, optical flow computation itself takes a lot of time. 
Methods using level sets or geodesic active contours are time consuming also and it is 
hard to apply them in real time appflcations.
In Chapter 3 we introduce a new concept for moving object detection that belongs in the 
category of object-dependent boundary-based methods which is fast and reliable. Our 
method uses cooccurrence matrices to detect moving boundaries. A typical example 
tha t belongs in this category is image subtraction method. Our method has a great 
advantage compared to image subtraction because it does not need threshold selection 
to be settled by the user. A second advantage of our concept is that the same framework 
can be used to detect static boundaries (for the sake of completeness it is also treated 
in this chapter).
The output of any moving boundary detection method usually is a set of broken pieces 
of the boundary or a set of points that lies in and around the real boundaries. To 
assembly these pieces of boundaries or points the commonly used techniques are edge 
relaxation [63, 64], graph searching for border detection [8, 9, 65], border detection as
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dynamic programming [66, 67], Hough transform [68], or active contours [69]. The first 
three techniques can work only if the gaps between broken boundaries are small enough 
and if the direction of edges are approximately linear. In general there is no guarantee 
that these conditions can be satisfied. The fourth one requires a lot of storage and 
is computationally expensive, moreover, it can detect only boundaries whose analytic 
expression is known. The last one, which is a recent approach to contour detection, 
can locate object boundaries of arbitrary shape even if these boundaries are broken. 
Taking advantage of these properties of active contours [69], our ultimate choice was 
to use them to delineate boundaries obtained by our method discussed in Chapter 3.
Active contours are a widely used class of models that locate boundaries in images by 
minimizing an energy function that depends on internal terms such as the length and 
curvature of the contour, and external terms which are functions of the image grey 
levels on and near the contour. It is well known that this basic active contour model 
has some difficulties, one of them is its inability to avoid local energy minima due to 
noise. To overcome this problem in Chapter 4 we present a new active contour model 
which is able to escape local energy minima due to noise by perturbing the contour 
representation during the energy minimization process.
After a moving object has been detected and its boundary has been delineated by 
methods used in Chapter 3 and Chapter 4 respectively, the next goal in our thesis was 
to match this boundary in time. As said earlier, for this task optical flow methods can 
be used such as edge-based optical flow and tracking of points of the contour in the first 
frame in the direction of vectors corresponding to the optical flow until we intersect the 
contour of the second frame, but as we already know, the optical flow is inaccurate and 
methods that are based on the correspondence of interest points becomes our choice.
On the other hand, matching an object boundary in time using points of interest 
requires a proper description of these points based on a given representation. When 
the boundary of an object (region) has been found, the representation is a m atter 
of choice between internal and external characteristics of the region. Description of 
these characteristics is a crucial step not only for matching but for any computer 
vision application. For instance, recognition of image regions is an important step
on the way to understanding image data, and requires an exact region description 
in a form suitable for a classifier. This description should generate a numeric feature 
vector, or a non-numeric syntactic description word, which characterizes properties (for 
example, shape) of the region. Region description already comprises some abstraction- 
for example, 3D objects can be represented in a 2D plane and shape properties that 
are used for description are usually computed in two dimensions. If we are interested 
in a 3D object description, we have to process at least two images of the same object 
talcen from different viewpoints (stereo vision), or derive the 3D shape from a sequence 
of images if the object is in motion. Since our input is a boundary of a two-dimensional 
shape (projected 3D shape) we will limit our discussion to 2D shape featiu’es.
Defining the shape of an object can prove to be very difficult. Shape is usually rep­
resented verbally or in figures, and people use terms such as elongated, rounded, with 
sharp edges, etc. The computer era has introduced the necessity to describe even very 
complicated shapes precisely, and while many practical shape description methods ex­
ist, there is no generally accepted methodology of shape description. Further, it is not 
known what is important in shape.
Shape is an object property which has been carefully investigated in recent years and 
many papers may be found dealing with numerous applications, examples include 
alphanumeric optical character recognition (OCR), electro-cardiogram (EGG) curve 
characterization, electro-encephalogram (EEC) analysis, cell classification, automatic 
inspection, technical diagnostics, etc. Despite this variety, differences among many 
approaches are limited mostly to terminology. These common methods can be charac­
terized from different points of view [107, 108, 94, 96, 95, 104, 101, 109, 99].
• Input representation form: Object description can be based on boundaries (contour- 
based, external) or on more complex knowledge of whole regions (region-based, 
internal).
• Object reconstruction ability: That is, whether an object’s shape can or can 
not be reconstructed from the description. Many varieties of shape-preserving 
methods exist, they differ in the degree of precision with respect to object recon­
struction.
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• Incomplete shape recognition ability: That is, to what extent an object’s shape 
can be recognized from the description if the objects are occluded and only partial 
shape information is available.
• Local/global description character: Global descriptors can be used if complete 
object data are available for analysis. Local descriptors describe local properties 
using partial information about the objects. Thus, local descriptors can be used 
for description of occluded object’s.
• Mathematical and heuristic techniques: A typical mathematical technique is 
shape description based on the Fourier transform. A representative heuristic 
method may be elongatedness.
• Statistical or syntactic object description.
• A robustness of description to translation, rotation, and scale transformations: 
Shape description properties in different resolutions.
Problems of scale (resolution) are common in digital images. Sensitivity to scale is even 
more serious if shape description is derived, because shape may change substantially 
with image resolution. Contour detection may be affected by noise in high resolution, 
and small details may disappear in low resolution. Therefore, shape has been studied 
in multiple resolutions which again causes difficulties with matching corresponding 
shape representations from different resolutions. Moreover, the conventional shape 
descriptions change discontinuously. A scale-space approach has been presented in 
[93, 110, 111, 103] that aims to obtain continuous shape descriptions if the resolution 
changes continuously. This approach is not a new technique itself, but is an extension 
of existing techniques, and more robust shape methods may result from developing and 
retaining their parameters over a range of scales [104].
Another problem that we should understand is that despite the fact that we are dealing 
with two-dimensional shape and its description, our world is three-dimensional and the 
same objects, seen from different angles (or changing position/orientation in space), 
may form very different 2D projections. The ideal case would be to have a universal 
shape descriptor capable of overcoming these changes-to design projection-invariant
descriptors. Consider an object with planar faces and imagine how many very different 
2D shapes may result from a given face if the position and 3D orientation of this simple 
object changes with respect to an observer. In some special cases, such as circles which 
transform to ellipses, or planar polygons, projectively invariant features (called invari­
ants) can be found. Unfortunately, no existing shape descriptor is perfect; in fact, they 
are all far from being perfect. Therefore, a very careful choice of descriptors resulting 
from detailed analysis of the shape for a specific task must precede any implementation, 
and whether or not a 2D representation is capable of describing a 3D shape must also 
be considered. For some 3D shapes, their 2D projection may bear enough information 
for solving specific tasks. In many other cases, objects must be seen from a specific 
direction to get enough descriptive information.
Object occlusion is another hard problem in shape analysis. However, the situation 
can be easier to solve. If pure occlusion is considered, not combined with orientation 
variations yielding changes in 2D projections as discussed above, if this is the case then 
only visible parts of objects may be used for description. Here, the shape descriptor 
choice must be based on its ability to describe local object properties-if the descriptor 
gives only a global object description (e.g., object size, average boundary curvature, 
perimeter), such a description is useless if only a part of an object is visible. If a local 
descriptor is applied (e.g., description of local boundary changes), this information may 
be used to compare the visible part of the object to all objects which may appear in 
the image. Clearly, if object occlusion occurs, the local or global character of the shape 
descriptor must be considered first.
As discussed earlier in this section, our input is the boundary of an object obtained 
by using an active contour model as presented in Chapter 3. Thus, in general we have 
two choices to represent and describe a shape: contour-based (external information) or 
region-based (internal information). We focus our work in this thesis to contour-based 
shape analysis based on external information.
In Chapter 2 we give an extensive introduction to contour-based shape representation 
and description methods and their problems. In Chapter 5 we propose Variances and 
varilets- a new theory on shape representation and description.
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After a moving object has been detected, its boundaries have been delineated, and its 
shape contour has been represented, the next task in our thesis was to match contours 
of two successive frames of an image sequence. For an initial matching people usually 
use principal axis theory [114], that is, two contours are initially matched by matching 
their corresponding eigenvectors. W ith this, we are able to find the initial point of 
two contoms by simply looking for the eigenvector that corresponds say to the highest 
eigenvalue, and points of the contours that intersects lines driven in the direction of 
this eigenvectors may be used as initial points of the contours [123]. The problem using 
this strategy of matching relies on the contour complexity, that is, a line driven in the 
direction of these eigenvectors may intersect a contour in more than one point and if it 
happens then we get into real trouble as to which of them to choose as an initial point. 
To avoid this problem in Chapter 6 we used moments of the variance transform.
Initial matching is usually used to facilitate tracking processes and further processing 
steps are needed in order to establish a complete correspondence between points of two 
consecutive contours. On the other hand, trying to match every single point of the 
first contour with a point in the second contour is time consuming. In addition, we 
need a very reliable set of descriptors to perform this task, and consecutive points of a 
single contour are very likely to be equal from the description point of view. For these 
reasons, methods that are based on interest points (since the number of interest points 
in the contoiu' is very small compared to the total number of points that constitutes 
the contour) detection and matching are appreciated. To detect interest points (as 
mentioned before) many techniques can be used such as corner and line detection 
methods, etc. In Chapter 6 we show how the variance transform can be used to detect 
points of interest in a given contour which is a task specific method.
After we find interest points of the first contour, the next task is to match them with 
corresponding points of interest in the second contour. For a fast matching the following 
boundary motion assumptions are usually used:
• Maximum velocity: Assume that a moving object is scanned at time intervals of 
dt. A possible position of a specific object’s contour point in an image is inside 
a circle with its center at the object’s contour point position in the previous
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frame and its radins Cmaxdt, where Cmax is the assumed maximum velocity of 
the moving object.
•  Small acceleration: The change of velocity in time dt is bounded by some constant.
• Common motion(similarity in motion): All the object’s contour points move in a 
similar way.
• Mutual correspondence: Rigid objects exhibit stable pattern points. Each point 
of an object’s contour corresponds to exactly one point in the next contour in 
sequence and vice versa, although there are exception due to occlusion.
In general, the maximum velocity of a particular part of a boundary is hard to esti­
mate. An error in estimation yields inaccurate matching. In our matching system we 
tried to avoid the first constraint. That is, we assume that the maximum velocity of 
a particular part of the contour is unknown. In Chapter 6 we propose a method for 
matching which does not make use of predefined maximum-velocity requirements.
1.1 Contributions
In comparison to related work in this field, our work in this thesis has a number of dis­
tinctive contributions. Except for the work we did in Chapter 4, that we refer to as im­
provements to an existing method, the remaining of this thesis is a completely original. 
Seven papers (that cover half of our work) have been already published [1, 2, 3, 4, 5, 6, 7], 
and another six papers (that cover the remaining half of our work) have been already 
submitted to conferences and journals.
1.2 Outline
This section discusses the organization of the remainder of this thesis. Chapter 2 
presents a critical overview of a number of published approaches in all key aspects of
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our work including boundary detection, active contours, contour-based shape represen­
tation and description, and boundary matching.
Since for our automatic motion analysis system the required image processing tech­
niques are a robust automatic boundary detection, an accurate active contour model, 
an optimal shape descriptor, and a reliable feature matching algorithm, the theories un­
derlying proposed techniques for these image processing tools are presented in Chapters 
3,4,5, and 6 respectively.
In Chapter 3, first a new theory on moving boundary detection is introduced. Since our 
new theory is developed by making use of Cooccurrence Matrices, after explaining the 
structure of cooccmrence matrices generally in Section 3.2, we proceed in Section 3.3 
to give a simple quantitative description of our theory. In Section 3.4 the qualitative 
formulation of the proposed theory is given, where a phenomena of cluster suppression 
residuum constants C SR C  is discovered. In Section 3.5, we make use of C SR C  to 
develop a filter design for fast and reliable boundary extraction. In Section 3.6 we 
give an extension of oru theory for static boundary extraction. The application of our 
theory in real examples is given in Section 3.7. Finally, in Section 3.8 we conclude our 
work of this chapter.
To delineate region boundaries in the frames of an image sequence obtained by our 
method as discussed in Chapter 3, we use the class of energy minimizing curves known 
as active contours. In Sections 4.1 and 4.2 we give an introduction to active contours 
and some of their problems. In Section 4.3 we show how local minima in the energy of 
an active contour, due to noise in the image, can be avoided by perturbing the contour 
representation during the energy minimization process. In Sections 4.4 and 4.5 we 
discuss other problems of active contours, such as the range of external forces, where 
we propose a two stage algorithm followed by experimental evidences in Section 4.6. 
Conclusions are given in Section 4.7.
To represent and describe a contour, obtained by delineating region boundaries as dis­
cussed in Chapter 4, in Chapter 5 we propose and develop a new theory on shape 
representation and description called The theory of variances and varilets. In Section
5.1 we give an introduction to shape analysis. As our basic intuition began by an­
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alyzing shapes using the continuous wavelet transform, and in Section 5.2 we give a 
brief introduction to this concept. In Section 5.3 we start our discussion on the new 
theory by giving first the concept of the Variance transform. In Section 5.3.1 we show 
how the variance transform responds when applied to structures such as lines. The 
concept of the Infinite variance transform and its uses is presented in Section 5.4. The 
generalized variance transform and varilets is given Section 5.5. Moments of the vari­
ance transform are given in Section 5.6. As the boundary shape in our case is a closed 
contour, in Section 5.7 we show the application of the variance transform to closed 
contours. In Section 5.8, we show the application of the variance transform to corner 
and line detection. The normalized version of the variance transform is given Section 
5.9. Advantages of om’ proposed theory are given in Section 5.10. Conclusions of our 
work in this chapter are given in Section 5.11.
In Chapter 6, we developed a simple algorithm for matching moving contours for the 
purpose of future location prediction. Our method is based on points of interest, where 
we used concepts of our theory from Chapter 5 to find and describe features of interest. 
Since points that represent the contour are oriented, an initial matching of contours is 
desirable in order to reduce the computation time. Principal axis theory can be used 
for this purpose, but as mentioned earlier in this chapter, there is a drawback because 
eigenvectors may intersect the contour in more then one point. In Section 6.2 we use 
moments of the variance-transform which are definitely far more advanced than using 
principal axis for an initial matching of contours. In Section 6.3 we use derivatives of 
the moment function for interest point detection described by the normalized variance- 
transform followed by an iterative sub-mapping strategy for matching. In Section 6.4 
we discus advantages of the proposed method for matching. The application of our 
technique is given in Section 6.5 for both synthetic and real examples.
Finally, in Chapter 7 we conclude our work and discuss possible extensions for our 
future plans.
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Chapter 2
Literature survey
The aim of this chapter is to present an extensive literature overview relevant to key 
aspects of our thesis. These key aspects are edge detectors, active contours, boundary 
representation and description, and matching.
2.1 Edge detection
In this Section we review papers dealing with both aspects of edge(boimdary) detection: 
• Static boundary detection
Moving boundary detection
2.1.1 S tatic boundary d etection
Edge detectors are a collection of very important local image pre-processing methods 
used to locate changes in the intensity function. In image analysis operators describing 
edges are expressed using partial derivatives or more precisely the gradient. Gradient 
operators as a measure of edge sheerness can be divided into three categories:
• Operators approximating derivatives of the image function using differences. Some 
of them are rotationally invariant (e.g., Laplacian) and thus are computed from
13
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one convolution mask only. Others, which approximate first derivatives, use sev­
eral masks. The orientation is estimated on the basis of the best matching of 
several simple patterns.
• Operators based on the zero-crossings of the image function second derivatives.
• Operators which attem pt to match an image function to a parametric model of 
edges.
Operators that fall into the first category are well known operators in digital image 
processing [15] such as Roberts, Laplace, Prewitt, Sobel, etc. These operators are 
based on convolution in very small neighborhoods and can work well only for specific 
images. The main disadvantage of these edge detectors is their dependence on the size 
of the object and sensitivity to noise.
Edge detection techniques that fall into the second category (zero crossing of the second 
derivative) explore the fact that it is much easier and more precise to find zero-crossing 
of the second derivative than extremes of the first derivative [21, 23).Those edge detec­
tion techniques have disadvantages as well. First, they smooth the shape too much. 
Second, they tend to create closed loops of edges.
Many image processing techniques work locally, theoretically at the level of individ­
ual pixels. Edge detection methods are an example. The essential problem in such 
computation is scale. Edges correspond to the gradient of the image function, which 
is computed as a difference between pixels in some neighborhood. There is seldom a 
sound reason for choosing a particular size of neighborhood, since the right size de­
pends on the size of the objects under investigation. To know what the objects are 
assumes that it is clear how to interpret an image, and this is not in general known 
at the preprocessing stage. The solution to the problem formulated above is the scale- 
space representation [22, 36, 29], where different scales are provided by different sizes 
of Gaussian filter masks. An example of the application of scales is that used by the 
popular Canny edge detector [19, 51].
In the third category fall edge detection techniques based on parametric models. Para­
metric models are based on the idea that the discrete image intensity function can be
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considered a sampled and noisy approximation of the underlying continuous or piece- 
wise continuous image intensity function [27]. Edge detectors that are based on this 
model describe edges more precisely than convolution-based edge detectors. Addition­
ally, they carry the potential for sub-pixel edge localization. However, their compu­
tational requirements are much higher. Promising extensions combine piecewise con­
tinuous function estimates called facet models [26, 24, 25] with Canny edge detection 
criteria and relaxation labelling [28].
Edge detection represents an extremely important step facilitating higher level image 
analysis and therefore remains an area of active research, with new approaches con­
tinually being developed such as edge detectors using fuzzy logic, neural networks, or 
wavelets [14, 18, 16, 13, 10, 17, 12, 11].
2.1.2 M oving boundary d etection
Moving boundary detection is related to motion detection. Motion detection is a well- 
studied problem in computer vision. There are two types of approaches: the region- 
based approach and the boundary-based approach.
The most popular region-based approaches are background subtraction, image subtrac­
tion, and optical flow. Background subtraction detects moving objects by subtracting 
estimated background models from images. This method is sensitive to illumination 
changes and small movement in the background, e.g. leaves of trees. Many techniques 
have been proposed to overcome this problem: Haritaoglu et al. used grey-level sub­
traction [53, 54], Pflnder modelled pixel color variation using multivariate Gaussians
[57], and Gaussian mixtures have also been used in similar manner [56, 41]. Roller et. 
al. [55] used an adaptive background model based on monochromatic images filtered 
with Gaussian and Gaussian derivative (vertical and horizontal) kernels. Background 
subtraction using these filter outputs yields results superior to the use of raw grey- 
levels. Other contributions includes: [40, 42, 43]. Although the mixture of Gaussians 
[41] is a popular and promising technique to estimate illumination changes and small 
movement in the background, a common problem of background subtraction is that 
it requires a long time for estimating the background models. It usually takes several
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seconds for backgi'ound model estimation because the speeds of illumination changes 
and small movement in the background are very slow. Optical flow also has a prob­
lem caused by illumination changes since its approximate constraint equation basically 
ignores temporal illumination changes [44].
Image subtraction techniques belong in the category of differential motion analysis and 
are based on direct difference between two consecutive frames of an image sequence 
[115]. Simple subtraction of images acquired at different instants in time makes motion 
detection (moving edge detection) possible, on the assumption of a stationary camera 
position and constant illumination.
The difference image can be based on more complex image features such as average 
grey-level in some neighborhood, local textm e features, etc. This method of moving 
edge detection can be applied to many practical problems. Jain e t  al [31, 32, 33] used 
image subtraction to find object motion parameters - whether the object is approaching 
or receding, which object overlaps which, etc. Rong et al. [35] and Abdel-Malek et 
al [34] used this technique in digital subtraction angiography, where vessel motion is 
estimated.
Detecting moving edges helps overcome several fimitations of differential motion anal­
ysis methods. By combining the spatial and temporal image gradients, differential 
analysis can be used reliably for detection of slow-moving edges as well as weak edges 
that move with higher speed. Moving edges can be determined by logical AND opera­
tions of the spatial and temporal image edges [30]. The spatial edges can be identified 
by virtually any edge detector from the variety given in Section 2.1, the temporal gra­
dient can be approximated using the difference image, and the logical AND can be 
implemented through multiplication.
In the case of boundary-based approaches, many of them use edge-based optical flow 
[45], active contours, such as snakes [69], and geodesic active contours with level sets 
[47].
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2.2 Cooccurrence m atrices and their uses
Cooccurrence matrices, originally called grey-tone spatial dependency matrices, were 
introduced by Haralick et al. [58], who used them to define textural properties of 
images.
Let I  be an image whose pixel grey levels are in the range 0 , . . . ,  255. Let ô = (u,v) be 
an integer-valued displacement vector; Ô specifies the relative position of the pixels at 
coordinates (x, y) and {x-\-u, y+ v). A spatial cooccurrence matrix M§ of /  is a 256 x 256 
matrix whose ( i,j)  element is the number of pairs of pixels of I  in relative position 5 
such that the first pixel has grey level i and the second one has grey level j .  Any <5, or 
set of (5’s, can be used to define a spatial cooccurrence matrix. In what follows we will 
usually assume that 6 is a set of unit horizontal or vertical displacements, so that M§ 
involves counts of pairs of neighboring pixels.
In addition to their original use in defining textm al properties, cooccurrence matrices 
have been used for image segmentation. Ahuja and Rosenfeld [59] observed that pairs 
of pixels in the interiors of smooth regions in I  contribute to elements of Mg near its 
main diagonal; thus in a histogram of the grey levels of the pixels that belong to such 
pairs, the peaks associated with the regions will be preserved, but the valleys associated 
with the boundaries between the regions will be suppressed, so that it becomes easier to 
select thresholds that separate the peaks and thus segment the image into the regions. 
In [60], Haddon and Boyce observed that homogeneous regions in I  give rise to peaks 
(clusters of high-valued elements) near the main diagonal of Mg, while boundaries 
between pairs of adjacent regions give rise to smaller peaks at off-diagonal locations; 
thus selecting the pixels that contribute to on-diagonal and off-diagonal peaks provides 
a segmentation of I  into homogeneous regions and boundaries.
Pairs of pixels in the same spatial position that have a given temporal separation in a 
sequence of images can be used to define temporal cooccurrence matrices. Let I  and J  
be images acquired at times t and t+dt] thus dt is the temporal displacement between I  
and J. A temporal cooccurrence matrix Mdt is a 256 x 256 matrix whose {i,j)  element 
is the number of pairs of pixels in corresponding positions in I  and J  such that the first 
pixel has grey level i and the second one has grey level j .
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Boyce et al. [61] introduced temporal cooccurrence matrices and used them in conjunc­
tion with spatial cooccurrence matrices to make initial estimates of the optical flow in 
an image sequence. They demonstrated that an initial probability of a pixel being in 
the interior or on the boundary of a region that has smooth optical flow in a given di­
rection in a pair of images could be derived from the positions of the peaks in a spatial 
cooccurrence matrix of one of the images for a displacement in the given direction, and 
in the temporal cooccurrence matrix of the pair of images. Borghys et al. [62] used 
temporal cooccurrence matrices to detect sensor motion in a moving target detection 
system by comparing the spatial cooccurrence matrix of one of the images with the 
temporal cooccmrence matrix of the pair of images.
2.3 A ctive contours
Active contours are a widely used class of models that locate object boundaries in an 
image by minimizing an energy function that depends on “internal” terms such as the 
length and curvatme of the contour, and “external” terms which are functions of the 
image grey levels on and near the contour. If we use the inverse rate of change of the 
image grey level as the external term, the energy will be low when the contour coincides 
with a strong, short, smooth boundary in the image. It is well known that this basic 
active contour model has difficulties in detecting object boundaries that are initially far 
from the contom; in delineating boundary shape details; and in avoiding local minima 
due to image noise.
Active contours, also known as “snakes” or deformable models, have proved to be an 
effective method of boundary delineation. Since the original work by Kass, Wit kin, and 
Terzopoulos (from now on: KWT) in 1988 [69], extensive research has been done on 
such models [70]. An active contour locates a boundary in an image by minimizing an 
energy function. This function includes “internal” terms that depend on the length and 
curvature of the contour; these terms are small when the contour is short and smooth. 
It also includes “external” terms that depend on the image grey levels at or near the 
points of the contour. For example, if the inverse rate of change of the image grey level
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is used as the external term, it will be small when the contour lies close to a strong 
boundary in the image.
In the KWT active contour model, the energy function is defined by an expression of 
the form
J c>c
where C is a ciuve in the image plane; s is a parameter representing a point on C; 
V == {x,y) is the position of the point in the plane; Vs and Vss are the first and second
derivatives of v with respect to s; w\ and W2 are (possibly variable) weights; and ^(v)
is a function of the image values in a neighborhood of v.
In this expression for E(C), the first two terms are called “internal” energy terms 
because they depend only on the geometry of C itself, while the third term is called an 
“external” energy term because it depends on the image grey levels at or near C. For 
example, suppose the value of ^ at a point (x,y) is the inverse rate of change of the 
image grey level at (x,y); then f  has low values on or near image boundaries and high 
values elsewhere.
It is well known that at a minimum of E(C), the coordinates x ,y  of the points of C 
must satisfy the Euler equations
Cj; =  w i Xs s  + m X s s s s  + { d f / d x )  =  0
Cy =  W i y s s  + W2Vssss + { d i / d y )  =  0
In the KWT model these equations are solved by an iterative process in which C  is 
approximated by a discrete set of points, and at each iteration, the positions of the 
points are adjusted so as to reduce and ey.
It has long been realized that this basic active contour model must be modified in or­
der to enable it to detect a distant object boundary, avoid local energy minima due to 
noise, and conform to the details of a boundary’s shape.
In the remainder of this section we review selected publications on active contours, 
emphasizing papers that made contributions to the representation of the contour; the 
definitions of the internal and external energy terms; the methods of initialization and
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energy minimization; and the methods of handling noise.
To improve the performance of active contours, alternative representations for the con­
tour have been proposed. Kass et al [69] represented an active contour by a digital 
curve. Delagnes et al [71] defined adjustable polygons: sets of active line segments 
that can approximate any object shape; this representation gives good results if the 
object to be delineated is noise-free. Wang et al [72] used a spline representation; 
this resulted in some improvement in accuracy and convergence speed over the KWT 
model. Wong et al [73] proposed a segmented snake model; this converted the problem 
of global optimization of a closed curve into local optimization of a number of open 
arcs. Their approach was able to locate convex, concave and high-curvature parts of an 
object boimdaiy; its performance was similar to that of Wang’s spline representation. 
Chesnaud et al [74] proposed a region snake model rather than using a boundary- 
based representation. Their model was based on Maximum Likelihood estimation of 
the statistics of the inner and outer regions defined by the boundary. This approach 
works well if we can use a priori assumptions about the statistics of the regions, and 
if these statistics are invariant or at least easy to classify. Ray et al [75] proposed a 
multiresolution approach in which the snake algorithm is applied at an initial scale, and 
after the snake stabilizes, a higher resolution is used to adjust it. A potential disadvan­
tage of this model is that high-curvature parts of the bomidary and thick curves may 
be eliminated at the coarser resolution. Velasco and Marroquin [76] proposed Sandwich 
Snakes, which can detect contours that have complex shapes and reject false minima 
(up to some level) due to noise. Their model consists of two snakes, one inside and the 
other outside the boundary; it requires a one-to-one correspondence between the two 
snakes.
The performance of active contour models can be improved by modifying the definition 
of their internal energy. Cohen [77] proposed the use of a pressure force which inflates 
the active contour in the normal direction until it conforms to the boundary of the 
object. This model gives good results in noise-free images, but improper selection of 
the pressure force yields poor results. Davatzilcos and Prince [78] proposed spatio- 
temporal variation of the internal energy terms as functions of position in the image
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and the number of iterations. This allows the model to handle high-curvature parts of 
the boundary more effectively than ffxed-parameter algorithms. Xu et al. [79] proposed 
a method of compensating for the normal internal force so as to make it independent of 
shape. The resulting model works well, with no need to fine-tune internal parameters, 
and can conform to high-curvature parts of a boundary such as corners; however, its 
ability to overcome noise is reduced. Wang et al. [72] divided the energy minimization 
process into multiple stages. The first stage was designed to optimize the convergence 
speed in order to allow the snake to quickly approach the minimum-energy state. The 
second stage was devoted to snake refinement and local minimization of the energy, 
thereby driving the snake to a quasi-minimum-energy state. Finally, the third stage 
used the Bellman optimality principle to fine-tune the snake to a global minimum- 
energy state. Metaxas and Kakadiaris [80] presented a technique for the automatic 
adaptation of a deformable model’s elastic parameters in a Kalman filter framework. 
The parameters are initialized and are subsequently modified, depending on the data 
and the noise distribution, until the contour conforms to the boundary; this works well 
if the spatial variations of the data are smooth. Mokhtarian and Mohanna [81] proposed 
an active contour model in which the smoothness internal evergy term is replaced by 
the output of a Curvature Scale Space filtering process. The output of each iteration 
is smooth in this discrete multistage process. Other work on adaptive active contours 
which allows the energy function to vary during the optimization process was done by 
Choi et al. [82].
Other authors have modified the definition of the external energy to increase the capture 
range of a snake and thus make the snake robust to noise. Kass et al [69] used a 
scale space approach to guide a snake toward the boundary of an object. Xu and 
Prince [83] proposed a new external energy term called the “Gradient Vector Flow 
Field” computed by diffusion of the gradient vectors of a grey-level or binary edge map 
derived from the image. This force field is insensitive to initialization of the snake and 
allows the snake to move into concave boundary regions in noise-free images. However, 
using the diffusion of gradient vectors to develop this field may increase the effect of 
noise. Davatzikos and Prince [84] suggested that center of mass computation may be 
better behaved than potentials based on image gradients. Peterfreund [85] used spatio-
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velocity space (a combination of optical flow and image forces) to track boundaries of 
nonrigid objects on cluttered backgrounds. He also [86] proposed a Kalman-filter based 
active contour model for tracking nonrigid objects in combined spatio-velocity space. 
This model detected and rejected spurious measmements (up to some level) which 
were not consistent with previous estimates of image motion. Finally [87], he presented 
another active contom* model in spatio-velocity space which was based on a probability 
data association filter approach and made use of directional models of image potential 
and optical flow along contour points. This method was developed to discriminate 
between object measurements and image clutter, and had good performance in real- 
world tracking problems such as a walking leg and a waving hand. However, it was 
unable to cope with sudden changes such as back-and-forth movements since it used a 
Kalman filter.
An active contour model can be semi- or fully automatic, depending on how it is ini­
tialized. Kass et al. [69] initialized the snake near a boundary. Cohen [77] initialized 
the snalte inside or outside an object and used a pressure force to push the contom* 
outward or inward until it reached the boundary. Neuenschwander et al. [88] presented 
a model in which the user has to specify only the two endpoints of the contour rather 
than a polygonal approximation. The snake converges from this minimal initializa­
tion by propagating image information along the contour from both endpoints. The 
Gradient Vector Flow Field used by Xu and Prince [83] made the snake insensitive to 
initialization.
Alternative algorithms for minimizing the energy of an active contour have also been 
used. Kass et al. [69] minimized the energy by solving the Euler equations. Amini et 
al. [89] used dynamic programming to optimize an active contour; their approach was 
more stable than the original KWT approach, but it was time-consuming. Williams 
and Shall [90] proposed a greedy algorithm, which gave results comparable to those 
of Amini’s method but was much faster. A common disadvantage of both methods 
was that they are local and hence are relatively sensitive to noise. Caselles et al. [91] 
proposed Geodesic Active Contours, which combined a geometric contour model with 
energy function minimization. The performance of this approach is comparable to that 
of conventional active contour models up to a constant that depends on the initial
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parametrization of the contour. The Geodesic Active Contour model combined with 
level set methods can be used to delineate the boundaries of multiple objects. This 
model has advantages over the original active contour model, but it has the drawback 
of being nonhnear.
The convergence speed and accuracy of active contours depends greatly on the level 
of noise in the image. Filtering techniques can be used to reduce the noise to some 
degree, but it is almost impossible to eliminate it completely. As a result, a snake may 
get stuck at energy minima caused by noise before it reaches a boundary. To avoid 
this situation, Davatzikos and Prince [78] proposed an algorithm in which the internal 
energy varies spatially. By giving high weight to the internal energy in noisy parts of 
the image they were able to overcome local minima. This model worked well when the 
object to be delineated had smooth boundaries. Delagnes et al. [71] proposed a new 
energy function based on textural characteristics of objects to resolve conflict situations 
when tracking objects on a cluttered background. Their method worked well when the 
textures were easily distinguishable. Other active contour models that were designed 
to overcome noise include those proposed by Metaxas and Kakadiaris [80], Chesnaud et 
al. [74], Peterfreund [86], and Velasco and Marroquin [76]; these models were described 
above. Ip and Shen [92] used snake prototype correspondence; this was often effective 
in a noisy background in situations where the vertices of the object boundary were far 
enough from each other.
2.4 Contour-based shape representation and description
As discussed in Chapter 1, our input is the boundary of an object obtained by using an 
active contour model as presented in Chapter 3, thus, in general we have two choices 
to represent and describe a shape: contour-based (external information) or region- 
based (internal information). We focus our work in this thesis to contour-based shape 
analysis. In this section we try  to introduce generally applicable contour-based methods 
for representation and description.
An object can be described by a sequence of unit-size line segments known as Chain
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code. A point in the contour is selected as the first element and by using an orientation 
say clock-wise we trace the contour element by element. The process results in a 
sequence of numbers. Tliis definition of chain code is also known as Freeman’s code 
[98]. Boundary length is another way of describing a contour which is simply derived 
from the chain code. Since in the chain code vertical and horizontal steps have a 
unit length, the problem of defining the perimeter of a boundary is a simple matter. 
The curvature scalar descriptor finds the ratio between the total number of boundary 
pixels and the number of pixels where the boundary direction changes significantly. A 
curvature itself is the rate of change of slope whose maxima can be used as descriptors. 
The Bending energy of a border (curve) may be understood as the energy necessary 
to bend a rod to the desired shape, and can be computed as a sum of squares of the 
border curvatme over the border length, that also can be used as a shape descriptor. 
Other techniques includes Fourier descriptors that can be invariant to translation and 
rotation if the co-ordinate system is appropriately chosen [106, 102], but although they 
are general techniques, problems with describing local information exist. A modified 
technique using a combined frequency-position space that deals better with local curve 
properties is described in [97].
Representation of a boundary using segments with specified properties is another option 
for boundary description. If the segment type is known for all segments, the boundary 
can be described as a chain of segment types. A polygonal representation approximates 
a region by a polygon, the region being represented using its vertices. There are many 
types of straight-segment boundary representations [106, 105, 100]; the problem lies in 
determining the location of boundary vertices. Boundary segmentation into segments 
of constant curvature is another possibility for boundary representation. The boundary 
may also be split into segments which can be represented by polynomials, usually of 
second order such as B-splines [70].
Sensitivity of shape descriptors to scale (image resolution) is an undesirable feature of 
the majority of descriptors. In other words, shape description varies with scale, and 
different results are achieved at different resolutions. This problem is no less impor­
tant if a curve is to be divided into segments; some curve segmentation points exist 
in one resolution and disappear in others without any direct correspondence. If we
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take this into account, a scale-space approach to curve segmentation that guarantees 
a continuously changing position of segmentation points is a significant achievement 
[93, 110, 111, 38, 37]. In this approach only new segmentation points can appear at 
higher resolutions, and no existing segmentation points can disappear. This technique 
is based on application of a unique Gaussian smoothing kernel to a one-dimensional 
signal (e.g., a curvature function) over a range of sizes and the result is differentiated 
twice. To determine the peaks of curvature, the zero-crossings of the second derivative 
are detected; the positions of zero-crossings give the positions of curve segmentation 
points. Different locations of segmentation points are obtained at varying resolution 
(different Gaussian kernel size).
2.5 Contour based m atching
Special attention in the past years has been devoted to contour matching by means of 
snake models. Since their first introduction by Kass et al. [69] many other approaches 
have been developed to improve performance of active contours. Most of these ap­
proaches have been applied to the problem of contour tracking. In the original work by 
Kass [69], the tracking was performed using as initial position for the current frame, the 
optimal snake position found in the preceding frame. The same approach is followed in 
Leymarie [130] and Geiger [129]. In these works it is claimed that the contour can be 
tracked along the sequence when there are no large deformations of this contour and 
the frame rate is high enough. However, the snake will not be able to track a contour 
if the initialization provided by the contour detected in the previous frame is outside 
of the field of forces corresponding to the new deformed and displaced contour.
Another method was proposed in Fujimura [128]. In this case two new terms were 
introduced in the energy functional to account for the inter-frame constraints, one for 
internal and one for external forces. The first term introduces continuity of the snake 
in the time dimension while the second one tries to maintain unchanged the intensity 
value of every control point. However, the intensity value of the particular control point 
does not preserve enough information to track a specific contour. Moreover, the time
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continuity restriction is not compatible with large deformation of the contours. Other 
modifications that adapt the basic algorithm to the tracking of contours can be found 
in Delagnes [127], Vieren [133], Akgul [137], Chalana [135].
In Terzopoulos [132], Blake [126] and Peterfreund [131] the tracking problem is solved 
by using Kalman filtering estimation. The differential equations derived from the snalce 
model are used as the system model of a recursive non-rigid motion estimator. The 
estimator synthesizes nonrigid motions using the system model and the observations 
made on the image. This system is appropriate when the motion of the contour is 
predictable and there are no large deformations.
In [134] and [136], in addition to the extracted contour of preceding frame, optical flow 
is also used to find the candidate contour points for the adjacent frame. But, as said 
before, the optical flow analysis method can be appfied only if the intervals between 
image acquisitions are very short. If the inter-frame time interval is large, the ultimate 
choice is the correspondence of interest points.
Contour matching based on correspondence of interest points (feature points) works for 
inter-fiame time intervals that cannot be considered small enough. Detection of cor­
responding contour points in subsequent frames is a fundamental part of this method- 
if this correspondence is known, velocity fields can easily be constructed (this does 
not consider the hard problem of constructing a dense velocity field from a sparse 
correspondence-point velocity field).
The first step of the method is to find significant points in two or more successive 
frames of the sequence-points least similar to their surrounding representing contour 
corners, lines, or any other characteristic features in a contour that can be tracked over 
time. Thus, a set of interesting points in the contour can be any boundary descriptive 
technique as explained in the previous section. As mentioned in Chapter 1, a contour 
is a subset of an image space so that any method of matcliing based on correspondence 
of interest points in an image is completely appficable for contours.
Now, on the assumption that interest points have been located in all images (in our 
case in two contours of successive frames of an image sequence), a correspondence 
between points in consecutive images is sought. Many approaches may be applied to
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seek an optimal correspondence. One method [120, 121, 122] is a very good example 
of the main ideas of this approach; The correspondence search process is iterative and 
begins with the detection of all potential correspondence pairs in consecutive frames. 
A maximum velocity assumption can be used for potential correspondence detection, 
which decreases the number of possible correspondences. Each pair of corresponding 
points is assigned a number representing the probability of correspondence. These 
probabilities are then iteratively recomputed to get a globally optimum set of pairwise 
correspondences using another motion assumption-the common motion principle. The 
process ends if each point of interest in a previous frame corresponds with precisely one 
point in the following frame.
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Chapter 3
Boundary detection
3.1 Introduction
In this Chapter, we present a theory on boundary detection based on random cluster- 
element coincidence described by cooccurrence matrices. Cooccurrence matrices, orig­
inally called grey-tone spatial dependency matrices, were introduced by Haralick et al.
[58], who used them to define textural properties of images, whose definition is as below:
D efin ition  3.1.1. Let I  be an image whose pixel grey levels are in the range 0 , . . . ,  255. 
Let Ô — (u, v) be an integer-valued displacement vector; ô specifies the relative position 
of the pixels at coordinates {x,y) and {x + u , y  + v). A spatial cooccurrence matrix 
of I  is a 256 x 256 matrix whose (i , j ) element is the number of pairs of pixels of I  in 
relative position 6 such that the first pixel has grey level i and the second one has grey 
level j .
Any (5, or set of J ’s, can be used to define a spatial cooccurrence matrix.
Temporal cooccurrence matrices has been introduced by Hadon et al [60],whose defini­
tion is given below:
D efin ition  3.1.2. Pairs of pixels in the same spatial position that have a given temporal 
separation in a sequence of images can be used to define temporal cooccurrence matrices.
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Let I  and J  be images acquired at times t and t+ dt; thus dt is the temporal displacement 
between I  and J . A temporal cooccurrence matrix M^t is a 256 x 256 matrix whose (i, j)  
element is the number of pairs of pixels in corresponding positions in I  and J  such that 
the first pixel has grey level i and the second one has grey level j .
It is evident that a spatial cooccurrence matrix can be obtained from the temporal 
cooccurrence matrix concept; for any given frame we can treat its spatially shifted ver­
sion as a successive frame of a sequence, the temporal cooccurrence matrix found in 
this way is exactly a spatial cooccurrence matrix.
In this Chapter, we applied the cluster coincidence phenomena to extract region bound­
aries from the h ames of an image sequence. As this phenomena occurs in cooccurrence 
matrices, in Section 3.2 we describe peaks (clusters of high values) that can be expected 
to occur in cooccurrence matrices when the image(s) contain smooth regions separated 
by stationary or moving boundaries. In section 3.3 we give a basic qualitative descrip­
tion of the main idea in extracting moving region boundaries from an image. Section 
3.4 gives a detailed qualitative formulation of this concept and the proof of existence of 
a constant that we call Cluster Suppression Residuum Constants (CSRC) that provides 
basis of this theory. In Section 3.5 we make use of C SR C  to develop an automatic 
filter; the CiSjRC-filter. In Section 3.6 we show the extension of our theory for static 
boundary detection. Further experimental results are given in Section 3.7. Finally, in 
Section 3.8 we give a conclusion to our work in this chapter.
3.2 The structure of cooccurrence m atrices
In the next section we will describe a method of using temporal cooccurrence matrices 
to extract moving region boundaries from the images of a sequence. In this section we 
describe the peak structm*es that should be present in spatial and temporal cooccur­
rence matrices.
We assume that an image I  is composed of regions in which (ignoring noise) the grey 
levels vary smoothly, and that if two regions are adjacent, they meet along a boundary 
at which the grey level changes significantly. It is well known (see [60]) that in a spatial
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cooccurrence matrix of / ,  each region (say having mean grey level g) should give rise 
to a peak centered on the main diagonal in approximate position {g,g)] the sum of 
the element values in this cluster should be proportional to the area of the region. 
Similarly, each boundary between two adjacent regions (say having mean grey levels g 
and h) should give rise to a pair of off-diagonal peaks at approximate positions {g, h) 
and {h,g), and with value sum proportional to the length of the border.
Figure 3.1a is a test image I  containing a solid square with grey level 200 on a back­
ground with grey level 100. This image is composed with noise having a normal distri­
bution with mean value zero and variance equal four. Let J  be another image (Figure 
3.1b), the same as I  but where the solid square has slightly moved from its original 
position, and having the same instance of noise generated by a random generator.
We can treat I  and J  as consecutive frames of an image sequence acquired by a sta­
tionary camera. In this case the frames show an object (solid square) moving against a 
stationary background at a rate of one pixel per frame. In the temporal cooccurrence 
matrix of I  and J  (Figure 3.1c), pairs of pixels that are in a moving region in both 
images will contribute to an on-diagonal peak. Similar, pairs of pixels that are in the 
background in both images will contribute also to another on-diagonal peak. Pairs 
of pixels that are covered up or uncovered by the motion will contribute to a pair of 
off-diagonal peaks.
3.3 Extracting boundaries using cooccurrence m atrices
As discussed in Section 3.2, motion of an object against a contrasting background 
between two frames of an image sequence gives rise to off-diagonal peaks in a temporal 
cooccurrence matrix of the two frames. Thus it should be possible in principle to 
extract moving boundaries from a pair of successive frames of an image sequence by 
detecting off-diagonal peaks in the temporal cooccurrence matrix of the two frames and 
identifying the pixels in either of the frames that contributed to those peaks.
Unfortunately, off-diagonal peaks are not always easy to detect in cooccurrence matri­
ces. Since the images are noisy, all the elements near the diagonal of a cooccurrence
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matrix tend to have high values, and the presence of these values makes it hard to 
detect off-diagonal peaks in the matrix that lie close to the diagonal since these peaks 
tend to have lower values. If we knew the standard deviation of the image noise, we 
could estimate how far the high values which are due to noise extend away from the 
diagonal of the cooccurrence matrix, and we could then look for peaks in the matrix 
that are farther than this fiom the diagonal; but information about the image noise 
level is usually not available.
In this section we describe a method of suppressing clusters of high-valued elements 
from a temporal cooccurrence matrix. As we will see, the suppressed matrix elements 
tend to lie near the diagonal of the matrix. Hence when the suppression process is 
applied to a temporal cooccmrence matrix the image pixels that contributed to the 
unsuppressed elements of the matrix tend to lie on the boundaries of moving regions.
Our method of suppressing clusters of high-valued elements from a cooccurrence matrix 
takes advantage of two observations:
(1) The matrix elements in the vicinity of a high-valued cluster almost certainly have 
nonzero values, so that the nonzero values in and near the cluster are “solid”. On 
the other hand, it is more likely that there are zero-valued elements in and near 
a cluster of low-valued elements, so that the nonzero values in and near such a 
cluster are “sparse” .
(2) As we saw in Section 3.2, the on-diagonal clusters in a cooccurrence matrix, 
when arise fi’om regions in the image, can be expected to be symmetric around 
the main diagonal, and the off-diagonal clusters, which arise from motion, can 
be expected to occm in pairs whose means are symmetrically located around the 
main diagonal, since the noise in the image has zero mean. Hence if we have two 
cooccurrence matrices that are transposes of one another (see below), the clusters 
in these matrices should occur in the same approximate positions.
We can obtain temporal cooccurrence matrices that are transposes of one another by 
using reverse temporal displacements; i.e., if I  and J  are successive frames of an image 
sequence, we can use the temporal cooccmrence matrices of I  and J  (Figure 3.1c) and
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(e) (f)
Figure 3.1: (a and b) Two synthetic images (images I and J). (c and d) Their corre­
sponding temporal cooccurrence matrices, (e and f) Their mutual suppression.
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of J  and I  (Figure 3.Id). Evidently, Figure 3.1c and Figure 3.Id are transposes of each 
other.
Let M  and N  be two cooccurrence matrices that are transposes of one another. We 
suppress from M  all elements that are nonzero in N  (or vice versa). Elements of M  
that are in or near a “solid” cluster will almost certainly have nonzero values in N; 
hence these elements will almost certainly be suppressed from M.  On the other hand, 
many of the elements of M  that are in or near a “sparse” cluster will have zero values 
ill TV because the nonzero elements of these clusters in M  and TV are not in exactly 
symmetrical positions; hence many of these elements will not be eliminated by the 
suppression process.
Figure 3.2: Elements of Figure 3.1a that contributed to nonzero elements of Figure 
3.le.
Figure 3.le shows the nonzero elements of Figure 3.1c that are zero in Figure 3.Id, 
and Figure 3. If shows the nonzero elements of Figure 3.Id that are zero in Figure 3.1c. 
We see that the “solid” parts of the matrix have been suppressed and the “sparse” 
parts have survived. Figure 3.2 shows the pixels of Figure 3.1a that contributed to the 
nonzero elements in Figure 3. le. Almost all of these pixels lie on region boundaries in 
Figure 3.2. It is interesting that the density of points having nonzero values in Figure 
3.2 seems to depend on region’s size, we will recall this phenomena again in Section
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(e) (f)
Figure 3.3: (a and b) Two frames of an image sequence, (c and d) Their corresponding 
temporal cooccurrence matrices, (e) The suppression of (d) from (c). (f) Elements of 
(b) that contributed to nonzero elements of (e).
In Figure 3.3 we show a real example of this process. Please observe the corresponding 
temporal cooccurrence matrices structure ( Figures 3.3(c and d)) of Figures 3.3(a and 
b), it is almost impossible even by eye to detect any cluster, but the result in Figure 
3.3f that corresponds to nonzero elements of (e) shows almost only moving boundaries.
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3.4 Qualitative formulation of the concept of cluster sparse­
ness and suppression
In the previous sections we gave a qualitative description of the cluster sparseness and 
suppression. In this section we will try to give a qualitative formulation of this problem. 
An image /  is a 2 ~  Dimensional digital function that can be treated as a discrete 
function defined in some space and with values in a space
(n^,/3(rix)). Similar to this, a noise value in any given pixel of the image plane, can be 
treated as a random vaiiable % defined in some probabilistic space (n^ ,^(ü^),P ).
A random variable % isa  function
x: ^  ( x ( i i xhx(0(^x)hx(P) )
that maps one space to another. Knowing P  from the pdf of  % is uniquely
defined, and when this function happens to be identity mapping then the noise values are 
uniquely represented by x  (fi’om now on, we will assume that % is an identic mapping). 
For every {x,y)  from (Dx^Dy), are independent random variables each having
the same pdf  that can be treated as elements of a sample of the random variable x  
whose definition is given below.
D efin ition  3.4.1. Let % b ea  random variable with a certain probability distribution. 
Let ......, be n  independent random variables each having the same distribu­
tion as X- We then call ( x i ,X 2 ,  ,Xn) a random sample from the random variable
X-
D efin ition  3.4.2. Let  , Xn be a random sample from a random variable % and
let .Ti,.x'2 ,  ,Xn be the values assumed by the sample. Let P  be a function defined
for the n-tuple (a;i,X2 , x ’n). We define T  =  H{x\->X2 -> >Xn) to be a statistic,
assuming the value y = H{x \ ,X2 , ..... ,x’„).
There are many statistics which we encounter frequently, but the following is an im­
portant one:
D efin ition  3.4.3. Let (%i,X2, iXn) be a random sample from a random variable
%. Than
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X =  (1/n) 2%;
is called the sample mean.
We shall now state a theorem concerning the above statistic which proof can be found 
in [118].
T h eo rem  3.4.1. Let x  be a random variable with expectation E(x)  — p and variance 
F (x) — (7^ . L e t x  be the sample mean of a random sample of size n. Then
^ { x )  = P- 
V { x )  = (T^/n.
3. For large n, (% — p)/{a/^/n)  has approximately the distribution iV(0,1).
We see from this theorem that as the sample size n  increases, the sample mean x  
tends to vary less and less around the expected value p  which is intuitively clear. The 
above theorem indicates precisely how the variation of the sample mean % (measured 
in terms of its variance) decreases with increasing n  and that for suflBciently large n, it 
is approximately normally distributed (with expectation p  and variance jn).
An image I  can be represented as a sum of two components
I{x,y)  =  I*{x,y)+x{^^y)
where I* is a noise free image defined in (flxyifly,P{Ttx)®P{Tty)) with values in (Az,/3(Az)) 
so that (/)(D^)@/)(A^)) Ç  P{FLz). For any {xQ,yo)e{üx'^^y)^ -^(a:o,^o) can be treated 
as a new random variable because it is a sum of a well defined function and a random 
variable. Thus, an image I  can be considered as a set of n random variables where n =  
card{ ) • card ( fly ).
Let II and be two functions (noise free images) defined on the same space, and let 
Xi and X2 be two random variables having the same distribution, so that
h  { x , y )  =  I t  { x , y )  +  x i  (x, y)
^2 (2;,;/) =  /2(a:,3/) +  X2(z,y)
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are defined in (Qa;xQy,/3(r2a;)(8)/?(Oy)) with values in (O2 ,)0 (O^)).
D efin ition  3.4.4. Let cjzi E flz and uJzj E be two elements and let bi — Iï^{ujzi) 
and bj =  be two sets so that {bi ,bj )  E /5(f2x) ® P { Hy ) .  The function
C'T(Li) =  n[Uj{binbj)]
that associates for each {i,j) the number of elements of Uj{bi n  bj) is defined in
{üz)) with values in (0c, P{&c)) where 0c spans the discrete interval [0, card{Qx)- 
card{Üy)] .
If Ji and I2 represent two events corresponding to two different time intervals then 
the above function is a generator of Temporal Cooccurrence Matrices. In addition, if 
instead of discrete spaces we use continuous spaces, than the above function represents 
a generator of Space Cooccurrences.
Consider the following example of two synthetic images Ji and I 2 (Figure 3.4(a and 
b)) represented as a sum of two constant functions I* — k and 1^ = k both defined 
in the same space, and %%, X2 two random variables having the same distribution 
iV(0,cr^), the function C t  of Ii = I t  + x i  and I2 ~  I^ + X2 for <j =  10, A: =  100, 
card{Çlx)  =  100, c a r d { f l y )  =  100, shown in 3.4(c and d) has the shape of a 2-dimensional 
normal distribution centered approximately at {k,k).  Now, how this approximation is 
achieved it is clear from the previous theorem.
As we mentioned before, each element of (Q^ x Q,y) can be treated as a source of a 
new random variable that we will denote them by Xi and x h  and since our images 
(functions) are of size 100x100 we actually have a random sample of size n  =  10000. 
Based on the previous theorem, the distribution of Xi would be N{k,  o"*) where a* =  
a'^/n — 0,01. Thus, in two dimensional cases the distribution (%i,%2 ) will be N{p,u)  
where p  =  (fc, k) is a vector of mean values and 1/ is a 2x2 covariance matrix of the form
2 . 1 0V ~  a t
0 1
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(e) (f) .
Figure 3.4: (a and b) Two synthetic images of size 100x100 generated from a constant 
function I  =  100 + y, where % is a random matrix of the same size as I  whose entries 
are random numbers chosen from a normal distribution jV(0,10). (c and d) Their 
corresponding temporal cooccurrence matrices, (e) Nonzero elements of (c) that do 
not belong in (d). (f) The corresponding points of (a) that contributed to nonzero 
elements of (e).
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It is clear from the last example that the variance of the mean value of this Gaussian 
cluster depends on two parameters; on the variance of noise cr^ , and on the size of 
the image (function) card{üx) • card{Tly). Thus, if we increase the size of image, the 
variance of the mean value will tend to zero and the cluster becomes denser in and 
about its mean value. On the other hand, if we increase the variance of the noise, the 
variance of the mean value of this Gaussian cluster increases, thus making it sparser. 
Now, one way of understanding the suppression process (when two such clusters overlap 
each other as shown in Figure 3.4e) could be ,for instance, by observing the variance 
of their corresponding mean values. That is, two clusters will have the maximum rate 
of suppression if their mean values coincide. On the other hand, this coincidence de­
pends on the variance of the noise, and on the image size. Knowing the probability 
distribution of the noise, the probability of elements of the Gaussian cluster are com­
pletely determined as long as we know the image size (always referring to our synthetic 
example). Let us denote this probability by P. Now, the expected number of elements 
of the Gaussian cluster that lie on the circle of radius r  from the center {k, k) of the 
cluster is Uc = P{r)-n-2nr,  where n is the area (in pixel) of the image size. Having two 
such clusters (generated by the same instance of noise), finding their suppression rate 
analytically is not a trivial task. To simplify the problem, we take advantage of the fact 
that there exist a radius Vf. so that within this radius all the elements of clusters sup­
press each other. The radius rfc is the radius of a circle centered on {k, k) (the center of 
cluster) where the expected number of elements of the cluster (the height of the peak) 
is equal to one. It is intuitively expected that within this radius it is almost for certain 
that all the elements of the cluster will be suppressed because the expected hight of 
the peak is equal or higher than one. Let the perimeter of this circle be P r  =  2?rrfc, 
the probability of getting P r  elements on this circle is P(rjt) • n • 2irrk — ^nrt, which 
implies that P{rk) =  1 /n  and hence r^ — P “ ^(l/n ), where P~^ is the inverse of P . 
Please observe that as we increase n, r^ increases. Now, let Ps be the probability of el­
ements that survived suppression (although we don’t know this probability right now), 
the total number of smviving points (as shown in Figure 3.4f) can be approximately 
determined by:
poo
riT ^ n -  / Ps{r) ' 2’Krdr (3.1)Jrk
3.4. Qualitative formulation o f the concept o f cluster sparseness and suppression 41
It implies that as we increase n, the in fin u m  Vk of the above integral sum increases. 
Does it mean that the total number of surviving points n r  is constant?. The answer is 
yes, and the following theorem that we are going to state, that represents the founda­
tion of our theory, will make it clear.
T h eo rem  3.4.2. Let Ci and Cg be two clusters generated by applying function Ct  on 
two different examples of a pair of functions X\ and %2 generated by the same instance 
of normally distributed random variable % of variance and mean value m. I f  we 
denote by V \ and %  the respective domains where the above two clusters have positive 
values, the expected integral sum ut of the Ci{T>i\D2), for n >  a where a':^ 1, it does 
not depend on n and it is approximately equal to 27rcr^ .
Proof: The probability density function of a normally distributed stochastic variable e 
can be represented as
wXa;) =  /C . e ^  (3.2)
where m and a  are some parameters, and A3 is a constant. The value of the constant 
/C can be determined from the condition
/ Ws(x)dx =  A3 - / e dx = I. (3.3)J —oo J —oo
where we find A3 to be
Having two random variables e and v  with the same probability density function We(x) 
and u)i,{y) respectively, values of the two dimensional cluster C generated by function
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Ct , in the probabilistic sense are determined by
V  — Wg(x) • u}u{y)5x8y (3.5)
where V  is circular symmetric function that represents the probability of cluster values. 
The integral
/ oo poo poo poo/ Vdxdy ^  / / u)s{x) • (jüv{y)dxdy (3.6)-OO J —OO J — CO J —oo
represents the total sum of probabilities and is equal to one.
After substituting their corresponding values and after some arrangements we have
/ /  Vdxdy — - — 2 / /  e ^  dxdy (3.7)
J  — OO J —OO 2 / K G  j _ o o  j  — o o
Please observe, the above integral sum is a volumetric integral that computes the vol­
ume contained under the integrand. The term {x — m)^ + {y ~  m)^ represents the
squared distance from the center (m, m) of the cluster. If we denote by r the radius 
from the center of this two dimensional cluster, than the probability of equipotential 
cluster values can be represented as a function of r  and the above integral is reduced 
to the following integral sum:
poo poo ^2
/ 2 T r n j c { r ) d r  —  }C • /  27rre ' ^ d r  =  l .  (3.8)Jo Jo
Please observe that the last integral has the same physical meaning as the previous 
one.
Fi'om the above stated expression, we find the constant /C to be
and the normalized expression takes it form as
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The above expression is the probability of values of any point of the cluster that is 
d = r apart from the center of the cluster.
As mentioned earlier, we expect that when two such clusters suppress one another 
(mathematically it means (D if l^ ) ) ,  there exist a radius Vk so that each point of the 
cluster that belongs inside the circle defined by Vk will be suppressed. Radius Vk can 
be found from the condition
where n is the area of the space where and J 2 are defined. Prom the above equation 
we find Vk to be
Points of the cluster that belongs outside of the circle defined by may or may not 
suppress one another. Thus, in general we have to outcomes for each element of the 
cluster; The element will be suppressed, or, the element will survive suppression. As
long as we are interested in only one of this outcomes, the outcome of an element
having survived the suppression, than mathematically, this outcome for r > can be 
represented as:
n (i- )= W c (r)[ l-U c (r)]  (3.13)
Now, the integral sum
/*oo poo
n -  /  2irrVs{r)dr — n • / 2TrruJc{r)[l — ixJc{r)]dr (3.14)Jrk J Vk
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gives us the expected number of smviving points {tit).
After substituting for rk, Wg, and after some trivial integral computations, we find ht 
to be
2n — 1 (3.15)
Please observe that for large n, values of ut quickly stabilizes at about 27rcr^ . That is
7iT % 27Tcr^  (3.16)
with what, we consider that the theorem is proved.
Being aware of the last strange implication, we performed an experiment where we toke 
into account the number of sm viving points from pairs of images, same as our synthetic 
example (k=100, and <j =  10), but of different sizes, starting from the size 1x1 until 
200x200. The result we got (Figure 3.5a) justifies our expectation. Figure 3.5b is the 
average over 20 repeated experiments from Figure 3.5a. Please observe that at about 
40 (that corresponds to images of size 40x40) the graph starts to level about a constant 
(that represents the number of smwiving points) that is very close to 27rcr^  628 . 
The same pair of experiments we performed for cr =  5 (Figure 3.5(c and d)), please 
observe that in this case the graph starts to level about a constant (that is very close 
to 27r<T^  % 157) at about 20 (that corresponds to images of size 20x20).
The existence of these constants is very important in our theory of boundary extraction. 
In the next section, we will make use of these constants to refine results from the 
output of temporal cooccmrence matrices suppression. Because of it’s fundamental 
importance, we call it Cluster Suppression Residuum Constants and formally denote it 
as CSRC
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Figure 3.5: (a) The number of nonzero elements of images of size from I z l  to 200x200 
(generated in the same way as in the previous example, with the same parameters 
N  = (0,10)), that contributed to nonzero elements of its suppressed temporal cooccur­
rence matrix (the horizontal axe corresponds to image size, whereas the vertical axe 
correspond to nonzero elements of corresponding images), (b) The result after perform­
ing 20 experiments of the same example averaged over 20. Please observe that when 
the size of the image exceeds 40x40 the graph tends to level about a constant that is 
very close to 27rcr^  % 628. (c and d) The result for N  = (0,5). Observe that in this 
case (for lower variance) the graph begins to level at about 20, which is for 20 earlier 
than in (b). The graph levels at about 27rcr^  % 157.
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3.5 The problem of residuals
In Section 3.3 we were able to detect moving boundaries using only temporal cooccur­
rence matrices suppression and we didn’t need to set any threshold to do this, which is 
in contrast with existing methods. It is obvious that at this stage results we obtained 
contain some spiuious noise pixels (Figure 3.2) although one could use these results 
and refine them using other image processing tools. In this section, we will make use of 
C SR C  to filter the cooccurrence matrix. Before we go into further details, it is worth 
of giving reasons of existence of noise pixels in Figure 3.2 as stated below:
a) The on-diagonal clusters in temporal cooccurrence matrices are results of regions 
(static and inside moving objects regions). Thus, a homogenous region R  having an 
area (in pixels) A  will yield an on-diagonal cluster in the temporal cooccurrence matrix 
whose shape is circular centered at (A;, k) where k is the mean value of i2, and a radius 
r  that depends on noise variance (which is unknown) and the area of R. Usually, 
the noise has normal (multinomial) distribution or it can be approximated by normal 
distribution, thus, this cluster will be denser near {k, k) and the density decreases as 
we go away from {k,k). Places where the density of the cluster is low will survive 
suppression and we will call them residuals that have a ring shape as seen in Figure 
3.le  and Figure 3.If. These residuals appear as noise pixels in Figure 3.2.
b) Based on Theorem 3.4.1, small regions having a unique grey level will yield (ap­
proximately) on-diagonal sparse clusters in the temporal cooccurrence. Hence, when 
suppression is applied most of the elements of these clusters will survive. These elements 
appear as noise in Figure 3.2.
3 .5 .1  C S R C -b a se d  f i l te r  d e s ig n
As mentioned in Section 3.3, the on-diagonal clusters of temporal cooccurrence matrices 
are the result of static and moving regions. When suppression is applied, most elements 
of these clusters will be eliminated. Elements of these clusters that survive suppression 
are located about the main diagonal, and based on C SR C , they are product of some 
elements of corresponding pairs of images whose total expected number is constant
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and does not depend on region size (as seen in Figure 3.5), let us denote this constant 
by Cfi. On the other hand, regions that are covered-up and un-covered as a result of 
motion, will yield off-diagonal clusters, and when suppression is applied most of their 
elements will survive. These elements, that are further away from the main diagonal, 
are result of some elements of corresponding image regions (moving boundaries) whose 
total expected number based on C SR C  should be a constant Cb (as long as the area in 
pixel of these regions is enough large). These two constants, always based on C SR C , 
are expected to be equal, that is:
C r  % C b  (3.17)
The above statement is of fundamental interest, because as long as these two constants 
are expected to be equal and taking advantage of the fact that the surviving elements 
of corresponding clusters in the temporal cooccurrence matrices have usually a unique 
location ( region residuals are located in and around the main diagonal, whereas bound­
ary residuals are located further away from the main diagonal) it is theoretically and 
practically possible to isolate region or boundary residuals. The process of doing this is 
quite straightforward: Let M  and N  be the temporal cooccurrence matrices of I  and J  
as shown in Figure 3.1c and Figure 3.Id, and let S  be one of suppressed cooccurrence 
matrices, we place a filter-like-strip (filter F) along the main diagonal in S  whose width 
is calculated using the following logic:
Starting from the width equal to zero we increase it until the sum of nonzero elements 
of S  that do not belong inside the filter F  is equal the sum of nonzero elements of S  
that belong inside the filter F. Filter F  as defined, is completely in accordance with 
our last statement that the expected number of residuals should be the same. We will 
use this filter design to suppress residuals in and about the main diagonal of one of 
the temporal cooccurrence matrices (that is practically the same as we perform image 
subtraction and use the width of this filter as a threshold). Figure 3.6a shows the 
filter width of our synthetic example from Figure 3.1. We use this filter to suppress in
and near diagonal elements of matrix from Figure 3.1c. Elements of Figure 3.1a that
contributed to nonzero elements of filtered matrix from Figure 3.le  are shown in white 
in Figure 3.6b. In the same way, after we compute the filter width (Figure 3.6c) for the
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example of Figure 3.3, we use it to filter the temporal cooccurrence matrix from Figure 
3.3c, elements of Figure 3.3a that contributed to nonzero elements of Figure 3.3c after 
filtering, are shown in Figure 3.6d. Please observe that results are almost noiseless.
(c) (d)
Figure 3.6: (a and c) C SR C  filter for our synthetic and real example from Section 3.3 
respectively, (b and d) Results after filtering.
3.6 D etecting Static Boundaries
Our method can be extended for static boundaries detection. To do this, we simply can 
assume that the whole frame is moving in the amount of one pixel. Thus, we can slide 
one of the frames in the amount of one pixel (top-down and left-right composed shift) 
and find the temporal cooccurrence matrices (that is the same as spatial cooccurrence 
matrix) and all other steps exactly what we did for moving boundaries.
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(b)
Figure 3.7: (a) A colore image, (b) The result obtained by only temporal cooccurrence 
matrices suppression of the grey level inverted image of (a).
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Figure 3.8: (a) The result obtained by only temporal cooccurrence matrices suppression 
of all three colore bands (RGB), (b) The result obtained obtained using C SR C  filter.
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(a) (b)
Figure 3.9: (a) A region of the image from the last example, (b) The result obtained 
after performing C SR C  filter. Please compare the output of these region with the 
corresponding region output of Figure 3.8b, boundaries are much more visible.
In Figure 3.7a we show an example of a colore image, Figure 3.7b is the output of 
boundary detector using only temporal cooccurrence matrices suppression of inverted 
grey level image of Figure 3.7a. Figure 3.8a is the output of boundary detector using 
only temporal cooccurrence matrices suppression of all three RG B  bands of Figure 
3.7a, whereas Figure 3.8b is the result of using all steps of our system. Figure 3.9a 
represents a region of Figure 3.7a, the output of our system for this particular region 
is shown in Figure 3.9b. Please observe that boundaries in this case are much more 
visible than in Figure 3.8b, which is in accordance with our theory. For instance, one 
can use our system adaptively, by partitioning the image into a set of sub-images of 
different sizes and apply the system to elements of this set. It is intuitively clear that 
in this way we can drop down to sub-images of very small sizes and hence detect very 
week boundaries.
3.7 Experim ental results
In this section we show further results of the application of our method for automatic 
moving and static boundary detection. Examples are given for real images (Figure 3.10, 
Figure 3.11, Figure 3.12, Figure 3.13). For each of these examples the corresponding 
moving and static boundaries have been found by applying C SR C  filter.
52 Chapter 3. Boundary detection
(c) (d)
Figure 3.10: (a) and (b): Two successive frames of an image sequence showing a moving 
man. (c) and (d); Moving and static boundary detection using our method.
V-i'.’ KJ
(c) (d)
Figure 3.11: (a) and (b): Two successive frames of an image sequence showing a moving 
speaker-woman, (c) and (d); Moving and static boundary detection using our method.
3.7. Experimental results 53
(c) (d)
Figure 3.12: (a) and (b): Two successive frames of an image sequence showing a 
moving woman and a child, (c) and (d); Moving and static boundary detection using 
our method.
(c) (d)
Figure 3.13: (a) and (b): Two successive frames of an image sequence showing a man 
waiving his hands and arms, (c) and (d); Moving and static boundary detection using 
our method.
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Figure 3.14: (a): Image Subtraction of Figures 3.10(a and b). (b): Moving boundaries 
after applying a manual threshold T  = 40. (c): Image Subtraction of Figures 3.11 (a and 
b). (d) Moving boundaries after applying a manual threshold T  — 7. Please observe 
differences in threshold values needed in order to get only moving boundaries.
As the filter adopts automatically to different images, the results show robustness with 
respect to their corresponding noise levels. To see possible threshold values needed 
to get only moving boundaries, we selected two of our examples in Figure 3.14 and 
manually applied a threshold that gave us clear moving boundaries as shown in Figure 
3.14(1) and d). Please observe that in the first example (a and b) we needed to set a 
threshold 7" =  40, whereas in the second one (c and d) a threshold T =  7. The output 
of our system for the same examples showed values of T =  47 and T =  9 respectively.
3.8 Conclusion
In this chapter we have described a method that resulted from our theory to identify 
pixels that lie on stationary or moving region boundaries. Our method is fast, be­
cause they involve only cooccurrence matrix computations and Boolean operations of 
“suppression” . Another advantage of our method is that it does not make any use of 
manual setting thresholds; the method detects all the nonzero values in the temporal 
cooccurrence matrices and results thereafter are filtered by making use of C SRC.
Chapter 4
Boundary delineation
4.1 Introduction
This chapter describes methods of delineating region boundaries in the frames of an 
image sequence using the class of energy-minimizing curves known as active contours. 
Section 4.2 introduces active contour models. Section 4.3 shows how local minima in 
the energy of an active contour, due to noise in the image, can be avoided by perturbing 
the contour representation during the energy minimization process. Section 4.4 and 4.5 
deals with problems of an active contour in conforming to boundary details. Section 4.6 
describes an experiment in which an active contour is used to delineate the boundary 
of a moving hand in an image sequence, initially extracted by the method described in 
Chapter 3. In Section 4.7 we conclude our work of this chapter.
4.2 A ctive contours and some of their problems
Active contours are a widely used class of models that locate object boundaries in an 
image by minimizing an energy function that depends on internal terms such as the 
length and curvature of the contour, and external terms which are functions of the 
image grey levels on and near the contour. If we use the inverse rate of change of the 
image grey level as the external term, the energy will be low when the contour coincides 
with a strong, short, smooth boundary in the image. It is well known that this basic
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active contour model has difficulties in detecting object boundaries that are initially far 
from the contour; in delineating boundary shape details; and in avoiding local minima 
due to image noise. We will see in Section 4.4 and 4.5 that the first two difficulties 
can be overcome by varying the energy function during the minimization process, and 
we will show in Section 4.3 that the third difficulty can be overcome by perturbing the 
contour representation during the process.
Active contours, also known as snakes or deformahle models, have proved to be an 
effective method of boundary delineation. Since the original work by Kass, Witkin, 
and Terzopoulos (from now on: KWT) in 1988 [69], extensive research has been done 
on such models [70]. As mentioned earlier, an active contour locates a boundary in an 
image by minimizing an energy function. This function includes internal terms that 
depend on the length and curvature of the contour; these terms are small when the 
contour is short and smooth. It also includes “external” terms that depend on the 
image grey levels at or near the points of the contour. For example, if the inverse rate 
of change of the image grey level is used as the external term, it will be small when the 
contour lies close to a strong boundary in the image.
In the KW T active contour model, the energy function is defined by an expression of 
the form
^ ( C )  =  [  [wil'Ug]^ +  W2|ugs)^ +  ^ (u )]d sJc
where C is a cmwe in the image plane; s is a parameter representing a point on C; 
V — [x,y) is the position of the point in the plane; Vg and Vgs are the first and second 
derivatives of u with respect to s\ w\ and W2 are (possibly variable) weights; and ^(u) 
is a function of the image values in a neighborhood of v.
In this expression for E{C), the first two terms are called internal energy terms because 
they depend only on the geometry of C  itself, while the third term is called an external 
energy term because it depends on the image grey levels at or near C. For example, 
suppose the value of ^ at a point {x,y) is the inverse rate of change of the image grey 
level at (x,i/); then ^ has low values on or near image boundaries and high values
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elsewhere.
It is well known that at a minimum of E{C), the coordinates x ,y  of the points of C 
must satisfy the Euler equations
ex -  wiXss +  W2Xssss +  (d^/dx) =  0 
ey =  w iy ss  +  W2yssss + {d ^ /d y )  =  0
In the KWT model these equations are solved by an iterative process in which C  is 
approximated by a discrete set of points, and at each iteration, the positions of the 
points are adjusted so as to reduce and Cy.
It has long been realized that this basic active contour model must be modified in order 
to enable it to detect a distant object boundary, avoid local energy minima due to noise, 
and conform to the details of a boundary’s shape. Since ^(x,y) depends only on the 
image grey levels near (x, y), it has an influence on E{C) only near image features. For 
example, the inverse rate of change of the image grey level is low only near an object 
boundary; elsewhere, the boundary has no effect on E{C), and C  has no tendency to 
get closer to the boundary. On the other hand, since noise gives rise to high rates 
of change of the image grey level, the inverse is low at noise points, and E{C) may 
have a local minimum when C  passes through or near noise points. If C  does succeed 
in approaching an object boundary, it may have difficulty conforming to parts of the 
boundary that have high curvature, since the internal energy of C is high on such parts. 
Methods of overcoming these difficulties will be discussed in the next two sections.
4.3 Overcoming local energy m inima due to noise
When an active contour is applied to a noisy image, the contour sometimes gets stuck 
at a local energy minimum, since the noise gives rise to high rates of change of the 
image grey levels. In this section we describe methods of overcoming this problem by 
using a sparse set of points to represent the active contour C  and randomly varying 
the spacing or positions of these points.
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The number of points chosen to represent C  must be a fraction of the total number 
of pixels on the (digital) contour, so there will be room to vary the spacing of the 
points. (We can roughly estimate the number of points on the contour by examining 
the output of the boundary extraction process; see Chapter 3.) On the other hand, 
the fraction cannot be too small, since it must be possible to closely approximate the 
shape of the contour by interpolating between the points. In the experiments described 
in this section, C was several hundred pixels long, and we represented it by about 60 
points. Note that when we use scale-space methods to detect object boundaries at 
a distance, we are reducing (and afterwards increasing) the number of pixels on the 
contour, and the number of points used to represent the contour must be reduced or 
increased correspondingly.
In an active contour algorithm that uses a sparse representation, the contour C  is 
represented by (say) n points. At each iteration of the algorithm, the points shift 
slightly; the new n points represent a new contorn C'. This process is repeated at each 
iteration.
We have investigated two methods of incorporating random variations into the points 
that represent the contour. In the simpler of the two methods the number n of points 
remains constant. At each iteration of the active contour algorithm, we interpolate a 
smooth digital curve C' through the points. We choose n  equally spaced points of C', 
one of which coincides with one of the original points on C'. We then randomly shift 
the new points along C  by an amount less than the spacing between the points. All 
the points shift together; their spacing remains the same. We refer to this method as 
phase perturbation.
Our other method of introducing random variations is randomly to change the number 
n of points that are used to represent C'. One of the points stays where it was placed 
by the active contour algorithm, and the others are equally spaced; thus the spacing 
depends on the number of points. We refer to this method as frequency perturbation.
If many of the points that represent the contour coincide with noise points in the image, 
the external energy of the contour will be low, since external energy is inversely related 
to the gradient of the image grey level, which is high at noise points. Thus a contour
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configuration in which many of the points coincide with noise points may give rise to a 
local minimum in the energy, and the active contour algorithm may not be able to leave 
this minimum. However, if we perturb the points that represent the contour using either 
phase or frequency perturbation, the perturbed points will no longer coincide with the 
noise points, so the contour has a chance of escaping the local energy minimum.
When phase perturbation is used, the number n of points that represent the contour 
remains constant, so the expected number of coincidences between these points and 
noise points is also constant. Thus the random displacement of the n  points can be 
chosen from a uniform distribution over an interval. When frequency perturbation is 
used, on the other hand, the expected number of coincidences is smaller when n  is 
smaller. Thus we should not randomly choose n from a uniform distribution over an 
interval; rather, we should choose it from a distribution that is biased toward the lower 
end of the interval, such as a (truncated) exponential distribution. We will now verify 
experimentally that using a uniform distribution is preferable in phase perturbation, 
whereas using an exponential distribution is preferable in frequency perturbation.
Figure 4.1: A square in a noisy image. The initial active contour and the boundary of 
the square are overlaid on the image.
Figure 4.1 shows a 100 x 100 image that contains a blurred hollow square on a noisy
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background; the outer boundary of the square is represented by a solid curve 5, and 
an initial active contour C  surrounding S  is overlaid on the image. We chose n  equally 
spaced points to represent C  initially, and performed 400 iterations of the sparse ver­
sion of the KWT algorithm. (Randomness can be introduced into any active contour 
algorithm, but in our experiments we used the KWT algorithm.) After each iteration 
we also had the option of performing a phase perturbation by shifting the n  points by 
an integer number of steps along the contour, where the number never exceeded the 
spacing s between the points. We performed six versions of this experiment:
a) No shift.
b-e) A shift chosen randomly in the range [0,2], [0,3], [0,4], or [0,s].
f) The shift that resulted in the highest external energy of C  (to maximize the 
likelihood of C  escaping from the local energy minimum).
Figure 4.2 shows plots of the area (in pixel units) contained between C  and 5* as a 
function of iteration number, averaged over 500 instances of the noise. We see that in 
all cases, the area at first decreases rapidly from its initial value of about 5000 as C  
shriiffis toward S, but it then levels off. When no shifts were used (version (a)) the 
area levels off at about 2700. When random shifts were used (versions (b-e)), the area 
continues to drop; the larger the range of the shifts, the greater the drop, because there 
are more possibilities for increasing the energy. For shifts in the range [0,s] the area 
drops to less than 2200; this is nearly as good as when we use the shift that results in 
the highest external energy of C  (version (f)).
In our frequency perturbation experiment, after each iteration of the active contour 
algorithm we had the option of performing a frequency perturbation by changing the 
number n  of points used to represent C . We performed four versions of this experiment:
a) No change; the constant value of n  was either 61 or 62.
b) Uniformly distributed random change; with equal probability we used either n  =  
61 or n = 62.
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Figure 4.2: Phase perturbation. Each curve shows the area between the active contour 
and the boundary of the square as a function of iteration number. The curves are the 
averages over 500 instances of the image noise. Top to bottom: (a) No perturbation, (b- 
e) Shifts chosen randomly in the ranges [0,2], [0,3], [0,4], and [0,s], where s is the spacing 
between the points that represent the active contour, (f) The shifts that resulted in 
the highest external energy of the active contour.
c) Exponentially distributed random change; we used n ’s in the range 60, . . . ,  70, 
where the probability of n =  60 + z was as shown in Figure 4.4. The mean of this 
discrete probability density is 1.42, which is close to 1.5, the mean of the uniform 
density used in version (b).
d) The n in the range 60, . . . ,  70 that resulted in the highest external energy of C .
Figure 4.3 shows plots of the area contained between C and 5  as a function of iteration 
number, averaged over 500 instances of the noise. As in the phase perturbation exper­
iment, the area decreases rapidly as C  shrinks toward 5, but it then levels off. When 
there were no changes in n (version (a)), the area levels off to about 2700, as it did in 
Figure 4.2; this plot is the average of plots for n = 61 and for n  =  62. When uniformly 
distributed random changes were used (version (b)), the area levels off to less that 2300. 
When exponentially distributed random changes were used (version (c)), it levels off 
to less than 2200; this is nearly as good as when we used the changes that resulted in 
the highest external energy of C  (version (d)). The plots for version (e) of the phase
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Figure 4.3: Frequency perturbation. Each curve shows the area between the active 
contour and the square as a function of iteration number. Top to bottom: (a) No 
perturbation; the contour was always represented by either 61 or 62 points, (b) The 
number of points was chosen randomly as 61 or 62. (c) The numbers were chosen in 
the range 60, . . . ,  70 with the probabilities shown in Figure 4.4. (d) The numbers were 
those ill the range 60, . . .  70 that resulted in the highest external energy of the contour.
perturbation experiment and version (c) of the frequency perturbation experiment are 
compared in Figure 4.5; we see that they are nearly identical.
The discrete exponential distribution shown in Figure 4.4 was obtained from a his­
togram of the values of n (in the range 60, . . . ,  70) that resulted in the highest external 
energy of C  averaged over ten iterations of the active contour algorithm (applied to 
the initial contour shown in Figure 4.1), for 500 instances of the noise. The mean of 
this histogram was 1.42.
Our algorithms represent a contour by a discrete set of points, and interpolate a digital 
curve on these points each time a perturbation is applied. It might be thought that this 
repeated interpolation would result in a contour evolution process, but in fact this did 
not happen. To demonstrate this, we applied three algorithms to a version of Figure
4.1 that contained no noise: a sparse version of the KWT algorithm, and versions that 
incorporated phase and frequency perturbation. As we see in Figure 4.6, the plots of 
the area between C and S  are virtually indistinguishable for all three algorithms. This
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Figure 4.4: Probability that representing the active contour by 60 + z points (i = 
0, . . . , 10)  results in the highest external energy.
demonstrates that our use of repeated interpolation did not result in contour evolution.
j
Figure 4.5: Comparison of plot (e) in Figure 4.2 with plot (c) in Figure 4.3.
In the experiments described in this section, the active contour C never penetrated the 
boundary of the square S; we could therefore use the area contained between C and S  
as an error measure. In the real examples described in the next section it is possible 
for C to penetrate the object boundary B. We will therefore use a more general error 
measure: the area of the symmetric difference between the regions surrounded by C 
and B.
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K . . .
Figure 4.6: Comparison of three algorithms on a non-noisy version of Figure 4.1: a 
sparse version of the KWT algorithm, and algorithms that incorporated frequency or 
phase perturbation.
4.4 Delineating an object boundary
Active contour performance can be improved by dividing the energy minimization pro­
cess into stages [72] and allowing the energy function to vary during the process [80, 82]. 
In Section 4.5 we will describe how such an adaptive active contour algorithm can be 
used to detect an object boundary at a distance and then locate details of the bound­
ary's shape.
An active contour can be used to track the boundary of a moving object in an image 
sequence. This is usually done by locating the boundary (by minimizing the energy 
of the contour) in each frame of the sequence, and then using the result to initialize 
the contour in the next frame. In Section 4.6 we will use an active contour to locate 
the boundary of a moving object in an image sequence, using the moving boundary 
extraction process described in Chapter 3. We will describe an experiment in which 
an active contour is used to locate the boundary of a hand moving against a complex 
l)acko;round.
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4.5 D etecting and conforming to  the boundary
Since the external energy ^ of C depends only on the image values in the vicinity of 
C, distant object boundaries have no effect on Thus if C is initialized far from 
an image boundary, minimization of B(C) does not attract C  toward the boundary. 
This problem can be overcome by blurring the image before initializing C\ but blurring 
the image may destroy details of the shapes of object boundaries. To achieve both 
detection at a distance and accurate location of shape details, we can vary the amount 
of image blur during the minimization process [69, 80, 82]. The blur remains high 
until ^ becomes low, indicating that C  is approaching a boundary; the blur can then 
be gradually reduced so that C can accurately conform to the boundary shape. The 
spacing of the points that we use to represent the contour does not exceed the amount 
of the blur.
The need to conform to boundary parts that have high curvatures introduces another 
problem: the internal energy of C  is high when its curvature is high. This problem can 
be overcome [82] by gradually reducing the weight given to the curvature term of E{C) 
as C  approaches the boundary.
4.6 An application: D elineating the boundary of a moving  
hand in an image sequence
In this section we use an active contour to delineate the boundary of a moving object; 
the boundary is initially extracted by the method described in Chapter 3.
Figure 4.7a shows part of a frame of a 20-frame video sequence of a hand and arm 
moving in an indoor scene. The final boundary located by the active contour after 
energy minimization is overlaid on the image. Figure 4.7b shows the moving boundary 
points extracted from that frame by the method described in Chapter 3. Most of these 
points are concentrated near the hand and arm boundaries.
C  was initialized on a large square which was close to the image border. Gaussian blur 
was initially applied to the moving boundaries that were extracted from that image
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Figure 4.7: Delineation of a moving hand in a video, a) One frame of the video, with 
the final contour overlaid, b) Initial contour, final Stage 1 contour, and final Stage 2 
contour overlaid on the output of the moving boundary points that were extracted from 
the image.
(Figure 4.7b). The rate of change of the grey level in this blurred image was used as 
the external energy term of C. This rate of change is a maximum at the inflections of 
the Gaussian: hence its inverse is a minimum. Minimization of E(C) thus causes C to 
shrink and to approach the hand and arm boundary until it reaches the inflections. In 
Figure 4.7b the location of C  after 250 iterations is overlaid on the image.
By this time the external energy of C  was quite low. A second stage of energy mini­
mization was then initiated, in which the amount of image blur and the weight given to 
curvature in the internal energy of C were both progressively decreased, as described 
in Section 4.5. This allowed C to approach the boundary closely and to conform to its 
shape. The location of C  after 200 iterations of the second-stage process is also overlaid 
on the image. To reach its final location, C  must cross noisy parts of the image back­
ground. As discussed in Section 4.3, it is possible for C to be trapped by a local energy 
minimum caused by the noise, but this can be avoided by applying phase perturbation 
to the points that define C. (We used phase perturbation since it is as effective as
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frequency perturbation in overcoming noise, and is computationally simpler). To study 
how this perturbation improves performance, we applied two versions of our active con­
tour algorithm to the 20 frames of our image sequence; the first version perturbed the 
points that represent the contour and the second version did not. Figure 4.8 compares 
the average performance of the two versions on the 20 frames; the upper curves are 
for the first version and the lower curves for the second version. In each frame, we 
computed the area of the symmetric difference between the hand/arm  region and the 
interior of the active contour, as a function of iteration number. (The solid curve is 
the 20-frame average; the dotted curves are one standard deviation above and below 
the average.) We see that the first version of the algorithm converged more cpiickly 
and approximated the boundary more accurately. The lower curve comes close to a 
minimum after 150 iterations in the first stage of the process, and after 450 iterations 
it is less than 20% as high as the upper curve.
I
I
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Figure 4.8: Area (in pixels) of the symmetric difference between the hand and the 
interior of the contour, as a function of iteration number, averaged over 20 frames. The 
solid curve is the mean; the dotted curves are one standard deviation above and below 
the mean. Upper curves: Algorithm without perturbation. Lower curves: Algorithm 
with perturbation. Note the shoulder in the curves at iteration 250, when the first 
stage ended.
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4.7 Conclusion
In this chapter we have described methods of using active contours to delineate object 
boundaries in noisy images. In particular, we have developed methods of avoiding local 
energy minima due to noise by perturbing the points that represent the active contour 
during the energy minimization process.
Chapter 5
Variances and varilets: A new  
shape representation and 
description theory
5.1 Introduction
Shape is an object property which has been carefully investigated in recent years and 
many papers may be found dealing with numerous applications, some of them we 
presented in Chapter 2. Motion analysis is directly related to shape analysis, provided 
the object can be segmented correctly. A proper representation of the shape and a 
good description of its characteristics are steps that determine success or failure of not 
only the motion analysis system. Many criteria should be taken into account when 
choosing one method of representation and description among others, and some of 
them has been already mentioned in Chapter 1 and Chapter 2. One of the problems in 
shape analysis is object occlusion, however, the situation can be easier to solve if pure 
occlusion is considered, not combined with orientation variations yielding changes in 
2D projections, if this is the case then only visible parts of objects should be used for 
description. Here, the shape descriptor choice must be based on its ability to describe 
local object properties. However, if the descriptor gives only a global object description 
(e.g., object size, average boundary curvature, perimeter), such a description is useless
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if only a part of an object is visible. If a local descriptor is applied (e.g., description 
of local boundary changes), this information may be used to compare the visible part 
of the object to all objects which may appear in the image. Clearly, if object occlusion 
occurs, the local or global character of the shape descriptor must be considered first. 
The second problem that we must take into account when choosing a descriptor is the 
robustness of the descriptor to translation, rotation, and scale transformation.
Our input is the boundary of an object obtained by using an active contour model as 
presented in Chapter 4. Thus, in general we have two choices to represent and describe a 
shape: contour-based (external information) or region-based (internal information). We 
focus our work in this Chapter to contour-based shape representation and description.
In this chapter we present The theory of variances and its application on shape rep­
resentation and description. Using this theory we are able to represent a shape and 
describe its characteristics in only few levels of abstraction. The theory itself consists 
of a set of unlimited number of rotation and translation invariant representations. We 
started our jomney by considering the unusually case of the wavelet transform, more 
specifically, the case when the basic wavelet depends on the function under consider­
ation. Therefore, we start our discussion by giving first a brief introduction on The 
continuous wavelet transform in Section 5.2. The concept of The variance transform, 
which is our theory, is given in Section 5.3. In Section 5.3.1 we show how the variance 
transform responds when applied to structures like lines. The concept of the Infinite 
variance transform and its uses is presented in Section 5.4. The generalized variance 
transform and vaiiXets is given Section 5.5. Moments of the variance transform are 
given in Section 5.6. As the boundary shape in our case is a closed contour, in Section
5.7 we show the application of the variance transform to closed contours. In Section 
5.8, we show the application of the variance transform for primitive corner and line 
detection. Finally, in Section 5.9, we introduce the normalized version of the variance 
transform and its uses. Advantages of the proposed theory are given in Section 5.10. 
In Section 5.11 we conclude oiu’ work. A number of experiments is given throughout 
the chapter and in the Appendix.
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5.2 The continuous wavelet transform
Wavelets represent an approach to decomposing complex signals into sums of basis 
functions - in this respect they are similar to Fourier decomposition approaches, but 
they have an important difference; Fourier functions are localized in frequency but not 
in space, whereas wavelets are local in both frequency and space. We present here a 
brief overview only as the theory of wavelets is well understood and documented in a 
number of mathematical texts; [113] provides a good example, while [112] presents the 
topic from the point of view of image processing. The wavelet approach is to add a 
degree of freedom to the representation which can be defined as
/oo f{x)^a,b{x) dx (5.1)
•O O
where ^a,b(^) is called the basic wavelet or the mother wavelet defined as
~  a I ■ (5.2)
Observe that the transform is a function of the scale a and the shift b. Thus, the 
wavelet transform of a function /  is computed by the inner products of /  with the 
basic wavelet at each of the possible values of a and b.
5.3 The variance transform
From the previous section it is clear that the wavelet transform is in fact a correla­
tion of the function /  with the basic wavelet for every possible scale a. In one word, 
the wavelet transform is a measure of similarity. Since the scale factor a is inversely 
proportional to the frequency (the higher the scale the lower the frequency and vice 
versa) the transform will yield significant values at those parts of function /  having a
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frequency content similar to the basic wavelet.
Basic wavelet as defined in 5.2 is a function that does not depend o n / .  In this section 
we will be dealing with a case where the basic wavelet depends on /  and satisfies the 
conditions such as fin ite  support and zero sum  (its integral sum should be equal to 
zero) which we define as;
1 rx+s
^I'x,s(7) = /(7 )  -  ^  y  f{ r )d r .  (5.3)
Now, the corresponding wavelet transform of the function /  will be;
d>/(rc,s) =  — y  /(7)^x,a(7) (^ 7- (5-4)
Please observe that the basic wavelet in our case, after substituting in 5.4 satisfies both 
conditions of having finite support and zero sum. The wavelet transform as defined is 
a two-dimensional function on x  and s, and is similar in methodology with previously 
defined transform in Eq.5.1, but in our case the basic wavelet depends on /.
After substituting 5.3 into 5.4 we have:
1 rx+s /  1 rx+s \
^ f{ x ,s )  -  — y  f { j )  f / ( 7 )  -  ^ y  f iT ) d r j  dy. (5.5)
and, after some arrangements it is:
1 f X + s  /  1 r x + s  \  /  1 r x + s  \
which is equal to
1 rx+s r 1 rx+s
^ '1 -  Ys j (5.7)
The first term in the right-hand-side of the last expression is the mean value of the 
power of /  in the interval from % —s t o % +  s, whereas the second term represents the
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power of the mean of /  in the same interval as first term. W ith this in mind, expression
5.7 we can write as:
g) =  / 2 - (5.8)
Let ^ be a random variable, from statistical theory [119, 118, 117] the variance of ^ is:
=  (5.9)
Analogically, expression 5.8 represents the variance of /("y) on the interval of length 
2s centered on x. Prom expressions 5.8 and 5.9 we can observe a fundamental dif­
ference, first one is a function of variance fluctuations whereas second one is a global
variance which is constant. We call it The variance transform and formally denote it as:
1 rx+s  r  1 rx+s
s) =  a) =  ^  y  f  (7) (^ 9" -  ^  y  y (7 )c(7 (5.10)
In particular, when the basic wavelet depends on another function g we get the Co- 
variance transform which is not the subject of this thesis.
In Figure 5.1, we give an example of the variance transform applied to a synthetic signal 
as shown in Figure 5.1a, whose variance transform for s= l to s=50 is shown in Figure 
5.1b. Please observe the signal’s shape in Figure 5.1a; the distance between any two 
consecutive minima-maxima or maxima-minima projected on x are approximately equal 
with each other. The only difference between parts of the signal contained between these 
extrema is their particular slope (the first derivative with respect to x). Figure 5.1b 
shows up some characteristic extrema whose projection on (r,sj-space is given in Figure 
5.1c. Please observe the position of these extrema in Figure 5.1c; as we go bottom- 
up, first maxima appears in approximately the same scale of s, this is because (as 
mentioned earlier) the projected inter-distances between any two consecutive extrema 
are approximately equal. Magnitudes of these maxima are higher at about x=50 and
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Figure 5.1: (a)A synthetic signal, (b) Its corresponding variance transform (VT). (c) 
Top-view of VT. (d) Side-view of VT.
they drop as we go away, which correspond to particular frequencies (the slope) of the 
signal from Figure 5.1a. The projection of Figure 5.1b onto (v,s) is shown in Figure 
5.1c. Observe that as s increases the variance transform tends to level at about 20 
which is the variance of the signal hom Figure 5.1a. Before we go into further details 
it is worth studying the behavior of the variance transform when applied to linear 
functions.
5.3.1 The response of the variance transform  to  line structures
Consider a linear function of the form f{x )  =  kx  -f- 6, the variance transform of this 
function at the origin r  = 0 based on 5.10 will be:
(5.11)
After substituting f{x )  into 5.11 and replacing the second term of 5.11 with a constant 
r/?c (because it represents the mean of the linear function about the origin and it is
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constant for any s) we have:
s) =  X + 5“^ -  m l (5.12)
Thus, it is a second degree function on s. Since the slope k is constant and at the origin 
b — me, values of ctj(0, s) increases as s increases. The first derivative with respect to 
s of 5.12
^  ^ (5T3)
is a linear function on s. It increases linearly as s increases and it does not depend on 
b and me but it does depend on k.
The second derivative with respect to s of 5.12
{aj{0,s)) ^  -  k ‘^ (5.14)
does not depend on s but it does depend on k which is the slope of the function. As 
the slope is directly proportional to the frequency content then the function 5.14 is a 
measure of the frequency, it takes high values at those parts of the signal where the 
frequency content is high and vice versa. This is an important property of this function.
In order to reveal above mentioned properties for a real signal (function) all we need 
to do is to take derivatives with respect to s of the signal’s VT-matrix. In Figure 5.2a 
we show the top-view plot of the first derivative with respect to s applied to the VT- 
matrix of the signal from Figure 5.1a. As we can see, first maxima have dropped down, 
they show more local behavior than first maxima of Figure 5.1c. Their corresponding 
magnitudes are higher at about g =  50 and drop down as we go away (similar to Figure 
5.1c). Figure 5.2b shows the plot (top-view) of the second derivative with respect to s 
to the same signal’s VT-matrix as before. The only formal difference now is that the 
scale where first maxima appear dropped down more than in Figure 5.2a, and they show
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(b)
(c ) ( d )
Figure 5.2: ((a)to(d)): Derivatives with respect to ’s’ from one to four respectively of 
the synthetic signal’s VT-matrix.
much more local properties of the signal. As we know, expression 5.14 when applied to 
a linear function does not depend on s, it depends only on k which is the slope of the 
function. Since parts of the signal from Figure 5.1a that are contained between any 
two consecutive extrema are approximately linear, their mid-points should correspond 
much more with first maxima in Figure 5.2b.
In Figure 5.2(c and d) we show plots of derivatives (third and fourth) with respect to 
s. They also show up some characteristic maxima and minima as other derivatives but 
now they should depend mainly on the mean value of that part of the signal because 
the third, forth and other higher derivatives with respect to s based on expression 5.12 
do not depend on the slope. Please observe plots from Figure 5.2, extrema are ordered 
diagonally which show a sort of linear decomposition.
From equation 5.14 we know that the second order derivative with respect to s of 
the variance transform of a linear function is a function that depends only on the 
slope (frequency) of the signal. In general, any function can be treated as a piece-wise
5.3. The variance transform 77
(a) (b)
(c) ( d )
Figure 5.3; ((a)to(d)): The sum with respect to ’s’ of derivatives from Figure 5.2
rectilinear function. Since the extrema of the second order derivative with respect to s 
of the variance transform matrix shows up at relatively low scales of s we are confident 
to state that these high extrema are results of the frequency contents of particular 
segments of the signal mainly. The extrema of the first order derivatives with respect 
to 8 of the variance transform and extrema of the variance transform alone are results 
of both the frequency content and the length of those segments of the signal. Finding 
the position of these extrema is of particular interest. Since the first extrema show 
up first as we go bottom-up in the matrix and their values are high whereas as we go 
further the values of elements of matrixes quickly stabilizes about a constant. Thus, it 
should be of interest to know what is the sum with respect to s of the VT-matrix and 
its derivatives. We expect that the sum of these matrices with respect to s should be 
a result of these extrema mainly. In Figure 5.3(a to d) we show plots of these sums for 
variance transform matrix and its first to third derivatives respectively. Please observe 
that the position (vertically) of the first maxima in Figure 5.2a and Figure 5.2b do 
coincide with the maxima of Figure 5.3a and Figure 5.3b, whereas maxima of these two 
last do coincide with the points of inflection of the signal from Figure 5.1a.
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( a ) (b)
(c) ( d )
Figure 5.4: ((a)to(f)): The sum with respect to ’x’ of the VT-matrix and its first three 
derivatives with respect to ’s’ respectively.
By no less importance is the sum with respect to x  of the VT-matrix and its derivatives 
with respect to s. In Figure 5.4(a to d we show plots of the sum with respect to x 
of the VT-matrix and its first three derivatives with respect to s respectively. Please 
observe that the first maxima (from left) after each derivation moved to the left, which 
is in accordance with our claims mentioned before that the first maxima of the signal’s 
VT-matrix and its derivatives with respect to s represent global to local behavior of 
the signal.
5.4 The infinite-variance transform
In the hist section we presented main concepts of the variance transform and its use 
in finding interest points of a given signal (function). We showed how the sum of the 
variance transform matrix and its corresponding derivatives may help in finding these 
characteristic points. In this section, we will try to find the analytic expression of the 
sum with respect to s (vertical sum) of the variance transform matrix. That is, we
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integrate expression 5.10 with respect to s as:
a j(x ,s )  ds. (5.15)
It is obvious that the above integral sum tends to infinity, but let us for the moment 
don’t think about it and proceed in solving the integral.
The above integral would be much easier to treat if we represent it first in the frequency 
domain.
So, let G{uj) and F{cü) be the Fourier transforms of f^{y) and f{y )  respectively. Sub­
stituting them into 5.10 for æ =  0 we have:
1 f a  1 f o o  r 1 f g  1 f o o
= ysL ysL  2 ^ /
(5.16)
If we exchange the order of integration and after some arrangements we have:
sin(cjg)
(wg) duj —
1 f ° °
2^ L
sin(cug)
(wg) du) (5.17)
A shift in time domain corresponds to a multiplication of the Fourier transform with 
, and the variance-transform 5.10 for any x  will be:
27ry _ (^   ^  ^ (wg) .27rV_oo (wg) (5.18)
The evaluation of the integral with respect to s of the last expression may lead to inte­
grations (or summations) which are quite difficult to solve or even impossible because 
the integral with respect to s of the second term of 5.18 is the integral of a product 
which does not have a trivial solution. We focus our efforts on solving the second term 
first.
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For a chosen x = Xk the second term of 5.18 becomes a function of s so let as denote it 
by F^(s). If we denote with 7/(ç) the probability density function of F(s) then a good 
connection to probabilistic domain comes from a well known identity in the theory of 
statistics [117] which states that the mean value in time domain of a signal (function) 
is equal to its statistical mean, that is
1 /* Ïlim -  T{s)ds =  / ç%(ç)dç (5.19)
T - > o o  1 J=T  V-oo
or in a more compact form;
F(s) =  ë (5.20)
If we denote by D an arbitrary function, equation 5.19 takes its general form as
1 /‘f  foolim -  /  0 [ r ( s ) |d s =  / n(ç)%(ç)dç (5.21)r —oo 1 J = T  V-OO
or simply:
Ü [F(s)] =  n(g) (5.22)
If O represents a power of the function, then for F^(s) equation 5.20 becomes:
F2(s) =  g2 (5.23)
To decompose the right-hand-side of the last equation we represent it as the mean value 
of two random processes as:
/oo rco/  (5.24)
- O O  J  — O O
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In the last expression we decomposed =  £\e2 = se whose joint pdf can be repre­
sented as a product of their respective pdf as (%) so that they
can be treated as statistically independent random variables and equation 5.24 becomes:
/ oo roo<û%i(çi)dçi / (5.25)
-oo J  —oo
Since si = £ 2  = e equation 5.23 now becomes:
r2(s) =  r  (5.26)
Based on equation 5.19 and equation 5.26 we are confident to state the following con­
ditional identity:
r 2 (g) =  r ( g ) . r ( g )  (5.27)
It is conditional because it is expected to happen as long as r(s) is positive. Otherwise, 
if this function happens to have positive as well as negative values, than the above 
statement would not be true.
It is obvious that the above mean value is going to give us a constant (that is global 
mean value of the power of function) for any x. But, if we take out the normalization 
term 1 /n  than the above expression will yield a function over x, and in fact this is what 
we are interested to get. Under this circumstances, and based on identity 5.27 after 
taking out the normalization term, the integral with respect to s of 5.17 for a; =  0 will 
be:
J - o o  ^ J - o o  k l  J - o o  |w |
(5 .28)
And for any a: it is:
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/ oo rca‘j{x ,s )  d s ^  j G(w) X (5.29)
The last expression states that the sum of all variances of f [y)  on intervals ( 7  —s , 7  +  s) 
for s =  (0 ,0 0 ) is a function. The shape of this function as expressed in equation 5.29 
will be meaningful if the filter l/|w | inside the integral signs for w =  0  we set l/|w | to 
one. It make sense because in this way we take out the constant term of 5.29 whose 
value goes to infinity and they do nothing contribute on the shape of the function 5.29. 
Please observe, we started by trying to find the total integral sum, a sum that tends 
to infinity, 'and we ended up with a function whose shape represents the sum of all 
variances. The way we solved it may look a bit strange, but as we will see in examples 
on Section 5.6, the shape of this function is quite similar to the shape of the sum with 
respect to s of the variance transform matrix. When we come to Section 5.7, it will be 
clear that the above expression is absolutely correct. We call this function The infinite 
variance transform since it represents the sum of all variances.
5.5 The generalized variance transform - Varilets
Let us recall again expression 5.18 from the previous section where the variance trans­
form was expressed in frequency domain as:
(5.30)
The sine term within the signs of integrals is a smoothing filter. If instead of this filter 
we use an arbitrary mean-preserving filter A(w, s) ( in Section 5.7 will be clear why we 
are asking mean-preserving filters) expression 5.30 takes it general form as:
1 r 1rjix , s) = — y G(w)A(w, s) fj"* dw -  —  J  F { u j ) A { u ,  s) du . (5.31)
Here we come to the concept of variances, because the above expression is not a usual
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variance (that has a singular meaning). We call it The generalized variance transform 
or The varilet transform.
Let A(x,s) be the inverse Fourier transform of A(w, a), the generalized variance trans­
form (varilet) in space domain will be:
s) =  [/^(z) 0  A(a:, a)] -  [/(a;) 0  A(æ, a)]' (5.32)
where 0  stands for convolution, and for an n  — dimensional function z =  z{x \ , ..., Xn) 
it is;
G  ^( x i , S i , .. . , X j i ,  S„,) =  [z  (a^i, ... , Xf f )  O  A(®1, S%, ... , .Xru ^n)]
[ z { x i ,  . . . . ,Xn)  © A(.Ti,Si, ...,Xn,Sn)]^ (5.33)
which is always more practical to treat it in frequency domain, that is
J _
27T
n poo poo
/ ... / G(wi,...,WM)A(wi,...,Wn,Sl,...,an) dk;i...dWn-
J  —oo J —oo
' . . . ,Wn)A(wi, . . . ,Wn, 8 1 , ..., s^) du)x. . .dw^  .(5.34)
5.6 M om ents of the variance transform
If we observe the right-hand-side of equation 5.29 we can see that the term l./|w | within 
the integral sign is a smoothing filter. If we replace it with the nth power of itself, equa­
tion 5.29 will take the form
l{x,n) = J w
F(w]
IwT (5.35)
which we call moments of the infinite variance transform. Please observe that fo rn  =  0
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the value of above integral is constant (it is equal to zero), on the other hand if we 
happen to take the integral of the derivative with respect to s of the variance transform 
it will give us also a constant (it is easy to observe that it’s value is equal to Thus, 
the integral of the derivative by s of the variance transform gives us the classic variance, 
the integral of the variance transform alone gives as the infinite variance transform that 
is a function that corresponds to the moment for n = 1. By convention, other moments 
( for 11=2.3,.....k), we refer to, as other abstractions of the variance.
(b)
( c ) ( d )
Figure 5.5: ((a)to(c)): moments from one to three respectively of the synthetic signal, 
(d): moment for n=-l.
In Figure 5.5(a to c) we show plots of the function 5.35 for n = l, n=2, and n=3 re­
spectively when applied to the signal from Figure 5.1a. Please observe the similarity of 
the VT-matrix sum with respect to s in Figure 5.3a and the sum using function 5.35 
in Figure 5.5a which we call the first moment. The second and third moment (Figure 
5.5(1) and c)) as we can see are only a smoothed version of Figure 5.5a, Figure 5.5d 
is the moment for n= -l. Figure 5.5(d) represents moment for n= -l. Moments are an 
interesting representation of a signal(function), for n equal 2 or 3 we get a smoothed 
function whose extrema represent the symmetry of the shape and is much more repre-
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sentative then the Principal axis theory [114], and they play an important rule when 
applied to closed contours (where principal axis theory is not practical) which is the 
subject of the next section.
5.7 The application of the variance transform to  closed  
contours
A closed contour is a function of two variables x{n) and y{n) where n  is the arclength. 
Under this condition the following identity holds:
We define the variance transform of a closed contour as the sum of the variance trans­
form of x(n) and y{n) respectively. For an infinitesimally small arc we can assume that 
the contour is linear and the following is valid:
a) =  ^  /e^s  ^+ b l -  m l  (5.37)
— Y + ~ mlj (5.38)
Since bx = mx and by =  my they cancel out, and the sum
a) +  o-y(0, s) =  i  (5.39)
of 5.37 and 5.38 no longer depends on k.
In general, we can shift the origin at any position but their sum as shown in 5.39 only 
can shift but remains unchanged and it depends only on s. It happens, because the
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variance of a function is a measure of the fluctuations about the mean value and it 
depends entirely on the geometry of function, it does not depend on the choice of the 
coordinate system. A 2-D contour is represented with respect to its x  and y components 
which are functions of n  and since their sum with respect to Eq.5.39 for infinitesimally 
small arch does not depend on k then it does not depend on k for the entire contour 
and hence it is both translation  and rotation invariant. Moreover, it is important to 
point out, that the above conclusions are valid even under the varilet transform, which 
will be clear from the following theorem:
Theorem 5.7.1. Let x{n) and y{n) he the coordinates of a closed contour C, and 
let (7;c(n,s) =  [j;2(n) O A(n, s)] -  [x(n) O A(n, s)]^ and a y { n , s )  = [y^(n) © A(n, s)] -  
[î/(n) 0  X{n, s)j^ be the corresponding varilet transforms. Mapping M{o-x{n, s), cr^(n, s)) 
{ax{n,s) +  ay{n,s)) is translation and rotation invariant.
Proof: Let Cx and Cy be two constants and let A — A(n, s) be any mean-preserving
filter. Then the varilet of æ -f Cx is:
(^.z+cx) ~  0 A] 4- 2ca; [x 0 A] -l- 0 A — [z 0 A]^  — [cx 0 A]^  — 2cx [x 0 A]
and the varilet of y + Cy is:
(^y+cy) — \y^ 0  a] -I- 2cy [y 0  A] 4- Cy 0  A — [y 0  A]^  -- [cy 0  A]^  — 2 c y  [y 0  A] 
their corresponding sum will be:
(^.x-4-cx) +  ^ { y + c y )  =  0  a] +  c  ^0  A — [x 0  A]^  — [cx 0  A]^  4- 0  A] 4- Cy 0  A — [y 0  A]^  —
|c„ © A]^
the sum of terms containing Cx and Cy represents the varilet of a constant and it is
equal to zero, the result then becomes:
‘^ (.T+ci) +  ^ ( y + c y )  —  0  a] — [x 0  A]^  4- [t/^  0  A] — [y &  A]^  — O x  +  <Jy
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The above expression states that the mapping M  is translation invariant. Please ob­
serve that only when we use mean-preserving filters the above statement is true. If 
instead we use filters whose mean value is different from one, than terms containing 
Cx and Cy will not be cancelled and so the terms containing x  and y, and this is the 
main reason why we ask for mean-preserving filters. On the other hand, if in the first 
term of the varilet transform we use a mean preserving filter that is different from the 
mean preserving filter in the second term, the condition of being translation invariant 
does not hold. Let us recall the infinite variance transform (IVT) from Section 5.4, 
whose first term was easy to define but the second term was not so trivial task to solve. 
The first term of (IVT) contained a mean preserving filter, but we were not so sure 
about the second term filter. Based on om’ last statements, it is clear that the filter in 
the second term of (IVT) should necessary be the same as the filter in the first term, 
otherwise the condition of being translation invariant does not hold.
Now, let x{n) =  r(n)cos((/?) and y{n) = r{n)sin{(p) be the polar coordinates of x(n) 
and y(n). If we rotate the contour by an angle A(p than the corresponding contour 
point’s coordinates will be XAip(n) =  r{n)cos{<p -f A</?) and yA<p{'^ ) = r{n)sin{ip 4- Ay?) 
respectively. The corresponding varilet transforms of these components are:
^{xA^) =  cos^(y? 4- Ayj) p ( n )  © A(n, s)] -  cos^(y? 4- Ay?) [r(n) 0  A(n, s)]^
<7(y,Ay) =  sin^(y? +  Ay?) [r^(n) 0  A(n, s)] -  sin^(y? 4- Ay?) [r(n) 0  A(n, s)]^
Their sum
o"(x,A(p) +  <7(y,Ay) — cTx + cTy implies that the mapping M  is rotation invariant.
T h eo rem  5.7.2. Let TZ be a finite or infinite family of relations, than for any TZq E IZ 
the mapping 1Zq{M ) is rotation and translation invariant.
Proof: It is a direct implication of Theorem 5.7.1, because as long as Af is a rotation 
and translation invariant, then any relation with respect to M  should necessarily be 
rotation and translation invariant.
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Now, it is clear that from the varilet transform we can obtain unlimited rotation and 
translation invariant representations. By changing the filter, we can obtain different 
2D representations, this is a very important issue for treating closed contours, and in 
general, it can be used for shapes of any dimension.
( d )
Figure 5.6: (a)A synthetic rectangle, (b) Its corresponding variance transform (VT).
(c) Top-view of VT. (d) Side-view of VT.
In Figure 5.6a we show an example of a synthetic rectangle. The variance transform 
matrix and its top and side views are shown in Figure 5.6(b,c,d) first four derivatives 
with respect to s of the VT-matrix are shown in Figure 5.7(a to d) respectively. Please 
observe first maxima in Figure 5.7(a and b) which are the first and second derivatives 
with respect to s of the VT-matrix. The first derivative shows more local properties 
of the rectangle whereas the second derivative (Figure 5.7b) shows much more local 
properties, the position of its first maxima and minima correspond exactly with sides 
and corners of the rectangle.
In Figure 5.8 we show the sum with respect to s of the VT-matrix and its first three
5.7. The application o f the variance transform to closed contours 89
S S B Ê S S B i
(d)
Figure 5.7; ((a)to(f)): Its first fourth derivatives with respect to ’s’ respectively of the 
VT-matrix.
derivatives with respect to s respectively. If we trace the contour of the rectangle 
counter-clock-wise maxima of Figure 5.8a correspond with mid-points of two long sides 
of the rectangle, whereas minima correspond with mid-points of two short sides. Other 
derivatives in Figure 5.8(b to d represent other local behaviors of the rectangle.
In Figure 5.9(a and b) we show plots of the moment function for n =  1 and n  =  2. 
Please compare Figure 5.9a with Figure 5.8a, they have approximately the same shape.
The shape of Figure 5.9b as we can see is only a smoothed version of Figure 5.9a. 
Figure 5.9(c and d) are moments for n = — 1 and n = -2 , which (as in Figure 5.8) 
represent some local properties of the rectangle.
Figure 5.10(a to d) are plots of sum with respect to x  of the VT-matrix and its first 
three derivatives with respect to s respectively. As in the case of synthetic signal from 
Figure 5.1a, the first maxima (from the left) moves to the left.
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(a) (b)
(c) ( d )
Figure 5.8: ((a)to(d)): The sum with respect to ’s’ of the VT-matrix and its first three 
derivatives with respect to ’s’ respectively.
(a)
( c )
(b)
(d)
Figure 5.9: ((a)and(b)): moments for 1 and 2. ((c)and(d)): moments for n= -l and 
n=-2.
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(a) (b)
(c) ( d )
Figure 5.10: ((a)to(f)): The sum with respect to ’x’ of the VT-matrix and its first three 
derivatives with respect to ’s’ respectively.
It is of interest to see the response of the infinite variance transform (the moment func­
tion for n = l)  in cases when the contour’s shape is absolutely symmetric. These cases 
can be, for example, the square and the circle.
(a) (b)
Figure 5.11: (a and b) A digital square and its corresponding moment for n = l respec­
tively.
Figure 5.11a represents a digital square, its corresponding moment for n = l is shown in 
Figure 5.11b. Please observe that in this particular occasion, since the shape is abso­
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lutely symmetric, the moment function shows up eight extrema. It might look strange, 
blit the same problem appears in principal axis theory (known as ill-conditioning prob­
lem) .
Figure 5.12a represents a digital circle, the moment function for its corresponding 
coordinates is represented by red and blue graphs in Figure 5.12b. The moment function 
of the circle (as the moment function of a closed contour we defined as a sum of its 
corresponding coordinate moments) is shown in black. Please observe, the black graph 
is nearly constant. Theoretically it should be absolutely constant, but due to the digital 
error introduced while constructing the digital circle (because the ideal circle doesn’t 
exists in digital topology), the graph of its moment function isn’t absolutely constant.
(b)
Figure 5.12: a) A digital circle, b) The corresponding moments for n = l of its coordi­
nates (blue and red graphs) and the moment for n = l of the circle (black graph).
5.8 The use of variance-transform for prim itive corner 
and line detection
In addition to its use for global to local feature detection, the variance transform that 
is a special case of the varilet transform, can be used also as a tool for corner and line 
detection at a scale we want. As mentioned in the beginning of this chapter, values of 
the variance transform matrix as we go bottom-up starts from zero and keeps increasing 
until they reach the first maximum, after that their values tends to level about the global 
variance oscillatory where the variance of this oscillations tends to zero as s tends to 
infinity. Thus, if we take the inverse of the variance transform matrix, their values
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will start from one and as we go bottom-up they will droop to zero. Hence, if we sum 
first (say) few rows, we will get significant maxima and minima which correspond with 
corners and lines of a given boundary. An example of this application has been given 
in Figure 5.13. Figure 5.13a represent the sum of all rows of the inverse VT-matrix. 
Figure 5.13b represent the sum of first ten rows, and Figure 5.13c points of the contour 
(corners and lines) corresponding to maxima and minima of Figure 5.13a.
(a) (b) (c)
Figure 5.13: ((a)and(b)): The output of corner-detector for total-sum and the sum 
from 1 to 10 respectively, (c): The plot of corresponding minima and maxima from
(a).
We could have used extrema of Figure 5.13b instead, provided we smooth them first. 
It is suggested that whenever possible we should use just the sum of first few rows 
and smooth them slightly because in this way we get consistent unbiased position of 
corners and lines. Please observe that when taking the sum we are also inducing a sort 
of history for corners and lines as it can be observed in Figure 5.13a, low and high 
minima represent long and short sides respectively, whereas maxima represent corners 
and as corners in the rectangle have equal angle maxima in Figure 5.13a have the same 
height.
To know the approximate length of sides of the rectangle, after we find their position 
using a corner and line detector as mentioned in this section, we take columns of the 
VT-matrix corresponding to sides of the rectangle as shown in Figure 5.14(a,c,e), where
(a) is the variance transform of the long side, (c)-the variance transform of a corner.
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(c) ( d )
(f)
Figure 5.14: First column: The variance transform of a corner point and two neighbor­
ing middle points respectively. Second column: Their first derivative with respect to 
’s’ respectively.
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and (e)-the variance transform of the short side. Their corresponding first derivatives 
are shown face-to-face in Figure 5.14(b,d,f), please observe the first maxima of (b) and 
(f) corresponding to the long and short lines, the first maxima in (b) occurred at about 
s = 13, whereas in (f) it is about s = 8.
(a) (b)
Figure 5.15: Left to right: The second derivative with respect to ’s’ of the variance 
transform of a corner point and two neighboring middle points respectively.
In Figure 5.15(a,b,c) we show plots of their corresponding second derivatives respec­
tively for a long side, corner, and a short side. First maxima of (a) and (b) occurs at 
about s =  8 and s =  4 respectively, which are proportional with lengths of long and 
short sides of the rectangle from our example. More examples concerning this matter 
are given in the Appendix.
5.9 The normalized variance-transform
In Section 5.3 we introduced the variance transform, we showed that consecutive deriva­
tives with respect to s provides us with some characteristic coarse-to-hne features. Es­
pecially the first maxima of the second derivative with respect to s of the variance 
transform matrix has been shown to be proportional to the length of corresponding 
segments of the contour. However, as always when we deal with functions defined on 
discrete or digital spaces, we should avoid using derivatives whenever possible, because 
derivatives multiply the noise and digitization errors. In this section we will intro­
96 Chapter 5. Variances and varilets: A  new shape representation and description
theory
duce the normalized version of the variance-transform that is characterized by having a 
smooth transition on s. For a function /  we define the normalized variance transform as:
(5.40)
which is in fact the variance-transform divided by the n — th power of s. For an in­
finitesimal small arc of a contour, it simplifies to:
(5.41)
Please observe that for n — 0 the normalized variance-transform (nvt) reduces to 
var iance-transform. For n =  1, the nvt of the above expression drops one degree of s 
and becomes conceptually similar to taking the first derivative with respect to s. The 
same holds for n  =  2, which means that principally we can extract first maxima of 
the first and second derivative with respect to s of the variance-transform matrix by 
extracting first maxima of its normalized version for n — 1 and n =  2.
(a)
4
! i
(b)
Figure 5.16: (a and b) A geometric figure and its noise version.
In Figure 5.16(a and b) we give a typical example of a geometric figure and its noise 
version containing sides of different lengths that are visually distinguishable. In Figure 
5.17(first column) we show plots of the normalized variance transform of Figure 5.16b 
for 11=0, 11=1 and n=2. In Figmn 5.17(second column) we show plots of the variance 
transform and its first and second derivatives with respect to s of the same figure. 
Please observe the position of the first maxima of the normalized variance transform
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for 11= 1 and n=2, and the first and second derivative with respect to s of the variance 
transform (Figures 5.17((c,d) and (e,f)) respectively), they appear approximately at 
the same scale.
In Figure 5.19 we show graphs representing the position and length (scale) of the first 
maxima of nvt for ii=2 for Figures 5.16(a and b), where the hight of these campions 
represents the length of the corresponding sides respectively ( starting from the bottom 
side as in Figure 5.18b and tracing the contour counterclockwise) , both graphs seem 
to be quite similar.
Similar results could have been obtained from the first maxima of the second derivative 
with respect to s of the variance transform matrix provided we smoothed the VT-matrix 
column-wise prior to taking derivatives.
Another advantage of the nvt is that for n = -l, n=-2, and so on, we obtain maxima 
and minima of the higher scale, something that we cannot obtain from the variance 
transform matrix directly, because (say) to obtain similar minima and maxima as nvt 
for 11=-1 ( see Figure 5.18a ), we should take the integral sum with respect to s of the 
variance transform, but this integral is not defined over Reim ann  space.
5.10 The advantages of the proposed theory
In this Chapter we proposed and developed the theory of variances. A key success was 
the link we induced between the wavelet transform and the variance transform intro­
duced at the beginning of this Chapter. It is well known that the theory of wavelets 
(W T) and the scale space theory (SST) are closely related to each other. It means that 
from the representation point of view, there is a similarity between the two theories. 
Now, as long as S S T  and W T  are closely related, and based on our findings the W T  
is closely related to the theory of variances V T, this means that S S T  is closely related 
to V T. It implies that the above three theories, from the representation point of view 
are related to each other
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Figure 5.17; First column: (top-down) The normalized variance-transform of figure 
5.16b for n=0, n = l and n=2 respectively. Second column: (top-down) b) The variance 
transform of hgme 5.16b, d) its first derivative with respect to s, f) its second derivative 
with respect to s. Please observe Figures (e and f), their first maxima appear at the 
same scale.
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(b)
Figure 5.18; a) The normalized variance transform for n= -l of Figure 5.16b. b) Sides 
and corners of Figure 5.16a.
(a) (b)
Figure 5.19: (a and b) The length of sides of the geometric figure and its noisy version.
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S S T ^  W T ^  VT  (5.42)
but, there is an important difference between the last one and the others. Namely, for 
one dimensional function, the first two theories decompose this function with respect 
to a given basis function. For example, using a Gaussian with different variances, 
the S S T  and W T  decompose a given function with respect to the Gaussian of different 
variances. In this case, a function being decomposed will yield local maxima in the scale- 
frequency space for those variances of Gaussian that yielded maxima when convolved 
with a given function. From this, we are able to deduce what are the local frequencies 
of the function. It is well known from the S S T  theory and W T  theory that scale- 
frequency space local maxima are not easy to locate. For this reason, other processing 
tools are needed in order to locate them accmately. In this respect the V T  theory has 
the same difficulties, but the advantage is that when we take derivatives of the variance 
transform with respect to scale, we obtain a clear physical meaning of maxima. For 
example, the value of the second derivative depends only on the frequency of a given 
segment of the function, a local maximum shows up at a certain scale that correspond 
exactly to the width of that segment, and is easy to locate. But, this is not something 
that we have been looking for, because our concern in this Chapter was closed contours. 
Now, this is the task when the theory of variances comes in. A contour in {x,y) space 
is represented by its x  and y  coordinates both functions of n, where n is the arc 
length. The variance transform of a closed contour (as we defined it) is equal to the 
sum of the variance transforms of its parameterized coordinates. We already proved 
that this transform is invai'iant with respect to translation and rotation of the contour. 
Moreover, Theorem 5.7.1 implies that we can use any mean-preserving filter to the 
variance transform and it is again translation and rotation invariant. Theorem 5.7.2 
implies that the transform is invariant under any relation. It means that we can obtain 
a continuum of invariant transforms from the variance transform. The scale-space 
approach to curve segmentation that guarantees a continuously changing position of 
segmentation points through scales is a significant achievement [93, 110, 111, 38, 37], 
but there is a problem, because the scale-space technique itself takes a lot of time to 
generate scale-space featme cmwes.
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Figure 5.20: (a) A geometric shape, (b) The output of C S S  algorithm for figure in
(a), (c) Vertical structures representing horizontal maxima of the normalized variance 
transform {nvt) for the same hgure. (d) Vertical structures of nvt for both maxima 
and minima, (e and f) Horizontal structures representing vertical extrema of nvt for 
n =  1 and n = 2 respectively.
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To clarify these points, in Figure 5.20a we show the example of a geometric shape from 
the previous section. The output of the Curvature Scale Space [38] algorithm for this 
shape is shown in (b). Vertically oriented curves represent maxima and minima of the 
curvatiu’e function for different scales of smoothing [38]. The first problem relies on 
finding the points of convergence where two curves point to by filling in the gaps as 
shown in (b). These closed ID  invariant structures in turn show us the changes over, 
scales for a certain 2D shape. By this algorithm any 2D contour has a unique C S S  
structure. Because of these useful properties, the C S S  algorithm is widely applied tool 
for shape recognition, and it is one of the MPEG-7 standards. On the other hand, 
the output of horizontal maxima of the variance transform algorithm (Figure 5.20c), 
or both maxima and minima (Figure 5.20d), shows vertical structures too. These 
invariant structures, as in C SS,  show us changes over scales for this shape. Please 
observe that these vertical structures remain unchanged for any n  of the normahzed 
vai'iance transform nvt, because when a function is divided by a constant the extrema 
do not change their position. Now, if we look vertically at the nvt  matrix for extrema, 
their position change depending on n. For n  =  1 and n =  2 we get horizontal structures 
as shown in Figures 5.20(e and f) respectively. So, they drop down as we increase n, 
but the intersecting points between horizontal and vertical structures should necessarily 
correspond with extrema of the nvt  matrix for certain values of n. Thus, extrema ( 
zero gradient points) of the nvt  matrix are subsets of the vertical structures and they 
do bear enough information about the scale space structure of the shape. Therefore, it 
is much easier to find directly these extrema on the nvt  matrix and represent a shape 
by them than tracing C S S  curves one by one. We will make use of these horizontal 
structures in the next chapter and we will refer to them as the first maxima of nvt  
corresponding to a certain n.
Another advantage of our theory is the moment function, that is a perfect substitute 
of principal axis theory when it comes to closed contours, moreover, as seen in this 
chapter, extrema of the moment function are a measure of the shape’s symmetry, so 
they can be used effectively for shape and motion recognition, which is the subject of 
our futine work. In the same hamework we were able to detect primitive corners and 
lines of the contour.
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5.11 Conclusion
In this chapter we have proposed and developed the theory of variances and varilets. 
Several new concepts were introduced and applied. We introduced the variance trans­
form and its application to coarse-to-hne feature detection and description. We showed 
that this transform, when applied to closed contours, is translation and rotation invari­
ant.
An interesting concept in this theory was the infinite variance transform and the mo­
ment function. These were the concepts that led as to another understanding of the 
variance as a functional concept, a concept that suggests shape quantums. That is, any 
shape can be described by only few levels of abstractions - few moments and variances.
Another concept, the varilet transform, was a concept that generalized our findings. 
Varilets and their application to closed contours happened to be invariant under a class 
of filters, mean preserving filters.
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Chapter 6
A concept on contour-m atching  
using variance-transform  features
6.1 Introduction
Until now we have been dealing with three main problems of motion analysis: Moving 
object detection, moving object boundary delineation, and boundary representation 
and description. Our last task in this thesis is to show how to match these boundaries. 
Since boundaries are subsets of an image space then any matching technique that is 
based on image space is completely applicable to boundaries and therefore any such 
matching technique can be treated as relevant.
Even though motion analysis is often called dynamic image analysis, it is frequently 
based on a small number of consecutive images, sometimes just two or three in a se­
quence. This case is similar to an analysis of static images, and the motion is actually 
analyzed at a higher level, looking for the correspondence between pairs of points of 
interest in sequential images. This is the main rationale for the extensive application of 
matching in motion analysis. A two-dimensional representation of a (generally) three- 
dimensional motion is called a motion-field, in which each point is assigned a velocity 
vector corresponding to the motion direction, velocity, and distance from an observer 
at an appropriate image location. One way of determining the motion field is the
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optical-flow computation where a very small time distance between consecutive images 
is required, and no significant change occurs between two consecutive images. Opti­
cal flow computation results in motion direction and motion velocity determination at 
(possibly all) image points. It is well known that the optical flow does not always corre­
spond to the true motion field because illumination changes are reflected in the optical 
flow [116]. Object motion parameters can be derived from the computed optical flow 
vectors. The motion field or velocity field computations based on the correspondence 
of interest points represent a compromise technique; Information similar to optical flow 
is determined, but it is based on images acquired at intervals that are not short for 
the assumption underlying optical flow motion estimation to be satisfied. Contom' 
matching is one example where this method can be applied. As our input into this 
stage is a moving boundary delineated by using an active contour model as described 
in Chapter 4, we focused our work in this chapter on a concept of contour matching 
using the correspondence of interest points. The detection of corresponding contour 
points in subsequent frames is a fundamental part of this method. If this correspon­
dence is known, the velocity fields can easily be constructed (this does not consider the 
hard problem of constructing a dense velocity field from a sparse correspondence-point 
velocity field). The first step of the method is to find significant points in two or more 
successive frames of the sequence-points least similar to their surrounding, represent­
ing contour confers, lines, or any other characteristic features in a contour that can be 
matched over time.
In this Chapter, although one should understand this only as an extension of Chapter 
5, we show how the variance transform can be used for fast contour matching. The 
method developed in this chapter is primarily intended for fast future position pre­
diction. Therefore, we do not expect at this stage an extreme accuracy, and we do 
not make any claim with this respect. Our goal in this chapter is how to develop a 
fast contour matching (assuming no occlusion), with a reasonable accuracy, for future 
position prediction in order to delineate a moving object from a minimal initiahzation 
of the active contour, thus reducing the computation time rapidly.
Since points that represent the contour are oriented, an initial matching of contours 
is useful in order to reduce the computation time. For this purpose we can use prin-
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cipal axis, but as mentioned in Chapter 5 there is a drawback in using them because 
eigenvectors may intersect the contour in more than one point. In Section 6 .2  we use 
moments of the variance-transform which are definitely far more advanced than the 
principal axis for an initial matching of contours.
As mentioned earlier, the interesting points on a contour can be any significant features 
that can be matched over time. As long as the moment function represents the sum 
of all variances, and as always in matching problems one can assume that the contour 
in the next frame should be approximately of the same geometry, for this purpose we 
can use the moment function. At the first sight there are two ways to identify interest 
points; by diminishing n (the power of the filter) of the moment function, or by taking its 
derivatives with respect to x. In this chapter we investigate only the second case, that 
is, we use derivatives of the moment function for interest point detection in Section 
6.3 (because as long as the contours of two successive frames are expected to have 
approximately the same shape than the derivatives of their corresponding moments 
should show up extrema that correspond to each other in both contours) described 
by the normalized variance-transform followed by an iterative sub-mapping strategy 
for matching. In Section 6.4 we discuss the advantages of the proposed method for 
matching. The results of the application of our technique are presented in Section 6.5 
for both synthetic and real examples. In Section 6 .6  we give a conclusion to our work 
in this chapter. Possible extensions of this work are identified in Chapter 7.
6.2 Initial contour-m atching
Provided we do not know the maximum velocity of a moving contour then one way of 
matching two successive contours can be by applying an extensive whole space search 
and trying to find the best possible match. But, to do that, we should have a very 
strong set of descriptors which is practically impossible to get. As mentioned earlier in 
this Chapter, an initial matching is preferable in order to decrease the computational 
complexity. For this purpose we can use the principal axis theory [114], but as men­
tioned in Chapter 5, eigenvectors may intersect the contour in more than one point, so, 
there is no way in general that we can apply the principal axis method. To overcome
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this problem we akeady developed a perfect substitute of principal axis in Chapter 5, 
that is, moments of the infinite variance transform (the moment function).
Let
S/(K ,7) =  r  -  [ rJ — OO 1^1 .J— OO \ ^ \ (6 .1)
be the moments of the variance transform for a function / .  Then, from Chapter 5 we 
have that the moment of a contour C is:
Hc(/C, 7 ) ^  Sr(K, 7 ) +  Hy(/t, 7 ) (6 .2 )
Starting from «: =  1 we increase it until we get only two minima and two maxima.
Let K =  Ko be the value of k for which the moment function of the contour reached
the desired requirement of showing only two maxima and two minima, it is well known 
from Chapter 5 that magnitudes of these extrema differs from each other according to 
the symmetry of the contour.
Four extrema of the moment function divide the contour into four parts. Having two 
contours taken from two successive frames of a sequence we use the following conven­
tion to match them:
Let C\ — (0 1 , 0 2 , 0 3 , 0 4 ) and Cg =  (6 1 , 6 2 , 6 3 , 6 4) be the two sets of points that corre­
spond to fom' extrema of contours C\ and C2 respectively. For each of these points 
we compute the nvt for n =  (1  — kq)> ( because for kq =  1 , n is equal to zero, which 
represents the variance transform itself). In this way, to each feature point (extrema of 
the moment function) we associate a descriptor induced from the nvt  that corresponds 
to the same level of abstraction. Now, let d{i,j)  be the scale of the first maxima of nvt, 
where î =  1 , 2  is the number of contours, and j  =  1 , 2 ,3 ,4  is the number of extrema. 
As mentioned in Chapter 5, the position of the characteristic extrema of the variance 
transform and its multiple derivatives by s are directly proportioned to the length of 
the contour, the same applies for the nvt. Now, let the length of the contours Ci 
and C2 be Li and Lg respectively. If the difference in length of these contours is say 
AL,  it does not mean that this difference is distributed uniformly on the contour. A
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contour may be deformed partially but the machine does not know in advance where 
this deformation occurred. To overcome this difficulty we assume ( initially) that the 
deformation is distributed uniformly between any two successive points (i,j)  on the 
contour and normalize them as
4b j) (6.3)
where is the length of the segment of contour i between two neighbors of
the point j .  Graphically (for the case of simplicity) this length of the segment can 
be the distance d of a point a (that represents a maximum of a moment function) as 
shown in Figine 6 .1 . After we compute dn(b i), we calculate the absolute difference 
between the first feature vector dn{l,j)  and the shifted version of d„(2 , j) . A shift 
that results in a minimum global difference is used as an initial matching of contours. 
Please observe, that in this way we can impose constraints, for example, by selecting 
only those points whose absolute difference is lower than (say) the standard deviation 
of the global difference.
Figure 6.1: An example showing extrema of the moment function and the normalizing 
distance.
An example showing the procedure of global matching is given in Figure 6.2, where two 
contours representing rectangles in Figure 6.2a should match each other. To do this, 
their first moment for both contours has been calculated (Figure 6.2(c and d)), since
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these inoineiits show up only four extrema for each of them we calculate the position 
(normalized) of the first maxima of nvt for n = 0 , using Eq.6.3. Finally, we calculate the 
absolute difference (as explained earlier) for initial matching as shown in Figure 6.2b.
(a) (b)
( c ) ( d )
Figure 6.2; (a)A synthetic rectangle (blue contour) and its scaled version (red contour) 
overlaid, (c and d) The first moment of the blue and red rectangle respectively, (b) The 
result of initial matching using extrema of (c and d). Please observe that rectangles 
are represented by a set of equally spaced points.
6.3 Coarse-to-fine contour-m atching by iterative sub - map­
pings
As explained in Chapter 5, the moment function represents the sum of all variances, high 
frequencies are suppressed but not eliminated. So, in order to reveal other interesting 
points in the contour we simply take the derivative of the moment function with respect
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to 7  as follows:
^ H c (ko, 7 )  (6.4)
Extrema of this function will fall in between four partitions found in the previous step. 
The length of a segment of the contour between two successive extrema found in the 
previous step may or may not be the same with three other pieces, but at least we 
have a one-to-one correspondence between four partitions (regions) of two consecutive 
contours which allow us to treat each region as a separate contour (Please note that 
by region we denote a piece of the contour that is contained within two successive 
extrema). Now we have a situation similar to the first step, except that the number of 
extrema that fall within a given region may or may not be the same in two consecutive 
contours.
Let R{i,v)  be a region, where i =  1,2 is the frame number and v =  1 , 2 ,3 ,4  is the 
region number. And, let L{i,v) be the length of this region. For each extremum that 
is contained within this region we compute
which is the position (normalized) of the first maxima taken from the nvt  for a value of 
n  that is for one less than before ( because the extrema of the derivative with respect 
to 7  of the moment function now correspond to a level of abstraction that is for one 
unit lower than it was. One can observe that when taking derivatives with respect to 
7  of the moment function, within the first term of the moment function appears the 
term j u  . This term on the other hand is divided by |w|"', and reduces the polynomial 
dependence by one degree. Please note that the normalization now is taken with respect 
to L{i,v).
After we find d„(z, j)  for two consecutive contours the next task is to match them 
region-wise. Since the number of extrema within a region is usually small the following 
strategy can be proposed for matching:
Let i2(to) f)  and iî( ti , n) be regions of contours taken at time îq and t\. Let q and p be 
the number of extrema contained within these regions respectively. We induce a set of
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all one-to-one mappings T  whose total number for q > p is:
Which is the number of combinations without repetitions. If p > g than we have to 
compute a mapping from second to the first frame. In this case we just invert variables.
For each Tm E JF we compute the error function (global absolute difference). Let 
jFq G JF be a mapping that generated the minimum error, than jFb is our best possible 
match. To reduce the possibility of mismatches it is preferable to select only those 
members of JFq whose value of the error function does not exceed say 2aerf^ where CTerf 
is the standard deviation of the global error function of the whole contour. Figure 6.3 
shows the process of matching using the first derivative of the moment function. One 
can observe that new vectors fall within regions defined by the first moment.
Surviving points will divide contours Ci and Cg into another set of regions whose total 
number is equal to the number of the surviving points.
Function
^ ^ H c (ko,7) (6-7)
will reveal another set of points, and the same procedure is repeated to find another 
set of regions. The process can go on by using other higher derivatives of the moment 
function, however it is recommended to use only Kq - derivatives. This is because if 
we go further we get extrema that correspond to noise rather than to the significant 
parts of the contour.
After we match derivative extrema, the final stage comes, where we match first maxima 
of nvt  for n = 2  (local features) that are contained in the regions defined by the extrema 
of the moment derivatives. Figine 6.4 shows the process of matching using local features 
induced by nvt  for n—2 (a and b). The position of these extrema is computed first by 
taking the sum of the first 15 rows of the corresponding nvt-s (c and d). Extrema of 
this sum represent the vertical location of local features. To describe them, for each of 
them we compute the first maximum of nvt  normalized by the length of the region they
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belong to. Finally, we match them in the same way we did in the previous steps. The 
result is shown in Figure 6.4f. Figure 6.5a shows interpolated vectors within the regions 
defined by Figure 6.4f, whereas in Figure 6.5b we performed a twice immediate neighbor 
averaging for each vector from Figure 6.5a in order to get a one-to-one correspondence. 
Since we are not interested in extremely precise matching, we omit the final stage of 
matching in Section 6.5 in order to speed up the process of prediction.
(a) (b)
(c) (d )
Figure 6.3: (a) First iteration (shown just for sake of better explanation), (b) Matching 
using extrema of the moment’s first derivative of the blue and red rectangle (c and d). 
Vectors corresponding to extrema of the first moment alone (fig:a) are shown just for 
explanation, therefore they are not used in the process of matching. Please observe that 
extrema of (c) and (d) fall within regions defined by figure (a), and they are shown in 
figure (b).
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(a)
(c)
(b)
( d )
( f )
Figure 6.4: (a and b) Corresponding nvt-s for n =  2 of the blue and red rectangle 
respectively, (c and d) The sum of the first 15 rows of these matrices, (e) Previous 
iteration, (f) The result of matching using current local features (Recent iteration).
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(a) (b)
Figure 6.5: (a) The result after interpolating between regions defined by Figure 6.4f.
(b) The result after performing twice immediate neighbor averaging on vectors in (a).
6.3.1 Contour m atching in a sequence of frames
After we match contours of the two consecutive frames of an image sequence we actu­
ally have a set of vectors that correspond to the direction of motion, their magnitudes 
correspond to the velocity of corresponding points. If we multiply magnitudes of these 
vectors by two, we get the possible future location of the moving object in the third 
frame (Figure 6 .6 a).
Points of the image plane, where these vectors point to, represent another contour. 
This contour in turn is represented by the region Rc it encircles (there are cases where 
the contour intersects itself and it represents many regions, in this case we should chose 
the region of maximal area) (Figure 6 .6 b). Let the average velocity of the contour be 
V, we performed v  steps of dilation to this region, thus yielding region Rd (Figure 6 .6 c), 
(because of imperfect segmentation and matching, the predicted contour is possible to 
cross moving boundaries in the third frame, and this is the reason why we dilate the 
predicted contour). This region is represented by its boundary where we initialize the 
active contour to delineate the boundary of the moving object that is expected to be 
present within this region (Figure 6 .6 d). This contour is then matched with the previous 
contour. The process is then repeated, except that the motion vector afterwards is not 
multiplied by two, instead we use the current magnitudes of the velocity vectors plus
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(c) (d )
Figure 6 .6 ; (a) Future position prediction, (b) Masked position, (c) The dilated mask, 
(d): Its boundary presenting the initial position of the active contour.
their velocity differences (acceleration).
6.4 The advantages of the proposed m ethod for matching
In this Chapter, we proposed a method for fast matching. Our method does not 
make use of the conventional assumptions, such as maximum velocity, stable pattern 
features etc. Although in this Chapter we concerned ourselves mainly with developing 
tools for feature extraction and the technique for fast feature matching for the future 
location prediction, behind these features we have many other descriptions, for example 
(say) a certain feature (in our case first maxima) can be characterized by the value of 
variance and its derivatives in addition to the length. So, the accuracy can be increased 
significantly if we make use of them, although it was not our intention at this stage.
When we do not have a prior knowledge about the maximum velocity, the process of 
matching is no longer a trivial task. One could have used principal axis to establish 
an initial matching in order to reduce the computation time. It is well known from
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Chapters 5 and 6 , that principal axis cannot be used for this task because the eigen­
vectors may intersect the contour in more than one point. Under this conditions, one 
can match contours by making use of scale space techniques [93, 110, 111, 38, 37]. This 
techniques do succeed in matching. However, because of the intensive computation 
requirement, it is almost impossible to use them when it comes to real time matching 
for tracking. In our case, since the number of feature points in a contour is very small 
compared to the total number of points that constitute the contour, the computation 
time is rapidly reduced, thus making it faster. Now, provided we have a set of very 
reliable features (which is quite difficult to get), one may try to match these features. 
However, the number of feature points in two successive contours may not be the same in 
general. For example, (suppose) we have in the first contour 20 feature points, and in the 
second one we have 24 feature points. In order to establish a correspondence between 
these features we need to perform (according to Expression 6 .6 ) 10626 comparisons of 
the twenty dimensional feature vectors, assuming we know the initial point from where 
to start. If we do not know the start point, we should multiply the above number 
by 20. In this case we should perform 212520 comparisons. In our case, since we 
divide the contour into regions, the number of computations would be in the order of 
(approximately) 24 comparisons of the five dimensional feature vectors.
Although it is not our intention at this stage to make any claim about the accuracy of 
our method of matching, it is of interest to see, at least for some examples, what are 
the values of the error function, measured as the magnitude of the difference between 
motion vectors computed using our method and motion vectors computed using a 
ground-truth model. In Figure 6.7a we show an example of a geometric shape (blue 
contour) and its projectively transformed version (red contour). The transformation 
included a 15° rotation about a horizontal axis passing through the mean value of the 
shape. The resolution of the blue contour was 403 equally spaced points long with 
one point spacing. After transformation (red contour), the contour got shorter by 30 
points, always with one point equal spacing between points. To develop a ground-truth 
model for matching, we used some of the salient corners of both figures (original and 
transformed version) as shown in Figure 6.7a. We performed a uniform interpolation 
between the predefined segments, thus getting 403 vectors as shown in Figure 6.7b.
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Figure 6.7: (a) A geometric shape (blue contour) and its projectively transformed 
version (red contour) overlaid, (b) The ground-truth model based on significant corners 
of both contours in (a), (c) The result of matching using our method, (d) Values of the 
error function computed as the magnitude of the difference between the sets of vectors 
in (b) and (c). Red line represents the mean value, whereas yellow lines represent one 
variance above and below the mean.
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After a ground-truth model is developed, we computed motion vectors (matching) 
between figures (original and transformed version) using our method for matching, but 
without smoothing ( Figure 6.7c). Now, for each point of the blue contour we have a 
pair of vectors; one vector that is considered as a ground-truth vector, and another one 
computed using our method for matching. The values of the error function between 
these pairs of vectors are shown in Figure 6.7d. The red line represents the mean value 
( m =  0.6079), and yellow lines represent one variance {v =  0.4864) above and below 
the mean. Taking into account that spacing between the points was one, it means 
that on average there is an error of approximately 0.3 digital points introduced by our 
matching method (which is reasonably good).
Our next example involves matching contours that represent the boundaries of a speaker 
in two successive frames ( Figure 6.8(a and b)). Contours of both frames are overlaid 
in Figure 6.8c. As we can see, except some deformations introduced as a result of 
imperfect delineation, the remaining portion of the contour has undergone a very small 
negligible motion or no motion at all. In this example, we had the possibility of con­
structing ground-truth model based on points of both contours that overlap each other, 
and the resulting vectors (after interpolation) are shown in Figure 6.8e. As in the pre­
vious example, using our method for matching we got a set of vectors representing the 
displacement of contours as shown in Figure 6.8d, whereas using ground-truth model 
we got a set of vectors as shown in Figure 6.8e. The values of the error function for this 
example are shown in Figure 6.8e, the red line represents the mean value (m =  1.3334) 
and the yellow lines represent one standard deviation {s = 1.279) above and below the 
mean. The spacing between the points that represent contours was one, so on average 
there was an error of approximately 0.7 digital points, which is again reasonably good.
Our last example involves a car matching (second example of car matching from the 
experimental section) in a sequence of frames. Two most representative contom's cor­
responding to the boundaries of the car from two consecutive frames of this sequence 
are shown in Figure 6.9a. In this example, we used eigen-vectors to build the ground- 
tru th  model, whose result after interpolation is shown in Figure 6.9b. The vectors 
corresponding to the displacement of contours using our matching method are shown 
in Figure 6.9c.
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(a) (b)
( d )
(e) ( f )
Figure 6.8: (a and b) The first and second frame of an image sequence showing a 
speaker and the contour representing its boundary overlaid, (c) Their boundary con­
tours overlaid, (d) The result of matching after two iterations. Please observe that 
there between was a very small (negligible) motion between the two frames, and as a 
result of imperfect segmentation (at the bottom) we have motion vectors that corre­
spond to these deformations mainly, (e) Ground-truth model based on points of both 
contours that overlap each other, (f) Values of the error function. Red line (as before) 
represents the mean value, whereas yellow lines represent one standard deviation above 
and below the mean.
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Figure 6.9: (a) Blue and red contours representing the boundaries of the moving car 
(second example of car matching) in two successive frames, (b) The ground-truth model 
based on eigen-vectors of both contours, (c) The result of matching using our method, 
(d) Values of the error function, where red and yellow lines (as before) represent the 
mean value and one standard deviation above and below the mean respectively.
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Please observe that the shape of the red contour is considerably deformed as a result of 
motion. In spite of the motion vectors computed by our method are correct no matter 
the gap w e  see in Figure 6.9c. The values of the error function for this pair of vectors are 
shown in Figure 6.9d, where the red line corresponds to the mean value (m =  2.9996) 
and the yellow lines correspond to one standard deviation (s = 0.838) above and below 
the mean. Please observe that in this particular example the error is higher than in 
the previous examples. We thought that this error observed in this example could be 
considered an isolated case, but this was not correct because the average mean error 
function for a complete sequence showed a value of m =  3.022. We believe the main 
cause might be that the eigen-vector matching is not a really good ground-truth model.
6.5 Experim ental results
In this section we show the application of our method for matching for both synthetic 
and real examples. In Figure 6.10a we show a synthetic example of an arbitrary shape 
(blue contom*) and its smoothed version (red contour). Smoothing is applied for the 
purpose of inducing changes all over the contour. Figure 6.10b shows the result of 
matching using our method. Results shows that matching is reasonably good, although 
we didn’t use the final stage of matching using local features.
In Figure 6.11a we show a frame of an image sequence showing a man waiving his hand. 
The result of matching of two consecutive frames is shown in Figure 6.11b. One can 
observe that motion vectors do correspond with the true motion. Figure 6.12a shows 
the first process of iteration where four points in both contours representing extrema 
of the first moment are matched. Please observe the direction of vectors in (a) and 
their corresponding direction after two iterations (b). Vectors in (b) do correspond 
much more with the real motion. Figure 6.13(a and b) presents the result of matching 
for two different time instance frames of the same image sequence but for increased 
resolution of contours representing the boundaries of waiving hand. As in the previous 
pair of flames, the direction of vectors do correspond with real motion vectors.
Figure 6.14 shows the moving contours of some of the frames of our image sequence. 
The active contour was initialized near the fiame of the image just in the first pair
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of frames. For other frames the same contour is guided in the direction of vectors 
representing motion followed by dilation, as explained in Section 6.3.1, for fast moving 
boundary delineation.
Figure 6.15(a and b) shows two frames of an image sequence of Claire. The contours 
representing the moving boundaries are overlaid in (c). The result of matching after 
three iterations followed by smoothing is shown in Figure 6.15d. Observe that between 
the two contours is a very small negligible motion, and that motion vectors appear only 
in places where the delineation process was imperfect. On this particular occasion, the 
moment function exhibited more than four extrema, so we increased n to n  =  2 in order 
to get only four extrema (the process is done automatically). Here we had a possibility 
of taking two derivatives of the moment function followed by the third iteration where 
we used local features for fine matching. Finally, we smoothed the vectors in order to 
get a smooth one-to-one correspondence.
To induce a significant motion between frames, in Figure 6.16(a and b) we show two 
different frames of the same image sequence that are quite apart in time from each other 
with their contours representing boundaries overlaid. Figure 6.16(c) shows the result 
of matching using only extrema of the moment function (for n — 2), whereas Figures 
6.16(d and e) show the result of matching using first and second derivatives of the 
moment function respectively (second and third iteration). Please observe that after 
each iteration, the results of estimated motion vectors are better and better aligned in 
the direction of the true motion.
Figure 6.17 shows a geometric shape (blue contour) and its projectively transformed 
version (red contour) overlaid. The transform included a 10° rotation about a horizontal 
axis passing through the mean of the shape. Figures 6.17 (a), (b) and (c) show the 
results of matching after each iteration respectively. Please observe that after each 
iteration motion vectors are aligned better and better in the direction of the true 
displacements.
In Figure 6.18 we show the results of matching in a sequence of frames of a car whose 
motion was a pure translation. The active contour was initialized for the first pair 
of frames only. For the next frames the contour is guided in the direction of motion
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vectors followed by dilation in order to capture the location of the moving car in the 
next frame. Figure 6.19 shows the delineated moving boundaries for all frames of the 
sequence.
Figure 6.20(a and b) shows two successive frames of an image sequence of a man walking 
with their corresponding moving contours overlaid. The result of matching between the 
first and second frame is shown in Figme 6.20(c) .The result of matching between the 
first and the fourth frame of the same image sequence is shown in Figure 6.20(d). Please 
observe that although we used two frames that are quite apart in time from each other 
(figure d) the result of matching is quite satisfactory.
The first column of Figures 6.21, 6.22 and 6.23 show 12 frames of the same image 
sequence with detected moving contours overlaid, where the process of delineation 
is performed from the minimal initialization of the active contour resulting from the 
predicted location. It is of interest to see their corresponding graphs of the moment 
function for n — 2. As mentioned in Chapter 5, the moment function is a measure of the 
shape’s symmetry. Please observe the maxima of this function, which correspond to the 
front and the back of walking man, they change in accordance with their corresponding 
symmetries, whereas the minima, that correspond to the head and feet, since the shape 
of the contour about these two locations does not change significantly, the magnitudes 
of these minima relative to each other undergo slight (negligible) changes. This is an 
important property of the moment function for motion recognition task which is the 
subject of our future work.
The example of Figure 6.24 is the same as the previous example of car matching, except 
that the moving boundaries in this case show translation and scaling. Figure 6.25 shows 
the delineated contours for all the frames of this sequence where the delineation process 
was performed in a similar manner as in the previous example.
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Figure 6.10: (a) An arbitrary shape (blue contour) and its smoothed version (red 
contour) overlaid, (b) The result of matching after two iterations. Please observe that 
in this example we did not perform final matching using local features of nvt
126 Chapter 6'. A concept on contour-matching using variance-transform features
(a)
(b)
Figure 6.11; (a) A frame of an image sequence, (b) The result of matching in two 
consecutive frames overlaid.
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(b)
Figure 6.12; (a) Two consecutive contours from the previous example with initial 
matching vectors overlaid, (b) The final matching after two iterations followed by 
interpolation and smoothing. Please observe the direction of vectors in (a) and their 
corresponding direction in (b), vectors are aligned in the direction of the true motion.
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(a)
(b)
Figure 6.13: (a and b) The result of matching after two iterations for the two successive 
pairs of frames of the image sequence from the previous example (with increased resolu­
tion of contours). Please observe that deformations caused by imperfect segmentation 
did not interfere with results of matching on the remaining portion of the contour.
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Figure 6.14; Some of the moving contours of the previous example overlaid.
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(a) (b)
(c) (d )
Figure 6.15: (a and b) The first and second frame of an image sequence showing a 
speaker and the contour representing its boundary overlaid, (c) Their boundary con­
tours overlaid, (d) The result of matching after three iterations followed by smoothing. 
Please observe that between two frames was a very small negligible motion, and as a 
result of imperfect segmentation (at the bottom) we have motion vectors that corre­
spond to these deformations only. The interesting point is that these deformations did 
not affect the results of motion estimation in the remaining portion of the boundary.
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(b)
(c)
(e)
Figure 6.16; (a and b) Two different frames of an image sequence of a speaker and 
their boundary contours overlaid, (c) The result of matching using extrema of the 
moment function only, (d) The result of matching after second iteration (using extrema 
of moments first derivatives), (e) The result of matching after third iteration (using 
extrema of the moments second derivatives). Please observe that after each iteration, 
the estimated motion vectors are better and better aligned in the direction of true 
motion.
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Figure 6.17; (a) The initial matching of the geometric shape (blue contour) and its 
projectively transformed version (red contour) overlaid, (b) The result of matching 
after first iteration, (c) The result of matching after second iteration.
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Figure 6.18: The result of car matching: (a to f) Frames 1 to 6.
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Figure 6.19: Overlaid moving contours for all frames.
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Figure 6.20: (a and b) Two successive frames of an image sequence with their corre­
sponding moving contours overlaid, (c) The result of matching between the first and 
second frame using our method, (d) The result of matching between the first and the 
fourth frame of the same image sequence.
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( f )
(g)
( d ) ( h )
Figure 6.21: First column: Frames from 1 to 4 of an image sequence showing a mov­
ing man with their corresponding moving contours overlaid. Second column: Their
corresponding moments for n — 2.
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(f)
(g)
( d ) ( h)
Figure 6.22: First column: Frames from 5 to 8 of an image sequence showing a mov­
ing man with their corresponding moving contours overlaid. Second column: Their
corresponding moments for n = 2.
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Figure 6.23: First column: Frames from 9 to 12 of an image sequence showing a
moving man with their corresponding moving contours overlaid. Second column: Their
corresponding moments for r? = 2.
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(b) (e)
(c) (f)
Figure 6.24: The result of car matching: (a to f) Frames 1 to 6.
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Figure 6.25: Overlaid moving contours for all frames.
6.6 Conclusion
In this chapter we applied concepts from Chapter 5 in developing a method for fast 
contour matching with a reasonable accuracy. The method developed in this chapter 
was primarily intended for the location prediction of the moving object’s boundary. 
This allowed us to initialize the active contour algorithm from the minimum location.
We couldn’t apply this method extensively to human body tracking because our mov­
ing boundary detection in Chapter 3 detects only boundaries that are moving. The 
boundaries of human body silhouette are impossible to detect completely by our algo­
rithm, because when a human body is in motion, not all its parts move (for example, 
one foot periodically moves and another does not), and it causes missing boundaries. 
Another reason was our active contour model that was designed to delineate closed 
shapes (boundaries). In our future work, we plan to extend the concept of our theory 
of moving boundary detection to background subtraction, this will solve one of the 
main problems we faced in this chapter.
Chapter 7
Conclusions and future work
In this thesis we have been dealing with four main issues of motion analysis related 
problems; Moving object boundary detection, boundary delineation, boundary repre­
sentation and description, and boundary matching for future location prediction.
In Chapter 2 we reviewed selected references dealing with the above main issues. In 
Chapter 3 we proposed and developed a new theory on boundary detection derived 
from temporal cooccurrence matrices.
We have described a method that resulted from our theory to identify pixels that lie on 
stationary or moving region boundaries. Our method is fast, because it involves only 
cooccurrence matrix computations and Boolean operations of “suppression” . Another 
advantage of our method is that it does not make any use of manual setting thresholds; 
they use all the nonzero values in the temporal cooccurrence matrices and results 
thereafter are refined by making use of C SR C  constants. In this chapter we briefiy 
describe possible extensions of our method, some of which we may investigate as part 
of our future work.
In our method of suppressing cooccurrence matrices we have used the transpose of 
the first cooccurrence matrix to suppress the first one. To make our method luminance 
invariant, instead of using the transpose, we will develop a cooccurrence matrix derived 
from the first one so that the position of each entry on this matrix will be the randomly 
perturbed position of the entry in the first matrix in the eight-connected neighborhood.
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We have used the boundaries extracted by our methods to provide initial inputs to an 
active-contour boundary delineation algorithm, as described in Chapter 4. It would 
be desirable to allow the delineated boundaries to provide feedback to the boundary 
extraction process about estimated boundary locations; this would be especially useful 
in extracting moving boundaries.
In Chapter 4 we have described methods of using active contours to delineate object 
boundaries in noisy images. In particular, we have developed methods of avoiding local 
energy minima due to noise by perturbing the points that represent the active contour 
diu'ing the energy minimization process. In this chapter we briefly describe possible 
extensions of our methods, some of which we will investigate as part of our future work.
We plan to investigate the use of mean distance fields to define both internal and 
external energy in an active contour, where external energy is defined using mean 
distance in the image and internal energy is defined using mean distance in the plane 
containing the active contour representation.
We have used a simple binomial model for the image noise to analyze the behavior 
of our active contour perturbation processes. We plan to formulate a more rigorous 
analysis based on more reahstic noise and clutter models.
We have used simple methods of introducing randomness into an active contour algo­
rithm by randomly perturbing the number or the positions of the points that represent 
the active contour. It would be of interest to investigate other methods of randomizing 
active contour algorithms.
In Chapter 5 we have proposed and developed the theory of variances and varilets. Sev­
eral new concepts were introduced and applied. We introduced the variance transform 
and its application for coarse-to-fine feature detection and description. We showed that 
this transform, when applied to closed contours, is translation and rotation invariant.
An interesting concept in this theory was the infinite variance transform and the mo­
ment function. These were concepts that led as to another imderstanding of the variance 
as a functional concept, a concept that suggests shape quantums. That is, any shape 
can be described by only few levels of abstractions - few moments and variances. As 
seen in Chapter 5 and 6, the moment function is a measure of shape’s symmetry, in
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our future work, we will make use of the moment function to recognize human body 
movements.
Another concept, the varilet transform, was a concept that generalized our findings. 
Varilets and their application to closed contours happened to be invariant under a class 
of filters, mean preserving filters.
It has been shown in Chapter 5 that the variance transform is only a special case of the 
varilet transform. Our future plans will be concentrated on varilets possessing mean 
preserving filters such as properly scaled Gaussian filters localized at different frequen­
cies. It is well known from the Scale space theory that Gaussian filters guarantees 
continuously changing features over scales. We are very confident that by using this 
kind of filters, we will obtain a much more representative and well defined levels of 
abstractions.
In Chapter 6 we applied our concepts from other Chapters in developing a method 
for fast contour matching. We couldn’t apply this method extensively to a complete 
human body tracking because our moving boundary detection in Chapter 3 detects only 
boundaries that are moving. Boundaries of human body silhouette are not possible to 
be detected completely by our algorithm, because when a human body is in motion, not 
all its parts move, for example, the feet, one moves another doesn’t (periodically), and 
it causes missing boundaries. Another reason was oiu active contour model that was 
designed to delineate closed shapes (boundaries). In our future work, we plan to extend 
the concept of our theory of moving boundary detection to background subtraction, 
this will solve the problem we faced in Chapter 6.
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Chapter 8
A ppendix
8.1 Experim ental results
8.1.1 A  synthetic  closed contour
In this section we present an example of a synthetic closed contour Figure 8.1a which is 
a typical example that contains sides and corners of different length and angle. Figure 
8.1(b,c,d) represent the variance transform, its top and side views respectively. In Fig­
ure 8.2 (a to f) we show plots of the first six derivatives with respect to s respectively. 
Please observe the scale of extrema in (a) and (b). In Figure 8.3(a to f) and in Figure 
8.4(a to f) we show plots of the sum with respect to s and x  of the VT-matrix and 
its first five derivatives with respect to s respectively. Sums of the VT-matrix using 
moments from n — 1 to n  =  3 are shown in Figure 8.5(a,b,c) respectively. Please com­
pare Figure 8.5a with Figure 8.3a, they have approximately the same shape. Figure 
8.5(b and c) as mentioned in previous examples, are only smoothed versions of Figure 
8.5a. It is of interest to observe magnitudes of maxima and minima of Figure 8.5, 
they are not equal. Namely, the first maxima of Figure 8.5b is slightly higher than the 
second maxima, and the first minima is slightly higher than second minima. Figure 
8.5(d to f) are moments for n =  1, n  =  —2, and n — —3 which represents some other 
local features of the contour. The variance transform corner and line detector applied 
to this synthetic closed contour is shown in Figure 8.6. Figure 8.6a shows the output
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of the corner and line detector (total sum). The points of the contour corresponding 
to maxima and minima of Figure 8.6a are shown in Figure 8.6b, where the red dots 
correspond to minima and the black dots to maxima. If we trace the contour from 
Figure 8.6b contra-clock-wise from the point with coordinates (150,100) and compare 
it with the minima and maxima of Figmre 8.6a (starting from first point in the left) 
we can observe that high and low magnitudes of minima of Figure 8.6a correspond 
to short and long sides of Figure 8.6b, whereas high and low magnitudes of maxima 
correspond with small and big angles in Figure 8.6b. While keeping the same order of 
tracing we have a total of 12 sides in Figure 8.6b which are denoted with red dots. For 
each of them we calculated the variance transform. First and second derivatives with 
respect to s aie shown in Figure 8.7, Figure 8.8 and in Figure 8.9, where the first and 
second columns represent the first and second derivatives respectively. Please compare 
the position of the first maxima with the length of the corresponding sides of Figure 
8.6b. They are in proportion.
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(a) (b)
(c) ( d )
Figure 8.1: (a)A synthetic closed contour, (b) Its corresponding variance transform 
(VT). (c) Top-view of VT. (d) Side-view of VT.
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(c) (d)
( e ) ( f )
Figure 8.2: ((a)to(f)): The first six derivatives with respect to ’s’ respectively of the 
’svnthetic closed contour’s VT-matrix’.
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(a)
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Figure 8.3: ((a)to(f)): The sum with respect to ’s’ of the VT-matrix and its first five 
derivatives with respect to ’s’ respectively.
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(a) (b)
(c) (d)
(e) ( f )
Figure 8.4: ((a)to(f)): The sum with respect to ’x ’ of the VT-matrix and its first five 
derivatives with respect to ’s’ respectively.
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(e) (f)
Figure 8.5: ((a)to(c)): Moments from 1 to 3 respectively, ((d)to(f)): moments from -1 
to -3 respectively.
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(b)
Figure 8.6: (a): The output of the corner-detector. (b): The corresponding points of 
the contour for minima (red dots) and maxima (black dots).
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(a) (b)
(c) (cl)
(e) (f)
(g) ( b )
Figure 8.7: First and second column: The first and second derivative with respect to
’s’ of the VT-matrix respectively for the red points from 1 to 4 starting from the red
point with coordinates (150,100) obtained by tracing the contour counterclockwise.
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Figure 8.8: First and second column: The first and second derivative with respect to
’s’ of the VT-matrix respectively for the red points from 5 to 8 starting from the red
point with coordinates (150,100) obtained by tracing the contour counterclockwise.
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(a) (b)
( c ) (d)
(e) ( f )
(g) (h)
Figure 8.9: First and second column: The first and second derivative with respect to
’s’ of the VT-matrix respectively for the red points from 9 to 12 starting from the red
point with coordinates (150,100) obtained by tracing the contour counterclockwise.
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8.1,2 T he speaker
In this section we show the application of the variance transform to a real example 
from Figure 8.10a. Figures 8.10(b,c,d) show plots of the variance transform and its 
top and side views respectively. Top view of the variance transform and its first five 
derivatives with respect to s are shown in Figure 8.11(a to f). As in other examples, 
Figure 8.12(first and second column) are the sums (with respect to s and with respect 
to œ respectively) of the VT-matrix and its first three derivatives with respect to s 
respectively, moments for n — 1 and n  =  2 are shown in Figure 8.13(a and b). Please 
compare the shapes of Figure 8.13a and Figure 8.12a, they are approximately the same. 
As in other examples, the moment for n =  2 is only a smoothed version of the moment 
for n  =  1. Please observe the magnitudes of maxima and minima of Figure 8.13b, 
they differ a lot. The moments for n — —1 and n  = —2 are shown in Figure 8.13(c 
and d). The output of the corner and line detector for the total sum and for the sum 
from 1 to 10 are shown in Figme 8.14a and Figure 8.14b respectively. Please observe 
that as a result of noise, the corner and line detector exhibits too many extrema. In 
order to get only significant extrema, we smoothed Figure 8.14b with an averaging 
filter of size 37, the result is shown in Figiu’e 8.14c. The filter size was determined 
as the half way distance between the first maxima in Figure 8.12d. The points of the 
contour corresponding to extrema of Figure 8.14a are shown in Figure 8.15a, whereas 
points of the contour corresponding to the extrema of Figure 8.14c are shown in Figure 
8.15b where the red and yellow circles represent maxima and minima respectively. The 
points of the contour that correspond to extrema of the second moment Figure 8.13b 
are shown in Figme 8.15c, where the red and the green stars correspond to maxima, 
whereas the red and the green circles correspond to minima. The red colour stands for 
the highest value of maxima or minima. From the last example in Figure 8.15c, we can 
see that magnitudes of extrema in Figure 8.13b are important clues for determining 
the symmetry of shapes.
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(a) (b)
(c) (ci)
Figure 8.10: (a)The contour of a speaker, (b) Its corresponding variance transform 
(VT). (c) Top-view of VT. (d) Side-view of VT.
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Figure 8.11: ((a)to(f)): The top-view of the variance transform and its first five deriva­
tives with respect to ’s’ respectively.
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(b )
Figure 8.12; First and second column: The sum with respect to ’s’ (first column), 
and the sum with respect to ’x ’(second column) of the VT-matrix and its first three 
derivatives with respect to ’s’ respectively.
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(a)
(c)
(b)
(d )
Figure 8.13: (a and b): Moments for n — 1 and n =  2. (c and d): moments for n =  —1 
and n = —2.
8.1. Experimental results 161
M l  V
(a)
I il\ / [  l i j y i  /V
(b )
(a)
Figure 8.14: The output of the coriier-detector: (a)-total sum; (b)-the sum from 1 to 
10; (c)-a smoothed version of (b)
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Figure 8.15: The corresponding points of the corner-detector: (a)-total sum; (b)-the 
sum from 1 to lO(smoothed), red and yellow circles represent maxima and minima 
respectively; (c)-The corresponding points of extrema of the first moment of VT(red 
and green stars correspond to maxima, whereas red and green circles correspond to 
minima of the first moment, where red stands for highest value of maxima or minima).
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