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Resumo
Esta dissertação aborda o problema do planeamento de caminhos para robôs móveis omidire-
cionais autónomos que operam em ambientes conhecidos. O planeamento de caminhos visa, de
uma forma geral, permitir a um robô gerar um caminho entre dois pontos de um mapa da forma
mais eficiente possível e de modo a não colidir com obstáculos. O controlador de trajetórias, por
sua vez, visa definir as velocidades a aplicar ao robô, de modo a este seguir o caminho desejado
de uma forma rápida com grande precisão, ou seja, com o menor erro possível.
Para permitir ao robô planear o seu percurso da melhor forma, exploraram-se diferentes me-
todologias de planeamento de caminhos, sendo analisadas as vantagens e desvantagens de cada
uma delas. Para representar o ambiente, foram selecionados e analisados mapas decompostos em
células fixas, em quadtrees, em framed quadtrees e ainda é sugerida uma nova abordagem para a
decomposição em células denominada K-Framed Quadtrees. Para encontrar um caminho a par-
tir dessas representações do mapa, é utilizado o algoritmo de pesquisa de grafos A-star (A?). É
também feita uma análise comparativa entre as representações do mapa implementadas, de forma
a concluir em que casos os algoritmos devem ser aplicados.
De forma a controlar o movimento do robô para o mesmo percorrer a trajetória desejada, é
implementado um controlador não linear, denominado Trajectory Linearization Control (TLC)
que consiste na linearização em torno de uma trajetória desejada, permitindo o seguimento de
qualquer trajetória, e estabilidade ao longo da mesma sem interpolação dos ganhos.
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Abstract
This dissertation addresses the path planning problem for autonomous omidirectional mobile
robots that operate in known environments. Path planning aims, in general, to allow a robot to
generate a path between two points on a map as efficiently as possible, avoiding collidin with
obstacles. On the other hand the trajectory controller aims to define which velocities to apply to
the robot, so that it follows the desired path swiftly and precisely, with the smallest error possible.
In order to allow the robot to plan its path in the best possible way, several methodologies for path
planning were explored, analyzing the existing advantages and disavantages of each one of them.
The environment was represented using several analyzed and selected maps decomposed in
grid, quadtrees, framed quadtrees and with a new approach for decomposition into cells, called
K- Framed Quadtrees. So that a path could be found from these map representations, the A-start
(A?) graph search algorithm was used. A comparative analysis between the implemented map
representations was also performed, in order to conclude in which cases the algorithms should be
applied. The robot’s movement could be controlled in order to tread the desired trajectory, a non-
linear controller called Trajectory Linearization Control (TLC) was implemented, which consists
in the linearization around a desired trajectory, allowing to follow any path with stability without
interpolating the gains.
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Capítulo 1
Análise Introdutória
1.1 Contexto
A integração da robótica em ambientes industriais é uma prática cada vez mais comum, pois
os robôs efetuam tarefas com maior rapidez. Os robôs móveis têm sido alvo de vários estudos
de forma a inclui-los em ambientes complexos como domésticos, industriais, urbanos e milita-
res. Com vista ao desenvolvimento e inovação da robótica no ramo industrial surge a associação
EUROC, European Robotics Challenges, que visa impulsionar a colaboração entre a comunidade
industrial e a comunidade de investigação, recorrendo a desafios de relevância industrial na robó-
tica [7]. Os robôs omnidirecionais surgem com a necessidade de os robôs se movimentarem mais
agilmente nos ambientes nos quais se encontram inseridos, tendo estes a capacidade de se movi-
mentar em qualquer direção sem a necessidade de alterar a sua orientação. Os robôs omnidirecio-
nais destacam-se de robôs direcionais pela sua maior mobilidade, assentando no desenvolvimento
e implementação de controladores sofisticados para o planeamento de trajetória.
1.2 Motivação
O planeamento de trajetórias e o controlo dos sistemas robóticos implementados nos diversos
ambientes é uma preocupação, uma vez que estes devem ser ágeis, eficazes e rápidos, mantendo os
padrões de segurança, evitando colisões e situações que possam colocar em perigo seres humanos
presentes no mesmo ambiente. O facto de os robôs omnidirecionais permitirem o movimento em
qualquer direção sem que seja alterada a sua orientação traduz-se num problema de otimização no
que diz respeito ao planeamento de trajetórias destes robôs. A motivação desta dissertação assenta
no desenvolvimento de um algoritmo de planeamento de trajetórias, adaptado a um ambiente di-
nâmico, que permita a deslocação do robô para um determinado local, previamente definido, de
forma rápida, eficaz e segura. Neste contexto a trajetória selecionada terá em conta os vários graus
de liberdade associados ao movimento do robô. De forma a permitir ao robô seguir a trajetória
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desejada, esta dissertação pretende o desenvolvimento de um controlador de trajetórias adapatado
ao robô omnidirecional presente nesta dissertação. Este deve permitir o seguimento da trajetória
pretendida com o menor erro possível.
1.3 Objetivo
Nesta dissertação pretende-se contribuir para o desenvolvimento de uma plataforma móvel
associada a um robô omnidirecional presente no laboratório de Robótica. O robô omnidirecional
deverá ser capaz de se deslocar o mais rápido possível, sem pôr em causa os padrões de segurança.
O principal objetivo é o desenvolvimento e implementação de um algoritmo de planeamento
de trajetórias, que visa encontrar uma sequência contínua de posições válidas, entre uma loca-
lização inicial e uma localização final, que permita ao robô mover-se em direção ao alvo final,
tendo em consideração a capacidade deste se movimentar em todas as direções. Neste sentido
será implementado o algoritmo A? aplicado a mapas representados por decomposição em células.
Pretende-se que o resultado gerado demonstre um bom compromisso entre a trajetória definida e
o tempo de processamento associado à mesma.
O segundo objetivo visa a implementação de um controlador de trajetórias aplicado a um
robô omnidirecional, que permita o seguimento de diversos caminhos com um erro pequeno. O
controlador deverá permitir um movimento fluido, com poucas oscilações.
Capítulo 2
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Neste capitulo serão mencionados métodos usados no planeamento de trajetórias, algoritmos
de pesquisa de grafos e controladores de trajectórias aplicados a robôs omnidirecionais.
2.1 Planeamento de Trajetórias
Dado a localização atual e um ponto de destino, o planeamento de trajetórias consiste na
identificação de um caminho a percorrer pelo robô, de forma a alcançar a posição pretendida.
Durante a execução da trajetória definida, o robô deve reagir a eventos imprevistos, tais como
obstáculos, redefinindo a sua trajetória de modo a evitar colisões.
Inicialmente, é necessário definir o espaço de configuração denominado Cespaço , que traduz
todas as configurações possíveis do sistema. O Cespaço é composto por duas partes, a parte livre
de obstáculos, que consequentemente, podem pertencer à trajetória a definir, denominada espaço
livre Clivre, e a parte ocupada por obstáculos, denominada Cobstáculos. Frequentemente, é aplicada
uma redução do espaço de configuração, reduzindo o robô a um único ponto [2]. Para tal, todos
os obstáculos devem sofrer uma expansão, de modo a que a trajetória a ser definida não permita a
colisão do robô com os obstáculos.
Após a definição do espaço de configuração recorre-se a técnicas de planeamento de trajetórias
de modo a obter o caminho que permite o robô deslocar-se para o ponto pretendido.
2.1.1 Roadmap
Este algoritmo baseia-se na criação de nós que representam localizações, e ligações entre os
mesmos que representam possíveis caminhos entre os nós. Roadmap são ligações dos pontos
inicial e final efetuadas no espaço livre através de uma rede de curvas uni-dimensionais. Esta
representação permite que o problema de planeamento de trajetórias se reduza a um problema de
ligações entre as configurações inicias e finais do Roadmap. Neste método são produzidos grafos
que necessitam posteriormente de ser pesquisados através de algoritmos apropriados para obter a
trajetória a percorrer pelo robô.
De seguida, são apresentadas algumas das técnicas de construção de Roadmap.
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2.1.1.1 Visibility Graph (VG)
Visibility graph é um gráfico a duas dimensões constituído por nós que representam os pontos
inicial, final e todos os vértices do espaço de configuração dos obstáculos, e por arestas que repre-
sentam caminhos que unem os nós entre si. As arestas são segmentos de retas formadas entre dois
nós que pertencem ao campo visível um do outro. Todos os nós e arestas estão definidos no espaço
livre, pelo que o caminho determinado não intercetará obstáculos. Desta forma são produzidos os
grafos que contêm as arestas que representam as menores distâncias entre os nós. De salientar que
as arestas formadas pelos obstáculos também pertencem ao caminho que o robô poderá percor-
rer, pelo que, embora o método seja completo, possui a desvantagem de o robô caminhar muito
próximo dos obstáculos podendo ocasionar colisões.
A Figura 2.1 ilustra um exemplo para o método descrito, onde está representado a tracejado a
trajetória definida após a execução do algoritmo de pesquisa de grafos, onde se pode observar que
o caminho determinado se aproxima muito dos obstáculos.
Figura 2.1: Exemplo do Algoritmo Visibility Graph[1]
Este método foi melhorado, retirando ao VG as arestas que nunca serão utilizadas. Para tal são
usadas linhas de suporte que são tangentes a dois obstáculos, de tal modo que ambos os obstáculos
estão do mesmo lado da linha, e linhas de separação que também são tangentes a dois obstáculos,
mas os obstáculos estão de lados opostos da linha, tal como ilustra a Figura 2.2.
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Figura 2.2: Linhas de suporte e de separação usadas para construção do Visibility Graph[1].
O Reduced Visibility Graph (RVG) é constituído a partir das linhas de suporte e de separação,
pelo que todas as arestas do VG original que não são linhas de suporte ou de separação são remo-
vidas. Apesar de o caminho com menor distância não alterar, o tempo para o determinar diminui
consideravelmente. A Figura 2.3 ilustra o gráfico obtido através do RVG.
Figura 2.3: Exemplo do Algoritmo Reduced visibility graph[1].
2.1.1.2 Diagrama Voronoi (DV)
O diagrama Voronoi é constituído por um conjunto de pontos equidistantes entre dois obstácu-
los. O trajeto a definir pelo robô será do ponto inicial até ao DV, o melhor trajeto pertencente ao
diagrama para alcançar o ponto do DV mais próximo de ponto destino e posteriormente deixará
o DV e alcançará o ponto destino. Uma vez que o DV é definido em termos de distância, um
robô equipado com sensores de distância pode construir incrementalmente o DV de um espaço
desconhecido.
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Uma característica a realçar deste método é que, como se pode observar na Figura 2.4, este
maximiza a distância entre o robô e os obstáculos, pelo que dificilmente ocorrerá uma colisão entre
os mesmos. No entanto, a trajetória definida, na maioria dos casos não se traduz no menor trajeto
possível. Para além disto, o DV tem uma fraqueza considerável aquando da utilização de sensores
de localização de alcance limitado. Como o algoritmo de planeamento de trajetória maximiza a
distância entre o robô e os objetos no ambiente, os sensores de curto alcance no robô poderão não
ter perceção do ambiente, pelo que, se estes forem usados para localização, esta terá um maior
erro associado.
Figura 2.4: Exemplo do Algoritmo Voronoi Diagram [2]
2.1.1.3 Roadmap Probabilístico (PRM)
Nesta abordagem o roadmap é construido através de métodos probabilísticos. O planeamento
de trajetórias é dividido em duas fases: a fase de aprendizagem, durante a qual é construido um
roadmap no Clivre, e a fase de investigação na qual é feita a pesquisa de um trajeto desde o ponto
inicial até ao ponto final, percorrendo o roadmap construido na fase anterior.
A fase de aprendizagem deste método consiste na distribuição aleatória de um conjunto de
pontos, designados por nós, no espaço livre, entre os quais são estabelecidas ligações. Estas
ligações são feitas através de linhas retas e apenas ocorrem entre nós vizinhos se as mesmas não
intercetarem o Cobstáculo. A fase de investigação visa a ligação do ponto inicial e do ponto desejado
ao roadmap construido na fase anterior através do Clivre e posterior determinação da trajetória a
percorrer entre o nó inicial até ao destino, através do uso de algoritmos de pesquisa em grafos. A
Figura 2.5 ilustra uma trajetória determinada pelo presente método.
No PRM o processamento é concentrado na fase de aprendizagem, de forma a tornar a fase
de investigação mais rápida. Um dos problemas associados a este método é a dificuldade em
encontrar uma passagem quando o Clivre é estreito.
Para melhorar o desempenho deste método e diminuir o tempo de execução aquando da pes-
quisa do caminho, foram desenvolvidas algumas melhorias tais como o Rapidly-exploration Ran-
dom Tree (RRT) que difere do PRM no nó que guarda. Como mencionado anteriormente, o PRM
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Figura 2.5: Exemplo do Algoritmo PRM [1].
guarda o nó gerado aleatoriamente, já no RRT o nó guardado é um nó que se situa na direção do
nó gerado aleatoriamente e do nó já existente mais próximo, a uma distância previamente definida.
Este método permite uma pesquisa mais rápida, na medida em que os nós ficam mais concentrados
e não existem caminhos redundantes.
2.1.2 Decomposição em Células
Este método consiste na decomposição do Cespaço em células, e posterior cálculo se as mesmas
se encontram ocupadas ou livres de obstáculos. Inicialmente é determinada a célula que contém
o ponto inicial e final, e posteriormente é efetuada a pesquisa de qual a sequência de células a
percorrer para alcançar o ponto desejado.
A decomposição em células pode ser feita através de células exatas ou células aproximadas.
Estas duas técnicas diferem na forma como representam o mundo real.
2.1.2.1 Decomposição em Células Exatas
A decomposição em células exatas apenas possui células totalmente livres ou totalmente ocu-
padas. Estas possuem formas geométricas simples, tais como polígonos convexos e trapézios. A
decomposição em polígonos convexos forma células com esta geometria, onde os vértices das
mesmas são os vértices dos obstáculos. Os vértices das células na decomposição em trapézios tem
o mesmo significado físico, no entanto existem linhas na vertical associado a estes vértices que
representam as arestas das células, tal como ilustra a Figura 2.6.
A desvantagem da decomposição em células exatas incide no número de células, que afeta a
eficiência computacional que depende da complexidade dos objetos no ambiente. No entanto, em
ambientes espaçosos, o número de células é pequeno e consequentemente a eficiência computaci-
onal não será afetada.
Esta técnica é uma boa escolha quando se pretende uma representação sem perdas [2].
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Figura 2.6: Exemplo da Decomposição em Células em Forma de Trapézio [1].
2.1.2.2 Decomposição em Células Aproximadas
Nesta decomposição cada célula poderá estar livre, ocupada ou parcialmente livre de obstácu-
los, e possuir formas geométricas simples, como quadrados, de forma a simplificar a implementa-
ção desta técnica.
Existem várias formas de implementar este método, sendo estas a decomposição em células
fixas, onde todas as células possuem o mesmo tamanho, e decomposição em Quadtree, onde pri-
meiramente é dividido o espaço em 4 células com o mesmo tamanho, e posteriormente as células
que não se encontram no espaço livre são de novo dividas. Este processo é repetido sucessiva-
mente até uma célula alcançar o limite mínimo de tamanho definido previamente. O algoritmo
Quadtree requer uma menor capacidade computacional quando comparado com os restantes algo-
ritmos de decomposição em células já apresentado anteriormente, no entanto a trajetória gerada
pelo mesmo está restrita a segmentos formados entre os centros de células, o que na maioria dos
casos não se traduz numa trajetória ótima.
Para resolver o problema acima identificado aquando da implementação do algoritmo Quad-
tree, foi desenvolvido em [3] uma melhoria do método denominada Framed Quadtrees, que con-
siste na adição de células de maior resolução nas proximidades do perímetro de cada região quad-
tree. Além disso, a trajetória pode ser definida entre duas células distantes. A Figura 2.7 ilustra
trajetórias definidas através do algoritmo Quadtree, representada na imagem superior, e através do
algoritmo Framed Quadtree, representada na imagem inferior. De notar que o uso do algoritmo
Framed Quadtree permite a definição de uma trajetória mais próxima da trajetória ótima.
A decomposição em células aproximadas é uma das técnicas mais usadas no planeamento de
trajetórias de robôs móveis. No entanto, este algoritmo nem sempre retorna uma trajetória mesmo
que esta seja possível. Um dos fatores que influência o desempenho desta técnica é o tamanho da
célula, sendo que um tamanho menor se traduz num melhor desempenho.
2.1 Planeamento de Trajetórias 9
Figura 2.7: Exemplo de trajetórias definidas através do algoritmo Quadtree (a) e o algoritmo
Framed Quadtree (b) [3]
2.1.3 Algoritmo Bug
O algoritmo Bug é o algoritmo de maior simplicidade em termos de implementação. Este é
usado quando não se tem conhecimento do ambiente, baseando-se nos sensores usados para a sua
localização, permitindo assim evitar obstáculos.
Esta técnica baseia-se no movimento do robô em linha reta e no seguimento de contornos dos
obstáculos. Inicialmente o robô inicia o movimento da sua posição atual para a posição destino
em linha reta até encontrar um obstáculo. Quando se depara com um obstáculo este contorna-o.
De seguida são abordados alguns destes algoritmos.
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2.1.3.1 Bug1
No algoritmo Bug1 o robô quando se depara com um obstáculo contorna totalmente o mesmo e
determina qual o ponto em que se encontra mais próximo do destino, dirigindo-se para esse ponto
para seguir em linha reta para o ponto destino. Esta metodologia está representada na Figura 2.8.
Figura 2.8: Exemplo do Algoritmo Bug1 [1]
Esta técnica garante que o robô atinge o ponto desejado desde que o mesmo seja alcançável,
no entanto é muito ineficiente.
2.1.3.2 Bug2
Como se pode observar pela Figura 2.9, aquando do contorno do obstáculo, este método per-
mite ao robô partir imediatamente em linha reta quando encontra de novo o segmento de reta.
Figura 2.9: Exemplo do Algoritmo Bug2. Ponto inicial S e ponto destino T [4].
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Comparando a Figura 2.9 com a Figura 2.8 é notória a melhoria no desempenho, no entanto
este método não é ótimo.
2.1.3.3 Bug2+
O algoritmo Bug2+ é uma melhoria do algoritmo Bug2. Estes diferem no momento de aban-
donar o contorno do obstáculo, sendo que no algoritmo Bug2+ o robô só abandona o contorno
do obstáculo para seguir o segmento de reta se o mesmo não tiver passado por um ponto mais
próximo do ponto destino.
A Figura 2.10 ilustra o caminho percorrido pelo robô através do algoritmo Bug2+. A configu-
ração do espaço, o ponto inicial e o ponto destino são os mesmo que os apresentados no algoritmo
Bug2.
Figura 2.10: Exemplo do Algoritmo Bug2+. Ponto inicial S e ponto destino T [4].
2.1.3.4 Tangent Bug
O uso do algoritmo Tangente Bug permite ao robô comportar-se da seguinte forma: o robô
inicia o seu movimento em linha reta para o ponto destino, até que este deteta um obstáculo no
raio de alcance do seu sensor. Nesta situação, o circulo com o raio do alcance do sensor torna-se
tangente ao obstáculo. Este ponto tangente divide-se em dois pontos, que são os pontos finais
do intervalo. Se o intervalo interceta o segmento que conecta o robô e o ponto destino, este
move-se para o ponto final que diminui a distância ao ponto destino. Esta metodologia ocorre
sucessivamente até atingir o ponto destino. A Figura 2.11 ilustra o comportamento de um robô
com a aplicação deste método.
Tangent Bug determina um caminho mais curto para a ponto destino, do que os métodos
bug mencionados anteriormente. De realçar que quanto maior o alcance do sensor melhor será
o desempenho do algoritmo, podendo mesmo este aproximar-se de trajetos ótimos aquando da
presença de ambientes simples.
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Figura 2.11: Exemplo do Algoritmo Tangent Bug [1].
2.1.4 Campo Potencial
A utilização de campos potencias no planeamento de trajetórias baseia-se no uso dos potenciais
elétricos da física como heurística para encontrar a trajetória. Este método consiste na represen-
tação do robô através de um ponto com carga positiva no Cespaço, que se desloca num espaço com
obstáculos sob a influência de um campo potencial artificial. O ponto destino comporta-se como
uma partícula de carga negativa e os obstáculos comportam-se como partículas de carga positiva,
atuando assim como forças atrativas e repulsivas respetivamente. O campo potencial artificial cor-
responde ao somatório de todos os campos formados pelo destino, sendo este atrativo, e pelos
obstáculos, que geram campo repulsivo. Desta forma o robô será guiado até ao ponto destino evi-
tando obstáculos previamente conhecidos. Se o robô estiver inserido num ambiente dinâmico, é
possível a atualização do campo potencial de modo a integrar novas informações à cerca do mapa.
Sendo q uma posição no mapa, o campo potencial U(q) que atua no robô resulta do somatório
do campo atrativo Uatt(q) gerado pelo ponto destino e do campo repulsivo gerado pelos obstáculos
Urep(q).
U(q) =Uatt(q)+Urep(q) (2.1)
Este potencial atrativo é diferenciável, pelo que a força F(q) que atua no robô é o gradiente.
F(q) =−5U(q) =−5Uatt(q)−5Urep(q) (2.2)
Um potencial atrativo pode ser definido como uma função parabólica,
Uatt(q) =
1
2
katt ‖ q−qgoal ‖2 (2.3)
onde katt é um fator escalar positivo, q é a posição atual do robô e qgoal é a posição desejada.
Desta forma a força atrativa Fatt(q) pode ser definida através da equação 2.4.
Fatt(q) =−katt × (q−qgoal) (2.4)
O potencial repulsivo deve ser muito forte quando o robô está perto do obstáculos, mas não
deve influenciar o seu movimento quando o robô se encontra distante do obstáculo. Esta relação
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pode ser representada pela seguinte equação, onde krep é um fator de escala, ϕ(q) é a mínima
distância entre o a posição do robô q e o obstáculo e ϕ0 é a distância máxima a que o obstáculo
pode influenciar no movimento do robô.
Urep(q) =
{
1
2 × krep( 1ϕ(q) − 1ϕ0 ) if ϕ(q)≤ ϕ0
0 if ϕ(q)≥ ϕ0
Se o limite do obstáculo é convexo e as partes constituintes da função são diferenciáveis, ϕ(q)
é diferenciável em qualquer Clivre, pelo que a força repulsiva é calculada pela seguinte equação:
Frep(q) =
{
1
2 × krep( 1ϕ(q) − 1ϕ0 ) 1ϕ(q)2
q−qobstacle
ϕ(q) if ϕ(q)≤ ϕ0
0 if ϕ(q)≥ ϕ0
A força resultante, determinada pela equação 2.5 que atua sobre o robô exposto às forças
atraentes e repulsivas move o robô para longe dos obstáculos e em direção à posição desejada.
F(q) = Fatt(q)+Frep(q) (2.5)
De notar que o campo resultante neste método é também uma lei de controlo para o robô.
Assumindo que o robô sabe a sua localização em relação ao mapa e ao campo potencial, pode-se
determinar qual a próxima ação necessária com base no campo potencial. Em condições ideais, ao
configurar o vetor velocidade proporcional à força de campo, o robô movimentar-se-á suavemente
na direção da posição desejada.
No entanto, este método tem algumas limitações tais como os mínimos locais, que quando
ocorrem impedem o robô de chegar ao destino. Isto ocorre quando o somatório de todas as forças
resultantes se anulam, mesmo quando o robô não está ainda no destino, tal como ilustra a Figura
2.12. Outro problema que pode ocorrer aquando da utilização deste método, é a existência de
várias distâncias mínimas que resultam em oscilações entre os pontos mais próximos do destino.
Esta limitação ocorre quando o robô está perante obstáculos côncavos [2].
Figura 2.12: Exemplo do problema de mínimo local [1].
O método de campo potencial estendido visa um melhor acompanhamento de parede, e desta
forma obtém uma trajetória que permite ao robô atingir o destino percorrendo uma menor distân-
cia.
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Esta abordagem, tal como no método de campo potencial, utiliza forças atrativas e repulsivas
que têm como origem o campo potencial artificial. No entanto são adicionados ao campo potencial
o campo potencial de rotação e o campo potencial de tarefa. O campo potencial de rotação infere
que a força repulsiva é uma função da distância do obstáculo e da orientação com o que o robô
se desloca em relação ao obstáculo. Para tal recorre-se a um fator de ganho que reduz a força
de repulsão quando um obstáculo se encontra paralelamente à direção de deslocamento do robô.
O campo potencial de tarefa considera a velocidade atual do robô, e através da mesma filtra os
obstáculos que não devem afetar o potencial de curto prazo.
A Figura 2.13 relaciona o desempenho do campo potencial clássico e do campo potencial
estendido. Verifica-se uma significante melhoria na eficácia da trajetória.
Figura 2.13: Comparação entre o campo potencial clássico e o campo potencial estendido [2].
2.1.4.1 Fast Marching
O método Fast Marching (FM) surge com a necessidade da existência de um único mínimo
local possível, sendo este o ponto destino [8]. A construção do campo potencial assemelha-se à
expansão de uma onda na água, sendo construida uma onda artificial que não é circular devido à
presença de obstáculos. Este método permite gerar o caminho mais curto, criando uma trajetória
que tem em atenção a velocidade com que a onda artificial percorreu cada ponto.
Os resultados produzidos pelo método original não são os ideais devido à proximidade da tra-
jetória final com os obstáculos e ao facto de a velocidade ser muito baixa nos pontos próximos
a espaços do mapa ocupados [8]. De forma a contornar estes resultados, foram criadas algumas
variantes do FM, tal como a sua utilização em conjunto com diagramas de Voronoi [8]. Tal como
referido anteriormente, os diagramas de Voronoi permitem criar um conjunto de pontos equidis-
tantes em relação aos obstáculos. A partir dessa representação do mapa, o método FM pode ser
usado para criar campos potenciais até ao ponto final. Esta variante reduz consideravelmente o
tempo necessário para encontrar uma trajetória.
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Outra variante do método original é o Fast Marching Square (FM2) [8]. Este método, em vez
de criar uma onda artificial a partir do ponto inicial, cria um conjunto de ondas artificiais que têm
como origem os obstáculos. O método FM2 permite obter uma trajetória o mais afastada possível
dos obstáculos, sendo o resultado final é semelhante ao obtido utilizando o FM com diagramas
de Voronoi. No entanto, quando não se pretende obter uma trajetória tão afastada dos obstáculos,
pode ser utilizada uma outra versão do método: o FM2 com saturação. Este consiste na alteração
do mapa resultante do FM2 de acordo com a distância máxima de segurança permitida em relação
aos obstáculos e com a velocidade máxima permitida.
O Fast Marching Square Star (FM2*) é uma outra variante que utiliza custos heurísticos para
orientar a procura de um caminho ao ponto final [8]. Ao contrário das variantes anteriores em que a
onda artificial se expande em todas as direções da mesma forma, o FM2* reduz o número de pontos
expandidos pois o ponto final é tido em consideração e, desta forma, os pontos mais próximos do
ponto final são percorridos em primeiro lugar. Este método reduz até quatro vezes o tempo de
computação de um caminho em relação ao FM2, produzindo um caminho final semelhante.
2.1.5 Velocity Obstacle
Este método consiste em determinar um conjunto de velocidades que resultam em colisões
com obstáculos, tendo em consideração as velocidades dos mesmos, assumindo que estas se man-
têm. Desta forma deve ser determinada uma velocidade que não permita a colisão do robô [9].
Existem algumas variantes deste método, tais como ellipse-based VO (EBVO) [10]. Esta
abordagem difere da original na forma como são representados o robô e os obstáculos presentes
no ambiente. No método VO o robô e os obstáculos são representados em círculos, sendo as-
sim difícil considerar movimentos rotativos em robôs holonômicos. Esta dificuldade é superada
substituindo a representação do robô e dos obstáculos por uma elipse. Resultados apresentados
em [10] mostram que este dá origem a uma trajetória mais curta e o tempo que o robô demora a
percorre-la é menor que o método original, no entanto o tempo computacional é maior.
2.1.6 Outras abordagens
Muitos outros métodos são usados para planeamento de trajetórias. Foram implementados no
planeamento de trajetórias conceitos como lógica difusa [11], redes neuronais [12], algoritmos
genéticos [13] e Ant Colony Algorithm [14].
Em [5] foi desenvolvido um novo método de planeamento de trajetórias probabilística, que
consiste na sobreposição de subconjuntos convexos, denominado bolhas no Clivre. O caminho da
posição inicial para a posição final desejada é definido através de uma árvore de pesquisa cons-
truída por propagação aleatória das bolhas no Clivre. A Figura 2.14 ilustra uma trajetória definida
por este método. O método não é completo, pois nem sempre encontra uma trajetória mesma que
esta exista, e o mapa não é completamente coberto pelas bolhas.
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Figura 2.14: Exemplo de uma trajetória definida pelo método apresentado em [5].
2.2 Algoritmos de Pesquisa
Na secção anterior foram abordados alguns métodos de planeamentos de trajetórias. Nas abor-
dagens já mencionadas, roadmap e decomposição em células, são gerados grafos que dão origem
a trajetórias a percorrer pelo robô recorrendo a algoritmos de pesquisa de grafos. Assim, nesta
secção serão apresentados alguns algoritmos de pesquisa.
Estes podem ser divididos em algoritmos sem heurística, que são algoritmos que não possuem
qualquer informação que lhes permita obter a solução mais rapidamente, sendo feita uma pesquisa
exaustiva, e algoritmos com heurística, onde são usadas algumas informações para escolher a
sequência de pesquisa, e desta forma determinar a trajetória com um menor tempo de execução.
De forma a verificar a eficácia dos algoritmos é mencionado em cada um deles se os mesmos
são completos, encontrando sempre a solução caso esta exista, e se são ótimos, sendo que a solução
encontrada corresponde à solução de menor custo.
O algoritmo de pesquisa por profundidade é um algoritmo sem heurística, onde é feita uma
pesquisa exaustiva de forma a explorar os nós o mais longe possível sem retroceder. O algoritmo
apenas retrocede para o nó anterior se encontrar um nó sem ligações e o mesmo não for o destino
desejado. Este algoritmo é completo, no entanto não é ótimo, uma vez que o algoritmo dá por
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detetada a trajetória quando o nó que coincide com o ponto destino é encontrado, podendo este
não ser o trajeto mais curto.
O algoritmo de pesquisa por largura é um algoritmo sem heurística, onde são exploradas
todas as ligações de um nó antes de se seguir para outro nó. Este algoritmo encontra sempre a
solução caso exista, no entanto não é ótimo, exceto quando todas as ligações têm tamanhos iguais.
No método de pesquisa por aprofundamento limitado, a abordagem é semelhante à pesquisa
por profundidade, diferindo na medida que neste é imposto um limite à profundidade a que se pode
pesquisar. O algoritmo é completo se o nó que corresponde ao destino se encontra dentro do limite
imposto, no entanto este também não é ótimo.
Na pesquisa por aprofundamento iterativo, a abordagem é semelhante à pesquisa por apro-
fundamento limitado. É executado a pesquisa por aprofundamento limitado sucessivamente, au-
mentando o limite imposto até a solução ser encontrada. É um algoritmo completo, no entanto
não é ótimo.
O algoritmo Dijkstra’s é um algoritmo com heurística. São explorados todos os nós ligados
ao nó atual, e segue para o nó que apresenta uma ligação com menor custo. Isto processa-se
sucessivamente até que a solução é encontrada [15]. É um algoritmo completo e ótimo.
O algoritmo do tipo guloso é um algoritmo com heurística. Em cada nó é determinado o
nó que está mais próximo do destino, sendo este o nó a ser explorado a seguir. É um algoritmo
completo e não ótimo.
O algoritmo A-star (A?) é um algoritmo com heurística, pois este tem em conta qual o nó que
está mais perto do nó atual e qual o nó que se encontra mais próximo do destino. À medida que A*
percorre o mapa, este segue o caminho com o custo mais baixo enquanto mantém nós alternativos
em fila de prioridades classificadas. Se o nó a ser percorrido tiver um custo maior do que outro
nó encontrado em qualquer ponto, o nó com o custo mais alto será descartado e percorrerá o nó
de custo mais baixo. Esse processo continua até que a meta seja alcançada [16]. Desta forma o
algoritmo explora primeiro os nós que considera mais promissores.
O A? é um algoritmo completo e ótimo, no entanto quando existem alterações no ambiente
e o caminho para atingir o ponto final tem de ser reajustado, este executa de novo o processo
a partir do inicio, tornando assim o tempo de processamento demasiado elevado. De forma a
reduzir o tempo de processamento foram desenvolvidos algoritmos que permitem um reajuste da
trajetória, sem replanear a trajetória desde o ponto inicial. Surgem então algoritmos que permitem
reajustar a trajetória sem a necessidade de iniciar todo o processo, tal como o algoritmo D* tendo
o nome surgido a partir do termo "Dynamic A*"[17]. Este algoritmo é normalmente utilizado
em ambientes dinâmicos, em situações que o robô encontra um obstáculo e tem de rapidamente
replanear o seu caminho. A utilização do D* é normalmente mais eficiente do que a utilização
de várias pesquisas A* consecutivas, principalmente nos casos em que o ponto final não muda. A
principal diferença em relação ao A* é o facto de, quando ocorre um alteração no ambiente, apenas
os nós situados na zona onde surgem as alterações são revisitados. Dessa forma, a trajetória não é
totalmente reconstruida de cada vez que existe uma necessidade de alterar a mesma.
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2.3 Controladores de Trajetórias
Os controladores de trajetórias visam determinar a velocidade do robô para o mesmo seguir
a trajetória desejada. No caso particular de robôs omnidirecionais, o controlador determinará a
velocidade linear, normal e angular que o robô deverá ter para percorrer a trajetória.
Nesta secção serão abordados controladores normalmente aplicados a robôs móveis omnidire-
cionas.
2.3.1 Controladores PID
O controlador proportional–integral–derivative (PID) é um controlador em malha fechada
muito utilizado em sistemas de controlo industrial.
Este tipo de controladores consiste no calculo do erro e(t) associado ao seguimento da traje-
tória, sendo este a diferença entre a localização desejada e a localização real do robô, e posterior
correção baseada nos termos proporcionais, integrais e derivativos, denotados P, I e D respetiva-
mente.
É possível a utilização de apenas alguns dos modos, tendo como controladores convencionais
P, PI, PD e PID.
O controlo proporcional consiste essencialmente num amplificador com ganho ajustável que
atua sobre o erro. O aumento de kp permite minimizar o erro estacionário, no entanto este provoca
um aumento do tempo de estabelecimento. De forma a limitar o produto entre o kp e o erro da
posição, pode ser usado a tangente hiperbólica que tornará o controlador mais robusto [6].
O termo integrador (I), permite eliminar o erro de posição em regime permanente para valores
de referencia constantes, no entanto esta também provoca um aumento no tempo de estabeleci-
mento e tende a piorar a estabilidade do sistema. A aplicação desta ação em controladores de
trajetórias permite que o robô se movimente de uma forma suave, sem reações abruptas.
O termo derivativo (D), é responsável pela diminuição da sobre-elevação e do tempo de esta-
belecimento, melhorando a estabilidade. Quando aplicado em controladores de trajetórias, o robô
tende a reagir mais rapidamente, tendo um movimento mais abrupto.
Sendo u(t) a saída do controlador, e(t) o erro de posição, Ti o tempo integral e Td o tempo
derivativo, o controlador PID é descrito pela seguinte equação.
u(t) = kp(e(t)+
1
Ti
∫
e(Γ)dΓ+Td
de(t)
dt
) (2.6)
Em [18], erro de posição é convertido para um vetor de erro nas coordenadas do ângulo da
roda através da cinemática inversa, ao qual é aplicado um controlador.
Controladores baseados no método de controlo linear necessitam de ajustar o ganho de forma
a atribuir diferentes velocidades para diferentes tipos de trajetórias. Para o primeiro e o último
intervalo deve ser adicionado o tempo necessário para acelerar e desacelerar o veículo, respetiva-
mente. A velocidade do movimento não deve exceder o valor máximo. A velocidade de rotação
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do veículo deve ser considerada, pois esta não deve exceder a velocidade de rotação máxima ad-
missível. No caso de a velocidade de rotação exceder o seu valor máximo, a velocidade máxima
admitida ao movimento do robô deve diminuir.
2.3.2 Controladores Feedforward
Os controladores Feedforward consistem na ação antecipada, ou seja, este prevê as saídas
do controlador desejadas. A Figura 2.15 ilustra um controlador Feedforward PD utilizado para
controlo de trajetórias de um robô omnidirecional.
Figura 2.15: Exemplo de um controlador Feedforward PD [6].
O controlador apresentado na Figura 2.15 prevê a saída do controlador através da derivada da
posição desejada, sendo wr e w o vetor da posição desejada e real do robô, respetivamente. A
saída do controlador é multiplicada pela cinemática inversa do robô de forma a obter o erro de
velocidade associado a cada roda.
Uma outra forma de calcular a saída prevista é através da cinemática inversa do robô [19, 20].
Em [20] a saída do controlador correspondente à velocidade linear, normal e angular do robô é
determinada através do mínimo entre as velocidades obtidas através da cinemática inversa e as
velocidades obtidas através de uma lei de controlo, sendo neste artigo referido a linearização da
dinâmica do erro de seguimento ao longo da posição desejada. Este método de controlo é referido
em seguida.
Controladores Feedforward permitem uma correção rápida quando a referência é alterada, o
que se traduz num menor erro da posição associado.
2.3.3 Trajectory Linearization Control (TLC)
O TLC é um controlador não linear, baseado na linearização ao longo de uma trajetória no-
minal que permite o seguimento de qualquer trajetória. Este fornece estabilidade ao longo da
trajetória sem interpolação dos ganhos do controlador [19].
Neste controlador, é feita uma linearização do modelo cinemático do robô, ao longo das traje-
tórias nominais desejadas e das velocidades linear, normal e angular do robô desejadas, calculadas
através da cinemática inversa. Assim é determinada a dinâmica do erro associada à posição do
robô.
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Sendo f (x,u) o modelo cinemático do robô, x̂ e û a posição e velocidades desejadas respetiva-
mente, a linearização é dada pela seguinte equação.
4x˙ = ∂ f
∂x
(x̂, û)4 x+ ∂ f
∂u
(x̂, û)4u (2.7)
Posteriormente o erro de seguimento é estabilizado através de uma lei de controlo linear. Em
[19] foi usado um controlador PI com realimentação para a estabilização do erro. Os coeficientes
associado ao controlador PI estão relacionados com o polinómio característico da equação de
estado do erro que se pretende obter. A saída deste controlador é a soma das velocidades desejadas
calculadas a partir da cinemática inversa com o erro a estas associado.
Com o TLC, o robô pode ser controlado para seguir trajetórias diferentes com precisão, sem
alterar os ganhos do controlador.
2.3.4 Sliding Mode Control
O controlo de modo deslizante é um método de controlo não linear que altera a dinâmica de
um sistema não linear através da aplicação de um sinal de controlo descontínuo permitindo ao
sistema permanecer ao longo de uma superfície deslizante.
Este método de controlo é dividido em duas fases. A primeira fase consiste na definição da
superfície deslizante. Esta função, é frequentemente definida em função do erro de seguimento
assim como das suas derivadas. A superfície de deslizamento deve ser definida de tal forma
que quando esta se anula dê origem a uma equação diferencial estável. Usualmente, o coletor
deslizante é definido como uma combinação linear do seguinte tipo:
s = ek +
N
∑
i=0
ciei (2.8)
Sendo s a função de deslizamento, e o erro de seguimento e k o número de derivadas a ser
incluídas na função. O coeficiente k deve ser k = r− 1 onde r é o grau relativo entre a entrada e
saída do sistema.
A segunda fase consiste em definir uma ação de controlo que direciona o sistema para a su-
perfície deslizante. Neste contexto existem várias abordagens baseadas em controlo de modo
deslizante de primeira ordem e de ordem maior.
O controlo de modo deslizante de primeira ordem consiste num controlo descontínuo onde
u=−Usgn(s), sendo u a entrada de controlo. Desta forma, a variável de controlo u comuta a uma
frequência elevada entre os valores u =U e u =−U , o que origina oscilações. Para resolver este
fenómeno de vibração, é possível implementações aproximadas, onde o termo descontinuo sign(s)
é substituído por uma aproximação contínua [21, 22]. Seguem-se duas possíveis aproximações,
onde E é positivo e aproximadamente zero.
u =−Usat(s;E ) =−U s|s|+E (2.9)
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u =−Utanh( s
E
) (2.10)
Com E pequeno o efeito de suavização na entrada do controlo é limitada, mas é mantida a
precisão de controlo, enquanto que com um E maior é notável a suavização mas existe uma perda
de precisão. Desta forma deve ser encontrada uma boa relação entre a suavização da entrada
e a perda de precisão. Esta abordagem apenas é eficaz em casos específicos, e embora alguns
problemas sejam atenuados, existe perda de robustez.
Uma forma alternativa para resolver o fenómeno de vibração é a utilização de algoritmos de
controlo de modo deslizante de segunda ordem. Com esta abordagem o fenómeno de vibração
é completamente resolvido sem perda de robustez, uma vez que a lei de controlo é uma função
contínua no tempo.
Em [21] foi implementado um controlo de modo deslizante integral de primeira ordem para
controlo de seguimento de trajetórias de um robô móvel omnidirecional de três rodas. A função
de deslizamento foi definida pela equação 2.11, onde s0(x) é uma combinação linear dos estados
do sistema dinâmico do erro e a sz é uma função integral que deve ser definida de forma a que os
estados do sistema permaneçam na superfície deslizante.
s = s0(x)+ zs (2.11)
A entrada de controlo u é definida como a soma de uma entrada de controlo ideal u0 ob-
tida através da lei de controlo linear PID, e uma entrada de controlo descontínua que permitirá
restringir os estados à superfície deslizante. u1 é defina como uma aproximação já mencionada
anteriormente 2.9 , onde foi usado sat(s) para que não ocorra o fenómeno de vibração.
A principal questão na conceção destes controladores é a estimativa dos parâmetros a es-
tes associados. Para resolver este problema foram implementados controlos de modo deslizante
adaptativos a robôs omnidirecionais [23, 24], que consiste na introdução de uma lei adaptativa
para estimar os valores desses parâmetros.
Resultados experimentais demonstrados em [21, 23] afirmam que o método de controlo de
modo deslizante apresenta melhores resultados comparado com controladores PID aplicados ao
controlo do mesmo sistema, assim como o controlo de modo deslizante adaptativo apresenta maior
precisão do que o controlo de modo deslizante convencional.
2.3.5 Outras abordagens
Muitos outros métodos são usados para o controlo das trajetórias a serem percorridas pelo
robô. Para além das técnicas já mencionadas, foram implementados no controlo de trajetórias
conceitos como lógica difusa [25, 26], que permite um ajuste dos parâmetros do controlador em
tempo real e métodos baseados no comportamento de colónia de formigas [27].
É usada frequentemente uma abordagem em que o caminho predeterminado é parametrizado
usando segmentos de reta e arcos de circunferências. O controlo é realizado por um controlador
híbrido, incluindo os algoritmos do movimento em linha reta, ao longo de uma circunferência e
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a lógica de comutação. O uso de caminhos mais elementares fornece uma parametrização mais
flexível da trajetória, o que melhora o desempenho [28]. De forma a definir a lógica de comuta-
ção foram desenvolvidos alguns algoritmos. Nesta secção serão dados apenas alguns exemplos
baseados em [28].
O algoritmo de comutação definido pela equação 2.12 é um algoritmo simplicista, onde (x,y)
corresponde à posição do robô, (xwp,ywp) são as coordenadas do ponto de interseção de duas retas
e E representa a área de comutação.
((x− xwp)2+(y− ywp)2)< E (2.12)
Um outro método de algoritmo de comutação consiste em ligar os pontos em linha reta e poste-
riormente introduzir áreas de comutação especificas usando circunferências de raio fixo de forma
a suavizar a comutação. No entanto, o movimento real do robô entre uma linha reta e uma curva
circular contém a espiral de Cornus, onde ocorre um decrescimento linear do raio de curvatura
com o caminho percorrido ao longo do seu desenvolvimento, proporcionando assim uma variação
gradual da curvatura. De forma a reduzir o erro entre a transição de uma trajetória em linha reta
para uma trajetória circular, deve-se selecionar uma curvatura menor, ou como alternativa, recorrer
a curvas polinomiais para os segmentos de transição, proporcionando assim comutações suaves.
2.4 Discussão do estado de arte
Os algoritmos de planeamento de trajetórias que necessitam da representação do ambiente
em que o robô está inserido permitem, na maioria dos casos, obter trajetórias próximas do ideal.
Um exemplo disso é a utilização de algoritmos de pesquisa a partir de métodos como roadmap
e decomposição em células. Os métodos probabilísticos, têm como vantagem um menor período
de tempo de processamento necessário, no entanto, na presença de passagens estreitas, o caminho
pode não ser encontrado.
O Visibility Graph, método de construção do roadmap dá origem a trajetórias onde o robô
tem de se movimentar muito próximo dos obstáculos, aumentando assim o risco de colisão. Já
o Diagrama Voronoi maximiza a distância entre o robô e os obstáculos, pelo que, na maioria dos
casos não se traduz no menor trajeto possível.
Os métodos de decomposição em células apresentam como vantagem a sua simplicidade de
implementação e a fácil atualização do mapa em caso de alterações no ambiente. A principal des-
vantagem incide no número de células, que afeta a eficiência computacional que depende da com-
plexidade dos objetos no ambiente. Existem vários algoritmos de pesquisa para gerar caminhos
a partir dessa representação do ambiente. O algoritmo de Dijkstra permite encontrar o caminho
mais curto entre dois pontos, mas não é orientado à célula final e por isso necessita de um maior
período de tempo de processamento em relação a outros algoritmos, tal como o algoritmo A* que
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utiliza custos heurísticos para estimar a distância à célula final e desta forma determina o cami-
nho mais rapidamente. É um dos algoritmos de pesquisa de grafos mais utilizados devido à sua
simplicidade e eficiência.
Devido às vantagens e desvantagens enunciadas anteriormente dos vários métodos de planea-
mento de trajetórias e de pesquisa de grafos, serão analisados nesta dissertação com maior detalhe
a decomposição em células aproximadas, nomeadamente decomposição em células fixas, tendo es-
tas a forma de quadrados, o método Quadtree, o método Framed Quadtree e ainda será abordado
um novo método que tem como procedimentos base os métodos Quadtree e Framed Quadtree.
De forma a encontrar um caminho a partir dessas representações do ambiente será usado como
algoritmo de pesquisa de garfos o A*.
De forma a controlar o movimento do robô para o mesmo percorrer a trajetória desejada,
será abordado um controlador denominado Trajectory Linearization Control (TLC), que consiste
na linearização do modelo cinemático ao longo de uma trajetória nominal e na estabilização do
erro de seguimento através de uma lei de controlo PI, o que proporcionará um movimento mais
suavizado do robô. A escolha do controlador incide no fato de este permitir um ajuste dos ganhos
do controlador para diferentes trajetórias.
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Capítulo 3
Métodos de Planeamento de Trajetórias
Implementados
Neste capítulo são apresentados os algoritmos de planeamento de trajetórias centrais ao cum-
primento dos objetivos propostos nesta dissertação. Tal como já foi previamente referido o plane-
amento de trajetórias a idealizar tem de ser capaz de gerar percursos ótimos ou perto disso. Assim
neste capítulo procede-se à apresentação das metodologias adotadas, referidas no capítulo ante-
rior, começando pela descrição da expansão dos obstáculos no mapa. Nas secções 3.2.1, 3.2.2,
3.2.3 e 3.3 são apresentados a decomposição em células fixas, Quadtrees, Framed Quadtrees e
o k-Framed Quadtrees, respetivamente, sendo este último o método sugerido nesta dissertação.
Por fim é abordado o algoritmo de pesquisa A-star (A ?), onde é feita uma descrição da teoria
associada ao algoritmo e de como este é aplicado às várias representações do mapa.
3.1 Expansão dos obstáculos
A expansão da área dos obstáculos permite considerar o robô como um ponto no espaço. De
forma a garantir que a trajetória permita uma navegação do robô livre de colisões, é necessária a
expansão dos obstáculos com as dimensões do robô ao qual será aplicado o algoritmo de planea-
mento de trajetórias.
No caso de o robô ser circular, os obstáculos sofrem uma expansão de raio igual ao raio
do robô. No caso do mesmo ter uma geometria diferente, os obstáculos são expandidos com a
forma geométrica do robô dependendo da sua orientação. Assim, são necessários vários mapas
de expansão com as diferentes possíveis orientações do robô, o que por vezes afeta a eficiência
computacional, tornando os algoritmos de planeamento de trajetória mais lentos. De forma a
contornar esta situação, é feita uma aproximação da geometria do robô a um circulo de raio igual
à maior distância do centro do robô à extremidade.
O robô omnidirecional presente nesta dissertação não é circular, pelo que foi feita a aproxima-
ção, tal como ilustra a Figura 3.1.
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Figura 3.1: Aproximação da geometria do robô a um circulo de raio R.
Para a expansão dos obstáculos recorre-se à biblioteca (Open Source Computer Vision Library)
OpenCV. É aplicada a função Dilate ao mapa original, que permite a alargamento dos obstáculos,
tal como ilustra a figura 3.2. Esta, utiliza uma estrutura, denominada kernel com uma forma e
tamanho específico. Neste caso a estrutura (kernel) usada foi o círculo com as dimensões do
robô, uma vez que a forma geométrica do robô foi aproximada a um círculo como mencionado
anteriormente.
(a) (b)
Figura 3.2: Expansão do mapa. Em 3.2a está representado o mapa original. Em 3.2b está repre-
sentado o mapa com a expansão dos obstáculos.
3.2 Decomposição em células
Nesta secção são descritos os métodos implementados de decomposição em células fixas,
quadtrees e framed quadtrees.
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3.2.1 Células Fixas
A decomposição em células fixas consiste na divisão do mapa em células de igual tamanho,
em que cada uma representa um nó que contém informação sobre o estado do espaço em que se
inserem, isto é, se está livre ou ocupada. Esse tamanho varia de acordo com o tipo de ambiente e
com os resultados pretendidos.
Nesta dissertação são usadas células quadradas para a decomposição do mapa. O pseudo-
código do presente método está presente no Algoritmo 1, onde T é o tamanho pretendido de cada
célula, l e c o numero de linhas e colunas do mapa respetivamente, M a matriz com informação da
ocupação do mapa e o estado é o vetor que contém a informação sobre o estado da célula.
Algoritmo 1: DECOMPOSIÇÃO EM CÉLULAS FIXAS
Entrada: T, l,c,M
Saída: estado
1. Calcular o número de células por linha e por coluna
2. Para cada célula:
(a) Percorrer todos os pontos que pertencem à célula
(b) Se um ou mais pontos estão ocupados, a célula é considerada ocupada
(c) Uma célula é considerada livre se todos os pontos estão livres
3. Guardar a informação do estado da célula no vetor estado, de forma a que a posição da
informação da célula no vetor seja indicex+ indicey×número de células por linha.
No exemplo da Figura 3.3 o ambiente foi representado com células de dimensões 75×75 cm,
50×50 cm e 25×25 cm. No primeiro caso a resolução do ambiente não permite ao robô planear
caminhos entre todos os locais possíveis do mapa, pois existem locais que são erradamente con-
siderados como estando obstruídos, tal como a passagem estreita, onde com esta decomposição,
não é considerada espaço livre. Isto deve-se ao facto de bastar que uma pequena porção de um
obstáculo seja intersetada por uma célula, para toda a célula ser dada como ocupada. O segundo
caso já considera a passagem estreita como livre, e o último caso permite ao robô alcançar quase
todas as zonas do mapa, embora um maior número de células tenha de ser expandido para ser
encontrado um caminho.
O tamanho das células influencia o desempenho do algoritmo de pesquisa de grafos, posterior-
mente aplicado, uma vez que quanto menor o tamanho da célula, maior é a quantidade destas para
analisar (ver tabela 3.1) o que origina um maior tempo de processamento, no entanto a trajetória
definida será próxima do ideal. O tamanho de células escolhido deve ser o suficiente para maxi-
mizar a rapidez dos algoritmos de pesquisa, ao mesmo tempo que permite atingir grande parte das
zonas do mapa.
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(a) (b)
(c)
Figura 3.3: Decomposição do mapa em células de igual tamanho. Na Figura 3.3a o ambiente está
representado por células de dimensão 75×75 cm, na Figura 3.3b por células de 50×50 cm e na
Figura 3.3b por células de 25×25 cm.
Tamanho das células Número total de células
75×75 cm 169
50×50 cm 400
25×25 cm 1600
Tabela 3.1: Número de células correspondente ao tamanho de cada célula, associadas à decompo-
sição em células fixas.
As células vizinhas são determinadas através de uma pesquisa com conetividade 8 em torno
da célula atual, ou seja consideram-se os vizinhos a norte (N), noroeste (NW), oeste (W), sudoeste
(SW), sul (S), sudeste (SE), este (E) e nordeste (NE), como representado na Figura 3.4.
Considerando que a célula atual tem índice x em XX e índice y em YY, são considerados
vizinhos células com índices (x− 1,y− 1), (x,y− 1), (x+ 1,y− 1), (x− 1,y), (x+ 1,y), (x−
1,y+1), (x,y+1) e (x+1,y+1), onde o estado de cada uma, isto é, se está ocupada ou livre de
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NW N NE
W O E
SW S SE
Figura 3.4: Vizinhos da célula O.
obstáculos obtêm-se consultando o vetor estado na posição x+ y× número de células por linha.
3.2.2 Quadtrees (DQ)
O método de decomposição em quadtrees utiliza células de tamanho variável para represen-
tar o ambiente. As células são decompostas sucessivamente de uma forma recursiva em quatro
células-filhas até que uma célula esteja situada numa zona totalmente ocupada ou livre de obstá-
culos, ou até que uma resolução limite seja atingida.
A quadtree é uma estrutura de dados em árvore em que cada nó interno tem exatamente quatro
nós filhos, onde cada um representa um quadrante (noroeste - NW, nordeste - NE, sudoeste -SW e
sudeste - SE), tal como ilustra a Figura 3.5.
NW NE
SW SE
A
 "" )) ++NW NE SW SE
Figura 3.5: Quadrantes correspondente da decomposição em quadtrees .
O pseudo-código do algoritmo implementado encontra-se descrito no Algoritmo 2, onde Tl
representa a resolução limite das células, l e c o número de linhas e de colunas do mapa respeti-
vamente, M a matriz com informação da ocupação do mapa, e quadtrees a lista com a árvore que
origina esta decomposição. Cada célula é representada por uma estrutura que contém as seguintes
informações:
• Posição inicial da célula em XX e em YY
• Tamanho da célula em XX e em YY
• Estado da célula, se a mesma se encontra totalmente ocupada, totalmente livre, ou se deve
ser subdividida
• Nível de divisão a que a célula pertence
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• Apontadores para as 4 células-filhas (NW, NE, SW e SE)
Algoritmo 2: DECOMPOSIÇÃO EM QUADTREES
Entrada: Tl, l,c,M
Saída: quadtree
1. Calcular o número máximo de divisões, tendo em consideração a resolução limite (Tl)
2. Repetir
(a) Dividir em quatros células-filhas todas as células com estado não determinado, isto é,
não estão totalmente livres, nem totalmente ocupadas, e que ainda não sofreram
divisão.
(b) Verificar o estado das células-filhas
(c) Guardar informações referentes a cada célula-filha
3. Até todas as células que não sofreram divisão terem como estado livres ou ocupadas, ou o
limite máximo de divisões ser atingido
Como as células são sucessivamente decompostas até estarem situadas numa zona totalmente
ocupada ou livre de obstáculos, ou até atingir um limite máximo de resolução definido previa-
mente, este método permite obter uma grande precisão nas zonas próximas dos obstáculos. A
Figura 3.6 ilustra a decomposição do mapa em quadtrees, sendo considerados diferentes reso-
luções limites. No primeiro caso o limite considerado é de células com dimensões 62× 62 cm
(Figura 3.6a), e no segundo caso ( Figura 3.6b), com dimensões de 30×30 cm. Ambas as repre-
sentações, permitem a passagem pela zona mais estreita do mapa, no entanto no segundo caso é
possível acesso a muitas mais zonas, que o primeiro caso não permite.
(a) (b)
Figura 3.6: Decomposição do mapa em quadtrees. Na Figura 3.6a foi considerado um limite
62×62 cm para o tamanho da célula, na Figura 3.6b foi considerado um limite de 30×30 cm.
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Na Tabela 3.2 estão representados os números de células correspondente ao limite de resolução
imposto. De notar que o número de células indicado corresponde ao número de nós a considerar
pelo algoritmo de pesquisa de grafos, pelo que, são consideradas apenas células que não sofreram
divisão. Esta solução tem como principal vantagem o número reduzido de células o que origina
um menor tempo de processamento aquando da aplicação do algoritmo de pesquisa de grafos.
Limite de tamanho das células Número total de células
62×62 cm 193
30×30 cm 487
Tabela 3.2: Número de células presentes na decomposição em quadtrees.
A resolução limite determina a perda de informação do mapa, isto é, uma maior resolução
limite permite células de menor tamanho, pelo que serão possíveis aceder a mais zonas do mapa,
em relação a uma resolução limite inferior.
As células são consideradas células vizinhas se estas partilharem uma aresta e/ou um vértice.
Assim, se uma célula vizinha for livre de obstáculos, a união entre as mesmas pode pertencer a
um caminho, posteriormente determinado por um algoritmo de pesquisa de grafos. A Figura 3.7
representa a ligação entre células vizinhas e livres de obstáculo.
Figura 3.7: Ligação entre células vizinhas na DQ. O centro da célula atual está representado a
azul, e o centro das células vizinhas estão representadas a verde
3.2.3 Framed Quadtrees (DFQ)
A decomposição em células recorrendo ao uso de framed quadtrees, resulta de uma melhoria
do método anteriormente descrito na secção 3.2.2. Este algoritmo consiste na adição de células de
maior resolução nas proximidades do perímetro de cada região quadtree.
Uma vez executado o algoritmo descrito no Algoritmo 2 segue-se a DFQ descrito pelo Algo-
ritmo 3 onde está presente o pseudo-código do mesmo. Neste, o parâmetro de entrada quadtree
corresponde à lista que contém a árvore construída pela DQ, Tf é o tamanho das células a cons-
truir no perímetro das células geradas pela DQ, e FramedQuadtree é a lista onde são guardadas
as informações das células geradas pelo presente algoritmo.
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Algoritmo 3: DECOMPOSIÇÃO EM FRAMED QUADTREES
Entrada: quadtree,Tf
Saída: FramedQuadtree
1. Para todas as células presentes na lista quadtree que não sofreram divisão, e o seu estado é
livre:
(a) Construir as células de tamanho Tf no perímetro da célula
(b) Guardar as informações das células criadas neste algoritmo na lista f ramedquadtree
Cada célula resultante é representada por uma estrutura que contém as seguintes informações:
• Posição em XX e em YY do ponto central da célula
• Apontador para a célula quadtree a qual a célula pertence
Nesta estrutura são guardados os pontos centrais das células, uma vez que a ligação entre estas é
feita através dos mesmos. Apenas as células originadas pelo método descrito no Algoritmo 3 são
consideradas pelo algoritmo de pesquisa de grafos.
No exemplo da Figura 3.8 o ambiente foi representado com um limite de resolução de células
de 62× 62 cm e com células de maior resolução com 13× 13 cm de dimensão no primeiro caso
(Figura 3.8a) e 25× 25 cm no segundo caso (Figura 3.8b). É possível, através da análise das
mesmas verificar que os caminhos determinados através desta decomposição podem ser muito
próximos dos ideais, no entanto, analisando os valores representados na Tabela 3.3, onde estão
indicados o número de células correspondentes às células originadas pela DFQ, verifica-se que o
mesmo é elevado, o que origina um maior tempo de processamento quando aplicado o algoritmo
de pesquisa de grafos. O número de células representado é o número de células geradas através
da DFQ, isto é, as células originadas na DQ não são contabilizadas, uma vez que estas não são
consideradas pelo algoritmo de pesquisa de grafos para determinar o caminho.
Figura Número total de células
3.8a 1576
3.8b 516
Tabela 3.3: Número de células presentes na decomposição em framed quadtrees.
Neste algoritmo, quando se determina os vizinhos das células geradas através da DQ, é ne-
cessário guardar a informação do lado a que a célula vizinha pertence, isto é, se a célula vizinha
está situada a norte (N), Sul (S), oeste (W), este (E), nordeste (NE), noroeste (NW), sudeste (SE)
ou a sudoeste (SW) da célula atual. Uma vez determinado os vizinhos de uma célula-mãe (célula
gerada pela DQ), os vizinhos de uma célula-filha (célula gerada pela DFQ), são as células-filhas
pertencentes à mesma célula-mãe, e ainda as células-filhas das células-mãe vizinhas da célula
atual, se estas se encontrarem dentro de certos limites. Estes limites são enumerados a seguir,
onde v representa a célula-mãe vizinha e n representa a célula-filha atual:
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Figura 3.8: Decomposição do mapa em framed quadtrees. Foi considerado um limite 62×62 cm
para o tamanho da célula, e as células de maior resolução têm dimensões de 13×13 cm e 25×25
cm nas figuras 3.8a e 3.8b, respetivamente.
• Se v é uma célula vizinha a Norte ou a Sul
1. são consideradas vizinhas as células-filhas (células originadas pela DFQ) de v se a sua
posição em XX estiver entre os limites da célula-mãe em XX de n e se a posição x de
n estiver nos limites de XX de v
2. se não existirem falhas ao lado que pertencem (N ou S), e v não contém nos seus
limites em XX o x da célula n, são consideradas vizinhas as células-filhas de v que que
não ultrapassam os limites em YY de n +/- tamanho das células-filhas
• Se v é vizinha a Oeste ou a Este
1. são consideradas vizinhas as células-filhas de v se a sua posição em YY estiver entre
os limites da célula-mãe em YY de n e se a posição y de n estiver nos limites de yy de
v
2. se não existirem falhas ao lado que pertencem (W ou E), e v não contém nos seus
limites em YY o y da célula n, são consideradas vizinhas as células-filhas de v que que
não ultrapassam os limites em XX de n +/- tamanho das células-filhas
• Se v é vizinha a NW, NE, SW ou SE, apenas é considerada vizinha a célula-filha mais
próxima da célula atual, se nos lados a que pertence não existirem falhas.
A Figura 3.9 ilustra as células-filhas consideradas vizinhas, representadas pelo ponto central
a vermelho, de uma célula que se encontra representada a verde. Quando estamos na presença
de uma célula vizinha a NW, NE, SW ou SE, apenas é considerada a célula-filha mais próxima
da atual, se não existirem falhas dos lados pertencentes à vizinhança, ou seja, considerando que
estamos perante uma célula vizinha a NW, se não existirem falhas nos vizinhos a N e a W, isto
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significa, se não existirem vizinhos a N e a W ocupados, então é considerada a célula-filha da
célula a NW mais próxima da célula atual. Na Figura 3.9 está representado o caso descrito, em
que a célula atual, representada a verde, tem vizinhos a NW, NE, SW e SE, no entanto existem
falhas na vizinhança a N, pelo que nenhuma das células-filhas de NW e NE são consideradas. Em
relação às células a SW e SE, são consideradas as células-filhas mais próximas, pois não existem
falhas a S e W nem a S e E, respetivamente.
Figura 3.9: Células consideradas vizinhas, representadas pelo ponto central a vermelho, da célula
atual, representada a verde, no método de deomposição em framed quadtrees.
3.3 Solução Proposta - K-Framed Quadtrees
Esta decomposição surge com o intuito de compor um algoritmo que resulte numa trajetória
melhor que a resultante através da decomposição em quadtrees e com um tempo de processamento
menor que o associado à decomposição em framed quadtree, através da junção dos mesmos.
Este algoritmo é muito semelhante à decomposição em framed quadtrees (DFQ), sendo exe-
cutada numa primeira fase a decomposição em quadtrees (DQ) descrita no Algoritmo 2. Posteri-
ormente são adicionadas células de maior resolução nas proximidades do perímetro de cada célula
que tenha um tamanho superior ao limite inferior estabelecido previamente, k. O pseudo-código
de DFQ é idêntico ao descrito no Algoritmo 3. Isto permite um ajuste entre os dois algoritmos em
que nos dois pontos extremos é possível ter uma decomposição muito semelhante à DQ e à DFQ.
A Figura 3.10 ilustra o mapa decomposto através do presente algoritmo onde é considerada
uma resolução limite de células com dimensões de 62× 62 cm, as células de maior resolução
têm dimensões de 25× 25 cm e um k de 2.5× 2.5 m, 1× 1m e 25× 25 cm, nas figuras 3.10a,
3.10b e 3.10c, respetivamente. No primeiro caso, a decomposição em célula com o coeficiente
k = 2.5×2.5 m resulta numa decomposição idêntica à DQ, pois não existem células com tamanho
superior ao coeficiente k, já o terceiro caso resulta numa decomposição idêntica à DFQ, pois
o coeficiente considerado foi inferior ao tamanho das menores células. O segundo caso é um
intermédio entre a DQ e a DFQ.
No caso de o coeficiente k escolhido ser elevado, e dessa forma existirem células que não
sofreram DFQ, se alguma dessas células pertencerem ao ponto inicial ou ao ponto destino, a
DFQ é executada e posteriormente apagada. A razão pela qual estas células-filhas devem ser
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Figura 3.10: Aplicação do K-Framed Quadtrees à decomposição do mapa. Foi considerado um
limite 62× 62 cm para o tamanho da célula, as células de maior resolução têm dimensões de
25× 25 cm, sendo estas aplicadas a células com dimensões superiores a 2.5× 2.5 m (Figura
3.10a), a 1×1 m (Figura 3.10b) e a 25×25 cm (Figura3.10c).
eliminadas, deve-se ao facto de se pretender manter as configurações escolhidas previamente.
Se as mesmas não fossem eliminadas, após a execução do algoritmo de pesquisa de grafos para
determinar várias trajetórias, a representação do mapa seria cada vez mais semelhante à DFQ,
mesmo que a configuração inicial escolhida resultasse numa representação mais semelhante à DQ.
Assim, as mesmas são eliminadas posteriormente à trajetória ser determinada, mantendo assim a
configuração escolhida. Na Figura 3.11a está uma representação do mapa em que nenhuma das
células sofreu DFQ, no entanto aquando da execução do algoritmo de pesquisa de grafos são
determinadas as células que contém o ponto inicial e final, sendo então executada a DFQ nessas
mesmas células, representada na Figura 3.11b.
As células a considerar para a pesquisa de grafos são as células obtidas através da DFQ em
células de dimensões superior a k e células que pertencem à DQ se estas tiverem dimensões infe-
riores a k. A Tabela 3.4 descreve o número de células a considerar pelo algoritmo de pesquisa de
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(a) (b)
Figura 3.11: Representação do mapa através do método K-Framed Quadtrees (Figura 3.11a).
Alteração da representação do mapa aquando da execução do algoritmo de pesquisa de grafos nas
células pertencentes ao ponto inicial e ao ponto destino (Figura 3.11b).
grafos para diferentes configuração da decomposição K-Framed Quadtrees.
Figura Número total de células
3.10a 193
3.10b 439
3.10c 516
Tabela 3.4: Número de células presentes no algoritmo K-Framed Quadtrees com diferentes confi-
gurações.
Quando são determinadas as células vizinhas originadas pela DQ (células-mãe), é determinado
se existe alguma falha na vizinha a Norte(N), Sul (S), Oeste (W) e a Este (E), isto é, se alguma
das células vizinha está ocupada. A seguir são mencionadas todas as restrições para uma célula
ser considerada vizinha da célula atual n.
1. Se a célula v é vizinha a S da célula n
(a) Se v tem células-filha (células com origem na DFQ)
i. São consideradas células vizinhas as células-filhas de v se a célula v tiver nos seus
limites de XX o x da célula n (Figura 3.12a)
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(a) (b)
Figura 3.12: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho 3.12a. A Figura 3.12b
ilustra a situação em que, se a presente restrição não existisse a ligação entre as células podia ser
de forma insegura (reta a laranja).
ii. Se não existirem falhas a S da célula n e se v não contém nos limites de XX o x
da célula n
A. São consideradas células vizinhas, as células filhas de v que não ultrapassam
os limites da célula-mãe de n em XX , e que não ultrapassam em YY o li-
mite superior de YY da célula-mãe de n mais o tamanho de cada célula-filha
(Figura 3.13)
Figura 3.13: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representa. A reta a laranja representa a situação em que, se a presente
restrição não existisse a ligação entre as células podia ser de forma insegura.
(b) Se v não tem células-filha
i. Se n for uma célula-mãe (Figura 3.14)
A. A célula v é considerada uma célula vizinha
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Figura 3.14: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
ii. Se n é uma célula-filha
A. v é considerada célula vizinha se contiver nos seus limites de XX o x da célula
n (Figura 3.15)
Figura 3.15: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
2. Se a célula v é vizinha a N da célula n
(a) Se v tem células-filha
i. São consideradas células vizinhas as células-filhas de v se a célula v tiver nos seus
limites de XX o x da célula n
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(a) (b)
Figura 3.16: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho 3.16a. A Figura 3.16b
ilustra a situação em que, se a presente restrição não existisse a ligação entre as células podia ser
de forma insegura (reta a laranja).
ii. Se não existirem falhas a N da célula n e se v não contém nos limites de XX o x
da célula n
A. São consideradas células vizinhas, as células filhas de v que não ultrapassam
os limites da célula-mão de n em XX , e que não ultrapassam em YY o limite
inferior em YY da célula-mãe de n menos o tamanho da célula-filha (Figura
3.17)
Figura 3.17: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representa. A reta a laranja representa a situação em que, se a presente
restrição não existisse a ligação entre as células podia ser de forma insegura.
(b) Se v não tem células-filha
i. Se n for uma célula-mãe (Figura 3.18)
A. A célula v é considerada uma célula vizinha
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Figura 3.18: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
ii. Se n é uma célula-filha
A. v é considerada célula vizinha se contiver nos seus limites de XX o x da célula
n (Figura 3.19)
Figura 3.19: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
3. Se a célula v é vizinha a W da célula n
(a) Se v tem células-filha
i. São consideradas células vizinhas as células-filhas de v se a célula v tiver nos seus
limites de YY o y da célula n (Figura 3.20)
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Figura 3.20: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
ii. Se não existirem falhas a W da célula n e se v não contém nos limites de YY o y
da célula n
A. São consideradas células vizinhas as células-filhas de v que não ultrapassam
os limites da célula-mãe de n em YY , e que não ultrapassam em XX o limite
inferior em XX da célula mãe de n menos o tamanho de cada célula-filha
(Figura 3.21)
Figura 3.21: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
(b) Se v não tem células-filha
i. Se n for uma célula-mãe (Figura 3.22)
A. A célula v é considerada uma célula vizinha
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Figura 3.22: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
ii. Se n é uma célula-filha
A. v é considerada célula vizinha se contiver nos seus limites de YY o y da célula
n (Figura 3.23)
Figura 3.23: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
4. Se a célula v é vizinha a E da célula n
(a) Se v tem células-filha
i. São consideradas células vizinhas as células-filhas de v se a célula v tiver nos seus
limites de YY o y da célula n (Figura 3.24)
3.3 Solução Proposta - K-Framed Quadtrees 43
Figura 3.24: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
ii. Se não existirem falhas a E da célula n e se v não contém em YY o y da célula n
A. São consideradas células vizinhas as células filhas de v que não ultrapassam
os limites da célula-mãe de n em YY , e que não ultrapassam em XX o limite
superior de XX da célul-mãe de n mais o tamanho de cada célula-filha (Figura
3.25)
Figura 3.25: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
(b) Se v não tem células-filha
i. Se n for uma célula-mãe (Figura 3.26)
A. A célula v é considerada uma célula vizinha
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Figura 3.26: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
ii. Se n é uma célula-filha
A. v é considerada célula vizinha se contiver nos seus limites de YY o y da célula
n (Figura 3.27)
Figura 3.27: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
5. Se a célula v é vizinha a NW da célula n
(a) Se v tem células-filha
i. Se não existem falhas a N e a W de n (Figura 3.28a) ou se n é uma célula-mãe
(Figura 3.28b
A. É considerada vizinha apenas a célula-filha de v mais próxima da célula n
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(a) (b)
Figura 3.28: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
(b) Se v não tem células-filha
i. v é considerada célula vizinha se n é uma célula-mãe (Figura 3.29a) ou se não
existem falhas a N e W de n (Figura 3.29b)
(a) (b)
Figura 3.29: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
6. Se a célula v é vizinha a NE da célula n
(a) Se v tem células-filha
i. Se não existem falhas a N e a E de n (Figura 3.30a) ou se n é uma célula-mãe
(Figura 3.30b)
A. É considerada vizinha apenas a célula-filha de v mais próxima da célula n
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(a) (b)
Figura 3.30: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
(b) Se v não tem células-filha
i. v é considerada célula vizinha se n é uma célula-mãe (Figura 3.31a) ou se não
existem falhas a N e E de n (Figura 3.31b)
(a) (b)
Figura 3.31: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
7. Se a célula v é vizinha a SW da célula n
(a) Se v tem células-filha
i. Se não existem falhas a S e a W de n (Figura 3.32a) ou se n é uma célula-mãe
(Figura 3.32b)
A. É considerada vizinha apenas a célula-filha de v mais próxima da célula n
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(a) (b)
Figura 3.32: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
(b) Se v não tem células-filha
i. v é considerada célula vizinha se n (Figura 3.33a) é uma célula-mãe ou se não
existem falhas a S e W de n (Figura 3.33b)
(a) (b)
Figura 3.33: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
8. Se a célula v é vizinha a SE da célula n
(a) Se v tem células-filha
i. Se não existem falhas a S e a E de n (Figura 3.34a) ou se n é uma célula-mãe
(Figura 3.34b)
A. É considerada vizinha apenas a célula-filha de v mais próxima da célula n
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(a) (b)
Figura 3.34: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
(b) Se v não tem células-filha
i. v é considerada célula vizinha se n é uma célula-mãe (Figura 3.35a) ou se não
existem falhas a S e E de n (Figura 3.35b)
(a) (b)
Figura 3.35: Célula n representada pelo ponto central a verde. As células determinadas vizinhas
pela presente restrição estão representadas pelo ponto central a vermelho.
Este algoritmo é de maior complexidade devido à forma como se determina as células vizinhas,
pois, são várias as restrições a considerar. Na Figura 3.36 estão representadas as células vizinhas
da célula atual n.
Figura 3.36: Células consideradas vizinhas , representadas pelo ponto cnetral a vermelho, da célula
n representada a verde.
Com a aplicação deste algoritmo é assim possível determinar um coeficiente que minimize o
tempo de processamento, considerando o trajeto que se pretende.
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3.4 Algoritmo de pesquisa de grafos A-star (A?)
Nas secções 3.2.1, 3.2.2, 3.2.3 e 3.3 foram descritos os algoritmos de decomposição em células
fixas, em quadtrees, em framed quadtree e um novo método denominado K-Framed Quadtrees,
que resultam na representação do mapa por células, onde o ponto central de cada célula corres-
ponde a nós que o algoritmo de pesquisa de grafos utilizará para determinar as trajetórias.
O algoritmo A* é um método de pesquisa de grafos que utiliza como informação a distância
entre o nó inicial e o nó atual, e o custo heurístico estimado entre o nó atual e o nó final, tornando-se
desta forma um algoritmo eficiente. Este, utiliza uma função de custo f (n) = g(n)+h(n), em que
g(n) representa o custo atual desde do nó inicial até ao nó n, e h(n) representa o custo heurístico
estimado entre um nó n e o nó que contém o ponto destino. Se o valor de h(n) for inferior ao custo
do movimento entre o ponto atual e o ponto final, o algoritmo determinará o caminho mais curto.
A ordem pela qual o algoritmo deve procurar os nós é definido pela função f (n), sendo explorado
o nó com menor custo. Com o uso do custo heurístico h(n), é possível determinar o caminho de
uma forma mais rápida, pois são explorados inicialmente os nós mais promissores.
A implementação deste método consiste no uso de duas listas, a lista aberta e a lista fechada
onde são armazenados os nós já identificados mas não explorados e os nós já explorados, respe-
tivamente. A lista aberta é uma lista ordenada de forma crescente relativamente ao custo f (n),
sendo desta forma facilitada a procura do nó mais promissor. O pseudo-código está presente no
Algoritmo 4 , onde O representa a lista aberta, C a lista fechada, gra f os é a lista com todos os nós
a considerar e o caminho é um vetor com os pontos que definem a trajetória. O algoritmo inicia
a sua pesquisa pelo nó que contém o ponto inicial da trajetória, seguindo a sua pesquisa pelos
nós vizinhos ao mesmo. Neste momento é explorado o nó vizinho mais promissor, movendo este
nó para a lista fechada. São determinados os vizinhos do mesmo e colocados na lista aberta para
posterior exploração. Este processo repete-se até que o nó que contém o ponto destino seja deter-
minado, ou quando O está vazia, o que significa que não existe nenhum nó para ser explorado, isto
é, não existe trajetória possível entre os dois pontos pretendidos.
O valor a atribuir ao custo heurístico h(n), correspondente à distância entre o nó atual e o
nó final, que pode ser estimado de diferentes formas. A distância de Manhattan, a distância
diagonal e a distância euclidiana são os métodos usualmente utilizados para determinar o valor de
f (n). A distância de Manhattan é normalmente utilizada quando são permitidos movimentos em
apenas quatro direções, movimentos na horizontal e vertical. Este método consiste na distância
que é necessário percorrer para atingir a célula final, utilizando apenas movimentos horizontais e
verticais, independentemente da ocupação das células, de acordo com a seguinte equação:
h(n) = ∆x+∆y (3.1)
A distância diagonal é utilizada quando o movimento pode ser feito em 8 direções, ou seja,
quando são permitidos movimentos na diagonal. O custo h(n) é calculado através das seguintes
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Algoritmo 4: A ?
Entrada: gra f o
Saída: caminho
1. Adicionar o nó inicial n a O e guardar os custos g, h e f
2. Repetir
(a) Procurar o nó de menor custo f em O
(b) Mover esse nó para C
(c) Para cada vizinho livre de obstáculos
i. Se o nó vizinho já estiver presente em C, este não é considerado
ii. Se o nó vizinho não estiver presente em C nem em O, adicionar o nó a O. n é o
nó pai do nó a acrescentar. Guardar os custos g, h e f .
iii. Se o nó vizinho estiver presente em O, verificar se o caminho atual é melhor para
esse nó, isto é, tem um menor custo g. Neste caso, o nó pai é alterado para n.
3. Até o nó destino ser acrescentado na lista C ou até O estar vazia, o que significa que o
caminho não foi encontrado
4. Se o caminho for encontrado, guardar o mesmo, começando pelo nó destino, e a partir
deste verifica-se qual é o seu nó pai. Em seguida verifica-se nesse nó o seu Pai e assim
sucessivamente até se chegar ao nó inicial n.
equações:
hdiagonal(n) = min(abs(nx−destinox),abs(ny−destinoy)) (3.2)
hN4(n) = max(abs(nx−destinox),abs(ny−destinoy)) (3.3)
h(n) = Dd ∗hdiagonal(n)+DN4 ∗hN4 (3.4)
A distância euclidiana é utilizada quando o movimento pode ser feito em qualquer direção.
Trata-se da distância em linha reta entre o ponto n e o ponto destino, calculada a partir da seguinte
equação.
h(n) =
√
(∆x)2)+(∆y)2) (3.5)
De forma a garantir que o algoritmo A? determina o caminhos mais curto, a heurística tem
de ser subestimadas, no entanto esta deve-se aproximar o mais possível da realidade, por forma
a melhorar os resultados. Nesta dissertação são consideradas várias decomposições do mapa em
células, já descritas anteriormente. Quando são aplicadas decomposição em quadtrees, em framed
quadtrees, ou quando é aplicado o método K-Framed Quadtrees, apenas a distância euclidiana
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pode ser aplicar, pelo que foi este o método implementado.
O custo g(n) é considerado, aquando da decomposição em células fixas, como 1×T quando
o movimento ocorre na horizontal e na vertical, e de 1.4×T , quando o movimento ocorre na dia-
gonal, onde T representa o tamanho das células. Quando o algoritmo A? é aplicado aos restantes
métodos de decomposição em células descritos anteriormente, o custo g(n) não é fixo, uma vez
que as células têm dimensões diferentes, pelo que é usada a distância euclidiana.
As estruturas utilizadas que guardam a informação referente a cada nó têm algumas variações
em conformidade com a decomposição em que o algoritmo A? é aplicado, pelo que, são descritas
a seguir estas pequenas diferenças.
1. Decomposição em Células Fixas
• Posição em XX e em YY
• Posição do nó pai em XX e em YY
• Custos g, h e f
2. Decomposição em quadtrees
• Apontador para a célula correspondente gerada pela DQ
• Posição em XX e em YY
• Posição do no pai em XX e em YY
• Custos g, h e f
3. Decomposição em framed quadtrees
• Apontador para a célula correspondente gerada pela DFQ
• Posição em XX e em YY
• Posição do no pai em XX e em YY
• Custos g, h e f
4. K-Framed Quadtrees
• Apontador para a célula correspondente gerada pela DQ (se esta for uma célula gerada
DQ, caso contrário este é NULL)
• Apontador para a célula correspondente gerada pela DFQ (se esta for uma célula ge-
rada DFQ, caso contrário este é NULL)
• Posição em XX e em YY
• Posição do no pai em XX e em YY
• Custos g, h e f
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Capítulo 4
Controlador
Neste capítulo é descrita a implementação do seguidor de trajetórias omnidirecional. Para tal
é desenvolvido um controlador que tem como objetivo fazer com que o robô siga um determinado
percurso minimizando o erro entre o trajeto efetuado pelo robô e o trajeto de referência previa-
mente definido. O controlador tem como entradas caminho a percorrer e a posição atual do robô, e
como saída as velocidades a serem aplicadas no robô, sendo estas a velocidade linear Vl , a veloci-
dade normal Vn e a velocidade angular Vω . Na Figura 4.1 estão representadas as entradas e saídas
do controlador.
Figura 4.1: Entradas e saídas do controlador.
O robô irá movimentar-se num espaço bidimensional pelo que a sua posição é dada pelas
coordenadas x, y e a sua orientação pelo ângulo Θ dadas em função de um referencial global
externo ao robô e fixo no espaço.
Nesta dissertação é implementado um método de controlo não linear, denominado Trajectory
Linearization Control (TLC), baseado em [19], que consiste na linearização ao longo de uma tra-
jetória nominal. O controlo não linear de seguimento por linearização da trajetória pode ser visto
como o controlador ideal, uma vez que o ganho é determinado em todos os pontos da trajetória.
São considerados dois referências, o referencial fixo global, definido previamente (X ,Y ) e o
referencial do robô (Xr, Yr), estando este fixo no centro do mesmo, sendo alterado pelo movimento
do robô. A posição do robô em relação ao referencial (X ,Y ) é designada por (x, y, Θ), e as
velocidades linear, normal e angular por Vl , Vn e Vω respetivamente, tal como ilustra a Figura 4.2.
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Figura 4.2: Referenciais global e do robô.
A transformação de coordenadas do o referencial (Xr, Yr) para referencial global (X , Y ) é dada
pela seguinte equação:
 x˙y˙
Θ˙
= A ·
 VlVn
Vω
 ,onde
A =
 cos(Θ) −sin(Θ) 0sin(Θ) cos(Θ) 0
0 0 1

(4.1)
O diagrama de blocos do controlador implementado encontra-se representado na Figura 4.3,
onde é feita uma linearização do modelo cinemático do robô ao longo da trajetória desejada e
das velocidades desejadas, calculadas através da cinemática inversa. Desta forma é determinada a
dinâmica do erro, sendo, o erro posteriormente estabilizado através de uma lei de controlo PI. De
seguida são descritos todos os passos para a implementação deste controlador.
As velocidades nominais desejadas são calculadas pela seguinte equação:
 V̂lV̂n
V̂ω
= A−1 ·

˙̂x
˙̂y
˙̂Θ
 (4.2)
Definindo:  exey
eΘ
=
 xy
ω
−
 x̂ŷ
Θ̂
e
 δVlδVn
δVω
=
 VlVn
Vω
−
 V̂lV̂n
V̂ω
 (4.3)
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Figura 4.3: Diagrama de blocos do controlador.
Para obter a dinâmica do erro, é feita a linearização do modelo cinemático do robô descrito
em 4.1 em torno da trajetória [x̂, ŷ,Θ̂]T e das velocidades desejadas [V̂l,V̂n,V̂ω ]T . A dinâmica do
erro é obtida através:
 e˙xe˙y
e˙Θ
= B ·
 exey
eω
+C ·
 δVlδVn
δVω
 (4.4)
Sendo:
f =
 A1A2
A3
=
 cos(Θ)∗Vl− sin(Θ)∗Vnsin(Θ)∗Vl + cos(Θ)∗Vn
Vω
 (4.5)
B e C são definidos por:
B =

∂A1
∂x
∂A1
∂y
∂A1
∂Θ
∂A2
∂x
∂A2
∂y
∂A2
∂Θ
∂A3
∂x
∂A3
∂y
∂A3
∂Θ

C =

∂A1
∂Vl
∂A1
∂Vn
∂A1
∂Vω
∂A2
∂Vl
∂A2
∂Vn
∂A2
∂Vω
∂A3
∂Vl
∂A3
∂Vn
∂A3
∂Vω

,com
 xy
Θ
=
 x̂ŷ
Θ̂
e
 VlVn
Vω
=
 V̂lV̂n
V̂ω

(4.6)
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Assim:
B =
 0 0 −sin(Θ̂)∗V̂l− cos(Θ̂)∗V̂n0 0 cos(Θ̂)∗V̂l− sin(Θ̂)∗V̂n
0 0 0
 (4.7)
C =
 cos(Θ̂) −sin(Θ̂) 0sin(Θ̂) cos(Θ̂) 0
0 0 1
 (4.8)
O erro de seguimento foi estabilizado através de uma lei de controlo proporcional e integral
(PI).
 δVlδVn
δVω
=−KP ·
 exey
eΘ
−KI ·

∫
ex(t)dt∫
et(t)dt∫
eΘ(t)dt
 (4.9)
Definindo o vetor alargado do erro de seguimento como:
γ =

γ1
γ2
γ3
γ4
γ5
γ6

=

∫
ex(t)dt∫
ey(t)dt∫
eΘ(t)dt
ex
ey
eΘ

(4.10)
A equação do estado de erro é:
γ˙ = Dγ
ex(t)
ey(t)
eΘ(t)
e˙x
e˙y
e˙Θ

= D

∫
ex(t)dt∫
ey(t)dt∫
eΘ(t)dt
ex
ey
eΘ

(4.11)
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onde, a partir das equações 4.4 e 4.9 obtemos
 e˙xe˙y
e˙Θ
=B
 exey
eΘ
+C
 δVlδVn
δVω

= B
 exey
eΘ
+C
−KP
 exey
eΘ
−KI

∫
ex(t)dt∫
ey(t)dt∫
eΘ(t)dt


(4.12)
D =
[
O3 I3
−CKI B−CKP
]
(4.13)
O3 representa uma matriz de zeros 3×3 e I3 representa uma matriz identidade 3×3. Assim é
possível determinar KP e KI de forma a obter a dinâmica do erro desejada, onde a1 j > 0 e a2 j>0,
presentes na equação 4.14, são os coeficientes do polinómio característico da dinâmica do erro,
λ 2+a1 jλ +a2 j
.
D =
[
O3 I3
diag−a11−a12−a13 diag−a21−a22−a23
]
(4.14)
Desta forma, KP =C−1(B−diag−a21−a22−a23) e KI =C−1diaga11a12a13, onde:
C−1 =

cos(2Θ̂)+1
2cos(Θ̂)
sin(Θ̂) 0
−sin(Θ̂) cos(Θ̂) 0
0 0 1
 (4.15)
Assim, KP e KI são determinados da seguinte forma:
KP =

a21
2cos(Θ̂)+1
2cos(Θ̂)
a22 sin(Θ̂) cos(2Θ̂)+12cos(Θ̂) (−sin(Θ̂)V̂l− cos(Θ̂)V̂n)+ sin(Θ̂)(cos(Θ̂)V̂l− sin(Θ̂)V̂n)
−a21 sin(Θ̂) a22 cos(Θ̂) sin(Θ̂)(sin(Θ̂)V̂l + cos(Θ̂)V̂n)+ cos(Θ̂)(cos(Θ̂)V̂l− sin(Θ̂V̂n))
0 0 a23

(4.16)
KI =

a11
cos(2Θ̂)+1
2cos(Θ̂)
a12 sin(Θ̂) 0
−a11 sin(Θ̂) a12 cos(Θ̂) 0
0 0 a13
 (4.17)
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A saída do controlador é calculada pela equação 4.18. VlVn
vω
=
 V̂lV̂n
V̂ω
+
 δVlδVn
δVω
 (4.18)
A trajetória desejada é definida com um conjunto de pontos (x,y) interligados através de retas.
A referência dada ao controlador, são pontos sucessivos dessa reta, com uma distância definida
previamente. Isto permite estabelecer a forma como se pretende que o robô execute o trajeto, isto
é, é possível definir o ângulo com que o robô deve efetuar a trajetória. Se o objetivo é usar a
particularidade de os robôs omnidirecionais se poderem movimentar em todas as direções, define-
se que o robô percorre o caminho sempre com o mesmo ângulo θ , ou por outro lado, é possível
definir que o robô deve percorrer o caminho com um ângulo θ igual ao ângulo da trajetória a
percorrer.
De forma a permitir ao robô um movimento seguro, e com poucas oscilações abruptas na
velocidade com que este se movimenta, é estabelecida uma velocidade máxima limite para o
movimento de rotação e translação. Sem esta condição, a velocidade do robô estaria relacionada
com a distância aplicada aos pontos sucessivos de referência da reta aplicada ao controlador. Uma
distância muito elevada, levaria o robô a movimentar-se a grande velocidade, e pequenas distância
resultariam numa velocidade menor, não sendo esta abordagem segura para o robô, nem para o
meio onde este se insere. Quanto maior a velocidade a que o robô se movimenta, maior deverá ser
o erro admissível em cada ponto, de forma a que a o robô se movimente de uma forma suave sem
grande oscilações. Menores velocidades permitem que o robô se movimente uma uma forma mais
precisa.
Nesta dissertação, o polinómio característico foi definido para todos os canais x, y e θ como
λ 2+2×λ +2
Os pontos sucessivos da reta que são a entrada de referencia do controlador distam de 10cm e de
0.1 rad se a trajetória for circular. O erro permitido para passar o ponto referencia para o ponto
seguinte é de 5cm ou 0.05 rad.
Capítulo 5
Testes e Resultados
Neste capítulo serão apresentados os testes e resultados obtidos para cada um dos métodos
implementados para a resolução da problemática associada a esta dissertação. Estes testes foram
realizados num PC com um processador Intel(R) Core(TM) i5-6200MQ CPU @ 2.30 GHz e 16
Gb de RAM.
Inicialmente são apresentados os resultados dos métodos de construção de mapas implemen-
tados, com aplicação do algoritmo de pesquisa de grafos A?, posteriormente é apresentada uma
comparação entre os vários algoritmos, e por fim são demonstrados resultados referentes ao con-
trolador implementado.
5.1 Algoritmos de Planeamento de Trajetórias
O algoritmo A? executa a pesquisa dos nós gerados pela construção do mapa. Este método
necessita de ter um tempo de processamento rápido, sendo também necessário que as trajetórias
geradas se aproximem do ideal, ou seja, devem ter associado a estas o menor comprimento possível
com pequenas mudanças de direção, sem comprometer a integridade do robô, sendo esta parte
garantida na componente de construção do mapa, isto é, através da expansão e decomposição em
células do mapa.
As medidas usadas para avaliar e classificar os métodos de planeamento de trajetórias foram o
tempo de processamento (t) e a distância associada ao caminho definido entre o ponto inicial e o
destino (D).
Para os testes dos algoritmos de planeamento de trajetórias foram utilizados dois mapas dis-
tintos, tendo estes, dimensões de 10× 10 m e de 20.1× 17.5 m, representados na Figura 5.1a e
5.1b, respetivamente.
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Figura 5.1: Mapas utilizados nos testes.
5.1.1 A? Aplicado à Decomposição em Células Fixas
Na Figura 5.2 estão representados os caminhos obtidos através do algoritmo de pesquisa de
grafos A? aplicado à decomposição em células fixas, com dimensões de 25×25 cm (Figura 5.2a e
5.2d), 50×50 cm (Figura 5.2b e 5.2e), e 75×75 (Figura 5.2c), desde o ponto inicial, representado
a verde, até ao ponto destino, representado a vermelho. Na Tabela 5.1 encontram-se representados
os efeitos que diferentes tamanhos de células, representado por T , e consequentemente diferentes
número de células têm sobre o tempo de processamento e sobre o caminho determinado, anali-
sando assim o tempo de processamento t do algoritmo para determinar o caminho e a distância do
mesmo D, nas mesmas condições das trajetórias demonstradas na Figura 5.2.
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Figura 5.2: Caminho determinado (azul) desde o ponto inicial (verde) até ao ponto destino (ver-
melho), através da decomposição em células fixas, com diferentes tamanhos de células (ver Tabela
5.1).
Analisando as trajetórias ilustradas na Figura 5.2 e a Tabela 5.1 é possível concluir que quanto
menor a resolução das células, maior é a distância do caminho determinado, e maior é a perda
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Figura T [cm] Número de nós t [ms] D [m]
5.2a 25 1600 28 6.05
5.2b 50 400 5 6.9
5.2c 75 169 ≈ 0 -
5.2d 25 5600 104 19.7
5.2e 50 1400 ≈ 0 -
Tabela 5.1: Resultados para diferentes mapas e diferentes tamanho de células.
de informação, sendo alguns pontos considerados ocupados erradamente. A Figura 5.2a ilustra a
trajetória determinada com uma decomposição em células de 25×25 cm, sendo esta considerada a
trajetória ideal, com uma menor distância associada. Já o caminho ilustrado na Figura 5.2b tem um
custo adicional de distância a percorrer de 0.85 m, no entano o tempo de processamento associado
é 23 ms inferior. A Figura 5.2c ilustra o caso em que o destino é considerado ocupado erradamente
e dessa forma, o trajeto não é determinado. O caso ilustrado na Figura 5.2e é referente a uma situ-
ação em que o destino não é considerado ocupado, no entanto a resolução das células é demasiado
pequena, não permitindo assim a passagem do robô por zonas estreitas. A decomposição em cé-
lulas fixas aplicado ao segundo mapa, deve ser executada com células de grande resolução, caso
contrário o robô não poderá navegar pela maioria dos locais. No entanto, células com grandes
resoluções requerem um maior tempo de processamento, pois existe um maior número de células.
Comparando o desempenho do algoritmo aplicado aos dois mapas distintos, verifica-se que
com um mapa de grandes dimensões e passagens estreitas, em relação a um mapa com pequenas
dimensões, o número de células e consequentemente o tempo de processamento aumenta conside-
ravelmente.
5.1.2 A? Aplicado à Decomposição em Quadtrees
Na Figura 5.3 estão representados os caminhos obtidos através do algoritmo de pesquisa de
grafos A? aplicado à decomposição em quadtrees, onde o limite de resolução aplicado corres-
ponde a células com dimensões mínimas de 30×30 cm. Na Tabela 5.2 estão apresentados alguns
detalhes referentes ao desempenho do algoritmo ao gerar os caminhos, onde t representa o tempo
de processamento e D a distância da trajetória gerada.
Figura Limite resolução [cm] Número de nós t [ms] D [m]
5.3a 30×30 499 1 6.9
5.3b 15×12.5 2713 39 11.6
5.3c 15×12.5 2713 94 19.49
Tabela 5.2: Resultados para diferentes mapas e diferentes resoluções limite das células.
O limite de resolução escolhido para o segundo mapa deve-se ao facto da existência de pas-
sagens estreitas, sendo que, apenas este limite ou inferiores permite que o robô se movimente em
todas as zonas livres do mapa. Uma maior resolução limite permite ao robô alcançar mais zonas
do mapa.
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Figura 5.3: Caminho determinado (azul), desde o ponto inicial (verde) até ao ponto destino (ver-
melho), pelo algoritmo A? aplicado à DQ.
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Este método de planeamento de trajetórias gera caminhos longe do que seria ideal, tal como se
verifica nas figuras 5.3a e 5.3b, tendo a trajetória determinada associada distâncias superiores ao
que seria esperado, e com mudanças de direção abruptas. No entanto este algoritmo tem períodos
de tempo de processamento pequenos, mesmo quando a trajetória a determinar é entre pontos
muito distantes e o mapa utilizado é de grandes dimensões, como o caso representado na Figura
5.3c.
A decomposição em quadtrees é um método que deve ser utilizado quando se pretende um
pequeno período de tempo de processamento, e não se pretende obter caminhos próximos do
ideal.
5.1.3 A? Aplicado à Decomposição em Framed Quadtrees
A Figura 5.4 ilustra as trajetórias geradas pelo algoritmo A? aplicado à decomposição em
framed quadtrees, com diferentes configurações do métodos. As figuras 5.4a e 5.4b têm como
resolução limite células de dimensões 30×30 cm, e as células de maior resolução têm dimensões
de 7.5×7.5 cm e 15×15 cm, respetivamente. As figuras que ilustram trajetórias determinadas no
segundo mapa, 5.4c e 5.4c, têm como resolução limite, células de 15×15 cm e células de maior
resolução de dimensões 7.5×7.5 cm e 15×15 cm, respetivamente. A Tabela 5.4 representa alguns
detalhes, referentes às trajetórias determinadas, onde l representa a resolução limite e r representa
as dimensões das células de maior resolução (células-filha), t o tempo de processamento e D a
distância da trajetória gerada.
Figura l [cm] r [cm] Número de nós t [ms] D [m]
5.4a 30×30 7.5×7.5 3048 7389 6.66
5.4b 30×30 15×15 1218 717 7.26
5.4c 15×12.5 7.5×7.5 8174 48112 17.68
5.4d 15×12.5 15×15 2177 1372 28.25
Tabela 5.3: Resultados para diferentes mapas com diferentes configurações do algoritmo DFQ.
Analisando as trajetórias representas na Figura 5.4 e a Tabela 5.4 verifica-se que o método gera
trajetórias muito próximas do ideal independente do mapa em que se inserem. O coeficiente r é
responsável pela distância da trajetória determinada, onde, quanto menor for r, menor é a distância
associada ao caminho e mais próximo do ideal este se torna. A perda de informação, tal como no
algoritmo de decomposição em quadtrees, está relacionado com o coeficiente l, onde um menor
l permite uma menor perda de informação, e consequentemente, são permitidos acessos a mais
zonas do mapa. No entanto este algoritmo tem associado um grande número de nós, o que se
traduz em tempos de processamento muito elevados.
Este algoritmo não deve ser selecionado para aplicações que se pretende uma resposta rápida
por parte do algoritmo, devido ao elevado tempo de processamento.
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Figura 5.4: Caminho determinado (azul) desde o ponto inicial (verde) até ao ponto destino (ver-
melho), através da DFQ, com diferentes configurações.
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5.1.4 A? Aplicado ao K-Framed Quadtrees
De forma a validar e analisar o novo método proposto foram elaborados testes, representados
na Figura 5.5 e na Tabela 5.4, onde l representa o limite imposto para a resolução das células, r
representa as dimensões das células filhas, k representa o limite máximo de dimensão das células
que não sofrem a decomposição em framed quadtrees, t o tempo de processamento associado
à trajetória e D a distância da trajetória gerada. As figuras seguem o mesmo código de cores
apresentados anteriormente.
Figura l [cm] r [cm] k Número de nós t [ms] D [m]
5.5a 30×30 12.5×12.5 25×25 cm 1574 1464 7.34
5.5b 30×30 25×25 62.5×62.5 cm 725 106 7.53
5.5c 30×30 12.5×12.5 5×5 m 499 15 7.71
5.5d 15×12.5 cm 12.5×12.5 12.5×10 cm 4036 8896 17.86
5.5e 15×12.5 cm 37.5×37.5 65×62.5 cm 2845 249 18.25
5.5f 15×12.5 cm 37.5×37.5 5×4.4 m 2713 163 18.8
Tabela 5.4: Resultados para diferentes mapas com diferentes configurações do algoritmo K-
Framed Quadtree.
Este método permite, através da escolha apropriada do coeficiente r e k, resultados que se
situam entre os limites dos resultados gerados através da decomposição em quadtrees e da decom-
posição em framed quadtrees.
Para os dois mapas foram feitos testes em que os coeficientes tornavam o algoritmo muito
semelhante à DFQ, Figuras 5.5a e 5.5d, semelhantes à DQ, Figuras 5.5a e 5.5f e coeficientes que
aproximam o algoritmo a um intermédio dessas duas representações, Figuras 5.5b e 5.5e.
As Figuras 5.5a e 5.5d representam a trajetória ideal, tendo distâncias de 7.34m e de 17.84m,
respetivamente paras as trajetórias entre dois pontos em mapas diferentes. No entanto esta confi-
guração, tem associado um elevado tempo de processamento, 1.464s e 8.896s.
Nas Figuras 5.5a e 5.5d, o coeficiente k é considerado muito elevado, pelo que, não existe
células de dimensões superiores a k, e consequentemente a DFQ não é executada. Assim, o algo-
ritmo comporta-se de forma muito semelhante à DQ, com a diferença que as células que contém
o ponto inicial e o ponto destino, sofrem a DFQ, mesmo não tendo dimensões suficientes, o que
resulta numa melhoria da trajetória, em relação à DQ, na partida do ponto inicial e na chegada ao
ponto destino. Os tempos de processamento são muito melhores em comparação aos resultados
das Figuras 5.5a e 5.5d, sendo estes tempos de 15ms e 163ms para o primeiro e segundo mapa,
respetivamente. Embora os custos temporais sejam bastante satisfatórios, a trajetória gerada tem
um custo adicional na distância a percorrer, sendo esta superior em aproximadamente 0.5m e 1m,
respetivamente.
Nas Figuras 5.5b e 5.5e são ilustradas trajetórias onde foram selecionados os coeficientes de
forma a obter uma trajetória, não muito distante do considerado ideal, com tempos de processa-
mento relativamente baixos. Para os coeficientes considerados o custo adicional na distância da
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Figura 5.5: Caminho determinado (azul) com diferentes configurações do algoritmo K-Framed
Quadtree desde o ponto inicial representado a verde, até ao ponto destino, representado a verme-
lhelho.
trajetória, relativamente ao ideal, é de aproximadamente 0.2m e 0.4m, com tempos de processa-
mento de 106ms e 249ms, respetivamente.
O coeficiente l permite definir a que zonas do mapa pretendemos ter acesso, sendo que, um
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valor elevado de l traduz-se numa maior perda de informação. Os coeficientes r e k permitem
definir o quão se aproxima do ideal a trajetória gerada. Valores pequenos destes coeficientes,
permitem obter trajetórias mais próximas do ideal, no entanto quanto mais pequenos estes forem
considerados, maior é o tempo de processamento associado.
5.1.5 Comparação entre os Algoritmos Implementados
Nesta secção é ilustrada os resultados de uma análise comparativa entre os quatro algoritmos
de planeamento de trajetórias que foram abordados até ao momento: decomposição em células
fixas, decomposição em quadtrees, decomposição em framed quadtrees e K-Framed Quadtrees.
Para os testes comparativos foram utilizados os mesmos dois mapas que nas secções anterio-
res, sendo um dos mapas de pequenas dimensões, 10×10m, sem obstáculos muito complexos, e
um segundo mapa de grandes dimensões, 20.1× 17.5m que possuí passagens muito estreitas. É
assim analisado o comportamento dos algoritmos aplicados aos diferentes mapas, verificando-se a
distância das trajetórias geradas D e o tempo de processamento t das mesmas. Estes testes foram
feitos em ambiente de simulação, e foi estabelecido como critério que todos os métodos devem
dar acesso às mesmas zonas, ou seja, a perda de informação associada deve ser igual para todos
os métodos.
Na Figura 5.6 estão representadas as trajetórias geradas pelos diferentes algoritmos imple-
mentados, desde o ponto inicial, representado a verde escuro, até ao ponto destino, representado a
vermelho. As trajetórias referente à decomposição em células fixas, quadtrees, framed quadtrees
e ao novo método K-Framed Quadtrees, encontram-se representadas a cor-de-rosa, verde claro,
azul e amarelo, respetivamente.
Algoritmo T ou l [cm] r [cm] k [cm] t [ms] D [m]
Células Fixas T = 30×30 - - 40 5.5
Quadtrees l = 30×30 - - 9 6.33
Framed Quadtrees l = 30×30 30×30 - 126 5.4
K-Framed Quadtrees l = 30×30 30×30 62.5×62.5 61 5.42
Tabela 5.5: Resultados no primeiro mapa do A? aplicado à decomposição em células fixas, quad-
trees, framed quadtrees e k-framed quadtrees.
Analisando a Figura 5.6 e a Tabela 5.5, verifica-se que a trajetória com uma menor distância
associada é a gerada através da decomposição em framed quadtrees (DFQ), seguindo-se o método
K-Framed Quadtrees, a decomposição em células fixas e por fim a decomposição em quadtrees
(DQ), tendo as três últimas um custo adicional em relação à distância da trajetória gerada através
da DFQ, de 0.3%, 1.8% e 17.2%, respetivamente, correspondendo a 2cm, 10cm e 93cm. Os
caminhos determinados através do método K-Framed Quadtrees e da DFQ possuem menores
distâncias que a decomposição em células fixas, porque esta apenas determina vizinhos das células
com conectividade 8, o que apenas possibilita a mobilidade em 8 direções distintas, o que não
acontece com os restantes métodos apresentados, onde são permitidos movimentos em diversas
direções.
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Figura 5.6: Trajetórias geradas no primeiro mapa pelo A? aplicado aos métodos de decomposição
em células fixas (cor-de-rosa), quadtrees (verde), framed quadtrees (azul) e k-framed quadtrees
(amarelo).
Relativamente aos tempos de processamento apresentados, todos são inferiores a 200ms, no
entanto, o tempo de processamento que se destaca é referente à DQ sendo este apenas de 9ms. As
restantes métodos têm um custo adicional de tempo de processamento de 31ms, 52ms e 117ms,
referentes à decomposição em células fixas, ao método K-Framed Quadtrees, e à DFQ, respetiva-
mente.
Perante um mapa de pequenas dimensões, como o que foi utilizado para o teste descrito, o
algoritmo que demonstrou melhores resultados foi a decomposição em células fixas, embora o
tempo de processamento seja significativamente melhor na decomposição em quadtrees, a traje-
tória associada a este algoritmo afasta-se do ideal, tem um elevado custo adicional na distância,
e, perante os restantes algoritmos, o algoritmo de decomposição em células fixas apresenta um
tempo de processamento melhor e uma trajetória muito semelhante, tendo esta um custo adicional
de cerca de 10cm relativamente à trajetória considerar ideal, gerada pela DFQ.
O segundo mapa, é um mapa de grandes dimensões com passagens estreitas, onde, quando
aplicada a decomposição em quadtrees, ou os seus derivados, decomposição em framed quadtrees
e K-Framed Quadtrees, é necessário uma resolução de células limite de 15× 12.5cm para que o
robô se possa movimentar entre passagens estreitas, e assim ter acesso a diversas zonas do mapa.
Tal como referido anteriormente, todos os métodos devem ter a mesma perda de informação, e
permitir acesso às mesmas zonas, pelo que, foram utilizadas células com dimensões de 15×15cm
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na decomposição em células fixas.
De forma a comparar o comportamento dos métodos implementados, são consideradas três
caminhos diferentes, onde o ponto de partida é igual para as três trajetórias, e o ponto destino
encontra-se em três zonas diferentes do mapa, P1, P2 e P3. Estes estão representados na Figura
5.7 a verde escuro e a vermelho, respetivamente. As trajetórias referente à decomposição em
células fixas, quadtrees, framed quadtrees e K-Framed Qaudtrees, encontram-se representadas a
cor-de-rosa, verde claro, azul e amarelo, respetivamente.
Figura 5.7: Trajetórias geradas no mapa de grandes dimensões, pelo A? aplicado aos métodos
de decomposição em células fixas (cor-de-rosa), quadtrees (verde), framed quadtrees (azul) e k-
framed quadtrees (amarelo), para o ponto destino P1.
Algoritmo T ou l [cm] r [cm] k [cm] t [ms] D [m]
Células Fixas T = 15×15 - - 1068 18.05
Quadtrees l = 15×12.5 - - 190 18.69
Framed Quadtrees l = 15×12.5 12.5×12.5 - 10184 17.80
K-Framed Quadtrees l = 15×12.5 30×30 65×62.5 411 18.41
Tabela 5.6: Resultados no segundo mapa do A? aos métodos de decomposição em células apre-
sentados, para o ponto destino P1.
Tendo em consideração os valores apresentados na Tabela 5.6, verifica-se que a trajetória ideal
é gerada através da DFQ, tendo esta uma distância de 17.80 m. As restantes trajetórias geradas
através dos métodos de decomposição em células fixas, K-framed quadtrees e DQ, têm um custo
adicional na distância do caminho gerado de 1.4%, 3.4% e 5%, respetivamente.
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A DQ resulta na trajetória com maior distância, sendo esta aproximadamente 0.7 m superior,
no entanto do tempo de processamento associado é o mais satisfatório, sendo este apenas de 190
ms. O caminho determinado através da DFQ é o mais otimizado, dos caminhos apresentados, no
entanto este tem associado um tempo de processamento demasiado elevado, sendo este de aproxi-
madamente 10 s. A decomposição em células fixas originou uma trajetória com uma distância 25
cm superior à trajetória considerada ideal e um tempo de processamento de 1 s. O novo método
implementado, com as configurações descritas na Tabela 5.6, resultou numa trajetória de 18.41 m,
41 cm superior ao considerado ideal e um tempo de processamento de 411 ms, pelo que se verifica
uma melhoria significativa, em termos temporais, em relação à decomposição em células fixas e
DFQ.
Figura 5.8: Trajetórias geradas no mapa de grandes dimensões, pelo A? aplicado aos métodos
de decomposição em células fixas (cor-de-rosa), quadtrees (verde), framed quadtrees (azul) e k-
framed quadtrees (amarelo), para o ponto destino P2.
Algoritmo T ou l [cm] r [cm] k [cm] t [ms] D [m]
Células Fixas T = 15×15 - - 496 12.00
Quadtrees l = 15×12.5 - - 74 12.69
Framed Quadtrees l = 15×12.5 12.5×12.5 - 2903 12.25
K-Framed Quadtrees l = 15×12.5 30×30 65×62.5 186 12.39
Tabela 5.7: Resultados no segundo mapa do A? aos métodos de decomposição em células apre-
sentados, para o ponto destino P2.
A Figura 5.8 e a Tabela 5.7 demonstram resultados das trajetórias geradas do ponto inicial até
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ao ponto destino P2, pelos diferentes métodos implementados. Neste teste o algoritmo que resultou
no caminho ideal foi a decomposição em células fixas tendo este trajeto uma distância de 12 m.
Os restantes métodos, DFQ, k-framed quadtrees e DQ, tiveram um custo de distância adicional de
2.1%, 3.3% e 5.8%, respetivamente.
Os métodos que demonstraram melhor desempenho referente ao tempo de processamento foi
a DQ e o novo método, tendo estes valos inferiores a 200 ms. A DFQ tem associado um tempo
de processamento demasiado elevado, face ao comprimento da trajetória, enquanto que a decom-
posição em células fixas, embora não ultrapasse os 500 ms, é um tempo demasiado elevado, dado
que a trajetória é apenas de 12m.
Figura 5.9: Trajetórias geradas no mapa de grandes dimensões, pelo A? aplicado aos métodos
de decomposição em células fixas (cor-de-rosa), quadtrees (verde), framed quadtrees (azul) e k-
framed quadtrees (amarelo), para o ponto destino P3.
Algoritmo T ou l [cm] r [cm] k [cm] t [ms] D [m]
Células Fixas T = 15×15 - - 705 14.60
Quadtrees l = 15×12.5 - - 124 14.78
Framed Quadtrees l = 15×12.5 12.5×12.5 - 4776 14.46
K-Framed Quadtrees l = 15×12.5 30×30 65×62.5 234 14.54
Tabela 5.8: Resultados no segundo mapa do A? aos métodos de decomposição em células apre-
sentados, para o ponto destino P3.
A Figura 5.9 e a Tabela 5.8 demonstram resultados das trajetórias geradas do ponto inicial até
ao ponto destino P3, pelos diferentes métodos implementados. Com este ponto destino, a trajetória
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mais curta é de 14.46 m e resulta da DFQ, sendo este considerado o caminho ideal. Os restantes
métodos, em relação à trajetória ideal tem um custo adicional de distância de 0.6%, 1.0% e 2.2%,
sendo estes valores correspondentes aos métodos k-framed quadtrees, decomposição em células
fixas e DQ, respetivamente. Os tempos de processamento referentes à decomposição em células
fixas e à DFQ são mais elevados que os associados aos restantes algoritmos. A DQ possui o melhor
tempo de processamento, seguindo-se o método sugerido.
5.1.5.1 Conclusões
Os testes elaborados permitem concluir, que na presença de um mapa com pequenas dimen-
sões, o método que apresenta resultados mais satisfatórios é a decomposição em células fixas,
tendo este um bom compromisso entre distância da trajetória gerada e tempo de processamento.
Apenas a DQ apresenta um tempo de processamento menor, no entanto, tem associado a trajetória
mais distante do que a considerada ideal. No teste referente ao primeiro mapa, esta apresenta um
custo adicional de distância de 17%, não sendo assim aplicada quando se pretende uma trajetória
ideal. De uma forma totalmente oposta, a DFQ permite uma trajetória muito próxima de ideal, no
entanto o tempo de processamento é muito superior aos restantes métodos, não sendo por isso o
melhor método a aplicar. O método kFramed Quadtrees apresenta uma trajetória muito próxima
do ideal, e um tempo de processamento não muito maior que o apresentado pela decomposição em
células fixas, no entanto, face a um aumento de 21 ms por uma diminuição de 8 cm na trajetória,
este não foi considerado o melhor método.
Para o mapa de maiores dimensões, foram avaliadas as trajetórias geradas pelos métodos de
planeamento de algoritmos implementados, para três pontos destinos P1, P2 e P3. A decomposição
em células fixas, método que é considerado mais apropriado na presença de mapas de pequenas
dimensões, obtém um tempo de processamento bastante mais elevado aquando de mapas de gran-
des dimensões. Isto torna o algoritmo inadequado a aplicações onde se pretende uma resposta
rápida. Em todas as testes elaborados, a DQ apresenta valores muito satisfatórios de tempo de
processamento, no entanto este origina trajetórias mais afastadas do considerado ideal, tendo esta
como característica a presença de mudanças de direção abruptas, face aos restantes algoritmos.
Nesta dissertação pretende-se obter um bom compromisso entre o tempo de processamento e a
distância da trajetória, desta forma a DQ torna-se desapropriada, assim como a DFQ, que apre-
senta na maioria dos testes a trajetória mais curta, mas um tempo de processamento muito elevado,
relativamente aos restantes métodos implementados.
Face a estes resultados, surge uma nova decomposição, que visa, através de uma escolha apro-
priada de coeficientes um compromisso entre a distância da trajetória gerada e o tempo de pro-
cessamento. Nos testes elaborados no mapa de maiores dimensões, este método apresenta bons
resultados em relação a tempos de processamento, sendo que, apenas o método DQ apresenta me-
lhores resultados. Relativamente às distâncias dos caminhos gerados, este apresentou um custo
adicional de distância máxima de 81 cm, correspondente a 3.4% da trajetória considerada ideal
para o ponto P1. No entanto, no teste referido, o tempo de processamento associado é de apenas
411 ms, face a 1 s e 10 s correspondentes à decomposição em células fixas e DFQ. A DQ apresenta
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tempos de processamento melhores, mas como já foi referido anteriormente, os custos adicionais
de distâncias das trajetórias são elevados. Desta forma, conclui-se que, aquando de mapas de gran-
des dimensões com passagens estreitas, com uma escolha adequada dos coeficientes associados
ao novo método, este permite obter melhores resultados que os restantes, se o objetivo for obter
um bom compromisso entre tempo de processamento e a distância da trajetória gerada.
De notar que, quando se pretende que o tempo de processamento seja bastante pequeno, o
método K-Framed Quadtrees é uma boa abordagem, pois com a devida escolha dos coeficientes,
permite uma decomposição muito semelhante à DQ, obtendo também resultados parecidos, com
uma melhoria da trajetória aquando do inicio da trajetória e da chegada ao destino.
5.2 Controlador
Para classificar o controlador, são tido em consideração o erro máximo com que o robô se
movimenta, ou seja a distância máxima a que o robô se afasta da trajetória.
Testes em ambiente de simulação apenas permite validar o funcionamento do controlador,
sendo que, o facto do simulador não considerar a dinâmica do robô resulta em erros de segui-
mento demasiado pequenos que os esperados em ambiente real. Desta forma, em simulação, os
resultados do controlador implementado demonstraram ser bastante satisfatórios como seria de
esperar, percorrendo a trajetória idealmente.
De forma a analisar o comportamento do controlador aquando de uma situação real, o mesmo
foi testado em ambiente real. O controlador foi aplicado a um robô omnidirecional de quatro rodas
Mecanum, sendo este um protótipo desenvolvido pelo INESC TEC. Inicialmente foram utilizados
os sensores do robô para mapear o local, para posteriormente testar o sistema de navegação que
inclui o controlador de trajetórias desenvolvido, um sistema de localização e um planeamento de
trajetórias. A Figura 5.10 representa os tópicos e nós ativos durante o teste deste sistema, onde
se observa a utilização do nó "localization_perfect_match"para calcular a localização do robô,
desenvolvido no INESC TEC, a utilização do nó "mapa_omni_quadrados", sendo este o nó do
planeamento de trajetórias baseado na decomposição em células quadradas, e a utilização do nó
"controlador_omni", sendo este o nó referente ao controlador apresentado, ambos desenvolvidos
nesta dissertação.
5.2 Controlador 75
Figura 5.10: Nós e tópicos ativos durante o teste do controlador de trajetórias
A Figura 5.11 representa a trajetória pretendida e o caminho efetuado pelo robô, com uma
velocidade máxima linear admissível de 0.3 m/s e velocidade de rotação máxima de 4◦/s. O erro
associado à mesma, está ilustrado no gráfico da Figura 5.12, onde está representado o distância do
robô ao ponto mais próximo da reta, sendo o erro máximo de 5.5cm. O robô efetuou a trajetória
de aproximadamente 6 m em 1 minuto e 10 segundos.
Figura 5.11: Posição x, y.
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Figura 5.12: Erro da trajetória.
O controlador implementado foi validado através de testes em ambiente simulado, o que per-
mitiu validar o seu funcionamento, mostrando este, valores de erro muito pequenos, o que resulta
num seguimento de trajetórias muito próxima do ideal do robô em ambiente simulado. Quando
analisado o comportamento do controlador em ambientes reais, este mostra-se eficaz para o robô
seguir a trajetória desejada, com um erro máximo associado de aproximadamente 5.5 cm, quando
o robô não necessita de rodar sobre si durante a trajetória. Quando este movimento rotacional é
pretendido, o erro associado ao movimento do robô é maior.
Capítulo 6
Conclusão
Esta dissertação tem como foco principal a análise e estudo de métodos de planeamento de
trajetórias para aplicação de um robô omnidirecional. Nesta vertente analisaram-se e compararam-
se algumas metodologias que permitem a um robô omnidirecional planear caminhos em ambientes
conhecidos, onde se pretende uma boa relação entre tempo de processamento e caminho definido.
De forma a controlar o robô para este se moviemntar ao longo da trajetória definida é abordado
um controlador não linear, denominado Trajectory Linearization Control (TLC).
Inicialmente, descreveu-se a forma como o robô e os obstáculos são definidos no espaço de
trabalho durante o planeamento de um caminho. A geometria do robô é aproximada a um círculo,
e como se trata de um robô omnidirecional, que tem a particularidade de efetuar movimento em
todas as direções e a capacidade de rodar sobre si mesmo, o planeamento de trajetórias fica assim
reduzido a um problema a 2 dimensões (x,y) . Uma vez que se assume que o robô é redondo, os
obstáculos são aumentados de acordo com o seu tamanho, e o robô é tratado como um ponto que
se pode mover em qualquer direção.
De seguida, foram analisados o comportamento da utilização de diferentes métodos de plane-
amento de caminhos. Foram assim implementados vários métodos de decomposição em células,
aos quais é aplicado o algoritmo de pesquisa de grafos A-star. Os métodos de decomposição em
células estudados nesta dissertação são: a decomposição em células fixas, decomposição em quad-
trees, decomposição em framed quadtrees e, foi ainda sugerido um novo método de decomposição
em células, denominada k-FramedQuadtrees, que resulta de uma fusão entre a decomposição em
quadtrees e framed quadtrees. A análise comparativa entre os métodos implementados efetuada,
permite concluir em que aplicações devem ser usados. Quando estamos perante um mapa de pe-
quenas dimensões, a decomposição em células fixas demonstra bons resultados com um pequeno
tempo de processamento e caminhos definidos muito próximos do considerado ideal. Esta decom-
posição tem ainda a vantagem da sua simplicidade de implementação, relativamente aos restantes
métodos de decomposição em células abordados. A decomposição em quadtrees, tanto em mapas
com pequenas dimensões, como em mapas de grandes dimensões e passagens estreitas, resultou
sempre em tempos de processamentos inferiores aos restantes métodos, no entanto este resulta
em caminhos mais longos, e com mudanças de direção abruptas, o que para aplicações na pre-
77
78 Conclusão
sença de humanos, pode transmitir pouca confiança. A decomposição em framed quadtrees gerou
caminhos muito próximos do ideal, em ambos os mapas, no entanto o tempo de processamento
associado é bastante mais elevado que os tempos associados aos restantes métodos. Para o método
proposto, os coeficientes utilizados são selecionados em conformidade com o objetivo de obter um
bom compromisso entre tempo de processamento e caminho determinado. Aquando de mapas de
pequenas dimensões, os caminhos resultantes não se afastem do ideal, no entanto o tempo de pro-
cessamento é ligeiramente mais elevado comparativamente à decomposição em células fixas. O
método K-Framed Quadtrees tem a desvantagem, relativamente aos restantes métodos abordados,
a elevada complexidade de implementação devido principalmente ao grande número de restrições
para determinar os vizinhos de cada célula, pelo que, em mapas de pequenas dimensões, o método
a utilizar deverá ser a decomposição em células fixas. Na presença de mapas de grandes dimen-
sões e com passagens estreitas, este tem associado tempos de processamentos elevados, pelo que,
o novo método torna-se a melhor abordagens nestes casos, permitindo obter caminhos próximos
do ideal, com um menor tempo de processamento.
Posteriormente foi analisado os resultados associados ao controlador implementado TLC. Este
foi analisado através de testes em ambiente simulado, o que permitiu validar o seu funcionamento,
mostrando este, valores de erro muito pequenos, o que resulta num seguimento de trajetórias muito
próxima do ideal por parte do robô em ambiente simulado. Quando analisado o comportamento
do controlador em ambientes reais, este mostra-se eficaz para o robô seguir a trajetória desejada.
6.1 Trabalho Futuro
Para trabalho futuro, relativamente ao planeamento de trajetórias seria importante a implemen-
tação de um algoritmo de desvio de obstáculos de forma a alcançar uma navegação segura, sem a
necessidade de o robô esperar que o obstáculo se afaste da trajetória pretendida.
Seria ainda interessante no planeamento de trajetórias ter em consideração a orientação do
robô, uma vez que o mesmo não é circular, e assim tirar um maior partido da particularidade dos
robôs omnidirecionais terem a capacidade de se movimentarem em todas as direções e ainda roda-
rem sobre si próprios. Assim, o robô poderia aceder a mais zonas estreitas, que com a aproximação
feita nesta dissertação não seria possível.
Ao nível do controlo das trajetórias, depois do trabalho realizado neste projeto, é ainda ne-
cessário aperfeiçoar e realizar mais testes ao desempenho do mesmo, aplicando diferentes confi-
gurações e analisando o seu desempenho em trajetórias distintas, com o intuito de analisar a sua
viabilidade em diversos tipo de trajetórias.
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