We propose a method to complete description logic (DL) knowledge bases. For this, we firstly build a canonical finite model from a given DL knowledge base satisfying some constraints on the form of its axioms. Then, we build a new DL knowledge base that infers all the properties of the canonical model. This latter DL knowledge base necessarily completes (according to the sense given to this notion in the paper) the starting DL knowledge base. This is the use and adaptation of results in universal algebra that allow us to get an effective process for completing DL knowledge bases.
Introduction
Description logics (DL) [1] are a family of logic-based knowledge representation formalisms that originate from early knowledge representation systems such as frame-based systems [2] and semantics network [3] . Briefly, theories in DL, so-called knowledge bases, are sets of general concept inclusion axioms (GCIs) of the form C ⊑ D where C and D are concepts, that is expressions freely generated from a set of basic concept name and both operators in {⊓, ⊔, c } and quantifiers in {∀r, ∃r} where r is a binary relation name 1 . Often, a set of individuals is explicitly given, and then are associated to GCIs, a set of axioms, so-called assertions, of the form a : C and (a, b) : r where C and r are a concept and a binary relation, to mean that a and (a, b) belong to C and r, respectively. The set of GCIs and assertions are called Tbox and Abox, respectively. Although many DL have been shown to be fragments of first-order logic [4] , they are most equipped with decidable logical reasoning. Hence, many works have been done to develop and optimise reasoning algorithms that despite exponential worst-time complexity behave well in practice [5] . This explains their wide use in areas as diverse as natural language linguistics, configuration, databases, bio-medical ontologies [1] or image understanding [6, 7] . Now, these reasoning algorithms deal with knowledge bases correctness through both their consistency and the set of properties that can be deduced from them. Here, we address the other quality dimension of knowledge bases, their completeness, that means, by using the standard vocabulary of model theory [8] , that the class of models (often called interpretations in DL) associated to a complete knowledge base cannot be differentiated by the set of properties each of them satisfies. Some works have already been done in this direction [9] that extend knowledge bases to complete them by using both information provided by the knowledge base and a domain expert. The approach we propose here is different in the sense that the completion of knowledge bases written in DL will be computable, and therefore will not require the assistance of an expert. To achieve this purpose, we propose to adapt standard results in universal algebra [10] such as defining a canonical model given a knowledge base and associating a finite basis to any finite model. Hence, the process we propose to complete a knowledge base will be firstly to associate a finite model to a given knowledge base, and secondly to define a new knowledge base equipped with a finite set of axioms (so-called finite basis) such that all the properties satisfied by the finite model (i.e. the theory of the model) can be inferred from this finite basis, and then so are the axioms of the starting knowledge base. The theory of any model being necessarily complete, then so will be the finite basis.
Obtaining such a finite model from a given knowledge base will of course require some constraints on the form of axioms (i.e. the basic properties occurring in the knowledge base). Roughly speaking, the constraints to impose to axioms will be substantially similar to conventional constraints in first order logic to manipulate Horn clauses. Similar results have already been obtained in some restrictions of DL [11, 12] . As in these approaches, to get such a canonical model we will restrict the form of concepts occurring in GCIs by removing the set difference operator c . However, we will consider a larger family of GCIs by allowing under some conditions the use of the operator ⊔ and the quantifier ∀. Moreover, we will study for this canonical model some supplementary results such as the fact that it is semi-initial in the category of interpretations associated to a knowledge base (i.e. there is a morphism between this canonical model and any interpretation of the knowledge base). This latter result will then allow to give the set of GCIs whose the satisfaction in this canonical model is equivalent to the satisfaction in the knowledge base under consideration. In the same manner, similar results have been obtained to define a finite basis for finite models by using methods from formal concept analysis [13, 14, 15] . In theses works, finite basis for finite models have been obtained but for some restrictions of DL, mainly DL where concepts are defined from operators and quantifiers in {⊓, ∃r}. Here, we generalize the result for DL where concepts are freely generated from the whole set of operators and quantifiers (i.e. in {⊓, ⊔, c , ∀r, ∃r}). For this, we will learn from Birkhoff's result established in 50's [10] . We will then show that there is a finite basis for any finite model. We will further give a simple condition on finite models to effectively build such a finite basis.
The paper is organised as follows: In Section 2 we recall basic definitions and notations about description logics. We present both descriptive and fixpoint semantics, the latter being used to give a meaning to cyclic concept descriptions. The presentation of semantics for cyclic concept descriptions slightly differs from the one traditionally found in DL papers [13] which iterate on interpretations to find the expected fixpoints. Here, we will iterate on the set of individuals by applying a method that can be compared to the one used to interpret formulas in fixepoint logics [16, 17] . Section 3 introduces both notions of DL theories and of model free with respect to a class of models and a set of DL formulas (GCIs and assertions). In Section 4, given a DL theory T h, we build a canonical model of T h, and show for which class of T h-models and formulas it is free (according to the definition given in the paper). Finally, in Section 5, we show a result similar to Birkhoff's theorem in universal algebra that proves for every finite model I, there is a finite basis. Moreover, we study conditions to effectively build this finite basis.
2 Desciption logic (DL) 2.1 Syntax Definition 2.1 (Signature) A signature Σ is a triple (N C , N R , I) where N C , N R and I are nonempty pairwise disjoint sets such that elements in N C , N R and I are concept names, rôle names and individuals, respectively.
Definition 2.2 (Concept expressions)
Let Σ be a signature. The set of concept expressions EC(Σ) is inductively defined as follows:
• ∀C ∈ EC(Σ), ∀r ∈ N R , ∀r.C, ∃r.C ∈ EC(Σ).
A concept expression C is said positive when it does not contain subexpressions of the form D c or ⊥. A concept C ∈ EC(Σ) is said propositional if it does not contain sub concepts of the form Qr.D with Q ∈ {∀, ∃}. A concept C is said prenex (resp. universal, resp. existential) if it is of the form Q 1 r 1 . . . . .Q n r n .D (resp. ∀r 1 . . . . .∀r n .D, resp. ∃r 1 . . . . .∃r n .D) such that Q i ∈ {∀, ∃} and D is a propositional concept. 
• ∀x ∈ I, ∀C ∈ EC(Σ), x : C ∈ Sen(Σ);
• ∀x, y ∈ I, ∀r ∈ N R , (x, y) : r ∈ Sen(Σ). Obviously, formulas in Sen(Σ) can be combined from usual propositional connectives in {∧, ∨, ¬, ⇒}. In the following, we restrict ourselves to atomic formulas as defined in Definition 2.3. Hence, we have two kinds of concept definitions:
1. the ones defined by formulas of the form x : c, and 2. the ones defined by formulas of the form c ≡ C.
When c is defined by some formulas of the first form, it will be called a primitive concept, whilst when it will be defined by some formulas of the second form, it will be called a defined concept.
Working hypothesis. In the following, we will always suppose that
• for every defined concept c, there is a unique formula of the form c ≡ C;
2
• except for axioms of the form c ≡ C defining a concept c, the other equations C ≡ D where C is a concept expression not restricted to a concept name, are replaced by the two inclusions C ⊑ D and D ⊑ C.
Semantics
Definition 2.4 (Models) Let Σ be a signature. A Σ-model I is a non-empty set (so-called carrier) ∆ I equipped:
• for every concept name c ∈ N C with a subset c I ⊆ ∆ I ;
• for every role name r ∈ N R with a binary relation r I ⊆ ∆ I × ∆ I ;
• for every individual x ∈ I with a value x I ∈ ∆ I .
3
Definition 2.5 (Model morphism) A morphism µ : I → I ′ between two Σ-models I and I ′ is a mapping µ : ∆ I → ∆ I ′ such that:
2 In the case where we would have two equations c ≡ C 1 and c ≡ C 2 , we would then write c ≡ C 1 and C 1 ≡ C 2 . This can be easily extended to any finite set of equations c ≡ C 1 , . . . , c ≡ C n .
3 Pratically, it can be sensible to impose that for every x = x ′ ∈ I, x I = x ′ I . For our purpose, this condition is not useful. Applying the principle "He who can do more can do less", we will not impose it.
• ∀c ∈ N C , µ(c
Obviously, Σ-models and morphisms form a category. We note this category Mod(Σ).
Proposition 1 Mod(Σ) has both initial and terminal objects S and T .
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Proof. The initial model S is defined by the set ∆ S = I such that for every x ∈ I, x S = x, and for every c ∈ N C , c S = ∅ and for every r ∈ N R , r S = ∅. We have a unique morphism µ from S to any Σ-model I by mapping any individual x ∈ I to x I . The terminal object T is defined by ∆ T = 1, 5 and for every c ∈ N C , c T = 1 and for every r ∈ N R , r T = {(1, 1)}. T is terminal because we have not imposed the condition of the footnote 2 above. Hence, we have a unique morphism from any Σ-model I to T by collapsing any individual v ∈ ∆ I into 1.
A class of models particularly interesting for our purpose, is the one similar to the class of Herbrand models for the first-order logic. This class, noted here H(Σ), is composed of all Σ-models I such that ∆ I = I and for every x ∈ I, x I = x. The class H(Σ) can be extended into a category by considering the identity on carriers and inclusions between concepts and relations.
Definition 2.6 (Concept expression evaluation) Let Σ be a signature. Let I be a Σ-model. Let C ∈ EC(Σ) be a concept expression. The evaluation of C, noted C I , is inductively defined on the structure of C as follows:
• if C = c with c ∈ N C , then C I = c I ;
Definition 2.7 (Model satisfaction) Let Σ be a signature. Let I be a Σ-model. Let ϕ ∈ Sen(Σ) be a formula. The satisfaction of ϕ in the Σ-model I, noted I |= ϕ, is defined on the structure of ϕ as follows:
At this level of description, a first question one may ask is: what kind of GCIs are preserved along morphisms? The following results provide an initial answer.
Proposition 2 Let µ : I → I
′ be a morphism between two Σ-models. For every concept C ∈ EC(Σ) that is positive and does not contain any quantifier ∀, we have:
Proof. By structural induction over C.
• Basic case. C = c with c ∈ N C . By definition, we have that µ(c
• General case. The cases of C = C 1 @C 2 with @ ∈ {⊓, ⊔} are obvious. Let C = ∃r.D and x ∈ C I . By definition, there exists
Concepts of the form ∀r.D are not preserved along morphisms because there may exist
The only way to get the result for concept of the form ∀r.D would be to impose that for every r ∈ N R , µ(r I ) = r I ′ . This latter condition is strong. However, to get a GCIs preservation result, we need to impose that morphisms are surjective (i.e. the underlying mapping µ : ∆ I → ∆ I ′ is surjective).
Corollary 1 Let µ : I → I
′ be a surjective morphism between two Σ-models. For every GCI C c ⊑ D where C and D respect the constraints of Proposition 2, we have:
A direct consequence of Proposition 2 and the fact that:
• µ is surjective, and then we have µ(
Hence, we have ∆
In Section 4, we will improve this first preservation result by preserving a larger set of GCIs in the context of the construction of a canonical model.
Cyclic concept expressions
The semantics of DL defined in Definitions 2.7 and 2.6 is also called descriptive semantics. However, we can be in the presence of cyclic definition of concepts, that is formulas of the form c ≡ C where c occurs in C. 6 To be able to get solutions to cyclic concept definitions, all the occurrences of c must be within the scope of both a same operator ∃r or ∀r and an even number of the set complementation. In this case, the defined concept name c acts as a variable, the content of which can be calculated by iteration to reach the least or the greatest fixpoint depending on whether the occurrences of c are in the scope of ∀r or ∃r. This fixpoint is solution of the equation X = f λ C (X) over the complete lattice (P(∆), ⊆) where C is obtained from C by removing the quantifier ∀r or ∃r that rests on c, ∆ is a domain, λ : N C ∪ N R → P(∆) ∪ (P(∆) × P(∆)) is a mapping that associates with each concept name c ′ = c a subset λ(c ′ ) ⊆ ∆ and to each role name r ∈ N R a binary relation λ(r) ⊆ ∆ × ∆, and f λ C : P(∆) → P(∆) is the mapping that maps each X ⊆ ∆ to the set Y inductively defined on the structure of C as follows:
The condition which states that the occurrences of c are within the scope of an even number of the set complementation c ensures that the mapping f λ C is continuous (i.e. the join of any subset of P(∆) is preserved by f λ C ).
Hence, given a Σ-model I and a cyclic concept definition c ≡ C, I |= c ≡ C if, and only if:
• if the occurrences of c are within the scope of ∀r, then c
, and for every r ∈ N R , λ(r) = r I ;
• if the occurrences of c are within the scope of ∃r, c
, and for every r ∈ N R , λ(r) = r I .
3 Theories Definition 3.1 (Theories) Let Σ be a signature. A theory T h over Σ or Σ-theory is a set of formulas in Sen(Σ). Given a theory T h, I is a T h-model for every formula ϕ ∈ T h, I |= ϕ. Let us note Mod(T h) the full subcategory of Mod(Σ) where objects are all the Σ-models that satisfy the axioms in T h.
7
Theories in DL are usually called knowledge base (KB) and are divided into two components, the terminological box (TBox) that contains all formulas of the form C ⊑ D and C ≡ D and the assertional box (ABox) that contains all the formulas of the form x : C and (x, y) : r. Proposition 3 Every model I where for every c ∈ N C , c I = ∆ I and for every r ∈ N R , r I = ∆ I × ∆ I satisfies every positive formula.
Proof. It is obvious to show by structural induction over concept expression that for any positive concept expression C, we have C I = ∆ I .
In the following, we will note such a model I, T X where X = ∆ I .
Corollary 2 For every theory T h the TBox of which only contains positive formulas, Mod(T h)
has a terminal object.
Proof. This is the model T .
We will show in Section 4 the existence of a semi-initial model in Mod(T h) (i.e. the morphism between this model and the others is not unique) for theories satisfying some conditions on the form of axioms.
Definition 3.2 (Semantical consequence)
Let T h be a Σ-theory. A formula ϕ ∈ Sen(Σ) is a semantical consequence of T h, noted T h |= ϕ, if for every T h-model I, I |= ϕ.
Definition 3.3 (Consistency)
A theory T h is consistent if it has a model that is not T X for some sets X.
By Proposition 3, when dealing with positive formulas, consistency means that the category of models is not restricted to models T X .
Proposition 4
Let T h be a consistent theory. For every set X, there exists a T h-model
Proof. Let Z be a T h-model such that Z = T W for some sets W . Two cases can be occurred depending on the cardinilities of X and Z. First, if |X| < |Z|, choose an injective mapping µ : X → Z such that:
1. for every x ∈ I, there exists v ∈ X such that µ(v) = x Z , and 2. for every sub concept ∃r.C occurring in the TBox of T h, for every v ∈ X such that
Then, let us define Y by:
exists by the first condition above on the choice of µ);
Obviously, µ : Y → Z is a morphism. The fact that Y is a T h-model derives from the following lemma:
Lemma 1 For every concept C occurring in the TBox of T h, we have:
Proof. Let us suppose that in C concepts and sub-concepts of the form ∀r.D in T h have been replaced by (∃r.D c ) c . Therefore, the proof is obtained by structural induction on C. The basic cases are obvious. For the induction step, several cases have to be considered:
• For C = C 1 @C 2 with @ ∈ {⊓, ⊔}, the conclusion is obvious.
• C = C ′c . By the induction hypothesis, we have ∀v ∈ X, v ∈C ′ Y ⇐⇒ µ(v) ∈C ′ Z , and then ∀v ∈ X, v ∈ C ′c Y ⇐⇒ µ(v) ∈ C ′c Z .
• Secondly, suppose that |Z| ≤ |X|. Then, choose a surjective mapping µ : X → Z. Then, let us define Y by:
Obviously, µ : Z → Y is a morphism. Here also, the statement of Lemma 1 holds. The only point that deserves to be checked is when C = ∃r.D. The only if part is similar to the proof in Lemma 1. To prove the if part, let us suppose that µ(v)
Corollary 3
For every consistent Σ-theory T h, Mod(T h) has finite models.
Proof. It suffices to apply Proposition 4 to any finite set X.
The problem is that, given a set X, we do not know how to build the model Y such that it satisfies the axioms of T h. In the following, we will study the conditions to impose to theories in order to be able to build such a model Y, the carrier ∆ Y of which will be defined from the set of individuals I.
An important notion for our purpose, which is usual in mathematical logic, is the one of free model, i.e. models the proof power of which is equivalent to that of theories they satisfy. Here, we restrict this notion to a set of formulas and with respect to a class of models. The reason is, as shown in Section 4, that subject to constraints, we will be able to build a canonical model which will be free for both a particular set of formulas and a restricted semantics (i.e. for a subcategory of models).
∀ϕ ∈ L, I |= ϕ ⇐⇒ (∀Z ∈ C, Z |= ϕ) This notion to be free for a model differs from the one in universal algebra defined as solution of universal problem characterised by a set inclusion, and then is based on the existence and uniqueness of homomorphisms between algebras. Actually, in universal algebras, this is strongly connected to our definition of freeness. Indeed, in universal algebra, we can show that for any set of equations Eq, there always exists a free algebra according to the above definition for the class of algebras Alg(Eq) that satisfy Eq and the whole set of equations. This free algebra is the term algebra quotiented by the congruence generated from Eq.
Free model and inclusions
Here, we place ourselves in the framework of hybrid TBox, i.e. TBox T = F D built over signatures Σ = (N C , N R , I) where N C is shared into two sets N prim (primitive concepts) and N def (defined concepts), and such that F contains GCIs C ⊑ D built over N prim and N R , and D contains concept definitions c ≡ C where c ∈ N def and C is built over N prim ∪ {c} and N R .
9 Moreover, to make easier the construction of the canonical model that interests us here, we assume that the ABox of theories only contains formulas of the form x : c with c ∈ N prim . In the case where ABox would contain formulas x : C with C ∈ EC(Σ) \ N prim , we can always replace them by both x : c ′ where c ′ is a new primitive concept and two GCIs in F : c ′ ⊑ C and C ⊑ c ′ . Then, let T h = (ABox, T bBox) be a theory over a signature Σ = (N C , N R , I) with T Box = F D such that F only contains positive GCIs C ⊑ D where C does not contain the operator ∀ and D does not contain the operator ⊔. Therefore, let us note Sub(T h) the whole set of all sub-concepts occurring in the right hand side of GCIs in F . Let ∆ = I ∪ {x (v,r,C) |v ∈ I, ∃r.C ∈ Sub(T h)}. Each x (v,r,C) are new individuals that does not occur in I. Let Γ be the set of mappings I :
• ∀C ∈ Sub(T h) ∪ N prim , I(C) ∈ P(∆) and ∀r ∈ N R , I(r) ∈ P(∆ × ∆);
• ∀c ∈ N prim , {v ∈ I|v : c ∈ ABox} ⊆ I(c);
Let us provide this set Γ with the binary relation defined by:
By definition, is obviously a partial order.
The canonical model we will build, will be recursively defined by iterating on the form of GCIs in F . To ensure the existence of such a canonical model, we will use standard results in denotational semantics of programming languages the natural framework of which is that of complete partial orders (CPO) [18] .
Proof. The minimal element is the mapping ∅ defined by:
• ∀c ∈ N prim , ∅(c) = {v ∈ I|v : c ∈ ABox};
• ∀C ∈ Sub(T h) \ N prim , ∅(C) = C ∅ where C ∅ is the evaluation of C in ∅ defined inductively by interpreting c ∈ N prim by ∅(c) and r ∈ N R by ∅(r).
Given a chain C in Γ, the least upper bound of C is the mapping I ′ defined for every e ∈ Sub(T h) ∪ N prim ∪ N R , I
′ (e) = I∈C I(e).
Let F : Γ → Γ be the mapping that associates to every I ∈ Γ, the mapping I ′ defined by:
• for every C ∈ Sub(T h) and every r ∈ N R , I
′ (C) = C and I ′ (r) = r where C and r are defined as follows: Given a concept expression C and a mapping I ∈ Γ, we note C I the evaluation of C in I defined inductively by interpreting c ∈ N prim by I(c) and r ∈ N R by I(r).
-I(C) ⊆ C and I(r) ⊆ r;
-∀(∃r.C) ∈ Sub(T h), ∀v ∈ ∃r.C, (v, x (v,r,C) ) ∈ r and x (v,r,C) ∈ C.
• ∀c ∈ N prim \ Sub(T h), I ′ (c) = I(c).
Proposition 6 F preserves the least upper bound of chains.
Proof. Let C be a chain (I i ) i∈N . It is not difficult to show that F is monotone. Therefore, (F (I i )) i∈N is a chain in Γ. Hence, by Proposition 5,
Let C ∈ Sub(T h)∪N prim and let x ∈ F ( i∈N I i )(C). Here, several cases have to be considered:
. This means that there exists i ∈ N such that x ∈ I i (C), and then
• or there exists C ′ ⊑ C ∈ F such that x ∈ i∈N I i (C ′ ). By following the same arguments as previously, we have that x ∈ I i (C ′ ), and then x ∈ F (I i )(C);
• or there exist n concepts Q i r i .C i ∈ Sub(T h) such that:
-for every i, 1 ≤ i < n, Q i+1 r i+1 .C i+1 is a sub concept of C i and there does not exist other sub concept Qr.C ′ of C i such that Q i+1 r i+1 .C i+1 would be a sub concept of
-C n is propositional and C is a subconcept of C n , and
Here also, by following the same arguments than in the first point, we have that x 0 ∈ I i (Q 1 r 1 .C 1 ), and then for every j, 0 ≤ j < n, x j ∈ F (I i )(Q j+1 r j+1 .C j+1 ), and then x ∈ F (I i )(C).
Of all that, we can conclude that F (
By applying standard results in CPO and lattice theories [18] , we know that there exists a least fixpoint for F defined by I = {F n (∅)|n ∈ N}. Then, let us define the model J from I as follows:
• ∀x ∈ I, x J = x;
• ∀r ∈ N R , r J = I(r);
• ∀c ∈ N prim , c J = I(c);
-if c ≡ C ∈ D is a cyclic concept definition, then c J is defined as in Section 2.3.
Theorem 1 J ∈ Mod(T h).
Proof. Obviously, J satisfies both the ABox and equations in D. Moreover, by definition, we have for every GCI C ⊑ D ∈ F that I(C) ⊆ I(D). Therefore, it is sufficient to show that for every C ∈ EC(Σ), C J = I(C). This is proved by structural induction over C. The basic case and the cases where C = C 1 @C 2 with @ ∈ {⊓, ⊔} and C = C ′ c , are easy.
, and then we have that v ′ ∈ C ′ J whence we can conclude by the induction hypothesis that v ′ ∈ I(C ′ ), and then v ∈ C.
, and then v ′ ∈ I(C ′ ), which by the induction hypothesis leads to v ′ ∈ C ′ J , whence we can conclude that v ∈ C J .
•
By the induction hypothesis and by definition, we have both that v ′ ∈ I(C ′ ) and (v, v ′ ) ∈ I(r), whence we can conclude that v ∈ I(C). Let v ∈ I(C). By definition, we know that there exists v ′ ∈ I(C ′ ) such that (v, v ′ ) ∈ I(r). By the induction hypothesis and by definition, we have both that v ′ ∈ C ′ J and (v, v ′ ) ∈ r I , whence we can conclude that v ∈ C J .
Theorem 2 For every Z ∈ Mod(T h), there exists a morphism µ Z : J → Z.
Proof. µ is any mapping satisfying:
The fact that µ Z is a morphism derives from the following more general result:
Lemma 2 For every n ∈ N, we have:
• for every positive concept C without the operator ∀, we have:
• for every r ∈ N R , we have:
Proof. By a double induction over n and then over C.
Basic case. n = 0. Obvious by definition for every r ∈ N R .
• Basic case. C = c. This is obvious by definition.
• General case. Several cases have to be considered: -The conclusion is straightforward for C = C ′ @D ′ with @ ∈ {⊓, ⊔};
Moreover, by the induction hypothesis applied to D, we know that
General case. n = m + 1
• Basic case. C = c. If c ∈Sub(T h), then the conclusion is obvious because ∀n ∈ N, F n (∅)(c) = ∅(c). Otherwise, let v ∈ F m+1 (∅)(c) such that v ∈F m (∅)(c) (otherwise it is obvious by the induction hypothesis). By definition, this means that there exists a GCI C ′ ⊑ D ∈ F such that there exists k sub concepts 
(and then by the induction hypothesis over n, we have that
Let us show by induction over k that for every i,
whence we will be able to finally conclude that µ Z (v) ∈ c Z .
-Basic case. k = 0. Without loss of generality, we can suppose D of the form c ⊓ D ′ . Therefore, by the fact that
-General case. k ≥ 0. By the induction hypothesis over k, for every i,
Here, two cases have to be considered depending on whether Q k is ∀ or ∃:
. By definition, either v k ∈ I and in this case this means that (v k−1 , v k ) ∈ F m (∅)(r k ), and then by the induction hypothesis over n,
but in this case, two cases are possible:
and r ′ = r k , and then by definition, we necessarily have that (
, and then by the induction hypothesis over n,
• General case. Two cases have to be considered:
In both cases, we can conclude
. By the induction hypothesis, we then have that µ Z (x (v,r,C ′ ) ) ∈ C ′ Z . Moreover, by definition of the mapping F , (µ Z (v), µ Z (x (v,r,C ′ ) )) ∈ r Z , whence we can conclude that µ Z (v) ∈ C Z .
Proposition 7 For every positive propositional concept C, we have:
Proof. This is proved by structural induction over C.
Basic case. This directly results from Theorem 2.
Induction step. C = C ′ @ D ′ with @ ∈ {⊓, ⊔}. By induction hypothesis, we have that
Corollary 4 For every positive propositional concept C, we have:
For every concept C = ∀r 1 . . . . .∀r n .D c where D is a positive propositional concept, we have:
Proof. Let C = ∀r.C ′ where C ′ satisfies all the condition of Proposition 8. Let x ∈ ∆ such that x ∈ C Z . Let y ∈ ∆ such that (x, y) ∈ r J . By Theorem 2, (µ Z (x), µ Z (y)) ∈ r Z , and then µ Z (y) ∈D Z . By Corollary 4, we then have y ∈D J , whence we can conclude x ∈ C J . By a simple induction on the number of universal quantifiers, this results can be generalised to any universal concept.
The problem is that we cannot extend this result for values in ∆ Z \ µ Z (∆) except if we restrict the class of models to T h-models Z, the morphism µ Z of which is surjective. Let us note Gen(T h), the full subcategory of Mod(T h) that contains all the T h-models Z such that µ Z is surjective. In this case, we have the following result that extends Proposition 8 to prenex concepts of the form Q 1 r 1 . . . . .Q n r n .D c where D is a positive propositional.
Proposition 9
Let Z ∈ Gen(T h). For every prenex concept C = Q 1 r 1 . . . . .Q n r n .D c where D is a positive propositional concept, we have:
Theorem 3 J is free w.r.t. Gen(T h) for the set of formulas of the form:
1. x : C whatever x ∈ I and C ∈ EC(Σ) such that C is positive;
2. (x, y) : r for all x, y ∈ I and all r ∈ N R ;
3. GCIs C ⊑ D such that C = Q 1 r 1 . . . Q n r n .C ′ c and D = Q Proof. The first two points are obvious. To show the third point, let us a consider a GCI C ⊑ D satisfying the condition of the theorem. It is well-known that
Theorem 4 There exists an Herbrand model H which is free for the same set of formulas than in Theorem 3 and with respect to Gen(T h).
A finite base theorem
One of the older questions of universal algebra was whether or not the identities of a finite algebra of a finite signature Σ could be derived from finitely many of the identities. In universal algebras, many theorems have been obtained to positively answer this question.
Here, we show a result similar to Birkhoff's theorem which states that for every finite algebra, such a finite set of identities exist under the condition that a finite bound is placed on the number of variables [10] . Here, the result we obtain will not require any condition, variables being not considered in our context. Let us define the notion of finitely based in our context.
Definition 5.1 Let Σ be a signature. Let C be a class of Σ-models. Let us note GCI C = {C ⊑ D|∀I ∈ C, I |= C ⊑ D}. We say that GCI C is finitely based if there is a finite subset T ⊆ GCI C such that
Finite bases are both sound and complete according to the definition of basis given in [14, 15] . • c ≡ C i if c ∈ N C and c ≡ C i ∈ Θ;
• Qr.C i 1 ≡ C i 2 if r ∈ N R and Qr.C i 1 ≡ C i 2 ∈ Θ with Q ∈ {∀, ∃}.
The second kind of GCIs consists of:
First, let us show by structural induction over C that if C ≡ C i ∈ Θ, then T |= C ≡ C i .
• Basic case. This is obvious by definition.
• General case. Many cases have to be considered: -C = D 1 @D 2 with @ ∈ {⊓, ⊔}. By construction, we have that D 1 ≡ C i 1 , D 2 ≡ C i 2 ∈ Θ. By induction hypothesis, we then have that T |= D j ≡ C i j . Hence, C i 1 @C i 2 ≡ C i ∈ Θ and then C i 1 @C i 2 ≡ C i ∈ T , whence we can conclude that T |= C ≡ C i .
- ≡ C i ∈ T , whence we can conclude that T |= C ≡ C i .
-C = Qr.D with Q ∈ {∀, ∃}. By construction, we have that D ≡ C i 1 ∈ Θ. By induction hypothesis, we then have that T |= D ≡ C i 1 . Hence, Qr.D ≡ Qr.C i 1 ∈ Θ, and then Qr.C i 1 ≡ C i ∈ T , whence we can conclude that T |= C ≡ C i .
Hence, if I |= C ≡ D, then T |= C ≡ D. Therefore, let us suppose that C ⊑ D ∈ GCI I such that C ≡ D ∈Θ. By definition, there are C i , C j ∈ Q such that C ≡ C i , D ≡ C j ∈ Θ, and then T |= C ≡ C i and T |= D ≡ C j . By the hypothesis that C ⊑ D ∈ GCI I such that C ≡ D ∈Θ, we then have that C i ⊑ C j ∈ T . We can then conclude that T |= C ⊑ D.
Obviously, the finite base T is a complete theory for I (i.e. I |= C ⊑ D ⇔ T |= C ⊑ D).
With a simple condition on the model I, we can effectively define for each subset S ∈ 2 ∆ I a representative of the equivalence class Γ ∈ Θ such that for every C ∈ Γ, C I = S. For this, we need the following notions:
• Let r ∈ N R be a relation name. Let us note r When dealing with finite models, this condition can be effectively checked.
Let us define recursively on the cardinality of the subsets S ∈ 2 ∆ I the concept C S such that C I S = S as follows:
• S = ∅. C S = ⊥;
• S = {a}. We apply the following sequence of actions: • S = {a 1 , . . . , a n }. C S = a i ∈S C {a i } .
Hence, we have a representative for each equivalence class, and then by applying the rules given in the proof of Theorem 5, we can generate a complete finite base for the model I under consideration.
