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Subdiffusion in an external force field
Yao Chen, Xudong Wang, and Weihua Deng
School of Mathematics and Statistics, Gansu Key Laboratory of Applied Mathematics and Complex Systems,
Lanzhou University, Lanzhou 730000, P.R. China
The phenomena of subdiffusion are widely observed in physical and biological systems. To investi-
gate the effects of external potentials, say, harmonic potential, linear potential, and time dependent
force, we study the subdiffusion described by subordinated Langevin equation with white Gaussian
noise, or equivalently, by the single Langevin equation with compound noise. If the force acts on
the subordinated process, it keeps working all the time; otherwise, the force just exerts an influence
on the system at the moments of jump. Some common statistical quantities, such as, the ensemble
and time averaged mean squared displacement, position autocorrelation function, correlation coef-
ficient, generalized Einstein relation, are discussed to distinguish the effects of various forces and
different patterns of acting. The corresponding Fokker-Planck equations are also presented. All the
stochastic processes discussed here are non-stationary, non-ergodicity, and aging.
I. INTRODUCTION
In the natural world, it is hard to find the real free
particles; actually almost all the time, they are in some
kinds of external potentials. The motion of particles in
complex disordered systems generally is no longer Brown-
ian, exhibiting anomalous diffusion behavior [1–6], which
is characterized by the nonlinear evolution in time of the
mean squared displacement (MSD) of particles; i.e.,
〈(∆y(t))2〉 = 〈[y(t)− 〈y(t)〉]2〉 ≃ tβ (β 6= 1), (1)
which represents subdiffusion for 0 < β < 1 and superdif-
fusion for β > 1; for the case β = 2, it is called ballistic
diffusion and β = 0 the localization diffusion [7, 8].
One of the most powerful and popular models to de-
scribe anomalous diffusion is continuous-time random
walk (CTRW), which was originally introduced by Mon-
troll and Weiss in 1965 [9], extending regular random
walks on lattices to a continuous-time variable. It has
been successfully applied in various fields, such as, the
charge carrier transport in amorphous semiconductors
[10], electron transfer [11], dispersion in turbulent sys-
tems [12], and so on.
Another special model to describe the complex dynam-
ics is Langevin equation; its classical version should be
the differential equation form of Newton’s second law.
Compared with CTRW, the Langevin picture has a strik-
ing advantage in characterizing external fields. Of course,
it also has a close connection with CTRWmodel. In 1994,
Fogedby [13] used the stochastic time changed method to
introduce an equivalent form of the continuum limit of
the subdiffusive CTRW — a Langevin equation coupled
with a subordinator, i.e.,
x˙(s) =
√
2σξ(s), t˙(s) = η(s), (2)
where x(s) is named as original process with respect to
internal time s, ξ(s) is a white Gaussian noise with null
mean value and autocorrelation function 〈ξ(s)ξ(s′)〉 =
δ(s − s′), and η(s) is a fully skewed α-stable Le´vy noise
with 0 < α < 1 [14] and usually regarded as the for-
mal derivative of the α-stable subordinator t(s) [15].
The time changed process y(t) := x(s(t)), where s(t) is
the inverse α-stable subordinator [16, 17], is an equiva-
lent stochastic trajectory to the continuum limit of the
CTRW with power-law distributed waiting times. Since
then, the subordination [15], which was put forward by
Bochner [18] in 1949, has become a useful method to de-
scribe the time-changed stochastic processes exhibiting
anomalous diffusion. Especially in recent years, the cou-
pled Langevin equations have been widely investigated
[19–22], and the time-changed stochastic processes are
important models in many fields, such as, biology [23],
physics [24], ecology [25], etc.
In fact, the coupled Langevin equation (2) describing
the subdiffusion dynamics can also be rewritten into a
single Langevin equation in physical time t with an ad-
ditive compound noise ξ(t) =
∫ +∞
0
ξ(τ)δ(t− t(τ))dτ [26]:
y˙(t) =
√
2σξ(t). (3)
Besides the discussions on the models (2) or (3), there
are some research works for them with external forces
[3, 4, 6, 22, 26–30], which mainly presented the asymp-
totic expression of the MSD of the stochastic process for
long times, depending on the one-point probability den-
sity function (PDF) of the stochastic process. The stud-
ies on more general statistical quantities, such as, the
correlation coefficient, which reflects the correlation of
positions at two different times, as well as the time av-
eraged MSD, are sometimes ignored. These statistical
quantities are significantly important to distinguish the
processes with the same diffusion behavior.
In this paper, we investigate the influence of three
kinds of common external forces — position-dependent
force, constant force, and time-dependent force. These
forces may act on the original process x(s) in (2) or on
the subordinated process y(t) in (3) for different physi-
cal realities. These two acting patterns are, respectively,
for the cases, where the external force only modifies the
dynamical behavior at the moments of jump or exerts
effect for the whole time. The comparisons are made for
various effects exerted by different acting patterns with
different external forces through some common statisti-
2cal quantities, such as, ensemble and time averagedMSD,
correlation coefficient, and ergodicity breaking parame-
ter. These quantities mainly depend on the two-point
joint PDF of the observed processes, except the ensem-
ble averaged MSD. For different patterns of the force act-
ing on the Langevin equation (2) or (3), the methods of
obtaining the position autocorrelation function are dif-
ferent, which are fully demonstrated in this paper.
One interesting finding is that the position-
independent force acting on the subordinated process
in (3) does not change the diffusion behavior, ergodic
property, and the correlation coefficient, while the
position-dependent external force does. But if acting
on the original process in (2), the external forces
(position-dependent or position-independent) produce
different results for almost all the statistical quantities,
compared with the ones of free particles. In addition,
the exponent of ergodicity breaking parameter does not
depend on the forces and the acting patterns.
The Fokker-Planck equations govern the PDF p(y, t);
generally, they vary with the change of the processes
described by the Langevin equations (2) and (3) with
forces. For the equations, it is found that the Riemann-
Liouville fractional derivative with respect to time is in-
cluded when the external force affects the process only
at the moments of jump, while the fractional substantial
derivative and another kind of novel fractional derivative
are needed when the external force acts on the system
for the whole time.
The structure of this paper is as follows. In Sec. II,
we review the subordinator as well as the inverse subor-
dinator, and briefly present the method of subordination
we mainly use. Then we consider the effects of position-
dependent force (harmonic potential), constant force (lin-
ear potential), and time-dependent force, respectively, in
Sec. III–V. The potential properties of the diffusion be-
haviors are revealed through various statistical quanti-
ties. Finally, we make the summaries in Sec. VI and the
detailed derivations of some of the results of the paper
are presented in Appendix.
II. SUBORDINATOR
Subordinator is a non-decreasing Le´vy process with
stationary and independent increments [15] and it can
be regarded as a stochastic model of time evolution. The
subordinator t(s) in this paper is taken to be α-stable one
with 0 < α < 1 [15], which has the characteristic function
〈e−λt(s)〉 = e−sλα . The brackets 〈· · · 〉 denote the statisti-
cal average over stochastic realizations. The correspond-
ing inverse process, called inverse α-stable subordinator
s(t) [16, 17], is the first-passage time of the subordinator
{t(s), s ≥ 0} , defined as
s(t) = inf
s>0
{s : t(s) > t}. (4)
In addition, we denote the PDF of the inverse α-stable
subordinator s(t) as h(s, t) and its Laplace transform
(t→ λ) h(s, λ) is [31]
Lt→λ[h(s, t)] =
∫ ∞
0
e−λth(s, t)dt = λα−1e−sλ
α
. (5)
The PDF p(y, t) of the subordinated process y(t) :=
x(s(t)) can be written as [22, 31, 32]
p(y, t) =
∫ ∞
0
p0(y, s)h(s, t)ds, (6)
where p0(x, s) is the PDF of the original process x(s).
The moments of the subordinated process y(t) can be
obtained through the relation
Lt→λ〈yn(t)〉 = λα−1Ls→λα 〈xn(s)〉 (7)
in Laplace space. Similarly, the two-point joint PDF
p(y2, t2; y1, t1) of y(t) can be obtained through the two-
point joint PDF p0(x2, s2;x1, s1) of the original stochas-
tic process x(s),
p(y2, t2; y1, t1)
=
∫ ∞
0
∫ ∞
0
p0(y2, s2; y1, s1)h(s2, t2; s1, t1)ds1ds2,
(8)
where h(s2, t2; s1, t1) is the two-point joint PDF of the
inverse subordinator s(t). The correlation function of
y(t) in Laplace space (t1 → λ1, t2 → λ2) is
〈y(λ1)y(λ2)〉
=
∫ ∞
0
∫ ∞
0
〈x(s1)x(s2)〉h(s2, λ2; s1, λ1)ds1ds2,
(9)
with [31]
h(s2, λ2; s1, λ1)
= δ(s2 − s1)λ
α
1 − (λ1 + λ2)α + λα2
λ1λ2
e−s1(λ1+λ2)
α
+Θ(s2 − s1)λ
α
2 [(λ1 + λ2)
α − λα2 ]
λ1λ2
· e−(λ1+λ2)αs1e−λα2 (s2−s1) +Θ(s1 − s2)
· λ
α
1 [(λ1 + λ2)
α − λα1 ]
λ1λ2
e−(λ1+λ2)
αs2e−λ
α
1 (s1−s2).
(10)
Based on the formulae above, we have the MSD of the
stochastic process y(t) in (2) [7]
〈y2(t)〉 = 2σ
Γ(1 + α)
tα (11)
and the autocorrelation function [31] 〈y(t1)y(t2)〉 =
2σ
Γ(1+α) t
α
1 for t1 ≤ t2. In addition, the time averaged
MSD is [33, 34]
δ2(∆) ≃ 2σ
Γ(1 + α)
∆Tα−1 (12)
3for ∆ ≪ T . The corresponding Fokker-Planck equation,
governing the PDF p(y, t) of finding the particle at posi-
tion y at time t, is [7, 35]
∂p(y, t)
∂t
= σ
∂2
∂y2
D1−αt p(y, t). (13)
The symbol D1−αt is the Riemann-Liouville fractional
derivative [36], defined as
D1−αt p(y, t) =
1
Γ(α)
∂
∂t
∫ t
0
(t− t′)α−1p(y, t′)dt′, (14)
which is a nonlocal time derivative and indicates the non-
Markovian property of the process y(t).
III. SUBDIFFUSIVE DYNAMICS IN
HARMONIC POTENTIAL
In the following two subsections, we respectively dis-
cuss two cases: acting on the Langevin equations (2) and
(3) by the harmonic potential. By comparing some sta-
tistical quantities, including ensemble and time averaged
MSD, correlation coefficient, and ergodicity breaking pa-
rameter, we find some significant differences and inter-
esting phenomena, especially in the latter case where the
position-dependent external force acts on the system all
the time.
A. Force acting on original process x(s)
Consider the Langevin system with a harmonic poten-
tial on the original process x(s) [27, 28]
x˙(s) = −γx(s) +
√
2σξ(s), t˙(s) = η(s), (15)
where γ is a positive constant, ξ(s) and η(s) are two
independent noises defined in (2). The harmonic poten-
tial V (x) = γx2/2 leads to a friction-like force F (x) =
−dV (x)/dx = −γx in the first equation of (15). Based
on (15), a new single Langevin equation in physical time
t of the subordinated process y(t) = x(s(t)) can be ob-
tained as
y˙(t) = −γy(t)s˙(t) +
√
2σξ(t), (16)
with ξ(t) =
∫ +∞
0 ξ(τ)δ[t− t(τ)]dτ , or equivalently, ξ(t) =
ξ(s(t))s˙(t), since
y(t) = x(s(t))
= −γ
∫ s(t)
0
x(s′)ds′ +
√
2σ
∫ s(t)
0
ξ(s′)ds′
= −γ
∫ t
0
x(s(τ))ds(τ) +
√
2σ
∫ t
0
ξ(s(τ))ds(τ)
= −γ
∫ t
0
y(τ)ds(τ) +
√
2σ
∫ t
0
ξ(s(τ))ds(τ).
(17)
The noise ξ(t) here can be regarded as the formal deriva-
tive of the time-changed Brownian motion B(s(t)). The
external force in (15) only changes the motion of the par-
ticles at the instant of jumps; in fact, this mechanism can
be easily found from the equivalent Langevin equation in
physical time (16), i.e., when a particle suffers a trap-
ping event before next jump, the internal time process
s(t) remains a constant and the external force becomes
zero due to s˙(t) = 0 in (16).
Using formula (7), it can be got that the first moment
of the stochastic process y(t) is zero due to symmetry
and the MSD is
〈y2(t)〉 = σ
γ
− σ
γ
Eα(−2γtα), (18)
by utilizing 〈x2(s)〉 = σγ (1 − e−2γs) with the initial po-
sition x0 = 0. Considering the asymptotic expression of
the Mittag-Leffler function [37] for small t: Eα(−2γtα) ≃
1 − 2γtαΓ(1+α) , the asymptotic form of the MSD for short
times t≪ (2γ)− 1α is
〈y2(t)〉 ≃ 2σ
Γ(1 + α)
tα, (19)
which coincides with the MSD of a free particle in (11)
and implies that the harmonic potential does not affect
the diffusion dynamics in short times. But for long times
t≫ (2γ)− 1α , one has
〈y2(t)〉 ≃ σ
γ
− σ
2γ2Γ(1 − α) t
−α (20)
because of the asymptotic expression Eα(−2γtα) ≃
t−α
2γΓ(1−α) for large t. The saturation plateau value, de-
noted as 〈y2〉th = σγ , is approached at the power-law rate.
The simulation results for different α are shown in Fig. 1.
It can be seen that the MSD with a smaller α tends to the
saturation plateau value more slowly, being an expected
dynamical behavior within a confined harmonic potential
due to smaller α corresponding to longer waiting time.
This process behaves as a localization diffusion for long
times. Compared with the original process x(s), the MSD
of which relaxes to the value σγ exponentially, the subor-
dinator s(t) in this model only changes the convergence
rate but keeps the same saturation plateau value.
In addition, the position autocorrelation function is
[28]
〈y(t1)y(t2)〉 ≃ σ
γ
B(t1/t2, α, 1− α)
Γ(α)Γ(1 − α) (21)
for large t1, t2 (t2 > t1), where B(z, a, b) is the in-
complete Beta function [38]. Therefore, this process is
non-stationary since the position autocorrelation func-
tion cannot be expressed as a function of time difference
|t1 − t2|. For fixed t1 and t2 → ∞, the correlation coef-
ficient r[y(t1), y(t2)] of the stochastic process y(t), which
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FIG. 1. Simulation results of the MSD of stochastic process
(15) for different α. Color markers represent the simulation
results of MSD with parameters σ = 1 and γ = 0.2 averaging
over 2000 trajectories. Color dashed lines and black dashed
lines represent the asymptotic theoretical values of MSD for
short and long times, seeing (19) and (20), respectively.
characterizes the correlation of position at two different
times, can be obtained as
r[y(t1), y(t2)] =
〈(y(t1)− 〈y(t1)〉)(y(t2)− 〈y(t2)〉)〉√
〈(y(t1)− 〈y(t1)〉)2〉〈(y(t2)− 〈y(t2)〉)2〉
≃ 1
Γ(1 − α)Γ(1 + α)
(
t1
t2
)α
,
(22)
where we have used the asymptotic expression of the in-
complete Beta function for small z, i.e., B(z, a, b) ≃ za/a.
It can be seen that the process y(t) described by model
(15) is long-range dependent due to the power-law decay
with 0 < α < 1 of the correlation coefficient in (22). On
the other hand, as a result of the harmonic potential, the
correlation becomes weaker than that of a free particle,
the correlation coefficient of which is
r0[y(t1), y(t2)] =
(
t1
t2
)α
2
. (23)
The Fokker-Planck equation corresponding to the
Langevin equation (15) is [7, 39, 40],
∂p(y, t)
∂t
= LFPD1−αt p(y, t) (24)
with the Fokker-Planck operator LFP = − ∂∂yF (y)+σ ∂
2
∂y2
(here F (y) = −γy), which can be derived by three differ-
ent methods. The first one is based on the relation (6)
between the PDF of subordinated process and original
process [22]. The second one is to take the parameter
p = 0 in the Feynman-Kac equation [41, 42]. As for the
last method, (24) can be got from the master equation
in CTRW model within a harmonic potential [7, 43].
Let us turn to the time averaged MSD, defined as [44–
47]
δ2(∆) =
1
T −∆
∫ T−∆
0
[(y(t+∆)− y(t))
− 〈y(t+∆)− y(t)〉]2dt,
(25)
where ∆ is the lag time, and T is the measurement time.
We emphasize that the lag time ∆ separating the dis-
placement between trajectory points is much shorter than
the measurement time T . Sometimes, the time aver-
aged MSD of some stochastic systems confined in a har-
monic potential approaches twice the ensemble averaged
MSD 〈y2〉th for long times, such as, overdamped Brow-
nian motion, fractional Brownian motion, and fractional
Langevin dynamics [1, 48]. Different from it, the time
averaged MSD of the confined model (15) is sublinear in
lag time ∆ [28, 45, 49]
〈δ2(∆)〉 ≃ 2σ
γ
sin(αpi)
α(1 − α)pi
(
∆
T
)1−α
(26)
with T ≫ ∆ ≫ (1/γ1)1/α. Here γ1 is the smallest
nonzero eigenvalue of the Fokker-Planck operator LFP.
The disagreement between the ensemble and time aver-
aged MSD, the former is constant ∆0 and the latter scales
as ∆1−α, indicates non-ergodicity of the stochastic pro-
cess y(t). At short lag times ∆, the linear scaling in lag
times is observed [28] 〈δ2(∆)〉 ≃ 2σΓ(1+α)∆Tα−1, which is
the same as the one of a free particle in (12) since the
potential has not begun to affect the stochastic process.
Now, we consider the influence of the harmonic poten-
tial in terms of the ergodicity breaking parameter, de-
fined as EB = 〈δ2(∆)〉/〈x2(∆)〉. For the process of free
particle, the ergodicity breaking parameter is
EB ≃
(
T
∆
)α−1
, (27)
while for the case with harmonic potential, the ergodicity
breaking parameter becomes
EB ≃ 2 sin(αpi)
α(1 − α)pi
(
T
∆
)α−1
. (28)
They have the same exponents of T/∆, but the coefficient
of the latter is larger.
B. Force acting on subordinated process y(t)
The external force in (15) only makes an influence on
the dynamical behavior at the moments of jump; con-
trary to it, the force may keep acting on the system all the
time, even when the particle is trapped. Recently, such
a model has been proposed in [26], where the harmonic
potential is assumed to directly act on the subordinated
process y(t) in physical times,
y˙(t) = −γy(t) +
√
2σξ(t), (29)
5where ξ(t) is the same noise as the one in (16). The two
point correlation function of this compound noise ξ(t)
[26] could be gotten through the inverse Laplace trans-
form
〈ξ(t1)ξ(t2)〉 = L−1λ1→t1,λ2→t2 [(λ1 + λ2)−α]
= tα−11 δ(t1 − t2)/Γ(α).
(30)
The harmonic potential acts as a friction-like force
−γy(t); even in the constant period of inverse subor-
dinator s(t), it still influences the stochastic dynamics.
Actually, the Langevin equation (29) can be rewritten as
a coupled Langevin system with a subordinator as
x˙(s) = −γx(s)η(s) +
√
2σξ(s), t˙(s) = η(s). (31)
More precisely, the solution of (29) is
y(t) =
√
2σ
∫ t
0
e−γ(t−τ)ξ(τ)dτ (32)
with initial condition y0 = 0, which is equivalent to
x(s) =
√
2σ
∫ s
0
e−γ(t(s)−t(τ))dB(τ), (33)
by replacing s with s(t). Compared with (15), the friction
term −γx(s) is multiplied by the Le´vy noise η(s), which
acts as a multiplicative noise in the first equation in (31).
From (32), it can be calculated that the mean of y(t)
is zero and the MSD is
〈y2(t)〉 = 2σ
Γ(1 + α)
e−2γttα 1F1(α, 1 + α; 2γt) (34)
with the confluent hypergeometric function [38]
1F1(a, b; z) =
Γ(b)
Γ(a)Γ(b−a)
∫ 1
0 e
zuua−1(1 − u)b−a−1du. The
asymptotic expansion of MSD for short times t≪ (2γ)−1
is
〈y2(t)〉 ≃ 2σ
Γ(1 + α)
tα, (35)
which coincides to that of the free particle (11). For
long times t ≫ (2γ)−1, using the asymptotic expansion
1F1(a, b; z) ≃ Γ(b)
(
ezza−b/Γ(a) + (−z)−a/Γ(b− a)) for
large z [38], we get
〈y2(t)〉 ≃ σ
γΓ(α)
tα−1, (36)
which tends to zero at the power-law rate. The con-
sistency between simulation and the theoretical results
about the MSD of model (29) can be found in Fig. 2.
Different from the model (15), the subordinator in this
model changes not only the convergence rate but also the
stationary value of MSD for long times. The external
force in this model damps the oscillation of the particle
in harmonic potential and drags it towards zero for all
times; while the subordinated process (15) does not get
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FIG. 2. Simulation results of the MSD of stochastic process
described by the Langevin equation (29) for different α. The
parameters are, respectively, taken as σ = 1, γ = 0.1, α = 0.7
(a) or α = 0.3 (b), and the initial position y0 = 0. Blue
dashed lines and the red dashed lines represent the asymp-
totic theoretical values in (35) and (36), respectively, and the
black solid lines signify the theoretical values (34). Red circle-
markers are the simulation results.
dragged to zero position during waiting times since the
external force is zero during these time periods.
Let us pay attention to the critical time distinguishing
two different scales in two models (15) and (29). It is
t = (2γ)−
1
α in the first model, depending on the param-
eter α and influenced by the inverse subodinator s(t).
On the contrary, the critical time is t = (2γ)−1 in the
second model, which is independent of α and as same as
that of original process x(s) in (15). It means that the
critical time in the second model is independent of the
subordinator s(t) and fully determined by the harmonic
potential itself. On the other hand, the size relation be-
tween these two critical time is uncertain, depending on
γ. If γ < 12 , the time during which harmonic potential
does not work is longer in (15) than in model (29).
Taking Laplace transform in (29) yields 〈y(λ1)y(λ2)〉 =
2σ
(λ1+γ)(λ2+γ)(λ1+λ2)α
, from which, one arrives at the po-
sition autocorrelation function
〈y(t1)y(t2)〉 = 2σ
Γ(1 + α)
e−γ(t1+t2)tα1 1F1(α, 1 + α; 2γt1)
(37)
for t2 ≥ t1. This position autocorrelation function shows
the process described by model (29) is non-stationary, as
well as the process in model (16). Then using the MSD
(34) and autocorrelation function (37) of process y(t),
one obtains the correlation coefficient of the stochastic
process y(t) for fixed t1 and t2 →∞
r[y(t1), y(t2)] ≃ [G1(t1)] 12 e−γt2t
1−α
2
2
(38)
with G1(t1) = 2γt
α
1 /α · 1F1(α, 1 + α; 2γt1) being a con-
stant for fixed t1. Different from (22), the correlation
coefficient here exponentially decays to zero. It means
that the positions at two different times are no longer
long-range dependent as a result of the continuous influ-
ence of harmonic potential in model (29).
The ensemble averaged integrand in (25) could be ob-
6tained as
〈[y(t+∆)− y(t)]2〉
=
2σ
Γ(1 + α)
(
e−2γ(t+∆)(t+∆)α1F1(α, 1 + α; 2γ(t+∆))
+ (1− 2e−γ∆)e−2γttα 1F1(α, 1 + α; 2γt)
)
.
(39)
This result not only depends on the lag time ∆ but also
the time t, implying the aging phenomenon by regarding
t as the aging time ta in a system. It means that the
observation time impacts the statistical quantities of a
system, which was initially prepared. After some calcu-
lations, the ensemble-time averaged MSD is obtained,
〈δ2(∆)〉 = 2σ
Γ(1 + α)(T −∆)
·
[
M(T )−M(∆) + (1 − 2e−γ∆)M(T −∆)
]
.
(40)
Here,M(∆) = ∆
α+1
α+1 2F2(α+1, 1;α+2, α+1;−2γ∆) and
2F2(a, b; c, d; z) is the hypergeometric function [38].
For short ∆, i.e., ∆≪ γ−1, the time averaged MSD is
the same as the one for a free particle in (12), growing
linearly with the lag time. For large ∆, i.e., γ−1 ≪ ∆≪
T , by using the asymptotic expression of H-function [50],
we have
2F2(α+ 1, 1;α+ 2, α+ 1;−2γ∆)
= Γ(α+ 2)H1,22,3
[
2γ∆
∣∣∣∣ (−α, 1), (0, 1)(0, 1), (−1− α, 1), (−α, 1)
]
≃ (α+ 1)(2γ)−1∆−1,
(41)
and find that the time averaged MSD approaches to a
constant
〈δ2(∆)〉 ≃ 2σ
γΓ(1 + α)
Tα−1, (42)
which is different from the time averaged MSD (26) in
model (16). The disagreement between the ensemble and
time averagedMSD, scaling as ∆α−1 and ∆0 respectively,
means the non-ergodicity of this system. Fig. 3 shows
the consistency of the simulation results and analytical
ones of the ensemble-time averaged MSD for different α.
It also can be found that the turning point is almost
γ−1 in Fig. 3, beyond which the plateau value (42) is
approached. The ergodicity breaking parameter of this
model is
EB ≃ 2
α
(
T
∆
)α−1
, (43)
which is also similar to the one of free particle in (27)
but with a larger coefficient.
FIG. 3. Simulation results of the ensemble-time averaged
MSD of stochastic process described by the Langevin equa-
tion (29) for different α. The parameters are taken as σ = 1,
γ = 0.3, and the initial position y0 = 0. The measurement
time T = 1000. Black dashed lines and red dashed dot lines
represent the asymptotic theoretical results for short lag time
and large lag time in (12) and (42), respectively. Color mark-
ers are the simulation results about the ensemble-time aver-
aged MSD over 500 trajectories.
IV. SUBDIFFUSIVE DYNAMICS IN LINEAR
POTENTIAL
This section focuses on the influence of the linear po-
tential acting on the original process in (2) and on the
subordinated process in (3).
A. Force acting on original process x(s)
We first consider the Langevin system with linear po-
tential, i.e., a constant external force [3, 22, 29]
x˙(s) = F +
√
2σξ(s), t˙(s) = η(s). (44)
The corresponding single Langevin equation of y(t) =
x(s(t)) in physical time is
y˙(t) = F s˙(t) +
√
2σξ(t), (45)
which evidently shows that the external force only acts
at the moments of jump and does not affect the parti-
cle during waiting times (trapping events). In addition,
the Fokker-Planck equation with respect to this Langevin
system is also (24) by replacing F (y) with F .
With the procedures similar to the case of harmonic
potential in Section III, the first moment and MSD of
the subordinated process y(t) = x(s(t)) are obtained as
[7, 22, 29, 51]
〈y(t)〉 = F
Γ(1 + α)
tα,
〈(∆y(t))2〉 =
(
F 2
αΓ(2α)
− F
2
α2Γ2(α)
)
t2α
(46)
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FIG. 4. Simulation results of the MSD of stochastic process
described by the Langevin equation (44) for different α. The
parameters are, respectively, taken as σ = 1, F = 1, α = 0.7
(a) or α = 0.5 (b), and the initial position y0 = 0. Blue solid
lines and the blue square-markers represent the theoretical
value in (46) and the simulation result of the first moment.
Besides, the red solid lines and the red circle-markers are,
respectively, the theoretical value in (46) and the simulation
result of the ensemble averaged MSD.
with 0 < α < 1. The simulation results are presented
in Fig. 4. This subordinated Langevin system shows
subdiffusion when 0 < α < 12 and superdiffusion when
1
2 < α < 1. It is more or less interesting that the waiting
time with infinite mean value produces superdiffusion.
Compte et al. [51] explained this phenomenon that some
stagnated particles are not continuously dragged by the
stream and thus slow down the advancement of the cen-
ter of mass of the particles, hence the main dispersion
mechanism should be convection. The deviation of the
MSD of Langevin systems with constant force from the
one of free particle implies this external force is a bias-
ing force. In addition, the generalised Einstein relation
[7, 8, 39, 52, 53] connects the first moment of the particle
displacements under a constant force to the second mo-
ment of a free particle, 〈y(t)〉F = F2kBT 〈y2(t)〉0. Here kB
is the Boltzman constant and T is absolute temperature.
Here we emphasize that the generalised Einstein relation
holds for a subordinated process if it is valid for the origi-
nal process. More precisely, the subordinator here affects
the moments, simultaneously, as
〈y(t)〉F =
∫ ∞
0
〈x(s)〉F h(s, t)ds
=
F
2kBT
∫ ∞
0
〈x2(s)〉0h(s, t)ds
=
F
2kBT 〈y
2(t)〉0.
(47)
Let us now see the ergodicity of model (44). By using
the technique of Laplace transform, we get the position
autocorrelation function of y(t) for t2 ≥ t1 as
〈(y(t1)− 〈y(t1)〉)(y(t2)− 〈y(t2)〉)〉
=
F 2
Γ(1 + 2α)
t2α1 +
2σ
Γ(1 + α)
tα1
+
F 2
Γ2(1 + α)
[
2F1
(
α,−α;α+ 1; t1
t2
)
− 1
]
tα1 t
α
2
(48)
with a hypergeometric function 2F1(a, b; c; z) [38], which
means that the process is non-stationary. Using the MSD
and autocorrelation function of process y(t), one can ob-
tain the ensemble averaged integrand in (25)
〈([y(t+∆)− y(t)]− 〈y(t+∆)− y(t)〉)2〉
=
(
2F 2
Γ(1 + 2α)
− F
2
Γ2(1 + α)
)
(t+∆)2α
+
2σ
Γ(1 + α)
(t+∆)α − F
2
Γ2(1 + α)
t2α
− 2σ
Γ(1 + α)
tα +
2F 2
Γ2(1 + α)
·
[
1− 2F1
(
α,−α;α+ 1; t
t+∆
)]
tα(t+∆)α,
(49)
which shows the aging phenomenon because of the ex-
plicit dependence on t. Then we obtain the ensemble-
time averaged MSD
〈δ2(∆)〉 ≃ 2σ
Γ(1 + α)
∆Tα−1+
2F 2
(1 + α)Γ2(1 + α)
∆α+1Tα−1
(50)
for ∆ ≪ T . See the simulation results in Fig. 5. For
short lag time, the time averaged MSD is linearly depen-
dent on lag time ∆ as the free subdiffusion case in (12),
which can be explained by the fact that the particles
are not affected by external forces in short times. With
the increase of lag time, the time averaged MSD becomes
super-linear in lag time, and is proportional to the square
of the external force. The disagreement between time
and ensemble averaged MSD shows the non-ergodicity
of the stochastic process in (44), although it could ex-
hibit “superdiffusion” phenomenon. Similar to the case
of harmonic potential, the constant force in this model
also only increases the coefficient of ergodicity breaking
parameter,
EB ≃ 2Γ(2α)
(1 + α)(αΓ(α)2 − Γ(2α))
(
T
∆
)α−1
. (51)
For model (44), there is the generalized Einstein rela-
tion, being similar to the CTRW model for the subdiffu-
sive process [33, 54],
〈δ1(∆)〉F = F
2kBT 〈δ
2(∆)〉0, (52)
where 〈δ1(∆)〉F = 1T−∆
∫ T−∆
0 〈y(t+∆)−y(t)〉F dt. From
the discussions above, we recognize that if the generalized
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FIG. 5. Ensemble-time averaged MSD of the stochastic pro-
cess described by Langevin equation (44). Black solid line
shows the theoretical result (50), which coincides with the
simulation result of the ensemble-time averaged MSD, repre-
sented by the blue circle-markers. In addition, the red dashed
line and the blue dashed line are the asymptotic expressions of
the time averaged MSD for long and short lag times, scaled
as ∆α+1 and ∆, respectively. Parameter values: T = 105,
F = 1, σ = 1, and α = 0.6. Here we choose a big α to see the
transition of the time averaged MSD more clearly.
Einstein relation is satisfied by the original process x(s)
[8, 55], it will still be valid for a subordinated process
y(t) in (44).
As for the correlation of process y(t) in (44), by using
the asymptotic expression 2F1(a, b; c; z) ≃ 1 + abc z for
small z, one could obtain that
r[y(t1), y(t2)] ≃ G2(t1)t−α2 , (53)
for fixed t1 and t2 → ∞. Here G2(t1) could be regarded
as a constant for fixed t1. It indicates the long-range
dependence of process y(t), although the correlation is
weaker than the one of free particle in (23).
B. Force acting on subordinated process y(t)
What about the differences if the external constant
force F acts directly on the subordinated process y(t) and
continues to affect the stochastic process all the time. In
this case, the Langevin equation is [2, 26]
y˙(t) = F +
√
2σξ(t) (54)
with the equivalent coupled Langevin equation
x˙(s) = Fη(s) +
√
2σξ(s), t˙(s) = η(s). (55)
Using the solution of the exact trajectory, y(t) = Ft +√
2σ
∫ t
0
ξ(τ)dτ , the MSD of stochastic process y(t) is
〈(∆y(t))2〉 = 2σ
Γ(1 + α)
tα, (56)
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FIG. 6. First moment and MSD of stochastic process de-
scribed by the Langevin equation (54) for different α. The
parameters are, respectively, taken as σ = 1, F = 2, α = 0.7
(a) or α = 0.3 (b). Blue solid lines and the blue square-
markers represent the theoretical value Ft and the simulation
result of the first moment. Besides, the red solid lines and the
red circle-markers represent the theoretical value (56) and the
simulation result of the ensemble averaged MSD.
which coincides with the MSD of free particle in (11);
see Fig. 6 for the simulation results. It implies that the
external force does not change the subdiffusion behavior
and behaves as a decoupled force. Hence, the subdiffu-
sion model (54) is Galilei invariant [7]. In addition, the
generalised Einstein relation in this case is not fulfilled
since 〈y(t)〉F grows linearly with time t while 〈y2(t)〉0
scales as tα.
The corresponding Fokker-Planck equation of model
(54) is [56]
∂p(y, t)
∂t
= −F ∂p(y, t)
∂y
+ σ
∂2
∂y2
D1−αt p(y, t), (57)
where
D1−αt p(y, t) =
1
Γ(α)
[
∂
∂t
+ F
∂
∂y
]∫ t
0
p(y − F (t− τ), τ)
(t− τ)1−α dτ
is fractional substantial derivative [57] with the Fourier-
Laplace transform
Fy→k[Lt→λ[D1−αt p(y, t)]] = (λ− ikF )1−αp(k, λ).
When F = 0, D1−αt recovers the Riemann-Liouville frac-
tional derivative D1−αt and the Fokker-Planck equation
goes back to the free subdiffusion case (13).
After some simple calculations, we obtain the position
autocorrelation function of the Langevin system (54),
〈(y(t1)−〈y(t1)〉)(y(t2)−〈y(t2)〉)〉 = 2σΓ(1+α) tα1 for t2 ≥ t1,
which reveals the non-stationary of this process. Then
the correlation coefficient is obtained as
r[y(t1), y(t2)] =
(
t1
t2
)α/2
for fixed t1 and large t2, which is identical with the one
of free particle in (23), implying that the decoupled force
does not affect the correlation of positions at two different
9FIG. 7. Time averaged MSD of the stochastic process de-
scribed by Langevin equation (54). Blue circle-markers rep-
resent the simulation results of the mean value of time aver-
aged MSD and the red solid lines are the time averaged MSD
of individual particle trajectories. Parameters are T = 1000,
σ = 1, α = 0.7 and F = 3 (a) or α = 0.3 and F = 2 (b). The
black dashed lines show the theoretical results (58), which
coincide with the simulation results of the ensemble-time av-
eraged MSD over 100 trajectories.
times. In addition, the ensemble-time averaged MSD for
∆≪ T is
〈δ2(∆)〉 ≃ 2σ
Γ(1 + α)
∆Tα−1, (58)
which is the same as the free particle case in (12); see the
simulation results in Fig. 7. Obviously, the ergodicity
breaking parameter also remains unchanged. But the
generalized Einstein relation is not satisfied when one
compares 〈δ1(∆)〉F = F∆ with (58).
The above results show that the decoupled constant
force, which affects a stochastic process all the time, will
change the first moment of the stochastic process y(t),
but maintain the ensemble and time averaged MSD, as
well as the correlation coefficient. The ergodic or non-
ergodic behavior will not be changed in a decoupled force
field. However, the Einstein relation is not valid any more
due to the changes of the first moment.
Interestingly, the results for the case of the biased
constant force in model (44) are completely opposite.
The ensemble and time averaged MSD are changed while
the exponent of ergodicity breaking parameter is main-
tained. In addition, the Einstein relation is still valid.
On the other hand, the Fokker-Planck equation corre-
sponding to the former model (44) includes the Riemann-
Liouville fractional derivative and the Fokker-Planck op-
erator while the latter model (54) involves the fractional
substantial derivative.
V. SUBDIFFUSIVE DYNAMICS IN
TIME-DEPENDENT POTENTIAL
This section focuses on the influence of the time-
dependent periodic oscillation force acting on the orig-
inal process in (2) with white Gaussian noise and on the
subordinated process in (3) with compound noise. Sim-
ilar to another two kinds of forces discussed in Sec. III
and Sec. IV, the essential difference is still that the time-
dependent force here only acts at the moments of jump
for the former case, but keeps acting on the system all
the time for the latter case.
A. Force acting on original process x(s)
Consider the Langevin system with the time-
dependent force acting on the original process x(s), and
it is expressed as [4, 30]
x˙(s) = F (t(s)) +
√
2σξ(s), t˙(s) = η(s). (59)
Noting the subordination of the original process x(s),
the force term F (t(s(t))) = F (t) has reasonable physical
meaning, since a physical force should act on a system
at physical time t not internal time s [4]. Its correspond-
ing single Langevin equation describing the subordinated
process y(t) = x(s(t)) in physical time is
y˙(t) = F (t)s˙(t) +
√
2σξ(s). (60)
It is obvious that the time-dependent force F (t) acts on
the system only at the moments of jump, and the corre-
sponding Fokker-Planck equation is [2, 4, 41, 58, 59]
∂p(y, t)
∂t
=
[
− ∂
∂y
F (t) + σ
∂2
∂y2
]
D1−αt p(y, t), (61)
where the Riemann-Liouville fractional derivative D1−αt
cannot be interchanged with − ∂∂yF (t) + σ ∂
2
∂y2 .
Using the Fokker-Planck equation (61) derived from
CTRW model, Sokolov et al. [58] obtained the recursive
relation of the moments rn(t) := 〈yn(t)〉
drn(t)
dt
= nF (t)D1−αt rn−1(t) +
n(n− 1)
2
D1−αt rn−2(t)
(62)
with r0(t) = 1, r−1(t) = 0, and n ∈ N. Two years later,
Magdziarz et al. [4] derived the same recursive relation of
the moments through the Langevin equation (60). Hence,
the correspondence between the Fokker-Planck equation
and the Langevin equation with a time-dependent force
is established.
Here we take an oscillating external force F (t) =
f0 sin(ωt). Although the ensemble averaged MSD of the
stochastic process y(t) can be obtained from the recursive
relation (62), here we also present the precise results of
the position autocorrelation function and time averaged
MSD by using the Laplace transform method. Integrat-
ing (60) with respect to time t leads to
y(t) =
∫ t
0
F (t′)ds(t′) +
√
2σB(s(t)). (63)
The position autocorrelation function of stochastic pro-
10
cess y(t) for t2 ≥ t1 is
〈y(t1)y(t2)〉
=
2f20
Γ2(α)
∫ t1
0
sin(ωt′1)t
′2α−1
1
·
∫ 1
0
sin(ωt′1u)u
α−1(1− u)α−1dudt′1
+
f20
Γ2(α)
∫ t1
0
sin(ωt′1)t
′α−1
1
·
∫ t2
t1
(t′2 − t′1)α−1 sin(ωt′2)dt′2dt′1 +
2σ
Γ(1 + α)
tα1 ,
(64)
the detailed derivation of which is presented in Ap-
pendix A; and it shows the non-stationary property of
the stochastic process y(t). After long times, the asymp-
totic expression of position autocorrelation function can
be obtained by taking λ1, λ2 → 0 in (A4) and making
inverse Laplace transform,
〈y(t1)y(t2)〉 ≃
f20 cos(
pi
2α)
Γ(1 + α)ωα
tα1 +
2σ
Γ(1 + α)
tα1 (65)
for t2 ≥ t1. Taking t1 = t2 in (64), one obtains the second
moment of y(t),
〈y2(t)〉 = 2f
2
0
Γ2(α)
∫ t
0
sin(ωt′)t′2α−1
·
∫ 1
0
sin(ωt′u)uα−1(1− u)α−1dudt′ + 2σ
Γ(1 + α)
tα.
(66)
In order to see the fluctuation of the second moment
more clearly, we simulate the first term denoted as D1(t)
in the second moment (66). The accordance between the
simulation result and the analytical result could be found
in Fig. 8. For long times,
〈y2(t)〉 ≃ f
2
0 cos(
pi
2α)
Γ(1 + α)ωα
tα +
2σ
Γ(1 + α)
tα, (67)
which exhibits subdiffusion behavior, consistent with the
asymptotic expression in [58]. The field-dependent con-
tribution, which comes from the first term in (66), makes
oscillation and additional dispersion of the particle posi-
tion compared with the free subdiffusion case (11). And
for long times, this additional dispersion grows sublin-
early with time t in (67). In addition, the first moment
of stochastic process y(t) for long times can be easily
obtained as
〈y(t)〉 = f0
Γ(α)
∫ t
0
sin(ωt′)t′α−1dt′ ≃ f0
ωα
sin
(pi
2
α
)
.
(68)
The oscillation of the mean value of process y(t) tends
to a constant for long times, which means the response
to the external perturbation dies out for long times. It
is also one of the manifestations of aging [60].
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FIG. 8. Fluctuation term of second moment of stochastic pro-
cess described by the Langevin equation (59). Black solid line
represents the analytical result D1(t) in (66), which coincides
with the simulation result averaging over 104 trajectories, rep-
resented by red circle-markers. Parameter values: α = 0.7,
ω = 1, and σ = 1.
Another equivalent expression of stochastic process
y(t) in (60) is
y˙(t) =
∫ ∞
0
δ(t−t(s))F (t(s))ds+
√
2σ
∫ ∞
0
δ(t−t(s))ξ(s)ds.
Based on this expression, the position autocorrelation
function of y(t) can also be obtained. Detailed deriva-
tion is shown in Appendix A.
Combining the first two moments and the position au-
tocorrelation function of the stochastic process y(t), one
obtains the correlation coefficient for fixed t1 and t2 →∞
r[y(t1), y(t2)] ≃
(
t1
t2
)α/2
, (69)
which is the same as the free particle in (23). The es-
sential reason for this interesting finding is that the os-
cillating external force changes the coefficient of position
autocorrelation function and ensemble averaged MSD of
the free subdiffusive process at the same degree.
The ensemble averaged integrand in (25) for long times
is
〈([y(t+∆)− y(t)]− 〈y(t+∆)− y(t)〉)2〉
≃ f
2
0 cos(
pi
2α) + 2σω
α
Γ(1 + α)ωα
[(t+∆)α − tα],
(70)
the dependence of which on time t implies the aging phe-
nomenon of this Langevin system. The ensemble-time
averaged MSD for ∆≪ T is
〈δ2(∆)〉 ≃ f
2
0 cos(
pi
2α) + 2σω
α
Γ(1 + α)ωα
∆Tα−1. (71)
See the simulation results in Fig. 9. Comparing with
the case of free particle in (12), the oscillating external
force here adds an additional contribution on the time
averaged MSD, which grows linearly with the lag time
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FIG. 9. Simulation results of the time averaged MSD of
stochastic process described by (59) for different α. The pa-
rameters are, respectively, taken as σ = 1, ω = 1, f0 = 1,
T = 1000, α = 0.7 (a) and T = 100, α = 0.3 (b). The red
solid lines represent the simulation results of time averaged
MSD of individual trajectories and the blue circle-markers
are the ensemble-time averaged MSD over 100 trajectories,
which coincide with the theoretical results (71) denoted by
black dashed lines.
∆. The disagreement between the time and ensemble
averaged MSD, which scale as ∆ and ∆α respectively,
indicates the non-ergodicity behavior of the stochastic
process. The ergodicity breaking parameter here is as
same as the case of free particle due to the same degree
of the changes on the coefficients of ensemble and time
averaged MSD.
B. Force acting on subordinated process y(t)
Next, we consider the case in which the time-dependent
external force acting on the system all the time, i.e.,
y˙(t) = F (t) +
√
2σξ(t). (72)
The corresponding coupled Langevin equation is [2]
x˙(s) = F (s)η(s) +
√
2σξ(s), t˙(s) = η(s). (73)
In order to compare with the previous model (60), we
also consider the oscillating force F (t) = f0 sin(ωt) here.
The firstly moment of stochastic process y(t) is
〈y(t)〉 = f0
w
(1 − cos(ωt)), (74)
which shows a significant difference with the constant
mean value (68) of the model (60). The mean value here
keeps oscillation at a fixed frequency ω with the evolu-
tion of time since the oscillating external force F (t) =
f0 sin(ωt) influences this system for the whole time. The
MSD of this model can be easily obtained as
〈(∆y(t))2〉 = 2σ
Γ(1 + α)
tα, (75)
which is identical with the case of free particle in (11).
It means that the time-dependent external force field
FIG. 10. Simulation results of the time averaged MSD of
stochastic process described by (72) for different α. The pa-
rameters are, respectively, taken as σ = 1, ω = 1, f0 = 1,
T = 1000, α = 0.7 (a) and α = 0.4 (b). The red solid
lines represent the simulation results of time averaged MSD
of individual trajectories and the blue circle-markers are the
ensemble-time averaged MSD over 100 trajectories, which co-
incide with the theoretical results represented by black dashed
lines.
here acts as a decoupled force, independent of the dif-
fusion behavior. It is Galilean invariant model while an-
other model (59) breaks Galilean invariance. The Fokker-
Planck equation corresponding to the Langevin system
(72) is
∂p(y, t)
∂t
= − ∂
∂y
F (t)p(y, t) + σ
∂2
∂y2
A1−αt p(y, t) (76)
with the operator in Fourier space
Fy→k[A1−αt p(y, t)] = eik
∫
t
0
F (t′)dt′D1−αt e
−ik ∫ t
0
F (t′)dt′p(k, t).
See the detailed derivations in Appendix B. Taking the
constant force F (t) = F , the operator A1−αt reduces
to the fractional substantial derivative D1−αt and the
Fokker-Planck equation goes back to (57).
As for the time averaged MSD, using the first two mo-
ments (74) and (75), together with the position autocor-
relation function
〈(y(t1)− 〈y(t1)〉)(y(t2)− 〈y(t2)〉)〉 = 2σ
Γ(1 + α)
tα1
for t2 > t1, one could obtain the time averaged MSD for
∆≪ T
〈δ2(∆)〉 ≃ 2σ
Γ(1 + α)
∆Tα−1,
which indicates the non-ergodic behavior of this Langevin
system. It is also consistent with the case of free particle
in (12). The simulation results could be found in Fig. 10.
In addition, the ergodicity breaking parameter and the
correlation coefficient of this model are also unchanged,
compared with the case of free particle.
In conclusion, the time-dependent force in (72) is a
decoupled force, just as the decoupled constant force in
(54). However, the time-dependent force in (59) plays
as a biasing force, just as the biased constant force in
12
(44). They all change the ensemble and time averaged
MSD of the free particle. One difference is that the time-
dependent force keeps the same correlation coefficient as
the free particle case, while the constant force weakens
the correlation. In addition, the Fokker-Planck equa-
tion corresponding to the former model (59) includes the
Riemann-Liouville fractional derivative while the latter
model (72) involves a novel fractional derivative similar
to the fractional substantial derivative.
VI. SUMMARY
This paper focuses on the subdiffusion in an external
force field. We mainly consider the influences of different
patterns of external forces acting on the original pro-
cess x(s) or on the subordinated process y(t). For this,
we choose three kinds of common external forces — lin-
ear force, constant force, and time-dependent oscillation
force, and investigate some important statistical quanti-
ties depending on one-point or two-point PDF, such as
ensemble and time averaged MSD, position autocorrela-
tion function, correlation coefficient, and so on. There
are obvious discrepancies between position-dependent
and position-independent forces.
One example of the position-dependent forces is the
linear force (harmonic potential) in this paper. If it acts
on original process x(s), the ensemble averaged MSD
tends to a non-zero constant for long times, while it tends
to zero at power-law rate if this force acts on the subordi-
nated process y(t). The essential reason is that the exter-
nal force drags the particle to zero position for all times in
the latter case. These two stochastic processes are both
non-ergodicity, non-stationary, and aging. However, the
position at two different times in the former Langevin
system is long-range dependent while in the latter it is
not due to the continuous effects of external force. The
position-dependent force acting on the original process
x(s) or on the process y(t) does not affect the power of
ergodicity breaking parameter, compared with the case
of free particle.
As for the position-independent force, such as, con-
stant force and periodic oscillation force in this paper,
we find that it behaves as a biasing force if acting on the
original process x(s) and does change the ensemble and
time averaged MSD, as well as the position autocorrela-
tion function. One unexpected finding is the correlation
coefficient — it becomes weaker at the effects of con-
stant force, while it remains unchanged in the case of
the periodic oscillation force. On the other hand, if the
position-independent force acts on the subordinated pro-
cess y(t), it behaves as a decoupled force and does not
make change of the statistical quantities we study.
Especially, the Fokker-Planck equations of the pro-
cesses in different force field are different, being embodied
by fractional derivatives; it is Riemann-Liouville type if
the external force affects the process only at the moments
of jump, but fractional substantial derivative or a simi-
lar novel fractional derivative if the external force keeps
acting on the process all the time.
Collecting the properties of the statistical quantities
and the discrepancies between different forces or different
patterns the forces act on the system, we have a global
knowledge of the motion of the subdiffusive particles in
an external force field. This will help us to distinguish a
large amount of processes with some similar features.
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Appendix A: Derivation of the autocorrelation
function (64)
The position autocorrelation function of process y(t)
is
〈y(t1)y(t2)〉 =
∫ t1
0
∫ t2
0
F (t′1)F (t
′
2)〈ds(t′1)ds(t′2)〉
+ 〈B(s(t1))B(s(t2))〉,
(A1)
where the cross-terms are zero due to the independence
of B(s) and s(t) and could be omitted. For the first term
in (A1), denoted as 〈y(t1)y(t2)〉1, it can be dealt with in
Laplace space. Using the expression of
F (t1)F (t2) = f
2
0 sin(ωt1) sin(ωt2)
= −f
2
0
4
(eiωt1eiωt2 − eiωt1e−iωt2
− e−iωt1eiωt2 + e−iωt1e−iωt2),
(A2)
and the correlation function of inverse subordinator s(t)
in Laplace space [31]
Lt1→λ1,t2→λ2 [〈s(t1)s(t2)〉]
= (λ1 + λ2)
−α
(
λ−α−11
λ2
+
λ−α−12
λ1
)
,
(A3)
one get
Lt1→λ1,t2→λ2 [〈y(t1)y(t2)〉1]
= −f
2
0
4
1
λ1λ2
[
1
(λ−1 + λ
−
2 )
α(λ−1 )α
+
1
(λ−1 + λ
−
2 )
α(λ−2 )α
− 1
(λ1 + λ2)α(λ
−
1 )
α
− 1
(λ1 + λ2)α(λ
+
2 )
α
− 1
(λ1 + λ2)α(λ
+
1 )
α
− 1
(λ1 + λ2)α(λ
−
2 )
α
+
1
(λ+1 + λ
+
2 )
α(λ+1 )
α
+
1
(λ+1 + λ
+
2 )
α(λ+2 )
α
]
,
(A4)
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where λ±j = λj ± iw with j = 1, 2. After performing
the inverse Laplace transform, the first term of position
autocorrelation function is
〈y(t1)y(t2)〉1
=
2f20
Γ2(α)
∫ t1
0
sin(ωt′1)t
′2α−1
1
·
∫ 1
0
sin(ωt′1u)u
α−1(1− u)α−1dudt′1
+
f20
Γ2(α)
∫ t1
0
sin(ωt′1)t
′α−1
1
·
∫ t2
t1
(t′2 − t′1)α−1 sin(ωt′2)dt′2dt′1,
(A5)
where∫ 1
0
sin(ωt′1u)u
α−1(1− u)α−1du =
√
pit′ωΓ(α)
Γ(12 + α)2
2α
· 2F3
(
1 + α
2
,
2 + α
2
;
3
2
,
1
2
+ α, 1 + α;−1
4
t′2ω2
)
for t2 ≥ t1. The second term of 〈y(t1)y(t2)〉 is
〈y(t1)y(t2)〉2 = 2σ〈B(s(t1))B(s(t2))〉
= 2σmin{〈s(t1)〉, 〈s(t2)〉}
=
2σ
Γ(1 + α)
min{tα1 , tα2 }.
Here we use the independence of B(s) and s(t), as well
as 〈s(t)〉 = 1Γ(1+α) tα [31]. Finally, the position autocor-
relation function of stochastic process y(t) for t2 ≥ t1 is
(64).
We now present another exact expression of y(t) =
x(s(t)). Similar to the method in [26],
y(t) =
∫ s(t)
0
x˙(τ)dτ
=
∫ ∞
0
δ(s− s(t))
∫ s
0
F (t(τ))dτds
+
√
2σ
∫ ∞
0
δ(s− s(t))
∫ s
0
ξ(τ)dτds
=
∫ ∞
0
Θ(t− t(s))F (t(s))ds
+
√
2σ
∫ ∞
0
Θ(t− t(s))ξ(s)ds,
(A6)
where the last equality is obtained by using δ(s− s(t)) =
− ∂∂sΘ(t − t(s)) [31] and integration by parts. Then the
differential expression of process y(t) is
y˙(t) : = y˙1(t) + y˙2(t)
=
∫ ∞
0
δ(t− t(s))F (t(s))ds
+
√
2σ
∫ ∞
0
δ(t− t(s))ξ(s)ds.
(A7)
The first term of the autocorrelation function of y(t) (A4)
in Laplace space could also be obtained from the first
term in (A7):
〈y˙1(t1)y˙1(t2)〉
=
∫ ∞
0
∫ ∞
0
∫ ∞
0
∫ ∞
0
δ(t1 − t(s1))δ(t2 − t(s2))
· F (t(s1))F (t(s2))p(t(s1), t(s2), s1, s2)dt(s1)dt(s2)ds1ds2
= F (t1)F (t2)
∫ ∞
0
∫ ∞
0
p(t1, t2, s1, s2)ds1ds2,
where p(t(s1), t(s2), s1, s2) is the two-point joint PDF of
subordinator t(s). Using the expression of p(t1, t2, s1, s2)
in Laplace space [31], i.e.,
p(λ1, λ2, s1, s2) = Θ(s2 − s1)e−s1(λ1+λ2)
α
e−(s2−s1)λ
α
2
+Θ(s1 − s2)e−s2(λ1+λ2)
α
e−(s1−s2)λ
α
1 ,
and (A2), we can also obtain the term (A4) of autocor-
relation function of y(t) in Laplace space.
Appendix B: Derivation of the Fokker-Planck
equation (76)
By the similar method shown in [3, 41], we now de-
rive the Fokker-Planck equation corresponding to the
Langevin equation y˙(t) = F (t) +
√
2σξ(t), equivalently,
y(t) =
∫ t
0 F (t
′)dt′ +
√
2σB(s(t)). As we all know,∫ t
0 F (t
′)dt′ is a process with finite variation and B(s(t))
is a martingale, which lead process y(t) to be a semi-
martingale [61]. In addition, y(t) has continuous path.
Hence we can use its Itoˆ formula as follows [61]
f(y(t)) = f(y0) +
∫ t
0
f ′(y(τ))dy(τ)
+
1
2
∫ t
0
f ′′(y(τ))d[y, y]τ ,
(B1)
where [y, y]t =
∑
i |y(ti) − y(ti−1)|2 = 2σ
∫ t
0 ds(τ) is the
quadratic variation of process y(t) [41, 62], and it could
be gotten by dtdt = dtdBt = dBtdt = 0. The PDF of
process y(t) in Fourier space is p(k, t) = Fy→k[〈δ(y −
y(t))〉] = 〈eiky(t)〉. So we take f(y(t)) = eiky(t). Then
eiky(t) = eiky0 + ik
∫ t
0
eiky(τ)dy(τ) − σk2
∫ t
0
eiky(τ)ds(τ)
= eiky0 + ik
∫ t
0
eiky(τ)F (τ)dτ
+ ik
√
2σ
∫ t
0
eiky(τ)ξ(τ)dτ − σk2
∫ t
0
eiky(τ)ds(τ).
(B2)
Taking the ensemble average of (B2), making inverse
Fourier transform, and taking partial derivative with re-
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spect to t, we obtain
∂p(y, t)
∂t
= − ∂
∂y
F (t)p(y, t) + σ
∂2
∂y2
〈δ(y − y(t))s˙(t)〉.
(B3)
The last term 〈δ(y − y(t))s˙(t)〉 could be dealt with in
Fourier space
〈eiky(t)s˙(t)〉 = eik
∫
t
0
F (t′)dt′
〈
eik
√
2σB(s(t))s˙(t)
〉
= eik
∫
t
0
F (t′)dt′
· ∂
∂t
〈∫ t
0
(∫ ∞
0
eik
√
2σB(s)δ(s− s(τ))ds
)
ds(τ)
〉
= eik
∫
t
0
F (t′)dt′ ∂
∂t
∫ ∞
0
〈eik
√
2σB(s)〉〈Θ(t− t(s))〉ds
= eik
∫
t
0
F (t′)dt′
∫ ∞
0
〈eik
√
2σB(s)〉〈δ(t − t(s))〉ds.
(B4)
Here we use the fact
∫ t
0
δ(s − s(τ))ds(τ) = Θ(t − t(s))
since Θ(t− t(s)) = 1−Θ(s−s(t)) [31, 63]. For simplicity
of notation, let us define G1(k, t) =
∫∞
0 〈eik
√
2σB(s)〉〈δ(t−
t(s))〉ds. Taking Laplace transform, one has
G1(k, λ) =
∫ ∞
0
〈eik
√
2σB(s)〉e−sλαds. (B5)
Similarly, the PDF of y(t) in Fourier space is
〈eiky(t)〉 = eik
∫
t
0
F (t′)dt′
∫ ∞
0
〈eik
√
2σB(s)〉〈δ(s− s(t))〉ds.
(B6)
We define G2(k, t) =
∫∞
0
〈eik
√
2σB(s)〉〈δ(s − s(t))〉ds, the
Laplace transform of which is
G2(k, λ) = λ
α−1
∫ ∞
0
〈eik
√
2σB(s)〉e−sλαds. (B7)
Here we use the PDF of inverse subordinator s(t) in
Laplace space (5). Therefore, G1(k, λ) = λ
1−αG2(k, λ),
i.e.,
G1(k, t) = D
1−α
t G2(k, t). (B8)
Then one has
〈eiky(t)s˙(t)〉 = eik
∫
t
0
F (t′)dt′D1−αt e
−ik ∫ t
0
F (t′)dt′〈eiky(t)〉.
(B9)
Finally, the Fokker-Planck equation corresponding to the
Langevin system y˙(t) = F (t) +
√
2σξ(t) is
∂p(y, t)
∂t
= − ∂
∂y
F (t)p(y, t) + σ
∂2
∂y2
Atp(y, t), (B10)
where the operator At in Fourier space is
Fy→k[Atp(y, t)] = eik
∫
t
0
F (t′)dt′D1−αt e
−ik ∫ t
0
F (t′)dt′p(k, t).
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