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                                                              Abstract 
Background and aim: No-show, refers to patients who do not show up in the scheduled 
appointment, which is a serious problem for many years in the hospital. Also, the no-show rates 
differ in countries because of the different care systems and medical facilities. This study aims to 
understand the characteristics of the patient who miss the appointments, analyze their data, and 
come up with suitable prediction models. 
Methods: The study consists of primary research. The main research is based on quantitative data 
that aims to analyze Helse vest data and compare different binary classifiers and choose the best 
model that fits the hospital’s business objective. CRISP-DM Methodology was preferred for the data 
mining process. The dataset consists of 61 columns and for data privacy reasons Age and date were 
not provided. Also, an SMS reminder sent was not available to use for the analysis due to GDPR. 
Results:  In the data analysis part, 9.44% missed the appointments( Ikke møtt/Ingen beskjed), 
10.57% cancel the appointment and 79.97% came for the appointment(Ordinært avsluttet). The 
result for analysis shows that young people aged 20-29 missed most appointments. 
Regarding days, Monday was the top-performing day for scheduling appointments. Thursday is the 
most missed appointment day and November is the most missed appointment month whereas least 
July is the least missed appointment. Precision was highest for Random Forest with  89.56% correctly 
predicted as a show and the values were actual show, whereas recall was highest for GaussianNB 
which was 80.87% which means out of all show, 80.87% was predicted show. 
Conclusion:  Patients aged 20-29 missed most appointments. Random Forest is better among all in 
terms of distinguishing between shows and no shows. However, solving this issue fully is challenging. 
In a nutshell, it would be well served to develop an understanding of the situation and business 
objectives under which each evaluation metric should be utilized. 
 
                          Keywords 
 Hospital Missed Appointments, Show, no-show, Classification models, Machine learning, 
C_kontaktAvsluttkodeNavn, Binary Classification, Precision and Recall 
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1.1 Background and motivation 
 
Patients who do not present in the scheduled appointment which means no-shows are considered 
as a critical issue in health care settings. This will consequently lead to a waste of resources, money, 
and time(Healthwatch Lincolnshire, 2014; Hasvold and Wootton, 2011, Dantas et al., 2018). Missed 
appointments are an issue that has health and economic consequences and concerns children, and 
juveniles(Triemstra & Lowery, 2018). Nang et al. (2014) stated that they have an impact on longer 
appointment times leading to dissatisfied patients due to poor management and eventually loss of 
revenue for the hospital. In this report, they mentioned that 36% of patients forget the 
appointments and 27% feel good and just stayed at home and did not present in the appointment. 
They also used SMS reminders before the appointment, but one out of four patients were 
absentees. This has done tremendous waste of resources and time. There are many ways to see the 
side effects of missed appointments in this sector and described below. 
First, health expenditures are skyrocketing and facing health-related spending (Bhattacharya et al., 
2014). In another research conducted by Bech(2005), there are two types of costs involved when 
patients missed appointments, namely, social costs and financial costs. Social costs refer to unused 
facilities like ward capacity, and time whereas Financial cost means less amount reimbursed due to 
lack of patients because patient missed the appointment. 
Secondly, Stubbs et al.( 2012) present the research on the reduced productivity of health care 
providers because of workflow, and efficiency in the clinics. This has resulted in dissatisfaction with 
higher waiting times and perception of an overall decrease in the quality of the healthcare 
system(Dantas et al., 2018). Moreover, no-show delays clinical care and the resources could have 
used in improving services and quality(NHS Digital, 2018) 
 Thirdly, due to increasing no-shows, waiting times get increased for other patients as well and they 
do not get proper treatment on time(Bhattacharya et al., 2014). 
The pivotal part is that patients who miss appointments have a negative impact on their health 
because they are the ones who need treatment. DiMatteo (2000) in his research states that if any 
patients avoid the appointment they will suffer at last anyway.  
My motivation for this thesis is to check the data quality, improve the data quality, prepare the data 




1.2  Definitions 
There are several definitions used in the literature to describe the phenomenon in which patients do 
not show appointments at scheduled dates and times. Attending an appointment means “attending 
an appointment that had been prearranged” (Guy et al.,2012). Dantas et al.(2018) defined missed 
appointments as broken appointments or no-show appointments. According to Pesata et al. (1999)  
missed appointments referred to patients who “do not attend their scheduled visits”, or “fail to 
appear for their visit”. Turkcan et al. (2013) refer to missed appointments and cancelled 
appointments are different. 
No show is the event when a patient does not come for a previously scheduled appointment or 
cancels with minimum time where the appointment slot will be empty, and none get the 
appointment (Hanauer & Huang, 2014). 
As discussed, various terms are equivalent to the no-show definition and have been used in many 
conditions and domains, but the meaning remains the same. 
 
1.3 Related Work 
1.3.1 Show and No-show rates 
 
To delineate the issue of no-show, there will be mentioned some research conducted for no-show in 
outpatient care. 
Dantas et al. (2018)  concluded from  105 papers that the average no-show rate across all studies 
was found to be 23.0%, and further analysis revealed that this rate was highest in the African 
continent (43.0%) and lowest in Oceania (13.2%).  In  Asia, there is a contribution of 25.1% of no 
show and 19.3% in Europe. Its reach is global. They also identified patient characteristics that were 
more frequently associated with no-show behaviour: Young adults, poor patients, place of the house 
is far from the clinic; no private insurance. Furthermore, patients with mental health problems, 
those taking psychiatric medication and/or making use of tobacco, drugs, and/or alcohol were also 
frequently found to be more likely to miss their appointments. They also find out that indicate that 
primary care and psychiatric care are the core research area that is most explored regarding no-
show in appointment scheduling. Dantas et al. (2018) depict the median no-show rate over ten years 






Figure 1: Box plots of No-show rates over 10 years period 




Figure 2: Box Plots of medical departments concerning no-show 
Source: Adapted from Dantas et al. (2018:415) 
  
In figure 2, Physiotherapy holds the highest median no-show rates (57.3%), followed by 
endocrinology and cardiology. In contrast, exams and others had the lowest median no-
show rates. The interesting part here is Psychiatry/mental health and primary care was most 
studied dealing with no-show rates. 
NHS Digital(2018) investigated attendance and show rates in NHS hospitals, England in 2017-2018. 
The study gave some interesting results such as The number of outpatient appointments has 
doubled since 2007-08, surging from 66.6 million to 119.4 million in 2017-18. Furthermore, the 
number of patient attendance has skyrocketed significantly from 54.4 million in 2007-2008 to93.5 




        
Figure 3: Comparison of attendance and appointment over 10 years period 
Source: Adapted from NHS Digital(2018) 
  
 
1.3.2 Exploratory Data Analysis and Machine learning models 
Numerous journal papers and articles from other studies have been studied and investigated about 
no-shows in hospitals to reduce the no-show rate. Analysts have used exploratory data analysis and 
model the data to evaluate the models. 
Most of the studies have found that age is inversely proportional to the probability of no-
show(Menendez et al.,2015; Peng et al.,2016).  Young adults were likely to miss most 
appointments. Insured patients were highly likely to show at the appointments than those who pay 
their medical fees(Menendez et al.,2015;  Karter et al.,2004). Another research conducted showed 
that gender is not a statistical predictor of missed appointments, however, some studies reported 
that men missed more appointments than women(Peng et al.,2016; Torres et al.,2015). Day of the 
week and month of the appointment and appointment time were not a predictor of missed 
appointments according to many research papers(Daggy et al; Torres et al.,2015). But some research 
studies found that most non-attendance occurs on Mondays(Kheirkhah,2016; Torres et al.,2015). 
Kurasawa et al.(2016) used a logistic regression model to predict no-shows for diabetes patients. The 
value of AUC for the best predictor was 0.958. Precision was 0.757, the recall was 0.659 and F-
measure was 0.704. Similar research was conducted by Elvira et al.(2018) and they used the 
Gradient Boosting algorithm for no-show prediction. The model evaluated AUC as 0.74. Mohammadi 
et al.(2018) studied three ML models to predict the no-show of the next scheduled medical 
appointment. Naïve Bayes held the highest accuracy of 82%. The AUC for logistic regression, naïve 
Bayes, and Multilayer perceptron are 0.81, 0.86, and 0.66, respectively. 
On the other hand, three ML algorithms were identified, Random Forest, Decision Tree, and Naïve 
Bayes, and important features were selected for training the models. Random forest outperformed 





The first objective in this thesis will be to check and evaluate the quality of the medical data used for 
the case study. The quality will be evaluated by looking at data types, check for missing values in the 
rows, check for null values, removing unnecessary symbols and words from the dataset. Good data 
quality plays a crucial role in data analysis. 
The second objective is to explore and analyze the dataset. This is achieved by using necessary 
columns and rows. This part is crucial to understand the data. The number of columns, rows, the 
shape of data, properties of data, etc. can be obtained during this phase. By exploring the dataset, I 
found out young adults missed most appointments, and the most missed days were Monday.   
The third objective is to use the models available. I have used 6 binary classifier models. Although 
the target variables have 3 classes, I have reduced them to 2 classes to make it binary.  
The fourth objective is to evaluate the used models. Confusion matrix, Precision, Recall, AUC ROC 
Curve, Precision-Recall curve, error rate, MCC are the metrics that will be implemented in the thesis. 
The fifth objective is to write conclusions, Future work, and limitations of the thesis report. 
 
 
1.5 Dissertation organization 
 
The rest of the thesis incorporates four chapters and structured as follows: 
 
In chapter 2, I focus on background theories of several machine learning models such as Decision 
Trees, Random Forest, Logistic Regression, Gradient Boosting, GaussianNB, and K nearest 
Neighbours. Briefly, I  emphasized evaluation metrics such as Confusion Matrix, Area under ROC 
curve, Precision-Recall curve. 
 
Chapter 3 focuses on the experimental setup and methodology followed throughout the thesis.  I 
have implemented and used the CRISP-DM methodology. Concepts of this data mining process are 
explained. Data cleaning, data preparation is briefly explained in this chapter. 
 
Chapter 4  consists of results and discussion. Accuracy score, analysis, and discussion of ROC Curve, 
PR curve, Matthews correlation curve, etc are discussed in detail. 
 
Finally, chapter 5 comprises Conclusions. Summarizing achievements, limitations and future work 









2  Background Theory 
 
This thesis uses machine learning models for model building and evaluating the models in the 
evaluation phase. The task in the thesis is to classify the target variables by using multiple 
classification models by predicting the class labels. A classification issue will be encountered when 
an instance of a class needs to be assigned into a certain fixed class based on several observed 
attributes related to that object. Classification problems are huge in industries and markets. For 
instance, Stock market prediction, Weather forecasting, Medical diagnosis, Speech recognition 
(Moghadassi et al.,2016; khan et al,2009). This thesis will focus on supervised learning classification 
models meaning  
 
2.1 Machine learning models 
 
One of the most used machine learning works, which involves predicting a target variable in the 
previously unseen data, is a classification that falls under supervised learning(Mohamed et al.,2015). 
I have implemented different classification algorithms in this thesis. Since the problem is to classify 
the target variable, unsupervised learning is ignored. The classification model aims to predict a 
target class in our case it is ” c_kontaktAvsluttkodeNavn” by building and comparing several 
classification models based on a training dataset, and then testing the model in test data(Witten, et 
al., 2011). I have used several machine learning models(Classification Models) such as Decision 
Trees, Random Forest, Logistic Regression, Gradient Boosting, K Nearest Neighbours, Naïve Bayes. 
 
Figure 4. Supervised Learning versus Unsupervised Learning (Bunker & Thabtah 2019). 
2.1.1 Decision Tree 
 
Decision trees are the most popular machine learning algorithm for classification problems. It is easy 
to use and interpret, handles categorical features of data, works on binary and multiclass 
classification problems. This algorithm does not have to scale and normalize the data. Therefore, a 
decision tree requires less effort for data pre-processing during data preparation.  However, I have 
scaled the data throughout the data modeling process. The drawback of this model is that they are 
unstable, a small change in data leads to a change in the structure of the optimal decision tree. This 
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can be remedied by replacing single trees with multiple trees. The code below is the instantiate of 
the decision tree. 
model3 = tree.DecisionTreeClassifier(max_depth = 13) 
("Classification and regression - Spark 3.1.2 Documentation", 2021). 
 
 
2.1.2 Random Forest  
 
Random forest is the most popular family of a classification systems. It is the ensemble of decision 
trees. It is better than a decision tree because it combines many decision trees resulting in the risk of 
overfitting. Random Forest supports and handles categorical and numerical variables well. The 
algorithm works randomly in the training dataset, in such a way each decision tree is different. Due 
to this randomness, there are chances of model bias slightly. From each decision tree, the random 
forest gets the class vote, and then it is converted into a majority vote by taking an average of all 
class votes obtained from each decision tree. The most crucial parameter for improving the 
performance of this model is and max_depth. 
The code below is the instantiate of Random Forest. 
model4 = ensemble.RandomForestClassifier(n_estimators=1000, max_depth=5) 
Max_Depth: This parameter is so powerful and expressive. On the other hand, increasing max_depth 
takes a longer time to train the data and prone to overfitting("An Implementation and Explanation of 
the Random Forest in Python", 2021).  
2.1.3 Logistic Regression 
 
Logistic regression is a classification model suitable to predict categorical responses. It predicts the 
probability of outcomes. Using family parameters while selecting binomial or multinomial logistic 
regression otherwise, the spark will automatically find the correct variant and classify the parameter. 
For binary classification problems, the algorithm outputs a binary logistic regression model. Given a 
new data point, denoted by x, the model makes predictions by applying the logistic function: 
f(z)=  1÷(1+e-z), this function is called as Sigmoid function[3]. 
where f(z): output between  0 to 1. 
           z: Input to the function. 
           e: base of natural log  
The sigmoid function is used to map predictions to probabilities. 
 
The code below is the instantiate of Logistic regression. 
model1 = LogisticRegression(solver='saga', max_iter=100) 
 
max_iter: Number of iterations for solvers to converge. 
Solver: saga is used for the larger dataset. 





2.1.4 Gradient Boosting 
 
Gradient boosting is a general-purpose model and the most efficient machine learning algorithm 
used for classification. 
The key idea of the algorithm is iterative minimization of target loss function by training each time 
one more estimator to the sequence. In this implementation, decision trees are taken as estimators. 
Boosting means being strong. By using this model, weak learners become strong learners. 
Predictions of the final ensemble model are the weighted sum of all predictions from initial trees. All 
the weighted sum of predictions of trees are calculated making this model better than decision trees. 
Models are fit using loss function and gradient descent optimization algorithm. This is how this name 
of the model comes to exist ("Understanding Gradient Boosting Machines", 2021).  
The code below is the instantiate of Gradient Boosting. 
model5 = ensemble.GradientBoostingClassifier(n_estimators=100, learning_rate=1.0, max_depth=1, 
random_state=0) 
 
 Parameters included: 
     n_estimators - The number of trees or estimators in the model. 
    learning_rate – learning rate of model 
   max_depth - This parameter is so powerful and expressive. On the other hand, increasing  
max_depth takes a longer time to train the data and prone to overfitting 
 
2.1.5 K Nearest Neighbour 
 
K Nearest Neighbour is a simple and most preferred algorithm that classifies data points based on 
the points that have more similar characteristics with other data points. It uses test data to guess 
which unclassified will be classified to some data points. The benefit of using this classifier is: it is 
easy to use and interpret, quick processing time, and straightforward. However, it has some 
drawbacks such as finding optimal value of K, fewer quality data gives less accuracy to the model. 
This model is suitable for recognition systems, classification systems, and so on. 
The idea behind KNN is that firstly, data pints need to be in feature vectors. This model then finds the 
distance between the values of these points and this is possible using Euclidean distance ("K-Nearest 
Neighbors (KNN) Algorithm for Machine Learning", 2021). 




Figure 5: Euclidean Distance formula 
Adapted from: "K-Nearest Neighbors (KNN) Algorithm for Machine Learning", 2021 
KNN finds the Euclidean distance between each data point and the test data. After that, it finds the 
probability of calculated points that is being like the test data and classifies it based on which points 
share the highest probabilities ("K-Nearest Neighbors (KNN) Algorithm for Machine Learning", 2021).  
The code below is the instantiate of K Nearest Neighbor. 
model2 = KNeighborsClassifier(n_neighbors=4) 
 
2.1.6 Gaussian Naïve Bayes 
 
     Gaussian Naïve Bayes is a classification algorithm that uses  Bayes’ theorem to classify data 
points. The Bayesian theorem describes the probability of an event will occur if you have prior 
knowledge of a condition related to the specific event.  
 Naïve refers to data points independent of one another. Naive Bayes classifiers use the probabilities 
of certain events being true and other events being true to make predictions about new data points. 
Therefore, this is a unique algorithm in the classification domain. Certain advantages include ease to 
build, use, train, and ignore useless variables. However, disadvantages include that it assumes data 
points as independent and does not work well with smaller data sets. 
This algorithm is popular in spam detection, missing appointments, and facial recognition ("Naive 
Bayes Classifiers for Machine Learning", 2021). 
Let us consider two events A and B. The formula to calculate the probability of different events 
occurring is: 
 
Figure 6: Formula of Bayes Theorem  
Source: Adapted from "Naive Bayes Classifiers for Machine Learning", 2021 
Where,  
P(B|A) = is the probability that event B will occur if event A is true. 
p(A|B) = is the probability that event A will occur if event B is true. 
P(A), p(B) = is the probability of events A and B that occur independently of each other. 
The code below is the instantiate of Gaussian Naïve Bayes Classifier 
model6 = GaussianNB(var_smoothing=1e-9) 
 
2.2 Model Evaluation 
Models are typically evaluated by Confusion matrix, AUC, Precision-Recall curve. 
The data is split into training and testing data before evaluation. From this thesis, training data is 
70%, and testing data is 30%. While evaluating the models, data must be balanced and scaled 
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properly. An imbalanced dataset makes the models appear impressive while they are not real. Some 
of the models such as Logistic Regression must be scaled otherwise the result will be worthless. 
2.2.1 Confusion Matrix 
After building the model, it is essential to evaluate the model. This is when the confusion matrix 
comes into play. It measures the performance of models for classification problems. The target 
variable I have used in the thesis has a binary class. Therefore, I will have a 2*2 Confusion Matrix. It 
is a table with four combinations of Actual and Predicted values. 
 
Figure 7: 2*2 Confusion Matrix for Model Evaluation. 
Source: Adapted from Understanding Confusion Matrix, 2021. 
TP stands for True Positive. 
FP stands for False Positive. 
FN stands for False Negative. 
TN stands for True Negative. 
Having the values of all these values will help us to calculate other important elements of evaluation 
such as precision, recall, F1-score, and AUC-ROC Curve("Understanding Confusion Matrix", 2021). 
 
Understanding all these evaluation metrics is important and should be inclined to business problems 
and objectives. 
Let me provide examples of the confusion matrix metrics. 
For instance, in Hospital missed appointments: 
 
True Positive: 
Elucidation: Actual is positive and predicted is positive. 
It is a predicted show and it is a show("Understanding Confusion Matrix", 2021). 
 
True Negative: 
Elucidation: Actual is negative and predicted is negative. 






Elucidation: Actual is Negative and predicted is Positive. 
It is a predicted show, but it is a no-show. 
 
False Negative: 
Elucidation: Actual is Positive and predicted is Negative. 
It is a predicted no-show and it shows. 
 
Recall: 
Out of all positive classes, how much we predicted correctly is called Recall. The recall comes to play 
when False Negative trumps False Positive. It is also called Sensitivity or True Positive Rate. 
It is calculated as: 
 
Recall =        TP 
                    TP +FN 
 
Precision: Out of all classes predicted positive, how many are positive is called Precision. Precision is 
a useful metric when False Positive is a higher concern than False Negative. It is also called a True 
Negative rate or Specificity. 
Precision =        TP 
                       TP +FP 
 
Accuracy:  
Out of all classes, how many predicted correctly is called Accuracy. 
Accuracy =        TP+TN 
                       TP +FP+TN+FN 
F1-score: It represents the balance between precision and recall. It is also an important metric in the 
Machine learning algorithm. Usually, to evaluate the performance of algorithms, F1-score need to be 
checked. Precision and recall both need to be combined and checked and F1-score does that. It is 
the harmonic mean of precision and recall. 
 
F1-score =  2* Precision * Recall 
                          Precision + Recall 
("Understanding Confusion Matrix", 2021). 
 
Matthews correlation coefficient:  
 It is also an evaluation method for binary class classification problems. It is a powerful evaluation 
metric that provides a single value as a result and when both positive and negative classes are 
equally important for the study of models. MCC provides more information about the models rather 
than that of accuracy score and f1-score. This metric is mostly applicable in bioinformatics and 
medical fields. The coefficient score lies between -1 to +1. The number that lies close to 1 is better 
and the number that lies around -1 is considered not a good score.  It is the most informative among 
all the single evaluation metrics discussed so far. This coefficient is calculated from the confusion 




It is the correlation coefficient between the observed and predicted binary classifications. MCC 
displays a high score if the binary classifier correctly predicted most of the positive samples and 
most of the negative samples and if most of its positive predictions and most of its negative 
predictions are correct. If the model cannot correctly predict most of the positive and negative 





When it comes to incorrect classification error rate comes into play. The error rate has a score from 
0 to 1. Rate near to 0 is best and rate near 1 is worst. It is calculated as the total number of two 
incorrect predictions divided by total samples. The two incorrect predictions are FP and FN. It can 




2.2.2 Area Under Curve 
 An excellent model has an AUC near 1 which implies it has a good measure of separability and a 
poor model has an AUC near 0 which implies it has the worst measure of separability. This metric 
demonstrates how much the model can distinguish between classes. ROC is plotted with TPR against 
FPR. This metric is desirable because of the scale-invariant and classification threshold invariant.  
The threshold value for AUC is 0.5, which means it has no discrimination power to distinguish 
between positive class and negative class. 
True Positive Rate(Recall) and True Negative Rate are inversely proportional to each other. 
Similarly, when the threshold value gets decreased, positive values increased which will eventually 
increase the TPR and decrease TNR. 
Also, when the threshold value gets decreased, negative values increased which will eventually 




2.2.3 Precision-Recall Curve 
 
This is a special type of curve that considers Precision and Recall. This is very different from than 
AUC curve and uses a limited Data science community. When there is a higher case of data 
imbalance, this type of curve is very useful to look at it. Since our data is an imbalanced dataset, I 
must calculate and plot this curve as well. As stated before, true negatives samples are not of big 
concern as true positives samples. Therefore, a  suitable metric that is not as determined by the 
number of true negatives should be used. A suitable metric for this type of situation is the Area 
under the Precision-Recall(PR) curve. As the name suggests, it is a curve plotted between precision 
and recall. The recall is positioned on the horizontal axis and precision is placed on the vertical axis. 
The perfect PR score is 1 and the minimum score is 0. The perfect score of 1 implies that all positive 
predicted values are correct, and all positive values are detected. 
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For different thresholds, the plot shows the trade-off between precision and recall. A high area 
under the PR curve represents both high recall and high precision, where high precision means low 
false-positive rate, and high recall means low false-negative rate. High scores for both show that the 
classifier is returning high precision, and high recall. This curve is more useful in binary classification 
problems. The curve will be different than the AUC curve because this curve used precision and 
































3 Experimental setup 
 
3.1 CRISP-DM Methodology 
The experiment setup I have followed is a standard framework for the data science project, CRISP-
DM(Cross Industry Standard Process for Data Mining). This framework addresses business and data 
understanding,  data preparation, model building, evaluation, and deployment. (Wirth & Hipp, n.d.) 
 
 
Figure 8: Phases of the CRISP-DM methodology  
Source: Adapted from (Wirth & Hipp, n.d.) 
 
From figure 8, the different steps are iterative, meaning this process can be improved over time. This thesis 
has followed this standard framework. Most of the thesis is about data preparation and modeling. 
The phases of CRISP-DM methodology are described in brief below: 
3.1.1 Business Understanding 
  This is the initial phase of this methodology. This phase focus on project aims and objectives from a business 
perspective. After the objectives, it will be implemented to create this knowledge for data mining problems. 
For my master thesis, the project aims to find the characteristics of people who miss appointments, explore 
the data, find a suitable classifier. This level of understanding is necessary to understand the problem. 
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3.1.2  Data understanding 
This phase starts with data collection methods. This is where data quality issues can be recognized. 
More information about data can be studied during this phase of the data mining process. I have 
been provided data from the Helse vest. Data collection was done from the analyst of the hospital. I 




3.1.3  Data Preparation          
 This is the most crucial phase of the data mining process. Complete data preparation has an overall 
impact while modeling the dataset. Data cleaning, reformatting, changing data types, combining 
data for analysis, data transformation such as using pipeline, OneHotcodEncoder. This phase takes a 
long time while analyzing data science projects. 
 
3.1.4   Modeling 
 Different modeling techniques are used in this phase. Appropriate parameters for specific models 
can be used to get optimal results from the model. There is a close relationship between data 
preparation and modeling. Better the data preparation more accurate results can be obtained during 
the modeling and evaluation phase. 
 
3.1.5 Evaluation 
Before deploying the model, the evaluation phase needs to be thoroughly studied and analyzed. 
Model evaluation should match the business aim and objectives. It also checks if any objectives are 
still not satisfied. 
 
3.1.6  Deployment 
After the model is created and evaluated deployment comes to take place. Users have an immense 
role in this phase as after deployment users give feedback and it can be improved over time. The 
models deployed need to be user-friendly and the company that deploys need to improve the model 







3.2 Data Quality 
 
In this sub-chapter quality of the dataset will be studied and visualized. The column names are in the 
Norwegian language. Some of the column names are difficult for native Norwegians to understand 
as well. Despite that, it has been converted to English. The data is lacking dates, SMS reminders due 
to GDPR issues which is critical for data confidentiality. In this topic, an overview of the dataset, its 
description will be elaborated. 
3.2.1 Summary of Dataset 
 
The dataset used in this thesis is provided by Helse Vest. It contains medical data about 
appointments. The dataset is about 6.59 MB of data. It is a CSV file. It has 61 columns and 31858 
rows. Due to privacy reasons: gender, SMS messages, the date is not included in the dataset. This 
also gives less opportunity to compare data on different dates, whether SMS encourages the patient 
to be present on an appointment and gender to know which type of age group and which gender 
miss appointments. Overall, finding characteristics of a patient who misses appointments would be 
difficult in this case. 
3.2.1.1 Attributes   







Table 1: Overview of Attributes name 
The description is written from Helse vest in an excel file. Although, only relevant and useful 
columns have been translated into English and some of the columns are not even described. 
I will describe some columns that are useful for the data analysis part. Also, some of them are 
converted into English. 
1. c_henvType – Referral type 
2.  c_kontakt_OppmoteTid_r - Scheduled appointment time, hour 
3. c_kontakt_OppmoteUka_r - Scheduled appointment time, weekday 
4. c_kontaktAvsluttkodeNavn – Appointment exit code in text (Ikke møtt/ingen beskjed = No-show, 
Pasientønsket avbestilling = Cancelled by patient,   Ordinært avsluttet = Appointment conducted). 
This is a target variable. 
5. c_kontaktOmsorgsNivaa – care level of  Scheduled appointment 
6. c_kontaktOppmoteMaaned_r – Appointment time, month 
7. c_kontaktType – Appointment type 
8. c_pasAlder_r – Age group 10 years of difference. 
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c_kontaktAvsluttkodeNavn is target Variable. This variable has three instances namely: Ikke 
møtt/ingen beskjed = No-show, Pasientønsket avbestilling = Cancelled by patient,   Ordinært 
avsluttet = Appointment conducted. 
c_pasAlder_r refers to age group. 20-30, 30-40,  40-50, 50-60, 60-70, 70-80 and above 80 are age 
group divided equally. For example, in the age group [20-30[, 20 is included and 30 is excluded, it 
means till 29 years. 
3.2.2 Data preparation 
 
Data preparation also refers to data pre-processing, which deals with what 
the data is, check data quality and make it better for modeling, check for the data types, combining 
and consolidating data, and transform data to use for analysis purposes. In conclusion, it gives better 
data analysis experience. Data accessing, sorting, exploratory data analysis all come under data 
preparation. Without data preparation or little use of this phase have misleading results because it 
provides misleading results. Dirty dataset always needs to be formatted and clean and by following a 
standard set of rules only it should be ready for the analysis(Modelling). Analyst spends too much 
time planning and doing data preparation because of dirty data, errors, and imbalanced data. This is 
expensive and time-consuming. Missing values, changing data types, checking relationships using 
libraries are tested and checked in this phase. 
 
3.2.2.1 Data Loading 
 
This is the most important part to start with data preparation. Without loading the data, it is 
impossible to prepare. Loaded data is prepared for analysis. Data loading is a primary step in data 
analysis. The read_csv() method converts a CSV file to a Pandas object which is understandable by 
python. The dataset I have received is a CSV file and this needs to be converted to Pandas objects. 
 
Listing1: Loading CSV file masterdata_anon  into pandas DataFrame 
In this listing, a CSV file is loaded into DataFrame. It becomes Pandas' objects after loading it. This 





3.2.2.2 Data Cleaning 
 
This is the process of removing or fixing data, corrupted, inaccurate, incomplete data within the 
dataset.  This type of imbalanced and dirty data gives undesired results. It is also called Data 
scrubbing. Good data cleaning assists to make better decisions. There are several steps for data 
cleaning. 
First of all,  removing duplicate data or irrelevant data, Duplication is considered a serious issue and 
often makes the analysis hard and makes the wrong output. De-duplication is the area of interest 
not to be overlooked during data science projects. 
Handling missing values plays a vital role and with missing values classifier gives an error message. 
Dropping the missing values is the easiest way to work faster and it is the most common method to 
tackle in this type of situation.  
Checking data types is also a good practice to explore and analyze data. The data variables that need 
to be analyzed and use in a model need to be numeric. The data provided to me was of Object data 
type. I had to change the data types to numeric which made the work for analysis and evaluation of 
models quick and hassle-free("Data cleaning: The benefits and steps to creating and using clean 
data", 2021). 
 
Listing2: Checking for null values 
This command returns False, which means there are no null values. 




Figure 9: Heat Map to show any null values 
 
 
Listing 3: Shifting rows 
This command we see will shift the row index upwards. Since that make, the analysis wrong, shifting 






Listing 4: Changing data type to numeric data type 
 
Listing 5: Removing dirty data using str.replace 
.str.replace will replace all occurrences of dirty data that will be specified in the code ("API reference 
— pandas 1.2.4 documentation", 2021). 
In my case for c_pasAlder_r, *, and c_pasAlder_r is included in the rows. Similarly, 
c_kontaktAvsluttkodeNavn is also included in c_kontaktAvsluttkodeNavn column. Therefore, these 
non-useful data are removed by using ‘’ in the parameters.  
  
For analysis, all required columns need to be numeric. These data types are object data types. 
Before modeling, I have converted to numeric, and analysis is performed.   
 
3.2.2.3 The class imbalance problem 
 
Class imbalance refers to the condition in which the dataset within the class has more examples than 
the other. 
Before working on machine learning models, data need to be balanced. Imbalanced classification is 
predominantly tough as a predictive modeling task because of the highly skewed class distribution. 
This will eventually result in penurious performance with conventional machine learning models and 
evaluation metrics that assume a balanced class distribution. There are different techniques to 
handle the unbalanced dataset namely class weights, SMOTETomek, Oversampling, and 
Undersampling. During my master's thesis, I have selected oversampling techniques. 
In Oversampling technique, no information from training data will be lost because this technique will 
increase the minority class. Another advantage of this method is that its attenuates overfitting 
caused by oversampling. The majority class is 30 times more than the minority class. The drawback 
of this technique is due to duplicate data from minority class overfitting rises for some models. 
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However, Undersampling works by reducing the majority class drastically to match with the minority 
class. In my case, 30 times less than the majority class. Consequently, I have decided to use SMOTE. 
 
SMOTE stands for Synthetic Minority Over-sampling Technique and widely used oversampling 
method. Data need to be balanced only for training data, testing data should not be balanced 
otherwise incorrect classifications can be expected with the wrong confusion matrix (Khamsan & 
Maskat, 2019). Imblearn is a special python package for balancing a dataset. The various resampling 
techniques include: Under Sampling, Oversampling, and combination of both samples ("imbalanced-
learn API — imbalanced-learn 0.3.0.dev0 documentation", 2021). 
 
Listing 6: Balancing the training data. 
With smote, I oversample count of zero from 3462 samples to 18837 samples. A counter will count 
the number of Occurrences of each sample. 
3.2.2.4 Accuracy Trap 
 
It is now widely accepted that high accuracy is not necessarily an indicator of good classifier 
performance and therefore lies the accuracy paradox. Despite able to do a perfect job of 
classification error rate, high accuracy models may fail to capture pivotal information. Due to the 
highly imbalanced dataset accuracy is useless anyway. Sometimes, a test set might have high 
accuracy and perform worse than a test with lower accuracy. All the incorrect classifications are 
treated the same by Accuracy. False negatives and False positives are also treated the same. In 
medical terms, this is undesirable(Valverde-Albacete & Peláez-Moreno, 2014). For example, a person 
having diabetes untreated is highly undesirable than some testing that turns out to be unnecessary. 











3.2.2.5 Algorithms and Software    
 
The programming language for this thesis is Python with the software Jupyter notebook. Python is 
easy to learn, powerful programming language. The popularity is huge because of libraries for 
visualization such as Matplotlib, Seaborn, and Plotly. Plotly is also a popular and powerful data 
visualization tool because it plots complex visualizations using the concept of data, layout, and 
interactive figures ("ROC and PR Curves", 2021). I have used powerful packages like Pandas, 
TensorFlow, Keras, NumPy, etc. Jupyter notebooks have gained so much popularity among the data 
science community because of their interactive, easy-to-access through the web browser. The code 
can be explained in the same notebook which makes easy for students and data science enthusiast. 
It is an interactive web-based browser and can show audio, video, text, images. It also has a facility 
to download notebooks in the form of pdf, ipynb files, etc. Code can be easy written in text format 



























4 Results and Discussion 
 
This section is divided into two sections. They are as follows: Exploratory Data analysis explaining 
basic statistics, summary data, and finding interesting insights. Classification Models evaluation in 
terms of Confusion matrix, ROC Curve, and Precision-Recall curve. 
4.1 Exploratory Data Analysis 
Before diving deep into modeling and evaluation, it is momentous to look at the data from different 
scenarios to find disentangling patterns. This can be performed by exploring the dataset, showing 
basic statistics, plotting insightful graphs from python visualization libraries which supports the 
decision-making process during the evaluation phase. 
First, it is crucial to understand the target variable and have a good idea about all the classes present 
in that target variable. There are three classes in  this target variable namely Ordinært 
avsluttet(Show), Pasientønsket avbest(Cancelled by patient), and Ikke møtt/ingen beskjed(No-show). 
 






Figure 11: Number of samples from each appointment types 
A close look at the chart and data distribution clearly shows that number of appointment attendees 
is way higher than no-shows. In other words, Ordinært avsluttet tops the list with 25479 people 
show at the scheduled appointment. Contradictory, 3369 cancelled the appointment(Pasientønsket 
avbest), and 3009 missed the scheduled appointment(Ikke møtt/Ingen beskjed). 
It is good practice to show the information from the dataset in percentage form. 
 
Figure 12: Appointment types in Percentage. 
9.44% miss the scheduled appointment. When normalize is set to True,  returns relative frequency 
by dividing all the values by the sum of values. 
Age group is also an important variable to look at it. It is crucial to know the status of their 
appointment concerning age group. This statistical information helps to target which age group 





Figure 13:  Appointment types with percentage share for age-groups 
I have grouped 'c_kontaktAvsluttkodeNavn' and 'c_pasAlder_r' by using groupby method. This 
method will group only these columns and provide the required results. It is an excellent way to 
filter and get all appointment types across age groups. 10.7% of patients of age-group [20-30[ 
missed the appointments followed by 9.38% and 8.52% of age-group [30-40[, and [40-50[ 









Figure 14:  Comparison of appointment types. 
Figure 14 elucidates all appointment types for age groups. This bar chart has some interesting trends 
to understand the data. There is a significant drop of Ordinært avsluttet(show). The reason is that th
e dataset has more appointments from age groups from [20-30[. A total of 13651 appointments are 
scheduled for younger patients. Patients cancelling the appointments are also higher in the age grou
p [20-30and missing the appointments are also higher in this category. Moreover, all types of appoin





Figure 15: Trendline of no-show for age groups. 
 Figure 15 illuminates that, Age group [60-70[ missed the least appointments with 4.08%. This can be 
verified from this line graph and the calculation done before for all groups in percentages. Also, the 
interesting trend here is, there is a slight increase in a no-show for [70-80[ age group with 4.667%. 
Overall, there is a significant reduction of miss appointments when age gets higher.  
While exploring the data, the day of the week and month are also important factors to consider.  
Finding insightful results is the key while performing data exploration. The results for which days and 
which month patients missed the appointments are useful information for business aims and 
objectives at the end. 
 
Figure 16: Breakdown of appointments in each day 
Figure 16 gives detailed information about each day scheduled appointment. Monday contributes 
22.70% followed by Tuesday 21.83%,  Wednesday 21.70% in descending order. On weekends, too 




Figure 17: Bar chart to show scheduled appointments for each day. 
Figure 16 and Figure 17 represent each week's scheduled appointments with the count-wise and 










Figure 19: Show and No-show for all days of a week 
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However, Figure 19, provides no-show results as well. It looks like no-show contributes similarly for 
all days. Counting and percentage share give more knowledge about the data. Day 1 and Day 7 are 
Sunday and Saturday, respectively. 
 
Figure 20: Distribution of appointments on weekdays 
From Figure 20, the group method decorates the bar chart more precisely and informative-wise. 
Thursday has a percentage share of 9.93% for no-shows ensued by  Friday 9.57%. 
 
Figure 21: Appointment types per Month 
According to Figure 20 and Figure 21, Month 7(July) have the least missed appointment with just 89 
missed appointments and followed by 185 missed appointments in Month 12(December). However, 
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November has the highest missed appointments with the count of 321, followed by October with 




Figure 22: Distribution of Appointments per Month 
Figure 22, above, shows appointment types for all types of appointments. 
Before diving into the evaluation of classification models, I need to clear that, target variable has 3 
class instances, which means a multi-class classification problem. But I have transformed it into a 




Listing 7: Converting 3 Class classification system to 2 class Classification System 
 
Listing 8: Way of converting to 2 class classification system. 
 
 
Figure 23: Binary Classification with show and no-show results 
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This is an imbalanced dataset. It was also cleared that from the beginning the data we have for the 
show was about 80% and no show was around 10%. Data need to be balanced on the training 
dataset and tested on the test data set. Before working on the models, it is an excellent way to scale 
and normalize the data. 
 
Listing 9: Oversampling results and scaling the data. 
The dataset is split into 70% training data and 30% testing data. By using SMOTE as a technique to 
handle imbalanced data and upsampling the minority class, data gets balanced. The most crucial 
concept is that data need to be balanced only in training data. 
The next sub-chapter will be the results and evaluation of machine learning models in terms of 












4.2  Classification Models Evaluation 
Evaluation of classification models is an integral part of CRISP-DM methodology. There are 
numerous evaluation metrics developed to understand the binary classification system. First, the 
accuracy score of both training and testing data, development of confusion matrix, and its 
associated results concerned with it such as Recall, Precision, F1-score, ROC Curve analysis, AUC ROC 
curve, and PR curve will be discussed in detail. Lastly, some uncommon but beneficial statistical 
measures will be discussed to evaluate the models. 
Model Accuracy is the correct classification a model predicts divided by the total number of the 
prediction made. It is one of the ways to see the model performance but certainly, there are other 
better evaluation metrics as well. It is agile to see the model performance for both training and 
testing data before we go for other metrics evaluation. 
            Accuracy scores for Training and testing Data for Classification Models 
Classification Models Training Score Testing Score 
Logistic Regression 62.93% 67.84% 
 K Nearest Neighbor 71.1% 63.68% 
Decision Tree 71.13% 68.96% 
Random Forest 64.91% 62.01% 
Gradient Boosting 64.35% 66.07% 
GaussianNB 60.49% 74.35% 
 Figure 24: Accuracy Score for Training and Testing data for classification System 
 
A confusion matrix elucidates a synopsis of predictive calculation in a classification problem. Correct 
and incorrect predictions are shown in a  table of 2*2 matrix with their values and broken down by 
each class 0 and 1. Most of the classification evaluations rely on a confusion matrix to assess the 
performance of models and try to juxtapose them with the business objectives of the company. 
The decision tree has the highest training score of 71.13% followed by  K Nearest Neighbour with 
71.1%. On the other hand, GaussianNB has the highest testing score of 74.35%. Subsequently, 
Decision Tree has the second-highest testing accuracy score of 68.96%.  
Nonetheless, it is a goof to rely on accuracy score on training and testing data because of an 













The Confusion Matrix of all the models are presented below: 
 
 
Figure 25: Confusion Matrix for Logistic Regression 
Figure 25 portrays the confusion matrix for Logistic Regression. 2.2.1 sub-chapter has detailed 
information about definitions of all four quadrants of a confusion matrix as well. 5579 samples have 
been predicted correctly as show and in actual it is a show, and it is termed as True Positive. 880 
samples have been precited no-show and in actual it is no- show and it is called True Negative. 682 
samples are actual no-shows but predicted show termed as False Positive. 2417 samples are actual 





Figure 26: Confusion Matrix for K nearest neighbor 
Figure 26 portrays the confusion matrix for K Nearest Neighbor. 2.2.1 sub-chapter has detailed 
information about definitions of all four quadrants of a confusion matrix as well. 4565 samples have 
been predicted correctly as show and in actual it is a show, and it is termed as True Positive. 770 
samples have been precited no-show and in actual it is no- show and it is called True Negative. 792 
samples are actual no-shows but predicted show termed as False Positive. 3431 samples are actual 
show but predicted no-show is called as False Negative. 
 
 
             Figure 27: Confusion Matrix for Decision Tree    
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Figure 27 explicate the confusion matrix for the Decision Tree classifier. 2.2.1 sub-chapter has 
detailed information about definitions of all four quadrants of a confusion matrix as well. 6131 
samples have been predicted correctly as show and in actual it is a show, and it is termed as True 
Positive. 629 samples have been precited no-show and in actual it is no- show and it is called True 
Negative. 933 samples are actual no-shows but predicted show termed as False Positive. 1865 
samples are actual show but predicted no-show is called as False Negative. 
 
 
Figure 28: Confusion Matrix for Random Forest 
Figure 28 depicts the confusion matrix for Random Forest. 2.2.1 sub-chapter has detailed 
information about definitions of all four quadrants of a confusion matrix as well. 5169 samples have 
been predicted correctly as show and in actual it is a show, and it is termed as True Positive. 977 
samples have been predicted no-show and in actual it is no- show and it is called True Negative. 585 
samples are actual no-shows but predicted show termed as False Positive. 2827 samples are actual 






Figure 29: Confusion Matrix for Gradient Boosting Classifier 
Figure 29 represents the confusion matrix for Gradient Boosting Classifier. 2.2.1 sub-chapter has 
detailed information about definitions of all four quadrants of a confusion matrix as well. 5378 
samples have been predicted correctly as show and in actual it is a show, and it is termed as True 
Positive. 920 samples have been precited no-show and in actual it is no- show and it is called True 
Negative. 642 samples are actual no-shows but predicted show termed as False Positive. 2618 






Figure 30: Confusion Matrix for GaussianNB Classifier 
Figure 30 portrays the confusion matrix for GaussianNB. 2.2.1 have detailed information about 
definitions of all four quadrants of a confusion matrix as well. 6476 samples have been predicted 
correctly as show and in actual it is a show, and it is termed as True Positive. 620 samples have been 
precited no-show and in actual it is no- show and it is called True Negative. 942 samples are actual 
no-shows but predicted show termed as False Positive. 1520 samples are actual show but predicted 
no-show is called as False Negative. 
4.3 Adjusting Classification Threshold 
 
The classification models return probability outputs that are instantly converted into classes by using 
a threshold probability. The default value for the threshold is 0.5, which means that a probability 
above 0.5 means positive class, and a probability below 0.5  indicates negative class. However, each 
problem must find its optimal threshold. It is free to choose a threshold according to business aims 
and objectives. A threshold is a trade-off between True Positive Rate and False Positive Rate. 
Changes in threshold give different AUCROC scores. TPR and FPR are inversely proportional to each 
other meaning if one increases other decreases and vice-versa (Saito & Rehmsmeier, 2015). The 
adjustment of the threshold depends on some conditions or results we obtained from precision and 
recall. The conditions are as follows: 
 Precision ≈ Recall: When precision is almost equal or equal to recall, it means the 
number of False Positives is equal to the number of False Negatives. Alternatively, the 
number of no-shows that were incorrectly classified as the show is equal to the 




 High precision and low Recall: When we have high precision with low recall, the 
selected model will not detect many no-shows, but it detects then the model is 
reliable. This means resources will be used wasting money and time whereas, there 
will be less overbooking as it provides no-show information. This condition brings 
customer satisfaction results too. 
 
 High Recall and Low Precision: when these results appear; it means most no-shows 
are detected with some shows as no-shows. The system will make more over-booking 
of the patients whereas resources such as money, time are utilized as well. This will 
subsequently make long waiting lists with falling customer satisfaction. 
Models Precision Recall F1-Score MCC 
Logistic regression 89.19 69.84 0.783 0.208 
KNN 86.21 69.66 0.77 0.099 
Decision Tree 86.52 74.67 0.80 0.124 
Random Forest 89.56 63.14 0.79 0.20 
Gradient Boosting 89.39 66.33 0.762 0.199 
GaussianNB 87.28 80.87 0.84 0.182 
 
Figure 31:  Classification Models Evaluation 
 
A closer look at Figure 31 elucidates more detailed ways to evaluate the models. If we compare the 
precision, Random Forest tops the list with 89.56 followed by Gradient Boosting with 89.39. KNN 
holds the least precision among all the models I have included for evaluation. 
If we see the recall column in this table,  GaussianNB is ranked first with 80.87 followed by  Decision 
Tree with 74.67. Random Forest has the lowest recall among selected models with just 63.14. 
It should be noted that Precision and Recall are expressed in terms of Percentage in the table. 
F1-score is the harmonic mean of precision and recall. A low F1 score means low precision and low 
recall. The F1-score I obtained from the models is satisfactory. GaussianNB has the highest F1-score 
of 0.84. The model with the least F1-score is Gradient Boosting with a score of 0.762. 
The last column of the table is MCC which stands for Matthews Correlation Coefficient. This is a 
widely used single evaluation metric over the accuracy, F1-Score, and other scoring metrics. It has a 
range from -1 to +1. With a coefficient score of 0.208, logistic regression has the highest MCC 
followed by Random Forest with an MCC score of 0.20. KNN has a minimum score of 0.099. 
A clear conclusion from the Figure 31 is that the KNN model is the least performing model when 









Models AUC-ROC Score PR Score  Error Rate 
Logistic regression 0.663 0.87 0.32 
KNN 0.553 0.85 0.35 
Decision Tree 0.589 0.86 0.307 
Random Forest 0.665 0.88 0.38 
Gradient Boosting 0.663 0.88 0.34 
GaussianNB 0.662 0.87 0.25 
  
Figure 32: Result of AUC-ROC curve, PR score, and Error Rate 
Figure 32 is the list of AUC-ROC curves, PR curves, and error rate comparisons among all the 
classification models.  
Random Forest has the highest AUC-ROC  score of 0.665 followed by Logistic Regression and 
Gradient Boosting with the same score of 0.663. KNN is the feeblest classification model with an 
AUC-ROC score of 0.553. 
When it comes to the imbalanced dataset, the Precision-Recall curve becomes an appropriate 
evaluation method to evaluate all the models. This curve will not use any True Negatives and make 
the analysis suitable if True negatives are large. 
“If the threshold limit was previously set too high, the new results may all be true positives, which 
will increase precision. If the previous threshold was about right or too low, further lowering the 
threshold will introduce false positives, decreasing precision” ("Precision-Recall — sci-kit-learn 
0.24.2 documentation", 2021). 
The documentation for sklearn.metrics.average_precision_score states, “AP summarizes a precision-
recall curve as the weighted mean of precision achieved at each threshold, with the increase in recall 
from the previous threshold used as the weight” ("Precision-Recall — sci-kit-learn 0.24.2 
documentation", 2021). This means Average Precision is a kind of weighted-average precision across 
all thresholds. 
Random Forest and Gradient Boosting have a PR score of 0.88 which is an excellent score without 
True negatives. KNN has a PR score of 0.85. 
When it comes to incorrect classification error rate comes into play. The error rate has a score from 
0 to 1. Rate near to 0 is best and rate near 1 is worst. It is calculated as the total number of two 
incorrect predictions divided by total samples. The two incorrect predictions are FP and FN. 
GaussianNB has the least error rate with 0.25 which is best among all the models. It means around 
75%, the model is good at predicting the actual correct values and actual negative values. The 
second-best model in terms of less error rate is Decision Tree with a score of 0.307. Random Forest 






Figure 33: ROC Curve for 6 Binary Classification models 
Figure 33 is the plot between True Positive Rate and False Positive Rate. Six different binary 
classifiers are plotted in this single plot. The score results are already discussed in Figure 32. The best 
model will have more space on the lower right of the curve which is called Area Under Curve.  The 
higher the AUC the better is the model at predicting true classes and False classes. 
When AUC = 1, the model is perfectly identifying correct positive and correct negative classes. 
However, in a real-world scenario, it is impossible to have this situation. Dataset when gets collected 
becomes unbalanced and bias which results in having chances of AUC = 1, practically impossible. 
It is evident from the plot that the AUC for the Random Forest ROC curve is higher than that for the 
rest of the ROC curve. Ultimately, I can say that Random Forest did a better job of classifying the 
positive class in the dataset. 
Before, jumping to a conclusion, I need to keep in mind that my dataset is unbalanced and need to 
study further special metrics called as Precision-Recall curve. I will now focus more on curves formed 
by using precision and recall only. This curve will rule out True Negatives. 
 PR curve will use different probability thresholds to summarize the trade-off between precision and 
recall. For a specific value of recall, precision is plotted and gives the beautiful downward plot. The 




Figure 34: Precision-Recall curve for Logistic Regression 
In figure 34, I plotted the PR curve with precision on X-axis and Recall on Y-axis. Precision is plotted 
against Y-axis. Precision dropped from 1 to 0.92 when the recall was 0. There is slight stability and a 
slight drop as recall increases. When recall goes towards 1, precision becomes 0.84. This is typically a 
good PR curve because I have achieved average precision of 0.87. The perfect score for PR is 1.  
When the recall was 0.3 to 0.4, precision was more stable than any period while plotting the PR 
curve. The area on the lower left also confirms how good the model is. For different thresholds, 
specific precision and recall can be achieved. With a 0.6 threshold value, 92% precision is obtained 
but recall is just 0.008%. It means in that threshold the predicted values were 92% correctly 
predicted as a show and the values were the actual show. When I take the cursor along the line, I get 
different thresholds with different precision and recall. The desired precision and recall can be 
obtained with the thresholds we choose. So, choosing the threshold is crucial for business 
objectives. If the higher recall is the concern, the threshold needs to decrease. The python notebook 
has the feature to move the cursor to see all thresholds with corresponding precision and recall. 
 




Just exploring this PR curve, this model is not good at all or worst among all. The lower left area for 
this curve is a minimal area meaning for specific recall precision is low most of the time. This infers 
model is not good at predicting actual positive and actual negative class. When the threshold was set 
at 1, it gives a precision score of 0.86 and recalls a very low score of 0.39. With a threshold of 0.75 
precision score of 0.86 and a recall score of  0.7 were obtained. 
 
Figure 36: Precision-Recall curve for Decision Tree 
Figure 36 clearly shows that for a given recall at 0, precision dropped sharply and had a significant 
jump when recall reached 0.4. The plot looks better when recall lies around 0.4 to 0.6 and decreases 
slowly to reach precision around 0.84 when the recall was 1. However, this PR curve is better than 
that of the KNN PR curve. With a 0.6 threshold, 0.86 precision and  0.61 recall can be obtained. 
 
 
Figure 37: Precision-Recall curve for Random Forest 
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Figure 37 display the PR curve for Random forest with an average precision score of 0.87. With a 0.8 
threshold value, 100% precision is obtained but recall is less than 0.1. It means in that threshold the 
predicted values were 100% correctly predicted as a show and the values were the actual show. 
However, the recall obtained was terrible. With a threshold of 0.6, precision was 90% correctly 
predicted as show and was shown whereas recall was 54% which means out of all show, 54% was 
predicted show. 
 
Figure 38: Precision-Recall curve for Gradient Boosting 
In figure 38, with the threshold of 0.7, the predicted values were 92% correctly predicted as a show 
and the values were actual show, whereas 9% of recall means out of all show, 9% was predicted 
show. With a threshold of 0.42,  the predicted values were 87% correctly predicted as a show and 
the values were the actual show. However, the recall was 79%, implies, out of all show, 79% was 
predicted show. With a threshold of 0.22, precision was 83%, 83% correctly predicted as a show and 





Figure 39: Precision-Recall curve for GaussianNB 
In figure 39, with the threshold of 0.81, the predicted values were 92% correctly predicted as a show 
and the values were actual show, whereas 9.17% of recall means out of all show, 9.17% was 
predicted show. With a threshold of 0.50,  the predicted values were 87% correctly predicted as a 
show and the values were the actual show. However, the recall was 80%, implies, out of all show, 
80% was predicted show. With a threshold of 0.2, precision was 85%, 85% correctly predicted as a 


















This chapter consists of two sections. The first section,  5.1 provides a brief overview of contributions 
in this master thesis report.  Section 5.2 discusses the limitations and future work and my further 





In this study, I successfully explored and classified the hospital missed appointment dataset to 
predict the missed appointments. I have selected and used 6 Binary classification systems: Logistic 
Regression, K Nearest Neighbour, Decision Tree, Random Forest, Gradient Boosting, and 
GaussianNB. 
About 9.44% missed the appointments and 10.57% cancelled the appointments and young adults 
miss most of the appointments. Monday was the top-performing day for scheduling appointments. 
Thursday is the most missed appointment day and November is the most missed appointment 
month. 
 The dataset was originally in the Norwegian language with column names, but the variable 
description was later translated into English for a better understanding of the problem. First, the 
data wrangling tasks were performed. In other words, exploratory data analysis was the major task 
for a better understanding of data. Since data was imbalanced, so  SMOTE was used for balancing 
the dataset. This is an oversampling technique widely used for imbalanced datasets. Furthermore, 
data were scaled using the minmaxscaler technique. This technique is useful with Logistic regression 
and Decision Trees because if scales are non-uniform it shows misleading results. 
Then, the dataset is split into 70% of training data and 30% of testing data. 
Gaussian Naïve Bayes was extremely fast while executing the training dataset as compared to the 
other 5 binary classifiers and it does not require a large training dataset to obtain a good estimate of 
probability. Also, the calculation for the decision tree was minimal and therefore easy to understand 
and implement. 
Gaussian naïve Bayes have minimum misclassification rate of 74.35%. This metric is judicious if the 
costs associated with each error are the same. However, it is not favourable to select the best model 
just with the lowest misclassification rate although the cost associated with it is the same. Having 
said that, it provides rich knowledge of the importance of the confusion matrix and the total cost or 
loss associated with the classification rate scenario. 
Random Forest is best in terms of AUC score followed by Logistic Regression and Gradient Boosting 
equally. This classifier(RF) is better among all in terms of distinguishing between shows and no-
shows. However, it ignores predicted probability values and goodness-of-fit of the model and most 
importantly it ignores well predicted missed appointments or no-shows. 
Precision was highest for Random Forest with  89.56% correctly predicted as a show and the values 
were actual show, whereas recall was highest for GaussianNB which was 80.87% which means out of 
all show, 80.87% was predicted show. 
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PR curve is preferred over when no-show is more interesting and needed than the no-shows. Given 
the probability of the problem how meaningful is the show result, then PR precedes over the ROC 
curve. Gradient Boosting and Random Forest have an equal score of 0.88. 
Another determining evaluation metric is Matthews's Correlation coefficient. Logistic regression 
achieved a 0.208 score and Random Forest achieved a 0.2 score. The score will be higher if all the 
negative and positive classes of a confusion matrix perform better in terms of the proportion it holds 
in the dataset. Therefore, it is a more reliable and trustworthy single metric while evaluating the 
models. 
To sum up, it would be well served to develop an understanding of the situation and business 






5.2 Limitations and Future work  
 
Like with other studies with the problem of limitations, there are several limitations while doing this 
thesis. Several important features were missing and if available some are not allowed to use. For 
instance, Gender, SMS reminders. Some other pivotal features were excluded such as disease 
information, mental problem status, depression, scholarship, Diabetes, Handicap, missing 
appointments in specific medical departments, the introduction of a fee for missed appointments, 
and married or not.  Other features such as Weather information, date around  March 2020, or past 
data to compare the patterns of missed appointments were missing. These features might have a 
significant impact on missing scheduled appointments. Appointment scheduled day, waiting times 
were not in the dataset. Moreover, patient address, sociocultural background plays a crucial role in 
predicting show or no-show. All these features when explored properly give huge data knowledge 
and helps to understand the problem. Furthermore, the reason behind the missed appointments 
was not recorded in the dataset. This also plays a decisive role or at least has predictive power to 
study the characteristics of patients who will miss appointments in the future. 
 Several evaluation metrics could have been added for evaluating the binary classifier such as 
Cohen’s kappa score, balanced accuracy, informedness, markedness. Although, several evaluation 
metrics have been included to evaluate the models. It might be fruitful to engage patients in 
research that will have a meaningful impact on my research. Furthermore, the availability of more 
data has a tremendous impact on training, testing, and selecting the best model.  More data added 
to training data and test data creates a larger dataset and could contribute to training more robust 
models. 
Several robust models for classifications such as XGBoost, Support Vector machines could have 
added better comparisons with other models. Unsupervised machine learning models such as 
hidden Markov models, natural language processing, principal component analysis, etc might 
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C:  Predicted Probabilities of Logistic Regression 
 




E:  Predicted Probabilities of DT 
 




G:  Predicted Probabilities of Gradient Boosting 
 
H:  Predicted Probabilities of GaussianNB 
All the predicted probabilities of show and no-show are crucial to know which patient will miss the 
appointment and which type of patient attends the scheduled appointments. 
 
 
 
