For a robot navigation system used in an unpredictable environment, it is generally e ective to create a pathway that robots can track for carrying out a given task, such as reaching a goal. In the biological world, ants construct a foraging path using a volatile substance called a pheromone, which has been widely studied and whose characteristics have been used in a transportation network model. When a navigation path is constructed by autonomous agents using this pheromone model, the created potential field can be very noisy, with many local peaks due to the unsynchronized updates of the field. In this paper, a new hill-climbing algorithm is proposed. The algorithm minimizes information entropy and can track dynamic and noisy potential fields. The proposed algorithm is evaluated through a computer simulation.
Introduction
Interest in the use of robotic technology, particularly in the case of dangerous, disaster-a ected areas, has risen sharply in recent years. Of particular concern is the fact that when a robot moves from place to place, it is often di cult for it to carry out tasks due to both high uncertainty of the position and a changing environment. The robot' s environment is impossible to ascertain in its entirety; therefore it is not possible to gather all the information needed to allow the robot to perform tasks such as climbing a potential field [1, 2] . On the other hand, insects such as ants can build a local pathway by using a substance called a pheromone to facilitate their foraging action. The ant colony mechanism has been studied in a wide range of fields; nevertheless, few scientific applications of this mechanism exist due to the di culty in handling a volatile substance [3] [4] [5] .
Recently, Herianto et al. proposed an algorithm that forms a transportation network which they accomplished by using a model that considers both di usion and evaporation of the pheromone. In the model, RFID (Radio-Frequency Identification) tags were used as an information medium [6] . Since the constructed potential field in their study contained several local peaks, it was di cult to use the traditional hill-climbing method to gradually ascend a potential field to reach the pheromone source.
In this study, the field presented by Herianto et al. is adopted as a typical complicated potential field and a new algorithm is presented for climbing this noisy field. When climbing the noisy potential field, the agent can only observe the immediate local information around it, and * E-mail: pjkim@irs.ctrl.titech.ac.jp † E-mail: nakamura@irs.ctrl.titech.ac.jp ‡ E-mail: dkura@irs.ctrl.titech.ac.jp thus, it must determine its next movements towards the goal from this limited information. In addition, since the noise can be very large, the agent cannot use a traditional gradient-based method to overcome this element.
For these reasons, a new algorithm has been designed based on the concept of infotaxis [7] . Infotaxis was originally presented in order to solve the problem of searching for odor sources with scarce information; the method does not use the gradient information of the slope of the potential field, but counts the number of times the agent encounters an odor plume.
As far as the pheromone potential field presented by Herianto et al. is concerned, the pheromone value observed by the agent is considered to include the position of the pheromone source. It is certainly the case that the agent cannot rely on the raw information from the potential field under this dynamic and noisy condition. Our algorithm therefore calculates Shannon' s information entropy [8] from the acquired local information and estimates the location of the pheromone source by locally minimizing the entropy. This implies that the position of the source is probabilistically being narrowed down during the climbing process. The algorithm will be evaluated by a simulation that involves reaching the pheromone source for a given potential field. Unimodality is assumed when the algorithm is developed, but the algorithm is also e ective for other potential fields such as those with multi-pheromone sources or di erent distributions.
This paper first illustrates the mathematical model of the pheromonebased potential field. The field is constructed by the interaction between agents and passive RFID tags in section 2. After observing the models, we set up the climbing problem for the potential field in section 3, where the necessity of the information-based algorithm is demonstrated. As a result, a new climbing algorithm is designed in the same section. In section 4, a computer simulation is carried out in order to evaluate the proposed algorithm. The paper will be concluded in section 5, with reference to future work. 
Constructing the Pheromone Potential Field

Introduction of the Pheromone Model
The volatile substance pheromone, which is released by insects such as ants, displays two specific characteristics, di usion and evaporation. By using these features, ants make a transportation pathway used for their foraging behavior.
It is known that ants carry out an optimization of the pathway, partly by expanding the searching region for the food source via di usion, and partly by deleting the way that is no longer necessary through evaporation [9] . The mathematical pheromone model considering these features was proposed by Sugawara et al. [10] as
where the coe cients D and K represent di usion and evaporation rates, respectively.
Equation (1) can be discretized by following the di erence equation using the FTCS (Forward Time Central Space) scheme 2 . In Equation (2), we calculate the time derivative in a forward manner and calculate the space derivative in a centered manner.
For the sake of simplicity, it is assumed that the observation points in the x and y directions are arranged along an x and y axis on the grid. 
To observe the output of the discretized pheromone model, the temporal propagation of the system (2) for one-dimensional space is presented in Fig. 1 . The outputs were sampled after each given step for an initial delta spike under one of the typical conditions, which is written in the figure. From the output results, it is noted that the pheromone evaporates in accordance with time. It is worth noting that the characteristics of the temporal propagation, such as curve shape or evaporation speed, vary depending on the value of each coe cient.
Constructing the Pheromone Potential Field
For the purpose of utilizing the theoretical pheromone model for robotic tasks, we have been making use of RFID tags and mobile robots. As a matter of fact, if there are a su cient number of robots and data storing devices over the field, the robots may form a digital or artificial potential field, which is the fundamental concept of pheromone-based robotics.
In the framework of this study, the system illustrated in Fig. 2 (a) can be realized via the interaction between the mobile agents and RFID tags, on which the digital equivalent of pheromones is laid by the agents. For mobile agents, we are using revised e-puck robots that have RFID transceivers. The experimental field that was developed is presented in Fig. 2(b) . Note that, from the passive nature of the RFID tags, the digital pheromone can be di used only via the interaction between the agents and RFID tags.
In the previously introduced model and simulation, the pheromone density U (k+1) i,j was supposed to be updated in a batch manner according to the present pheromone density at the current time. However, this is not realistic when considering the online experiment, so we must therefore assume that agents record the observed pheromone density upon passing a tag, and update the digital value by the following equations. 
where C represents the set of nodes that an agent passed during the previous T steps.
Namely, an agent reads the pheromone density from a RFID tag among several tags within its communication range while passing some area and then calculates the next density following Equation (3). The agent moves around after writing the updated density onto the tag. The artificial potential field is constructed by repeating this action.
One of the typical pheromone potential fields constructed by the abovementioned method is shown in Fig. 3 . To produce this field, the observation points are arranged on a 50×50 grid, and the distance between nodes is set to 16. The fundamental parameters of the pheromone model are set to D = 0.9 and K = 0.1 for this case. In addition, a pheromone source was arranged with a density of 100 in the center.
We assume that this pheromone source always maintains the same density. From the figure, it is noted that the potential field has a number of local scattered peaks and also appears very complicated; this type of field is rarely used for climbing a slope using popular traditional methods, such as the gradient descent scheme.
Since the artificial potential field can be updated by only the limited number of mobile agents, a number of local peaks consequently appear over the field due to the intermittent spatial as well as temporal deployment of the digital pheromone. Thus the climbing agents need to solve the related problems with this noisy potential field, which will be detailed in the next section.
Hill-Climbing Using Information Entropy
The Task
In this study, we consider an independent agent that climbs the pheromone potential field using local input information. The potential field can be traced by the agent for determining the location of the pheromone source and be used for navigation inside the field. Since the actual robot is used as an agent, various restrictions may exist when the agent searches for a peak in the potential field, which is di erent from the traditional solution-searching algorithms. For example, a robot can only observe the current pheromone value from a given position, thus it is impossible to use derivative values in the same way used in the steepest descent method. Furthermore, the sampling cost becomes larger when compared with the other solution-searching algorithms, because it is necessary to gather density information by actually moving around the field when the agent is in searching mode.
In this study, the following prerequisites are given to the agent.
· Only local information is observable to the agent.
· There is no sharing of information among agents.
In other words, only partial information inside the observable range, which is very small in comparison with the size of the work space, is acquired by the agent. We assume that the information on the pheromone density is only read from a RFID tag within the observable range.
As for the potential field, the observation points, each of which stores a scalar value of the potential field, are to be arranged on the grid. A unimodal potential field that has a goal at the center is also assumed. The observation points change the density value through the interactions with the agent.
The Action Decision Algorithm
As we mentioned earlier, for a dynamic and noisy potential field, it is not possible to use the method of tracing the gradient from the observed scalar values. This is caused by the fact that local peaks are scattered over the field, which means the agent falls into local minima or maxima.
What is more, even in the event that the agent manages to escape from those local solutions by a random action, it is not guaranteed that the agent will keep tracing the slope until it reaches the global peak, simply because the random movement makes the agent highly likely to follow a di erent direction to the global maximum.
This problem, therefore, requires an algorithm that is able to stochastically estimate the position of the peak until the agent has reached the destination. We adopt Bayes' theorem for this task so that each agent maintains the existence probability of the source as a probability density distribution, which corresponds to the mapping part of the action decision process in Fig. 4 .
On the other hand, for the agent' s action planning algorithm, the concept of information entropy has been adopted. Qualitatively speaking, information entropy is large when the probability density distribution spreads uniformly, i.e., having the same probability over the whole field. As far as the existence probability of the goal is concerned, it is reasonable to think that the entropy has a large value when little information on the goal position is known, whereas the entropy is small when the approximate goal position is known. In past work [7] , it has been proven that the average search time T approaches T ≥ e S−1 by making use of the information entropy S. Based on these principles, the agent narrows down the information of the pheromone source until the global peak is reached by locally minimizing the information entropy. Figure 4 summarizes the flow of the proposed algorithm. As it is noted in the figure, the agent first estimates probability density for mapping using input observations and then decides on the next move as an output of the action decision process.
Probabilistic Mapping
Let us first solve the problem of how to stochastically estimate the position of the peak of the potential field. In this algorithm, Bayes' theorem has been used in order to estimate the probability density distribution.
If we write the existing probability for the peak at location r j at time t, the a priori probability in Bayes' theorem can be written as P t (r j ), and the a posteriori probability becomes P t+1 (r j ). Since a posteriori probability includes information about the observation at time t in addition to a priori, it can be assumed that the position of the pheromone source is preserved more accurately in the posterior. Note that a posteriori probability at a certain time t becomes a priori at time t + 1.
It is well known that one of the most fundamental issues in Bayesian estimation is how to define the likelihood function. The likelihood here represents the probability of observing the pheromone density value X at time t when the source exists at location r j . In this study, it is assumed that this likelihood function is known for each agent. Specifically, the likelihood function indicates how likely it is for a given variable to take an observed value. For example, take the pheromone potential field -the function is formulated according to the distance from the pheromone source. Note that the likelihood function depends on the characteristics of the given potential field, thus it is not possible to decide on a precise function in a unique way for general cases. This function can, of course, be decided by modeling the specific potential field. However, di culties still exist in that the probability density distribution is required, which is generally not a simple parametric one. Moreover, in our study, the modeling itself is very demanding because of the number of uncertainties due to the random nature of the field.
For these reasons, the kernel estimation method is used in order to determine the likelihood function, which enables it to derive the most appropriate distribution for the given potential field. Note that it is still necessary to gather the sampling values of the observation. The equation for kernel estimation when N samples are used, i.e., x 1 , x 2 , · · · , x N , can be written as
where h and K (x) represent sampling width and kernel function, respectively. The parameter h has been calculated by Silverman' s rule of thumb [11] h ≈ 4 3 1 5σ Figure 5 . Estimate of the probability distribution of the pheromone source for each given step whereσ is obtained from the smaller value between standard deviation and the interquartile range. For the kernel function, the following normal distribution is used integrating to one
In summary, the existing probability of the pheromone source for the observation point r j at time t is calculated by Figure 5 shows the temporal propagation of the distribution estimated using the above solution (8) . From the figure, it is revealed that the position of the pheromone source is being gradually narrowed down by Bayes' theorem. It is worth noting that the estimation of the probability density distribution by Bayes' theorem can also be applied to the random action of the agent; nevertheless, in that case the estimation becomes very time consuming.
Action Planning
Since the probability density distribution of the source, derived in the previous section, is directly calculated from the observation of the agent, there are no essential di erences between tracing this distribution and tracing the gradient of the field. However, it is obvious that the agent cannot reach the pheromone source only by moving towards the highly probable direction of the goal due to the large noise.
As another way of utilizing the probability distribution, we adopted information entropy in this study, which is known as a more robust method for disturbances. The information entropy S of the probability distribution P(r j ) for r j is represented as
We are aware that it is possible to narrow down the position of the source by locally minimizing this information entropy, because the value of the information entropy is high when the information is uncertain, i.e., when the probability density distribution appears flat.
Let us assume that the present position of the agent is r and the next point it may possibly move to is r j . In this study, the agent moves along the observation points of the grid: thus four points adjacent to the current position, i.e., up, down, left, and right, are considered. At this point, from the probability density distribution of the pheromone source calculated in the previous section and Equation (9), we can define the performance measure ∆S(r → r j ) as
and estimate this measure for all moving candidate points r j . The agent is designed to move towards the point that has a minimum value among the above calculated results. In the equation, the first term of the righthand side drives the agent towards the direction in which it is highly likely to approach the source, and the Offset is required in order to maintain the contribution to the direction of the source when the information entropy quickly decreases. The constant Offset can be varied according to the form of the potential field. On the other hand, the second term of the right-hand side is for locally minimizing information entropy. This term estimates how much information entropy has been lost as a result of the movement towards r j when the source does not exist exactly at r j . The expected value of this decrease in information entropy can be calculated by
where δq is the sampling width and lmax is the maximum of the observation value. In the above equation, ρ r j (iδq) represents the probability of observing iδq at r j , and ∆S iδq is the quantity of the decrease in information entropy. Therefore, by this equation, the total expected decrease in information entropy is calculated when the observation value iδq is acquired upon moving to r j .
Regarding the weight function G(iδq) in Equation (11), if it is assigned one, the equation will fully minimize the information entropy. The first term of Equation (10) may be too small compared to the second term when the information entropy S decreases, i.e., when the information of the source becomes accurate. Hence, it is necessary to provide a contribution for moving towards the source direction, which is represented by the weight function.
From Equation (11), the term ρ r j (iδq) becomes
and ∆S iδq consists of
As a unimodal potential field is being considered in this study, the experiment has been designed so that the value G(iδq)ρ r j (iδq)∆S iδq increases when iδq becomes larger in Equation (10) . Even though the accurate weight function di ers according to the form of the potential field, the function approximately meets the requirement as long as it is monotonous, thus we set G(iδq) = iδq 3
.
Finally, P(r j = iδq|r m ) is the probability of observing iδq for r j provided that the source exists at r m , and P iδq (r m ) is calculated from
From the above-mentioned equations, the performance measure ∆S(r → r j ) is first calculated and the agent moves towards the point of minimum value. By repeating this action, the agent can reach the source.
Simulation Results
The proposed algorithm has been evaluated through the simulation for the noisy pheromone potential field, which was introduced in section 2. In this simulation, the observation points are arranged in a 50×50 grid field, and the pheromone density is set to 100 in the center of the field, which indicates the pheromone source.
As a result of the climbing simulation, the representative four traces of the agents are illustrated in Fig. 6 . As can be seen from the figure, all results show similar traces to casting behavior [12] ; that is, the agents are not directly heading towards the pheromone source, but are detouring around the source. Casting has been proven as one of the most e ective searching patterns observed in insects.
Having observed the promising behavior of our new method, let us move onto comparing the performance with other climbing methods. We analyzed two performance measures, namely the return ratio and the number of steps required from the starting point to the goal. The return ratio was counted as the number of successful climbing cases to the source location within the set time, i.e., 100 steps. We first applied the completely random method for the same noisy potential field, which is being used for all simulations in this section. As another random-based searching method, a Gradient-Random method is also evaluated. The Gradient-Random scheme is slightly modified from the Run-Down method, which is used as one of the simplest and most straightforward methods in visual homing [13] . In this method, the agent simply compares the input pheromone value between the previous and the current locations. If the current value is larger than the previous one, the robot proceeds in the same direction; otherwise, it turns to a random orthogonal direction and moves forward again. This simple action is repeated until the agent reaches the goal. cases to the source, which were significantly di erent at the 95% confidence interval using the paired t-test. As we can see from the table, the performance of the newly proposed method in terms of the required number of climbing steps is a significant improvement when compared with other random-based methods. Note that although the returning ratio does not seem to be much improved here, the di erences among the tested methods will become proportionally larger with the size of the potential field. 
Conclusion
In this paper, a new hill-climbing method, which makes use of information entropy, is proposed for dealing with a noisy pheromone potential field in order to build a guidance system for a robot. Overall, the proposed algorithm showed improved climbing performance for the pheromone potential field when compared with other random-based methods. Interestingly, the designed algorithm also provides an action pattern similar to the searching behavior of insects studied in the past.
In spite of the satisfactory results, the algorithm still requires some prior information such as a likelihood function. A number of studies on chemical plume tracing assume an approximate physical model for the potential field and have been presenting successful tracing results. This can be explained from the fact that the probabilistic methods are comparatively robust for modeling errors or external noise. However, as we presented in this paper, an estimate of the probability distribution of the potential field is also possible, provided that the sampling data are adequately prepared. We are now further considering how to dynamically adjust the required likelihood function while carrying out the climbing tasks. Through this kind of a dynamic learning procedure, the agent will also be able to climb a fully unknown potential field while observing the environment.
In addition, as a unique yet heuristic design scheme in this study, some parameters such as Offset or the weight function have not been fully evaluated, and remain to be examined in further work.
Finally, the proposed hill-climbing algorithm is also applicable to other general potential fields. This has been confirmed in our simulation, although it was not presented in this paper.
