Abstract. In this short note, by combining the work of Amiot-Iyama-Reiten and Thanhoffer de Völcsey-Van den Bergh on Cohen-Macaulay modules with the previous work of the author on orbit categories, we compute the (nonconnective) algebraic K-theory with coefficients of cyclic quotient singularities.
Introduction and statement of results
Let k be an algebraically closed field of characteristic zero. Given an integer d ≥ 2, consider the associated polynomial ring S := k[t 1 , . . . , t d ]. Let G be a cyclic subgroup of SL(d, k) generated by diag(ζ a1 , . . . , ζ a d ), where ζ is a primitive n th root of unit and a 1 , . . . , a d are integers satisfying the following conditions: we have 0 < a j < n and gcd(a j , n) = 1 for every 1 ≤ j ≤ d; we have a 1 + · · · + a d = n. The group G acts naturally on S and the invariant ring R := S G is a Gorenstein isolated singularity of Krull dimension d. For example, when d = 2, the ring R identifies with the Kleinian singularity k[u, v, w]/(u n + vw) of type A n−1 . The affine k-scheme X := Spec(R) is singular. Following Orlov [3, 4] , we can then consider the associated dg category of singularities D sing dg (X); also known as matrix factorizations or maximal Cohen-Macaulay modules. Roughly speaking, this dg category encodes all the crucial information concerning the isolated singularity of X.
Let us denote by (Q, ρ) the quiver with relations defined by the following steps: (s1) consider the quiver with vertices Z/nZ and with arrows x i j : i → i + a j , where i ∈ Z/nZ and 1 ≤ j ≤ d. The relations ρ are given by
′ with i > i ′ ; (s3) remove from (s2) the vertex 0. Consider the matrix (n − 1) × (n − 1) matrix C such that C ij equals the number of arrows in Q from j to i (counted modulo the relations). Let us write M for the matrix (−1)
r=1 Z/l ν for the associated (matrix) homomorphism, where l ν is a (fixed) prime power. 
Thanks to Theorem 1.1, the computation of the (nonconnective) algebraic Ktheory with coefficients of the cyclic quotient singularities reduces to the computation of (co)kernels of explicit matrix homomorphisms! To the best of the author's 
Proof. Combine the universal coefficients sequence (see [7, §5] 
) −→ 0 with the computation of Theorem 1.1.
Examples
A low dimensional example. When d = 3, n = 5, a 1 = 1, and a 2 = a 3 = 2, the above three steps (s1)-(s3) lead to the following quiver
with relations xy = yx, yz = zy, and zx = xz. Consequently, we obtain the matrix . . .
with relations x j x i = x i x j . In the case where d is odd, we obtain the matrix
where stands for the multicombination 1 symbol. Similarly, in the case where d is even, we obtain the matrix
Whenever d is a prime number, all the multicombinations 
where τ stands for the Auslander-Reiten translaction. Following Keller [2, §7.2], we can consider the associated dg orbit category C
where v stands for the number of simple (right) A-modules and Φ A for the inverse of the Coxeter matrix of A. Consider the (matrix) homomorphism
As proved by Suslin in [5, Cor. 3 .13], we have IK i (k; Z/l ν ) ≃ Z/l ν when i ≥ 0 is even and IK i (k; Z/l ν ) = 0 otherwise. Consequently, making use of the long exact sequence of algebraic K-theory groups with coefficients associated to the above distinguished triangle of spectra, we obtain the following computations:
Consider also the following dg functors
where S stands for the Serre dg functor. The associated dg orbit category 
