The study on discretization and convergence of BSDEs rapidly developed in recent years. We especially mention the work of Ph. Briand, B. Delyon and J. Mémin [Donsker-type Theorem for BSDEs, Electron. Comm. Probab. 6 (2001) 1-14 (electronic)]. They got the convergence of the sequence Y n and pointed out that the weak convergence of filtrations was a powerful tool in this topic. In this paper, we first study the weak convergence of filtrations in Hilbert space. Using this tool, we get the convergence about discretization of backward semilinear stochastic evolution equations (BSSEEs for short).
Introduction
In discretization of BSDEs, we introduce the following main contributions. The time discretization in [1] was performed on a random net, namely the jump times of a Poisson process. It seemed hard to perform in practice. Chevance [2, 3] proposed a time discretization when the generator f of BSDE did not depend on z and under reasonable assumptions. Chevance also gave a space discretization to obtain a numerical scheme for solving the problem of BSDE. Independent of the work [3] , Coquet, Mackevicius and Mémin [7, 8] proved the convergence using the tool of convergence of filtrations. Briand, Delyon and Mémin [9, 10] got the general convergence result with the above tool. The method of Douglas, Ma and Protter [4] and Ma and Yong [5] strongly relied on the relationship between FBSDEs and PDEs in the spirit of the "four-step scheme" introduced by Ma, Protter and Yong [6] . This paper studies the discretization and convergence about BSSEEs in Hilbert space. Under a special situation, we obtain convergence results on both time and space discretization. The convergence of filtrations in Hilbert space and numerical results are also considered.
Hu and Peng [11] studied BSSEEs and got the existence and uniqueness theorem of their solutions. Let K , H be two separable Hilbert spaces. (Ω , F, {F t } 0≤t≤T , P) is a probability space. {W (t), t ∈ [0, T ]} is a cylindrical Wiener process valued in K, and {F t } is its natural filtration.
Denote by | · | H the norm of H and by (·, ·) its scalar. Now we define L 2 F (0, T ; H ) as all the F t -progressively measurable processes valued in H which satisfy where {e n } ∞ n=1 is an orthonormal basis of K . L 2 (K ; H ) is a Hilbert space, and its norm is still denoted by | · | H . Now consider dy(t) + Ay(t) dt = f (t, y(t), z(t)) dt + z(t) dW (t)
where A is the infinitesimal generator of C 0 -semigroup {e At } on H. The precise meaning of Eq. (1) is y(t) + 
where f is a map.
It is P ⊗ β(H ) ⊗ β(L 2 (K ; H ))/β(H ) measurable, and satisfies
There exist some constant C > 0, such that | f (t, y 1 , z 1 ) − f (t, y 2 , z 2 )| H ≤ C(|y 1 − y 2 | H + |z 1 − z 2 | H ).
The Existence and Uniqueness Theorem 1.1. Given Y ∈ L 2 (Ω , F T , P; H ), f satisfying (3) and (4), then there exists a unique pair of processes (y, z) ∈ L 2 F (0, T ; H ) × L 2 F (0, T ; L 2 (K ; H )) which solves Eq. (2).
First we give a scaled Random Walk and use it to discretize Brownian motion. In (Ω , F, P), there are a sequence of i.i.d. random variables {ξ n i } n i=1 and a 1-dimensional Brownian motion {W (t), t ∈ [0, T ]}.
Now we get the scaled Random Walk
where [x] is the maximum integer which is not more than x. Define
Respectively in [12] and [13] , it has been proved that the scaled Random Walk (6) converges to Brownian motion in distribution and a.s. under the topology of uniform convergence. In the next section, convergence of filtrations in Hilbert space is considered, which is the base of the left sections. In Section 3, we study time discretization of BSSEEs. Then time and space discretization are discussed in Section 4. As a special situation, we choose A as (Ay)(x) = y (x) in H = L 2 (R). Then we give computer programs. At last, in the Appendix A, we get some results about discrete equations which are needed in Section 3.
Weak convergence of filtrations
In this section, first we give some results in Hilbert space which can be proved by standard arguments. Define
Now we consider the convergence in Hilbert space under weak convergence of filtrations.
Remark. To understand Skorokhod J 1 -topology, the reader can refer to chapter 3 in [13] .
By Remark 1 in Coquet, Mémin and Slomiński [14] and the condition F n w −→ F,
From (9) and (10),
From Propositions 2.2 and 2.3, we can easily get
Furthermore, if F is generated by Brownian motion,
Now let us consider the stability of processes in Hilbert space. In probability space (Ω , F, P), there is a 1-dimensional Brownian motion W . F is its natural filtration. Random walk W n and its filtration are defined by (6) and (7) . W n are stochastic processes with independent increment. According to Proposition 2 in Coquet, Mémin and Slomiński [14] , we know F n w −→ F.
Proposition 2.5. F n and F are given as above and satisfy
is a continuous process with finite variation valued in H. ∀t ∈ [0, T ], N t is F T -measurable and
From the properties of (N t , t ∈ [0, T ]), we can get the following convergence,
We know F n w −→ F. So for i = 1, 2, . . . , m, when n → ∞, we have
under the topology of uniformly convergence.
Since
and (18), we derive
under the topology of uniformly convergence,
From Proposition 2.1(i) and (17), 
, we have known there exist a sequence of F n -predictable processes L n (·) and a F-predictable process L(·) such that
Proof. By Proposition 2.4,
We also treat {e i } ∞ i=1 as any orthonormal basis of H . Then for i = 1, 2, . . .,
By Proposition 2.1(iii),
From (23) and (24), according to Theorem 2.1 in Briand, Delyon and Mémin [9] ,
On the other hand,
So without loss of generality, for i = 1, 2, . . ., we can assume (X n , e i ), n ∈ N are bounded by the same constant K 1 . Then
By the Burkholder-Davis-Gundy inequality,
This means
From (25) and (26),
Now consider
Given > 0, we first give an estimation for the third part.
So there exists some m 0 ∈ N such that when m = m 0 ,
For the second part, since
According to (27), for m = m 0 , there exists some
Combining (I), (II) and (III), we can get (22).
Time discretization of BSSEEs
First we consider a simple situation,
where W is a 1-dimensional standard Brownian motion, Y ∈ L 2 (Ω , F T , P; H ) and A is the infinitesimal generator of C 0 -semigroup {e At } on a separable Hilbert space H.
Define
where n = (n − 1) + for all the integer n and
, if x is not integer. Then Eq. (29) can be written as
Under the assumptions (H1), (H2), we can conclude
Proof. From Eqs. (28) and (30),
We have known
and
where M := sup 0≤t≤T e At < +∞. We can conclude
H } n is uniformly integrable by the two facts,
From the continuous property of the C 0 -semigroup, we know
Combining (31), (32) and (33),
Similar to the inequality in (32),
Now we will prove
According to extended martingale representation theorem, there exists
From Lemma 2.6 and
According to Lemma 2.1 in Hu and Peng [11] ,
(34) can be derived from (35) and the following inequality,
Now we consider
where
For every n, f n is a step function. i.e. f n (s) = f n ([s/ h]h). f n is assumed to be P n /β(H ) measurable where P n is σ -algebra generated by F n t progressively measurable subsets in 
From Lemma 3.1,
In order to prove E[
H ds] −→ 0, we only need to prove
In fact, 
From extended martingale representation theorem, we know that ∀s ∈ [0, T ], there exists a unique
We will use the stochastic Fubini theorem.
Here we set
From Lemma 2.6, we know E[
H ds] −→ 0. In order to prove (42), we only need to prove 
On the other hand, from (44) we can get
H dθ} n are uniformly integrable. With (47), we can conclude
Similar to (41) and (48),
Now we consider the following equation. For simplicity, we assume that f is independent of time t.
where f maps H × H into H . It is β(H ) × β(H )/β(H ) measurable and satisfies (C > 0)
The discrete equation of (49) is
Now we give our main theorem. Proof. Make the following decomposition, Define (y ∞, p+1 , z ∞, p+1 ) as the solution of the equation,
We have known ∀t ∈ [0, T ], p → ∞,
In Lemma A.3 we will prove that ∀t ∈ [0, T ], p → ∞, we have
Now we only need to prove for any p, (y n, p , z n, p ) converge to (y ∞, p , z ∞, p ). i.e. ∀ p ≥ 0, for almost all t ∈ [0, T ],
We only need to prove
Assuming that it is true for p, we will prove it is true for p + 1. For the simplicity of symbols, denoteȳ for y ∞, p ,ȳ n for y n, p , (ŷ,ẑ) for (y ∞, p+1 , z ∞, p+1 ) and (ŷ n ,ẑ n ) for (y n, p+1 , z n, p+1 ). Then Eqs. (52) and (53) can be written aŝ
First we will get the convergence ofẑ n .
where q is the Picard iteration symbol. More precisely, we set 
Also,ŷ
In Lemma A.2 we will prove that ∀t ∈ [0, T ], q → ∞,
We only need to prove for any q,ẑ n,q converge toẑ ∞,q . i.e. ∀q ≥ 0, n → ∞,
Assuming it is true for q, we will prove it is true for q + 1. Define
Eqs. (58) and (59) can be written aŝ
By Lipschitz condition,
From (55) and (60), n → ∞,
Applying Lemma 3.2 to Eqs. (61) and (62), we have
We have proved
Now we prove
Eqs. (52) and (53) can be written as
From (55) and (63), n → ∞,
Applying Lemma 3.2 to (64) and (65), we derive
Time and space discretization of BSSEEs
The general BSSEE is given in (49). Its discrete equation is
We set y n = Φ n (ξ n 1 , ξ n 2 , . . . , ξ n n ) and progressively set
Then Eq. (66) can be written as
In fact, (y k , z k ) are the elements in Hilbert space H . In the following, we will perform its space discretization. From now on, we will limit ourselves in the following special space,
Denote the space step as δ and
Discretize Eq. (66) in space,
Set y δ n,i = Φ δ n,i (ξ n 1 , ξ n 2 , . . . , ξ n n ) and
Solving Eq. (68), we have
For k = n − 1, n − 2, . . . , 0, define
Proof. Eq. (68) can be written as
(69) and (70) can be written as
So when δ → 0, we get
Thus we have done the discretization of Eq. (49) both in time and in space. Set time step as h and space step as δ. 
In the following, we take a simple example. Set H = L 2 (−∞, +∞). Define A in H as
The C 0 -semigroup generated by A is T (t) = e At . i.e.
Proposition 4.3. Let h be small enough such that 1 − hC > 0. For some k = n − 1, n − 2, . . . , 0, assume there exists (69) and (70),
. We complete the proof.
Assume for some n ∈ N , there exists C 0 such that |Y n (ω, x)| ≤ C 0 , ∀ω ∈ Ω , −∞ < x < +∞. By Proposition 4.3, we can denote |y δ k+1 | ≤ C 0 , ∀ω ∈ Ω , −∞ < x < +∞. Now we make the following approximation,
According to Theorem 4.1, the solutions (y
(68). Now we let f = 0 and only take three items of the right part in Eq. (73). For the simplicity of symbols, we denote y n,i = Φ n,i (ξ n 1 , ξ n 2 , . . . , ξ n n ) = y δ,F n,i and
Defining r = h/δ 2 , β =
. Eq. (73) can be written as
According to (75) and (76), we can give the computer program.
Program and discussion
In this section we consider computer programs and provide some discussion. Assume that A is given by (71). Now we have gotten one discrete method in (75) and (76) to the equation: dy(t, x) + Ay(t, x) dt = z(t, x) dW (t) t ∈ [0, T ] y(T, x) = Y (x) −∞ < x < +∞.
In the following we will introduce the partial differential equation method. But we only give the computer method. The proof of its convergence is a further subject. Consider x ∈ [0, L], L > 0 and set space step as δ = L/m and time step as h = T /n. Denote y k, j as the function value y(t k , x j ) at point (t k , x j ), 0 ≤ k ≤ n, 0 ≤ j ≤ m. r, δ are given as above. In general, we set r < 
where j = 1, 2, . . . , m − 1, k = n − 1, n − 2, . . . , 0. Denote y n, j = Φ n, j (ξ n 1 , ξ n 2 , . . . , ξ n n ). We set progressively y k+1, j = Φ k+1, j (ξ 
With the three methods, we can draw three groups of graphs. First we give the program procedure with the second method, i.e. (79) and (80). The first method is almost the same with some parameters changed.
Given: T,L,m,n Compute: h=T/n;delta=L/m;r=h/delta 2 ↓ Set: P(i,j,k)=0;Q(i,j,k)=0 ↓ Set: for j=0 to m for k=0 to n P(n,j,k)=(n-2k) √ he −( j·delta) 2 ↓ Compute: for i=n-1 to 0 for j=n-i to m-(n-i) for k=0 to i a 1 = P(i + 1, j + 1, k) a 2 = P(i + 1, j + 1, k + 1) b 1 = P(i + 1, j, k) b 2 = P(i + 1, j, k + 1) c 1 = P(i + 1, j − 1, k) c 2 = P(i + 1, j − 1, k + 1) y = r With Matlab, we draw three graphs. Fig. 1 is the discrete solution given by (75). Fig. 2 is given by (79). Fig. 3 is given by (81). We only draw one track in every graph. Every time on running the program, we can get different tracks. But we can see from all the graphs that the solution equals 0 when the time is 0. Lemma A.1. Given n ∈ N , if f n ∈ L 2 F n (0, T ; H ) and Y n ∈ L 2 (Ω , F n T , P; H ), there exists a unique pair of processes (y n , z n ) ∈ L 2 F n (0, T ; H ) × L 2 F n (0, T ; H ) which solves Eq. (37) and ∀t ∈ [0, T ],
