Abstract. It is proved that for a prescribed potential V there are many quasiperiodic solutions of nonlinear wave equations u
Introduction and main results.
In this paper we deal with the existence of the quasi-periodic (or, equivalently, invariant tori ) of the nonlinear wave equation
(1.1) subject to Dirichlet boundary conditions u(t, 0) = 0 = u(t, π), −∞ < t < +∞, (1.2) where the potential V is in the square-integrable function space L 2 [0, π]. The existence of solutions, periodic in time, for non-linear wave (NLW) equations has been studied by many authors. See [2, 3, 8] and the references theirin, for example. There are, however, relatively less methods to find a quasi-periodic solutions of NLW. The KAM (Kolmogorov-Arnold-Moser) theory is a very powerful tool in constructing families of quasi-periodic solutions for some nearly integrable Hamiltonian systems of finitely or infinitely many degrees of freedom. Some partial differential equations such as (1.1) may be viewed as an infinitely dimensional Hamiltonian system. On this line Wayne [12] obtained the time-quasi-periodic solutions of (1.1), when the potential V is lying on the outside of the set of some "bad" potentials. In [12] the set of all potentials is given some Gaussian measure and then the set of "bad" potentials is of small measure. At almost the same time, similar result was obtained by Kuksin [5] provided that the potential V depends on an n-dimensional external parameter in "a non-degenerate way". In a word, the works of Wayne [12] and Kuksin [5] tell us that there are many quasi-periodic solutions of (1.1) for "most" potential V (x). It does not, however, follows that there is any quasi-periodic solution of (1.1) for a prescribed potential V .
Bobenko & Kuksin [1] and Pöschel [10] (in alphabetical order) investigated the case V (x) ≡ m ∈ R. In order to use an infinitely dimensional version of KAM theorem developed by Kuksin [5] and Pöschel [9] , it is necessary to assume that there are some parameters in the Hamiltonian corresponding to (1.1). When V (x) ≡ m > 0, these parameters can be extracted from the nonlinear term u 3 by Birkhoff normal form [10] , or by regarding (1.1) as a perturbation of sine-Gordon/sinh-Gordon equation [1] . And it was then shown that, for a prescribed potential V (x) ≡ m > 0, there are many elliptic invariant tori which are the closure of some quasi-periodic solutions of (1.1). See [10] for the details. By Remark 7 in [10, p.274] , the same result holds also true for the parameter values −1 < m < 0. When m ∈ (−∞, −1) \ Z, it is shown in [13] that there are many hyperbolic-elliptic invariant tori for (1.1).
Naturally, we should ask that whether or not there is any quasi-periodic solution of (1.1) for a prescribed (not random) potential V (x) which is not necessary to be constant , for example, V = m + cos x.
In this paper, we will answer this question. To give the statement of our results, we need to introduce some notations. We study equation (1.1) as an infinitely dimensional Hamiltonian system. Following Pöschel [10] , the phase space one may take, for example, the product of the usual Sobolev spaces
with coordinates u and v = u t . The Hamiltonian is then
and ·, · denotes the usual scalar product in L 2 . The Hamiltonian equation of motions are
Our aim is to construct time-quasi-periodic solutions of small amplitude. Such quasi-periodic solutions can be written in the form
where ω 1 , · · · , ω n are rationally independent real numbers which are called the basic frequency of u, and U is an analytic function of period 2π in the first n arguments. Thus, u admits a Fourier series expansion
where
. Since the quasiperiodic solutions to be constructed are of small amplitude, (1.1) may be considered as the linear equation u tt = u xx − V (x)u with a small nonlinear perturbation u 3 . Let φ j (x) and λ j (j = 1, 2, ...) be the eigenfunctions and eigenvalues of the Sturm-Liouville problem −Ay = λy subject to Dirichlet boundary conditions y(0) = y(π) = 0, respectively. Then every solution of the linear system is the superposition of their harmonic oscillations and of the form
with amplitude y j ≥ 0 and initial phase φ 0 j . The solution u(t, x) is periodic, quasiperiodic or almost periodic depending on whether one, finitely many or infinitely many modes are excited, respectively. In particular, for the choice
of finitely many modes there is an invariant 2d-dimensional linear subspace E N d that is completely foliated into rational tori with frequencies λ j1 , · · · , λ j d :
Upon restoring the nonlinearity u 3 the invariant manifold E N d with their quasiperiodic solutions will not persist in their entirety due to resonance among the modes and the strong perturbing effect of u 3 for large amplitudes. In a sufficiently small neighborhood of the origin, however, there does persist a large Cantor subfamily of rotational d-tori which are only slightly deformed. More exactly, we have the following theorem:
where C 0 > 1 is an absolute constant and K 1 , K 2 , positive constants large enough, depending on K instead of N .
1 Then, for given compact set C * in P d with positive Lebesgue measure, there is a set C ⊂ C * with meas C > 0, a family of d-tori
over C, and a Lipschitz continuous embedding
which is a higher order perturbation of the inclusion map Remarks 1. Since Φ is a higher order perturbation of the inclusion map Φ 0 , using Theorem 5.1 below we find that the obtained quasi-periodic solution of (1.1) reads as
And it follows from Lemma 1 of [10, p.278 ] that the solution u(t, x) is a classical smooth solution.
2. The assumption π 0 V (x) dx = 0 is not essential. Using Titchmarsh's method [11] we can write
where c j 's are some constants depending on V , in particular, Recently the problem has been answered positively in [14] .
3. Theorem 1.1 still holds true for the following equation
where m ≥ is a positive integer and a k 's are some real numbers.
4.
The method proving Theorem 1.1 can be applied to NLS equation:
subject to Dirichlet boundary conditions. 5. If λ 1 > 0, then the obtained invariant tori are elliptic. If λ 1 < 0, then the tori are hyperbolic-elliptic. When λ 1 > 0, one can use the KAM theorem by Pöschel [9] to prove Theorem 1.1. When λ 1 < 0, one can use a variant version of the KAM theorem by Pöschel. See [13] for the variant. For convenience we assume λ 1 > 0 in the following argument.
6. We can give the measure estimate of the set C:
Sturm-Liouville problems.
Consider the Sturm-Liouville (S-L) problems
It is well known that the S-L problems possess infinite many simple eigenvalues
Denotes by φ n the normalized eigenfunctions corresponding to λ n . Expand the eigenfunctions φ n (x) into odd 2π-periodic functions, and hence their Fourier series expansions are of the form 
where κ n > 0 is a constant depending on n such that ||φ n || L 2 = 1, and
uniformly for x ∈ [0, 2π], and
Proof. The proof can be found in [11] and many text books.
Claim. We claim that κ
In fact, by (2.3) and (2.4), we get
Assumption. We assume c 1 = 0 in this paper.
Let K and N be two sufficiently large positive integers which will be specified later.
Proof. Recall we have assumed 1
If there are three plus and one minus among Υ := ±µ i ± µ j ± µ n ± µ l , then, without loss of generality, we can write
Now let us assume there are two plus and two minus among Υ, say Υ =
We assume c 1 = 1, otherwise we consider c
It is easy to verify that for t ≥ 0
Write l = i + q with q ≥ 1. Let
. It is easy to check that ∂ t g(t) < 0 for t > 0, and (1) . A simple calculation shows that
So the proof of this lemma is complete. (2.6) where C 0 > 1 is an absolute constant and K 1 , K 2 , large enough, positive constants depending on K. 
Now let us pick d positive integers. Let
Proof. Assume i ≤ j ≤ n ≤ l without loss of generality. Case 1. i > K. In this case, all of i, j, n and l are larger than K.
Case 2. i ≤ K and j ≤ K. In this case, n, l ∈ N d . According to the construction N d , we have that
where C K > 0 is a constant depending on K. (The constant C K may take different values in different places in the following argument.)
1. Now we are in position to consider µ i ± j ± n ± l = 0. For convenience we assume c 1 = 1 without loss of generality. In this case, we have
For cases (+, +, +), (−, −, −), (+, +, −), clearly we have
Finally, let us consider case (+, −, −). In this case we still get that j < n. Otherwise, if n = j, we get that
We have now that
This completes the proof.
Hamiltonian for NLW.
From now on we focus our attention on the nonlinearity u 3 , since terms of order five or more will not make any difference. Letting
and inserting it into (1.1) we get
Then we get a Hamiltonian systeṁ
Let us introduce the complex coordinate changẽ
Thus the Hamiltonian (3.5) is changed into
where Set
(3.12) where we have used the fact
Therefore,
(3.13) Similarly, we have
Observe that
Using (3.12-15), we get By (3.16) and (3.17), the proof is complete.
Birkhoff Normal Form.
Let
Consider a Hamilton function
F ijnl w i w j w n w l with coefficients
where S denotes the number of the elements of the set S. By Lemma 2.4, the vector fields X F is analytic as a map from some neighborhood of the origin in 
, we introduce the action-angle variables as follows:
Then (3.1) can be written as
Remark that A is a matrix of order d × d, B a matrix of order ∞ × d. Now let us introduce the parameter vector ξ and the new action variable ρ as follows
where we omit a constant which does not affect the dynamics in the Hamiltonian above, and 
..k d ). Multiplying both of sides of Ak = B
T l by 2π, we then have
where l = (l j ) j / ∈N d . Multiplying both of sides of the equality above by µ ip and making sum from p = 1 to d, we get
Recall that we have assumed min
where C is a constant depending on d only.
By |l| = 1 and (1) (1)).
Observe that β, l = w, l −1 for |l| = 1. We get
By (4.20,21) and in view of 0 < s 1 < 1, we get
This is absurd. 
Multiplying both of sides of Ak = B T l by 2, we then have
(4.23) Multiplying both of sides of the equality above byμ i p and making sum from p = 1 to d, we get
(4.24)
In the following argument we assume that K is fixed and N 1. 
where C is a constant depending on d and K only.
. By (2.5), we have (κ
By (4.24,25,26) we get
By (4.23) and (4.28) we get
It follows that
Recall that we have chosen 
This is impossible if
. We further suppose that l j0 · l j 0 < 0, say l j0 = 1, l j 0 = −1 with j 0 < j 0 . Since the eigenvalues λ n 's is simple 2 , using (2.2) we get that there is a constant C > 0 such that |µ j 0 − µ j 0 | ≥ 1/C. Now we have the following estimate:
Moreover,μ
And then
where || · || is max-norm. By (4.23) we have
Making sum from p = 1 to p = d we get
By (4.35,36), we get
Clearly, the left hand of (4.38) is non-zero, when N 1. Thus,
)/2 and 2/3 < ι < ι < 1. It follows that j 0 < j 0 < N ι . Thus, this case is reduced to the sub-case 2.2.
Sub-case 2.4. Suppose that
This implies that (4.32) hold true. Thus the further proof is the same as that of Sub-case 2.2.
Finally we will give out the estimates of the perturbed term R * in (4.12). To this end we need some notations which are taken from [9] . Let a,s is the Hilbert space of all complex sequence w = (· · · , w 1 , w 2 , · · · ) with for W = (x, y, z,z) ∈ P a,s withs = s + 1. Denote by Σ the parameter set [1, 2] 
, and where the supremum is taken over Σ. Denote by X R * the vector field corresponding the Hamiltonian R * with respect to the symplectic structure dθ ∧ dρ + √ −1dZ ∧Z, namely, 
where r = 1/2 .
Proof. By (4.3) and (4.12) the proof is immediately completed.
A KAM theorem with application to Hamiltonian (4.9).
In this section we state the KAM theorem. This theorem was first proved by Kuksin [5, 6] . Also see [9] . Here we recite the theorem from [9] . The KAM theorem was used to show there are plenty of quasi-periodic solutions of some nonlinear partial differential equations. See [7, 10] , for example. Let us consider the perturbations of a family of linear integrable Hamiltonian
in d-dimensional angle-action coordinates (x, y) and infinite-dimensional Cartesian coordinates (u, v) with symplectic structure
The tangent frequencies ω 6) where the dots stands for fixed lower order term in j, allowing also negative exponents. More precisely, there exists a fixed, parameter-independent sequenceλ witĥ λ j = j + · · · such that the tailsλ j −λ j give rise to a Lipschitz map
where p ∞ is the space of all real sequences with finite norm |w| p = sup j |w j |j p . Assumption C: Regularity. The perturbation P (x, y, z,z; ξ) is real analytic for real argument (x, y, z,z) ∈ D(s, r) for given s, r > 0, and Lipschitz in the parameters ξ ∈ Π, and for each ξ ∈ Π its gradients with respect to z,z satisfy 
In addition,we introduce the notations
We can now state the basic KAM Theorem which is recited from Pöschel [9] . The same theorem is also proven by Kuksin [5, 6] . 14) such that Π \ Π α ⊂ R j k,l (α), where Finally, we finish the proof by using the theorems 5.1 and 5.2.
