With many engineering and science application problems, we must deal with a lot of high-dimensional data, such as videos, images, web documents, text, etc 
Introduction
With the rapid development of information technology and computer network, many application problems of computer vision, image processing and machine learning have been studied in many literatures [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . However, many data in these areas are highdimensional, such as images, videos, web documents, etc. It is a little hard for obtaining meaningful inference from these high-dimensional data. As a matter of fact, highdimensional data often lie in low-dimensional data corresponding to some categories of the data. The aim of subspace segmentation methods is to cluster data that lie in a union of low-dimensional subspaces. Thus, the research of subspace segmentation methods is a hot topic in recent years [1, 2] .
Given a collection of data points from some classes lying in a union of unknown subspaces, the aim of subspace segmentation task is to separate the data points according to the underlying subspaces. Subspace segmentation has been widely used in scientific and engineering fields, such as pattern recognition, machine learning, image processing, computer vision, etc. Figure 1 is a classical application of subspace segmentation [1, 2] .
Figure 1. Given Face Images from Different Persons, the Aim of Subspace Segmentation is to Find the Images that Belong to the Same Person
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There are also many conventional methods for handling subspace segmentation problems, such as Generalized Principal Component Analysis (GPCA), Random Sample Consensus (RANSAC), Local Subspace Affinity (LSA), etc [1, 2] . Recently, there has been an increasing interest in representation theory. Representation methods include many algorithms, such as sparse representation, low rank representation, etc. Based on the research of representation methods, many subspace segmentation algorithms have appeared. Although these methods have their own characteristics, they are all effective for handling subspace segmentation problems.
However, subspace segmentation methods also include many algorithms. These algorithms also have advantages and disadvantages. The aim of this paper is to compare the state of the art algorithms in subspace segmentation. We try to clarify the similarities among different subspace segmentation algorithms and reveal the differences of them.
Based on the research of sparse representation, Elhamifar and Vidal proposed the Sparse Subspace Clustering (SSC) method [1, 2] . The solution of SSC is obtained by using 1 l norm minimization. SSC boosts the research of subspace segmentation. Many application problems are solved by the SSC method.
Based on SSC, some papers proposed other methods for improving it. Soltanolkotabi et al. [3] proposed an extensive algorithm of SSC. They proposed a two-step procedure with data-driven regularization method, which is a extensive method of SSC. This method is a statistical mixture model to represent data points lying in a union of subspaces. The performance of the method is also strictly explained according to interpretable and intuitive parameters.
Although SSC is effective for handling some subspace segmentation applications, it also has some problems. SSC is based on the sparse representation, sparse representation only finds the sparsest representation of each data vector, thus, there is no global constraint on its solution. So when the data is grossly corrupted, SSC is inaccurate for capturing the global structures of the data points. In view of the disadvantages of the SSC, some other novel methods are proposed. The low rank representation (LRR) was proposed by Liu [4] , which is different from the sparse representation. The aim of LRR is to find the lowest-rank representation of all data points jointly. Thus, LRR can be better at capturing the global structures of data points. For corrupted data, the lowest-rank representation can correct corruptions so that LRR is robust to noise. Based on LRR, some other improvement methods were also proposed. This paper is organized as follows. In section 2, SSC method is reviewed. In section 3, the extensive method of SSC is reviewed. In section 4, low rank representation method is reviewed. In section 5, based on LRR, some improvement methods are reviewed. In section 6, some experiments have been done in order to compare these subspace segmentation methods. In section 7, we review the advantages and disadvantages of these methods. Section 8 concludes this paper.
Sparse Subspace Clustering (SSC) Method

Problem Formulation
Given a set of data points lying in a union of unknown linear subspaces, there are n subspaces 12 
Assume we are given a set of N data points 12 , ,..., N y y y , the aim of subspace segmentation is to approximate the underlying subspaces by using the set of data points [1] , [2] , [3] .
The Steps of SSC Method
SSC is based on the theory of sparse representation, which takes into account of the self-expressions property of the data points. Under some conditions, SSC method is effective for handling subspace segmentation problems. The steps of SSC are as follows [1] , [2] :
Input: Assume we are given a set of N data points 12 
The Extensive Method of SSC
SSC is a classical method for dealing with the subspace segmentation problems, however, there are also some disadvantages about SSC. Thus, some improvement methods of SSC were also proposed. Soltanolkotabi et al. [3] proposed an extensive algorithm of SSC. They proposed a two-step procedure with data-driven regularization method, which is an extensive method of SSC. The performance of the method is also strictly explained according to interpretable and intuitive parameters, such as the affinity between subspaces, sampling density and the noise level, etc. The steps of two-step procedure with data-driven regularization method are as follows: 
Low Rank Representation (LRR) methods
Problem Formulation
SSC and its extensive method are all based on the theory of sparse representation, the sparse representation only looks for the sparsest representation of each data vector individually. However, the sparsest solution does not mean obtaining the highest accuracy at capturing the global structures of the data points [4] . Thus, when the data points are grossly corrupted, the performance of SSC will be degraded. In view of the disadvantages of SSC and its extensive methods, some other novel methods were proposed.
Liu et al. [4] proposed the Low Rank Representation (LRR) method, which is different from sparse representation. The aim of the sparse representation is to obtain the sparsest
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Copyright ⓒ 2015 SERSC representation of each data vector respectively. However, unlike sparse representation, the aim of low rank representation is to find the lowest rank representation of all data points jointly. Compared to SSC, LRR can be better at capturing the global structures of data points. The lowest-rank criterion can correct corruptions so that LRR is robust to noise and outliers.
With S . Our aim is to capture the global structure of Y . However, sparse representation cannot capture the global structure of Y , low rank representation is a more appropriate criterion for capturing the global structure of Y . Here, the data set Y is used as the dictionary, the LRR problem is to solve the following optimization problem:
For problem (1), *  is the nuclear norm of a matrix, the definition of the nuclear norm is the sum of the singular values of the matrix.
Under the Conditions that the Data Vectors are Noisy
In many real applications, the data vectors are often noisy. 
this method of (3) was called LRR 2,1 . The problem (1), (2) and (3) can be solved by using Augmented Lagrange Multiplier (ALM) algorithm [18] [19] [20] [21] [22] , which is a classical method for solving the Low Rank Representation (LRR) problem. However, there are also some disadvantages with LRR. First, it cannot obtain closed form solution from the ALM algorithm. Second, there are too many parameters with the ALM algorithm. Third, the convergence property of ALM cannot be analyzed in detail.
Other Improvement Methods based on LRR
In view of the advantages and disadvantages of LRR, based on the theory of low rank representation, some other improvement methods were also proposed. dictionary instead of the clean data D. Wei and Lin considered that using the noisy data set as the dictionary was not quite reasonable when the noise was heavy. If using the clean data as the dictionary, the problem (2) should be changed as follows:
From one theorem proposed by Wei and Lin, (4) is equivalent to
Replace the rank function in (5) with the nuclear norm, the core of RSI method is to solve the following convex optimization problem:
the problem (6) can be also solved by using Augmented Lagrange Multiplier (ALM) algorithm.
Least Squares Regression (LSR) Method
The LSR method was proposed by Lu et al [6] . They considered that many existing methods were all special cases, then they presented the Least Squares Regression (LSR) method for subspace segmentation. The core of LSR method is that it takes advantage of data correlation, which is common in real data. They believed that most data exhibited strong correlations. If the sampling data were sufficient, they tended to be highly correlated. The Least Squares Regression (LSR) method is as follows:
where F Z denotes the Frobenius norm of Z, In many real applications, the data vectors are often noisy, under this condition, the LSR method is changed as follows: 
Other Closed form Solution Method based on LRR
Based on LRR, Favaro et al. proposed a method for subspace clustering and segmentation in the presence of noise [7] . The optimization function is as follows:
From (9), a closed form solution can be also obtained.
Experiments
In this section, some experiments are presented to show the accuracy of subspace segmentation. We focus on the performance comparison of different representation International Journal of Grid Distribution Computing Vol. 8, No. 1 (2015) 264 Copyright ⓒ 2015 SERSC methods have been mentioned above.
In the experiment, we demonstrate an example of using LRR to do subspace segmentation. We construct 5 independent subspaces, each of which has a rank of 100. 200 points of dimension 100 are sampled from each subspace, and randomly choose some points to corrupt. In this experiment, we focus on the performance comparison of different subspace segmentation methods. Table 1 and Figure 2 show the segmentation accuracy versus different  by LRR 1 , Table 2 and Figure 3 show the segmentation accuracy versus different  by LRR 2 , 1 . 
The Comparison of Different Methods
As mentioned above, there are many representation methods used for handling the subspace segmentation problems. However, these methods all have their own characteristics, they also have advantages and disadvantages. The reviews of these representation methods are listed in Table 3 . 
Conclusions
Data mining technologies are increasingly becoming a hot research field in recent years. However, data mining technologies include many aspects, subspace segmentation is one of the most important aspects of data mining. Representation methods are very effective for handling subspace segmentation problems. However, these methods all have their own characteristics; they also have advantages and disadvantages. In the future work, we should combine the advantages of currently used methods. It means that, the improved representation methods, which the segmentation accuracy should be high and the computational complexity should be low. These methods are expected to apply in subspace segmentation area.
