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Abstract
We present a short proof of the Fabry quotient theorem. This proof only
uses material from undergraduate university studies.
1 Introduction
Fabry’s celebrated theorems detect singular points of power series on the boundary
of the disc of convergence and provide large classes of Taylor series, which cannot be
analytically continued through any arc of the boundary circle. The reader will find
these theorems in the Dienes and Bieberbach treatises [3, Sections 93-94], [1, Chapter
2]. These theorems are known for their formidable formulations and complicated
proofs. The original Fabry’s proofs were quite ingenious and long but used only
basic properties of Taylor series [1, Section 2.1]. Faber and then Po´lya developed
another approach to general Fabry theorems which is based on the interpolation of
the coefficients of the Taylor series by an entire function and on connection between
growth of entire functions and distribution of their zeroes. This approach is well
explained in the mentioned above books by Dienes and Bieberbach.
Probably, the most known consequence of general Fabry’s theorems is Fabry’s
gap theorem, which has numerous connections with other areas of analysis and has
attracted attention of many prominent mathematicians, see for instance, [8, Section
32], [1, Chapter 2], [4, Chapter XII], [6, Sections II.4.6-II.4.10].
Another remarkable consequence of a general Fabry theorem is Fabry’s quotient
theorem whose elegant formulation deserves to be included into the courses of basic
complex analysis:
Theorem 1.1. Let f(z) =
∑
∞
n=0 anz
n be a complex power series with radius of con-
vergence R = 1. Assume that limn→∞
an
an+1
= s. Then z = s is a singular point of
f .
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My friend and colleague Misha Sodin recently mentioned to me that he is not aware
of a proof of this theorem which might be explained in the first course of complex
analysis or included in textbooks. In this short note we provide such a proof, which
is based on an idea from harmonic analysis. A somewhat similar approach was used
by Wiener for proving a version of Fabry’s gap theorem which was weaker than the
original one [10], [8, Section 32], as well as in other instances, see also [9], [5, Lemma],
[7, Chapter 7, Section 3] (and the Notes to this Chapter).
It could be that our proof of Fabry’s Theorem 1.1 (or its another short and el-
ementary proof) might be known to experts, or even published, although we didn’t
find any evidence to that.
Acknowledgements I thank A. Borichev, A. Eremenko, F. Nazarov and M. Sodin
for a valuable feedback. I especially thank F. Nazarov for an important suggestion
which led to an improvement of the actual result we show (see the quantitative state-
ment at the beginning of our proof of Theorem 1.1 in Section 2) and to simplification
of our original arguments, and M. Sodin for introducing me to Fabry theorems, en-
couraging me to write this note, and for his generous help with the presentation. This
work was partially supported by ERC Starting Grant 757585 and ISF Grant 2026/17.
2 Proofs
Definition 2.1. Let F (θ) =
∑
∞
n=−∞ ane
inθ be a formal Fourier series, an = rne
iφn,
rn > 0, φn ∈ R. Let N > 2 be an integer. We say that F is N-good, if there
is a choice of (φn)n∈Z, such that for each n ∈ Z there exists some Φn ∈ R with
φn, φn+1, . . . , φn+N−1 ∈ [Φn,Φn + π2 ]. Similarly, for a formal Taylor series f(z) =∑
∞
n=0 anz
n, we say that f is N-good if one can write an = rne
iφn, rn > 0, φn ∈ R, such
that for each n > 0 there exists some Φn ∈ R with φn, φn+1, . . . , φn+N−1 ∈ [Φn,Φn+ π2 ].
For a trigonometric polynomial P (θ) =
∑M
k=−M cke
ikθ, we will say that P is sym-
metric with non-negative coefficients, if ck = c−k > 0 for each 0 6 k 6 M .
Observation 2.2. Let F (θ) =
∑
∞
n=−∞ ane
inθ be an N-good L2[−π, π] Fourier series,
and let P (θ) =
∑N−1
k=−N+1 cke
ikθ be symmetric with non-negative coefficients. Then
∫ π
−π
|F (θ)|2P (θ) dθ = 2π
∞∑
n=−∞
N−1∑
k=−N+1
anan+kck
= 2πc0
∞∑
n=−∞
|an|2 + 4π
∞∑
n=−∞
N−1∑
k=1
ckℜ(anan+k) > 0.
(2.1)
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Claim 2.3. For every integer N > 2 there exists a trigonometric polynomial P (θ) =∑N−1
k=−N+1 cke
ikθ, symmetric with non-negative coefficients, such that we have P (θ) < 0
for θ ∈ [−π, π] \ (−4π
N
, 4π
N
).
We believe that Claim 2.3 (or its sharper versions) is well known to experts.
We postpone our proof of the claim to the end of the section. The combination of
Observation 2.2 and Claim 2.3 implies the following corollary:
Corollary 2.4. Let F (θ) =
∑
∞
n=−∞ ane
inθ be an N-good L2[−π, π] Fourier series.
Then ∫ π
−π
|F (θ)|2 dθ 6 C
∫ 4pi
N
−
4pi
N
|F (θ)|2 dθ, (2.2)
where C = C(N).
Remark 2.5. An analogous to (2.2) inequality was obtained by N. Wiener in [10] for
Fourier series having “uniform gaps”, with a sharp growth rate of the corresponding
coefficient C (see Theorem I therein). In addition, Wiener showed an analogous to
(2.2) inequality for Fourier series with non-negative coefficients (see Theorem 2.1 in
[9]), again with a sharp growth rate of the corresponding coefficient. It would be also
interesting to find the sharp growth rate of C(N) in terms of N in Corollary 2.4. Our
proof gives C(N) = O(N2).
Our proof of Theorem 1.1 uses the following simple claim:
Claim 2.6. If v : R→ C is a 2π-periodic continuously differentiable function having
zero mean on [0, 2π] (i.e.
∫ 2π
0
v(t) dt = 0), then maxt∈[0,2π] |v(t)| 6
√
π
∫ 2π
0
|v′(t)|2 dt.
Proof. Let T ∈ [0, 2π] such that |v(T )| = maxt∈[0,2π] |v(t)|. We may assume that
|v(T )| > 0 (if v(T ) = 0, there is nothing to prove). Denote by α the argument of
v(T ), i.e. e−iαv(T ) ∈ (0,+∞). Write e−iαv(t) = x(t) + iy(t), where x(t), y(t) ∈ R.
Since v(t) has zero mean on [0, 2π], the function x(t) has zero mean on [0, 2π] as well,
in particular, by continuity there exist some T0 ∈ [0, 2π] such that x(T0) = 0. Pick
an integer n ∈ {−1, 0, 1} such that |T − T0 − 2πn| 6 π. Assume for instance that
T0 + 2πn 6 T (the case T < T0 + 2πn is settled in exactly the same way). By the
Cauchy-Schwartz inequality we conclude
max
t∈[0,2π]
|v(t)| = |v(T )| = x(T ) = x(T )− x(T0 + 2πn) =
∫ T
T0+2πn
x′(t) dt
6
√
(T − T0 − 2πn)
∫ T
T0+2πn
|x′(t)|2 dt
6
√
π
∫ 2π
0
|x′(t)|2 dt 6
√
π
∫ 2π
0
|v′(t)|2 dt
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Now we pass to the proof of Theorem 1.1.
Proof of Theorem 1.1. We will in fact prove a more general quantitative statement:
If f(z) =
∑
∞
n=0 anz
n is an N -good Taylor series with radius of convergence R = 1,
then f cannot be extended analytically through the arc C = {eiθ | θ ∈ [−4π
N
, 4π
N
]}, i.e.
f is not analytic on {|z| < 1} ∪ C.
To deduce the theorem from this statement, first notice that in the theorem one
can WLOG assume that s = 1, by change of variables w = z/s. Then, the assumption
of the theorem gives us limn→∞
an
an+1
= 1, and in particular, for each N ∈ N there exists
m ∈ N such that fm(z) :=
∑
∞
n=m anz
n is N -good. Hence, assuming the statement,
we conclude that fm, and hence f , cannot be extended analytically through the arc
C = {eiθ | θ ∈ [−4π
N
, 4π
N
]}. Since this holds for every integer N > 2, the theorem
follows.
Let us now pass to our proof of the above quantitative statement. The proof is
by contradiction, so assume that we have an N -good Taylor series f(z) =
∑
∞
n=0 anz
n
with radius of convergence R = 1, such that f is holomorphic on {|z| < 1}∪C, where
C = {eiθ | θ ∈ [−4π
N
, 4π
N
]}.
First, we claim that we can WLOG assume that f ∈ C∞({|z| 6 1}). In-
deed, choose a sequence (cj)j>1 of positive real numbers which converges to 0 suf-
ficiently fast, and define g(z) :=
∑
∞
j=1 cjf(
jz
j+1
). Then g(z) =
∑
∞
n=0 bnz
n where
bn = an
(∑
∞
j=1 cj
(
j
j+1
)n)
, in particular the radius of convergence of the Taylor se-
ries is R = 1. Also, g is clearly N -good. Since for each j > 1, the function f( jz
j+1
) is
smooth in the disc {|z| < j+1
j
}, we conclude that g ∈ C∞({|z| 6 1}) if the sequence
(cj)j>1 converges sufficiently fast to 0. Morever, we claim that g is holomorphic
in {|z| < 1} ∪ C. Indeed, since f is holomorphic in {|z| < 1} ∪ C, there exists
some δ > 0 such that f is holomorphic in the domain Uδ = {|z| < 1} ∪ Sδ where
Sδ = {reiθ | 0 < r < 1 + δ and θ ∈ (−4πN − δ, 4πN + δ)}. For each j > 1, the function
f( jz
j+1
) is holomorphic in the domain j+1
j
Uδ which contains Uδ. This implies that the
function g(z) :=
∑
∞
j=1 cjf(
jz
j+1
) is holomorphic in Uδ (and hence in {|z| < 1} ∪ C)
if the sequence (cj)j>1 converges sufficiently fast to 0. We have shown that g(z) is
N -good, holomorphic in {|z| < 1} ∪ C, and C∞ smooth in {|z| 6 1}. Moreover, the
radius of convergence of the Taylor series of g(z) at 0 is R = 1. Now replace f by g.
So assume that f ∈ C∞({|z| 6 1}). Define the Fourier series F (θ) := f(eiθ) =∑
∞
n=0 ane
inθ, θ ∈ R. Then F (θ) is a C∞ smooth function which is N -good, and
analytic in the interval θ ∈ [−4π
N
, 4π
N
]. Now pick some integer ℓ > 1, and apply
Corollary 2.4 to F (ℓ)(θ) = iℓ
∑
∞
n=0 n
ℓane
inθ (which is clearly N -good as well). Hence
F (ℓ) satisfies the inequality (2.2). By the analyticity of F in [−4π
N
, 4π
N
], we have a
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Cauchy estimate |F ℓ(θ)| 6 C1Aℓℓ! for θ ∈ [−4πN , 4πN ]. We conclude that∫ π
−π
|F (ℓ)(θ)|2 dθ 6 C
∫ 4pi
N
−
4pi
N
|F (ℓ)(θ)|2 dθ 6 (C2Aℓℓ!)2.
Since F (ℓ) has a zero mean on [−π, π], applying Claim 2.6 with v = F (ℓ), we get
max
θ∈[−π,π]
|F (ℓ)(θ)| 6
√
π
∫ π
−π
|F (ℓ+1)(θ)|2 dθ 6 √πC2Aℓ+1(ℓ+ 1)! 6 C3(2A)ℓℓ!
This means that F is an analytic function of θ ∈ R, hence f is holomorphic in the
closed disc {|z| 6 1}, contradiction.
Remark 2.7. In the quantitative statement appearing at the beginning of the proof
of Theorem 1.1, one can clearly weaken the assumption of N-goodness for f(z) =∑
∞
n=0 anz
n to an “eventual N-goodness”, i.e. assuming that we have an = rne
iφn,
rn > 0, φn ∈ R, such that for sufficiently large n there exists some Φn ∈ R with
φn, φn+1, . . . , φn+N−1 ∈ [Φn,Φn + π2 ]. Moreover, the quantitative statement is not
sharp, and we expect that under the assumption that f(z) is N-good, one can con-
clude that f cannot be extended analytically through the shorter arc C′ = {eiθ | θ ∈
[− π
2N−2
, π
2N−2
]}.
In fact, it is natural to consider the following more general situation. Let α ∈
(0, π), and let f(z) =
∑
∞
n=0 anz
n be a Taylor series with radius of convergence R = 1,
whose coefficients can be written as an = rne
iφn, rn > 0, φn ∈ R, such that for
sufficiently large n there exists some Φn ∈ R with φn, φn+1, . . . , φn+N−1 ∈ [Φn,Φn +
α]. Then we expect that f cannot be extended analytically through the arc {eiθ | θ ∈
[− α
N−1
, α
N−1
]} (cf. Delange’s theorem [1, Theorem 2.3.3], [2]).
Proof of Claim 2.3. First of all, we can WLOG assume that N > 8 (for 2 6 N 6 7
just take P (θ) = cos θ = 1
2
e−iθ + 1
2
eiθ). Consider the Feje´r kernel
FN (θ) =
N−1∑
k=−N+1
(
1− |k|
N
)
eikθ =
1
N
(
sin Nθ
2
sin θ
2
)2
.
Define
GN(θ) := FN(θ +
π
2N
) + FN(θ − π
2N
) =
N−1∑
k=−N+1
(
2− 2|k|
N
)
(cos
kπ
2N
)eikθ.
We have
GN(θ) =
1
N

(sin(Nθ2 − π4 )
sin( θ
2
− π
4N
)
)2
+
(
sin(Nθ
2
+ π
4
)
sin( θ
2
+ π
4N
)
)2 .
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Hence
AN(θ) := N
−1
(
max
(
| sin(θ
2
− π
4N
)|, | sin(θ
2
+
π
4N
)|
))
−2
6 GN(θ)
6 BN(θ) := N
−1
(
min
(
| sin(θ
2
− π
4N
)|, | sin(θ
2
+
π
4N
)|
))
−2
Let us show that GN(θ) < G[N4 ]
(θ) for θ ∈ [−π, π]\(−4π
N
, 4π
N
). For this, it is enough
to show that BN (θ) < A[N4 ]
(θ) for θ ∈ [4π
N
, π]. The latter inequality immediately
follows from
CN(θ) := 2min
(
sin(
θ
2
− π
4N
), sin(
θ
2
+
π
4N
)
)
> DN (θ) := max
(
sin(
θ
2
− π
4
[
N
4
]), sin(θ
2
+
π
4
[
N
4
])
)
.
(2.3)
Let us show the inequality (2.3) for θ ∈ [4π
N
, π]. If θ ∈ [π
2
, π] then θ
2
± π
4N
∈ (π
6
, 5π
6
)
and hence CN(θ) > 1 > DN(θ). Finally, if θ ∈ [4πN , π2 ] then
CN(θ) = 2 sin(
θ
2
− π
4N
) > 2 sin(
θ
2
− π
4N
) cos(
θ
2
− π
4N
)
= sin(θ − π
2N
) > sin(
θ
2
+
π
4
[
N
4
]) = DN(θ).
Now put P (θ) := GN(θ)−G[N4 ](θ). Then P (θ) has all the needed properties (also
note that P (θ) has a zero mean on [−π, π]).
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