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Abstract. Modern computer systems are inherently distributed and feature autonomous and
collaborative behaviour of multicomponent with global goals. These goals are expressed in
terms of the combined behaviour of different components that are usually deployed in dynamic
and evolving environments. It is therefore crucial to provide techniques to generate programs
for collaborative and adaptive components, with guarantees of maintaining their designated
global goals. To reach this endeavour, we need to extend modelling formalisms and specification
languages to account for the specific features of these systems and to permit specifying both
individual and system behaviour. We propose a computational framework to allow multiple
components to interact in different modes, exchange information, adapt their behaviour, and
reconfigure their communication interfaces. The framework permits a local interaction based
on shared variables and a global one based on message passing. To be able to reason about
local and global behaviour, we extend LTL to consider the exchanged messages and their
constraints. Finally, we study the computational complexity of satisfiability and verification
considering these extensions.
1 Introduction
The advent of the class of autonomous and collaborative systems, where multiple components interact
and combine their local behaviour to reach global goals, has changed the perspective of how to
design concurrent and distributed systems. Thus, a system can no longer be designed in terms of
individuals interacting with their environments, but rather as a set of collaborative components with
complimentary tasks. The main hurdle when dealing with such systems is that global goals are not
expressible in terms of the knowledge of individuals and different components have to collaborate and
exchange information to reach their global goals. These systems are inherently distributed and exhibit
complex interaction, e.g., supply chains, power grids, etc. Thus, it is crucial to provide techniques
to support the generation of programs for collaborative components, by supporting modelling and
verification.
In the area of formal modelling and verification, message-passing [1,2] and shared variables [3]
based formalisms are dominant and they are usually considered the viable tools when dealing with
distributed systems. As the name suggests, message-passing approaches completely characterise pro-
cesses in terms of their capabilities to interact and abstract accessing/manipulating local states in
terms of invisible interactions. Thus, a process cannot instantaneously change its local state and
adapt its behaviour while engaging in interaction. On the other hand, shared-variables approaches
completely characterise processes in terms of the sequence of updates to the variables in their states
and abstract from explicit message-exchange. A local state of a process contains variables that are
shared with other components. Thus, updates to these variables are used to model message exchange.
Although in some approaches (e.g., see in [4]) a process can hide/reveal these variables, it is still not
able to select on which basis these variables are shared and how to coordinate this sharing.
Here, we present a framework to model interactions in reconfigurable and adaptive systems. We
model a system as a set of components executing independently and only influence the behaviour
of each other by means of message-exchange. Each component has its own state consisting of a set
of local variables whose values change as side-effects of interaction. Components are equipped with
dynamic communication interfaces that are parametric to their local states. They have the ability to
characterise the set of receivers by means of predicates and also determine coordination mechanisms.
Furthermore, messages transmit data from the local state of senders to the local states of receivers.
⋆ This research is funded by the ERC consolidator grant D-SynMA under the European Union’s Horizon
2020 research and innovation programme (grant agreement No 772459).
We distinguish between a local behaviour represented by changes in the values of a component local
variables and a global one represented by explicit message-exchange. This representation naturally
captures the structure of actual distributed systems where a component represents a machine with
a local memory and a (possibly multi-threaded) program manipulating this memory. Threads have
instantaneous memory access and they coordinate by means of synchronisation while machines are
distributed and interact by exchanging messages. In our framework, only message-exchange is counted
as a transition in the underlying labelled transition system and local behaviour is abstracted and
captured as instantaneous side effects of message exchange. Thus, components can manipulate their
states instantaneously while engaged in interaction. Furthermore, message exchange might trigger
new behaviours instantaneously. This clear separation between a local and a global behaviour makes
it easy to reason on either one. Our framework can be considered as a generalisation of the work on the
AbC calculus [5,6] where we enrich it with different interaction mechanisms in a clean and compact
way. Also our framework is symbolic (i.e., states are interpretations of variables and transitions are
variable updates) and thus more convenient for analysis rather than for programming. The message-
passing mechanisms in our framework are unique and provide a fine control on what information is
shared, when, how, and with who.
To be able to reason about local and global behaviour, we extend LTL to consider the exchanged
messages and their constraints. The core extension is not merely referral to message contents, which
can be done by considering a richer alphabet but rather by considering the constraints that senders
impose on possible receivers. We also study the computational complexity of satisfiability and verifi-
cation considering these extensions.
The paper is structured as follows: In Sect. 2, we unify notations and give the necessary back-
ground. In Sect. 3, we informally present our model and motivate our design choices while in Sect. 4
and Sect. 5 we formally introduce the model and our extension to LTL. In Sect. 6, we study the
satisfiability and the verification problems of our extension and finally in Sect. 7 we report related
works and conclude the paper highlighting future directions.
2 Transition systems and Discrete Structures
A Doubly-Labeled Transition System (TS) is T = 〈Σ, Υ, S, S0, R, L〉, where Σ is a state alphabet, Υ
is a transition alphabet, S is a set of states, S0 ⊆ S is a set of initial states, R ⊆ S × Υ × S is a
transition relation, and L : S → Σ is a labeling function.
A path of a transition system T is a maximal sequence of states and transition labels σ =
s0, a0, s1, a1, . . . such that s0 ∈ S0 and for every j ≥ 0 we have (si, ai, si+1) ∈ R. We assume that for
every state s ∈ S there are a ∈ Υ and s′ ∈ S such that (s, a, s′) ∈ R. Thus, a sequence σ is maximal
if it is infinite. If |Υ | = 1 then T is a state-labeled transition system and if |Σ| = 1 then T is a
transition-labeled transition system.
We introduce Discrete Systems (DS) that represent state-labeled transition systems symbolically.
A DS is D = 〈V , θ, ρ〉, where the components of D are as follows:
– V = {v1, ..., vn}: A finite set of typed variables. Variables range over discrete domains, such as
Boolean or integers. A state s is an interpretation of V , i.e., if Dv is the domain of v, then s is
an element in
∏
vi∈V
Dvi .
– θ : The initial condition. This is an assertion over V characterizing all the initial states of the
DS. A state is called initial if it satisfies θ.
– ρ : A transition relation. This is an assertion ρ(V ∪V ′), where V ′ is a primed copy of the variables
in V . The transition relation ρ relates a state s ∈ Σ to its D-successors s′ ∈ Σ, i.e., (s, s′)  ρ,
where s supplies the interpretation to the variables in V and s′ supplies the interpretation to the
variables in V ′.
A DS gives rise to a state-labeled transition system TD = 〈Σ, {1}, T, T0, R〉, where Σ and T are
the set of states of TD , T0 is the set of initial states, and R is the set of triplets (s, 1, s
′) such that
(s, s′)  ρ. The number of states of TD is usually exponentially larger than the description of the DS.
The paths of D are the paths of TD .
To the best of our knowledge it is not common to represent doubly-labeled transition systems or
transition-labeled transition systems as discrete systems. One way to do that would be to include
multiple transition relations corresponding to every letter in Υ . Another way, which we adapt and
extend below, would be to include additional variables that encode the transition alphabet. Given
such a set of variables VΥ , an assertion ρ(V ∪ VΥ ∪ V ′) characterizes the triplets (s, υ, s′) such that
(s, υ, s′)  ρ, where s supplies the interpretation to V , υ to VΥ and s
′ to V ′. We are not aware of an
implementation of the second approach to encode (very) large transition alphabets.
3 Overview: Reconfigurability and Adaptivity
We propose a variant of discrete structures that models a system as a set of independent components
executing concurrently and only influence the behaviour of each other by means of message exchange.
Message exchange is adaptable and reconfigurable in a way that a component changes its state due
to messages influenced by the state of different components. To illustrate the distinctive features of
our variant, we model a distributed resource allocation scenario where a cloud infrastructure provides
computing virtual machines (VMs) to clients. The infrastructure consists of either high or standard
performance VMs and a resource manager that allocates VMs to clients. The manager commits to
provide high performance VMs to clients, but when all of these machines are reserved, the clients are
assigned to standard ones. The manager only acts as an interface to route clients to VMs anonymously
and then the interactions between VMs and clients proceed independently on links that change their
utility based on the needs of communication at a given stage.
First, as in the spirit of DS, each component has its own local state consisting of a set of local
variables whose values change as side-effects of interaction. From an external point of view, only
messages emitted by a component represent its external behaviour while changes to its state variables
represent the local one. Technically, every component has a send and a receive transition relation.
Both relations are defined over variables and primed variables but include additional components, to
be further explained below.
In our example, a client has the following set of local variables {pc, cLnk, mLnk, role}, where pc
is a program counter, cLnk is a common link used to interact with the resource manager, mLnk
is a placeholder for a link name that can be learnt at run-time, and role is the run-time role
of the client (in our example the role is fixed). Intuitively, the initial condition θc of a client is:
θc : pc = 0 ∧ cLnk = c ∧ mLnk = ⊥ ∧ role = client, specifying that initially pc is at location 0, the
resource manager is reachable at channel c, no mobile link is assigned (mLink = ⊥) and the role is
client.
The communication interfaces of components are parameterized to their local states and when
states change the set of communicating partners might change, creating dynamic and opportunistic
interactions. For instance, when cLnk is set to ⊥, the client discards all messages on c; also when a run-
time channel is assigned to mLnk, the client starts receiving messages on that channel. Components
interact either based on anonymous broadcast (with non-blocking send and blocking receive) or based
on channeled multicast (with blocking send and receive). Thus, the agreed set of channels ch includes
the broadcast channel ⋆.
Every message includes a predicate specifying conditions on the states of receivers of the message.
A receiving component that satisfies the predicate can receive the message and a receiving component
that does not satisfy the predicate cannot receive the message. In a broadcast, receivers (if exist) may
anonymously receive the message when they are interested in its values (and when they satisfy the
send predicate). Otherwise, a component may not participate in the interaction. In multicast, all
components listening on the multicast channel must participate to enable the interaction.
Broadcast is used when components are unaware of the existence of each other while (possibly)
sharing some resources while multicast is used to capture a more structured interaction where compo-
nents have dedicated links to interact. The idea is that initially components share a limited and finite
set of channels. These channels can be reserved or released by means of broadcast messages and thus
a structured communication interface can be built at run-time, starting from an initial and (possibly)
flat structure. In our example, clients are not aware of the existence of each other while they share the
resource manager channel c. Thus they may coordinate to use the channel anonymously by means of
broadcast. A client reserves the channel c by means of a broadcast message with a predicate targeting
components with a client role. Other clients disconnect from c and wait for a release message.
Messages can be used by components to specify what information is shared, when, how, and with
whom. Namely, the values in the message specifies what is exposed to the context; changes of specific
state variables specifies when a message is emitted; the channel specifies how to coordinate with
others; and the send guard specifies who is targeted. Targeted components use incoming messages as
a mean to update their states, reconfigure their interfaces, and/or adapt their behaviour.
Accordingly, each message carries an assignment to a set of data variables d. Thus, the send and
receive transition relations are parameterized by the current and primed variables of the component,
the data variables transmitted on the message, and by the channel name. The send and receive
transition relations of a client are parameterized by the data variables d(type) and d(lnk) and the
channel (through the variable ch) and reported below:
T s
c
: pc = 0 ∧ pc′ = 1 ∧ d(type) = reserve ∧ ch = ⋆
∨ pc = 1 ∧ pc′ = 2 ∧ d(type) = req ∧ ch = cLnk
∨ pc = 3 ∧ pc′ = 4 ∧ d(type) = release ∧ ch = ⋆
∨ pc = 4 ∧ pc′ = 0 ∧mLnk 6= ⊥ ∧mLnk′ = ⊥ ∧ d(type) = buy ∧ ch = mLnk
Namely, a client initially (i.e., pc = 0) broadcasts a reserve message to inform other clients to discon-
nect channel c (stored in local variable cLnk) and the counter pc advances. Now the client uses c to
send a request to the resource manager. The update of the pc from 2 to 3 is a side effect of a message
receipt. Then, when pc = 3, the client releases c. Lastly, the client buys a service from the VM on
a dedicated link sent by the VM during interaction (stored in local variable mLnk), release the link,
and resets its pc.
T r
c
: pc = 0 ∧ pc′ = 1 ∧ cLnk = c ∧ cLnk′ = ⊥ ∧ d(type) = reserve ∧ ch = ⋆
∨ pc = 1 ∧ pc′ = 0 ∧ cLnk = ⊥ ∧ cLnk′ = c ∧ d(type) = release ∧ ch = ⋆
∨ pc = 2 ∧ pc′ = 3 ∧mLnk = ⊥ ∧mLnk′ = d(lnk) ∧ d(type) = cnct ∧ ch = cLnk
The first two disjuncts of the receive transition relation above state that when a client receives a
broadcast message it disconnects channel c if the message is reserve and connects it otherwise. Lastly,
a dedicated channel name is received from a VM and is assigned to mLnk.
Note that the send and the receive transition relations specify when, what and how the information
is shared between components, but they do not specify who is involved. Thus, we add two more
features. First, components have send guards parameterized by their variables and by a set of common
variables cv (variables that each component has a local copy of). In a given state of the sending
component, the guard specifies what are the possible assignments to the common variables in the
components for whom the message is destined. Second, components have receive guards parameterized
by their own variables that determine when a component is ready to receive on a given channel.
In our example, the send guard of a client is of the form:
gsc : ch = ⋆ ∧ cv1 = role ∨ ch = cLnk ∧ cv1 = mgr ∨ ch = mLnk
Namely, broadcasts are destined to components assigning to cv1 an equivalent value of the current
value of the role variable (of the sender), i.e, client; messages on cLnk are destined to components
assigning mgr to cv1; messages on mLnk are destined to everyone (i.e., the predicate is true). Each
component i has a relabelling function fi : cv → Vi that is applied to the send guard once a message
is received to check its truth. In our example, fc(cv1) = role.
The receive guard is of the form: grc : ch = ⋆ ∨ ch = cLnk. Namely, reception is always enabled
on broadcast and on a channel that matches the value of the cLnk variable. Note that these guards are
parameterized to local variables and thus may change at run-time, creating a dynamic communication
structure.
We may now specify the manager and the virtual machines behaviour and show how our multicast
interaction can be used to model a point-to-point one in an easy and clean way.
The resource manager has the following local variables: {pc, fLnk, sLnk, cLnk, role}, where fLnk
and sLnk store channel names to communicate with high and standard performance VMs respectively
and the rest are as defined before.
The initial condition is: θm : pc = 0 ∧ fLnk = g1 ∧ sLnk = g2 ∧ cLnk = c ∧ role = mgr.
The send guard for a manager is always satisfied, (i.e., gsm is true) while the receive guard specifies
that a manager only receives broadcasts or on channels that match with values of cLnk or fLnk
variables, i.e., grm is ch = ⋆ ∨ ch = cLnk ∨ ch = fLnk. The send and receive transition relations are
reported below:
T s
m
: pc = 1 ∧ pc′ = 2 ∧ d(type) = req ∧ ch = fLnk
∨ pc = 3 ∧ pc′ = 2 ∧ d(type) = req ∧ ch = sLnk
T r
m
: pc = 0 ∧ pc′ = 1 ∧ d(type) = req ∧ ch = cLnk
∨ pc = 2 ∧ pc = 3 ∧ d(type) = full ∧ ch = fLnk
∨ pc = 2 ∧ pc′ = 0 ∧ d(type) = cnct ∧ ch = cLnk
In summary, the manager forwards requests received on channel c to the high performance VMs
first and if they are fully occupied the requests are forwarded to the standard performance ones.
Clearly, the specifications of the manager assumes that there are a plenty of standard VMs and a
limited number of high performance ones. Thus it only expects a fullmessage to be received on channel
fLnk. Note also that the manager gets ready to handle the next request once a connect message (cnct)
is received on channel c and leaves the client and the selected VM to interact independently.
The virtual machine has the following local variables {pc, gLnk, pLnk, asgn, cLnk} where asgn
indicates if the VM is assigned, gLnk is a group link, pLnk is a private link and the rest is as
before; apart from gLnk and pLnk, which are machine dependent, the initial condition is of the form:
θvm : pc = 0 ∧ ¬asgn ∧ cLnk = ⊥ where initially virtual machines are not listening on the common link
cLnk. The send guard for a VM is always satisfied, (i.e., gs
mv
is true) while the receive guard specifies
that a VM always receives on pLnk and only receives on cLnk and on gLnk when it is either assigned
(asgn) or idle (pc = 0), i.e., gr
vm
: ch = gLnk ∧ asgn ∨ ch = gLnk ∧ pc = 0 ∨ ch = pLnk ∨ ch = cLnk.
The send and receive transition relations are reported below:
T s
vm
: pc = 1 ∧ pc′ = 0 ∧ cLnk = c ∧ cLnk′ = ⊥ ∧ ¬asgn ∧ asgn′
∧d(type) = cnct ∧ d(link) = pLnk ∧ ch = cLnk
∨ pc = 1 ∧ pc′ = 0 ∧ asgn ∧ cLnk = c ∧ cLnk′ = ⊥
∧d(type) = full ∧ ch = gLnk
T r
vm
: pc = 0 ∧ pc′ = 1 ∧ cLnk = ⊥ ∧ cLnk′ = c ∧ d(type) = req ∧ ch = gLnk
∨ pc = 1 ∧ pc′ = 2 ∧ cLnk = c ∧ cLnk′ = ⊥ ∧ d(type) = cnct ∧ ch = cLnk
∨ pc = 2 ∧ pc′ = 0 ∧ d(type) = buy ∧ ch = pLnk
∨ pc = 1 ∧ pc′ = 0 ∧ asgn ∧ cLnk = c ∧ cLnk′ = ⊥ ∧ d(type) = full ∧ ch = gLnk
Intuitively, a VM receives a message on the group channel gLnk and thus activating the common
link and also a nondeterministic choice between cnct and full messages. A VM sends cnct with its
private link pLnk on cLnk if it is not assigned or sends full on gLnk otherwise. Note that full message
can only go through if all VMs in group gLnk are assigned (the receiver guard of a VM accepts a full
message only when it is assigned). Furthermore, a cnct message will also be received other VMs in
the group gLnk. As a result, all other available VMs (i.e., ¬asgn) in the same group do not reply to
the request. Thus, one VM is non-deterministically selected to provide a service and a point-to-point
like interaction is achieved. Note that this easy encoding is possible because components change
communication interfaces dynamically by simply enabling and disabling communication channels
instantaneously at run-time.
Clearly, our framework supports the essential modes of interaction in a clean and compact way.
Note that combining broadcast and multicast is not a random choice; indeed any other possible
pairing of the three modes would not be sufficient to model all of them.
4 The ReCiPe: Reconfigurable Communicating Processes
In this section, we proceed by formally presenting the computational framework and its main in-
gredients. We start by specifying components and their local behaviours and then we show how to
compose these local behaviours to generate a global (or a system) one. We assume that components
rely on a set of common variables cv, a set of data variables d, and a set of channels ch containing
the broadcast channel ⋆.
Definition 1 (Component). A component is Ci = 〈Vi, fi, g
s
i , g
r
i , T
s
i , T
r
i , θi〉, where:
– Vi is a finite set of typed local variables, each of them ranging over a finite domain. A state s
i is
an interpretation of Vi, i.e., if Dom(v) is the domain of v, then s
i is an element in
∏
v∈Vi
Dom(v).
We use V ′ to denote the primed copy of V and Idi to denote the assertion
∧
v∈Vi
v = v′.
– fi : cv → Vi is a function, associating common variables to local variables. We freely use the
notation fi for the assertion
∧
cv∈cv cv = fi(cv).
– gsi (Vi, ch,cv) is an assertion specifying the set of receivers. That is, the predicate, obtained from
gsi after assigning ch and s
i, is checked against every receiver j after applying fj.
– gri (Vi, ch) is an assertion describing the readiness of a component to receive on channel ch. We let
gri (Vi, ⋆) = true, i.e., every component is always ready to receive a broadcast. We note, however,
that receiving a broadcast could have no effect on a component.
– T si (Vi, V
′
i ,d, ch) is an assertion describing the send transition relation.
– T ri (Vi, V
′
i ,d, ch) is an assertion describing the receive transition relation. We assume that a com-
ponent is broadcast input-enabled, i.e.,∀v, d ∃v′ s.t. T ri (v, v
′, d, ⋆).
– θi is an assertion on Vi describing the initial states of a component, i.e., a state is initial if it
satisfies θi.
Components interact by message exchange. A message is characterised by the channel it was sent
on, the data it contained, the sender identity, and the assertion restricting the receivers based on the
values of their common variables (with renaming). Formally:
Definition 2 (Obsevation). An observation m is of the form m = (ch, d, i, π), where ch is a
channel, d is an assignment to d, i is an identity, and π is a predicate obtained from gsi (s
i, ch,cv)
for the component i, where si ∈
∏
v∈Vi
Dom(v). That is, π is the predicate over cv. Intuitively, π is
obtained from gsi by assigning ch and s
i for the sender i. We interpret π as a set of assignments to
common variables cv. We freely use π to denote either a predicate over cv or its interpretation, i.e.,
the set of variable assignments c such that c  π.
A set of components that agree on the sets of common variables cv, data variables d, and channels
ch define a system. We define a doubly-labeled transition system capturing the interaction and then
give a DS-like symbolic representation of the same system.
Let Υ be the set of possible observations. That is, let ch be the set of channels, D the product
of the domains of variables in d, C the set of component identities, and Π(cv) the set of predicates
over cv then Υ ⊆ ch×D×C×Π(cv). In practice, we restrict attention to predicates in Π(cv) that
are obtained from gsi (Vi, ch,cv) by assigning to i and Vi the identity and a state of some component.
Let Si denote Πv∈ViDom(v) and let S = ΠiSi. Given an assignment s ∈ S we denote by si the
projection of s on Si.
Definition 3 (Transition System). Given a set {Ci}i of components, we define a doubly-labeled
transition system T = 〈Σ, Υ, S, S0, R, L〉, where Υ and S are as defined above, Σ = S, S0 are the
states that satisfy
∧
i θi, L : S → Σ is the identity function, and R is as follows.
A triplet (s, υ, s′) ∈ R, where υ = (ch, d, i, π), if the following conditions hold:
– For the sender i we have that π = gsi (si, ch), i.e., π is obtained from g
s
i by assigning the state of
i and the channel ch, and T si (si, s
′
i, d, ch) evaluates to true.
– For every other component i′ we have that either (a) π(f−1i′ (si′)), T
r
i′ (si′ , s
′
i′ , d, ch), and g
r
i′(si′ , ch)
all evaluate to true, (b) gri′(si′ , ch) evaluates to false and si′ = s
′
i′ , or (c) ch = ⋆, π(f
−1
i′ (si′))
evaluates to false and si′ = s
′
i′ . By π(f
−1
i′ (si) we denote the assignment of v ∈ cv by the value of
si(fi′(v)) in π.
Intuitively, an observation (ch, d, i, π) labels a transition from s to s′ if the sender i determines the
predicate (by assigning si and ch in g
s
i ) and the send transition of i is satisfied by assigning si, s
′
i and
d to it, i.e., the sender changes the state from si to s
′
i and sets the data variables in the observation
to d and all the other components either (a) satisfy this condition on receivers (when translated to
their local copies of the common variables), are ready to receive on ch (according to gri′), and perform
a valid transition when reading the data sent in d, (b) are not ready to receive on ch (according to
gri′) and all their variables do not change, or (c) the channel is the broadcast channel, the component
does not satisfy the condition on receivers, and all their variables do not change.
We turn now to define a symbolic version of the same transition system. In order to do that we
have to extend the format of the allowed transitions from assertions over an extended set of variables
to assertions that allow quantification.
Definition 4 (Discrete System). Given a set {Ci}i of components, a system is defined as follows:
S = 〈V , ρ, θ〉, where V =
⊎
i
Vi and θ =
∧
i
θi and a state of the system is in
∏
i
∏
v∈Vi
Dom(v). The
transition relation of the system is characterised as follows:
ρ : ∃ch ∃d
∨
k
T sk (Vk, V
′
k,d, ch) ∧
∧
j 6=k
∃cv.fj∧


grj (Vj , ch) ∧ T
r
j (Vj , V
′
j ,d, ch)
∧ gsk(Vk, ch,cv)
∨
¬grj (Vj , ch) ∧ Idj
∨
ch = ⋆ ∧ ¬gsk(Vk, ch,cv) ∧ Idj


The transition relation ρ relates a system state s ∈
∏
i
∏
v∈Vi
Dom(v) to its successors s′ ∈∏
i
∏
v∈Vi
Dom(v) given an observation m = (ch, d, k, π). Namely, there exists a component k that
sends a message d (an assignment to d) with assertion π (an assignment to gsk) on channel ch such
that all other components satisfying π∧fj and ready to receive on channel ch (i.e., ∀j 6= k.grj (s
j , ch))
get the message and perform a receive transition. As a result of interaction, the state variables of the
sender and the receivers might be updated. Note that components that are not ready to receive (i.e.,
∀j 6= k.¬grj (s
j , ch)) do not participate in the interaction and stay still. Thus, a blocking multicast
arises where a sender is blocked until all ready receivers satisfy π ∧ fj. The relation ensures that,
when sending on a channel that is different from the broadcast channel ⋆, the set of receivers is the
set of ready components. In case of broadcast, namely when sending on ⋆, components are always
ready to receive and the set of receivers not satisfying π ∧ fj do not block the sender.
The translation above to a transition system gives rise to a natural definition of a trace, where the
information about channels, data, senders, and predicates is lost. We extend the definition of trace
to include this information as follows:
Definition 5 (System trace). A system trace is an infinite sequence of system states and obser-
vations: s0
m0
✲ s1
m1
✲ . . . , s.t. ∀t ≥ 0: mt = (cht, dt, k, πt), πt = gsk(s
k
t , cht), and:
(st, st+1)  T
s
k (s
k
t , s
k
t+1, dt, cht) ∧
∧
j 6=k
∃cv.fj∧

grj (s
j
t , cht) ∧ T
r
j (s
j
t , s
j
t+1, dt, cht) ∧ πt
∨
¬grj (s
j
t , cht) ∧ s
j
t = s
j
t+1
∨
cht = ⋆ ∧ ¬πt ∧ s
j
t = s
j
t+1


That is, we use the information in the observation to localize the sender k and to specify the
channel, data values, and the send predicate.
We can show that the traces arises from Definition 5 and the paths of the doubly-labeled transition
system in Definition 3 are the same.
Lemma 1. Given a set of components {Ci}i their system traces are the paths of the induced doubly-
labeled transition system.
Proof. The conditions on the sender in the transition system are that the send transition of the
sender hold corresponding to the conjunct T sk for the sender k. The conditions on the receivers in the
transition system correspond to the three different disjuncts in the definition of the system trance
(and ρ of the discrete system):
– the receive transition of the receiver holds (T rj ), the receiver is interested in the channel (g
r
j′),
and by quantifying the values of the common variables separately for each j 6= k and requiring
fj and g
s
k effectively we require that the predicate obtained from g
s
k, when translated to local
variables of component j, holds over j’s copy of the local copies of the common variables.
– the receiver is not interested in the channel (¬grj ), which means that the component j does not
change its local state variables.
– only in a broadcast, the receiver is not an intended recipient of the message (¬gsk) and hence does
not change its local state variables.
Table 1: Syntax
O ::= cv | ¬cv | ch | ¬ch | k | ¬k | d | ¬d
| O ∨O | O ∧O | •∃ O | •∀ O
ϕ ::= v | ¬v | ϕ ∨ ϕ | ϕ ∧ ϕ | ϕ U ϕ | ϕRϕ | 〈O〉ϕ | [O]ϕ
Table 2: Semantics of Observation Descriptors
(ch, d, k, pi)  cv iff for every c ∈ pi it holds that c  pi implies c  cv
(ch, d, k, pi)  ¬cv iff there exists c ∈ pi such that c  pi and c 6 cv
(ch, d, k, pi)  ch
′ iff ch = ch′
(ch, d, k, pi)  ¬ch
′ iff ch 6= ch′
(ch, d, k, pi)  k
′ iff k = k′
(ch, d, k, pi)  ¬k
′ iff k 6= k′
(ch, d, k, pi)  d
′ iff d  d
′
(ch, d, k, pi)  ¬d
′ iff d 6 d
′
(ch, d, k, pi)  O1 ∨ O2 iff (ch, d, k, pi)  O1 or (ch, d, k, cv)  O2
(ch, d, k, pi)  O1 ∧ O2 iff (ch, d, k, pi)  O1 and (ch, d, k, cv)  O2
(ch, d, k, pi)  •
∃O iff there exists c ∈ pi such that (ch, d, k, {c})  O
(ch, d, k, pi)  •
∀O iff for every c ∈ pi it holds that (ch, d, k, {c})  O
Finally, in order to be able to translate the logic to automata over infinite words in the next
section we view system traces as words over an alphabet that consists of the state labels and the
system labels together.
Definition 6 (System computation). A system computation ρ is a function from natural numbers
N to 2V ×M where V is the set of state variable propositions and M = ch× 2d ×K × 22
cv
is the
set of observation propositions. That is, ρ assigns truth values to elements of 2V ×M at each time
instant. Thus, computations can be viewed as infinite words over the alphabet 2V ×M .
5 Linear Time with observation descriptors Logic (LTOL)
In this section, we propose Linear-time with observation descriptors logic (ltol), an extension to
ltl with the ability to refer to the contents of observations. This extension is needed in order to
reason about the observations (mostly about the intended set of receivers). Namely, we replace the
next operator of ltl with two other operators: possible (〈O〉) and necessary ([O]), both referring
to the contents of the message. The syntax of ltol in Table 1 includes observation descriptors O
and temporal formulas ϕ. The syntax is presented in positive normal form which will come in handy
when translating ltol formula into an alternating Bu¨chi automaton as shown later. We use the
usual abbreviations of →,↔, ⊕ and the usual definitions for true and false. To simplify presentation
we assume that all variables are Boolean. Clearly, every finite domain can be encoded by multiple
Boolean variables. For the purposes of finite-state model checking (see Section 6) this is sufficient.
Observation descriptors are built from referring to the different components of the observations,
namely, the variables in cv and d, the channels ch and the sender. In addition, they allow Boolean
combinations and, as the predicates in the observation describe a set of possible assignments to the
common variables, we include existential •∃O and universal •∀O common-variable assignment restric-
tors. Thus, observation descriptors describe a set of possible observations and both next operators
〈O〉 and [O] use them to refer to the observation and the next state. In the following, we use Θ to
denote the dual of formula Θ where Θ ranges over either ϕ or O. Intuitively, Θ is obtained from Θ by
switching ∨ and ∧ and by applying dual to sub formulas, e.g., ϕ1 U ϕ2 = ϕ1Rϕ2, ϕ1 ∧ ϕ2 = ϕ1∨ϕ2,
cv = ¬cv, and •∃O = •∀O.
The semantics of observation descriptors (omitting Boolean connectives) is defined in Table 2.
The descriptor •∃O requires that at least one assignment c to the common variables in the sender
predicate π satisfies O. Dually •∀O requires that all assignments in π satisfy O. Using the former, we
express properties where we require that the sender predicate has a possibility to satisfy O while using
the latter we express properties where the sender predicate can only satisfy O. For instance, both
Table 3: Semantics of Formulas
ρ≥i  v iff si  v ρ≥i  ¬v iff si 6 v
ρ≥i  ϕ2 ∨ ϕ2 iff ρ≥i  ϕ1 or ρ≥i  ϕ2 ρ≥i  ϕ2 ∧ ϕ2 iff ρ≥i  ϕ1 and ρ≥i  ϕ2
ρ≥i  〈O〉ϕ iff mi  O and ρ≥i+1  ϕ ρ≥i  [O]ϕ iff mi  O implies ρ≥i+1  ϕ
ρ≥i  ϕ1 U ϕ2 iff there exists j ≥ i s.t. ρ≥j  ϕ2 and, for every i ≤ k < j : ρ≥k  ϕ1
ρ≥i  ϕ1 Rϕ2 iff for every j ≥ i either ρ≥j  ϕ2 or there exists i ≤ k < j : ρ≥k  ϕ1
observations (ch, d, k, cv1 ∨ ¬cv2) and (ch, d, k, cv1) satisfy •∃cv1 while only the latter satisfies
•∀cv1. For example, the observation descriptor •
∀false∧⋆ says that a message is sent on the broadcast
channel with a false predicate. That is, the message cannot be received by other components. In the
context of the example in Section 3, the descriptor •∃(cv1 = client) ∧ •∀(cv1 = client) says that the
message is indented for clients and only for clients. We use this as part of a descriptor in an example
below. The intention is that formulas can talk about the information that was sent. This enables
the logic to ensure that components got “enough information” to allow collaboration. Note that, as
the semantics suggests, when •∃O and •∀O are nested and/or mixed, only the top one matters and
the rest are neglected, e.g., •∃(O1 ∨ (•∀(•∃O2))) is equivalent to •∃(O1 ∨O2). Thus, we assume that
observation descriptors are written in this normal form.
Given a system computation ρ (as in Definition 6) we define the semantics of when a formula is
satisfied in location i of the computation. By si we denote the system state occurring at the i-th time
point of the system computation. We denote the suffix of ρ starting with the i-th state by ρ≥i and
we use mi to denote the observation (ch, d, k, π) in ρ at time point i. The semantics is defined in
Table 3 for a computation ρ and a time point i.
The temporal formula 〈O〉ϕ states that a computation ρ at point i has a possibility of satisfying
〈O〉ϕ iff its observation mi satisfies O and ϕ is satisfied in the next point ρi+1 while [O]ϕ states that
if mi satisfies O then ϕ is necessarily satisfied in the next point ρi+1. For instance, no matter what
〈O〉false is not satisfiable while [O]false might be.
We also introduce the usual temporal abbreviations Fϕ ≡ true U ϕ (eventually) and Gϕ ≡ ¬F¬ϕ
(globally).
Note that ltol formulas can be used to localise individual components. For instance, consider
the behaviour of a client introduced in Section 3 and the formula below (with non-boolean variables
for convenience):
∧
k
(
rolek = client
∧ cLnkk = c
)
→
(
([k ∧ c] false) U
〈
d(type) = reserve ∧ k ∧ ch = ⋆∧
•∃cv1 = client ∧ •∀cv1 = client
〉
true
)
∧
∧
k′ 6=k
(rolek′ = client)→



d(type) = reserve∧
k ∧ ch = ⋆∧
•∃cv1 = client∧
•∀cv1 = client






〈
d(type) = release ∧ k∧
ch = ⋆ ∧ •∃cv1 = client∧
•∀cv1 = client
〉
true

R (cLnkk′ = ⊥)




The formula expresses the fact that at any time-point of the computation, every client k may
utilise channel c (if available) only after reserving c by a broadcast to components with common
variables cv1 = client. Accordingly, all components with client role remain disconnected from c until
client k eventually releases it. Note that the conjunction of the observation descriptors •∃cv1 = client
and •∀cv1 = client ensures that the sender guard in the message is exactly (cv1 = client). The former
states that there exists an assignment of the sender guard that satisfies (cv1 = client) while the latter
ensures that all assignments of the sender guard satisfy (cv1 = client).
The rest of the section is dedicated to translating ltol formulas to Bu¨chi automata and the
complexity of the translation. As mentioned in Definition 6, computations can be seen as infinite
words on the alphabet 2V ×M , the following theorem states that the set of computations satisfying a
given formula are exactly the ones accepted by some finite automaton on infinite words. The theorem
and its proof are based on the construction presented in [7].
Before we proceed with the theorem, we fix the following notations: given a tuple T = (t1, . . . , tn),
we will use the notation T [i] to return the element ti of T and T [x/i] to return the tuple after replacing
its ti element with x.
Theorem 1. Given an ltol formula ϕ, one can build an alternating Bu¨chi automaton Aϕ =
〈Q, Σ, M, δϕ, q0, F ⊆ Q〉 such that Lω(Aϕ) is exactly the set of computations satisfying the for-
mula ϕ.
Proof. The set of states Q is the set of all sub formulas of ϕ with ϕ being the initial state q0.
The automaton has two alphabets, namely a state-alphabet Σ = 2V and a message-alphabet M =
ch× 2d ×K × 22
cv
. The set of accepting states F consists of all sub formulas of the form ϕ1 Rϕ2.
The transition relation δϕ : Q×Σ×M → B+(Q) is defined inductively on the structure of ϕ. It also
relies on an auxiliary function f : O ×M → B to evaluate observations and is defined inductively on
the structure of O as follows:
1. f(cv,m) =
∧
c∈m[4]
c(cv) and similarly f(¬cv,m) =
∨
c∈m[4]
¬c(cv).
2. f(ch,m) = true if m[1] = ch and false otherwise.
3. f(¬ch,m) = true if m[1] 6= ch and false otherwise.
4. f(d,m) = true if m[2](d) and false otherwise.
5. f(¬d,m) = true if ¬m[2](d) and false otherwise.
6. f(k,m) = true if m[3] = k and false otherwise.
7. f(¬k,m) = true if m[3] 6= k and false otherwise.
8. f(O1 ∨O2,m) = f(O1,m) ∨ f(O2,m) and f(O1 ∧O2,m) = f(O1,m) ∧ f(O2,m)
9. f(•∃O,m) =
∨
c∈m[4]
f(O,m[c/4]) and finally f(•∀O,m) =
∧
c∈m[4]
f(O,m[c/4])
Now we may proceed by the definition of the transition relation of the automaton δϕ:
1. δϕ(v, σ,m) = true if v ∈ σ and false otherwise.
2. δϕ(¬v, σ,m) = true if v 6∈ σ and false otherwise.
3. δϕ(ϕ1 ∨ ϕ2, σ,m) = δϕ(ϕ1, σ,m) ∨ δϕ(ϕ2, σ,m)
4. δϕ(ϕ1 ∧ ϕ2, σ,m) = δϕ(ϕ1, σ,m) ∧ δϕ(ϕ2, σ,m)
5. δϕ(ϕ1 U ϕ2, σ,m) = δϕ(ϕ1, σ,m) ∧ ϕ1 U ϕ2 ∨ δϕ(ϕ2, σ,m)
6. δϕ(ϕ1 Rϕ2, σ,m) = (δϕ(ϕ1, σ,m) ∨ ϕ1 Rϕ2) ∧ δϕ(ϕ2, σ,m)
7. δϕ(〈O〉ϕ, σ,m) = ϕ ∧ f(O,m) and similarly δϕ([O]ϕ, σ,m) = ϕ ∨ f(O,m)
The proof of correctness of this construction proceeds by induction on the structure of ϕ. We
prove that when Aϕ is in state ϕ, it accepts exactly all computations that satisfy ϕ. The base cases
(i.e., state variable propositions) follow from the definition of δϕ while other cases follow from the
semantics of ϕ and the induction hypothesis. The construction ensures that a computation can only
satisfy ϕ1 Uϕ2, if it has a suffix satisfying ϕ2; otherwise Aϕ will have an infinite path stuck in ϕ1 Uϕ2
which is not accepting.
Remark 1 (The complexity of constructing Aϕ). From Theorem 1, we observe that the number of
states in Aϕ is linear in the size of ϕ, i.e., |Q| is in O(|ϕ|). The size of the transition relation |δϕ| is
in O(|Q|2.|Σ|.|M |), i.e., |δϕ| is in |ϕ|
2.|ch|.|K|.2O(|V |+|d|+2
|cv|). The evaluation function f can be
computed in O(|O|.|cv|) time and in O(log |O| + log |cv|) space. Finally, the size of the alternating
automaton |Aϕ| is in O(|Q|.|δϕ|), i.e., |Aϕ| is in (|ϕ|)3.|ch|.|K|.2O(|V |+|d|+2
|cv|).
Proposition 1 ([8]). Given an alternating Bu¨chi automaton, A, we have that there is a nondeter-
ministic Bu¨chi automaton An such that Lω(An) = Lω(A) and |Qn| is in 2
O(|Q|).
By Theorem 1 and Proposition 1, we have that:
Corollary 1. Given a formula ϕ, one can build a Bu¨chi automaton An with a state-alphabet Σn =
2V and a message-alphabet M = ch × 2d × K × 22
cv
. The automaton is of the form An =
〈Qn, Σn,Mn, S0, δn, Fn〉 and Lω(An) is exactly the set of computations satisfying the formula ϕ.
We have that:
1. |Qn| is in 2O(|ϕ|)
2. The size of the transition of the Bu¨chi automaton |δϕ| is in O(|Qn|2.|Σ|.|M |), i.e., |δϕ| is in
|ch|.|K|.2O(|ϕ|+|V |+|d|+2
|cv|)
3. The space requirements for building the Bu¨chi automaton on-the-fly is NLOG(|Qn|.|δn|), i.e., it
is in O(log |ch|+ log |K|+ |ϕ|+ |V |+ |d|+ 2|cv|)
4. The size of the Bu¨chi automaton is |Qn|.|δn|, i.e., |An| is in |ch|.|K|.2O(|V |+|d|+2
|cv|)
We do not see the double exponential in the automaton size with respect to common variables cv
as a major restriction. Note that |cv| does not grow with respect to the size of the formula or to the
number of the components. This suggests that if we limit the number of common variables (which
should be small), efficient verification can still be attainable.
6 Computational Complexity of Reasoning
6.1 Satisfiability
Theorem 2. The satisfiability of ltol is PSPACE-complete with respect to |ϕ|,
|V |, |d|, log |ch|, log |K| and EXPSPACE with respect to |cv|.
Proof. By Corollary 1, given a formula ϕ, we can construct a Bu¨chi automaton An of size |Qn|.|δn|
that accepts precisely the computations that satisfy ϕ. Thus, ϕ is satisfiable iff An is nonempty. The
satisfiability problem is reduced to the nonemptiness of An. The nonemptiness of a Bu¨chi automaton
is tested in nondeterministic logarithmic space and we get a polynomial space algorithm with respect
to |ϕ|, |V |, |d|, log |ch|, log |K| and EXPSPACE with respect to |cv|. The algorithm constructs An
on-the-fly. The hardness argument [9] can be proved by the fact that any PSPACE-hard problem can
be reduced to the satisfiability problem.
6.2 Model Checking
Theorem 3. The model-checking problem of ltol is PSPACE-complete with respect to |Sys|, |ϕ|,
|V |, |d|, log |ch|, log |K| and EXPSPACE with respect to |cv|.
Proof. Given a finite state system Sys = 〈V , ρ, θ〉 and a set of assertions on state variables V , on
ch, d, K, and on cv1, . . . cvn. We assume ρ to be total and then we can construct an automaton
As = 〈S,Σ,M, S0, δs, S〉 such that the set of states S is the set of possible interpretations of the
variables in V . The set of initial states S0 is the set of states s such that s  θ, i.e., S0 = {s  θ},
Σ = 2V , and M = ch × 2d × K × 22
cv
. We have that δs(s, σ,m) = {s′ : (s, σ,m, s′)  ρ} and
∅ otherwise. The number of states in the transition system may be exponentially larger than the
description of Sys.
Sys satisfies ϕ iff all the computations of Sys satisfy ϕ, thus Lω(As) ⊆ Lω(Aϕ). This is equiv-
alent to check Lω(As) ∩ Lω(A¬ϕ) = ∅. Since our formulas are in positive normal form, ¬ϕ can
be obtained from ϕ by ϕ. By Corollary 1, we have that A¬ϕ has 2
O(|ϕ|) states and |A¬ϕ| is in
O(|ch|.|K|.2|ϕ|+|V |+|d|+2
|cv|
). The model checking problem can be reduced to the nonemptiness
problem of the intersection of As and A¬ϕ. Since all states in As are accepting, the construction of
As,¬ϕ is the product of As with A¬ϕ. We have that As,¬ϕ has 2
O(|Sys|+|ϕ|) states. Hence, |As,¬ϕ|
is in O(|ch|.|K|.2|ϕ|+|Sys|+|V |+|d|+2
|cv|
). We have that As,¬ϕ can be constructed on-the-fly and a
membership in PSPACE with respect to |Sys|, |ϕ|, |V |, |d|, log |ch|, log |K| and a membership in
EXPSPACE with respect to |cv| follow from the membership in NLOGSPACE of the nonemptiness
problem for NBW. Checking that Sys  ϕ is in O(log |ch|+ log |K|+ |ϕ|+ |Sys|+ |V |+ |d|+ 2|cv|).
The PSPACE hardness [9] can be proved by a generic reduction from polynomial-space to Turing-
machines.
7 Concluding remarks and future directions
In this paper we proposed a framework for modelling multicomponent systems with autonomous
and collaborative interactions. In our framework, components execute independently and interact
globally by means of message passing while their local behaviour is abstracted and is captured as
instantaneous side effect of message exchange. Components are able to characterise the set of possible
receivers by means of predicates attached to the communicated messages. A component relies on
shared variables to coordinate its local behaviour as in Reactive Modules-like formalisms [3,4,10]
while interact externally by means of message passing in the spirit of π-calculus-like ones [1,2,11].
However, our framework is more general than just the combination of the two approaches but rather
supports unique mechanisms for reconfiguration and coordination in a clean and compact way.
To be able to reason about the unique interaction features of our framework, we extended LTL
to consider messages and their constraints. The reason is that languages like LTL and CTL are tra-
ditionally interpreted over Kripke structures [12] where only state propositions matter. Thus they
do not account for labelled transitions. Other languages that take into account labelled transitions
include Propositional Dynamic Logic [13] and modal µ-calculus [14]. However, these languages treat
transition labels as atomic objects, whereas our framework mounts complex and structured obser-
vations on which designers are willing to predicate on. Finally, we showed that the model-checking
problem considering these extensions is EXPSPACE only with respect to the number of common
variables and PSPACE-Complete with respect to the rest of the input.
There have been few attempts to add dynamicity and reconfiguration to state-transition for-
malisms. However, their main interest was in having the set of components change through the life of
the system. As new components are introduced communication is reconfigured as well to incorporate
the new components. However, the reconfiguration of communication was not their main interest. For
example, dynamic I/O automata [15] allow to change alphabet signatures from state to state. This is
done explicitly by defining for every state which actions it participates in. Dynamic reactive modules
of Alur and Grosu [16] allow full access to all memory to enable reconfiguration. Finally, Dynamic
reactive modules of Fisher et al. [4] allow reconfiguration by passing references to variables. None of
these formalisms include control over the targets of communication and dissemination of information.
As for future work, we will consider moving from the model-checking to the distributed synthesis
problem [17]. The general case will be easily proved undecidable, being a strict extension of the LTL
distributed synthesis. However, the ability to disseminate information and reason about dissemination
of information might prove useful in this setting. We also intend to consider temporal logics that
enable to reason about the point of view of components rather than from a system level. Another
interesting direction is to consider the combination of dynamic creation of processes and controlled
communication reconfiguration.
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