Time series of counts occur in many real-life situations where they exhibit various forms of dispersion. To facilitate the modeling of such time series, this paper introduces a flexible first-order integer-valued non-stationary autoregressive (INAR (1)) process where the innovation terms follow a Conway-Maxwell Poisson distribution (COM-Poisson). To estimate the unknown parameters in this model, different estimation approaches based on likelihood and quasi-likelihood formulations are considered. From simulation experiments and a real-life data application, the Generalized Quasi-Likelihood (GQL) approach yields estimates with lower bias than the other estimation approaches.
INTRODUCTION
Counts observations are often exposed to over-and under-dispersion relative to their means. In the existing literature, the modeling of such data is handled mainly by some Generalized forms of the Poisson distribution such as the Generalized Poisson Distribution (GPD) [Consul and Shoukri 1984] , the family of the Weighted Poisson (WP) distributions [Castillo and Perez-Cassany 2005] , the Negative Binomial (NB) model specifically for the over-dispersion case and lately by the COM-Poisson model, among others. For some of the Generalized forms of the Poisson Distribution (PD) such as GPD and WP, the drawback is that such models do not form part of the class of exponential densities and Generalized Linear Models (GLMs) whilst for the renovated COM-Poisson distribution, the properties of GLMs such as the availability of the link function predictor and the forms of its mean and variance functions are compliant with the theory of exponential densities. These features in turn facilitate the use of standard estimation methods such as Maximum Likelihood Estimation (MLE) and Fisher-Scoring (FS) algorithm. As at date, many researchers such as Shmueli et al. [2005] , Guikema and Coffelt [2008] , Nadarajah [2009] , Lord et al. [2010] , Sellers et al. [2012] and Dey et al. [2016] have extensively applied the COM-Poisson to analyze many real-life data sets in linguistics, in modelling traffic accidents and number of sales in supermarkets and lately due to an upsurge of interest in this model, Sellers et al. [2016] have developed the bivariate COM-Poisson. Shmueli et al. [2005] have also compared the consistency of the fitted values obtained from applying COM-Poisson, NB and GPD to real-life data and concluded that COM-Poisson is equally able to provide reliable values under any situation of over-, equi-and under-dispersion. The COM-Poisson structure is made up of a normalizing constant based on an infinite summation, which has been approximated to an asymptotic closed form expression to facilitate the computation of the moments and derivation of the moment generating function. However, an important note here is that the COM-Poisson under this approximated formula is especially suitable for over-and equi-dispersion but may still be used for the under-dispersion case as the means outweigh the variances under this approximation.
Based on these elegant advantages, this paper proposes to extend the univariate COM-Poisson to an integer-valued autoregressive (INAR(1)) COM-Poisson time series model. Time series of counts are usually modeled using parameter-driven (PD) or observation-driven (OD) approaches [Cox 1981 ]. In the parameter-driven models, the serial-correlation is induced by correlated randomly-distributed latent effects while under observation-driven, the observation at the current time point is related to previous lagged observation through the binomial thinning operation [Steutel and Van Harn 1979] which makes the serial-correlation and an innovation term taken at the current time point. Various studies have shown that it is more appropriate to model the time series using the OD model since parameter estimation becomes less cumbersome (See Ravishanker et al. [2014] , Jung et al. [2006] , Jung and Tremayne [2003] , Jung and Liesenfeld [2001] , Durbin and Koopman [2000] and Chan and Ledolter [1995] ). One such class of OD model constitutes of the classical INAR (1) process introduced by McKenzie [1986] and Alzaid and Al Osh [1990] in the modeling of discrete time series processes where the innovation terms are Poisson or Negative Binomial marginals. In this paper, we explore the INAR(1) process where the innovation terms are COM-Poisson distributed. Since under such set-up, the counts are also mostly influenced by time-varying covariates as illustrated in many real-life studies, the proposed INAR(1) process in this paper is developed based on the error terms following COM-Poisson under non-stationary moments specified by time-dependent covariates. Thus, it is of worth interest to explore the different estimation methods to estimate the regression effects and the serial-correlations.
Firstly, the Conditional Maximum Likelihood Estimation (CMLE) method is appropriate in this context since conditioned on the previous observation, the likelihood function may be derived using convolution and thereafter, estimation of parameters is carried out by maximizing the conditional likelihood and solve for the unknown parameters using iterative approach such as Newton-Raphson method. The Conditional Least Squares (CLS) is also considered in this paper. In many time series studies conducted by Quoreshi [2008] , CLS was used for estimation purpose and yielded consistent parameter estimates. Another popular technique is the Generalized Method of Moments (GMM) which combines a set of moment scores into an objective function and this is minimized and solved iteratively using the Newton-Raphson technique. However, in this paper, we use a modified GMM that is based on only two moment adaptive estimating equations developed by Qu and Lindsay [2003] . Note that the modified GMM has been tested and yields equally consistent and efficient estimates as the traditional GMM with more than two score functions [Qu and Lindsay 2003] .
In the last ten years, the Generalized Quasi-Likelihood (GQL) method has also gained a lot of popularity due to its flexibility in requiring only the population means and variances of the model rather than the full likelihood function. The GQL technique is originated from the Generalized Estimating Equations (GEE) [Liang and Zeger 1986] and quasi-likelihood function [Wedderburn 1974 ]. In fact, in GEE it was difficult to specify the true correlation structure and Liang and Zeger [1986] suggested to approximate this structure by some working correlation matrices. However, Crowder [1995] and Sutradhar and Das [1999] noted that GEE estimates under working structure are comparatively inefficient as compared to the GEE based on independence structure approach and this is a clear contradiction since the observations are serially correlated. Then Sutradhar and Das [1999] developed a robust autocorrelation structure where the correlation coefficients are obtained through the method of moments and this robust correlation structure was incorporated into the GEE to yield the GQL estimating function. The GQL approach has been explored in many longitudinal studies, where consistent and efficient parameter estimates were generated and even in the late findings by Sutradhar et al.
[2014], the GQL method was shown to provide asymptotically efficient estimates as the maximum likelihood based method.
This paper underpins all these approaches and compares the efficiency of the estimates under the different methods on the basis of the standard errors. The organization of the paper is as follows: In the next section, the INAR (1) COM-Poisson time series model is developed and its autocorrelation structure is derived taking into account that the series of observations is influenced by some time-varying covariates. Section 3 of the paper focuses on the estimation methods. In section 4, a simulation study is presented and the different approaches are compared.
In section 5, the INAR(1) COM-Poisson model is fitted to a real-life dataset in
Mauritius and the paper is concluded in section 6.
THE INAR(1) COM-POISSON TIME SERIES PROCESS
The COM-Poisson probability function is expressed as
where
The moments of the COM-Poisson are calculated iteratively using
From Shmueli et al. [2005] , Minka et al. [2003] and Sellers et al. [2012] , the first two moments can be approximated by
where the normalizing constant Z(λ j , ν) is approximated by
From numerical studies, Shmueli et al. [2005] showed that these approximations work suitably well for all ν > 0 but in particular for ν < 1 or λ j > 10 ν . Under these expectations and variances, it can easily be verified that for
Under a regression set-up, these assumptions about over-and under-dispersion hold
Using McKenzie [1986] and Al-Osh and Alzaid [1988] approach, the
ESTIMATION METHODS

Conditional Maximum Likelihood Estimation (CMLE)
In this section, the different estimation approaches are presented. The CML approach consists of using a conditional likelihood function of the form where
where m=min(y t , y t−1 ) and by maximizing this function with respect to the regression vector and the serial coefficient using the R optim function or the MatLab software, the likelihood scores are obtained (See Appendix). The objective function in the CLS approach is expressed as
and again here, the derivatives are obtained by minimizing the above (See Appendix) and use Newton-Raphson iterative procedure to solve.
The GQL Approach
The GQL estimating function depends only on the specification of the mean and variance function and does not require the expression of the likelihood function.
However, one important component in the GQL formulation is the modeling of the auto-covariance structure. In previous estimation approaches such as GEE, the auto-covariance was constructed using the working correlation structures but in the case of GQL, the auto-covariance is built under the assumption of a robust autocorrelation function [Sutradhar 2003; Sutradhar and Das 1999] .
The GQL for the INAR(1) COM-Poisson time series model is given by
and this value of ρ is substituted in equation (10) to calculate the serial-correlation. The Newton-Raphson iterative technique is used to solve the GQL in equation (12) which yields
whereβ r is the value ofβ at the r th iteration.
[.] r is the value of the expression at the r th iteration. The algorithm works by assuming an initial value ofβ andν, we calculateρ using equation (15) and then use this parameter to update the values ofβ andν. Then the new set of parameters is used to calculateρ and the iteration continues in this way until convergence. The estimators are consistent and under mild regularity conditions, it may be shown that ((β ,ν) − (β , ν)) T has an asymptotic normal distribution with mean 0 and covariance matrix [Sutradhar 2003; Sutradhar et al. 2014; Mamode khan et al. 2016 ].
Generalized Method of Moments (GMM)
For the GMM methodology, we follow the adaptive GMM equation developed by Qu and Lindsay [2003] where only 2 moment conditions are taken into account,
where V = 1 T (y − θ )(y − θ ) T and to solve the over-determined system of equations, the moment vector (17) is combined to form an objective function
where C is the sample variance of g:
whereα is the product of the inverse of the upper triangular matrix,G, obtained from the Cholesky decomposition of the matrix (
and the eigenvector corresponding to the largest eigenvalue of
By minimizing the function (18) and applying the Newton-Raphson algorithm, we obtain the iterativeβ
where asymptotically,Q(β ) = 2ġ T C −1 g and the hessian matrixQ(β ) = 2ġ T C −1ġ
The iterative equation ( 20) works by assuming an initial value ofβ which is used to calculateQ(β ) andQ(β ).
After obtaining an updated value ofβ , these 2 quantities are re-computed until the previous and current elements ofβ converges such that ||β r+1 −β || < 10 −5 . Qu and Lindsay [2003] showed that the estimator of β obtained by minimizing the objective function ( 18) is consistent and asymptotically normal witĥ
Using the converged estimates from these methods, the forecasting equations are given by:
Using the model (5), for t = T and j = 1, 2, 3, . . .
The conditional expectation and variance of the future observation Y
T are as follows:
Using equations (21), (23) and (24), the variance of the j-step ahead forecasting error,
, is given by
SIMULATIONS AND RESULTS
Time series data of size T = 60, 100, and 500 are generated using equation (5) under ν = 0.3, 0.5, 0.9, 1, 1.5, 2 and 3. A 2 × 1 regression vector is assumed where for the first covariate
and x t2 , the second covariate, follows standard normal distribution with true values of β 1 , β 2 = 1. Note that for this simulation study, θ 0 = θ 1 and for each combination of ν, ρ and T , 5000 simulations are run. The tables display the simulated mean estimates of the regression, dispersion and correlation parameters along with the standard errors in brackets. These converged estimates are obtained by assuming small initial values in the iterative processes described in equations (16) is noted that the non-convergent simulations increase slightly when ρ = 0.9. To summarize, we conclude here that the GQL approach yields far better estimates than CLS and GMM under both high and low serial-correlation and dispersion parameter and is almost equally efficient as CMLE as confirmed by Sutradhar et al. [2014] , but computationally more stable.
APPLICATION OF THE COM-POISSON INAR(1) PROCESS TO THE MCB DATA
The Mauritius Commercial Bank is one of the most long lasting and proficient banking institution in Mauritius and is also an active institution in the stock exchange market in the country. We have collected some of its daily number of transactions (TRANS) that took place on the Stock Exchange Mauritius (SEM) from the period 01.03.2015 to 01.06.2015 and that makes a total of 68 days excluding Saturdays, Sundays and public holidays. Note that SEM starts its operation at 09.00 a.m and closes at 13.30 p.m local time. The summary statistics show that TRANS has a mean of 7.36 with a variance of 10.36 thus clearly indicating over-dispersion and with an empirical lag 1 correlation of 0.69. The factors influencing TRANS were the news or rumour effect, the Monday effect and the time of the day. The news variable is a categorical variable with 0 indicating that no news were in circulation in day t while 1 indicates either positive or negative news were rumoured in the local or international market that influences investor's decision. The Monday effect is another binary variable with 1 indicating Monday and 0 for the other days in the week. The purpose of this variable is that it is perceived in the global market that Monday is the day where the highest number of investments may occur. The time of day variable is categorized into the morning session coded as 0 and the afternoon session coded as 1. Thus, along with the number of transactions, data related to these three factors were also recorded. The INAR(1) CMP model was fitted to the data and the parameters were estimated by CMLE, GMM, GQL and CLS. The results are displayed below: indicating that there is a significant number of movements in the MCB transactions at SEM on Monday and during the day while the negative sign in the time of day variable shows that more of the transactions is taking place in the morning session rather than in the afternoon. The estimates under the different methods are almost consistent, but GQL yields lower standard errors than GMM and CLS, however, comparatively equally efficient estimates as CMLE. However, CMLE yielded some computational problems in estimating the hessian entries due to the singularity of the covariance matrix. To avoid these complications, the initial values were refined. The over-dispersion estimates are all significant and the correlation parameter is reliable.
Using the correlation coefficient, the non-stationary correlations are easily obtained through equations (10).
CONCLUSION
This paper has considered a novel non-stationary INAR(1) discrete time series observation-driven process based on the COM-Poisson model. The INAR (1) generating process was developed along with the derivation of the moments and covariance expressions. As for the estimation of the unknown parameters, the CMLE, CLS, GMM and GQL estimating functions were developed and it was remarked that the CMLE approach was rather computationally cumbersome and yielded a significant number of non-convergent simulations while GQL was computationally more appealing and provides consistent and equally efficient estimates than the other approaches.
The derivatives of the conditional likelihood function for the CMLE are:
Differentiating with respect to ρ, we have
Differentiating with respect to ν, we have
Differentiating with respect to β j , we have 
T
