We construct a continuous linear operator acting on the space of smooth functions on the real line without non-trivial invariant subspaces. This is a first example of such an operator acting on a Fréchet space without a continuous norm. The construction is based on the ideas due to C. Read who constructed a continuous operator without non-trivial invariant subspaces on the Banach space ℓ1.
Introduction
Let X be a locally convex space. The invariant subspace (subset) problem is the question if every continuous linear operator T : X → X has a non-trivial invariant subspace (subset), i.e., if there exists a closed subspace (subset) 0 H X such that T (H) ⊂ H. The case of the separable Hilbert space has been studied by multiple authors and is one of the most important open problems in operator theory.
In the Banach space setting the first counterexamples to the invariant subspace problem were constructed by P. Enflo [3, 4] and C. Read [9, 10] in the 1980s. While Enflo constructed an operator on an artificial Banach space, Read was able to build his counterexample on ℓ 1 . An accessible exposition of the Read's construction can be found in the last chapter of [2] . Later on Read [11, 12] improved his methods and was able to build counterexamples on other Banach spaces.
A. Atzmon in [1] published a construction of an operator on a nuclear Fréchet space (with a continuous norm) without non-trivial invariant subspaces.
The first author was able to adapt the methods of Read and constructed counterexamples to the invariant subspace problem for many classical Fréchet spaces including the space of holomorphic functions on the unit disc H(D) and the space of rapidly decreasing sequences s (see [5] , see also [6] for an operator without non-trivial invariant subsets on s). The construction required the existence of a continuous norm on the underlying space.
In [8] Q. Menet was able to show that there is a big family of Fréchet spaces with a continuous norm that support an operator without non-trivial invariant subspaces (even subsets).
When the Fréchet space X does not possess a continuous norm, then there are two possibilities:
• There exists a fundamental increasing sequence of seminorms (p n ) n∈N for X such that ker p n+1 is of finite codimension in ker p n for all n (e.g., the space of all sequences ω). Then every operator on X has a non-trivial invariant subspace (see [8, Theorem 2.1] ).
• No such fundamental system exists. In this case it is not clear whether an operator without non-trivial invariant subspaces exists -this case is left open in [8] .
In this paper we construct an operator without non-trivial invariant subspaces on the space of smooth functions on the real line C ∞ (R) with the usual topology of uniform convergence of functions and their derivatives on compact sets. This space does not possess a continuous norm and is isomorphic to the countable product of the space of rapidly decreasing sequences s N which plays an important role in the theory of nuclear Fréchet spaces because of the celebrated Kōmura-Kōmura theorem.
Preliminaries
Throughout we will denote by N the set of non-negative integers. For us an operator will always be a continuous linear map. For all unexplained notions from functional analysis we refer to [7] . Below we describe the spaces which will be used in our construction.
The space s of rapidly decreasing sequences
The space of rapidly decreasing sequences is the space
with the topology generated by the family of seminorms {p N : N ∈ N}. Due to technical reasons we will use a different, although equivalent, system of seminorms for s. The proof of the proposition below is standard (see, e.g., [6, Section 2]). 
We have

AN,j+1
AN,j ≤ 2 for every N, j ∈ N.
We have lim
6. We have lim
7. The family of seminorms {p N : N ∈ N} is equivalent to the family of seminorms {| · | N : N ∈ N}, where
Moreover, the unit balls of the seminorms | · | N form a basis of neighborhoods of zero in s.
Remark 2.2. Observe that in order to prove that a sequence (x n ) ∞ n=0 converges to x in s one only needs to prove that for every N the inequality |x n − x| N ≤ 1 holds for every n big enough.
The space s
N
The countable product of the space of rapidly decreasing sequences is the space
with the natural Fréchet space topology of the product space. This topology is generated by the family of seminorms { · N : N ∈ N}, where
Note that the unit balls of the seminorms · N form a basis of neighborhoods of zero in s N . The family of unit vectors {e n,m : n, m ∈ N}, where e n,m = δ (n,m)(i,j)
, is a Schauder basis for s N (where δ is the Kronecker delta). It follows from the definitions that
The spaces s
In our paper two dense linear subspaces of s N will play an important role. We define
The formula
defines a norm on s N 0 and for every n, m, N ∈ N we havẽ e n,m~N = A N,n .
The strategy
In this section we describe the strategy for the construction of an operator without non-trivial invariant subspaces on a separable Fréchet space X with a Schauder basis {e n : n ∈ N} and with the topology generated by the fundamental family of seminorms { · n : n ∈ N} (we assume that the unit balls of those seminorms form a basis of neighborhoods of zero in X). This section is modeled on the last chapter of [2] where F. Bayart and É. Matheron gave a detailed exposition of Read's construction of an operator on ℓ 1 without invariant subspaces. The idea behind the construction is simple and is based on cyclic vectors.
Definition 3.1. Let T : X → X be an operator. We say that x ∈ X is a cyclic vector for T if
It is a simple observation that an operator T : X → X has no non-trivial invariant subspaces if and only if every non-zero x ∈ X is a cyclic vector for T . For some classes of operators the existence of at least one cyclic vector follows directly from the form of the operator. Definition 3.2. We say that an operator T : X → X is a perturbed weighted forward shift if for every j ∈ N we have
where λ j+1 = 0.
It is clear that e 0 is a cyclic vector for any perturbed weighted forward shift. We observe now that in order to show that any other non-zero vector is cyclic for T it is enough to prove an inequality. Proposition 3.3. Let T : X → X be an operator for which e 0 is a cyclic vector. A non-zero x ∈ X is a cyclic vector for T if and only if for every N ∈ N there is a polynomial P such that
Proof. If x is a cyclic vector for T , then span x, T x, T 2 x, . . . is dense in X and therefore for every N ∈ N there is a polynomial P such that
To prove the converse, recall that the unit balls of the family of seminorms { · n : n ∈ N} form a basis of neighborhoods of zero in X. Therefore the condition in the proposition implies that
But e 0 is a cyclic vector for T and
Thus x is cyclic for T .
In order to define an operator T : X → X for which (1) is easy to verify for a large family of vectors we will use the following lemma due to Read, which can be found in a slightly modified version in the last chapter of [2] (note that the proof uses only simple linear algebra and a compactness argument).
Definition 3.4. We say that vectors γ 0 , . . . , γ n form a perturbed canonical basis of span{e 0 , . . . , e n } if for every 0 ≤ j ≤ n
where µ j = 0.
Remark 3.5. Let T : X → X be a perturbed weighted forward shift. For every n ∈ N the vectors e 0 , T e 0 , . . . T n e 0 form a perturbed canonical basis of span{e 0 , . . . , e n }. Let · be a norm on span{e n : n ∈ N} and K ⊂ H be a compact set such that for every y ∈ K with
Then there is a number D ≥ 1 such that for every y ∈ K and every T : X → X which is a perturbed weighted forward shift such that
there is a polynomial
This lemma will be used inductively to construct an operator for which (1) holds for many vectors from span{e n : n ∈ N}. Having an arbitrary vector x = ∞ n=0 x n e n we will write x = h + t in such a way that (1) holds for h and P (T )t is very small in the corresponding norm. This in essence is what we will do.
Remark 3.7. In the proofs of Read, Goliński and Menet the fact that X possesses a continuous norm was crucial in the definition of the compact set K when the above lemma is used. In the case of s N there is no continuous norm and we need to somehow overcome this difficulty.
Remark 3.8. To realize the above strategy we need to define an order on the canonical basis of s N . This is done in the next section. 4 The definitions of the functions next and pos
be an increasing sequence of natural numbers such that 2b n + 1 < b n+1 for every n ∈ N.
We define the function
by the formula (see also Figure 1 ):
in the remaining cases
2. We define next 0 to be the identity on N × N and for k ≥ 1 by next k we denote the composition of next with itself k times. 
.).
Two properties of this sequence will be important for us: every non-negative integer appears in this sequence infinitely many times and N n ≤ n for every n ∈ N .
Assume that we are given integer sequences (a n )
where the function pos is derived from the sequence (b n ) ∞ n=1 as described in the previous section. For further reference, note that from the definition of next and pos it follows that pos(∆ n+1 , 0) = pos(a n , 0) + pos(∆ n , 0).
Moreover, assume we are given a sequence (D n ) ∞ n=0 of non-zero numbers. We define a linear operator
by the formula
where
Remark 5.1. Observe that because the function next (defined with (b n ) ∞ n=1 by (2)) gives us a strict ordering of N × N and all the numbers α j in (6) are non-zero, one can easily deduce that (6) really defines a linear operator on s N 0,0 (we calculate the values of T e j in Section 7).
Choosing the parameters
The sequences (a n )
that were used in the previous section will be carefully chosen in an inductive procedure carried out over the intervals [∆ n , ∆ n+1 ) described in this section. Along the way we will also fix the corresponding sequence (D n ) ∞ n=0 . The procedure on the first interval starting in ∆ 0 is very similar to the general step, but simplified, as there is no need for b 0 and s 0 . Hence we will go over the first step of the induction as well as the general step at the same time.
Assume that (a k )
k=0 have been already fixed. Hence the values of T j e 0 are defined by (6) for j up to (but not including) pos(a n−1 , 0) + pos(∆ n−1 , 0). We define ∆ n = a n−1 + pos(∆ n−1 , 0) in accordance with (4) (with ∆ 0 = 1).
If n ≥ 1, then we choose b n to be an integer such that b n ≥ 2 pos(∆ n , 0). Hence:
We also require that for k ≥ b n we have that
This is possible as
tends to +∞ (see Proposition 2.1).
In (b n , 0) the order defined by next takes us to other columns than the first (see Figure 2) . The number of iterates we need to return to (b n+1,0 ) is determined by {b 1 , b 2 , . . . , b n } only, hence we can calculate pos(x, 0) for x ≤ b n+1 , even though b n+1 is not yet fixed and will be chosen in the next step. We choose s n to be an integer bigger than 2b n . The number b 0 is in fact not used in the definition of next, for simplicity we may choose b 0 = s 0 = ∆ 0 = 1.
We can now choose a n to be an integer greater than s n satisfying: 
This is possible by Proposition 2.1. For n ≥ 1 we also require that:
Now the equation (7) gives as the values for α j for j ∈ [pos(∆ n , 0), pos(a n , 0)). Hence the values of T j e 0 are defined for j < pos(a n , 0) + pos(∆ n , 0) by (6) . We put ∆ n+1 = a n + pos(∆ n , 0). For further reference note that (10) gives us immediately
To carry out the construction on the next interval we still need a suitable number D n . It will be an outcome of applying Lemma 3.6.
Let
Then {T j e 0 : j ≤ pos(∆ n+1 , 0) − 1} is a perturbed canonical basis of H n . We define a linear projection τ n : H n → H n by the formula
Using this projection we define a compact set
We now apply Lemma 3.6 with H = H n , K = K n , · =~·~N n , c = pos(a n , 0) and d = pos(∆ n , 0). From this lemma we get the necessary number D n and we can carry out the procedure on the next interval.
Applying Lemma 3.6 in the construction gives us the following:
Proposition 6.1. If y ∈ K n , then there is a polynomial
for which~P (T )y − e 0~N n ≤ 3.
Proof. Let y ∈ K n . Lemma 3.6 gives us the existence of a polynomial P satisfying (18) such that T j e 0 Nn 
≤ 2 + D n α pos(∆n+1,0) e 2 pos(∆n+1,0) Nn
e pos(bn+1,0) Nn
mK n , then there is a polynomial
Proof. By the assumptions there is m ≥ 1 such that y ′ = 1 m y ∈ K n . By Proposition 6.1 there is a polynomial
To finish the proof observe that the polynomial P ′ = 1 m P has all the requested properties.
The values T e j
To prove that the operator T has certain properties we need to calculate the exact values of T e j . 
αj+1 αj e j+1 , j ∈ [pos(∆ n , 0), pos(a n , 0) − 1) ;
e pos(an,0) + e 0 , j = pos(a n , 0) − 1; e j+1 , j ∈ [pos(a n , 0), pos(∆ n+1 , 0) − 1) ; A Nn,an α pos(∆n+1,0) e pos(∆n+1,0) − A Nn,an α pos(∆n,0) e pos(∆n,0) , j = pos(∆ n+1 , 0) − 1.
Thus T is a perturbed weighted forward shift.
Proof. We consider all the possible cases for j. All the calculations below follow from (6).
1. By the definition we have T e 0 = α 1 e 1 .
2. If j ∈ [pos(∆ n , 0), pos(a n , 0) − 1), then
Therefore Using (5) 
Continuity of T
In this section we show that the linear operator T defined on the space s N 0,0 can be extended to a continuous linear operator acting from s N to s N . We also prove some continuity type estimates which will be important in the forthcoming sections.
Lemma 8.1. For every j ∈ N and N ∈ N we have e j+1 N ≤ 2 e j N +1 and~e j+1~N ≤ 2~e j~N .
Proof. This follows directly from the definition of the vectors e j and the definition of · N and~·~N . In particular, T can be extended to a continuous operator on s N . Moreover, the extension of T (which we also denote by T ) satisfies the inequality~T x~N ≤ 4~x~N for every x ∈ s N 0 and N ∈ N.
Proof. Fix N ∈ N. First we will show that for every (n, m) ∈ N × N we have T e n,m N ≤ 4 e n,m N +1 and~T e n,m~N ≤ 4~e n,m~N .
Let j ∈ N be the unique number such that e j = e n,m .
We consider all the possible cases.
1. If j = 0, then by Proposition 7.1 T e 0 = α 1 e 1 .
Hence, using Lemma 8.1
2. If j ∈ [pos(∆ n , 0), pos(a n , 0) − 1), then by Proposition 7.1
By the definition of the numbers α j (see (7)) we have
Therefore, using Lemma 8.1, we get
3. If j = pos(a n , 0) − 1, then by Proposition 7. T e j = e j+1 .
Therefore, using Lemma 8.1, we get T e j N = e j+1 N ≤ 4 e j N +1 and~T e j~N =~e j+1~N ≤ 4~e j~N . 
If
By (12) we have
Therefore, since A N,∆n+1 ≤ 2A N,∆n+1−1 and A N,∆n ≤ 2A N,∆n+1−1 (see Proposition 2.1), we get that
This shows that
T e pos(∆n+1,0)−1 N = T e pos(∆n+1,0)−1 N ≤ e pos(∆n+1,0)−1 N = e pos(∆n+1,0)−1 N .
After all the tedious calculations we are now ready to prove the desired inequalities. Let (x i,j )
Since s N 0,0 is dense in s N , this implies that T can be extended to a continuous operator on s N . We denote this extension by T .
Let now x = (x i,j )
It is clear from Proposition 7.1 that T x ∈ s N 0 . Moreover, from (19) we get
The properties of the projection τ n
In this section we investigate the properties of the projection τ n defined in Section 6.
Lemma 9.1. The projection τ n : H n → H n defined by (16) satisfies the equation
The vectors e 0 , T e 0 , . . . T j e 0 form a basis of span{e 0 , . . . , e j } and therefore
for some numbers λ 0 , . . . , λ j .
1. If j ≤ pos(a n , 0) − 1, then from (16) it follows that
2. If pos(a n , 0) ≤ j ≤ pos(∆ n+1 , 0) − 1, then from the definition of the operator T (see (6) ) it follows that e j = A Nn,an T j e 0 − T j−pos(an,0) e 0 .
By (5) we have that j − pos(a n , 0) ≤ pos(∆ n , 0) ≤ pos(a n , 0) − 1.
This and (16) gives that
τ n (e j ) = τ n A Nn,an T j e 0 − T j−pos(an,0) e 0 = −A Nn,an T j−pos(an,0) e 0 .
The next proposition gives a continuity type estimate for the projection τ n which will be important for us in the next section. Proposition 9.2. Let n ∈ N and x ∈ H n . Then~τ n x~0 ≤~x~N n+1 .
Proof. First we will show that for j ≤ pos(∆ n+1 , 0)− 1 we have~τ n e j~0 ≤~e j~N n+1 . To do this we consider all possible cases.
1. If j ≤ pos(a n , 0) − 1, then from Lemma 9.1 it follows that τ n (e j ) = e j .
Thus~τ
n (e j )~0 =~e j~0 ≤~e j~N n+1 .
2. If pos(a n , 0) ≤ j ≤ pos(∆ n+1 , 0) − 1, then from Lemma 9.1 it follows that τ n (e j ) = −A Nn,an T j−pos(an,0) e 0 .
Using Proposition 8.2 we get that By (5) we have j − pos(a n , 0) ≤ pos(∆ n , 0),
Since pos(a n , 0) ≤ j ≤ pos(∆ n+1 , 0) − 1, we get that
By (11) we have that
Thus, putting now (20) and (21) together, we get τ n (e j )~0 ≤~e j~N n +1 .
To finish the proof, take x ∈ H n . Then
x j e j for some numbers x j . By the inequality which we have just proved we get
Heads
Recall that
We define now the projection (truncation) π n : s N → H n by the formula
Recall that in (17) we defined compact sets
Proposition 10.1. Let N ∈ N and
be an increasing sequence of natural numbers such that N n l = N for l ∈ N. Then for l large enough we have that
Proof. We can write
From (23) it easily follows that C n l ≥ 1 for l large enough.
Observe that
j=pos(an l ,0) j=pos(an l ,0)
. Therefore, since C n l ≥ 1 for l large enough, from the above inequality we get that for l large enough we havẽ
It is clear that
Thus from (24), (25) and (26) it follows that for l large enough
From the above proposition and Corollary 6.2 we get:
be an increasing sequence of natural numbers such that N n l = N for l ∈ N. Then for every l large enough there exists a polynomial
Tails
Observe that (heuristically) if j is much larger then i, then e j+i is always in the same column as e j or in one of the adjacent ones. More precisely:
Proof. Observe that if i, j are as above and e j = e p,q for some p and q, then e i+j = e k,l , where k ∈ N and l ≤ q + 1 (see the definition of the function next and the condition (8)). The desired inequality follows now from Lemma 8.1.
For every n ∈ N we define the linear space
The elements of T n can be regarded as tails of vectors from s N .
Proposition 11.2. If x ∈ T n and 1 ≤ i ≤ pos(∆ n+1 , 0), then
Proof. First we will show that for every j ≥ pos(∆ n+1 , 0) and 1 ≤ i ≤ pos(∆ n+1 , 0) we have
We consider all possible cases for j.
1. If pos(∆ n+1 , 0) ≤ j < pos(s n+1 , 0) − pos(∆ n+1 , 0), then by (6)
Therefore, once again by (6),
From (7) we get
Thus, using Lemma 11.1, we obtain
2. If pos(s p , 0) − pos(∆ n+1 , 0) ≤ j < pos(s p+1 , 0) − pos(∆ n+1 , 0) for some p > n and e j = e k,l , where l ≥ N n + 2, then from the construction of the function next, from the definition of T and from (8) it follows that T i e j Nn = 0 and therefore (28) holds.
3. If pos(s p , 0) − pos(∆ n+1 , 0) ≤ j < pos(s p+1 , 0) − pos(∆ n+1 , 0) for some p > n and e j = e k,l , where l ≤ N n + 1, then from the construction of the function next and from (3) it follows that k ≥ b n+1 .
We have e j Nn+2 = e k,l Nn+2 = A Nn+2,k .
Using Proposition 8.2 we get that 
To finish the proof take x ∈ T n . Then x j e j and by the inequality we have just proven we have that
The operator T has no non-trivial invariant subspaces
After all the hard work done in the previous sections we are ready to prove the main result of the paper.
Theorem. There exists a continuous operator T : s N → s N which has no non-trivial invariant subspaces.
Proof. Let T : s N → s N be the operator defined by (6) . From Proposition 7.1 it follows that T is a perturbed weighted forward shift and therefore e 0 is a cyclic vector for T . We need to show that every non-zero x ∈ s N is also a cyclic vector for T . Let 0 = x = (x i,j ) ∞ i,j=0 ∈ s N be arbitrary and k 0 be the smallest integer for which (x i,k0 )
Since any non-zero multiple of a cyclic vector is also a cyclic vector, we may assume with no loss of generality that (x i,k0 )
By Proposition 3.3, in order to show that x is a cyclic vector for T we need to prove that for every N ∈ N there is a polynomial P such that P (T )x − e 0 N ≤ 4.
Fix N ∈ N and let (n l ) ∞ l=0 be an increasing sequence of natural numbers such that N n l = N for every l ∈ N. For every n ∈ N let π n be the projection defined by (22). It is clear (see (27) ) that x − π n (x) ∈ T n and that for every n large enough we have x − π n (x) N +2 ≤ 1.
Using this and Corollary 10.2 we can find l large enough and a polynomial P (t) = 
We have P (T )x − e 0 N = P (T )π n l (x) + P (T )(x − π n l (x)) − e 0 N ≤ P (T )π n l (x) − e 0 N + P (T )(x − π n l (x)) N ≤~P (T )π n l (x) − e 0~N + D n l max 1≤i≤pos(∆n l +1,0)
≤ 3 + 1 = 4.
