In this paper, we develop a Young integration theory in dimension 2 which will allow us to solve a non-linear one dimensional wave equation driven by an arbitrary signal whose rectangular increments satisfy some Hölder regularity conditions, for some Hölder exponent greater than 1/2. This result will be applied to the infinite dimensional fractional Brownian motion.
Introduction
During the last past years, some spectacular advances have been made in order to define and solve some stochastic PDEs driven by a Brownian noise with a very general spatial covariance structure. This has been achieved for instance in the infinite dimensional setting in [21, 20] for both heat and wave equations, while the multiparametric setting has been treated first mainly for the 1-d wave equation in [26] and [2] , and for the 2-dimensional case in [5] and [17] . The Walsh setting for SPDEs ( [26] ) has been generalized then in [4] , leading to a quite complete picture for the stochastic heat equation, and also for the wave equation up to dimension 3, allowing some deeper study in [22, 23, 6] . Notice also that an effort has been made in order to cover the case of Lévy noises e.g. in [24, 14, 12, 18] .
On the other hand, since the recent introduction of fractional integrals [29] and rough paths (see [15, 13] ) techniques in probability theory, it has been clear that the pathwise method could be a good way to extend the notion of stochastic differential equations to a wide variety of noises. However, while this strategy has been explored thoroughly in the case of ordinary differential equations (see e.g. [3, 19] ), the case of stochastic PDEs is still widely open. Indeed, if the case of linear heat [25] or wave [1] equations driven by fractional noises has been considered, sometimes leading to optimal results, only some very partial results are available in the case of non-linear equations: let us mention for instance [16] for stochastic evolution equations driven by a fractional noise, with a very regular space covariance. In this context, we have started to build in [10] an extension of Young integrals to the evolution setting, which allowed us to solve the stochastic heat equation driven by an infinite-dimensional fractional Brownian noise with a non-trivial spatial covariance structure. Observe that, while limited to the Young case, it seems that the methods introduced in the latter reference can be extended to the rough path case (see [11] ).
The aim of the current paper is to show that the approach initiated in [10] can be extended to hyperbolic PDEs, and we will illustrate this fact by considering the stochastic wave equation in R, of the form
with initial conditions given by Y (0, t) = ∂Y ∂s (0, t) = 0, for t ∈ R.
In equation (1) , σ stands for a smooth function from R to R, and X represents the noise which drives the equation. As usual in the SPDE theory, (1) is understood in the mild sense, which can be specified as follows: we will say that Y is a solution to (1) if, for any (s, t) ∈ [0, T ] × R, we have
where C(s, t) denotes the light cone with vertex (s, t), that is the triangle delimited by the points (s, t), (0, t + s) and (0, t − s), and where the integral defining equation (2) is understood in the Young sense. Then, for this latter equation, we will give some existence and uniqueness results for a general class of noises whose rectangular increments are Hölder continuous with Hölder exponent > 1 2 (see Theorem 3.4 for a precise statement).
One particular case of interest for us will be the infinite-dimensional fractional Brownian motion, which can be defined in the following way: on a given complete probability space (Ω, F , P ), let X be a centered Gaussian family {X(φ); φ ∈ D(R 2 )} indexed by the set of test functions D(R 2 ), with a covariance function given by
where H > 1/2, c H = H(2H −1), and ν ∈ (0, 1). With a slight abuse of notation, set then X(s, t) = X ( be the -45
• degree rotation in the plane. In this context, our existence and uniqueness result will be the following: Theorem 1.1. Let X be a fractional Brownian noise defined by (3) . Suppose that σ is a bounded function in C 3 (R) with bounded derivatives of any order and let η,η ∈ (0, 1) be such that η +η < 1 + H − 
∈ H
η,η (R), for any rectangle R around the origin.
As mentioned above, this paper can be seen as an extension of [10] , but the methodology used here is quite different from the evolution type considerations contained in this latter reference. Indeed, it seemed easier, in the case of the wave equation, to consider the problem at hand in the multiparametric setting. This has lead us to the following global strategy:
1. Construct first a general Young integral on rectangles R ⊂ R 2 whose sides are parallel to the axes. This integral will have the form R f dg, for two Hölder continuous functions f, g : R → R, with large enough Hölder indexes. Notice that our construction is inspired by [9] , but it is expressed here directly in terms of convergence of Riemann sums, while [9] uses a 2-d analog of the Λ-map defined in [8] .
2. Extend this Young integral in order to cover the case of a domain R which is a triangle with two sides parallel to the axes. This is done in a straightforward manner, by writing the triangle as a countable union of rectangles.
3. Rotate the wave equation in order to deal with an ordinary differential equation in R 2 involving the previous triangular domains. Once our Young integral is constructed, the existence and uniqueness result will be obtained by an extension of the usual fixed point argument for differential equations. It is worth noticing here that our computations for this step will be quite delicate, in spite of having chosen a very regular coefficient σ. Indeed, though σ ∈ C as a map from H γ,γ into itself does not enjoy the properties one usually assumes for the resolution of Young equations: in fact, it is only locally Lipschitz with quadratic growth, a fact which will add some technical difficulties to our analysis. 4 . In order to handle the case of the fractional Brownian noise, one has to show that the rotation of this noise still satisfies the Hölder regularity conditions allowing the definition of a Young integral. This can be done in our case, thanks to some almost explicit and cumbersome calculations.
This strategy will be made more explicit in the remainder of the paper, but let us mention at this point that, to our knowledge, Theorem 1.1 is the first existence and uniqueness result for a non-linear wave equation driven by a general kind of noise, and in particular by an infinite dimensional fractional Brownian motion. We hope to extend this approach to a more irregular noise in a subsequent publication. Let us also mention that some of our techniques can be related to those developped in [27] for numerical approximation purposes.
Our paper will be structured as follows: at Section 2, we will define our general notion of Young integral in the plane. Then, we will solve the wave equation at Section 3: Section 3.1 is devoted to the extension of the Young integral to the light cone. We show how to rotate the wave equation at Section 3.2, and then settle our fixed point argument at Section 3.3. The explicit application to the fractional Brownian noise is left for Section 3.4. Eventually, Section 4 has to be understood as a justification of the rotation trick for our wave equation: we explore briefly another strategy consisting in solving the equation, without previous rotation of the axes. This leads to a great regularity loss of the Young integral, as well as some too restrictive assumptions on the driving noise.
Along the paper we will use the notation C for any positive real constant, independently of its value.
Two-dimensional Young integrals
This section is devoted to a general result on Young integration in the plane, which, to our knowledge, cannot be found in the literature, in spite of being quite elementary: we consider a rectangle R = [s 1 , s 2 ] × [t 1 , t 2 ], where s 1 , s 2 , t 1 , t 2 are arbitrary real numbers such that s 1 < s 2 and t 1 < t 2 , and we show that, under some regularity assumptions on the functions x, y : R → R, the integral R y(s, t)x(ds, dt) may be defined as a Young integral.
Let us be more specific now about the regularity we will impose on the functions x and y, and let us define the function spaces we will consider in the sequel: first of all, for γ,γ ∈ (0, 1), set
where f γ,γ = sup
We also suppose that the rectangle R is contained in a sufficiently large squareR = [R 1 , R 2 ] 2 , which will be fixed throughout the discussion. With these notations in mind, the assumptions on x and y will be the following:
Hypothesis (H) The function x belongs to the space C γ,γ and y belongs to C ρ,ρ , with γ + ρ > 1 andγ +ρ > 1. Moreover, there exist two positive constants K, K ′ such that
with α > 1 − γ and β > 1 −γ.
Let us also define the following functional spaces, in which the solutions to our equations will live: Definition 2.1. For a function y satisfying conditions (H), we define the semi-norm
where the last two terms in the right-hand side denote the Hölder norms with respect to the first and second variable, respectively. Let then C ρ,ρ α,β be the space of continuous functions y such that y < +∞, and observe that we will mostly consider the particular case H ρ,ρ := C ρ,ρ ρ,ρ . Let us describe now the discretization procedure we will use in order to define our
and any function g defined on Q, the rectangular increment of g on Q will be defined, as usual, by
For all δ > 0, we consider (Π δ ) δ a family of partitions of the rectangle R whose meshes goes to zero when δ decreases to zero. Moreover, we assume that any of the partitions Π δ is formed by rectangles whose sides are parallel to the plane axes. Set Π δ = ((s
With these notations in mind, we consider the Riemann approximations
where we have used the notation I
Before stating our basic result on convergence of Riemann sums, let us give an elementary property concerning the partitions Π δ :
Lemma 2.2. Let R 1 ≤ s ≤ t ≤ R 2 and let s < r 1 ≤ · · · ≤ r k < t be a partition of (s, t). Then, if k ≥ 2, there exists an integer l ∈ {1, 2, . . . , k} such that
with the convention that r 0 = s and r k+1 = t.
Proof. It is an immediate consequence of Lemma 2.2 in [13] .
2
We are now in a position to state the main result of this section, which gives the convergence of the Riemann sums defined above to a limit z R = R y(s, t)x(ds, dt): 
and in particular, z defines a continuous function
We will develop the proof in several steps, as follows.
Step 1. We proceed, as in the proof of Proposition 2.1 in [13] , by a kind of backward induction on the number of points of the partition, but instead of suppressing only one point, we will eliminate a whole column of Π δ . Namely, owing to Lemma 2.2, we can choose an integerî ∈ {1, 2, . . . ,
Consider now the new partition Π of R defined by
Then, if we denote by z Π R the Riemann sum corresponding to the partition Π, we obtain that
In order to get some upper bounds on z
R , let us rewrite the last term in the above equality as a one-dimensional Riemann sum: set
Thus, with this notation, we get
where π denotes the partition of [t 1 , t 2 ] given by
We will use now the same kind of arguments as in [13, Proposition 2.1] to get suitable bounds on J δ (π). Indeed, applying Lemma 2.2, we can choose an integer ∈ {1, . . . ,
One is then able to construct a new partition of [t 1 , t 2 ] in the following way:
Hence, owing to the definition of h and l, Hypothesis (H) and the bounds (7) and (9), we obtain
We can now proceed in a similar way to [13, Proposition 2.1]: suppressing a carefully chosen point ofπ and reiterating the process, one obtains, thanks to Hypothesis (H), that
Thus, going back to (8), we get that
where
. Now, one may reiterate the process and suppress a suitable column of Π, so that we end up with
(10) Let us estimate the last term of the right-hand side of the above inequality: for any r = 1, . . . , k δ − 1, the integerî r is an element of {1, . . . ,
(s 2 − s 1 ). Hence, by Hypothesis (H), one easily gets that
Plugging this bound in (10), we obtain that
and we remark that the above bound (11) is valid for any rectangle R and any partition Π δ satisfying the underlying conditions.
Step 2.
, for s, t ∈ R such that R 0 ⊂R. We aim to show that the sequence (Z δ (s,t) ) δ has a convergent subsequence. However, owing to Ascoli's Theorem, it is sufficient to prove that for any positive real number K, there exists η > 0 such that sup
In order to check the above condition, we consider P = (s 1 , t 1 ) and Q = (s 2 , t 2 ) two points satisfying s 1 < s 2 and t 1 < t 2 , so that we can consider the rectangle
, formed by rectangles whose sides are parallel to the axes. In order to avoid tiresome notations, we denote again by (s 
Let us bound now the terms in the right-hand side of (13): first, the sum of all the terms containing products of powers of (s 
Hence, we are left with the terms in the right-hand side of (13) involving sums. Let us sketch the calculations for the first of these terms, namely
since the two remaining terms can be treated analogously. On the other hand, S δ can be rewritten as a Riemann sum, in the following way:
where l(t) = x(s 2 , t) − x(s 1 , t). Then we use the suppressing point argument, as it has been done at Step 1, and the regularity properties of x and y. This easily yields
Hence, plugging (14) and (15) into (13), we get an upper bound of the form
with µ, ξ > 0, from which inequality (12) easily follows. Thus, owing to Ascoli's Theorem, there exists a subsequence of (Z δ ) δ converging uniformly to some continuous function Z on R. We make an abuse of notation and we denote also by (Z δ ) δ the underlying subsequence.
Let us go back now to the definition of z, and for
R converges to z R , when δ tends to zero. For this, notice that we have the following decomposition:
Thus, taking limit as δ tends to zero in the above expression, we obtain that z
Furthermore, by continuity of Z, we deduce that the map (P, Q) → z R is continuous.
Step 3. Let us check that the limit of (z Π δ R ) δ is unique. This will be proved first when considering a particular integrand, namely a function χ defined by some rectangular increment of a given path y. Secondly, in the next Step 4, we will express z Π δ R in terms of a Riemann sum with respect to the function χ and other suitable terms, which will finally lead us to the uniqueness of the underlying sequence.
We will make use of the following fact: by a slight elaboration of the calculations done in the preceding Step 1 and Hypothesis (L), it can be proved that, for a rectangle
For a given function y satisfying Hypothesis (H), define then the function χ : R → R as follows:
and notice that χ depends on our particular choice of rectangle R. Let us first study the regularity properties of χ: for any rectangle R 0 contained in R, it can be easily checked that ∆ R 0 χ = ∆ R 0 y. 
Thus, the function χ(·, t) is ρ−Hölder continuous uniformly with respect to t and, moreover, one has that χ 1:ρ ≤ C(t 2 − t 1 )ρ. Analogously, it turns out that χ(s, ·) isρ−Hölder continuous uniformly with respect to s satisfying χ 2:ρ ≤ C(s 2 − s 1 ) ρ . Summing up, the function χ belongs to the space H ρ,ρ .
Hence, the calculations carried out in the preceding Steps 1 and 2 hold true if we replace y by χ. In particular, by (16) and the above bounds for the Hölder norms of χ, we have the following estimation:
where we have denoted by z Π δ χ,R the Riemann sum corresponding to the function χ, that is
Moreover, owing to Step 2, we obtain that the corresponding sequence (Z δ ) δ has a convergent subsequence and therefore deduce that z Π δ χ,R converges, as δ decreases to zero, to some limit z R ; notice that, in order to simplify notation, we do not point out the dependence of χ in Z δ and z R .
Let us check that the limit of (z Π δ χ,R ) δ is unique. For this, we follow the same lines as in the proof of Proposition 2.1 in [13] : letZ be another limit of the sequence (Z δ ) δ and setz R :=Z P +Z Q −Z (s 1 ,t 2 ) −Z (s 2 ,t 1 ) (recall that P = (s 1 , t 1 ) and Q = (s 2 , t 2 )). By (18), we obtain that
which is indeed true for any rectangle R. Thus, for any partition
. . , l} of R, the following relation holds true:
Since γ + ρ > 1 andγ +ρ > 1, the above supremums tend to zero as the mesh of Π 0 decreases to zero, which proves thatz R = z R . Therefore, the limit of (z
Step 4. Now we will show that, going back to the notations of Step 3, the sequence (z
where x and y satisfy Hypothesis (H). Then, the key point of our strategy is to decompose z Π δ R in the following straightforward way:
where the function χ is defined as in (17) . Now, the uniqueness of the limit of z Π δ χ,R has been established in the previous step. On the other hand, owing to Hypothesis (H), we are able to apply the convergence results in the one-dimensional setting (see [28] ) in order to obtain that
where these limits are uniquely determined as one-dimensional Young integrals. Going back to relation (19) , this finishes the proof of the uniqueness of the limit for the sequence (z Π δ R ) δ . Moreover, the following relation is fulfilled:
Step 5. Eventually, owing to (16) , it is readily checked that (16), we obtain the following estimation, which will be repeatedly applied throughout the proof of the existence and uniqueness of solutions to the wave equation (Theorem 3.4) :
3 The wave equation
Let us turn now to the equation of main interest for us, that is the following formal version of a perturbed wave equation
with initial conditions given by
Recall that we assume that the real-valued functions X, Y are defined on [0, T ] × R, where T is a fixed positive real number, and that the coefficient σ is a real-valued smooth function (whose exact smoothness will be specified later on). Recall also that we give a rigorous meaning to equation (21) by means of its mild formulation, as follows: we will say that the continuous function Y is a solution to (21) 
where C(s, t) denotes the open light cone with vertex (s, t) and projected to the t−axle, that is the triangular domain delimited by the points (s, t), (0, t + s) and (0, t − s) (see Figure 1 ). We will also assume that the integral defining Equation (22) is understood in the Young sense given by our Proposition 2.3.
Before going into the details of the definition of our equation, let us specify first our assumptions on the function σ. In fact, the main property we will need on this coefficient can be summarised as follows: Hypothesis (L) σ : R → R is a smooth function preserving the regularity properties on spaces of the form H ρ,ρ , for ρ,ρ > 0. Moreover, it satisfies the following two conditions:
for any y, y 1 , y 2 ∈ H ρ,ρ and some positive constants K, C.
This assumption will be made throughout the paper, and one should observe that it is satisfied in the following simple case: Proof. In this proof, we will use the same kind of arguments as in [11] , and thus only the main ideas of our strategy will be sketched. To begin with, we show that σ preserves the regularity on spaces of the form H ρ,ρ , which amounts to control all the norms used in (5) to define σ(y) .
First of all, let us deal with the regularity of σ(y) on rectangles. For any rectangle
, the following equality is fulfilled:
Thus,
and, as in [11] , one can deduce that
The (1 : ρ) and (2 :ρ)−Hölder regularities follow from the Lipschitz property of σ. Indeed, it is straitghforward to check that σ(y) 1:ρ ≤ C y 1:ρ and σ(y) 2:ρ ≤ C y 2:ρ . Hence, we conclude that σ(y) belongs to H ρ,ρ and, moreover, that condition (23) is fulfilled.
On the other hand, we have to check that σ satisfies the local Lipschitz property (24) . Let us sketch the calculations concerning the (1 : ρ)−Hölder norm; the (2 :ρ)−Hölder norm may be carried out using the same arguments: let s,s, t be such that (s, t), (s, t) belong toR. Then, following the same lines as in [11] , it can be proved that
where b r (τ ) = y r (s) + τ (y r (s) − y r (s)) and y r = y 2 + r(y 1 − y 2 ). Expanding the right-hand side of the above expression and using the assumptions on σ and y 1 , y 2 , one ends up with
As it has been mentioned above, we have an analogous bound for the (2 :ρ)−Hölder norm.
Eventually, in order to deal with the regularity on rectangles of σ(y 1 ) − σ(y 2 ), we notice that the following equality holds true:
with a r = a 1 + r(a 2 − a 1 ) and a i defined as in (25) but with y replaced by y i , i = 1, 2 (see [11] ). Then, it can be shown that
Putting together the bounds (26) and (27), we conclude the proof.
We are now ready to define rigorously our wave equation (22).
Extension of the integral to the light cone
A first step towards a rigorous definition of Equation (22) is to extend slightly our definition of Young integral in order to cover the case of a triangular domain like C(s, t). This will be done by a straightforward limiting argument, as follows.
Let R(s, t) be the set of families of rectangles (R n ) n of the form [s
Then, if X, Y satisfy Hypothesis (H) from Section 1, the integral
is well defined, for all n ≥ 1. Moreover, by relations (6) and (28), for (R n ) n in R(s, t), the series
is finite and the limit does not depend on the chosen element of R(s, t). From now on, the integral C(s,t) σ(Y (s, t))X(ds, dt) will be understood by means of (29), which gives a reasonable definition of a Young integral on C(s, t).
Rotation of the wave equation
As it will be pointed out at Section 4, it is convenient to deal with the existence and uniqueness of solution to Equation ( . Then, a trivial change of variables in the integral Equation (22) yields that y satisfies y(s, t) =
where nowC(s, t) corresponds to the light cone with vertex (s, t) and projected to the line {(s, −s), s ∈ R}, that is the triangular domain delimited by (s, t), (s, −s) and (−t, t).
Notice that the domain of definition of our original equation was included in an arbitrary large rectangleR = [R 1 , R 2 ] 2 , and letR be the image ofR under the rotation. Then we assume that the norm x of x can be controlled suitably onR, and the domain of definition of the rotated equation will be
for a given arbitrary T > 0. The new initial conditions are given by
Obviously, Equation (30) assumes implicitely that x and y satisfy Hypothesis (H), and all our statements will make use of this hypothesis. Then we will show at Section 3.4 that this assumption can be made when X is an infinite dimensional fractional Brownian motion. 
Remark 3.2. Suppose that the functions x, y satisfy Hypothesis (H) and that σ satisfies Hypothesis (L). Then, owing to Proposition 2.3 and the considerations in the preceding
a graphical proof of this fact is given in Figure 1 . Taking into account relation (6) 
and we obtain the following estimate, which will be useful in the sequel:
Existence and uniqueness of solution
We are now ready to state and prove our main general result on existence and uniqueness of the solution for Equation (22) 
One may construct this solution as follows: let (R n ) n be a family of squares in R 2 such that
We denote by y n the unique solution of Equation (30) on {(s, t) ∈R n , −s ≤ t ≤ −s + √ 2T }. Then, it is readily checked that the following is fulfilled: if n > m,
This let us define our global solution without ambiguity: y(s, t) := y n (s, t), for all (s, t) ∈ R n with −s ≤ t ≤ −s + √ 2T .
Proof of Theorem 3.4. Let us fix γ,γ > 1 2
and κ ∈ (1 − γ, γ),κ ∈ (1 −γ,γ). We will make use of a fixed-point argument. For this, we define the map Γ, from H κ,κ (D T ) into itself, as follows:
Notice that Γ is well defined and, thanks to Remark 3.2 and the fact that κ < γ and κ <γ, Γ(y) ∈ H κ,κ (D T ). The strategy in order to show that Γ has a unique fixed point is quite standard: first we prove that Γ maps some closed ball of H κ,κ (D T ) into itself and secondly, that it is a contraction. For the latter to be fulfilled, it is sufficient to show that
for all y 1 , y 2 ∈ H κ,κ (D T ) and some positive constant K < 1. We will develop the proof in several steps, which may be summarised as follows:
1. We will prove first the existence and uniqueness of a fixed point in a small part of the domain, namely in a band Dτ , for some sufficiently smallτ < T .
2. In order to iterate the procedure and cover the whole domain D T , we will consider a stairs domain Sτ contained in Dτ . Then we will proceed to prove the existence and uniqueness of a fixed point in one of the squares determined by two steps of the stairs, denoted by Q. For this, we will recover Q by a suitable finite family of rectangles (R n ) n and prove that there exists a ball in H κ,κ (R n ) which is left invariant by Γ, for all n. In Figure 2 , the stairs domain Sτ , together with the square Q and the sequence (R n ) n , are represented. This step will contain most of the technical difficulties of our proof, since Hypothesis (L) only assumes that σ is a locally Lipschitz coefficient, which is usually considered as a too mild assumption in the Young integration theory.
In
Step 3 we proceed to show that the corresponding map defined on the invariant ball of H κ,κ (R n ) is a contraction. This will be carried out again by recovering R n by a convenient family of equally sized squares.
4. Finally, we will iterate this procedure in order to get a unique fixed point of Γ in a larger stairs domain than Sτ . This will let us cover the whole band D T .
Step
1: Fixed point in a small part of the domain: the band Dτ
We show first that there exists τ < T such that the closed ball of H κ,κ (D T ), namely
is invariant under Γ, for someK > 0. For this, recall that, under the standing assumptions, y = y κ,κ + y 1:κ + y 2:κ , and we will try to bound all the norms above separately:
First, let us deal with the Hölder norm in rectangles.
is a rectangle included in D τ , then we know that
Furthermore, owing to (16) and (23), we have that,
where g(τ ) tends to zero, as τ decreases to zero. Taking into account that
and κ < γ,κ <γ, we obtain
where we still denote by g(τ ) a positive function decreasing to zero, as τ tends to zero.
Concerning the Hölder norm with respect to the first variable, we observe that, for any s ′ < s and t such that (s ′ , t), (s, t) ∈ D τ , we have
On one hand, by the same calculations carried out to obtain (34) or, equivalently, by (20) , one easily gets that
withg converging to zero as τ ց 0. On the other hand, owing to Example 3.3, it holds that
and plugging (36) and (37) in (35), we obtain the following estimate:
where we use again the same notationg(τ ) for a function converging to zero as τ ց 0.
Using the same arguments as for the (1 : κ)−norm, one can also get the bound
withḡ satisfying again lim τ ց0ḡ (τ ) = 0. Therefore, putting together the three bounds (34), (38) and (39), we end up with
where lim τ ց0 G(τ ) = 0. Then, for any large constantK, we may choose a sufficiently small τ such that C(1 +K(1 +K))G(τ ) ≤K. Hence, we have that, for some small enough τ < T , Γ(y) ≤K, whenever y ≤K, which obviously means that Γ maps the closed ball B τ,K into itself.
We show now that Γ satisfies a Lipschitz property on Bτ ,K ⊂ H κ,κ (Dτ ), with somẽ τ < τ and Lipschitz constant K < 1. Indeed, owing to the same kind of arguments as before, together with Hypothesis (L), it can be proved that the following estimate holds true:
whereG(τ ) tends to zero as τ decreases to zero. Thus, there exists a sufficiently small τ < T such that K := C(τ,K) x γ,γG (τ ) < 1. Moreover, we may chooseτ < τ . Now, all the previous considerations allow us to conclude that Γ has a unique fixed point in H κ,κ (Dτ ).
Step 2: The stairs domain Sτ and extension to the square Q We begin this part of the proof by defining what we understand by the stairs domain Sτ . First, for a given (u, v) ∈ D T , we denote by p r (u, v) the open subset of the line r := {t = −s} ∩R corresponding to the projection of the rotated light coneC(u, v) on r.
In step 1 we have proved that Equation (30) has a unique solution in H κ,κ (Dτ ). In particular, one has existence and uniqueness of solution in the subdomain Sτ ⊂ Dτ , described as follows: let {P i = (s i , t i ), i = 1, . . . , N} be a family of points lying on the line Figure 2 : On the left-hand side, a graphical description of the stairs domain Sτ is given, while on the right-hand side the decomposition of the square Q in terms of the rectangles' sequence (R n ) n is represented.
. Under these conditions, it is clear that Sτ := ∪ N i=1C (s i , t i ) forms a stairs domain (see Figure 2 ). Observe that, since we are considering a finite domainR, we may choose a fixed finite number N.
We consider now a square Q determined by two consecutive cones of Sτ , sayC(s i , t i ) andC(s i+1 , t i+1 ), for some i, as it is shown in Figure 2 . In order to simplify notations, we denote by (a, b) the right-upper vertex of Q and (â, b), (a,b) the vertices lying on
Set L 1 and L 2 the sides determined by the points (â,b) and (a,b) and by the former and (â, b), respectively. Notice that we already know the solution on L i , i = 1, 2, and this solution will now play the role of the initial condition for the equation on the extension Q of the domain.
We aim to extend the existence and uniqueness result to the square Q, and a first step in this direction, on which we will focus for the remainder of this step, is to study the invariance of balls in H κ,κ (Q) under Γ. The main idea is to decompose the square Q in rectangles of the form R n := [s n , s n+1 ] × [b, b], for n ≥ n 0 , with n 0 some positive integer, s n 0 =â and s n+1 − s n = 1 n (see Figure 2) . Then, we will show that in each space H κ,κ (R n ) there is an invariant ball for the corresponding operator Γ n . In the next Step 3 we will focus on the contraction property of the map Γ n and thus deduce the existence of a unique fixed point. For a given n ≥ n 0 , we will use the notation · n = · κ,κ,n + · 1:κ,n + · 2:κ,n to denote the Hölder semi-norm · defined for functions on R n .
To begin with, we focus our attention first in the small domain R n 0 ⊂ Q ⊂ D T . In this case, we are interested in showing the existence of a unique fixed point for the map Γ n 0 defined for regular functions y and (s, t) ∈ R n 0 as:
In the previous relation, the initial condition φ n 0 is given by
where the first and second term on the right-hand side of the above equality correspond to the known solution on the segments L 1 and L 2 , respectively. The term ψ n 0 (s n 0 ,b) is the initial condition in the corner (s n 0 ,b) of R n 0 . Notice then that φ n 0 < ∞, which leads us to introduce the following set of functions, on which we will build our fixed point argument:
Observe that, for sake of clarity, we have changed a little the definition of our functional spaces with respect to the spaces H κ,κ , by including the initial condition in the very definition ofĤ κ,κ (R n 0 ).
Let us fix now a positive number µ such that µ < κ ∧κ and µ < γ − κ. Let also d be a positive constant satisfying
Our next task is now to prove that the ball B n 0 is invariant under Γ n 0 , where B n 0 is defined by: B n 0 := {y ∈Ĥ κ,κ (R n 0 ); y − φ n 0 n 0 ≤ n µ 0 }. We will thus have to study the norm Γ n 0 y − φ n 0 n 0 , and let us first consider the Hölder norm (1 : κ). Let then (s, t), (s ′ , t) ∈ R n 0 , with s ′ < s. By the very definition of the operator Γ n 0 and Equation (20), we have the following estimation (notice that the initial condition φ n 0 cancels out in the first inequality below):
On the other hand, since y ∈ B n 0 and we assume condition (42), we have that
Plugging this bound into (43) and taking into account that s n 0 +1 − s n 0 = 1 n 0
, it turns out that Γ n 0 y − φ n 0 1:κ,n 0 ≤ 1 n
Analogously, we obtain the following estimate for the Hölder norm Γ n 0 y − φ n 0 2:κ,n 0 : 
Hence, by (42), (44) and the fact that y ∈ B n 0 , we end up with
Putting together (45)- (47), we obtain that the ball B n 0 is invariant under Γ n 0 for n 0 large enough.
At this point, let us anticipate a little on the next step, and assume our contraction arguments have lead us to the definition of a unique solution up to the rectangle R n such that R n ∩ Q = ∅, for n ≥ n 0 . We will then try to use an induction argument in order to define an invariant ball under the map Γ n+1 . Since s n+1 − s n = 1 n , even if the size of R n decreases, we will cover the whole square Q in a finite number of steps, thanks to the fact that n −1 is a divergent series. Observe then that, if the solution y to our equation has been defined up to R n , and if L , and where ψ 1,n+1 has been introduced at relation (40).
We will thus introduce a spaceĤ κ,κ (R n+1 ) analogously to the case n = n 0 given at (41):
Assume now that, for any n 0 ≤ m ≤ n, the operator Γ m :
for y ∈ H κ,κ (R m ) and (s, t) ∈ R m , leave the following ball invariant:
where φ m is defined as in (40). We aim to show that the same is true on R n+1 . This can be achieved using the same kind of calculations as for the case n = n 0 and applying the following result:
Lemma 3.6. For all n ≥ n 0 , it holds that
Proof: Our statement holds true for n = n 0 , by hypothesis. Assume that we have proved, for some n > n 0 , that φ k k ≤ dk µ for any k ≤ n, and let us prove the property for φ n+1 .
Firstly, it is straightforward to check that, for all k ≥ n 0 , the function φ k has null rectangular increments, namely φ k κ,κ,k = 0. Moreover, it holds that φ n+1 1:κ,n+1 ≤ ψ 1,n+1 1:κ,n+1 . On the other hand, observe that the side L 1 does not vary when we jump from n to n + 1, for all n ≥ n 0 , which implies that ψ 1,n+1 = ψ 1,n 0 . Hence, the norm ψ 1,n+1 1:κ,n+1 may be bounded by a constant independent of n, say C 0 .
Let us seek now some estimates for the quantity φ 2,n+1 2:κ,n+1 . Let s ∈ (s n+1 , s n+2 ) and t, t ′ ∈ (b, b). Then, by the very definition of φ n+1 , we have the following estimation:
and y denotes the unique solution to our equation in H κ,κ (R n ). Therefore, making use of the induction hypothesis, we end up with
Thus, we have proved that
which concludes the proof of the lemma.
Summing up, we have defined a finite sequence of rectangles (R n ) n such that Q ⊂ ∪ n R n and we have proved that there exists a ball B n inĤ κ,κ (R n ) which is invariant under Γ n . In the next Step 3 we shall address the contractivity properties of Γ n . Notice again that we have assumed in advance that the equation could be solved on any of the rectangles R k for k ≤ n in order to define the ball B n+1 . This claim will be justified at Step 3.
Step 3: Contraction property In this part of the proof, we fix R n any of rectangles covering the square Q and we consider B n the invariant ball for Γ n inĤ κ,κ (R n ). We aim to prove that Γ n has a unique fixed point in B n .
In order to show that Γ n is a contraction, we will consider again a suitable family of squares (θ j , j = 1, . . . , M) covering R n and having the same size. Then we will prove that the operator Γ n , restricted to any θ j , is a contraction, that is, Γ n defined on H κ,κ (θ j ) satisfies the following condition:
for all y 1 , y 2 ∈ H κ,κ (θ j ) and for some constant K < 1; · n,θ j denotes the corresponding norm on H κ,κ (θ j ). Figure 2) . In this case, we are interested in the operator Γ n,θ 1 , defined on H κ,κ (θ 1 ), as follows:
(s, t) ∈ θ 1 , where φ n,θ 1 corresponds to the initial condition. Let us prove that if θ 1 has a sufficiently small size, then Γ n,θ 1 is a contraction.
To begin with, let us deal with the Hölder norm in rectangles. Namely, let y 1 , y 2 ∈ H κ,κ (θ 1 ) and R a rectangle contained in θ 1 , so we study the following expression:
Owing to (20) , Hypothesis (L), the fact that y 1 , y 2 ∈ B n and Lemma 3.6, one has the following estimate:
Concerning the Hölder norms (1 : κ) and (2 :κ), one uses similar arguments as for the above norm on rectangles to end up with bounds for Γ n,θ 1 (y 1 ) − Γ n,θ 1 (y 2 ) 1:κ,θ 1 and Γ n,θ 1 (y 1 ) − Γ n,θ 1 (y 2 ) 2:κ,θ 1 of the same type as (49). Therefore, if the size of θ 1 , say δ :=ã − s n , is sufficiently small, then we have that condition (48), for j = 1, is fulfilled.
Arguing as for the square θ 1 , one could see that we can progressively cover the rectangle R n by a finite family of squares (θ j , j = 1, . . . , M), such that each θ j has the same size δ and the corresponding operator Γ n,θ j is a contraction on H κ,κ (θ j ) (notice however that δ depends on n). Thus, this let us conclude that the map Γ n : H κ,κ (R n ) → H κ,κ (R n ) has a unique fixed point.
Step 4: Extension to the whole domain Putting together the considerations of Step 2 and Step 3, we have constructed now, with a finite number of steps, a unique solution to (30) on the whole square Q. Analogously, we will be able to obtain the same result for the other squares determined by the stairs domain Sτ , in such a way that we have proved the existence and uniqueness of solution to Equation (30) in an extended stairs domain S τ 1 , for some τ 1 >τ . Eventually, we iterate this procedure in order to cover the whole domain D T of definition of our Equation (30). This concludes the proof of the theorem.
Application to the fractional Brownian motion
In this section we apply Theorem 3.4 in the particular case where the function x corresponds to the path of some random perturbation. Namely, we are interested in Gaussian random noises having a fractional time correlation and some spatially homogeneous one. Let us make this rigorous, as follows.
, 1) and consider, on a given complete probability space (Ω, F , P ), a L 2 (Ω)−valued centered Gaussian process {X(φ), φ ∈ D(R 2 )}, where D(R 2 ) stands for the space of test functions, with covariance functional given by
The value of c H is H(2H − 1) and we will focus on the case in which Q is a Riesz kernel, that is Q(x) = 1 |x| ν , for some ν ∈ (0, 1). This section will be decomposed as follows: first, we will define a process denoted by {x(s, t), (s, t) ∈ D T }, which will correspond to the 45 o rotation of X and will be the driving motion of Equation (30). Then, we will study the regularity properties of x, namely the Hölder regularity in rectangles, and therefore deduce that Theorem 3.4 can be applied, which will give a proof of Theorem 1.1. Notice that, in order to obtain the C γ,γ −regularity of x, for some γ,γ, we will apply the following extension of Kolmogorov's lemma (see [7] ).
Lemma 3.7. Let z = {z(s, t), (s, t) ∈ R 2 } be a two-parameter stochastic process. Assume that there exist p > 1 and a, b ∈ (
and some positive constant C. Then, the process z admits a continuous modification whose trajectories belong to the space C
Let us begin now with the construction of the rotation of X: we denote by R π 4 the 45 o rotation on the plane, and for any function ϕ ∈ D(D T ), we set
It is straighforward to check that {X(ϕ), ϕ ∈ D(D T )} is a well defined L 2 (Ω)−valued centered Gaussian process with covariance functional
Now, we aim to defineX(1 R ), where R is some rectangle contained in D T . For this, we consider a sequence of functions (ϕ n ) n in D(D T ) such that ϕ n (s, t) → 1 R (s, t) as n tends to infinity, for all (s, t) ∈ D T . Then, by bounded convergence, it follows that lim n,m→∞
and we setX
It can be easily seen that this definition does not depend on the particular approximating sequence. Moreover, we still have the following equality, for two arbitrary rectangles
It is then natural to define, for (s, t) ∈ D T ,
with the convention that, if either s or t is negative, the corresponding interval will be [s, 0] or [t, 0], respectively. Recall that x will be the driving noise of equation (30). Let us fix an element ω of the probability space (Ω, F , P ) on which the process X is defined. In order to simplify the notation, we shall still denote by {x(s, t), (s, t) ∈ D T } the path of the process x associated to ω. Then, the following result caracterises the Hölder regularity on rectangles of the function x, which is obviously an important step in order to apply Theorem 3.4. Proof. We will apply Lemma 3.7. For this, we fix a rectangle R = [s 1 , s 2 ] × [t 1 , t 2 ] in D T and we compute the square moment of ∆ R x. Indeed, by the very definition of x, we obtain that
Hence, owing to (50), we end up with
and notice that, for instance, we have
In the sequel, we will make use of the following notation:
and set also ∆s := s 2 − s 1 and ∆t := t 2 − t 1 . With these notations in hand, we will try to get a bound of the type
where γ,γ satisfy γ +γ = H + 2−ν 2
, for a general rectangle R. However, throughout the proof, we will assume that ∆s < ∆t: indeed the case ∆t < ∆s may be treated analogously, and when R is a square, relation (53) follows easily.
In order to get good bounds of the right-hand side of (52), we will decompose the indicator function 1R, as follows (see Figure 3 ):
where
•R 1 is the triangle determined by
•R 2 is the parallelogram determined by
•R 3 is the triangle determined by
Owing to this decomposition, the integral in the right-hand side of (52) shall be split in six terms.
The proof can be divided in two different situations: First case: ∆t < 3∆s. Under this assumption, it is straightforward to check that, in the terms of the integral (52) involving the indicator function of the parallelogramR 2 -which are the most winding-, there will always be intersection between the domains of variation of x and y. Moreover, the fact that ∆s < ∆t < 3∆s will let us obtain the appropiate bounds for (52) without too much effort. The details for this case are omitted here. Second case: ∆t ≥ 3∆s. Here, fixed u and v in their respective domains of variation, there does not need to be intersection between the domains of variation of x and y in the terms involving the parallelogramR 2 . As it has been mentioned, it turns out that this situation leads to much more complicated calculations in comparison with the above one. Therefore, we will just deal with the proof in this second case.
As mentioned before, our partition ofR into three pieces leads to the computation of six different terms. However, by symmetry, it is sufficient to consider the following three situations: We have to get bounds, for instance, of the integral
the case when v ∈ (u, S 21 ) can be treated in the same way. The main idea is to decompose the domain of integration above so as to get rid of the absolute value there, and therefore be able to compute, or eventually bound, the remaining integrals. Notice that, for the sequel of this proof, we have decided not to write the multiplicative constants which appear in our estimations, and which can vary from line to line.
First, it holds that (54) equals to
Then, on one hand we have that
and it is readily checked, from this decomposition, that
On the other hand, one has that A 2 = B 1 + B 2 , with
Notice that, in the domain of integration of B 1 , the following estimation holds true:
Hence,
and computing the above integral, one ends up with the bound
Eventually, it turns out that we can decompose B 2 as follows:
and from this expression, it is not difficult to prove that
Putting together all the bounds that we have obtained on B 1 , B 2 A 2 and A 1 , we conclude that the term (54) can be bounded by
Let γ,γ belong to ( . Then, owing to (55), one can easily see that (54) may be bounded, up to constants, by (∆s) 2γ (∆t) 2γ .
Term corresponding to 1R
Let us treat now the term corresponding to 1R
This term equals to D 1 + D 2 , where
and using similar arguments as for the term A 1 , one can easily show that the following estimate holds true (recall that we omitt to write the multiplicative constants):
For the term D 1 , we can show, along the same lines as for the term A 2 above, that
Thus, (56) may be estimated by (∆s) 2γ (∆t) 2γ ,
Our aim now is to bound the integral
It turns out that this term involves easier calculations in comparison with the two other situations, and that it can be bounded by
The details of computations for this term are left to the reader.
Putting together the estimations obtained in the study of the three terms above, we get that
for a positive constant C. Taking into account that we are in a Gaussian context and applying Lemma 3.7, we get the desired regularity for the process x. 
Sharpness of our method
Let us come back for a moment to Section 3.2, and to the definition (30) we gave for the wave equation: we performed a rotation R π 4 on our initial equation in order to get a new domain of integrationC(s, t) whose sides are parallel to the axes. Then, as pointed out in Remark 3.2, if x, y : D T → R are two functions satisfying Hypothesis (H) and σ : R → R fulfills Hypothesis (L), the integral
is well defined in the Young sense. Moreover, it has the same Hölder regularity on rectangles as the function x.
However, as it will be made clearer later on, one could define directly the integral
where the fundamental solution G of the wave equation is given by
by means of Young approximations with respect to a good partition of the domain, such as a dyadic one. In this section, we will try to show that this direct strategy does not behave as well as the one we proposed at Section 3. Indeed, we will show that, even in the linear case (i.e. σ ≡ 1), we are quite far away from obtaining for I the same Hölder regularity as the control X. Let us make this rigorous, as follows.
Let us first consider the linear case, that is we want to define the Young integral
We have the following result on existence and regularity of the integral I.
Proposition 4.1. Recall that C γ,γ has been defined by relation (4) , and assume that X belongs to the space C γ,γ , with γ +γ > 1. Then, the expression (57) is well defined in the Young sense. Moreover, the function {I(s, t), (s, t) ∈ [0, T ] × R} belongs to C η,η , with Let us sketch the proof of the above proposition.
Proof of Proposition 4.1. We use a Young approximation to define the integral in the right-hand side of (57). Fix (s, t) ∈ [0, T ] × R and consider the following dyadic grid on the rectangle in R 2 determined by {(0, t − s), (s, t − s), (0, t + s), (s, t + s)}: Equivalently, we study the convergence of the series
which we will decompose in the following way: first, notice that
X.
On the other hand, the term J n+1 (s, t) can be written as X .
Thus J n+1 (s, t) − J n (s, t) = A 1 (s, t, n) + A 2 (s, t, n) + A 3 (s, t, n), where A 1 (s, t, n) = X.
Next, using the fact that G s,t is the indicator function of the light cone, a possible strategy for the estimation of those terms is the following:
1. Identify the non-trivial contributions in the sums A k (s, t, n), k = 1, 2, 3, and then bound them in a suitable way.
2. In order to get the desired bounds for the non-trivial contributions, use the fact that
for a rectangle R of order m in the grid defined above.
Using these ideas, one can obtain the following estimation:
|J n+1 (s, t) − J n (s, t)| ≤ C 2 n(γ+γ−1) , with some positive constant C independent of n. Since by hypothesis γ +γ > 1, we deduce that the series (58) is convergent, and its sum defines properly the integral in the right-hand side of (57).
Let us outline the main computations leading to the regularity result for the function {I(s, t), (s, t) ∈ [0, T ] × R}: we fix 0 ≤ s 1 < s 2 ≤ T and −∞ < t 1 < t 2 < +∞, and we will study the quantity |∆ R I|, where R = [s 1 , s 2 ] × [t 1 , t 2 ]. Furthermore, we assume that t 1 + s 2 < t 2 − s 2 , which implies that the light cones with vertices (s 2 , t 1 ) and (s 2 , t 2 ) do not intersect (the other case can be treated analogously). With these assumptions in mind, we have ∆ R I = I(s 2 , t 2 ) − I(s 2 , t 1 ) − I(s 1 , t 2 ) + I(s 1 , t 1 ) or, equivalently, for all n ≥ n 0 . Observe that each square of the grid Π n l is of size ], and notice that, once again, we will try to get some information about the convergence of the series ∞ n=n 0 (J n+1 (s 1 , s 2 ; t 1 , t 2 ) − J n (s 1 , s 2 ; t 1 , t 2 )), (H α ) The function Z : [0, T ] × R → R is bounded, Z(0, t) = 0, for all t ∈ R, and there exist α ∈ (0, 1) and a positive constant C such that 
