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In this paper we consider the online scheduling of jobs which require processing on a
number of machines simultaneously. These jobs are presented to a decision maker one
by one, where the next job becomes known as soon as the current job is scheduled.
The objective is to minimize the makespan (P|online− list,mj|Cmax). We present a
6.6623-competitive algorithm for this online problem, improving the best known
algorithm, which is 7-competitive. The presented algorithm also applies to the online
orthogonal strip packing problem. Since the previous results for this problem assume
bounded rectangles, the presented algorithm is the first with a constant competitive ratio
for the general online orthogonal strip packing problem. Furthermore, for the special case
with 3 machines we give a 2.8-competitive algorithm, improving upon the 3-competitive
greedy algorithm.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Parallel jobs are jobs which require processing on a number of machines simultaneously. Such jobs are, for example,
encountered in memory allocation and parallel processing in computers. In this paper we consider the online scheduling of
parallel jobs where preemption is not allowed and the objective is to minimize the makespan. The jobs are presented one
by one to a decision maker, and as soon as a job becomes known, it has to be scheduled irrevocably (i.e. its start time has to
be set) without knowledge of successive jobs.
In contrast to an online algorithm, an offline scheduling algorithm has complete knowledge of the list of jobs at time zero
to construct the optimal offline schedule. The makespan of the optimal offline schedule is used to measure the quality of
online algorithms. An online algorithm is ρ-competitive if it produces for any list of jobs a schedule with makespan at most
ρ times the makespan of the optimal offline schedule.
Determining the competitive ratio can be seen as a game between the online scheduling algorithm and an adversarywho
determines the characteristics of the jobs in the list and the length of this list. The online algorithm tries to schedule the
jobs such that its competitive ratio is minimized, while the adversary aims to maximize the competitive ratio of the online
algorithm.
Besides the mentioned online model (called the online-listmodel), other online models are considered in the literature.
One important model is the online-time model. In this model jobs have a release date and become known to the online
algorithm when the online schedule has been executed upto this release date. However, the online algorithm does not
have to make a decision on a job directly at its release date, only scheduling decisions before the current point in time are
irrevocable. In this model, the optimal offline schedule is also restricted by the release dates.
✩ Parts of this paper are based on a paper appeared in: Proceedings of the 5th Workshop on Approximation and Online Algorithms, WAOA 2007, in:
LNCS, vol. 4927, 2008, pp. 67–74.∗ Corresponding author.
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In general, the online-time model is considered to be more realistic for scheduling problems. However, the online-list
model has also its applications. E.g. if in larger companies different departments share common resources, request for these
resources may have to be dealt with immediately since the requesting department needs to know the planned scheduling
period to make their own planning (prepare the job before using the common resource, finish processing of the job in the
own department, . . . ). In this case the requesting department needs concrete start and finishing times for the processing on
the common resource already far before the concrete release of the job. For more online models and background on online
scheduling we refer to [7].
Using the three-field notation originating from [3], the considered problem is denoted by P|online− list,mj|Cmax, see also
[5,7]. In the literature the concept of parallel jobs is knownbymany different names, such as parallel tasks, parallelizable tasks,
multiprocessor tasks, multiple-job-on-one-processor, and 1-job-on-r-processors. In some literature the machine requirement
mj of a job is called the width or the size of a job. And instead of mj the term sizej or simply sj is used to denote the parallel
machine requirement of job j.
There is a great deal of similarity between P|online− list,mj|Cmax and the online orthogonal strip packing problem. The
orthogonal strip packing problem is a two-dimensional packing problem.Without rotation rectangles have to be packed on a
strip with fixedwidth and unbounded height. The objective is tominimize the height of the strip in which the rectangles are
packed. In the online setting rectangles are presented one by one and have to be assigned without knowledge of successive
rectangles. To see the similarity, let each machine correspond to one unit of the width of the strip, and time to the height
of the strip. The width of a rectangle j corresponds to the machine requirement of job j and its height to the processing
time. Minimizing the height of the strip used is equivalent to minimizing themakespan of themachine scheduling problem.
However, the difference lies in the choice of machines. In P|online− list,mj|Cmax any mj machines suffice for job j, where
in the strip packing problem rectangle j cannot be split up into several rectangles together having width mj. Therefore,
algorithms for strip packing can be used for parallel job scheduling, but in general not the other way around (see [8] for a
counter example).
The current state of the research on problem P|online− list,mj|Cmax is as follows. The first online algorithm for online
parallel job scheduling with a constant competitive ratio is presented in [5] and is 12-competitive. In [10], an improvement
to a 7-competitive algorithm is given. This dynamic waiting algorithm schedules jobs with a small machine requirement
greedily and delays the jobs with a large machine requirement. For the strip packing problem in [1] a 6.99-competitive
online algorithm is given under the assumption that jobs have a processing time of at most 1. This shelf algorithm groups
rectangles of similar height together. In this paper we propose a 6.6623-competitive algorithm which applies to both the
parallel job scheduling problem and the orthogonal strip packing problem. For the special case of the scheduling problem
with three machines, until now, the best known algorithm is the 3-competitive greedy algorithm. In this paper we propose
a 2.8-competitive algorithm for the 3 machine case. The best known analytical lower bound on the competitive ratio for
P|online− list,mj|Cmax is a lower bound of 32 +
√
33
6 ≈ 2.45 [6]. This recent result improves the well known lower bound
of 2 resulting from the strip packing problem [2], which applies directly to the parallel job problem with m ≥ 3, and the
computerized proof of a lower bound of 2.43 for P|online− list,mj|Cmax [4]. In [4] a tight lower bound of 2 is given for the
twomachines case. Thus, only for the case with 2 machines the gap between the lower and upper bound of the competitive
ratio is closed. In particular the gap for the general problem P|online− list,mj|Cmax is large.
In Section 2 we introduce some notation and basic results. Section 3 deals with online parallel job scheduling on an
arbitrary number of machines and Section 4 deals with online parallel job scheduling on three machines. The paper ends
with some concluding remarks.
2. Problem definition and preliminaries
2.1. Formal problem description
We study the following online machine scheduling problem. Jobs of a list σ = (1, 2, . . . , n) are presented one by one to
the decision maker. Each job j is characterized by its processing time pj and the number of machinesmj out of the available
mmachines simultaneously required for processing. As soon as a job becomes known, it has to be scheduled irrevocably (i.e.
its start time andmachines has to be set) without knowledge of successive jobs. Preemption is not allowed and the objective
is to minimize the makespan.
2.2. Bounding the offline solution
To be able to derive a bound on the competitive ratio of an online algorithm, the online solutions have to be compared
to the optimal offline solutions. However, in the analysis the online solutions are not compared to the actual optimal offline
solutions but to lower bounds on these values.
Given a list of jobs σ = (1, 2, . . . , n) we can derive two straightforward lower bounds on the makespan of the optimal
offline schedule, denoted by C∗(σ ). On the one hand, the optimal makespan is bounded by the length of the longest job in σ ,
i.e. C∗(σ ) ≥ maxnj=1{pj}. We call this the length bound. On the other hand, the work load of a job j is given bymj ·pj. Since, the
total work load is at best evenly divided over themmachines, we get C∗(σ ) ≥ 1m
∑n
j=1 mj · pj. We call this the load bound.
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Fig. 1. A greedy algorithm is no better thanm-competitive.
Let CA(σ ) denote the makespan of the online schedule created by an online algorithm A. For a collection of disjoint
intervals X from [0, CA(σ )], we denote by |X | the cumulative length of the intervals in X .
The following lemma follows directly from the above presented lower bounds on C∗(σ ).
Lemma 1. If [0, CA(σ )] can be partitioned in X and Y such that |X | ≤ x · maxnj=1{pj} and |Y | ≤ y · 1m
∑n
j=1 mj · pj, then
CA(σ ) ≤ (x+ y) · C∗(σ ).
In the design of algorithms for P|online− list,mj|Cmax we aim to be able to apply Lemma 1 in a clever way in the
analysis. To put it differently, it is a key issue to find a good way to combine the length and load bound on C∗(σ ) to obtain
a small value of x + y, the resulting competitive ratio. For the special case with three machines the above bounds alone
are not strong enough. There we sharpen the length and load bound by analyzing the structure of the online and offline
schedules.
2.3. Greedy algorithms
The most simple online algorithm for the considered problem is a greedy algorithm. A greedy algorithm schedules each
job j at the earliest time t for which in the interval [t, t + pj) at leastmj machines are available.
Unfortunately, for the online scheduling of parallel jobs a greedy scheduling algorithm has no constant competitive ratio,
as illustrated by the following well known instance with m machines and 2m jobs. Let the odd jobs have processing time
pj = 1 + 12ϵ(j + 1) and machine requirement mj = 1 and let the even jobs have processing time pj = ϵ and machine
requirement mj = m. The optimal offline schedule has makespan 1 + 2ϵm and the ‘greedy schedule’ has makespan
ϵm +∑mi=1(1 + ϵi), see Fig. 1. For ϵ going to 0, this results in a competitive ratio of m. On the other hand, as in the online
schedule there is at any point in time at least one machine processing a job, the load bound implies that the competitive
ratio of a greedy algorithm is also at mostm.
Given the above observation, a greedy strategy does not seem to be a good one. Nevertheless, the algorithms presented
in this paper all have a greedy component. Furthermore, for the special case of the online parallel job scheduling problem
with three machines, the best known algorithm was until now the greedy algorithm.
3. Arbitrary number of machines: P|online− list,mj|Cmax
This section discusses the online parallel job scheduling problem on an arbitrary number of machines. We present a
6.6623-competitive algorithm. This section concludes with showing that the presented algorithm is also applicable to the
online orthogonal strip packing problem.
3.1. A 6.6623-competitive algorithm
The basic idea of the presented online algorithm for P|online− list,mj|Cmax is to construct schedules, that can be
partitioned into an X and Y part, as in Lemma 1, with a small x + y value. To do this, we distinguish between two types
of jobs; jobs with a large machine requirement and jobs that require only a few machines for processing. A job j is called
big if it requires at least half of the machines, i.e. it has machine requirement mj ≥ ⌈m2 ⌉, and is called small otherwise.
Furthermore, the small jobs are classified according to their length. A small job j belongs to job class Jk if βk ≤ pj < βk+1,
where β = 1+
√
10
5 (≈1.6325). Note that kmay be negative. Similar classifications can be found in Shelf Algorithms for Strip
Packing [1], which are applied to groups of rectangles of similar height.
In the schedules created by the presented online algorithm, big jobs are never scheduled in parallel to other jobs, and
(where possible) small jobs are put in parallel to other small jobs of the same job class. The intuition behind the online
algorithm is the following. Scheduling big jobs results in a relative high average load in the corresponding intervals, and
small jobs are either grouped together leading to intervals of a high average load or there is a small job with a relative long
processing time. In the proof of 6.6623-competitiveness, the intervals withmany small jobs together with the intervals with
big jobs are compared to the load bound for C∗(σ ) (the Y part in Lemma 1), and the intervals with only a few small jobs are
compared to the length bound for C∗(σ ) (the X part in Lemma 1).
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Fig. 2. Part of a schedule created by Algorithm PJ .
In the following, a precise description of this algorithm, called PJ (Parallel Jobs), is given. The Algorithm PJ creates
schedules, where the small jobs of class Jk are either in a sparse interval Sk or in dense intervals Dik. With nk we count the
number of dense intervals created for job class Jk. All small jobs scheduled in an interval [a, b) start at a. As a consequence,
job j fits in interval [a, b) if the machine requirement of the jobs already in [a, b) plusmj is at mostm.
Algorithm PJ:
Schedule job j as follows:
Case 1: job j is small, i.e.mj < ⌈m2 ⌉, and belongs to job class Jk.
Try in the given order:
• Schedule job j in the first Dik interval where it fits.• Schedule job j in Sk.
• Set nk := nk + 1 and let Sk become Dnkk . Create a new interval Sk at the end of the current schedule with length βk+1.
Schedule job j in Sk
Case 2: job j is big, i.e.mj ≥ ⌈m2 ⌉.
Schedule job j at the end of the current schedule.
The structure of a schedule created by Algorithm PJ is illustrated by Fig. 2. It is important to note that at any time for each
job class Jk there is at most one sparse interval Sk.
The way Algorithm PJ schedules jobs of a specific job class in the dense and sparse intervals is related to bin packing.
Consider each of these intervals as a bin and the jobs as items. Since all jobs are scheduled to start at the beginning of the
interval only the machine requirements determine whether or not a job fits in an interval. Thus, the machine requirement
corresponds to the size of the item to be packed in the bins. The Algorithm PJ packswith a First-Fit strategy, i.e. a small job
(an item) is scheduled (packed) in the first interval (bin) it fits.
To bound the competitive ratio of Algorithm PJ , we use the fact that the dense intervals Dik contain quite some load, since
for each dense interval there is a small job that did not fit in this dense interval and had to be scheduled in a newly created
sparse interval. In terms of bin packing we have the following lemma.
Lemma 2. If items with size less than 12 are packed First-Fit and this packing uses b bins, the total size of the items packed is at
least 2(b−1)3 .
Proof. Consider an arbitrary list of items with size less than 12 which result in the use of b bins by packing it with First-Fit.
Let b˜ be the first bin which is filled less than 23 . By definition of First-Fit all items in successive bins have size at least
1
3 . This
implies that all successive bins, except possibly the last, are filled for at least 23 . More precisely, they contain precisely two
items with size larger than 13 . Thus, there are at most two bins with item size less than
2
3 , which are bin b˜ and the last bin.
However, the existence of b˜ implies that the total item size in the last bin and bin b˜ together is at least 1. So, the total size of
the items packed is at least 23 (b− 2)+ 1 ≥ 2(b−1)3 . If no b˜with the mentioned property exists or if b˜ is the last bin, then the
lemma trivially holds. 
Taking this bin packing view on the dense and sparse intervals we get:
Lemma 3. The total work load in the dense and sparse intervals of the schedule created by Algorithm PJ, is at least 2m3β times the
length of all dense intervals.
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Proof. Consider for a job class Jk all corresponding dense and sparse intervals in the schedule created by Algorithm PJ . There
are in total nk dense intervals and one sparse interval, each with length βk+1. By Lemma 2, we know that the total work load
of the jobs in job class Jk is at least 23nkmβ
k, which equals 2m3β times the length of all dense intervals of job class Jk. 
Using Lemma 3, we can relate the length of the online schedule with the load bound on an optimal offline schedule. This
gives the necessary tools to prove the upper bound on the performance guarantee of the online Algorithm PJ .
Theorem 4. The competitive ratio of the Algorithm PJ is at most 72 +
√
10 (≈6.6623).
Proof. Let σ be an arbitrary list of jobs. We partition the interval [0, CPJ(σ )] (the online schedule) into three parts: The first
part B consists of the intervals in which big jobs are scheduled, the second part D consists of the dense intervals, and, finally,
the third part S contains the sparse intervals.
Since part B contains only jobs with machine requirementmj ≥ ⌈m2 ⌉, the total work load in B is at least m2 · |B|. According
to Lemma 3, the total work load in D and S is at least 2m3β · |D|. Since this work load also has to be scheduled in the optimal
offline solution, we get min{m2 , 2m3β } · (|B| + |D|) ≤ m · C∗(σ ). For β ≥ 43 , this results in
|B| + |D| ≤ 3β
2
· C∗(σ ). (1)
To simplify the arguments for bounding |S|, we normalize the processing times of the jobs such that J0 is the smallest job
class, i.e. the smallest processing time of a small job is between 1 and β . Then, |Sk| = βk+1. Let k¯ be the largest k for which
there is a sparse interval in the online schedule. Since there is at most one sparse interval for each job class Jk, the length of
S is bounded by
|S| ≤
k¯−
k=0
|Sk| =
k¯−
k=0
βk+1 = β
k¯+2 − β
β − 1 .
On the other hand, since Sk¯ is nonempty, we know that there is a job in the list σ with processing time at least
|Sk¯|
β
= β k¯.
Thus, using the length bound we get
|S| ≤ β
2
β − 1 · C
∗(σ ). (2)
Lemma 1, (1) and (2) lead to the following bound on the makespan of the schedule created by online algorithm PJ:
CPJ(σ ) ≤

3β
2
+ β
2
β − 1

· C∗(σ ).
Choosing β = 1+
√
10
5 , Algorithm PJ has a competitive ratio of at most
7
2 +
√
10 (≈6.6623). 
By defining big jobs as jobs with a machine requirements of at least ⌈αm⌉, we get by exactly the same analysis that the
competitive ratio of the algorithm is at most max{ 1
α
,
3β
2 } + β
2
β−1 . All α ∈ [ 103(5+√10) , 12 ] (≈[.4084, 0.5]) and β = 1 +
√
10
5
minimize this ratio, resulting in 6.6623-competitiveness of PJ .
3.2. Applying algorithm PJ to strip packing
The presented online algorithm also applies to scheduling problems where the machines are ordered on a line and only
adjacent machines can be assigned to a specific job. To let Algorithm PJ apply to this case, we simply specify that whenever
a job j is assigned to some interval, it is scheduled not only at the beginning of the interval, but also packed to the first
mj machines available (first with respect to the line ordering of the machines). This way we guarantee that each job j gets
assigned to mj adjacent machines and the algorithm still gives the same schedule as before. To the best of our knowledge
the presented online algorithm is the first with constant competitive ratio for this problem. For the previously developed
online algorithms for P|online− list,mj|Cmax no such adaptation to this special case is possible. Since the presented online
algorithm applies to this special case, it also applies to the online orthogonal strip packing problem.
Although most of the research on online orthogonal strip packing focuses on asymptotic performance ratios, Baker and
Schwarz [1] developed a Shelf Algorithm that has competitive ratio 6.99 under the assumption that the height of a rectangle
is at most 1. The performance guarantee of 6.6623 is also valid when Algorithm PJ is applied to online orthogonal strip
packing, since the load and length bound also apply to an optimal packing. Thus, the presented algorithm not only improves
the best known competitive ratio for online orthogonal strip packing, it also does not require the assumption of a bounded
height.
4. The three machine case: P3|online− list,mj|Cmax
The results from the previous section still leave a huge gap between the lower and upper bound on the competitive ratio.
To obtain more insight into the problem, it is useful to study special cases with only a small number of machines. These
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Fig. 3. Bad instances for PJ with small number of machines.
Fig. 4. Structure of an online schedule created by Algorithm 3M.
cases are easier to study and the ideas for algorithms for these special cases might form the basis for improvements to the
general case.
The above presented Algorithm PJ is of no use when dealing with a small number of machines. For example, in the
2-machine case a list of 3 jobs with processing times 1, β + ϵ, ϵ and machine requirements 1, 1, 2, respectively, leads to
a competitive ratio of β+β
2+ϵ
β+2ϵ when using Algorithm PJ . When ϵ goes to 0, this ratio goes to β + 1 (≈2.63), see Fig. 3.
And for the problem with 3 machines, a list of 4 jobs with processing times 1, β + ϵ, β2 + ϵ, ϵ and machine requirements
1, 1, 1, 3, respectively, leads to a competitive ratio of β+β
2+β3+ϵ
β2+2ϵ when using Algorithm PJ . When ϵ goes to 0, this ratio goes
to β + 1+ 1
β
(≈3.24), see also Fig. 3. Thus, for small number of machines them-competitive greedy algorithm outperforms
Algorithm PJ .
For the online parallel job scheduling problem with only 2 machines, it is shown in [4] that it is not possible to improve
on the 2-competitive greedy algorithm. In the following, we show that already for three machines it is possible to design
an online algorithm that beats the greedy algorithm. However, its competitive ratio is still far above the best known lower
bound of 2.
Consider the following algorithm for P3|online− list,mj|Cmax.
Algorithm 3M
Schedule job j by the following rules:
• Ifmj = 1 or 2, then schedule job j in a greedy fashion.
• Ifmj = 3, consider:
. if there is an empty interval within the current online schedule large enough to accommodate for job j, then schedule
job j in the first of these intervals and as late as possible within that interval. (This will be immediately before another
job with machine requirement 3.)
. else, if the last job in the schedule has a machine requirement of 3, then concatenate job j to this job at the back.
. else, delay job j for a period d (which we define later) after the last scheduled job.
This algorithm differs from the greedy algorithm only by the way of scheduling jobs which need all three machines for
processing. Each schedule for the 3machine problem consists of intervals of four different types: full intervals F , high loaded
intervals H , low loaded intervals L, and empty intervals E. The F-intervals contain the jobs with mj = 3, the H-intervals are
the intervals containing jobs with mj = 2 or 1 and in which at least 2 machines are busy, the L-intervals are the intervals
which have exactly 1 machine busy (and, thus, contain only jobs with mj = 1), and the E-intervals are the intervals where
no machine is busy.
Using this classification, each online schedule created by Algorithm 3M can be partitioned into consecutive blocks where
the ith block consists of four consecutive intervals Hi, Li, Ei, Fi, where some of the intervals Hi, Li or Ei may be empty. Since
we schedule jobs with mj = 1 and mj = 2 in a greedy fashion, the interval Hi, Li and Ei always occur in this order between
two consecutive nonempty F-intervals Fi−1 and Fi. We use the terms Hi, Li, Ei, Fi to indicate both the interval and to indicate
the length of the respective interval. In Fig. 4 an example of the structure of an online schedule is given.
Each interval Fi contains one job that was delayed by Algorithm 3M. This job is that job of Fi which was scheduled first
by the online algorithm. Let this job together with all jobs concatenated after it form the interval F ′i , and let the jobs that are
concatenated before this job form the interval F ′′i . Thus, Fi = F ′′i + F ′i (see Fig. 4).
Now consider the situation that a job withmj = 3 is delayed by Algorithm 3M. At that moment the online schedule ends
with an Hi or Li interval. We define the delay d for this job as
 1
2 Li − 14Hi
+ := max 0,  12 Li − 14Hi. By scheduling the
job in this way, we create an interval Ei of length d, and Fi consists only of the last job scheduled. During the course of the
algorithm, Ei may decrease in length and Fi may increase in length (but not vice versa). With H˜i, L˜i, and E˜i we refer to the
intervals/ values of Hi, Li, and Ei at the moment that interval Fi is created.
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Fig. 5. Definition of Ii .
In the following, we evaluate a given online schedule created by Algorithm 3M for a list of jobs σ . Let k be the number of
Fi intervals in the online schedule. The makespan C3M(σ ) of the online schedule is given by
C3M(σ ) =
k−
i=1
(Hi + Li + Ei + Fi)+ Hk+1 + Lk+1,
where Hk+1 and Lk+1 may have length 0. To get a more helpful description of the makespan, we introduce intervals Ii by
Ii := Hi ∪ Li ∪ Ei ∪ F ′′i ∪ F ′i+1
(see Fig. 5). The idea behind defining Ii in this way, is that the average load in Ii will be sufficiently high. The lack of load
in Li and Ei is compensated by the load in F ′i+1, since interval F
′
i+1 contains a job with processing time larger than Ei and a
machine requirement of 3.
Using the above definition, the makespan C3M(σ ) can be expressed by
C3M(σ ) =
k−1
i
Ii + F ′1 + Hk + Lk + Ek + F ′′k + Hk+1 + Lk+1. (3)
Now, let l(t) be the load (the number of machines in use) at time t in the schedule. The total load of the schedule in Ii can
be bounded from below by the following lemma:
Lemma 5. For i ≤ k− 1 we have:∫
Ii
l(t)dt >
5
3
Ii − 53F
′
i+1.
Proof. The definition of interval Ii implies that:∫
Ii
l(t)dt =
∫
Hi
l(t)dt +
∫
Li
l(t)dt +
∫
F ′′i
l(t)dt +
∫
F ′i+1
l(t)dt
≥ 2Hi + Li + 3F ′′i + 3F ′i+1
= 5
3
Ii + 13Hi −
2
3
Li − 53Ei +
4
3

F ′′i + F ′i+1

. (4)
At the time the first job in F ′i+1 was placed, it had to be delayed since it did not fit in the empty intervals before Fi. Together
with the fact that Ei is nonincreasing this yields
F ′i+1 > Ei. (5)
There are two cases to distinguish.
Case 1: Hi + Li = H˜i + L˜i
This implies that E˜i has not decreased due to the insertion of jobs withmj = 1 or 2, i.e. E˜i = Ei+ F ′′i <(5) F ′i+1+ F ′′i . Since
furthermore Hi ≥ H˜i and Li ≤ L˜i (see Fig. 6), we get∫
Ii
l(t)dt ≥ 5
3
Ii + 13 H˜i −
2
3
L˜i − 53Ei +
4
3

F ′′i + F ′i+1

>
5
3
Ii + 13 H˜i −
2
3
L˜i − 53Ei + 3E˜i −
5
3

F ′′i + F ′i+1

=(−Ei−F ′′i =−E˜i)
5
3
Ii + 13 H˜i −
2
3
L˜i + 43 E˜i −
5
3
F ′i+1.
Since E˜i is equal to the delay of the first scheduled job of Fi, we have E˜i = ( 12 L˜i − 14 H˜i)+, and thus,∫
Ii
l(t)dt >
5
3
Ii − 53F
′
i+1.
Case 2: Hi + Li > H˜i + L˜i
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Fig. 6. In the case Hi + Li = H˜i + L˜i .
Fig. 7. In the case Hi + Li > H˜i + L˜i .
In this case E˜i > 0 and E˜i has been decreased (partially) due to the insertion ofmj = 1 ormj = 2 jobs. Due to the greedy
nature of Algorithm 3M this can only happen if the whole interval L˜i becomes part of Hi (see Fig. 7).
Defining e via Hi = H˜i + L˜i + e, we get Li = E˜i − e− Ei − F ′′i . Starting from (4), we have∫
Ii
l(t)dt ≥ 5
3
Ii + 13Hi −
2
3
Li − 53Ei +
4
3

F ′′i + F ′i+1

= 5
3
Ii + 13 (H˜i + L˜i)+ e− Ei −
2
3
E˜i + 2F ′′i +
4
3
F ′i+1
>(5)
5
3
Ii + 13 (H˜i + L˜i)+ e−
2
3
E˜i + 2F ′′i +
1
3
F ′i+1.
Since E˜i > 0, the delay is given by E˜i = 12 L˜i − 14 H˜i. This yields∫
Ii
l(t)dt >
5
3
Ii + 12 H˜i + e+ 2F
′′
i +
1
3
F ′i+1 ≥
5
3
Ii − 53F
′
i+1.
Thus, in both cases the lemma holds. 
Lemma 5 is a useful tool to connect the makespan of C3M(σ ) with the load bound on C∗(σ ). Using this connection, the
competitive ratio of Algorithm 3M can be bounded to 2.8.
Theorem 6. For P3|online− list,mj|Cmax Algorithm 3M is 2.8-competitive.
Proof. Combining the load bound with Lemma 5 we get
C∗(σ ) ≥ 1
3
−
mjpj = 13
∫ C3M(σ )
0
l(t)dt
≥(3)
1
3
k−1
i=1
∫
Ii
l(t)dt + 2
3
(Hk + Hk+1)+ 13 (Lk + Lk+1)+ F
′
1 + F ′′k
≥(Lemma 5)
k−1
i=1

5
9
Ii − 59F
′
i+1

+ 2
3
(Hk + Hk+1)+ 13 (Lk + Lk+1)+ F
′
1 + F ′′k . (6)
Besides the load bound on the optimal makespan C∗(σ ), another lower bound resulting from an improved length
argument can be used. Let pmax denote the longest processing time of the jobs with mj < 3, i.e. pmax = max(j∈σ |mj<3) pj.
In the optimal schedule all jobs withmj = 3 and this long job have to be processed without overlap. This gives
C∗(σ ) ≥
k−
j=1
Fj + pmax. (7)
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The lower bounds (6) and (7) on C∗ enable us to show that C3M(σ ) ≤ 2.8C∗(σ ) holds. With the load bound (6) we can
‘get rid’ of the Ii intervals upto i = k− 1 in the expression (3) for C3M(σ ) by loosing only a factor 95 compared to C∗(σ ), i.e.
rewriting (6) gives
k−1
i=1
Ii ≤ 95C
∗(σ )+
k−1
i=1
F ′i+1 −
6
5
(Hk + Hk+1)− 35 (Lk + Lk+1)−
9
5
(F ′1 + F ′′k ). (8)
Thus,
C3M(σ ) =(3)
k−1
i=1
Ii + F ′1 + Hk + Lk + Ek + F ′′k + Hk+1 + Lk+1
≤(8)
9
5
C∗(σ )+
k−
i=2
F ′i −
1
5
(Hk + Hk+1)+ 25 (Lk + Lk+1)+ Ek −
4
5

F ′1 + F ′′k

≤ 9
5
C∗(σ )+
k−
i=1
Fi − 15 (Hk + Hk+1)+
2
5
(Lk + Lk+1)+ Ek − 95F
′′
k .
Let
∆ = −1
5
(Hk + Hk+1)+ 25 (Lk + Lk+1)+ Ek −
9
5
F ′′k .
By a number of case distinctions we show that∆ ≤ pmax, which implies that
C3M(σ ) ≤ 95C
∗(σ )+
k−
i=1
Fi + pmax ≤(7)
14
5
C∗(σ ).
Due to the greedy nature of Algorithm 3M we know that no job starts in the interior of an interval Li. Therefore, pmax is
larger than Lk+1 and L˜k. Furthermore,
Ek ≤ E˜k =

1
2
L˜k − 14 H˜k
+
≤ 1
2
L˜k ≤ 12pmax.
To show that∆ ≤ pmax, we consider 4 cases.
Case 1: E˜k = 0
Since E˜i = ( 12 L˜i − 14 H˜i)+ = 0, we know that 14 H˜k ≥ 12 L˜k. Therefore, 14Hk ≥ 12 Lk. Since, furthermore Ek ≤ E˜k = 0 and
F ′′k ≤ E˜k = 0, we get
∆ ≤ −1
5
(Hk + Hk+1)+ 25

1
2
Hk + Lk+1

≤ −1
5
Hk+1 + 25 Lk+1 ≤
2
5
pmax.
Case 2: Hk+1 > 0 (and E˜k > 0)
Due to the greedy nature of Algorithm 3M we have Hk+1 > Lk + Ek. Thus,
∆ ≤ −1
5
Hk − 15 (Lk + Ek)+
2
5
(Lk + Lk+1)+ Ek
≤ 1
5
Lk + 25 Lk+1 +
4
5
Ek
≤

1
5
+ 2
5
+ 4
5
1
2

pmax = pmax.
Case 3: Hk + Lk > H˜k + L˜k, (and Hk+1 = 0, E˜k > 0)
This case is depicted in Fig. 7. We have Lk + Ek < E˜k ≤ 12 L˜k and Hk > L˜k. Thus,
∆ ≤ −1
5
Hk + 25 (Lk + Lk+1)+ Ek ≤ −
1
5
L˜k − 35 Lk +
2
5
Lk+1 + E˜k
≤ −1
5
L˜k + 25 Lk+1 + E˜k ≤ −
1
5
L˜k + 25 Lk+1 +
1
2
L˜k
≤ 3
10
L˜k + 25 Lk+1 ≤
7
10
pmax.
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Case 4: Hk + Lk = H˜k + L˜k, (and Hk+1 = 0, E˜k > 0)
This case is depicted in Fig. 6. Let γ ≥ 0 be such that Lk = L˜k − γ E˜k. Then Hk = H˜k + γ E˜k. Due to the greedy nature of
Algorithm 3M we know that Lk+1 consists only of one job and, thus, is larger than Lk + Ek. This gives,
Lk+1 > Lk + Ek
= L˜k − γ E˜k + E˜k − F ′′k
≥ (3− γ ) E˜k − F ′′k .
As long as γ < 3 we have:
E˜k ≤ Lk+1 + F
′′
k
3− γ . (9)
Thus,
∆ ≤ −1
5
Hk + 25 (Lk + Lk+1)+ Ek −
9
5
F ′′k
≤ −1
5

H˜k + γ E˜k

+ 2
5

L˜k − γ E˜k + Lk+1

+ (E˜k − F ′′k )−
9
5
F ′′k
≤ −1
5
H˜k + 25

L˜k + Lk+1

+

1− 3γ
5

E˜k − 145 F
′′
k . (10)
Since E˜k > 0, we have by definition E˜k = 12 L˜k − 14 H˜k. This implies
2
5
L˜k = 25

2E˜k + H˜k2

= 4
5
E˜k + 15 H˜k.
Combining this with (10) gives
∆ ≤ 2
5
Lk+1 +

9
5
− 3γ
5

E˜k − 145 F
′′
k .
For γ ∈ [0, 3)we can use (9), leading to
∆ ≤ 2
5
Lk+1 +
9
5 − 3γ5
3− γ (Lk+1 + F
′′
k )−
14
5
F ′′k
= 2
5
Lk+1 + 35 (Lk+1 + F
′′
k )−
14
5
F ′′k ≤
2
5
Lk+1 + 35 Lk+1 ≤ pmax.
For γ ≥ 3 we can use E˜k ≤ 2L˜k, leading to
∆ ≤ 2
5
Lk+1 +

9
5
− 3γ
5

2L˜k − 145 F
′′
k
≤ 2
5
Lk+1 ≤ 25pmax.
Summarizing, for each case we have∆ ≤ pmax, proving that Algorithm 3M is 2.8-competitive. 
In the Algorithm 3M the definition of the delay d is crucial for the analysis in Lemma 5 and Theorem 6. Defining the delay
as (xLi−yHi)+ and optimizing on the values of x and y, gives that the delay defined as ( 12 Li− 14Hi)+ is the best possible. Thus,
to improve upon the 2.8-competitive Algorithm 3M one needs to find new arguments in bounding the optimal solution or
a new design for the online algorithm.
5. Concluding remarks
In this paper we presented a new online algorithm for P|online− list,mj|Cmax with a competitive ratio of 6.6623. There
is still room for improvement since the gap with the best lower bound (2.45) is large. To get a better understanding of the
problemwe studied the special case of threemachines. For this special casewepresented a 2.8-competitive algorithm,which
improves the 3-competitive greedy algorithm. To beat the greedy algorithm, a delay for some of the jobs which require all
machines for processing has been introduced. We believe that for the three machine case neither the lower bound of 2 nor
the 2.8-competitive algorithm is best possible.
The presented algorithm for the general online parallel job scheduling problem also applies to the online orthogonal
strip packing. It is an interesting open question whether or not the additional requirement of a line ordering will lead to a
different competitive ratio of the problem.
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Note: In the independent work of Ye et al. [9] the 6.6623-competitive algorithm was obtained in the setting of online
orthogonal strip packing. They also show that the analysis is tight, i.e. there exists an instance for which Algorithm PJ is
no better than 6.6623-competitive.
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