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El teorema de Merle para foliaciones
En el presente trabajo, estudiamos el teorema de Merle para curvas algebroides planas
irreducibles, en este teorema se establece una descomposición de la curva polar de una
curva analítica irreducible que determina la topología de esta curva. También estudiamos
el teorema de Rouillé, que generaliza el teorema de Merle, en donde se establece la
descomposición de la curva polar, de una foliación holomorfa de tipo curva generalizada,
que nos brinda información topologica de la separatriz de la foliación.
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Introducción
El presente trabajo es una introducción al estudio de la curva polar de una curva
algebroide plana irreducible. Merle [Mer77] probó un teorema para el caso irreducible,
sobre una descomposición de la curva polar en paquetes, considerando el contacto entre
las ramas de la polar y la curva. En 1977, Kuo-Lu [KL77], con motivaciones diferentes,
estudiaron el contacto entre las parametrizaciones de Newton-Puiseux de la polar y las
parametrizaciones de Newton-Puiseux de la curva, para la prueba del teorema de Merle
ellos usan un lema en las raíces de la derivada de una curva algebroide. Sin embargo, la
prueba del lema dada en [KL77] es más técnica y parte del lema no es cierto (como se
analizará en el presente trabajo). En 1991, Gwozdziewicz-Płoski [GP91] construyen un
ejemplo donde se veriﬁca que no se cumple el lema dado en [KL77] y da la correcta versión
del lema de Kuo-Lu, para probar directamente la fórmula de Merle.
Con el ﬁn de estudiar algunas propiedades de la curva polar, el primer capítulo aborda
nociones básicas a ser utilizadas a lo largo del texto, tales como: curva algebroide plana
y equivalencia de curvas, también varios resultados, como el Teorema de Preparación
de Weierstrass y el Teorema de Newton-Puiseux (este último nos presenta elementos
importantes que están relacionados con una curva algebroide plana irreducible, como
por ejemplo, parametrización de Newton-Puiseux, exponentes característicos y los pares
de Puiseux). Se introduce el concepto de intersección de dos curvas algebroides planas;
enseguida presenta el concepto de semigrupo de valores, un importante invariante
topológico con respecto a la equivalencia de curvas, y algunas de sus propiedades. Luego
se deﬁne la curva analítica plana, donde las propiedades hechas para curvas algebroides
planas también se cumplen para las curvas analíticas planas. El capítulo concluye con una
sección dedicada especíﬁcamente a las curvas polares donde se presentan algunas de sus
propiedades.
En el segundo capítulo, se deﬁne el contacto entre dos curvas algebroides planas
irreducibles y la relación existente entre el contacto y el índice de estas. Más adelante
se presenta una versión mejorada del teorema de Kuo-Lu sobre el contacto entre las
parametrizaciones de Newton-Puiseux de la curva polar y las parametrizaciones de una
curva algebroide plana. Enseguida, se demuestra el teorema de Merle. Para ﬁnalizar, el
tercer capítulo introduce el concepto de polígono de Newton de una foliación deﬁnida por
una 1-forma, lado principal de una 1-forma, foliaciones de tipo curva generalizada con sus
respectivas propiedades. Por último el teorema de descomposición de la polar para una
foliación de tipo curva generalizada.
Capı´tulo 1
Curvas algebroides planas y foliaciones
holomorfas
Para este primer capítulo tomaremos como referencia [Bar96, BK12, CA00, Che08,
Hef03, Pło90]. En este capítulo daremos deﬁniciones y notaciones que usaremos a lo
largo del trabajo, como: equivalencia de curvas algebroides planas, polígonos de Newton.
Deﬁniremos mediante la parametrización de Newton-Puiseux invariantes topológicos: los
exponentes característicos de una curva algebroide plana y pares característicos de Newton-
Puiseux. Así como también el índice de intersección entre curvas algebroides y sus
propiedades para su cálculo. Finalizamos la parte de curvas algebroides deﬁniendo las curvas
polares. Luego, daremos las nociones básicas de foliaciones holomorfas. Después estudiamos
el índice de Gomez, Seade y Verjovski, en base a este índice deﬁnir las foliaciones que son
del tipo curva generalizada [CNS+84], [CCD13], [MS01].
1.1. Definiciones y propiedades de curvas algebroides
planas
En esta sección el objetivo principal es introducir el concepto de curvas algebroides y
equivalencia entre ellas.
1. Curvas algebroides planas y foliaciones holomorfas
Sea C[[X, Y ]] el anillo de series de potencias formales con coeﬁcientes en C. El conjunto
M = {f ∈ C[[X, Y ]]/f(0) = 0} es el único ideal maximal de C[[X, Y ]] y coincide con el
ideal generado por X e Y . Si f ∈ C[[X, Y ]] \ {0}, entonces
f =
∑
i≥n
Fi = Fn + Fn+1 + Fn+2 + · · ·
donde cada Fi es un polinomio homogéneo de grado i, consideraremos el polinomio cero
como un polinomio de grado +∞. Si Fn 6= 0, diremos que este es la forma inicial de f y
llamaremos al entero n lamultiplicidad de f , denotado pormult(f) = n. Por convención,
si f = 0 entonces mult(f) =∞.
Los siguientes resultados son fáciles de veriﬁcar.
Proposición 1.1.1 ([Hef03]). Un elemento f =
∞∑
i=0
Fi ∈ C[[X, Y ]] es inversible o unidad1
si y solo si F0 6= 0.
Proposición 1.1.2 ([Hef03]). Dadas f, g ∈ C[[X, Y ]]. Entonces
1. mult(f · g) = mult(f) ·mult(g).
2. mult(f ± g) ≥ min{mult(f), mult(g)}, con la igualdad cuando mult(f) 6= mult(g).
Dos elementos f, g ∈ C[[X, Y ]] son llamados asociados si existe una unidad u tal que
f = u · g, esta relación de asociados es una relación de equivalencia; esto es
f ∼ g si y sólo si f = u · g.
Ahora introduciremos uno de los objetos centrales de este trabajo.
Definición 1.1.1. Sea f un elemento no nulo de M. La curva algebroide plana Cf es la
clase de equivalencia de f , módulo la relación de asociados. Esto signiﬁca
Cf = {u · f/u es una unidad en C[[X, Y ]]}.
1Decimos que un elemento f ∈ C[[X, Y ]] es inversible o una unidad si existe otro elemento g ∈ C[[X, Y ]]
tal que f · g = g · f = 1.
2
1.1. Definiciones y propiedades de curvas algebroides planas
Por lo tanto, de la deﬁnición tenemos que Cf = Cg si y solamente si, existe una unidad
u ∈ C[[X, Y ]] tal que f = u · g.
La multiplicidad de una serie de potencias formal es invariante bajo la multiplicación
por una unidad. Así, podemos deﬁnir la multiplicidad de una curva algebroide
plana Cf como la multiplicidad de la serie de potencias f . La curva algebroide plana con
multiplicidad igual a uno es llamada suave. En el caso de que esta multiplicidad sea mayor
que uno, decimos que la curva algebroide plana es singular . Del mismo modo, a la serie
de potencias f ∈ C[[X, Y ]] cuya multiplicidad sea mayor que 1, se llamará singular .
Decimos que una curva algebroide plana Cf es irreducible, si la serie de potencias
formal f es irreducible2 en C[[X, Y ]].
Deﬁnimos un C-automorfismo o un automorfismo sobre C de C[[X, Y ]], como un
isomorﬁsmo de la C-álgebra C[[X, Y ]] sobre si mismo.
Muchas de las propiedades de una curva algebroide plana son preservadas por un cambio
de coordenadas en C[[X, Y ]], esto es, a través de un C-automorﬁsmo de C[[X, Y ]]. Esto
motiva la siguiente deﬁnición.
Definición 1.1.2. Dadas las curvas algebroides planas Cf y Cg con f , g ∈M ⊂ C[[X, Y ]],
diremos que ellas son equivalentes, y lo denotamos por Cf ∼ Cg, si existe un C-
automorﬁsmo Φ de C[[X, Y ]] tal que
Φ(Cf) = Cg.
En otras palabras Cf y Cg son equivalentes, si existen un C-automorﬁsmo Φ y una
unidad u de C[[X, Y ]] tal que
Φ(f) = u · g.
Proposición 1.1.3. Sean g1, g2 ∈ C[[X, Y ]] con formas iniciales lineales L1 y L2,
2Un elemento f ∈ C[[X, Y ]] es irreducible si f no es unidad y además si f = g · h, entonces g es unidad
o h es unidad
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respectivamente. Entonces la aplicación
Φ : C[[X, Y ]] −→ C[[X, Y ]]
f 7−→ f(g1, g2)
es un C-automorﬁsmo si y solamente si L1 y L2 son C-linealmente independientes.
Demostración: Ver Proposición 1.12, página 14 de [Hef03]. 2
La siguiente proposición nos dice que la equivalencia entre curvas algebroides, preserva
la irreducibilidad y la multiplicidad.
Proposición 1.1.4. Dadas las curvas algebroides planas Cf y Cg equivalentes, con f ,
g ∈M ⊂ C[[X, Y ]], entonces
1. f es irreducible si y solamente si g es irreducible.
2. mult(f) = mult(g).
Demostración:
1. Tenemos que f es reducible si y solamente si g = u−1Φ(f) es reducible, donde Φ
es un automorﬁsmo y u es una unidad de C[[X, Y ]], en efecto suponemos que f es
reducible, esto es f =
r∏
i=1
fi con fi irreducible, entonces tenemos que
g = u−1Φ(f) = u−1Φ
(
r∏
i=1
fi
)
= u−1
r∏
i=1
Φ(fi).
Por tanto g es reducible. Tomando r = 1 tenemos que f es irreducible, por tanto g
también es irreducible.
2. Consideremos f =
∑
i≥m
Fi, donde lamult(f) = m. Debemos mostrar que la mult(g) =
m, donde g = u−1Φ(f).
Observemos que
g = u−1Φ(f) = u−1Φ
(
r∑
i=1
Fi
)
= u−1
r∑
i=1
Φ(Fi).
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Analicemos Φ(Fi) con
Fi =
∑
j+k=i
ajkX
jY k.
Como Φ es un automorﬁsmo de C[[X, Y ]], tenemos que
Φ : C[[X, Y ]] −→ C[[X, Y ]]
X 7−→ aX + bY + términos de orden superior
Y 7−→ cX + dY + términos de orden superior
satisfaciendo ad− bc 6= 0.Vemos que mult(Φ(X)) = 1 y mult(Φ(Y )) = 1, así
Φ(Fi) =
∑
j+k=i
ajkΦ(X)jΦ(Y )k.
Luego
mult(Φ(X)jΦ(Y )k) = j + k = i.
Por lo tanto,
mult(Φ(Fi)) = i y mult(g) = m.
2
Sea Cf una curva algebroide plana de multiplicidad n. Podemos escribir
f = Fn + Fn+1 + · · · ,
donde cada Fi es un polinomio homogéneo en C[[X, Y ]] de grado i y Fn 6= 0. Llamamos
cono tangente de la curva Cf a la curva algebroide plana CFn.
Como cualquier polinomio homogéneo de dos variables con coeﬁcientes en un cuerpo
algebraicamente cerrado se descompone en un producto de factores lineales, podemos
escribir
Fn =
s∏
i=1
ci(aiX + biY )ri,
donde
s∑
i=1
ri = n, ai, bi, ci ∈ C \ {0} para i = 1, . . . , s y aibj − ajbi 6= 0, si i 6= j.
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De esta manera, el cono tangente de Cf consiste de las formas lineales aiX + biY ,
i = 1, . . . , s, donde cada una de ellas posee una multiplicidad ri. Llamamos recta tangente
de Cf a cada una de estas formas lineales. Decimos que dos curvas algebroides planas Cf
y Cg son transversales, si poseen rectas tangentes distintas.
Ejemplo 1.1.1. Sea f(X, Y ) = Y 2−a2X2−X3 ∈ C[[X, Y ]]. Si a 6= 0 el cono tangente de
la curva Cf consiste de las rectas, CY+aX y CY−aX , ambas con multiplicidad 1. Si a = 0,
tenemos que el cono tangente de la curva Cf es la recta CY con multiplicidad 2.
Observamos que si la curva Cf fuera suave, entonces su cono tangente consiste de una
única recta tangente con multiplicidad 1.
Consideramos el anillo de serie de potencias convergentes en las variables X e Y , este
anillo será denotado por C{X, Y }. Los resultados vistos anteriormente para C[[X, Y ]],
pueden obtenerse de forma similar para C{X, Y }, para mayor información revisar el
Capítulo 7 de [Che08].
La convergencia permite una interpretación geométrica del conjunto de ceros de un
elemento f ∈M = 〈X, Y 〉 (M es el único ideal maximal de C{X, Y }).
Definición 1.1.3. Sea f ∈ C{X, Y } y sea U ⊂ C2 un abierto donde f es convergente.
Deﬁnimos una curva analítica plana determinada por f , como
Zf = {(x, y) ∈ U ; f(x, y) = 0},
donde U ⊂ C2 es una vecindad del origen.
Observe que todo elemento de Cf ∩C{X, Y } determina la misma curva analítica plana.
Por esa razón vamos a denotar Cf por Zf .
Definición 1.1.4. Dadas dos curvas irreducibles Cf y Cg decimos que tienen el mismo
tipo topológico si y solo si, existe un homeomorﬁsmo φ : U −→ U ′ tal que
φ(Cf ∩ U) = Cg ∩ U ′,
donde U (respectivamente U ′) es uma vecindad del origen en C2 en el cual Cf
(respectivamente Cg) está deﬁnida.
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1.2. Teorema de preparación de Weierstrass
En esta sección estudiaremos algunas propiedades algebraicas del anillo de series
de potencias formales. El objetivo central es enunciar el teorema de preparación de
Weierstrass.
Definición 1.2.1. Diremos que f ∈ C[[X, Y ]] \ {0} es regular de orden n con respecto a
la variable Y o Y−regular de orden n (resp. X) si f(0, Y )(resp. f(X, 0)) es de orden n
respecto de Y (resp. X).
Decimos también, que f es regular en Y o Y−regular (resp. X), cuando f es regular
con respecto a Y (resp. X) de orden n = mult(f).
Ejemplo 1.2.1. Consideremos f(X, Y ) = Y 4−2X5Y 2−4X7Y +X10 ∈ C[[X, Y ]]. Notemos
que f(X, 0) = X10, esto es, f es regular de orden 10 con respecto a la variable X, además
de esto, tenemos que f(0, Y ) = Y 4, o sea f es regular en Y , pues mult(f) = 4.
Proposición 1.2.1. Sea f ∈ C[[X, Y ]] \ {0} con mult(f) = n. Entonces existe un
C−automorﬁsmo lineal ψ de C[[X, Y ]] tal que ψ(f) es regular en Y (o en X).
Demostración: Sólo buscaremos la regularidad en la segunda variable pues el caso en
X es similar, sea f(X, Y ) = Fn + Fn+1 + Fn+2 + · · · , donde cada Fi es un polinomio
homogéneo de grado i. Escribiendo Fn en la forma Fn(X, Y ) = an,0Y n + an−1,1Y n−1X +
· · ·+ a1,n−1Y Xn−1 + a0,nXn, obtenemos que,
Fn(X, 1) = an,0 + an−1,1X + · · ·+ a1,n−1Xn−1 + a0,nXn ∈ C[X] \ {0},
admite raíces en C que las reunimos en el conjunto R. De esta forma si tomamos α ∈ C\R,
Fn(α, 1) 6= 0.
Ahora, consideremos la siguiente aplicación
ψ : C[[X, Y ]] −→ C[[X, Y ]]
X 7−→ X + αY
Y 7−→ Y.
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Afirmación 1: La aplicación ψ : C[[X, Y ]] −→ C[[X, Y ]] es un C−automorﬁsmo en
C[[X, Y ]]. En efecto, observemos que las formas iniciales de ψ(X) = X+αY y ψ(Y ) = Y
son linealmente independientes, entonces por la Proposición 1.1.3 obtenemos que ψ es un
C−automorﬁsmo de C[[X, Y ]].
Afirmación 2: Denotando g(X, Y ) = ψ(f(X, Y )) = f(X + αY, Y ) tenemos que g es
regular en Y . En efecto, como
ψ(f(X, Y )) = f(X + αY, Y ) = Fn(X + αY, Y ) + Fn+1(X + αY, Y ) + · · · ,
tenemos que
g(0, Y ) = f(0 + αY, Y ) = Fn(αY, Y ) + Fn+1(αY, Y ) + · · · .
Observemos que basta mostrar que Fn(αY, Y ) es regular en Y , pues ningún término de
Fn(αY, Y ) se cancela con términos de Fn+1(αY, Y ) + · · · , pero
Fn(αY, Y ) = an,0Y n + an−1,1αY n + · · ·+ a1,n−1αn−1Y n + a0,nαnY n,
o sea,
Fn(αY, Y ) = Y n(an,0 + an−1,1α + · · ·+ a1,n−1αn−1 + a0,nαn) = Y n · Fn(α, 1),
donde, como se vio anteriormente, Fn(α, 1) 6= 0. Luego, Fn(X, Y ) es regular en Y y por lo
tanto ψ(f(X, Y )) también lo es. 2
Veamos a continuación un ejemplo que nos permita visualizar este resultado.
Ejemplo 1.2.2. Consideremos f(X, Y ) = X3Y + XY 3 + X4Y 2. Podemos escribir f en
polinomios homogéneos de la siguiente manera,
f(X, Y ) = F4(X, Y ) + F6(X, Y ),
donde F4(X, Y ) = X3Y + XY 3. Notemos que F4(X, 1) = X3 + X y las raíces de este
polinomio en C son {0, i,−i}; tomando α ∈ C \ {0, i,−i}, F4(α, 1) 6= 0. En particular,
tomemos α = 1.
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De esta manera, considerando el C−automorﬁsmo de C[[X, Y ]]
ψ : C[[X, Y ]] −→ C[[X, Y ]]
X 7−→ X + Y
Y 7−→ Y,
tenemos que
ψ(f(X, Y )) = f(X + Y, Y ) = F4(X + Y, Y ) + F6(X + Y, Y )
= (X + Y )3Y + (X + Y )Y 3 + (X + Y )4Y 2
= X3Y + 3X2Y 2 + 4XY 3 + 2Y 4 +X4Y 2 + 4X3Y 3 + 6X2Y 4 + 4XY 5 + Y 6
= 2Y 4 +X3Y + 3X2Y 2 + 4XY 3 + Y 6 +X4Y 2 + 4X3Y 3 + 6X2Y 4 + 4XY 5.
Poniendo g(X, Y ) = ψ(f(X, Y )), tenemos que g(0, Y ) = 2Y 4 + Y 6 = Y 4(2 + Y 2), esto es,
g(X, Y ) es regular en Y .
El teorema que sigue, desempeña un papel importante en la teoría de singularidades,
pues como un corolario de este se tiene el teorema de preparación de Weierstrass, donde
C[[X]] (conjunto de series formales en la variable X) y C[[X]][Y ] (conjunto de polinomios
en la variable Y con coeﬁcientes en C[[X]]).
Teorema 1.2.1 (División de Weierstrass). Sea f ∈M ⊂ C[[X, Y ]] regular en Y de orden
n ≥ 1. Dado g ∈ C[[X, Y ]] existe q ∈ C[[X, Y ]] y r ∈ C[[X]][Y ], con r = 0 ó gradY (r) < n,
únicamente determinados por f y g tales que g = qf + r.
Demostración: Ver Teorema 2.3 página 20 de [Hef03]. 2
Como consecuencia del teorema anterior, tenemos el siguiente resultado.
Teorema 1.2.2 (Preparación de Weierstrass). Sea f ∈ M ⊂ C[[X, Y ]] regular en Y y
mult(f) = n ≥ 1, entonces existe una unidad u ∈ C[[X, Y ]] tal que
u(X, Y )f(X, Y ) = Y n + a1(X)Y n−1 + · · ·+ an−1(X)Y + an(X),
con ai(X) ∈ C[[X]] y mult(ai(X)) ≥ i.
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Demostración: La demostración del Teorema 1.2.2 que aparece en [HKT13] utiliza el
Teorema 1.2.1, página 72. 2
Observación 1.2.1. Un polinomio de Weierstrass en Y es una serie de potencias en
C[[X, Y ]] de la forma
P (X, Y ) = Y n + a1(X)Y n−1 + · · ·+ an−1(X)Y + an(X), (1.1)
tal que n ≥ 1 y mult(ai(X)) ≥ i para i = 1, . . . , n.
Ejemplo 1.2.3. Veamos una aplicación del teorema de preparación de Weierstrass a
f = XY − Y 3 + Y 4. Escribiendo f = f¯ + f4 con f¯ = XY − Y 3, f4 = Y 4 y usando
el teorema de Preparación de Weierstrass tenemos
Y 3 = −1f¯ +XY = −f + Y 4 +XY.
Pero
Y 4 = −Y f¯ +XY 2.
Así
Y 3 = −f +XY +XY 2 − Y f¯
Y 3 = −f − Y (f − Y 4) +XY +XY 2
Y 3 = (−1− Y )f + Y 5 +XY +XY 2.
Como
Y 4 = −Y f¯ +XY 2
Y 5 = −Y 2f¯ +XY 3
Y 5 = −Y 2f¯ +X(XY − f¯)
Y 5 = −Y 2f¯ +X2Y −Xf¯
Y 5 = (−Y 2 −X)f¯ +X2Y.
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Luego
Y 3 = (−1− Y )f + (−Y 2 −X)f¯ +X2Y +XY +XY 2
Y 3 = (−1− Y )f + (−Y 2 −X)(f − Y 4) +X2Y +XY +XY 2
Y 3 = (−1−X − Y − Y 2)f + Y 6 +XY 4 +XY +XY 2 +X2Y.
Pero
Y 6 +XY 4 = Y 2(−Y f¯ +XY 2) +XY 4
Y 6 +XY 4 = −Y 3f¯ + 2XY 4
Y 6 +XY 4 = −Y 3f¯ + 2X(−Y f¯ +XY 2)
Y 6 +XY 4 = (−Y 3 − 2XY )f¯ + 2X2Y 2.
Luego,
Y 3 = (−1−X − Y − Y 2)f + (−Y 3 − 2XY )f¯ + 2X2Y 2 +XY +XY 2 +X2Y
Y 3 = (−1−X − Y − Y 2)f + (−Y 3 − 2XY )(f − Y 4) + 2X2Y 2 +XY +XY 2 +X2Y
Y 3 = (−1−X − Y − 2XY − Y 2 − Y 3)f + (Y 3 + 2XY )Y 4 +XY +XY 2 +X2Y + 2X2Y 2.
Continuando con el proceso, tenemos
(−1−X − Y − Y 2 + · · · )f = Y 3 − (X + 2X2 + · · · )Y 2 − (X +X2 + · · · )Y.
Observación 1.2.2. Usando la Proposición 1.2.1 y el teorema anterior podemos asumir
que una curva algebroide plana, es dado, a menos de un cambio de coordenadas, por un
polinomio de Weierstrass, i.e.,
Y n + a1(X)Y n−1 + · · ·+ an−1(X)Y + an(X),
con mult(ai(X)) ≥ i, para i = 1, . . . , n.
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1.3. Parametrización de Puiseux
Introduciremos la noción de parametrización de una curva plana. Esta será una
herramienta poderosa para el estudio de las propiedades en las curvas. Analizaremos el
método de Newton, para deﬁnir la parametrización de Puiseux.
Denotaremos por Un al grupo multiplicativo de las n-ésimas raíces de la unidad en C.
Sea f(x, y) =
∑
aαβx
αyβ una serie de potencias, deﬁnimos el soporte de f , ∆(f), al
conjunto de índices (α, β) cuyos monomios xαyβ aparecen en la serie de potencias (i.e. para
los cuales aαβ 6= 0). Así,
∆(f) = {(α, β) ∈ N2/ aαβ 6= 0}, cuando f(x, y) =
∑
aαβx
αyβ
Ejemplo 1.3.1. Sea f(x, y) = y4 − 2x3y2 + x6, entonces se tiene:
∆(f) = {(6, 0), (0, 4), (3, 2)}.
A continuación mostramos un gráﬁco de los puntos del soporte de f :
(3, 2)
β
α
(0, 4)
(6, 0)
2
3
Ejemplo 1.3.2. Sea f(x, y) = y4 − 2x3y2 − 4x5y + x6 − x7, entonces se tiene:
∆(f) = {(6, 0), (7, 0), (0, 4), (3, 2), (5, 1)}.
A continuación mostramos un gráﬁco de los puntos del soporte de f :
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(3, 2)
β
α
(0, 4)
(6, 0)
2
3
(5, 1)
(7, 0)
5
1
Para cada p ∈ ∆(f) consideremos p+(R+)2, que es el cuadrante positivo trasladado al
punto p ∈ ∆(f). De la unión de todos estos cuadrantes construimos la envolvente convexa:
conv
 ⋃
p∈∆(f)
(p+ (R+)2)
 . (1.2)
La frontera de (1.2) está formada por dos semirrectas paralelas a los ejes y por un camino
poligonal que conecta estas dos semirrectas. Este camino poligonal se llama polígono de
Newton.
Observación 1.3.1. Los vértices del polígono de Newton están en ∆(f). Por otra parte,
los elementos de ∆(f) tienen la siguiente caracterización:
Un punto (r, s) ∈ ∆(f) está en el polígono de Newton si y sólo si vale la siguiente propiedad:
siempre que (r′, s′) ∈ ∆(f) es tal que r′ ≤ r y s′ ≤ s, entonces (r, s) = (r′, s′).
Sea f(x, y) =
∑
aαβx
αyβ una serie de potencias convergente de multiplicidad m, sin
pérdida de generalidad podemos asumir que f es regular en y. Sea −
1
u0
la pendiente del
primer segmento del polígono de Newton (es el segmento que tiene como extremo al punto
(0, m)). Particionando los términos de f como sigue
f(x, y) =
∑
α+u0β=v
aαβx
αyβ +
∑
α+u0β>v
aαβx
αyβ, (1.3)
donde v es la intersección de la recta a través de (0, m) con pendiente −
1
u0
(nótese que
v = mu0) se observa que existen al menos 2 puntos de ∆(f) tales que
α + u0β = v.
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La primera solución aproximada de f(x, y) = 0 que construiremos es una solución de la
ecuación
fˆ(x, y) =
∑
α+u0β=v
aαβx
αyβ = 0. (1.4)
En (1.4) reemplazamos y = txu0 , obteniendo
fˆ(x, y) = xv
∑
α+u0β=v
aαβt
β = xvg(t)
El polinomio
g(t) =
∑
α+u0β=mu0
aαβt
β
es de grado m y tiene una raíz t0 6= 0 entonces,
y0 = t0xu0
es una solución aproximada de la ecuación f(x, y) = 0. El exponente u0 es racional,
u0 =
p0
q0
, donde mcd(p0, q0) = 1.
Sustituyendo x1 = x1/q0 , tenemos que la solución aproximada es y0 = t0x
p0
1 . Para mejorar
la solución aproximada, hacemos:
y = xp01 (t0 + y1)
en f(x, y) = 0. Da como resultado una serie de potencias en x1 y y1
f(xq01 , x
p0
1 (t0 + y1)).
Luego se tiene
f(xq01 , x
p0
1 (t0 + y1)) =
∑
α+u0β=v
aαβx
q0α+p0β
1 (t0 + y1)
β +
∑
α+u0β>v
aαβx
q0α+p0β
1 (t0 + y1)
β
= xvq01
 ∑
α+u0β=v
aαβ(t0 + y1)β +
∑
α+u0β>v
aαβx
q0α+p0β−q0v
1 (t0 + y1)
β

= xvq01 f1(x1, y1),
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donde
f1(x1, y1) =
∑
α+u0β=v
aαβ(t0 + y1)β +
∑
α+u0β>v
aαβx
q0α+p0β−q0v
1 (t0 + y1)
β,
así, f1(0, y1) =
∑
α+u0β=v
aαβ(t0+y1)β tiene multiplicidadm1 para algún (α,m1) ∈ ∆(f) luego
m1 ≤ m; por lo tanto, f1 es y1−regular de orden m1 ≤ m. Ahora construimos el polígono
de Newton para f1. Sea −
1
u1
la mayor pendiente negativa (u1 =
p1
q1
), obteniendo una
solución aproximada y1 = t1xu1 , sustituyendo x2 = x
1/q1
1 , de nuevo para mejorar ponemos
y1 = x
p1
2 (t1 + y2), sustituimos en f1(x1, y1) = 0 y extraemos todas las potencias de x2:
f1(x
q1
2 , x
p1
2 (t1 + y2)) = x
v1q1
2 f2(x2, y2),
donde f2 es y2−regular de orden m2 ≤ m1, etc.
Aplicando lo mismo sucesivamente, tenemos una sucesión de series de potencias
convergentes fi(xi, yi) (con xi+1 = x
1/qi
i ), cada una es yi−regular de orden mi y
m = m0 ≥ m1 ≥ m2 ≥ · · ·
También tenemos una sucesión de soluciones aproximadas
y = xu0(t0 + y1)
y1 = xu11 (t1 + y2)
y2 = xu22 (t2 + y3)
...
Luego
y = xu0(t0 + xu11 (t1 + x
u2
2 (t2 + · · · )))
= t0xu0 + t1xu0xu11 + t2x
u0xu11 x
u2
2 + · · ·
= t0xu0 + t1xu0+u1/q0 + t2xu0+u1/q0+u2/q0q1 + · · ·
(1.5)
es una expansión de y como una serie de potencias fraccionarias crecientes de x.
Lema 1.3.1. Con las notaciones anteriores, los denominadores en los exponentes de la
serie no crecen de manera indeﬁnida.
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Demostración:
Afirmación: Existe un índice i0 ∈ N tal que ui es un entero para i ≥ i0.
Si la aﬁrmación se cumple, entonces qi = 1 y xi+1 = xi para i ≥ i0, luego tomamos
n = q0q1 · · · qi0 donde qi|n para i = 0, 1, · · · , i0. De esto, y se puede representar como una
serie de potencias de (x1/n).
En efecto:
Las series fi son yi−general de orden mi, y sus órdenes forman una secuencia decreciente
de números naturales:
m0 ≥ m1 ≥ m2 ≥ · · ·
donde ui no es entero cuando mi > mi+1. Esto sucede para un número ﬁnito de veces,
luego para un cierto i0, todos los ui son enteros para todo i ≥ i0. 2
Queda mostrar que si mi = mi+1, entonces ui ∈ N.
En efecto: (Sin pérdida de generalidad, para el caso i = 0)
Sustituyendo x = xq01 , y = x
p0
1 (t0 + y1) en la ecuación (1.3), se obtiene
xvq01 f1(x1, y1) = f(x
q0
1 , x
p0
1 (t0 + y1))
= xvq01
 ∑
α+u0β=u0m
aαβ(t0 + y1)β + x1(· · · )

De esto se sigue:
f1(0, y1) =
∑
α+u0β=u0m
aαβ(t0 + y1)β = g(t0 + y1)
donde t0 es una raíz no nula de la ecuación g(t) = 0 y g es un polinomio de grado
m = m0 (en efecto, si suponemos que el grado de g es m′ < m, entonces u0m = v,
u0m
′ = v. Como m′ < m se tiene u0m′ > u0m asi v > v lo cual nos lleva a una
contradicción). Como m1 es el orden de la solución y1 = 0 de f1(0, y1) = 0, y así el
orden de la raíz t0 de g. Como f1 es y1−regular de orden m1 por el Teorema 1.2.2,
f1(x1, y1) = (y
m1
1 + a1(x1)y
m1−1
1 + · · · + am1(x1)) · u(x1, y1), con ai(0) = 0 para todo
i = 1, · · · , m y u(0, 0) 6= 0. Luego f1(0, y1) = y
m1
1 · u(0, y1), observamos como u(0, 0) 6= 0
se tiene que u(0, y1) no es divisible por y1. Así y1 = 0 es una solución de f1(0, y1) = 0 de
orden m1. Por lo tanto, f(0, 0) = g(t0) = 0, de esto se tiene que t0 es una raíz de g de
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orden m1. Por hipótesis tenemos que m1 = m0 = m, entonces g tiene la forma
g(t) = c(t− t0)m, (c 6= 0).
En particular el coeﬁciente de tm−1 en el polinomio
g(t) =
∑
α+u0β=u0m
aαβt
β
no desaparece, i.e. aαm−1 6= 0, para algún α ∈ N con α + u0(m − 1) = u0m. Luego
u0 = α ∈ N. 2
Ahora se tiene y como una serie de potencias formales en x1/n.
La serie y(x) =
∑
aix
i/n es llamada expansión de Puiseux para la curva con ecuación
f(x, y) = 0.
Presentamos a continuación una versión del teorema de Newton que mejor se adapta a
nuestro enfoque.
Teorema 1.3.1 (Newton [Hef03]). Sea f(X, Y ) = Y n+a1(X)Y n−1+ · · ·+an−1(X)Y +
an(X) ∈ C[[X]][Y ] un polinomio de Weierstrass irreducible. Entonces
f(X, Y ) =
n∏
i=1
(Y − ϕ(ς iX
1
n )),
para alguna raíz n-ésima primitiva de la unidad ς ∈ Un ﬁja y ϕ(X
1
n ) ∈ C[[X
1
n ]].
El teorema anterior dado por Newton para serie de potencias formales, también puede
enunciarse para serie de potencias convergentes el cual es dado por Puiseux como sigue:
Teorema 1.3.2 (Puiseux [Che08]). Sea f una serie convergente. Si f es irreducible,
entonces ϕ es una serie convergente.
Demostración: Ver teorema 8.6.1 página 124 de [Che08]. 2
En este caso, tenemos 
X = T n
Y = ϕ(T ),
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una parametrización de Newton-Puiseux de la curva Cf deﬁnida por f . En virtud del
teorema anterior, Cf tiene n parametrizaciones distintas y podemos obtener todas a partir
de una ﬁja y de los elementos de Un.
Consideremos Cf una curva algebroide plana irreducible, de multiplicidad n, tal que f
es regular en Y y admite una parametrización de Newton-Puiseux como sigue,
X = T n
Y = ϕ(T ) =
∑
i≥m
biT
i, con bm ∈ C \ {0}, m ≥ n.
Deﬁnimos dos sucesiones (ǫi) y (βi) de número naturales asociados a f como sigue:
ǫ0 = β0 = mult(f) = n,
βj = mı´n{i/ ǫj−1 no divide i, con bi 6= 0}, si ǫj−1 6= 1,
ǫj = mcd(ǫj−1, βj) = mcd(β0, β1, . . . , βj).
Tenemos que ǫj divide a ǫj−1 para todo j ≥ 1 y
n = ǫ0 > ǫ1 > ǫ2 > · · ·
Consecuentemente, para algún g ∈ N se tiene que ǫg = 1 y por lo tanto la secuencia de los
βj , j ≥ 1 es creciente y termina en βg.
Definición 1.3.1. Los exponentes característicos de Cf son los g + 1 números naturales
(β0, . . . , βg).
La secuencia de números naturales (ǫ0, . . . , ǫg−1) es llamada la secuencia de los divisores
de Cf .
Los pares de Puiseux (ηj , µj), j = 1, . . . , g de Cf se deﬁnen:
ηj =
ǫj−1
ǫj
, y µj =
βj
ǫj
.
Ahora, como ǫj = mcd(ǫj−1, βj), tenemos que mcd(ηj , µj) = 1.
Ejemplo 1.3.3. Para
X = T 8
Y = T 12 + 3T 16 − T 20 + 2T 22 + 8T 23 + · · · .
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β0 = 8 = ǫ0 y β1 = 12,
ǫ1 = mcd(8, 12) = 4 luego β2 = 22,
ǫ2 = mcd(4, 22) = 2 luego β3 = 23,
ǫ3 = mcd(2, 23) = 1.
Por tanto los exponentes característicos son (8, 12, 22, 23).
Notemos que los exponentes característicos de una curva algebroide plana Cf
determinan la secuencia de los divisores ǫj pues se tiene que
ǫj = mcd(n, β1, . . . , βj).
A través de un cambio de coordenadas, si es necesario, podemos considerar una
parametrización de Newton-Puiseux de la curva Cf como
X = T β0
Y = T β1 +
∑
i>β1
biT
i.
donde β0 < β1 y β1 no es divisible por β0.
Observación 1.3.2. De la deﬁnición de los βj, se deduce que los coeﬁcientes de la
parametrización anterior tienen la siguiente propiedad: si i y j son enteros tales que
βj−1 ≤ i ≤ βj y si ǫj−1 ∤ i entonces, bi = 0.
Ejemplo 1.3.4. Del Ejemplo 1.3.3 obtenemos los siguientes pares de Puiseux:
η1 =
ǫ0
ǫ1
= 2, y µ1 =
β1
ǫ1
= 3, entonces (η1, µ1) = (2, 3),
η2 =
ǫ1
ǫ2
= 2, y µ2 =
β2
ǫ2
= 11, entonces (η2, µ2) = (2, 11),
η3 =
ǫ2
ǫ3
= 2, y µ3 =
β3
ǫ3
= 23, entonces (η3, µ3) = (2, 23).
Teorema 1.3.3 ( [Zar32]). Dos curvas irreducibles tienen el mismo tipo topológico si y
solo si tienen los mismos pares de Puiseux.
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Definición 1.3.2. Llamamos polinomio distinguido en A (anillo local) si todo elemento
es de la forma Y p +
p−1∑
i=0
αiY
i, donde αi pertenece al ideal maximal M de A.
Para el desarrollo del siguiente apartado se deﬁne K[[X]]∗ con K un cuerpo como
K[[X]]∗ =
⋃
n≥1
K[[X
1
n ]].
Teorema 1.3.4 ( [Che08]). Dado P un polinomio distinguido de grado N en K[[X]][Y ]
con K un cuerpo y sean ϕ1, . . . , ϕN las raíces de P en K[[X]]∗. El polígono de Newton de
P tiene un número de lados igual al número de valores distintos tomados por los órdenes
de ϕk. A cada orden µk le corresponde un lado de ecuación i+ µkj = νk y de longitud (en
proyección sobre el eje j) igual al número de raíces con ese orden.
Demostración: Escribimos P =
N∏
k=1
(Y − ϕk), ϕk(0) = 0. Reemplazando los enteros por
los racionales vemos como deﬁnir el polígono de Newton de un elemento, f ∈ K[[X]]∗, en
particular f =
N∏
k=1
(Y − ϕk).
Esta observación va a permitirnos razonar por inducción sobre N . Suponemos que las
raíces ϕi numeradas por orden decrecientes, según la hipótesis de inducción (se veriﬁca
trivialmente para N = 1). El polinomio
k−1∏
i=1
(Y − ϕi) tiene un polígono de Newton descrito
por el lema. Sea µ el más pequeño de los órdenes de ϕi para 1 ≤ i ≤ k − 1; como los ϕi
están numerados por órdenes decrecientes, entonces µk ≤ µi para todo i ∈ {1, . . . , k − 1};
por lo tanto, µk ≤ µ, es el orden de ϕk. Veamos dos casos:
1. µk < µ.
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j
i
Figura 1.1. [Che08]
Tenemos que comprobar que existen los puntos Mi (es decir, los coeﬁcientes
correspondientes no se anulen). Para M1 es claro que el producto
k−1∏
i=1
(Y − ϕi) no
puede contener ningún término Y k−2Xµk , a causa de la condición µk < µ. En general,
para ver que Mi está presente, basta con observar que si
k−1∏
i=1
(Y −ϕi) tiene un término
XaY b, pero no tiene el término Xa+µkY b−1.
2. µk = µ.
21
1. Curvas algebroides planas y foliaciones holomorfas
j
i
Figura 1.2. [Che08]
Una vez más, se tiene que veriﬁcar que el punto Mi existe, prestar un poco más de
atención que en el primer caso, vemos que si
k−1∏
i=1
(Y −ϕi) tiene un término XaY b, con
a 6= 0, y no tiene un término Xa
′
Y b, a′ < a, entonces el no tiene al término Xa+µY b−1
desde que k − 1− b es mayor o igual al número l de raíces de ϕi( 1 ≤ i ≤ k − 1) de
orden µ. En efecto, XaY b obligatoriamente debe provenir de Y b · ψ1 . . . ψl, . . .(donde
ψ1, . . . , ψl son las raíces ϕi de orden µ) y no podemos cambiar un Y contra un ϕi de
orden estrictamente superior a µ. Pero según la hipótesis de inducción, la ordenada
de M1 es exactamente k − 1− l, lo que muestra que Mi tiene por coordenadas (a, b)
con b ≤ k − 1− l, es decir k − 1− b ≥ l. 2
Corolario 1.3.1 ([Pło90]). Sea f(X, Y ) ∈ C[[X]][Y ] un polinomio distinguido. Para cada
lado S del polígono de Newton de f le corresponde |mS| soluciones de orden
|nS|
|mS|
, donde
|nS| y |mS| son las longitudes de la proyección en X e Y de S, respectivamente.
Demostración: Aplicando el Teorema 1.3.4, el polígono de Newton de f tiene un número
de lados igual al número de valores distintos tomados por los órdenes de ϕk, a cada orden
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µk le corresponde un lado S de ecuación x+ µky = νk y longitud (proyección en el eje Y )
igual al número de raíces de orden µk.
x
y
S|mS|
|nS|
Figura 1.3
En la ﬁgura observamos que |ns| y |ms| son las longitudes de la proyección en X e Y
de S respectivamente, la pendiente del lado S es −
1
µk
. Pero de la ﬁgura tenemos que la
pendiente de S es −
|ms|
|ns|
. Así,
−
1
µk
= −
|ms|
|ns|
µk =
|ns|
|ms|
.
Por lo tanto, a cada lado S del polígono de Newton de f le corresponden |ms| soluciones
de orden
|ns|
|ms|
. 2
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1.4. Intersección de curvas y semigrupo de valores
En esta sección, introducimos el concepto de índice de intersección: una manera de
expresar numéricamente el grado de coincidencia entre dos curvas algebroides planas,
presentaremos el semigrupo de valores de una curva algebroide plana irreducible. Este
es un invariante bajo la equivalencia de curvas, conocido como un invariante de la
clasiﬁcación topológica de curvas (gérmenes) analíticas planas irreducibles. Relacionaremos
este semigrupo a los enteros característicos y los pares de Puiseux.
Sean f, g ∈ C[[X, Y ]]. El índice de intersección de f y g es el número entero (o∞)
deﬁnido por:
I(f, g) = dimC
C[[X, Y ]]
〈f, g〉
.
Dados f, g, h ∈ C[[X, Y ]], φ un C−automorﬁsmo de C[[X, Y ]] y u, v unidades en
C[[X, Y ]]. El índice de intersección tiene las siguientes propiedades:
1. I(f, g) <∞ si y solamente si f y g son relativamente primos en C[[X, Y ]];
2. I(f, g) = I(g, f);
3. I(φ(f), φ(g)) = I(uf, vg) = I(f, g);
4. I(f, g.h) = I(f, g) + I(f, h);
5. I(f, g) = 1 si y solamente si Cf y Cg son suaves y transversales;
6. I(f, g − hf) = I(f, g).
Sea f ∈ C[[X, Y ]] una serie de potencias irreducible, regular en Y de orden n y
(T n, ϕ(T )) una parametrización de Newton-Puiseux de la curva Cf . Deﬁnimos como
valoración asociada a f , la función
vf : C[[X, Y ]] −→ N ∪ {∞}
g 7−→ mult(g(T n, ϕ(T ))),
y vf (0) = ∞. Sean g y h elementos de C[[X, Y ]]. Se sigue de la Proposición 1.1.2 las
siguientes propiedades de la función vf :
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1. vf(g.h) = vf (g) + vf(h);
2. vf(h) = 0 si h(0, 0) 6= 0;
3. vf(g + h) ≥ min{vf (g), vf(h)}, con igualdad si vf (g) 6= vf (h).
El próximo resultado nos da una manera interesante de calcular el índice de intersección
mediante la valoración.
Teorema 1.4.1. Sean f, g ∈ C[[X, Y ]] y f = f1 · · · fr una descomposición de f en factores
irreducibles, con fi 6= fj para todo i 6= j. Entonces
I(f, g) =
r∑
i=1
vfi(g).
Demostración: Ver Teorema 4.17 de [Hef03] en la página 65. 2
Dado que estamos trabajando con curvas algebroides planas irreducibles, observemos
por el Teorema 1.4.1 que;
I(f, g) = vf (g),
para todo g ∈ C[[X, Y ]].
Proposición 1.4.1. Sea curva algebroide plana irreducible Cf y g ∈ C[[X, Y ]], entonces
I(f, g) = multT (g(α(T ))),
donde α(T ) = (T n, Tm + · · · ) es una parametrización de Newton-Puiseux de Cf .
Demostración: Vea [Hef03], dentro de la prueba del Teorema 4.17 en la página 66. 2
La siguiente proposición se relaciona con la fórmula de Halphen, la cual puede revisarse
en [CA00] página 55.
Proposición 1.4.2 (Regla de Zeuthen [Pło90]). Sea f(X, Y ), g(X, Y ) ∈ C[[X, Y ]] tal
que f(0, 0) = g(0, 0) = 0 y f(0, Y )g(0, Y ) 6= 0 en C[[Y ]]. Sea (Yi(X))(respectivamente
(Y¯i(X))) la sucesión de todas las soluciones en C[[X]]∗ =
⋃
k≥1
C[[X
1
k ]] (contadas con
multiplicidades) de f(X, Y ) = 0( respectivamente g(X, Y ) = 0). Entonces
I(f, g) =
∑
i
∑
j
multX(Yi(X)− Y¯j(X)).
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Demostración: Del Teorema 1.3.1, se tiene
f(X, Y ) =
n∏
i=1
(Y − Yi(X))
g(X, Y ) =
m∏
j=1
(Y − Y¯j(X)). (1.6)
Luego,
I(f, g) =
n∑
i=1
multX(g(Yi(X))).
Usando (1.6), I(f, g) =
n∑
i=1
multX
 m∏
j=1
(Yi(X)− Y¯j(X))
 ,
I(f, g) =
n∑
i=1
m∑
j=1
multX(Yi(X)− Y¯j(X)).
2
El próximo teorema nos da en una situación particular, el índice de intersección de dos
curvas algebroides planas.
Teorema 1.4.2. Sean f, g ∈ C[[X, Y ]]. Entonces
I(f, g) ≥ mult(f) ·mult(g),
con igualdad si y solamente si Cf y Cg no poseen tangentes en común.
Demostración: Es suﬁciente probar el teorema para f y g irreducibles. En efecto,
consideremos las siguientes decomposiciones de f y g en factores irreducibles, f = f1 · · · fr y
g = g1 · · · gs. Tenemos, por los items (2) y (4) de las propiedades del índice de intersección,
que
I(f, g) =
∑
i,j
I(fi, gj).
Por otro lado, tenemos que
mult(f) ·mult(g) =
∑
i,j
mult(fi) ·mult(gj).
Luego, si I(fi, gj) ≥ mult(fi).mult(gj) para todo i, j, entonces
I(f, g) =
∑
i,j
I(fi, gj) ≥
∑
i,j
mult(fi) ·mult(gj) = mult(f) ·mult(g).
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Tomemos que f y g son irreducibles y consideremos una parametrización de Newton-
Puiseux de f 
X = T n
Y = ϕ(T ) = T β1 +
∑
i>β1
biT
i,
donde n = mult(f) < β1 y n no divide a β1.
Ahora suponemos que mult(g) = m y
g(X, Y ) = (aX + bY )m + gm+1(X, Y ) + · · · ,
donde gm+i(X, Y ), con i ≥ 1 es un polinomio homogéneo de grado m+ i. Entonces por el
Teorema 1.4.1, tenemos que
I(f, g) = multT [(aT n + bϕ(T ))m + gm+1(T n, ϕ(T )) + · · · ] ≥ n.m = mult(f).mult(g)
con igualdad si y solamente si a 6= 0, i.e las rectas tangentes de Cf y Cg son distintas. 2
Corolario 1.4.1. Sean f, g ∈ C[[X, Y ]]. Si Cf y Cg son suaves y tranversales, entonces
I(f, g) = mult(f) ·mult(g).
Ejemplo 1.4.1. Hallaremos el índice de intersección de Y 2 −X2 −X3 y Y 2 −X3.
I(Y 2 −X2 −X3, Y 2 −X3) = I(−X2, Y 2 −X3)
= I(−X2, Y 2 −X ·X2)
= I(−X2, Y 2) = 2I(X, Y 2)
= 2I(X, Y 2) = 4I(X, Y ).
Luego, de la quinta propiedad del índice de intersección se obtiene que I(X, Y ) = 1. Por
lo tanto,
I(Y 2 −X2 −X3, Y 2 −X3) = 4.
Definición 1.4.1. Un semigrupo es una estructura algebraica de la forma (G,+) donde G
es un conjunto no vacío y + una operación binaria, cerrada y asociativa. Si además + es
una operación conmutativa, se dice que es un semigrupo conmutativo.
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Sea G 6= {0} un subconjunto de N el cual continene al cero. Decimos que G es
un semigrupo en N cerrado bajo la adición. El elemento mult(G \ {0}) es llamado la
multiplicidad de G y es denotado por mult(G).
Si x0, x1, . . . , xr ∈ N, entonces el conjunto
〈x0, x1, . . . , xr〉 = {λ0x0 + · · ·+ λrxr;λ1, . . . , λr ∈ N}
es un semigrupo en N, llamado el semigrupo generado por x0, x1, . . . , xr. Los elementos
x0, x1, . . . , xr son llamados generadores para G. Por ejemplo, tenemos
〈3, 5〉 = {0, 3, 5, 6, 8, 9, 10, 11, 12, 13, . . .}.
El siguiente resultado muestra que el semigrupo G es ﬁnitamente generado.
Proposición 1.4.3. Dado cualquier semigrupo G en N, existe un único conjunto ﬁnito de
elementos v0, . . . , vg en G tal que
1. v0 < · · · < vg, y vi 6≡ vj mod v0 para i 6= j,
2. G = 〈v0, . . . , vg〉,
3. {v0, . . . , vg} está contenido en algún subconjunto de generadores de G.
Demostración: Deﬁnamos {v0, . . . , vg} por inducción. Ponemos v0 = mult(G) y
deﬁnimos
v1 = mı´n(G \ 〈v0〉).
Es claro que v0 6≡ v1 mod v0, pues de otro modo v1 ∈ 〈v0〉 sería una contradicción
debido a que v1 /∈ 〈v0〉, pues v1 ∈ G \ 〈v0〉 como se mencionó anteriormente. Para i ≥ 2,
vi = mı´n(G \ 〈v0, . . . , vi−1〉).
Se tiene que vi 6≡ vj mod v0, para j < i, de otro modo, vi ∈ 〈v0, . . . , vi−1〉, lo cual es una
contradicción. Ya que vi 6≡ vj mod v0, para j 6= i, entonces para algún g < v0, se tiene que
G = 〈v0, . . . , vg〉.
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Por deﬁnición de los vi tenemos que; v0 < v1 < · · · < vg, además veamos que {v0, . . . , vg}
está contenida en cualquier conjunto de generadores de G.
Por deﬁnición de los vi, {v0, . . . , vg} es el conjunto mínimo dentro de G tal que veriﬁque
1.) y 2.), esto implica que cualquier otro generador de G deberá contener a todos los vi,
i = 0, . . . , g y algunos otros elementos de G que son combinación de los vi. 2
Las siguientes deﬁniciones pueden verse en la sección 6.2 de [Hef03].
El conjunto {v0, . . . , vg} es llamado el sistema mínimo de generadores de G, y el
entero g es llamado el género del semigrupo G.
Dado un semigrupo G en N, los elementos de N \ G son llamados lagunas de G. Un
semigrupo puede tener un número ﬁnito o inﬁnito de lagunas.
Ejemplo 1.4.2. El semigrupo H = 〈4〉 = {0, 4, 8, 12, 16, 20, 24, 28, 32, . . .} tiene inﬁnitas
lagunas pues; el conjunto
N \H = {1, 2, 3, 5, 6, 7, 9, 10, 11, 13, 14, 15, 17, 18, 19, . . .} es inﬁnito.
El semigrupo G = 〈3, 5〉 = {0, 3, 5, 6, 8, 9, 10, 11, 12, . . .}, tiene un número ﬁnito de lagunas
pues el conjunto N \G = {1, 2, 4, 7} es ﬁnito.
Cuando el número de lagunas de G es ﬁnito, existe un único elemento c ∈ G llamado
conductor de G, tal que
1. c− 1 /∈ G,
2. Si z ∈ N y z ≥ c, entonces z ∈ G.
Ejemplo 1.4.3. El semigrupo
G = 〈4, 7〉 = {0, 4, 7, 8, 11, 12, 14, 15, 16, 18, 19, 20, . . .},
tiene un número ﬁnito de lagunas, cuyo conductor es 18, pues 18 − 1 /∈ G y cualquier
z ∈ N, z ≥ 18, está en el semigrupo.
A continuación deﬁniremos uno de los objetos más importantes para el estudio de la
clasiﬁcación de curvas algebroides irreducibles planas. El semigrupo de valores asociado a
una curva algebroide plana que es un invariante topológico.
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Definición 1.4.2. Sea f un elemento irreducible de M. Llamamos semigrupo de valores
asociado a la curva Cf , el conjunto
S(f) = {I(f, g); g ∈ C[[X, Y ]] \ 〈f〉} ⊂ N.
Como vimos en el Teorema 1.4.1, si f es irreducible, I(f, g) = vf(g). Esto nos da la
siguiente caracterización de S(f) cuando f ∈ C[[X, Y ]] es Y−regular cuya parametrización
de Newton-Puiseux es (T n, ϕ(T )). Especiﬁcando tenemos que
S(f) = {vf(g); g ∈ C[[X, Y ]] \ 〈f〉} = {mult(g(T n, ϕ(T ))); g ∈ C[[X, Y ]] \ 〈f〉}.
Ejemplo 1.4.4. Sea la curva f = Y 3 −X5 con una parametrización de Newton-Puiseux
X = T 3
Y = T 5,
entonces dado g =
∑
aijX
iY j ∈ C[[X, Y ]] \ 〈f〉, tenemos que
vf(g) = mult(g(T 3, T 5)) = mult
(∑
aijT
3i+5j
)
= 3r + 5s,
para algún número natural r y s. Esto implica que S(f) = 〈3, 5〉, con conductor c = 8.
La noción de semigrupo de valores nos permite introducir la siguiente deﬁnición.
Definición 1.4.3. Dados Cf y Cg dos curvas algebroides planas irreducibles decimos que
son equisingulares si S(f) = S(g).
Observación 1.4.1. Si Cf y Cg son curvas algebroides planas irreducibles y equivalentes,
entonces Cf y Cg son equisingulares.
En efecto: Sola basta veriﬁcar que S(f) = S(g). Para esto, debemos garantizar que para
todo h′ ∈ C[[X, Y ]]\〈f〉, existe p′ ∈ C[[X, Y ]]\〈g〉 tal que I(f, h′) = I(g, p′). Como Cf y Cg
son equivalentes, existe un C−automorﬁsmo ϕ de C[[X, Y ]] y una unidad u ∈ C[[X, Y ]],
tal que ϕ(f) = ug. Así mismo, tenemos que
I(f, h′) = I(ϕ(f), ϕ(h′)) = I(u−1ϕ(f), u−1ϕ(h′)) = I(g, u−1ϕ(h′)),
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siendo la primera y la segunda igualdad válidas por la tercera propiedad del índice de
intersección. Observemos que, como u−1ϕ(h′) es un elemento de C[[X, Y ]] \ 〈g〉, basta
tomar p′ = u−1ϕ(h′) y se tiene la igualdad deseada. Luego, las curvas son equisingulares.
Observación 1.4.2. Consideremos Cf una curva algebroide plana irreducible y c el
conductor del semigrupo de valores S(f) de Cf . Si β0, · · · , βg son los exponentes
característicos de Cf , entonces podemos obtener el conductor c de S(f) por la fórmula
c =
g∑
i=1
(ǫi−1 − ǫi)βi − β0 + 1,
donde ǫ0 = β0 y ǫi = mcd(β0, · · · , βi). Ver Colorario 7.15 de [Hef03]
Como vimos anteriormente Cf admite una parametrización de Newton-Puiseux de la
forma 
X = T n
Y = ϕ(T ) =
∑
i≥m
biT
i,
con bm 6= 0, m > n y n no divide a m tras un cambio de coordenadas, si es necesario.
Observación 1.4.3. En estas condiciones, tenemos que m = mı´n(S(f) \ 〈n〉).
En efecto: m es un elemento de S(f), una vez que I(f, Y ) = m. Por otro lado, si
g(X, Y ) =
∑
α,β∈N
aαβX
αY β ∈ C[[X, Y ]], entonces,
I(f, g) = mult
 ∑
α,β∈N
T nα · ϕ(T )β
 ,
así mı´n(S(f) \ 〈n〉) ≥ m. Pero, como I(f, Y ) = m, se tiene la igualdad. 2
Si v0, . . . , vg representan el sistema mínimo de generadores de S(f), tenemos que
v0 = n = mult(f) y v1 = m, recordando que, m = mult(ϕ(T )) y m no es divisible
por n. Por la deﬁnición de exponentes característicos se puede concluir que β0 = v0 y
β1 = v1.
Zariski mostró la siguiente igualdad para los vi, con 2 ≤ i ≤ g (ver teorema 6.12
de [Hef03]),
vi =
i−1∑
k=1
ǫk−1 − ǫk
ǫi−1
βk + βi =
ǫ0 − ǫ1
ǫi−1
β1 +
ǫ1 − ǫ2
ǫi−1
β2 + · · ·+
ǫi−2 − ǫi−1
ǫi−1
βi−1 + βi. (1.7)
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Así Zariski obtuvo el sistema mínimo de generadores del semigrupo de valores asociados
a una curva plana algebroide plana irreducible a partir de los exponentes característicos a
través de la siguiente relación:
v0 = β0, v1 = β1, y vi = ηi−1vi−1 − βi−1 + βi, (1.8)
para 2 ≤ i ≤ g.
1.5. Curvas polares
En esta sección deﬁniremos las curvas polares de una curva algebroide plana, objeto
central de nuestro estudio a partir de este momento.
Sean f, g ∈M tal que la curva algebroide plana Cg sea suave. Denotaremos por Pg(f)
el determinante del jacobiano
∂(f, g)
∂(X, Y )
=

∂f
∂X
∂f
∂Y
∂g
∂X
∂g
∂Y
 .
Definición 1.5.1. Si Pg(f) 6= 0, entonces Pg(f) deﬁne una curva, a la cual llamamos
curva polar de f con respecto a g (o g−polar) y lo denotamos por CPg(f).
Ejemplo 1.5.1.
1. Sea f ∈M un polinomio de Weierstrass y g(X, Y ) = X entonces, la g−polar es
CPg(f) = −
∂f
∂Y
2. Sea f ∈M un polinomio de Weierstrass y g(X, Y ) = Y entonces, la g−polar es
CPg(f) =
∂f
∂X
Lema 1.5.1. La curva polar CPg(f) es invariante por cada cambio de coordenadas.
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Demostración: Sean f, g ∈ M con Cg una curva suave y se considera el siguiente
C−automorﬁsmo
ϕ : C[[X, Y ]] −→ C[[X, Y ]]
X 7−→ u(X, Y )
Y 7−→ v(X, Y ).
Por la Proposición 1.1.3, las formas iniciales u(X, Y ) y v(X, Y ) deben ser linealmente
independientes. Luego,
ϕ(f) = f ◦ ϕ(X, Y ) = f(u(X, Y ), v(X, Y )) ∈ C[[X, Y ]] y
ϕ(g) = g ◦ ϕ(X, Y ) = g(u(X, Y ), v(X, Y )) ∈ C[[X, Y ]].
Calculemos a qué es igual Pϕ(g)(ϕ(f)),
Pϕ(g)(ϕ(f)) =
∣∣∣∣∣∣∣∣∣∣∣∣
∂ϕ(f)
∂X
∂ϕ(f)
∂Y
∂ϕ(g)
∂X
∂ϕ(g)
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
∂f(u(X, Y ), v(X, Y ))
∂X
∂f(u(X, Y ), v(X, Y ))
∂Y
∂g(u(X, Y ), v(X, Y ))
∂X
∂g(u(X, Y ), v(X, Y ))
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
∂f
∂u
∂u
∂X
+
∂f
∂v
∂v
∂X
∂f
∂u
∂u
∂Y
+
∂f
∂v
∂v
∂Y
∂g
∂u
∂u
∂X
+
∂g
∂v
∂v
∂X
∂g
∂u
∂u
∂g
+
∂g
∂v
∂v
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣

∂f
∂u
∂f
∂v
∂g
∂u
∂g
∂v


∂u
∂X
∂u
∂Y
∂v
∂X
∂v
∂Y

∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
∂f
∂u
∂f
∂v
∂g
∂u
∂g
∂v
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣
∂u
∂X
∂u
∂Y
∂v
∂X
∂v
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
= ϕ(Pg(f)) ·
∂(u, v)
∂(X, Y )
.
Si
∂(u, v)
∂(X, Y )
es una unidad, entonces podemos concluir que las curvas ϕ(Pg(f)) y Pϕ(g)(ϕ(f))
son las mismas. En efecto, consideremos
u(X, Y ) = aX + bY + h1(X, Y ) y v(X, Y ) = cX + dY + h2(X, Y ),
donde h1, h2 ∈ C[[X, Y ]] son singulares. Sabemos que las formas iniciales de u(X, Y ) y
33
1. Curvas algebroides planas y foliaciones holomorfas
v(X, Y ) son linealmente independientes, o sea∣∣∣∣∣∣∣
a b
c d
∣∣∣∣∣∣∣ 6= 0.
2
Observación 1.5.1. Sea g(X, Y ) = aY − bX, con a, b ∈ C no ambos nulos. La ecuación
de la curva polar con respecto a g es:
Pg(f) =
∣∣∣∣∣∣∣∣∣∣∣∣
∂f
∂X
∂f
∂Y
∂g
∂X
∂g
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
= a
∂f
∂X
+ b
∂f
∂Y
.
Cualquier curva polar de f admite una ecuación como en la Observación 1.5.1, basta
realizar un adecuado cambio de coordenadas. En efecto, como Cg es suave tenemos
g(X, Y ) = aX + bY + h(X, Y ), donde a 6= 0 o b 6= 0 y h(X, Y ) ∈ C[[X, Y ]] con
mult(h(X, Y )) ≥ 2. Sin pérdida de generalidad, podemos suponer que b 6= 0 y consideremos
el siguiente C−automorﬁsmo
ϕ : C[[X, Y ]] −→ C[[X, Y ]]
X 7−→
aY − g(X, Y )
b
Y 7−→ Y.
De esta manera, tenemos que ϕ−1(g(X, Y )) = aY − bX, entonces
Pϕ−1(g)(ϕ
−1(f)) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
∂ϕ−1(f)
∂ϕ−1(X)
∂ϕ−1(f)
∂ϕ−1(Y )
∂ϕ−1(g)
∂ϕ−1(X)
∂ϕ−1(g)
∂ϕ−1(Y )
∣∣∣∣∣∣∣∣∣∣∣∣∣
= a
∂ϕ−1(f)
∂ϕ−1(X)
+ b
∂ϕ−1(f)
∂ϕ−1(Y )
.
Observación 1.5.2. A partir de ahora, para que no haya confusión, cuando se haga un
cambio de coordenadas como se hizo anteriormente, por un abuso de lenguaje indicaremos
que ϕ−1(g(X, Y )) = aY − bX y Pϕ−1(g)(ϕ−1(f)) = a
∂ϕ−1(f)
∂ϕ−1(X)
+ b
∂ϕ−1(f)
∂ϕ−1(Y )
, simplemente
por g(X, Y ) = aY − bX y Pg(f) = a
∂f
∂X
+ b
∂f
∂Y
, respectivamente.
34
1.5. Curvas polares
Es válido que si realizamos un cambio de coordenadas a considerar g(X, Y ) = X, se
tiene Pg(f) = −
∂f
∂Y
.
La curva polar de f con respecto a g es invariante por cambio de coordenadas, pero ella
depende de f el representante de la curva escogida. En efecto, sabemos que la ecuación de
la curva polar de f con respecto a g es dada por Pg(f). Ahora, tomemos otro representante
de la curva algebroide Cf , digamos uf , donde u es unidad en C[[X, Y ]] y calculemos la
ecuación de la curva polar uf con respecto a g. Tenemos,
Pg(uf) =
∣∣∣∣∣∣∣∣∣∣∣∣
∂(uf)
∂X
∂(uf)
∂Y
∂g
∂X
∂g
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣
∂u
∂X
f + u
∂f
∂X
∂u
∂Y
f + u
∂f
∂Y
∂g
∂X
∂g
∂Y
∣∣∣∣∣∣∣∣∣∣∣∣
= f
∂u
∂X
∂g
∂Y
+ u
∂f
∂X
∂g
∂Y
− f
∂u
∂Y
∂g
∂X
− u
∂f
∂Y
∂g
∂X
= u
(
∂f
∂X
∂g
∂Y
−
∂f
∂Y
∂g
∂X
)
+ f
(
∂u
∂X
∂g
∂Y
−
∂u
∂Y
∂g
∂X
)
= u
∂(f, g)
∂(X, Y )
+ f
∂(u, g)
∂(X, Y )
= uPg(f) + fPg(u).
Teorema 1.5.1 ([CA00]). Sean f, g ∈ M tales que la curva algebroide plana Cg sea suave.
Considerando Pg(f) la ecuación de la curva polar de f con respecto a g, tenemos:
1. I(Pg(f), g) = I(f, g)− 1.
2. mult(Pg(f)) ≥ mult(f)− 1, siendo estrictamente mayor si y solamente si todas las
ramas3 de f son tangentes a g.
3. Si ninguna rama de f es tangente a g, entonces ninguna rama de la polar Pg(f) es
tangente a g.
Demostración: Como la multiplicidad y el índice de intersección son invariantes por
cambio de coordenadas podemos considerar que g(X, Y ) = X. Por la Observación 1.5.2,
3Una rama de f es una componente irreducible de f .
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ecuación de la curva polar de f con respecto a g puede ser considerada Pg(f) =
∂f
∂Y
.
Además, por un adecuado cambio de coordenadas podemos asumir que f es regular en Y ,
así
f(0, Y ) = Y mult(f)(c0 + c1Y + · · · ).
Con estas consideraciones procedemos a mostrar lo que se pide.
1. Como f(0, 0) = 0, tenemos que multY (f(0, Y )) > 0 y en consecuencia
multY (f(0, Y )) = mult(f) y
multY
(
∂f(0, Y )
∂Y
)
= mult(f)− 1 = multY (f(0, Y ))− 1.
Dada una parametrización de Newton-Puiseux de Cf de la forma
X = Tmult(f),
Y = ϕ(T ) = T β1 +
∑
i>β1
biT
i
se cumple
I(f, g) = I(f,X) = multT (g(Tmult(f), ϕ(T ))) = multT (Tmult(f)) = mult(f).
Así
I(f, g) = I(f,X) = mult(f) = multY (f(0, Y )) = multY
(
∂f(0, Y )
∂Y
)
+ 1
= I
(
∂f
∂Y
, g
)
+ 1 = I(Pg(f), g) + 1.
Por lo tanto, I(Pg(f), g) = I(f, g)− 1.
2. Consideremos la siguiente expansión de f en polinomios homogéneos,
f = Fn + Fn+1 + · · · ,
donde Fn =
s∏
i=1
ci(aiX + biY )ri ,
s∑
i=1
ri = n, y aibj − ajbi 6= 0, si i 6= j (las formas
lineales aiX + biY y ajX + bjY de Fn, con i 6= j, son linealmente independientes).
Luego,
∂f
∂Y
=
∂Fn
∂Y
+
∂Fn+1
∂Y
+ · · · ,
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con
∂Fn
∂Y
=
s∑
i=1
ribici(aiX + biY )ri−1
s∏
j=1
j 6=i
cj(ajX + bjY )rj .
Veamos que dos términos de
∂Fn
∂Y
nunca se cancelan. En efecto, supongamos que
bi 6= 0, bk 6= con i 6= k y que
ribici(aiX+biY )ri−1
s∏
j=1
j 6=i
cj(ajX+bjY )rj = −rkbkck(akX+bkY )rk−1
s∏
j=1
j 6=k
cj(ajX+bjY )rj ,
o sea, ribi(akX + bkY ) = −rkbk(aiX + biY ), esto es,
(aiX + biY ) =
−ribi
rkbk
· (akX + bkY )
y como estamos asumiendo i 6= k, bi 6= 0 y bk 6= 0 se tiene que las formas lineales
(aix+ biy) y (akx + bky) son linealmente dependientes, lo que es una contradicción.
Por lo tanto, dos términos de
∂Fn
∂Y
nunca se cancelan.
Luego,
mult
(
∂Fn
∂Y
)
= ri − 1 +
s∑
j=1
j 6=i
rj =
s∑
j=1
rj − 1 = mult(f)− 1,
si bi 6= 0 para algún i ∈ {1, . . . , s}, o entonces
∂Fn
∂Y
= 0, si bi = 0 para todo
i ∈ {1, . . . , s}. Así, mult
(
∂Fn
∂Y
)
> mult(f)− 1, si, y solamente si, bi = 0 para todo
i ∈ {1, . . . , s}. Por lo tanto,
mult
(
∂f
∂Y
)
≥ mult(f)− 1,
Así mismo,
mult
(
∂f
∂Y
)
> mult(f)− 1,
si y solamente si bi = 0, para todo i ∈ {1, . . . , s}, o sea, si y solamente si el cono
tangente de Cf es de la forma
s∏
i=1
(aiX)ri, esto es, todas las ramas de Cf poseen misma
tangente que Cg.
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3. Como estamos asumiendo que g(X, Y ) = X, tenemos que mult(g) = 1. Así,
mult(Pg(f)) = mult(Pg(f)) ·mult(g)
Teo. 1.4.2
≤ I(Pg(f), g)
item 1= I(f, g)− 1,
= mult(f)mult(g)− 1, como f y g tienen tangentes distintas,
= mult(f)− 1,
por el item 2, se tiene mult(Pg(f)) ≥ mult(f)− 1. Luego,
mult(Pg(f)) = mult(f)− 1.
Por lo tanto, I(Pg(f), g) = mult(Pg(f)) ·mult(g), esto es las tangentes de Pg(f) no
coinciden con las tangentes de g. 2
1.5.1. Observaciones finales
Sea una curva algebroide plana irreducible Cf , n = β0, β1, . . . , βg los exponentes
característicos de Cf , y ηj y ǫj los enteros correspondientes a los exponentes caraterísticos
(vea la Sección 1.3). Deﬁnamos para j = 0, 1, . . . , g, el conjunto
Gj = Uǫj = {ζ ∈ C; ζ
ǫj = 1}.
Tenemos así,
Un = G0 ⊃ G1 ⊃ · · · ⊃ Gg = {1},
luego, la cardinalidad de Gj es ǫj , la cual denotaremos por ♯Gj .
Presentaremos dos resultados, que serán de utilidad para el capítulo 2.
Lema 1.5.2. Si ζ ∈ Gj \Gj+1 con j ∈ {0, . . . , g − 1}, entonces ζβj+1 6= 1.
Demostración: Como ζ ∈ Gj \ Gj+1, se tiene que ζǫj = 1 y ζǫj+1 6= 1. Suponemos que
ζβj+1 = 1, entonces ζǫj = ζβj+1 = 1. Pero, ǫj+1 = mcd(ǫj , βj+1), o sea, podemos expresar
ǫj+1 como ǫj+1 = aǫj + bβj+1, para algún a, b ∈ Z. Luego,
ζǫj+1 = (ζǫj)a · (ζβj+1)b = 1,
lo que contradice la hipótesis de ζ /∈ Gj+1. Luego, ζβj+1 6= 1. 2
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Proposición 1.5.1. Sea una curva algebroide plana irreducible Cf con multiplicidad n. Si
ζ ∈ Gk \Gk+1 y µ ∈ Gi \Gi+1 con i ≥ k y ζ 6= µ, entonces
mult(ϕ(ζT )− ϕ(µT )) = βk+1.
Demostración: Sean ζ, µ ∈ Un, con ζ 6= µ. Como ζ ∈ Gk \ Gk+1 y µ ∈ Gi \ Gi+1 con
i ≥ k, entonces ζj = µj = 1, para todo j < βk+1, esto es, ζjT j = µjT j, para todo j < βk+1.
Como ζ 6= µ, tenemos ζβk+1 6= µβk+1. Así, mult(ϕ(ζT )− ϕ(µT )) = βk+1. 2
Corolario 1.5.1. Sea una curva algebroide plana irreducible Cf con multiplicidad n. Si
ζ ∈ Gk \Gk+1,
mult(ϕ(ζT )− ϕ(T )) = βk+1.
Demostración: Basta tomar µ = 1 ∈ Un en la Proposición 1.5.1. 2
Por la deﬁnición de los exponentes característicos de Cf , podemos escribir un desarrollo
de Puiseux de Cf como sigue:
ϕ(X
1
n ) =
∑
i∈(n)
aiX
i
n + aβ1X
β1
n +
∑
i∈(ǫ1)
β1<i<β2
aiX
i
n + aβ2X
β2
n +
∑
i∈(ǫ2)
β2<i<β3
aiX
i
n + · · ·+
∑
i≥βg
aiX
i
n .
Lema 1.5.3 ([Bar96]). Sea ϕ(X
1
n ) un desarrollo de Puiseux de la rama C y ω una raíz
n-ésima de la unidad. Entonces
1. multx(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
β1
n
.
2. Si ϕ(X
1
n ) 6= ϕ(ωX
1
n ) y multX(ϕ(X
1
n )− ϕ(ωX
1
n )) >
βi
n
, entonces
multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βi+1
n
, para todo i ∈ {1, . . . , g − 1}.
Demostración:
1. Si
∑
i∈(n)
aiX
i
n + aβ1X
β1
n +
∑
i∈(ǫ1)
β1<i<β2
aiX
i
n + aβ2X
β2
n + · · · , entonces
ϕ(ωX
1
n ) =
∑
i∈(n)
ωiaiX
i
n + ωβ1aβ1X
β1
n +
∑
i∈(ǫ1)
β1<i<β2
ωiaiX
i
n + ωβ2aβ2X
β2
n + · · ·
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Por tanto, si i ∈ (n) entonces ωi = 1 y multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
β1
n
.
Ahora vemos la segunda parte del lema.
2. Procedamos por inducción sobre i.
Si multX(ϕ(X
1
n ) − ϕ(ωX
1
n )) >
β1
n
, entonces aβ1(1 − ω
β1) = 0. Esto nos da
ωn = ωβ1 = 1 y como ǫ1 = mcd(n, β1), existen r, s ∈ Z tales que ǫ1 = rn + sβ1
y ωǫ1 = 1. Por tanto,
si multX(ϕ(X
1
n )− ϕ(ωX
1
n )) >
β1
n
, entonces multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
β2
n
.
Suponemos que la propiedad es cierta para i y queremos probarla para i+ 1.
Si multX(ϕ(X
1
n )−ϕ(ωX
1
n )) >
βi
n
entonces aβk(1−ω
βk) = 0 para todo k ∈ {1, . . . , i}.
Esto nos da ωn = ωβ1 = · · · = ωβi = 1 y como ǫi = mcd(n, β1, . . . , βi), existen
r, s1, . . . , si ∈ Z tales que ǫi = rn+ s1β1 + · · ·+ siβi y ωǫi = 1. Por lo tanto,
multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βi+1
n
.
2
Corolario 1.5.2 ([Bar96]). Sea ϕ(X
1
n ) un desarrollo de Puiseux de la rama C y q ∈
{1, . . . , g}. Entonces
1. ♯
{
ω ∈ Un : ϕ(X
1
n ) 6= ϕ(ωX
1
n ) y multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βq
n
}
= ǫq−1 − 1.
2. ♯
{
ω ∈ Un : multX(ϕ(X
1
n )− ϕ(ωX
1
n )) =
βq
n
}
= (ηq − 1)ηq+1 · · · ηg.
Demostración:
1. De la demostración del lema anterior,
♯
{
ω ∈ Un : ϕ(X
1
n ) 6= ϕ(ωX
1
n ) y multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βq
n
}
= ♯{ω ∈ Un : ωn = ωβ1 = · · · = ωβq−1 = 1} − 1
= ♯(Un ∩ Uβ1 ∩ · · · ∩ Uβq−1)− 1
= ♯Umcd(n,β1,...,βq−1) − 1
= mcd(n, β1, . . . , βq−1)− 1 = ǫq−1 − 1.
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2. Para obtener esta segunda parte basta considerar:
♯
{
ω ∈ Un : multX(ϕ(X
1
n )− ϕ(ωX
1
n )) =
βq
n
}
= ♯
{
ω ∈ Un : multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βq
n
}
−♯
{
ω ∈ Un : multX(ϕ(X
1
n )− ϕ(ωX
1
n )) >
βq
n
}
= ♯
{
ω ∈ Un : multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βq
n
}
−♯
{
ω ∈ Un : multX(ϕ(X
1
n )− ϕ(ωX
1
n )) ≥
βq+1
n
}
= ǫq−1 − ǫq
=
(
ǫq−1
ǫq
− 1
)
ǫq
= (ηq − 1)
ǫq
ǫq+1
·
ǫq+1
ǫq+2
· · ·
ǫg−1
ǫg
= (ηq − 1)ηq+1 · · ·ηg.
2
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Definición 1.6.1. Una variedad compleja de dimensión n es un par (M,A), donde M
es un espacio topológico de Hausdorﬀ con base numerable y A = {(Uα, ϕα)}α∈I es una
colección de homeomorﬁsmos
ϕα : Uα → Vα,
donde Uα es un abierto de M y Vα es un abierto de C
n, que satisfacen las dos condiciones
siguientes:
a) M =
⋃
α∈I
Uα.
b) Si (Uα, ϕα), (Uβ, ϕβ) ∈M son tales que Uα ∩ Uβ 6= ∅ entonces
ϕβ ◦ ϕ
−1
α : ϕα(Uα ∩ Uβ)→ ϕβ(Uα ∩ Uβ),
es un biholomorﬁsmo.
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Sean (M,A) una variedad compleja de dimensión n y p ∈M, consideremos (U, ϕ) ∈ A
tal que p ∈ U y denotemos por z = (z1, . . . , zn) las coordenadas complejas de ϕ(U) ⊆ Cn.
El espacio tangente holomorfo de M en el punto p, al cual denotaremos por Tp(M),
es por deﬁnición, el C−espacio vectorial generado por
∂
∂z1
(p), . . . ,
∂
∂zn
(p).
A partir de ahora denotaremos por M a la variedad compleja (M,A).
Sea M una variedad compleja de dimensión n ≥ 2.
Definición 1.6.2. Una foliación holomorfa no singular de dimensión k (o codimensión
n− k) en M, donde 1 ≤ k ≤ n− 1, es dada por la siguiente información:
a) M posee una cobertura {Uα}α∈I de abiertos.
b) Para cada α ∈ I, un biholomorﬁsmo Φα : Uα → Dk ×Dn−k, donde D ⊂ C es el disco
unitario en el origen.
c) Siempre que Uαβ = Uα ∩ Uβ 6= ∅,
Φαβ : Φα(Uαβ) → Φβ(Uαβ)
(z, w) 7→ Φβ ◦ Φ−1α (z, w) = (ϕ1, ϕ2)
donde Φαβ(z, w) = (ϕ1(z, w), ϕ2(w)).
Cada abierto Uα es llamado abierto trivializador de la foliación. Por el ítem b), Uα es
descompuesto en variedades de dimensión k de la forma Φ−1α (D
k×w0), donde w0 ∈ Dn−k son
llamadas placas. Por el ítem c), las placas se sobreponen en las intersecciones de abiertos
trivializadores de la siguiente forma: si Pα ⊂ Uα y Pβ ⊂ Uβ son placas, o Pα ∩ Pβ = ∅, o
Pα ∩ Uβ = Pα ∩ Pβ = Pβ ∩ Uα.
En M deﬁnimos la siguiente relación de equivalencia: p ∼ q si y solo si existen placas
P1, . . . , Pn con p ∈ P1 y q ∈ Pn tales que Pi ∩ Pi+1 6= ∅, para i = 1, . . . , n − 1. La
clase de equivalencia de p ∈ M por esta relación es llamada hoja por p. Cada hoja con
la topología generada por los abiertos de sus placas, posee una estructura de variedad
compleja de dimensión k inmersa en M. Una foliación proporciona, una descomposición
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de la variedad en subvariedades inmersas de dimensión k, dos a dos disjuntas. Decimos que
dos foliaciones son iguales si todas sus hojas coinciden.
Observación 1.6.1. Una foliación también puede ser dada por el siguiente conjunto de
informaciones:
a) Una cobertura {Uα}α∈I de M por abiertos.
b) Para cada α ∈ I, una inmersión holomorfa Ψα : Uα → Cn−k.
c) Siempre Uαβ = Uα ∩ Uβ 6= ∅, una aplicación holomorfa
Ψαβ : Uαβ → GL(n− k,C)
donde Ψα|Uαβ = ΨαβΨβ|Uαβ .
Definición 1.6.3. Sea M una variedad compleja de dimensión n. Un campo de vectores
tangentes en M es una aplicación Z : M →
⋃
p∈M
Tp(M) que a cada p ∈ M le asocia un
vector Z(p) ∈ Tp(M).
Observación 1.6.2. Dado el conjunto TM = {(p, v) : p ∈M, v ∈ Tp(M)}, el cual tiene
una estructura de variedad compleja de dimensión 2n.
Definición 1.6.4. Sean M y N variedades complejas de dimensiones n, F ∈
Bihol(M,N ) y Z : N → TN un campo de vectores. El pull-back de Z bajo F es el
campo de vectores F ∗(Z) :M→ TM deﬁnido por
F ∗(Z)(p) = [((F−1)′ · Z) ◦ F ](p) = (F−1)′(F (p))Z(F (p)).
Observación 1.6.3.
1. Sea p ∈ M, como (F−1)′(F (p)) : TF (p)N → TpM es lineal y Z(F (p)) ∈ TF (p)N ,
entonces
F ∗(Z)(p) = (F−1)′(F (p))Z(F (p)), para todo p ∈M
esto muestra que F ∗(Z) es un campo de vectores tangentes.
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2. Denotaremos por X (M) al conjunto de todos los campos holomorfos tangentes a M.
3. De las deﬁniciones anteriores se sigue que si M y N son variedades analíticas
complejas de dimensión n, F ∈ Bihol(M,N ) y Z ∈ X (N ), entonces F ∗(Z) ∈
X (M).
A continuación daremos unas propiedades, las cuales se prueban usando la deﬁnición
1.6.4.
Proposición 1.6.1 ([Ben09]). Sean M y N son variedades analíticas complejas de
dimensión n y F ∈ Bihol(M,N ). Se cumplen las siguientes propiedades.
1. F ∗(Z + Y ) = F ∗(Z) + F ∗(Y ), para todo Z, Y ∈ X (N ).
2. F ∗(aZ) = aF ∗(Z), para todo Z ∈ X (N ) y para todo a ∈ C.
3. F ∗(fZ) = (f ◦ F )F ∗(Z), para todo Z ∈ X (N ) y para todo f ∈ O(N ).
Demostración:
1. Dado p ∈M, por deﬁnición de Pull-back, tenemos
F ∗(Z + Y )(p) = (F−1)′(F (p))(Z + Y )(F (p))
= (F−1)′(F (p))Z(F (p)) + (F−1)′(F (p))Y (F (p))
= F ∗(Z)(p) + F ∗(Y )(p).
Por lo tanto, F ∗(Z + Y ) = F ∗(Z) + F ∗(Y ).
2. Dado p ∈M, por deﬁnición de Pull-back, tenemos
F ∗(aZ)(p) = (F−1)′(F (p))(aZ)(F (p))
= a(F−1)′(F (p))Z(F (p))
= aF ∗(Z)(p).
Por lo tanto, aF ∗(Z) = aF ∗(Z).
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3. Dado p ∈M, por deﬁnición de Pull-back, tenemos
F ∗(fZ)(p) = (F−1)′(F (p))(fZ)(F (p))
= (F−1)′(F (p))[f(F (p))Z(F (p))]
= f(F (p))F ∗(Z)(p) = [(f ◦ F )F ∗(Z)](p).
Por lo tanto, F ∗(fZ) = (f ◦ F )F ∗(Z).
2
Proposición 1.6.2 ([Ben09]). Sean M, N y P variedades analíticas complejas de
dimensión n, F ∈ Bihol(M,N) y G ∈ bihol(N,P ). Se cumple:
(G ◦ F )∗(Z) = F ∗(G∗(Z)), para todo Z ∈ X (P).
Demostración: Dado p ∈M, por deﬁnición de Pull-back, tenemos
(G ◦ F )∗(Z)(p) = ((G ◦ F )−1)′((G ◦ F )(p))Z((G ◦ F )(p))
= (F−1 ◦G−1)′((G ◦ F )(p))Z((G ◦ F )(p))
= (F−1)′(F (p))(G−1)′((G ◦ F )(p))Z((G ◦ F )(p))
= (F−1)′(F (p))G∗(Z)(F (p)), G∗(Z) ∈ X (N )
= F ∗(G∗(Z))(p).
Por lo tanto, (G ◦ F )∗(Z) = F ∗(G∗(Z)). 2
Proposición 1.6.3 ( [Ben09]). Sean U, V ⊆ Cn abiertos, F ∈ Bihol(U, V ). Si{
∂
∂z1
, . . . ,
∂
∂zn
}
y
{
∂
∂w1
, . . . ,
∂
∂wn
}
son las bases para los campos de vectores en U y
V respectivamente, entonces
F ∗
(
∂
∂wj
)
=
∂F−1
∂wj
◦ F =
n∑
i=1
(
∂fi
∂wj
)
∂
∂zi
, para todo j = 1, . . . , n
donde F−1 = (f1, . . . , fm).
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Demostración: Ver [Ben09] página 45. 2
Sean (M,A) una variedad analítica de dimensión n y Z ∈ X (M). Dado (Uα, ϕα) ∈ A,
denotaremos por
{
∂
∂zα1
, · · · ,
∂
∂zαn
}
a la base de X (ϕα(Uα)), tenemos que (ϕ−1α )
∗(Z) ∈
X (ϕα(Uα)), luego existen a1, . . . , an ∈ O(X (ϕα(Uα))) tales que (ϕ−1α )
∗(Z) =
n∑
j=1
aj
∂
∂zαj
,
entonces
Z = (ϕα)∗
 n∑
j=1
aj
∂
∂zαj
 = n∑
j=1
(aj ◦ ϕα)(ϕα)∗
∂
∂zαj
.
Si denotamos Zαj = (ϕα)
∗
(
∂
∂zαj
)
y aαj = aj ◦ ϕα ∈ O(Uα) tenemos que
Z =
n∑
j=1
aαj Z
α
j .
De esta manera {Zα1 , . . . , Z
α
n} es una base de X (Uα), llamado referencial móvil de Z en
la carta (Uα, ϕα).
Sea (Uβ, ϕβ) ∈ A tal que Uαβ = Uα ∩ Uβ 6= ∅, denotando
{
∂
∂zβ1
, · · · ,
∂
∂zβn
}
la base
de X (ϕβ(Uβ)) y Z
β
j = (ϕβ)
∗ ∂
∂zβj
∈ X (Uβ), tenemos que {Z
β
1 , . . . , Z
β
n} es una base
de X (Uβ). Veremos como se relacionan {Zα1 , . . . , Z
α
n} y {Z
β
1 , . . . , Z
β
n} en Uαβ . Como
ϕβ◦ϕ−1α ∈ Bihol(ϕα(Uαβ), ϕα(Uαβ)) y denotando ϕβ◦ϕ
−1
α = (f1, . . . , fn), por la proposición
1.6.3 se tiene
(ϕ−1α )
∗(Zβj ) = (ϕ
−1
α )
∗
(ϕβ)∗
 ∂
∂zβj
 = (ϕβ ◦ ϕ−1α )∗
 ∂
∂zβj
 = n∑
i=1
∂fi
∂zβj
◦ (ϕβ ◦ ϕ−1α )
∂
∂zαj
,
luego
Zβj = (ϕα)
∗
 n∑
i=1
∂fi
∂zβj
◦ (ϕβ ◦ ϕ−1α )
∂
∂zαj

=
n∑
i=1
 ∂fi
∂zβj
◦ ϕβ
 (ϕα)∗
(
∂
∂zαj
)
=
n∑
i=1
 ∂fi
∂zβj
◦ ϕβ
Zαi .
Sean M una variedad compleja de dimensión n y Z ∈ X (M). Decimos que p ∈ M
punto singular de Z si y solo si Z(p) = 0 = (p, 0), caso contrario diremos que p es un punto
regular de Z. Denotaremos por Sing(Z) al conjunto de todos los puntos singulares de Z.
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Teorema 1.6.1 ([Ben09] Teorema del flujo tubular para variedades). Sean M una
variedad compleja de dimensión n y Z ∈ X (M). Si p ∈ M punto regular de Z entonces
existe (Uα, ϕα) ∈ A con p ∈ Uα tal que ϕα(Uα) = ∆1×∆n−1 (donde ∆k denota un polidisco
abierto en Ck) y ϕ∗
(
∂
∂z1
)
= Z en Uα (donde z = (z1, z′) ∈ C×Cn−1 son las coordenadas
de ϕα(Uα)).
Ejemplo 1.6.1. Sea M una variedad compleja y Z un campo de vectores tangentes
holomorfos en M tal que Z(p) 6= 0, para todo p ∈ M . Veremos que el campo Z induce
una foliación sobre M. En efecto: por el teorema 1.6.1 tenemos que dado p ∈M, existe
(Uα, ϕα) ∈ A con p ∈ Uα tal que ϕα(Uα) = ∆1 × ∆n−1 y ϕ∗
(
∂
∂z1
)
= Z en Uα (donde
z = (z1, z′) ∈ C× Cn−1 son las coordenadas de ϕα(Uα)).
Consideremos la familia A′ = {(Uα, ϕα)}α∈I es claro que satisface las dos primeras
condiciones de la deﬁnición 1.6.2 (con k = 1). En cuanto a la tercera condición, sea
(Uα, ϕα), (Uβ, ϕβ) ∈ A′ tales que Uαβ 6= ∅. Denotando por w = (w1, w′) a las coordenadas
de ϕβ(Uβ), de la deﬁnición de A′ y propiedades del pull-back se tiene,
(ϕβ ◦ ϕ−1α )
∗
(
∂
∂w1
)
=
∂
∂z1
en ϕα(Uαβ).
Por otro lado, los cambios de coordenadas ϕβ ◦ ϕ−1α : ϕα(Uαβ) → ϕβ(Uαβ) lo podemos
escribir de la forma
(ϕβ ◦ ϕ−1α )(z1, z
′′) = (f1(z1, z′′), . . . , fn(z1, z′′)).
Por la proposición 1.6.3 tenemos
∂
∂w1
= (ϕα ◦ ϕ−1β )
∗
(
∂
∂z1
)
=
n∑
i=1
(ϕα ◦ ϕ−1β )
∗
(
∂fi
∂z1
)
∂
∂wi
,
de donde se sigue que
∂fi
∂z1
◦ ϕα ◦ ϕ
−1
β = 0, para todo i ≥ 2.
De esta manera f2, . . . , fn no dependen de z1 y la tercera condición de la deﬁnición 1.6.2
está satisfecha.
Observación 1.6.4. Una foliación de dimensión 1 es inducida localmente por campos de
vectores no singulares.
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En efecto: Para cada abierto trivializador Uα, tomemos el campo vα = (Φα)∗
(
∂
∂z1
)
donde
(z1, (z2, . . . , zn)) ∈ D × Dn−1. Si Uαβ 6= ∅, para cada p ∈ Uαβ , por lo visto anteriormente
existe fαβ(p) ∈ C∗ tal que vα = fαβvβ , donde fαβ es una función holomorfa. Por lo tanto,
el siguiente conjunto de datos:
a) Una cobertura {Uα}α∈I de M por abiertos.
b) Para cada α ∈ I, un campo de vectores holomorfo no singular vα en Uα.
c) Siempre que Uαβ 6= ∅, una función holomorfa
fαβ : Uαβ → C∗
tal que vα|Uαβ = fαβvβ|Uαβ .
Deﬁnen una foliación de dimensión 1 en M por la observación 1.6.1. 2
Definición 1.6.5. Una foliación holomorfa singular de dimensión k (o codimensión n−k),
donde 1 ≤ k ≤ n − 1, en una variedad compleja M es una foliación no singular de
dimensión k en M\ S, donde S es un conjunto analítico4 en M de codimensión mayor o
igual a 2.
El conjunto S de la deﬁnición anterior será minimal en el sentido: no existe subconjunto
analítico propio S ′ ⊂ S tal que una foliación regular en M\ S se extienda a M\ S ′. En
esas condiciones, S es llamado el conjunto singular de la foliación F y es denotado por
Sing(F). Los elementos de Sing(F) son llamados puntos singulares o singularidades,
en cuanto a los elementos deM\Sing(F) son llamados puntos regulares. Las hojas de F
son, por deﬁnición, las hojas de la foliación regular F|M\Sing(F). Dos foliaciones singulares
F y F ′ son iguales si:
i) Sing(F) = Sing(F ′).
4Sea X un subconjunto de una variedad compleja M. X es un subconjunto analítico de M, si para
cada x ∈ M existen una vecindad abierta U ⊂ M de x y una función holomorfa f : U → Cp tales que
X ∩ U = f−1(0) (p puede depender de x).
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ii) Las foliaciones regulares F|M\Sing(F) y F ′|M\Sing(F ′) son iguales.
A partir de ahora, usaremos el término de foliación para designar foliación holomorfa
singular.
Proposición 1.6.4 ([MS01]). Toda foliación de dimensión 1 es inducida localmente por
un campo de vectores holomorfo.
Demostración: Como el problema es local, se puede considerar en un polidisco P ⊂ Cn.
Sea F una foliación en P . F|P\Sing(F) es una foliación no singular, por la observación 1.6.4
existe una cobertura abierta {Uα}α∈I de P \ Sing(F) y campos de vectores vα induciendo
F|Uα, satisfaciendo vα|Uαβ = fαβvβ|Uαβ siempre que Uαβ 6= ∅, donde fαβ : Uαβ → C
∗ es una
función holomorfa. Sea vα = (v
(α)
1 , . . . , v
(α)
n ), como P \ Sing(F) es convexo
5, suponemos
que v(α)n 6≡ 0 para todo α ∈ I. Para cada α ∈ I,
g
(α)
1 =
v
(α)
1
v
(α)
n
, . . . , g
(α)
n−1 =
v
(α)
n−1
v
(α)
n
son funciones meroformas en Uα. Si Uαβ 6= ∅, como vα|Uαβ = fαβvβ|Uαβ tenemos
v
(α)
i = fαβv
(β)
i , para todo i ∈ {1, . . . , n− 1}
luego,
g
(α)
i =
v
(α)
i
v
(α)
n
=
fαβv
(α)
i
fαβv
(α)
n
=
v
(β)
i
v
(β)
n
= g(β)i .
Así,
g
(α)
i = g
(β)
i , para todo i ∈ {1, . . . , n− 1}. (1.9)
Las deﬁniciones locales de (1.9) son compatibles y deﬁnen funciones meromorfas g1, . . . , gn
en P \ Sing(F). Una vez que Sing(F) tiene codimensión por lo menos 2, el teorema
de Levi6 nos permite extender g1, . . . , gn−1 a funciones meromorfas en P , denotadas por
5Proposición: Sea A un conjunto analítico con dominio D, A 6= D, entonces D −A es conexo.
6Teorema de extensión de Levi [GH14]: Sea f una función meromorfa definida fuera de una
variedad analítica de codimensión≥ 2 en una variedad compleja M. Entonces f se extiende a una función
meromorfa en M.
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g1, . . . , gn−1. Sea h el m.c.m. de sus denominadores (en un polidisco una función meromorfa
es el cociente de 2 funciones holomorfas7). El campo v = (hg1, . . . , hgn−1, h) es holomorfa
en P , su conjunto singular está contenido en Sing(F) e induce F (por el ejemplo 1.6.1)
en M\ Sing(F). Por lo tanto, F es una foliación de dimensión 1 inducida localmente por
v. 2
1.7. Índice CS, de variación y GSV
Para mayor entendimiento de los siguientes elementos, puede verse [MS01]. Dada una
foliación singular F , p una singularidad de F y S una separatriz en torno de p. Una
separatriz de ω es un germen de curva S cuya ecuación reducida f = 0, f ∈ C{x, y}
veriﬁca
ω ∧ df = f · η
donde η es una 2-forma.
Lema 1.7.1 ( [MS01]). Tomamos una 1-forma holomorfa ω que induce F en torno de
p y una función holomorfa f tal que f = 0 ecuación reducida de S con las condiciones
de arriba, existen gérmenes de funciones holomorfas g y h, relativamente primos y no
idénticamente nulos sobre S y germen de 1-forma holomorfa η tal que
gω = hdf + fη. (1.10)
Demostración: Consideremos el problema en una vecindad (0, 0) ∈ C2. Escribimos
ω = pdx + qdy. Mediante un cambio de coordenadas, si es necesario, podemos suponer
que {x = 0} no es invariante por F , lo que nos da q 6≡ 0 y fy 6≡ 0,
df ∧ ω = (fxdx+ fydy) ∧ (pdx+ qdy) y
df ∧ ω = (fxq − fyp)dx ∧ dy.
Una vez que S es invariante por F , tenemos
fk = fxq − fyp, (1.11)
7Teorema 8 sección O de [Gun90].
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para alguna función holomorfa k, o sea
df ∧ ω = fkdx ∧ dy.
Por lo tanto,
fyω = fy(pdx+ qdy)
fyω = fypdx+ fyqdy
fyω = (fxq − fk)︸ ︷︷ ︸
por (1.11)
dx+ fyqdy
fyω = (fxdx+ fydy)q − fkdx
fyω = qdf + f(−kdx),
genera una descomposición como en (1.10), donde g = fy, h = q y η = −kdx. 2
Sea p una singularidad de F y S una separatriz en p. Tomamos f = 0, una ecuación
local reducida de S, ω = 0 una ecuación local de F y por el Lema 1.7.1 asociamos la
descomposición gω = hdf + fη. Denotamos por ∂S la curva S ∩Sǫ, donde Sǫ es una esfera
de radio ǫ > 0 suﬁcientemente pequeño con centro en p.
Definición 1.7.1 ([MS01]). El índice de Camacho-Sad de F con respecto a S en p es
deﬁnido por
CS(F , S, p) = −
1
2πi
∫
∂S
η
h
.
Si p /∈ Sing(F), por convención CS(F , S, p) = 0.
Proposición 1.7.1. El índice CS no depende de la ecuación local de F y S, de la
descomposición tomada y de ǫ > 0.
Demostración:
1. No depende de la 1-forma holomorfa ω que deﬁne la foliación F . En efecto,
supongamos que existe otra 1-forma holomorfa ω1 tal que ω1 = 0 deﬁne F , existe
una función holomorfa ϕ que no se anula en una vecindad en p tal que ω1 = ϕω.
Utilizando la descomposición gω = hdf + fη, tenemos
gω1 = ϕ(hdf + fη) = ϕhdf + ϕfη
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es una descomposición de ω1, así
−
1
2πi
∫
∂S
ϕη
ϕh
= −
1
2πi
∫
∂S
η
h
= CS(F , S, p).
2. No depende de la expresión de la función irreducible f que deﬁne S = {f = 0}. En
efecto, si consideramos que S = {f1 = 0} entonces existe una función holomorfa no
nula ψ tal que
f = ψf1, donde ψ(p) 6= 0,
por la descomposición del Lema 1.7.1
gω = hdf + fη = h(ψdf1 + f1dψ) + ψf1η = hψdf1 + f1(hdψ + ψη),
así,
−
1
2πi
∫
∂S
hdψ + ψη
hψ
= −
1
2πi
∫
∂S
dψ
ψ
−
1
2πi
∫
∂S
η
h
= −
1
2πi
∫
∂S
η
h
= CS(F , S, p).
Puesto que ψ es no nula y holomorfa
1
2πi
∫
∂S
dψ
ψ
es cero.
3. No depende de la descomposición. En efecto, consideremos dos descomposiciones
de ω y f :
gω = hdf + fη,
g˜ω = h˜df + f η˜.
Tenemos
0 = gω ∧ g˜ω = hfdf ∧ η˜ + fh˜η ∧ df + f 2η ∧ η˜,
donde
(h˜η − hη˜) ∧ df + fη ∧ η˜ = 0.
Se concluye que, sobre S, h˜η − hη˜ ≡ 0.Por lo tanto,
−
1
2πi
∫
∂S
η˜
h˜
= −
1
2πi
∫
∂S
η
h
= CS(F , S, p).
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4. No depende de ǫ. En efecto, sean ∂S1 = S∩Sǫ1 la curva analítica real y consideremos
la variedad con borde R contenido en S cuyo borde es precisamente ∂S−∂S1. Como
η
h
es holomorfa en R, luego
η
h
es cerrada en R y por el teorema de Stokes
∫
∂S
η
h
−
∫
∂S1
η
h
=
∫
∂R
η
h
=
∫
R
d
(
η
h
)
= 0.
Por lo tanto, ∫
∂S1
η
h
=
∫
∂S
η
h
= CS(F , S, p).
2
Sea p ∈ Sing(F) y una 1-forma holomorfa ω que induce F en una vecindad U de p.
Dado un punto regular q ∈ U , existe en una vecindad de q, una 1-forma holomorfa ν tal
que
dω = ν ∧ ω.
Definición 1.7.2 ([MS01]). El índice de variación de F con respecto a S en p es deﬁnido
por
V ar(F , S, p) =
1
2πi
∫
∂S
ν.
Si p /∈ Sing(F), por convención V ar(F , S, p) = 0.
El índice V ar(F , S, p) está bien deﬁnido porque no depende de la ecuación local de F ,
es decir ω, de f que deﬁne S y ǫ.
Definición 1.7.3 ([MS01]). El índice de Gómez-Mont-Seade-Verjovsky de F con respecto
a S en p es deﬁnido por
GSV (F , S, p) =
1
2πi
∫
∂S
d(h/g)
h/g
=
1
2πi
∫
∂S
dh
h
−
dg
g
.
Si p /∈ Sing(F), por convención GSV (F , S, p) = 0.
Ejemplo 1.7.1. Sea F la foliación inducida en una vecindad de (0, 0) ∈ C2 por
ω(x, y) = x(λ1 + yf(x, y))dy − y(λ2 + xg(x, y))dx,
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donde λ1, λ2 6= 0 y f, g son holomorfas. S1 : {y = 0} y S2 : {x = 0} son separatrices.
Tenemos
GSV (F , S1, 0) =
∫
∂S1
dx((λ1 + yf(x, y)))
x(λ1 + yf(x, y))
= 1.
De manera análoga, se tiene GSV (F , S2, 0) = 1.
Proposición 1.7.2. El índice GSV no depende de la ecuación local de F y S, de la
descomposición tomada y de ǫ > 0.
Demostración:
1. No depende de la 1-forma holomorfa ω que deﬁne la foliación F . En efecto,
supongamos que existe otra 1-forma holomorfa ω1 tal que ω1 = 0 deﬁne la foliación
F , tenemos que existe una función holomorfa ϕ que no se anula en una vecindad en
p tal que ω1 = ϕω. Utilizando la descomposición gω = hdf + fη, tenemos
gω1 = ϕ(hdf + fη) = ϕhdf + ϕfη
es una descomposición de ω1, así
1
2πi
∫
∂S
d(ϕh/g)
ϕh/g
=
1
2πi
∫
∂S
d(ϕh)g−ϕhdg
g2
ϕh/g
=
1
2πi
∫
∂S
d(ϕh)g − ϕhdg
ϕhg
=
1
2πi
∫
∂S
dϕhg + ϕdhg − ϕhdg
ϕhg
=
1
2πi
∫
∂S
dϕ
ϕ
+
dh
h
−
dg
g
=
1
2πi
∫
∂S
dϕ
ϕ
+
1
2πi
∫
∂S
dh
h
−
dg
g
=
1
2πi
∫
∂S
dh
h
−
dg
g
= GSV (F , S, p).
Puesto que ϕ es no nula y holomorfa
1
2πi
∫
∂S
dϕ
ϕ
es cero.
2. No depende de la expresión de la función irreducible f que deﬁne S = {f = 0}. En
efecto, si consideramos que S = {f1 = 0} entonces existe una función holomorfa no
nula ψ tal que
f = ψf1, donde ψ(p) 6= 0,
luego utilizando nuevamente la descomposición del Lema 1.7.1
gω = hdf + fη = h(ψdf1 + f1dψ) + ψf1η = hψdf1 + f1(hdψ + ψη),
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así,
1
2πi
∫
∂S
d(ψh/g)
ψh/g
=
1
2πi
∫
∂S
d(ψh)g−ψhdg
g2
ψh/g
=
1
2πi
∫
∂S
d(ψh)g − ψhdg
ψhg
=
1
2πi
∫
∂S
dψhg + ψdhg − ψhdg
ψhg
=
1
2πi
∫
∂S
dψ
ψ
+
dh
h
−
dg
g
=
1
2πi
∫
∂S
dψ
ψ
+
1
2πi
∫
∂S
dh
h
−
dg
g
=
1
2πi
∫
∂S
dh
h
−
dg
g
= GSV (F , S, p).
Puesto que ψ es no nula y holomorfa
1
2πi
∫
∂S
dψ
ψ
es cero.
3. No depende de la descomposición. En efecto, consideremos dos descomposiciones
de ω y f :
gω = hdf + fη,
g˜ω = h˜df + f η˜.
Entonces ω =
h
g
df +
f
g
η y ω =
h˜
g˜
df +
f
g˜
η˜, diferenciando la primera expresión,
considerando en S; gω = hdf ; S = {f = 0},
dω = d
(
h
g
)
∧ df + d
(
f
g
)
∧ η +
f
g
dη
dω = d
(
h
g
)
∧ df +
dfg − fdg
g2
∧ η
dω = d
(
h
g
)
∧ df +
df
g
∧ η =
(
d
(
h
g
)
−
η
g
)
∧ df
dω =
(
d
(
h
g
)
−
η
g
)
∧
g
h
ω
dω =
(
d
(
h
g
)
g
h
−
η
h
)
∧ ω.
Así por la Deﬁnición 1.7.2,
V ar(F , S, p) =
1
2πi
∫
∂S
d
(
h
g
)
g
h
−
η
h
=
1
2πi
∫
∂S
d(h/g)
h/g
−
1
2πi
∫
∂S
η
h
.
Análogamente
dω =
(
d
(
h˜
g˜
)
g˜
h˜
−
η˜
h˜
)
∧ ω,
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y
V ar(F , S, p) =
1
2πi
∫
∂S
d
(
h˜
g˜
)
g˜
h˜
−
η˜
h˜
=
1
2πi
∫
∂S
d(h˜/g˜)
h˜/g˜
−
1
2πi
∫
∂S
η˜
h˜
,
luego
1
2πi
∫
∂S
d(h/g)
h/g
−
1
2πi
∫
∂S
η
h
=
1
2πi
∫
∂S
d(h˜/g˜)
h˜/g˜
−
1
2πi
∫
∂S
η˜
h˜
.
Pero como CS(F , S, p) no depende de la descomposición
CS(F , S, p) = −
1
2πi
∫
∂S
η
h
= −
1
2πi
∫
∂S
η˜
h˜
.
Así
1
2πi
∫
∂S
d(h/g)
h/g
−
1
2πi
∫
∂S
d(h˜/g˜)
h˜/g˜
−
1
2πi
∫
∂S
η
h
+
1
2πi
∫
∂S
η˜
h˜
= 0
1
2πi
∫
∂S
d(h/g)
h/g
−
1
2πi
∫
∂S
d(h˜/g˜)
h˜/g˜
+ CS(F , S, p)− CS(F , S, p) = 0.
Por lo tanto,
1
2πi
∫
∂S
d(h˜/g˜)
h˜/g˜
=
1
2πi
∫
∂S
d(h/g)
h/g
= GSV (F , S, p).
4. No depende de ǫ. En efecto, sean ∂S1 = S∩Sǫ1 la curva analítica real y consideremos
la variedad con borde R contenido en S cuyo borde es precisamente ∂S−∂S1. Como
β =
d(h/g)
h/g
es holomorfa en R, luego β es cerrada en R y por teorema de Stokes
∫
∂S
d(h/g)
h/g
−
∫
∂S1
d(h/g)
h/g
=
∫
∂R
β =
∫
R
dβ = 0.
Por lo tanto, ∫
∂S1
d(h/g)
h/g
=
∫
∂S
d(h/g)
h/g
= GSV (F , S, p).
2
Definición 1.7.4. Un punto p ∈ Sing(F) es no dicrítico si F tiene sólo un número
ﬁnito de separatrices en p.
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Definición 1.7.5. Una foliación F es curva generalizada no dicrítica8 si
GSV (F , S, p) = 0, donde p es una singularidad de F no dicrítica y S es la unión de
separatrices en p.
8 [CNS+84] Se dice que es curva generalizada no dicrítica si en su reducción de singularidades no
aparecen componentes dicríticas ni puntos silla-nodo.
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Capı´tulo 2
Descomposición de una curva polar
Para este segundo capítulo tomaremos como referencia [Bar96, GP91, KL77]. En el
presente capítulo estudiaremos el contacto entre dos ramas que es una manera de medir la
coincidencia de las parametrizaciones de Newton-Puiseux de dos curvas planas irreducibles.
La inclusión de este concepto nos permitirá calcular el índice de intersección de dos curvas
algebroides planas irreducibles, cuando están dadas por sus parametrizaciones de Newton-
Puiseux, enunciaremos el Teorema de Kuo-Lu, el cual da una relación entre los órdenes de
coincidencia de dos parametrizaciones de Newton-Puiseux de una curva algebroide plana y
los órdenes de coincidencia de una parametración de esta con una parametrización de su
curva polar; por último, conoceremos un resultado conocido como el Teorema de Merle.
2.1. Noción de contacto
Sean Cf y Cg dos curvas algebroides planas irreducibles con multiplicidades n y m,
respectivamente. Sean {yi(X
1
n )}ni=1 y {zj(X
1
m )}mj=1 los conjuntos de parametrizaciones de
Newton-Puiseux de Cf y Cg, respectivamente. Deﬁnimos el contacto entre Cf y Cg como:
cont(Cf , Cg) = n · ma´x
1≤i≤n
1≤j≤m
{multX(yi(X
1
n )− zj(X
1
m ))} ∈ Q ∪ {∞}.
En particular, cont(Cf , Cg) =∞ indica que Cf y Cg tienen una componente en común.
2.1. Noción de contacto
Ejemplo 2.1.1. Sean Cf y Cg dos curvas algebroides planas cuyas parametrizaciones de
Newton-Puiseux son:
Cf :

y1 = X
3
2 + 2X
9
4 ,
y2 = −X
3
2 + 2iX
9
4 ,
y3 = X
3
2 − 2X
9
4 ,
y4 = −X
3
2 − 2iX
9
4 ,
y
Cg :

z1 = 3X
5
2 +X6,
z2 = −3X
5
2 +X6.
Luego, cont(Cf , Cg) = 4 ·
3
2
= 6 y cont(Cg, Cf) = 2 ·
3
2
= 3.
El ejemplo anterior muestra que no siempre tenemos la igualdad entre cont(Cf , Cg) y
cont(Cg, Cf), sin embargo
cont(Cg, Cf) = m · ma´x
1≤i≤n
1≤j≤m
{multX(zj(X
1
m )− yi(X
1
n ))},
= m · ma´x
1≤i≤n
1≤j≤m
{multX(yi(X
1
n )− zj(X
1
m ))},
= m ·
cont(Cf , Cg)
n
.
Por lo tanto,
cont(Cf , Cg)
mult(f)
=
cont(Cg, Cf)
mult(g)
.
Dados yi(X
1
n ) una parametrización de Cf y zj(X
1
m ) una parametrización de Cg, ambas
se puede ver como dos elementos de C{X
1
nm} como sigue:
yi(X
1
n ) =
∑
r≥l
arX
rm
nm ,
zj(X
1
m ) =
∑
s≥k
bsX
sn
nm .
Ahora si queremos ver lo anterior en una variable T es suﬁciente tomar X = T nm y,
yi(Tm) =
∑
r≥l
arT
rm,
zj(T n) =
∑
s≥k
bsT
sn.
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De esto obtenemos otra manera de tener el contacto entre Cf y Cg.
Lema 2.1.1.
cont(Cf , Cg) =
1
m
· ma´x
1≤i≤n
1≤j≤m
{multT (yi(Tm)− zj(T n))}.
Demostración: Dados yi(X
1
n ) =
∑
r≥l
arX
rm
nm una parametrización de Cf y zj(X
1
m ) =
∑
s≥k
bsX
sn
nm una parametrización de Cg. Si multX(yi(X
1
n )− zj(X
1
m )) =
α
nm
, entonces:
ar = bs, para todo rm < α y sn < α,
ar0 6= bs0 , r0m = s0n = α.
Tenemos:
yi(Tm)− zj(T n) =
∑
r≥l
arT
rm −
∑
s≥k
bsT
sn = (ar0 − bs0)︸ ︷︷ ︸
6=0
T α + · · ·
donde mulT (yi(Tm)− zj(T n)) = α y
multX(yi(X
1
n )− zj(X
1
m )) =
α
nm
=
multT (yi(Tm)− zj(T n))
nm
.
Luego,
cont(Cf , Cg) = n · ma´x
1≤i≤n
1≤j≤m
{multX(yi(X
1
n )− zj(X
1
m ))},
= n · ma´x
1≤i≤n
1≤j≤m
{
multT (yi(Tm)− zj(T n))
nm
}
,
=
1
m
· ma´x
1≤i≤n
1≤j≤m
{multT (yi(Tm)− zj(T n))}.
Por lo tanto,
cont(Cf , Cg) =
1
m
· ma´x
1≤i≤n
1≤j≤m
{multT (yi(Tm)− zj(T n))}.
2
Veremos en el siguiente resultado que si ﬁjamos una parametrización de Newton-
Puiseux de Cf , digamos y(X
1
n ), y calculamos el orden de coincidencia con todas las
parametrizaciones {zj(X
1
m )}mj=1 de la curva Cg, tenemos:
ma´x
1≤j≤m
{multX(y(X
1
n )− zj(X
1
m ))} = ma´x
1≤i≤n
1≤j≤m
{multX(yi(X
1
n )− zj(X
1
m ))}.
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Lema 2.1.2 ([Bar96]). Sean {zj(X
1
m )}mj=1 el conjunto de parametrizaciones de Newton-
Puiseux de Cg y y(X
1
n ) una parametrización de Newton-Puiseux de Cf . Entonces,
cont(Cf , Cg) = n · ma´x
1≤j≤m
{multX(y(X
1
n )− zj(X
1
m ))}.
Demostración: Basta probar que
ma´x
1≤j≤m
{multT (y(Tm)− zj(T n))} = ma´x
1≤i≤n
1≤j≤m
{multT (yi(Tm)− zj(T n))}.
Dados v(T ) = y(Tm) =
∑
r≥l
arT
rm y w(T ) = z(T n) =
∑
s≥k
bsT
sn. Si
Unm = {ζ ∈ C : ζnm = 1} = {ζk}nmk=1
Deﬁnimos
vk(T ) = v(ζkT ) =
∑
r≥l
arζ
rm
k T
rm,
wk(T ) = w(ζkT ) =
∑
s≥k
bsζ
sn
k T
sn.
Luego, se tiene
{vk(T )}nmk=1 = {yi(T
m)}ni=1.
En efecto, si k = {1, . . . , nm} y ζnmk = 1, entonces ζ
m
k ∈ Un y
vk(T ) =
∑
r≥l
arζ
rm
k T
rm =
∑
r≥l
ar(ζmk )
rT rm. (2.1)
Pero si y(X
1
n ) =
∑
r≥l
arX
r
n , las otras parametrizaciones de Cf por el teorema de Newton-
Puiseux son de la forma,
yi(X
1
n ) = y(ρX
1
n ) =
∑
r≥l
arρ
rX
r
n ,
donde ρ ∈ Un, por lo tanto yi(Tm) =
∑
r≥l
arρ
rT rm donde ρ ∈ Un. Luego de (2.1)
tenemos {vk(T )} ⊆ {yi(Tm)}ni=1, ahora si yi(T
m) =
∑
r≥l
arρ
rT rm, debido a que existe
una aplicación sobreyectiva entre Unm y Un, entonces existe ζk ∈ Unm tal que yi(Tm) =
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∑
r≥l
arζ
rm
k T
rm ∈ {vk(T )}. Luego, {vk(T )}nmk=1 = {yi(T
m)}ni=1. De manera análoga se
demuestra que {wk(T )}nmk=1 = {zj(T
n)}mj=1. Por lo tanto es suﬁciente probar que,
ma´x
1≤j≤nm
{multT (v(T )− wj(T ))} = ma´x
1≤i,j≤nm
{multT (vi(T )− wj(T ))}.
Sea Pj(T ) = v(T ) − wj(T ), se tiene Pj(ζkT ) = v(ζkT ) − wj(ζkT ), para todo k ∈
{1, · · · , nm} y multT (Pj(T )) = multT (Pj(ζkT )) porque si multT (Pj(T )) = h, entonces
Pj(T ) =
∑
α≥h
cαT
α donde ch 6= 0, por tanto Pj(ζkT ) =
∑
α≥h
cαζ
α
k T
α y cαζαk 6= 0, así
multT (Pj(ζkT )) = h. Por lo tanto,
ma´x
1≤j≤nm
{multT (v(T )− wj(T ))} = ma´x
1≤j≤nm
{multT (Pj(T ))}
= ma´x
1≤i,j≤nm
{multT (Pj(ζiT ))}
= ma´x
1≤i,j≤nm
{multT (v(ζiT )− wj(ζiT ))}
= ma´x
1≤i,j≤nm
{multT (vi(T )− wj(ζiT ))}. (2.2)
Afirmación: Fijada ζi ∈ Unm, {wj(T )}nmj=1 = {wj(ζiT )}
nm
j=1.
En efecto: Si ζi = 1 entonces se tiene que {wj(T )}nmj=1 ⊂ {wj(ζiT )}
nm
j=1. Para la
otra inclusión, wj(ζiT ) = w(ζiζjT ), y como ζi, ζj ∈ Unm, entonces ζiζj ∈ Unm, así
{wj(ζiT )}nmj=1 ⊂ {wj(T )}
nm
j=1. Luego {wj(T )}
nm
j=1 = {wj(ζiT )}
nm
j=1.
De esto,
ma´x
1≤i,j≤nm
{multT (vi(T )− wj(ζiT ))} = ma´x
1≤i,j≤nm
{multT (vi(T )− wj(T ))}.
Por lo tanto de (2.2) tenemos
ma´x
1≤j≤nm
{multT (v(T )− wj(T ))} = ma´x
1≤i,j≤nm
{multT (vi(T )− wj(T ))}
2
De manera análoga, si ﬁjamos z(X
1
m ) una parametrización de Cg, obtenemos un
resultado parecido.
Consideremos Cf y Cg dos curvas algebroides planas irreducibles de multiplicidades
n y n′ respectivamente, β0, . . . , βg los exponentes característicos de Cf y β ′0, . . . , β
′
g′ los
exponentes característicos de Cg.
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Proposición 2.1.1. Sea α el contacto entre Cf y Cg, tal que βq ≤ α < βq+1 para algún
q ≥ 1, donde βg+1 = +∞. Entonces,
n
n′
=
ǫi
ǫ′i
=
βi
β ′i
para

0 ≤ i ≤ q − 1, si α = βq
0 ≤ i ≤ q, si α > βq
Demostración: Sean
y(X
1
n ) = ai0X
i0
n + · · ·+ airX
ir
n + air+1X
ir+1
n + · · ·
y
z(X
1
n′ ) = bj0X
j0
n + · · ·+ bjsX
js
n + bjs+1X
js+1
n + · · ·
con n = β0, n′ = β ′0, ai0 , . . . , air+1 6= 0, bj0 , . . . , bjs+1 6= 0, parametrizaciones de Newton-
Puiseux de Cf y Cg respectivamente, tales que
multX(y(X
1
n )− z(X
1
n′ )) = ma´x
1≤l≤n
1≤k≤n′
{multX(yl(X
1
n )− zk(X
1
n′ ))}.
Sabemos que α = cont(Cf , Cg) = n ·multX(y(X
1
n )− z(X
1
n′ ))}, esto nos dice que las series
y(X
1
n ) y z(X
1
n′ ) coinciden hasta un orden
α
n
− 1.
Suponemos que ir < α ≤ ir+1 y además α = mı´n{ir+1, js+1}. Así se tiene que r = s,
como el contacto es entero, se considera α = ir+1. También se tiene
ip
n
=
jp
n′
y aip = bjp,
para j = 0, · · · , r (pues la multiplicidad es ir+1, así todos se anulan hasta ir).
Si
ir+1
n
=
js+1
n′
entonces, air+1 = bjs+1 (debido a que ir+1 es la multiplicidad, los
coeﬁcientes no se pueden anular).
Observamos que:
mcd(n′n, n′i0, n′i1, . . . , n′ir) = n′ ·mcd(n, i0, i1, . . . , ir). (2.3)
Por otro lado,
mcd(n′n, n′i0, n′i1, . . . , n′ir) = mcd(n′n, nj0, nj1, . . . , njr)
= n ·mcd(n′, j0, j1, . . . , jr). (2.4)
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De (2.3) y (2.4) se tiene,
n′ ·mcd(n, i0, i1, . . . , ir) = n ·mcd(n′, j0, j1, . . . , jr)
n
n′
=
mcd(n, i0, i1, . . . , ir)
mcd(n′, j0, j1, . . . , jr)
Y como βq ≤ α ≤ βq+1, el resultado se sigue de las deﬁniciones de ǫi, ǫ′j , βi y β
′
j . 2
Se sigue de la Proposición 2.1.1, la siguiente observación.
Observación 2.1.1. Sean dos curvas algebroides planas irreducibles Cf y Cg deﬁnidas
anteriormente. Considerando (ηk, µk) con 1 ≤ k ≤ g y (η′l, µ
′
l) con 1 ≤ l ≤ g
′ los pares
característicos de Puiseux de Cf y Cg, respectivamente se cumple:
1. Si cont(Cf , Cg) = βq, entonces (ηk, µk) = (η′k, µ
′
k), para todo 1 ≤ k ≤ q − 1. Y así,
los q primeros exponentes característicos de Cg puede ser expresados de la forma
β ′k =
n′βk
n
, así como, ǫ′k =
n′ǫk
n
, para todo 0 ≤ k ≤ q − 1.
2. Si cont(Cf , Cg) > βq, entonces (ηk, µk) = (η′k, µ
′
k), para todo 1 ≤ k ≤ q. Y así, los
q + 1 primeros exponentes característicos de Cg puede ser expresados de la forma
β ′k =
n′βk
n
, así como, ǫ′k =
n′ǫk
n
, para todo 0 ≤ k ≤ q.
Proposición 2.1.2. Sean Cf y Cg dos curvas algebroides planas irreducibles y regulares
en Y . Consideremos β0, . . . , βg los exponentes característicos de la curva Cf y sea α ∈ R
tal que βq ≤ α < βq+1, donde βg+1 =∞. Las siguientes aﬁrmaciones son equivalentes:
1. α = cont(Cf , Cg);
2.
I(f, g)
mult(g)
=
ηqvq + α− βq
η0 · · · ηq
, donde ηi =
ǫi−1
ǫi
, vq es el q-ésimo elemento del sistema
mínimo de generadores de S(f), por convención η0 = 1.
Demostración: Sean las parametrizaciones de Newton-Puiseux de Cf y Cg
respectivamente,
y(X
1
n ) =
∑
i≥β1
biX
i
n , z(X
1
m ) =
∑
j≥β′1
b′jX
j
m ,
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donde n = mult(f) ym = mult(g). Sin pérdida de generalidad podemos asumir que y(X
1
n )
y z(X
1
m ) son las parametrizaciones de Newton-Puiseux, tales que
multX(y(X
1
n )− z(X
1
m )) = ma´x
1≤i≤n
1≤j≤m
{multX(yi(X
1
n )− zj(X
1
m ))}. (2.5)
Por el teorema de Newton-Puiseux, se tiene
f(X, Y ) =
∏
ζ∈G0=Un
(Y − y(ζX
1
n )).
Entonces,
I(f, g) = m ·multXf(X, z(X
1
m ))
= m ·multX
 ∏
ζ∈G0=Un
(z(X
1
m )− y(ζX
1
n ))

= m ·
∑
ζ∈G0
multX(z(X
1
m )− y(ζX
1
n ))
= m ·
g+1∑
i=1
∑
ζ∈Gi−1\Gi
multX(z(X
1
m )− y(ζX
1
n )), (2.6)
siendo (2.6) válida, pues G0 ⊃ G1 ⊃ · · · ⊃ Gg = {1}, donde Gi = {ζ ∈ C; ζn = 1} y por
convención Gg+1 = ∅.
Mostraremos primero que (1) implica (2).
Supongamos que α = cont(Cf , Cg), por hipótesis, βq ≤ α < βq+1. Si q = 0, o sea,
β0 ≤ α < β1, entonces
multX(z(X
1
m )− y(ζX
1
n )) =
α
n
,
para todo ζ ∈ Gi−1 \ Gi y todo i ∈ {1, . . . , g + 1}. En efecto, como ǫi−1|j, para todo j tal
que
j
n
es exponente de y(X
1
n ) y j < βi, tenemos que ζj = 1, esto es, ζjbjX
j
n = bjX
j
n para
todo j < βi. Así como α < β1 tenemos:
multX(z(X
1
m )− y(ζX
1
n )) = multX(z(X
1
m )− y(X
1
n )) =
α
n
Luego, por la igualdad (2.6):
I(f, g) = m ·
∑
ζ∈G0
α
n
= m ·
α
n
· n (♯G0 = n)
I(f, g) = m · α
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como β0 = v0 podemos escribir
I(f, g)
mult(g)
=
1 · n + α− n
η0
I(f, g)
mult(g)
=
η0 · v0 + α− β0
η0
Ahora, supongamos que βq ≤ α < βq+1, donde q = 1, . . . , g. Tomemos ζ ∈ Gi−1 \Gi con
i = 1, . . . , q−1, se tiene por Lema 1.5.2 que ζβi 6= 1, o sea, el término ζβibβii X
βi
n es diferente
de bβii X
βi
n . El término ζβibβii X
βi
n no se cancela con ningún término de z(X
1
m ), pues como
βq ≤ α < βq+1, b
βi
i X
βi
n se cancela con algún término de z(X
1
m ), para i = 1, . . . , q − 1. Por
otro lado, ζj = 1 para todo j < βj , esto es, todos los términos de y(ζX
1
n ) anteriores a
ζβibβii X
βi
n se cancelan con algún término de z(X
1
m ). Luego,
multX(z(X
1
m )− y(ζX
1
n )) =
βi
n
. (2.7)
Primer caso: Consideremos α = cont(Cf , Cg) = βq.
Cuando ζ ∈ Gq−1, tenemos que
multX(z(X
1
m )− y(ζX
1
n )) = multX(z(X
1
m )− y(X
1
n )) =
α
n
=
βq
n
, (2.8)
siendo la primera igualdad válida, pues ζj = 1 para todo j < βq.
Como ♯(Gi−1 \Gi) = ǫi−1 − ǫi, tenemos
∑
ζ∈Gi−1\Gi
multX(z(X
1
m )− y(ζX
1
n ))
(2.7)
= (ǫi−1 − ǫi)
βi
n
, (2.9)
con i = 1, · · · , q − 1. Por la igualdad (2.6), se tiene
I(f, g)
(2.9)
= m ·
q−1∑
i=1
(ǫi−1 − ǫi)
βi
n
+
∑
ζ∈Gq−1
multX(z(X
1
m )− y(ζX
1
n ))

(2.8)
= m ·
q−1∑
i=1
(ǫi−1 − ǫi)
βi
n
+ ǫq−1 ·
α
n
 ,
donde, en la última igualdad, ǫq−1 = ♯Gq−1.
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De esto,
I(f, g)
mult(g)
=
q−1∑
i=1
(ǫi−1 − ǫi)
βi
n
+ ǫq−1 ·
α
n
=
1
n
·
ǫq−1
ǫq−1
·
q−1∑
i=1
(ǫi−1 − ǫi)βi + ǫq−1 ·
α
n
(1.7)
=
ǫq−1
n
(vq − βq) +
ǫq−1
n
α
=
ǫq−1
n
vq −
ǫq−1
n
α +
ǫq−1
n
α
=
ǫq−1
n
vq =
vq
η0 · · · ηq−1
=
ηqvq + α− βq
η0 · · · ηq
.
Segundo caso: consideremos βq < α < βq+1.
Si tomamos ζ ∈ Gq, entonces (2.9) es válido, o sea,
multX(z(X
1
m )− y(ζX
1
n )) =
α
n
(2.10)
pues ζ ∈ Gq ⊂ Gq−1.
De manera análoga a los argumentos utilizados en el primer caso, se obtiene
I(f, g) = m ·
 q∑
i=1
(ǫi−1 − ǫi)
βi
n
+
∑
ζ∈Gq
multX(z(X
1
m )− y(ζX
1
n ))

(2.10)
= m ·
( q∑
i=1
(ǫi−1 − ǫi)
βi
n
+ ǫq ·
α
n
)
,
De esto,
I(f, g)
mult(g)
=
q∑
i=1
(ǫi−1 − ǫi)
βi
n
+ ǫq ·
α
n
=
1
n
·
ǫq
ǫq
·
q∑
i=1
(ǫi−1 − ǫi)βi + ǫq ·
α
n
(1.7)
=
ǫq
n
(vq+1 − βq+1) +
ǫq
n
α
(1.8)
=
ǫq
n
(ηqvq − βq) +
ǫq
n
α
=
ǫqηqvq − ǫqβq
n
+
ǫq
n
α
=
ηqvq + α− βq
η0 · · · ηq
.
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Ahora mostraremos (2) implica (1).
Dado un número racional α tal que βq ≤ α < βq+1, y
I(f, g)
mult(g)
=
ηqvq + α− βq
η0 · · · ηq
.
Por lo que acabamos de mostrar, si α˜ = cont(Cf , Cg), con βq˜ ≤ α˜ < βq˜+1, entonces
I(f, g)
mult(g)
=
ηq˜vq˜ + α˜− βq˜
η0 · · · ηq˜
.
esto es,
ηqvq + α− βq
η0 · · · ηq
=
ηq˜vq˜ + α˜− βq˜
η0 · · ·ηq˜
, (2.11)
Se quiere probar que α = cont(Cf , Cg), o sea, α = α˜. Supongamos que α 6= α˜ y
analizemos las siguientes situaciones: q = q˜ y q 6= q˜.
Si q = q˜ y considerando, sin pérdida de generalidad, α < α˜, tenemos
ηqvq + α− βq
η0 · · · ηq
<
ηq˜vq˜ + α˜− βq˜
η0 · · ·ηq˜
,
lo que contradice (2.11).
Ahora, si q 6= q˜, podemos suponer, sin pérdida de generalidad, que q˜ = q + 1, entonces
ηq˜vq˜ + α˜− βq˜
η0 · · · ηq˜
=
ηq+1vq+1 + α˜− βq+1
η0 · · · ηq+1
≥
vq+1
η0 · · ·ηq
(1.8)
=
ηqvq + βq+1 − βq
η0 · · ·ηq
>
ηqvq + α− βq
η0 · · · ηq
,
siendo la primera desigualdad válida debido al hecho de que βq+1 = βq˜ ≤ α˜ y la última es
válida, pues βq+1 > α. Lo cual es una contradicción con la igualdad (2.11).
Por lo tanto, α = α˜, o sea, α es el contacto entre las curvas Cf y Cg. 2
2.2. Teorema de Kuo-Lu
Dado A un conjunto. Para cualquier a1, . . . , am ∈ A, denotamos por 〈a1, . . . , am〉 la
sucesión a1, . . . , am considerada como no ordenada. Usaremos la siguiente notación,
〈a1 : µ1, . . . , ak : µk〉 = 〈
µ1 términos︷ ︸︸ ︷
a1, . . . , a1 , . . . ,
µk términos︷ ︸︸ ︷
ak, . . . , ak 〉.
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Consideremos Cf y Cg dos curvas algebroides planas con Cg suave y a través de un
cambio de coordenadas, asumiremos que g(X, Y ) = X, luego Pg(f) =
∂f
∂Y
= fY es la curva
polar de f respecto a g, la cual denotaremos por Γ.
Definición 2.2.1. Sea f(X, Y ) =
∑
i
fi(X)Y i ∈ C[[X, Y ]] una serie formal de potencias
Y -regular de orden p i.e multY (f(0, Y )) = p. Deﬁnimos el conjunto Zer(f) como:
Zer(f) = 〈y1(X), . . . , yp(X)〉
Donde y1(X), . . . , yp(X) ∈ C[[X]]∗1, son las p raíces de f (contadas con multiplicidades),
con multXyi(X) > 0 para i = 1, . . . , p.
El siguiente resultado dado en [KL77] establece una relación entre los órdenes de
coincidencia de dos parametrizaciones de Newton-Puiseux de una curva algebroide Cf
y los órdenes de coincidencia de una parametrización de Cf con una parametrización de la
curva polar CfY = CΓ, pero una parte de la proposición no es cierta. Primero enunciaremos
la proposición y luego daremos un ejemplo donde no se cumple.
Pseudoproposición 2.2.1 (Kuo-Lu [KL77]). Sean dos parametrizaciones de Newton-
Puiseux de Cf , yi(X
1
n ) y yj(X
1
n′ ), donde i 6= j. Entonces existe una parametrización de
Newton-Puiseux zk(X
1
m ) de CΓ que satisface las siguientes igualdades,
multX(yi(X
1
n )− zk(X
1
m )) = multX(yj(X
1
n′ )− zk(X
1
m )) = multX(yi(X
1
n )− yj(X
1
n′ )).
Recíprocamente, dada una parametrización de Newton-Puiseux yi(X
1
n ) de Cf y una
parametrización zi(X
1
m ) de CΓ, existe una parametrización yj(X
1
n′ ) de Cf que satisface
las igualdades anteriores.
Es más, dada una parametrización de Newton-Puiseux yi(X
1
n ) de Cf y un número
racional d > 0, tenemos
♯{yj(X
1
n′ ) ∈ P (Cf);multX(yi(X
1
n )− yj(X
1
n′ )) = d}
= ♯{zk(X
1
m ) ∈ P (CΓ);multX(yi(X
1
n )− zk(X
1
m )) = d},
1C[[X ]]∗ =
⋃
n≥1
C[[X
1
n ]]
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donde P (Cf) y P (CΓ) son los conjuntos de parametrizaciones de Newton-Puiseux de Cf y
CΓ, respectivamente.
En [GP91] se detecta el error de la Pseudoproposición 2.2.1, justiﬁcándolo mediante el
siguiente ejemplo.
Ejemplo 2.2.1. Dado f(X, Y ) = Y (Y −X)(Y −X2). Entonces,
Zer(f) = 〈y1, y2, y3〉 = 〈0, X,X2〉.
y
Zer
(
∂f
∂Y
)
= 〈z1, z2〉 =
〈2
3
X + · · · ,
1
2
X2 + · · ·
〉
.
Para y2, z2 no existe yj tal que:
multX(y2 − z2) = multX(yj − z2) = multX(y2 − yj).
Ahora bien, el enunciado correcto dado por [GP91] se puede observar en el Teorema
2.2.1 (página 72).
Proposición 2.2.1 ([GP91]). Sean f(X, Y ) =
∑
i
fi(X)Y i, f˜(X, Y ) =
∑
i
f˜i(X)Y i ∈
C[[X, Y ]] dos series formales de potencias Y−regular de orden p con
Zer(f) = 〈y1(X), . . . , yp(X)〉
Zer(f˜) = 〈y˜1(X), . . . , y˜p(X)〉.
Si multX(fi(X)) = multX(f˜i(X)) para todo i, entonces
〈multX(y1(X)), . . . , multX(yp(X))〉 = 〈multX(y˜1(X)), . . . , multX(y˜p(X))〉.
Demostración: f(X, Y ) =
∑
i
fi(X)Y i ∈ C[[X, Y ]] Y−regular de orden p, de esto
Zer(f) = 〈y1(X), . . . , yp(X)〉; yi(X), y˜i(X) ∈ C[[X]]∗.
Tenemos de dato que multXfi(X) = multX f˜i(X), así el soporte de f (∆(f)) es igual al
soporte de f˜ (∆(f˜)). De esto, los polígonos de Newton de f y f˜ son iguales.
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Por el corolario 1.3.1, a cada lado del S del polígono de Newton de f le corresponde
|mS| soluciones de orden
|nS|
|mS|
, donde |nS| y |mS| son las longitudes de la proyección en X
e Y de S respectivamente, pero como los polígonos de Newton de f y f˜ son iguales, a cada
lado de S del polígono de Newton de f˜ le corresponde |mS| soluciones de orden
|nS|
|mS|
, o
sea que los órdenes de la raíces de f y f˜ son iguales, i.e
〈multX(y1(X)), . . . , multX(yp(X))〉 = 〈multX(y˜1(X)), . . . , multX(y˜p(X))〉.
2
Teorema 2.2.1 (Kuo-Lu [GP91]). Suponemos que f(X, Y ) =
∑
i
fi(X)Y i ∈ C[[X, Y ]] es
Y−regular de orden p > 1 sin factores múltiples. Sea:
Zer(f) = 〈y1, . . . , yp〉, Zer
(
∂f
∂Y
)
= 〈z1, . . . , zp−1〉.
Entonces, para cualquier i ∈ {1, . . . , p} se tiene
〈multX(z1 − yi), . . . , multX(zp−1 − yi)〉 = 〈multX(y1 − yi), . . . , multX(yi−1 − yi)
, multX(yi+1 − yi), . . . , multX(yp − yi)〉.
Demostración: Es suﬁciente considerar la serie de potencias con raíces en C[[X]]. En
efecto, si d ≥ 1 es un entero suﬁcientemente grande la serie de potencias f(Xd, Y ) tiene
raíces en C[[X]] y se puede ver que, Teorema 2.2.1 se mantiene para f(Xd, Y ) entonces,
Teorema 2.2.1 se mantiene para f(X, Y ).
Fijemos i ∈ {1, . . . , p} y consideremos el caso especial cuando yi = 0 (i.e Y es
un factor de f(X, Y )). Observamos que
f(X, Y )
Y
∈ C[[X, Y ]] es Y−regular de orden
p − 1 y Zer
(
f
Y
)
= 〈y1, . . . , yi−1, yi+1, . . . , yp〉. Vemos que
f(X, Y )
Y
y
(
∂f
∂Y
)
(X, Y ), son
Y−regulares de orden p− 1. Más aún,
f(X, Y )
Y
y
(
∂f
∂Y
)
(X, Y ) satisfacen las hipótesis de
la proposición 2.2.1, dado que multX(fi(X)) = multX(fi(X)) para todo i. Así,
〈multX(z1), . . . , multX(zp−1)〉 = 〈multX(y1), . . . , multX(yi−1)
, multX(yi+1), . . . , multX(yp)〉,
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que prueba el lema para el caso especial (yi = 0).
Consideremos la serie
f˜(X, Y ) = f(X, Y + yi(X)) ∈ C[[X, Y ]].
Tenemos
Zer(f˜) = 〈y1 − yi, . . . , yi−1 − yi, 0, yi+1 − yi, . . . , yp − yi〉
y
Zer
(
∂f˜
∂Y
)
= 〈z1 − yi, . . . , zp−1 − yi〉.
Aplicamos el caso especial a f˜ y se obtiene el lema. 2
Sea f irreducible de exponentes característicos {β0, . . . , βh}. Se cumplen las siguientes
propiedades:
Proposición 2.2.2 ([GP91]). Si Zer(f) = 〈y1, . . . , yp〉, entonces para todo i ∈ {1, . . . , p}
〈multX(y1 − yi), . . . , multX(yi−1 − yi), multX(yi+1 − yi), . . . , multX(yp − yi)〉
=
〈
β1
β0
: ǫ0 − ǫ1, . . . ,
βh
β0
: ǫh−1 − ǫh
〉
.
Demostración: Aplicando la Proposición 1.5.1 tenemos,
multX(yi − yj) =
βq
β0
, para algún q ∈ {1, . . . , h}.
Luego usando el Corolario 1.5.2, se obtiene el resultado. 2
Ejemplo 2.2.2. Dado f(X, Y ) ∈ C[[X, Y ]] tal que Zer(f) = {y1, y2, y3, y4}, donde
β0 = 4 , ǫ0 = 4
β1 = 6 , ǫ1 = 2
β2 = 9 , ǫ2 = 1
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y
y1 = X
3
2 + 2X
9
4
y2 = −X
3
2 + 2iX
9
4
y3 = X
3
2 − 2X
9
4
y4 = −X
3
2 − 2iX
9
4 .
Luego,
〈multX(y1 − y2), multX(y3 − y2), multX(y4 − y2)〉 =
〈3
2
,
3
2
,
9
4
〉
=
〈3
2
: 2,
9
4
: 1
〉
=
〈
β1
β0
: ǫ0 − ǫ1,
β2
β0
: ǫ1 − ǫ2
〉
.
〈multX(y1 − y3), multX(y2 − y3), multX(y4 − y3)〉 =
〈9
4
,
3
2
,
3
2
〉
=
〈3
2
: 2,
9
4
: 1
〉
=
〈
β1
β0
: ǫ0 − ǫ1,
β2
β0
: ǫ1 − ǫ2
〉
.
〈multX(y1 − y4), multX(y2 − y4), multX(y3 − y4)〉 =
〈3
2
,
9
4
,
3
2
〉
=
〈3
2
: 2,
9
4
: 1
〉
=
〈
β1
β0
: ǫ0 − ǫ1,
β2
β0
: ǫ1 − ǫ2
〉
.
〈multX(y2 − y1), multX(y3 − y1), multX(y4 − y1)〉 =
〈3
2
,
9
4
,
3
2
〉
=
〈3
2
: 2,
9
4
: 1
〉
=
〈
β1
β0
: ǫ0 − ǫ1,
β2
β0
: ǫ1 − ǫ2
〉
.
Proposición 2.2.3 ([GP91]). Sea z = z(X) ∈ C[[X]]∗ tal que,
of (z) = ma´x{multX(y1 − z), . . . , multX(yp − z)} < +∞.
Sea k el entero más pequeño tal que of(z) ≤
βk
β0
(poniendo
βg+1
β0
= +∞). Entonces
〈multX(y1 − z), . . . , multX(yp − z)〉 =
〈
β1
β0
: ǫ0 − ǫ1, . . . ,
βk−1
β0
: ǫk−2 − ǫk−1, of(z) : ǫk−1
〉
.
Demostración: Existe una raíz de f donde se alcanza el valor de of(z), digamos que tal
raíz es yr. Por tanto, para las raíces yj, con j 6= r, debe ocurrir
multX(yj − z) ≤ of(z) = multX(yr − z).
Distinguimos dos casos:
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a) multX(yj − z) < of (z).
b) multX(yj − z) = of (z).
Si ocurre (a),
multX(yj − yr) ≥ mı´n(multX(yj − z), multX(z − yr)) = mı´n(multX(yj − z), of(z)),
la última desigualdad se obtiene usando lo siguiente:
multX(f + g) ≥ mı´n(multX(f), multX(g)). (2.12)
En consecuencia,
multX(yj − yr) ≥ multX(yj − z). (2.13)
Luego,
multX(yj − z)
(2.12)
≥ mı´n(multX(yj − yr), multX(yr − z)) = mı´n(multX(yj − yr), of(z)).
Por tanto,
multX(yj − z) ≥ multX(yj − yr). (2.14)
De (2.13) y (2.14), se tiene
multX(yj − yr) = multX(yj − z).
Por la Proposición 1.5.1,
multX(yj − yr) =
βi
β0
, para algún i ∈ {1, . . . , k − 1}.
Entonces,
multX(yj − z) =
βi
β0
, para algún i ∈ {1, . . . , k − 1}.
Así, por el Corolario 1.5.2
♯
{
j ∈ {1, . . . , p} : multX(yj − z) =
βi
β0
}
= ǫi−1 − ǫi.
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Para (b) tenemos,
♯ {j ∈ {1, . . . , p} : multX(yj − z) = of (z)} = p−
k−1∑
j=1
(ǫi−1 − ǫi)
♯ {j ∈ {1, . . . , p} : multX(yj − z) = of (z)} = ǫk−1.
Por consiguiente,
〈multX(y1 − z), . . . , multX(yp − z)〉 =
〈
β1
β0
: ǫ0 − ǫ1, . . . ,
βk−1
β0
: ǫk−2 − ǫk−1, of(z) : ǫk−1
〉
.
2
Sea g = g(X, Y ) una serie de potencias irreducible, Y−regular de orden q con Zer(g) =
〈z1, . . . , zq〉. Suponemos que f y g son coprimos. Ponemos of(g) = of (z1) = · · · = of(zq)
(decimos que z, z˜ pertenece al mismo ciclo, cuando of(z) = of(z˜)).
El siguiente teorema es la clásica fórmula debida a Noether para la multiplicidad de
intersección I(f, g) de las ramas f = 0, g = 0.
Teorema 2.2.2 (Noether). Suponemos que f, g son irreducibles, f de exponentes
característicos {β0, . . . , βh}, y k el entero más pequeño tal que of(z) ≤
βk
β0
(
βh+1
β0
= +∞).
Entonces,
I(f, g)
I(X, g)
=
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 · of(g).
Demostración: Sea Zer(f) = 〈y1, . . . , yp〉, Zer(g) = 〈z1, . . . , zq〉. Luego,
I(f, g) =
q∑
j=1
p∑
i=1
multX(zj − yi),
usando la Proposición 2.2.3,
I(f, g) =
q∑
j=1
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 · of(g),
I(f, g) = q
(
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 · of(g)
)
,
I(f, g)
q
=
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 · of(g).
Por lo tanto,
I(f, g)
I(X, g)
=
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 · of(g).
2
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2.3. Teorema de Merle
El siguiente lema nos servirá en gran parte para dar la fórmula de Merle.
Lema 2.3.1 ([GP91]). Sea f = f(X, Y ) una serie de potencias irreducible Y−regular de
orden p con exponentes característicos {β0, . . . , βg}, Zer(f) = 〈y1, . . . , yp〉 y Zer
(
∂f
∂Y
)
=
〈z1, . . . , zp−1〉. Entonces,
〈of(z1), . . . , of(zp−1)〉 =
〈
β1
β0
: m1, . . . ,
βh
β0
: mh
〉
,
donde mk =
ǫ0
ǫk
−
ǫ0
ǫk−1
para k = 1, . . . , h.
Demostración: Por Teorema 2.2.1 y Proposición 2.2.2, para cualquier i ∈ {1, . . . , p} se
tiene,
〈of(z1 − yi), . . . , of(zp−1 − yi)〉 =
〈
β1
β0
: ǫ0 − ǫ1, . . . ,
βh
β0
: ǫh−1 − ǫh
〉
. (2.15)
Luego para cualquier i ∈ {1, . . . , p − 1}, existe k ∈ {1, . . . , h} tal que of (zi) =
βk
β0
. Así,
podemos escribir
〈of(z1), . . . , of(zp−1)〉 =
〈
β1
β0
: m1, . . . ,
βh
β0
: mh
〉
.
Nuestro objetivo es hallar los valores de m1, . . . , mh, para ello consideremos la matriz
multX(z1 − y1), . . . , multX(zp−1 − y1),
multX(z1 − y2), . . . , multX(zp−1 − y2),
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
multX(z1 − yp), . . . , multX(zp−1 − yp),

.
De acuerdo a (2.15), el número
βk
β0
aparece ǫk−1 − ǫk veces en cualquiera de las p = ǫ0
ﬁlas, así ǫ0(ǫk−1− ǫk) elementos de la matriz son iguales a
βk
β0
. Usando la Proposición 2.2.3
veremos cuantas veces aparece
βk
β0
en las columnas,
Si of(zj) <
βk
β0
, entonces la j-columna no contiene a
βk
β0
.
76
2.3. Teorema de Merle
Si of(zj) =
βk
β0
, entonces la j-columna contiene ǫk−1 elementos iguales a
βk
β0
.
Si of(zj) >
βk
β0
, entonces la j-columna contiene ǫk−1 − ǫk elementos iguales a
βk
β0
.
Luego,
mkǫk−1 + (mk+1 + · · ·+mh)ǫk−1 − ǫk = ǫ0(ǫk−1 − ǫk),
para k ∈ {1, . . . , h}, donde el primer término de la igualdad es la cantidad total de
elementos iguales a
βk
β0
en las columnas y la segunda es la cantidad de elementos iguales a
βk
β0
en las ﬁlas. Resolvemos esta igualdad para k = h, luego
mhǫh−1 = ǫ0(ǫh−1 − ǫh),
mh = ǫ0 ·
(
ǫh−1 − ǫh
ǫh−1 · ǫh
)
, pues ǫh = 1.
Así,
mh =
ǫ0
ǫh
−
ǫ0
ǫh−1
.
Para k = h− 1,
mh−1ǫh−2 +mh(ǫh−2 − ǫh−1) = ǫ0(ǫh−2 − ǫh−1),
mh−1ǫh−2 = (ǫh−2 − ǫh−1)(ǫ0 −mh),
= (ǫh−2 − ǫh−1)(ǫ0 −
ǫ0
ǫh
+
ǫ0
ǫh−1
),
mh−1ǫh−2 = (ǫh−2 − ǫh−1) ·
ǫ0
ǫh−1
,
mh−1 = ǫ0 ·
(
ǫh−2 − ǫh−1
ǫh−2 · ǫh−1
)
,
mh−1 =
ǫ0
ǫh−1
−
ǫ0
ǫh−2
.
Continuando con el proceso tenemos, mk =
ǫ0
ǫk
−
ǫ0
ǫk−1
para k = 1, . . . , h. Lo que prueba el
lema. 2
Como se mencionó anteriormente daremos la fórmula de Merle en el siguiente teorema:
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Teorema 2.3.1 (Merle). Sea f = f(X, Y ) una serie de potencias irreducible de
exponentes característicos {β0, . . . , βh}. Entonces existe una descomposición(
∂f
∂Y
)
(X, Y ) =
h∏
i=1
gi(X, Y )
en C[[X, Y ]] tal que,
a) I(X, gk) =
ǫ0
ǫk
−
ǫ0
ǫk−1
.
b) Si g es un factor irreducible de gk(X, Y ), entonces
I(f, g)
I(X, g)
=
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1
βk
β0
.
Demostración: De acuerdo al Lema 2.3.1, tenemos
m1 + · · ·+mh =
(
ǫ0
ǫ1
−
ǫ0
ǫ0
)
+ · · ·+
(
ǫ0
ǫh
−
ǫ0
ǫh−1
)
,
=
ǫ0
ǫh
− 1 = ǫ0 − 1,
m1 + · · ·+mh = p− 1.
De esto podemos escribir,
Zer
(
∂f
∂Y
)
= 〈z1,1, . . . , z1,m1 , . . . , zh,1, . . . , zh,mh〉,
donde mk =
ǫ0
ǫk
−
ǫ0
ǫk−1
y
of(zk,1) = · · · = of (zk,mk) =
βk
β0
para k = 1, . . . , h.
Las raíces zk,i y zl,j (k 6= l) no pertencen al mismo ciclo porque si k 6= l, of(zk,i) 6= of (zl,j).
Por lo tanto, existe una descomposición
∂f
∂Y
=
h∏
i=1
gi(X, Y ) en C[[X, Y ]]
tal que
Zer(gk) = 〈zk,1, . . . , zk,mk〉.
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Se tiene I(X, gk) = multY (gk(0, Y )) = mk =
ǫ0
ǫk
−
ǫ0
ǫk−1
, así hemos probado la parte a) del
teorema. Como g es un factor irreducible de gk, entonces
of(g) = ofk(g) = of(zk,1) =
βk
β0
.
Luego aplicando la teorema 2.2.2,
I(f, g)
I(X, g)
=
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 · of(g),
=
k−1∑
i=1
(ǫi−1 − ǫi)
βi
β0
+ ǫk−1 ·
βk
β0
.
Luego se tiene la parte b) del teorema. 2
79
Capı´tulo 3
Polares de una foliación
Para este último capítulo tomaremos como referencia [Can93, MS01, Rou96, Rou99].
Las secciones 3.2 y 3.3 están enfocados en [Pér01] y [FS16]. Al ﬁnal enunciaremos el
Teorema de Merle para foliaciones, una extensión del mismo para curvas algebroides planas
estudiado en el capítulo 2.
Sea f una función analítica que se anula en el origen y su desarrollo en serie:
f(x, y) =
∑
α,β
fα,βx
αyβ.
Sea ω = A(x, y)dx + B(x, y)dy una 1-forma holomorfa, las separatrices de ω son las
soluciones analíticas de la ecuación diferencial:
A(x, y) +B(x, y)
dy
dx
= 0,
y el desarrollo de serie de potencias se puede escribir,
A(x, y) +B(x, y)
dy
dx
=
∑
α,β
Aαβx
αyβ +Bαβxα+1yβ−1
dy
dx
.
Definición 3.0.1. Sea ω = A(x, y)dx + B(x, y)dy una 1-forma holomorfa con A,B ∈
C[[x, y]], el polinomio diferencial asociado a ω es dado por g, si tenemos que
g = A(x, y) +B(x, y)
dy
dx
=
∑
α,β
Mαβ(g),
donde Mαβ(g) = Aαβxαyβ +Bαβxα+1yβ−1
dy
dx
, Aαβ y Bαβ son números complejos tales que
Bα0 = 0 para todo α, y el índice (α, β) recorre el conjunto
(
1
q
Z
)
≥−1
× N donde q ∈ N y(
1
q
Z
)
≥−1
= {r ≥ −1/q · r ∈ Z}.
Definición 3.0.2. El soporte de ω (respectivamente g) y lo denotamos por ∆(ω)
(respectivamente ∆(g)) es el siguiente conjunto :
∆(ω) = {(α, β) : (Aαβ , Bαβ) 6= (0, 0)}
(respectivamente ∆(g) = {(α, β) : Mα,β 6= 0}).
En un punto (α, β) ∈ ∆(ω), el monomio Aαβxαyβ es llamado contribución de A y el
monomio Bαβxα+1yβ−1
dy
dx
es llamado contribución de B. Notamos que un punto del soporte
no es contribución al mismo tiempo para A y B.
Definición 3.0.3. El polígono de Newton de ω (respectivamente el polígono de Newton de
g) y se denota por N(ω) (respectivamente N(g)), es el borde de la envolvente convexa de⋃
(α,β)∈∆(ω)
(α, β) + (R≥0)2 (respectivamente
⋃
(α,β)∈∆(g)
(α, β) + (R≥0)2 ).
Observación 3.0.1. Tener en cuenta que N(f) se deduce de N(df) por traslación:
N(df) + (1, 0).
En efecto: Se tiene que probar que N(f) = N(df) + (1, 0), para ello usaremos la doble
inclusión.
N(f) ⊂ N(df) + (1, 0):
Sea (α′, β ′) ∈ N(f), entonces existe (α, β) ∈ ∆(f) y (a, b) ∈ (R≥0)2 tales que
(α′, β ′) = (α, β) + (a, b) (3.1)
Sea f(x, y) = fα,βxαyβ + · · · , luego
df(x, y) = (αfαβxα−1yβ + · · · )dx+ (βfαβxαyβ−1 + · · · )dy, usando (3.1)
df(x, y) = (Aα′β′xα−a−1yβ−b + · · · )dx+ (Bα′β′xα−ayβ−b−1 + · · · )dy,
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donde (Aα′β′, Bα′β′) 6= (0, 0). Se tiene
(α′ − a− 1, β ′ − b) ∈ ∆(df)
(α′ − 1, β ′) ∈ ∆(df) + (a, b) ⊂ ∆(df) + (R≥0)2 = N(df)
(α′, β ′) ∈ N(df) + (1, 0).
Por lo tanto, N(f) ⊂ N(df) + (1, 0).
N(df) + (1, 0) ⊂ N(f):
Sea (α′, β ′) ∈ N(df) + (1, 0), entonces existe (α, β) ∈ ∆(df) y (a, b) ∈ (R≥0)2 tales
que
(α′, β ′) = (α, β) + (a, b) + (1, 0) (3.2)
Sea df(x, y) =
∑
α,β
Aαβx
αyβdx + Bαβxα+1yβ−1dy, como
∑
α,β
Aαβx
αyβ =
∂f
∂x
(x, y).
Entonces,
∑
α,β
Aαβ
α + 1
xα+1yβ + c(y) = f(x, y),
luego
∑
α,β
Bαβx
α+1yβ−1 =
∂f
∂y
(x, y)
∑
α,β
Bαβx
α+1yβ−1 =
∑
α,β
β
α + 1
Aαβx
α+1yβ−1 + c′(y).
obtenemos (α + 1)Bαβ = βAαβ y c(y) = c y como f se anula en el origen, entonces
c = 0. Luego, f(x, y) = fαβxα+1yβ + · · · con fαβ =
Aαβ
α + 1
6= 0 (consecuencia de
(Aαβ, Bαβ) 6= (0, 0) y la relación entre Aαβ y Bαβ). Así,
(α + 1, β) ∈ ∆(f), usando (3.2) y ∆(f) + (a, b) ⊂ N(f)
(α′, β ′) ∈ N(f)
Por lo tanto, N(df) + (1, 0) ⊂ N(f).
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De todo lo anterior, se concluye que
N(f) = N(df) + (1, 0).
2
Para la 1-forma ω = A(x, y)dx + B(x, y)dy, la existencia de un lado horizontal de N(ω)
equivale a A(x, 0) ≡ 0, en este caso {y = 0} es una separatriz de ω.
Ejemplo 3.0.1. El polígono de Newton de d(y2 − x3) se muestra en el siguiente gráﬁco:
2
2
α = −1
β = 0
N(d(y2 − x3))
Figura 3.1. Polígono de Newton de d(y2 − x3)
Para cualquier ν ∈ Q+, deﬁnimos L(g, ν) como la única recta con pendiente −
1
ν
que
intersecta N(g) exactamente en un lado o un vértice. Consideremos
Φ(g,ν)(C) =
∑
(α,β)∈L(g,ν)
(Aαβ + νBαβ)Cβ,
In(ν)(g) =
∑
(α,β)∈L(g,ν)
Mαβ(g).
Para cada ν ∈ Q+ y c ∈ C deﬁnimos el polinomio diferencial g[cxν + y],
g[cxν + y] = g(x, cxν + y).
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Entonces las siguiente propiedades se cumplen:
• La serie z =
∞∑
i=1
cix
νi es una solución de (g = 0) si y sólo si
∞∑
i=2
cix
νi es una solución
de (g[c1xν1 + y] = 0). En particular, z = c1xν1 es una solución de (g = 0) si y sólo si
{y = 0} es una solución de (g[c1xν1 + y] = 0).
• Si ∆(g) ⊂
(
1
q
Z
)
≥−1
× N entonces, existe un entero q′ > 0 tal que ∆(g[cxν + y]) ⊂(
1
q′
Z
)
≥−1
×N. En particular, el polígono de Newton N(g[cxν + y]) tiene un número
ﬁnito de lados y vértices.
• Si ν ′ < ν entonces,
L(g, ν ′) = L(g[cxν + y], ν ′)
In(ν
′)(g) = In(ν
′)(g[cxν + y])
Φ(g,ν′)(C) = Φ(g[cxν+y],ν′)(C).
Así, si Q(g, ν) es el punto más bajo de N(g)∩L(g, ν), las porciones de N(g) y N(g[cxν+y])
por encima de Q(g, ν) son iguales. Por otra parte, L(g, ν) = L(g[cxν+y], ν) y si escribimos
In(ν)(g) = A0xα +
t∑
i=1
Aix
αiyi +Bixαi+1yi−1
dy
dx
, αi = α− iν,
entonces se tiene que para cualquier c ∈ C
In(ν)(g[cxν + y]) = A0(c)xα +
t∑
i=1
Ai(c)xαiyi +Bi(c)xαi+1yi−1
dy
dx
. (3.3)
Si escribimos
Φ(g, ν)(C) = α(C) + νCβ(C), (3.4)
donde β(C) =
t∑
i=1
BiC
i−1 y α(C) =
t∑
i=0
AiC
i, entonces tenemos que
A0(c) = Φ(c)
Aj(c) =
1
j!
Φ(j)(c)− ν
1
(j − 1)!
β(j−1)(c), j = 1, . . . , t
Bj(c) =
1
(j − 1)!
β(j−1)(c), j = 1, . . . , t,
(3.5)
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donde Φ(j)(c) =
∂jΦ
∂Cj
(c) y β(j)(c) =
∂jβ
∂Cj
(c). Especialmente At = At(c), Bt = Bt(c) y
A0(c) = 0 si y sólo si Φ(c) = 0.
Teorema 3.0.2 ([BK12]). Sea f una función, N(f) su polígono de Newton. A todo lado
de N(f) de pendiente −
1
ν
superior a −1, de extremos (α′1, β
′
1), (α
′
2, β
′
2) con β
′
1 > β
′
2,
corresponde una unión:
Γ =
k⋃
i=1
γi,
de componentes de f−1(0) tal que mult(Γ) = β ′1−β
′
2 y para todo i = 1, . . . , k la componente
γi está parametrizada por
y(x) = cixν + εi(x) con multxεi(x) > ν y ci 6= 0.
Demostración: Dado f(x, y) =
k∏
i=1
fi(x, y), donde fi es irreducible para todo i = 1, . . . , k,
con mult(fi) = Ni. Tomando un i ∈ {1, . . . , k}, luego usando el teorema 1.3.4 para fi, sean
ϕi, . . . , ϕNi las raíces de fi en K[[x]]
∗. De esto, el polígono de Newton de fi tiene un lado de
ecuación i+ νj = µ con −
1
ν
> −1 y como (0, Ni) pertenece a este lado, entonces µ = Niν;
donde el otro punto del único lado del polígono de Newton de fi es (Niν, 0). Poniendo
Γi ≡ (fi(x, y) = 0) tenemos,
Γi =
Ni⋃
j=1
γij ,
tal que mult(Γi) = Ni y para todo j = 1, . . . , Ni la componente γij está parametrizada
por:
y(x) = cixν + εi(x) con multxεi(x) > ν y ci 6= 0.
2
El Teorema 3.0.2 no se cumple en las 1-formas, considerar:
ω = xdy − (ny − xn)dx,
N(ω) tiene lado L de pendiente −
1
n
mientras que su única separatriz es la curva de ecuación
x = 0. Para superar esta desventaja, [Can93] introdujo el concepto de lado principal y
demuestra una versión más débil del teorema anterior.
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Definición 3.0.4. Sea L un lado de N(ω) de pendiente −
1
ν
, de extremos (α′1, β
′
1), (α
′
2, β
′
2)
con β ′1 > β
′
2, se dice que es un lado bueno si
(L, a)ω := Bα′1β′1 6= 0 y −
Aα′1β′1
Bα′1β′1
/∈ Q ∩ {r ≥ ν};
(L, b)ω := Aα′2β′2 + νBα′2β′2 6= 0.
Si {y = 0} no es una separatriz de ω y si L es el lado bueno de mayor pendiente, entonces
se dice que este es el lado principal de ω. De manera similar se puede deﬁnir el lado
bueno y el lado principal para el polinomio diferencial asociado a ω.
Teorema 3.0.3. Si {x = 0} y {y = 0} no son separatrices de ω, entonces N(ω) tiene un
lado principal y único. Si este último es de pendiente −
1
ν
, entonces ω tiene una separatriz
parametrizada por:
y(x) = cxν + η(x) con multxη(x) > ν y c 6= 0.
Si
p1
n1
con mcd(p1, n1) = 1 y si E es la aplicación:
E(x¯, y¯) = (x¯n1 , y¯ + cx¯p1),
entonces o y = 0 es la ecuación de una separatriz de E∗ω, o N(E∗ω) tiene un lado principal
de pendiente −
1
λ
con λ > p1.
Demostración: Ver [Can93] página 133. 2
3.1. Propiedades de una 1-forma de tipo curva
generalizada
Definición 3.1.1. La 1-forma ω se desarrolla en series de 1-formas ωj de grado j,
ω =
∞∑
j=1
ωj,
mult(ω) denota la multiplicidad algebraica de ω, el cual es el grado del primer término
no nulo de la serie anterior. Si γ(t) = (x(t), y(t)) parametriza una curva, llamaremos
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multtω(x(t), y(t)) la multiplicidad algebraica de γ∗ω. Supongamos que ν = mult(ω) y
ων = Aνdx+Bνdy; ω se dice dicrítica si tiene inﬁnitas separatrices.
Lema 3.1.1 ([Rou96]). Sean ω1 y ω2 dos 1-formas de tipo curva generalizada no dicríticas
con singularidad aislada y las mismas separatrices. Dada una curva γ(t) distinta de sus
separatrices se veriﬁca:
multt(γ∗ω1) = multt(γ∗ω2).
Demostración: Observemos que una 1-forma singular ω reducida del tipo curva
generalizada que no sea del tipo silla-nodo, podemos suponer de la forma:
ω = λx(1 + · · · )dy + µy(1 + · · · )dx con µλ 6= 0 y
λ
µ
/∈ Q−,
y toda ecuación reducida de sus separatrices es de la forma f(x, y) = xyU(x, y) con
U(0, 0) 6= 0. Sea γ(t) = (x(t), y(t)) una parametrización de una curva γ. Si x(t) =
utp + tpǫ(t) y y(t) = vtq + tqη(t), con ǫ(t), η(t) ∈ tC{t}, entonces:
γ∗ω = uv(qλ+ pµ)tp+q−1dt+ tp+qα(t)dt,
γ∗df = uvU(0, 0)(p+ q)tp+q−1dt+ tp+qβ(t)dt,
con α(t) y β(t) que pertenecen a C{t}. Dado que
λ
µ
/∈ Q−,
multtω(x(t), y(t)) = multtdf(x(t), y(t)),
lo que prueba el lema cuando ω1 y ω2 son reducidas.
El caso general se deduce de la propiedad de equidesingularización de curvas
generalizadas que tienen las mismas separatrices. Las coordenadas se eligen de modo que
[0, 1] no está en el cono tangente de γ, de ω1 y de ω2; γ está parametrizada por:
x(t) = tn con n = mult(γ),
y(t) =
∞∑
i=n
ait
i.
Realizamos la explosión del origen mediante la siguiente aplicación:
E : (x, u) 7→ (x, xu).
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Las transformaciones estrictas de ω1 y ω2 son respectivamente ωˆ1 y ωˆ2, las cuales son
del tipo curvas generalizadas. Sea f = 0 la ecuación reducida de las separatrices de ω1 y
ω2, y fˆ su transformada estricta por E. Las 1-formas ω1 y ω2 no son dicríticas, por elección
del sistema de coordenadas, la ecuación reducida de las separatrices de ωˆ1 tal como ωˆ2, es
xfˆ = 0; las restricciones de ωˆ1 y ωˆ2 en la vecindad de todo punto del divisor excepcional
de E se veriﬁcan las hipótesis del lema.
Hacemos:
ω1 = A1dx+B1dy, ω2 = A2dx+B2dy,
Así,
E∗ω1 = (A1(x, xu) + uB1(x, xu))dx+ xB1(x, xu)du = xm1 ωˆ1,
E∗ω2 = (A2(x, xu) + uB2(x, xu))dx+ xB2(x, xu)du = xm2 ωˆ2.
Como ω1 y ω2 no son dicríticas, m1 y m2 son las multiplicidades respectivas de ω1 y
ω2, luego: mult(ω1) = mult(ω2) = mult(df).
Para i = 1 o i = 2, se tiene
γ∗ωi = (E ◦ γˆ)∗ωi,
= γˆ∗(E∗ωi) = x(t)mi γˆ∗ωˆi,
donde γˆ es la transformada estricta de γ. Luego,
mult(γ∗ωi) = mult(x(t)mi γˆ∗ωˆi),
= mult(γ)mult(ωi) +mult(γˆ∗ωˆi).
Se deduce que mult(γ∗ω1) = mult(γ∗ω2) por inducción sobre el número mínimo de
explosiones de desingularizar ω1 y ω2. 2
Teorema 3.1.1 ( [Rou96]). Sean ω1 y ω2 dos 1-formas de tipo curva generalizada no
dicríticas con singularidad aislada y las mismas separatrices, entonces
∆(ω1) = ∆(ω2).
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Demostración: N(ω2) es el borde de un convexo cerrado de R+×R+ al cual llamaremos
K. Afirmación: ∆(ω1) ⊂ ∆(ω2). Suponemos que esta aﬁrmación fuera falsa, entonces
existe un punto (α0, β0) ∈ ∆(ω1) tal que no pertenece a K al cual corresponde el monomio:
Aα0β0x
α0yβ0 +Bα0β0x
α0+1yβ0−1
dy
dx
.
Observemos que si N(ω2) tiene un lado horizontal incluido en la recta {β = 1}, entonces
{y = 0} es una separatriz de ω2 como de ω1: la recta {β = 1} contiene así un lado horizontal
de N(ω1). Del mismo modo, si N(ω2) tiene un lado vertical con la recta {α = 0}, N(ω1)
también, K siendo convexo, por (α0, β0) pasan dos rectas de apoyo de K distintas, de
pendientes −
1
λ−
y −
1
λ+
con λ+ > λ−, en efecto, −
1
λ−
y −
1
λ+
son las pendientes de 2
lados adyacentes en (α0, β0) de la cápsula convexa de K ∪ (α0, β0).
Luego, para todo λ ∈]λ−, λ+[, K no intersecta a cualquier recta que pasa por (α0, β0)
de pendiente −
1
λ
, y el conjunto de puntos de coordenadas enteras mayores o iguales a −1
situado sobre tales rectas es ﬁnito, así el número de rectas con pendiente estrictamente
entre −
1
λ−
y −
1
λ+
y que pasan por un punto de ∆(ω1) es ﬁnito.
Encontrar un número racional
p
q
∈]λ−, λ+[ con p y q primos entre si tal que si D es la
recta pendiente −
q
p
que pasa por (α0, β0), entonces se veriﬁcan las siguientes propiedades:
D ∩∆(ω1) = {(α0, β0)}.
D
(α0, β0)
α = −1
β = 0
K
Figura 3.2. [Rou96]
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Sabemos que D tiene por ecuación:
β − β0
α− α0
= −
q
p
,
p(β − β0) = −q(α− α0),
pβ − pβ0 = −qα + qα0,
qα + pβ = qα0 + pβ0,
denotando c = qα0 + pβ0, así se tiene
K ⊂ {(α, β) : qα + pβ > c}.
Como (α0, β0) ∈ ∆(ω1) tenemos (Aα0β0, Bα0β0) 6= (0, 0), luego pAα0β0 + qBα0β0 6= 0.
Sea γ(t) la curva parametrizada por (x(t), y(t)) = (tq, tp), sabiendo que dx = qtq−1dt y
dy = ptp−1dt tenemos,
γ∗(Aαβxαyβ +Bαβxα+1yβ−1) = (qAαβ + pBαβ)tqα+pβ+q−1dt.
Como {(α0, β0)} = D ∩∆(ω1) y pAα0β0 + qBα0β0 6= 0,
mult(γ∗ω1) ≤ c+ q − 1.
Por otro lado, todo punto (α, β) ∈ ∆(ω2) satisface, qα + pβ + q − 1 > c+ q − 1, de donde
mult(γ∗ω2) > c + q − 1 ≥ mult(γ∗ω1),
Luego mult(γ∗ω2) > mult(γ∗ω1), que contradice el lema 3.1.1. La aﬁrmación es cierta.
Luego, ∆(ω1) ⊂ ∆(ω2). De forma análoga tenemos
∆(ω2) ⊂ ∆(ω1),
cambiando en la demostración de la aﬁrmación ω1 por ω2. Por lo tanto,
∆(ω1) = ∆(ω2).
2
El siguiente teorema a continuación es conocido por H. Dulac [Dul03].
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Teorema 3.1.2. Si ω es una 1-forma de tipo curva generalizada con singularidad aislada y
f = 0 una ecuación reducida de sus separatrices, entonces ω y df tienen el mismo polígono
de Newton.
Demostración: Como ω y df tienen las mismas separatrices, tenemos que ω y df cumplen
las hipótesis del teorema 3.1.1, luego
∆(ω) = ∆(df).
Como ω y df tienen el mismo soporte, se concluye que ω y df poseen el mismo polígono
de Newton. 2
3.2. Polar genérica
Sea F una foliación singular en (C2, 0), deﬁnida por la 1-forma
ω = A(x, y)︸ ︷︷ ︸
aν+aν+1+···
dx+ B(x, y)︸ ︷︷ ︸
bν+bν+1+···
dy
donde A,B ∈ C{x, y}, A(0, 0) = B(0, 0) = 0 y A, B son primos relativos.
Sea ω1 una 1-forma regular, deﬁnimos Γω1 como la polar de F respecto a ω1 dada por:
ω ∧ ω1 = 0
Si ω1 = p(x, y)dx+ q(x, y)dy, luego:
Γω1 = {q(x, y)A(x, y)− p(x, y)B(x, y) = 0}
Las curvas polares de una foliación F son curvas del sistema lineal deﬁnido por el ideal
IF = (A,B).
Como (0, 0) es una singularidad aislada entonces IF es M-primario1.
1Para mayor información sobre ideal primario puede revisar el libroM. F. Atiyah y I. G. Macdonal:
Introduction to commutative algebra, capítulo 4.
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Si ν es la multiplicidad de F entonces, IF \Mν+1 tiene como elementos curvas polares
de multiplicidad ν. Existe un abierto de Zariski de IF \Mν+1 donde todas las curvas son
equisingulares.
Consideremos
Γ[a:b] = {aA(x, y) + bB(x, y) = 0}
donde [a : b] ∈ P 1C, existe un abierto de Zariski U ∈ P
1
C tal que, para todo [a : b] ∈ U
las curvas Γ[a:b] son reducidas y equisingulares. Se llamará curva polar genérica de la
foliación a una curva Γ[a:b] con [a : b] ∈ U .
La multiplicidad m(Γ[a:b]) = ν, si m(F) = ν.
Sea F : (C2, 0)→ (C2, 0) un cambio de coordenadas analítico, si F = (F1, F2), la curva
polar de F ∗F : (ω ◦ F )dF luego,
((A ◦ F )dx+ (B ◦ F )dy).(dF1, dF2) = 0,
(A ◦ F )
(
∂F1
∂x
dx+
∂F2
∂y
dy
)
+ (B ◦ F )
(
∂F1
∂x
dx+
∂F2
∂y
dy
)
= 0,[
(A ◦ F )
∂F1
∂x
+ (B ◦ F )
∂F2
∂x
]
dx+
[
(A ◦ F )
∂F1
∂y
+ (B ◦ F )
∂F2
∂y
]
dy = 0.
Luego, la polar de F ∗F en [a : b] es[
(A ◦ F )
∂F1
∂x
+ (B ◦ F )
∂F2
∂x
]
a +
[
(A ◦ F )
∂F1
∂y
+ (B ◦ F )
∂F2
∂y
]
b = 0,
IF ∗F = (A ◦ F,B ◦ F ).
La curva F−1(Γ[a:b]) es dado por:
a(A ◦ F ) + b(B ◦ F ) = 0,
y
IF−1(Γ[a:b]) = (A ◦ F,B ◦ F ).
Dada una foliación F deﬁnida por la 1-forma ω = A(x, y)dx+ B(x, y)dy con singularidad
aislada en el origen, el número de Milnor µ(F) de F se deﬁne com la multiplicidad de la
intersección en el origen de los coeﬁcientes de la 1-forma, es decir, µ(F) = µ(ω) = (A,B)0.
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Si F tiene un número ﬁnito de separatices y f = 0 es una ecuación reducida de sus
separatrices, entonces µ(F) ≥ µ(f), y se da la igualdad si y sólo si F es de tipo curva
generalizada (para mayor referencia de la prueba de esta aﬁrmación puede consultar
[CNS+84]).
A partir de ahora para simpliﬁcar el término de una 1-forma de tipo curva generalizada
asociada a una foliación se le mencionará como una foliación curva generalizada.
Proposición 3.2.1. Sean F una foliación curva generalizada, Γ[a:b] una curva polar
genérica tal que [a : b] no está en el cono tangente de F y C ≡ (f = 0) la curva formada
por las separatrices de F , entonces
I0(Γ[a:b], C) = µ(F) + ν(F)
Demostración: Supongamos que a 6= 0, de igual manera si b 6= 0. Sea Γ[a:b] =
⋃
q
Γq la
descomposición de la curva polar en sus componentes irreducibles y sea γq(t) = (xq(t), yq(t))
una parametrización de Γq. Luego,
I0(Γ[a:b], C) =
∑
q
I0(Γq, C),
=
∑
q
multt(f(γq(t))),
=
∑
q
[
multt
(
d
dt
f(γq(t))
)
+ 1
]
,
=
∑
q
[
multt
(
∂
∂x
f(γq(t)) · x˙q(t) +
∂
∂y
f(γq(t)) · y˙q(t)
)
+ 1
]
,
=
∑
q
[multt(γ∗qdf) + 1].
Como ω es curva generalizada, por el lema 3.1.1 tenemos que multt(γ∗df) = multt(γ∗ω).
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Así,
I0(Γ[a:b], C) =
∑
q
[multt(γ∗qw) + 1],
=
∑
q
[multt(A(γq(t))︸ ︷︷ ︸
− b
a
B(γq(t))
·x˙q(t) +B(γq(t)) · y˙q(t)) + 1],
=
∑
q
[
multt(B(γq(t))) +multt
(
−
b
a
x˙q(t) + y˙q(t)
)
+ 1
]
,
=
∑
q
[
multt(B(γq(t))) +multt
(
−
b
a
x˙q(t) + y˙q(t)
)
+ 1
]
,
=
∑
q
multt(B(γq(t))) +
∑
q
multt
(
−
b
a
xq(t) + yq(t)
)
,
= I0(B, aA+ bB) + I0(Γ[a:b],−x+ ay),
= I0(A,B) + I0(Γ[a:b],−x+ ay),
= µ(F) + ν(F).
2
La siguiente proposición nos dará el comportamiento del polígono de Newton de una
curva polar de una foliación Γ[a:b] respecto al polígono de Newton de la foliación F .
Proposición 3.2.2. Sean F una foliación deﬁnida por la 1-forma ω = A(x, y)dx +
B(x, y)dy y L un lado de N (F ; x, y) con pendiente −
1
α
, α ≥ 1. Si i + αj = k es la
ecuación de la recta de apoyo de L, entonces
N (Γ[a:b]) ⊂ {i+ αj ≥ k − α}.
Más precisamente, si α > 1 se tiene △(B) ⊂ {i+αj ≥ k−α} y △(A) ⊂ {i+αj > k−α}.
Demostración: Sea (i, j) ∈ △(Γ[a:b]). Veamos dos casos para (i, j)
Si (i, j) ∈ △(Γ[a:b]) ∩ △(A), entonces (i, j) ∈ △(ω). Así i + αj ≥ k y tenemos
i+ αj ≥ k > k − 1 ≥ k − α, luego
- Si α > 1, △(A) ⊂ {i+ αj > k − α}.
- Si α = 1, △(A) ⊂ {i+ αj ≥ k − α}.
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Si (i, j) ∈ △(Γ[a:b]) ∩△(B), entonces (i− 1, j + 1) ∈ △(ω). Así i− 1 + α(j + 1) ≥ k
y tenemos i+ αj ≥ k − α, luego
△(B) ⊂ {i+ αj ≥ k − α}.
2
3.3. Polares y ramificación
Dada una foliación F deﬁnida por la 1-forma ω = A(x, y)dx + B(x, y)dy = 0 y una
ramiﬁcación de C2 dada por ρ(u, v) = (un, v), entonces ρ∗F está deﬁnido por
ω ◦ ρ = ρ∗ω = A(un, v)nun−1du+B(un, v)dv.
La curva ρ−1(Γ[a:b]) que se obtiene al ramiﬁcar Γ[a:b] está deﬁnida por:
ρ−1(Γ[a:b]) = {aA(un, v) + bB(un, v) = 0}.
y la curva polar de ρ∗F , denotado por Γ[a:b](ρ∗F), está deﬁnido por
Γ[a:b](ρ∗F) = {aA(un, v)nun−1 + bB(un, v) = 0}.
En el siguiente ejemplo se observa que ρ−1(Γ[a:b]) y Γ[a:b](ρ∗F) no son equisingulares.
Ejemplo 3.3.1. Dada la función f(x, y) = y3 − x11 y sea F la foliación deﬁnida por df .
Dada [a : b] ∈ P 1C la curva polar Γ[a:b] está deﬁnida por:
Γ[a:b] = {−11ax10 + 3by2 = 0}.
luego la polar genérica está formada por dos ramas no singulares
−11ax10 + 3by2 = 0
y2 =
11a
3b
x10
y = ±
√
11a
3b
x5
y1 =
√
11a
3b
x5 ∧ y2 = −
√
11a
3b
x5.
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Sea ρ : (C2, 0) → (C2, 0) ramiﬁcación dada por ρ(u, v) = (u3, v), que hace que todas las
separatrices de ρ∗F sean no singulares. Una curva polar genérica Γ[a:b](ρ∗F) de ρ∗F está
dada por:
Γ[a:b](ρ∗F) = {−11au32 + bv2 = 0}.
Compuesta por dos ramas singulares
−11au32 + bv2 = 0
v2 =
11a
b
u32
v = ±
√
11a
b
u16
v1 =
√
11a
b
u16 ∧ v2 = −
√
11a
b
u16.
Mientras si se considera el ramiﬁcado de la polar Γ[a:b], tenemos
ρ−1(Γ[a:b]) = {−11au30 + 3bv2 = 0}
También está formada por dos ramas no singulares
v1 =
√
11a
3b
u15 ∧ v2 = −
√
11a
3b
u15.
Se observa que Γ[a:b](ρ∗F) y ρ−1(Γ[a:b]) no son equisingulares.
3.4. Teorema de Merle para foliaciones
Utilizar el polígono de Newton hace indispensable el cambio de variables F (x¯, y¯) =
(x¯m, y¯), es necesario veriﬁcar que la categoría de curvas generalizadas se conservan bajo
tales aplicaciones. A continuación daremos dos lemas, en los cuales nos dan condiciones
para que lo anterior suceda.
Lema 3.4.1 ([Rou99]). Si ω es del tipo curva generalizada y si el cono tangente de sus
separatrices no contiene [0 : 1] y si F (x¯, y¯) = (x¯m, y¯) con m ∈ N, entonces F ∗ω es del tipo
curva generalizada.
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Demostración: Suponemos que ω no tiene un número ﬁnito de separatrices, sea f = 0 la
ecuacion reducida de sus separatrices, el teorema 4 del capítulo 2 página 64 de [CNS+84]
nos dice que los números de Milnor de df y ω son iguales si y solamente sí ω es del tipo
curva generalizada, luego para probar el lema es suﬁciente veriﬁcar:
µ(F ∗df) = µ(F ∗ω),
sabiendo µ(df) = µ(ω). Procedamos a calcular por separado,
µ(F ∗df) = I0
(
mx¯m−1
∂f
∂x
(F (x¯, y¯)),
∂f
∂y
(F (x¯, y¯))
)
,
= (m− 1)I0
(
x¯,
∂f
∂y
(F (x¯, y¯))
)
+ I0
(
∂f
∂x
(F (x¯, y¯)),
∂f
∂y
(F (x¯, y¯))
)
,
como F es de grado m,
I0
(
∂f
∂x
(F (x¯, y¯)),
∂f
∂y
(F (x¯, y¯))
)
= mI0
(
∂f
∂x
,
∂f
∂y
)
= mµ(df).
Como [0 : 1] no está en el cono tangente de df , multy
∂f
∂y
(0, y) = mult(df) y
I0
(
x¯,
∂f
∂y
(F (x¯, y¯))
)
= multy¯
∂f
∂y
(F (0, y¯)) = multy
∂f
∂y
(0, y) = mult(df).
Por lo tanto,
µ(F ∗df) = (m− 1)mult(df) +mµ(df).
Para ω = A(x, y)dx+B(x, y)dy, calculamos
µ(F ∗ω) = I0(mx¯m−1A ◦ F (x¯, y¯), B ◦ F (x¯, y¯)),
= (m− 1)I0(x¯, B ◦ F (x¯, y¯)) + I0(A ◦ F (x¯, y¯), B ◦ F (x¯, y¯)),
= (m− 1)mult(ω) +mµ(ω).
Luego, como mult(ω) = mult(df) y µ(ω) = µ(df) se tiene
µ(F ∗df) = µ(F ∗ω).
Por lo tanto, F ∗ω es del tipo curva generalizada. 2
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En lo siguiente, ω es una 1-forma de tipo curva generalizada y C será su única separatriz.
Denotaremos m la multiplicidad de C, la cual se descompone como sigue, m = η1 · · ·ηg y
los exponentes característicos de C se escriben:
βi
m
=
µi
η1 · · · ηi
,
con mcd(µi, ηi) = 1 para i = 1, . . . , g.
Daremos primero algunas notaciones. Suponemos que la única separatriz C de ω está
parametrizada por la serie de Puiseux
yC(x) =
∞∑
j=0
ajx
j+m
m ,
ﬁjo un exponente característico
βi
m
. Por deﬁnición, βi es el primer exponente de la serie
yC(tm) no divisible por el mcd de los exponentes precedentes y ﬁjamos una determinación
de la función,
yi(x) =
βi−m−1∑
j=0
ajx
j+m
m ,
la función y¯i(x¯) = yi(x¯η1···ηi−1) es deﬁnida así como la aplicación:
F (x¯, y¯) = (x¯η1···ηi−1 , y¯ + y¯i(x¯)).
Denotamos,
A¯(x¯, y¯) = A ◦ F (x¯, y¯) y B¯(x¯, y¯) = B ◦ F (x¯, y¯).
Las funciones A˜ y B˜ son deﬁnidas por
ω¯ = F ∗ω = A˜(x¯, y¯)dx¯+ B˜(x¯, y¯)dy¯.
En base a estas notaciones, enunciaremos y demostraremos los siguientes lemas que nos
ayudarán en la demostración del teorema 3.4.1.
Lema 3.4.2 ([Rou99]).
A˜(x¯, y¯) = η1 · · · ηi−1x¯η1···ηi−1−1A¯(x¯, y¯) + B¯(x¯, y¯)
dy¯i(x¯)
x¯
,
B˜(x¯, y¯) = B¯(x¯, y¯).
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Demostración:
F ∗ω = A ◦ F (x¯, y¯)d(x¯η1···ηi−1) +B ◦ F (x¯, y¯)d(y¯ + y¯i(x¯)),
= η1 · · · ηi−1A¯(x¯, y¯)x¯η1···ηi−1−1d(x¯) + B¯(x¯, y¯)
dy¯i(x¯)
dx¯
· dx¯+ B¯(x¯, y¯)dy¯,
= A˜(x¯, y¯)dx¯+ B˜(x¯, y¯)dy¯.
El resultado es inmediato por identiﬁcación. 2
{x = 0} no está en el cono tangente de ω, la 1-forma ω¯ = F ∗ω es de tipo curva
generalizada por el lema 3.4.1.
Lema 3.4.3 ([Rou99]). El lado de pendiente más grande del polígono de Newton de ω¯ es
de pendiente −
ηi
µi
y es su lado principal.
Demostración: Las curvas {x = 0} y {y = 0} no son separatrices de ω, su polígono de
Newton posee un lado principal. Como N(ω) es una traslación del polígono de Newton de
una ecuación irreducible f de C entonces, por el teorema 3.1.2, el poligono N(ω) se reduce
a un solo lado.
Si i1 = ı´nf{i ∈ N/ ai 6= 0}, entonces el único lado de N(ω) es principal y de pendiente
−
m
i1 +m
. O bien
βi
m
=
i1 +m
m
o bien llevamos a cabo la transformación
E1(x1, y1) = (x
q1
1 , y1 + ai1x
r1
1 ),
donde
r1
q1
=
i1 +m
m
y mcd(r1, q1) = 1.
En primer lugar, vemos que ω1 = E∗1(ω) es una 1-forma de tipo curva generalizada, y si f1
es una ecuación reducida de sus separatrices, ω1 y f1 tienen el mismo polígono de Newton
a menos de una traslación. Toda componente de {f1 = 0} es una rama de E−11 (C) y posee
una parametrización:
y1(x1) = yC(x
q1
1 )− ai1x
r1
1 ,
y
βi
m
6=
i1 +m
m
lo que causa que y1(x1) 6= 0 para toda determinación de yC(x).
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Cuando la determinación del término de orden
i1 +m
m
de yC(x) coincide con la elección
de ai1 ,
y1(x1) =
∞∑
i=i2
aix
i+m
m
q1 ,
donde i2 = ı´nf{i ∈ N/ i > i1; ai 6= 0}, si no multx1(y1) = r1 y en razón del teorema 3.0.3
el polígono de Newton de f1 posee dos lados, uno de pendiente
−
q2
r2
= −
m
q1(i2 +m)
con mcd(r2, q2) = 1,
el otro de pendiente −
1
r1
.
En segundo lugar, {y1 = 0} no es una separatriz de ω1, N(ω1) tiene un lado principal
de pendiente estrictamente mayor a −
1
r1
, es pues el lado de pendiente −
q2
r2
.
En cada etapa, consideramos una 1-forma ωp−1 cuyo lado principal de su polígono de
Newton es el lado de mayor pendiente, siendo −
qp
rp
con
rp
q1 · · · qp
=
ip +m
m
, ip = ı´nf{i ∈ N/ i > ip−1; ai 6= 0},
donde, o bien
ip +m
m
=
βi
m
, o bien deﬁnimos
Ep(xp, yp) = (xqpp , yp + aipx
rp
p ), ip+1 = ı´nf{i ∈ N/ i > ip; ai 6= 0},
en este caso la 1-forma ωp = E∗pωp−1 es de tipo curva generalizada.
Primero su polígono de Newton coincide con el polígono de Newton de una ecuación
reducida fp de sus separatrices, siendo las componentes de (E1 ◦E2 ◦ · · · ◦Ep)−1(C) y son
parametrizadas por
yp(xp) = yC(xq1···qpp )− ai1x
r1q2···qp
p − · · · − aip−1x
rp−1qp
p − aipx
rp
p .
Cuando la determinación de los términos de orden estrictamente inferior a
ip +m
m
de la
serie yC(x) coincide con la elección de los coeﬁcientes ai1 , . . . , aip
multxpyp(xp) =
ip+1 +m
m
· q1 · · · qp.
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Si no
multxpyp(xp) ≤
ip+1 +m
m
· q1 · · · qp = rp.
El lado de mayor pendiente del polígono de Newton de ωp es de pendiente
−
m
q1 · · · qp(ip+1 +m)
.
Segundo, yp = 0 no es la ecuación de una separatriz de ωp, su polígono de Newton contiene
un lado principal de pendiente estrictamente superior a −
1
rp
y es el lado de pendiente
mayor.
El proceso se detiene debido a que los exponentes
rp
q1 · · · qp
son los de la serie yC(x), en
esta etapa
rp
q1 · · · qp
=
βi
m
.
2
Los extremos del lado principal de N(ω¯) pertenecen a N×N, siendo su pendiente −
ηi
µi
,
todo punto (α, β) tiene coordenadas enteras este lado satisface ya sea β = 0 o β ≥ ηi.
Entre los vértices del lado principal que cuentan una contribución de B˜, anotamos (α′1, β
′
1)
cuya ordenada es mínima; en este caso β ′i ≥ ηi.
Lema 3.4.4 ([Rou99]). Los lados del polígono de Newton de aA¯(x¯, y¯) + bB¯(x¯, y¯) que
conectan los vértices de ordenadas mayores a β ′1 − 1 son de pendiente no nula y
estrictamente mayor a −
ηi
µi
, siempre que [a : b] evita un número ﬁnito de valores.
Demostración: La recta que contiene el lado de pendiente −
ηi
µi
de N(ω¯) es de ecuación:
α +
µi
ηi
β = c, con c = multx¯A¯(x¯, 0).
Como (α′1, β
′
1) es un vértice de N(ω¯) conteniendo una contribución de B¯, (α
′
1 + 1, β
′
1 − 1)
pertenece al soporte de aA¯(x¯, y¯) + bB¯(x¯, y¯). La recta que pasa por (α′1 + 1, β
′
1 − 1) y de
pendiente −
ηi
µi
es de ecuación
α +
µi
ηi
β = c+ 1−
µi
ηi
.
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Por convexidad del polígono de Newton de aA¯(x¯, y¯) + bB¯(x¯, y¯), probaremos el lema si se
prueba que el soport de aA¯+ bB¯ está en el interior del semiplano superior H deﬁnido por
la recta.
H =
{
(α, β) : α +
µi
ηi
β ≥ c+ 1−
µi
ηi
}
; intH =
{
(α, β) : α +
µi
ηi
β > c+ 1−
µi
ηi
}
.
La recta de pendiente −
ηi
µi
pasa por el punto (α′1, β
′
1) es una recta de apoyo de la cápsula
convexa de ∆(ω¯), en consecuencia de que
α +
µi
ηi
β ≥ c,
para todo (α, β) ∈ ∆(ω¯). Si (α, β) pertenece a ∆(B˜) y (α+1, β − 1) pertenece a ∆(ω¯), de
la desigualdad
(α− 1) +
µi
ηi
(β + 1) ≥ c,
O β ≥ β ′1 o la desigualdad es estricta y el punto (α, β) está en el interior de H ; entonces
multx¯
dy¯i(x¯)
dx¯
> η1 · · · ηi−1,
en consecuencia
∆
(
B˜
η1 · · · ηi−1x¯η1···ηi−1−1
·
dy¯i(x¯)
dx¯
)
⊂ intH,
en razón de las fórmulas dadas en el lema 3.4.2,
∆(A¯) ⊂ ∆
(
B˜
η1 · · · ηi−1x¯η1···ηi−1−1
·
dy¯i(x¯)
dx¯
)
∪∆
(
A˜
η1 · · · ηi−1x¯η1···ηi−1−1
)
,
y todo punto (α, β) de ∆(A¯) pertenece a intH , o a
∆
(
A˜
η1 · · ·ηi−1x¯η1···ηi−1−1
)
,
en este caso (α+ η1 · · ·ηi−1 − 1, β) pertenece a ∆(ω¯),
α + η1 · · · ηi−1 − 1 +
µi
ηi
β ≥ c,
y como
µi
ηi
> η1 · · · ηi−1,
α +
µi
ηi
β ≥ c− η1 · · · ηi−1 + 1 > c−
µi
ηi
+ 1,
y (α, β) pertenece a intH . 2
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Teorema 3.4.1 ([Rou96]). Existe un conjunto ﬁnito T de CP1 tal que para todo [a : b] ∈
CP1 \ T la curva,
Γ[a:b] = {(x, y)/ aA(x, y) + bB(x, y) = 0},
se descompone en Γ[a:b] =
g⋃
i=1
Γi donde para todo i toda componente γ de Γi satisface
1. cont(C, γ) =
βi
m
.
2. mult(Γi) = η1 · · ·ηi−1(ηi − 1).
Demostración: Por el lema 3.4.4, para todo [a : b] excepto para un número ﬁnito, el
polígono N(aA¯ + bB¯) comprende una sucesión de lados entre (α′1 + 1, β
′
1 − 1) y un punto
(d, 0), de pendientes no nulas −
1
ν1
, . . . ,−
1
νl
mayores a −
ηi
µi
, esto corresponde a los lados
de las componentes γ¯jk de la curva de ecuación aA¯(x¯, y¯) + bB¯(x¯, y¯) = 0 y parametrizado
y¯(x¯) = hjkx¯νj + εjk(x¯),
con hjk 6= 0, multx¯εjk(x¯) > νj , j = 1, . . . , l, k = 1, . . . , kj.
Sabemos que el lado de mayor pendiente del polígono de Newton de la ecuación reducida
de las separatrices de ω¯ es de pendiente −
ηi
µi
. Toda separatriz C¯ de ω¯ está parametrizada
por y¯C¯(x¯) donde
multx¯y¯C¯(x¯) ≤
ηi
µi
,
se deduce que para todo j ∈ {1, . . . , l} y k = 1, . . . , kj
cont(C¯, γ¯jk) =
µi
ηi
.
Recordar que la diferencia de las ordenadas de los extremos de un lado del polígono de
N(aA¯ + bB¯) proporciona la multiplicidad de la unión de las ramas correspondientes y
colocamos
Γ¯i =
l⋃
j=1
kj⋃
k=1
γ¯jk,
entonces mult(Γ¯i) = β ′1 − 1. Volvamos a las coordenadas (x, y) poniendo
γjk = F (γ¯jk) y Γi = F (Γ¯i);
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mostramos
cont(C, γjk) =
µi
η1 · · · ηi
=
βi
m
,
y mult(Γi) = η1 · · · ηi−1 ·mult(Γ¯i) = η1 · · · ηi−1(β ′1 − 1). Se ha visto que β
′
1 − 1 ≥ ηi − 1,
mult(Γi) ≥ η1 · · · ηi−1(ηi − 1).
Esto es verdad para todos los exponentes característicos
βi
m
. Siempre [a : b] evite un
número ﬁnito de valores,
mult(aA(x, y) + bB(x, y)) =
g∑
i=1
mult(Γi),
y
mult(aA(x, y) + bB(x, y)) = m− 1 = η1 · · · ηg − 1 =
g∑
i=1
η1 · · · ηi−1(ηi − 1),
provoca que para todo i ∈ {1, · · · , g} la igualdad
mult(Γi) = η1 · · · ηi−1(ηi − 1).
2
Sea ω = A(x, y)dx+B(x, y)dy una 1-forma. Sabemos que para todo [a : b] excepto para
un número ﬁnito, la curva polar
Γ[a:b] = {(x, y)/aA(x, y) + bB(x, y) = 0}
es reducida y se descompone en polares generales
r⋃
q=1
γq = Γ[a:b].
Deﬁnimos los siguiente números los cuales son independientes de [a : b] y [a′ : b′],
mq(ω) = mult(γq) y eq(ω) = I0(Γ[a′:b′], γq)
a los cuales llamaremos invariantes polares de ω.
Teorema 3.4.2 ([Rou96]). Dada ω una 1-forma de tipo curva generalizada, supongamos
que C es su única separatriz entonces el tipo topológico de C está determinado por los
invariantes polares de ω.
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Demostración: La prueba se basa en [Mer77] donde se muestra que el tipo topológico
de C está determinado por la multiplicidad de una polar genérica y sus cocientes polares,
los cuales son {
eq(C)
mq(C)
}
.
Recodar que si ω es de tipo curva generalizada, y si f es una ecuación reducida de su
única separatriz C, las multiplicidades algebraicas de ω y de df son las mismas, el resultado
es que para [a : b] genérico, la curva Γ[a:b](ω) de ecuación: aA+ bB = 0 y la curva Γ[a:b](f)
de ecuación: a
∂f
∂x
+ b
∂f
∂y
= 0 tienen la misma multiplicidad. Para probar el teorema, basta
mostrar que {
eq(C)
mq(C)
}
=
{
eq(ω)
mq(ω)
}
entonces Γ[a:b](f) se descompone en Γ[a:b](f) =
k⋃
q=1
γq(f),
eq(C) +mq(C) = multtf(xq(t), yq(t))
donde (xq(t), yq(t)) es una parametrización de γq(f), luego
eq(C) +mq(C) = I0(γq(f), C) = I0(C, γq(f))
eq(C)
mq(C)
+ 1 =
I0(C, γq(f))
mq(C)
Además, para toda curva irreducible δ cuyo conctacto con C es el mismo que de γq(f) con
C, se tiene
I0(C, γq(f))
mq(C)
=
I0(C, δ)
mult(δ)
,
entonces para una elección genérica de [a : b], el contacto de C con las ramas de la polar
Γ[a:b](ω) no depende de la elección de ω entre las curvas generalizadas con C como única
separatriz y demostrar el teorema es probar que para toda rama γp(ω) de una polar Γ[a:b](ω)
parametrizada por (xp(t), yp(t)), se tiene:
ep(ω)
mp(ω)
+ 1 =
I0(C, γp(ω))
mp(ω)
siempre que [a : b] evite un número ﬁnito de valores.
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3. Polares de una foliación
Por deﬁnición
aA(xp(t), yp(t)) + bB(xp(t), yp(t)) = 0
y para todo elemento [a′, b′] de P 1C salvo un número ﬁnito:
multt(a′A(xp(t), yp(t)) + b′B(xp(t), yp(t))) = I0(Γ[a′:b′], γp) = ep(ω)
incluso suponiendo ab 6= 0, se tiene
multtA(xp(t), yp(t)) = multtB(xp(t), yp(t)) = ep(ω).
Aplicamos el lema 3.1.1
multtω(xp(t), yp(t)) = multtdf(xp(t), yp(t)).
Si los ejes coordenados son elegidos tal que {y = 0} sea el cono tangente de Γ[a:b](ω),
multtyp(t) > multtxp(t) = mp(ω).
Luego,
multtω(xp(t), yp(t)) = multtdf(xp(t), yp(t))
multtω(xp(t), yp(t)) = multtf(xp(t), yp(t))− 1
ep(ω) +mp(ω)− 1 = I0(C, γp(ω))− 1
ep(ω) +mp(ω) = I0(C, γp(ω)).
2
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