Abstract-In the past few years, the automotive electronics and sensing technologies have developed rapidly. Today, the status of most of the sub-systems in a running vehicle can be accurately monitored. This process produces a huge amount of data. Extracting the potential value of such data, to for instance support developing advanced vehicle diagnosis and active safety applications, has attracted tremendous attentions in both academia and industry. Considering that the sensing data, if sampled with sufficiently high frequency, can accurately represent how a driver maneuvers a vehicle, this paper investigates using the vehicular sensing data to exploit drivers' behaviors in different traffic scenarios. We apply machine learning techniques to construct driving behavior models, and discuss their applications in driver identification.
I. INTRODUCTION
In recent years, autonomous vehicles and connected vehicles have attracted the attention both in academic and industrial fields. They all indicate that traffic will become more and more intelligent in the future, and people will travel more conveniently, safely and comfortably. The central concern of autonomous driving or connected vehicle is vehicle's movement mode. By analyzing the normal driver's operation, a safe and effective vehicle handling program can be found. Vehicles are a very sophisticated and complex system whose speed, trajectory and mode of operation are affected in many ways, such as driver's habits, vehicle performance, road conditions, and other environmental factors. In order to explore the behavior patterns of vehicles in traffic, it is very important to construct a driver behavior model.
Building driver model requires a great deal of vehicle driving data. Modern vehicles, in fact, are equipped with a large number of sensors which can be used to record the behaviors of the drivers at all times through high frequency data acquisition mechanism. Now the vehicle data acquisition method has been mainly divided into four kinds: the first method is directly reading the vehicle sensor messages through the vehicle's CAN port [1] . The data sent by the CAN port has the characteristics of high frequency and wide variety. Hoverer, it is necessary to obtain the message protocol of this vehicle model in advance and develop the corresponding data acquisition system, which makes the overall cost expensive. Installing external sensors (gyroscope, inertial sensor, GPS, Video surveillance etc.) is a complement to the above approach, especially in terms of the need of image, the surrounding object and geographic information [2] [3] . Through the mobile phone sensors to obtain data is also a popular way among researchers because the phone is easy to carry and easy to develop [4] . This approach has its own shortcomings at the same time, for instance, fewer data types and relatively low accuracy compared to the vehicle inner sensors. The driving simulator can also generate large amounts of data [5] [6] . It can even simulate dangerous scenes, which is beneficial to the driver's risk assessment, but the price of a simulator is very expensive and the data may differ from the real situation [7] .
After obtaining the original data of the vehicle through the above way, the driver's behavior modeling analysis can be carried out. Driver behavior analysis is mainly divided into two categories: one is driving behavior classification, and the other is driver classification. Driving behavior classification is extracting features from speed, acceleration, steering wheel angle and other data, to identify the turn, follow, overtaking and other driving behaviors. These identified actions are mainly used for autopilot-related research, and by modeling the traffic environment and specific behavior, we can teach a vehicle as safe and normal as a human being. Many articles have studied this field. [8] uses dynamic a time warping method to identify left turn, right turn, U-turn and other four kinds of driving behaviors based on GPS data. Similarly, the turning behavior under different roads are identified based on hidden marko v model in [9] . [10] [11] have studied the follow behavior of the vehicle. The different stages of the follow action were divided by using the improved C-means algorithm in [10] , and unsupervised learning classification results were also described. [11] constructs Gazis-Herman-Rothery model to segments and clusters the data of lateral acceleration and heading angle. The clustering results show that the following behaviors of different types of vehicles are diverse. [12] [13] predict the driver's intention based on the classification of driving behavior. In [12] , by gaining pedal, steering, foot movement information, braking intention was predicted using the Bayesian learning method, and the risk of different timing of the brakes was evaluated. Four types of behaviors, i.e., straight/left/right/stop, at the intersection are predicted in [13] through the hidden Markov models (HMM) and hybrid-state system (HSS).
Driver classification is also a hot topic in academia, researchers have been hoping to solve the problem of high traffic accident casualty rates, and a driver's poor driving behavior is the root cause of the accident. We are eager to make driver model to describe whether a driver is dangerous or not, skilled or unskilled, stable or unstable, which is usually used as a basis for Usage Based Insurance (UBI). The driver classification model can also provide a corresponding improvement for drivers with poor driving behavior. When the category is large enough, that is, when the type is equal to the number of drivers, the driver classification problem becomes a driver identification problem, it can construct a driver portrait for a separate driver, and can also be used to identify the driver's vehicle which is stolen. The vehicle simulator is used in [14] to evaluate the driver's skill in a specific scene, and the drivers are divided into three categories: novice, general and expert through extracting DFT features from wheel angle data. References [15] [16], respectively, distinguish driver risk fro m the perspectives of Bayesian theory and vehicle dynamics theory. The driver's categories in above papers were pre-labeled based on questionnaires and videos. However, in many cases, it is difficult for researchers to obtain records of the driver's violation in recent years. In this case, it is necessary to use the unsupervised learning method to cluster the driver [17] [18] . In addition, references [19] and [20] study driver identification technology. [19] uses the SVM and multivariate logistic regression to perform feature extraction on velocity, heading angle, instantaneous fuel consumption data, and applied it to driver identification, In [20] , a driver identification model is constructed from the perspective of the deep learning, Driver modeling is the basic research of many other applications. Its core idea is to find features that really represent driver behavior and use these driver characteristics to predict and analyze a particular goal. For example, in the driver behavior classification problem, this prediction goal is to distinguish between different driving behaviors, and in the driver classification problem, this goal can be to determine the driver's skill level, risk and so on. Because of the limitations of data collection, some studies have only experimented with vehicle data with fewer data types [16] [17] [20] . In view of the fact that more data sets provide more information, this paper uses a range of commonly used sensor data and several different feature extraction methods are adopted to obtain driver behavior characteristics. Moreover, in many previous studies on driver modeling, data modeling was based on a complete trip, but are all the data in a complete trip valuable? Based on this consideration, several different driving scenes are proposed in this paper, and the performances of different scene combinations are discussed under the application of driver identification.
The rest of this paper is organized as follows: Section II introduces data sources and the method of data preprocessing. Section III discusses feature extraction and specific scenes. Section IV describes the modeling method. Our conclusion and future work are presented in Section V.
II. DATA PREPROCESSING
This paper is based on the SPMD (Safety Pilot Model Deployment) project [22] , which provides a comprehensive data collected from nearly 3,000 vehicles equipped with V2V communications devices in real-world scenarios. The data set include basic safety information, vehicle location information , vehicle-driver interaction data, roadside communication unit data and other types of data. The SPMD experiment was carried out in Ann Arbor, Michigan, USA. Each participant vehicle was owned by a volunteer and did not need to perform a special driving operation or a special journey due to the experiment. It is intended to obtain data during routine natural driving. And it can be thought that each car was basically driven by the same driver, different vehicles that represented different drivers, so that data can be used to analyze the differences of drivers' behaviors.
In the data set used in this paper, we only select the dimensions that are relevant to the driver's operating and travel habits, including: GPS time, latitude, longitude, longitudinal velocity, longitudinal acceleration, steering wheel angle. We selected 64 drivers, each driver file contains from 100 to 300 different trips, and the total number of samples is about 80 million.
The raw data of a vehicle can not be used directly, and a series of preprocessing operations are needed before construct a model. The preprocessing of vehicle data mainly includes the following: completing the missing values, smoothing the noise data, deleting the outliers, resolving data inconsistencies, reducing the data dimensions and normalizing data.
III. SELECTION OF DRIVING PATTERNS

A. Driving Scenes
Many previous studies are based on the entire trip to construct variables and obtain the driver's features, but is it reasonable enough for extracting drivers' driving patterns? For example, in the case of traffic jams, the statistics characteristics of the complete trip data will show the driver brakes too frequently and speed is not stable, makes him look like a lowskilled driver. It indicates that the evaluation is unfair and can not represent real characteristics of drivers. Therefore, a whole trip must be divided into several parts to find scenes that really reflect drivers' driving habits [23] . This paper defines 6 scenes, which are:
(1) START: 5 seconds after starting  Mean, maximum and variance of steering angle.
 Positive kinetic energy (PKE) [24] [25] that is defined as the sum of the differences between the squares of the final and initial speeds in successive acceleration manoeuvers, divided by total trip:
 Relative positive acceleration (RPA) that is defined as the product of the instantaneous speed and the instantaneous positive acceleration divided by total trip distance:
 Root mean square (RMS) of the power factor (PF) over the different time:
 Probability density value [20] of speed, acceleration and steering angle.
 Road conditions, including highway and urban roads.
 Driving time of a trip.
 Speed, acceleration, and steering angle are continuous numerical variables, and they all have their own range of distribution. Here, take the acceleration scene for example, Figure I and II show the acceleration distributions of the driver 10 and the driver 11 in different acceleration scenes respectively. It can be seen that the same driver has similar probability density distribution at different acceleration scenes, and the distribution characteristics of different drivers are diverse. Since this distribution is not a typical distribution, the parameters of the common distribution (such as the mean value and variance value of the Gauss distribution) cannot be directly used as features. At this point, we can divide the distribution area into several equal bins and compute the probability density of each bin, which is used as the characteristic value of the driver. Moreover, the geographical position and driving time, which can also affect the driver's behavior, are taken in consideration. IV. DRIVER MODELING Due to the lack of driver's background information (such as the number of violations, the number of accidents etc.), it's temporarily unable to give each driver a label of risk degree. So this article will discuss performance under the application of driver identification using above modeling method . The performance of a model will be influenced by the input variables, the model algorithm and the model parameters. In the following , we will discuss scene selection, and model selection to get the optimal model. The model parameters had been adjusted when using the model.
A. Evaluation Method
Driver identification is a typical classification problem and the acquired features need to be put into the model of machine learning to predict the categories they belong to. The prediction accuracy of a model is obtained through dividing all correctly identified samples by the total number of samples.
The five-fold cross validation will be used to determine the model's real prediction accuracy, and the given modeling s ample will be taken out of 4/5 of the samples to train the model, and the remaining samples will be predicted with the newly established model. After repeated several times, the average accuracy is recorded as the evaluation index of the model, which is close to the actual test accuracy. When the average accuracy is high, we can say that the model performs well.
B. Scene Selection
In section III, we propose six kinds of driving scenes used to characterize the driver's driving behavior. Each scene can extract features that are described in section III (B). And a vector, contains all the features of a scene, can be treated as a sample point. One of the dimensions of this vector is the sign of the scene. The accuracy of the model can be obtained by putting the sample points into the model. Firstly, only the individual scenes are used to identify two drivers. The random forest model was used as the classification model. Random forest model, a classic machine learning model, has advantages of less overfitting and easier processing of highdimensional data. As shown in Figure. III the horizontal axis represents the number of the characters, and the vertical axis represents the model prediction accuracy. It can be seen that the acceleration, deceleration and high-speed scene have the highest identification rate, the turn scene is in the middle position, and the accuracies of the starting and stopping scenes are the worst. However, unlike the expected result, the performance of the individual scenes is not as good as the performance of the entire trip. The reason may be that although the complete trip has some redundant data, it still contains most of the driving scene information. So if the performance of a single scene model is not good enough, can the integration of multiple scenes improve the overall recognition rate? That means putting samples of multiple scenes into the classification model. Compared with single scene, the highest identification rate of combinations has been significantly improved, and the highest combination of the accuracy rate can reach 0.76. It can be seen that the performances of most combinations exceed the performance of full trip. In order to find the best combination of scenes, all the situations have been exhausted. Finally, we find that the combination of start, acceleration and deceleration, can achieve the best performance.
FIGURE IV. PREDICTION WITH COMBINATIONS OF T HREE SCENES
C. Model Selection
The recognition rate of machine learning model is related to the matching degree between internal algorithm and data set. It is desirable to find an optimal model to process vehicle data. In addition to the random forest model, three models are used in this section, which are k-nearest neighbors (KNN), artificial neural network (ANN) and support vector machine (SVM ), respectively. The KNN algorithm is a model based on the proximity point. In the category decision, the algorithm is only related to the adjacent samples. Therefore, the KNN method is more suitable than the other methods for the crossover or overlapping sample sets. The SVM is a very commonly used supervised learning algorithm that divides different types of data sets from high-dimensional spaces by calculating category distances and setting kernel functions. The ANN algorithm simulates the pattern of human biological neurotransmission signals by constantly injecting new sample points to stimulate neurons and update the weights, it can handle very complex nonlinear problems when setting multilayer neurons. Figure. V shows the predicted probability of different models under different number of features. It can be seen that with the growth of numbers, the recognition probability has been greatly improved, which is due to the distribution in a more detailed division provides more information. It is worth noting that this value is not as bigger as better, when the number of types closes to the number of sample points will cause the curse of highdimensional, the model over-fitting will result in a decline in the probability of prediction. Among the four models, random forest and ANN have better performance than others, especially when the number of features is large, the performance of ANN is superior to random forest, and ANN's highest recognition rate reaches 0.83. SVC also does well when the number is small. However, its performance is not significantly improved with the increase of the number of features. The overall recognition rate of KNN is poor. The above classification are two classification problems. When more driver are added to the model, the recognition rate will have a certain degree of decline, But the results are still within the acceptable range, as shown in Figure  VI .
FIGURE V. T HE IDENT IFICAT ION RAT E OF DIFFERENT MODELS UNDER DIFFERENT NUMBER OF FEAT URES V. CONCLUSION
In this paper, we discuss the driver modeling process, including data acquisition, preprocessing, feature extraction, and driver modeling. The acceleration, speed, steering angle, GPS time, location information are used to construct the driver model, six kinds of typical driving scenes are proposed in this paper, including the start, stop, high speed, turn, acceleration, deceleration. All of the scenes were modeled using the random forest algorithm, the results showed that the combination of start, acceleration, deceleration scenes could be able to carry out the best identification of drivers. Otherwise, four kinds of machine learning models (random forest, k-nearest neighbors, artificial neural network and support vector machine) are compared. It is found that both artificial neural network models and random forest models are superior in performance, in which the maximu m recognition probability of artificial neural network model is up to 0.83. After adding categories, that is, the number of drivers, the model's recognition probability has declined, but is still within the acceptable range.
Many future works can be done. In fact, in most cases, we are not concerned about the accurate recognition of each individual driver, but focus on the drivers' categories. Is a driver aggressive or non-aggressive, and what is the range of accidents he will have in the next three years? Is he an ordinary office worker or a taxi driver? Because of the separation of the drivers' background information and the driving data, there is still a lack of a good way to catch a driver with an accurate classification label only through driving data. The driver modeling method of this paper can be used as the basis of future driver classification.
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FIGURE VI. T HE IDENT IFICAT ION RAT E OF DIFFERENT MODELS WIT H MULT IPLE DRIVERS (40 FEAT URES)
