In this paper, we consider those multiplication operators M p on L 2 a
Introduction
It is interesting to consider reducing subspaces of multiplication operators on function spaces and relevant von Neumann algebras. This topic experienced two main phases of advancement during the last four decades. The first phase is mainly concerned with the theme in the 1970's on commutants and reducing subspaces of multiplication operators on the Hardy space of the unit disk. Several remarkable advances in this period were made mainly by Abrahamse and Douglas [AD] ; Cowen [Cow1, Cow2, Cow3] ; Baker, Deddens and Ullman [BDU] ; Deddens and Wong [DW] ; Nordgren [Nor] ; Thomson [T1, T2, T3, T4] , etc. It is natural to consider the cases on the Bergman space, and the second phase began with Zhu's conjecture on the numbers of minimal reducing subspaces of multiplication operators defined by finite Blaschke products [Zhu] in 2000. This research is presently experiencing a period of intense development, during which a lot of remarkably progress had been made. Several notable results mushroomed, concerning a fascinating connection between analysis, geometry, operator and group theory, see [DSZ, DPW, GH1, GH2, GH3, HSXY, GSZZ, SW, SZZ1, SZZ2, Zhu] . For the details, one can refer to [Cow4, CW, GH4] and [Guo] .
However, little is known in the case if the underlying function space is based on a high-dimensional domain, see [Guo, LZ, SL] . Denote by D the unit disk in the complex plane C, and dA(z) the normalized area measure over D. Let L 2 a (D 2 ) denote the Bergman space consisting of all holomorphic functions over D 2 which are square integrable with respect to the normalized volume measure dA(z)dA(w). For any bounded holomorphic function φ over D 2 , let M φ be the multiplication operator defined on the Bergman space L 2 a (D 2 ). As done in [GH1] - [GH3] , W * (φ) denotes the von Neumann algebra generated by M φ and V * (φ) W * (φ) ′ , the commutant algebra of W * (φ). It is well-known that V * (φ) equals the von Neumann algebra generated by the orthogonal projections onto M , where M run over all reducing subspaces of M φ . Recall that a closed subspace M of L 2 a (D 2 ) is called a reducing subspace for M φ if M is invariant for both M φ and M * φ . If, in addition, there is no nonzero reducing subspace N satisfying N M , then M is called minimal. This is equivalent to say that P M is a minimal projection in V * (φ). Two reducing subspaces M 1 and M 2 are called unitarily equivalent if there exists a unitary operator U from M onto N and U commutes with M φ [GH1] . In this case, we write
One can show that M 1 U ∼ = M 2 if and only if P M 1 and P M 2 are equivalent in V * (φ); that is, there is an operator V in V * (φ) such that V * V = P M 1 and V V * = P M 2 .
In this paper, Z(φ) W * (φ) ∩ V * (φ), the center of W * (φ). Put p(z, w) = z k + w l where k, l ≥ 1, and this paper mainly focus on reducing subspaces and the relevant von Neumann algebras of the multiplication operators
The following is our main theorem.
is of type I. Furthermore, there is a positive integer K such that V * (p) is * -isomorphic to the direct sum of M n j (C)(1 ≤ j ≤ K), with each n j = 1 or n j = 2. Precisely, put δ = GCD(k, l), and then
and m ′ = kl − δ 2 + 2δ.
The following consequence is direct, which completely characterizes the commutativity of V * (p) algebraically. Corollary 1.2. If p(z, w) = z k + w l with k, l ≥ 1, then the center Z(p) of V * (p) is nontrivial; and V * (p) is abelian if and only if GCD(k, l) = 1. In this case, Z(p) = V * (p).
Recall that if B is a finite Blaschke product, then the von Neumann algebra V * (B) defined on L 2 a (D) is always abelian [DPW] , i.e. Z(B) = V * (B). On the other hand, it is interesting that dim
Notice that studying V * (z k w l ) is closely related to studying those reducing subspaces for M z k w l , which is firstly considered in [LZ] , and completely characterized in [SL] , both on the unweighted and weighted Bergman spaces. However, the approach is quite different from that in this paper. Remark 1.3. Consider p α (z, w) = z k + αw l where |α| = 1. It is not difficult to see that M pα is unitarily equivalent to M p , and hence V * (p) is * -isomorphic to V * (p α ). Therefore, similar results also hold as Theorem 1.1 and Corollary 1.2.
Below, an example will be presented.
is abelian if and only if k = 1. In the case of k = 1, V * (z + w) has exactly 2 minimal reducing subspace.
It is worthwhile to mention that the proof of Theorem 1.1 heavily depends on the reducing subspaces of M p , which will be mentioned as follows. To begin with, we needs some notations. Put
which is a reducing subspace for M p . Furthermore, it is easy to see that
One may hope that all these spaces L a,b are minimal reducing subspaces for M p . In some cases, it is the case. However, it is not always true.
Now Ω will be divided into two parts; precisely, put
Both Ω 1 and Ω 2 are always nonempty. Let M
Similarly, put
denotes the reducing subspace generated by f . Later, we will see that if (a, b) ∈ Ω 2 , then both M 
The following result is an essential integrant of Theorem 1.1. It tells us which are "obvious" minimal reducing subspaces.
is exactly the finite direct sum of all these minimal reducing subspaces.
where n, i r , j r ∈ Z + satisfying n r=1 (i r − j r ) = 1.
Then by Theorems 1.1 and 1.5, one can show the following consequence, also see Corollary 4.9.
This paper is arranged as follows. Section 2 gives some notations and some computational lemmas that will be useful later. Section 3 will determine those "obvious" minimal reducing subspaces, whose direct sum equals the whole space L 2 a (D 2 ). Section 4 will determine which minimal reducing subspaces are unitarily equivalent, and then the proof of Theorem 1.1 will be presented.
Some preliminary lemmas
In this section, some computational lemmas will be presented, which will be useful later.
In this paper, we always assume that k, l, n, m, n ′ , m ′ ∈ Z + , and p always denotes the polynomial z k + w l . Put
Since T is a diagonal operator, for any reducing subspace M of M p , M is necessarily reducing for T , and hence M is also reducing for all spectrum projections for T . This is our start-point for determining the reducing sub-
and let Q d denote the orthogonal projection onto the space 
where the left side converges in strong operator topology. We may define an equivalence on Ω × Z 2 + . Precisely, define
In particular, for a fixed pair (a, b) ∈ Ω, define an equivalence ∼ a,b on Z 2 + as follows:
Equivalently, there exists an integer d such that
Lemma 2.1. Each equivalence ∆ on Ω × Z 2 + is a finite set.
Proof. Notice that all (a, b) above as are contained in a finite set Ω. To show that each equivalence ∆ on Ω × Z 2 + is a finite set, it suffices to show that for each fixed pair (a, b) ∈ Ω, and (n, m) ∈ Z 2 + there are only finitely many
After one minute thought, we may assume that both (n, m) and (n ′ , m ′ ) lie in E. In this case, when (s(a), t(b)) is fixed, both φ(s, n) and φ(t, m) are strictly decreasing in n or m.
If n ′ ≤ m ′ , then 1 ≤ n ′ ≤ max{n + 1, m + 1}, and for each n ′ there is at most
, and for each m ′ there is at most one integer
The proof is complete.
Remark 2.2. Lemma 2.1 tells us that each eigen space H d for T is of finite dimension, where
There are two cases under consideration.
Put λ = (s + n) + (m + t) > 2, and define
First, we show that ρ is strictly decreasing on (0, λ 2 ) and strictly increasing on ( λ 2 , λ). To see this, notice that
and then
and ρ ′ > 0 on ( λ 2 , λ); and then ρ is strictly decreasing on (0, λ 2 ) and strictly increasing on ( λ 2 , λ). Then one can see that for any x, y ∈ (0, λ), ρ(x) = ρ(y) if and only if x = y or x + y = λ. Since s + n = s + n ′ , (2.3) implies that
forcing s + n ′ = t + m. Notice that s, t ∈ (0, 1], and hence s = t, which immediately gives n ′ = m, and thus (n, m) = (m ′ , n ′ ). The identity s = t shows that (a, b) ∈ Ω 2 .
Case II. (n, m), (n ′ , m ′ ) ∈ E c . In this case, we may assume that n ′ = m = 0.
.
forcing s = t, because both sides are strictly increasing in s or t on (0, +∞).
Proof. It is straightforward to check that (r, 0) ∼ a,b (0, r) if and only if (a, b) ∈ Ω 1 for r ≥ 1. We will show that if n ≥ 2 and (n + 1, 0) ∼ a,b (n, 1), then (n, 0) ≁ a,b (n − 1, 1). Assume conversely that (n, 0) ≁ a,b (n − 1, 1). Then
, and then
That is, 2 (s + n)(s + n + 1)(s + n + 2) = 2 (s + n − 1)(s + n)(s + n + 1) , which is impossible since s > 0. The remaining part is similar.
Proof. Suppose that (a, b) ∈ Ω 2 and n, m ≥ 1. Assume conversely that (n + m, 0) ∼ a,b (n, m). That is,
where G(x) is the least common multiple of (x + n + m)(x + n + m + 1), x + 1, (x + n)(x + n + 1) and (x + m)(x + m + 1). Observe that F is an integral polynomial whose leading coefficient is 1. By basic algebra, all rational roots of the equation F (x) = 0 are integers. Since F (s) = 0 and s ∈ (0, 1]∩ Q, then s = 1. However, s = 1 does not satisfy the equation (2.4); i.e., F (s) ≡ F (1) = 0, which is a contradiction. The proof is complete.
Corollary 2.7. If r ≥ 2, then (r, 0), (r − 1, 1), · · · , (0, r) can not belong to a same equivalence with respect to some (a, b) ∈ Ω.
Proof. If (a, b) ∈ Ω 1 , then by Lemma 2.5 (r, 0) ≁ a,b (0, r). If (a, b) ∈ Ω 2 , then Lemma 2.6 shows that (r, 0) ≁ a,b (r − 1, 1), completing the proof.
Minimal reducing subspaces
This section will determine the "obvious" minimal reducing subspaces, which is characterized by Theorem 1.5, restated as below.
We need some notations. For fixed (a, b) ∈ Ω and r ≥ 1, put
and E 0 a,b = Cz a w b . Also, notice that
which is a reducing subspaceof M p . If there is no confusion, we also rewrite
Proof. First, let us make a claim.
By induction, we have
and hence
]. To show the inverse inclusion, it suffices to show that
which is reduced to prove that
To see this, we first show that T M p (E r ) M p (E r ) for r ≥ 1. Otherwise, there is some positive integer r such that
This, along with (2.1),
implies that there is some nonzero constant λ j satisfying
Thus,
which is a contradiction to Corollary 2.7. Therefore,
and that
Then we have
, completing the proof of the claim.
By the above claim, [
Again by the claim, [E r ] = L a,b , r ≥ 1.
By the proof of Proposition 3.2,
Recall that E 0 = Cz a w b .
Proof. By Proposition 3.2, it suffices to show that [E 0 ] ⊇ E 1 . Since (a, b) ∈ Ω 1 , (1, 0) ≁ a,b (0, 1), which implies that
By (3.1) and Corollary 3.4, one can show the following, which will be needed later.
Proof. Assume that (a, b) ∈ Ω 1 . We must prove that for each f ∈ L a,b with f = 0, [f ] = L a,b ; by Corollary 3.4, this is equivalent to show that
Since f = 0 and
there exists d ∈ Z + such that Q d f = 0. By Lemma 2.1 and Remark 2.2, put
where
Case I. N = 1 or N ≥ 2 and n 1 + m 1 > n 2 + m 2 . Since
Case II. n 1 + m 1 = n 2 + m 2 = y ≥ 1. Notice that by Lemma 2.5
(1, 0) ≁ a,b (0, 1) and (1, 0) ≁ a,b (0, 0), and thus y ≥ 2. Without loss of generality, assume that N ≥ 3. In this case, Corollary 2.4 implies that y > m 3 + n 3 .
Again by Corollary 2.4, among (n 1 , m 1 ) and (n 2 , m 2 ), one lies in E and the other lies in E c . We may assume that (n 1 , m 1 ) = (y, 0), n 2 ≥ 1 and m 2 ≥ 1. Put
and λ d 3 = φ(s, n 2 ) + φ(t, m 2 − 1). There are two situations under consideration for Case II.
2) n 2 ≥ 1 and m 2 ≥ 2. If n 2 , m 2 ≥ 2, then by Corollary 2.4
and if n 2 = 1 and m 2 ≥ 2, then
In either case, there is a λ d j (1 ≤ j ≤ 3) that is distinct from the other two among
By similar computations as in 1), there is a nonzero constant β j such that
Precisely,
(s+n 2 )(t+m 2 ) and
Recall that M + a,b denotes the reducing subspace for M p :
It is not difficult to check that
f, e a+nk (z)e b+ml (w) = f, e a+mk (z)e b+nl (w)
is equivalent to the identity
Comparing with Corollary 3.4, we have the following.
Below, we will use induction to prove that
By induction, we assume that
, and we must show that M
that is to show
Since r − n = n, by Lemmas 2.3 and 2.6 (n + 1, r − n) ≁ a,b (n, r − n + 1), which implies that there are two constants α and β satisfying α = β and
, which shows that both f and g lies in [z a w b ].
If n − 1 = r 2 , then put
Since r − n + 1 = n − 1, by Lemmas 2.3 and 2.6 (n, r − n + 1) ≁ a,b (n − 1, r − n + 2), which implies that there are two constants α ′ and β ′ satisfying α = β and
, and then both f and g lies in [z a w b ].
In either case, we have
The induction is complete and
. By similar discussion as the proof of Lemma 3.7, We get the following result.
The following two propostions shows that for (a, b) ∈ Ω 2 , both M 
where α i = 0 and φ(s, n i )+φ(t, m i ) = λ d . Without loss of generality, assume that n 1 + m 1 ≥ n 2 + m 2 ≥ · · · ≥ m K + n K . By Lemmas 2.3 and 2.6, we may assume that
Also, we have a similar result as Proposition 3.9.
Proposition 3.10. For each (a, b) ∈ Ω 2 , M − a,b is a minimal reducing subspace.
Proof. For (a, b) ∈ Ω 2 , we must show that
By Lemmas 2.3 and 2.6,
Also notice that if n 2 + m 2 = n 1 + m 1 − 1, then
Therefore,
. Combing Propositions 3.6, 3.9 with 3.10 shows that Theorem 3.1 holds. One lemma will be established, which will be needed later. By the proofs of Propositions 3.9 and 3.10, we have the following.
where α i = 0 and
4 Unitarily equivalent reducing subspace
In this section, we will determine those unitarily equivalent minimal reducing subspaces for M p , which are presented in Section 4. It is shown that all minimal reducing subspaces M Recall that for a fixed operator M p and two reducing subspaces M 1 and M 2 , if P M 1 is equivalent to P M 2 in the von Neumann algebra V * (p), then M 1 is called unitarily equivalent to M 2 . Equivalently, there is a unitary operator U : M 1 → M 2 which commutes with M p , see [Guo, GH4] . 
Assume conversely M 1 is unitarily equivalent to M 2 ; that is,
Then there is a partial isometry U in V * (p) such that
This, combined with Lemma 3.5, implies that there is a nonzero constant c such that
Also notice that U T = T U, and then
By some computations, we have s = s ′ , forcing a = a ′ , which is a contradiction. Therefore, M Proof. Assume that both (a, b) and (a ′ , b ′ ) lie in Ω 2 . Rewrite
We will show that M 1 and M 2 are not unitarily equivalent. Assume conversely M 1 is unitarily equivalent to M 2 . Then there is a partial isometry U in V * (p) satisfying (4.1). Put M = (I + U )M 1 , and consider z a+2k w b + z a w b+2l ∈ M 1 . There must be an integer d ∈ Z + such that
where λ d = φ(s, 2) + φ(s, 0). Put h 0 = U (z a+2k w b + z a w b+2l ), and then
where α i = 0 and n i > m i for 1 ≤ i ≤ K, and
Notice that by Lemmas 2.3 and 2.6,
Rewrite g 0 = z a+2k w b + z a w b+2l , and then Therefore, by Lemma 3.5 there is a nonzero constant c such that
Notice that by Lemma 2.5, (0, 1) ≁ a,b (1, 0). Then there are two distinct integers d 1 and d 2 such that
Without loss of generality, assume that
However, M 1 ∩M = {0}, which is a contradiction. The proof is complete.
Similarly, we have the following.
Assume conversely that M 1 is unitarily equivalent to M 2 . Then there is a partial isometry U in V * (p) satisfying (4.1), and thus
By the proof of Lemma 3.4, dim
, which is a contradiction. The proof is complete.
With the help of Propositions 4.1-4.4, by applying operator-theoretic techniques one gets the following.
Proof. First assume that (s, t) = (t ′ , s ′ ). In this case, define a unitary oper-
Then by straightforward computations, one has M p U e a+mk (z)e b+nl (w) = U M p e a+mk (z)e b+nl (w), m, n ∈ Z + , and thus
The converse direction follows directly from Proposition 4.6.
Before continuing, let us make an observation. Let GCD(k, l) denote the greatest common divisor of k and l. If (s, t) = (t ′ , s ′ ), then GCD(k, l) ≥ 2. Thus, we have the following consequence.
Now we come to the proof of Theorem 1.1.
Proof of Theorem 1.1. With the help of Theorem 1.5, one can give the proof of first part as follows. By Theorem 1.5, there are finitely minimal reducing subspaces M 1 , · · · , M K of M p whose direct sum is the whole space L 2 a (D 2 ). Put P j = P M j , j = 1, · · · , K, the orthogonal projection onto M j . Then there is a partition of {1, 2, · · · , K} : Λ 1 , · · · , Λ K ′ , satisfying (i) If m, n ∈ Λ j for some j, then P m is equivalent to P n in V * (p);
(ii) If m and n lie in different Λ j , then P m is not equivalent to P n .
Then it is easy to see that the von Neumann algebra V * (p) is the direct sum of finitely many homogenous algebra, with each one * -isomorphic to M n (C) where n ∈ Z + . The remaining is to determine the size of n and the numbers of M n (C).
By Theorems 4.5 and 4.7, the integer n for M n (C) equals 1 or 2. By definition, Ω 2 = {(a, b) : (s = t)}. Put δ = GCD(k, l), and write k = k ′ δ and l = l ′ δ. Then ♯Ω 2 = δ, and there are 2δ minimal reducing subspaces of the form M Then V * (p) is * -isomorphic to
as desired. The proof of Theorem 1.1 is complete.
By Theorems 1.1 and 1.5, we have the following consequence.
Corollary 4.9. Put p = z k + w l . Each nonzero reducing subspace M for M p must be the direct sum of some (orthogonal) minimal reducing subspaces, each with the following form: However, the case on the Hardy space H 2 (D 2 ) is different. In fact, it is shown in [Da] that V * (z k + w l ) is * -isomorphic to M kl (C) ⊕ M kl (C). This is interesting not only because the "size" of the matric M kl (C) can be larger than 2, but also because it is different from the case of V * (B) defined on H 2 (D), where B is a finite Blaschke product, and then V * (B) is * -isomorphic to M n (C) with n = order B. It is worthwhile to mention that if h is holomorphic on D, then there is a holomorphic function g on D and a finite Blaschke product B satisfying h = g • B and V * (h) = V * (B), on the Hardy space H 2 (D), the Bergman space L 2 a (D), as well as on the Dirichlet space [T1, T2] .
