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Let Un be an extended Tchebycheff system on the real line. Given a point x¯ = (x1, . . . , xn),
where x1 < · · · < xn , we denote by f (x¯; t) the polynomial from Un , which has zeros
x1, . . . , xn . (It is uniquely determined up to multiplication by a constant.) The system Un
has the Markov interlacing property (M) if the assumption that x¯ and y¯ interlace implies
that the zeros of f ′(x¯; t) and f ′( y¯; t) interlace strictly, unless x¯ = y¯. We formulate a general
condition which ensures the validity of the property (M) for polynomials from Un . We
also prove that the condition is satisﬁed for some known systems, including exponential
polynomials
∑n




. As a corollary we obtain that property (M)
holds true for Müntz polynomials
∑n
i=0 bixγi , too.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and statement of the results
Denote by πn the set of all real algebraic polynomials of degree at most n. A classical result for polynomials, which have
only real zeros, is the following
Lemma of Markov. Suppose that the polynomials p and q from πn have zeros x1 < · · · < xn and y1 < · · · < yn, respectively, which
satisfy the interlacing conditions
x1  y1  · · · xn  yn.
Then the zeros t1 < · · · < tn−1 of p′(x) and the zeros τ1 < · · · < τn−1 of q′(x) interlace too, that is
t1  τ1  · · · tn−1  τn−1.
Moreover, the above inequalities are strict, unless xi = yi, i = 1, . . . ,n.
Markov’s lemma is often used in the study of extremal problems for algebraic polynomials and also in questions related
to the distribution of the zeros of derivatives, see [7,12,8,4,11,5,13,9,3,2,10].
A natural goal is to extend Markov’s interlacing property to more general classes of functions. Results of this type are
obtained by Videnskii [14] and Bojanov [1]. However, some important Tchebycheff systems on the real line do not fulﬁll the
requirements from [14] and [1].
We formulate a condition (denoted by (P)), such that if an ET-system (see the deﬁnition below) satisﬁes (P), then it
possesses the Markov interlacing property. We give various examples of ET-systems of exponential polynomials, which
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interlacing property holds even for derivatives of arbitrary order. Next we summarize the results of the paper.
Let {u0, . . . ,un} be an ET-system on R (see [6, Chapter 1]). That is, ui ∈ Cn(R), for i = 0, . . . ,n, and every non-zero
polynomial u =∑ni=0 aiui , where (a0, . . . ,an) ∈ Rn+1, has at most n real zeros, counting multiplicities. We set
Un := span{u0, . . . ,un},
and
X = {(x1, . . . , xn) ∈ Rn: x1 < · · · < xn}.
Given a point x¯ ∈ X , we deﬁne
f (x¯, t) :=
∣∣∣∣∣∣∣∣
u0(t) . . . un(t)




u0(xn) . . . un(xn)
∣∣∣∣∣∣∣∣
.
Clearly, f (x¯, t) is a polynomial from Un , which has zeros x1, . . . , xn . Note that if g ∈ Un is any other polynomial having the
same zeros, then there exists a constant C such that g(t) = C f (x¯; t). In general, we shall say that f ∈ Un is an oscillating
polynomial if it has n distinct real zeros.
Applying Rolle’s theorem to a polynomial f (x¯; t) ∈ Un we see that f ′(x¯; t) has at least one zero in each of the intervals
(xi, xi+1), i = 1, . . . ,n − 1. We shall suppose that the system Un has the following property:
(P) There exist numbers δ0 and δn in {0,1} such that for every x¯ = (x1, . . . , xn) ∈ X , f ′(x¯; t) has exactly:
– δ0 zeros in (−∞, x1);
– one zero in each of (xi, xi+1), i = 1, . . . ,n − 1;
– δn zeros in (xn,∞).
Next we introduce an index set J (Un) ⊂ {0, . . . ,n}, which corresponds to the zeros of f ′(x¯; t). The deﬁnition of J (Un) is
as follows: the set {1, . . . ,n − 1} is contained in J (Un) and if δi = 1 for some i ∈ {0,n} then i ∈ J (Un).
Our ﬁrst result concerns general ET-systems with the property (P).
Theorem 1. Suppose that Un := span{u0, . . . ,un} is an ET-system on the real line, which satisﬁes property (P). Let x¯ = (x1, . . . , xn)
and y¯ = (y1, . . . , yn) be two vectors from X, which interlace, that is,
x1  y1  x2  y2  · · · xn  yn. (1)
Then the zeros {ti}i∈ J (Un) of f ′(x¯; t) and the zeros {τi}i∈ J (Un) of f ′( y¯; t) interlace in the same order:
tm  τm  tm+1  τm+1  · · · tM  τM , (2)
where m := min J (Un), M := max J (Un). Moreover, if x¯ = y¯, then all the inequalities in (2) are strict.
The proof of Theorem 1 is given in Section 2. Our approach is based on some ideas of Bojanov [1]. The remaining results,
which are applications of Theorem 1 will be proved in Section 3. Given real numbers α0 < α1 < · · · < αn , we set
Vn(α¯) := span
{
eα0x, eα1x, . . . , eαnx
}
.
It is well known that Vn(α¯) is an ET-system on (−∞,∞). Let
J (α¯) :=
{ {0, . . . ,n − 1}, α0 > 0;
{1, . . . ,n}, αn < 0;
{1, . . . ,n − 1}, α0  0 αn.
We shall prove in Theorem 2 that the zeros of the derivative of any oscillating polynomial from Vn(α¯) can be indexed by
the set J (α¯). In the following theorem we establish Markov’s interlacing property for the system Vn(α¯).
Theorem 2. Assume that the oscillating polynomials f and g from Vn(α¯) have zeros x¯ ∈ X and y¯ ∈ X, respectively, which satisfy the
inequalities (1). Then the zeros {ti}i∈ J (α¯) of f ′ and the zeros {τi}i∈ J (α¯) of g′ interlace in the same order:
ti  τi  ti+1  τi+1, for i, i + 1 ∈ J (α¯). (3)
Moreover, if x¯ = y¯, then all the inequalities in (3) are strict.







2  · · · t(k)n  τ (k)n .
A similar statement holds true provided 0 < α0 < · · · < αn.
The next result concerns the space of Müntz polynomials:
Mn(γ¯ ) := span
{
xγ0 , . . . , xγn
}
,
where γ¯ = (γ0, . . . , γn) with γ0 < γ1 < · · · < γn . As it is well known, Mn(γ¯ ) is an ET-system on (0,∞). Note that if f (x) ∈
Mn(γ¯ ) then a change of the variable x = et produces a polynomial F (t) ∈ Vn(γ¯ ). Consequently, if f has n different zeros
in (0,∞) then F is an oscillating polynomial. The above reasoning and the monotonicity of the exponential function show
that the zeros of the derivative of any oscillating Müntz polynomial can be indexed by the set J (γ¯ ). For this system we
prove the following
Theorem 3. Let f ∈ Mn(γ¯ ) has zeros x¯ ∈ X with x1 > 0 and g ∈ Mn(γ¯ ) has zeros y¯ ∈ X with y1 > 0. Assume that x¯ and y¯ interlace
as in (1). Then the zeros {ti}i∈ J (γ¯ ) of f ′ and the zeros {τi}i∈ J (γ¯ ) of g′ interlace too:
ti  τi  ti+1  τi+1, for i, i + 1 ∈ J (γ¯ ).
Moreover, if x¯ = y¯, then all the inequalities above are strict.




1  · · · t(k)n  τ (k)n .
Remark 1. In contrast with Vn(α¯), if 0 < γ0 < · · · < γn , then the part of Theorem 3, concerning higher derivatives does not
hold true. In fact, f ′′ can be non-oscillating in (0,∞) and induction cannot be applied.
It is known that the system of polynomials with Laguerre weight
Vn :=
{
e−x Pn(x): Pn ∈ πn
}
can be considered as a limit case of Vn(α¯), as α0,α1, . . . ,αn tend to −1. Then, it is quite natural that the Markov interlacing
property holds for Vn too. Note that if f ∈ Vn is an oscillating polynomial with zeros x1 < · · · < xn , then f ′ ∈ Vn and it is
also oscillating, with zeros ti ∈ (xi, xi+1), i = 1, . . . ,n, where xn+1 := ∞. Now we get
Theorem 4. Let f and g be two oscillating polynomials from Vn with zeros x¯ and y¯, respectively. Assume that x¯ and y¯ interlace as
in (1). Then for every natural number k, the zeros {t(k)i }ni=1 and {τ (k)i }ni=1 of f (k) and g(k) , respectively, interlace in the same order:
t(k)1  τ
(k)
1  · · · t(k)n  τ (k)n .
Moreover, if x¯ = y¯, then all the inequalities above are strict.
Remark 2. A linear change of the variable shows that Markov’s interlacing property remains valid even for the system
{eλx Pn(x): Pn ∈ πn}, λ = 0.
The next theorem extends the Markov interlacing property to a more general than Vn(α¯) system of functions. Let μ ∈
C∞(R) be a positive function such that the ratio μ′/μ is non-increasing on the real line. We introduce the set
Wn(α¯;μ) :=
{
μ(x)v(x): v ∈ Vn(α¯)
}
.
Clearly, it is an extended Tchebycheff system on R. Furthermore, we deﬁne an index set J (α¯;μ) ⊂ {0,1, . . . ,n} as follows:
a) {1, . . . ,n − 1} ⊂ J (α¯;μ);
b) 0 ∈ J (α¯;μ) iff α0 > −A, where A := limx→−∞ μ′(x)/μ(x);
c) n ∈ J (α¯;μ) iff αn < −B , where B := limx→+∞ μ′(x)/μ(x).
We shall prove in Theorem 5 that Wn(α¯;μ) has property (P) and J (Wn(α¯;μ)) = J (α¯;μ). The result for this system is
as follows.
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condition (1) holds true. Then the zeros {ti}i∈ J (α¯;μ) of f ′ and the zeros {τi}i∈ J (α¯;μ) of g′ satisfy the inequalities:
ti  τi  ti+1  τi+1, for i, i + 1 ∈ J (α¯;μ). (4)
Moreover, if x¯ = y¯, then all the inequalities in (4) are strict.
The next corollary describes the interlacing properties of the zeros of linear combinations of Gaussian kernels.




(β0 < · · · < βn) which have zeros x¯ and y¯,
respectively. Assume that x¯ and y¯ interlace in the order (1). Then the zeros {ti}ni=0 of f ′ and the zeros {τi}ni=0 of g′ interlace in the same
order. Moreover, if x¯ = y¯, then the interlacing is strict.
In conclusion, the authors hope that the results of the paper could be used in further research, related to the theory and
the applications of exponential polynomials.
2. Proof of Theorem 1
Lemma 1. Let {u0, . . . ,un} be an ET-system on R and let f and g be two oscillating polynomials from Un := span{u0, . . . ,un} with
zeros x¯ ∈ X and y¯ ∈ X, respectively. Assume that x¯ and y¯ interlace and x¯ = y¯. Then f ′ and g′ cannot have a common zero.
Proof. Assume the contrary, i.e. there exists a point η ∈ R such that
f ′(η) = g′(η) = 0.
Since the zeros x1 < · · · < xn are simple, we have η = xi , i = 1, . . . ,n, and therefore, f (η) = 0. Analogously, g(η) = 0. Let us
consider the function
h(t) := f (t) − λg(t), with λ := f (η)
g(η)
.
We have h ∈ Un and h ≡ 0 since otherwise f = λg , hence x¯ = y¯, which is a contradiction. The choice of λ implies
h(η) = h′(η) = 0.
We shall show that the above conditions lead to a contradiction. For deﬁniteness, let x¯ and y¯ interlace as in (1).
In order to illustrate the idea, we consider ﬁrst the case when all the inequalities in (1) are strict. Then we have
h(xi)h(xi+1) = λ2g(xi)g(xi+1) < 0, i = 1, . . . ,n − 1, (5)
since the interval (xi, xi+1) contains exactly one zero of g , which is yi . Consequently, in each of the intervals (xi, xi+1),
i = 1, . . . ,n − 1, h(t) has at least one zero. Moreover, η is at least double zero of h. There are two possibilities:
I) η ∈ R \ (x1, xn). Then the multiple zero η of h is different from the above-mentioned n − 1 zeros. We obtain at least
n + 1 zeros, counted with multiplicities, which contradicts 0 ≡ h ∈ Un .
II) Let η ∈ (x1, xn). For deﬁniteness, let η ∈ (x j, x j+1), j ∈ {1, . . . ,n − 1}. Then, in the union of the intervals (xi, xi+1),
i ∈ {1, . . . ,n − 1} \ { j}, we have at least n − 2 zeros of h. Consider the interval (x j, x j+1). We claim that in this interval
h has at least three zeros counted with multiplicities. Indeed, if the multiplicity of η is three or more, the assertion is
true. Otherwise, η is a zero of h, whose multiplicity is exactly equal to two, hence h does not change its sign at the
point η. But, it follows from (5) that h changes its sign at a point θ ∈ (x j, x j+1) and θ = η. Again, we obtain at least
three zeros of h in (x j, x j+1). Therefore, h has at least n+ 1 zeros, counting multiplicities, which is a contradiction. This
ﬁnishes the proof of the lemma if all the inequalities in (1) are strict.
Consider now the general case, when there can be equalities in (1). We shall show that to each of the intervals [xi, xi+1],
i = 1, . . . ,n−1, we can put into correspondence a point ηi from this interval, which is a zero of h and satisﬁes the following
conditions:
(i) If ηs ∈ (xs, xs+1), then h changes its sign at the point ηs;
(ii) If ηs = ηs+1 for some s ∈ {1, . . . ,n − 2}, then h(ηs) = h′(ηs) = 0.
(Note that (i) and (ii) do not cover all possible cases, but if an other case is available, we do not impose any additional
condition.) Assuming that we have constructed such a correspondence, the proof follows as in the regular case of strict
interlacing. Namely, from the correspondence we have n − 1 zeros of h, counted with multiplicities in the interval [x1, xn].
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has n + 1 zeros, which is a contradiction. The situation is the same if η ∈ [x1, xn] but η = η1, . . . , ηn−1. Finally, if η = η j ∈
[x j, x j+1], then actually η is located in the open interval (x j, x j+1). By (i), η is a point where h changes its sign, hence it is
a zero of at least multiplicity three. Thus, we arrive again at a contradiction. So, in order to complete the proof, it suﬃces
to construct the described correspondence.
Let us consider the vector G := (g(x1), . . . , g(xn)). Since x¯ = y¯, at least one of the components of G is different from zero.
Suppose for deﬁniteness that the non-zero elements of G are in positions i1 < · · · < is (1 s n). We deﬁne the following
sets of intervals:
Iν :=
{[x j, x j+1]: iν  j  iν+1 − 1}sν=0 (i0 = 1, is+1 = n).
We shall construct the correspondence for each of the groups Iν , ν = 0, . . . , s.
I. Let us suppose ﬁrst that ν = 0 and ν = s.
Case 1. The group Iν consists of only one interval, i.e. iν+1 = iν + 1. We set k := iν . Note that g(xk) = 0 and g(xk+1) = 0.
The interlacing conditions (1) imply that g has a unique zero yk in [xk, xk+1]. Hence g(xk) and g(xk+1) have opposite signs
and h(xk)h(xk+1) = λ2g(xk)g(xk+1) < 0. Therefore, there exists a point ηk ∈ (xk, xk+1), where h changes its sign. We put ηk
into correspondence to [xk, xk+1].
Case 2. The group Iν consists of more than one interval, i.e. iν+1 − iν  2. We set k := iν and l := iν+1. Since




)= sign(g(xk)g(xl))= (−1)l−k. (6)
Taking into account the deﬁnition of k and l, we obtain
h(xi) = −λg(xi) = 0, i = k + 1, . . . , l − 1.
If there is a point xt ∈ {xk+1, . . . , xl−1} which is multiple zero of h, the correspondence is as follows:
[xk, xk+1] → xk+1, . . . , [xt−1, xt] → xt, [xt , xt+1] → xt, . . . , [xl−1, xl] → xl−1.
Clearly, the conditions (i) and (ii) are fulﬁlled.
Assume now that all the points xk+1, . . . , xl−1 are simple zeros of h. Note that there exists at least one point ξ ∈ (xk, xl),
and ξ /∈ {xi}l−1k+1, such that h changes its sign at ξ . Indeed, otherwise sign(h(xk)h(xl)) = (−1)l−k−1, which contradicts (6). Let
us suppose for deﬁniteness that ξ ∈ (xt , xt+1). Now we construct the correspondence in the following way:
[xk, xk+1] → xk+1, . . . , [xt−1, xt] → xt, [xt , xt+1] → ξ,
[xt+1, xt+2] → xt+1, . . . , [xl−1, xl] → xl−1.
Then (ii) is fulﬁlled trivially, while (i) has to be checked only for the point ξ and it is true because of the construction
of ξ . This ﬁnishes the proof, provided assumption I holds true.
II. ν = 0. If i1 = 1(= i0) then I0 is the empty set and there is nothing to prove. Next we assume that i1 > 1. Now the
correspondence is:
[x1, x2] → x1, . . . , [xi1−1, xi1 ] → xi1−1.
Note that (i) and (ii) are not active, which completes the proof in case II.
III. ν = s. As before, we can assume that is < n and the correspondence is:
[xis , xis+1] → xis+1, . . . , [xn−1, xn] → xn.
Lemma 1 is proved. 
Lemma 2. Let Un := span{u0, . . . ,un} be an ET-system on R with the property that for some ﬁxed j ∈ {0, . . . ,n} and for every x¯ ∈ X,
the interval (x j, x j+1) contains exactly one simple zero η(x¯) of f ′(x¯; t). Then η(x¯) is a strictly increasing function of xk, k = 1, . . . ,n,
in the domain X.
Proof. The fact that η(x¯) is a simple zero of f ′ implies easily the continuity of η(x¯) in X . Let us ﬁx a x¯0 ∈ X and the index k.
We shall consider two cases.
Case 1. j ∈ {1, . . . ,n}. We introduce the vector x¯ := (x01, . . . , x0k + , . . . , x0n), where  > 0 is such that x0k +  < x0k+1. Our
goal is to prove that η := η(x¯) > η := η(x¯0). On the contrary, we assume that
η  η. (7)
Actually, the equality in (7) is impossible because of Lemma 1, applied for f = f (x¯0; ·) and g = f (x¯; ·). (Note that x¯0 and
x¯ interlace.) Then η < η. Now, let us consider the one-parametric family of vectors
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where xl is the l-th component of x¯
 and λ ∈ [xj , xj+1). It is easy to verify that x1(λ) < · · · < xn(λ) and that x¯(λ) and x¯0




) = η, for every λ ∈ [xj , xj+1). (8)
On the other hand we have the following:
– if λ = xj then η(x¯(λ)) = η(x¯) < η by the assumption (7);
– if λ = η then η(x¯(λ)) > η, because always η(x¯(λ)) ∈ (λ, xj+1) = (x j(λ), x j+1(λ)).
(We can take λ = η, since xj < η < η and η < x0j+1  xj+1.) By continuity, the above inequalities imply that there exists a
point λ∗ ∈ (xj , η) such that η(x¯(λ∗)) = η, a contradiction to (8). Thus we proved the lemma for j > 0.
Case 2. j = 0. That is, η := η(x¯0) ∈ (−∞, x1). We shall show that if xk decreases then η(x¯) decreases too. Assume the
contrary. Hence there exists a suﬃciently small  > 0, such that η(x¯) > η, where x¯ := (x01, . . . , x0k −, . . . , x0n). (The equality
can be excluded in view of Lemma 1.) Then, let us move the ﬁrst component of x¯ from x1 to −∞. Equivalently, we consider
the family of vectors
x¯(λ) := (λ, x2, . . . , xn), λ ∈ (−∞, x1].
In the initial moment (λ = x1) we have η(x¯(λ)) = η(x¯) > η, while η(x¯(λ)) → −∞ as λ → −∞, because it belongs to
(−∞, λ). Thus, we conclude that there is a point λ∗ < x1 such that η(x¯(λ∗)) = η, which is a contradiction to Lemma 1, since
x¯0 and x¯(λ∗) interlace. The lemma is proved. 
Proof of Theorem 1. Let x¯ and y¯ be as in the theorem. Since the case x¯ = y¯ is trivial, we shall suppose that x¯ = y¯, i.e. at
least one inequality in (1) is strict. For deﬁniteness, let xk < yk . We consider the family of vectors:{
x¯(λ) := (1− λ)x¯+ λ y¯, λ ∈ [0,1]}.
According to property (P), we can denote the zeros of f ′(x¯(λ); t) by {ηi(λ)}i∈ J (Un) . (Note that ηi(0) = ti and ηi(1) = τi , for
every i ∈ J (Un).) It follows from property (P) and Lemma 2 that each ηi(λ) is a strictly increasing function of λ ∈ [0,1]. In
particular, ti = ηi(0) < ηi(1) = τi , for every i ∈ J (Un).
In order to prove the inequalities (2) it remains to check that
τi < ti+1, for every i, i + 1 ∈ J (Un). (9)
Assume the contrary, and let us ﬁx an index j such that j, j + 1 ∈ J (Un) and τ j  t j+1. By Lemma 1, the equality is
impossible, so that τ j > t j+1. But, when λ changes from 0 to 1, η j(λ) moves from t j to τ j monotonically and continuously.
Consequently, there exists λ∗ ∈ (0,1) such that η j(λ∗) = t j+1. This is a contradiction with Lemma 1, since x¯ and x¯(λ)
interlace for every λ ∈ (0,1), and x¯ = x¯(λ) because of xk < xk(λ). The contradiction proves (9) and ﬁnishes the proof of the
theorem. 
3. Applications of Theorem 1
Proof of Theorem 2. Suppose that h(z¯; t) is an oscillating polynomial from Vn(α¯). We shall prove that h′(z¯; t) has zeros
{θi}i∈ J (α¯) , where θi ∈ (zi, zi+1), i ∈ J (α¯) (z0 := −∞, zn+1 := +∞). This will mean that Vn(α¯) has property (P), J (Vn(α¯)) =
J (α¯) and the ﬁrst part of Theorem 2 will follow from Theorem 1.
Since h := h(z¯, ·) is an oscillating polynomial, the signs of h′(zi) change alternatively for i = 1, . . . ,n. Therefore, in each
of the intervals (zi, zi+1), i = 1, . . . ,n − 1, h′ has an odd number of zeros, counting multiplicities. Actually, in every such
interval h′ has exactly one zero. Otherwise, there exists an interval which contains at least three zeros, hence h′ has n + 1
zeros in (z1, zn). This is a contradiction to h′ ∈ Vn(α¯) and h′ ≡ 0. Let us denote by θi the only zero of h′ in (zi, zi+1) for
i = 1, . . . ,n − 1.
Suppose ﬁrst that all the powers {αi} are positive. Then h(t) =∑ni=0 bieαi t tends to zero as t → −∞. Taking into account
that h(z1) = 0 we conclude that h′ has an additional zero θ0 ∈ (−∞, z1). But h′ ∈ Vn(α¯) and h′ ≡ 0, hence θ0, . . . , θn−1 are
all the zeros of h′ and they are simple.
In the second case, when all {αi} are negative, the analysis is completely similar. Since h(t) → 0 as t → +∞, then to the
zeros θ1, . . . , θn−1 of h′ we have to add also θn ∈ (zn,+∞).
Consider now the third case. We have to prove that except θ1, . . . , θn−1, h′ has no other real zeros. This is obvious if
α0 = 0 or αn = 0. Therefore, we can suppose that α0 < 0 < αn . Then, we claim that
sign(b0bn) = (−1)n, (10)
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h(t) ∼ b0eα0t as t → −∞ and h(t) ∼ bneαnt as t → +∞.




]= sign(α0αn) sign(b0bn) = (−1)n−1.
This, together with the relations
h′(t) ∼ (α0b0)eα0t as t → −∞ and h′(t) ∼ (αnbn)eαnt as t → +∞,
implies that the number of sign changes of h′ on (−∞,∞) has the same parity as n − 1. But, θ1, . . . , θn−1 are n − 1 simple
zeros of h′ and h′ ∈ Vn(α¯), so they are all the zeros of h′ . This completes the proof of the statement for the ﬁrst derivative.
Suppose now that the conditions α0 < α1 < · · · < αn < 0 hold true. Note ﬁrst that f (k), g(k) ∈ Vn(α¯) for each k ∈ N.
Furthermore, the above analysis shows that f (k) and g(k) have n simple zeros and the proof of the second part of the
theorem follows by induction. 
Proof of Theorem 3. The ﬁrst part of the theorem follows from Theorem 2 by a change of the variable x = et . Next, it is
easily seen that f (k) and g(k) ∈ Mn(γ0 − k, . . . , γn − k) and they are oscillating in (0,∞). Now the proof can be completed
by induction. 
Proof of Theorem 4. The system Vn has the property (P), with δ0 = 0 and δn = 1. Hence the result for k = 1 is obtained
from Theorem 1. The general case follows by induction. 
Proof of Theorem 5. Recall that the weight μ(x) satisﬁes the conditions μ(x) > 0 and ddx (
μ′(x)
μ(x) ) 0 for every x ∈ R.
As in Theorem 2, it is suﬃcient to prove that if w(z¯; t) ∈ Wn(α¯;μ) is an oscillating polynomial then the zeros of its
derivative can be indexed by the set J (α¯;μ), i.e. they can be denoted by {θi}i∈ J (α¯;μ) , where θi ∈ (zi, zi+1), i ∈ J (α¯;μ).
Set w := w(z¯; ·) and v := w/μ. Clearly, v ∈ Vn(α¯) is an oscillating polynomial with zeros z¯. Let us consider the equation
w ′(x) ≡ μ′(x)v(x) + μ(x)v ′(x) = 0.








The second summand of R is non-increasing. Let us consider the ﬁrst summand H(x) := v ′(x)/v(x). We shall show that
H ′(x) < 0 for x ∈ D := R \ {z1, . . . , zn}. In a neighborhood of zi , i = 1, . . . ,n, we have v(x) ∼ v ′(zi)(x − zi) and v ′(zi) = 0.
Therefore H(x) ∼ 1/(x − zi) in this neighborhood of zi . Then, H(x) is a continuous function on (zi, zi+1), H(x) → ∞ as
x → zi + 0, and H(x) → −∞ as x → zi+1 − 0, for i = 1, . . . ,n − 1. Consequently H(x) − C , where C is an arbitrary constant,
has an odd number of zeros in each of the intervals (zi, zi+1), i = 1, . . . ,n − 1. Suppose that H ′(τ ) = 0 for some τ ∈ D .
Then, the function r(x) := H(x) − H(τ ) has at least a double zero at x = τ . There are two possibilities:
I) τ ∈ R \ [z1, zn]. Then r(τ ) = r′(τ ) = 0. Since r has at least one zero in (zi, zi+1), i = 1, . . . ,n− 1, we conclude that r has
n + 1 real zeros, counting multiplicities. Equivalently, the function h(x) := v ′(x) − H(τ )v(x) has n + 1 zeros, which is a
contradiction, since h ∈ Vn(α¯) and h ≡ 0.
II) τ ∈ (zk, zk+1) for some k ∈ {1, . . . ,n − 1}. The graph of H(x) shows that r has at least n − 2 zeros in ⋃n−1i=1,i =k(zi, zi+1).
As for the interval (zk, zk+1), we have that τ is at least a double zero of r. But, as we mentioned, this function has an
odd number of zeros counted with multiplicities in any such interval, hence at least three zeros in (zk, zk+1). So, we get
again n + 1 zeros for r, hence for h = v ′ − H(τ )v , which is a contradiction.
We have just proved that H ′(x) = 0 on its domain of deﬁnition D . Taking into account the graph of H around the poles
{zi}, we obtain that H ′(x) < 0 for x ∈ D . This implies R ′(x) < 0 for every x ∈ D , too. Note also that for each i = 1, . . . ,n − 1,
R maps (zi, zi+1) onto (−∞,∞). Consequently, R has exactly one simple zero in (zi, zi+1) for i = 1, . . . ,n − 1. Next we
consider the interval (−∞, z1). We have limx→−∞ R(x) = limx→−∞ H(x) + A = α0 + A. (One can use the representation
H = v ′/v , replacing v by ∑ni=0 bieαi x and noticing that b0 = 0.) On the other hand, limx→z1−0 R(x) = limx→z1−0 H(x) +
μ′(z1)/μ(z1) = −∞. Therefore, if α0 > −A, the function R has exactly one simple zero in (−∞, z1). Similarly, R decreases
on (zn,∞) and changes from +∞ to αn + B , hence it has exactly one simple zero in (zn,∞), provided αn < −B .
It is clear from the deﬁnition of R that the functions w ′ and R vanish at the same points. Let us ﬁx a zero θi of R . Then
θi is also a simple zero of w ′ , because w ′ = G · R , where G := μ · v is a smooth function and G(θi) = 0. The theorem is
proved. 
676 L. Milev, N. Naidenov / J. Math. Anal. Appl. 367 (2010) 669–676Remark 3. A careful analysis of the proof of Theorem 1 shows that it is suﬃcient for the system Un to be an ET-system of
order three on R. This means that uk ∈ C2(R), k = 0, . . . ,n, and every non-zero u ∈ Un has at most n real zeros, counting
multiplicities up to order three. (A zero η of u has multiplicity k 2 if u(l)(η) = 0 for l = 0, . . . ,k−1, and u(k)(η) = 0, while
the multiplicity of η is equal to three if u(l)(η) = 0, l = 0,1,2.) Correspondingly, Theorem 5 remains valid under the weaker
assumption μ ∈ C2(R).
Proof of Corollary 1. The assertion can be considered as a particular case of Theorem 5, with μ(x) = e−x2 and α¯ = (2β0,
. . . ,2βn). 
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