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МНОГОМЕРНЫЕ РАСПРЕДЕЛЕНИЯ СТЕПЕННЫХ РЯДОВ 
Ю.И. Волков 
Пропонуються методи побудови з натуральною параметризацією багатовимірних 
розподілів степеневих рядів. 
In this article the methods of construction with natural parametrization of multivariate 
distributions of power series are proposed. 
В одномерном случае понятие распределения степенных рядов 
появилось в работе  [1],  в многомерном – [2, 4, 6]. Позже этим 
распределениям было посвящено много других работ, см., например, [3, 5]. 
Пусть ),...,( 1 mkkk   мультииндекс с неотрицательными целочисельными 
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называется распределением степенного ряда (РСР) функции  . 
 Производящая функция: 
 
.
),...,(
),...,(
),...,(
)...()(
)(
1
11
1
11
1
1
m
mm
kk
k m
k
mm
k
yy
yzyz
aa
yy
yzyz
zP
m
m



   
 
Отсюда получим математическое ожидние 
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и ковариационную матрицу 
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Если ввести новую параметризацию (ее будем называть натуральной) 
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Поскольку D~ 1 y
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, то эта матрица положительно определенная, 
следовательно, отображение (1) на выпуклом множестве Y имеет обратное 
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После введения новой параметризации матрицу D  будем обозначать 
через ,),,...,()( 1 XxxxVxV m   где  X образ Y при отображении (1). 
Теорема. Имеет место соотношение: 
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В правильности теоремы можно убедиться непосредственной проверкой. 
Дальше для суммы координат m–мерного вектора ),...,( 1 mxxx  будем 
использовать обозначение mxxx  1|| . 
Для построения конкретных РСР функций воспользуемся степенными 
рядами в одномерном случае. 
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элементы матрицы }{)( ijvxV   находятся при помощи формул 
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ковариационной матрицы РСР функции )( 1 myy   получим: 
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т.е., получим полиномиальное распределение. 
Пример 2. .exp)( yy   
В этом случае f(x)=x, а для элементов ковариационной матрицы РСР 
функции )()()( 21211 myyyyyy   получим iij xv  , если ji   и jij xv  , 
если i<j,  mmm xxxxxxxxV )())(()(det 13221   . 
Для получения других распределений можно воспользоваться 
примерами из статьи [8]. 
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