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Abstract
Attention mechanisms are widely used in current en-
coder/decoder frameworks of image captioning, where a
weighted average on encoded vectors is generated at each
time step to guide the caption decoding process. How-
ever, the decoder has little idea of whether or how well
the attended vector and the given attention query are re-
lated, which could make the decoder give misled results. In
this paper, we propose an “Attention on Attention” (AoA)
module, which extends the conventional attention mecha-
nisms to determine the relevance between attention results
and queries. AoA first generates an “information vector”
and an “attention gate” using the attention result and the
current context, then adds another attention by applying
element-wise multiplication to them and finally obtains the
“attended information”, the expected useful knowledge.
We apply AoA to both the encoder and the decoder of our
image captioning model, which we name as AoA Network
(AoANet). Experiments show that AoANet outperforms all
previously published methods and achieves a new state-of-
the-art performance of 129.8 CIDEr-D score on MS COCO
“Karpathy” offline test split and 129.6 CIDEr-D (C40)
score on the official online testing server. Code is available
at https://github.com/husthuaan/AoANet.
1. Introduction
Image captioning is one of the primary goals of com-
puter vision which aims to automatically generate natural
descriptions for images. It requires not only to recognize
salient objects in an image, understand their interactions,
but also to verbalize them using natural language, which
makes itself very challenging [25, 45, 28, 12].
Inspired by the development of neural machine trans-
lation, attention mechanisms have been widely used in
current encoder/decoder frameworks for visual captioning
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Figure 1: Attention on Attention (AoA). AoA generates an
information vector and an attention gate using the atten-
tion result and the attention query, and adds another atten-
tion by applying the gate to the information and obtains the
attended information.
[42, 27, 47, 2, 7, 16, 15] and achieved impressive results.
In such a framework for image captioning, an image is first
encoded to a set of feature vectors via a CNN based net-
work and then decoded to words via an RNN based net-
work, where the attention mechanism guides the decoding
process by generating a weighted average over the extracted
feature vectors for each time step.
The attention mechanism plays a crucial role in such a
system that must capture global dependencies, e.g. a model
for the sequence to sequence learning task like image/video
captioning, since the output is directly conditioned on the
attention result. However, the decoder has little idea of
whether or how well the attention result is related to the
query. There are some cases when the attention result is
not what the decoder expects and the decoder can be mis-
led to give fallacious results, which could happen when the
attention module doesn’t do well on its part or there’s no
worthful information from the candidate vectors at all. The
former case can’t be avoided since mistakes always hap-
pen. As for the latter, when there’s nothing that meets the
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requirement of a specific query, the attention module still
returns a vector which is a weighted average on the candi-
date vectors and thus is totally irrelevant to the query.
To address this issue, we propose Attention on Atten-
tion (AoA), which extends the conventional attention mech-
anisms by adding another attention. Firstly, AoA generates
an “information vector” and an “attention gate” with two
linear transformations, which is similar to GLU [10]. The
information vector is derived from the current context (i.e.
the query) and the attention result via a linear transforma-
tion, and stores the newly obtained information from the
attention result together with the information from the cur-
rent context. The attention gate is also derived from the
query and the attention result via another linear transforma-
tion with sigmoid activation followed, and the value of each
channel indicates the relevance/importance of the informa-
tion on the corresponding channel in the information vector.
Subsequently, AoA adds another attention by applying the
attention gate to the information vector using element-wise
multiplication and finally obtains the “attended informa-
tion”, the expected useful knowledge.
AoA can be applied to various attention mechanisms.
For the traditional single-head attention, AoA helps to
determine the relevance between the attention result and
query. Specially, for the recently proposed multi-head at-
tention [35], AoA helps to build relationships among differ-
ent attention heads, filters all the attention results and keeps
only the useful ones.
We apply AoA to both the image encoder and the caption
decoder of our image captioning model, AoANet. For the
encoder, it extracts feature vectors of objects in the image,
applies self-attention [35] to the vectors to model relation-
ships among the objects, and then applies AoA to determine
how they are related to each other. For the decoder, it ap-
plies AoA to filter out the irrelevant/misleading attention
results and keep only the useful ones.
We evaluate the impact of applying AoA to the encoder
and decoder respectively. Both quantitative and qualitative
results show that AoA module is effective. The proposed
AoANet outperforms all previously published image cap-
tioning models: a single model of AoANet achieves 129.8
CIDEr-D score on MS COCO dataset offline test split; and
an ensemble of 4 models achieves 129.6 CIDEr-D (C40)
score on the online testing server. Main contributions of
this paper include:
• We propose the Attention on Attention (AoA) module,
an extension to the conventional attention mechanism,
to determine the relevance of attention results.
• We apply AoA to both the encoder and decoder to con-
stitute AoANet: in the encoder, AoA helps to better
model relationships among different objects in the im-
age; in the decoder, AoA filters out irrelative attention
results and keeps only the useful ones.
• Our method achieves a new state-of-the-art perfor-
mance on MS COCO dataset.
2. Related Work
2.1. Image Captioning
Earlier approaches to image captioning are
rule/template-based [48, 34] which generate slotted
caption templates and use the outputs of object detection
[30, 39, 38], attribute prediction and scene recognition to
fill in the slots. Recent approaches are neural-based and
specifically, utilize a deep encoder decoder framework,
which is inspired by the development of neural machine
translation [8]. For instance, an end-to-end framework
is proposed with a CNN encoding the image to feature
vector and an LSTM decoding it to caption [37]. In [42],
the spatial attention mechanism on CNN feature map is
used to incorporate visual context. In [6], a spatial and
channel-wise attention model is proposed. In [27], an adap-
tive attention mechanism is introduced to decide when to
activate the visual attention. More recently, more complex
information such as objects, attributes and relationships are
integrated to generate better descriptions [50, 2, 49, 44].
2.2. Attention Mechanisms
The attention mechanism [32, 9], which is derived from
human intuition, has been widely applied and yielded sig-
nificant improvements for various sequence learning tasks.
It first calculates an importance score for each candidate
vector, then normalizes the scores to weights using the soft-
max function, finally applies these weights to the candidates
to generate the attention result, a weighted average vector
[42]. There are other attention mechanisms such as: spa-
tial and channel-wise attention [6], adaptive attention [27],
stacked attention [46], multi-level attention [51], multi-head
attention and self-attention [35].
Recently, Vaswani et al. [35] showed that solely us-
ing self-attention can achieve state-of-the-art results for ma-
chine translation. Several works extend the idea of employ-
ing self-attention to some tasks [40, 19] in computer vision,
which inspires us to apply self-attention to image caption-
ing to model relationships among objects in an image.
2.3. Other Work
AoA generates an attention gate and an information vec-
tor via two linear transformations and applies the gate to
the vector to add a second attention, where the techniques
are similar to some other work: GLU [10], which replaces
RNN and CNN to capture long-range dependencies for lan-
guage modeling; multi-modal fusion [43, 14, 22, 4, 17],
which models interactions between different modalities
(e.g. text and image) and combines information from them;
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Figure 2: Attention and “Attention on Attention” (AoA).
(a) The attention module generates some weighted aver-
age Vˆ based on the similarity scores between Q and K;
(b) AoA generates the “information vector” I and “atten-
tion gate” G, and adds another attention via element-wise
multiplication.
LSTM/GRU, which uses gates and memories to model its
inputs in a sequential manner.
2.4. Summarization
We summarize the differences between our method and
the work discussed above, as follows: We apply Attention
on Attention (AoA) to image captioning in this paper; AoA
is a general extension to attention mechanisms and can be
applied to any of them; AoA determines the relevance be-
tween the attention result and query, while multi-modal fu-
sion combines information from different modalities; AoA
requires only one “attention gate” but no hidden states.
In contrast, LSTM/GRU requires hidden states and more
gates, and is applicable only to sequence modeling.
3. Method
We first introduce the Attention on Attention (AoA) mod-
ule and then show how we derive AoANet for image cap-
tioning by applying AoA to the image encoder and the cap-
tion decoder.
3.1. Attention on Attention
An attention module fatt(Q,K, V ) operates on some
queries, keys and values and generates some weighted av-
erage vectors (denoted byQ,K, V and Vˆ respectively), in
Figure 2(a). It first measures the similarities betweenQ and
K and then uses the similarity scores to compute weighted
average vectors over V , which can be formulated as:
ai,j = fsim(qi,kj), αi,j =
eai,j∑
j e
ai,j
(1)
vˆi =
∑
j
αi,jvj (2)
where qi ∈ Q is the ith query, kj ∈ K and vj ∈ V are
the jth key/value pair; fsim is a function that computes the
similarity score of each kj and qi; and vˆi is the attended
vector for the query qi.
The attention module outputs a weighted average for
each query, no matter whether or how Q and K/V are re-
lated. Even when there is no relevant vectors, the attention
module still generates a weighted average vector, which can
be irrelevant or even misleading information.
Thus we propose the AoA module (as shown in Figure
2(b)) to measure the relevance between the attention result
and the query. The AoA module generates an “information
vector” i and an “attention gate” g via two separate linear
transformations, which are both conditioned on the atten-
tion result and the current context (i.e. the query) q:
i = W iqq +W
i
vvˆ + b
i (3)
g = σ(W gq q +W
g
v vˆ + b
g) (4)
where W iq ,W
i
v,W
g
q ,W
g
v ∈ RD×D, bi, bg ∈ RD, and D
is the dimension of q and v; vˆ = fatt(Q,K, V ) is the
attention result, fatt is an attention module and σ denotes
the sigmoid activation function.
Then AoA adds another attention by applying the atten-
tion gate to the information vector using element-wise mul-
tiplication and obtains the attended information iˆ:
iˆ = g  i (5)
where denotes element-wise multiplication. The through-
out pipeline of AoA is formulated as:
AoA(fatt,Q,K, V ) = σ(W gqQ+W
g
v fatt(Q,K, V )+b
g)
 (W iqQ+W ivfatt(Q,K, V ) + bi) (6)
3.2. AoANet for Image Captioning
We build the model, AoANet, for image captioning
based on the encoder/decoder framework (Figure 3), where
both the encoder and the decoder are incorporated with an
AoA module.
3.2.1 Encoder with AoA
For an image, we first extract a set of feature vectors A =
{a1, a2, ..., ak} using a CNN or R-CNN based network,
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Figure 3: Overview of the encoder/decoder framework of
AoANet. A refining module is added in the encoder to
model relationships of objects in the image.
Lin
e
a
r
Lin
e
a
r
Lin
e
a
r
A
o
A
A
d
d
La
y
e
r N
o
rm
M
u
lti-
H
e
a
d
 
A
tte
n
tio
n
V
VˆK
Q
A 'A
Figure 4: The refining module in the image encoder, where
AoA and the self-attentive multi-head attention refine the
representations of feature vectors by modeling relationships
among them.
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Figure 5: The caption decoder of AoANet, which contains
an LSTM, an AoA module and a word prediction module.
where ai ∈ RD, k is the number of vectors in A, and D is
the dimension of each vector.
Instead of directly feeding these vectors to the decoder,
we build a refining network which contains an AoA module
to refine their representations (Figure 4). The AoA mod-
ule in the encoder, notated as AoAE , adopts the multi-head
attention function [35] where Q,K, and V are three indi-
vidual linear projections of the feature vectorsA. The AoA
module is followed by a residual connection [18] and layer
normalization [3]:
A′ = LayerNorm(A+
AoAE(fmh−att,WQeA,WKeA,WVeA)) (7)
where WQe ,WKe ,WVe ∈ RD×D are three linear transfor-
mation matrixes. fmh−att is the multi-head attention func-
tion which divides each Q,K,V into H = 8 slices along
the channel dimension, and employs a scaled dot-product
attention function fdot−att to each slice Qi,Ki,V i, then
concatenates the results of each slice to form the final at-
tended vector.
fmh−att(Q,K,V ) = Concat(head1, ..., headH) (8)
headi = fdot−att(Qi,Ki,V i) (9)
fdot−att(Qi,Ki,V i) = softmax(
QiK
T
i√
d
)V i (10)
In this refining module, the self-attentive multi-head at-
tention module seeks the interactions among objects in the
image, and AoA is applied to measure how well they are
related. After refining, we update the feature vectors A ←
A′. The refining module doesn’t change the dimension of
A, and thus can be stacked for N times (N = 6 in this
paper).
Note that the refining module adopts a different struc-
ture from that of the original transformer encoder [35] as
the feed-forward layer is dropped, which is optional and
the change is made for the following two reasons: 1) the
feed-forward layer is added to provide non-linear represen-
tations, which is also realized by applying AoA; 2) dropping
the feed-forward layer does not change the performances
perceptually of AoANet but gives simplicity.
3.2.2 Decoder with AoA
The decoder (Figure 5) generates a sequence of caption y
with the (refined) feature vectors A.
We model a context vector ct to compute the conditional
probabilities on the vocabulary:
p(yt | y1:t−1, I) = softmax(Wpct) (11)
where Wp ∈ RD×|Σ| is the weight parameters to be learnt
and |Σ| the size of the vocabulary.
The context vector ct saves the decoding state and the
newly acquired information, which is generated with the at-
tended feature vector aˆt and the output ht of an LSTM,
4
Table 1: Performance of our model and other state-of-the-art methods on MS-COCO “Karpathy” test split, where B@N ,
M, R, C and S are short for BLEU@N , METEOR, ROUGE-L, CIDEr-D and SPICE scores. All values are reported as
percentage (%). Σ indicates an ensemble or fusion.
Model Cross-Entropy Loss CIDEr-D Score Optimization
Metric B@1 B@4 M R C S B@1 B@4 M R C S
Single Model
LSTM [37] - 29.6 25.2 52.6 94.0 - - 31.9 25.5 54.3 106.3 -
SCST [31] - 30.0 25.9 53.4 99.4 - - 34.2 26.7 55.7 114.0 -
LSTM-A [50] 75.4 35.2 26.9 55.8 108.8 20.0 78.6 35.5 27.3 56.8 118.3 20.8
Up-Down [2] 77.2 36.2 27.0 56.4 113.5 20.3 79.8 36.3 27.7 56.9 120.1 21.4
RFNet [20] 76.4 35.8 27.4 56.8 112.5 20.5 79.1 36.5 27.7 57.3 121.9 21.2
GCN-LSTM [49] 77.3 36.8 27.9 57.0 116.3 20.9 80.5 38.2 28.5 58.3 127.6 22.0
SGAE [44] - - - - - - 80.8 38.4 28.4 58.6 127.8 22.1
AoANet (Ours) 77.4 37.2 28.4 57.5 119.8 21.3 80.2 38.9 29.2 58.8 129.8 22.4
Ensemble/Fusion
SCST [31]Σ - 32.8 26.7 55.1 106.5 - - 35.4 27.1 56.6 117.5 -
RFNet [20]Σ 77.4 37.0 27.9 57.3 116.3 20.8 80.4 37.9 28.3 58.3 125.7 21.7
GCN-LSTM [49]Σ 77.4 37.1 28.1 57.2 117.1 21.1 80.9 38.3 28.6 58.5 128.7 22.1
SGAE [44]Σ - - - - - - 81.0 39.0 28.4 58.9 129.1 22.2
AoANet (Ours)Σ 78.7 38.1 28.5 58.2 122.7 21.7 81.6 40.2 29.3 59.4 132.0 22.8
Table 2: Leaderboard of various methods on the online MS-COCO test server.
Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr-D
Metric c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40 c5 c40
SCST [31] 78.1 93.7 61.9 86.0 47.0 75.9 35.2 64.5 27.0 35.5 56.3 70.7 114.7 116.0
LSTM-A [50] 78.7 93.7 62.7 86.7 47.6 76.5 35.6 65.2 27.0 35.4 56.4 70.5 116.0 118.0
Up-Down [2] 80.2 95.2 64.1 88.8 49.1 79.4 36.9 68.5 27.6 36.7 57.1 72.4 117.9 120.5
RFNet [20] 80.4 95.0 64.9 89.3 50.1 80.1 38.0 69.2 28.2 37.2 58.2 73.1 122.9 125.1
GCN-LSTM [49] - - 65.5 89.3 50.8 80.3 38.7 69.7 28.5 37.6 58.5 73.4 125.3 126.5
SGAE [44] 81.0 95.3 65.6 89.5 50.7 80.4 38.5 69.7 28.2 37.2 58.6 73.6 123.8 126.5
AoANet (Ours) 81.0 95.0 65.8 89.6 51.4 81.3 39.4 71.2 29.1 38.5 58.9 74.5 126.9 129.6
where aˆt is the attended result from an attention module
which could have a single head or multiple heads.
The LSTM in the decoder models the caption decoding
process. Its input consists of the embedding of the input
word at current time step, and a visual vector (a¯ + ct−1),
where a¯ = 1k
∑
i ai denotes the mean pooling of A and
ct−1 denotes the context vector at previous time step (c−1
is initialized to zeros at the beginning step):
xt = [WeΠt, a¯+ ct−1] (12)
ht,mt = LSTM(xt,ht−1,mt−1) (13)
where We ∈ RE×|Σ| is a word embedding matrix for a vo-
cabulary Σ, and Πt is one-hot encoding of the input word
wt at time step t.
As shown in Figure 5, for the AoA decoder, ct is ob-
tained from an AoA module, notated as AoAD:
ct = AoAD(fmh−att,WQd [ht],WKdA,WVdA) (14)
where WQe ,WKe ,WVe ∈ RD×D; ht,mt ∈ RD the hid-
den states of the LSTM and ht serves as the attention query.
3.3. Training and Objectives
Training with Cross Entropy Loss. We first train AoANet
by optimizing the cross entropy (XE) loss LXE :
LXE(θ) = −
T∑
t=1
log(pθ(y
∗
t | y∗1:t−1)) (15)
where y∗1:T denotes the target ground truth sequence.
CIDEr-D Score Optimization. Then we directly optimize
the non-differentiable metrics with Self-Critical Sequence
5
Table 3: Examples of captions generated by AoANet and a
baseline model as well as the corresponding ground truths.
Image Captions
AoANet: Two birds sitting on top of a giraffe.
Baseline: A bird sitting on top of a tree.
GT1. Two birds going up the back of a giraffe.
GT2. A large giraffe that is walking by some trees.
GT3. Two birds are sitting on a wall near the
bushes.
AoANet: Two cats laying on top of a bed.
Baseline: A black and white cat laying on top of a
bed.
GT1. A couple of cats laying on top of a bed.
GT2. Two cats laying on a big bed and looking at
the camera.
GT3. A couple of cats on a mattress laying down.
AoANet: A cat looking at its reflection in a mirror.
Baseline: A cat is looking out of a window.
GT1. A cat looking at his reflection in the mirror.
GT2. A cat that is looking in a mirror.
GT3. A cat looking at itself in a mirror.
AoANet: A young boy hitting a tennis ball with a
tennis racket.
Baseline: A young man holding a tennis ball on a
court.
GT1. A guy in a maroon shirt is holding a tennis
racket out to hit a tennis ball.
GT2. A man on a tennis court that has a racquet.
GT3. A boy hitting a tennis ball on the tennis court.
Training [31] (SCST):
LRL(θ) = −Ey1:T∼pθ [r(y1:T )] (16)
where the reward r(·) uses the score of some metric (e.g.
CIDEr-D [36]). The gradients can be approximated:
∇θLRL(θ) ≈ −(r(ys1:T )− r(yˆ1:T ))∇θ log pθ(ys1:T )
(17)
ys means it’s a result sampled from probability distribution,
while yˆ indicates a result of greedy decoding.
3.4. Implementation Details
We employ a pre-trained Faster-RCNN [30] model on
ImageNet [11] and Visual Genome [24] to extract bottom-
up feature vectors of images [2]. The dimension of the orig-
inal vectors is 2048 and we project them to a new space with
the dimension of D = 1024, which is also the hidden size
of the LSTM in the decoder. As for the training process,
we train AoANet under XE loss for 30 epochs with a mini
batch size of 10, and ADAM [23] optimizer is used with a
learning rate initialized by 2e-4 and annealed by 0.8 every 3
epochs. We increase the scheduled sampling probability by
0.05 every 5 epochs [5]. We optimize the CIDEr-D score
with SCST for another 15 epochs with an initial learning
rate of 2e-5 and annealed by 0.5 when the score on the val-
idation split does not improve for some training steps.
4. Experiments
4.1. Dataset
We evaluate our proposed method on the popular MS
COCO dataset [26]. MS COCO dataset contains 123,287
images labeled with 5 captions for each, including 82,783
training images and 40,504 validation images. MS COCO
provides 40,775 images as test set for online evaluation as
well. The offline “Karpathy” data split [21] is used for the
offline performance comparisons, where 5,000 images are
used for validation, 5,000 images for testing and the rest for
training. We convert all sentences to lower case, and drop
the words that occur less than 5 times and end up with a vo-
cabulary of 10,369 words. We use different metrics, includ-
ing BLEU [29], METEOR [33], ROUGE-L [13], CIDEr-
D [36] and SPICE [1], to evaluate the proposed method and
compare with other methods. All the metrics are computed
with the publicly released code1.
4.2. Quantitative Analysis
Offline Evaluation. We report the performance on the
offline test split of our model as well as the compared mod-
els in Table 1. The models include: LSTM [37], which
encodes the image using CNN and decodes it using LSTM;
SCST [31], which employs a modified visual attention and
is the first to use SCST to directly optimize the evalua-
tion metrics; Up-Down [2], which employs a two-LSTM
layer model with bottom-up features extracted from Faster-
RCNN; RFNet [20], which fuses encoded features from
multiple CNN networks; GCN-LSTM [49], which predicts
visual relationships between every two entities in the im-
age and encodes the relationship information into feature
vectors; and SGAE [44], which introduces auto-encoding
scene graphs into its model.
For fair comparison, all the models are first trained un-
der XE loss and then optimized for CIDEr-D score. For the
XE loss training stage in Table 1, it can be seen that our sin-
gle model achieves the highest scores among all compared
methods in terms of all metrics even comparing with the en-
semble of their models. As for the CIDEr-D score optimiza-
tion stage, an ensemble of 4 models with different param-
eter initialization of AoANet outperforms all other models
and sets a new state-of-the-art performance of 132.0 CIDEr-
D score.
Online Evaluation. We also evaluate our model on
the online COCO test server2 in Table 2. The results of
AoANet are evaluated by an ensemble of 4 models trained
on the “Karpathy” training split. AoANet achieves the high-
est scores for most metrics except a slightly lower one for
BLEU-1 (C40).
1https://github.com/tylin/coco-caption
2https://competitions.codalab.org/competitions/3221#results
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Figure 6: Refining modules w/o and w/ AoA.
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4.3. Qualitative Analysis
Table 3 shows a few examples with images and captions
generated by our AoANet and a strong baseline as well as
the human-annotated ground truths. We derive the baseline
model by re-implementing the Up-Down [2] model with the
settings of AoANet. From these examples, we find that the
baseline model generates captions which are in line with
the logic of language but inaccurate for the image content,
while AoANet generates accurate captions in high quality.
More specifically, our AoANet is superior in the following
two aspects: 1) AoANet counts objects of the same kind
more accurately. There are two birds/cats in the image of
the first/second example. However, the baseline model finds
only one while our AoANet counts correctly; 2) AoANet
figures out the interactions of objects in an image. For ex-
ample, AoANet knows that the birds are on top of a giraffe
but not the tree, in the first example; the boy is hitting the
tennis ball with a racket but not holding, in the fourth ex-
ample. AoANet has these advantages because it can figure
out the connections among objects and also knows how they
are connected: in the encoder, the refining module uses self-
attention to seek interactions among objects and uses AoA
to measure how well they are related; in the decoder, AoA
helps to filter out irrelative objects which don’t have the re-
quired interactions and only keeps the related ones. While
the baseline model generates captions which are logically
right but might not match the image contents.
4.4. Ablative Analysis
To quantify the impact of the proposed AoA module, we
compare AoANet against a set of other ablated models with
various settings. We first design the “base” model which
Table 4: Settings and results of ablation studies. The results
are reported after XE training stage.
Model B@1 B@4 R C
Base 75.7 34.9 56.0 109.5
+ Enc: Refine (w/o AoA) 77.0 35.6 56.4 112.5
+ Enc: Refine (w/ AoA) 76.7 36.1 56.7 114.5
+ Dec: LSTM 76.8 35.9 56.6 113.5
+ Dec: AoA 76.6 35.8 56.6 113.8
+ Dec: LSTM + AoA unstable training process
+ Dec: MH-Att 75.8 34.8 56.0 109.6
+ Dec: MH-Att, LSTM 76.6 35.8 56.7 113.8
+ Dec: MH-Att, AoA 76.9 36.1 56.6 114.3
Full: AoANet 77.4 37.2 57.5 119.8
doesn’t have a refining module in its encoder and adopts a
“base” decoder in Figure 7(a), using a linear transformation
to generate the context vector ct.
Effect of AoA on the encoder. To evaluate the effect of
applying AoA to the encoder, we design a refining module
without AoA, which contains a self-attention module and
a following feed-forward transition, in Figure 6(a). From
Table 4 we observe that refining the feature representations
brings positive effects, and adding a refining module with-
out AoA improves the CIDEr-D score of “base” by 3.0. We
then apply AoA to the attention mechanism in the refining
module and we drop the feed-forward layer. The results
show that our AoA further improves the CIDEr-D score by
2.0.
Effect of AoA on the decoder. We compare the per-
formance of using different schemes to model the context
vector ct: “base” (Figure 7(a)), via a linear transformation;
“LSTM” (Figure 7(b)), via an LSTM; AoA (Figure 7(c)),
by applying AoA. We conduct experiments with both single
attention and multi-head attention (MH-Att). From Table 4,
we observe that replacing single attention with multi-head
attention brings slightly better performances. Using LSTM
improves the performance of the base model, and AoA fur-
ther outperforms LSTM. Compared to LSTM, which uses
some memories (hidden states) and gates to model attention
results in a sequential manner, AoA is more light-weighted
as it involves only two linear transformation and requires
little computation. Even so, AoA still outperforms LSTM.
We also find that the training process of “LSTM + AoA”
(building AoA upon LSTM) is unstable and could reach a
sub-optimal point, which indicates that stacking more gates
doesn’t provide further performance improvements.
To qualitatively show the effect of AoA, we visualize the
caption generation process in Figure 8 with attended im-
age regions for each decoding time step. Two models are
compared: the “base” model, which doesn’t incorporate the
AoA module, and “decoder with AoA”, which employs an
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A teddy bear sitting on a
book on a book .
(a) Base A teddy bear sitting on a book on a book.
A teddy bear sitting on a
chair with a book .
(b) AoA A teddy bear sitting on a chair with a book.
Figure 8: Visualization of attention regions in the caption generation process for the “base” model and “decoder with AoA”.
The “base” model can be easily misled by irrelevant attention while “decoder with AoA” is less likely so.
AoA module in its caption decoder. Observing the attended
image regions in Figure 8, we find that the attention module
isn’t always reliable for the caption decoder to generate a
word, and directly using the attention result might result in
wrong captions. In the example, the book is attended by the
base model when generating the caption fragment “A teddy
bear sitting on a ...”. As a result, the base model outputs
“book” for the next word, which is not consistent to what
the image shows since the teddy bear is actually sitting on
a chair but not on a book. In contrast, “decoder with AoA”
is less likely to be misled by irrelevant attention results, be-
cause the AoA module in it adds another attention on the at-
tention result, which suppress the irrelevant/misleading in-
formation and keeps only the useful.
4.5. Human Evaluation
We follow the practice in [44] and invited 30 evaluators
to evaluate 100 randomly selected images. For each image,
we show the evaluators two captions generated by “decoder
with AoA” and the “base” model in random order, and ask
them which one is more descriptive. The percentages of
“decoder with AoA”, “base”, and comparative are 49.15%,
21.2%, and 29.65% respectively, which shows the effective-
ness of AoA as confirmed by the evaluators.
4.6. Generalization
To show the general applicability of AoA, we perform
experiments on a video captioning dataset, MSR-VTT [41]:
we use ResNet-101 to extract feature vectors from sam-
pled 20 frames of each video and then pass them to a bi-
LSTM and a decoder, “base” or “decoder with AoA”. We
find that “decoder with AoA” improves “base” from BLEU-
4: 33.53,CIDEr-D: 38.83, ROUGE-L 56.90 to 37.22, 42.44,
58.32, respectively, which shows that AoA is also promis-
ing for other tasks which involve attention mechanisms.
5. Conclusion
In this paper, we propose the Attention on Attention
(AoA) module, an extension to conventional attention
mechanisms, to address the irrelevant attention issue. Fur-
thermore, we propose AoANet for image captioning by ap-
plying AoA to both the encoder and decoder. More re-
markably, we achieve a new state-of-the-art performance
with AoANet. Extensive experiments conducted on the MS
COCO dataset demonstrate the superiority and general ap-
plicability of our proposed AoA module and AoANet.
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Image Generated captions Ground truths
Base model: A wooden bench sitting on top of a wooden bench.
Encoder (w/ refining, w/o AoA): A box of books sitting on top of a wooden
bench.
Encoder (w/ refining, w/ AoA): A book sitting on top of a wooden bench.
LSTM decoder (H=1): A wooden bench sitting next to a wooden bench.
AoA decoder (H=1): A wooden bench sitting on top of a wooden bench.
Base decoder (H=8): A row of books sitting on a wooden bench.
LSTM decoder (H=8): A wooden bench sitting on the side of a wooden
bench.
AoA decoder (H=8): A row of benches sitting on a wooden bench.
Full (AoANet): A book sitting on top of a wooden bench.
GT1: A book on a wooden bench on a street.
GT2: A book rest on one of the benches.
GT3: A california travel guide book on a park
bench.
GT4: A big entitled california is on the bench.
GT5: A book sitting on top of a wooden desk.
Base model: A mountain with a mountain in the background.
Encoder (w/ refining, w/o AoA): A view of a mountain with a mountain in
the background.
Encoder (w/ refining, w/ AoA): A black and white photo of a mountain.
LSTM decoder (H=1): A mountain in the background with a mountain.
AoA decoder (H=1): A black and white photo of a mountain on a mountain.
Base decoder (H=8): A view of a mountain with a mountain.
LSTM decoder (H=8): A mountain with a mountain in the background.
AoA decoder (H=8): A view of a mountain with a mountain in the
background.
Full (AoANet): A black and white photo of a mountain covered with snow.
GT1: A black and white picture of hills or
mountains.
GT2: A black and white photo of mountains and
the sky.
GT3: A black and white photograph of mountains
with snow.
GT4: A black and white picture of the top view of a
snow capped mountain somewhere.
GT5: A large mountain range partially covered with
snow.
Base model: A brown bear eating a piece of food.
Encoder (w/ refining, w/o AoA): A brown bear eating a piece of food.
Encoder (w/ refining, w/ AoA): A monkey eating a doughnut in a rock.
LSTM decoder (H=1): A brown bear sitting on top of a rock eating a piece
of food.
AoA decoder (H=1): A brown bear sitting on top of a rock eating a snack.
Base decoder (H=8): A brown bear eating a banana in its mouth.
LSTM decoder (H=8): A brown bear eating a piece of food.
AoA decoder (H=8): A brown bear eating a piece of food on a rock.
Full (AoANet): A monkey sitting on rocks eating a piece of food.
GT1: Small monkey eating fruit sitting on a rock.
GT2: A small monkey sitting and eating in its
habitat.
GT3: A little monkey sitting next to a rock eating a
piece of fruit.
GT4: A monkey is eating while sitting on a rock.
GT5: A monkey sits downs while eating some food.
Base model: A vase with purple flowers sitting on a table.
Encoder (w/ refining, w/o AoA): A vase with flowers sitting on top of a
table.
Encoder (w/ refining, w/ AoA): A white vase with purple flowers sitting on
a table.
LSTM decoder (H=1): A vase with flowers sitting on top of a table.
AoA decoder (H=1): A vase filled with purple flowers sitting on a table.
Base decoder (H=8): A white vase with purple flowers sitting on a table.
LSTM decoder (H=8): A vase with flowers sitting on a table.
AoA decoder (H=8): A white vase filled with purple flowers on a table.
Full (AoANet): A white vase filled with purple flowers on a table.
GT1: A vase of light and dark purple flowers in a
white vase.
GT2: A close up of a vase with many flowers.
GT3: A bouquet of fresh flowers in a cream colored
vase.
GT4: A small white vase of purple flowers on a
table.
GT5: A white vase filled with purple flowers on top
of a table.
Base model: A cat laying on top of a bed.
Encoder (w/ refining, w/o AoA): A black and white cat laying on a bed.
Encoder (w/ refining, w/ AoA): A cat laying on top of a blanket.
LSTM decoder (H=1): A cat laying on top of a bed.
AoA decoder (H=1): A cat laying on top of a blanket.
Base decoder (H=8): A cat laying on top of a bed.
LSTM decoder (H=8): A cat laying on top of a bed.
AoA decoder (H=8): A cat laying on top of a blanket.
Full (AoANet): A cat laying on a bed with a blanket.
GT1: A cat under a blanket looking at something.
GT2: A small cat peeking its head from under a
blanket.
GT3: A cute kitten peeking out from under a quilt.
GT4: A gray tiger cat sleeping on a bed under a
blanket.
GT5: A cat is peeping out from under a blanket.
Base model: A traffic light on the side of a street.
Encoder (w/ refining, w/o AoA): A traffic light on the side of a street.
Encoder (w/ refining, w/ AoA): A group of traffic lights on a city street.
LSTM decoder (H=1): A traffic light on a city street with a building.
AoA decoder (H=1): A traffic lights on a city street with buildings.
Base decoder (H=8): A traffic light on the side of a city street.
LSTM decoder (H=8): A traffic light on the side of a street.
AoA decoder (H=8): A traffic light on a city street with a city.
Full (AoANet): A street with traffic lights and buildings in the background.
GT1: A couple of traffic lights hanging over a city
street.
GT2: Traffic lights shine over an empty intersection
at twilight.
GT3: A street with traffic lights, wall and buildings.
GT4: The electronic traffic signals are lit up during
dawn.
GT5: Empty city intersection in the early morning
hours.
Base model: A brown horse standing in the water next to a lake.
Encoder (w/ refining, w/o AoA): Two horses are standing in the water.
Encoder (w/ refining, w/ AoA): Two horses are standing in the water.
LSTM decoder (H=1): A horse standing in the water in a field.
AoA decoder (H=1): A horse standing in the water near a river.
Base decoder (H=8): A brown horse standing in the water.
LSTM decoder (H=8): A horse standing in the water in a field.
AoA decoder (H=8): A horse standing in the water next to a river.
Full (AoANet): Two horses walking in the water in a field.
GT1: A couple of horses standing in a river next to
an island.
GT2: Two horses standing in a stream next to a
wooded area.
GT3: Two horses are walking through a river
together.
GT4: Horses standing in shallow water in a wooded
area.
GT5: Two horses that are standing in some water.
Figure 9: Captions generated by the ablated models and AoANet, as well as the corresponding ground truths.
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Image Generated captions Ground truths
Base model: A man standing in front of a car with a UNK.
Encoder (w/ refining, w/o AoA): A man wearing a hat standing next to a
beach with a frisbee.
Encoder (w/ refining, w/ AoA): A man standing in a parking lot with a
frisbee.
LSTM decoder (H=1): A man is standing next to a car on a water.
AoA decoder (H=1): A man is standing on a car with a frisbee.
Base decoder (H=8): A man standing in a parking lot with a frisbee.
LSTM decoder (H=8): A man sitting on a parking lot with a boat.
AoA decoder (H=8): A man standing in a parking lot with a frisbee.
Full (AoANet): A man wearing a hat holding a frisbee in a parking lot.
GT1: A man in holds a frisbee in the parking lot by
the river.
GT2: The man found the frisbee by the parked cars.
GT3: A man holding a frisbee in a parking lot near
water.
GT4: A man holding a white object in his hand.
GT5: A man wearing a hat and holding an object in
his hand.
Base model: A pool with a pool with people and umbrellas.
Encoder (w/ refining, w/o AoA): A group of people standing in a park with
umbrellas.
Encoder (w/ refining, w/ AoA): A group of people standing in a pool with
umbrellas.
LSTM decoder (H=1): A pool with a pool with a pool with a pool.
AoA decoder (H=1): A swimming pool with a pool with people.
Base decoder (H=8): A pool with a pool with umbrellas on a pool.
LSTM decoder (H=8): A swimming pool with a bunch of chairs and a table.
AoA decoder (H=8): A swimming pool with tables and chairs with
umbrellas.
Full (AoANet): A swimming pool with umbrellas and people standing.
GT1: The clear pool stood empty as people stood
around nearby.
GT2: Some people walking around a swimming
pool and trees.
GT3: Large swimming pool with tents near the
trees.
GT4: A large in ground swimming pool near tents.
GT5: A pool with several visitors sitting beside it.
Base model: A group of people walking down a street with skateboards.
Encoder (w/ refining, w/o AoA): A man and a child riding on a skateboard.
Encoder (w/ refining, w/ AoA): A man and a little girl on a skateboard.
LSTM decoder (H=1): A group of people riding skateboards down a street.
AoA decoder (H=1): A man and a child on a skateboard in the street.
Base decoder (H=8): A group of people riding skateboards down a street.
LSTM decoder (H=8): A man and a woman riding a skateboard down a
street.
AoA decoder (H=8): A man and a child on a skateboard.
Full (AoANet): A man and a child sitting on a skateboard.
GT1: A girl hitching a ride with her dad on a
skateboard.
GT2: A man riding a skateboard has a child
between his legs.
GT3: A girl sits between a mans legs on a
skateboard.
GT4: A man riding a skateboard next to a woman.
GT5: The skateboarder has a passenger on his
skateboard.
Base model: A man and a woman standing in a kitchen preparing food.
Encoder (w/ refining, w/o AoA): A group of people standing in a kitchen.
Encoder (w/ refining, w/ AoA): A group of people standing in a kitchen
preparing food.
LSTM decoder (H=1): A man and a woman standing in a kitchen.
AoA decoder (H=1): A group of people standing in a kitchen.
Base decoder (H=8): A man and a woman standing in a kitchen.
LSTM decoder (H=8): A man and a woman standing in a kitchen.
AoA decoder (H=8): A man and a woman standing in a kitchen preparing
food.
Full (AoANet): A group of people standing in a kitchen preparing food.
GT1: A picture of an older man cutting a turkey on
the counter.
GT2: A group of people that are standing in the
kitchen.
GT3: A group of people standing over some food.
GT4: Three people agree in the kitchen near a
cluttered bar.
GT5: A number of people in a kitchen preparing
food.
Base model: A picture of a garden with a plant in a window.
Encoder (w/ refining, w/o AoA): A bunch of apples in a window with a
window.
Encoder (w/ refining, w/ AoA): A garden with a bunch of apples and a
window.
LSTM decoder (H=1): A picture of a bunch of plants in a house.
AoA decoder (H=1): A collage of pictures of a house with a tree.
Base decoder (H=8): A group of plants in a window with a table.
LSTM decoder (H=8): A picture of a tree with a bunch of apples.
AoA decoder (H=8): A collage of pictures of a garden with a tree.
Full (AoANet): A collage of pictures of a house with a flower.
GT1: Multiple images are seen showing forest
scenes and a small cottage.
GT2: A collection of different plants and fields,
with a tomato plant being the most prominent.
GT3: Various types of pictures that are of different
plants.
GT4: Colorful collection of pictures of a wooded
area.
GT5: A collage of several photos show outdoor
scenes.
Base model: A man hitting a tennis ball with a tennis racket.
Encoder (w/ refining, w/o AoA): A group of people playing tennis on a
tennis court.
Encoder (w/ refining, w/ AoA): A group of people playing tennis on a tennis
court.
LSTM decoder (H=1): A group of people playing tennis on a tennis court.
AoA decoder (H=1): A couple of women standing on a tennis court with
tennis balls.
Base decoder (H=8): A couple of people holding tennis rackets at a tennis
ball.
LSTM decoder (H=8): A woman hitting a tennis ball with a tennis racket.
AoA decoder (H=8): Two women playing tennis on a tennis court.
Full (AoANet): Two people standing on a tennis court holding tennis rackets.
GT1: Two young sexy women holding tennis
racquets and tennis balls.
GT2: A pair of young women hold tennis balls and
rackets.
GT3: Two women on a tennis court with tennis
rackets and balls.
GT4: Two female tennis players standing with their
rackets.
GT5: Two women with tennis rackets and balls are
standing.
Figure 10: More examples.
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