(a) (b) Figure 1 . A seismic image painted using a 3D digital paintbrush that conforms to features in the image
INTRODUCTION
For decades, geophysicists and geologists have interpreted seismic sections using colored pencils and paper, where different colors were used for different geologic layers. When painting software became widely available on personal computers in the 1980s, one could use such software to perform seismic interpretation. Digital painting has a couple of advantages over drawing on paper: it can be applied in multiple overlays that can be toggled on and off and mistakes in digital painting are easy to undo. Whether with colored pencils or computer software, it is more direct and intuitive to color geologic bodies than to pick the seismic horizons that bounds these bodies.
However, we live in a 3D world, and today we interpret 3D seismic images. For 3D images, 2D painting techniques would be slow and tedious. For example, imagine interactively painting every 2D slice of a 3D image using 2D painting software. Typically, we instead pick horizon surfaces.
What is 3D Painting?
Many painting software packages offer a variety of tools for creating and editing images. Most of these tools assign color values to pixels of a 2D image displayed on a 2D computer screen. Painting in 3D requires painting voxels (3D pixels) of a 3D image displayed on a 2D computer screen. Painting in 3D is inherently more difficult, in part because of the projection from 3D to 2D, but also because 3D space-filling images can seldom be displayed in their entirety. Usually we can only visualize 2D slices of 3D images and paintings.
However, recently introduced techniques enable painting on a 2D screen with a simulated 3D environment. For example, an artist's brush stroke may be realistically reproduced by constructing virtual brushes, and thereby transforming the user's cursor into a convincing paintbrush (Baxter et al, 2001; Baxter and Lin, 2004) . Another simulated 3D painting method involves interactively painting texture directly onto a triangulated surface with perspective projection on a 2D screen. This method enables an artist to paint textures directly onto scanned surfaces in real-time (Hanrahan and Haeberli, 1990; Agrawala et al, 1995) .
The techniques mentioned above use virtual brushes and surfaces to paint. While the painting environment is almost 3D, the user is unable to paint anything that does not lie within the surface on which the paintbrush is confined. Confinement of the paintbrush to a single surface inhibits efficient painting of 3D volumes, such as those filled by 3D seismic images. As Figure 1 suggests, when painting 3D geologic structures, we should paint volumes directly. In this paper, we refer to such direct painting of volumes as painting in 3D or simply 3D painting.
Methods for 3D painting of subsurface geology have been proposed by others. Like our method, these other painting methods employ image processing algorithms to guide the painting of imaged geologic structures.
Predictive painting from plane-wave destruction
Fomel (2008) proposed a method for 3D painting using local estimates of slopes of reflections in seismic images. The method he uses is called predictive painting because it estimates the reflection slopes using lateral (trace-totrace) prediction-error filters. This method uses reflection slopes to guide extrapolation of painted values from any reference trace to other traces in the seismic image. Fomel's (2008) method is interactive in that a user specifies one or more reference traces. Paint then flows automatically from those traces to other traces along imaged geologic layers. When multiple reference traces are specified, this method averages painting values extrapolated from different reference traces. In effect, paint flows laterally in directions that minimize lateral prediction errors. Therefore, this painting method works best when traces in a seismic image can be well predicted by adjacent traces. However, this method works less well when painting across faults, or across unconformities and folds, within stratigraphic features such as channels, or within steeply dipping layers and salt diapirs. The reason this method works poorly in these cases is because these geologic features are not well described by lateral trace-to-trace prediction of seismic reflections.
GPU-accelerated "visulation"
A different visualization and simulation ("visulation") method developed by Kadlec (2009) uses structure tensors (van Vliet and Verbeek, 1995) computed from 3D images to guide the painting of those images. For example, an interpreter might first pick seed points on 2D slices of 3D seismic images. These seed points then serve as sources of paint in a simulation of an anisotropic fluid flow that is governed by the structure tensors. At each time step of the flow simulation, paint diffuses from the source voxels to other voxels in the 3D image, and a human interpreter can interactively stop the simulation, say, when paint has flowed far enough or when new seed points must be specified to fill in unpainted regions.
Our painting method
Like the two methods summarized above, our 3D painting algorithm has three features: an ability to interactively select and paint a 3D voxel, a mechanism for automatically painting other voxels, and a user-friendly interface. Of these two methods, our method is most similar to that of Kadlec (2009) , in that our painting is guided by structure tensors computed from a 3D seismic image.
Relative to these other methods, our method works more like typical 2D painting software, in which an interpreter drags a digital paintbrush across an image. All voxels inside the digital 3D paintbrush are painted, while those outside remain unchanged. The key difference is that the size, shape, and orientation of our 3D paintbrush conforms to features in a 3D seismic image. In this way, our paintbrush facilitates efficient painting within, but not across, geologic features.
Suppose that one wants to paint an object displayed on the computer screen. In traditional painting software, the user is given a digital canvas (a 2D image) and a set of painting tools. These tools may for example include circles (or other simple brush shapes) in various sizes, like the one shown in Figure 2 .
With any of these tools, painting is interactive, because the user selects pixels with a cursor, but software paints the selected pixels and other pixels nearby automatically. This automatic painting of nearby pixels is essential because users rarely want to paint every pixel one at a time.
Our 3D painting algorithm is an expansion on the paintbrush concept. Our 3D paintbrush has a maximum size that the user controls, much like the radius of a circular brush in a 2D painting program. However, its actual size, shape, and orientation in 3D depend on features in the seismic image. More precisely, the aspects of our 3D paintbrush depend on structure tensors that we compute from a 3D seismic image.
Structure tensors S(x)
Before painting a 3D seismic image, we first compute a structure tensor field from that image. As described by van Vliet and Verbeek (1995) and Fehmers and Hocker (2003) , each structure tensor in our 3D tensor field is a smoothed outer product of image gradients.
Let g(x) = ∇f (x) denote the gradient vector field computed for an image f (x). Both the gradient g(x) and image f (x) are uniformly sampled functions of x, which represents the spatial coordinates of image voxels. Then, the structure tensor field is defined by
where · denotes Gaussian smoothing along all spatial coordinate axes. Intuitively, the gradient vector field g(x) represents estimates of both the magnitudes and directions of greatest change in the image f (x). The structure tensor field S(x) represents much the same information, only it is averaged within a Gaussian window around each sample. This spatial averaging improves the fidelity of orientations and other attributes that we may extract from structure tensors, but it also decreases our ability to detect abrupt changes in those attributes.
The eigen-decomposition of a 3D structure tensor S is
where the eigenvalues of λu, λv, and λw are sorted so that
From the definition in equation 1 above, it is easy to show that each structure tensor S is positive semidefinite, so that all of the eigenvalues are non-negative.
For any image voxel, the eigenvector u, which corresponds to the largest eigenvalues λu, indicates the direction in which the image changes most. In a seismic image, the eigenvector u is generally orthogonal to imaged geologic layers. The eigenvector w, which corresponds to the smallest eigenvalue λw, indicates the direction in which the image changes least; it may be aligned with images of buried channels. Both eigenvectors v and w tend to lie in planes of locally planar features in 3D seismic images.
Our 3D paintbrush
We compute our 3D paintbrush from a metric tensor field D(x) that we derive from the structure tensor field S(x). A metric tensor field defines a measure of distance between two points. For a constant metric tensor D, we may analytically compute the distance t(x) from a voxel to any point x as
When D equals the identity matrix, t(x) is simply Euclidean distance. More generally, if D = D(x) is a non-constant metric tensor field, we must compute distances numerically by solving an eikonal equation:
with the boundary condition t(0) = 0. In this case, t(x) denotes non-Euclidean distance from the voxel to any point x.
The surface outline of the 3D paintbrush shown in Figure 1 is simply a contour of constant distance t(x) = tmax, where tmax denotes a user-specified maximum brush size in voxels. In this example, that maximum brush size is tmax = 58 voxels.
To compute distance t(x), we first interactively select one voxel in the 3D seismic image. This voxel becomes the origin at which the distance t(0) = 0. Beginning with this point, we then numerically solve the eikonal equation 5 for distances t(x). Voxels for which t(x) < tmax lie inside our 3D paintbrush, and voxels for which t(x) > tmax lie outside.
In geophysics, eikonal equations are often used to compute traveltimes. The eikonal equation 5 above, with anisotropic and spatially varying coefficients D(x), is the same used by Hale (2009a) for image-guided interpolation. In that application, as in our 3D painting algorithm, "time" is a synonym for "non-Euclidean distance" as computed in a metric tensor field.
Metric tensors D(x)
When the Euclidean metric tensor D = I, the maximum brush size tmax is the radius, measured in voxels, of a simple spherical paintbrush. In common 2D image painting software, tmax would denote the radius, measured in pixels, of a circular paintbrush. Such a spherical (or, in 2D, circular) paintbrush might be appropriate in a region of a 3D seismic image with no significant features, say, within a large salt diapir. In this case, paint should flow isotropically from the user-specified voxel (the origin x = 0) to all points x for which t(x) ≤ tmax. In contrast, when painting imaged geologic bodies, such as depositional layers, fault blocks, and channels, paint should flow anisotropically within, but not across, the boundaries of these bodies. In other words, distances between points in different geologic bodies should be much greater than distances between points within a single geologic body.
We construct an anisotropic paintbrush, like that shown in Figure 1 , by computing an anisotropic metric tensor field D(x). We choose the eigenvectors of each metric tensor D to be the same as those for the corresponding structure tensor S. The difference between D and S lies only in their eigenvalues. Specifically, in the eigen-decomposition of D,
we construct eigenvalues s1, s2, and s3 such that
where s1, s2, and s3 are computed using semblance. Figure 3 shows slices of semblances s1, s2, and s3 computed using data provided from the US Department of Energy. When representing these tensors D(x) as ellipsoids (Engelsma and Hale, 2010) in a typical 3D seismic image, we expect these ellipsoids to be relatively flat and oblate. Figure 4 shows a set of ellipsoids which represents metric tensors in a 3D seismic image. Note that each ellipsoid is relatively oblate indicating that the local feature is more coherent along geologic boundaries and less so across each boundary.
Semblances are useful, in part, because they are an amplitude-independent measure of the coherence of features in seismic images. Semblances and, hence, the eigenvalues of D, are normalized in the range [0, 1] .
The largest eigenvalue s1, corresponding to the eigenvector w, is semblance computed within a locally linear (1D) set of voxels aligned with w. Each eigenvalue s2, corresponding to the eigenvector v, is semblance computed within a locally planar (2D) set of voxels orthogonal to the corresponding eigenvector u. (The plane orthogonal to u contains the eigenvectors v and w). Finally, each eigenvalue s3 represents semblance computed for a locally spherical (3D) set of voxels. We compute these three measures of semblance using the structure-oriented method proposed by Hale (2009b) .
Because the eigenvalues of D are bounded between [0,1], t(x) computed using equation 5 will never exceed those computed for a constant identity tensor D = I. In other words, our non-Euclidean distances t(x) will always be less than or equal to Euclidean distances. Therefore, when specifying the maximum distance tmax, one may think intuitively of Euclidean distance, and know that the 3D paintbrush, like that shown in Figure 1 , lies inside a sphere with radius tmax. In noisy incoherent regions of a 3D seismic image, where all three semblances are low, the brush will be much smaller than that sphere.
The upper bound tmax also simplifies computation of the distances t(x). When a user selects a voxel in the 3D seismic image, that point becomes the origin for the eikonal equation 5. In solving that equation, we need only consider voxels at locations x that lie inside a sphere centered at the origin with radius tmax. For any voxels outside of that sphere, distances t(x) must exceed tmax.
For typical 3D seismic images with zero mean, 3D (volume) semblance s3 tends to be much smaller than 1D (linear) semblance s1 or 2D (planar) semblance s2. Figure 6 . A painter has dragged the cursor along one panel in a 3D seismic image. Because the paintbrush paints voxels, points in the formation which extend beyond the plane of the paintbrush are painted, honoring the geologic structure.
That is, the sum of image voxels within any 3D window with radius greater than a seismic wavelength will be nearly zero. Any locally planar feature in a seismic image will yield a large semblance s2, which is computed from a locally planar set of voxels. However, for the same feature, semblance s2 should be no greater than semblance s1, computed for a linear subset of those voxels. In other words, when the values of a locally planar set of image voxels are nearly constant, both s1 and s2 will be nearly one. In such cases, distances t(x) are relatively small within the plane of the eigenvectors v and w, and are much larger in the orthogonal direction of the eigenvector u. Figure 4 demonstrates the relative geometric relationship between all eigenvectors in the form of oblate ellipsoids.
THE PAINTER'S INTERFACE
We designed our 3D painting to work similar to computer programs for 2D painting. As illustrated in Figure 1 , we display our 3D paintbrush as a surface. We construct that surface by applying the marching cubes algorithm (Lorenson and Cline, 1987) to our numerically computed distance field t(x). This algorithm requires only a simple scan of the voxels within the bounding sphere of our paintbrush. It produces a set of triangle vertices and normal vectors that when rendered appear as the continuous red surface shown in Figure 1 . Figure 5 displays multiple views of a 3D paintbrush with a different size, shape, and orientation. These attributes of the paintbrush vary, as they depend on both the tensor field D(x) and the location of the origin voxel selected by the painter.
In Figure 6 , a painter has dragged a mouse cursor along a set of voxels in one vertical slice of a 3D seismic image. As the painter's cursor moves, the shape of the brush changes to conform to features in the image.
DISCUSSION
Painting geologic structures in 3D is a natural extension of classical interpretation techniques. It is also an improvement on triangulating flat horizons by allowing the user to fill entire geologic structures rather than trace the horizons between layers. This added dimensionality of the structure allows for extensive and interactive reservoir estimation. It is important to note that our painting algorithm does not alter the seismic image. Instead, the painted voxels are painted on a separate canvas. This enables the painter to separate the painted areas from the image, allowing for further interpretation and extraction.
Extracting geologic layers
The same algorithm used to render the brush can be implemented to extract painted voxels in 3D. This allows for a macroscopic investigation of geologic structure. Because painting is tensor-driven (not amplitude-driven), structures such as salt diapirs can be highlighted. Visualization of 3D volumes is analogous to visualizing triangulated horizon surfaces. The difference between extracting horizons and extracting surfaces is that volumes provide further insight into the structure of the subsurface. From an interpretation standpoint, this technique provides insight to the structural characteristics of geologic entities.
Production estimation
Aside from being a useful visual tool, the combination of a painted area with measured data from well logs permits us to estimate volumetric information. This method can be useful for hydrocarbon and mineral extraction. Well logs give an idea of locations of areas of interest because they consist of measured material properties. Therefore, we may use them as a guide to paint. For example, using gamma ray logs as a guide to paint sandstone may be done quickly using the interactive 3D brush. By changing the blending properties of paint, the painter can choose to overwrite previously painted voxels or to mix them together. For instance, by choosing to overwrite previously painted voxels, a painter may want to specify whether a geologic layer is strictly sand or shale. By blending painted voxel values together, however, allows for more realistic mixtures of rock layers (e.g. dirty sandstone). In either case, the painter is guided by the log information. Painting a target body and integrating over all voxels produces an accurate volume measurement. Approximation of geologic volume could provide a different way to estimate the barrels of oil within a reservoir.
CONCLUSIONS
Painting images in 3D is an important topic in seismic interpretation. However, painting is typically restricted to a 2D canvas. Instead of painting images, interpreters draw boundaries between layers for simplicity. We show that by constructing a paintbrush using metric tensors that are derived from structure tensors and from the semblances of the image, we are able to paint with a brush that conforms to the image. This enables one to more accurately paint voxels of data in a manner that is consistent with geologic structure of the subsurface. Our painting algorithm is much like 2D painting software, however, our paintbrush extends beyond the canvas by painting volumes instead of surfaces. Moreover, our algorithm allows for both a level of interactivity and automation.
We also keep the painted voxels separate from the original image, permitting further interpretation and visualization of the subsurface. By extracting geologic bodies, we can visualize the thickness and overall shape of a geologic entity such as a salt diapir or gas pockets. We suggest an alternative method for estimating original oil in place by integrating over painted voxels from a geologic area of interest. This involves coupling the seismic image with data measured from well logs.
ACKNOWLEDGEMENTS
Thanks to the Rocky Mountain Oilfield Testing Center, a facility of the U.S. Department of Energy, for the dataset producing the seismic images in this paper. We thank our colleagues for their discussion and input on this topic. We also thank Diane for her editing of this paper.
