Let G = (V; E) be an instance of GNC, where V = fv 0 ; v 1 ; .. .;v K01 g and E = fe 0 ; e 1 ; ... ; e M01 g. Without loss of generality, assume that V does not have isolated vertices. To reduce this to an instance of RPACK, consider a two-level binary tree and let R be a 4 by M rectangle. We label the M columns of R by the edges, i.e., cliques with two vertices. Define K sets of rectangles, fri : i = 0; 1; . ..; K 0 1g, all of height 1, such that ri occupies column e j if and only if vertex v i is on edge e j .
The essence of the reduction is to treat the four possible locations of frig as four colors. Choosing a location for ri can be interpreted as picking a color for v i . By the definition of fr i g; r i and r i can be placed in the same location if and only if v i and v i are not joined by any edge, i.e., vi and vi can be labeled by the same color. Therefore, G is colorable by four colors if and only if fr i g can be packed into R in a nonoverlapping way. Since the reduction from GNC to RPACK can be done easily in polynomial time, therefore ZIC is NP-complete. Fig. 3 shows an example of reducing GNC to RPACK.
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I. LIMITATIONS OF SEQUENTIAL UNIVERSAL CODING
Universal lossless source coding has made tremendous gains using context models [1] - [5] . The key idea is that the context, which consists of the last several symbols of the input sequence, often imposes constraints on the next symbol. For example, in English text a "q" is almost always followed by a "u." In the universal case, where the source statistics are unknown, one must estimate the conditional distribution of the symbol that follows the context. This estimation process accumulates statistics on which symbols follow other appearances of the context. Allowing large context depths during the context accumulation phase may yield better source models, but may also require excessive computation. Fortunately, for a length-n sequence generated by a stationary ergodic source, almost all repeating subsequences are of length O(log(n)), 1 and thus 2(log(n)) context depths yield near-optimal compression.
Furthermore, even unbounded depth context searches are (usually) not too costly.
Previous authors exploited these properties to develop sequential universal algorithms with moderate computational requirements. For example, algorithm "context" [2] introduced context trees as a useful tool for source coding; the complexity for maintaining a context tree of depth O(log(n)) is O(n log(n)). Willems [3] described a sequential implementation of an unbounded depth mixture; for stationary ergodic sources, the typical complexity of his approach is 2(n log(n)). In contrast, nonsequential algorithms such as the Burrows-Wheeler transform (BWT) [6] enable context accumulation to be performed in O(n) time. For example, Baron and Bresler [4] provided an O(n) BWT-based universal encoder. Martin et al. [5] used related tools to also provide an O(n) universal decoder. Despite 
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0018-9448/$20.00 © 2006 IEEE these impressive advances in nonsequential coding, the development of low-complexity sequential universal coding algorithms is of great interest.
In the paper "Fast Universal Coding with Context Models," Rissanen [1] provided a universal coding scheme based on partitioning the input into blocks. This work opened up a potential for low-complexity sequential coding. The model estimate is updated at the beginning of each block, and the symbols of each block are encoded based on the model estimate at the beginning of the block. In Rissanen's scheme there are 2(i) blocks in super block i, where the length of super block i is 2 i . (Super blocks are only used to define the initial locations of blocks; they serve no algorithmic purpose.) For a length-n sequence, Rissanen proved [1] that these block lengths asymptotically achieve the lowest possible universal redundancy, i.e., 1 2 log(n) bits per unknown parameter [7] .
Combined with an O(n log(log(n))) context accumulation algorithm, the aggregate complexity was claimed to be O(n log(log(n))), including model estimation at the beginning of all the blocks [1] . This result improved upon previous O(n log(n)) algorithms [2] , [3] .
Unfortunately, the O(n log(log(n))) claim is somewhat ambitious [1, p. 1069, top of column 2]. Because there are log(n) + 2(1) super blocks, the last super block consists of 2(log(n)) blocks. Therefore, the last 2(log(n)) blocks all begin after t = 2(n) symbols have already been processed. Furthermore, after having processed t symbols, the model estimation cost at the beginning of each block is (t). We conclude that the aggregate computation required for model estimation is (n log(n)). This (n log(n)) aggregate complexity of Rissanen's model estimation is similar to the complexity of previous sequential universal coding algorithms [2] , [3] . Therefore, the development of low-complexity sequential universal coding algorithms is still of great interest.
In the remainder of this correspondence, we provide an O(n log(log(n))) sequential universal algorithm by modifying Rissanen's block partitioning scheme. The redundancy with our approach is greater than with Rissanen's block partitioning scheme by a multiplicative factor 1 + O(1= log(log(n))); hence, it asymptotically approaches the entropy at the fastest possible rate.
II. FASTER BLOCK PARTITIONING SCHEME
In order to provide a faster sequential coding algorithm, we use a modified block partitioning scheme. We propose the following series of break points log(log(n))).
Therefore, the complexity for model estimation over all super blocks is O(n log(log(n))) 1 + 1 2 + 1 4 + 11 1 = O(n log(log(n))):
Furthermore, context accumulation is O(n log(log(n))) [1] or even O(n) [4] , [5] , and so the aggregate computational complexity of our scheme is O(n log(log(n))).
III. REDUNDANCY WITH FASTER SCHEME Following Rissanen [1] , we consider a tree source with K states. We define the redundancy R as the excess coding length in bits above the entropy H . In order to compute R for an algorithm based on such a block partitioning, we provide the following result [1] .
Lemma 1:
[1] For a source model with K unknown parameters, the redundancy Ri;j incurred in the block whose initial location is ti;j satisfies
where is any positive number, t i;j is greater than some t(), and C is a constant.
With our specific block partitioning scheme, given there exists C such that the result holds for all blocks, even those for which
Lemma 2: Using our block partitioning scheme, for a source model with K unknown parameters, the redundancy R i;j incurred in the block whose initial location is ti;j satisfies Using this lemma, we can bound the redundancy of the entire scheme as follows.
Theorem 1: For a source model with K unknown parameters, the aggregate redundancy R incurred by our scheme satisfies
Proof: An increase in the input length from n to 2n increases R by roughly 1 2 bit per unknown parameter, which is negligible with respect to O(log(n)= log(log(n))).Therefore, we assume without loss of generality that n = 2 k , where k is an integer. Summing over all blocks and incorporating Lemma 2, we have
There are O(log(i)) terms of the form C =t i;j in super block i, for a total of O(log(i)=2 
where (1) is based on integrating f(j) = (2 blog(log(i))c + j) 01 from 01 to 2 blog(log(i))c 0 1, and (2) 
The summation in (3) satisfies 
= 2k
where i) the first summation of (4) relies on the inequalities i k and thus log(i) > log(k ); ii) the second summation of (4) uses k bk c and log(i) log(4); and iii) the outcome (5) arises because k = O(k= log(k)). Because log(n) = k, the summation in (3) is O(log(n)= log(log(n))), which completes the proof.
We can also show that decays to zero faster than 1= log(log(n)). To do so, consider Appendix A in Rissanen [1] . Choose , the deviation from the conditional symbol probability, to be O( log(n)=n). With this value for , Rissanen's inner summation [1, p. 1070, eq. (24)] exceeds its ideal value by O( log(n)=n ), which increases by O( log(n)=n). In a similar manner, the deviation allowed from the state probability is chosen to be O(log(n)= p n). The probability that is exceeded vanishes polynomially in n, and so the first term in Rissanen's expression [1, p. 1070, eq. (30) ] is negligible. Rissanen's second term increases by a multiplicative factor O(), which increases by O(log(n)= p n). This rate of decay for is faster than 1= log(log(n)). Therefore, the redundancy of our scheme is 1 2 log(n)+ O(log(n)= log(log(n))) bits per unknown parameter.
Theorem 1 shows that our block partitioning scheme suffers from a minor degradation of the redundancy, whereas the complexity was reduced from O(n log(n)) to O(n log(log(n))). One could easily develop block partitioning schemes that decrease the computation further, thus fulfilling the potential of Rissanen's block partitioning scheme [1] . However, log(log(n)) is quite small for sequences of practical interest. Therefore, in order to accelerate sequential coding algorithms further, there are more gains to be made on the practical side (reducing the constants) rather than the asymptotic aspect of reducing the order terms themselves. In contrast, the O(log(n)= log(log(n))) redundancy term may be quite large in practice. Therefore, we feel that future work on low-complexity sequential coding should focus on lowering the redundancy.
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