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Abstract
Multiplex assays of variant effect (MAVEs), which
include massively parallel reporter assays (MPRAs)
and deep mutational scanning (DMS) experiments,
are being rapidly adopted in many areas of biology.
However, inferring quantitative models of
genotype-phenotype (G-P) maps from MAVE data
remains challenging, and different inference
approaches have been advocated in different
MAVE contexts. Here we introduce a conceptually
unified approach to the problem of learning G-P
maps from MAVE data. Our strategy is grounded
in concepts from information theory, and is based
on the view of G-P maps as a form of information
compression. We also introduce MAVE-NN, a
Python package that implements this approach
using a neural network backend. The capabilities
and advantages of MAVE-NN are then
demonstrated on three diverse DMS and MPRA
datasets. MAVE-NN thus fills a major need in the
computational analysis of MAVE data. Installation
instructions, tutorials, and documentation are
provided at https://mavenn.readthedocs.io.
Keywords: multiplex assay of variant effect;
neural networks; deep mutational scanning;
massively parallel reporter assay; global epistasis;
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Background
Over the last decade, the ability to quantitatively
study genotype-phenotype (G-P) maps has been rev-
olutionized by the development of multiplex assays of
variant effect (MAVEs), which can measure molecu-
lar phenotypes for thousands to millions of genotypic
variants in parallel [1]. MAVE is an umbrella term
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that describes a diverse set of experimental methods
[2, 3], three examples of which are illustrated in Fig.
1. Deep mutational scanning (DMS) experiments are
one large class of MAVE [4]. These work by linking
proteins [5, 6, 7] or structural RNAs [8, 9, 10, 11] to
their coding sequences, either directly or indirectly,
then using deep sequencing to assay which variants
survive a process of activity-dependent selection (Fig.
1a). Massively parallel reporter assays (MPRAs) are
another major class of MAVE [12, 13, 14, 15], and
are commonly used to study DNA or RNA sequences
that regulate gene expression at a variety of steps, in-
cluding transcription [16, 17, 18, 19, 20, 21], splicing
[22, 23, 24, 25, 26], polyadenylation [27], and mRNA
degradation [28, 29, 30, 31, 32]. Most MPRAs read
out the expression of a reporter gene in one of two
ways [1]: by quantifying RNA abundance via the se-
quencing of RNA barcodes that are linked to known
variants (RNA-seq MPRAs; Fig. 1c), or by quanti-
fying protein abundance using fluorescence-activated
cell sorting (FACS) and then sequencing the sorted
variants (sort-seq MPRAs; Fig. 1e).
MAVE data can enable rich quantitative modeling
that goes far beyond the simple cataloguing of ob-
served effects for individual variants. This key point
was recognized in some of the earliest work on MAVEs
[17, 18] and has persisted as a major theme in MAVE
studies [33, 34, 35, 25, 31, 36]. But in contrast to
MAVE experimental techniques, which continue to ad-
vance rapidly, there remain key gaps in the method-
ologies available for quantitatively modeling G-P maps
from MAVE data.
Most computational methods for analyzing MAVE
data have focused on accurately quantifying the ac-
tivities of individual assayed sequences [37, 38, 39, 40,
41, 42, 43]. However, MAVE measurements for individ-
ual sequences often cannot be interpreted as providing
direct quantification of the underlying G-P map that
one is interested in. First, MAVE measurements are
usually distorted by strong nonlinearities and noise,
and distinguishing interesting properties of G-P maps
from these confounding factors is not straight-forward.
Second, MAVE data is often incomplete. Missing data
is common, but a more fundamental issue is that re-
searchers often want to understand G-P maps over
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vastly larger regions of sequence space than can be
exhaustively assayed.
Quantitative modeling can address both the incom-
pleteness and indirectness of MAVE measurements [1].
The goal here is to determine a mathematical func-
tion that, given any sequence as input, will return a
quantitative value for that sequence’s molecular phe-
notype. Quantitative models thus fill in the gaps in
G-P maps and, if appropriate inference methods are
used, can further remove confounding effects of nonlin-
earities and noise. The simplest quantitative modeling
strategy is linear regression (e.g. [18, 44]). However,
linear regression yields valid results only when one’s
measurements are linear readouts of phenotype and
exhibit uniform Gaussian noise. Such assumptions are
often violated in dramatic fashion by MAVEs, and fail-
ure to account for this reality can give rise to major
artifacts, such as spurious epistatic interactions [45].
Multiple MAVE analysis approaches that can sepa-
rate the effects of nonlinearities and noise from under-
lying G-P maps have been reported, but a conceptually
unified strategy is still needed. Work in the theoreti-
cal evolution literature has focused on a phenomenon
called global epistasis (GE), in which measurements
reflect a nonlinear function of an underlying “latent
phenotype” [46, 47, 48, 49, 50, 51, 52, 53, 45]. In partic-
ular, Otwinowski et al. [46] described a regression ap-
proach in which one parametrically models G-P maps
while nonparametrically modeling nonlinearities in the
MAVE measurement process.
Parallel work in the biophysics literature has focused
on developing ways to infer G-P maps from high-
throughput data in a manner that is fully agnostic
to the quantitative form of the measurement process
used to read out latent phenotypes [54, 55, 56, 17].
This approach, which focuses on the use of mutual
information as an objective function, arose from tech-
niques in sensory neuroscience [57, 58] that were elab-
orated and adapted for the analysis of microarray data
[56, 59], then later applied to MPRAs [34, 33, 17, 18]
and other MAVE experiments [60]. However such anal-
yses of MAVE data have relied on Metropolis Monte
Carlo, which (in our experience) is too slow to support
widespread adoption.
A third thread in the literature has arisen from ef-
forts to apply techniques from deep learning to model-
ing G-P maps [61], including in the context of MAVEs
[25, 28, 62, 27, 31]. Here the emphasis has been on
using the highly expressive nature of deep neural net-
works to directly model experimental output from in-
put sequences. Yet it has remained unclear how such
neural networks might separate out the intrinsic fea-
tures of G-P maps from effects of the MAVE measure-
ment processes. This is a manifestation of the neural
network interpretability problem, one that that is not
addressed by established post-hoc attribution methods
[63, 64].
Here we describe a unified conceptual framework for
the quantitative modeling of MAVE data, one that
unites the three strains of thought described above. As
illustrated in Fig. 2, we assume that each sequence has
a well-defined latent phenotype, of which the MAVE
experiment provides a noisy indirect readout. To re-
move potentially confounding effects due to the quan-
titative form of this readout, we explicitly model both
the G-P map and the MAVE “measurement process”.
As discussed in previous theoretical work [54, 55] and
elaborated below, this separates the task of compress-
ing sequence-encoded information (the job of the G-P
map) from the task of mapping this information to a
realistic experimental output (the job of the measure-
ment process). Both the G-P map and the measure-
ment process are formulated as neural networks, and
their parameters are then chosen to maximize likeli-
hood. Importantly, this strategy is equivalent to a vari-
ational approach to mutual information maximization
in which one seeks a G-P map that compresses experi-
mentally relevant information as losslessly as possible.
Unlike previous implementations of mutual informa-
tion maximization for MAVE analysis, however, this
variational approach is compatible with backpropaga-
tion and is consequently much faster.
We also introduce MAVE-NN, a software package
that makes this inference approach available to the
broader MAVE community. MAVE-NN supports two
distinct implementations of our unified conceptutal ap-
proach: GE regression and measurement process ag-
nostic (MPA) regression. GE regression is modeled
after the approach of [46], while MPA regression re-
sembles previously reported mutual information max-
imization analyses [34, 33, 17, 60]. In the following
sections, we demonstrate the utility of MAVE-NN
on previously published DMS and MPRA datasets.
Along the way we note the substantial advantages that
MAVE-NN provides over other state-of-the-art meth-
ods for modeling MAVE data.
Results
Modeling strategy
MAVE-NN supports the analysis of DNA, RNA, and
protein sequences. All sequences must be the same
length and, for the resulting models to be inter-
pretable, must satisfy a natural notion of alignment.
The measurement y corresponding to this sequence
can be either continuous or discrete. Given a dataset
comprising a set of N sequence-measurement pairs
{(xn, yn)}Nn=1, MAVE-NN aims to infer a probabilis-
tic mapping p(y|x). The primary enabling assumption
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is that this mapping occurs in two stages (Fig. 2a).
First, each sequence x is mapped to a latent phenotype
φ via a deterministic G-P map f(x). This latent phe-
notype is then probabilistically mapped to y via a the
measurement process, i.e., a conditional distribution
p(y|φ). During training, the G-P map f(x) and mea-
surement process p(y|φ) are simultaneously learned
by maximizing a regularized form of likelihood. The
present implementation of MAVE-NN supports only
scalar values for φ, but multidimensional φ are also
compatible with this conceptual framework.
Four different types of G-P maps are currently sup-
ported by MAVE-NN: “additive”, “neighbor”, “pair-
wise”, and “blackbox”. Additive G-P maps assume
that each character at each position within a se-
quence contributes independently and additively to φ.
Neighbor G-P maps incorporate interactions between
nearest-neighbor characters, while pairwise G-P maps
include interactions between all pairs of characters re-
gardless of separation distance (see Methods). Black-
box G-P maps have the form of a densely connected
multilayer perceptron (MLP), the specific architecture
of which can be controlled by the user.
Two different strategies for modeling measurement
processes are used. In MPA regression, MAVE-NN uses
an overparameterized neural network to directly model
p(y|φ). At present, MPA regression is only supported
in cases where y is discrete. Fig. 2b illustrates one
such measurement process, inferred from the sort-seq
MPRA data of [17] (Fig. 1f). Global epistasis (GE)
regression, by contrast, assumes additional structure
in the measurement process (Fig. 2c). First, φ is de-
terministically mapped to a quantity ŷ that represents
the most probable measurement value. We call ŷ the
“prediction,” and the function g(φ) the “nonlinear-
ity.” The prediction is then probabilistically mapped
to measurements y through a conditional distribution
p(y|ŷ) called the “noise model.” MAVE-NN supports
both homoskedastic and heteroskedastic noise mod-
els based on three different classes of distribution:
Gaussian, Cauchy, and skewed-t. Notably, the skewed-
t noise model [65] reduces to the Gaussian and Cauchy
noise models in certain limits, while also accommodat-
ing highly asymmetric noise distributions. Fig. 2d il-
lustrates a GE measurement process inferred from the
DMS data of [66] (Fig. 1b).
G-P maps as information compression
It is useful to think of the MAVE-NN modeling ap-
proach in terms of information compression. In in-
formation theory, a quantity called “mutual informa-
tion” quantifies the amount of information, measured
in units of “bits”, that one variable communicates
about another [67, 68, 69]. Exactly computing the mu-
tual information I[a; b] between two variables a and
b requires known their joint probability distribution
p(a, b). In data analysis contexts one typically does
not have direct access to such joint distributions, and
must instead estimate mutual information (and related
quantities like entropy) from finite samples. MAVE-
NN does this using a variety of approaches (see Meth-
ods).
In what follows we make use of three conceptually
distinct information quantities: intrinsic information
(Iint), predictive information (Ipre), and variational in-
formation (Ivar). Intrinsic information, which we define
as Iint = I[x; y], is simply the mutual information be-
tween sequences and measurements. This quantity is
intrinsic to each MAVE dataset and provides a bench-
mark against which to compare the performance of
inferred G-P maps. Estimating Iint can be tricky be-
cause MAVE datasets usually provide only a sparse
sampling of the joint distribution p(x, y). There are,
however, multiple strategies for estimating upper and
lower bounds on this quantity. The specific techniques
we use in this paper are described in Methods.
Each G-P map can be thought of as compressing the
experimentally relevant information encoded in each
(high-dimensional) assayed sequence x into a (low-
dimensional) latent phenotype φ. When learning G-P
maps from MAVE data, our goal to infer a quantitative
model f(x) for this G-P map that is as lossless as pos-
sible. In this vein we define the predictive information
of a model, Ipre = I[φ; y], as the mutual information
between MAVE measurements y and the predicted la-
tent phenotype values φ.[1] When evaluated on test
data, Ipre ≤ Iint with equality only when φ encodes the
sequence-dependent information that actually affects
the measurements. Importantly, Ipre characterizes the
quality of the G-P map alone, and is not influenced by
the inferred measurement process.
It is also useful to define what we call the “variational
information,” Ivar. This quantity is a linear transfor-
mation of log likelihood and thus depends on both the
G-P map and the measurement process. It is not a mu-
tual information quantity per se, but rather serves as a
variational lower bound on Ipre [72]. Indeed, the differ-
ence Ipre − Ivar quantifies how accurately the inferred
measurement process matches the observed distribu-
tion of y and φ values (see Methods). Ivar also serves
as a useful metric during training because it can be
rapidly computed at each iteration of the optimization
algorithm.
MAVE-NN infers model parameters by maximizing a
(lightly) regularized form of likelihood. These compu-
[1]We note that the term “predictive information” car-
ries a different meaning in sensory neuroscience; e.g.
see [70, 71]
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tations are performed using the standard backpropagation-
based training algorithms provided within the Tensor-
Flow 2 backend. With certain caveats noted (see Meth-
ods), this optimization procedure also maximizes Ipre
[55, 54] and does so without requiring costly estimates
of mutual information at each iteration.
Application: Deep mutational scanning
To demonstrate MAVE-NN, we now turn to the DMS
dataset of [66] (Fig. 1a). This study focused on pro-
tein G [73], an immunoglobulin-binding protein ex-
pressed in streptococcal bacteria that has long served
as a model system for studying epistasis, protein fold-
ing, and the effects of mutations on protein function.
In [66], the authors made all single and double muta-
tions to the 55-residue B1 domain of protein G (GB1),
which binds to immunoglobulin G (IgG). To quantify
the IgG binding affinity of GB1 variants, the authors
used mRNA display, an assay in which variant GB1
domains were covalently linked to their mRNAs and
enriched using IgG beads. Deep sequencing of these
mRNAs was then used to measure the enrichment of
GB1 variants, as quantified by the ratio of read counts
for selected mRNAs versus input mRNAs (Fig. 1b).
We sought to quantitatively model log2 enrichment
(y) as a function of GB1 protein sequence (x). To
this end, we used MAVE-NN to infer a GE regression
model comprising an additive G-P map φ = f(x), a
monotonic nonlinearity ŷ = g(φ), and a heteroskedas-
tic skewed-t noise model p(y|ŷ). The results of this
analysis are shown in Fig. 3. Panel a illustrates the
additive G-P map via the effect (∆φ) of every possi-
ble single-residue mutation. From this heatmap we can
identify critical residues, including at positions 25, 29,
39, 42, and 50, from the fact that nearly all mutations
at these positions substantially reduce φ. And as ex-
pected from biochemical considerations, mutations to
proline also tend to negatively impact φ.
Fig. 3b illustrates the inferred measurement process
p(y|φ), revealing a sigmoidal relationship between y
and φ. The solid line indicates the inferred GE nonlin-
earity g(φ), i.e., the deterministic mapping from latent
phenotype φ to prediction ŷ. Dashed lines show a cor-
responding central interval (CI) within which the in-
ferred model anticipates 95% of MAVE measurements
will fall. Fig. 3c provides a direct comparison of y to
ŷ, again with the corresponding 95% CI shown.
As is typically the case with DMS datasets, there
is good a priori reason to expect nonlinearities in the
readout of the underlying G-P map [66]. In the sim-
plest case, we can imagine that the Gibbs free energy
of a GB1 variant bound to IgG is an additive func-
tion of GB1 sequence, reflecting no energetic epista-
sis between positions. Then even if the enrichment of
variant GB1 molecules is performed under equilibrium
thermodynamic conditions, so that enrichment values
reflect the equilibrium occupancy of each GB1 vari-
ant, we would still observe a nonlinear relationship be-
tween the additive latent phenotype (binding energy)
and the experimental readout (log enrichment), due to
strongly bound variants having saturated occupancy.
In more complicated scenarios, such as enrichment far
from equilibrium, the experimental readout is likely to
be even more nonlinear. And if any nonspecific bind-
ing also occurs, this relationship would become sig-
moidal. Indeed, such sigmoidal nonlinearities are typ-
ical of MAVE datasets.
Our results thus far largely mirror those of Otwinowski
et al. [46], who also fit a GE regression model with
an additive G-P map to this GB1 dataset. There
are important differences in our approach, however.
Otwinowski et al. modeled the GE nonlinearity us-
ing splines, whereas MAVE-NN uses a mixture of sig-
moids. They enforced monotonicity in g(·) by specif-
ically using I-splines [74], whereas MAVE-NN does
this by constraining component sigmoids to have non-
negative slope. Otwinowski et al. also assumed a uni-
form Gaussian noise model, whereas our analysis finds
that a heteroskedastic skewed-t noise model describes
the distribution of residuals far more accurately, thus
leading to a more accurate G-P map (see below). Also,
from a practical standpoint, MAVE-NN is far easier to
use. Whereas Otwinowski et al. performed their anal-
ysis using custom Julia scripts, MAVE-NN provides a
fully documented and thoroughly tested Python API
that makes such modeling broadly accessible to the
MAVE community.
The biggest conceptual innovation of MAVE-NN, we
argue, is the information-theoretic perspective that it
brings to the modeling of MAVEs. In standard meth-
ods for modeling G-P maps, it is typical to report
quantities such as R2 that quantify the fraction of
variance explained by the model. However, these val-
ues are not robust to experimental nonlinearities and
non-Gaussian noise. By contrast, Ipre and Iint retain
their meaning regardless of how nonlinear or non-
Gaussian the true measurement process is, and indeed
the comparison of these two quantities provides a uni-
versal way of assessing model completeness. Likewise,
comparisons of Ivar to Ipre provide a way of evalu-
ating how accurate one’s model of the measurement
process is. And although aspects of this information-
theoretic approach have been discussed in prior work
[56, 17, 55, 54], MAVE-NN provides the first compu-
tational implementation of these methods suitable for
general use.
Fig. 3d summarizes the relevant information quan-
tities for the GB1 analysis. We find a predictive infor-
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mation value of Ipre = 2.220 ± 0.008 bits, and a vari-
ational information value of Ivar = 2.194± 0.020 bits.
The similarity of these two values suggests that the
heteroskedastic skewed-t noise model has nearly suffi-
cient accuracy to describe the distribution of residuals.
Computing bounds on intrinsic information (see Meth-
ods), we find that Iint falls between 2.680± 0.008 bits
and 3.213± 0.033 bits. Our inferred G-P map thus ac-
counts for 70%-84% of the sequence-dependent infor-
mation in the data, revealing that there is substantial
structure in the true G-P map that is missed. This is
in line with the finding of [75] that a biophysical model
accounting for both GB1 folding and GB1-IgG binding
better explains the data of [66] than a simple additive
model.
It is worth noting that, when we use a homoskedas-
tic Gaussian noise model (as in [46]), we obtain Ipre =
2.115 ± 0.010 bits and Ivar = 1.758 ± 0.017 bits. The
disparity between these values indicates substantial
mismatch between the inferred noise model and the
observed distribution of residuals. Nevertheless, Ipre
is remarkably close to the value achieved by the het-
eroskedastic skewed-t model, indicating that this in-
ferred G-P map has roughly similar (though noticeably
less) accuracy.
Application: Massively parallel splicing assay
Pre-mRNA splicing, a process in which introns are ex-
cised from mRNA transcripts and the remaining ex-
ons are ligated together, is a key step in the expres-
sion of human genes. The boundaries between introns
and their upstream exons are defined by 5′ splice sites,
which bind the U1 snRNP during the initial stages
of spliceosome assembly. 5′ splice site sequences are
approximately 9 nucleotides in length and largely ad-
here to the motif NNN/GYNNNN.[2] Even mRNA se-
quences that have this motif, however, can vary dra-
matically in their splice site activity. A quantitative
understanding of this variation is important for eluci-
dating the fundamental biology of splicing as well as
the causes of many genetic diseases [76, 77].
To this end, Wong et al. [26] used an MPSA to mea-
sure the splicing activity of nearly all 32,768 possi-
ble 9-nucleotide 5′ splice sites (Fig. 1c). Their exper-
imental strategy used three-exon minigenes in which
the 5′ splice site of the central exon was varied. Mini-
gene constructs were transfected into HeLa cells, bulk
RNA was extracted, and the fraction of processed tran-
scripts containing the central exon was assayed us-
ing RT-PCR coupled to high-throughput sequencing.
Specifically, the authors calculated a percent-spliced-
in (PSI) value for each splice site variant based on
[2]N indicates any nucleotide, Y indicates a pyrimidine
(C or U), and “/” indicates the exon/intron boundary.
the amount of exon inclusion mRNA relative to total
mRNA (Fig. 1d). Here we discuss an analysis of one
of the BRCA2 exon 17 splicing datasets reported in
that work (library 1, replicate 1).
We used MAVE-NN to infer four different types of
G-P maps from these data: additive, neighbor, pair-
wise, and blackbox. As with GB1, these G-P maps
were inferred as part of a GE regression model with a
monotonic nonlinearity and a heteroskedastic skewed-t
noise model. For comparison, we also inferred an ad-
ditive G-P map using the “epistasis” package of Sailer
and Harms [50].
Fig. 4a shows the performance of these models on
held-out test data. There are a few notable differences
from the GB1 modeling results in Fig. 3. First, the
information values in panel a are substantially lower,
ranging from about 0.2-0.5 bits. This is largely due to
the imbalanced nature of the MPSA dataset: the ma-
jority of assayed sequences are non-functional, with
only about 5% having PSI values above background.
The GB1 variants assayed by Olson et al., by con-
trast, have a much more even distribution of measured
activities. We also observe a larger disparity between
Ipre and Ivar values. This likely reflects the skewed-t
noise model not accounting well for a small number of
“false positive” sequences that have substantial mea-
sured PSI but predicted ŷ values close to background;
see the central and upper-left regions of panels c and
d in Fig. 3.
Unsurprisingly, we find that G-P maps of increas-
ing complexity are able to explain held-out test data
with increasing accuracy. For example, the additive
G-P map exhibits only Ipre = 0.262 ± 0.011 bits of
predictive information, whereas the pairwise G-P map
attains Ipre = 0.367 ± 0.015 bits. Visually, we can see
that the pairwise G-P map produces a larger region
of φ values that correspond to ŷ above background
(φ & 1.5), and that the corresponding noise model has
a tighter density in this region. The additive effects
(∆φ) and pairwise effects (∆∆φ) components of this
pairwise model are illustrated in Fig. 4e and Fig. 4f.
Even though they have the same mathematical form,
the additive G-P map inferred using the epistasis
Python package of [50] exhibits less predictive informa-
tion (Ipre = 0.220± 0.012 bits) than the additive G-P
map inferred using MAVE-NN (p = 0.007, two sample
Z-test). This is because the epistasis package estimates
G-P map parameters using standard linear regression,
and only after these are fixed is the GE nonlinearity
inferred. Also, while the epistasis package provides a
variety of options for modeling the GE nonlinearity,
none of these options appears to work as well as our
mixture-of-sigmoids approach; Fig. 4b shows the fit
obtained using a power law nonlinearity, the specific
nonlinearity studied in [50].
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The blackbox G-P map, comprising 5 densely con-
nected hidden layers of 10 nodes each, performs the
best of all four G-P maps, achieving a predictive infor-
mation of Ipre = 0.489± 0.012 bits. This suggests that
even the pairwise model is not flexible enough to fully
account for the MPSA data. Moreover, the blackbox
Ipre value falls at or above the intrinsic information
lower bound of 0.461± 0.007 bits, which we computed
using data from a replicate experiment (see Methods).
We were unable to compute a convincing upper bound
on Iint, however, so the completeness of the blackbox
G-P map is still unclear. Overall, this analysis high-
lights the need for models that go beyond simple posi-
tion weight matrices. It also underscores the need for
a single API that is capable of both inferring a variety
of different G-P maps through a uniform interface, as
well as assessing the performance of those G-P maps
in a unified manner.
Application: Sort-seq MPRA
The lac promoter of Escherichia coli has long served
as a model system for studying transcriptional regula-
tion [78]. In one of the first MAVE studies, Kinney et
al. [17] used this system to demonstrate the sort-seq
approach to MPRAs (Fig. 1e). The authors created a
library of lac promoters mutagenized within a 75 bp
region that binds two transcriptional regulators, CRP
and σ70 RNA polymerase (RNAP). These variant pro-
moters were then used to drive the expression of GFP.
Cells containing expression constructs were sorted us-
ing FACS and the variant promoters within each bin
were then sequenced. The resulting data consisted of
a list of unique promoter variants along with the num-
ber of times each variant was observed in each FACS
bin (Fig. 1f).
Here we demonstrate MPA regression on the MPRA
data of [17] by inferring additive models for the
sequence-dependent activity of the RNAP binding site.
Each row in Fig. 5 represents a different sort-seq
experiment reported in [17]; these five experiments
were performed using different promoter libraries, host
strains, and growth conditions. In each row, the left-
most panel shows a sequence logo representing the θl:c
parameters of the additive G-P map inferred by MPA
regression. The center panel illustrates the correspond-
ing inferred measurement processes, p(y|φ). Although
these measurement processes differ greatly from ex-
periment to experiment, the G-P map parameters are
remarkably consistent with each other and with the
known bipartite structure of the RNAP binding motif
[79].
The G-P map parameters determined in [17] were
trained by directly maximizing Ipre using a parallel
tempering Monte Carlo algorithm, a procedure we re-
fer to here as information maximization (IM) regres-
sion. The right-most panels in Fig. 5 plot these param-
eters against those inferred by MAVE-NN. These plots
reveal a high level of correspondence, indicating that
the two approaches yielded similar results.
To address the question of which models perform
better, we also report the predictive information Ipre
of both G-P maps, the values of which are displayed
within each scatter plot. For the rnap-wt and full-500
datasets, MPA regression gives detectably higher Ipre
(two sample Z-test), and on none of these datasets
does MPA regression perform worse than IM. This
indicates that the price paid for using a variational
approach rather than directly maximizing Ipre is min-
imal, and is likely offset by the improved optimiza-
tion obtained using stochastic gradient descent. In-
deed, simulations show that MAVE-NN accurately re-
covers ground-truth G-P map parameters for RNAP
from simulated data (Fig. S3). Moreover, MPA regres-
sion dramatically reduces the inference time compared
to IM regression. To infer each of the models shown in
Fig. 5, MAVE-NN required approximately one minute
on a standard laptop computer, whereas the original
IM regression computations of [17] required several
hours on a computer cluster.
Discussion
In this work we have presented a unified strategy for
inferring quantitative models of G-P maps from diverse
MAVE datasets. At the core of our approach is the con-
ceptualization of G-P maps as a form of information
compression. Specifically, we assume that, in a MAVE
experiment, the G-P map of interest first compresses
an input sequence into a latent phenotype, which is
then read out indirectly by a noisy measurement pro-
cess. By explicitly modeling this measurement process
along with the G-P map, one can remove potentially
confounding effects. Along the way, we have described
information-theoretic metrics for assessing the quality
of such models.
To make our approach available to the broader
MAVE community, we have also introduced a software
package called MAVE-NN. We demonstrated the capa-
bilities and performance of MAVE-NN in the context
of three diverse MAVE experiments: a DMS assay [66],
an RNA-seq MPRA [26], and a sort-seq MPRA [17].
In these contexts, MAVE-NN exhibits superior per-
formance relative to the epistatis package of [50] and
the mutual information maximization strategy of [17].
MAVE-NN has an easy-to-use Python API, is thor-
oughly tested, and can be installed from PyPI by exe-
cuting “pip install mavenn”. Comprehensive docu-
mentation as well as examples and step-by-step tuto-
rials are available at http://mavenn.readthedocs.io.
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Conclusion
We have introduced a unified information-theoretic ap-
proach to the analysis of MAVE datasets. Our software
package, MAVE-NN, makes this approach accessible
to the broader MAVE community. This work thus fills
a critical need in the quantitatively modeling of G-P
maps, and greatly advances the ability of researchers to
comprehensively analyze data from the ever-expanding
universe of MAVE experiments.
Methods
Notation
We represent each MAVE dataset as a set of N obser-
vations, {(xn, yn)}N−1n=0 , where each observation con-
sists of a sequence xn and a measurement yn.
[3] Here,
yn can be either a continuous real-valued number, or a
nonnegative integer representing the bin in which the
nth sequence was found. Note that, in this represen-
tation the same sequence x can be observed multiple
times, potentially with different values for y due to
experimental noise.
Latent phenotype models
We assume that all sequences have the same length L,
and that at each of the L positions in each sequence
there is one of C possible characters (C = 4 for DNA
and RNA; C = 20 for protein). MAVE-NN represents
sequences using a vector of one-hot features of the form
xl:c =
{
1 if character c occurs at position l
0 otherwise,
(1)
where 0 = 1, 2, . . . , L− 1 indexes positions within the
sequence, and c indexes the C distinct characters.
We assume that the latent phenotype is given by a
linear function φ(x; θ) that depends on a set θ of G-
P map parameters. As mentioned in the main text,
MAVE-NN supports four types of G-P map models,
all of which can be inferred using either GE regression
or MPA regression. The “additive” model is given by,






Here, each position in x contributes independently to
the latent phenotype. The “neighbor” model is given
by,












[3]In this section we index starting from 0, as is done
in the Python implementation of these methods.
and further accounts for potential epistatic interac-
tions between neighboring positions. The “pairwise”
model is given by,














and includes interactions between all pairs of positions.
Note our convention of requiring l′ > l in the pair-
wise parameters θl:c,l′:c′ . Unlike these three paramet-
ric models, the “blackbox” G-P map does not have a
fixed functional form. Rather, it is given by an MLP
that takes a vector of sequence features as input and
which outputs from a single node having linear acti-
vation. Users are able to specify the number of hidden
layers, the number of nodes in each hidden layer, and
the activation function used by these nodes.
Gauge modes and diffeomorphic modes
G-P maps typically have non-identifiable degrees of
freedom that must be “fixed”, i.e. pinned down, before
the values of individual parameters can be meaning-
fully interpreted or compared between models. These
degrees of freedom come in two flavors: gauge modes
and diffeomorphic modes. Gauge modes are changes
to θ that do not alter the values of the latent pheno-
type φ. Diffeomorphic modes [55, 54] are changes to
θ that do alter φ, but do so in ways that can be un-
done by transformations of the measurement process
p(y|φ) along corresponding “dual modes”. As shown
in [55], the diffeomorphic modes of linear G-P maps
like those considered here will in general correspond
to affine transformations of φ (though there are excep-
tions at special values of θ).
MAVE-NN fixes both gauge modes and diffeomor-
phic modes when returning parameter values or oth-
erwise providing access to model internals. The diffeo-
morphic modes of G-P maps are fit by transforming θ
via
θ0 → θ0 − a, (5)
and then
θ → θ/b, (6)
where a = mean({φn}) and b = std({φn}) are the
mean and standard deviation of φ values computed
on the training data. This produces a corresponding
change in latent phenotype values φ → (φ − a)/b.
To avoid altering likelihood values, MAVE-NN also
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transforms the measurement process p(y|φ) along cor-
responding dual modes. In GE regression this is done
by adjusting the GE nonlinearity via
g(φ)→ g(a+ bφ), (7)
while keeping the noise model p(y|ŷ) fixed, whereas in
MPA regression MAVE-NN adjusts the full measure-
ment process,
p(y|φ)→ p(y|a+ bφ). (8)
For the three parametric G-P maps, gauge modes
are fixed using what we call the “hierarchical gauge.”
Here, the parameters θ are adjusted so that the lower-
order terms in φ(x; θ) account for the highest possible
fraction of variance in φ. This requires that the user
specifies a probability distribution on sequence space,
with respect to which these variances are computed.
MAVE-NN assumes that such distributions factorize
by position, and can thus be represented by a proba-
bility matrix with elements pl:c, denoting the proba-
bility of character c at position l. MAVE-NN provides
three built-in choices for this distribution: “uniform”,
“empirical”, or “wildtype”. The corresponding values
of pl:c are given by
pl:c =
 1/C for uniform,nl:c/N for empirical,
xwtl:c for wildtype,
(9)
where nl:c denotes the number of sequences (out of N
total) that have c at position l, and xwtl:c is the one-hot
encoding of a user-specified wild-type sequence. After
a sequence distribution is chosen, MAVE-NN fixes the
gauge of the pairwise G-P map by transforming














θl:c,l′:c′ pl:c pl′:c′ ,




























θl′:c′′,l:c′ pl:c′ pl′:c′′ ,
and












θl:c′′,l′:c′′′ pl:c′′ pl′:c′′′ .
This transformation is also used for the additive and
neighbor G-P maps, but with θl:c,l′:c′ = 0 for all l, l
′
(additive) or whenever l′ 6= l + 1 (neighbor).
GE nonlinearity
GE models assume that each measurement y is a non-
linear function of the latent phenotype, g(φ), plus some
noise. In MAVE-NN, this nonlinearity is represented as




bk tanh(ckφ+ dk). (13)
Here, K specifies the number of “hidden nodes” con-
tributing to the sum, and α = {a, bk, ck, dk} are train-
able parameters. We note that this mathematical form
is an example of the bottleneck architecture previously
used by [48] for modeling GE nonlinearities. By de-
fault, MAVE-NN constrains g(φ;α) to be monotonic
in φ by requiring all bk ≥ 0 and ck ≥ 0, but this con-
straint can be relaxed.
GE noise models
MAVE-NN supports three types of GE noise mod-
els: Gaussian, Cauchy, and skew-t. The Gaussian noise
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where s denotes the standard deviation. Importantly,
MAVE-NN allows this noise model to be heteroskedas-










where K is the order of the polynomial and {ak}
are trainable parameters. The user has the option
to set K, and setting K = 0 renders this noise
model homoskedastic. Quantiles are computed using
yq = ŷ+ s
√
2 erf−1(2q− 1) for user-specified values of
q ∈ [0, 1].










where the scale parameter s is an exponentiated K’th
order polynomial in ŷ. Quantiles are computed using
yq = ŷ + s tan[π(q − 12 )].
The skew-t noise model is of the form described by
Jones and Faddy [65], and is given by
pskewt(y|ŷ; s, a, b) = s−1f(t; a, b), (17)
where




























Note that the t statistic here is an affine function of
y chosen so that the distribution’s mode (correspond-
ing to t∗) is positioned at ŷ. The three parameters of
this noise model, {s, a, b}, are each represented using
K-th order exponentiated polynomials with trainable
coefficients. Quantiles are computed using






1− (2xq − 1)2
, xq = I
−1
q (a, b), (21)
and I−1 denotes the inverse of the regularized incom-
plete Beta function Ix(a, b).
MPA measurement process
In MPA regression, MAVE-NN directly models the
measurement process p(y|φ). At present, MAVE-NN
only supports MPA regression for discrete values of y,
which are indexed using nonnegative integers. MAVE-
NN takes two alternative forms of input for MPA
regression. One is a set of (non-unique) sequence-
measurement pairs {(xn, yn)}N−1n=0 , where N is the to-
tal number of independent measurements and each
yn ∈ {0, 1, . . . , Y − 1}, where Y is the total num-
ber of bins. The other is a set of (unique) sequence-
count-vector pairs {(xm, cm)}M−1m=0 , where M is the to-
tal number of unique sequences in the data set, and
cm = (cm0, cm1, . . . , cm(Y−1)) is a vector that lists the
number of times, cmy, that the sequence xm was ob-
served in each bin y.
MPA measurement processes are represented as
MLPs with one hidden layer (having tanh activations)












where K is the number of hidden nodes per value of y.
The trainable parameters of this measurement process
are η = {ay, byk, cyk, dyk}.
Loss function
Let θ denote the G-P map parameters, and η denote
the parameters of the measurement process. MAVE-
NN optimizations these parameters using stochastic
gradient descent (SGD) on a loss function given by
L = Llike + Lreg (24)
where Llike is the negative log likelihood of the model,
given by
Llike[θ, η] = −
N−1∑
n=0
log [p(yn|φn; η)] , φn = φ(xn; θ), (25)
and Lreg provides for regularization of the model pa-
rameters.
In the context of GE regression, we can write
η = (α, β) where α represents the parameters of
the GE nonlinearity g(φ;α), and β denotes the pa-
rameters of the noise model p(y|ŷ;β). The likelihood
contribution from each observation n then becomes
p(yn|φn; η) = p(yn|ŷn;β) where ŷn = g(φn;α). In the
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context of MPA regression with a dataset of the form






cmy log[p(y|φm; η)], (26)
where φm = φ(xm; θ). For the regularization term,
MAVE-NN uses an L2 penalty of the form
Lreg[θ, η] = λθ|θ|2 + λη|η|2, (27)
where λθ and λη respectively control the strength
of regularization for the G-P map and measure-
ment process parameters. These parameters are user-
adjustable, with a default value of 0.1 is used. We have
not observed the specific values of these parameters to
noticeably influence results.
Predictive information
In what follows, we use pmodel(y|φ) to denote a mea-
surement process inferred by MAVE-NN, whereas
ptrue(y|φ) denotes the empirical conditional distribu-
tion of y and φ values that would be observed in the
limit of infinite test data.
The predictive information Ipre = I[y;φ], when com-
puted on data not used for training (i.e., a held out
test set or data from a different experiment), provides
a measure of how strongly a G-P map predicts experi-
mental measurements. Importantly, this quantity does
not depend on the corresponding measurement pro-
cess pmodel(y|φ). To estimate Ipre, we use k’th nearest
neighbor (kNN) estimators of entropy and mutual in-
formation adapted from the NPEET Python package
[80]. Here, the user has the option of adjusting k, which
controls a variance/bias tradeoff. When y is discrete
(MPA regression), Ipre is computed using the classic
kNN entropy estimator [81, 82] via the decomposition
I[y;φ] = H[φ] −
∑
y p(y)Hy[φ], where Hy[φ] denotes
the entropy of ptrue(φ|y). When y is continuous (GE
regression), I[y;φ] is estimated using the kNN-based
Kraskov-Stögbauer-Grassberger (KSG) algorithm [82].
This approach optionally supports a local nonunifor-
mity correction of [83], which is important when y and
φ exhibit strong dependencies, but which also requires
substantially more time to compute.
Variational information
We define the “variational information”, Ivar, as an





Here, H[y] is the entropy of the data {yn}, which is
estimated using the k’th nearest neighbor (kNN) es-
timator from the NPEET package [80]. Noting that
this quantity can also be written as Ivar = H[y] −
mean({Qn}) where Qn = − log2 p(yn|φn), we estimate
the associated uncertainty using
δIvar[y;φ] =
√
δH[y]2 + var({Qn})/N. (29)
The inference strategy used by MAVE-NN is based
on the fact that Ivar provides a tight variational lower
bound on Ipre [72, 55]. Indeed, in the large data limit,
Ipre = Ivar +DKL(ptrue||pmodel), (30)
where DKL(·) ≥ 0 is the Kullback-Leibler divergence
between ptrue and pmodel, and thus quantifies the accu-
racy of the inferred measurement process. From Eq. 30
one can see that, with appropriate caveats, maximiz-
ing Ivar (or equivalently, Llike) will also maximize Ipre
[55]. But unlike Ipre, Ivar is compatible with backprop-
agation and stochastic gradient descent.[4] See Supple-
mental Information for a derivation of Eq. 30 and an
expanded discussion of this key point.
Intrinsic information
Intrinsic information, Iint = I[x; y], is the mutual in-
formation between the sequences x and measurements
y in a dataset. This quantity is somewhat tricky to es-
timate, due to the high-dimensional nature of sequence
space. We instead used three different methods to ob-
tain the upper and lower bounds on Iint shown in Figs.
3d and 4c. More generally, we believe the development
of both computational and experimental methods for
estimating Iint is be an important avenue for future
research.
To compute the upper bound on Iint for GB1 data
(in Fig. 3d), we used the fact that
I[x; y] = H[y]− 〈Hx[y]〉x (31)
where H[y] is the entropy of all measurements y, Hx[y]
is the entropy of p(y|x) for a specific choice of sequence
x, and 〈·〉x indicates averaging over all sequences x. In








[4]Sharpee et al. [57] cleverly showed that Ipre can, in
fact, be optimized using stochastic gradient descent.
Computing gradients of Ipre, however, requires a time-
consuming density estimation step. Optimizing Ivar, on
the other hand, can be done using standard per-datum
backpropagation.
.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 
The copyright holder for this preprintthis version posted December 14, 2020. ; https://doi.org/10.1101/2020.07.14.201475doi: bioRxiv preprint 
Tareen et al. Page 11 of 19
where ci is the input read count and cs is the selected
read count. H[y] was estimated using the KNN esti-
mator [80]. We then estimated the uncertainty in y
by propagating errors expected due to Poisson fluctu-
















These H[y] and Hx[y] values were then used in Eq.
31 to estimate Iint. We expect this to provide an up-
per bound because the true uncertainty in y must be
at least that expected under Poisson sampling. We
note, however, that the use of linear error propaga-
tion and the assumption that p(y|x) is approximately
Gaussian complicate this conclusion. Also, when ap-
plied to MPSA data, this method yielded an upper
bound of 0.96 bits. We believe this value is likely to
be far higher than the true value of Iint, and that this
mismatch probably resulted from read counts in the
MPSA data being over-dispersed.
To compute the lower bound on Iint for GB1 data
(Fig. 3d) we used the predictive information Ipre (on
test data) of a GE regression model having a blackbox
G-P map. This provides a lower bound because Iint ≥
Ipre for any model (when evaluated on test data) due to
the Data Processing Inequality and the Markov Chain
nature of the dependencies y ← x→ φ in Fig. 2e.
To compute a lower bound on Iint for MPSA data
(Fig. 4c), we leveraged the availability of replicate
data in [26]. Let y and y′ represent the original and
replicate measurements obtained for a sequence x. Be-
cause y ← x → y′ forms a Markov chain, I[x; y] ≥
I[y; y′]. We therefore used an estimate of I[y; y′], com-
puted using the method of [82], as the lower bound for
Iint.
Uncertainties in kNN estimates
MAVE-NN quantifies uncertainties in H[y] and I[y;φ]
using multiple random samples of half the data. Let
D100% denote a full dataset, and let D50%,r denote a
50% subsample (indexed by r) of this dataset. Given
an estimator E(·) of either entropy or mutual infor-
mation, as well as the number of subsamples R to use,











By default MAVE-NN uses R = 25. We note that
computing such uncertainty estimates substantially in-
crease computation time, as E(·) needs to be evaluated
R + 1 times instead of just once. We also note that
bootstrap resampling [84, 85] is not advisable in this
context, as it systematically underestimates H[y] and
overestimates I[y; z] (data not shown).
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Figure 1 Three different multiplex assays of variant effect (MAVEs). (a) The deep mutational scanning (DMS) assay of [66]. A
library of variant GB1 proteins (colored bells), comprising all single and pairwise mutations, were covalently linked to their coding
mRNAs (gray wavy lines) using mRNA display. Functional GB1 proteins were then enriched using IgG beads, and deep sequencing
was used to determine an enrichment ratio for each GB1 variant. (b) The resulting DMS dataset consists of variant protein
sequences and their corresponding log enrichment values. (c) The massively parallel splicing assay (MPSA) of [26]. A library of
3-exon minigenes, containing exons 16, 17, and 18 of the human BRCA2 gene, was constructed. In each minigene variant, the 5′
splice site of exon 17 was replaced by a randomized 9-nt sequence, and a random 20-nt barcode was inserted into the 3′ UTR. This
library was transfected into HeLa cells, followed by RNA extraction and reverse transcription. Deep sequencing was then used to
count barcodes from (i) mRNA that included exon 17 and (ii) total mRNA. (d) The resulting MPSA dataset comprises variant 5′
splice site sequences and corresponding percent-spliced-in (PSI) values computed from the ratio of these barcode counts. Note that
some PSI values are greater than 100% due to experimental noise. (e) The sort-seq MPRA of [17]. A plasmid library was generated
in which randomly mutagenized versions of the Escherichia coli lac promoter drove the expression of Green Fluorescent Protein
(GFP). Cells carrying these plasmids were then sorted using fluorescence-activated cell sorting (FACS). The variant promoters in
each bin of sorted cells were then sequenced. (f) The resulting data comprises a list of variant promoter sequences, as well as a
matrix of counts for each sequence in each FACS bin.
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Figure 2 MAVE-NN’s quantitative modeling strategy. (a) A deterministic genotype-phenotype (G-P) map f(x) is assumed to map
each input sequence x to a latent phenotype φ. This latent phenotype φ is assumed to govern the corresponding measurement y
through a stochastic measurement process p(y|φ). During training, MAVE-NN infers quantitative models for both f(x) and p(y|φ).
(b) In measurement process agnostic (MPA) regression, MAVE-NN directly learns a model for p(y|φ). This panel illustrates one such
measurement process, which was inferred from the sort-seq MPRA data of [17]. Note that, at present, MAVE-NN only supports
MPA regression for datasets in which y is discrete. (c) In global epistasis (GE) regression, MAVE-NN assumes that each
measurement y is a noisy readout of a prediction ŷ, the value of which is a deterministic function g(φ) of the latent phenotype φ.
During training, MAVE-NN learns models for the nonlinear function g(φ) as well as the noise model p(y|ŷ). (d) Shown is a
measurement process for the GB1 data of [66] inferred using GE regression. This is illustrated using the predictions ŷ of the
nonlinearity, as well as the 68% and 95% central intervals (CIs) of the noise model p(y|φ). (e) Three information-theoretic quantities
are used to assess model performance in the MAVE-NN framework. Intrinsic information, Iint, represents the mutual information
between sequences x and measurements y, and is inherent to a dataset. Predictive information, Ipre, quantifies the mutual
information between measurements and the latent phenotype values φ assigned by a model. Variational information, Ivar, is a linear
transformation of log likelihood and thus depends on a model’s measurement process (unlike Ipre). It does not quantify mutual
information per se, but it does provide a lower bound on Ipre and serves as a useful metric during training. In fact, the inequality
Iint ≥ Ipre ≥ Ivar always holds on test data (modulo finite data uncertainties), with Iint = Ipre when the G-P map is correct, and
Ipre = Ivar when the measurement process is also correct.
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Figure 3 Analysis of DMS data using GE regression. MAVE-NN was used to infer a model comprising an additive G-P map, a
monotonic GE nonlinearity, and a heteroskedastic skewed-t noise model. Parameters were inferred using the 530,737 pairwise variants
reported in [66], with a 60:20:20 split into training, validation, and test sequences. (a) Heat map illustrating the inferred G-P map.
Colors indicate the additive effects for each amino acid mutation at each of the 55 positions within protein GB1. The effects of all
wild type residues (gray dots) are set to zero by our choice of gauge. (b) Measurements y verses latent phenotype values φ for 5,000
randomly selected test set sequences. Also shown is the GE nonlinearity ŷ = g(φ) (solid line) and the corresponding 95% central
interval (CI) of the inferred noise model (dashed lines). (c) Measurements y versus the predictions ŷ computed for these same
sequences. (d) Information metrics. Dotted lines show the variational information (Ivar) values on the training and validation sets
computed during model inference. Solid lines show the predictive information (Ipre) and Ivar values of the final inferred model on
test data. Dashed lines provide upper and lower bounds for the data’s intrinsic information (Iint; see Methods), the allowed values
for which are shaded in gray. The uncertainties in these information estimates are roughly the width of the plotted lines and are not
shown.
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Figure 4 GE regression analysis of data from a massively parallel splicing assay (MPSA) [26]. MAVE-NN was used to infer GE
regression models with four different types of G-P maps: additive, neighbor, pairwise, and blackbox. For comparison, we also trained
an additive GE regression model using the epistasis package of Sailer and Harms [50]. To train and evaluate these models, we used
log10 percent-spliced-in (PSI) values (y) measured for 30,483 variant 5
′ splice sites, with the data split 60:20:20 into training,
validation, and test sets. (a) Performance of trained models as quantified by variational information (Ivar) and predictive information
(Ipre). Error bars indicate standard errors. The dashed green line indicates a lower bound on intrinsic information (Iint), the
allowable values of which are indicated in gray. The p-value results from a two sample Z-test. Note that an Ivar value for the
additive (epistasis package) model was not computed because the epistasis package does not infer a corresponding measurement
process. (b-d) GE plots of measurements y versus latent phenotypes φ for three selected models: the additive (epistasis package)
model with power law nonlinearity (b), the additive model inferred by MAVE-NN (c), and the pairwise model inferred by MAVE-NN
(d). (e) Sequence logo illustrating the additive effects component of the pairwise G-P map. The dashed line indicates the
exon/intron boundary. The G at +1 serves as a placeholder because no other bases were observed at this position, and only values
for U and C are shown at +2 because only these bases were observed. (f) The pairwise effects component of the pairwise G-P map.
Diagonals corresponding to unobserved bases are colored in white. Note that all Ipre and Ivar values shown here, as well as the
scatter plots in panels b-d, reflect model performance on held-out test data.
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Figure 5 Analysis of sort-seq MPRA data using MPA regression. MAVE-NN was used to infer additive G-P maps representing the
activity of E. coli σ70 RNA polymerase (RNAP). These were trained on five different sort-seq datasets reported in [17]: (a) full-wt,
(b) rnap-wt, (c) full-500, (d) full-150, (e) full-0. In each row, the parameters θ of the inferred G-P map is shown as a sequence logo
(left), while the corresponding measurement process p(y|φ) is illustrated as a heatmap (center). The left panel shows a scatter plot
comparing θ for the G-P map inferred using MPA regression to that inferred by [17] using information maximization (IM). The
squared correlation between parameter values are shown, as are the Ipre values of each model. Models with significantly higher
information (p < 0.05; two sample Z-test) are indicated by an asterisk.
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