Abstract. We analyze and compare geometrical theories based on mereology (mereogeometries). Most theories in this area lack in formalization, and this prevents any systematic logical analysis. To overcome this problem, we concentrate on specific interpretations for the primitives and use them to isolate comparable models for each theory. Relying on the chosen interpretations, we introduce the notion of environment structure, that is, a minimal structure that contains a (sub)structure for each theory. In particular, in the case of mereogeometries, the domain of an environment structure is composed of particular subsets of R n . The comparison of mereogeometrical theories within these environment structures shows dependencies among primitives and provides (relative) definitional equivalences. With one exception, we show that all the theories considered are equivalent in these environment structures.
Introduction. At the time
published "New principles of geometry with complete theory of parallels," the axiomatic foundation of geometry was based on points. Such a formal system, called Euclidean geometry, falls short of satisfying cognitive concerns since it aims at modeling physical space relying on the abstract notion of point. The matter in dispute is that human experience of space is experience in magnitude and points cannot be empirically experienced. This simple observation makes evident the need for cognitively and philosophically sound geometrical systems whose formal study began in the 19th century (although it has received less emphasis with respect to the contemporary and orthogonal research on the fifth Euclidean axiom).
Taking solids as basic entities in his system, Lobachevskii revolutionizes the foundations of geometry from the ontological viewpoint and shows how to fill the gap between geometrical and spatial entities. As it happens often with revolutionary approaches, the work of Lobachevskii is quite obscure, and it is presented only informally. One has to wait almost a century to find a formal presentation of the new approach.
The theories developed by Whitehead (1929) (see also Biacino & Gerla, 1991 , for a formal characterization of the theory of Whitehead), De Laguna (1922), Nicod (1924) , Tarski (1956a) , and Grzegorczyk (1960) aim at showing that the concept of point is not necessary in the foundation of geometry and, consequently, that the conceptualization of space can differ on several aspects: properties of the space (e.g., Euclidean vs. nonEuclidean geometries), primitive relations (e.g., being aligned, equidistance), and ontological nature of entities. 1 From the viewpoint of geometrical construction, these approaches revolutionize the classical method of defining regions as sets of points. Indeed, here points are treated as particular sets of regions. 2 Since the new theories succeed in defining Euclidean entities and relations within a different logical domain, one cannot rely on purely formal arguments to establish which entities and relations deserve the role of geometrical primitives. Euclidean geometry is now challenged at the level of the basic entities, and external considerations start leaking into the geometry paradise.
The new geometries are justified by questions that arise outside the geometrical formalism itself and provide formal theories adequate for different tasks. In particular, regionbased geometries seem to be cognitively more sound than point-based geometries since they make possible a direct mapping from empirical entities and laws to theoretical entities and formulas. Several issues need to be considered: the consequences of choosing extended regions as primitive entities, the meaning of experiencing empirically extended regions, and the doubts about perfect regions. 3 Following De Laguna, one wonders what it means to consider points to be sets of solids. Does it follow that the concept of point is defined in empirical terms? Idealized regions seem closer to empirical experience than Euclidean points; still they already require a form of abstraction. Once we admit this, it is not clear where to stop. Then, why should we reject the usual notion of point? De Laguna is aware of this problem: "Although we perceive solids, we perceive no abstractive set of solids (. . .) In accepting the abstractive set, we are as veritably going beyond experience as in accepting the solid of zero-length" (De Laguna, 1922, p. 460) .
Beginning with the work of Clarke (1981 Clarke ( , 1985 , theories based on extended entities have attracted much interest for both their formal aspects 4 and their applicative potentialities. The ontological clearness and the evident connection with physical entities justify the philosophical interest in these theories. This approach receives particular emphasis in the field of formal ontology. Here one assumes the relations of parthood and connection to be basic notions that are exemplified by spatial or material entities like physical objects, chunks of matter, holes, etc. (see Simons, 1987; Casati & Varzi, 1999; Smith, 1998) . Nowadays, one refers to these theories as mereotopologies since they are characterized by the combination of mereology (based on parthood) and topology (based on connection). Following this terminology, we call mereogeometries the theories that aim to reconstruct geometry extending mereotopological systems.
Mereogeometries are used in various areas. In Schmidt (1979) , physics is presented as a theory based on extended entities. This theory allows to refer explicitly to the objects involved in experiments. Generally speaking, cognitive science and computational linguistics analyze the possibility of formalizing human learning, conceptualization, and categorization of spatial entities and relations. In particular, Knauff et al. (1997) and Renz et al. (2000) take into account the cognitive adequacy of topological relations, while Aurnague et al. (1997) and Muller (1998a) show how mereogeometrical notions are central in the semantics of natural language. Donnelly (2001) formalizes the theory of De Laguna in the perspective of common-sense analysis of spatial concepts. In computer science and provided a full axiomatization for the theory of De Laguna (1922) , which is based on the primitive can connect, whereas the theory of Tarski (1956a) , based on the primitives parthood and being a sphere, is fully axiomatized by Bennett (2001) . 5 The other mereogeometries available in the literature are only 'partially' axiomatized (they are not completely characterized with respect to the intended models), see Aurnague et al. (1997) , Borgo et al. (1996) , and Cohn (1995) , or are axiomatized only indirectly relying on point-based axioms (Nicod, 1924) . 6 In order to overcome this lack of explicit or direct formalization and to carry out an exhaustive and informative analysis of the links between the different theories, we follow the approach delineated for the mereotopologies by Cohn & Varzi (2003) and compare the mereogeometries on the basis of their intended models. Cohn and Varzi take classical topology as a unifying framework for the comparison. In the case of mereogeometries, we rely on R n since this system is generally used by the authors to describe the (intended) models of their theories. 7 Some authors describe the intended models in a formal way, while in other cases, the models are only sketched. Therefore, our first task is to isolate interpretations in R n that conform with the formal and informal descriptions and that are compatible with the given axiomatizations. We call any such interpretation a natural interpretation, and the underlying models are dubbed natural models of the theory. These notions are discussed below.
Our second (and main) task is to compare these natural/intended models within the chosen unifying framework, i.e., R n . The analysis of the models (see The Theories and Their Interpretations section) reveals that they differ significantly on the primitive predicates adopted while the domains of interpretation, henceforth called natural domains, are quite similar. Indeed, all these domains are contained in the class of nonempty regular regions. 8 As a consequence, most of our work concentrates on the relationship among primitives. Technically speaking, we will proceed as follows: first, we collect all the primitives, say P 1 , . . . , P n , in the systems we want to compare. Then, for each primitive P i , we fix an interpretation R i in the class D of regular regions of R m (for some fixed m). Keeping the R i 's fixed, we define several environment structures D j , R j 1 , . . . , R j n , where R j i is the restriction of R i to D j ⊆ D. We write without indices for the most inclusive environment structure, namely = D, R 1 , . . . , R n . 5 Tarski himself axiomatizes the primitives only indirectly. He first defines several relations among spheres (e.g., concentricity), relying on the intended interpretation of the primitives, and provides axioms only for parthood. Then, he introduces points as classes of concentric spheres. In this way, he can define equidistance among points using properties of concentric spheres and adopt the Euclidean axioms to constrain equidistance and, indirectly, the predicate being a sphere. 6 Nicod considers the primitives parthood and conjugation (from which he defines points and their standard relationships) and assumes all theorems of the point-based Euclidean geometry as axioms to force the desired interpretation for the 2 primitives. He does not provide a direct set of axioms for the chosen primitives. Nicod is aware of the formal drawbacks of this approach. His main goal was to show that extended regions can be taken as the fundamental entities of geometry, and the method he applied does the job. As a result, the system has no proper axiomatization. 7 This is not in contrast with the ontological nature of mereogeometries because R n is used only as an 'environment' for intended models. Indeed, these rely on regions in R n and not on single points. In addition, spatial theories adequate to cognitive or applicative tasks focus on qualitative relations and do not aim at capturing 'new' notions of space. 8 A subset A of R n is said to be a regular region if (a) the closure of A equals the set obtained by the topological closure of the biggest open set in A and (b) the interior of A equals the biggest open set contained in the topological closure of A itself, see Basic Notions in R n section.
The notions of j -equivalent and conceptual equivalence call attention to the domains of interpretation and to the expressive power of the systems. In our terminology, 2 theories are j -equivalent if, roughly speaking, when interpreted in the domain D j their primitives have the same expressive power. Now, assume that we have a first-order translation between 2 j -equivalent theories. Given a deductively complete axiomatization of the first theory in D j , this furnishes a complete axiomatization of the second theory as well (of course, such an axiomatization is relative to the given domain D j ).
In the case where T has natural domain D i and T has natural domain D j , the fact that they are i -equivalent and j -equivalent tells us that T is a true conceptual counterpart of T (and vice versa) since one theory captures the natural model(s) of the other when it is interpreted over the corresponding domain. Finally, note that the notion of conceptual equivalence is independent from the overall set of theories one is considering, that is, from the overall environment structure. Indeed, the inclusion (or exclusion) of other theories does not alter the results about T and T .
Some mereogeometries already furnish definitions that aim to capture primitives of other theories. In these cases, it is crucial to verify whether the defined relations really correspond to those primitives. For example, the theory in Donnelly (2001) (theory T4 of Mereogeometries section), defines the relation connection (C) in terms of the primitive can connect (CCon) as follows:
Since C is a primitive in the theory of Cohn (1995) one must verify that the interpretation of C defined as in (2.1), which depends on the interpretation of CCon, conforms with the natural interpretation of C given by Cohn (1995) in the domains associated to these theories. A crucial step in our comparison is to provide this kind of analysis. We hasten to point out that this method is not universal and not always straightforward. Sometimes, it is hard to isolate a meaningful environment for comparison or it might turn out that a complete comparative analysis is too complex to be carried out. Some issues based on these considerations are discussed in Environment Structures section. Also, it is important to take into account that existential axioms (taken to constrain the domain of interpretation for a given theory) might fail in environment structures with restricted domains.
In the next section, we give a description of the mereogeometries studied in this paper together with their natural models expressed in R n . In Environment Structures section, we fix and justify our choice of environment structures, and in Translations Between Theories section, we present the details of the comparison verifying the explicit syntactic translations across the theories and introducing new or corrected translations whenever necessary.
Mereogeometries.
In this section, we present the mereological systems considered in this paper and fix their formal interpretations. Since R n is the common underlying framework, we begin by listing some standard relations of this system and then use them to interpret the mereogeometrical vocabulary.
3.1. Basic notions in R n . Here we recall some topological and geometrical relations and functions on R n ; these are needed for interpreting mereogeometry:
• standard operators, functions, and relations definable from these.
Also, recall that a subset A of R n is said to be a regular region whenever
In the following list of operators and relations, lowercase variables stand for points of R n and uppercase variables for regular regions in R n .
Operators and functions in R n (X and Y nonempty):
(nonempty open ball of radius r , center c)
(distance between X and Y )
Relations R n (X and Y nonempty): 
(X is a w-weakly connected region).
From the definitions, for all X ⊆ R n , we have Conx(X ) → WConx(X ) → WWConx(X ). The converse does not hold. However, we have (WWConx(X ) ∧ diam(X ) < +∞) → WConx(X ). These results are proven in Appendix A. Other topological and geometrical lemmas based on the notions given above become handy in proving theorems of later sections. These lemmas are collected in Appendix A as well.
3.2. The theories and their (natural) interpretations. As we have seen, the natural interpretation of the nonlogical primitives is crucial for the comparison. Because of this, we provide detailed notes with references to the literature and point out the cases where the information available is not satisfactory.
In this section, we list the nonlogical vocabulary V j , the domain D j , and the (natural) interpretation [[•] ] j of each mereogeometry Tj we consider. Also, assume that an assignment function I n from the set of variables to regular regions in R n has been fixed for each index
Finally, since there is no danger of confusion, throughout the paper we write [ [x] ] j for I n (x) whenever the index n is fixed by the context. Tarski (1956a) and further developed in Bennett (2001) and Bennett et al. (2000b) :
T1 -Theory presented in
V 1 = {P, S}, where P(x, y) stands for 'x is part of y ' and S(x) for 'x is a sphere';
T2 -Theory presented in Borgo et al. (1996) : 10 V 2 = {P, SR, CG}, where P(x, y) stands for 'x is part of y', SR (x) for 'x is a simple region' (or 'x is connected'), and CG (x, y) for 'x is congruent to y'; D 2 = {nonempty regular open subsets of R n with finite diameter} T3 -Theory given in Nicod (1924) : 11 V 3 = {P, Conj}, where P(x, y) stands for 'x is part of y' and Conj (x, y, x , y ) for 'x,y and x ,y are conjugates'; 
T5 -Theory first introduced in Van Benthem (1983) and further developed in Aurnague et al. 1997: 13 V 5 = {C, Closer}, where C(x, y) stands for 'x is connected to y' and Closer (x, y, z) for 'x is closer to y than to z'; (x, y, z) 
T6 -Theory given in Cohn (1995) and Cohn et al. (1997a,b) : V 6 = {C, ConvH}, where C(x, y) stands for 'x is connected to y' and ConvH (x, y) for 'x is the convex hull of y'; (Nicod, 1924, pp. 27-28) . He also characterizes the domain, see (Nicod, 1924, p. 27 (x,y, z) Finally, since some primitives seem to occur in several systems, we need to verify that the corresponding interpretations are compatible. If this is not the case, these have to be taken as distinct primitives. In our case, 2 primitives occur in several theories: P is included in T1, T2, and T3, and C is included in T5 and T6. P has the same interpretation in all the theories; thus, we can identify the primitive P in all these theories. Regarding C, its interpretation differs in the 2 domains D 5 and D 6 . Since the interpretation in T5 is based on a domain that we do not consider in this paper, we have to evaluate the adequacy of the original interpretation in the actual domains we use for the comparison. In the domain of open regions, the interpretation of C given by T5 reduces C to standard overlap, a relation that is weaker than any connection relation. This result seems in contrast with the goals of the authors. In the case of closed regions, the interpretation of C provided by T5 coincides with that of T6. These observations suggest that the interpretation of C(x,y) as 'the intersection of the closure of regions X and Y is nonempty' is more reliable. Nonetheless, some arbitrariness seems to be involved in this choice. We overcome this criticism by providing a definition of C in terms of Closer (the only other primitive of T5) that is compatible with the chosen interpretation for C. That is, a deeper analysis shows that the relation C is definable through Closer in D O or D C (this definition is given in Dispensable Primitives section). Furthermore, from this result and Proposition 1, one can see that Closer can define C even if one decides to interpret it in the other way, i.e., as the standard overlap relation. That is, the real interpretation of C in the domains we consider is irrelevant since, as we show, this relation is dispensable (see Dispensable Primitives section).
Putting things together, we end up with 8 distinct environment structures: α -θ . These have fixed vocabulary V = {C, CCon, CG, Closer, Conj, ConvH, P, S, SR} and fixed interpretation functions (Table 1 ) but different domains ( Table 2 ). Recall that each theory is associated with a specific domain, i.e., the domain of its natural model. As a consequence, with the exception of theory T5, we associate each theory with the structure isolated by its natural domain and the interpretation functions given at the end of Environment Structures section and call this the natural environment structure for that theory (Table 2) . From Conceptual Comparison section, given 2 theories and a domain, say T1, T4 and D α , the theories are said to be α -equivalent iff the relation dist(X , Y ) ≤ diam(Z ) can be defined in the structure α (T1) = D α , X ⊆ Y , ∃c,r (X • = ball (c, r )) with r ∈ R + , and the relations X ⊆ Y and ∃c,r (X • = ball(c, r )) can be defined in the structure
. In other terms, both the structures α (T1) and α (T4) can be definitionally expanded to the structure ball(c, r ) ) with r ∈ R + , see Hodges (1997) .
Before moving to the next section, we add a couple of words to motivate our choice of CCon's interpretation. The CCon primitive is introduced in a domain of connected (x, y, z) , variable x must range over connected regions only. This constraint would capture the intuition that whenever a region 'can connect' 2 given regions, then it 'can connect' any 2 regions that are at closer distance. However, this constraint is too strong with respect to the underlying intuition that in R 1 accepts that the region X = (0,1) ∪ (2,3) 'can connect' Y = (10,12) and Z = (13,15). From a broader perspective, the problem is to understand which properties of the primitive that are guaranteed by the peculiarity of the original domain should be explicitly enforced in the more general interpretation. Our approach in these cases is to adopt the interpretation that makes the primitive weaker. Such a choice allows us to better analyze the import of the primitive. For the sake of completeness, note that one could informally interpret CCon (x, y, z) as 'there are 2 points of x whose distance is equal to the distance between a point of y and a point of z.' This interpretation has been discharged for the simple reason that it would make CCon a subcase of Conj.
Translations between theories.
In the previous sections, we have prepared the elements for the formal comparison. The mereogeometries that we consider have been presented in Mereogeometries section, and the environment structures have been chosen and motivated in Environment Structures section. Now, we enter into the actual comparison giving the formal results. In this section, we collect the theorems, while their proofs, which are sometimes long and involved, are presented in the appendices.
Since in the previous section we have shown how to reduce the comparison to structures with domain in D O only, we abuse the above notation by using α − δ as natural environment structures even for theories whose natural domain D is contained in D C .
Verifying the given explicit definitions.
First, we prove that the explicit definitions, provided by each theory and of interest for the comparison, are satisfied in the natural Table 1 . Interpretation of the vocabulary on nonempty regular regions of R n . [[C(x, y) 
and connected T4 environment structure for that theory. We will see that there is one exception: the definition proposed in T1 to capture the relation CCon yields an interpretation function that does not satisfy the axiomatization of the primitive CCon given in T4. We will show how to modify such a definition to capture the correct meaning of the primitive. Regarding T5, we do not take into account the definitions it provides because they are conceived for the domain D 5 . First, we consider the (derived) interpretations of those mereotopological notions that receive a common definition in the theories T1-T6. These notions are extensively used in the rest of the paper.
Proposition 1.
In all the structures α−δ , the following holds: 
(z is the sum of x and y)
(x is weakly connected).
Proof. See Appendix B.1.
We are now ready to analyze the definitions provided in some theories, namely T1, T2, T4, and T6. The goal here is to ensure that these definitions capture correctly the intended notions, to provide counterexamples where they do not, and to propose a corrected version when needed. To distinguish the vocabulary of the environment structures in Environment Structures section from the relation symbols within a theory, we label those in the latter group with the index of the theory where they occur. For instance, C 1 (x,y) is the connection relationship defined in theory T1, while C(x,y) is the connection relationship with interpretation as in Table 1 .
Definitions in T1.
Primitives of T1: P, S. The explicit definitions provided in this theory involve 2 relationships that we do not discuss directly. The first, CNC, is the relationship that holds between 2 concentric spheres and is introduced and defined by Tarski (1956a) . More precisely, in this paper Tarski proves [[CNC(x, y) 
. We do not repeat the argument and refer the reader to that paper on this topic. CNC is adopted in T1 without changes, and it is used to define the connection relation as shown in definition (DC1) below. The other is CG, which is needed to capture CCon. The definition of CG given in the language of T1 is quite complex. In From T1 to T2 section, we provide an improved definition of CG (within theory T1) that works in all the domains. There we also prove that its interpretation corresponds to that of Environment Structures section. For the time being, we show that the existing definition of CCon given in Bennett (2001) and Bennett et al. (2000b) must be corrected. 
Explicit definitions furnished in T1:
Proof. See Appendix B.3.
In D α (i.e., the natural domain of T1), the interpretation of CCon 1 is not equivalent to the interpretation of CCon given in Table 1 . For example, let n = 1 and take X = (2, 3), Y = (5, 6), and
In addition, while the interpretation in Table 1 satisfies all the axioms given by De Laguna on the can connect primitive in all the structures, the interpretation of CCon 1 does not satisfy (in α ) the following De Laguna axiom:
We conclude that (DCC1) does not capture the De Laguna's can connect primitive, and therefore, in our conceptual comparison, we will not make use of this definition.
Definitions in T2. Primitives of T2: P, SR, CG.
The definition (DC2), given below, uses the relationship CNC. This has been discussed in Definitions in T1 section and is adopted in T2 without changes with respect to Tarski's work. Of course, the correctness of CNC in this theory depends on the correctness of definition (DS2), which establishes what counts as a sphere in this theory.
Explicit definitions furnished in T2:
Proof. See Appendix B.4.
Proof. It follows from the proof of Proposition 2. Bennett et al. (2000a) propose a definition of S based on P and CG together with an attempt to provide semantic equivalence in the domain of open regular regions. We are not going to consider this definition in our comparison because, unfortunately, it fails to capture the notion of sphere. The interested reader can easily verify that the definition in that paper does not rule out nonspherical regions like Reuleaux polytopes. 17 
Definitions in T4. Primitive of T4: CCon. Explicit definitions furnished in T4:
17 A Reuleaux polytope in R 2 is the region obtained by intersecting the 3 discs centered at the vertices of an equilateral triangle with radius (of length) equal to (the length of) the side of the triangle itself. 
Proof. See Appendix B.5.
Proof. See Appendix B.6.
Definitions in T6. Primitives of
Proof. See Appendix B.7.
Dispensable primitives.
Using extensively the definitions and results of the previous sections, we now investigate if some primitives of a theory Ti can be defined (in all α−δ ) on the basis of the other primitives of the same theory Ti. This 'internal reduction' points out redundancies and reduces the steps needed to compare the theories. Proposition 9. In T2, we can use (DSR6) to define the relation SR.
Proof. Directly from Proposition 8 and the fact that all the predicates used in (DSR6) are definable in T2 with the same interpretation.
In T3, on the basis of the primitive Conj, we can define the parthood relation:
Proof. See Appendix B.8. Here 'Ti → Tj' means 'theory Tj is a α−θ -subtheory of Ti,' i.e., in α−θ , all the primitives Tj can be defined on the basis of the primitives of Ti (the labels indicate the section in which the proof is given).
In T5, on the basis of the primitive Closer, we can define the connection relation:
Proof. See Appendix B.9.
Linking via explicit definitions.
In this section, we show how the mereogeometries T1-T6 are related in the structures α−θ . The connections are illustrated in Figure 1 , which shows our main result. At the end of this section, we will be able to conclude that these mereogeometries, with the exception of T6, are actually α−θ -equivalent.
5.3.1. From T1 to T2. By Proposition 2, in T1, (DC1) defines C in all the structures; therefore, we can use all the relations defined in Proposition 1. We use the additional relations ID(z, x, y) (x and y are internally diametrical with respect to z) and CNC(x, y) (x is concentric with y), which were introduced by Tarski (1956a) . As done before, we report only the interpretations. A full description and the related proof of correctness can be found in Tarski (1956a) .
(the centers of z, x, y are aligned and z is the minimum sphere containing x, y) [[CNC (x, y) ]] α−δ = ∃c,r 1 ,r 2 (X 1 = ball(c, r 1 ) ∧ X 2 = ball(c, r 2 )). Using all these relations, we can define when 2 regions are congruent: 
x are congruent spheres and so are y, y ; x and y are not one part of the other, analogously x and y ; the centers of x, y and those of x , y are equidistant)
) (x is the sum of a set of pairwise noncongruent spheres)
(regions x and y are congruent and they are the sum of 2 equivalent sets of pairwise noncongruent spheres).
Lemma 1. T2 is a α−δ -subtheory of T1.
Proof. We need to prove that [[CG 1 (x, y) 
. See Appendix C.1.
From
The proof that this definition is correct is as the proof of Proposition 10. Then, Proposition 1 gives us all the mereological relations used in the following definitions.
where:
(the diameter of x is less than or equal to the diameter of y and y is w-weakly connected)
(the diameter of x is less than or equal to the diameter of y and x is w-weakly connected)
(the distance of x from y is strictly smaller than the distance of x from y ). 
Lemma 3. T5 is a α−δ -subtheory of T4.
Proof. We need to prove that [[Closer 4 (z, x, y) Closer(z, x, y)] ]. This follows from Proposition 7.
From T5 to T3.
Here the explicit definitions we need are more complex. The main reason is that we cannot find a way to split the definitions in pieces, which correspond to intuitive or already known notions. So, we end up with a relatively long set of conditions that, taken together, provide the correct constraints, although from such a set of conditions one has little hope to recover the intuition about the defined notion.
In the specific case we deal with in this section, we further split the definition of equidistance (EqD * ) in 2 cases depending on the dimension of the domain. This is needed for domains of finite regions, like γ and δ . Thus, we provide 2 definitions of EqD * : one for the 1-dimensional domains and one for the others.
Since in T3 the relation P is dispensable (Proposition 10) and in T5 both C and P are definable from Closer (Proposition 11 and the definition (DP) of Proposition 1), the following turns out to be an explicit definition of Conj in terms of Closer:
SR, given by (DSR6) in Definitions in T6 section, is defined using C and P only; and EqD * has different definitions in different domains. Then, in α−β for R 1 and in α−δ for R n>1 , we take
(x is as close to y as x is to y ).
In γ −δ for R 1 , we take 
Lemma 4. T3 is a α−δ -subtheory of T5.
Proof. We need to prove that
. See Appendix C.3.
From T3 to T1.
Recall from Dispensable Primitives section that C * 3 (x,y) is defined using Conj via (DC3 * ), i.e., Conj(z, z, x, y) ). P (and therefore also SUM) is definable using C * 3 (see Proposition 10) and (x,y) ]] (see Appendix C.4). Therefore, we can rely on several definitions introduced in Proposition 1 (e.g., SC and TPP) and on the definition of SR introduced in Proposition 8.
Using these relations, we can give an explicit definition of sphere in terms of Conj:
where
(the diameter of x is less than or equal to the diameter of y, and x and y are connected)
Lemma 5. T1 is a α−δ -subtheory of T3.
Proof. We need to prove that [[S
5.3.6. From T1 to T6. By Proposition 2, in T1, (DC1) defines C for all the structures. Therefore, it is sufficient to provide an explicit definition of ConvH in terms of P and S. We use the additional relation BTW, which was introduced by Tarski (1956a) . As done before, we report only the interpretation. A full description and the related proof of correctness can be found in Tarski (1956a (c 3 , r 3 ) ).
Using the above BTW, we can define
Lemma 6. T6 is a α−δ -subtheory of T1.
. See Appendix C.5.
5.3.7.
The main theorem. Now, we can state the main result of this paper:
Main theorem
Proof. Note that we do not put constraints on the dimension of the space. Indeed, the result is valid in R n for any positive n. On the other hand, the result relies on the properties of the considered domains, and it might be hard, if possible at all, to extend it to other domains. For example, it is known that P cannot be defined from C using the definition (DP) in Verifying the Given Explicit Definitions section when dealing with atomic theories (Masolo & Vieu, 1999; Randell & Cohn, 1992) . A similar result holds between C and SR as given in T2. 6. Final comments. As we have pointed out in the introduction, a major motivation for this comparison of mereogeometries is the need of evaluating the strength of the mereogeometrical systems in the literature. It is known from the work of Tarski that system T1 can be used to capture the full system of Euclidean geometry by defining, in secondorder logic, points to be collections of concentric spheres. This result suggests that theory T1 is perhaps the strongest system we can look for while remaining within the realm of (region-based) geometry. The most relevant systems in the literature that we have analyzed are formally equivalent to T1 in the sense of Conceptual Comparison section. We take this fact as evidence that all these theories capture the 'same' notion of (mereo)geometry and that the strength of other systems should be measured with respect to these.
Definition 6. A full mereogeometry is a theory that is conceptually equivalent to T1.
Here is an immediate consequence of the main theorem 
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Our comparison does not establish the exact relationship between a full mereogeometry and theory T6. It has been argued in Cohn (1995) that the predicates C and ConvH do not suffice to obtain what we call here a full mereogeometry. Furthermore, the primitive ConvH, at least when interpreted in R n , seems to be naturally related to a (restricted) application of the Btw relation (see Basic Notions in R n section), that is, to a relation that alone is too weak to capture Euclidean geometry (Tarski, 1956b) . These observations make us to believe that T6 cannot be as strong as T1. This is consistent with the results in Davis (2006) and Davis et al. (1999) and matches the conjecture 'Mereology + Convexity = Affine Geometry' in Pratt-Hartmann (1999). However, we have no direct proof of this and leave the issue as an open question.
Conjecture. T6 is not a full mereogeometry.
We think that the conceptual analysis of mereogeometries presented in this work, even with the limits discussed in Environment Structures section, puts order on the relationship among important theories in the literature. In particular, the main theorem states that in the given environment structures, the theories T1-T5 have the same expressive power. This means that, leaving aside computational issues, there is no real difference among these theories and that, for applicative concerns, the choice of which system to adopt can be safely based on nonlogical issues like, for instance, cognitive and modeling adequacy.
We remark here once more why our analysis is not conclusive about the classification of theory T5 as a full mereogeometry. We have seen that this theory is formally equivalent to T1-T4 in the frameworks we considered. Nonetheless, our analysis also considers nonformal aspects among which there is the natural domain of interpretation for the theory. Theory T5 is introduced with a natural domain that we have not considered, and we have no proof that this theory is equivalent to the others in an environment with such a domain. Thus, as of now, we cannot claim that T5 itself is a full mereogeometry. What we can say is that if someone wants to use the formal system T5 within one of the domains we considered, call this theory T5 , then from our result it follows that theory T5 is a full mereogeometry to all effects.
It is important to note that the definitions we have studied in this paper are all stated in a first-order language. Therefore, they can be applied to furnish explicit definitions between (fragments of) the theories. As we have seen, in some cases, these definitions are quite complex. The complexity may increase even further if we look for a direct connection between those theories that we did not link explicitly. For example, the definition of the primitives of T1 in terms of the primitives of T5 is given indirectly: in the first step, we define the primitives of T3 in T5, and then, we use these to define those of T1. A complete analysis of these definitions focusing on the complexity of the formulas could highlight important aspects from both the conceptual and the applicative points of view.
Finally, since T1 is semantically complete with respect to its natural model with domain D α , our explicit definitions in the subsections From T1 to T2, From T2 to T4, From T4 to T5, From T5 to T3, and From T3 to T1 provide a simple way to obtain a semantically complete axiomatization of all the theories T2-T5 in the domain D α . This result is particularly relevant since, as we have seen, many systems are presented in the literature with a partial axiomatization only.
7. Acknowledgments. We thank Carola Eschenbach, Nicola Guarino, and Laure Vieu for their comments. This work has been partially funded by the Provincia Autonoma di Trento through the projects MOSTRO and 'Logical instruments for ontology analysis'. 
Lemmas L.2-L.6. Let X and Y be arbitrary sets in a topological space, then:
Proof. Lemmas L.2-L.5 are basic topological results (see for instance Munkres, 2000) .
If X or Y is empty, there is nothing to prove. Assume that they are both nonempty and (Biacino & Gerla, 1991) . Analogously for the regular closed sets. 
Lemma L.8. Given 2 nonempty regular sets X and Y in
From the definition of distance between sets, for all ε > 0 there exist
, from which the thesis follows.
Lemma L.9. Given a nonempty regular set X in R n :
Proof. From L.2 and from the definition of diameter, diam(X
from which the thesis follows.
Lemma L.10. Given 2 nonempty regular sets X and Y in
Proof. This result follows easily from the triangular inequality. 
Lemma L.12. Given 2 nonempty regular sets X ,Y ⊆ R n with at least 1 of finite diameter:
Proof. First, we show ∃x,y(
Assume that both X and Y have finite diameter. By definition of dist(X , Y ), one can find a sequence (a i ) in X and a sequence (
there exist a, b ∈ R n and subsequences (a j ) and (b j ) of (a i ) and (b i ), respectively, such that a = lim j→∞ a j and
If diam(Y ) = +∞, we proceed as before to isolate a ∈ [X ], since [X ] is compact. Then, we consider sequence Now, assume that we isolated x and y satisfying ∃x,y(
It is easy to see that if x ∈ X • , in R n one can find x ∈ [X ] such that dist(x , y) < dist (x, y) . Thus, x ∈ ∂(X ). Similarly for y. Lemma L.13. Given a nonempty regular set X in R n :
Proof. The result is trivial for 
⊂ X and fix y ∈ B such that dist(y, v) < δ/2 (this point exists since v ∈ ∂(B)). Fix the line through y and x, call it L. Let {x 1 ,
and it is strictly increasing, there exists
For the second claim. By definition of diam(X ), one can find 2 sequences (a i ) and 
Lemma L.14. Given 2 nonempty regular sets X , Y ⊆ R n with finite diameter: Lemma L.15. Given 2 nonempty regular sets X , Y ⊆ R n with finite diameter: 22 [
Proof. If not, then there exist
Proof. From L.12 and the definition of dist.
22 Note that this result provides an indirect proof of (WWConx(X )∧ diam(X ) < +∞) → WConx(X ). = ball( p, n) , A n ⊆ A n+1 , and B n = Z n − A n . Since Z n is not connected by hypothesis and A n is a maximal connected region, we have that A n and B n are open, Z n = A n ∪ B n , and A n ∩ B n = Ø. Since for n → +∞, Z n = X , we have that X = (∪A n ) ∪ (∪B n ). Since, for each n, A n and B n are open and
Lemma L.18. Given a regular set X in R n :
Proof. If WConx(X ), then this claim reduces to L.13. If X is finite, then it follows from L.1 and L.13. Now, assume that X is infinite, WWConx(X ) and not WConx(X ). We prove something even stronger, that is, we show that each regular set X with infinite diameter contains a regular set Y ⊆ X whose diameter is also infinite and such that WConx(Y ). Z 1 )) • . Again, we repeat the construction above to find Z 2 maximal in X − (Z 0 ∪ Z 1 ) such that WConx(Z 2 ). We proceed in this way till we find a set Z i with WConx(Z i ) and diam(Z i ) = +∞ or till we cover all of X • . In the first case, we are done because of L.13. We show that the latter case cannot happen. Indeed, in the latter case we obtain a sequence of countably many regular sets Z i (covering X • since the rationals are dense in R n ) such that, for all i, WConx(Z i ) and diam(Z i ) < +∞.
to find a contradiction to WWConx(X ). Let Z i1 be such that dist(Z 0 , Z i1 ) = 0 and let
By L.14, WConx(U 2 ). We proceed in this way constructing sets U r = U r −1 ∪ Z i r . Let U ∞ = ∪U i . First, note that if there exists i such that Z i ⊂ U ∞ , then we can reapply the argument above to get a contradiction to WWConx(X ). Thus, U ∞ = ∪Z i . By construction, we have WConx(U ∞ ). However, U • ∞ = ∪Z • i = X • , and since each Z i is closed in X , we actually have U ∞ = ∪Z i = X . This contradicts the assumption that WConx(X ) fails. Thus, either that assumption is wrong (i.e., WConx(X ) holds) or for some i, WConx(Z i ) and diam(Z i ) = +∞, which is what we needed to prove.
Lemma L.19. Given a set X in R n , if Y is the smallest convex set containing X (the convex hull of X), then diam(X ) =diam(Y ).
Proof. If X is empty, there is nothing to prove. If X is nonempty, we proceed by contradiction. Since X ⊆ Y , we need to consider only case: diam(X ) < diam(Y ). From this assumption, there exist x ∈ Y − X and y ∈ Y such that dist(x,y) > diam(X ). By the definition of Y , since x ∈ Y − X , there exist a,b ∈ X such that x is between a and b. Consider the ball B of radius r = dist(x,y) centered at y and the line l through a, x, and b. Since x ∈ l, there are only 2 cases to consider: l is tangent to B or l intersects B. In the first case, dist(a,y) > r = dist (x,y) , contradicting the assumption. In the latter case, by the so-called Pasch axiom of Euclidean geometry, at least one between a and b has to lie outside C. Thus, we reached a contradiction again.
Appendix B.

Proof of Proposition 1. (DP)
Proof. We have to prove that in all the domains, (DPP) PP(x,y) = def P(x, y) ∧ ¬P (y, x) and [[PP(x,y) 
Proof. This follows from the obvious equivalence: Proof. We have to prove that in all the domains:
Proof. Trivial.
Proof. We have to prove that in all the domains,
Proof. We have to prove that in all the domains, 
(⇐) From the hypothesis, we have that
Proof. From the definition of WConx and considering the given domains, WConx(X )
From the fact that X is a nonempty open regular set, we have (x,y) and [[EC(x, y) 
Proof of Proposition 2. (DC1)
Proof. We have to prove that in all the domains, Proof. We have to prove that in all the domains, 
Z are open and disjoint; thus, any ball S intersecting both Y and Z intersects R n − X also, then ¬S ⊆ X , a contradiction.
Proof of Proposition 3. (DCC1)
Proof. From Proposition 2 and the assumption that [[CG(x, y) 
where f is an isometry in R n with f (r ) = p and f (r ) = q.
(⇐) From the fact that the congruence relation preserves distance.
Proof of Proposition 4. (DS2) S
Proof. A counterexample in D α is given by a region equal to R n minus a closed ball. This region satisfies the definition but is not a sphere in R n . The definition does not work for D γ and D δ because in these domains, a region z satisfying DIF(z, x, y) must be already a connected region. Our direct proof that the definition above is correct in D β is quite complicated, and it is not reported here. However, note that [[S * Proof. First, note that in all the domains, the interpretation of relation C * 4 (x,y) as defined in (DC4 * ) is dist(X , Y ) = 0. This follows from the proof of B.5 dropping the first step through L.15. Thus, we have to prove that in all the domains, 
Proof. It suffices to prove that in all the domains, 
Proof. It suffices to prove that in all the domains,
This follows from the fact that Y ) ) and that for all ε > 0, we can find a nonempty open ball A such that 0 < diam(A) < ε.
Proof of Proposition 8. (DP6)
Proof. From the proof of case (DP) in Proposition 1.
Proof. Using the results of Proposition 1, we have to prove that in all the domains, (DSR6) SR 6 (x) = def ∀y,z,w((SUM (x,y,z) Conj(z, z, x, y) ) and
Proof of Proposition 10. (DC3
In particular, take a nonempty open ball B ⊆ Z and consider x ∈ X and y ∈ Y such that dist(x, y) < diam(B). From L.13 and L.16, there exist z, z ∈ B such that dist(z, z ) = dist (x, y) . (x, z, y) ) and
Proof. It suffices to prove the following for all X :
we can choose a real number r and 2 points x,y ∈ X such that dist (x, y) > d+ 2r and dist(x, Z ) ≤ d + r . Let X ⊆ X be a ball centered at x with diameter less than or equal to r and X ⊆ X a ball centered at y with diameter less than or equal to r as well (these balls exist because X is open). Then, dist(X , X ) > dist(X , Z ), a contradiction.
Proof. We have to prove the following equivalence in all the domains:
. In α,β , a region Z with finite diameter such that Z ⊆ X and p ∈ [Z ] is given by ball( p, r ) ∩ X . Analogously for W . In γ ,δ , by L.17, there exists (x, y) and SS(x), respectively. Given this premise, we prove that (A.1) [[SCG(x, y) (x, y, x , y ) 
can also be satisfied because of the third constraint in the hypothesis. The other pairs follow from triangular inequality. From Euclidean geometry, we know that this function can be extended to an isometry on the whole space. Since the center of a maximal sphere S is mapped to the center of its congruent sphere S (and so the points in the boundary where f is constrained, if any) and f is an isometry, we also have S = f (S). We conclude that Y = f (X ).
(A) We have to prove the following equivalence in all the domains:
It is easy (although tedius) to verify the conditions since f is an isometry.
(⇐) The proof splits into 4 cases. Let n be the dimension of the space. Z such that no maximal sphere in W has the diameter of U and all maximal spheres of W are maximal in W ∪ U as well. Furthermore, we take U such that Z ∩ U = Ø in structures α and β . In structures γ and δ , we also add a new region C ⊆ Y that connects W and U (this condition is necessary to guarantee that region Z U , which we are going to construct, exists in these structures).
Let Z U = Z ∪ U (we use U ∪ C instead of U in structures γ and δ ) and let
Since Z ⊂ Z U and f is an isometry, Z ⊂ Z U . Thus, X ⊂ Z U . Now, apply the hypothesis to Z U to get a region Z U . Since Z U ⊆ Y , one must have Z U ⊆ X . By construction and the choices of Z and U , Z is congruent to X and Z U is congruent to Z U , thus Z U is congruent to Z (or a part of Z ).
](X ) and the convex hull of the centers of the maximal spheres in X is a region of dimension less than n.
We proceed as before, but this time region W must contain some sphere that is disjoint from X . (Again, in structures γ and δ , we also consider a region C that connects W and Y in such a way that the maximal spheres of Y and W do not change. One gets the conclusion as in Case (II) by considering the isometry f identified by Z = f (Z ).
Case ( 
, and, for i → +∞, Vol(∪Z i ) → Vol(X ). From these, the sequence Z i converges to a region (call it Z ) containing Y . First, we show that Congr(X , Z ). Assume not, then there exists a set N of points in 
Proof of Lemma 2.
We prove that
Proof. (A.1) We have to prove the following equivalence:
In particular, take a ball B ⊆ Z and consider x and y such that dist(x, y) < diam(B). From L.13, there exist z, z ∈ B such that dist(z, z ) = dist (x, y) . It suffices to consider an isometry f such that Z = f (Z ), x = f (z), and y = f (z ). (A.4) For every w-weakly connect region X , we have to prove the following equivalence in all the domains: Let Z be finite and connected such that dist(Z , X ) = d with Z on the opposite side of X with respect to p. Let Z 1 be finite and connected such that dist(Z 1 , Z ) = d with Z 1 on the opposite side of p with respect to Z . Let Z 2 be finite connected such that dist(Z 2 , X ) = d with Z 2 on the opposite side of p with respect to X . By construction, dist(Z 1 , Z 2 ) ≥ d. Then, it suffices to put Z = Z 1 ∪ Z 2 (since Z is not connected, this proof holds only in α and β ). (c) Assume d > 0 and n > 1. Consider Xˆ= {x ∈ R n | dist(x, X ) < d}, X ˆ= {x ∈ R n | dist(x, X ) < d}. Xˆand X ˆhave finite diameter; therefore, R n − [X ˆ∪ X ˆ] has at most one connected component with infinite diameter. Call it V . Let p ∈ ∂(V ) ∩ ∂(X ˆ) (otherwise take p ∈ ∂(V ) ∩∂(Xˆ) and switch X ˆ, Xˆin the rest of the proof). By construction, there exists q ∈ ∂(Xˆ) such that q is path-connected to
(A.2.b) In γ ,δ for R 1 , we use the definition (b) of EqD * . First, we prove that 
From the hypothesis, X and Y are connected regions and are not connected to each other. Let X = (x 1 , x 2 ), Y = (y 1 , y 2 ), and assume that x 2 strictly precedes y 1 (a similar argument holds if we take y 2 precedes x 1 ). Since Z 2 needs to be externally connected to both X and Y and [X ] ∩ [Y ] = Ø, then Z 2 = (x 2 , y 1 ). Z 1 (Z 3 ) needs to be externally connected to X (Y ) and it does not overlap Z 2 ; therefore, Z 1 = (x 1 − d 1 , x 1 ) (Z 3 = (y 2 , y 2 + d 2 )) for some d 1 < +∞ (d 2 < +∞). By construction, dist(Z 2 , Z 1 ) =diam(X ) and dist(Z 2 , Z 3 ) =diam(Y ). (B.1) (B.2) Given 2 connected regions X , Y (in γ ,δ , all the regions are Conx) with finite diameter, we need to prove the following equivalence:
On the basis of the parthood and connection relations, there are a total of 8 distinct cases to consider between 2 connected regions: Following the definition (b) of EqD * , assuming X , Y , X , Y of finite diameter and connected, we have now to prove that in γ ,δ for R 1 , the following equivalence holds: We now prove that: (A) [[Conj 5 (x, y, x , y ) ]] α−δ = [[Conj (x, y, x , y ) 
We begin with a lemma: 
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.5. Proof of Lemma 6. As before, we rely on Tarski (1956a) for the definition of the between relation BTW. Note that we write Btw(c 1 , c 2 , c 3 ) for 'c 1 is between c 2 and c 3 ', which corresponds to Btw(c 2 , c 1 , c 3 
