A system of interacting particles described by stochastic differential equations is considered. Opposite to the usual scheme, where the noise perturbations acting on different particles are independent, here the particles are subject to the same space-dependent noise, similarly to the (non-interacting) particles of the theory of diffusion of passive scalars. We prove a result of propagation of chaos and show that the limit PDE is stochastic and of inviscid type, opposite to the case when independent noises drive the different particles.
Introduction
We prove a propagation of chaos result for the interacting particle system in R d described by the equations are independent real-valued Brownian motions on a filtered probability space (Ω, F , F t , P ); the stochastic integration is understood in Stratonovich sense and some additional assumptions will be imposed on the σ k 's. The classical propagation of chaos framework considered in the literature deals with the system are independent R d -valued Brownian motions; see for instance [14] . Opposite to this classical case, in (1) the same space-dependent delta-correlated-in-time noise v (t, x), formally given by
• dB k t dt acts on each particle. The physical intuition is that the particles live in a random environment, for instance a random (possibly turbulent) fluid with velocity v (t, x). Each particle is subject to the transport effect of the fluid and to the motion caused by the interaction with the other particles. If the covariance of the noise (see below) is suitably concentrated, the random field v (t, x) is poorly space-correlated, except at very short distances and thus particles which occupy sufficiently distant positions are subject to almost independent noise, a fact that makes the two systems (1) and (5) not so different when the collection of particles is sufficiently sparse. However, in the limit when N → ∞, the behavior is completely different. Let X i i∈N be a sequence of i.i.d. random vectors in R d with law µ 0 ; assume that the families B k · k∈N ( W i i∈N for equation (5)) and X i i∈N are independent and take X i,N 0 = X i as initial conditions for system (1) . Denote by S N t the empiricalal measure defined as
The random probability measure S N 0 converges weakly to µ 0 in probability. In both cases of equations (1), (5) one can prove (cf. [14] for case (5) and the present paper for case (1) ) that S N t converges weakly, in probability, to a probability measure µ t and the particles tend to be independent in this limit. However, in case (5), µ t is deterministic, the weak convergence of S N t to µ t is understood in probability with respect to both initial conditions and noise, and µ t is a distributional solution of the nonlinear equation
where, for a generic probability measure ν, the vector field b ν :
On the contrary, in case (1), µ t is a random probability measure, it satisfies in the distributional sense the Stochastic PDE
and the weak convergence of S N t to µ t is understood in probability only with respect to the initial conditions. Moreover, conditional to B k k∈N , the particles tend to be independent as N → ∞ (a conditional propagation of chaos). The precise statement is given by the following theorem. Let F In particular, for every r ∈ N and φ ∈ C b R d , lim N →∞ E φ X r,N t |F B t = µ t , φ , namely the conditional law of X r,N t given F B t converges weakly to µ t . We can also prove:
Theorem 2. Let µ t be given by Theorem 1. Given r ∈ N, If X t is the unique strong solution of the SDE
Moreover µ t is a version of the conditional law of X t with respect to F B t , namely
Intuitively, at small distances the correlation of the noise prevails and the law of large numbers with respect to the noise does not take place. The result is similar to the case of a deterministic environment acting on the particles, which could be modelled by the equations
As it was shown by [6] , this system satisfies a propagation of chaos property with the limit deterministic inviscid PDE
Also some technical steps of our proof are strongly inspired to [6] . Moreover, with a different proof and partially a different purpose, some of the technical steps about existence and (especially) stability results for measure-valued stochastic equations have been proved before by [9] , [10] , [12] . We do not treat here a number of additional interesting questions that are postponed to future works, like: i) the fact that µ t should have a density with respect to Lebesgue measure if this is assumed for µ 0 ; ii) the uniqueness of solutions to the SPDE (4) (which seems to be true in some class of integrable functions when µ 0 has an integrable density, but it is less clear in spaces of measure-valued solutions); iii) possible generalizations to non-Lipschitz continuous interation kernel K. In particular, the problem of propagation of chaos for system (1) when K (x) = x ⊥ |x| 2 , corresponding to point vortices in 2D inviscid fluids, has been posed by [15] and seems to be a challenging question.
2 Precise setting of the problem 2.1 Assumptions on σ k and Itô formulation First, we impose that ∞ k=1 |σ k (x)| 2 < ∞ for every x ∈ R d and define the matrix-valued function Q :
Moreover, we assume (partially for sake of simplicity) that there exists a function Q :
(this is equivalent to ask that the random field ϕ (t,
t is space-homogeneous) and that Q (0) = Id.
Finally, we assume that Q (·) is of class C 2 with bounded second derivative. One can find examples of this scheme in several references, e.g. [5] .
Since in the sequel we will adopt the Ito formulation of SDE (1), we will now show formally that it is equivalent to the Stratonovich formulation, under the previous assumptions.
The Stratonovich integral
ds (see [7] ) where (
. It would be easy but annoying to keep into account this correcting term so we impose the following condition
(it is natural if we interpret v (t, x) as the velocity field of an incompressible fluid). Along with the assumptions on Q made above, it implies
Therefore the Stratonovich and Itô formulations coincide. Our starting point is thus the interacting particle system
Remark 3. A strong solution of system (5) is a continuous process
for every i = 1, ..., N (so that the series of stochastic integrals converge in probability) and identity (5) holds in the integral sense. But 
for some constant L σ > 0. Indeed,
The function f (z) = T r (Q (z)) has the property f (−z) = f (z), hence from the identity 2f (z) = f (z) + f (−z) and Taylor development of both f (z) and f (−z) we get 2f
. Concerning the SPDE (4), before giving its rigorous weak formulation, we formally rewrite it in Itô form. The equivalence between Stratonovich and Itô formulations can be made rigorous but it is not essential here, since we adopt the Itô form in the sequel, thus we limit ourselves to a formal computation.
s is formally equal to (one should write all terms applied to test functions)
(the second term, with heuristic language, is initially given by 
Now we sum over k and have
by our assumptions on Q. To summarize, the Itô formulation of equation (4) is
This equation will be, rigorously speaking, our starting point at the SPDE level. The definition of solution is given below.
Remark 5. Conceptually, it is very important to realize that equation (7) is not a parabolic equation (as it could seem due to the presence of the term ∆µ t ) but it is equivalent to the first order SPDE (4) . With suitable elements of theory one could study (4) and thus (7) backward in time, for instance, opposite to parabolic problems.
Some definitions
Recall the definition of the empirical measure S
, which can be used, as we did in the introduction, to rewrite the drift coefficient as
). We can thus write equation (5), for i = 1, ..., N , as
and we apply Ito's formula, from the assumptions on Q it follows, for
Hence the measures S N t is a measure-valued solution of equation (7), in the sense of Definition 7 below, that we are now going to introduce.
Let (P 1 (R d ), W 1 ) be the space of probability measures µ 0 on R d with finite first moment, i.e.,
endowed with the 1-Wasserstein metric defined as
where Γ(µ 0 , ν 0 ) is the set of the finite measures on R 2d with first and second marginals equal respectively to µ 0 and ν 0 , namely
We remark that the metric space (
is complete and separable (see [1] , Proposition 7.1.5). We can now define the space X ∞ of the stochastic processes taking values on (
We endow X ∞ with the following distance
Remark 6. It follows by the completeness of (P 1 (R d ), W 1 ) and standard arguments that (X ∞ , d ∞ ) is a complete metric space. Hypothesis 1. Concerning the initial condition µ 0 : Ω → P 1 (R d ) of equation (7) we shall always assume that
For every µ 0 that satisfies the previous Hypotesis, we call X ∞ µ0 the set of µ ∈ X ∞ such that µ| t=0 = µ 0 .
Definition 7.
A family {µ t (ω) ; t ≥ 0, ω ∈ Ω} of random probability measures taking value in P 1 (R d ) is a measure-valued solution of equation (7) 
is an adapted process with a continuous version,
Remark 8. Notice that the infinite sum in the previous equation converges under our assumptions. Indeed,
, it holds, by Ito isometry and Jensen inequality,
Now, by the definition of σ k , we have
We state now the result concerning existence and convergence of the solutions of equation (7).
Theorem 9. Let T ≥ 0 and µ 0 : Ω → P 1 (R d ) be as in Hypotesis 1. There exists a solution µ = (µ t ) t∈[0,T ] of equation (7) in the sense of Definition 7 starting from µ 0 and defined up to time T . Moreover it is the only fixed point of the operator (20) defined below.
If
, then the sequence of solutions µ N of equation (7) starting from µ N 0 goes, as N → ∞, to the solution µ starting from µ 0 in the metric d ∞ .
We have already seen that the empirical measures S N t defined in (3) satisfies in the distributional sense (7) for every test function φ, moreover it is a probability measure with finite first moment and the processe
is F t adapted. This is true since the processes X i,N t are solutions of the SDE (5) and hence are adapted and continuous. Hence the empirical measures S N t satisfy (7) in the sense of definition 7 and the following corollary follows naturally from Theorem 9.
converges in the metric W 1 to a measure µ 0 , then the empirical measures S N t starting from (x i 0 ) i≥0 goes to the solution of (7) starting from µ 0 as N → ∞, namely
In the following chapters we are going to present and prove the results that lead to the proof of Theorem 9.
Stochastic Liouville Equation
In order to investigate the solutions of equation (7) we first want to study what happens when the drift coefficient does not depend on the solution but it is instead a priori defined (but random). We hence consider the following stochastic differential equation,
where the σ k 's are defined as before. Here b = b(x, t, ω) is an F t -adapted process, continuous in (t, x), which satisfies:
• b Lipschitz continuos in x uniformly in (t, ω), with Lipschitz constant L b , non depending on ω and t, i.e.
• b is bounded by an integrable random variable, uniformly in x and t, i.e.
Remark 11. One can easily see that this last condition is equivalent, under the Lipschitz assumption, to
where C 1 and C 2 are positive constants.
For classical results on SDEs this equation admits a unique solution X t = X(t, x, ω). Moreover, taking into account the following lemma, it follows from Kolmogorv continuity theorem that there exists a modification of X(t, x) which is continuous in x. It is also jointly continuous in (t, x) by Kolmogorov theorem for processes taking values in Banach spaces, precisely in the space
Lemma 12. Let p ≥ 1 and let X(t, x) be a solution of equation (8) .Then there exists a constant C p,T such that
Proof. Let C p,T be the Burkholder Davis Gundy constant which appears in the proof below and let C(t) :
−np . Now we divide the temporal interval [0, T ] in n subintervals. We set X (0) (t, x) = x and we call X (m) , for m = 1, ..., n, the solution to
on the interval [
We prove by induction that, for every m = 1, ..., n,
It follows from the uniqueness of solution of the stochastic differential equations that the solution X t of equation (8) . The thesis follows noting that the worst constant in (11) appears when m = n and it coincides to C p,t .
Step 1. Now we prove (11) for m = 1. By a triangular inequality we get
In order to estimate this, we first notice that, by the Lipschitz continuity of b one can get
Now, using the conditional Burkholder Davis Gundy inequality (Proposition 21), we obtain E sup
We have hence proved the base step of induction.
Step 2 Now we suppose (11) true for m and we prove it for m + 1 . First, thanks to a triangular inequality we obtain
Now, as in
Step 1, we use the Lipschitz property of b and σ k and Lemma 21 to get
Now estimate the right hand side using (11) for m and we conclude this last step,
Using the continuous version in x of the solution of equation (8) we are going to define a solution for equation (7) in the case in which the drift coefficient is fixed. This is shown in the following proposition. The push forward described in the next statement has to be understood ω-wise: for a.e. ω and for each t ∈ [0, T ], we take the initial measure µ 0 (ω) = µ 0 (ω, dx) and we consider its image measure (or push forward) under the continuous map x → X(t, x, ω), denoted by µ t (ω) or µ t (ω, dx).
Proposition 13. Given µ 0 which satisfies Hypotesis 1, the push forward of µ 0 with respect to the solution
solves the following equation in the sense of Definition 7.
Proof. First notice that µ ∈ X ∞ , indeed, for every t and P-a.s., µ t is a finite and positive measure by definition and the first moment of µ t is finite. Indeed
It follows from the choice of µ 0 that (16) is finite, and the same holds true for (17) if we notice that the Lipschitz continuity hypothesis on b implies |b(x)| ≤ 1 + |x|. In order to bound (18) we use Proposition 23 and Proposition 21 and we do the following
Let us stress a detail. In order to apply Proposition 23 of the Appendix, we need to know that the random field (t here is fixed)
is continuous, or it has a continuous modification. This is true because, by BDG inequality,
by Lemma 12. Thus for p > d we may apply Kolmogorov regularity theorem and deduce that f has a continuous version.
We show now that µ t satisfies the conditions of Definition 7:
(i) to prove that µ t , φ is continuous and adapted, it is sufficient to notice that
Under the homogeneity assumption over σ k , we obtain the following
Integrating now over µ 0 we get
Using the stochastic Fubini's Theorem, we interchange the stochastic integral and the integral in µ 0 and we obtain the desired equation.
The Contraction Mapping
We want to construct a solution of equation (7) by mean of a fixed point argument. Given µ 0 : Ω → P 1 (R d ) as in Hypotesis 1 we want to define an operator Φ µ0 : X ∞ → X ∞ and prove that it is a contraction. Let µ = (µ t ) t∈[0,T ] ∈ X ∞ . We define the following as the convolution between K and µ t ,
Notice that b µ (t, ., ω) is Lipschitz continuous with Lipschitz constant L b = L K , which does not depend on t and ω. Moreover, since
and the random variable R d |x| µ t (ω, dx) is integrable. Hence b µ satisfies the assumptions required in Section 3 (see Remark 11) to have strong existence and uniqueness of solutions. Let now X µ t be the solution to equation (8) with drift coefficient b µ , namely
Let X µ (t, x, ω) be a modification of X µ t continuous in x. We define, for every t,
Remark 14. Notice that the range of Φ µ0 is included in X ∞ µ0 and that Φ µ0 µ is a solution of equation (7) in the sens of Definition 7, thanks to Proposition 13.
From Lemma 17 and Proposition 13 we deduce the following Theorem, which is the main result of this section Theorem 15. The operator Φ µ0 has a unique fixed point µ = {µ t } in X ∞ µ0 , this fixed point is a solution of equation (7).
Proof. Notice that, from Lemma 17, there exists a time t * up to which the operator Φ µ0 is a contraction, thus it has a unique fixed point µ = (µ t ) t∈[0,t * ] . Follows from Proposition 13 that µ is a solution in the sense of Definition 7, for equation (7) Lemma 16. Let T > 0. Let µ = {µ t } t≥0 , ν = {ν t } t≥0 ∈ X ∞ and let X µ , X ν be the solutions of equation (19) with drift coefficients b µ and b ν respectively. The following holds true
Here C 1,T is the constant defined in Lemma 12.
Proof. Given T > 0, we call n the smallest positive integer such that
We will give the proof by induction over k.
First we prove our claim on the interval [0,
T n ]. We start our estimation by giving bounds for the drift and the noise of equation (19). It holds, P-a.s.,
Here we used that, for every t ∈ [0,
T n ], x ∈ R d and P-a.s.,
To prove this we apply first the definition of b µ :
Given ω ∈ Ω a.s. and t ∈ [0,
T n ] for every m ∈ Γ(µ t (ω), ν t (ω)) so we can rewrite the right hand side as follows and then apply the Lipshitz continuity of K to obtain, for P-a.e. ω,
Now (22) follows since m is arbitrary. Using the conditional Burkholder-Davis-Gundy inequality (see Proposition 21) and the Lipschitz continuity of the noise, we can estimate the following,
We estimate now the term in the right hand side of in (16) using (21) and (23),
where C 1,
, as defined in Lemma 12.
We now prove the inductive step. Suppose that for some k − 1 ≤ n, it holds
we will prove it for k. In the same way as in the first step, one can deduce
Now we use the inductive hypothesis on (24) to estimate (25). We put (26) on the left hand side and we note that the supremum in (27) is less than the supremum over the whole interval.
So (24) is proved for k. Finally, to obtain the constant of Lemma 16 notice that C 1,
T n when i ≤ n. Thus the constant in (24), in the case k = n, can be further estimate by
For the last equality remember that we have defined C 1,T = (C 1, Lemma 17. For every T > 0, we have
where γ T is defined in Lemma 16.
Proof. Let ω ∈ Ω and t ∈ [0, T ] be fixed. The measure m = (X µ (t, ., ω), X ν (t, ., ω)) # µ 0 belongs to Γ((Φ µ0 µ) t (ω), (Φ µ0 ν) t (ω)). Indeed, for every A ∈ R 2d , it holds m(B) = µ 0 {x ∈ R d : X µ (t, x, ω), X ν (t, x, ω) ∈ B}, which implies, for every A ∈ B(R d ),
In the same way m(R d × A) = (Φ µ0 ν) t (ω)(A). Thus, from the definition of the Wasserstein metric W 1 it is easy to see that
From the F 0 -measurability of the initial condition µ 0 and applying Proposition 23, we have the following
Now we conclude the proof applying Lemma 16 as follows,
Convergence
In this section we will prove a lemma which states that the distance between two solutions can be estimated by the distance between the respective initial conditions if the time interval is sufficiently small. This will prove the second statement of Theorem 9.
Lemma 18. Let T > 0. Let µ 0 , ν 0 : Ω → P 1 (R d ) be as in Hypotesis 1, and let µ ∈ X ∞ µ0 , ν ∈ X ∞ ν0 be the respective solutions of equation (7) given by the contraction method described before, there exists a constant
Proof. Given T > 0, we define
where n ∈ N is the smallest integer such that γ T n < 1 (see Lemma 17) and C( T n ) < 1 (see in Lemma 12). We will give the proof in the case when T is small enough such that γ T < 1 and we refer to the inductive procedure used in Lemma 12 for the general case.
Notice that, since µ 0 = ν 0 = 1, the Lipschitz constants of b µ and b ν is the same, L b . Moreover, recalling the definition of the operators Φ µ0 (resp. Φ ν0 ), it holds that its fixed point µ (resp. ν) can be written as µ t = X µ (t, .) # µ 0 (resp. ν t = X ν (t, .) # ν 0 ) where X µ (t, x, ω) (resp. X ν (t, x, ω)) is a continuous version of the solutions of equation (8) with drift coefficient b µ (resp. b ν ). Let now ω be fixed. Notice that the inf in the definition of the Wasserstein metric is indeed a minimum (see [1] , Chapter 6), i.e., there exists a measure m(ω) ∈ Γ(µ 0 (ω), ν 0 (ω)) such that
Moreover, the function ω → m(ω) is F 0 -measurable. Indeed, for every couple of measures (µ, ν) ∈ P 1 × P 1 we can construct a measurable map (µ, ν) → m ∈ Γ 0 (µ, ν) using Proposition 24 in the Appendix, and then we can see that the function ω → (µ 0 (ω), ν 0 (ω)) → m(ω) is F 0 -measurable since it is a composition of measurable functions. Notice that, if we define m t (ω) = (X µ (t, ., ω), X µ (t, ., ω)) # m(ω), we get m t ∈ Γ((Φ µ0 µ) t , (Φ ν0 µ) t ). As a particular case of Lemma 12, we have that
where x, x ′ ∈ R d are two initial condition for equation (19). We do the following estimates using the definition of the Wasserstein metric, the definition of m t , Proposition 23, inequality (30) and identity (29),
Using now the definition of the operators Φ µ0 , Φ ν0 and a triangular inequality we obtain
In the last inequality we have used the previous results in this proof and Lemma 17. The previous inequality leads to
Propagation of chaos
Let (Ω, F , F t , P) be a filtered probability space, and (X i ) i∈N be a sequence of i.i.d. R d -valued random variable on this space which are measurable wrt F 0 . We consider a collection B k t , k ≥ 1, of independent Brownian motions on this space, which are independent from the X i , and call (F ) t≥0 the solution of equation (1) with initial condition (X 1 , ..., X N ). We will further suppose that the empirical measure S δ Xi converges to a random probability measure µ 0 , in the metric E [W 1 (., .)]. Under this settings we will now prove Theorem 20 (which is slightly more general then Theorem 1) and 2, but first we need the following lemma.
Lemma 19. Let σ : {1, ..., N } → {1, ..., N } be a permutation. Then,
. Since X N is a strong solution of equation (1) with initial condition (X 1 , ..., X N ) it is easy to see that X σ,N is a strong solution of equation (1) with initial condition (X σ(1) , ..., X σ(N ) ). Since the coefficients b and σ k have the necessary Lipschitz properties (see [7] ), we have strong uniqueness at fixed initial data x ∈ R d . Thus, we can apply Proposition 1.4 of [11] (notice that X N and X σ,N have the same initial law) and we obtain uniqueness in law. More precisely we have,
This implies, for every
Since the integrals of f (X t ) and f (X Theorem 20. There exists a random measure-valued solution µ t of equation (4) such that
Proof. Since the convergence in the Wasserstein metric W 1 implies the weak convergence, the first statement follows from Lemma 18. Without loss of generality, we proof the second statement in the case r = 2. Let φ 1 , φ 2 ≤ M . By a triangular inequality we obtain
Using Lemma 19 we can estimate (32) as follows
The convergence to zero of (33) follows from the first statement of this theorem, indeed,
Proof of Theorem 2. First notice that X r,N is the strong solution of equation (19) with drift coefficient b ν , where
, and initial condition X r 0 . We can thus write X r,N = X ν (t, X r 0 (ω), ω). If we apply Lemma 16, we obtain,
This last quantity goes to 0 as N → ∞ thanks to Lemma 18.
Lemma 22. Let (Ω, F , P) be a probability space and let B(0, n) ⊂ R d be the closed ball of radius n. f :
is a random probability measurable wrt to F 0 ⊂ F , it holds
Proof. We first notice that the conditional expectation E[f |F 0 ] is well defined as an F 0 -random variable on C(B(0, n)), indeed one can define the conditional expectation with values in a Banach space. Moreover, if
Moreover one can choose f (n) such that the convergence is almost sure and
From this follows that, P-a.s.,
Notice that, for every fixed ω, it holds f (n) (ω) → f (ω) uniformly in x and hence, by the dominated convergence theorem
in L 1 and we have that, up to a subsequence, E B(0,n) f (n) dµ 0 F 0 → E B(0,n) f dµ 0 F 0 , P-a.s.. On the other hand, we can first apply conditional dominated convergence and then the traditional version of it to obtain B(0,n) E f (n) |F 0 dµ 0 → B(0,n) E [f |F 0 ] dµ 0 .
Let now f ∈ L 1 (Ω, C(R d )), we call f n the restriction of f on B(0, n). It holds f n ∈ L 1 (Ω, C(B(0, n))) for every n ∈ N, indeed E[sup x∈B(0,n) |f n (x)|] = E[sup x∈R d |f (x)|] < ∞.
Proposition 23. Under these conditions, there is g : Ω → C R d such that g n ∈ L 1 (Ω; C (B (0, n))) for every n ∈ N g n ∈ E [f n |F 0 ] for every n ∈ N.
If g, g ′ : Ω → C R d have the same properties, then g = g ′ a.s.. Moreover, for every x ∈ R d , g(x) ∈ E [f (x)|F 0 ] and
Proof. We know, by the previous Lemma, that E [f n |F 0 ] ∈ L 1 (Ω; C (B (0, n))) is well defined, for every n ∈ N. Choose g n ∈ E [f n |F 0 ], for every n ∈ N. Let us prove that g n+1 | Ω×B(0,n) , as a function from Ω to C (B (0, n) ), is equal to g n on a set Ω n of measure one. The function g n+1 is characterized by two properties: it is F 0 -measurable, and E [g n+1 is well defined by Fubini theorem as a function from B(0, n) to R d . In the same way one can define G(x) := E[g n+1 (x)1 A ] as a function on B(0, n + 1). Now G n (x) = G(x) for every x ∈ B(0, n), hence G n = G| B(0,n) . Now,
and thus g n+1 | Ω×B(0,n) is equal to g n a.s. On the set ∩ n Ω n , we have g m | Ω×B(0,k) = g k for every m ≥ k ≥ 0. Let g : Ω × R d → R be defined on ∩ n Ω n as g (x, ω) = g m (x, ω) where m is the smallest integer such that x ∈ B (0, m) (and arbitrarily on the complementary of ∩ n Ω n ). For every ω ∈ ∩ n Ω n the function x → g (x, ω) is continuous on each B (0, m) (easy to check by the previous properties). Hence g : Ω → C R d . The properties of g stated in the lemma are true by construction. Now, if g ′ has the same properties, for every n ∈ N, there exists a set Ω n ⊂ Ω, such that P(Ω n ) = 1 and g n = g ′ n on Ω n . Then for every ω ∈ ∩ n Ω n , and for every x ∈ B(0, n), g(ω, x) = g n (ω, x) = g ′ n (ω, x) = g ′ (ω, x), hence g = g ′ a.e. Finally, if x ∈ B(0, n), and A ∈ F 0 ,
hence g(x) ∈ E[f (x)|F 0 ]. To conclude we notice that, applying Lebesgue dominate convergence theorem to the sequence f n , the random variables B(0,n) f n dµ 0 converges a.s. to the random variable R d f dµ 0 , as n → ∞. Thus, by the conditional version of dominated convergence theorem,
In the same way g n → g a.s and for the dominated convergence theorem
The thesis follows from Lemma 22 and equalities (36) and (37).
Proposition 24. Let (µ, ν) ∈ P 1 (R d ). If we define the set Γ 0 (µ, ν) := m ∈ Γ(µ, ν)
|x − y| dm(x, y) = inf m∈Γ(µ,ν) R 2d |x − y| dm(x, y)
then there exists a measurable function f :
Proof. The set {(µ, ν, m)|m ∈ Γ 0 (µ, ν)} is closed in P 1 (R d ) × P 1 (R d ) × P 1 (R 2d ) endowed with the weak topology (see e.g. [1] , Proposition 7.1.3), thus the theorem follows from Von Neumann Theorem on measurable selections.
