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Abstract
In this paper, we establish the existence, uniqueness and attraction properties of an
invariant measure for the real Ginzburg-Landau equation in the presence of a degener-
ate stochastic forcing acting only in four directions. The main challenge is to establish
time asymptotic smoothing properties of the Markovian dynamics corresponding to this
system. To achieve this, we propose a condition which only requires four noises.
Keywords: exponential mixing; Malliavin calculus; ergodic; real Ginzburg-Landau equa-
tion.
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1 Introduction and Main Results
1.1 Introduction
In this paper, we are concerned with the ergodicity of the stochastic real Ginzburg-Landau
equation driven by Brownian motion on torus T = R/2πZ as follows
dU − ∂
2U
∂z2
dt− (U − U3)dt =
∑
k∈Z0
βkekdWk(t),
U |t=0 = U0,
(1.1)
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where U : [0,∞) × T → R, Z0 is a subset of Z∗ = Z \ {0}, {βk}k∈Z0 are non-zero constants,
{Wk(t)}k∈Z is one dimensional real-valued i.i.d Brownian motion sequence defined on a filtered
probability space (Ω,F , {Ft},P) and
ek(z) =
{
sin(kz), k ∈ Z ∩ [1,∞), z ∈ T,
cos(kz), k ∈ Z ∩ (−∞,−1], z ∈ T.
Consider the following abstract equation on a Hilbert space H,
dU = F (U)dt+GdWt, U |t=0 = U0.
There is a wide literature devoted to proving uniqueness and associated mixing properties
of invariant measures for nonlinear stochastic PDEs when GG∗ is non-degenerate or mildly
degenerate (see e.g. [5, 15, 22, 27, 28] and references therein).
The purpose of this paper is to prove the exponential mixing for stochastic real Ginzburg-
Landau equation (1.1) when the random forcing is extremely degenerate to be several noises.
There are several works related to this topic when the random forcing is extremely degenerate.
We mention some of them which are relevant to our work.
• Hairer and Mattingly [11, 12] considered stochastic 2D Navier-Stokes equations on a
torus driven by degenerate additive noise. They established an exponential mixing
property of the solution of the vorticity formulation for the 2D stochastic Navier-Stokes
equations by using Malliavin calculus, although the noise is extremely degenerate ( the
noise only acts in four directions).
• Fo¨ldes et al. [9] was interested in the following stochastic Boussinesq equations{
du+ (u · ∇u)dt = (−∇p+ ν1∆u+ gθ)dt, ∇ · u = 0
dθ + (u · ∇θ)dt = ν2∆θdt+ σθdW,
(1.2)
where u = (u1, u2) denotes the velocity field, θ is the temperature, g = (0, g)
T with
g 6= 0 is a constant. The authors worked on the vorticity equations of (1.2), which is
given by {
dω + (u · ∇ω − ν1∆ω) = g∂xθdt,
dθ + (u · ∇θ − ν2∆θ) = σθdW.
(1.3)
Although the forcing is extremely degenerate(only four directions in θ have noise), the
authors succeed to establish an exponential mixing property for the solution of equation
(1.3) by utilizing Malliavin calculus.
As stated above, all the authors in [9, 11] established an exponential mixing property for
the solution of vorticity equation instead of velocity equation. For our model, we can directly
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deal with the velocity equation (1.1) due to its special structure. Let Ut be the solution
to equations (1.2) or (1.3) and J0,tξ = DUt(x)ξ be the effect on Ut of an infinitesimal
perturbation of the initial condition in the direction ξ. The authors of [9, 11] considered the
vorticity formulation in order to obtain E‖J0,tξ‖p < ∞. For equation (1.1), we can directly
achieve it .
For the stochastic real Ginzburg-Landau equation, we mention the following results.
• For the stochastic real Ginzburg-Landau equation driven by Brownian motion, Hairer
[10, Section 6] established an exponential mixing of the solution to (1.1) under the
condition that the number of noises can be finite but should be sufficiently many. Our
results in this article are stronger than that. Meanwhile, the random forcing of our
model can be extremely degenerate to be only several noises.
• Xu [33] proved that the stochastic real Ginzburg-Landau equation driven by α-stable
process admits a unique invariant measure under some conditions. The noise in [33] is
required to be non-degenerate.
• Mourrat and Weber [23] established a priori estimates for the dynamic Φ43 model on
the torus which is independent of initial conditions. The Φ43 model is formally given by
the stochastic partial differential equation{
∂tX = ∆X −X3 +mX + ξ, on R+ × [−1, 1]3,
X(0, ·) = X0
where ξ denotes a white noise on R+ × [−1, 1]3, and m ∈ R is a parameter.
1.2 Main results
Let T = R/2πZ be equipped with the usual Riemannian metric, and let dz denote the
Lebesgue measure on T. Then
H :=
{
ξ ∈ L2(T,R);
∫
T
ξ(z)dz = 0
}
is a separable real Hilbert space with inner product
〈ξ, η〉 =
∫
T
ξ(z)η(z)dz, ∀ξ, η ∈ H
and norm ‖ξ‖ = 〈ξ, ξ〉1/2.
It is well-known that
{ek : k ∈ Z∗}
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is an orthonormal basis of H. For each x ∈ H, it can be represented by
x =
∑
k∈Z∗
xkek.
Let ∆ = ∂
2
∂z2
be the Laplace operator on H, then
∆ek = −γkek, with k ∈ Z∗, γk = |k|2. (1.4)
For σ > 0, we define
A := −∆,
Hσ = Hσ,2(T) :=
x ∈ H : x = ∑
k∈Z∗
xkek with ‖x‖2Hσ :=
∑
k∈Z∗
(1 + γk)
σ |xk|2 <∞
 ,
D(Aσ) :=
x ∈ H : x = ∑
k∈Z∗
xkek with ‖x‖2D(Aσ) :=
∑
k∈Z∗
|γk|2σ |xk|2 <∞
 ,
V σ :=
{
x ∈ D(Aσ/2), with ‖x‖σ := ‖x‖D(Aσ/2) <∞
}
.
For σ > 0, we denote by H−σ the dual space of Hσ. For the sake of convenience, we denote
by V = V 1.
Set N(U) = −U + U3 and
F (U) = −AU −N(U) = ∆U + U − U3.
Let {θk}k∈Z0 be the standard basis of R|Z0|, where |Z0| denotes the number of the element
belongs to the set Z0. We define a linear map G : R|Z0| → H such that
Gθk = βkek, (1.5)
where {βk}k∈Z0 is a sequence of non-zero numbers appeared in (1.1). We consider the stochas-
tic forcing of the form
GdWt =
∑
k∈Z0
βkekdWk(t),
then (1.1) can be written as
dU = F (U)dt+GdW, U |t=0 = U0.
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For any n > 1, we define Zn recursively as follows:
Zn := {k + ℓ+m : k ∈ Zn−1, ℓ,m ∈ Z0}. (1.6)
Our Hypothesis in this article is
Hypothesis 1.1.
(i) if k ∈ Z0, then −k ∈ Z0,
(ii) ∪∞n=0Zn = Z∗.
(iii) |Z0| <∞.
To measure the convergence to equilibrium, we will use the following distance function
on H
d(x, y) = 1 ∧ δ−1‖x− y‖. (1.7)
where δ is a small parameter to be adjusted later on. The distance (1.7) extends in a natural
way to a Wasserstein distance between probability measures by
d(µ1, µ2) = sup
‖Φ‖d61
∣∣∣∣∫
H
Φ(x)µ(dx)−
∫
H
Φ(x)ν(dx)
∣∣∣∣
where ‖Φ‖d denotes the Lipschitz constant of Φ in the metric d.
The transition function associated to (1.1) is given by
Pt(U0, E) = P(U(t, U0) ∈ E) for any U0 ∈ H,E ∈ B(H), t > 0, (1.8)
where B(H) is the collection of Borel sets on H, U(t, U0) is the solution to equations (1.1)
with initial value U0 ∈ H. We also define the Markov semigroup {Pt}t>0 with Pt :Mb(H)→
Mb(H) associated to (1.1) by
PtΦ(U0) := EΦ(U(t, U0)) =
∫
H
Φ(U¯)Pt(U0,dU¯) for any Φ ∈Mb(H), t > 0, (1.9)
where Mb(H) is the space of bounded measurable functions on H equipped with supremum
norm. Denote by Cb(H) the space of bounded continuous real-valued functions on H. Let
Pr(H) be the collection of Borelian probability measures on H. The dual operator P ∗t of Pt,
which maps Pr(H) to itself, is given by
P ∗t µ(A) :=
∫
H
Pt(U0, A)dµ(U0), (1.10)
over µ ∈ Pr(H).
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Now we will give our main results in this paper.
Theorem 1.1. Assume Hypothesis 1.1 holds, then there exists a unique invariant measure
µ∗ associated to (1.1) and for each t > 0 the map Pt is ergodic related to µ∗. Concretely, the
following results hold.
(i) (Exponential Mixing) There are constants δ > 0 and γ > 0 such that
sup
‖Φ‖d61
∣∣∣∣EΦ(U(t, U0))− ∫
H
Φ(U¯)dµ∗(U¯)
∣∣∣∣ 6 Ce−γt, (1.11)
where C is a constant independent of U0 and t.
(ii) (Weak law of large numbers) For the δ > 0 in (i), any Φ with ‖Φ‖d 6 1 and any
U0 ∈ H, we have
lim
T→∞
1
T
∫ T
0
Φ(U(t, U0))dt =
∫
H
Φ(U¯)dµ∗(U¯) =: mΦ in probability. (1.12)
(iii) (Central limit theorem) For the δ > 0 in (i), any Φ with ‖Φ‖d 6 1, every U0 ∈ H and
ξ ∈ R, we have
lim
T→∞
P
(
1√
T
∫ T
0
(Φ(U(t, U0))−mΦ)dt < ξ
)
= X (ξ), (1.13)
where X is the distribution function of a normal random variable whose mean is equal
to zero and variance is equal to
lim
T→∞
1
T
E
(∫ T
0
(Φ(U(t, U0))−mΦ)dt
)2
.
We emphasis that the constant C appeared in (1.11) is independent of the initial value
U0. This is one of the challenges in our paper.
Based on Theorem 1.1, the following result holds.
Corollary 1.1. For any n > 1, if Z0 = {−(n+ 1),−n, n, n+ 1}, the results of Theorem 1.1
hold.
1.3 The organization of this paper
This article is organized as follows: Section 2 is devoted to establishing some moment esti-
mates. In Section 3, we present the proof of spectral properties for the Malliavin matrixM0,t
of Ut in Theorem 3.1 and demonstrate a gradient estimate of Pt in Proposition 3.3. Finally,
we give a proof of Theorem 1.1 in Section 4.
6
2 Some moment estimates
In this section, we establish some moment estimates which are useful in this paper. When
T > 0 is a constant, we always denote by CT a constant depending on T and it may changes
from line to line.
We say that Ut = U(t, U0) is a solution to (1.1) if it is Ft-adapted,
U ∈ C([0,∞),H) ∩ L2loc([0,∞), V ) a.s., (2.1)
and U satisfies (1.1) in the mild sense, that is
Ut = e
−AtU0 −
∫ t
0
e−A(t−s)N(Us)ds+
∫ t
0
e−A(t−s)GdWs.
The following proposition summarizes the basic well-posedness, regularity, and smooth-
ness of equation (1.1).
Proposition 2.1. Given any U0 ∈ H, there exists a unique solution U : [0,∞) × Ω→ H of
(1.1) which is an Ft-adapted process on H satisfying (2.1).
For any t > 0 and any realization of the noise W (, ω), the map U0 7→ U(t, U0) is Fre´chet
differential on H. For every fixed U0 ∈ H and t > 0, W 7→ U(t,W ) is Frechet differential
from C((0, t),R|Z0|) to H. Moreover, U is spatially smooth for all positive time, that is, for
any t0 > 0 and any s > 0,
U ∈ C([t0,∞),Hs) a.s..
Since we are considering the case of spatially smooth, additive noise, the proof of the
well-posedness of (1.1) is standard and can be obtained following along the line of classical
proof for the stochastic 2D Navier-Stokes equations (see e.g. [16]).
Let Ut = U(t, U0,W ) be the solution of (1.1) with initial value U0 and noise W . For any
ξ ∈ H and s > 0, Js,tξ denotes the unique solution of{
∂tJs,tξ +AJs,tξ − Js,tξ + 3U2t Js,tξ = 0,
Js,sξ = ξ.
(2.2)
The Malliavin derivative D : L2(Ω;H) → L2(Ω, L2(0, T,R|Z0|) × H) satisfies that for each
v ∈ L2(0, T,R|Z0|)
〈DU, v〉L2(0,T,R|Z0|) = limε→0
1
ε
(
U(T,U0,W + ε
∫ ·
0
vds)− U(T,U0,W )
)
,
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we may infer that for v ∈ L2(Ω, L2(0, T,R|Z0|)),
〈DU, v〉L2(0,T ;R|Z0|) =
∫ T
0
Js,TGv(s)ds,
and hence, by the Riesz representation theorem,
DjsUT = Js,TGθj, for any s 6 T, j = 1, · · · , |Z0|.
Here and below, we adopt the standard notation DjsF := (DF )j(s), that is, DjsF is the j-th
component of DF evaluated at time s.
We define the random operator As,t : L2(s, t,R|Z0|)→ H by
As,tv :=
∫ t
s
Jr,tGv(r)dr.
Notice that, for any 0 6 s < t, the function ̺(t) := As,tv satisfies the following equation{
∂t̺(t) +A̺(t)− ̺(t) + 3U2t ̺(t) = Gv(t),
̺(s) = 0.
For any s < t, let A∗s,t : H → L2(s, t,R|Z0|) be the adjoint of As,t, then
(A∗s,tξ)(r) = G∗Kr,tξ, for any ξ ∈ H, r ∈ [s, t]
where G∗ : H → R|Z0| is the adjoint of G, and for s < t,Ks,tξ = J ∗s,tξ is the solution of the
following “backward” system
∂s̺
∗ = A̺∗ + (∇N(Us))∗̺∗ = −(∇F (Us))∗̺∗, ̺∗(t) = ξ. (2.3)
We then define the Malliavin matrix
Ms,t := As,tA∗s,t : H → H. (2.4)
Observe that ρt := J0,tξ −A0,tv satisfies{
∂tρt +Aρt − ρt + 3U2t ρt = −Gv(t),
ρ(0) = ξ.
(2.5)
For any t > s > 0 let J (2)s,t : H → L(H,L(H)) be the second derivative of U with
respect to an initial value U0. In this paper, L(X) = L(X,X) and L(X,Y ) is the space of
linear operators from X to Y. Observe that for fixed U0 ∈ H and any ξ, ξ′ ∈ H the function
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̺t := J (2)s,t (ξ, ξ′) is the solution of
∂t̺t +A̺t − ̺t + 3U2t ̺t + 6UtJs,tξJs,tξ′ = 0, ̺(s) = 0.
For any α ∈ (0, 1] and function g : [T/2, T ]→ R, ‖g‖Cα [T/2,T ] is defined by
‖g‖Cα [T/2,T ] := sup
t1 6= t2
t1, t2 ∈ [T/2, T ]
|g(t1)− g(t2)|
|t1 − t2|α .
For any α ∈ (0, 1] and function f : [T/2, T ]→ H, we define the semi-norms
‖f‖Cα([T/2,T ],H) := sup
t1 6= t2
t1, t2 ∈ [T/2, T ]
‖f(t1)− f(t2)‖
|t1 − t2|α .
Lemma 2.1. For any m > 0, T > 0, there exists a positive constant γ = γm,T such that
E‖Umt ‖2 6 CT,m(t−γ + 1), ∀t ∈ (0, T ]. (2.6)
and
E‖Umt ‖2 6 CT,m(‖Um0 ‖2 + 1), ∀t ∈ (0, T ], (2.7)
where CT,m is a constant depending on T and m.
Proof. Applying Itô formula to f(t) = 〈Ut, U2m−1t 〉, it gives
d‖Umt ‖2 6 〈dUt, U2m−1t 〉+ 〈Ut, (2m− 1)U2m−2t dUt〉+ Cm‖Um−1t ‖2dt
6 〈dUt, 2mU2m−1t 〉+ Cm(1 + ‖Umt ‖2)dt
= 〈(∆Ut + Ut − U3t )dt, 2mU2m−1t 〉+ Cm(1 + ‖Umt ‖2)dt+ dMt
= −(2m)(2m − 1)‖∂zU · Um−1t ‖2 + 2m‖Umt ‖2 − 2m‖Um+1t ‖2 + Cm(1 + ‖Umt ‖2)dt+ dMt,
where Mt is a martingale, Cm is a constant depending on m and βk. For any s 6 t 6 T, by
Young’s inequality ‖Umt ‖2 6 Cε,m + ε‖Um+1t ‖2,∀ε > 0, one arrives at
E‖Umt ‖2 +mE
∫ t
s
‖Um+1r ‖2dr 6 Cm,T (1 + E‖Ums ‖2). (2.8)
Note that
(|a|+ |b|)p 6 2p−1(|a|p + |b|p), ∀p > 1,
we deduce that ∫ t
s
(
E‖Umr ‖2 + 1
)λ
dr 6 Cm,T
(
E‖Ums ‖2 + 1
)
, (2.9)
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where λ = λ(m) = m+1m > 1. By [23, Lemma 7.3], there exist an integer N > 1 and a sequence
0 = t0 < t1 < t2 < · · · < tN = T such that for every k ∈ {0, 1, · · · , N − 1}
E‖Umtk ‖2 6 CT,m
(
t
− 1
λ−1
k+1 + 1).
For any t ∈ [tk, tk+1), by (2.8), we obtain
E‖Umt ‖2 6 CT,m
(
E‖Umtk ‖2 + 1
)
6 CT,m
(
t
− 1
λ−1
k+1 + 1) 6 CT,m
(
t−
1
λ−1 + 1)
which implies (2.6).
Let s = 0 in (2.8), we obtain the desired result (2.7).
Define E(t) = ‖Ut‖2 +
∫ t
0 ‖Us‖21ds and
Bn =
∑
k∈Z0
γnkβ
2
k (2.10)
for n ∈ N ∪ {0}, where γk is defined by (1.8) and βk is in (1.5).
Lemma 2.2. For any m > 0, T > 0, there exist some C = CT,m such that
E sup
t∈[0,T ]
E(t)m 6 C(‖U0‖2m + 1).
Proof. Let us set
Mt = 2
∑
k∈Z0
βk
∫ t
0
〈Ur, ek〉dWk(r)
By Itô formula, we have
‖Ut‖2 = ‖U0‖2 +
∫ t
0
2〈Ur,dUr〉+B0t
= ‖U0‖2 +
∫ t
0
2〈Ur,−AUr + Ur − U3r 〉dr +B0t+Mt
= ‖U0‖2 +
∫ t
0
(− 2‖Ur‖21 + 2‖Ur‖2 − ‖Ur‖4L4)dr +B0t+Mt. (2.11)
Note that the quadratic variation of Mt is equal to
〈M〉t = 4
∑
k∈Z0
β2k
∫ t
0
〈Us, ek〉2ds 6 γ
∫ t
0
‖Us‖2ds,
where γ = 4
∑
k∈Z0
β2k . We rewrite (2.11) as follows
E(t)−B0t = ‖U0‖2 +Mt − 1
2
γ〈M〉t +Kt
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where
Kt =
∫ t
0
(− ‖Ur‖21 + 2‖Ur‖2 − ‖Ur‖4L4)dr + 12γ · 〈M〉t 6 Cγt.
In the above, Cγ is some constant depending on γ and in the last inequality, we have used
‖Ur‖2 6 Cε + ε‖Ur‖4L4 , ∀ε > 0.
Therefore,
E(t)− (B0 + Cγ)t 6 ‖U0‖2 +Mt − γ
2
〈M〉t.
By the supermartingale inequality (cf. [16, (7.57)]), we have
P
(
sup
t∈[0,T ]
(E(t)− (B0 + Cγt)) > ρ+ ‖U0‖2
)
6 P
(
exp
{
γMt − γ
2
2
〈M〉t
}
> eγρ
)
6 e−γρ.
Note that if ξ and η are non-negative random variables, then
Eξm 6 2m−1
(
E(ξ − η)mI{ξ>η} + Eηm
)
= 2m−1
∫ ∞
0
P(ξ − η > λ1/m)dλ+ 2m−1Eηm.
Apply this inequality to ξ = supt E(t) and η = B0 + Cγt+ ‖U0‖2, we derive
E sup
t∈[0,T ]
E(t)m 6 2m−1
∫ ∞
0
exp (−γλ1/m)dλ+ 2m−1E(B0 + Cγt+ ‖U0‖2)m
which yields the desired result.
For any integer n > 0, we set
E(n, t) = tn‖Ut‖n +
∫ t
0
sn‖Us‖2n+1ds.
Lemma 2.3. For any n,m > 0, there exists a constant κ = κn,m such that
E sup
t∈[0,T ]
E(n, t)m 6 Cn,m,T (‖Uκ0 ‖2 + 1). (2.12)
Proof. The proof is based on the method of induction in n. Let us set fn(t) = t
n〈AnUt, Ut〉.
By the Itô formula in [16, Theorem 7.7.5] and following similar arguments in the proof of
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[16, Proposition 2.4.12], we have
fn(t) =
∫ t
0
nsn−1‖Us‖2n + 2sn〈AnUs,−AUs + Us − U3s 〉+Bnsnds+Mt, (2.13)
where
Mt =
∑
k∈Z0
2βk
∫ t
0
〈AnUs, ek〉dWk(s) =
∑
k∈Z0
2βkγ
n
k
∫ t
0
〈Us, ek〉dWk(s)
The quadratic variation of Mt is equal to
〈M〉t = 4
∑
k∈Z0
β2kγ
2n
k
∫ t
0
〈Us, ek〉2ds 6 γ
∫ t
0
‖Us‖2ds, (2.14)
where γ = 4
∑
k∈Z0
β2kγ
2n
k .
Obviously, we have the following identities
〈AnUs, AUs〉 = ‖Us‖2n+1, 〈AnUs, Us〉 = ‖Us‖2n. (2.15)
Firstly, we consider the case n = 1. In view of
〈AUs, Us − U3s 〉 =
∫
T
−∂
2Us(z)
∂z2
(Us(z) − Us(z)3)dz
=
∫
T
∂Us(z)
∂z
(
∂Us(z)
∂z
− 3Us(z)2 ∂Us(z)
∂z
)dz 6 ‖Us‖21
(2.16)
and by (2.13)(2.15), we obtain
t‖Ut‖21 +
∫ t
0
s‖Us‖22ds 6 CT
∫ t
0
‖Us‖21ds+ Ct2 +Mt.
By (2.14), we rewrite the above equality in the form
E(1, t) 6 CT
∫ t
0
‖Us‖21ds+
γ
2
〈M〉t + CT t+Mt − γ
2
〈M〉t
6 CT
∫ t
0
‖Us‖21ds+
γ2
2
∫ t
0
‖Us‖2ds+ CT t+Mt − γ
2
〈M〉t
6 CTE(t) + CT t+Mt − γ
2
〈M〉t.
Combining the above inequality with Lemma 2.2 and following a similar argument as in the
proof of Lemma 2.2, we finish the proof of the inequality (2.12) with n = 1.
Now, assume that for k 6 n − 1, the inequality (2.12) holds. By Sobolev embedding
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theorem, we have
〈AnUs, U3s 〉 =
∑
|α|=n
Cα〈DαU3,DαU〉
6 C(1 + ‖Us‖2∞)‖Us‖2n 6 C(1 + ‖Us‖21)‖Us‖2n, (2.17)
where ‖Us‖∞ = supz∈T |Us(z)|.
By utilizng (2.17) and (2.14)(2.15), we rewrite (2.13) in the form
E(n, t) =
∫ t
0
[
nsn−1‖Us‖2n − sn‖Us‖2n+1 + 2sn‖Us‖2n + 2sn〈AnUs,−U3s 〉+Bnsn
]
ds+Mt
6
∫ t
0
CT,n(1 + s‖Us‖21)sn−1‖Us‖2nds+
Bnt
n+1
n+ 1
+Mt − γ
2
〈M〉t + γ
2
〈M〉t
6 CT,n(E(1, t) + 1)
∫ t
0
sn−1‖Us‖2nds+ Cntn+1 +Mt −
γ
2
〈M〉t + γ · T · E(t).
Therefore,
E(n, t)− CT,n(1 + E(1, t))E(n − 1, t) − Cntn+1 − γ · T · E(t) 6 Mt − γ
2
〈M〉t.
By the supermartingale inequality, we have
P
(
sup
t∈[0,T ]
(E(n, t)− CT,nE(1, t)E(n − 1, t)− Cntn+1 − γ · T · E(t)) > ρ
)
6 e−γρ.
Since the inequality (2.12) holds for k 6 n − 1, using similar arguments as that in Lemma
2.2, the inequality (2.12) holds for k = n.
Lemma 2.4. For any n,m, T > 0 and 0 < s 6 T, there exists a positive constant λ = λn,m,T
such that
E sup
t∈[s,T ]
‖Ut‖mn 6 Cn,m,T (s−λ + 1).
Proof. By Lemma 2.3 and Lemma 2.1, one sees that for some κ, γ > 0
E sup
t∈[s,T ]
‖Ut‖mn 6 Cn,m,T s−nmE(‖Uκs ‖2 + 1) 6 Cn,m,T s−nm(s−γ + 1).
By setting λ = nm+ γ, we complete the proof.
Lemma 2.5. For each ξ ∈ H and 0 < s < t 6 T, we have the following pathwise estimates
‖Js,tξ‖ 6 ‖ξ‖, ‖Ks,tξ‖ 6 ‖ξ‖. (2.18)
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Moreover, for each τ 6 T and p > 1, there exists C = CT,p such that
E sup
s<t∈[τ,T ]
‖J (2)s,t (ξ, ξ′)‖p 6 C‖ξ‖p‖ξ′‖p (2.19)
Proof. By (2.2), for any ξ ∈ H, we deduce that
d‖Js,tξ‖2 = −2〈AJs,tξ,Js,tξ〉dt+ 2〈Js,tξ,Js,tξ〉dt− 〈6U2t Js,tξ,Js,tξ〉dt
6 −2‖Js,tξ‖21dt+ 2‖Js,tξ‖2dt
which implies
d
dt
‖Js,tξ‖2 6 0 (2.20)
and
‖Js,tξ‖2 + 2
∫ t
s
‖Js,rξ‖21d 6 ‖ξ‖2e2(t−s). (2.21)
By (2.20), one arrives at the first part of (2.18). Moreover, the second part of (2.18) follows
by duality. It remains to prove (2.19).
For any U0, ξ, ξ
′ ∈ H, the function ̺t := J (2)s,t (ξ, ξ′) ∈ H is the solution of
∂t̺t +A̺t − ̺t + 3U2t ̺t + 6UtJs,tξJs,tξ′ = 0, ̺(s) = 0.
Then
∂t‖̺t‖2H + 2〈A̺t, ̺t〉 − 2‖̺t‖2 + 〈3U2t ̺t + 6UtJs,tξJs,tξ′, ̺t〉 = 0.
By Young’s inequality and Sobolev embedding theorem, it yields
∂t‖̺t‖2 6 −3〈U2t ̺t, ̺t〉 − 〈6UtJs,tξJs,tξ′, ̺t〉+ 2‖̺t‖2
6 12
∫
T
(
(Js,tξ)(z)
)2(
(Js,tξ′)(z)
)2
dz + 2‖̺t‖2
6 12‖Js,tξ‖2∞‖Js,tξ′‖2 + 2‖̺t‖2
6 12‖Js,tξ‖21‖ξ′‖2 + 2‖̺t‖2.
Thus, by (2.21), we have
‖J (2)s,t (ξ, ξ′)‖2 6 CT
∫ t
s
‖Js,rξ‖21dr‖ξ′‖2 6 CT ‖ξ‖2‖ξ′‖2
which completes the proof of (2.19).
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Lemma 2.6. For any p > 2, T > 0, there exists C = Cp,T such that
E sup
t∈[T/2,T ]
‖∂tKt,T ξ‖pH−2 6 C‖ξ‖p
Proof. Noting that ρ∗t = Kt,T ξ satisfies the following equation
∂tρ
∗ = Aρ∗ + (∇N(Ut))∗ρ∗ = −(∇F (Ut))∗ρ∗, ρ∗(T ) = ξ,
and
‖Aρ∗‖H−2 6 ‖ρ∗‖,
‖(∇N(U(t)))∗ρ∗‖H−2 6 sup
‖ψ‖H261
|〈(∇N(U(t)))∗ρ∗, ψ〉|
6 sup
‖ψ‖H261
|〈ρ∗, (∇N(U(t)))ψ〉|
6 C sup
‖ψ‖H261
‖ρ∗‖ · [‖U2(t)‖+ 1] · ‖ψ‖∞
6 C sup
‖ψ‖H261
‖ρ∗‖ · [‖U2(t)‖+ 1] · ‖ψ‖1,
by Lemmas 2.1, 2.5, we finish the proof of this lemma.
For any N > 1, define
HN := span{ek : 0 < |k| 6 N},
along with the associated projection operators
PN : H → HN the orthogonal projection onto HN , QN := I − PN .
Lemma 2.7. For every p > 1, T > 0, δ > 0, there exists N∗ = N∗(p, T, δ) such that for any
N > N∗ one has
E‖QNJ0,T‖pL(H,H) 6 δ, E‖J0,TQN‖pL(H,H) 6 δ(‖Up0 ‖2 + 1). (2.22)
Here ‖ · ‖L(X,Y ) denotes the operator norm of linear map between the given Hilbert spaces X
and Y .
Proof. For any m > 1, by the Itô formula in [16, Theorem 7.7.5] and following similar
arguments in the proof of [16, Proposition 2.4.12], it holds that
tm〈AJ0,tξ,J0,tξ〉 =
∫ t
0
[
msm−1〈AJ0,sξ,J0,sξ〉+ 2sm〈AJ0,s, ∂sJ0,sξ〉
]
ds
=
∫ t
0
[
msm−1〈AJ0,sξ,J0,sξ〉+ 2sm〈AJ0,s,−AJ0,sξ + J0,sξ − 3U2sJ0,sξ〉
]
ds
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=∫ t
0
[
(2sm +msm−1)‖J0,sξ‖21 − 2sm‖J0,sξ‖22 − 6sm〈AJ0,sξ, U2sJ0,sξ〉
]
ds
6
∫ t
0
[
(2sm +msm−1)‖J0,sξ‖21 − 2sm‖J0,sξ‖22 + 6sm‖J0,sξ‖2‖Us‖2∞‖J0,sξ‖
]
ds
6
∫ t
0
[
(2sm +msm−1)‖J0,sξ‖21 − 2sm‖J0,sξ‖22 + 6sm
[1
6
‖J0,sξ‖22 + 6‖Us‖41‖J0,sξ‖2
]]
ds
6
∫ t
0
[
(2sm +msm−1)‖J0,sξ‖21 + 36sm‖Us‖41‖J0,sξ‖2
]
ds
6 CT,m‖ξ‖2 + CT
∫ t
0
sm‖Us‖41‖ξ‖2ds,
where in the last inequality, we have used (2.21). By the above inequality and Lemma 2.4,
there exists a m > 1 such that
E
(
tm‖J0,tξ‖21
)p
6 CT,m‖ξ‖2p, ∀t ∈ [0, T ]. (2.23)
Fix this m. Noting (2.23) and ‖QNv‖ 6 1N ‖v‖1,∀v ∈ V, we get
E‖QNJ0,T ξ‖p 6 1
Np
E‖J0,T ξ‖p1 6
1
Np
(
E‖J0,T ξ‖2p1
)1/2
6
CT,m,p‖ξ‖p
Np · Tm/2 ,
which implies the first part of (2.22).
Now, we consider the second part of (2.22). For any ξ ∈ H, let ξ˜ = QNξ, ξt = J0,tξ˜. Then
ξt satisfies the following equation.{
∂tξt = −Aξt + ξt − 3U2t ξt
ξ0 = ξ˜.
(2.24)
Denote ξht = QNξt, ξ
l
t = PN ξt. One easily sees that{
∂tξ
h
t = −Aξht + ξht −QN (3U2t ξt)
ξh0 = ξ˜.
and
∂t‖ξht ‖2 = 2〈ξht , ∂tξt〉 = 2〈ξht ,−Aξt + ξt − 3U2t ξt〉
6
(
2− 2N2)‖ξht ‖2 + ‖ξht ‖2 + C‖J0,tξ˜‖2‖Ut‖2∞
6 (3− 2N2)‖ξht ‖2 + CT ‖Ut‖21‖ξ˜‖2.
By Gronwall inequality, for any s 6 t, we have
‖ξht ‖2 6 ‖ξhs ‖2e−(2N
2−3)(t−s) + e−(2N
2−3)t
∫ t
s
(
CT e
(2N2−3)r‖Ur‖21‖ξ˜‖2
)
dr
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6 ‖ξhs ‖2e−(2N
2−3)(t−s) + CT
1
2N2 − 3 supr∈[s,t]
‖Ur‖21‖ξ˜‖2.
Thus, for any p > 2, it holds that
E‖ξht ‖p 6 CT,pE‖ξhs ‖pe−(2N
2−3)(t−s)· p
2 + CT,p
1
2N2 − 3E supr∈[s,t]
‖Ur‖p1‖ξ˜‖p.
In the above inequality, let s = t2 . By Lemma 2.4, for some γ > 0, we have
E‖ξht ‖p 6 CT,p‖ξ˜‖p
[
e−
N2t
4 +
1
2N2 − 3t
−γ
]
(2.25)
which yields
E‖ξhT ‖p 6
δ
2
‖ξ‖p (2.26)
for N big enough.
Now, we consider the estimate of ξlT . For any 0 6 t 6 T, one sees that ξ
l
t satisfies the
following equation {
∂tξ
l
t = −Aξlt + ξlt − PN (3U2t ξt)
ξlt|t=0 = 0.
We claim that for any δ > 0, there exists N∗ = N∗(p, T, δ) such that for any N > N∗ one has
E‖ξℓT ‖p 6
δ
2
(‖Up0 ‖2 + 1)‖ξ‖p. (2.27)
Once we have proved this, combining (2.27) with (2.26), we obtain the second part of (2.22).
Now we give a proof of (2.27). Obviously, we have
∂t‖ξlt‖2 = 〈ξlt, ∂tξt〉 6 −〈ξlt, 3U2t ξt〉 = −〈ξlt, 3U2t (ξlt + ξht )〉
6 |〈ξlt, 3U2t ξht 〉| 6 3‖Ut‖2∞‖ξlt‖‖ξht ‖.
(2.28)
On the set {‖ξℓT ‖ 6= 0}, we define
τ = sup
{
t ∈ [0, T ], ‖ξℓt‖ = 0
}
.
Hence, for t ∈ (τ, T ], by (2.28), it holds that
∂t‖ξlt‖ = ∂t
√
‖ξlt‖2 =
∂t‖ξlt‖2
2
√
‖ξlt‖2
6 C‖Ut‖2∞‖ξht ‖.
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Therefore,
‖ξlT ‖ 6 ‖ξlτ‖+ C
∫ T
τ
‖Us‖2∞‖ξhs ‖ds 6 C
∫ T
0
‖Us‖21
2
‖ξhs ‖ds.
which implies
E‖ξlT ‖p 6 CpE
(∫ t
0
‖Ur‖21
2
‖ξhr ‖dr
)p
+ CpE
(∫ T
t
‖Ur‖21
2
‖ξhr ‖dr
)p
6 CpE
(∫ t
0
‖Ur‖ · ‖Ur‖1 · ‖ξhr ‖dr
)p
+ CpE
(∫ T
t
‖Ur‖21
2
‖ξhr ‖dr
)p
:= I1 + I2,
(2.29)
where t > 0 is a small parameter to be adjusted later. As for I1, by (2.18), Lemmas 2.2,2.5
and Ho¨lder inequality, we have
I1 6 CT,pE
[
sup
s∈[0,t]
‖Us‖p ·
( ∫ t
0
‖Ur‖1dr
)p] · ‖ξ‖p
6 CT,p
[
E sup
s∈[0,t]
‖Us‖2p
]1/2 · [E( ∫ t
0
‖Ur‖1dr
)2p]1/2 · ‖ξ‖p
6 CT,p
[
E sup
s∈[0,t]
‖Us‖2p
]1/2 · [tp · E( ∫ t
0
‖Ur‖21dr
)p]1/2 · ‖ξ‖p
6 CT,pt
p/2[‖U0‖2p + 1]‖ξ‖p.
Setting t small enough, one arrives at that
I1 6
δ
4
(1 + ‖Up0 ‖2)‖ξ‖p. (2.30)
Fix this t. Since
I2 6 CT,pE
(
sup
r∈[t,T ]
‖Ur‖2p1
2
· ( ∫ T
t
‖ξhr ‖dr
)p)
6 CT,p
(
E sup
r∈[t,T ]
‖Ur‖4p1
2
)1/2(
E
( ∫ T
t
‖ξhr ‖dr
)2p)1/2
6 CT,p
(
E sup
r∈[t,T ]
‖Ur‖4p1
2
)1/2(
E
∫ T
t
‖ξhr ‖2pdr
)1/2
,
by (2.25) and Lemma 2.4, we can choose N big enough such that
I2 6
δ
4
‖ξ‖p. (2.31)
Combining (2.31), (2.30) and (2.29), we obtain the second part of (2.27).
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Using the same method as [9, Lemmas A.6,A.7] and [11], by Lemma 2.5, the following
two lemmas hold.
Lemma 2.8. For 0 < s < t, we have
‖As,t‖L(L2([s,t],Rm),H) 6 C
(∫ t
s
‖Jr,t‖2L(H,H)dr
)1/2
where C is a constant independent of s, t. Moreover, for any β > 0, the following hold
‖A∗s,t(Ms,t + Iβ)−1/2‖L(H,L2([s,t],Rm)) 6 1,
‖(Ms,t + Iβ)−1/2As,t‖L(L2([s,t],Rm),H) 6 1,
‖(Ms,t + Iβ)−1/2‖L(H,H) 6 β−1/2,
‖(Ms,t + Iβ)−1‖L(H,H) 6 β−1.
Observe that for τ 6 t
DjτJs,tξ =
J
(2)
τ,t (Gθj ,Js,τξ) if s 6 τ,
J (2)s,t (Jτ,sGθj, ξ) if s > τ.
Lemma 2.9. For any ξ ∈ H, 0 6 s 6 t 6 T and p > 1 we have the bounds
E‖DjτJs,tξ‖p 6 C‖ξ‖p,
E‖DjτAs,t‖pL(L2([s,t],Rm),H) 6 C,
E‖DjτA∗s,t‖pL(H,L2([s,t],Rm)) 6 C,
where C = CT,p.
3 Spectral properties of Malliavin matrix M
For any α > 0, N ∈ N, we define
Sα,N := {φ ∈ H : ‖PNφ‖2 > α‖φ‖2}.
The aim of this section is to prove the following result:
Theorem 3.1. For any N > 1, α ∈ (0, 1] and T > 0, there exists a positive constant
ε∗ = ε∗(α,N, T ) > 0, such that, for any n > 0, and ε ∈ (0, ε∗], there exists a measurable set
Ωε = Ωε(α,N, T ) ⊆ Ω satisfying
P(Ωcε) 6 r(ε), (3.1)
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where r = r(α,N, T ) : (0, ε∗]→ (0,∞) is a non-negative, decreasing function with limε→0 r(ε) =
0, and on the set Ωε,
inf
φ∈Sα,N
〈M0,Tφ, φ〉
‖φ‖2 > ε. (3.2)
In order to prove this theorem, we show the details of Lie bracket computations in sub-
section 3.1, demonstrate Proposition 3.1 in subsection 3.2 and Proposition 3.2 in subsection
3.3. Finally, give a proof the of Theorem 3.1 in subsection 3.4.
3.1 Details of Lie bracket computations
For any Fre´chet differentiable E1, E2 : H → H,
[E1, E2](u) := ∇E2(u)E1(u)−∇E1(u)E2(u).
This operator [E1, E2] is referred as the Lie bracket of two “vector fileds” E1, E2. For any
k, ℓ, j ∈ Z∗,m,m′,m′′ ∈ {0, 1}, by calculating, for any u = u(z) ∈ H
Imk (u) := [F (u), cos(kz +
π
2
m)]
= A cos(kz +
π
2
m) + 3u2 cos(kz +
π
2
m)− cos(kz + π
2
m),
Jm,m′k,ℓ (u) := −[[F (u), cos(kz +
π
2
m)], cos(ℓz +
π
2
m′)]
= 6u cos(kz +
π
2
m) cos(ℓz +
π
2
m′).
Km,m
′,m′′
k,ℓ,j (u) := −[Jm,m
′
k,ℓ , cos(jz +
π
2
m′′)]
= 6 cos(kz +
π
2
m) cos(ℓz +
π
2
m′) cos(jz +
π
2
m′′). (3.3)
Therefore, for any k, ℓ, j ∈ Z, we have
cos((k + ℓ+ j)z) =
∑
m,m′,m′′∈{0,1}
Cm,m
′,m′′
1 K
m,m′,m′′
k,ℓ,j (u)
sin((k + ℓ+ j)z) =
∑
m,m′,m′′∈{0,1}
Cm,m
′,m′′
2 K
m,m′,m′′
k,ℓ,j (u)
(3.4)
where Cm,m
′,m′′
i , i = 1, 2 are some constants depending on k, ℓ, j,m,m
′,m′′.
3.2 Quadratic forms: lower bounds
Denote
〈QNφ, φ〉 :=
∑
06|k|6N
|〈φ, ek〉|2
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One easily sees that the following Proposition holds.
Proposition 3.1. Fix any integer N ∈ N, then for any U ∈ H and α ∈ (0, 1],
〈QNφ, φ〉 > α
2
‖φ‖2
holds for every φ ∈ Sα,N .
3.3 Quadratic forms: upper bounds
The aim of this subsection is to prove the following proposition.
Proposition 3.2. Fix T > 0, for any N > 1, α ∈ (0, 1], there are positive constant q1 =
q1(α,N, T ), q2 = q2(α,N, T ) such that the following holds. There exists a positive constant
ε∗ = ε∗(α,N, T ) > 0, such that, for any ε ∈ (0, ε∗], there exist a measurable set Ωε =
Ωε(α,N, T ) ⊆ Ω and positive constants C1 = C1(α,N, T ), C2 = C2(α,N, T ) such that
P((Ωε)
c) 6 C1ε
q1
and on the set Ωε one has
〈M0,Tφ, φ〉 6 ε‖φ‖2 ⇒ 〈QNφ, φ〉 6 C2εq2‖φ‖2
which is valid for any φ ∈ Sα,N .
M ek, k ∈ Zn, n = 0 Imk (Ut)
eℓej cos(kx+
π
2m)
ℓ, j ∈ Z0
ek, k ∈ Zn+1
Ω
1,m
ε,k
Lemma 3.2
Ω
2,m
ε,k Lemma 3.3
Ω
(3.4)(1.6)
n=n+1
Lemma 3.1
Ωε,M
Figure 1: An illustration of the structure of the lemmas that leads to the proof of Proposition 3.2. In this
figure, m ∈ {0, 1}, ℓ ∈ Z0. The solid arrows indicate that if one term is “small” then the other one “small”
on a set of large measure(displayed below or left of the arrow), where the meaning of “smallness” is made
precisely in each lemma. The dashed arrow with color green shows that the process is iterative. The dotted
arrow with color red signify that the new element is generated as a linear combination of elements from the
previous actually.
In the Figure 1, we give an illustration of the structure of lemmas in this subsection that
lead to a proof of Proposition 3.2.
Lemma 3.1. For any 0 < ε < ε0(T, E0), there exist a set Ωε,M and a constant C = CT with
P(Ωcε,M) 6 Cε
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such that on the set Ωε,M
〈M0,Tφ, φ〉 6 ε‖φ‖2
⇒ sup
t∈[T/2,T ]
|〈Kt,Tφ, eℓ〉| 6 ε1/8‖φ‖ (3.5)
for each ℓ ∈ Z0 and φ ∈ H.
Proof. Note that
〈M0,Tφ, φ〉 =
∑
ℓ∈Z0
(βℓ)
2
∫ T
0
〈eℓ,Kr,Tφ〉2dr
Define the function gφ(·) : [T/2, T ]→ R+,
gφ(t) :=
∑
ℓ∈Z0
(βℓ)
2
∫ t
0
〈eℓ,Kr,Tφ〉2dr
then
g′φ(t) =
∑
ℓ∈Z0
(βℓ)
2〈eℓ,Kt,Tφ〉2
g
′′
φ(t) = 2
∑
ℓ∈Z0
β2ℓ 〈eℓ,Kt,Tφ〉〈eℓ, ∂tKt,Tφ〉
Let
Ωε,M =
⋂
φ∈H,‖φ‖=1
{
sup
t∈[T/2,T ]
|gφ(t)| > ε or sup
t∈[T/2,T ]
|g′φ(t)| 6 ε1/4
}
.
It is obvious that (3.5) holds on Ωε,M. Setting α = 1 in [9, Lemma 6.2], by Lemmas 2.5,
2.6, one arrives at that
P
(
Ωcε,M
)
6 P
 ⋃
φ∈H,‖φ‖=1
{
sup
t∈[T/2,T ]
|gφ(t)| 6 ε and sup
t∈[T/2,T ]
|g′φ(t)| > ε1/4
}
6 Cε
∑
ℓ∈Z0
(βℓ)
4
E
[
sup
t∈[T/2,T ],‖φ‖=1
|〈eℓ,Kt,Tφ〉〈eℓ, ∂tKt,Tφ〉|2
]
6 Cε,
which completes the proof of this lemma.
Lemma 3.2. Fix k ∈ Z,m ∈ {0, 1}. For any 0 < ε < ε0(T ), there exist a set Ω1,mε,k and
C = Ck,m,T with
P((Ω1,mε,k )
c) 6 Cε,
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such that on the set Ω1,mε,k , it holds that for any φ ∈ H
sup
t∈[T/2,T ]
|〈Kt,Tφ, cos(kx+ π
2
m)〉| 6 ε‖φ‖ ⇒ sup
t∈[T/2,T ]
|〈Kt,Tφ, Imk (Ut))〉| 6 ε1/10‖φ‖. (3.6)
Proof. Define gφ(t) := 〈Kt,Tφ, cos(kx+ π2m)〉,∀t ∈ [0, T ]. Observing (2.3), one has
g′φ(t) = 〈Kt,Tφ, [F (Ut), cos(kz +
π
2
m)]〉
= 〈Kt,Tφ, Imk (Ut)〉.
Let α = 14 and define
Ω1,mε,k =
⋂
φ∈H,‖φ‖=1
{
sup
t∈[T/2,T ]
|gφ(t)| > ε or sup
t∈[T/2,T ]
|g′φ(t)| 6 εα/2(1+α)
}
.
Then on Ω1,mε,k , (3.6) holds. By [9, Lemma 6.2], it holds that
P
(
(Ω1,mε,k )
c
)
6 P
 ⋃
φ∈H,‖φ‖=1
{
sup
t∈[T/2,T ]
|gφ(t)| 6 ε and sup
t∈[T/2,T ]
|g′φ(t)| > εα/2(1+α)
}
6 CεE
[
sup
φ,‖φ‖=1
‖g′φ‖2/αCα[T/2,T ]
]
(3.7)
Note that
g′φ(t) = 〈Kt,Tφ, Imk (Ut)〉 = 〈Kt,Tφ,Af + 3U2t f − f〉,
where f : T→ R is a function given by f(z) = cos(kz + π2m). We have
‖g′φ‖Cα[T/2,T ]
6 C sup
t∈[T/2,T ]
|∂t〈Kt,Tφ,Af〉|+ C‖〈Kt,Tφ,U2t f〉‖Cα[T/2,T ] + C sup
t∈[T/2,T ]
|∂t〈Kt,Tφ, f〉|
6 C sup
t∈[T/2,T ]
|∂t〈Kt,Tφ,Af〉|+ C sup
t∈[T/2,T ]
‖∂tKt,Tφ‖H−2 sup
t∈[T/2,T ]
‖U2t f‖2
+C sup
t∈[T/2,T ]
‖Kt,Tφ‖ · ‖U2t f‖Cα([T/2,T ],H) + C sup
t∈[T/2,T ]
|∂t〈Kt,Tφ, f〉|
By (1.1), Lemma 2.4 and
‖(U2t1 − U2t2)f‖
|t1 − t2|α 6 (‖Ut1f‖+ ‖Ut2f‖) ·
‖Ut1 − Ut2‖
|t1 − t2|α 6 (‖Ut1‖+ ‖Ut2‖) ·
‖Ut1 − Ut2‖
|t1 − t2|α ,
we obtain
E‖U2t f‖pCα([T/2,T ],H) 6 CT,p, ∀p > 1.
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Therefore, by Lemmas 2.4,2.5,2.6 and the above equality, one arrives at that
E
[
sup
φ:‖φ‖=1
‖g′φ‖2/αCα[T/2,T ]
]
6 CT .
Combining the above inequality with (3.7), the proof is completed.
Lemma 3.3. Fix any k ∈ Z,m ∈ {0, 1}. For any 0 < ε < ε0(T ), there exist a set Ω2,mε,k and
C = CT,k with
P((Ω2,mε,k )
c) 6 Cε1/27, (3.8)
such that on the set Ω2,mε,k , it holds that for any φ ∈ H
sup
t∈[T/2,T ]
|〈Kt,Tφ, Imk (Ut)〉| 6 ε‖φ‖
⇒ sup
ℓ,j∈Z0
sup
t∈[T/2,T ]
|βℓβj| · |〈Kt,Tφ, eℓej cos(kx+ π
2
m)〉| 6 ε1/9‖φ‖.
(3.9)
Proof. Denote Lt = U0 +
∫ t
0 F (Us)ds, then we have
Imk (Ut) = A cos(kz +
π
2
m)− cos(kz + π
2
m) + 3U2t cos(kz +
π
2
m)
= A cos(kz +
π
2
m)− cos(kz + π
2
m) + 3
(
Lt +
∑
k∈Z0
βkekWk(t)
)2
cos(kz +
π
2
m)
= A cos(kz +
π
2
m)− cos(kz + π
2
m)
+3
(
L2t + 2Lt
∑
ℓ∈Z0
βℓeℓWℓ(t) +
∑
ℓ,j∈Z0
βℓeℓβjejWℓ(t)Wj(t)
)
cos(kz +
π
2
m).
Therefore,
〈Kt,Tφ, Imk (Ut)〉
= 〈Kt,Tφ,A cos(kz + π
2
m)− cos(kz + π
2
m) + 3L2t cos(kz +
π
2
m)〉
+6
∑
ℓ∈Z0
〈Kt,Tφ,Ltβℓeℓ cos(kz + π
2
m)〉Wℓ(t)
+3
∑
ℓ,j∈Z0
〈Kt,Tφ, βℓeℓβjej cos(kz + π
2
m)〉Wℓ(t)Wj(t)
:= A0(t) +
∑
ℓ∈Z0
AℓWℓ(t) +
∑
ℓ,j∈Z0
Aℓ,jWℓ(t)Wj(t).
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By Lemmas 2.4-2.6, for any T, p > 0, we have
E
[
sup
s 6=t∈[T/2,T ]
∣∣∣ |A0(t)−A0(s)||t− s| + ∑
ℓ∈Z0
|Aℓ(t)−Aℓ(s)|
|t− s| +
∑
ℓ,j∈Z0
|Aℓ,j(t)−Aℓ,j(s)|
|t− s|
∣∣∣p]
6 CT,p. (3.10)
Define
N1(φ) := sup
s 6=t∈[T/2,T ]
∣∣∣ |A0(t)−A0(s)||t− s| + ∑
ℓ∈Z0
|Aℓ(t)−Aℓ(s)|
|t− s| +
∑
ℓ,j∈Z0
|Aℓ,j(t)−Aℓ,j(s)|
|t− s|
∣∣∣,
N0(φ) := sup
s 6=t∈[T/2,T ]
∣∣∣|A0(t)|+ ∑
ℓ∈Z0
|Aℓ(t)|+
∑
ℓ,j∈Z0
|Aℓ,j(t)|
∣∣∣.
By [9, Theorem 6.4], there exists a set Ω#ε such that
P((Ω#ε )
c) 6 Cε, (3.11)
and on Ω#ε , we have
sup
t∈[T/2,T ]
|〈Kt,Tφ, Imk (U)〉| 6 ε⇒
{
either N0(φ) 6 ε1/9,
or N1(φ) > ε−1/27.
(3.12)
Therefore, we obtain
sup
t∈[T/2,T ]
|〈Kt,Tφ, Imk (U)〉| 6 ε⇒ N0(φ) 6 ε1/9 (3.13)
on a set
Ω2,mε,k := Ω
#
ε ∩ ∩φ∈H,‖φ‖=1{N1(φ) < ε−1/27}.
Combining (3.13) with the following fact
|〈Kt,Tφ, βℓeℓβjej cos(kz + π
2
m)〉| = |βℓβj | · |〈Kt,Tφ, eℓej cos(kz + π
2
m)〉|,
one arrives at (3.9). The desired result (3.8) is implied by (3.10) and (3.11).
Lemma 3.4. For any n ∈ N, and qn, Cn > 0, there exist pn+1, qn+1, Cn+1 > 0, a constant
C = C(n, T ), and a set Ωε,n with
P(Ωcε,n) 6 Cε
pn+1 ,
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such that on the set Ωε,n, it holds∑
k∈Zn,
sup
t∈[T/2,T ]
|〈Kt,Tφ, ek〉| 6 Cnεqn‖φ‖
⇒
∑
k∈Zn+1
sup
t∈[T/2,T ]
|〈Kt,Tφ, ek〉| 6 Cn+1εqn+1‖φ‖.
Proof. For any n > 0, by Hypothesis 1.1 and the definition of Zn, one sees that
∀k ∈ Zn ⇒ −k ∈ Zn. (3.14)
Thus, on the set {∑k∈Zn supt∈[T/2,T ] |〈Kt,Tφ, ek〉| 6 Cnεqn‖φ‖}, it holds that
sup
t∈[T/2,T ],k∈Zn,m∈{0,1}
|〈Kt,Tφ, cos(kz + π
2
m)〉| 6 Cnεqn‖φ‖.
By Lemma 3.2, for any k ∈ Zn,m ∈ {0, 1}, there exist a set Ω1,mε,k , C = Ck,m,T and p′n > 0
with
P((Ω1,mε,k )
c) 6 Cεp
′
n , (3.15)
such that on the set Ω1,mε,k , it holds that
sup
t∈[T/2,T ]
|〈Kt,Tφ, cos(kz + π
2
m)〉| 6 Cnεqn‖φ‖
⇒ sup
t∈[T/2,T ]
|〈Kt,Tφ, Imk (Ut))〉| 6 C ′n+1εq
′
n+1‖φ‖ (3.16)
for some C ′n+1, q
′
n+1 > 0.
By Lemma 3.3, for any k ∈ Zn,m ∈ {0, 1}, there exist p′′n, Cn+1, qn+1 and a set Ω2,mε,k such
that on Ω2,mε,k ,
sup
t∈[T/2,T ]
|〈Kt,Tφ, Imk (U)〉| 6 C ′n+1εq
′
n+1‖φ‖
⇒ sup
t∈[T/2,T ],ℓ,j∈Z0
|〈Kt,Tφ, eℓej cos(kz + π
2
m)〉| 6 Cn+1εqn+1‖φ‖, (3.17)
and
P((Ω2,mε,k )
c) 6 Cεp
′′
n . (3.18)
Let
Ωε,n = ∩k∈Zn,m∈{0,1}Ω1,mε,k ∩ Ω2,mε,k .
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By (3.16) and (3.17), on the set Ωε,n, it holds that∑
k∈Zn,
sup
t∈[T/2,T ]
|〈Kt,Tφ, ek〉| 6 Cnεqn‖φ‖
⇒ sup
t∈[T/2,T ]
sup
k ∈ Zn, ℓ, j ∈ Z0
m ∈ {0, 1}
|〈Kt,Tφ, eℓej cos(kz + π
2
m)〉| 6 Cn+1εqn+1‖φ‖
for some Cn+1, qn+1 > 0. Since (3.14) holds for n = 0, on the set Ωε,n, it also holds that∑
k∈Zn,
sup
t∈[T/2,T ]
|〈Kt,Tφ, ek〉| 6 Cnεqn‖φ‖
⇒ sup
t∈[T/2,T ]
sup
k ∈ Zn, ℓ, j ∈ Z0
m,m′,m′′ ∈ {0, 1}
|〈Kt,Tφ, cos(ℓz + π
2
m′) cos(jz +
π
2
m′′) cos(kz +
π
2
m)〉| 6 Cn+1εqn+1‖φ‖.
Therefore, based on (3.3)(3.4) and (3.15)(3.18), we complete the proof.
We are now in a position to give a proof of Proposition 3.2:
Proof. First, we recall the definition of Ωε,M in Lemma 3.1 and let C0 = 1, q0 =
1
8 . For any
n ∈ N, after we have defined the constant Cn, qn, we define pn+1, qn+1, Cn+1,Ωε,n by Lemma
3.4.
Let
Ωε = Ωε,M ∩ ∩Nn=1Ωε,n.
Noting Kt,Tφ = φ for t = T, by Lemmas 3.1, 3.4, for some positive constants p∗N , q∗N , C =
C(T,N), we have
P((Ωε)
c) 6 Cεp
∗
N ,
and
〈M0,Tφ, φ〉 6 ε‖φ‖2 ⇒ 〈QNφ, φ〉 6 Cεq∗N‖φ‖2,
which is valid on the set Ωε for any φ ∈ Sα,N . The proof of Proposition 3.2 is finished.
3.4 Proof of Theorem 3.1
The aim of this subsection is to give the proof of Theorem 3.1.
Proof. Let Ωε be a set given by Proposition 3.2. Let ε
∗ be a constant such that for any
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ε ∈ (0, ε∗]
α
2
> C2ε
q2 , (3.19)
where, C2, q2 are the constants appeared in Proposition 3.2.
By Proposition 3.2, for some C1, q1 > 0, we have
P((Ωε)
c) 6 C1ε
q1 .
On the set Ωε, for any φ ∈ Sα,N , if
〈M0,Tφ, φ〉 < ε‖φ‖2,
by Proposition 3.1 and Proposition 3.2, we have
α
2
‖φ‖2 6 〈QNφ, φ〉 6 C2εq2‖φ‖2,
which contradicts with (3.19). Therefore, (3.2) holds on the set Ωε and we complete the proof
of Theorem 3.1.
Using Theorem 3.1, we obtain the following gradient estimate. The method to prove the
this Proposition is classical in this paper. One can see [9][11][12][13] etc.
Proposition 3.3. For some γ0 > 0 and every η > 0, U0 ∈ H, the Markov semigroup {Pt}t>0
defined by (1.9) satisfies the following estimate
‖∇PtΦ(U0)‖ 6 C
(√
Pt(|Φ|2)(U0) + e−γ0t
√
Pt(‖∇Φ‖2)(U0)
)
for every t > 0 and Φ ∈ Cb(H), where C is a constant independent of t, U0 and Φ.
Proof. Our proof is very similar to that in [9, Section 3] except some little changes.
We build the control v and derive the associated ρt = J0,tξ − A0,tv in (2.5) using the
same interative construction as that in [9]. Denote by vs,t the control v restricted to the
time interval [s, t]. Obviously, ρ0 = ξ and ρt depends on ξ, t, v0,t. For each even non-negative
integer n ∈ 2N, having determined v0,n and ρn, we set
vn,n+1(r) : = (A∗n,n+1(Mn,n+1 + Iβ)−1Jn,n+1ρn)(r), vn+1,n+2(r) = 0,
for r ∈ [n, n+ 2], where β = β(n) > 0 is to be determined in (3.22) below.
We define
Rβn,n+1 := β(Mn,n+1 + Iβ)−1.
28
As that in [9], we split ρn+2 = ρ
H
n+2 + ρ
L
n+2, where
ρHn+2 = Jn+1,n+2QNRβn,n+1Jn,n+1ρn, ρLn+2 = Jn+1,n+2PNRβn,n+1Jn,n+1ρn. (3.20)
By (2.6), for some absolute constant C0 > 1, we have
E(1 + ‖U8n+1‖2)
∣∣Fn 6 C0.
Set δ = 1
29C0
. By the above inequality, Lemma 2.8 and (2.18)(2.22), one sees that
E(‖ρHn+2‖8|Fn) 6 ‖ρn‖8E
(
E
(‖Jn+1,n+2QN‖8|Fn+1) · ‖Jn,n+1‖8∣∣Fn)
6 ‖ρn‖8E
(
δ(1 + ‖U8n+1‖2)) · ‖Jn,n+1‖8
∣∣Fn)
6 C0δ‖ρn‖8 (3.21)
for appropriate N = N(δ). Fix such an N in (3.20). Following the lines in the [9, Lemma
3.1], noting Lemmas 2.5-2.9 and Theorem 3.1, there exists β = β(n) > 0 such that
E(‖ρLn+2‖8|Fn) 6 δ‖ρn‖8. (3.22)
By (3.21) and (3.22), we have
E(‖ρn+2‖8|Fn) 6 27E(‖ρLn+2‖8 + ‖ρHn+2‖8|Fn) 6 27 · 2C0δ‖ρn‖8 =
1
2
‖ρn‖8
which implies that, for any even non-negative integer n, we have
E‖ρn‖8 6 2−n/2‖ξ‖8. (3.23)
Based on (3.23) the estimates in Section 2, following the lines in [9, Section 3], we deduce
that
sup
‖ξ‖=1,t>0
E
∣∣∣∣∫ t
0
v · dW
∣∣∣∣ 6 C
and for some γ0 > 0,
sup
‖ξ‖=1
E‖ρt‖2 6 Ce−γ0t.
By [9, Section 3.1], we complete our proof.
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4 Proof of Theorem 1.1
Let H be a Banach space. Recall that
d(x, y) = 1 ∧ δ−1‖x− y‖, ∀x, y ∈ H,
where δ is a small parameter to be adjusted later on. On the set
Pr1(H) :=
{
µ ∈ Pr(H) :
∫
H
d(0, u)dµ(u) <∞
}
,
the metric d induces a Wasserstein-Kantorovich distance defined by
d(µ1, µ2) = sup
‖Φ‖d61
∣∣∣∣∫
H
Φ(x)µ(dx)−
∫
H
Φ(x)ν(dx)
∣∣∣∣
where ‖Φ‖d denotes the Lipschitz constant of Φ in the metric d.
We recall the following abstract results. Then, we give a proof of Theorem 1.1.
Theorem 4.1. (See [12, Theorem 2.5].) Let (Pt)t>0 be a Markov semigroup over a Banach
space H satisfying
(1) there exist constants α ∈ (0, 1), C > 0 and T1 > 0 such that
‖DPtΦ‖∞ 6 C‖Φ‖∞ + α1‖DΦ‖∞, (4.1)
for every t > T1 and every Fre´chet differentiable function Φ : H → R;
(2) for every δ > 0, there exists a T2 = T2(δ) so that for any t > T2 there exists an a > 0
so that
sup
Γ∈C(P ∗t δU0 ,P
∗
t δU˜0
)
Γ{(U ′, U ′′) ∈ H ×H : ‖U ′ − U ′′‖ < δ} > a, (4.2)
for every U0, U˜0 ∈ H. Here δU is the dirac measure concentrated at U , the operator P ∗t
is defined by (1.10) and C(µ1, µ2) denotes the set of all measures π on H ×H such that
π(A×H) = µ1(A) and π(H ×A) = µ2(A) for every Borel set A ⊂ H,
Then, there exist constants δ > 0, α < 1 and T > 0 such that
d(P ∗Tµ1, P
∗
Tµ2) 6 αd(µ1, µ2) (4.3)
for every pair of probability measures µ1, µ2 on H. In particular, (Pt)t>0 has a unique in-
variant measure µ∗ and its transition probabilities converge exponentially fast to µ∗.
Theorem 4.2. (See [14, Theorem 2.1].) Let (Pt)t>0 be a Feller Markov semigroup on a met-
ric space (H, d) with the continuity property: limt→0 PtΦ(U0) = Φ(U0) for all Φ ∈ Cb(H), U0 ∈
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H. Let Pt(U0, A) be the associated transition functions. Suppose that (Pt)t>0 satisfy
(1) for some C, γ > 0 and every µ1, µ2 ∈ Pr1(H),
d(P ∗t µ1, P
∗
t µ2) 6 Ce
−γtd(µ1, µ2), (4.4)
(2) for every R > 0
sup
t>0
sup
U0∈BR
∫
H
|d(0, U)|3Pt(U0,dU) <∞, (4.5)
where BR := {U0 ∈ H, d(0, U0) < R}.
Then, there exists a unique invariant probability measure µ∗ ∈ Pr1(H) such that for any
Φ ∈ C1(H) and any U0 ∈ H
lim
T→∞
1
T
∫ T
0
Φ(U(t, U0))dt =
∫
H
Φ(U¯)dµ∗(U¯) =: mΦ in probability.
Moreover, the limit σ2 = limT→∞
1
T E
(∫ T
0 (Φ(U(t, U0))−mΦ)dt
)2
exists and
lim
T→∞
P
(
1√
T
∫ T
0
(Φ(U(t, U0))−mΦ)dt < ξ
)
= Xσ(ξ),
where Xσ is the distribution function of a normal random variable with zero mean and vari-
ance σ2.
We are now in a position to give a proof of Theorem 1.1.
Proof. Recall that Ut = U(t, U0) is the solution of (1.1). For any t > 0, U0 ∈ H and E ∈ B(H),
Pt(U0, E), Pt and P
∗
t are defined by (1.8)-(1.10) respectively.
We divide our proof into two parts (a) and (b). In the first part (a), we use Theorem 4.1
to prove (1.11). In the second part (b), we use Theorem 4.2 to give a proof of (1.12) and
(1.13).
(a) First, by Proposition 3.3, (4.1) holds. For any r > 0, we use Br to denote {U ′ ∈
H, ‖U ′‖ 6 r}. Following the same way as that in [9, Page 2489], one arrives at that for any
ג, δ > 0 there exists T∗ = T∗(ג, δ) > 0 such that
inf
‖U‖6ג
PT (U,Bδ) > 0, (4.6)
for any T > T∗.
By Lemma 2.1, there exist positive constants C1 and γ such that for any ג, δ > 0 and
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T > t = 1, we have
PT
(
U0, B δ
2
)
=
∫
H
Pt
(
U0,dU
)
PT−t
(
U,B δ
2
)
>
∫
Bג
Pt
(
U0,dU
)
inf
U∈Bג
PT−t
(
U,B δ
2
)
> (1− E‖Ut‖
ג
) inf
U∈Bג
PT−t
(
U,B δ
2
)
> (1− C1(1 + t
−γ)
ג
) inf
U∈Bג
PT−t
(
U,B δ
2
)
> (1− 2C1
ג
) inf
U∈Bג
PT−t
(
U,B δ
2
)
, (4.7)
where Ut is the solution to equation (1.1) with initial value U0. In the above inequality, we
set ג = 4C1. By (4.6), there exists T
∗ = T ∗(ג, δ) such that for any T > T ∗,
inf
‖U‖6ג
PT−t(U,B δ
2
) > 0.
Combining the above inequality with (4.7), noting ג = 4C1, one arrives at that
inf
U0∈H
PT (U 0, B δ
2
) > 0 (4.8)
for T > T ∗.
For any U0, U˜0 ∈ H and T > 0, we define Γ˜U0,U˜0 ∈ Pr(H ×H) by
Γ˜
U0,U˜0
(A1 ×A2) := PT (U0, A1)PT (U˜0, A2) for any A1, A2 ∈ B(H).
Then, by (4.8), we have
sup
Γ∈C(P ∗t δU0 ,P
∗
t δU˜0
)
Γ{(U ′, U ′′) ∈ H ×H : ‖U ′ − U ′′‖ < δ}
> Γ˜U0,U˜0
{
(U ′, U ′′) ∈ H ×H : ‖U ′ − U ′′‖ < δ}
> PT
(
U0, B δ
2
)
· PT
(
U˜0, B δ
2
)
>
(
inf
U0∈H
PT (U0, B δ
2
)
)2
> 0
which yields (4.2).
By Theorem 4.1, for some α < 1, T > 0 and every pair of probability measures µ1, µ2 on
H, we have
d(P ∗Tµ1, P
∗
Tµ2) 6 αd(µ1, µ2).
Therefore, for some C, γ > 0 and every µ1, µ2 ∈ Pr1(H), we have
d(P ∗t µ1, P
∗
t µ2) 6 Ce
−γtd(µ1, µ2). (4.9)
Also by Theorem 4.1, (Pt)t>0 has a unique invariant measure µ∗.
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In (4.9), letting µ1 = P
∗
t δU0 and µ2 = µ∗, one sees that
d(P ∗t δU0 , P
∗
t µ
∗) 6 Ce−γtd(δU0 , µ
∗),
which implies
sup
‖Φ‖d61
∣∣∣∣PtΦ(U0)− ∫
H
Φ(z)µ∗(dz)
∣∣∣∣ 6 Ce−γt.
We complete the proof of (1.11).
(b) By Itô formula and (1.1), for any η > 0, it gives that
η‖Ut‖2 − η‖U0‖2 + 2η
∫ t
0
‖Us‖21ds
= ηE0t+ 2η
∫ t
0
〈Us, GdWs〉+ 2η
∫ t
0
〈Us, Us〉ds− 2η
∫ t
0
〈Us, U3s 〉ds
6 η(E0 + 4π)t+ 2η
∫ t
0
〈Us, GdWs〉 − 2η
∫ t
0
‖Us(z)‖2ds.
Let U¯(t) = η‖Ut‖2, Z¯(t) = η‖Ut‖21 + η‖Ut‖2, then we have
η(E0 + 4π)− 2η‖Us‖21 − 2η‖Us‖2 6 η(E0 + 4π)− 2Z¯(t),
4η2|〈Us, G〉|2 6 4ηE0Z¯(t).
By [12, lemma 5.1], there exists η∗ > 0, such that for any η ∈ (0, η∗]
E
[
exp
{
η‖Ut‖2H +
1
2
e−t/2
∫ t
0
η‖Us‖21ds
}]
6 C(η, E0) exp{η‖U(0)‖2e−t},
which yields (4.5).
The Feller property and stochastic continuity of Pt follow immediately from the well-
posedness properties of (1.1) as recalled in Proposition 2.1.
Therefore, by (4.9) and the arguments above, the conditions of Theorem 4.2 hold for Pt
and we finish the proof of (1.12) and (1.13).
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