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While the enhancement of the spin-space symmetry from the usual SU(2) to SU(N) is promising
for finding nontrivial quantum spin liquids, its realization in magnetic materials remains challenging.
Here we propose a new mechanism by which the SU(4) symmetry emerges in the strong spin-orbit
coupling limit. In d1 transition metal compounds with edge-sharing anion octahedra, the spin-orbit
coupling gives rise to strongly bond-dependent and apparently SU(4)-breaking hopping between the
Jeff = 3/2 quartets. However, in the honeycomb structure, a gauge transformation maps the system
to an SU(4)-symmetric Hubbard model. In the strong repulsion limit at quarter filling, as realized
in α-ZrCl3, the low-energy effective model is the SU(4) Heisenberg model on the honeycomb lattice,
which cannot have a trivial gapped ground state and is expected to host a gapless spin-orbital
liquid. By generalizing this model to other three-dimensional lattices, we also propose crystalline
spin-orbital liquids protected by this emergent SU(4) symmetry and space group symmetries.
PhySH: Frustrated magnetism, Spin liquid, Quantum spin liquid
Introduction. — Nontrivial quantum spin liquids
(QSLs) are expected to exhibit many exotic properties
such as fractionalized excitations [1, 2], in addition to
the absence of the long-range order. Despite the vigor-
ous studies in the last several decades, however, material
candidates for such QSLs are still rather limited.
An intriguing scenario to realize a nontrivial QSL is
by generalizing the spin system, which usually consists of
spins representing the SU(2) symmetry, to SU(N) “spin”
systems with N > 2. We expect stronger quantum fluc-
tuations in SU(N) spin systems with a larger N , which
could lead the system to an SU(N) QSL even on un-
frustrated, bipartite lattices, including the honeycomb
lattice [3–6].
The SU(N) spin systems with N > 2 can be realized in
ultracold atomic systems, using the nuclear spin degrees
of freedom [7]. In electron spin systems, however, real-
ization of this SU(N) symmetry is more challenging. It
would be possible to combine the spin and orbital degrees
of freedom, so that local electronic states are identified
with a representation of SU(N). QSL realized in this con-
text may be called quantum spin-orbital liquids (QSOLs)
because it involves spin and orbital degrees of freedom.
Despite the appeal of such a possibility, the actual Hamil-
tonian is usually not SU(N)-symmetric, reflecting the dif-
ferent physical origins of the spin and orbital degrees of
freedom. For example, the relevance of an SU(4) QSOL
has been discussed for Ba3CuSb2O9 (BCSO) with a dec-
orated honeycomb lattice structure [5, 8, 9]. It turned
out, however, that the estimated parameters for BCSO
are rather far from the model with an exact SU(4) sym-
metry [10]. Moreover, the spin-orbit coupling (SOC) and
the directional dependence of the orbital hopping usually
break both the spin-space and orbital-space SU(2) sym-
metries, as exemplified in iridates [11]. Thus, it would
seem even more difficult to realize an SU(N)-symmetric
system in real magnets with SOC. (See Refs. [12–15] for
proposed realization of SU(N) symmetry. However, they
do not lead to QSOL because of their crystal structures.)
In this Letter, we demonstrate a novel mechanism for
realizing an SU(4) spin system in a solid-state system
with an onsite SOC. Paradoxically, the symmetry of the
spin-orbital space can be enhanced to SU(4) when the
SOC is strong. In particular, we propose α-ZrCl3 [16–
18] as the first candidate for an SU(4)-symmetric QSOL
on the honeycomb lattice. Its d1 electronic configuration
in the octahedral ligand field, combined with the strong
SOC, implies that the ground state of the electron is
described by a Jeff = 3/2 quartet [19]. In fact, the re-
sulting effective Hamiltonian appears to be anisotropic
in the quartet space. Nevertheless, we show that the
model is gauge-equivalent to an SU(4)-symmetric Hub-
bard model. In the strong repulsion limit, its low-energy
effective Hamiltonian is the Kugel-Khomskii model [20]
on the honeycomb lattice, exactly at the SU(4) symmet-
ric point:
Heff = J
∑
〈ij〉
(
Si · Sj + 1
4
)(
Ti · Tj + 1
4
)
, (1)
where J > 0, and Sj and Tj are pseudospin-1/2 operators
defined for each site j. The SU(4) symmetry can be made
manifest by rewriting the Hamiltonian, up to a constant
shift, as Heff =
J
4
∑
〈ij〉 Pij , where the spin state at each
site forms the fundamental representation of SU(4), and
Pij is the operator which swaps the states at sites i and j.
This is a natural generalization of the antiferromagnetic
SU(2) Heisenberg model to SU(4).
The ground state of the SU(2) spin-1/2 antiferromag-
net on the honeycomb lattice is simply Ne´el-ordered [21,
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2FIG. 1. Geometric structure of honeycomb α-ZrCl3. Cyan
and light green spheres represent Zr and Cl, respectively. The
crystallographic axes are shown and labelled as the 1- and 2-
directions.
22], reflecting the unfrustrated nature of the lattice. On
the other hand, the SU(N) generalization of the Ne´el
state by putting different flavors on neighboring sites
gives a macroscopic number of classical ground states
when N > 2 [23–25], implying its instability. In fact, it
was argued that the SU(4) antiferromagnet on the hon-
eycomb lattice has a QSOL ground state without any
long-range order [5, 6].
Candidate materials. — As we mentioned in the Intro-
duction, we propose α-ZrCl3 with a honeycomb geometry
as the first candidate for the d1 honeycomb system, as
shown in Fig. 1. More generally, we consider the class
of materials α-MX3, with M = Ti, Zr, Hf, etc., X = F,
Cl, Br, etc. Their crystal structure is almost the same as
that of α-RuCl3, which is known to be an approximate
realization of the Kitaev honeycomb model [26, 27]. How-
ever, the electronic structure of α-MX3 is different from
α-RuCl3: here, M is in the 3+ state with a d
1 electronic
configuration in the octahedral ligand field. Our strat-
egy for the realization of SU(4) spin models starts with a
low-energy quartet of electronic states with the effective
angular momentum Jeff = 3/2 on each M .
For this description to be valid, the SOC has to be
strong enough. As the atomic number increases from Ti
to Hf, SOC gets stronger and the description by the effec-
tive angular momentum becomes exact. The compounds
α-MCl3 with M = Ti, Zr and related Na2VO3 have been
already reported experimentally. For α-TiCl3, a struc-
tural transition and opening of the spin gap at T = 217 K
have been reported [28]. This implies a small SOC, as it is
consistent with a massively degenerate manifold of spin-
singlets expected in the limit of a vanishing SOC [29]. In
compounds with heavier elements, the strong SOC can
convert this extensively degenerate manifold of product
FIG. 2. (a) Superexchange pathways between two Zr ions
connected by a c-bond (blue) in α-ZrCl3. White and grey
spheres represent Zr and Cl atoms, respectively. (b) Three
different types of bonds in α-ZrCl3. Red, light green, and
blue bonds represent a-, b-, and c-bonds on the yz-, zx-, and
xy-planes, respectively.
states into a resonating quantum state. Thus, we expect
realization of the SU(4) QSOL due to strong SOC with
metal ions heavier than Ti. In the following, we pick
up α-ZrCl3 as an example, although the same analysis
should apply to α-HfCl3, and A2M
′O3 (A = Na, Li, etc.,
M ′ = Nb, Ta, etc.) as well.
Effective Hamiltonian. — In the strong ligand field,
the description with one electron in the threefold degen-
erate t2g-shell for α-ZrCl3 becomes exact. We denote
these dyz, dzx, and dxy-orbitals by a, b, c, respectively.
Let ajσ, bjσ and cjσ represent annihilation operators on
these orbitals on the j-th site of Zr3+ with spin-σ, and
nξσj with ξ ∈ {a, b, c} be the corresponding number op-
erators. We also use this (a, b, c) = (yz, zx, xy) nota-
tion to label bonds: each Zr — Zr bond is called ξ-bond
(ξ = a, b, c) when the superexchange pathway is on the
ξ-plane [30], as illustrated in Fig. 2.
We define a Jeff = 3/2 quartet spinor as ψ =
(ψ↑↑, ψ↑↓, ψ↓↑, ψ↓↓)t = (ψ3/2, ψ−3/2, ψ1/2, ψ−1/2)t, where
ψJz is the annihilation operator for the |J = 3/2, Jz〉
state. Assuming the SOC is the largest electronic en-
ergy scale, except for the ligand field splitting, fermionic
operators can be rewritten by the quartet ψjτσ as follows.
a†jσ =
σ√
6
(ψ†j↑σ¯ −
√
3ψ†j↓σ), (2)
b†jσ =
i√
6
(ψ†j↑σ¯ +
√
3ψ†j↓σ), (3)
c†jσ =
√
2
3
ψ†j↑σ, (4)
where the indices τ and σ of ψjτσ label the pseudoorbital
and pseudospin indices, respectively. We begin from the
3following Hubbard Hamiltonian for α-ZrCl3,
H =− t
∑
σ,〈ij〉∈α
(β†iσγjσ + γ
†
iσβjσ) + h.c.
+
U
2
∑
j,(δ,σ)6=(δ′,σ′)
nδσjnδ′σ′j , (5)
where t is a real-valued hopping parameter through the
hopping shown in Fig. 2(a), U > 0 is the Hubbard inter-
action, 〈ij〉 ∈ α means that the bond 〈ij〉 is an α-bond,
〈α, β, γ〉 runs over every cyclic permutation of 〈a, b, c〉,
and δ, δ′ ∈ {a, b, c}. By inserting Eqs. (2)-(4), we get
H = − t√
3
∑
〈ij〉
ψ†iUijψj + h.c.+
U
2
∑
j
ψ†jψj(ψ
†
jψj − 1),
(6)
where ψj is the Jeff = 3/2 spinor on the jth site, and
Uij = Uji is a 4× 4 matrix
Uij =

Ua = τy ⊗ I2 (〈ij〉 ∈ a)
U b = −τx ⊗ σz (〈ij〉 ∈ b)
U c = −τx ⊗ σy (〈ij〉 ∈ c)
, (7)
where Im is the m × m identity matrix, while τ and
σ are Pauli matrices acting on the τ and σ indices of
ψjτσ, respectively. We note that U
a,b,c are unitary and
Hermitian, and thus Uji = Uij
† = Uij .
Now we consider a (local) SU(4) gauge transformation,
ψj → gj · ψj , Uij → giUijg†j , (8)
where gj is an element of SU(4) defined for each site j.
For every loop C on the lattice, the SU(4) flux defined
by the product
∏
〈ij〉∈C Uij is invariant under the gauge
transformation.
Remarkably, for each elementary hexagonal loop
(which we call plaquette) p in the honeycomb lattice with
the coloring illustrated in Fig. 2(b),∏
〈ij〉∈p
Uij = U
aU bU cUaU bU c = (UaU bU c)2 = −I4, (9)
which corresponds to just an Abelian phase pi. Since all
the flux operators on the honeycomb lattice can be made
of some product of these plaquettes, there is an SU(4)
gauge transformation to reduce the model (6) to the pi-
flux Hubbard model H with a global SU(4) symmetry,
as proven in Sec. A of SM [31].
H = − t√
3
∑
〈ij〉
ηijψ
†
iψj + h.c.+
U
2
∑
j
ψ†jψj(ψ
†
jψj − 1),
(10)
where the definition of ηij = ±1, arranged to insert a
pi flux inside each plaquette, is included in Sec. A of
SM [31]. At quarter filling, i.e. one electron per site,
which is the case in α-ZrCl3, the system becomes a Mott
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FIG. 3. Other possible superexchange pathways between two
metal ions. (a) Zr — O — O — Zr. (b) Oxalate-based metal-
organic motif. (E = O, S, NH.) (c) Tetraaminopyrazine-
bridged metal-organic motif.
insulator for a sufficiently large U/|t|. The low-energy
effective Hamiltonian for the spin and orbital degrees
of freedom, obtained by the second-order perturbation
theory in t/U, is the Kugel-Khomskii model exactly at
the SU(4) point (1), with S = σ/2, T = τ/2, and
J = 8t2/(3U) in the transformed basis set. We note
that the effective Hamiltonian does not depend on the
phase factor ηij , as it cancels out in the second-order
perturbation in t/U . Corboz et al. argued that this
SU(4) Heisenberg model on the honeycomb lattice hosts
a gapless QSOL [5]. Therefore, we have found a possible
realization of gapless QSOL in α-ZrCl3 with an emergent
SU(4) symmetry.
The nontrivial nature of this model may be understood
in terms of the Lieb-Schultz-Mattis-Affleck (LSMA) the-
orem for the SU(N) spin systems [25, 32–34], general-
ized to higher dimensions [32, 35–38]. As a result, under
the SU(N) symmetry and the translation symmetry, the
ground state of the SU(N) spin system with n spins of
the fundamental representation per unit cell cannot be
unique, if there is a non-vanishing excitation gap and
n/N is not an integer. This rules out a featureless Mott
insulator phase, which is defined as a gapped phase with
a unique ground state, namely without any spontaneous
symmetry breaking or topological order.
For the honeycomb lattice (n = 2) there is no LSMA
constraint for an SU(2) spin system [39]. Nevertheless,
for the SU(4) spin system we discuss in this Letter, a
two-fold ground-state degeneracy is required to open the
gap. This suggests the stability of a gapless QSOL phase
of the SU(4) Heisenberg model on the honeycomb lat-
tice. Especially, assuming the pi-flux Dirac spin-orbital
liquid ansatz proposed in Ref. [5] is correct, a mass gap
for the Dirac spectrum is forbidden unless the SU(4) or
translation symmetry is broken. Detailed analysis based
on the LSMA theorem will be discussed in a separate
publication [40].
Other possible structures. — In addition to three-
dimensional (3D) inorganic polymorphs [31], metal-
organic frameworks (MOFs) with motifs listed in Fig. 3
are an interesting playground to explore a variety of
SU(4) QSOLs. It was recently argued [41] that Kitaev
spin liquids can be realized in MOFs by a mechanism sim-
ilar to the one in iridates [11]. Since the present deriva-
4tion of an emergent SU(4) symmetry shares the same t2g
hopping model as in Ref. [11], it is also expected to apply
to Zr- or Hf-based MOFs. While Fig. 3(a) is the longer
superexchange pathways expected in oxides similar to
triangular iridates [42], Fig. 3(b) and (c) show the su-
perexchange pathways possible in Zr- or Hf-based MOFs.
With these oxalate- or tetraaminopyrazine-based ligands,
we can expect the two independent superexchange path-
ways similar to α-ZrCl3 as discussed in Ref. [41].
Following the case of the honeycomb lattice, we can re-
peat the same analysis to derive the effective spin-orbital
model for each 3D tricoordinated lattice. Recently, the
classification of spin liquids on various tricoordinated lat-
tices attracts much attention, so it is worth investigat-
ing [43–45]. All the tricoordinated lattices considered in
this Letter are listed in Table I. The Table is based on the
classification of tricoordinated nets by Wells [46]. We use
a Schla¨fli symbol (p, c) to label a lattice, where p is the
shortest elementary loop length of the lattice, and c = 3
means the tricoordination of the vertices. For exam-
ple, (6,3) is the two-dimensional (2D) honeycomb lattice,
and all the other lattices are 3D tricoordinated lattices,
distinguished by additional letters following Wells [46].
82.10-a is a nonuniform lattice and, thus, the notation is
different from the other lattices.
Generalizing the discussion on the honeycomb lattice,
if the SU(4) flux for any loop C is reduced to an Abelian
phase ζC as
∏
〈ij〉∈C Uij = ζCI4 (for
∀C), the Hubbard
model acquires the SU(4) symmetry. We have exam-
ined [31, 40] this for each lattice in Table I, where a
checkmark is put on the SU(4) column if the above condi-
tion holds. Moreover, in order to form a stable structure
with the present mechanism, the bonds from each site
must form 120 degrees and an octahedral coordination.
This condition is again checked for each lattice, and in-
dicated in the 120◦ bond column [45] of Table I. We also
put a checkmark on the LSMA column, when the LSMA
theorem implies a ground state degeneracy or gapless ex-
citations for the SU(4)-symmetric Hubbard model. For
example, the LSMA constraint applies to the (8,3)-b lat-
tice, since n/N = 6/4 is fractional.
Crystalline spin-orbital liquids. — Finally, we would
like to discuss the generalization of the concept of crys-
talline spin liquids (XSL) [48] to SU(4)-symmetric sys-
tems. In the context of gapless Kitaev spin liquids as
proposed in Ref. [48], a crystalline spin liquid is defined
as a spin liquid state where a gapless point (or a gapped
topological phase) is protected not just by the unbroken
time-reversal or translation symmetry, but by the space
group symmetry of the lattice. In the (10,3) lattices listed
in Table I, the unit cell consists of a multiple of 4 sites,
and thus the generalized LSMA theorem seems to allow
a featureless insulator if we only consider the translation.
Following Refs. [49–51], however, we can effectively re-
duce the size of the unit cell by dividing the unit cell
by the nonsymmorphic symmetry, and thus the filling
TABLE I. Tricoordinated lattices discussed in this Letter.
Space groups are shown in number indices. Nonsymmorphic
ones are underlined. n is the number of sites per unit cell.
Wells’
notation
Lattice name SU(4) 120◦
bond
n Space
group
LSMA
(10,3)-a hyperoctagon Xa X 4 214 Xb
(10,3)-b hyperhoneycomb Xa X 4 70 Xb
(10,3)-d − Xa − 8 52 Xb
(9,3)-a hypernonagon − − 12 166 −
82.10-a − X X 8 141 −
(8,3)-b hyperhexagon X X 6 166 Xc
− stripyhoneycomb X X 8 66 −
(6,3) 2D honeycomb X X 2 Xd
a The product of hopping matrices along every elementary loop is
unity, resulting in the SU(4) Hubbard model with zero flux.
b Nonsymmorphic symmetries of the lattice are enough to protect
a QSOL state, i.e. hosting an XSOL state.
c Although the model has a pi flux, with an appropriate gauge
choice the unit cell is not enlarged. Therefore, the LSMA
theorem straightforwardly applies to the pi-flux SU(4) Hubbard
model.
d While the standard LSMA theorem is not effective for the
pi-flux SU(4) Hubbard model here, the magnetic translation
symmetry works to protect a QSOL state [47].
constraint becomes tighter with a nonsymmorphic space
group. Even in the (10,3) lattices, the gapless QSOL
state can be protected by the further extension of the
LSMA theorem [40]. We call them crystalline spin-orbital
liquids (XSOLs) in the sense that these exotic phases are
protected in the presence of both the SU(4) symmetry
and (nonsymmorphic) space group symmetries. We put
a checkmark on the LSMA column of Table I if either the
standard or extended LSMA theorem applies.
Discussions. — We found that, as a consequence of
the combination of the octahedral ligand field and SOC,
SU(4) symmetry emerges in α-ZrCl3. In addition to the
ZrCl3 (or A2M
′O3 [31]) family we have discussed, Zr-
or Hf-based MOFs could also realize SU(4) Heisenberg
models on various tricoordinated lattices. Especially, 3D
(10,3)-a [52], (10,3)-b [53], and 82.10-a [48, 54] lattices,
as well as the 2D honeycomb lattice [55], were already
realized in some MOFs with an oxalate ligand. Thus we
can expect that microscopic models defined by Eq. (5)
on various tricoordinated lattices will apply in the same
way as the honeycomb α-ZrCl3 if we replace the metal
ions of these MOFs with Zr3+, Hf3+, Nb4+, or Ta4+ [41].
It would be also interesting to investigate SU(4)
Heisenberg models on nontricoordinated lattices. Espe-
cially, on the lattice with 1 or 3 sites per unit cell, the
LSMA theorem can exclude the possibility of a simply
gapped Z2 spin liquid and suggests a Z4 QSOL or new
symmetry-enriched topological phases instead.
Experimentally, muon spin resonance or nuclear mag-
netic resonance (NMR) experiments can rule out the ex-
5istence of long-range magnetic ordering or spin freezing
in the spin sector. In the orbital sector, a possible ex-
perimental signature to observe the absence of orbital
ordering or freezing should be finite-frequency electron
spin resonance (ESR) [56] or extended X-ray absorption
fine structure [9]. Especially, finite-frequency ESR can
observe the dynamical Jahn-Teller (JT) effect [57, 58],
where the g-factor isotropy directly signals the quan-
tum fluctuation between different orbitals [56, 59, 60].
This is applicable to our case because of the shape dif-
ference in the Jeff = 3/2 orbitals [19], and the static JT
distortion will result in the anisotropy in the in-plane
g-factors [61] [62]. In addition, the specific heat or ther-
mal transport measurements can distinguish between the
gapped and gapless spectra. The emergent SU(4) sym-
metry would result in changing the universality class of
critical phenomena, or in the accidental coincidence be-
tween the time scales of two different excitations for spins
and orbitals observed by NMR and ESR, respectively.
Note added. — Following the early version of the
present paper on arXiv, a microscopic derivation of the
SU(4) model on the hyperhoneycomb lattice has been
reported [63].
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In this Supplemental Material, we have Section A: Boundary condition effects on the SU(N) gauge transformation,
Section B: Hidden SO(4) symmetry in the Hund coupling, and Section C: Flux sectors for various tricoordinated
lattices.
Section A: Boundary condition effects on the SU(N) gauge transformation
First, we begin from the one-dimensional (1D) Hubbard model with an open boundary condition (OBC).
H1DOBC = −t
L−1∑
j=1
ψ†jUj,j+1ψj+1 + h.c.+
U
2
L∑
j=1
ψ†jψj(ψ
†
jψj − 1), (1)
where L is a system size, ψj is a N -component spinor, Uj,j+1 is an N ×N unitary matrix defined on the jth site, and
t and U are real-valued hopping and Hubbard terms, respectively. The (local) gauge transformation is simply given
by the following string operator gj .
gj =
j−1∏
k=1
Uk,k+1, (2)
ψ′j = gj · ψj , (3)
U ′j,j+1 = gjUj,j+1g
†
j+1 = IN , (4)
where Im is the m ×m identity matrix. Thus, 1D Hubbard model with OBC is a trivial case where we can always
make it SU(N)-symmetric.
H1DOBC = −t
L−1∑
j=1
ψ′†j ψ
′
j+1 + h.c.+
U
2
L∑
j=1
ψ′†j ψ
′
j(ψ
′†
j ψ
′
j − 1), (5)
Therefore, in 1D electronic systems on a linear chain with nearest-neighbor hoppings only, if the N × N hopping
matrices are all unitary, the tight-binding Hubbard model is trivially gauge-equivalent to the 1D SU(N) Hubbard
model [1–4]. Such emergence of the SU(N) symmetry by the gauge transformation becomes more nontrivial in higher
dimensions because there is a topological obstruction coming from the lattice geometry and also a possibility to realize
topological ground state degeneracy, which is impossible in 1D systems [5].
Before going to higher dimensions, it is instructive to consider the 1D Hubbard model with a periodic boundary
condition (PBC).
H1DPBC = −t
L∑
j=1
ψ†jUj,j+1ψj+1 + h.c.+
U
2
L∑
j=1
ψ†jψj(ψ
†
jψj − 1), (6)
where ψL+1 is identified as ψ1. Clearly the gauge transformation does not change the flux inside the loop, so there is
a necessary condition to have a gauge transformation which makes the Hamiltonian SU(N)-symmetric,
L∏
j=1
Uj,j+1 = ζIN , (7)
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FIG. S1. Flake of the honeycomb lattice to show how the gauge transformation works for OBC. Along the red solid line, we
used 1D gauge transformation and the flux constraints automatically determines the transformed hopping matrices for the rest
of the bonds shown in black dashed lines.
with some |ζ| = 1. This is also a sufficient condition. If we apply the same gauge transformation gj =
∏j−1
k=1 Uk,k+1 as
the OBC case for j = 1, . . . , L, the transformed matrices become
U ′j,j+1 =
{∏L
k=1 Uk,k+1 = ζIN (j = L)
IN (otherwise)
. (8)
Thus, the resulting Hamiltonian is completely SU(N)-symmetric with a factor ζ,
H1DPBC = −t
(L−1∑
j=1
ψ′†j ψ
′
j+1 + ζψ
′†
Lψ
′
1
)
+ h.c.+
U
2
L∑
j=1
ψ′†j ψ
′
j(ψ
′†
j ψ
′
j − 1). (9)
It must be noted that ζ cannot be eliminated by any gauge transformation and thus it is physical and called (magnetic)
flux.
As for OBC, it is almost trivial to expand the proof of the existence of the gauge transformation to higher dimensions.
This can be achieved by drawing the lattice with a single stroke of the brush. For simplicity, we use the finite-size
two-dimensional (2D) honeycomb lattice with OBC. We begin from the following Hamiltonian.
H2D = − t√
3
∑
〈ij〉
ψ†iUijψj + h.c.+
U
2
∑
j
ψ†jψj(ψ
†
jψj − 1), (10)
where Uij is again an N × N unitary matrix defined for each bond, and ψj is the N -component spinor on the jth
site. Assuming each site is numbered in order for some nearest-neighbor site to have the subsequent number, we can
do the same gauge transformation as the 1D OBC case. Again, this gauge transformation does not change the flux
value for any loops, so there is a necessary condition to get a SU(N)-symmetric model for each hexagonal plaquette
(elementary loop) p. ∏
〈ij〉∈p
Uij = ζpIN (for
∀p). (11)
This condition is actually sufficient for OBC (assuming the existence of a single stroke path). We take a flake of the
honeycomb lattice shown in Fig. S1. For simplicity, we use ζp = −1 for α-ZrCl3 as discussed in the main text, but ζp
can generally depend on each plaquette p.
If we draw a single stroke path shown as the red solid line in Fig. S1, all the unitary matrices on the red bonds
become identity by the gauge transformation for the 1D red line. Remaining are black dashed bonds, but their
hopping matrices are fixed by the flux condition (Eq. (11)). In the case of Fig. S1, around the bottom plaquettes the
hopping matrices are determined from right to left because five of the surrounding matrices are made identity one by
3one for each plaquette. By continuing this, all the unitary matrices are transformed into some ηij times identity with
|ηij | = 1, and thus the Hamiltonian becomes completely SU(N)-symmetric. We call this transformed gauge theorists’
gauge.
H2D = − t√
3
∑
〈ij〉
ηijψ
′†
i ψ
′
j + h.c.+
U
2
∑
j
ψ′†j ψ
′
j(ψ
′†
j ψ
′
j − 1), (12)
where ηij = 1 for red bonds, while the sign of ηij = ±1 depends on each bond for black dashed bonds as indicated in
Fig. S1 by the number near the black dashed bond. This is nothing but the model called a pi-flux Hubbard model on
the honeycomb lattice and the model can be constructed by changing the sign of the c-bonds alternately along the
perpendicular direction. This gauge transformation effectively doubles the size of the unit cell.
Finally, we would like to discuss the 2D PBC case. In this case, we cannot find a gauge transformation, even if we
assume the flux condition (Eq. (11)) for every hexagonal plaquette. The final obstructions to be considered are global
(or topological) ones, which are two types of noncontractible loops on the 2D torus. The noncontractible loops in the
same homotopy class are related by the flux conditions, so it is enough to consider only two noncontractible loops C1
and C2 along the 1- and 2-directions, respectively. Assuming the size of the torus to be L1 × L2 original unit cells,
the lengths of C1 and C2 become multiples of L1 and L2, respectively. The necessary and sufficient conditions to find
a gauge transformation in addition to Eq. (11) are two new flux conditions for C1 and C2,∏
〈ij〉∈C1
Uij = ζC1IN ,
∏
〈ij〉∈C2
Uij = ζC2IN . (13)
In general these fluxes cannot be Abelian for any sets of unitary matrices Uij . Thus, we specifically consider the
model of α-ZrCl3 discussed in the main text. In this model, all the hopping matrices are accidentally written by
Pauli matrices, and their products only take some Pauli matrices times a complex number, which actually only takes
1, i,−1,−i. In other words, their products are included in the Pauli group on 2 qubits. In this group, any element to
the power of 4 becomes identity, so the flux inside the two noncontractible loops become trivial if both L1 and L2
are multiples of 4. This is a condition to find a gauge transformation to make the model explicitly SU(N)-symmetric
with a symmetric boundary condition, i.e. a boundary condition where both C1 and C2 have a zero flux. If we allow
a more general boundary condition with a pi flux inside C1 or C2, then the conditions for L1 or L2 become milder.
Our effective model for the honeycomb α-ZrCl3 was derived based on the superexchange interactions between the
Zr3+ ions constructed from its geometry. However, similar superexchange interactions can also arise in the other
structures listed in Fig. 3 in the main text, or in face-shared systems. We note that ZrCl3 has some polymorphs and
a chain compound β-ZrCl3 with face-shared Cl octahedra [6] can also host a 1D SU(4) Heisenberg model [4].
Since a nonlayered structure of Na2VO3 has already been reported [7], we can expect various three-dimensional (3D)
polymorphs of ZrCl3 or A2M
′O3 with A = Na, Li and M ′ = Nb, Ta, similarly to 3D β-Li2IrO3 [8] and γ-Li2IrO3 [9].
The generalization from the 2D case to the three-dimensional (3D) case is straightforward. The difference is that in
3 dimensions not all the fluxes of the plaquettes (or elementary loops in Section C) can be determined independently.
This is called volume constraint and will be discussed in Section C.
Section B: Hidden SO(4) symmetry in the Hund coupling
It is clear that the first apparent perturbation of an order JH/U ∼ O(0.1) is an onsite Hund coupling JH . There
are other possible perturbations like further-neighbor interactions, but we can expect that such effects are smaller
than that of the Hund coupling similarly to α-RuCl3. Actually, in the Kitaev materials like α-RuCl3 the nearest-
neighbor Kitaev interaction and the third-neighbor Heisenberg interaction are expected to be comparable [10], but
this is probably due to fine tuning happening in the Jeff = 1/2 manifold and the Kiteav interaction has to be smaller
than the na¨ıve superexchange interaction expected in the whole t2g orbitals because of the destructive interference
which cancels out the direct hopping between the Jeff = 1/2 manifold [11]. In our Jeff = 3/2 models realized e.g. in
α-ZrCl3, such an accidental reduction of the highest-order contribution does not occur even in the nearest-neighbor
interactions, so we expect the magnetic interaction in α-ZrCl3 is much larger than the dominant Kiteav interaction
in α-RuCl3, and thus one- or two-order larger than the third-neighbor Heisenberg interactions in the case of α-ZrCl3.
Next, in order to evaluate the effect of the Hund coupling, we will change the ordering of the Jeff = 3/2 bases to
compare the model with a so-called SO(5)-symmetric Hubbard model discussed in the literature on S = 3/2 cold
atomic systems [12–14],
ψ = (ψ3/2, ψ1/2, ψ−1/2, ψ−3/2)t = (ψ↑↑, ψ↓↑, ψ↓↓, ψ↑↓)t. (14)
4In this basis it is easy to see a hidden SO(4) symmetry, which is a subgroup of SO(5) ' Sp(4) ⊂ SU(4) in the original
model.
We will now show the Hund coupling in α-ZrCl3 actually possesses the SO(5) ' Sp(4) symmetry, although the
hopping matrices break a part of this symmetry. If we add a Hund coupling for the hopping model inside the t2g
orbitals [15], the Hamiltonian becomes
H =− t
∑
σ,〈ij〉∈α
(β†iσγjσ + γ
†
iσβjσ) + h.c.
+
∑
j
[
U − 3JH
2
Nj(Nj − 1)− 2JHs2j −
JH
2
L2j +
5
2
JHNj
]
, (15)
where 〈ij〉 ∈ α means that the bond 〈ij〉 is an α-bond, 〈α, β, γ〉 runs over every cyclic permutation of 〈a, b, c〉, Nj is
a number operator, sj is a total spin, and Lj is a total effective angular momentum. Assuming a strong spin-orbit
coupling limit λ  |t|, JH , we project the Hilbert space onto the Jeff = 3/2 manifold. We note that we will ignore
doublon/holon excitations with higher energies in the following discussions. In the original gauge before the gauge
transformation, which we call lab gauge, the projected Hamiltonian becomes
H = − t√
3
∑
〈ij〉
ψ†iVijψj + h.c.+
∑
j
[
U − 3JH
2
ψ†jψj(ψ
†
jψj − 1)−
4
9
JHJ
2
j +
5
2
JHψ
†
jψj
]
, (16)
where Jj = sj + Lj is a total effective angular momentum operator with a condition J = 3/2 after the projection,
and
Vij =

V a = τz ⊗ σy = Γ3 (〈ij〉 ∈ a)
V b = −τz ⊗ σx = −Γ2 (〈ij〉 ∈ b)
V c = −τy ⊗ I2 = Γ1 (〈ij〉 ∈ c)
. (17)
We used sj = Jj/3 and Lj = 2Jj/3 inside the Jeff = 3/2 manifold derived from the Wigner-Eckart theorem. Thus,
ignoring the hopping terms, the Hubbard and Hund couplings possess a hidden SO(5) ' Sp(4) symmetry in the same
way as the S = 3/2 cold atomic systems with a spin-preserving interaction.
The hopping term partially breaks this SO(5) symmetry. To see this we use anticommuting Dirac gamma matrices
in Ref. [12] defined as
(Γ1,Γ2,Γ3,Γ4,Γ5) = (−τy ⊗ I2, τz ⊗ σx, τz ⊗ σy, τz ⊗ σz,−τx ⊗ I2). (18)
Gamma matrices Γp (p = 1, . . . , 5) are forming an SO(5) vector, which transforms as a vector in the same rotation
for the hidden SO(5) symmetry of the Hund coupling. There is no way to eliminate the non-Abelian hopping just by
the SO(5) ' Sp(4) gauge transformation, but we can rotate SO(5) vectors locally to eliminate the bond dependence
of the hopping.
For example, we can rotate all Vijs to Γ
5 and then the Hamiltonian becomes almost uniform up to the same factors
ηij = ±1 as discussed in the previous section:
H = − t√
3
∑
〈ij〉
ηijψ
′†
i Γ
5ψ′j + h.c.+
∑
j
[
U − 3JH
2
ψ′†j ψ
′
j(ψ
′†
j ψ
′
j − 1)−
4
9
JHJ
′2
j +
5
2
JHψ
′†
j ψ
′
j
]
. (19)
This model explicitly has a hidden SO(4) symmetry because Γ5 is invariant under the SO(4) subgroup of the SO(5)
rotation which keeps a vector (0, 0, 0, 0, 1) invariant. The last term is constant in the large (U − 3JH) limit at quarter
filling, so the first meaningful contribution of an order JH/U ∼ O(0.1) would be the SO(4)-invariant perturbation
coming from the term (4JH/9)J
′2
j , which separates the degeneracy of the virtual state with two electrons per site into
J = 0 and J = 2. However, this effect is again O(0.1) and, thus, we can expect this SU(4) breaking perturbation to
be negligible.
We note that the SO(5) ' Sp(4) gauge transformation is just a subgroup of the SU(4) gauge transformation, and it
is not enough to go to “theorists’ gauge” without any non-Abelian hopping matrices. In fact, Dirac gamma matrices
are not included in the generator of the Sp(4) rotation for ψ and the rotation is generated by Γpq = −(i/2)[Γp,Γq] =
−iΓpΓq (1 ≤ p, q ≤ 5) [12]. Since the number of gamma matrices is conserved mod 2 by the SO(5) ' Sp(4)
5(a)
(b)
(c)
(d)
z
x y
FIG. S2. All possible ways to connect three bonds in the 3D tricoordinated lattices. (a) is the same one as that in the 2D
honeycomb lattice, while (b), (c), and (d) are produced by rotating (a) by 180◦ around the x, y, and z-axes. The left-hand
side and the right-hand side are related by the inversion for each figure.
rotation, the hopping matrices written by one gamma matrix cannot be rotated to SO(5) scaler by the SO(5) gauge
transformation, and this is why Γ5 cannot be eliminated in Eq. (19).
In this analysis, we only considered the extreme limit λ  JH for simplicity to prove that the SU(4)-breaking
term comes from the order of O(0.1) by employing the SO(5) gauge transformation intensively. While we no longer
expect the existence of a hidden SO(4) symmetry in a general case, it is not difficult to show that in the second-order
perturbation the contribution breaking the original SU(4) symmetry always involves an virtual state with an energy
higher than the lowest order by λ or JH . Anyway, we can conclude that, as long as we ignore higher order contributions
of O(0.1), the emergent SU(4) symmetry would be robust.
Section C: Flux sectors for various tricoordinated lattices
The flux sectors for the tricoordinated lattices listed in the main text can be treated similarly to the Kitaev
models on tricoordinated lattices [16, 17] except for the difference in the gauge group. Following Kitaev [16], we use
terminology of the lattice gauge theory. The link variables Uij are Hermitian and unitary (in this case) 4× 4 matrices
defined for each bond (link) 〈ij〉 of the lattice. Each link variable depends on its type (color) of the bond as
Uij =

Ua = τy ⊗ I2 (〈ij〉 ∈ a)
U b = −τx ⊗ σz (〈ij〉 ∈ b)
U c = −τx ⊗ σy (〈ij〉 ∈ c)
, (20)
6TABLE S1. Flux sector of tricoordinated lattices. Only the flux value for the shortest elementary loops is shown here.
Nonsymmorphic space group numbers are underlined. NS means that nonsymmorphic symmetries of the lattice are enough to
protect a quantum spin-orbital liquid state. In addition to the contents of Table I in the main text, we also include O’Keeffe’s
three-letter codes [18, 19].
Wells’ Lattice O’Keeffe’s Minimal Flux 120-degree Number Space group LSMA
notation name code loop length sector bond of sites symbol No. constraints
(10,3)-a hyperoctagon srs 10 0-flux X 4 I4132 214 NS X
(10,3)-b hyperhoneycomb ths 10 0-flux X 4 Fddda 70 NS X
(10,3)-d utp 10 0-flux − 8 Pnnab 52 NS X
nonuniform 82.10-a lig 8 pi-flux X 8 I41/amd 141 −
(8,3)-b hyperhexagon etb 8 pi-flux X 6 R3¯m 166 X
nonuniform stripyhoneycomb clh 6 pi-flux X 8 Cccmc 66 −
(6,3) 2D honeycomb hcb 6 pi-flux X 2 X
a The most symmetric case should be I41/amd, including Fddd. Actually, Fddd is enough for the filling constraint.
b There exists another phase with a Pbcn symmetry. Both symmetries are enough for the filling constraint.
c There exists a more symmetric phase with a P42/mmc symmetry, but it is not enough for the filling constraint.
where τ and σ are independent Pauli matrices, following the original gauge (basis) used in the main text (not the one
used in the previous section). The bond type abc is determined from which plane this bond belongs to, as discussed
in the main text. We note that in the 3D case we actually have six types of bonds with additional ±1 factors, so
Uij = ±Ua, ±U b, ±U c depending on a detailed structure of the bond 〈ij〉. This comes from the spatial dependence
of the sign of the wavefunctions of the d-orbitals.
These additional ±1 factors can simply be gauged out in the following way. In the 2D honeycomb lattice, there is
no sign difference in the same bond type because all of them are related by the translation symmetry. In some 3D
lattices, even if the two bonds belong to the same type, the hopping matrices can differ because they are related not
by the translation symmetry, but by the screw or glide symmetry. Accompanied by the reflection or rotation, this
symmetry can actually change the sign of the hopping matrix by −1 according to the shape of the t2g-orbitals. When
seen from the metal site, it is a 180◦ rotation around the x, y, or z-axis. If we consider the signs of the t2g-orbitals,
it is clear that 180◦ rotation changes the signs of some orbitals, while the inversion does not change the signs of the
d-orbitals. As shown in Fig. S2, there are 8 types of metal sites, and all of them are related by some 180◦ rotation,
which causes the sign difference, up to inversion. Fortunately, however, this additional sign can be eliminated by
some gauge transformation, i.e. local rotations of the definition of the effective angular momentum l = 1 of the
t2g-orbitals. For example, if the metal site is rotated around the x-axis by 180
◦, the configuration of the surrounding
ligands changes from Fig. S2(a) to Fig. S2(b). Then, according to the rotation, we rotate the definition of the angular
momentum l = 1 around the x-axis by 180◦, which can be done just by flipping the sign of the yz-orbital. Similarly,
for the ones shown in Fig. S2(c), we just flip the sign of zx-orbital. Then, if we connect these two, Fig. S2(b) and
(c), along the xy-plane, we obtain an additional −1 phase from this gauge transformation, and it completely cancels
out the sign in question. If we do a similar local rotation in the fictitious orbital space for each metal site according
to the physical 180◦ rotation, all the hopping matrices will be returned to the original ones in Eq. (20), and after all
we do not have to care about the subtle difference among the same bond type. Thus, Eq. (20) is still valid after this
“Z2” gauge transformation.
In order to find a gauge transformation to get an SU(4) Hubbard model, we have to check that every Wilson loop
operator is Abelian. In an abuse of language, each Wilson loop will be called flux inside the loop. We regard a Wilson
loop operator I4 as a zero flux, and −I4 as a pi flux. In order to get a desired gauge transformation, it is enough to
show the flux inside every elementary loop C is Abelian:∏
〈ij〉∈C
Uij = ζCI4, (21)
with some phase factors |ζC | = 1, as discussed in Section A.
Since U2ij = I4, not all the fluxes are independent. In the case of a Z2 gauge field, the constraints between multiple
fluxes are called volume constraints [17]. However, due to the non-Abelian nature of the flux structure, it is subtle
whether they apply. Fortunately, the above Uα (α = a, b, c) obeys the following anticommutation relations.
{Uα, Uβ} = 2δαβI4. (22)
7This algebraic relation proves the product of the fluxes of the loops surrounding some volume must vanish (volume
constraints). Moreover, we can easily show that, if every bond color is used even times in each loop, which is a natural
consequence for the lattices admitting materials realization, the flux inside should always be Abelian with ζC = ±1.
Actually, every lattice included in Table S1 obeys this condition, so we have already proven all of them have an
Abelian flux sector.
The remaining subtle problem is which flux these elementary loops have, a zero flux, or a pi flux. To check this,
we need to investigate every loop one by one. To calculate every flux value systematically, we often use space group
symmetries to relate two elementary loops, even though the system is in the strong spin-orbit coupling limit [20].
We have checked all the elementary loops in the tricoordinated lattices listed above [21]. Only the flux value for the
shortest elementary loops is shown in Table S1.
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