




(Communicated by Prof. A. HEYTING at the meeting of April 29, 1961) 
1. Introduction. 
It has been known since the publication of a classical paper by SKOLEM 
[9] that there exist proper extensions of the system of natural numbers 
N(n>-0) which possess all properties of N that are formulated in the 
Lower predicate calculus in terms of some given set of number-theoretic 
relations or functions, e.g. addition, multiplication, and equality. Such 
an extension of the natural numbers is known as a (strong) non-standard 
model of arithmetic. 
Now let Robe the set of all real numbers. Let Kobe the set of sentences 
formulated in the Lower predicate calculus in terms of (individual con-
stants for) all elements of Ro and in terms of (distinct symbols for) all 
relations that are definable in R0, including singulary relations. In a 
well-defined sense all elementary statements about functions in Ro can 
be expressed within Ko. Thus if the real-valued function f(x) is defined 
on the subset of S of Ro, and not elsewhere, then there exists a binary 
relation F(x, y) in the vocabulary of Ko such that F(a, b) holds in Ro if 
and only if a E S and b = f(a). The fact that F(x, y) denotes a function 
with domain of definition S is expressed by the sentence 
[(x)(y) [ F(x, y) :J T(x) ]] 1\ [(x)[T(x) :J [([i[y)(z) [F(x, y) 1\ [ F(x, z) :J E(y, z) ]]]]], 
where T(x) is the singulary relation which defines S and E(y, z) stands 
for y=z. Note that a different relation, F'(x, y) corresponds to "the 
same" f(x) if it is obtained the restricting the domain of definition of f(x) 
to a proper subset of S. However, for ease of understanding we shall in 
the sequel use a less formal notation and include expressions like x=y, 
y= f(x), xy=z among our sentences. It is not difficult to translate these 
sentences into the strict formalism of K 0 • 
Let R* be a model of Ko which is a proper extension of Ro with respect 
to all the relations and individual constants contained in R0 • R* will 
be called a non-standard model of analysis. The existence of non-standard 
models of analysis follows from a familiar application of the extended 
completeness theorem of the Lower predicate calculus (e.g. [7]). Such 
models may also be constructed in the form of ultra-powers (e.g. [6]). 
The latter method affords us an insight into the structure of non-standard 
models of analysis and enables us to discuss the question to what extent 
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we can single out certain distinguished models of this kind. Considerable 
progress can be made in this direction, but for the work of the present 
paper any one non-standard model of analysis will do as well as another. 
It is our main purpose to show that these models provide a natural 
approach to the age old problem of producing a calculus involving 
infinitesimal (infinitely small) and infinitely large quantities. As is well 
known, the use of infinitesimals, strongly advocated by Leibnitz and 
unhesitatingly accepted by Euler fell into disrepute after the advent of 
Cauchy's methods which put Mathematical Analysis on a firm foundation. 
Accepting Cauchy's standards of rigor, later workers in the domain of 
non-archimedean quantities concerned themselves only with fragments 
of the edifice of Mathematical Analysis. We mention only DU Bois-
REYMOND's Calculus of infinities [2] and HAHN's work on non-archimedean 
fields [ 4] which in turn were followed by the theories of ARTIN-SCHREIER 
[1] and, returning to analysis, of HEWITT [5] and ERDOS, GILLMAN, and 
HENRIKSEN [3]. Finally, a recent and rather successful effort of developing 
a calculus of infinitesimals is due to ScHMIEDEN and LAUGWITZ [8] whose 
number system consists of infinite sequences of rational numbers. The 
drawback of this system is that it includes zero-divisors and that it is 
only partially ordered. In consequence, many classical results of the 
Differential and Integral calculus have to be modified to meet the changed 
circumstances. 
Our present approach yields a proper extension of classical Analysis. 
That is to say, the standard properties of specific functions (e.g. the 
trigonometric functions, the Bessel functions) and relations, in a sense 
made precise within the framework of the Lower predicate calculus, still 
hold in the wider system. However, the new system contains also infinitely 
small and infinitely large quantities and so we may reformulate the 
classical definitions of the Infinitesimal calculus within a Calculus of 
infinitesimals and at the same time add certain new notions and results. 
There are various non-trivial interconnections between the theories 
mentioned in this introduction. For example (as is not generally realized) 
the ultra-power construction coincides, in certain special cases which are 
relevant here, with the construction of residue fields in the theory of 
rings of continuous functions. Similarly, there are various connections 
between these theories and the work of the present paper. We have no 
space to deal with them here. Details and proofs of the results described 
in the present paper will be given in the volume "Introduction to Model 
theory and to the Metamathematics of Algebra" which is due to be 
published in the series "Studies in Logic and the Foundations of Mathe-
matics". 
2. Non-standard analysis and non-archimedean fields. 
Let R* be any non-standard model of analysis. Then R* "J R0 but 
R=!=Ro. It follows that R* is non-archimedean. The elements of R0 CR* 
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will be referred to as the standard elements of R* or standard numbers. 
Since R* is non-archimedean the following two subsets of R* are not empty. 
Mo, the set of all a E R* such that fa[ <r for some r E R 0 . M 0 is a ring. 
The elements of Mo will be said to be finite. 
J.'l{r, the set of all a E R* such that fa[ <r for all positive r E R 0 • The 
elements of M1 will be said to be infinitesirnal. M 1 is a prime ideal in M 0 
and Mo/M1 is isomorphic to Ro. 
Let S=(a~, a2, ... ) be any subset of R*. We write O(a1, a2, ... ) for 
the module Moa1 +Moa2+ ... CR* (weak sum) and we write o(a1, a2 , ... ) 
for the module M 1a1 +M1a2+ ... CR*. In particular M 0=0(l) and 
M 1 =o(l). We write a=1b if a-bE M~, i.e. if the difference between a 
and b is infinitesimal and we say in that case that a is infinitely close to b. 
Every finite number (i.e. every element of M 0 ) is infinitely close to some 
standard number. We write 
a=b mod. O(a~, a2, ... ) 
if a-bE O(a1, a2, ... ), with a similar notation for o. 
So far we have formulated only a number of obvious, and in part well-
known, notions and facts concerning all ordered fields which are extensions 
of the field of real numbers. We now make use of the fact that R* is a 
non-standard model of analysis. Let N'(x) be the singulary relation which 
defines the natural numbers in R 0 • Then N'(x) defines a set N* in R*. 
N* turns out to be a non-standard model of the natural numbers with 
respect to all relations definable inN. Similarly, we obtain a non-standard 
model of the rational numbers, R1 * as a subset _Qf R*. It can be shown 
that every standard transcendental number is infinitely close to some 
element of R1 *. 
Syntactically, or linguistically, our method depends on the fact that 
we may enrich our vocabulary by the introduction of new relations, 
such as R 0'(x), M 0'(x), M1'(x) which define Ro, Mo, M~, in R*. (Note 
that the singulary relations just mentioned are, provably, not definable 
in terms of the vocabulary of Ko). We are therefore in a position to re-
formulate the notions and procedures of classical analysis in non-archi-
medean language. Since all the "standard" results of analysis still hold 
we may make use of them as much as we please and we may therefore 
carry out our reformulation either at the level of the fundamental defini-
tions (of a limit, of an integral, ... ) or at the level of the proof or, finally, 
by introducing non-standard notions into a result obtained by classical 
methods. 
We consider in the first instance functions, relations, sets, etc. which 
are defined already in R0 , so that appropriate symbols are available for 
them in the original vocabulary. Such concepts will be called standard 
(functions, relations, sets, etc.). For example the interval a<x<b, will 
be called a standard interval in R* if a and b are standard numbers 
(elements of R0). The interval 'Y}<X<b, where b is standard and 'YJ in-
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finitesimal positive, is not a standard interval. The function sin x is a 
standard function. Strictly speaking we ought to refer here also to the 
interval of definition of the function but, as in ordinary analysis, this 
will frequently be taken for granted. 
At a more advanced stage it turns out to be nexessary to go beyond 
standard functions, etc. Consider a standard function of n + 1 variables, 
y = j(x1, ... , Xn, t), n > l. Regard t as a parameter and define g(x1, ... , Xn) 
by g(x1, ... , Xn) = j(x1, ... , Xn, r) where r is not (necessarily) standard. 
Then g(x1, ... , Xn) will be called a quasi-standard function. (Note that 
need not be a continuous function of its arguments.) For example, the 
function f(x, n) = Vnfn e-nx' is a standard function of two variables. The 
function g(x)=f(f, w)=VwJn e-wx', where w is an infinite (non-finite) 
positive number, is quasi-standard. 
Quasi-standard relations, etc. are introduced in a similar way. For 
example, the interval 'YJ < x < b mentioned above is quasi-standard. 
3. Examples in non-standard Analysis. 
Let Sn be a standard sequence, i.e. a function defined in the first instance 
on the natural numbers N and taking values in R 0• Then the definition 
of Sn extends automatically to the elements of N* (the non-standard 
positive integers). Let s be a standard number. We define -
3.1. s is called the limit of Sn iff s"' is infinitely close to s for all infinitely 
large positive integers w. In symbols -
(w)[N'(w) 1\ ,.._, Ro(w) :J ls-swl E M1]. 
This compares with the classical definition (s is the limit of sn if for every 
o > 0 there exists a positive integer wo such that, etc.). It. can be shown 
that the two definitions are equivalent under the stated conditions (sn 
and s standard). That is to say lim Sn=8 in R0 if and only if 3.1 holds 
n-Hxo 
in R*. The proof involves the formalization of the classical definition as 
a sentence in K 0 . Similarly, the following is an equivalent definition of 
the concept of a limit point (accumulation point) of a sequence for 
standard Sn and s. 
3.2. s is a limit point of sn iff s"' = 1s for some infinite positive integer w. 
Similarly --
3.3. A standard sequence Sn is bounded if and only if Sn is finite for all 
infinitely large n. 
The theorem of Bolzano-Weierstrass for standard bounded sequences 
can of course still be proved by classical methods. Using non-standard 
analysis we obtain an alternative proof along the following lines. 
Let <a, b) be a closed interval containing all elements of the standard 
sequence sn. Then there exists a sentence X of Ko which states that for 
every positive integer m, the partition of <a, b) into m sub-intervals of 
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equal length (b-a)jm yields at least one sub-interval I that contains an 
unbounded number of elements of 8n. X holds also in R* and so, taking m 
infinite, we obtain a sub-interval I* of <a, b), of infinitesimal length, 
that contains an unbounded number of elements of Bn. Both end points 
of I* are infinitely close to a single standard numbers. This is the required 
limit point. 
We have the following version of Cauchy's necessary and sufficient 
condition for convergence, which may either be proved directly or 
transcribed from the standard version. 
3.4. The standard sequence 8n converges iff Bw = !Bw' for all infinitely 
large w and w'. 
The theory of infinite series may be reduced to that of infinite sequences 
in the usual way. 
Coming next to functions of a real variable, suppose that the standard 
function f(x) is defined in a standard open interval a<x<b. Then the 
standard number l is the limit of f(x) as x tends to be from the left iff 
f(b- 'YJ) = 1l for all positive infinitesimal 'YJ· f(x) is continuous at the standard 
point xo, a<xo<b iff f(xo+'Y})=I/(xo) for all infinitesimal 'YJ· Again these 
conditions are equivalent to the classical definitions. Accordingly, f(x) 
is continuous in (a, b) if f(xo+'Y})=I/(xo) for all standard Xo in the open 
interval and for all infinitesimal 'YJ· The natural question now arises what 
non-standard condition corresponds to uniform continuity in the interval 
a<x<b. The answer is 
3.5. f(x) is uniformly continuous in (a, b) -q_, b, and f(x) standard-
if f(xo+'Y})=I/(xo) for all infinitesimal 'YJ and for all Xo in the open interval 
(a, b). 
In a similar way, we may distinguish between ordinary continuity and 
uniform continuity of a standard sequence of functions sn(x). 
3.5. f(x) has the derivative /o at the standard point xo (/o a standard 
number) if for all infinitesimal 'YJ 
f(xo+'Y})- f(xo) =I/o 
'Y} 
a formula which may be used in practice. Various "standard" results of 
the Differential calculus, including Rolle's theorem can in fact be established 
readily by means of non-standard Analysis. 
We touch only briefly upon integration and remark that, up to in-
finitesimal quantities, Cauchy's integral and Riemann's integral can be 
defined by means of a partition of a given standard interval into an 
infinite number of subintervals of infinitesimal length combined with 
the formation of the usual sums such as E(xn- Xn-l)Yn· The non-standard 
definition of the Lebesgue integral appears· to be more intricate and has 
not been carried out in detail so far. 
Next, we discuss differential notation in connection with functions of 
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several variables. We do not select a specific element of M1 as the dif-
ferential but regard any infinitesimal increments as differentials of the 
independent variables. Thus, the theorem on the existence of the total 
differential may be stated as follows. 
3.6. Let (x0 , y0 ) be a standard point (a point with standard numbers as 
coordinates), and let S be the standard plane set given by 
(x- xo)2+ (y- Yo)2 <r2 
where r is a standard positive number. Suppose that the standard function 
f(x, y) possesses continuous first derivatives inS. Let dx, dy be any pair of 
infinitesimal numbers and let df=f(xo+dx, yo+dy)-f(xo, Yo). Then 
3.7. df = ~ dx + .,.bf dy mod. o(dx, dy). 
bxo uyo 
Although this formula does not yield ordinary equality between the 
left and right hand side it can be applied without difficulty, e.g. to the 
calculation of the derivative of a function defined implicitly by f(x, y) = 0. 
More generally, it is true that much of the classical work in Differential 
Geometry has been done in terms of a vague notion of infinitesimals, 
and the same applies to Analytical Mechanics. It is a matter of general 
belief that all this work could, if necessary; be rewritten to conform to 
the rigor of contemporary Mathematics but nobody would think of 
carrying out this task. It is therefore not without interest that we may 
now justify the use of infinitesimals in all these problems directly. As an 
example, the case of the osculating plane of a skew curve has been 
considered in detail. Thus, let 0 be a standard skew curve in three dimen-
sions (the equations for 0 are expressed in terms of standard functions) 
and let P be a standard point on 0. Let II be the set of all planes drawn 
through P and any two neighboring points P1, P2 such that P, P1, P 2, 
are not collinear. Then the osculating plane of 0 at P may be defined 
as a standard plane p through P such that p is infinitely near to all elements 
of II in a sense which can be made precise without difficulty. This definition 
leads to the usual equation for the osculating plane. 
Going on to an example which is of greater contemporary interest, let G 
be a standard n-parametric Lie group, n finite. Thus G is defined by 
analytic functions in R0 , but the passage to R* extends it automatically 
to a wider group G*. Let (e1, .•. ,en) be the set of parameters for the 
identity in both G and G*. Then the "infinitely small" transformations 
in G* are given by the sets (e1 +m, ... , en+'i)n), where 'i)l, ... , 'i)n are in-
finitesimal. These transformations now constitute a genuine subgroup 
G' of G*, which may be analyzed further. 
We pass on to the consideration of quasi-standard functions. Let 
f(x, t) be a standard function defined in a standard set sl, and let 
g(x) = f(x, w), where w is non-standard, e.g. infinite or infinitesimal. 
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Then it can be shown that all functionals or operators which apply to the 
standard functions gt(x) = f(x, t), t standard, are extended in a natural 
and unique way to the function g(x). For example, suppose that the 
integrals 
b b 
I gt(x)dx =I f(x, t)dx = F(t) 
a a 
are defined, in Ro, in some definite sense (e.g. as Riemann integrals) for 
the range oft under consideration. Then F(t) is a standard function, and 
b 
~ve shall regard F(w) as the value of the integral I g(x)dx. It is not difficult 
a 
to see that if the function g(x) is obtained from different families /l(x, t), 
/2(x, t), so that g(x) = /l(x, w1) = fz(x, wz) then the use of either of these 
b 
families leads to the same value for the integral I g(x)dx. Moreover, the 
a 
definition preserves the properties of an integral to the extent to which 
they can be expressed in the Lower predicate calculus, e.g. approximation 
by sums of the form .E(xn-Xn-l)Yn· 
The same argument applies to functional operators. Thus, if the deriv· 
atives ?'Jf~; t) =h(x, t) exist then we define ~~ =h(x, w). It may be men-
tioned that all these definitions take on a rather more concrete form it 
we consider non-standard models which are in the form of ultraproducts. 
Quasi-standard functions yield a natural realization of generalized 
functions. Thus, a Dirac delta-function on an inter~!tl I may be defined 
as a quasi-standard function o(x) such that for a given standard Xo in I, 
o(x) is infinitesimal for all standard X#Xo in I, and Ilo(x)dx= 1. For 
instance, v wfn e-w(x-x,l', where OJ is an infinite natural number, is a 
" delta function for I=R* and (l+cos(x-x0))"'/ I (l+cost)"'dtisadelta 
function in the interval ( -n, n). For given I and x0 E I, there are many 
delta functions, as opposed to the situation in the theory of distributions. 
Quasi-functions can be added, subtracted, multiplied, and divided by 
one another provided the divisor does not vanish. It is natural to consider 
such functions in connection with a concrete application. 
For any finite number a we write b=st{a} (read 'b is the standard 
part of a') for the standard number b which is infinitely close to a. 
Consider now a standard function ~ = ~(x, y, z) which is harmonic in a 
region V bounded by a standard surfaceS. Let P= (x, y, z) be a standard 
point in the interior of V, so that (Green's formula) 
1 I (l ()~ () (l) ) ~(x, y, z) =- -- - - - ~ dS. 4n r ?'Jn ?'Jn r 
8 
The formula is usually obtained by applying Green's identity to the pair 
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of functions 4> and 1p= ljr. The singularity of "Pat Pis taken into account 
by a familiar procedure. 
Instead of taking 1p= ljr we may introduce the potential "Pe of a homo-
geneous sphere of infinitesimal radius e round P. In this case there is no 
singularity at P and after first checking that Green's identity applies. 
we obtain the formula 
cp(x, y, z) = 4~ st { J ( 1/'e ~~ - ~~ie 4>) dS} . 
s 
An interesting result is obtained if we apply similar considerations to 
Volterra's formula for the solution of the two-dimensional wave equation. 
Coming next to classical Applied Mathematics, it would of course be 
natural to reword the usual statements about particles of fluid and about 
infinitesimal surfaces and volumes in terms of the present theory. However., 
we pass over this possibility and consider instead a particular point in 
Fluid mechanics that gives rise to certain conceptual difficulties. 
It is the assumption of boundary layer theory, e.g. for flow round a 
body or through a pipe, that the equations of inviscid flow are valid 
everywhere except in a narrow layer along the wall. It is found that 
the thickness of the layer, ~. is proportional to R-1/2 where R is the 
Reynolds number, supposed large. Within this boundary layer, the flow 
is determined by means of the boundary layer equations which are 
obtained by simplifying the Navier-Stokes equations of viscous flow. 
However, when solving these equations, it proves natural to suppose 
that the boundary layer is infinitely thick. For example, for the case of 
a straight wall along the x-axis, the boundary layer equations are "solved 
for boundary conditions at y = 0 and y ---+ oo a procedure which is clearly 
incompatible with the previous assumption on the smallness of ~- This 
conceptual difficulty can be resolved by supposing that the inviscid fluid 
equations hold for all positive standard values y > 0 while the influence 
of viscosity is confined to values of y that belong to 0( ~), ~ infinitesimal 
(so that the Reynolds number R is infinite). Introducing y' =yf~ we may 
then derive and solve the boundary layer equations for 0 < y' < oo which 
is a region in which the flow has not been defined previously. There are 
other problems in continuous media mechanics that should be amenable 
to a similar analysis. 
In reality it is of course not true that the region in which viscosity is 
effective may be regarded as infinitely thin. It can in fact be seen with 
the naked eye both in certain laboratory experiments and in every day 
life. Thus, the above model is intended only as a conceptually clear picture 
within which it should be easier to discuss some of the more intricate 
theoretical questions of the subject such as the conditions near the edge 
of the layer. 
For phenomena on a different scale, such as are considered in Modern 
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Physics, the dimensions of a particular body or process may not be 
observable directly. Accordingly. the question whether or not a scale of 
non-standard analysis is appropriate to the physical world really amounts 
to asking whether or not such a system provides a better explanation of 
certain observable phenomena than the standard system of real numbers. 
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