can produce large amounts of data. These datasets are very slow to transfer, for example, from an off-site supercomputer to a local research facility. There have been many model reduction techniques that have been proposed and utilized over the past three decades. Two of the most popular techniques are the Proper Orthogonal Decomposition and Dynamic Mode Decomposition. Nonuniform Dynamic Mode Decomposition (NU-DMD) is one of the newest techniques as it was introduced in 2015 by Guéniat et al. In this paper, the NU-DMD's mathematics are explained in detail, and three versions of the NU-DMD's algorithm are outlined. Furthermore, different numerical experiments were performed on the NU-DMD to ascertain its behavior with respect to errors, memory usage, and computational efficiency. It was shown that the NU-DMD could reduce an advection-diffusion simulation to 6.0075% of its original memory storage size. The NU-DMD was also applied to a computational fluid dynamics simulation of a NASA single-stage compressor rotor, which resulted in a reduced model of the simulation (using only three of the five simulation variables) that used only about 4.67% of the full simulation's storage with an overall average percent error of 8.90%. It was concluded that the NU-DMD, if used appropriately, could be used to possibly reduce a model that uses 400 GB of memory to a model that uses as little as 18.67 GB with less than 9% error. Further conclusions were made about how to best implement the NU-DMD.
Introduction
Partial Differential Equation (PDE) simulations can generate hundreds of gigabytes of data. However, it is very slow to transfer these large datasets. The purpose of this article was to find an algorithm to accurately reduce the storage size requirement of these types of models. This, in effect, will increase the transfer rate of these datasets from, for example, an off-site supercomputer to a local research facility. A decomposition of the model can be used to reduce the storage size requirement of these models. There have been many different model reduction techniques proposed over the past three decades. Two of the most popular are the Proper Orthogonal Decomposition (POD) and Dynamic Mode Decomposition (DMD). DMD ranks the modes by their growth rates or amplitudes and not by ranking the orthogonal modes by the amount of energy [7, 8] . Furthermore, DMD looks at the spectral (or temporal) and spatial orthogonalities, which results in frequency information as well as the structural information [2] . The DMD modes oscillate at one frequency while the POD modes oscillate at multiple frequencies. This means that an advantage of DMD is that it clearly separates each structure spatially and spectrally, while the POD structures can be contaminated by other uncorrelated structures [9] .
The Nonuniform DMD (NU-DMD), introduced in 2015 by Guéniat et al., is one of the newest model reduction techniques, and its application to reducing the storage size requirement of PDE simulations is the main topic of this article. As its name implies, the NU-DMD allows the use of nonuniform or random time snapshots enabling the user more flexibility. However, it is also capable of using uniform time samples, which is how it is used in the remainder of this article [10] .
The outline for the remainder of this paper is as follows: Section 2 explains and develops the mathematics and algorithm of the NU-DMD; Section 3 outlines three versions of the NU-DMD algorithm that will be utilized in the remainder of the paper; Section 4 shows numerous numerical experiments that were conducted to explain, quantify, and differentiate these three algorithms; Section 5 discusses different approaches to implement the NU-DMD on a computational fluid dynamics (CFD) simulation and presents a reduced model for the CFD simulation; and, finally, Section 6 presents the conclusions.
Mathematics of the NU-DMD Algorithm
The NU-DMD algorithm introduced by Guéniat et al. [10] gives the reduced-model approximation at an arbitrary time t n = nΔt, n ∈ ℕ as u t n ≈ λ k=1 ∈ ℂ are temporal coefficients. N md is the number of modes retained in the approximation.
2.1. The NU-DMD Decomposition. In order to calculate the above approximation, we must first obtain a data matrix K, which is known as the Krylov matrix. This matrix contains observation vectors from either a numerical simulation or an experiment. The Krylov matrix is defined as K ≡ u 1 … u N ∈ ℝ n p ×N , where n p is the number of spatial points and N is the number of time steps or snapshots. In words, each column of K is a time step and contains every spatial point. The ordering of the spatial points is arbitrary as long as it is consistent among every time step.
To find the spatial modes and temporal coefficients, we first express the Krylov matrix as
where M ≡ ϕ 1 … ϕ N md ∈ ℂ n p ×N md and R es ∈ ℂ n p ×N and Λ contains the temporal coefficients and is defined as
Note that due to the nature of matrix multiplication and the dimensions of M and Λ, the number N md is arbitrary, and therefore, we are able to select the number of spatial modes. This gives us the ability to choose just how much memory to save or how much accuracy to retain. That is, if we keep more spatial modes, it will produce a more accurate approximation after reconstruction, but we will save less memory and vice versa.
Computing the Temporal Coefficients and Spatial Modes.
Now that we have established a form to decompose the Krylov matrix, we can now begin to solve for the temporal coefficients contained in Λ and then the spatial modes contained in M. We solve for Λ by minimizing the residual matrix R es . To do this, we first must define R es in terms of variables that we know or for which we can solve. Provided that the Frobenius norm of the R es is small, we can accurately approximate M by
where Λ + is the Moore-Penrose pseudoinverse of Λ. Now, we can substitute (4) into (2) to obtain
Now solving for R es and factoring out K to make the future computation faster, we have
where I N is the identity matrix of size N × N. Finally, we can state the minimization problem as
Note that Λ λ + and Λ λ are functions of λ. Thus, we need to find Λ such that R es is minimized in the Frobenius sense. This can be easily solved by algorithms such as the derivative-free Nelder-Mead method or, e.g., the fminsearch function in MATLAB, which uses the Nelder-Mead simplex direct search method (see https://www.mathworks.com/ help/matlab/ref/fminsearch.html). Lastly, we can easily solve for the spatial modes with simple matrix multiplication using the equation
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and it now only involves matrices of size N × N (notice the product of Λ + Λ is also N × N), which will greatly improve efficiency because there are fewer floating point operations (flops) to perform per iteration in a minimization algorithm. Now, the NU-DMD algorithm's efficiency can be further improved upon by reducing the number of spatial points n p . As stated by Guéniat et al., "a space-decimated Krylov matrix may capture the temporal features of the flow." Therefore, we can select a small number of the spatial points n p and still obtain a good approximation. The new set of spatial points makes the observables u n ∈ ℝ n p ×1 and the Krylov matrix K n p ∈ ℝ n p ×N . Now, the minimization problem is
This minimization problem will be more efficient than what we originally had in (7) as there will be far fewer flops to perform for the matrix multiplication. However, we can still use the QR decomposition of K n p when N < n p . Therefore, we now have
Although this minimization problem still only involves matrices of size N × N, it will actually be more time efficient than (9). However, it can cause the accuracy of the reducedmodel to decrease. These two artifacts are illustrated in Section 4.
Decreasing the Number of Spatial Points.
The problem of reducing the number of spatial points can be formulated as finding the set of indices J = j 1 , j 2 , … , j n p , 1 ≤ j i ∈ ℕ ≤ n p such that Λ calculated via (10) is a good approximation to Λ calculated via (7) . To be able to solve this, we need to determine the dynamics of the flow, find spatial points where the dynamics of the flow are similar, and then only keep these spatial points.
To determine the dynamics of a single spatial point, we just need to calculate the Fourier time series of each spatial point. That is, if the observables are stated in the form
then we need to find the Fourier time series in the form
To reiterate, each row of the Krylov matrix K corresponds to a single spatial point and each column of K represents a single point in time. Therefore, we need to find the Fourier time series of each row of K. Note that since these time series are not dependent on each other, they could be computed in parallel.
If we have data that is uniform in time, we can simply utilize the Discrete Fourier Transform (DFT) or, in practice, the Fast Fourier Transform (FFT) to obtain the needed Fourier time series of each spatial point. Then, to find spatial points with similar dynamics, we need to find the dominant Fourier spectrum of the obtained time series. To this aim, we simply need to cluster the collection of Fourier coefficients a 1 , a 2 , … , a n p (note that the FFT outputs a set of complex numbers, wherein we must then find the modulus of each complex number to find each corresponding coefficient). The standard K-means algorithm was used for this purpose in this work.
The K-means algorithm is a method of vector quantization. The algorithm "finds cluster centroids that minimize the distance between data points and the nearest centroid." Essentially, K-means finds a collection of k vectors such that a data vector can be reconstructed in such a way that the error is minimized [11] .
Finally, we simply need to retain the spatial points that correspond to the coefficient vectors that are closest to their cluster centroid. Then, we can continue to find the spatial modes and the temporal coefficients with the spacedecimated Krylov matrix K n p .
If the data is nonuniform in time, we cannot use the FFT. Although we do not present it in this article, [10] proposes a technique that approximates the set of the Fourier coefficients a 1 , a 2 , … , a n p and then continues with the above algorithm. Also according to [10] , it is also possible to use a suboptimal relaxation technique for use with nonuniform in time data. But since PDE simulations yield a uniform in time dataset, the FFT is used to find the time series of each spatial point in this article.
Three Versions of the NU-DMD Algorithm
As discussed in Section 2, there are different methods of performing steps in the NU-DMD algorithm. This chapter will outline the three algorithms that are used throughout the remainder of this paper.
Algorithm 1 is the simplest version of the NU-DMD. However, it is also the most inefficient as shown in Section 4.1. As stated in step 1 below, the minimization problem uses the entire Krylov matrix K, which, as discussed earlier, uses more flops per iteration of the minimization method.
Algorithm 2 utilizes the QR decomposition. This increases the efficiency of the NU-DMD algorithm as the Algorithm 3 selects a subset of spatial points before continuing with Algorithm 2. And as shown in Section 4, this increases the speed at which a reduced model can be computed. However, it is also shown in Section 4 that this increased efficiency costs accuracy. It is also not known beforehand what specified distance, referred to in step 5 below, should be used to retain accuracy.
Numerical Experiments
The following numerical experiments were done on the data generated by the exact solution to the following unsteady 2D advection-diffusion problem:
where a and b are diffusion coefficients and p and q are advection coefficients. The exact solution to the above PDE is
More details of this problem can be found in [12] . Notes: these numerical experiments were all done using MATLAB_R2015a on a MacBook Pro with a 2.7 GHz Intel i7 processor with access to 256 KB of L2 cache, 4 MB of L3 cache, and 8 GB of 1333 MHz DDR3 RAM. The coefficients were set at (unless otherwise stated) a = b = 0 01 and p = q = 0 8. The percent error for the entirety of this paper is defined as 100 × K − MΛ / K . The norm used in this equation will be labeled either F-norm (Frobenius norm), infinity norm, and 2-norm (L 2 norm).
4.1. Differences between Algorithms 1, 2, and 3. First, here are the results for a base run of the NU-DMD using Algorithm 1, which uses the entire matrix K. Note that the exact solution ran from time 0 to 1 second in 21 discrete steps. As seen from Table 1 , it took two minutes and eleven seconds to implement Algorithm 1 on the model of the advection-diffusion problem on a 40 × 40 grid with only 21 time steps. However, 12 spatial modes were used to obtain an average percent error of only 1.4179%. Algorithm 2 was used on the same grid and number of time steps while still choosing 12 spatial modes. Note that Algorithm 2 uses the QR decomposition of K.
Algorithm 2 was run on the same model with the results in Table 2 . It ran for almost 45 seconds making it far more efficient than Algorithm 1. This is expected as the minimization problem depends greatly on the size of the matrices. Replacing K with R allows for far fewer flops per iteration of the minimization method. Furthermore, the replacement did not cause much difference in the percent errors of the two reduced models. Algorithm 3 was then used to see if the execution time could be further decreased.
Algorithm 3 requires the input of the number of clusters for the K-means algorithm and the distance between the cluster centroids and the points found by the K-means algorithm. For this run, one cluster and a specified distance (shown in Algorithm 3) of 0.06 was used to select points closest to that one centroid. This reduced the number n p in K from 1600 to 196 (K n p is 196 × 21) causing the QR decomposition to be computed more quickly and allowing the minimization problem to be solved faster.
As seen in Table 3 , Algorithm 3 ran in just 22.15 seconds, which was about half the run time of Algorithm 2. However, it did come with some cost as now the average percent error is 8.8949%. Therefore, there are trade-offs. We could increase
⊳Calculate the spatial modes Algorithm 1: NU-DMD for uniform in time data (using just K).
Algorithm 2: NU-DMD for uniform in time data (using QR on K). 4 International Journal of Aerospace Engineering the specified distance in Algorithm 3 (the distance between points and the cluster centroid), increasing the number n p in K n p , which should improve the error but increase the run time. And, of course, we could do this the opposite way and get worse error but a faster execution time. Alternatively, Algorithm 1 or 2 could be used if more accuracy is needed and execution time is not as important.
It is important to note that all three algorithms result in the same memory size for the reduced model. The differences between the three algorithms only affect the execution time and accuracy and not the memory size of the reduced model. It is easy to conclude from Figure 1 that Algorithm 2 significantly reduces the computation time of Algorithm 1 but still retains the accuracy unlike Algorithm 3.
Spatial Modes and Memory
. N md can be chosen by the user to affect the error, run time, and/or memory usage in the desired manor. Figure 2 shows the linear relationship the memory size has with the number of spatial modes N md . The percent storage is approximately 100 × N md /N for n p > >N > N md . That is, when the number of spatial points n p is much greater than the number of time steps N, the size of M becomes the dominant factor over the size of Λ. Furthermore, since K has dimensions of n p × N and M has dimensions of n p × N md , it is the ratio N md /N that matters. Λ is a matrix of size N md × N. Therefore, when the number of spatial modes N md is large, the minimization problem will take longer to solve and vice versa. However, increasing the N md should increase the accuracy of the reduced model and vice versa. Therefore, when choosing the number of spatial modes N md , it important for the user to be aware of these trade-offs. The following graphs in Figure 3 show the relationship between run time, accuracy, and the number of spatial modes. The collected data was found by using Algorithm 2, a 40 × 40 grid, Δt = 0 0513, and 21 snapshots.
Efficiently Using the NU-DMD.
As has been stated before, the minimization problem in the NU-DMD algorithm depends mostly on the number of time snapshots N (provided the QR decomposition is used on K). Therefore, if the NU-DMD was run on data with a large number of time steps, it would take a very long time to solve the minimization problem. For example, Algorithm 2 was run on data generated by the same exact solution to the 2D advectiondiffusion problem used previously from time 0 to 2 seconds split into 40 discrete time steps.
The run shown in Table 4 took almost 9 minutes to complete. Since the minimization greatly depends on N, the Krylov matrix can be split into submatrices, and then the NU-DMD can be used on these submatrices. This will greatly decrease the computational time as shown in Table 5 .
As seen from the tables, the computational time improved drastically from using the full Krylov matrix to using two sub-Krylov matrices. In fact, it saved 489 seconds. However, using submatrices did come with some cost as the average percent error actually increased from 7.5848% to 20.0322%. However, this discrepancy is not as drastic when there are more snapshots to split up or when Δt is smaller, as will be discussed in the next subsection. This increase in error could also be the cause of NU-DMD not being able to fit the data across only a portion of the dominant frequency period. However, this may not be the issue as the NU-DMD algorithm is essentially a data-fitting algorithm and is not for calculating the physical frequencies. More research on this subject could be performed to answer this question, but that is beyond the scope of this article.
It also takes slightly less memory to store the reduced model, because it uses fewer temporal coefficients. That is, Λ is a matrix of size N md × N. So when both dimensions were cut in half, the size of Λ was cut in half, but now there are two of them. This means that when both dimensions are scaled down appropriately, the reduced model will require fewer overall temporal coefficients. Furthermore, notice that the memory required to save the spatial modes for both reduced models is the same because the N md was cut in half when the snapshot matrix K was cut in half. Also, note that now there are multiple sub-Krylov matrices, which means each submodel can be reduced in parallel, further decreasing the computational time.
4.5. The Effect of Δt on Accuracy. As noted previously, the time step size Δt has a big effect on the accuracy of the NU-DMD algorithm. To illustrate this, the following graph ( Based on Figure 4 , it is easy to conclude that if a Δt of 0.04 or less is used, the reduced model should have an average percent error of about 10% or less. However, this could be a disadvantage because the PDE simulation might need to have more time steps to be able to obtain a reduced model with good accuracy.
It is also important to note that the choice of Δt is related to the frequencies that constitutes the decomposition function. The smaller Δts could correlate with the dominant frequency of the function, which would explain the decrease in error as sampling frequency increases.
4.6. The Significance of the NU-DMD. To illustrate the power of the NU-DMD, it was run again on data generated from the exact solution of the advection-diffusion problem (with a = 2, b = 0 01, p = 1, and q = 0 6) with the results displayed in Table 6 . One thousand time steps were used. These time steps were split up into 20 submatrices, each with fifty snapshots. A 200 × 200 grid was used with a Δt of 0.01. Time is from 0 to 9.99 seconds. Table 6 shows that the reduced model is now only 6.0074% of the size of the original model. And, after it is reconstructed, it only has an average percent error of 7.2385%.
Since this model only uses megabytes of memory, this particular example is not that significant. However, it is clear that if this technique was applied to a large dataset that uses gigabytes or terabytes of data, the result would be quite meaningful, which will be shown in Section 5. 
Reducing the Storage Size of a Computational Fluid Dynamics Simulation
In this section, we will look at reducing the storage size needed for a particular computational fluid dynamics (CFD) simulation. The dataset from this CFD simulation was generated by Chen et al., as seen in [13] . They simulated a NASA single-stage compressor rotor that consists of 36 blade passages, shown in Figure 5 . TURBO, which is "a physics-based simulation tool for multistage turbomachinery" [14] , was used to solve the Navier-Stokes equations (details of which can be found in [15] ) in a full-annulus model. Each blade passage (as seen in Figure 5 ) was modeled using a curvilinear grid of dimensions 151 × 71 × 56 (in general, x × y × z ). Therefore, there are 21.6 million grid points for the whole simulation of the rotor. In the simulation, each revolution of the rotor is divided into 3600 iterations. C.M. Chen et al. ran their simulations for at least four revolutions, generating at least 400 GB of data with 576 time steps. As done in their paper, we will be looking at time steps that are every 25 simulation iterations. This simulation yielded five variables for each spatial point: the density, the three components of velocity, and the stagnation energy. For more details about this simulation, see [13] .
In the following reductions of the above model, the focus will be on one blade passage, which has 600,376 grid points, over 100 time steps. Each variable for one blade passage uses 0.4473150 GB (or about 458.0505 MB) per 100 time steps, since double precision was used. Algorithm 2 was used for these reductions. Algorithm 2 was chosen, because it is efficient, but it still obtains good accuracy as was seen in Section 4.
The Nelder-Mead method code was provided by Akiva Wernick of the Mechanical and Aerospace Engineering Department of The Ohio State University. Parameters for the Nelder-Mead method were set at the following: the reflection coefficient = 1.0, the expansion coefficient = 2.0, and the contraction coefficient = 0.5. More information about the Nelder-Mead method can be found in [16] [17] [18] .
Algorithm 2 was written in Fortran 90 and was run on the Oakley cluster on the Ohio Super Computer [19] with access to sufficient memory. Appropriate subroutines were used from Intel's Math Kernel Library (see https://software.intel. com/en-us/intel-mkl).
Approaches to
Reducing the Three-Dimensional CFD Model. The NU-DMD algorithm was first implemented on the density variable in all three dimensions over all 100 time steps.
Remarkably, the model can be reduced to only 5% of the original with an average percent error of 6.40% and only 7 International Journal of Aerospace Engineering 2.99% error with respect to the F-norm. Clearly, this feat would be even more significant on a larger dataset.
As shown in Table 7 , using more spatial modes increases the accuracy until 6 or more spatial modes are used. Here, from 5 to 6 and 6 to 8 spatial modes, the error begins to increase slightly because the Λ matrix is becoming larger, and the Nelder-Mead method is unable to optimize the solution as well. This is caused by the Nelder-Mead method's sensitivity to the initial simplex [17] . If a better initial simplex for this problem is utilized, a higher number of spatial modes would yield more accurate results. Also, note that the efficiency decreases as more spatial modes are used, which is clearly expected.
Instead of using all three dimensions, the NU-DMD algorithm can be run on two-dimensional planes. The following reductions will look at 2D planes y × z for the i-th plane in the x direction. Therefore, there are only 3976 grid points. However, this has to be done for every i-th plane. So in this case, the NU-DMD would have to be done 151 times. However, this process could be done in parallel. The same 100 time steps were used for these reductions. Tables 8-11 show that depending on which i-th plane's model is reduced, the error varied within 7% or less. For the i = 2 plane, an excellent average percent error of about 0.58% was obtained using five spatial modes. But for the i = 50 and i = 150 planes, the NU-DMD yielded reduced models of about 6.7% and 5.3% (using five spatial modes), respectively. Table 12 looks at using the NU-DMD on each plane, as done previously, but now adding each plane's reduced model together to make a three-dimensional, reduced model that can be compared to the reduced model displayed in Table 7 .
The reduced model referred to in Table 12 has a F-norm percent error of 3.08% and average percent error of 8.43% for two spatial modes. The compilation of 2D reduced models into a 3D reduced model actually uses slightly more memory than the reduced model referred to in Table 7 with corresponding number of spatial modes. This is because there are 151 Λ matrices of size N md × N instead of just one Λ matrix. Furthermore, each Λ matrix has to be computed, which is why execution time took 52.6 times longer than when all three dimensions were used at once when using two spatial modes (see Table 7 ).
The reduced model that uses three spatial modes in Table 12 has slightly more error than the one with two spatial modes by about one percentage point, despite it taking more than three times to compute. As stated previously, the Nelder-Mead method is very sensitive to the initial simplex [17] . The same initial simplex was used to calculate the temporal coefficients for each plane, which appears to have caused a decrease in accuracy even though an increase in accuracy is expected going from two to three spatial modes.
The reduced model referred to in Table 7 with two spatial modes has lower accuracy than the one in Table 12 with two spatial modes. However, three spatial modes increased the accuracy of the model in Table 7 to an average percent error of 6.53% and an F-norm percent error of only 3.05%. Furthermore, it was computed in only 17.1 seconds.
The method of reducing models' 2D planes was also used for 2D planes of x × y . This decreased execution time and memory usage because there are only 56 planes in the z direction. And, as shown in Table 13 , the accuracy was also decreased. But, the models shown in Table 7 still take less time to compute, use less memory, and are more accurate.
From the comparisons made in this section, it is concluded that even though some 2D plane reduced models may have very desirable percent errors, using the NU-DMD on all three dimensions at once is considerably faster and more accurate than using it on each 2D plane individually and then compiling a 3D reduced model. It is also important to note that the differing errors that are obtained from using the NU-DMD on different planes of the dataset could be caused by the fact that there may be different dominant frequencies (though the physical frequencies will be in all planes just with different amplitudes) for each one of these planes of the dataset.
There are also two other approaches that can be taken to reduce the CFD model. One is that the NU-DMD can be run on all five variables in all three dimensions concurrently. However, this would only work if all five variables used the same initial guess of the simplex for the Nelder-Mead method. The other approach is to use the NU-DMD over fewer time steps, which will be discussed in a later section. First, the models for stagnation energy and velocity in the x direction are reduced using all three dimensions.
Reducing the Models of Velocity in the x Direction and
Stagnation Energy. The NU-DMD was used to reduce the models of velocity in the x direction and the stagnation energy. These models were reduced over the same 100 time Figure 5 : The simulated compressor rotor [13] . 10 International Journal of Aerospace Engineering 9.84%, even with using eight spatial modes. However, this accuracy could be increased with the use of more spatial modes, but more memory and time will be needed. And, as expected, the accuracy and execution time increased with the increased number of spatial modes. Unlike velocity in the x direction, the stagnation energy's reduced model has a very desirable accuracy as seen in Table 15 , using as few as three spatial modes with average percent errors under 2.7% and F-norm percent errors under 1.5%. The general trend of the accuracy is that it increased with increased number of spatial modes. Also, as expected, the execution time increases as the number of spatial modes increases.
Splitting Up the Time
Steps. There is one more approach to using the NU-DMD. As discussed in Section 4, the Krylov matrix can be split up into submatrices, and the NU-DMD can then be used on each one of the submatrices. This saves time as the minimization problem greatly depends on the number of time steps. As was shown, however, this efficiency came at the cost of some accuracy for the particular PDE dataset that was discussed in Section 4. In this section, using this approach on the CFD dataset that has been used throughout this section will be discussed. Furthermore, it will be assessed whether this method will be more efficient and/or accurate with this dataset.
The following reductions were done over the same 100 time steps of the CFD model, but they were split up into four sets of 25 time steps. Only three spatial modes were used for each set of 25 time steps, which means the model will not be reduced to about 2% of the original as in the previous reductions, but it will be reduced to about 100 × 2/25 = 8% of the 11 International Journal of Aerospace Engineering original. Therefore, these models should be compared to corresponding models that used eight spatial modes and 100 time steps.
For the density variable (see Table 16 ), this method yielded an average percent error of 6.7993% (only about 4.1% w.r.t the F-norm), which is slightly higher than the 6.7636% error shown in Table 7 . Furthermore, the execution time was only 2.1336 seconds, which is obviously far better than 574.96 seconds (found in Table 7 ). Therefore, since these two models are using the same amount of memory, this model would be more advantageous to use because of the speed at which the model can be computed.
However, a lower average percent error of 6.5317% (and 3.0597% in the F-norm) was obtained using three spatial modes over 100 time steps as displayed in Table 7 . Furthermore, this model only took 17.13 seconds to compute and only used 3% of the memory of the original. Therefore, using all 100 time steps concurrently to reduce the model for density was more advantageous than the approach used to obtain the reduced model referred to in Table 16 .
For velocity in the x direction (see Table 17 ), this method obtained an average percent error of 18.3%, which is slightly higher than the 17.8% average percent error found in Table 14 (with the model that used 8% of the memory of the original). However, this approach only took 2.1 seconds to compute, while the model in Table 14 took 484.5 seconds to compute. But, similar accuracy was obtained using less memory than in the approach for Table 14 .
For stagnation energy (see Table 18 ), this method actually yielded nearly the same percent error as its 100 time step counterpart (shown in Table 15 with eight spatial modes), only differing in the F-norm and Inf-norm percent error categories by less than 0.02 percentage points. Furthermore, splitting up the time steps for this variable increased the computation of the reduced model by 623 times. Therefore, it is clear that splitting up the time steps is more advantageous for stagnation energy when the same amount of memory is utilized. However, the other reduced models that use less memory in Table 15 have comparable percent errors and only use at most 78 seconds to compute the reduced model.
It is clear from this section that the approach of using all available time steps concurrently may or may not be more advantageous than splitting up the time steps. There are advantages and disadvantages to each one depending on the dataset that is to be reduced, as well as whether time, memory, and/or accuracy is more valuable to the user.
Best
Results for the Blade Passage. As shown in the previous sections, it is better to reduce the models of each variable over all the time steps that are available, and in some cases, it may be better to reduce the model of a variable over smaller time intervals. The preference of either one largely depends on which result needs to minimized the most. This section will outline one of the best reduced models (in terms of accuracy, memory usage, and execution time) of the blade passage (for density, velocity in x , and energy) based on the results in the previous sections (note that better results may be obtained by using more/less spatial modes, changing the number of time steps in a set, and/or using a more accurate guess of the initial simplex).
For density, the best overall result is shown in Table 7 , where five spatial modes were used. This model used all 100 time steps at once to calculate the reduced model, but it took only 97.33 seconds to compute. It used only 5.000833% of the original 458.0505 MB and had an average percent error of 6.40% and 2.99% error in the F-norm.
The best overall result for velocity in the x direction is shown in Table 14 , where five spatial modes were used. This model used all 100 time steps at once to calculate the reduced model. It took 85.3 seconds to compute, used only 5.000833% of the original 458.0505 MB, and had an average percent error of 17.92% with only 9.88% error in the F-norm.
Lastly, the best overall result for stagnation energy is shown in Table 15 , where two spatial modes were used. This model used all 100 time steps at once to calculate the reduced model, took only 46.04 seconds to compute, used only 4.000666% of the original 458.0505 MB, and had an average percent error of only 2.67% and only 1.47% error with respect to the F-norm.
One of the best overall reduced models shown in Table 19 , based on the results in Section 5, is only about 4.67% of the original. Furthermore, it was computed in under four minutes. The overall average percent error is 8.90%, and the average of the F-norm percent errors is only 4.78%.
If this model was extended to all 36 blade passages, the original model would be reduced from about 48.31 GB to only 1.34 GB, with error under 9%. Furthermore, if more time steps were added to the model and/or if the other two dimensions of velocity were included, the decrease in memory usage would be even more significant.
As stated at the beginning of this section, the simulations ran by C.M. Chen et al. generated at least 400 GB of data. Therefore, if the NU-DMD was used to compute a reduced model, the memory usage could possibly be reduced from at least 400 GB to as little as 18.67 GB.
Conclusion
This article explained and analyzed the Nonuniform Dynamic Mode Decomposition. Section 1 explained why model reduction techniques are important and gave reasons why the NU-DMD was the chosen technique. Section 2 explained and gave detailed information about the mathematics of the decomposition and algorithm. Section 3 outlined the three versions of the NU-DMD algorithm that were used in this paper and summarized the advantages and disadvantages of each algorithm. Section 4 analyzed different numerical experiments to ascertain the behavior of the NU-DMD's mathematics and algorithm. Finally, in Section 5, the NU-DMD was applied to a computational fluid dynamics simulation. I also outlined different approaches to using the NU-DMD on the five-variable, three-dimensional dataset.
The NU-DMD was shown to be a viable model reduction technique for PDE simulations. Furthermore, different 12 International Journal of Aerospace Engineering approaches to using the NU-DMD on a dataset, such as the CFD simulation in Section 5, were discussed. Running the NU-DMD on one variable over all available time steps concurrently (as seen in Sections 4.1, 5.1, 5.2, and 5.4) proved to be the most accurate and to use the least amount of memory. However, the method of splitting up the time steps also yielded accurate results and proved the most efficient approach, but more memory must be used to store the resulting reduced model. Calculating reduced models of each 2D plane and then compiling them into one 3D reduced model was shown to be less accurate and less computationally efficient. Finally, the approach of reducing the 3D model over all five variables concurrently was not attempted because each variable's minimization problem could need a completely different initial simplex such that the problem is solved accurately.
The three versions of the NU-DMD that were discussed in this paper all have their advantages and disadvantages. Algorithm 1 is the most basic version of the NU-DMD, but it is also the most computationally inefficient. Algorithm 2 greatly increased the computational efficiency while still retaining the accuracy of Algorithm 1. However, Algorithm 2 is still computationally expensive when applied to datasets with very large number of time steps. Algorithm 3 is the most computationally efficient version of the NU-DMD discussed in this paper, but it also yielded the highest errors. Because of its accuracy and computational efficiency, Algorithm 2 was chosen to be written in Fortran for the reduction of the computational fluid dynamics simulation discussed in Section 5.
A new approach to using the NU-DMD was explored in Sections 4.4 and 5.4. This method was to split the Krylov matrix up into several smaller Krylov matrices. This process allowed the reduced model to be computed more quickly than its all-available time step counterpart (which used the same amount of memory); however, the accuracy was decreased. Still, for the stagnation energy variable discussed in Section 5, the accuracy only decreased by less than 0.02 percentage points (in the F-norm and Inf-norm percent error categories). It was also 623 times quicker to compute the reduced model, but it used slightly more memory by splitting up the times. The example in Section 4.4 showed that this approach actually increased the average percent error from about 7.6% to about 20%. Therefore, the conclusion whether or not to use this new approach of implementing the NU-DMD depends on the dataset that the NU-DMD is processing and whether storage, execution time, or error needs to be minimized. The power of the NU-DMD is on display in Section 4.6 and throughout Section 5. The NU-DMD was able to take a 1000 time step model of the advection-diffusion problem discussed in Section 4 (which was modeled on a 200 × 200 grid) and reduce its storage size to 6.0075% of the original storage size. What is even more significant is that the NU-DMD was able to take a CFD simulation of a rotor blade passage and reduce its storage size to about 4.67% of the original storage size with an overall average percent error (over three variables: density, velocity in x , and stagnation energy) of 8.90% and only 4.78% error with respect to the Frobenius norm. The average percent errors of this reduced model for each separate simulation variable (density, velocity in x , and stagnation energy) were 6.40%, 17.92%, and 2.67%, respectively. With respect to the Frobenius norm, the percent errors were 2.99%, 9.88%, and 1.47%, respectively. This means that, if used appropriately, the NU-DMD could be used to possibly reduce a model that uses at least 400 GB of memory to a model that uses as little as 18.67 GB of memory with less than 9% error. Further analysis of the NU-DMD could yield a better understanding of how best to implement the NU-DMD, which then could produce reduced models with even less error.
The NU-DMD could yet be improved to increase efficiency, accuracy, and usability. Algorithm 3 requires a specified distance that is used to select points near clusters after the K-means algorithm step. However, the optimal distance is not known before the NU-DMD is employed. This could cause the NU-DMD to yield undesirable results. A method for identifying the optimal distance (in regard to efficiency, accuracy, and the dataset itself) still needs to be developed. A process to identify the optimal initial simplex for the Nelder-Mead method for a given dataset should be researched and developed. This will allow the NU-DMD to yield more accurate and consistent results. Furthermore, the Nelder-Mead method could be replaced with another minimization method such as a gradient descent algorithm. This also could result in the NU-DMD being more consistent and accurate as well as more computationally efficient.
Data Availability
The data that was used for this study was obtained from the authors of [13] .
