The modified binary search, or MOBS, technique is an adaptive, non-parametric procedure for estimating thresholds [Tyrrell, R. A, & Owens, D. A. (1988) . A rapid technique to assess the resting states of eyes and other threshold phenomena: the modified binary search (MOBS). Behavior Research Methods, Instruments, and Computers, 20,[137][138][139][140][141], which has recently been incorporated into a commercially available perimeter. Information regarding the performance of this technique is limited, however. We performed Monte Carlos simulations on the MOBS procedure, as well as on a Zippy Estimation by Sequential Testing, or ZEST, procedure (King-Smith, Grigsby, Vingrys, Benes, & Supowit, 1994) and an Accelerated Stochastic Approximation, or ASA, procedure (Kesten, 1958) for comparison. The efficiency, convergence probability, and robustness to false positive and false negative responses were determined. Differences between the three procedures typically were small, the most prominent being the number of presentations required to estimate threshold.
Introduction
The determination of thresholds is fundamental to many psychophysical investigations, and a variety of techniques have been developed to allow thresholds to be accurately predicted in a small number of trials. Typically, the most efficient techniques are adaptive threshold methods, wherein the stimulus intensity chosen for a particular trial depends upon the subject's responses to previous trials (Watson & Fitzhugh, 1990) . The nature of a number of adaptive threshold methods has been reviewed by Treutwein (1995) .
The modified binary search (MOBS) is an adaptive threshold method developed by Tyrrell and Owens (1988) and represents a modification of the bisection, or binary search, technique used in computing to find a particular value in an ordered sequence (Knuth, 1998) . The modifications are designed to account for the stochastic nature of the psychometric, or frequency-of-seeing, function. The rules employed in MOBS are heuristic, and so lack a theoretical basis, however (Treutwein, 1995) . Despite this, it has been found that the procedure produces repeatable results within clinical populations (Chauhan & Johnson, 1999; Johnson & Samuels, 1997) .
Information about the theoretical performance of the MOBS procedure is limited. Tyrrell and Owens (1988) performed Monte Carlo simulations to demonstrate that the procedure was more efficient and less susceptible to response errors than the two-down one-up and one-down one-up staircase procedures they investigated. Johnson and Shapiro (1989) compared a 3 reversals MOBS procedure to a 4-2-dB staircase, as typically used in perimetry (Anderson & Patella, 1999) , using a more advanced simulation procedure (Shapiro, Johnson, & Kennedy, 1988) . They found the MOBS procedure to produce less variable results, but at the expense of increased test time. Both of these simulation studies used parametric statistics (mean and standard deviation) to summarise the performance of the MOBS procedure, although it has not been established whether the distribution of errors from the MOBS procedure is normal.
In addition, it is not known at what probability of seeing the MOBS procedure converges. As the heuristic rules used are identical for both seen and unseen stimuli, (Tyrrell & Owens, 1988) it may be expected that the procedure will converge at the 0.50 probability in a yes-no paradigm. However, this may not be the case if the observer's psychometric function is asymmetric about the 0.50 probability of seeing, as occurs with the Weibull distribution that is commonly used to model the psychometric function (Harvey Jr., 1986; King-Smith, Grigsby, Vingrys, Benes, & Supowit, 1994; Quick, 1974; Treutwein, 1995; Watson & Pelli, 1983) . The psychometric function may also be asymmetric about the 50% detection point when false positive (FP) and false negative (FN) response probabilities are not equal.
The MOBS procedure has been incorporated recently into a commercially available perimeter (the Frequency Doubling Technology (FDT) perimeter (Welch Allyn, Skaneateles Falls, NY and Carl Zeiss Meditec, Dublin, CA)), and so it is timely to examine the performance characteristics of the procedure in detail. In particular, the rate of false responses in clinical perimetry (Johnson & Nelson-Quigg, 1993 ) is typically higher than that expected from trained psychophysical observers, and so it is important to determine the effectiveness of the MOBS heuristic rules to account for such increases. A procedure that shows increased robustness to false responses may also be of general benefit for studies involving psychophysically naïve subjects. In this paper, we determined the performance characteristics of the MOBS procedure using computer simulations, thereby determining the procedure's convergence probability and its robustness to response errors. For comparison, similar analyses are performed on two adaptive threshold techniques whose statistical properties are better understood: a parametric technique (Zippy Estimation by Sequential Testing (King-Smith et al., 1994 ) and a non-parametric technique (the accelerated stochastic approximation method (Kesten, 1958) ).
General methods

Modified binary search
The modified binary search (MOBS) procedure consists of six rules (Tyrrell & Owens, 1988) , a summary of which are given below. An example of the procedure is given in Table 1 , where stimulus intensities are given in decibels (dB = 0.1 log).
1. The test range is defined by two boundaries, with each boundary represented by a three element ''stack.'' The top element of each stack gives the current boundary value, with lower stack elements giving successively earlier boundary values. Initially, all elements in each stack are set to the same value (see Table 1 ), with the low stack set to the minimum stimulus intensity and the high stack set to the maximum stimulus intensity. 2. The stimulus presented is midway between the top element of each stack, unless the alternative rule (4, below) is implemented. 3. With each subject response, one stack is updated. If a subject sees the stimulus, each element in the high stack is moved down one, thereby losing the bottom element, and the top element is set to the stimulus intensity just presented. If a subject fails to see the stimulus, each element in the low stack is adjusted similarly. 4. If two consecutive subject responses are identical (e.g., two ''seen'' responses in a row), the next stimulus presentation is the top element of one of the stacks; if two consecutive ''seen'' responses are given, the top element of the low stack is presented, and if two consecutive ''unseen'' responses are given, the top element of the high stack is presented. If the subject's response to this new stimulus is inconsistent with his or her previous response to this stimulus intensity, the stack undergoes a process of regression (rule 5). 5. To regress a stack, all elements are moved up by one, thereby losing the top element. The bottom element is set to the appropriate end of the test range. Tyrrell & Owens (1988) propose that regression is necessary to allow for when threshold drifts outside the boundaries defined by the current elements at the top of the stacks. 6. The above rules are applied until the following two termination criteria are met: (i) a specified number of reversals (i.e., a change from seen to unseen on subsequent stimuli, or vice versa) have occurred.
(ii) the difference between the current stimulus and the previous stimulus at the final reversal is less than 5% of the test range, otherwise a further two reversals are required.
Some minor clarifications of the MOBS rules are required. If one of the boundaries is checked (rule 4) but not subsequently regressed (rule 5), the opposite stack still is updated to the presented stimulus level (see Table 1 , steps 7 and 8). Similarly, if one of the boundaries is checked (rule 4) and Upper and lower boundaries are each comprised of a three element stack (Tyrrell & Owens, 1988) , with the top element of each stack shown to the left. Stimulus values are given as intensities. As the change in stimulus intensity at the fourth reversal (Step 8) is not less than 5% of the test range, the procedure is run for at least a further 2 reversals.
regression is required (rule 5), both stacks are updated: one is regressed, whilst the opposite is updated to the presented stimulus level ( Most simulations in this paper were run over a stimulus range of 30dB (3 log units). This range corresponds to stimulus contrasts of 100% (0 dB) to 0.1% (30 dB), which is sufficient to encompass the contrast sensitivity of the visual system (Kelly, 1972) , and is approximately the range of the threshold values from both normal and disease subjects in a previous study (King-Smith et al., 1994) .
Zippy Estimation by Sequential Testing
The Zippy Estimation by Sequential Testing (ZEST) procedure (King-Smith et al., 1994 ) uses a Bayesian technique to combine prior knowledge about the expected distribution of thresholds (the initial probability density function (p.d.f.) (Spahr, 1975) ) with the knowledge obtained from each stimulus presentation. Information from each presentation is incorporated using likelihood functions, whose shape is based on an assumed parametric form of the psychometric function. Stimulus intensity for each trial is given by the best estimate of the location of the threshold, given the current responses and prior information, which is taken to be the mean of the posterior p.d.f. in ZEST. In this paper, the ZEST procedure was performed as outlined in King-Smith et al. (1994) , with the slope of the psychometric function (b) set to 3.5, the false positive probability (c) to 0.03, the false negative probability (d) to 0.01, and the threshold criterion (e) to À1.6, giving a 0.50 probability for detection at threshold (King-Smith et al., 1994) . The initial p.d.f was flat, indicating that all threshold values were equally likely, and was centred on the middle of the stimulus range (i.e., at 15 dB). Therefore, the first stimulus presented was in the middle of the stimulus range, as occurs in the MOBS procedure. Each p.d.f. was calculated over ±2 log units of the initial stimulus value (midpoint of the stimulus range) in 0.05 log unit steps. The mean of each p.d.f. was not rounded to the closest 0.05 step, however, but likelihood functions were re-calculated for each response (Harvey Jr., 1986) in the ZEST procedure. The ZEST procedure was run for a fixed number of trials, as used by King-Smith et al. (1994) , although dynamic termination criteria based on estimates of the threshold variability may also be used (Anderson, 2003; Harvey Jr., 1986; Treutwein, 1995; Watson & Pelli, 1983) .
Accelerated stochastic approximation
In the accelerated stochastic approximation (ASA) method (Kesten, 1958) , step size decreases proportionally to 1/n for the first two trials, in accordance with the stochastic approximation method of Robbins & Monro (1951) . In subsequent trials, step size decreases proportionally to 1/(2 + [number of reversals]). Reversals are only counted from the third trial onwards, i.e., a reversal in the subject's response between the first and second trials is not counted. The size of decremental steps in stimulus intensity are multiplied by the convergence probability (i.e., the probability of seeing at threshold), whereas incremental steps are multiplied by 1 minus the convergence probability. Because of this, incremental and decremental step sizes differ when the convergence probability is anything other than 0.5. In contrast to the MOBS technique, the ASA method has an underlying statistical proof for its convergence to the convergence probability when the psychometric function is monotonic (Kesten, 1958) .
For our implementation of the ASA method, we selected an initial stimulus intensity in the middle of the 30 dB stimulus range, with the initial step size (after weighting by the convergence probability) of one quarter of the stimulus range. The convergence probability was 0.5. Using these parameters, the first two stimulus presentations of the ASA procedure are identical to those of the MOBS procedure. The ASA procedure was terminated when the step size was less than or equal to a set limit, which results in a set number of reversals for trials greater than two presentations. We took the final threshold to be the next stimulus level that would have been presented had the procedure not terminated, which is an identical criterion to those used in the PEST adaptive technique (Taylor & Creelman, 1967) . This definition of threshold differs from that proposed by Treutwein (1995) , who suggested that the final presented level be used as the estimate of threshold. Treutwein's method, however, does not incorporate the information obtained from the subject's response to this final tested level.
Simulation details
The psychometric function of an observer in a yes/no paradigm was simulated by a Weibull of the form
where x is the stimulus intensity, a is a threshold parameter, b the slope, d the false positive probability, and k the false negative probability. The Weibull function has been found to fit well the psychometric function for detection paradigms (Harvey Jr., 1986; Nachmias, 1981; Watson, 1979) . All threshold procedures in this paper were set to converge at a probability of seeing of 0.5, whereas the threshold parameter a in Eq. (1) denotes a point on the psychometric function where frequency of seeing typically is above 0.5. Therefore, for analytical purposes we derive a descriptive parameter, j, which gives the location on the psychometric function with a probability of seeing of 0.5 for a subject whose false positive and false negative responses rates are zero:
In this paper, we report j values as sensitivities (i.e., the inverse of threshold), with increasing decibel values denoting increasing sensitivity (i.e., decreasing thresholds). Values for j, as well for the response to a particular stimulus intensity, were generated using two combined multiplicative congruential random number generators, as implemented by Press, Teukolsky, Vetterling, & Flannery (1992) , giving a period of approximately 2.3 · 10
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. Serial correlations were removed using a Bays and Durham shuffle (Press et al., 1992) . For each simulation, we randomly generated one thousand values of j, evenly distributed between 0 and 30 dB. Unless stated otherwise, we performed simulations with false positive and false negative probabilities (d and k, respectively) of 0.01 and a psychometric function slope (b) of 3.5. Simulations were also run for a discrete number of false positive and false negative probabilities up to 0.33, this value being the upper limit accepted for normal perimetric reliability (Johnson & Nelson-Quigg, 1993) . Although the slope of the psychometric function (b) typically was 3.5 (King-Smith et al., 1994; Watson & Fitzhugh, 1990; Watson & Pelli, 1983) , a shallower slope, as may occur in disease (Chauhan, Tompkins, LeBlanc, & McCormick, 1993; Spry, Johnson, McKendrick, & Turpin, 2001; Weber & Rau, 1992) and supra-threshold contrast discrimination (Anderson & Vingrys, 2000; Nachmias & Sansbury, 1974) , was also investigated. The influence of test range was investigated also, with random values for j evenly distributed over ranges of 15 and 60 dB.
Analysis
For most figures, the median was used as the measure of central tendency and the spread of the data was quantified by the 5th, 25th, 75th, and 95th percentiles. The difference between the 5th and 95th percentiles is subsequently referred to as the percentile width, and corresponds to ±1.64 standard deviations for normally distributed data. Normality of the error distribution for each threshold procedure was assessed by the Kolmogorov-Smirnov test, using a criterion of p 6 0.05.
Results
Effect of presentation number on variability
In examining the relationship between the number of stimuli presented and the variability in the sensitivity estimate, a low false positive and false negative probability was assumed (0.01 each), along with a psychometric function slope of 3.5 [see Eq. (1)]. Before introducing summary statistics to describe the simulation data, it is important to examine the form of the data to be summarised. Fig. 1 gives the distribution of errors (sensitivity parameter, j, minus estimated sensitivity) for the three techniques, each run for approximately 8 presentations. Error was calculated as the observer's sensitivity parameter, j, minus the sensitivity estimate.
The error distributions for all three tests were significantly different from normal. For the ASA and ZEST techniques, the distribution of errors was symmetrical about zero, and changed little when observer sensitivity was low (squares), moderate (lines) or high (circles) (Fig. 1) . The MOBS technique showed similarly symmetric distributions for moderate sensitivities, although errors showed a small negative bias for low sensitivities and a small positive bias for the high sensitivities. The magnitude of this shift with sensitivity was approximately 0.5 dB (0.05 log). Fig. 2 shows how the median of the error distribution and the spread of errors are affected by the mean number of presentations (abscissa). Considering the median error first (upper panel), the number of presentations has little effect, with all changes being less than 0.3 dB (0.03 log). The 5th-95th percentile widths (lower panel) decrease as presentation number increases. For presentations between 2 and 20, the curve for the ZEST procedure is the steepest, corresponding to the greatest incremental efficiency (reduction in variance with increased stimulus presentation) (Taylor, 1971 ). However, the performance of both the ASA and MOBS procedures is similar. There are a few points to note Fig. 1 . Distribution of bias for the three threshold techniques, when observer sensitivity kappa j was between 0 and 10 dB (squares), 10 and 20 dB (lines) or 20 and 30 dB (circles). Bias was calculated as observer sensitivity kappa minus the sensitivity estimate. Nine thousand simulations were performed for each threshold technique. The ASA procedure was run for 4 response reversals after the initial two steps (mean 8.4 presentations), and the MOBS procedure was run for 3 response reversals (mean of 8.9 presentations). The ZEST procedure was run for 8 presentations. Fig. 2 . Effect of average number of presentations on median bias (upper panel) and spread (lower panel). In the lower panel, the distance between the 5th and 95th percentiles of the bias data is plotted. For the ASA procedure, data points (left to right) give procedures of 2 presentations, 1 through 10 reversals, 98 reversals, and 998 reversals, with reversals counted after the initial two presentations in the procedure. For the MOBS procedure, unfilled square data points (left to right) give 4 reversals, 3 reversals, 5 through 10 reversals, 100 reversals and 1000 reversals. Data points for the 1 and 2 reversals MOBS procedure overlie the 3 and 4 reversals results, respectively. If the termination rule requiring that the difference between the final two stimuli be less than 5% of the test range (see text, MOBS rule 6ii) is relaxed to be less than 50% of the range, the results for 1 or 2 reversals are as given by the left and right filled squares, respectively. regarding the percentile width at high presentation numbers. The ZEST procedure asymptotes at 0.45 dB, which is the theoretical limit imposed when p.d.fs are calculated in 0.5 dB steps (see Section 2). The MOBS procedure asymptotes at approximately 1.7 dB from 20 presentations, demonstrating that the procedure does not converge to a particular probability of seeing with a probability of unity. The ASA has been theoretically proven to asymptote to zero at high presentation numbers (Kesten, 1958) .
It should be noted that there are no results for the MOBS procedure below a median presentation number of 8, which is the result obtained for a 4 reversals MOBS procedure. Although 1 and 2 reversal MOBS procedures were simulated, the minimum step size after 1 or 2 reversals was greater than 5% of the test range, and so two further reversals were performed before the procedure terminated (MOBS rule 6 (Tyrrell & Owens, 1988) ). Because of this, the results for the 1 and 2 reversal MOBS procedures were identical to those from the 3 and 4 reversal procedures, respectively. If however, the minimum step size rule is relaxed such that the final step need only be less than 50% of the test range, the results as given by the filled black squares result. It should also be noted that the 3 reversal MOBS procedure took more presentations on average than a 4 reversal procedure (10.4 versus 8.9, respectively), presumably because a 3 reversal procedure will more commonly require an additional 2 reversals (MOBS rule 6). Although the consideration of presentation numbers less than 8 might seem irrelevant, procedures using very small numbers of presentations are commonly seen in perimetry studies (Anderson et al., 2005; Vingrys & Pianta, 1999) which require threshold estimates at upwards of 50 locations to be determined in the space of minutes.
Based on the results of the above simulations, a 4 reversal MOBS procedure and 4 reversals after the first two steps ASA procedure were selected for further analysis. An eight presentation ZEST procedure was also analysed, with this length procedure being the same as that recommended by King-Smith et al. (1994) . Fig. 3 shows the influence of false positive response probabilities (0.33, circles), false negative response probabilities (0.33, squares), and an altered slope of the psychometric function (b = 1, triangles) on the performance of the three procedures, as a function of observer sensitivity, j. For the false responses, the error in the sensitivity estimate is influenced by the magnitude of the sensitivity parameter j, with false positive responses producing relatively greater errors at low sensitivities, and false negative responses producing relatively greater errors at high sensitivities. Therefore, the use of a single summary statistic to examine the influence of false responses across the entire test range must be interpreted with caution. The influence of changes in the slope of the psychometric function on variability is not dependent upon sensitivity. Fig. 4 shows the influence of false negative and false positive response probabilities on errors in the sensitivity estimate. The three techniques are similarly affected by false positive responses (upper panels). The median of the error distributions (circles) remain close to the theoretical 0.50 probability of seeing points on the psychometric function (dashed lines). Variability is little affected for false positive probabilities up to 0.1, but increases rapidly and asymmetrically from this point. The ASA and MOBS technique shows an increase in the mean number of presentations required to terminate the procedure (number above parentheses) as false responses increase, along with increased variability in the number of presentations (numbers in parentheses).
Effect of false positive and false negative responses
False negative responses (middle panels) show similar effects for both the ASA and MOBS techniques to that found for false positive responses, except that the direction of the effect is reversed. The ZEST procedure shows an Fig. 3 . Distribution of bias as a function of observer sensitivity j, in the presence of false positive responses (probability = 0.33), false negative responses (probability = 0.33) or a reduced slope of the observer's psychometric function (b = 1). Symbols show the median bias, error bars show the 5th and 95th percentiles, and horizontal projections from the error bars show the 25th and 75th percentiles. Data is in 10% wide bins, with the midpoint of each bin given by the squares: circles and triangles have been displaced to the left and right, respectively, for clarity.
increased susceptibility to false negative responses, with probabilities of 0.1 having a relatively large affect on variability. It is likely that the asymmetry in the effects of false positive and false negative responses reflects, at least in part, the asymmetry of the Weibull function used to model the psychometric function.
1 If a symmetrical frequency of seeing curve (cumulative Gaussian, SD = 0.75 dB; 0.5 probability of seeing at threshold) is incorporated into the ZEST procedure and the simulated observer, the error distributions for false positive and negative responses become symmetrical (À17.0, À5.8, À2.1, À0.6, and 0.9 dB [5th, 25th, 50th, 75th, and 95th percentiles] when false positive probability is 0.33; À0.8, 0.5, 1.9, 5.8, and 16.9 dB when false negative probability is 0.33).
When both false negative and false positive responses are simultaneously introduced (lower panels), the effect on variability can be largely determined by assuming that the false positive and false negative probabilities independently affect the lower and upper percentiles, respectively. Fig. 5 shows the effect of decreased slope of the observer's psychometric function. Variability in the sensitivity estimate increases in a similar fashion for all test procedures. Both the ASA and MOBS procedures required increased presentations as slope decreases, consistent with previous simulations of the MOBS procedure . The investigation of a slope of 1 is realistic, as a similar slope has been reported for supra-threshold contrast discrimination (Anderson & Vingrys, 2000) .
Effect of psychometric function slope and test range
The effect of test range is given in Fig. 6 . For the ASA procedure, the initial step size was maintained at one quarter of the range, and the procedure commenced in the middle of the range. For the ZEST procedure, p.d.fs were calculated over ±4 log units from the centre of the test range for the 60 dB test range. Both the ASA and MOBS procedures showed small increases in variability as test range increased. The ZEST procedure was largely unaffected.
Discussion
The results of our simulations show that the MOBS threshold technique provides appropriate threshold estimates, suggesting that the heuristic rules outlined by Tyrrell & Owens (1988) appropriately modify a binary search technique for use with stochastic data. We found that the Fig. 4 . Effect of false positive and false negative responses on bias. Circles show the median error, triangles the 5th and 95th percentiles, and horizontal dashes the 25th and 75th percentiles. Numbers above the parentheses give the mean number of presentations, with the number in parentheses giving the 5th, 50th, and 95th percentiles. Dashed lines give the theoretically determined shift in bias, given the convergence probability of 0.50 for the threshold techniques.
MOBS procedure was able to accurately and efficiently estimate an observer's sensitivity when false responses were low (0.10 or less, Fig. 2 ), which agrees with who found that false response probabilities of 0.08 had little effect on the MOBS procedure. Although the central tendency for threshold is at the 0.50 probability of seeing level (Fig. 1, middle panel, and Fig. 2, upper panel) , the procedure failed to converge to this level with a probability of unity (Fig. 2, lower panel) . Because it tends towards a 0.50 probability of seeing, MOBS cannot be used for two-alternative forced choice experimental paradigms but is restricted to yes-no paradigms of the sort described in this paper. The boundary-checking rules in the MOBS procedure afforded no extra immunity from false responses when compared to the ASA procedure, but did increase the number of presentations required for the procedure to terminate when compared to the ASA procedure (Fig. 4) .
In general, there were few differences among the performance characteristics of the adaptive procedures we investigated, despite substantial differences in the logic underpinning each procedure. The ZEST procedure showed greater efficiency and reduced variability (Fig. 2) than the two non-parametric procedures, but the differences were slight. As Monte Carlo simulations do not necessarily translate into differences in real world performance (Kaernbach, 2001; Madigan & Williams, 1987; Shelton, Picardi, & Green, 1982; Simpson, 1989) , these differences may be of little importance. Both reversal based, non-parametric procedures showed variations in the number of presentations required before the procedure terminated (approximately 2-fold for ASA, and 3-fold for MOBS), which increased as false response probabilities increased (to approximately 3-fold for ASA, and 4-fold for MOBS). All procedures were robust to moderate levels of false positive responses (Fig. 4) , although the reversal-based non-parametric procedures typically required increased stimulus presentations to reach their termination criteria. The ZEST procedure was influenced more by false negative responses than the two non-parametric procedures, although the non-parametric procedures required increased presentation numbers as false negative responses increased. The slope of the psychometric function affected threshold variability in similar ways among tests. It should be remembered that both ZEST and ASA are commonly set to converge to levels other than a 0.50 probability of seeing, and so their robustness to false responses and psychometric function slope may differ from the particular results we report here.
We found the distribution of the errors for each technique to be significantly different from normal, and so the use of parametric statistics to quantify threshold error is potentially misleading. For reliable subjects, error distributions for the techniques were largely symmetrical ( Fig. 1) and so interpretive errors resulting from the use of parametric statistics are probably small. However, the presence of large asymmetries in the error distributions when false responses are introduced (Fig. 3 ) cannot be adequately described by such statistics.
In summary, we find little evidence to recommend the use of the MOBS threshold technique above the more statistically rigorous ASA technique. In particular, the MOBS procedure shows no increase in its robustness to false responses, and so is unlikely to have any increased beneficial properties when obtaining sensitivity estimates from unreliable subjects. Neither does MOBS show exceptional performance when the number of stimulus presentations is very small, as is often required in clinical measures of visual function such as perimetry.
The trouble with false responses
Although parametric adaptive techniques typically assume a low probability for false positive and false negative responses (e.g., 0 and 0.01, respectively, in QUEST (Watson & Pelli, 1983) ; 0.03 and 0.01 in ZEST (King-Smith et al., 1994) ; consistent with probabilities recorded from trained subjects (Anderson & Johnson, 2002; Anderson & Vingrys, 2000) ), the probability of false responses can be greater within clinical populations performing automated perimetry. Average false response probabilities are not markedly increased (false positive probabilities of 0.02-0.04 in normals and glaucoma patients, approximately double these in ocular hypertensives, and false negative probabilities of 0.03-0.04 in normals and 0.07-0.11 in glaucoma patients (Johnson & Nelson-Quigg, 1993) ), but it is likely that the distribution of these probabilities shows an extended tail for higher values. Johnson, Aminlari, & Sassani (1993) give a breakdown of false responses by magnitude for a group of normal and disease observers: 10% had a false positive probabilities of at least 0.1 and approximately 3% were greater than 0.2, with about 21% having a false negative probabilities greater than 0.1 and about 8% being greater than 0.2. False response probabilities tend to remain constant over the duration of a test (Johnson, Adams, & Lewis, 1988) , and often persist despite feedback to the subject Van Coevorden, Mills, Chen, & Barnebey, 1999) .
It is not entirely clear how false responses should be interpreted. In perimetry studies, it commonly is assumed that false responses are errors that occur through some extraneous process unrelated to the subject's visual system (e.g., apprehension, fatigue, or inattentiveness). As such, a good threshold technique is one that can ignore such errors, and return a sensitivity estimate arising from an underlying, error-free psychometric function. This approach may be seen most clearly in simulation studies where false responses are introduced at random by a process separate to that modelling the observer's psychometric function (Shapiro et al., 1988; Tyrrell & Owens, 1988 ). However, it is possible that false responses arise as a part of the visual process itself, especially in disease, as disease subjects tend to have higher false responses Katz, Sommer, & Witt, 1991; Nelson-Quigg, Twelker, & Johnson, 1989) , particularly false negative responses, despite such subjects often having greater psychophysical experience than naïve observers. This latter view is consistent with signal-detection models for visual detection (Tanner & Swets, 1954) , and would suggest that changes in false response rates indicate a change in a subject's response criterion and, therefore, his or her measured threshold. Indeed, changes in yes-no thresholds have been shown to correlate with changes in false response rates (King-Smith et al., 1994) , although such changes did not make long-term test reliability significantly worse than for forced-choice procedures that remove criterion effects. Overall, it is likely that false responses actually result from a combination of both extraneous and internal sources of noise in clinical subjects (Swanson & Birch, 1992) , and so neither conventional ''correction for guessing'' techniques to account for extraneous events, nor signal-detection theory based corrections of response bias (Klein, 2001 ) to account for internal noise, is strictly accurate.
