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1. Introduction
Lorentz symmetry is one of the best tested symmetries in nature [1]. Usually it is considered
to hold at arbitrarily high energies and large distances. However, in the last years a great
amount of activity has been devoted to establish the limits of validity of this symmetry
and predict the consequences of its hypothetical violation.
Although no signs of Lorentz violation (LV) have been found so far, these investigations
are useful because, studying the possible Lorentz-violating Standard Model extensions and
comparing their predictions with experimental data, it is possible to put bounds on the
parameters that govern the LV.
A very huge amount of works have been done on this topic; among the most relevant
references, we cite [2], in which a spontaneous breaking of Lorentz symmetry as been con-
sidered, and [3], where the possible eﬀects of Lorentz violating renormalizable interactions
(i.e. described by operators of dimension 6 4) is examined and compared to the data ob-
tained from high energy physics; for a recent update on the state of art, see, for example,
[4].
Moreover, when Lorentz symmetry is explicitly broken, operators of higher dimensions
can become renormalizable. In a local, unitary, polynomial and Lorentz-invariant quantum
ﬁeld theories, the power counting criterion ensures that only operators of dimension smaller
than or equal to 4 are renormalizable, due to the behavior of the propagators at high energy.
However, in a Lorentz-Violating theory, we can improve the UV behavior adding terms
containing higher space derivatives to the Lagrangian. The class of renormalizable theories
can be signiﬁcantly enlarged. The absence of higher time derivatives ensures the unitarity
of the S-matrix [5, 6]. The higher-dimension operators are multiplied by inverse powers of
ΛL, that can be interpreted as the scale of energy at which the eﬀects of LV can become
important. If the additional terms satisfy a modiﬁed version of power counting (weighted
power counting), in which the dimensions of the vertices are substituted by a weighted
dimensions, then no higher-time derivatives are generated by renormalization; ΛL is a
weightless parameter, and constants of negative weight cannot appear in a renormalizable
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Lagrangian [7].
In ﬂat space and in the realm of perturbation theory, it is possible to construct theories
that include scalars, fermions [7] and gauge ﬁelds [8, 9]: it is possible to construct also
LVSMEs without violating physical principles [10].
In some of these extensions, the four fermion interactions are renormalizable; they can
trigger a NambuJona-Lasinio mechanism [11] that, due to a dynamical symmetry break-
ing, can generate a fermion condensate 〈q¯q〉 and give masses to the particles, also if the
elementary scalars are suppressed. The Higgs bosons emerge at low-energy as a composite
scalar ﬁeld, together with the Goldstone bosons [12].
The search for consistent Standard-Model alternatives that do not contain elementary
scalar ﬁelds has a long history, from technicolor [13] to the more recent extra-dimensional
Higgsless models [14]. Worth mentioning are also the asymptotic-safety approach of ref.
[15] and the standard perturbative approach of ref. [16]. In this respect, the violation of
Lorentz symmetry oﬀers, among the other things, a new guideline and source of insight,
and in our opinion deserves the utmost attention.
It is possible to use this mechanism also without the Lorentz violation, in a non-
renormalizable approach [17, 18]. However, the predictivity of these models has been
questioned because in the NambuJona-Lasinio mechanism, the (otherwise suppressed)
high energy interactions have eﬀects on the low energy physics. For example, in [19] it is
shown that, adding other non-renormalizable terms beside the four fermion interactions to
the Lagrangian, the full set of parameters of the Standard Model can appear as arbitrary
constants, and the predictivity of the mechanism is lost.
In our approach, on the contrary, the high energy behavior is well deﬁned and the
low-energy parameters are related to the high-energy constants in an unambiguous way.
Relations among the Standard Model parameters are predicted and can be tested ex-
perimentally: for example, the relation between the mass of the top mt and the Fermi
constant agrees with the present data. Actually, this agreement is more precise than we
could expected, considering our large theoretical error [12].
In this thesis we study some models of scalarless LVSMEs (i.e. no elementary scalar
ﬁelds are present), in which the particles gain mass by means of the NambuJona-Lasinio
mechanism. First we calculate the eﬀective potential, in the leading order of NC approx-
imation [20]. We show that there is a Lorentz-invariant minimum, and that, considering
more generations of fermions, the CKM matrix can emerge. Since the calculations are
quite involved, we are not able to prove every statement we want, but we give enough
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evidence that the NambuJona-Lasinio mechanism can reproduce the known low-energy
physics.
We compute the low-energy eﬀective action and study the phenomenology of our model,
always in the leading order of large NC limit: this implies a large theoretical error (that
can be estimated around the 50%); however, our prediction are still meaningful because
they can still be falsiﬁed by experimental data.
At low-energy, one or more doublets of Higgs bosons can emerge as composite ﬁelds, with
masses within the present experimental bounds. A more severe mixing among generations
is possible in principle; in this minimal LVSME, the neutrinos remain massless, but we
show that the Lorentz-violating coeﬃcients can also explain neutrino oscillations.
We examine also the high-energy properties of this model [21]. Since the gauge couplings
are super-renormalizable, they decouple and only the four fermion vertices are relevant.
We study the most general model containing only four fermion interactions: we perform
the one-loop renormalization and calculate the beta functions. We present a technique,
inspired by Zimmermann's reduction of couplings [22, 23], for the determination of the
domain of asymptotic freedom in the case of several coupling constants, showing that this
property is compatible with the dynamical symmetry breaking.
This thesis is organized as follows: in Chap. 2 we introduce the weighted power counting,
explaining how the LV allows us to enlarge the set of renormalizable theories, and we
present our LVSME.
In Chap. 3 we study the low-energy phenomenology, explaining the NambuJona-Lasinio
mechanism. We explore the parameter space, showing that there is a broken phase and
giving evidence that there exists a Lorentz-invariant minimum. We study also the propa-
gation of composite bosons and the eﬀective action, verifying that its parameters are not
in contrast with the present experimental data, and we discuss about the neutrino masses
and oscillations.
In Chap. 4 we study the high-energy properties, examining the most general four-fermion
model and calculating its one-loop beta function. We ﬁnd the condition for asymptotic
freedom, showing that they are compatible with the dynamical symmetry breaking.
Chap. 5 contains the conclusion.
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2. The Weighted Power Counting
2.1. Renormalization of a Lorentz invariant theory
In a quantum ﬁeld theory, the standard technique used to treat the inﬁnities of Feyn-
man diagrams is called renormalization. In this method the divergent diagrams can be
renormalized to ﬁnite values, absorbing the inﬁnites through a redeﬁnition of the basic
ingredients of the theory (masses, coupling constants, ﬁelds...). In this way the original
(bare) elements are substituted by renormalized ones, that generate ﬁnite diagrams.
2.1.1. Example: Renormalization of a scalar ﬁeld theory
For example, let us consider the (Lorentz invariant) interacting scalar ﬁeld theory (in
Euclidean space)
Lφ4(φ) = 1
2
(∂µφ)2 +
m2
2
φ2 +
λ
4!
φ4 (2.1.1)
We indicate with G4 the diagram corresponding to the one-loop contribution (i.e. the
second order of the perturbative expansion in the coupling constant λ) to the four-point
function; it is UV-divergent and reads
3λ2
2
I4, I4 =
∫
d4p
(2pi)4
1
(p2 +m2)((p+ q)2 +m2)
(2.1.2)
Note that the diagram is IR-convergent.
For large values of the momentum, the integrand of (2.1.2) has the behavior
I4 '
∫
dppω(G4)−1 =
∫
dpp−1
where ω(G) is the degree of divergence of the diagram G. The integral associated with G
is divergent if ω(G) > 0 and convergent if ω(G) < 0. In this case, ω(G) = 0 so we say that
the diagram is logarithmically divergent.
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Now we want to isolate the divergent part: we use a technique called dimensional reg-
ularization, in which the number of dimensions D is considered a free parameter. We
replace the integral in four dimensions I4 with an integral ID, calculated in a generic num-
ber of dimensions D (also the factor (2pi)4 is substituted by (2pi)D) and perform an analytic
continuation of ID, seen as a function of D, from the domain D in which it is well deﬁned
ID =
∫
dDp
(2pi)D
1
(p2 +m2)((p+ q)2 +m2)
Note, however, that λ, which is dimensionless in the four-dimensional theory, now is not
a pure number anymore.
Indeed, setting ~ = c = 1 every element X of our theory has the dimension of a mass
elevated to a certain exponent nX ; we call this number the dimension of X and indicate
it with square brackets: [X] = nX . In a Lorentz-invariant ﬁeld theory we can read
[x] = −1 [p] = 1 [m] = 1 (2.1.3)
Since every terms of the Lagrangian must have dimension D (in the dimensional regular-
ization), from the kinetic term we can read
[φ] =
D − 2
2
and, consequently
[λ] = 4−D
If D = 4− , [λ] = ; it is convenient to deﬁne a renormalization scale µ, of dimension one,
and replace λ→ λµ, to keep λ dimensionless.
We consider ID as a function of D. We evaluate ID in D (in this case, the strip 0 <
ReD < 4 ) and then perform an analytical continuation. We write D = 4− ; when → 0,
the divergent part of (2.1.2) is
3λ2µ
16pi2
The four-point function can be renormalized adding
∆L = −λ2µ
(
3
16pi2
+ c1
)
φ4
4!
(2.1.4)
to the Lagrangian, where c1 is an arbitrary constant; a change of this constant does not
aﬀect the physical quantities and it is called a change of the renormalization scheme.
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This counterterm can be seen as an additional vertex or, equivalently, as a redeﬁnition
of λ. The (partially) renormalized Lagrangian become
1
2
(∂µφ)2 +
m2
2
φ2 + λµ
(
1− λ
16pi2
+ λc1
)
φ4
4!
(2.1.5)
Note that a change of renormalization scheme is equivalent to a redeﬁnition of the renor-
malization scale µ.
Locality of the counterterms We consider a generic one-loop diagram G of a theory
containing only one scalar ﬁeld (like 2.1.1):
IG =
∫
dDp
(2pi)D
NG(p, ki,m)∏
i((p− ki)2 +m2)
(2.1.6)
where NG is a polynomial in its arguments. Let us suppose that NG do not depend on ki,
m: NG(p, ki,m) = NG(p, 0, 0). Since
∂
∂kµi
1
((p− ki)2 +m2) =
2(p− ki)µ
((p− ki)2 +m2)2 ,
∂
∂m
1
((p− ki)2 +m2) =
2m
((p− ki)2 +m2)2
we have
ω
(
∂IG
∂kµi
)
= ω(IG)− 1 ω
(
∂IG
∂m
)
= ω(IG)− 2
If we perform enough derivative with respect to the mass and the external momenta the
degree of divergence becomes negative: this means that the divergent part of the integral
associated with the diagram G is polynomial in the external momenta and in the mass This
proof can be extended in a straightforward way also to the case in which NG(p, ki,m) is
a polynomial of degree diﬀerent from zero in ki, m, considering each monomial separately
and factorizing the powers of ki and m.
If we consider a higher-loop diagram Gh, with I internal line and L loops, we have the
integral
IGh =
∫ L∏
i=1
dDpi
(2pi)D
NGh(pi, kl,m)∏I
j=1(Pj(pi, kl)2 +m2)
where kl are the external momenta and the Pj(pi, kl)'s are linear combination of pi, kj. We
have an overall divergence when all the Pj's go to inﬁnity independently; the singularities
that occur when we keep some of the Pj's ﬁxed while the others go to inﬁnity are called
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subdivergences : it is possible to show that they are overall divergences of suitable subdia-
grams, i.e. diagrams obtained cutting the internal legs corresponding to the Pj's that are
kept ﬁxed.
We can algorithmically subtract the overall divergences, starting from the one-loop di-
agrams; at the L-th order, the counterterms of the lower orders exactly cancel the subdi-
vergences, leaving only the overall divergence of the corresponding diagram.
A rigorous proof of this theorem is very involved, and we do not report it here [24]. A
proof of the renormalizability of QED to all order is given by Bogoliubov and Parasiuk
[25], demonstrated more rigorously by Hepp [26] and Zimmermann [27], using the forest
formula; it is also known as BPHZ renormalization.
We have now all we need to deﬁne our renormalization procedure: let IG(ki,mj) be the
integral associated with the diagram G: it depends on the external momenta ki and on the
masses mj. We perform a Taylor expansion in these parameters: after a certain number of
terms, the coeﬃcients of the expansion become ﬁnite. We add to the Lagrangian suitable
counterterms, polynomial in the masses and in the derivatives with respect to xµ, which
reabsorb all the divergent parts.
2.1.2. Power counting
It is not suﬃcient, however, to demonstrate that we can algorithmically subtract all diver-
gences and make all diagrams of our theory convergent. Indeed, if we have to introduce an
inﬁnite numbers of counterterms in order to achieve this result, also an inﬁnite numbers of
arbitrary constants are present in our theory, which is not predictive anymore. For this rea-
son, we call a theory renormalizable if it is possible to make it ﬁnite rescaling only a ﬁnite
numbers of elements. There exists a very general method, called power counting criterion,
that can be used to determine, in a straightforward way, if a theory is renormalizable or
not.
Let us consider a very general theory with several types of scalars, spinors and gauge
ﬁelds, denoted by the subscript f . In general we can say that a ﬁeld has dimension equal
to sf + 1, where sf = 1/2 for the Dirac spinors and sf = 0 for the scalars and the gauge
ﬁelds.
The Lagrangian contains a certain number of interactions, denoted by the subscript i,
composed by nif ﬁelds of each type f and possibly di derivatives acting on these ﬁelds.
Since in a Lorentz-invariant four dimensional theory every term in the Lagrangian must
10
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have dimension 4, the coupling constant ci of the vertex denoted by i has dimension
[ci] = 4− di −
∑
f
nif (sf + 1) (2.1.7)
The propagator of the ﬁeld denoted by f , for high values of the momentum, has the
behavior
G−1f (p) ' (p2)−1+sf (2.1.8)
Consider a diagram G composed by NGi vertices of the kind i, whit IGf internal line
and EGf external line of the ﬁeld f . Once the subdivergences are inductively subtracted,
at high energies its behavior will be ∫ ∞
dppω(G)−1 (2.1.9)
According to (2.1.8) the internal lines give a contribution to ω(G) equal to
∑
f 2IGf (−1+sf )
while the derivatives present in the vertices contribute adding
∑
iNGidi. Finally, the
integration over independent momenta gives a contribution equal to 4 multiplied by the
number of loops L. We recall that
L =
∑
f
IGf −
∑
i
NGi + 1 (2.1.10)
Indeed we have to integrate over the momenta associated to each internal line. The delta
functions, associated to each vertex, impose a set of relations among the internal momenta,
reducing the number of independent integrations. However, these relations are not linearly
independent: one of them impose the conservation of the external momenta. This explain
the (2.1.10).
Adding all these contributions, considering the topological relation
EGf =
∑
i
NGinif − 2IGf (2.1.11)
and recalling (2.1.7), after few straightforward manipulations we have
ω(G) = 4−
∑
f
EG(sf + 1)−
∑
i
NGi[ci] (2.1.12)
If [ci] > 0 ∀i we can have only a ﬁnite number of divergent diagrams, i.e. a ﬁnite number
of counterterms. This is the so-called power counting criterion: it says that a theory is
renormalizable if no coupling constant of negative dimension appears in the Lagrangian. A
vertex with a dimensionless coupling is called strictly-renormalizable, while a vertex with
a coupling of positive dimension is called super-renormalizable.
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2.1.3. Polynomiality
A theory can be renormalizable but still be not predictive, since an inﬁnite number of
coupling constants can be present in the Lagrangian also before the renormalization. This
may happen if one or more of the ﬁelds present in the theory have dimension zero. For
example, if we consider the scalar theory in D = 2 dimension we have
[φ] =
D − 2
2
= 0
This means that the potential can contain, in principle, an inﬁnite number of vertices,
containing all powers of φ: in the theory appears an inﬁnite number of coupling constants,
so it is not predictive.
In general, in D dimension, the maximum power of φ contained in a vertex can be
obtained requiring that the associated coupling constant has the minimum positive dimen-
sion. For example, let consider the vertex
λNφ
N
We have
[λN ] = D −ND − 2
2
> 0 ⇒ N 6 2D
D − 2
The maximum number of φ is
Nmax = Int
[
2D
D − 2
]
(2.1.13)
In three dimension we have Nmax = 6, in four dimension Nmax = 4.
This is, however, a suﬃcient condition, not a necessary one; indeed, even if some ﬁelds
have dimension zero, it is possible to search for those classes of theorie that contain a ﬁnite
number of vertices and that are closed with respect to the renormalization (i.e. no more
vertices are generated back by renormalization apart from the ones that are already present
in the theory). For example, this works when we can attach a dimensionfull constants g
to φ ([g] > 0), writing the theory in the 1/α form; in this way, the dimension of the
the rescaled ﬁeld become strictly positive. As illustrative example, let us consider the
Lagrangian (2.1.1); writing
Lφ4(φ) = 1
α
Lφ4,1/α(φ′) (2.1.14)
where φ′ = gφ, α = g2 and
Lφ4,1/α(φ′) = 1
2
(∂µφ′)2 +
m2
2
φ′2 +
λ˜
4!
φ′4 ⇒ Lφ4(φ) = 1
2
(∂µφ)2 +
m2
2
φ2 +
λ˜g2
4!
φ4
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We can easily ﬁnd that λ = λ˜g2; φ′ has a non-negative dimension and each term of
Lφ4,1/α(φ′) has dimension D + 2[g]. The new coupling constant λ˜ has dimension
[λ˜] = [λ]− 2[g] = 4−D − 2[g]
and, for the power counting, the dimension of g must fulﬁll the condition
[λ˜] > 0 ⇒ [g] 6 [λ]
2
⇒ [g] 6 4−D
2
The (2.1.13) become
Nmax,g = Int
[
2(D + 2[g])
(D − 2 + 2[g])
]
In the two-dimensional case, if we choose [g] = 1, Nmax = 4.
We can write in the 1/α form also a theory that contains more than one vertex. Indi-
cating with λ˜iOi(φ) a generic vertex i, calling ni the number of its legs and recalling that
α = g2, in the 1/α form the vertex i reads
1
α
λ˜iOi(gφ) = λ˜ig
ni−2Oi(φ)
We can easily see that the renormalization preserve this structure: a generic diagram
G, composed by Ni vertices of each type i, E external legs, I internal legs and L loops is
multiplied by a product of couplings
g
∑
i niNi−2
∏
i
λ˜i = α
LgE−2
∏
i
λ˜i
where, in the last step, we used the topological relations (2.1.10) and (2.1.11). We see that
a gE−2 factorize, so the structure of the theory is preserved by renormalization, and each
loop increase the dimension of the diagram of a factor α.
In general, if we have more that one kind of ﬁeld in our Lagrangian, we can attach
diﬀerent couplings to each ﬁelds. In our LVSME, we want to include scalars, fermion and
gauge ﬁelds, denoted with φ, ψ and A, respectively. We call g′i, i = 1, 2, 3 the constants
attached to vectors, fermions and scalars
Lα′i =
1
α′1
L1(g′1A) +
1
α′2
L2(g′2ψ) +
1
α′3
L3(g′3φ) +
1
a3
L12(g′1A, g′2ψ) +
1
a2
L13(g′1A, g′3φ) +
1
a1
L23(g′2ψ, g′3φ) +
1
α′
L123(g′1A, g′2ψ, g′3φ) (2.1.15)
where γk, k = 1, 2, 3 denotes the coupling of minimum weight between g
′
i and g
′
j (i, j 6= k),
α′i = g
′2
i , ai = γ
2
i and α
′ is the constant of minimum weight between the α′i
13
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2.2. Weighted power counting
As we have seen, the behavior of the propagator at high energies is crucial for the renor-
malizability of a quantum ﬁeld theory. If it is possible to obtain a propagator that tends to
zero like higher powers of the momentum, we can enlarge the set of renormalizable theory;
unfortunately, we cannot add higher time derivative in the Lagrangian without loosing the
unitarity.
For example, the propagator for a scalar ﬁeld has the form
1
−p20 + p2 +m2
(2.2.1)
the dispersion relation E =
√
p2 +m2 is given by the poles of propagator , so we can say
that this ﬁeld describes a particle of mass m.
If for instances, we add a term proportional to the fourth power of the four-momentum,
we have
1
a(−p20 + p2)2 − p20 + p2 +m2
(2.2.2)
This is still a Lorentz-invariant propagator but, at high energies, it tends to zero like p−4.
However the poles of the propagator are changed and new particles (ghost) appear. This
is equivalent to a loss of unitarity in the S−matrix[5, 6].
If we assume that, at very high energies, Lorentz symmetry can be explicitly broken,
we can add higher space derivatives to the kinetic term, improving the behavior of the
propagators in the UV without adding higher time derivatives.
The basic idea is to split the d-dimensional manifoldMd into two submanifoldsMdˆ×Md¯
of dimension dˆ and d¯ respectively, whit dˆ+ d¯ = d. The submanifold Mdˆ contains time and
possibly some space coordinates, while the submanifold Md¯ contains the remaining space
coordinates. The two submanifolds are separately invariant under Lorentz and rotational
transformations but the global Lorentz invariance is lost in the total manifold Md. We
call xˆ the coordinates that belong to Mdˆ and x¯ the coordinates that belong to Md¯; the
derivatives with respect to xˆ and x¯ are indicated with ∂ˆ and ∂¯.
We assign diﬀerent weights to xˆ and x¯ coordinates; these weighted dimensions replace
the ones deﬁned in the previous section, so, from here thereafter, [X] will denote the
weighted dimension of an object X.
In a weighted theory of weight n we have
[xˆ] = −1⇒ [pˆ] = 1 [x¯] = − 1
n
⇒ [p¯] = 1
n
(2.2.3)
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Every terms in the Lagrangian must have weight equal to d− = dˆ + d¯/n and the propa-
gator must have weight two; holds a modiﬁed version of the power counting (namely, the
weighted power counting) that claims that a theory is renormalizable if no coupling con-
stants of negative weight appear; vertices of weight smaller than d− are super-renormalizable
while vertices of weight equal to d− are strictly renormalizable.
The maximum number of derivatives with respect to the xˆ and x¯ coordinates is two and
n, respectively: the structure of the theory is preserved by renormalization and terms with
higher time derivatives or space derivatives larger than 2n (which have weighted dimension
larger than d−) cannot be generated back by renormalization. The higher space derivatives
improve the behavior of the propagator in the UV, so the class of renormalizable theory
can be extended and the absence of higher time derivatives ensures unitarity.
Example: Scalar ﬁeld We consider, for example, the free scalar theory.
Lfree = 1
2
(∂ˆφ)2 +
1
2Λ2n−2L
(∂¯nφ)2 +
n−1∑
m=1
am
2Λ2m−2L
(∂¯mφ)2 +
m
2
φ2 (2.2.4)
where ΛL is a weightless energy scale (which represents the energy at which the eﬀects
of Lorentz violation become relevant). From 1/2(∂ˆφ)2 we ﬁnd that the scalar ﬁeld φ has
weight
[φ] =
d−
2
− 1 (2.2.5)
and the coeﬃcients am have weights
[am] =
2(n−m)
n
(2.2.6)
For the purpose of renormalization, it is useful to consider such terms perturbatively, as
interactions. For example, let us consider the case n = 2. The full propagator is
1
pˆ2 + p¯4/Λ2L + a1p¯
2 +m2
(2.2.7)
Expanding in a Taylor series with respect to a1p¯
2 we have
1
pˆ2 + p¯4/Λ2L + a1p¯
2 +m2
=
1
pˆ2 + p¯4/Λ2L +m
2
+
a1p¯
2
(pˆ2 + p¯4/Λ2L +m
2)2
+O(a21)
Note that every term of the series brings a contribution to the degree of divergences ω(G)
that is smaller than the previous one.
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For a scalar ﬁeld theory, with a generic weight n, the propagator is
1
pˆ2 + p¯2n/Λ2n−2L +m2
Notice that it has weight 2.
Now we can verify the validity of the weighted power counting in this case, following
the same procedure we use before: the only diﬀerence is that we have to substitute the
dimension of ﬁelds and couplings with their weighted dimension. Let us consider a vertex
i with ni scalar ﬁelds and a number of derivatives with respect to the hat and the bar
coordinates equal to dˆi and d¯i respectively. Calling
δ(i) = dˆi +
d¯i
n
(2.2.8)
its coupling constant has weight
[ci] = d
− − d
− − 2
2
ni − δ(i) (2.2.9)
Now, we consider the Feynman diagram G composed by NGi vertices of kind i, with IG
internal lines, EG external lines and LG loops. In order to evaluate the high energy behavior
we perform the change of variables |p¯| → |p¯′| = |p¯|n/Λn−1L . The propagator becomes
1
pˆ2 + p¯′2
(2.2.10)
Once we have inductively subtracted all subdivergences, the integral will have the high
energy behavior ∫ ∞
dppω(G)−1 (2.2.11)
but, in this case, the contributions to the degree of divergence ω(G) are proportional to
the weighted dimension: we will have a δ(i) from every vertex i, a d− from every loop and
a factor 2 from every internal line. We ﬁnd
ω(G) = LGd
− +
∑
i
NGiδ
(i) − 2IG = d− + EG(2− d−)−
∑
i
NGi[ci] (2.2.12)
where, in the last step, we have used the relations (2.1.10) and ( 2.1.11). If all couplings
have positive weight (and if d− > 2), only a ﬁnite numbers of counterterms can be generated
by renormalization: this is the extension of the power counting criterion for this kind of
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Lorentz violating theories. For example, if we consider the split dˆ = d¯ = 2, n = 2 (and so
d− = 3), for a scalar ﬁeld we have the strictly-renormalizable interactions
c1
4!Λ2L
φ2(∂¯φ)2
c2
6!Λ2L
φ6 (2.2.13)
and the super-renormalizable vertices
c4
4!
φ4
c5
5!ΛL
φ5 (2.2.14)
As we will see, in our LVSME, d− = 2: so in principle renormalization can generate an
inﬁnite numbers of diﬀerent vertices and our theory will loose polynomiality: however, as
we have said before, this problem can be avoided writing the theories in the 1/α form (i.e.
it is possible to select the class of theories that contain a ﬁnite numbers of vertices and
that are closed with respect to renormalization).
2.3. Lorentz-violating Standard Model Extension
To construct a LVSME we need to introduce also chiral fermions and gauge ﬁelds.
The inclusion of the chiral fermions, together with the invariance under CPT and
SU(2)L, implies that n must to be odd: indeed if n is even (n = 2m) the term ψ¯L∂¯
2mψL,
which is crucial for renormalization, is not allowed, because it is zero. Indeed
ψ¯L = (PLψ)
†γ0 = ψ†γ0PR ⇒ ψ¯L∂¯2mψL = ψ¯PR∂¯2mPLψ = 0,
where PL, PR are the left- and right- handed projectors
PL =
1− γ5
2
, PR =
1 + γ5
2
The simplest Lorentz-violating weighted Lagrangian that includes chiral fermions has
weight n = 3; for example, if we consider a Lagrangian with two chiral fermions, one
left-handed ψL and one right handed ψR, its kinetic term reads
ψ¯Li
(
∂ˆ/+ b1L∂¯/− b0L∂¯
2
Λ2L
∂¯/
)
ψL+ψ¯Ri
(
∂ˆ/+ b1R∂¯/− b0R∂¯
2
Λ2L
∂¯/
)
ψR−ψ¯L
(
bLR
∂¯2
ΛL
+m
)
ψR+h.c.
where ∂ˆ/ = ∂µˆγµˆ and ∂¯/ = ∂
µ¯γµ¯. Terms like ψ¯L∂¯
2ψR/ΛL however, cannot be present in a
LVSME because they do not preserve the SU(2)L symmetry.
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The weight of a spinor ﬁeld is
[ψ] =
d− − 1
2
(2.3.1)
and the maximum number of fermionic legs in a vertex of a renormalizable theory is
Nmax,ψ = Int
[
2d−
d− − 1
]
The inclusion of gauge ﬁeld is a bit more complicated. Since we split the partial derivative
as (∂ˆ, ∂¯), our gauge ﬁeld also must be decomposed similarly. We write A = (Aˆ, A¯), so the
covariant derivative reads
D = (Dˆ, D¯) = (∂ˆ + gAˆ, ∂¯ + gA¯). (2.3.2)
Then we have
[gAˆ] = 1, [gA¯] =
1
n
. (2.3.3)
To avoid the presence of spurious subdivergences generated by the kˆ subintegrals we
have to require that, in the presence of gauge ﬁelds, the space time is exactly split into
space and time [8]; so, in four dimensions, we have
dˆ = 1, d¯ = 3. (2.3.4)
We deﬁne F˜µν = Fµˆν¯ and F¯µν = Fµ¯ν¯ ; with the splitting (2.3.4) the quadratic part of the
Lagrangian contains (F˜µν)
2 and, since [F˜µν ] = [∂ˆ] + [A¯] = [∂¯] + [Aˆ] we have
[Aˆ] =
d−
2
− 1
n
, [A¯] =
d−
2
− 1 ⇒ [g] = 1− d
−
2
+
1
n
(2.3.5)
The simplest splitting for a Standard Model Extension is dˆ = 1, d¯ = 3, n = 3, so d− = 2.
Scale of Lorentz and CPT violation In our discussions, we assume exact CPT invari-
ance. Indeed, in local, Hermitian theories a CPT violation implies also the violation of
Lorentz symmetry, but the converse, in general, is not true. For example, the scalar ﬁeld
theory of (2.2.4) is Lorentz-violating but CPT-invariant. We can introduce two scales of
energy ΛL and ΛCPT , that govern the violations of Lorentz and CPT symmetry, respec-
tively. In principle they can diﬀer by several orders of magnitude, and we want to show
that we can assume ΛCPT > ΛL.
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Recent bounds coming from the analysis of the γ-ray burst [28] suggest that ΛCPT must
be greater larger 1018 GeV. Indeed, this analysis claim that the ﬁrst correction to the
velocity of light
c(E) ∼ c
(
1− E
M¯
)
(2.3.6)
involve an energy scale M¯ larger than 1.3 · 1018 GeV. M¯ must be interpreted as the scale
of CPT violation, because such modiﬁcations to the dispersion relation imply odd powers
of the momentum, therefore a violation of CPT symmetry.
On the other hand, in our analysis we assume the scale of Lorentz violation ΛL to be
1014−15 GeV. This value was suggested in [10] assuming that the neutrino masses are due
to the vertex
1
ΛL
(LH)2
However, in the scalarless LVSME we study, this vertex is absent, and cannot emerge in
the low-energy eﬀective action (see Sec. 3.8). Still, a number of consideration suggest that
1014−15 GeV are meaningfull values for our scale of Lorentz violation: they can be thought
as the minimal values in agreement with data. In [1] we can see that, at present, the best
bounds are due to the photon sector; from astrophysical data we can see that operators of
dimension six of this sector are suppressed by a coeﬃcient 6 10−29 GeV. Interpreting it as
Λ−2L we can see that our assumption is in agreement with this bound. Moreover, it is also
in agreement with existing bounds on proton decay, derived from the four fermion vertices
(ψ¯ψ)2/Λ2L present in our model; assuming that the dimensionless coeﬃcients multiplying
such vertices are of order one, we obtain ΛL > 1015 GeV [29]. It should be emphasized,
however, that high-energy Lorentz violation does not necessarily imply the proton decay.
Under some assumptions, ultrahigh-energy cosmic rays has been claimed to raise the
bound on ΛL over the Plank scale [30]. However, since the nature of cosmic rays has not
been ﬁrmly established yet, it is not obvious that we can use them to put unambiguous
bounds on the scale of Lorentz violation. In [31] some scenarios that are consistent with a
value of ΛL below the Plank scale are discussed.
From these considerations, we can conclude that it is reasonable to assume that there
exists an energy region ΛL 6 E 6 ΛCPT where Lorentz symmetry is violated but CPT is
still conserved. Assuming ΛCPT > MPl, we expect that this region spans at least four or
ﬁve orders of magnitude. This argument justiﬁes our assumption of CPT invariance.
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Scalarless LVSME In two weighted dimensions the maximum number of fermion legs in
a vertex is
Nmax,ψ = Int
[
2d−
d− − 1
]
= 4
therefore it is possible to construct a renormalizable LVSME containing four fermion ver-
tices: as we will see in the next chapter, they are crucial for the NambuJona-Lasinio
mechanism, that can give masses to the particles also if the elementary scalars (like the
Higgs boson) are suppressed. Without the scalar ﬁeld, the (2.1.15) take the form
L1/α = 1
α′1
L(g′1A) +
1
α′2
L(g′2ψ) +
1
a
L(g′1A, g′2ψ). (2.3.7)
The simplest choice for a scalarless LVSME is g′1 = g ⇒ [g′1] = 1/3 (g is the gauge
coupling), [g′2] = 0.
The total Lagrangian schematically reads
LnoH = LQ + Lkinf −
5∑
I=1
1
Λ2L
gD¯F¯ (χ¯I γ¯χI) +
Yf
Λ2L
χ¯χχ¯χ− g
Λ2L
F¯ 3 (2.3.8)
where the quadratic terms are
LQ = 1
4
∑
G
(2FGµˆν¯F
G
µˆν¯ − FGµ¯ν¯τG(Υ¯)FGµ¯ν¯) (2.3.9)
Lkinf =
3∑
a,b=1
5∑
I=1
χ¯aI
(
δabDˆ/− b
Iab
0
Λ2L
D¯3/ − bIab1 D¯/
)
χaI (2.3.10)
and the vertices are denoted symbolically, namely, without listing all possible diﬀeren-
tiations and indices contractions. Moreover, χa1 = L
a = (νaL, `
a
L), χ
a
2 = Q
a
L = (u
a
L, d
a
L),
χa3 = `
a
R, χ4 = u
a
R, χ5 = d
a
R. The sum
∑
G is over the gauge groups SU(3)C , SU(2)L and
U(1)Y . Finally, τ
G(Υ¯) is a polynomial of degree 1 and Υ¯ = −D¯2/Λ2L.
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In this chapter we examine the low-energy phenomenology of the scalarless LVSME we
presented before.
We ﬁrst introduce the dynamical symmetry breaking mechanism, explaining the diﬀer-
ence between the Nambu-Jona-Lasinio approach and the Higgs mechanism; then we ﬁnd
the low-energy eﬀective action.
Our aim is to check if this model can fully reproduce, by means of the Nambu−Jona-
Lasinio mechanism, the correct behavior of the Standard Model at low-energy. For this
reason we study the minima of the eﬀective potential, showing that there exists a phase
in which the spontaneous breaking of SU(2)L symmetry gives masses to the particles;
moreover, the Lorentz-violating coeﬃcients generate mixing among generations and the
CKM matrix can emerge. The calculations are quite involved: for this reason we perform
our analysis in the leading order of the large NC approximation (NC is the number of
colors).
In the usual perturbative approach we consider the couplings λi  1: we perform an
expansion for small values of λi, evaluating the diagrams order by order.
In the large NC approximation, instead, we take the limit NC →∞, keeping NCλi ﬁxed;
the leading order of this expansion can be evaluated, in our case, keeping only the terms
of the dynamically modiﬁed potential that are multiplied by a factor NC . Since in the
Standard Model NC = 3, this approximation implies a large theoretical error: however,
our predictions are still meaningful because they can still be falsiﬁed by data.
We study also the low energy Lagrangian, calculating the terms that diverge in the limit
ΛL → ∞. Using ΛL = 1014 GeV we show that only these terms are important, because
also in the worst case, the corrections due the next-to-leading order are smaller than the
theoretical error due to the large NC approximation.
The neutrinos remain massless but we show that, using parameters within the present
experimental bounds, the modiﬁed dispersion relation can still explain neutrinos oscilla-
tions.
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3.1. Dynamical symmetry breaking
3.1.1. The NambuJona-Lasinio mechanism
The NambuJona-Lasinio mechanism is based on a dynamical symmetry breaking that
induces a non-zero expectation value of a fermion bilinear 〈q¯q〉 (fermion condensate). In
this way, if the four fermion vertices are present in our Lagrangian, they can give masses
to the particles also if the Higgs ﬁeld is absent.
It is possible to use the NambuJona-Lasinio mechanism also in a Lorentz-invariant the-
ory, in which the four fermion vertices are non-renormalizable operators. However, in [19]
the predictivity of this approach was questioned, because, for example, the unknown high-
energy physics, duly parametrized, can introduce the full set of independent parameters of
the Standard Model (including the Higgs scalar), beside the four fermion vertices.
The advantage of our model is that its high-energy behavior is well deﬁned and it contains
only a ﬁnite set of independent constants: it is to some extents predictive, because the
low-energy parameters are no longer free and testable relations among parameters of the
Standard Model are predicted.
In our discussion we proceed as follows: ﬁrst we switched oﬀ the gauge interactions,
because, since they are super-renormalizable, they decouple at high energies and do not
aﬀect the NambuJona-Lasinio mechanism. The minimum produces fermion condensates
and gives masses to the fermions. Massive bound states (composite Higgs bosons) emerge,
together with Goldstone bosons. When gauge interactions are ﬁnally switched back on,
the Goldstone bosons associated with the breaking of SU(2)L×U(1)Y toU(1)Q are eaten
by the W± and Z bosons, which then become massive.
Let us consider a toy model, to clarify the dynamical symmetry breaking mechanism in
the case of four fermion vertices.
We have the Lagrangian
LTM = ψ¯iγµ
(
∂µˆ + ∂µ¯ − ∂µ¯ ∂¯
2
Λ2L
)
ψ +
λ
Λ2L
(ψ¯LψR)(ψ¯RψL). (3.1.1)
where ψ = (ψL, ψR). Introducing the auxiliary ﬁeld
M =
(
τ 0
0 τ¯
)
(3.1.2)
Our Lagrangian now reads
LTM = ψ¯
(
iγµ
(
∂µˆ + ∂µ¯ − ∂µ¯ ∂¯
2
Λ2L
)
−M
)
ψ − Vaux(M) (3.1.3)
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where Vaux(M) =
Λ2L
λ
|τ |2; the four fermion vertices can be re-obtained integrating over the
auxiliary ﬁelds.
Integrating out the fermion ﬁeld ψ we obtain the eﬀective potential; after performing
Wick rotation it reads
Veff (M) = Vaux(M)−
∫
d4p
(2pi)4
ln det(−γµp′µ +M) (3.1.4)
where we have deﬁned
p′µ =
(
pˆµ, p¯µ
(
1 +
p¯2
Λ2L
))
(3.1.5)
We regulate the UV divergences with a cut-oﬀ Λ and subtract them expanding around
M = 0. The lowest order in M is a constant, while the ﬁrst order is proportional to
tr[(γµp′µM)/p
′2], which is odd in the momentum and hence its integral is zero. The second
order is logarithmic divergent while all the others are convergent. We have
Veff (M) =
Λ2L
λ
|τ |2 − 2
∫
d4p
(2pi)4
(
ln(p′2 + |τ |2)− |τ |
2
p′2
)
(3.1.6)
Diﬀerentiating once with respect to τ we ﬁnd the gap equation
0 = τ¯
(
Λ2L
λ
− 2
∫
d4p
(2pi)4
1
p′2 + |τ |2 −
1
p′2
)
(3.1.7)
Since the integrand is clearly negative, we have a non-trivial zero only if λ < 0; it is
determined by the equation
1 = 2
λ
Λ2L
∫
d4p
(2pi)4
1
p′2 +m2
− 1
p′2
(3.1.8)
where m = 〈|τ |〉 is the modulus of the value of τ in the extremal point of the potential.
Observe that the second derivative of the eﬀective potential is convergent and positive
when |τ | = m, so this extremal point is the non-trivial minimum. Indeed, using the gap
equation
∂2Veff
∂τ∂τ¯
=
∫
d4p
(2pi)4
1
(p′2 +m2)2
> 0 (3.1.9)
3.2. Dynamical symmetry breaking in the LVSME
We want now to examine how the dynamical symmetry breaking can take place in our
models of LVSME. Since the calculations are quite involved, we study the potential in the
leading order of 1/Nc expansion (Nc is the number of colors)
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The most general four-fermion vertices can be expressed using auxiliary ﬁelds, that we
call M , N , a quadratic potential Vaux and Yukawa terms:
Vaux(M,N) +
∑
αβABIJ
[
MABαβ,IJ ψ¯
αA
I ψ
βB
J +
(
NABαβ,IJψ
αA
I ψ
βB
J + h.c.
)]
.
Here α, β are spinor indices, I, J are indices that denote the type of fermions, A,B are
SU(Nc) × SU(2)L-indices. Vaux(M,N) is the most general quadratic potential that is in-
variant under SU(Nc)×SU(2)L×U(1)Y and CPT. The Yukawa terms are made symmetric
assigning suitable transformation properties to the ﬁelds M and N .
The four-fermion vertices are obtained integrating out the auxiliary ﬁelds M and N .
Several combinations of auxiliary ﬁelds may produce the same four-fermion vertices. We
do not need to select a minimal set of auxiliary ﬁelds here. Actually, we include the maximal
set of auxiliary ﬁelds, because we want to study all possible intermediate channels. Some
components of the ﬁelds M and N become propagating at low-energy (composite bosons),
others remain non-propagating also after the symmetry breaking.
Large Nc expansion The NambuJona-Lasinio dynamical symmetry-breaking mecha-
nism is not perturbative in the usual sense, so we need to have a form of control on it.
We use a large Nc expansion. A rough estimate of the error due to the large Nc expansion
can be obtained summing all powers of 1/Nc with opposite signs, assuming that higher
order contributions are of the same order (apart from the powers of 1/Nc in front of them).
Thus, calling 1 a generic quantity, its corrections are
±
∞∑
k=1
1
Nkc
= ± 1
Nc − 1 . (3.2.1)
For our purposes we just need to consider the leading order of the 1/Nc expansion. For
Nc = 3, formula (3.2.1) tells us that we have a ±50% of error. Even if this error is large,
some of our predictions are enough precise to be possibly ruled out.
We cannot exclude that other symmetry-breaking mechanisms may take place in the
exact model, but we do not consider such possibilities here, because we do not have a form
of control on them such as the one provided by the large Nc expansion.
The leading order of the 1/Nc expansion receives contributions only from color-singlet
fermion bilinears, on which we focus for the moment. We consider the Yukawa terms
LY =−
∑
abmn
[
Sabmn(Q¯
am
R Q
bn
L ) + S¯
ba
nm(Q¯
am
L Q
bn
R ) +H
ab
µ,mn(Q¯
am
L γ
µQbnL )
+Kabµ,mn(Q¯
am
R γ
µQbnR ) + L
ab
µν,mn(Q¯
am
R σ
µνQbnL ) + L¯
ba
µν,nm(Q¯
am
L σ
µνQbnR )
]
, (3.2.2)
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where QaR = (u
a
R, d
a
R) and m,n are both SU(2)L- and SU(2)R-indices, depending on the
case. The Yukawa terms are U(2)L×U(2)R-invariant, and so is the leading-order correction
to the eﬀective potential. The (contracted) SU(Nc)-indices are not shown. The ﬁelds S
and Lµν are CPT even, while the ﬁelds Hµ and Kµ are CPT odd. The matrices Hµ and Kµ
are Hermitian. In the App. A it is shown that, using this parametrization, it is possible to
obtain all the vertices that contribute to the dynamically modiﬁed potential in the leading
order of the large NC expansion.
Lagrangian of the high-energy model and eﬀective potential We ﬁrst switch the
gauge ﬁelds oﬀ, because they decouple at high energies. We will turn them back on later.
The fermionic kinetic terms are
Lkf =
∑
abm
Q¯amL i
(
δabγ0∂0 + b
ab
1L∂¯/−
bab0L
Λ2L
∂¯/ 3
)
QbmL + Q¯
am
R i
(
δabγ0∂0 + b
abm
1R ∂¯/−
babm0R
Λ2L
∂¯/ 3
)
QbmR ,
where bab0,1L and b
abm
0,1R are Hermitian matrices for every m. The total Lagrangian reads
L = Lkf + LY + L′Y +W ′aux(S,H,K,L,N ′),
where L′Y and N ′ denote all other Yukawa terms and auxiliary ﬁelds, respectively. The
potential W ′aux is the most general quadratic form compatible with the symmetries of the
theory. We can eliminate the oﬀ-diagonal terms SN ′, HN ′, KN ′ and LN ′ translating the
ﬁelds N ′. Calling N the translated ﬁelds, we get a quadratic potential of the form
W ′aux = Waux(S,H,K,L) +W
′′
aux(N).
The leading-order correction to the potential depends only on S, H, K and L. The ﬁelds N
have vanishing expectation values, so the ﬁelds N ′ can have non-trivial expectation values
because of the translation from N ′ to N . For the moment we can ignore the N -sector and
focus on Waux.
By CPT and rotational invariance, the potential Waux has the symbolic structure
Waux(S,H,K,L) ∼ SS† +H20 +H2i +H0K0 +HiKi +K20 +K2i + L0jL†0j + LijL†ij.
The indices not shown explicitly in this formula are contracted with constant tensors.
To study the eﬀective potential we need to consider the Lagrangian
Lq =
3∑
a,b=1
Ψ¯a
(
iΓ01∂t + iΓ¯ · ∂¯
(
B1 − ∂¯
2
Λ2L
B0
)
−M
)ab
Ψb −Waux(M), (3.2.3)
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where
B0,1 =
(
bab0,1Lδ
mn 0
0 babp0,1Rδ
pq
)
, M =
(
S + Lµν σˆ
µν Kµσ
µ
Hµσ¯
µ S† + L†µν σˇ
µν
)
,
and
(Γµ)ab = δab
(
0 Σµ
Σ¯µ 0
)
, Ψa =
(
QamL
QapR
)
,
(Σµ)mp = δmpσµ, (Σ¯µ)pm = δmpσ¯µ, σµ = (1, σ), σ¯µ = (1,−σ), σˇµν = −i(σ¯µσν − σ¯νσµ)/2,
σˆµν = −i(σµσ¯ν − σν σ¯µ)/2.
The leading-order eﬀective potential reads
W (M) = Waux(M) + V(M),
where V(M) is calculated integrating over the fermions. It is the renormalized version of
Vdiv(M) ≡ −Nc
∫ Λ d4p
(2pi)4
ln det
(
P − Γ0M) , P ≡ i1p4 + Γ0Γ¯ · p¯(B1 + p¯2
Λ2L
B0
)
.
The integral has already been rotated to the Euclidean space. As we have already done in
the toy model, we regulate the ultraviolet divergences with a cut-oﬀ Λ and subtract them
expanding in M around M = 0. We have
V(M) = −Nc
∫
d4p
(2pi)4
(
ln det(1− P−1Γ0M) + 1
2
tr
[
P−1Γ0MP−1Γ0M
])
. (3.2.4)
Observe that V(M) is regular in the infrared.
3.3. Existence of a non-trivial absolute minimum
In this section we prove that there exists a phase where the dynamical symmetry-breaking
mechanism takes place. Precisely, the potential has a nontrivial absolute minimum if some
parameters contained in Waux(M) satisfy certain bounds and B1 is in the neighborhood
of the identity. The assumption B1 ∼ 1 is not only useful to simplify the calculations, but
also justiﬁed by all known experimental data [1].
It is suﬃcient to work at B1 = 1, because the result, once proved for B1 = 1, extends
to the neighborhood of the identity by continuity. On the other hand, for the moment we
keep the matrix B0 free, because its entries can diﬀer from one another by several orders
of magnitude.
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We ﬁrst prove that the potential grows for large M , in all directions. This result allows
us to conclude that there exists an absolute minimum. Later we show that, in a suitable
domain D of parameter space, the point M = 0, which is stationary, is not a minimum.
This proves that the absolute minimum of W (M) is nontrivial in D. Along with the proof,
we derive the bounds that deﬁne D.
To study W (M) for large M , we rescale M by a factor λ and then let λ tend to inﬁnity.
It is useful to rescale also p4 by a factor λ and p¯ by a factor λ
1/3. We get
W (λM) = −Ncλ
2
2
∫ +∞
−∞
d4p4
2pi
∫
IR
d3p¯
(2pi)3
tr
[
Pˆ−1Γ0MPˆ−1Γ0M
]
+O(λ2), (3.3.1)
where Pˆ is the same as P , but with B1 → B1/λ2/3. The subscript IR means that the
p¯-integral is restricted to the IR region. It gives contributions proportional to λ2 lnλ2.
Formula (3.3.1) is proved as follows. If we factor out a λ2 and take λ to inﬁnity inside
the integrand of (3.2.4), we notice that the integral remains convergent in the ultraviolet
region, but becomes divergent in the infrared region. Thus, when λ → ∞ the infrared
region provides dominant contributions that grow faster than λ2. The ﬁrst term of (3.2.4)
does not give dominant contributions: indeed, in the IR region it is safe to take λ → ∞
inside the logarithm. Instead, it is not safe to do the same in the second term of (3.2.4).
This explains formula (3.3.1).
Now we calculate the dominant contributions. It is convenient to work in the basis where
the matrix B0 is diagonal:
Bab0 = δ
abdiag (baL, b
a
L, b
a
uR, b
a
dR) . (3.3.2)
Here the indices u,d refer to the up and down quarks of the family labeled by the index
a (so they mean c,s and t,b for a = 2 and 3, respectively). In this basis the propagator is
diagonal in a,b. The trace is invariant under rotations, so it can be calculated orienting p¯
along the z-direction and rewriting the result as a scalar. With this choice, the propagator
is diagonal in all indices, and the trace can be easily calculated. We obtain a linear
combination of integrals of the form∫ +∞
−∞
dp4
2pi
∫
IR
d3p¯
(2pi)3
1
ip4 +X
1
ip4 + Y
.
The integral in p4 can be calculated using the residue theorem. The p¯-integrand, which
is quadratic in M , is at most quadratic in the components of p¯, and can be symmetrized
using
p¯ip¯j → δij
3
p¯2.
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We obtain a linear combination of p¯-integrals of the form∫
IR
d3p¯
(2pi)3
1
|p¯|
(
1
λ2/3
+ p¯
2
Λ2L
bxy
) ∼ Λ2L
3(2pi)2bxy
lnλ2,
where bxy is the sum of two entries of the matrix B0. The result is a linear combination of
contributions of the form
NcΛ
2
Lcxy
|(Γ0M)xy|2
bxy
λ2 lnλ2, (3.3.3)
where cxy is a non-negative numerical factor. Converting the result to a generic basis,
where B0 is not necessarily diagonal, we ﬁnd
W (λM) = Wdom(λM) +O(λ2),
with
Wdom(λM) =
NcΛ
2
L
6(2pi)2
λ2 lnλ2
∫ ∞
0
dξtr
[
Se−ξB0Se−ξB0 + 2
3
Hie−ξB0Hie−ξB0
+
2
3
Kie−ξB0Kie−ξB0 + 1
3
Gie−ξB0Gie−ξB0
]
, (3.3.4)
where S, Hi, Ki, Gi are matrices obtained from Γ0M dropping all entries that are not S,
Hi, Ki and Gi ≡ 2iL0i − εijkLjk, respectively.
The dominant contribution (3.3.4) of W (λM) is positive-deﬁnite in the M -entries that
it contains. Indeed, recalling that B0 and Γ
0M are Hermitian, the integrand is the sum of
terms of the form
tr
[(
e−ξB0/2Me−ξB0/2) (e−ξB0/2Me−ξB0/2)†] ,
which are positive deﬁnite. Thus, the eﬀective potential grows in all directions on which
Wdom(λM) depends.
However, Wdom(λM) does not depend on all M -entries. Precisely, it does not contain
H0, K0 and L0i (in the basis L0i-Gi). Thus, the dominant contributions of V(λM) that
depend on such entries are at most of order λ2, as are the contributions coming from the
tree-level potential Waux(λM). Now, V(λM) is uniquely determined, while Waux(λM)
contains free parameters. If we assume that the Waux(λM)-coeﬃcients that multiply the
terms containing H0, K0 and L0i satisfy suitable inequalities, which deﬁne a certain domain
D′ in parameter space, the total leading-order potential W (λM) grows in all directions.
Then, by continuity, it must have a minimum somewhere. This is not the end of our
argument, since the minimum could still be trivial.
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Let us investigate the point M = 0. It is certainly a stationary point, since the ﬁrst
derivatives of bothWaux(M) and V(M) vanish atM = 0. Moreover, the second derivatives
of V(M) vanish at M = 0 by construction, so the second derivatives of W (M) at M = 0
coincide with those of Waux(M). Thus, choosing some free parameters of Waux(M) to be
negative, or smaller that certain bounds, we can deﬁne a domain D′′ in parameter space
where the origin M = 0 is not a local minimum.
The domains D′ and D′′ have a non-empty intersection D. Indeed, it is suﬃcient to
choose a D′-region deﬁned by bounds on the Waux(M)-parameters that are unrelated to
H0, K0 and L0i.
In the domain D the potential W (M) grows in every direction for large M , therefore it
has a minimum. Moreover, the minimum cannot be the origin, but it is located somewhere
at M 6= 0. This means that the symmetry-breaking mechanism necessarily takes place in
D, as we wanted to prove.
Phase diagram Varying the parameters contained inWaux, the absolute minimum moves
around and we can study the phase diagram of the theory.
So far, we have rigorously proved that the theory has an unbroken phase and a broken
phase. We still do not know much about the minimum of the broken phase. To make
contact with experiments it is necessary to prove that there exists a broken phase that i)
preserves rotations and CPT and ii) allows us to recover Lorentz symmetry at low-energy.
This is the phase where the Standard Model lives. We call it the Lorentz phase. In the
Lorentz phase only the ﬁelds S may have non-trivial expectation values, while Hµ, Kµ and
Lµν must vanish at the minimum.
A number of technical diﬃculties prevent us from rigorously prove that the Lorentz
phase exists in the most general case. However, we give a number of results providing
evidence that it does exist in several particular cases of interest.
Le us assume for the moment that tuning the Waux(M)-parameters we can obtain every
conﬁguration of expectation values we want. Then the theory has a rich phase diagram.
Besides the unbroken phase and the Lorentz phase, we have broken phases where Lorentz
symmetry is violated also at low energies, namely some vector ﬁelds or tensor ﬁelds acquire
non-trivial expectation values. Among these phases, we have: i) a phase where invariance
under rotations is preserved, but CPT is broken, if Hi = Ki = Lµν = 0 at the minimum
and H0, K0 have non-trivial expectation values; ii) a phase where rotational invariance is
broken, but CPT is preserved, if Hµ = Kµ = 0, but Lµν 6= 0; iii) a phase where rotational
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invariance and CPT are both broken, if Hi, Ki have non-trivial expectation values. Note
that there is no Lorentz violating phase where CPT and invariance under rotations are
both preserved.
At the leading order of the 1/Nc expansion it is consistent to project onto the scalar sec-
tor putting Hµ = Kµ = Lµν ≡ 0, because such ﬁelds are generated back by renormalization
only at subleading orders. Equivalently, adding quadratic terms proportional to H2, K2
and L2 to the tree-level potential Waux(M), multiplied by arbitrarily large positive coeﬃ-
cients, it is possible to freeze the vector and tensor directions at the leading order. Then,
the expectation values of Hµ, Kµ and Lµν become arbitrarily small and may be assumed to
be zero for all practical purposes. This argument can partially justify the existence of the
Lorentz phase and the projection onto the scalar subsector, which we advocate in the next
sections. However, we stress that it works only at the leading order of the 1/Nc expansion.
3.3.1. Lorentz invariant local minimum
We begin to study the Lorentz phase investigating when the point
S = S0 6= 0, Hµ = Kµ = Lµν = 0 (3.3.5)
is a local minimum. Again, we consider a neighborhood of B1 = 1 (which allows us to
work at precisely B1 = 1, by continuity) and restrict the tree-level couplings of Waux(M)
to a suitable domain in parameter space.
Consider the ﬁrst derivatives ∂W/∂M calculated at (3.3.5). Clearly, both ∂W/∂H and
∂W/∂K vanish, since they are CPT odd, and ∂W/∂L0i and ∂W/∂Lij vanish by invariance
under rotations. Instead, ∂W/∂S = ∂Waux/∂S + ∂V/∂S can be made to vanish adjusting
the free parameters that multiply the S-S¯-quadratic terms contained in Waux. Observe
that all other Waux-parameters remain arbitrary, a fact that will be useful in a moment.
Now we study the second derivatives ∂2W/∂M2 at the point (3.3.5). Assume that the
matrix (
∂2W
∂S2
∂2W
∂S∂S¯
∂2W
∂S¯∂S
∂2W
∂S¯2
)
(3.3.6)
is positive deﬁnite at the minimum. The derivatives ∂2W/(∂H∂S) and ∂2W/(∂K∂S)
vanish, since they are CPT odd. The derivatives ∂2W/(∂S∂L0i) and ∂
2W/(∂S∂Lij) vanish
by rotational invariance. The matrix ∂2W/∂M2 is then block diagonal. One block is (3.3.6)
and the second block does not contain derivatives with respect to S. The second block can
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be made positive deﬁnite assuming that theWaux-parameters that have remained arbitrary
satisfy suitable inequalities.
We still have to prove that (3.3.6) is positive deﬁnite. This calculation is rather involved
in a generic situation. We study this problem in a number of special cases.
3.4. The case of one generation
While experiments tell us that the matrix B1 is close to the identity, we have no such
information about the matrix B0. Actually, its entries could diﬀer from one another by
several orders of magnitude, so in principle the matrix B0 should be kept generic. However,
calculations with a generic B0 are rather involved, so we have to make some simplifying
assumptions. In this section we analyze the case of one generation (which we assume to
be the third one, for future use) in the scalar sector with B0 = B1 = 1 [12].
In the scalar sector Hµ = Kµ = Lµν = 0. We have
Γ0M =
(
0 τ †
τ 0
)
,
where τ is a 2 × 2 matrix, with indices of SU(2)L to the right and indices of SU(2)R to
the left. The fermions are organized as Ψ = (QL, QR) and Q = (t, b).
If we assume the axial symmetry U(1)A, besides SU(2)L and U(1)Y , the leading-order
potential is
W (M) = Λ2Ltr[ττ
†C]−Nc
∫
d4p
(2pi)4
(
ln det(1− P−1Γ0M) + 1
2
tr
[
P−1Γ0MP−1Γ0M
])
,
(3.4.1)
where C is a diagonal constant matrix, C = diag(ct, cb).
We use the polar decomposition (B.2) to write
τ = U˜RDUL, D =
(
dt 0
0 db
)
,
and the diagonalization (B.5) for N = Γ0M . See Appendix B for notation and details. At
B0 = B1 = 1 the one-loop correction to the potential does not depend on the diagonalizing
matrix U of (B.5), but only on the entries dt, db of D. It is useful to deﬁne the four vector
p′ =
(
p0, p¯
(
1 +
p¯2
Λ2L
))
, (3.4.2)
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because the integrand of (3.4.1) is Lorentz invariant in this four vector, therefore it can
be calculated at p¯ = 0. Writing
U˜R =
√
1− |u|2 + iuσ+ + iu¯σ−,
where σ± = (σ1 ± iσ2)/2, |u| 6 1, we obtain the potential
W (M) = Λ2L(d
2
t ct + d
2
bcb)− Λ2L|u|2(d2t − d2b)(ct − cb) + 2V (d2t ) + 2V (d2b),
where
V (r) ≡ −Nc
∫
d4p
(2pi)4
(
ln
(
1 +
r
(p′)2
)
− r
(p′)2
)
.
This function is non-negative, monotonically increasing and convex. Indeed, for r > 0,
V ′(r) = rNc
∫
d4p
(2pi)4
1
(p′)2((p′)2 + r)
> 0, V ′′(r) = Nc
∫
d4p
(2pi)4
1
((p′)2 + r)2
> 0.
Moreover, V (0) = V ′(0) = 0 and V ′′(0) = +∞.
Let us ﬁnd the stationary points of W (M) and study the Hessians there. We denote the
values of dt,b at the stationary point with mt,b, and identify them with the top and bottom
masses, respectively.
We assume ct 6= cb, because, as we prove below, the case ct = cb is not physically
interesting. Then we ﬁnd the following stationary points:
1) u = 0, while mt,b do not vanish and solve the gap equation
Λ2Lci + 2V
′(m2i ) = 0; (3.4.3)
2) u = 0, while one of mt,b vanishes and the other one solves the gap equation (3.4.3);
3) |u|2 = 1/2 and mt = mb 6= 0 solve
0 = Λ2L(ct + cb) + 4V
′(m2t ). (3.4.4)
4) mt = mb = 0.
Now we analyze the Hessian at each stationary point.
1) Because of (3.4.3) and ct 6= cb, and since V ′ is monotonic, mt and mb cannot coincide.
The Hessian is diagonal and strictly positive:
∂2W
∂d2i
∣∣∣∣
min
= 8m2iV
′′(m2i ) > 0,
∂2W
∂|u|2
∣∣∣∣
min
= 2(m2t −m2b)(V ′(m2t )− V ′(m2b))) > 0.
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This point is a local minimum. It exists if and only if the gap equations (3.4.3) have
solutions, which occurs if and only if both ct and cb are negative.
2) If mb vanishes then the Hessian is diagonal and
∂2W
∂d2t
∣∣∣∣
min
= 8m2tV
′′(m2t ),
∂2W
∂d2b
∣∣∣∣
min
= 2Λ2Lcb,
∂2W
∂|u|2
∣∣∣∣
min
= Λ2Lm
2
t (cb − ct).
This point is a local minimum if and only if
cb > 0, cb > ct.
3) The determinant of the Hessian is negative,
detH = −32Λ4Lm4(ct − cb)2V ′′(m2),
so this point cannot be the minimum.
4) From the analysis of the previous section we already know that the origin is a local
minimum if and only if both ci's are positive.
The physically interesting case is 1). Since both ct and cb are negative, we may assume
ct < cb < 0. (3.4.5)
Then point 1) is the unique local minimum in the scalar sector. The theorem proved in
the previous section (existence of the absolute minimum) allows us to conclude that point
1) is also the absolute minimum of W (M) in the scalar sector. Moreover, the argument of
the previous section ensures that if the other tree-level couplings of Waux(M) belong to a
suitable region in parameter space point 1) is also a local minimum in the full M -space.
Note that these arguments still do not prove that there exists a phase where point 1) is
the absolute minimum in the full M -space.
Because of the symmetries of the potential, its minimum is not just a point, but the
geometric locus of points. By means of a SU(2)L×U(1)Y ×U(1)A-transformation we can
choose the physical minimum
τ0 =
(
mt 0
0 mb
)
, (3.4.6)
which preserves U(1)Q.
The other cases are not physically interesting. For example, if either ct or cb vanish or
are positive the absolute minimum is either point 2) or the origin M = 0. Then at least
one mass vanishes. Instead, if ct = cb the theory is invariant under the custodial symmetry
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SU(2)R and mt,b either vanish or solve the gap equation (3.4.3). Using SU(2)R×SU(2)L×
U(1)Y × U(1)A we can always make the minimum have the form (3.4.6), but either some
masses vanish or coincide.
We conclude that there is a (unique, up to exchange of mt and mb) phase such that
W (M) has the absolute minimum (3.4.6) in the scalar sector, and point (3.4.6) is also a
local minimum in the full M -space.
3.5. Three generations
Now we study the case of three generations, focusing again on the scalar sector and still
assuming B0 = B1 = 1. We look for evidence that the Lorentz phase exists. Assuming
again axial symmetry, the potential W (M) = Waux(M) + V(M) has
Waux(M) = Λ
2
L
∑
mnabcd
SabmnS¯
cd
mnC
abcd
m , V(M) = 2
∑
i
V (d2i ), (3.5.1)
where Cabcdm are constants. The correction V(M) is calculated using the polar decomposi-
tion (B.5) for N = Γ0M and noting that the integrand is independent of U . Moreover, it
is Lorentz invariant in the four-vector (3.4.2), so it can be easily calculated at p¯ = 0 and
later rewritten in covariant form.
As before, V(M) is positive deﬁnite, monotonically increasing and convex. Its minimum
is M = 0, so the minimum of W (M) is determined by the free parameters Cabcdm contained
in Waux(M).
Illustrative example To begin with, it is worth considering the simple case
Cabcdm = H
bdCcam , (3.5.2)
where H and Cm are Hermitian matrices.
Deﬁne the matrices Habnn′ = δnn′Hab, Cabmm′ = δmm′Cabm . Using the polar decomposition
(B.2), we write
V (SS†) = U˜Rdiag(V (d21), · · · , V (d2n))U˜ †R, V (S†S) = U †Ldiag(V (d21), · · · , V (d2n))UL.
The potential reads
W (M) = tr[Λ2LHS†CS + 2V (S†S)] = tr[Λ2LCSHS† + 2V (SS†)]. (3.5.3)
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The stationary points must satisfy
∂W (M)
∂S
= Λ2LHS†C+2V ′(S†S)S† = 0,
∂W (M)
∂S†
= Λ2LCSH+2V (SS†)S = 0. (3.5.4)
We may assume that S is non-singular at the minimum. Indeed, it is not diﬃcult to prove,
following the example treated before, that, if the free parameters contained in Waux satisfy
suitable inequalities, the singular conﬁgurations can be stationary points, but not minima.
Deﬁning
H∆ = ULHU †L, C∆ = U˜ †RCU˜R,
equations (3.5.4) become
−Λ2LH∆DC∆ = −Λ2LC∆DH∆ = 2V ′(D2)D = diagonal.
We see that the matrices H˜D =
√
DH∆
√
D and C˜D =
√
DC∆
√
D are Hermitian and
commute with each other, so they can be simultaneously diagonalized with a unitary
transformation. Moreover, their product H˜DC˜D is itself diagonal. This means that both
H˜D and C˜D are already diagonal. In turn, also H∆ and C∆ are diagonal, so UL and U˜R
must be matrices that diagonalize H and C, respectively. The most general such matrices
are
UL =
(
U ′L 0
0 U ′L
)
U2, U˜R =
(
U˜Ru 0
0 U˜Rd
)
, (3.5.5)
where U ′L ∈ U(3) and U˜Ru, U˜Rd ∈ U˜`(3) are unitary matrices that rotate the generations,
but are inert on the SU(2)R- and SU(2)L-indices m and n, while U2 ∈ SU(2) acts on the
indices m, n, but is inert on the generations. The reason why UL has this factor U2 is
that H has two coinciding diagonal blocks, which can be freely rotated. We could factor
out the unitary diagonal matrices that multiply U ′L to the left, as we do for the unitary
diagonal matrices that multiply U˜Ru and U˜Rd to the right, but we do not need to.
We conclude that the non-singular stationary points have the form
Smin =
(
U˜Ru 0
0 U˜Rd
)
D
(
U ′L 0
0 U ′L
)
U2. (3.5.6)
Arguing as before, these points are also global minima in the scalar sector and local minima
in the full M -space.
Now, observe that the kinetic and Yukawa terms of the action are invariant under GS ≡
U(3)L×U(3)Ru×U(3)Rd, if the auxiliary ﬁelds are transformed appropriately. The leading-
order correction V(M) to the potential is also invariant under GS, while the tree-level
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potential Waux(M) breaks GS explicitly. The GS- and SU(2)L × U(1)Y -transformations
allow us to turn the minimum (3.5.6) into the diagonal form Smin = D, which preserves
U(1)Q. Once we have done this, the diagonal entries of D are the quark masses. However,
we discover that the CKM matrix is trivial, namely there is no mixing among generations.
Thus, our assumption (3.5.2) is phenomenologically too restrictive.
In the special case
Cabcdm = cmδ
acδbd, (3.5.7)
the theory is completely invariant under the global symmetry GS, which is also preserved
by renormalization. The minimum of the eﬀective potential does break this symmetry
(because it is diagonal in the space of generations, but not proportional to the identity).
However, with the choice (3.5.7) the model predicts only two diﬀerent quark masses, since
Waux contains only two free parameters, ct and cb.
The results obtained in this example generalize immediately to an arbitrary number of
generations: with a choice like (3.5.2) the minimum can always be put into a diagonal
form, with no mixing among generations.
A source of mixing among generations is provided by the matrix B0, which was taken
to be proportional to the identity in this section. Now we show that there is enough room
for a non-trivial CKM matrix even if we still assume B0 = 1. Indeed, it is suﬃcient to
take a less symmetric tree-level potential Waux(M).
Emergence of the CKM matrix and mixing among generations Now we show that
the emergence of the CKM matrix can be explained taking
Cabcdm = H
bd
mC
ca
m , (3.5.8)
where Hm and Cm are again Hermitian matrices. We still assume B0 = B1 = 1. Deﬁning
the matrices Hab1nn′ = δnn′Hab1 , Hab2nn′ = δnn′Hab2 , Cab1mm′ = δm1δm′1Cab1 , Cab2mm′ = δm2δm′2Cab2 ,
now the potential reads
W (M) = tr[Λ2LSH1S†C1 + Λ2LSH2S†C2 + 2V (S†S)]. (3.5.9)
The stationary points are the solutions of
H˜1DC˜1D + H˜2DC˜2D = C˜1DH˜1D + C˜2DH˜2D = − 2
Λ2L
V ′(D2)D2 = diagonal,
where
H˜mD =
√
DULHmU †L
√
D, C˜mD =
√
DU˜ †RCmU˜R
√
D, m = 1, 2.
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If we search for a solution of the form
Smin =
(
U˜Ru 0
0 U˜Rd
)
D
(
ULu 0
0 ULd
)
U2 (3.5.10)
and argue as before, we ﬁnd that ULu, ULd ∈ U(3), U˜Ru, U˜Rd ∈ U˜`(3) must be matrices
that diagonalize H1, H2, C1, C2, respectively.
At this point we can proceed as usual: the invariance of the rest of the action under
phase transformations and SU(2)L × U(1)Y ×GS allows us to turn the minimum into the
form
S ′min =
(
1 0
0 CKM
)
D, (3.5.11)
which preserves U(1)Q, where CKM is the CKM matrix. This stationary point can describe
the properties of the Standard Model at low energies.
We have only proved that (3.5.11) belongs to the set of extremal points of the potential.
Strictly speaking, there could be other extrema that are not block diagonal, and therefore
spontaneously break also charge conservation.
If we take the most general potential (3.5.1) every minimum that preserves U(1)Q can
be cast into the form (3.5.11). Indeed, U(1)Q-conservation means that the charged S-
entries, which are Sab12 and S
ab
21, vanish, therefore the minimum is block-diagonal. Then it
can be turned to the form (3.5.11) arguing as before, namely using invariance under phase
transformations and SU(2)L × U(1)Y ×GS.
Finally, let us comment about the case B0 6= 1. If B0 is not diagonal it can be diag-
onalized using SU(3)L × SU(3)Ru × SU(3)Rd. Then we cannot use such transformations
to turn (3.5.10) into the form (3.5.11). We can only simplify (3.5.10) by means of (eight)
phase transformations. So, the Lorentz violation predicts more mixing among generations
besides the CKM matrix. It also predicts mixing among leptons. If leptons have a non-
diagonal matrix B0`, we can use the freedom we have to diagonalize it, but then the lepton
mass matrix remains non-diagonal.
If both B0 and B1 are diﬀerent from the identity, we can diagonalize only one of them
for each particle.
3.6. CPT violating local minima
In this section we want to show that the eﬀective potential may also give non-trivial
expectation values to the vector and tensor ﬁelds Hµ, Kµ, Lµν . For simplicity, we assume
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B0 = B1 = 1 and concentrate on the vector Hµ.
The most general tree-level potential with one generation is
Waux(M) = Λ
2
L
(
c1tr[H0]
2 + c2tr[Hi]
2 + c3tr[H
2
0 ] + c4tr[H
2
i ]
)
,
where c1-4 are constants. After simple manipulations, the one-loop correction can be ex-
pressed in the form
V(M) = −Nc
∫ Λ d4p
(2pi)4
[
ln det(A+ σiBi)− 4tr[H
2
i ](p¯
′)2
3(p′2)2
]
,
where
A = 1 +
1
(p′)2
(ip4H0 − p′iHi), Bi =
1
(p′)2
(−ip4Hi + p′iH0 − ip′jHkεijk).
However, since H0 and Hi are 2×2 matrices, it is still diﬃcult to evaluate V(M) explicitly.
If we restrict to the case of a single fermion we can perform the calculation to the end. We
ﬁnd
Waux(M) = Λ
2
L(c
′
1H
2
0 + c
′
2H
2
i ),
V(M) = NcΛ
4
L
7560hpi2
[
630h3 ln(v2 + 1)− v3 (140v6 + 360v4 − 630hv3 + 252v2 − 945hv + 1260h2)] ,
with
v =
21/3∆2/3 − 2 · 31/3
62/3∆1/3
, ∆ =
√
12 + 81h2 + 9h, h =
√
H2i
Λ2L
.
The one-loop correction V(M) does not depend on H0, so to have a minimum we must
assume c′1 > 0. As a function of h, V(M) is monotonic and convex, and V(M) = O(H4)
in a neighborhood of the origin. Thus, we have two phases:
1) the unbroken phase has c′1 > 0, c
′
2 > 0;
2) the broken phase has
c′1 > 0, c
′
2 < 0.
where H has a non-trivial expectation value. Here the minimum of the eﬀective potential
spontaneously breaks invariance under boosts, rotations and CPT.
In the simple example just studied, the potential V(M) does not depend on H0. The
reason is that H0 can be reabsorbed with an imaginary translation of p4. Observe that
Hi cannot be reabsorbed away. Indeed, although the integrand depends only on the sum
p′i +Hi, we cannot translate p
′
i, because the integral is in pi, not in p
′
i. On the other hand,
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only one p4 translation is available, so we expect that with more fermions, where H0 is
a matrix, there exist broken phases where Hi = 0 but some entries of the H0-matrix get
non-trivial expectation values. In such phases CPT and boosts are broken, but rotations
are preserved.
3.7. Low-energy eﬀective action
3.7.1. Low-energy divergences
In this section we study the low-energy limit of our LVSME, that can be obtained taking
the limit ΛL → ∞ in the correlation functions. In [32] is shown that the low-energy
eﬀective action can be calculated considering diagrams in which the full propagators are
substituted by low-energy ones, obtained setting to zero all the terms of the form p¯n/Λn−2L ,
and using ΛL as a (spacial) cut-oﬀ in the integrals. For example, if we consider the scalar
ﬁeld theory studied in the Sec. 2.2 the low-energy version of the propagator (2.2.7) is
1
pˆ2 + a1p¯2 +m2
In this case, the constant a1 can be set to 1 by means of a rescaling of p¯ and the low-
energy propagator is Lorentz-Invariant; in general, however, considering more ﬁelds with,
in principle, diﬀerent constants a
(i)
1 , this is not necessarily true.
The domain of integration is ﬁnite, so  can be set to zero and the only cut-oﬀ left is
ΛL. We will see that, in our model, the low-energy power like divergences in ΛL can be
reabsorbed by means of a renormalization scheme change and only logarithmic divergences
in ΛL have a physical meaning.
Since these properties will be important in this section, we report here the proof and
some illustrative examples from [32].
Let us consider a Lorentz-violating theory, renormalized at high energies by means of
dimensional regularization. As we have seen in Chap. 2, the modiﬁed dispersion relations
improve the behavior of the propagators in the UV, extending the set of renormalizable
theories. The full theory can be seen, from the low-energy point of view, as a particular
regularization of the low-energy eﬀective theory with two cut-oﬀs:  from the dimensional
regularization and ΛL. It is important to underline, however, that this is true only in the
low-energy limit, because in our theory ΛL has a ﬁnite value (even though a very large
one).
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Recall that when two or more cut-oﬀs are used to regularize a theory, we are always free
to interchange the order in which they are removed: intermediate results can diﬀer up to a
scheme change, but all physical quantities are unchanged. Moreover, the two cut-oﬀs can
be identiﬁed only up to an arbitrary constant, i.e.
1

= ln ΛL + c (3.7.1)
where c has no universal meaning, and can be even choosen diﬀerently for each high energy
divergence.
We explain this point with an example: consider the (Lorentz-invariant) integral, renor-
malized using the dimensional regularization∫
dp4−
(2pi)4
1
(p2 +m2)2
=
1
8pi2
+O(1) (3.7.2)
We can also use a higher-derivative regularization, where only higher space derivatives are
used (this is equivalent to a weighted theory of weight 2, for example):∫
dpˆdp¯3
(2pi)4
1(
pˆ2 + p¯2 +m2 + (p¯
2+m2)2
Λ2L
)2 = ln[ΛL/m]8pi2 +O(1) (3.7.3)
So the (3.7.3) can be seen as a renormalization of (3.7.2) with an higher derivative regu-
larization where only the higher space derivatives are used. Confronting the two results,
(3.7.1) follows.
We can also use ΛL as a (spacial) cut-oﬀ instead of the higher space derivatives to obtain
the same results ∫
|p¯|6ΛL
dpˆdp¯3
(2pi)4
1
(pˆ2 + p¯2 +m2)2
=
ln[ΛL/m]
8pi2
+O(1) (3.7.4)
Low-energy limit In order to illustrate the procedure we want to use, let us start con-
sidering the tadpole integral
It =
∫
dpˆ d3−p¯
(2pi)4
1
pˆ2 + ap¯2 (1 + p¯4/Λ2L)
2
+m2
, (3.7.5)
Deﬁning the integral I ′t as
I ′t =
∫
|p¯6ΛL
dpˆ d3p¯
(2pi)4
1
pˆ2 + ap¯2 +m2
, (3.7.6)
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we want to show that in the low-energy limit the diﬀerence between the two integrals is
It − I ′t = Λ2L(cA+B) +O(1)
where c is a constant that depends on the renormalization scheme and A and B are
numbers. This means that, in this cases, the power-like divergences in ΛL can be eliminated
by means of a renormalization scheme change and only the logarithmic divergence, that is
the same in It and in I
′
t, is physically relevant. Note that, in the (3.7.6), we have already
performed the limit → 0, since there are no UV-divergences.
We start studying It: it is convenient to split the domain of integration in two zones:
|p¯| < ΛL and |p¯| > ΛL; moreover we perform a rescaling of the momenta pˆ, p¯→ ΛLpˆ,ΛLp¯:
It = It< + It>, It< = Λ
2−
L
∫
|p¯|61
dpˆ d3−p¯
(2pi)4
1
D(pˆ, p¯,m/ΛL)
It> = Λ
2−
L
∫
|p¯|>1
dpˆ d3−p¯
(2pi)4
1
D(pˆ, p¯,m/ΛL) (3.7.7)
where we have deﬁned
D(pˆ, p¯,m) = pˆ2 + ap¯2 +m2,
D(pˆp¯,m) = pˆ2 + p¯2(1 + p¯2)2 +m2 = D(pˆ, p¯,m) + ap2(2p2 + p4) (3.7.8)
Consider ﬁrst It>. It can be expanded in powers of m (there cannot be problem of IR
divergences, because we do not integrate in a neighborhood of the origin):
I> =
∞∑
k=0
m2kΛ2−−2kL I
(k)
t> I
(k)
t> =
∫
|p¯>1
dpˆ d3−p¯
(2pi)4
1
Dk+1(pˆ, p¯, 0) (3.7.9)
Only I
(0)
t> is divergent; every other integral I
(k)
t> , k > 0, gives only a ﬁnite contribution;
we have
It> = Λ
2−
L
(
A0

+B0
)
+ ﬁnite (3.7.10)
where A0, B0 is a ﬁnite in the limit → 0. When  ∼ 0
It> = Λ
2
L
[
A0
(
1

− ln ΛL
)
+B0
]
+ ﬁnite (3.7.11)
Note that if we use a cut-oﬀ Λ instead of dimensional regularization we have a coeﬃcient
for A0 of the form ln Λ/ΛL. Using the (3.7.1) we have
It> → Λ2L(cA0 +B0) + ﬁnite (3.7.12)
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Let us consider now It<; we can take the limit → 0 because there are no UV divergences
(the domain of integration is ﬁnite). We want to isolate the divergent part in ΛL; we write
It< = I
′
t + Λ
2
LJt +m
2Xt (3.7.13)
where
Jt = I
(0)
t − I ′(0)t ⇒
|Jt|=
∫
|p¯|<1
dpˆ d3p¯
(2pi)4
D(pˆ, p¯, 0)−D(pˆ, p¯, 0)
D(pˆ, p¯, 0)D(pˆ, p¯, 0) =
∫
|p¯|<1
dpˆ d3p¯
(2pi)4
ap¯2(2p¯2 + p¯4)
D(pˆ, p¯, 0)D(pˆ, p¯, 0) <∞
(3.7.14)
and I
′(0)
t is the power-like divergent part of I
′
t:
I
′(0)
t =
∫
|p¯|<1
dpˆ d3p¯
(2pi)4
1
D(pˆ, p¯, 0)
Xt is deﬁned as
m2Xt = It< − I ′t − Λ2Jt
An explicit computation shows that it is ﬁnite in the limit ΛL →∞; its limit X˜t reads
X˜t =
∫
|p¯|<1
dpˆ d3p¯
(2pi)4
1
D2(pˆ, p¯, 0)
− 1D2(pˆ, p¯, 0) =
∫
|p¯|<1
dpˆ d3p¯
(2pi)4
ap¯2(2p¯2 + p¯4)(D(pˆ, p¯, 0) +D(pˆ, p¯, 0))
D2(pˆ, p¯, 0)D2(pˆ, p¯, 0)
(3.7.15)
Note that there are no IR divergences when p ∼ 0.
Calculating I ′t and collecting the result we have
It = Λ
2
L
(
1
8pi2
√
a
+ cA0 +B0 + Jt
)
−m2 ln(ΛL/m)
8pi2a3/2
+O(1) (3.7.16)
where O(1) denotes terms that are ﬁnite in the limit ΛL → ∞. Thus, the power-like
divergence in ΛL is multiplied by a free constant, that depends on the renormalization
scheme. Moreover, the logarithmic divergences of It and I
′
t are the same.
General case The previous argument can be extended to the general one-loop integral
of the form
Ig =
∫
dpˆ d3−p¯
(2pi)4
Ns(pˆ, p¯, kˆ, k¯)∏n
i=1Di(pˆ− kˆi, p¯− k¯i,mi)
, (3.7.17)
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showing that it is equivalent to (up to a scheme change, namely up to local counterterms
that are at most power-like divergent)
I ′g =
∫
|p¯|6ΛL
dpˆ d3p¯
(2pi)4
Ns(pˆ, p¯, kˆ, k¯)∏n
i=1D(pˆ− kˆi, p¯− k¯i,mi)
, (3.7.18)
In principle, powers of ΛL can appear if the integral is UV-convergent but it is power-like
divergent in the limit ΛL → ∞. However, in our low-energy Lagrangian, all the powers
of ΛL appear multiplied by some scheme-dependent constants. We will see in the next
sections that all the integral that are power-like divergent in ΛL are also UV divergent in
. This can be easily checked using usual and weighted power counting (for divergences in
ΛL and , respectively). By means of a suitable renormalization scheme change, we can
set to zero all the power-like divergences in ΛL.
Now, we split the p¯-domain of integration of (3.7.17) in two regions: the sphere |p¯| 6 ΛL
and the crown |p¯| > ΛL; we call Ig> and Ig< the two contributions to Ig. After the rescaling
pˆ, p¯ to ΛLpˆ, ΛLp¯ we have
Ig> = Λ
ω−
L
∫
|p¯|>1
dpˆ d3−p¯
(2pi)4
Ns(pˆ, p¯, kˆ/ΛL, k¯/ΛL)∏n
i=1Di(pˆ− kˆi/ΛL, p¯− k¯i/ΛL,mi/ΛL)
, (3.7.19)
where ω can be seen as the degree of divergence (in ΛL) of I
′
g. If it is negative, the limits
 → 0 and ΛL → ∞ can be taken directly inside the integral Ig and the result is ﬁnite.
Thus, we can assume ω > 0.
Now expand (3.7.19) in powers of ki/ΛL and mi/ΛL. After a ﬁnite number of terms we
get contributions that are ﬁnite for  → 0 and disappear when ΛL → ∞. Thus the result
of these limits on Ig> is a polynomial in k and m. The coeﬃcients are powers Λ
i
L, possibly
multiplied by simple poles 1/. Since
Λi−L

= ΛiL
(
1

− ln ΛL +O()
)
→ ΛiL (ci +O()) ,
we see that all power-like divergences are multiplied by (diﬀerent) arbitrary constants ci
and no ln ΛL can appear. In general, if the integral is UV-convergent, in the low-energy
eﬀective action powers of ΛL not multiplied by free constants may appear: as we have said
before, however, this does not append in our case.
Next, consider Ig< − I ′g. We can set  = 0, since there are no ultraviolet divergences
here. To keep the notation simple, let us collect both k's and m's in the same symbol K
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and leave index contractions implicit. Deﬁne KωX as the diﬀerence between Ig< − I ′g and
its expansion in k/ΛL and m/ΛL up to the order ω − 1. We have
Ig< = I
′
g +
ω−1∑
i=0
Λω−iL K
iJi +K
ωX.
Now, by construction all Ji's are integrals of functions that do not depend on the masses
or the external momenta. Such integrals have a UV cut-oﬀ (|p¯| 6 1). Moreover, power
counting shows that they are also IR convergent, because they have dimensions ω − i.
Next, we need to check that the ΛL →∞ (or K → 0) limit X¯ of X is well deﬁned. Again,
there are no UV problems, but we must check IR convergence. Although X has dimension
zero, we must recall that it is originated expanding the diﬀerence Ig<−I ′g, whose integrand
is proportional to a polynomial D(pˆ, p¯, 0) − D(pˆ, p¯, 0) = O(p¯2). This factor enhances the
naive IR power counting by two units, just enough to make X¯ well deﬁned.
This concludes the proof.
3.7.2. Computation of the low-energy eﬀective action
Now we can compute the low-energy eﬀective action: we work as usual in the leading order
of 1/Nc expansion; we consider B0 = B1 = 1 and we focus on the third generation. For
the moment we can concentrate on the scalar sector.
To keep the presentation readable, at ﬁrst we assume not only invariance under SU(2)L×
U(1)Y × U(1)B, but also the axial symmetry U(1)A. With this assumption, however, the
low-energy model is ruled out by experimental data. It is straightforward to relax the
assumption of axial symmetry at a second stage. We show that once U(1)A is explicitly
broken full compatibility with data is achieved.
The total four-fermion Lagrangian is Ltot = Lq + L`, where the quark- and lepton-
contributions are
Lq = Ψ¯
(
iΓ01∂t + iΓ¯ · ∂¯
(
1− ∂¯
2
Λ2L
)
−M
)
Ψ− Λ2Ltr[ττ †C] (3.7.20)
L` =L`−kin −
∑
ab
(
yabτ2n ¯`
a
RL
b
n + y¯
baL¯an`
b
Rτ¯2n
)
, (3.7.21)
yab being constants, while Ψ = ((tL, bL), (tR, bR)). The form of L` is justiﬁed as follows.
Since we are working in the leading order of the 1/Nc expansion, we have to calculate one-
loop diagrams with circulating quarks. Thus, we can focus on the four-fermion vertices that
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contain two quarks q and two leptons `, or four quarks, and ignore the vertices that contain
four leptons. Introducing auxiliary scalar ﬁelds τ and σ we get Yukawa and potential terms
of the form
−τqq − σ``− a
2
τ 2 − bτσ − c
2
σ2.
The leading-order correction V to the potential depends only on τ , so the eﬀective potential
has the form
W(τ, σ) = a
2
τ 2 + bτσ +
c
2
σ2 + V(τ).
Its extrema can also be found replacing σ with the solution σ = −bτ/c of its ﬁeld equation,
namely working with W(τ,−bτ/c). Therefore, we do not need to multiply the lepton
bilinears `` by independent auxiliary scalars σ. We can just multiply them by entries of τ
and free parameters. Because of the symmetries we have assumed, (3.7.21) is the only form
that is allowed. Moreover, using the polar decomposition on yab and performing unitary
transformations on La and `aR, we can diagonalize the matrices y
ab. Thus, from now on we
take yab = δabdiag(ya), with ya real.
We expand around the minimum (3.4.6), writing τ = τ0 + η. We ﬁrst recall the leading
contributions to the quadratic eﬀective action Γ2 [12], namely
Γ2 = −Nc
∑
ij
ηij
(
∂2 + 2m2j
)
fij η¯ij −Nc
∑
ij
mimjfij(ηijηji + η¯ij η¯ji) (3.7.22)
(the constants fij being deﬁned in Appendix C and the integration over spacetime being
understood). Note that the tadpole integrals that we have to evaluate are UV divergent,
so, as we have seen before, the power-like divergences in ΛL are scheme depended and
unrelated to any physical quantities.
The quadratic parts of the low-energy Lagrangian gives the following propagating ﬁelds:
i) two neutral massive scalars ϕ1,2 and a charged massive scalar ϕ,
ϕ1 =
√
2Ncftt Re ηtt, ϕ2 =
√
2Ncfbb Re ηbb, ϕ =
√
Ncftb
m2t +m
2
b
(mbηtb +mtη¯bt) ,
with squared masses
m21 = 4m
2
t , m
2
2 = 4m
2
b , m
2 = 2
(
m2t +m
2
b
)
,
respectively;
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ii) the Goldstone bosons associated with the spontaneously broken generators of SU(2)L×
U(1)Y , which are
φ+ = i
√
Nc
2fW
ftb(mtηtb −mbη¯bt), φ0 =
√
Nc
fZ
(mbfbb Im ηbb −mtftt Im ηtt),
and φ− = φ¯+, where
fW =
ftb
2
(m2t +m
2
b), fZ =
1
2
(
m2tftt +m
2
bfbb
)
;
iii) a Goldstone boson
φ˜0 =
√
Ncfbbftt
fZ
(mb Im ηtt +mt Im ηbb) ,
associated with the broken axial symmetry.
When gauge interactions are switched back on, the Goldstone bosons φ±,0 are eaten
by the gauge ﬁelds. Then the gauge ﬁelds acquire squared masses
m2W = Ncg
2fW , m
2
Z = Ncg˜
2fZ . (3.7.23)
Including the covariant derivatives for U(1)Q the quadratic eﬀective action Γ2 becomes
Γ2 =
1
2
2∑
i=1
[
(∂µϕi)(∂
µϕi)−m2iϕ2i
]
+ (∂µϕ¯− ieAµϕ¯)(∂µϕ+ ieAµϕ)−m2ϕ¯ϕ+ 1
2
∂µφ˜
0∂µφ˜0
+(∂µφ
+ −mWW+µ )(∂µφ− −mWW µ−) +
1
2
(∂µφ
0 −mZZµ)(∂µφ0 −mZZµ)
and it is invariant under the linearized gauge transformations
δW±µ = ∂µC
±, δZµ = ∂µC0, δφ± = mWC±, δφ0 = mZC0. (3.7.24)
Now we calculate the three-leg and four-leg terms Γ3 and Γ4 of the eﬀective action.
Notice that these contributions are proportional to integrals that are UV-convergent but
only logarithmic divergent in ΛL: this means that also in this case no powers of ΛL appear.
We focus on the terms proportional to factors of the form ln(Λ2L/m
2), where m is a
function of the masses, because they are numerically more important, in our approximation.
We ﬁnd (again, refer to App. C for the notation)
Γ3 + Γ4 = −2Nc
∑
ijk
mifijk(ηij η¯kjηki + η¯ijηkj η¯ki)−Nc
∑
ijkl
fijklηij η¯kjηklη¯il. (3.7.25)
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Writing (3.7.22) and (3.7.25) we have omitted some terms that are numerically negligible.
Basically, they do not contain the enhancing factor ∼ ln Λ2L. Examples of such terms are
Nc
24pi2
(∂µ Re ηtt)(∂
µ Re ηtt),
Ncmt
3(4pi)2
η3tt,
Ncmb
3(4pi)2
η3bb,
2Ncmb
(4pi)2
ηttηtbηbt, (3.7.26)
(using mt  mb). We can compare them with the smallest cubic term in (3.7.25), which
is
− 2Nc
(4pi)2
mb(ηbj η¯kjηkb + η¯bjηkj η¯kb) ln
Λ2L
m2t
(3.7.27)
Numerically, with ΛL = 10
14GeV and using mt = 171.2GeV, mb = 4.2GeV, we ﬁnd that
the coeﬃcient of the second term of (3.7.26) is about 13% of the coeﬃcient of (3.7.27). All
other terms of type (3.7.26) are suppressed by a factor 1/ ln(Λ2L/m
2
t ), which is a 2%. In any
case, these contributions are below our errors. Moreover, since ln(Λ2L/m
2
t ) and ln(Λ
2
L/m
2
b)
diﬀer only by a 14%, we can also neglect their diﬀerence and replace mb with mt inside
the logarithms. Finally, the recurring factor
N ≡ Nc
(4pi)2
ln
Λ2L
m2t
can be approximated to one up to a negligible 3%. However, we continue to write it down
explicitly, to keep track of the ΛL-dependence.
Collecting Γ2, Γ3 and Γ4, we get the low-energy scalar eﬀective action
Γ ∼ N tr[∂µτ∂µτ † + 2τ 20 ττ † − ττ †ττ †], (3.7.28)
which is a type II two Higgs doublet model (brieﬂy, type II 2HDM), namely a model with
two Higgs doublets, where one doublet couples only to top quarks, while the other doublet
couples only to bottom quarks and leptons.
Because of the assumed axial symmetry U(1)A, the scenario explored so far is ruled
out by data. Indeed, it predicts very light neutral Higgs bosons, such as the ﬁeld ϕ2
of mass ∼ 2mb and the massless U(1)A Goldstone boson. These ﬁelds violate the present
experimental lower bound on the mass of neutral Higgs bosons, which is 114GeV [33]. This
bound, established through the process Z → Zh → Zb¯b, applies to our model. Indeed,
take for example the ﬁeld ϕ2 as the Higgs boson h. It is easy to check that although the
vertex ZZh is suppressed by a factor mb/mt, the Yukawa coupling hb¯b is enhanced by the
reciprocal factor mt/mb, so the process Z → Zh→ Zb¯b is not suppressed with respect to
the one predicted by the minimal Standard Model.
Compatibility with data can be obtained breaking U(1)A explicitly.
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Low-energy model compatible with data It is easy to see that, because of SU(2)L ×
U(1)Y invariance, the U(1)A symmetry can be explicitly broken in a unique way by four-
fermion vertices. Indeed, only one term can be added to the tree-level potential Waux,
namely
∆Waux = m˜12tr
[
ττT 
]
+ m˜∗12tr
[
τ †τ ∗
]
, (3.7.29)
where T denotes transposition, tt = bb = 0, tb = −bt = 1, and m˜12 is a complex constant.
The one-loop correction V is unaﬀected, therefore still U(1)A-symmetric. The term (3.7.29)
displaces the minimum and changes the mass spectrum.
For simplicity, we take m˜12 real. To bring the displaced minimum back to the form
(3.4.6), we also modify the term
2τ 20 ττ
†
of (3.7.28) replacing τ 20 with a diﬀerent diagonal matrix. With our approximations we ﬁnd
the low-energy type II 2HDM Lagrangian
Γ = N tr
[
∂µτ∂
µτ † + 2τ 20 ττ
† − m
2
12mtmb
2(m2t +m
2
b)
(
ττT + τ †τ ∗− 2τ0τ−10 ττ †
)− ττ †ττ †] ,
(3.7.30)
Expanding τ as τ0 + η we can ﬁrst check that the minimum is still τ0, and then work out
the new spectrum. We ﬁnd that, using mb  mt,
i) the three Goldstone bosons φ±,0 associated with the SU(2)L × U(1)Y symmetry are
unaﬀected,
ii) the mass of the charged composite Higgs boson ϕ becomes
mϕ ∼
√
2m2t +m
2
12 ,
iii) assuming also mb  m12, the masses of the neutral Higgs bosons ϕ1 and ϕ2 become
m12, 2mt ,
which is which depending on whether m12 > 2mt or m12 < 2mt,
iv) the ﬁeld φ˜0 acquires a mass equal to m12,
v) the neutral ﬁelds (ϕ1, ϕ2) are rotated by an angle α, while all other ﬁelds preserve the
expressions they had before.
We see that if we take m12 suﬃciently large the masses of all neutral particles become
compatible with data. Taking into account of our errors (±50%), even a Higgs mass
predicted to be around 2mt could in the end be more close to mt, which is contained in
the present mass range for Higgs boson.
48
3.7. Low-energy eﬀective action
Moreover, because of i) the gauge-boson masses are unaﬀected, and formulas (3.7.23)
still hold. The Fermi constant and the parameter ρ are given by the relations [12]
1
GF
=
Ncm
2
t
4pi2
√
2
ln
Λ2L
m2t
, ρ =
g˜2m2W
g2m2Z
∼ 1. (3.7.31)
Formulas (3.7.31) provide two important checks of our model. The Standard Model
provides no analogue of the ﬁrst formula. At ΛL = 10
14GeV the ﬁrst prediction turns
out to be very precise. As far as ρ is concerned, the Standard Model predicts ρ = 1
up to radiative corrections, which matches experimental data very well. Our approach is
consistent with this, but cannot be equally precise, because our theoretical errors are large.
So far, we have focused on the scalar sector and ignored the ﬁelds Hµ, Kµ and Lµν . It
is easy to prove, computing their two-point functions in the low-energy limit, that such
ﬁelds do become propagating at some point. Moreover, the dominant contributions to their
kinetic terms, namely the contributions proportional to ln Λ2L, are Lorentz invariant. Thus,
our model also predicts composite vectors and tensors at low energy. Nevertheless, it is
unable to predict their masses, whose values can be changed at will adding quadratic terms
proportional to H2, K2 and L2 to the tree-level potential Waux(M). The basic reason is
that in the Lorentz phase Hµ, Kµ and Lµν have trivial gap equations. Thus, we are free
to assume that the masses of these ﬁelds are suﬃciently large, in which case this subsector
of our model is also compatible with data.
The limit m12 →∞ The limit m12 →∞ is particularly interesting, because it gives the
usual one-doublet model. The coeﬃcient of m212 in (3.7.30) must vanish in the limit, which
requires
τ = u
(
H2 −H1
κH¯1 κH¯2
)
, κ =
mb
mt
, u−2 = (1 + κ2)N . (3.7.32)
Then we ﬁnd a particular case of the usual Higgs Lagrangian, namely (using again mt 
mb)
ΓH = ∂µH
†∂µH − V (H), V (H) = 2m2tH†H − u2(H†H)2. (3.7.33)
From this formula we can read: i) the Higgs vev (|H|min = v/
√
2), which is (with ΛL =
1014GeV)
v =
mt
u
√
2 ∼ 247GeV,
ii) the constant
λ = u2 ∼ 1,
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and, consequently,
iii) the Higgs-boson mass, which is 2mt.
The Yukawa couplings are automatically correct. We have
LYukawa =−mt
v
√
2
(
t¯RH˜QL + Q¯LtRH˜
†
)
− mb
v
√
2
(
H†b¯RQL + Q¯LbRH
)
−
√
2
v
3∑
a=1
ma`
(
H† ¯`aRL
a + L¯a`aRH
)
, (3.7.34)
where H˜n = εnqHq and m
a
` = mby
a. The lepton mass terms do not give new predictions,
but just determine the Yukawa parameters ya.
The one-doublet model (3.7.33) was already considered in [12], but not fully justiﬁed
there (it was presented as a subsector of the model with m12 = 0). The limit m12 → ∞
provides the missing justiﬁcation for (3.7.33).
3.8. Neutrino masses and neutrino oscillations
Among the compatibility checks we can make, we mention neutrino oscillations. In this
section we show that the minimal versions of our models cannot give masses to neutrinos
and discuss alternative ways to explain neutrino oscillations.
First, we prove that the vertex
1
ΛL
(LH)2 =
1
ΛL
3∑
a,b=1
Yab (L
αa
m εαβL
βb
p ) εmnHnεpqHq + H.c., (3.8.1)
which gives Majorana masses to the neutrinos when H is replaced by its expectation value,
cannot be generated.
The vertex (3.8.1) breaks the conservation of B−L by two units. However, the vacuum
we are considering does not break B − L spontaneously. Moreover, the global B − L
symmetry is anomaly-free in our model. The reason is that it is anomaly-free in the
minimal Standard Model [34], and anomalies are unaﬀected by the Lorentz violation (see
[10]). Finally, the B − L symmetry cannot be explicitly violated in the model (2.3.8),
because
Theorem 1 all CPT invariant four-fermion vertices constructed with the ﬁelds of the
minimal Standard Model preserve B − L.
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This theorem is a simple generalization of a well-known property stating the same con-
clusion about Lorentz invariant four-fermion vertices [35]. We stress here that it is not
necessary to assume Lorentz symmetry, because CPT is suﬃcient. The theorem can be
proved writing down all four-fermion vertices that are invariant under SU(2)L × U(1)Y ,
that are listed in App. A, and using a property proved in Sec. 4.2, stating that all four-
fermion vertices of the form ```` and ```∗`∗ are CPT invariant, and all four-fermion vertices
of the form ````∗ are CPT violating, ` denoting a left-handed fermion.
For the sake of completeness, we write the structures of four-fermion vertices with non-
vanishing ∆B = ∆L. They are
LQ3L, Q
2
LtReR, LQLtRbR, u
2
RbReR, (3.8.2)
plus their Hermitian conjugates. They all have |∆B| = |∆L| = 1. Such vertices do not
aﬀect the eﬀective potential at the leading order of the 1/Nc expansion.
The B−L symmetry could be spontaneously broken at subleading orders. However, we
are not going to explore this possibility here.
Were it present, the vertex (3.8.1) could explain neutrino masses with a scale ΛL around
1014-1015GeV. However, it has been speculated [36, 37] that in Lorentz violating models
neutrino masses may not be necessary to explain neutrino oscillations. We make some
observations about this fact in the realm of our models.
In the minimal model (2.3.8), the energies of neutrinos with given momentum p are the
eigenvalues of the matrix
H = p
(
bν1 + bν0
p2
Λ2L
)
,
where bν1 and bν0 are constant Hermitian matrices. In the simple case of two generations,
the mixing probability after traveling a distance ` is
Pmixing =
(
1− (tr[∆Hσz])
2
Ω2
)
sin2
(
`Ω
2
)
, where Ω =
√
2tr[∆H2]− (tr[∆H])2,
where ∆H is H minus any contribution proportional to the identity matrix.
If was shown in ref. [38] that several existing data about neutrino oscillations can be
accounted for by the matrix bν1−1. The values of its entries were determined to be around
10−17-10−22, which are compatible with our approach. A diﬀerent class of massless models
(with ﬁve parameters) was considered in ref. [39], and shown to be unable to explain all
combined data about neutrino oscillations. The models considered in ref. [39] explore a
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region of parameter space that is absent in our approach, because they contain four CPT-
violating parameters out of ﬁve. At present, the problem to construct massless Lorentz-
violating models that are globally compatible with data is still open and challenging. We
suggest that it may be considered in a fully CPT invariant framework ﬁrst.
Higher-derivative corrections do not appear to be helpful here. If we wanted to explain
neutrino oscillations using only bν0 (setting bν1 = 1), we would ﬁnd bν0  1 by several
orders of magnitude. We expect that large bν0-values are unlikely. The matrices b0 have
been studied in other sectors of the model, particularly quantum electrodynamics [31], and
found to be small or at most of order 1. Thus, the eﬀects of terms containing higher-space
derivatives are expected to be negligible for neutrino oscillations. Non-minimal versions
of our model can be considered, and certainly have the chance to account for all data.
Nevertheless, there is still hope that neutrino oscillations can be fully accounted for by the
sole matrix bν1 − 1 in the minimal scalarless model.
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4.1. High-energy Lagrangian
In the high-energy limit, the super-renormalizable couplings decouple and only the strictly-
renormalizable interactions are relevant for the renormalization and the computation of the
beta functions.
In the class of LVSMEs we have studied only the four fermion vertices are strictly
renormalizable, since the gauge (and, eventually, the scalar) couplings have weight greater
than zero.
It is possible to study the high energy properties of models containing only four fermion
interactions (from here thereafter, we we refer to them as four fermion models), obtained
swithcing oﬀ the gauge and the scalar interactions from the full LVSME (that is much
more complicated): these properties hold also when these interaction are turned on again.
Moreover, the terms ψ¯aI b
Iab
1 D¯/ψ
b
I can be treated perturbatively; since their coupling con-
stants have positive weight, they also decouple at high energy and can be neglected. The
high-energy limit of the Lagrangian (2.3.8) has the form
LHE =
∑
i,j
ψ¯i
(
δij ∂ˆ/− b
ij
0
Λ2L
∂¯/
3
)
ψj +
Yf
Λ2L
ψ¯ψψ¯ψ. (4.1.1)
where i, j are generation-, SU(3)C- or SU(2)L- indices while the potential is written, like
in the equation (2.3.8), in a symbolic form (i.e. not explicitly writing all the possible
contractions of the indices).
In this chapter we renormalize the most general four fermion model using the dimensional
regularization presented in Sec 2.1.1 and we evaluate the beta functions. After that, we
search for the domain in the space of parameters in which the couplings of the theory
go to zero when the energy goes to inﬁnity (the domain of asymptotic freedom). If a
theory is asymptotically free, we can always perform the perturbative expansion at high
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energy, because we can make the coupling constants smaller enough simply by choosing a
suﬃciently large scale of renormalization.
Since, as stated before, the LVSME has the same high-energy properties of the corre-
spondent four fermion model (obtained switching on the gauge and scalar interactions), if
it is asymptotically free the full LVSME also is.
4.2. Most general four fermion model
We want now to study the more general four fermion model. Using charge conjugation,
we express all the fermion ﬁelds by means of left-handed Weyl spinors; the right handed
Weyl spinors eventually present in our theory can be considered as the charge conjugation
of suitable left-handed spinors (ψiR = (ψ
i
L)
C). We collect all the ﬁelds into a vector `i. The
matrix bij0 can be diagonalized by means of a unitary transformation. We have diﬀerent
kind of four fermion vertices:
(`1`2)(`3`4) (4.2.1)
(`†1`2)(`
†
3`4) (4.2.2)
(`†1`2)(`3`4) (4.2.3)
and their hermitian conjugates; we use the shorthand notation `1`2 = `
α
1 αβ`
β
2 and `
†
1`2 =
`†α1 δαβ`
β
2 , where α, β are spinor indices. However, since
(CPT )(`1`2)(CPT )−1 = (`1`2)†, (CPT )(`†1`2)(CPT )−1 = −(`†1`2)† (4.2.4)
there is no Hermitian and CPT invariant vertex of the type (4.2.3), and we do not consider
them.
We do not need to take into account also vertices of the form
(`∗1`
∗
2)(`3`4) (4.2.5)
because they are a linear combination of vertices like (4.2.2). Indeed, since αβρσ =
δαρδβσ − δασδβρ , we have
(`†1`2)(`
†
3`4) + (`
†
1`4)(`
†
3`2) = (`
∗
1`
∗
3)(`2`4) (4.2.6)
We emphasize that combinations of the form `1`2 are, in general, Lorentz invariant while
`†1`2 are not. This means that vertices like (4.2.1) are Lorentz invariant while vertices
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like (4.2.2) are not. However, combinations of (4.2.2) like (4.2.6) do not break Lorentz
symmetry.
We consider the Lagrangian
L[`] =
∑
j
`†j
(
∂ˆµσˆ
µ − bj ∂¯µσ¯µ ∂¯
2
Λ2L
)
`j + V4f (`) (4.2.7)
where
V4f (`) =
1
Λ2L
∑
ijkm
[(`†i`j)(`
†
k`m)gijkm + (`i`j)(`k`m)fijkm + (`
∗
i `
∗
j)(`
∗
k`
∗
m)f
∗
ijkm],(4.2.8)
and bj are the eigenvalues of the matrix b
ij
0 of (4.1.1). The coupling constants satisfy the
symmetry properties
gijkm = gkmij = g
∗
jimk, fijkm = fkmij = fjikm. (4.2.9)
Moreover, because of the (4.2.6), the (4.2.8) is the most general Lorentz invariant four
fermion potential if the couplings gijkm satisfy the additional symmetry property
gijkm = gimkj (4.2.10)
Assigning the axial charge +1 to `j and -1 to `
†
j, the g−terms are axially symmetric,
while the f−terms explicitly violate this symmetry. This means that, if we suppress
the f−terms, they are not generated back by renormalization and we can consider the
restricted model
Lr[`] =
∑
j
`†j
(
∂ˆµσˆ
µ − bj ∂¯µσ¯µ ∂¯
2
Λ2L
)
`j +
1
Λ2L
∑
ijkm
(`†i`j)(`
†
k`m)gijkm (4.2.11)
The opposite is not true, however: if we suppress the g−terms the f−terms generate them
back by renormalization.
Nevertheless, we consider the complete potential (4.2.8) because, integrating out the
Higgs ﬁeld out in the Standard Model produces f−terms. Moreover, if we want to include
in our Lorentz-violating theories four fermion vertices that can explain proton decay, we
need both f− and g− vertices. As we have said in Sec. 2.3, however, a high-energy Lorentz
violation does not imply that the proton must decay.
In this respect, we have two classes of renormalizable models. The models of the ﬁrst class
are described by B-invariant Lagrangians. Then, B-violating vertices are not generated
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back as counterterms by renormalization (the B-violations due to the B + L anomaly
are non-perturbative, and do not aﬀect the renormalization structure of the theory), so
this choice is consistent. The models of the second class contain B-violating four fermion
vertices at the classical level.
4.3. One-loop Renormalization
In order to study the one-loop renormalization of our models it is convenient to use the
background ﬁelds method. We consider the generating functional
Z[J ] =
∫
[D`][D`†]ei
∫
dnxL[`]+Ji†`i+`†iJi . (4.3.1)
Now we write our fermion ﬁelds as the sum of the classical background ﬁelds φi and theg
ﬂuctuating quantum ﬁelds `i:
`i → `i + φi, (4.3.2)
we have
Z =
∫
[D`][D`†]ei
∫
dnxL[`+φ]+Ji†(`+φ)+(`†i+φ†i )Ji . (4.3.3)
The one-loop contribution to the eﬀective action depends only on the terms of order two
in the ﬂuctuating quantum ﬁelds, because the linear terms do not participate in the 1PI
diagrams and the terms of order three or higher contribute only to higher loop calculations.
The generating functional now reads
Z[J ] =
∫
[DΨ] exp
{
i
∫
dnx
[
L[φ] + Ψ†iA[φ]ijΨj + J ′i†`i + `†iJ ′i
]}
, (4.3.4)
where A[φ]ij = −A[φ]ji and
Ψi =
(
`i
`∗i
)
(4.3.5)
We perform the Gaussian integral; since the integrand has the form eΨiAijΨj , with Aij
antisymmetric, the result is
eiΓ = (det [Aij[φ]])
1/2 exp
{
i
∫
dnxL[φ]
}
(4.3.6)
We write Aij[φ] = Tiδij + Vij[φ] where V [φ] contains the background ﬁelds and
Ti = p
0 + bi
p2
Λ2L
(
p · σ 0
0 p · σ∗
)
(4.3.7)
56
4.4. Explicit Examples
Moreover, if our Lagrangian is given by the formula (4.2.7), V [φ] contains only terms
quadratic in φ. We have
eiΓ = (det [T + V [φ]])1/2 ei
∫
dnxL[φ] = ei
∫
dnxL[φ]+1/2 ln[T+V [φ]]
= exp
{
i
∫
dnx
(L[φ] + Tr[T−1V [φ]]/2− Tr[T−1V [φ]T−1V [φ]]/4 + . . . )} (4.3.8)
Since T is odd in the momentum, Tr[T−1V [φ]] = 0; this means that there is no wave
function renormalization. Tr[(T−1V [φ])2] contains only monomials proportional to the
fourth power of the background ﬁelds φ and thus gives the renormalization of the coupling
constants.
We ﬁnd the beta functions (details of calculation are given in Appendix C)
βgijkm = −
1
36pi2
∑
np
tnp [6(1− snp)gijnp(gpnkm − gpmkn)− 2snpginpjgkpnm
−(3 + snp)(ginpmgkpnj − ginkpgpmnj − 16fmpjnf ∗inkp) + 2snp(ginkpgpjnm + 16fjpmnf ∗inkp)
+48(snp + 1)(fjmnpf
∗
iknp − fmpjnf ∗iknp − fjmnpf ∗kpin)
]
(i,j)↔(k,m) (4.3.9)
βfijkm = −
1
18pi2
∑
np
tnp [2(3 + snp)gnipkfmpjn +3(1 + snp)gnipjfkmnp + 4gnipmfkpjnsnp]
i↔j,k↔m
(i,j)↔(k,m)
(4.3.10)
where snp = bnbp/|bnbp| = sign[bnbp], tnp = 1/(|bn| + |bp|). The expressions on the right
side of (4.3.9) have to be symmetrized as follow:
[Xijkm](i,j)↔(k,m) =
1
2
(Xijkm +Xkmij)
[Xijkm]
i↔j,k↔m =
1
4
(Xijkm +Xjikm +Xijmk +Xjimk) (4.3.11)
Now we can evaluate the beta functions in some particular cases.
4.4. Explicit Examples
4.4.1. Weyl Fermions
We consider a simple SU(N)-invariant model of left-handed Weyl spinors. Its Lagrangian
reads
LW = ψ†i∂/ψi +
1
2Λ2L
(
gW1 −
gW2
N
)
(ψ†iψi)
2 +
gW2
2Λ2L
(ψ†iψj)(ψ
†
jψi) (4.4.1)
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where i, j are SU(N) indices and ∂/ = ∂µˆσ
µˆ − ∂µ¯σµ¯∂¯2/Λ2L.
The term
gW2
2Λ2LN
(ψ†iψi)
2 appears because we use only the two irreducible contractions of
SU(N) indices of our four fermion vertices, namely
(ψ†iψi)
2, (ψ†τψ)(ψ†τψ) = (ψ†iψj)(ψ
†
jψi)−
1
N
(ψ†iψi)
2, (4.4.2)
where τ are the generators of SU(N) and, in the last step, we have used the Fiertz trans-
formations.
We can obtain (4.4.1) from (4.2.7) by taking
gijkm =
(
gW1 −
gW2
N
)
δijδkm + g
W
2 δimδkj
fijkm = 0 bj = 1
and the one-loop beta functions are
β1 =
N2 − 1
36Npi2
(gW2 )
2
β2 =
2N − 1
36pi2
(gW2 )
2 (4.4.3)
We solve the renormalization group equations, ﬁnding
gW1 (µ) =
N2 − 1
N(2N − 1)
(
g˜W2
1− ag˜W2 ln(µ/µ0)
− g˜W2
)
+ g˜W1
gW2 (µ) =
g˜W2
1− ag˜W2 ln(µ/µ0)
(4.4.4)
where g˜Wi = g
W
i (µ0) and a = 1/36pi
2.
We notice that, when µ→∞ we have
gW1 (∞) = g˜W1 −
N2 − 1
N(2N − 1) g˜
W
2 g
W
2 (∞) = 0 (4.4.5)
so, if g˜W1 6= N
2−1
N(2N−1) g˜
W
2 we have an UV ﬁxed point that is interacting (i.e. the theory
is asymptotically safe). However, an interacting ﬁxed point is not guaranteed to survive
beyond the one-loop approximation. Indeed, we can considered the restricted model in
which gW2 ≡ 0: at one loop, it is still renormalizable and has a vanishing beta function.
However, higher order contributions can be diﬀerent from zero and can also generate
counterterms proportional to (ψ†iψj)(ψ
†
jψi).
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This is a general feature of our four fermion models: several times we will encounter beta
functions that vanish for some combinations of the couplings; in these cases, at one loop,
instead of having only the asymptotically free ﬁxed point, there is a surface of interacting
ﬁxed points. Nevertheless, we are unable to prove that they are preserved also by higher-
order contributions, so in our analysis we will focus only on asymptotically free trajectories,
which are instead stable with respect to higher-order terms.
4.4.2. The Electroweak Model
We consider a theory containing only a family of the electroweak model. We have the left
handed doublet La =
(
eL
νL
)
and the right handed singlet eR; all ﬁelds are Weyl spinors.
The Lagrangian of this model is
LEW = iLa†
(
∂µˆσ
µˆ − b
E
L∂µ¯σ
µ¯∂¯2
Λ2
)
La + ie†R
(
∂µˆσ
µˆ +
bER∂µ¯σ
µ¯∂¯2
Λ2
)
eR
+
1
2Λ2L
(
gE1L −
gE2L
2
)
(L†aLa)2 +
gE2L
2Λ2L
(L†aLb)(L†bLa)
+
gER
2Λ2L
(e†ReR)
2 +
gE1LR
Λ2L
(L†aLa)(e†ReR) +
gEM
Λ2L
(L†aeR)(e
†
RL
a). (4.4.6)
Hypercharge conservation excludes f -terms.
We deﬁne `i = (La, eCR), (i = 1, 2, 3); the coupling constants are
gijkm =λ
E
N,ikδijδkm + λ
E
M,ikδimδkj
fijkm = 0
bj =
{
bEL j 6 2
bER j > 2
where
λEN,ij =

gE1L − g
E
2L
NL
i, j 6 2
−gE1LR + g2LR i 6 2, j > 2 or viceversa
gER i, j > 2
λM,ij =

gE2L i, j 6 2
gE2LR i 6 2, j > 2 or viceversa
0 i, j > 2
(4.4.7)
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The beta functions (considering, for simplicity, bEL = b
E
R = 1) read
βE1L =
1
36pi2
(
3
2
(gE2L)
2 + 2(gEM)
2)
βER =
1
6pi2
(gEM)
2
βE2L =
1
36pi2
(3(gE2L)
2 + 2(gEM)
2)
βE1LR =
1
36pi2
gEM(2g
E
1LR − gEM + gE1L + gE1R +
3
2
gE2L)
βEM =
1
36pi2
gEM
(
4gE1LR − 5gEM + 2gE1L + 2gE1R + 3gE2L
)
(4.4.8)
Finally, the surface of asymptotic freedom is given by{
gE2L = 0
gEM = 0
(4.4.9)
Generalization to SU(NL)× SU(NR) model
This is a generalization of the electroweak model, where we have NL left-handed fermions
and NR right-handed ones, in the fundamental representation of SU(NL) and SU(NR),
respectively.
The Lagrangian is:
L= iΨa†L
(
∂µˆσ
µˆ − bEL∂µ¯σµ¯
∂¯2
Λ2
)
ΨaL + iΨ
a†
R
(
∂µˆσ
µˆ + bER∂µ¯σ
µ¯ ∂¯
2
Λ2
)
ΨaR
+
1
2ΛL
(
gE1L −
gE2L
NL
)
(Ψ†aL Ψ
a
L)
2 +
gE2L
2ΛL
(Ψ†aL Ψ
b
L)(Ψ
†b
LΨ
a
L) +
1
2ΛL
(
gE1R −
g2R
NR
)
(Ψ†aR Ψ
a
R)
2
+
gE2R
2ΛL
(Ψ†aR Ψ
b
R)(Ψ
†b
RΨ
a
R) +
gE1LR
ΛL
(Ψ†aL Ψ
a
L)(Ψ
†b
RΨ
b
R) +
gE2LR
ΛL
(Ψ†aL Ψ
b
R)(Ψ
†b
RΨ
a
L) (4.4.10)
By performing charge conjugation, the vector `i that appears in (4.2.7) has now NL+NR
elements; the coupling constants have the same form as in (4.4.7)
gijkm =λ
E
N,ikδijδkm + λ
E
M,ikδimδkj
fijkm = 0
bj =
{
bEL j 6 NL
bER j > NL
(4.4.11)
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the relations between the λ's and the g's now read
λEN,ij =

gE1L − g
E
2L
NL
i, j 6 NL
−gE1LR + gE2LR i 6 NL, j > NL or viceversa
gE1R − g
E
2R
NR
i, j > NL
λEM,ij =

gE2L i, j 6 NL
gE2LR i 6 NL, j > NL or viceversa
gE2R i, j > NL
(4.4.12)
Without loosing generality we can set bEL = 1, keeping b
E
R undetermined.
The beta functions are
βE1L =
1
36pi2
(
(N2L − 1)
NL
(gE2L)
2 +
2NR(NL + 2)
NL
tERR(g
E
2LR)
2
)
βE1R =
1
36pi2
(
2(N2R − 1)
NR
tERR(g
E
2R)
2 +
NL(NR + 2)
NR
(gE2LR)
2
)
βE2L =
1
36pi2
(
(2NL − 1)(gE2L)2 + 4NRtERR(gE2LR)2
)
βE2R =
1
36pi2
(
2(2NR − 1)tERR(gE2R)2 + 2NL(gE2LR)2
)
βE1LR =
1
36pi2
gE2LR
(
4tELRs
E
LRg
E
1LR − (3− sELR)tELRgE2LR + 2gE1L
+4tERRg
E
1R +
2(N2L − 1)
NL
gE2L +
4(N2R − 1)
NR
tERRg
E
2R
)
βE2LR =
1
18pi2
gE2LR
(
8sELRt
E
LRg
E
1LR − (3 + 2sELR)tELRgE2LR + 4gE1L
+8tERRg
E
1R +
4(N2L − 1)
NL
gE2L +
8(N2R − 1)
NR
tERRg
E
2R
)
(4.4.13)
where
sELR = sign[b
E
R], t
E
RR =
1
2|bER|
, tELR =
1
1 + |bER
The ﬁxed points lie on the surface described by the equations
gE2L = 0
gE2R = 0
gE2LR = 0
(4.4.14)
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4.4.3. The Dirac Spinor
So far, we have considered only explicit examples of the reduced model (4.2.11).
A simple example of a theory that contains also the f−terms is the model of a Dirac
fermion, invariant under parity by construction.
The vertices that appear in the Lagrangian are
(ψ¯ψ)(ψ¯ψ) (ψ¯γ5ψ)(ψ¯γ5ψ)
(ψ¯γ0ψ)(ψ¯γ0ψ) (ψ¯γ0γ5ψ)(ψ¯γ0γ5ψ)
(4.4.15)
while (ψ¯γ0γ5ψ)(ψ¯γ0ψ) and (ψ¯γ5ψ)(ψ¯ψ) cannot appear because they are not P invariant;
all other possible vertices containing γµ or σµν can be expressed as combinations of (4.4.15)
by means of Fiertz transformations.
Using Weyl spinors the Lagrangian takes the form
L= iψ†L
(
∂µˆσ
µˆ − ∂µ¯σµ¯ ∂¯
2
Λ2
)
ψL + iψ
†
R
(
∂µˆσ
µˆ +
∂µ¯σ
µ¯∂¯2
Λ2
)
ψR
+
g1
ΛL
(
(ψ†LψL)
2 + (ψ†RψR)
2
)
+
gLR
ΛL
(ψ†LψL)(ψ
†
RψR)
+
gM
ΛL
(ψ†LψR)(ψ
†
RψL) +
f
2ΛL
(
(ψ†LψR)
2 + (ψ†RψL)
2
)
(4.4.16)
We perform the charge conjugation and construct the vector `i = (ψL, ψ
C
R), i = 1, 2.
The coupling constants g and f are
gijkm =λN,ikδijδkm + λM,ikδimδkj
fijkm =λf (1− δijδkm)
bj = 1 (4.4.17)
where
λN,11 = λM,11 = λN,22 = λM,22 = g1
λM,12 = λM,21 = gM λN,12 = λN,21 = −gLR + gM
λf = f (4.4.18)
The beta functions can be now easily found:
β1 =
1
12pi2
(g2M − f 2) βf =
1
12pi2
f(g1 + gM − gLR)
βM =
1
36pi2
(4f 2 + gM(4g1 + 4gLR − 5gM))
βLR =− 1
36pi2
(4f 2 + gM(gM − 2g1 − 2gLR)) (4.4.19)
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Generalization to N Dirac Spinors
We can easily perform the generalization to the model of N Dirac spinors, invariant under
parity and SU(N) transformations. Its Lagrangian reads
LN = `†i1 i
(
∂ˆ + σ · ∂¯ ∂¯
2
Λ2L
)
`i1 + `
†i
2 i
(
∂ˆ + σ · ∂¯ ∂¯
2
Λ2L
)
`i2
+
g1
2Λ2L
[
(`†i1 `
i
1)
2 + (`†i2 `
i
2)
2
]
+
g2
2Λ2L
[
(`†i1 `
j
1)(`
†j
1 `
i
1) + (`
†i
2 `
j
2)(`
†j
2 `
i
2)
]
(4.4.20)
+
g3
Λ2L
(`†i1 `
i
1)(`
†j
2 `
j
2) +
g4
Λ2L
(`†i1 `
j
2)(`
†j
2 `
i
1) +
g5
Λ2L
(`†i1 `
j
1)(`
†i
2 `
j
2) +
g6
Λ2L
(`†i1 `
j
2)(`
†i
2 `
j
1)
+
f1
Λ2L
[
(`T i1 ε`
i
2)(`
Tj
1 ε`
j
2) + (`
†i
1 ε`
∗i
2 )(`
†j
1 ε`
∗j
2 )
]
+
f2
Λ2L
[
(`Ti1 ε`
j
2)(`
Tj
1 ε`
i
2) + (`
†i
1 ε`
∗j
2 )(`
†j
1 ε`
∗i
2 )
]
,
where `ia = (ψ
i
L, ψ
Ci
R ). The beta functions are quite involved, but they simplify considerably
in the leading order of the 1/N approximation
βg1 =
N(g22 + g
2
4)
36pi2
, βg2 =
N(g22 + g
2
4)
18pi2
, βg3 =
Ng2g4
18pi2
, βg4 =
Ng2g4
9pi2
,
βg5 =−
N
18pi2
(
g25 + g5g6 + g
2
6 + 12f
2
1 − 12f1f2 + 4f 22
)
,
βg6 =−
N
36pi2
(
g25 + 4g5g6 + g
2
6 + 24f
2
1 − 24f1f2 + 4f 22
)
,
βf1 =
N
18pi2
[f2(g5 + 2g6)− 3f1(g5 + g6)] , βf2 =
N
18pi2
f2(g6 − g5). (4.4.21)
We can notice that g1 and g3 do not appear in the beta functions, so the surface of ﬁxed
points is 
g2 = g4 = g5 = g6 = f1 = f2 = 0
g1 = const
g3 = const
(4.4.22)
Moreover, the couplings are divided into two subgroups, {g1− g4} and {g5, g6, f1, f2}, that
do not talk to each other: this means that the renormalization group equations can be
solved separately for the two subgroups. This is, however, a peculiarity of the large N
expansion and it is true only at the leading order.
We can solve explicitly the ﬁrst set {g1− g4}. First of all, we notice that β1 = β2/2 and
β3 = β4/2; this means that g1 = g2/2 + c1 and g3 = g4/2 + c3. Since we are looking for the
asymptotically free trajectories, we have to choose c1 = c3 = 0. Deﬁning then g± = g2± g4
we have
β± =
Ng2±
18pi2
(4.4.23)
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The system is asymptotically free if g± < 0, so if g4 < 0, g2 < g4.
After straightforward manipulations we obtain
g2(t) =
g˜2 − (g˜22 − g˜24)κt
1− 2g˜2κt+ (g˜22 − g˜24)κ2t2
g4(t) =
g˜4
1− 2g˜2κt+ (g˜22 − g˜24)κ2t2
(4.4.24)
where κ = N/(18pi2), g˜i = gi(0), i = 2, 4.
In the next section we will calculate perturbatively the domain of asymptotic freedom
or all these models and we compare this result, exact at one loop, with the approximate
one.
4.5. Zimmermann's reduction of couplings
.
In order to determine the domain of asymptotic freedom we use a method inspired to
Zimmermann's reduction of couplings. Zimmermann's idea is to reduce the number of
constants searching for the relations between them that are preserved by renormalization.
For example, the imposition of a symmetry at the tree level can be considered a particular
case of Zimmermann's reduction of couplings. Let us consider the massless Weiss-Zumino
model with a Dirac spinor ψ, a scalar ﬁeld A and a pseudoscalar ﬁeld B:
gψ¯(A+ iBγ5)ψ − λ
4!
(A2 +B2)2 (4.5.1)
If we set
λ = g2 (4.5.2)
we ﬁnd the supersymmetric Weiss-Zumino model; since the (4.5.2) is protected by a sym-
metry, it is preserved by renormalization up to all order. The Zimmermann's technique,
however, is more general: it includes as a special case reductions related to some symme-
tries, but provides also for reductions not related to any symmetry.
We consider a renormalizable theory with n+ 1 coupling constants λ, λ1, λ2, . . . λn. We
want to express n of them (λ1, λ2, . . . λn) as powers series of λ; moreover, we assume that
the ratio λk(λ)/λ is ﬁnite when λ→ 0. There exist a special solution in which the λk(λ)'s
are analytic but, in general, they can contain terms proportional to lnλ or powers of λ
with non-integer coeﬃcient. The renormalization group equations give us the relations
between the λK(λ)'s and the beta functions:
βk(λ) ≡ ∂λk
∂t
=
∂λk(λ)
∂λ
∂λ
∂t
=
∂λk(λ)
∂λ
βλ(λ) (4.5.3)
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where t = − ln |x|µ0, |x| being some scale, βk(λ) = βk(λ, λ1(λ), . . . , λn(λ)) and βλ(λ) =
βλ(λ, λ1(λ), . . . , λn(λ)). At one loop, the special solutions (if they exist) have the form
λk(λ) = d
(k)
0 λ (4.5.4)
The coeﬃcients d
(k)
0 are uniquely determined by the one-loop terms of beta functions; it
is possible to write the general solution for each set up to all orders and they contain a
certain number of free parameters.
In the case of a theory that contain only two parameters (λ and λ1) we can write the
general solution as
λ1(λ) =
∞∑
m=1
dm−1λm +
∞∑
m,n=1
d′mnλ
mξ+n (4.5.5)
where ξ generally is irrational and d′11 is an arbitrary coeﬃcient; the dm−1's and the d
′
mn's
are uniquely determined once the value of d′11 is ﬁxed.
As we will see below, if ξ is a rational number, terms containing ﬁnite powers of lnλ can
appear.
Two simple examples Let us consider the (Lorentz invariant) model of a Dirac spinor
ψ and a pseudoscalar ﬁeld A with the interaction
ig(ψ¯γ5ψ)A− λ
4!
A4 (4.5.6)
The one-loop beta functions are
βg =
1
16pi2
5g4
βλ =
1
16pi2
(
3
2
λ2 + 4λg2 − 24g4
)
(4.5.7)
The model admits the reduction
λ(g2) =
1
3
(1 +
√
145)g2 + d1g
4 + d2g
6 + · · ·+ d′11g(2/5)
√
145+2 + . . . (4.5.8)
where d1, d2 . . . are calculable coeﬃcients, d
′
11 is a free parameters and all the other coef-
ﬁcients are uniquely determined for a given d′11. We have also the instable solution
λ(g2) =
1
3
(1−
√
145)g2 + dI1g
4 + dI2g
6 + . . . (4.5.9)
where all the coeﬃcients dI1, dI2, . . . are uniquely determined only by the terms of beta
functions, with no free parameters.
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On the other hand, if we consider the massless Weiss-Zumino model of (4.5.1), its one-
loop beta functions are
βg =
1
16pi2
12g4
βλ =
1
16pi2
(
20λ2 + 8λg2 − 16g4) (4.5.10)
The model admits the rational reduction (at one loop)
λ = g2 (4.5.11)
that, as we have seen in (4.5.2), gives us the supersymmetric Weiss-Zumino model and
hence, if the relation (4.5.11) is true at tree level, it is preserved up to all order.
Usually, special solutions with rational coeﬃcients appear when the theory has more
symmetry, like in this case. This, however, is not a theorem and the rational trajectories
are not always connected to the presence of additional symmetries.
Electroweak Model For example, let us consider the Zimmermann's trajectories in the
case of electroweak model studied in Sec (4.4.2). We rewrite the beta functions (4.4.8) by
performing the change of variables gE1LR → u = 2gE1LR + g1L + g1R + 3/2g2L:
βE1L =
1
(6pi)2
(
3
2
(gE2L)
2 + 2(gEM)
2)
βER =
1
(6pi)2
6(gEM)
2
βE2L =
1
(6pi)2
(3(gE2L)
2 + 2(gEM)
2)
βEu =
1
(6pi)2
(gEM(u+ 10g
E
M) + 6g
2
2L)
βEM =
1
(6pi)2
gEM
(
u− 5gEM
)
(4.5.12)
We can focus on the subsector (u, gE2L, g
E
M), because only these three couplings appear in
the beta functions.
Expressing all the couplings as functions of gE2L we ﬁnd three diﬀerent set of special
solutions
(gEM , u) =
(
0, 2gE2L
)
,
(
gE2L, 5g
E
2L
)
,
(−3.07gE2L, 3, 24gE2L) (4.5.13)
where the last set has irrational coeﬃcients, of which we give only the approximate values.
There exist also two set of complex solutions, that must be discarded. As we have already
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seen, the presence of rational coeﬃcients can be an hint of the presence of some hidden
symmetry. The ﬁrst set is just gER = g
E
M = g
E
1LR = 0, g
E
1L = g
E
2L/2; that corresponds to the
model studied in Sec 4.4.1 with NL = 2. The second set reads
gE1L =
7
10
gEM , g2L = g
E
M , gR =
6
5
gEM , gLR =
4
5
gEM . (4.5.14)
We notice that, in general, if we choose |bL| 6= |bR|, we do not ﬁnd rational trajectories.
This rational trajectory can be an hint of the presence of some kind of particular sym-
metry of the theory; the reduced Lagrangian reads
LEWred = iLa†
(
∂µˆσ
µˆ − ∂µ¯σ
µ¯∂¯2
Λ2
)
La + ie†R
(
∂µˆσ
µˆ +
∂µ¯σ
µ¯∂¯2
Λ2
)
eR
+
gEM
10Λ2L
(L†aLa)2 +
gEM
2Λ2L
(L†aLb)(L†bLa)
+
3gEM
5Λ2L
(e†ReR)
2 +
4gEM
5Λ2L
(L†aLa)(e†ReR) +
gEM
Λ2L
(L†aeR)(e
†
RL
a). (4.5.15)
and its beta function is
βred =
5(gEM)
2
(6pi)2
(4.5.16)
This, however, not necessarily imply the presence of a hidden symmetry and can be simply
a feature of the one-loop approximation.
4.6. Domain of asymptotic freedom
We want to determine the domain of asymptotic freedom of a theory with several coupling
constants. We expand the solution of the renormalization group equations around the UV
free ﬁxed point; the domain of asymptotic freedom is given by the free parameters that
compare in the perturbative expansion.
In this section we study the conditions for asymptotic freedom in the presence of more
than one coupling. The idea is to search for solutions of the RG equations as expansions
around the ultraviolet free ﬁxed point. The domain of asymptotic freedom DAF is then
determined by the free parameters contained in the solution. A diﬀerent approach to
asymptotic freedom with more couplings is due to Zimmermann [40]. An investigation
that is in part related to this problem can be found in [41].
We ﬁrst illustrate our method in the case of a single coupling α with beta function
βα = α˙ = α
∞∑
n=1
βnα
n.
67
4. High Energy Properties
where the dot denotes the derivative with respect to t = − ln(|x|µ), |x| being some scale.
If β1 6= 0 the asymptotic expansion around the ultraviolet limit t→∞ reads
α(t) =
1
t
∞∑
n=0
bn(ln t)
tn
, (4.6.1)
where bn are polynomials of degree n in ln t. Inserting this expansion into the RG equation
we get b0 = −1/β1 and the recursion relations
(n− 1)bn − b′n = δn< (4.6.2)
for n > 0, where δn< is a linear combination of monomials
∏
i b
ki
ni
with
∑
i niki 6 n and
depends only on the coeﬃcients bm with 0 < m < n. Consider ﬁrst n = 1, and observe
that δ1< contains no logarithms, so b1 is a polynomial of degree 1. The coeﬃcient of ln t
in b1 is uniquely determined, while b1(0) ≡ b remains arbitrary. For n > 1 the relations
(4.6.2) can be solved recursively:
bn =
1
n− 1(δn< + b
′
n) =
1
n− 1δn< +
1
(n− 1)2 δ
′
n< +
1
(n− 1)3 δ
′′
n< + · · · (4.6.3)
Clearly, the sum ends after a ﬁnite number of terms, since δn< is a polynomial.
Thus, the asymptotic solution (4.6.1) is well-deﬁned and uniquely determined as a func-
tion of the arbitrary constant b. To the lowest orders, we ﬁnd
α(t) = − 1
β1t
− β2
β31
ln t
t2
+
b
t2
− β
2
2
β51
ln2 t
t3
+
β2
β51
(2bβ31 + β2)
ln t
t3
+O (t−3) . (4.6.4)
If β1 = 0 but β2 < 0 we have the expansion
α(t) =
1
t1/2
∞∑
n=0
bn(ln t)
tn/2
=
1√−2β2t
+
β3
2β22t
+
β23 − β2β4
4
√
2(−β2)7/2
ln t
t3/2
+
b
t3/2
+O (t−2 ln t) . (4.6.5)
If the ﬁrst non-vanishing coeﬃcient is βn then the expansion begins with t
−1/n.
Now we generalize this result to the case of more couplings. Consider a theory with s
couplings g = {gi} and beta functions βi(g). To be speciﬁc, we assume
βi(g) =
∞∑
n=2
1
n!
cij1···jngj1 · · · gjn =
1
2
cijkgjgk +O(g3), (4.6.6)
where the constants cijk are the one-loop coeﬃcients. We look for asymptotic solutions of
the RG equations starting form the Zimmermann trajectories
gi(t) ∼ −ai
t
(4.6.7)
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in the limit t→∞. Inserting (4.6.7) into the RG equations
g˙i(t) = βi(g(t)), (4.6.8)
where βi are given by (4.6.6), and keeping only the leading terms, we see that the constants
ai are determined by the quadratic equations
ai =
1
2
cijkajak, (4.6.9)
which have, in general, a discrete set of solutions. Normally the solutions just have to
be real (if the couplings are parametrized to be real, as we assume), but in some cases
further physical restrictions might apply. For example, stability (positive-deﬁniteness of
the action in Euclidean space) might require that some couplings be positive. We do not
consider such restrictions here and assume that all real solutions are physical acceptable.
It is straightforward to adapt our conclusions to speciﬁc situations.
Around a Zimmermann trajectory, we continue the expansion as
gi(t) ∼ −1
t
(
ai +
bi
tγ
)
, (4.6.10)
assuming that γ is a positive number. Then γ and bi are an eigenvalue and an eigenvector
of the real matrix
Nij = cikjak − δij, (4.6.11)
respectively.
The matrix N is crucial for our discussion. The dimension dAF of the domain DAF of
asymptotic freedom is equal to the number of positiveN -eigenvalues γ, including multiplic-
ities. Observe that because of (4.6.9) one eigenvalue is always equal to 1, with eigenvector
ai. If the Zimmermann trajectory exists, the dimension dAF is at least 1. If γ = 1 is the
unique positive eigenvalue, the form of the expansion is (4.6.1).
The most general solution reads
gi(t) = −1
t
(
ai +
∑
γ·n,n>0
bi,γ·n(ln t)
tγ·n
)
. (4.6.12)
Here γ is a vector collecting the positive eigenvalues of the matrix N , while n is a vector of
non-negative integer entries. The condition n > 0 means that n must not vanish identically.
Two vectors n and n′ such that γ · n = γ · n′ are equivalent, and associated with a unique
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numerator bi,γ·n. The sum is ordered for increasing values of γ ·n. Finally, the bi,γ·n(ln t)'s
are polynomials of certain ﬁnite degrees in ln t.
Inserting (4.6.12) into the RG equations (4.6.8) and isolating the coeﬃcients of the
powers t−2+γ·n, we obtain equations for the polynomials bi,γ·n. It is immediate to ﬁnd that
such equations have the form
[(γ · n)δij −Nij] bj,γ·n − b′i,γ·n = δi,γ·n<, (4.6.13)
where δi,γ·n< is a sum of monomials ∏
k
bj,γ·nk
with γ · nk < γ · n and
∑
k γ · nk 6 γ · n.
Clearly, δi,γ·n< contains a ﬁnite number of terms. Now we want to show that equations
(4.6.13) allow us to recursively determine the bi,γ·n's.
For intermediate purposes, it is convenient to turn to the basis where the matrix Nij has
a real canonical Jordan form. Quantities in this basis are denoted with a tilde. Speciﬁcally,
N˜ is block-diagonal. Its ﬁrst blocks are associated with the real eigenvalues λ and have
the form  λ 0 01 . . . 0
0 1 λ
 , (4.6.14)
while the last blocks are associated with the complex eigenvalues µ and have the same
form as (4.6.14), where however the λ's are replaced by 2×2 blocks(
Reµ Imµ
−Imµ Reµ
)
,
the 1's are replaced by 2×2 identity matrices and the 0's are replaced by 2×2 matrices
with vanishing entries. All matrices N˜ij − (γ · n)δij are then in canonical Jordan form.
LetMij be such that N = M−1N˜M and b˜i,γ·n ≡Mijbj,γ·n. Multiplying equation (4.6.13)
by M to the left, we can rewrite it in the form[
(γ · n)δij − N˜ij
]
b˜j,γ·n − b˜′i,γ·n = δ˜i,γ·n<, (4.6.15)
By induction, if we assume that the polynomials b˜i,γ·n′ with γ · n′ < γ · n are known, we
conclude that the δ˜i,γ·n<'s are polynomials of certain ﬁnite degrees in ln t. When the matrix
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N˜ij− (γ ·n)δij is invertible, the polynomials b˜i,γ·n are uniquely determined. Calling Uij the
inverse matrix of N˜ij − (γ · n)δij, we have, similarly to (4.6.3),
b˜i,γ·n = −Uij
(
δ˜j,γ·n< + b˜′j,γ·n
)
= −Uij δ˜j,γ·n<+UijUjkδ˜′k,γ·n<−UijUjkUklδ˜′′l,γ·n<+ · · · (4.6.16)
Again, the sum ends after a ﬁnite number of terms, since the δ˜i,γ·n<'s are polynomials.
When N˜ij−(γ ·n)δij is not invertible, one of its blocks has m0 > 0 zeros on the diagonal.
Assume that this block is the one with ı¯ 6 i, j < ı¯+m0 and proceed as follows. The block-
structure of N˜ allows us to split equation (4.6.15) into: a) the equation for the b˜i,γ·n's with
i < ı¯; b) the equation for the b˜i,γ·n' with ı¯ 6 i, j < ı¯ + m0; c) the equation for the b˜i,γ·n's
with i > ı¯+m0. Equations a) and c) are solved by formulas similar to (4.6.16). Equation
b) has the form  0 0 0ζ1 . . . 0
0 ζm0−1 0

ij
b˜j,γ·n − b˜′i,γ·n = δ˜i,γ·n<,
where the ζi's can be equal to 0 or 1. The right-hand side is made of recursively known
polynomials of some degrees di in ln t. Then the b˜i,γ·n's are polynomials of ﬁnite degrees
greater than di, and each of them is uniquely determined up to an arbitrary additional
constant. Therefore, in total we have m0 arbitrary constants.
Thus, equations (4.6.13)-(4.6.15) can be solved recursively to determine the polynomi-
als b˜i,γ·n, and therefore the bi,γ·n's. The solutions (4.6.12) contain a number of arbitrary
constants equal to the number of times the matrices N˜ij − (γ · n)δij become degenerate,
including multiplicities. This number is equal to the number of positive N -eigenvalues,
including multiplicities. Indeed, recalling that diﬀerent n's with the same γ ·n are equiva-
lent, each equation γi = γ · n admits precisely one solution, and no other degeneracies are
possible.
The set of arbitrary constants contained in the asymptotic expansion (4.6.12) determines
the domain of asymptotic freedom DAF. We conclude that the dimension of DAF is equal
to the number of positive eigenvalues γ of the matrix N , including multiplicities.
In practice, we have to look for the Zimmermann trajectory around which the asymptotic
expansion (4.6.12) has the maximal number of positive eigenvalues. In most cases the other
Zimmermann trajectories also play a role. They can determine the boundary of DAF, if it
is two-dimensional, or its edges, if it is more than two dimensional.
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One-loop degeneracies In special cases, not common in physical problems, the one-loop
coeﬃcients cijk may have degeneracies that make the expansion of some couplings start
from t−1/n instead of t−1, similarly to what appended in the case of one coupling constant
when β0 = 0, as we have seen in Sec 4.6. In this case the higher-loop contributions can be
as important as the one loop ones or even dominant.
For example, consider the system
g˙1 = g
2
1 + κ
2g1g
2
2 g˙2 =
1
4
g1g2 (4.6.17)
Where κ is a constant; observe that κ2g1g
2
2 is a two-loop contribution.
The system admits the special solutions
(g1, g2) =
(
−1
t
, 0
)
,
(
−2
t
,± 1
κ
√
t
)
(4.6.18)
(and the line of ﬁxed points g1 = 0); the two-loop coeﬃcient κ aﬀects the second set, that
is no more determined only by the one-loop terms. The procedure described above can
still be applied to these trajectories.
Now we can use this technique to determine their domains of asymptotic freedom of the
models studied in the previous section.
4.7. Explicit Examples II
4.7.1. N Dirac Spinors
It is interesting to apply our method to determine the domain of asymptotic freedom of
the g1 - g4 sector; indeed, since we are able to solve it exactly, we can test our procedure
confronting the results with the exact solution. We focus only on the couplings g2 and g4
since, as we have already said, the other two must be proportional to these ones. We have
two special solutions
(a2, a4) = (
1
κ
, 0), (
1
2κ
,± 1
2κ
) (4.7.1)
where κ = 1/(18pi2). (this factor can be eliminated throgh an appropriate rescaling of
the couplings). The set with the maximum number of positive eigenvalues is the ﬁrst;
indeed, expanding around this trajectory we ﬁnd that N is equal to the identity matrix, so
γ = 1 with multiplicity 2. This means that DAF has dimension 2. Two arbitrary constants
appear at order t−2.
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Precisely, we ﬁnd
g2(t) = − 1
κt
+
1
t2
(ξ2 ln t+ b2) +O
(
t−3 ln2 t
)
, g4(t) =
1
t2
(ξ4 ln t+ b4) +O
(
t−3 ln2 t
)
,
(4.7.2)
where b2,4 are arbitrary constants, while ξ2,4 are uniquely determined by the cubic terms of
the beta functions (and they are zero if we consider only the one-loop coeﬃcients). Since
all other matrices Nij − (γ · n)δij are invertible the higher-order corrections are uniquely
determined. Thus, the two-dimensional domain of asymptotic freedom is parametrized by
the arbitrary constants b2,4.
Recalling the equation (4.4.24) we ﬁnd that our result is exactly the expantions around
t→∞ if we choose
b2 = − g˜2
κ2(g˜22 − g˜24)
b4 =
g˜4
κ2(g˜22 − g˜24)
(4.7.3)
The other two Zimmermann trajectories, given by (a2, a4) = (1,±1)/(2κ), are the bound-
ary of DAF , and correspond to the case g+ = 0 or g− = 0.
If we study the Zimmermann's trajectories for the other subsector, we ﬁnd that in
the case of N Dirac spinors only rational coeﬃcients appear. Indeed, expressing all the
couplings as functions of g6 we have the special solutions
g5 = (−2,±1, 1,−1,−5,−2,−2,−7/5)g6,
f1 = (0, 0,±1/2,±1/2,±3/2,±1,±1/2,±1/10)g6,
f2 = (0, 0, 0,±1,±3,±3/2,±3/2, 0)g6.
One of such trajectory (g5 = g6 = 2f1, f2 = 0) gives the Lorentz violating Gross-Neveu
model [42], whose interaction reads
λ
2Λ2L
(ψ¯iψi)2 =
λ
Λ2L
(`†i1 `
j
1)(`
†i
2 `
j
2)+
λ
Λ2L
(`†i1 `
j
2)(`
†i
2 `
j
1)+
λ
2Λ2L
[
(`T i1 ε`
i
2)(`
Tj
1 ε`
j
2) + (`
†i
1 ε`
∗i
2 )(`
†j
1 ε`
∗j
2 )
]
,
this symmetry is preserved by renormalization, at least in the leading order of 1/N expan-
sion; this can be an example of hidden symmetry associated with the rational trajectory.
It is unlikely, however, that all the 15 rational trajectories are associated with a symmetry
like this; some of them, probably, are just coincidence of one-loop approximation.
4.7.2. Electroweak model
As before, we consider the beta functions (4.5.12), focusing on the subset gE2L, g
E
M , u. Writ-
ing the asymptotical solution as
(6pi)−2gE2L ∼ −
a1
t
, (6pi)−2gEM ∼ −
a2
t
, (6pi)−2u ∼ −a3
t
,
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we ﬁnd three diﬀerent set of solution
(a1, a2, a3) =
(
1
3
, 0,
2
3
)
,
(
1
5
,
1
5
, 1
)
, (0.046,−0.141, 0.149) . (4.7.4)
The third trajectory is given by complicated irrational coeﬃcients of which we just give the
approximate numerical values. These are equivalent to Zimmermann's reductions (4.5.13).
Two complex solutions also exist, but must be discarded.
Expanding around the ﬁrst Zimmermann trajectory, we ﬁnd
N =
1 0 00 13 0
4 4
3
−1
 , (4.7.5)
so the positive eigenvalues are γ = 1/3 and γ = 1. The Jordan canonical form of this matrix
is diagonal: N˜ =diag(1, 1/3,−1). The domain of asymptotic freedom is two-dimensional
and the arbitrary constants appear at orders t−4/3 and t−2. Using the one-loop truncated
beta functions, the asymptotic expansion of the solution reads
(6pi)−2gE2L(t) =−
1
3t
+
6a2
t5/3
+
1
2t2
(72a3 ln t+ 27a3 + b)− 1566a
4
t7/3
− 3a
2
t8/3
(360a3 ln t+ 2907a3 + 5b)
− 3888a6 ln
2 t
t3
,
(6pi)−2gEM(t) =
a
t4/3
+
9a2
t5/3
+
63a3
t2
− a
t7/3
(144a3 ln t+ 2b− 495a3)
− a
2
t8/3
(
1620a3 ln t− 138267
14
a3 +
45
2
b
)
, (4.7.6)
(6pi)−2u(t) =− 2
3t
+
a
t4/3
+
15a2
t5/3
+
1
t2
(72a3 ln t+ b)− a
t7/3
(
144a3 ln t+
24669
7
a3 + 2b
)
− 3a
2
t8/3
(
900a3 ln t+
70587
14
a3 +
25
2
b
)
− 7776a6 ln
2 t
t3
,
up to O(t−3 ln t), where a and b are the arbitrary constants.
The cubic corrections to the beta functions start with terms ∼ 1/t3, so they give extra
contributions of the form ∼ ci/t2 to the solutions, where ci are uniquely determined func-
tions of a and b. The corrections do not aﬀect the terms proportional to (ln t)/t2. Thus,
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the complete solution has the form
(6pi)−2gE2L(t) =−
1
3t
+
6a2
t5/3
+
1
2t2
(72a3 ln t+ 27a3 + b+ ξ1) +O(t−7/3 ln t),
(6pi)−2gEM(t) =
a
t4/3
+
9a2
t5/3
+
63a3 + ξ2
t2
+O(t−7/3 ln t), (4.7.7)
(6pi)−2u(t) =− 2
3t
+
a
t4/3
+
15a2
t5/3
+
1
t2
(72a3 ln t+ b+ ξ3) +O(t−7/3 ln t),
where ξi, i = 1, 2, 3, are calculable numbers, depending on the cubic corrections to the
beta functions. The other beta functions of (4.5.12) give
(6pi)−2gE1L = −
3a2
5t5/3
+
ξ4
t2
+O(t−7/3), (6pi)−2gER = −
18a2
5t5/3
+
ξ5
t2
+O(t−7/3),
where ξ4,5 are calculable numbers.
We have thus found a two dimensional domain of asymptotic freedom.
4.8. Asymptotic freedom for LVSME
We consider now the renormalization group ﬂow for the LVSME (restricted to only a
generation) studied in Sec. 3.4
As shown in App. A we have a large number of four fermion vertices (47) and the
one-loop beta functions are quite involved, due to the large number of coupling constants;
it is reasonable to obtain the beta functions in the large NC limit, instead of working in
the usual weak coupling expansion.
In this way our renormalization group equations are considerably simpler: ﬁrst of all,
we can neglect the vertices (A.4), because they contribute only at the subleading order of
1/NC approximation.
Moreover not all of the remaining 40 coupling constants are relevant but formulas (4.3.9)
and (4.3.10) do not provide us a simple method to select only the relevant diagrams: the
simplest way to obtain the beta functions is to use the auxiliary ﬁelds. In A the details
of the relations between the coupling constants of the auxiliary ﬁelds and the ones of the
four fermion vertices are shown.
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4.9. The Quark subsector
We consider now the quark subsector in the case with only a generation; we have the
potential
VQ =
NC∑
a=1
2∑
m,n=1
Ψ¯amMmnΨ
an −WauxQ(M), (4.9.1)
where
Mmn =
(
Smn + L
µν
mnσˆµν K
µ
mnσµ
Hµmnσ¯µ S
†
mn + L
µν†
mn σˇµν
)
,
(see App. A for details and notation).
In the leading order of large-NC approximation only the propagator for the auxiliary
ﬁelds renormalize. As shown in (3.2.4) the divergent part of the diagrams can be subtracted
by adding the term
WrenQ(M) = WauxQ(M)− NC
2
Tr[P−1Γ0MP−1Γ0M ] (4.9.2)
where
P = ip41+B0Γ0Γ¯ · p¯ p¯
2
Λ2L
(4.9.3)
Note that we have performed the Wick rotation. In the rest of this discussion, for simplicity,
we consider B0 = I, but the generalization to the general case is straightforward.
Writing explicitly the counterterm of (4.9.2) we have
−NC
2
∫
dp4
2pi
d3−εp¯
(2pi)3
(ipµ4 + p¯
µp¯2/Λ2L)(ip
ν
4 + p¯
ν p¯2/Λ2L)
(pˆ2 + p¯6/Λ4L +m
2)2
(
2Tr[SS†]Tr[σµσ¯ν ]
+Tr[HρHσ]Tr[σ¯µσ¯ρσ¯ν σ¯σ] + Tr[K
ρKσ]Tr[σµσρσνσσ]− 2Tr[L0iL†0j]Tr[σµσiσ¯νσj]
)
(4.9.4)
where pµ4 = p4δ0µ and the small mass term, introduced to avoid IR divergences, can be set
to zero after the calculations. The integral is resolved in App. C and, using the Fiertz
transformation to evaluate the trace of the sigma matrices, we ﬁnd
WrenQ(M) = WauxQ(M)− NC
24pi2
3
ε
(
4Tr[SS†] +
4
3
(Tr[HiHi] + Tr[KiKi] + [L0iL
†
0i])
)
(4.9.5)
Note that, also if we consider the auxiliary ﬁelds for the leptons, the ﬁrst counterterm
for their propagator appear only in the next-to-leading order in 1/NC : this is why this
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approach is convenient: before integrating out the auxiliary ﬁelds, all the counterterms
can be written in a very compact way.
However, after integrating out the auxiliary ﬁelds, counterterms proportional to all
four fermion vertices can appear. Indeed, for example, the term HiKi do not renor-
malize but there can be counterterms proportional to the vertices associated with it, i.e.
(Q¯LσiQL)(Q¯RσiQR), due to the renormalization of K
2
i and H
2
i . For the same reason, in the
full LVSME, not only the four fermion vertices that contain quarks but also the ones that
contain leptons can renormalize, even if the diagrams that involve their auxiliary ﬁelds are
all ﬁnite. From the point of view of the Feynman diagrams, we can say that counterterms
proportional to four-lepton vertices ```` can appear also in the leading order of 1/NC ap-
proximation if in the Lagrangian vertices containing two leptons and two quarks ``qq are
present, due to the diagrams of the form ``〈qqqq〉``.
4.9.1. Renormalization in a simple case
We examine now a simple case, in which we project the Lagrangian (3.2.3) onto the scalar
sector by putting to zero Hµ, Kµ, L0i and considering only the auxiliary ﬁelds S, S¯. The
renormalized potential reads
S(ψ¯LψR) + S¯(ψ¯RψL) + Λ
2
LTr
[
SS¯
(
C − NC
6pi2
)]
(4.9.6)
where  = ε/3, the contractions of SU(2)L/R and SU(3)C indices are understood and
C =
(
1
c1
0
0 1
c2
)
These coupling constants are related to the masses of the particle by the gap equation
(3.4.3), so they are negative.
Integrating out the auxiliary ﬁelds we ﬁnd that the renormalized coupling constants are
c1B =
c1
1− NCc1
6pi2
' c1 + NCc
2
1
6pi2
c2B =
c2
1− NCc2
6pi2
' c2 + NCc
2
2
6pi2
(4.9.7)
The one-loop beta functions are
β1 =
NCc
2
1
6pi2
β2 =
NCc
2
2
6pi2
(4.9.8)
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We stress that, in order to ﬁnd these beta functions, the expansion of the couplings per-
formed in the second step of (4.9.7) is not necessary, because if we set to zero the derivative
with respect to the renormalization mass of c1/(1− NCc16pi2 ) and c2/(1− NCc26pi2 ) we obtain the
same result. However, since in the other case that we examine the renormalized coupling
constants are much more involved, the simplest way to obtain the beta functions is to
expand the couplings as in (4.9.7).
The system is asymptotically free if both the coupling constants are negative: this
condition is consistent with the presence of a dynamical symmetry breaking.
4.9.2. Potential for the full quark sector
The auxiliary ﬁelds in this case are 2×2 matrices: S and Lµν have one index that transform
under SU(2)L and one that transform under SU(2)R, the indices of Kµ transform both
under SU(2)R while the indices of Hµ transform both under SU(2)L.
The most general potential, invariant under SU(2)L × U(1)Y is
WauxQ(M) = Wscal(S, S
†) +Wtens(L0i, L
†
0i) +Wvett1(Hi, Ki) +Wvett2(H0, K0)
(4.9.9)
where
Wscal(S, S
†) = Λ2LTr[SS
†CM1] Wtens(L0i, L
†
0i) = Λ
2
LTr[L0iL
†
0iCM2]
Wvett1(Hi, Ki) = Λ
2
L (Tr[HiCL1]Tr[H
iC ′L1] + Tr[HiH
iCL2]
+Tr[KiCR1]Tr[K
iC ′R1] + Tr[KiK
iCR2]Tr[Hi]Tr[KiCLR1])
Wvett2(H0, K0) = Λ
2
L ((Tr[H0CL3])
2 + Tr[H0H0CL4] + (Tr[K0CR3])
2
+Tr[K0K0CR4] + Tr[H0]Tr[K0CLR2]) ,
(4.9.10)
the matrices CLi are proportional to the identity, while all the other are diagonal matrices.
We can notice, moreover, that the number of coupling constants in this potential is
20, equal to the number of four quark vertices in Tab. A.1: this is another check that
this set of auxiliary ﬁelds can fully reproduce the most general potential invariant under
SU(3)C × SU(2)L × U(1)Y for our LVSME.
Each set of auxiliary ﬁelds {S, S†}, {L0i, L†0i}, {Hi, Ki}, {H0, K0} can be integrated out
separately: we have
W4fQ(QL, QR) = W
(4f)
scal (Q
†
LQR, Q
†
RQL) +W
(4f)
tens (Q
†
LσiQR, Q
†
Rσ
iQL)
+W
(4f)
vett1(Q
†
LσiQL, Q
†
Rσ
iQR) +W
(4f)
vett2(Q
†
LQL, Q
†
RQR)
(4.9.11)
78
4.9. The Quark subsector
and
W
(4f)
scal (Q
†
LQR, Q
†
RQL) = −
1
Λ2L
(
cM1t(Q
i†
L tR)(t
†
RQ
i
L) + cM1b(Q
i†
LbR)(Q
†
RQ
i
L)
)
W
(4f)
tens (Q
†
LσiQR, Q
†
Rσ
iQL) = − 1
Λ2L
(
cM2t(Q
j†
L σitR)(t
†
Rσ
iQjL) + cM2b(Q
j†
L σibR)(Q
†
Rσ
iQjL)
)
W
(4f)
vett1(Q
†
LσiQL, Q
†
Rσ
iQR) = − 1
2Λ2L
(
cV L1(Q
m†
L σiQ
m
L )(Q
j†
L σ
iQjL) + cV L2(Q
m†
L σiQ
j
L)(Q
j†
L σ
iQmL )
+cV Lt(Q
j†
L σiQ
j
L)(t
†
RσitR) + cV Lb(Q
j†
L σiQ
j
L)(b
†
Rσ
ibR)
+cV tt(t
†
RσitR)
2 + cV tb1(t
†
RσitR)(b
†
Rσ
ibR) + cV bb(b
†
RσibR)
2
+cV tb2(t
†
RσibR)(b
†
Rσ
itR)
)
W
(4f)
vett2(Q
†
LQL, Q
†
RQR) = −
1
2Λ2L
(
c0L1(Q
i†
LQ
i
L)(Q
j†
LQ
j
L) + c0L2(Q
i†
LQ
j
L)(Q
j†
LQ
i
L)
+c0Lt(Q
i†
LQ
i
L)(t
†
RtR) + c0Lb(Q
i†
LQ
i
L)(b
†
RbR)
+c01tt(t
†
RσitR)
2 + c01tb(t
†
RtR)(b
†
RbR) + c01bb(b
†
RbR)
2
+c02tb(t
†
RbR)(b
†
RtR)
)
(4.9.12)
Details on the relations among the constants that appear in (4.9.10) and the ones of (4.9.12)
are given in App. C.
Considering also the counterterms, we ﬁnd an expression of the form of (4.9.7). Expand-
ing for small values of the couplings we can easily calculate the beta functions:
βM1t =
Nc
6pi2
c2M1t βM1b =
Nc
6pi2
c2M1b (4.9.13)
βM2t =
Nc
18pi2
c2M2t βM2b =
Nc
18pi2
c2M2b (4.9.14)
βV L1 =
Nc
18pi2
(2cV L1(cV L1 + cV L2) + c
2
V Lb + c
2
V Lt) βV L2 =
Nc
18pi2
c2V L2
βV tb1 =
Nc
9pi2
(cV LtcV Lb + (cV tt + cV bb)cV tb1) βV tb2 =
Nc
18pi2
c2V tb2
βV Lt =
Nc
18pi2
(cV Lt(2cV L1 + 2cV tt + cV L2) + cV LbcV tb1) (4.9.15)
βV Lb =
Nc
18pi2
(cV Lb(2cV L1 + 2cV bb + cV L2) + cV LtcV tb1)
βV tt =
Nc
36pi2
(2c2V Lt + 4c
2
V tt + c
2
V tb1) βV bb =
Nc
36pi2
(2c2V Lb + 4c
2
V bb + c
2
V tb1)
Since there is no counterterms proportional to H20 , K
2
0 or K0H0, the couplings of W
(4f)
vett2 do
not renormalize and their beta functions are zero.
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Due to the possibility of integrating out separately each set of auxiliary ﬁelds, the cou-
plings are divided into four subsets, that do not talk to each other: (4.9.13), (4.9.14) and
(4.9.15) are the beta functions of the couplings of W
(4f)
scal , W
(4f)
tens and W
(4f)
vett1, respectively,
while the couplings with vanishing beta functions belong to W
(4f)
vett2.
The renormalization group equations for (4.9.13) and (4.9.14) can be easily solved, and
the subsystems are asymptotically free if the couplings are negative: this is consistent with
the result of the previous paragraph.
The subset of equations (4.9.15) are more involved, and the solution is not trivial. Ap-
plying the method for the determination of the domain of asymptotic freedom presented in
the Sec. 4.6 we ﬁnd a high number of Zimmermann's trajectories (there are 111 of them).
The set of special coeﬃcients that give the matrix (4.6.11) with the maximum number of
positive eigenvalues is
aV L1 = 0 aV L2 =
1
2α
aV tb1 = 0 aV tb2 =
1
2α
aV Lt = 0 aV Lb = 0 aV tt =
1
4α
aV bb =
1
4α
(4.9.16)
where α = NC/(36pi
2). If we expand around this solution we ﬁnd eight free parameters, so
the dimension of the domain of asymptotic freedom for the full quark sector of our LVSME
is 12.
4.10. One-Generation LVSME
Finally, we want to ﬁnd the beta functions for the LVSME studied in Sec. 3.4. The
potential is
VLV SME =VQ + Ψ
†
LepMLepΨLep +WauxLep(M,MLep) (4.10.1)
where
ΨLep =
(
ΨLepL
ΨLepR
) (
SLep + L
0i
Lepσˆ0i K
µ
Lepσµ
HµLepσµ S
†
Lep + L
0i†
Lepσˆ0i
)
(4.10.2)
ΨLepL and ΨLepR are deﬁned in (A.15).
In principle,WauxLep can contain also terms proportional toMLepM but we can eliminate
them by an appropriate shift of MLep:
MLep →M ′Lep =
(
SLep + YMS + (L
0i
Lep + YTL
0i)σˆ0i (K
µ
Lep + f
µ
K(K
µ, Hµ))σµ
(HµLep + f
µ
H(K
µ, Hµ))σµ (S
†
Lep + S
†YM) + (L
0i†
Lep + L
0i†YT )σˆ0i
)
(4.10.3)
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where fµK , f
µ
H are matrices that depends on the quark auxiliary ﬁelds H
µ, Kµ and by some
free constants; they read
fµK =Tr[YK,µK
µ]I+ Tr[YKH,µHµ]I (4.10.4)
fµH =YH1,µH + Tr[YH2,µH]I+ Tr[YHK,µK
µ]I
Due to the explicitly breaking of Lorentz symmetry in the auxiliary ﬁelds potential, the
Yc,0's and the Yc,i's (c = H1, H2, K,HK,KH) are diﬀerent constant matrices; for example,
we can write
Tr[YK,µK
µ]σµ = Tr[YK0K
0]σ0 + Tr[YKiK
i]σi
where YKi is a constant matrix, that do not depend on index i (due to the rotational
invariance).
All of the Ym (m = M,T,K0, Ki,KH0, KHi) are diagonal matrices of the form
Ym =
(
Ymt 0
0 Ymb
)
while the Ym,0's (m = H1, H2, KH) are proportional to the identity, in order to preserve
the SU(2)L symmetry. Since, in our model, we do not have right-handed neutrinos (νR = 0)
we can put to zero the YMt and YTt because, in the Lagrangian, they are multiplied by zero.
For the same reason, in (4.10.4) we do not need to consider the term YK1,µK
µ because it
is simply a redeﬁnition of YK,µb.
Integrating out each set of the auxiliary ﬁelds separately, and performing suitable trans-
lations of the quark ﬁelds, we ﬁnd
W4f = W4fQ(Q
′
L, Q
′
R) +W4fLep(L, eR) (4.10.5)
where W4fQ and W4fLep came from the integration of M and MLep, respectively; we have
W4fLep(L, eR) = W
(4f)
LepS(L, eR) +W
(4f)
LepT (L, eR) +W
(4f)
LepV 1(L, eR) +W
(4f)
LepV 2(L, eR)
(4.10.6)
W4fQ(Q
′
L, Q
′
R) = W
(4f)
scal (Q
†
LQR + Ψ
†
LepLΨLepRYM , Q
†
RQL + YMΨ
†
LepRΨLepL)
+W
(4f)
tens (Q
†
LQR + Ψ
†
LepLΨLepRYT , Q
†
RQL + YTΨ
†
LepRΨLepL)
+W
(4f)
vett1(Q
†
LσiQL + Ψ
′†
LepLσiΨ
′
LepL, Q
†
RσiQR + Ψ
′†
LepRσiΨ
′
LepR)
+W
(4f)
vett2(Q
†
LQL + Ψ
′′†
LepLΨ
′′
LepL, Q
†
RQR + Ψ
′′†
LepRΨ
′′
LepR);
(4.10.7)
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where W
(4f)
scal , W
(4f)
tens , W
(4f)
vett1 and W
(4f)
vett2 are the same of (4.9.12) and(
Ψ′†LepLσiΨ
′
LepL
)
mn
=
(
YH1,iΨ
′†
LepLσiΨLepL
)
mn
+ Tr
[
YH2,iΨ
†
LepLσiΨLepL
]
Imn +
Tr
[
YHK,iΨ
†
LepRσiΨLepR
]
Imn(
Ψ′†LepRσiΨ
′
LepR
)
mn
=Tr
[
YK,iΨ
†
LepRσiΨLepR
]
Imn + Tr
[
YKH,iΨ
†
LepLσiΨLepL
]
Imn(
Ψ′′†LepLΨ
′′
LepL
)
mn
=
(
YH1,0Ψ
†
LepLΨLepL
)
mn
+ Tr
[
YH2,0Ψ
†
LepLΨLepL
]
Imn +
Tr
[
YHK,0Ψ
†
LepRΨLepR
]
Imn(
Ψ′′†LepRΨ
′′
LepR
)
mn
=Tr
[
YK,0Ψ
†
LepRΨLepR
]
Imn + Tr
[
YKH,0Ψ
†
LepLΨLepL
]
Imn
(4.10.8)
m,n are SU(2)L or SU(2)R indices, depending on the cases. The traces are also over the
SU(2)L or SU(2)R indices.
Renormalizing M , only W4fQ gain counterterms. This means that the system is asymp-
totically free if the couplings of W4fLep are set to zero, while for W4fQ the same conditions
ﬁnd in the previous section holds. Note that, since W
(4f)
vett2 does not renormalize, the condi-
tion of asymptotic freedom requires that also its couplings must be set to zero. This means
that the set of the Yukawa couplings {Ym,0} does not enlarge the domain of asymptotic
freedom (because they are multiplied by the constants of W
(4f)
vett2, that are zero, so they are
no more free parameters of our theory). The remaining Yukawa couplings (we have 9 of
them) do not aﬀect the asymptotic behavior, but they enlarge the domain of asymptotic
freedom, that now has dimension 21.
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By breaking Lorentz invariance, it is possible to enlarge the set of local, causal, unitary
and renormalizable theories, introducing a modiﬁed power counting criterion (the weighted
power counting), in which space and time coordinates have diﬀerent weights.
In this way, we can construct a renormalizable LVSME that contains four fermion vertices
as fundamental interactions. They can trigger a NambuJona-Lasinio mechanism that
gives masses to the particles also if the elementary scalar ﬁelds are absent.
In this thesis we examined the low-energy phenomenology and the high-energy properties
of some models of scalarless LVSME.
First we have studied the dynamically modiﬁed potential in the leading order of the
1/NC expansion. Since NC = 3, this approximation implies a large theoretical error, that
can be estimated around 50%. However, our models are still predictive because, studying
the low-energy eﬀective action, relations between the Standard Model parameters emerge;
they can be tested experimentally and, eventually, falsiﬁed by data, even taking our large
theoretical error into account.
We have seen that, in general, there exists a broken phase and a Lorentz invariant
minimum. In models with three generations of fermions, there exists a local minimum in
which the CKM matrix emerges; however, due to the complexity of the calculations, we
are not able to prove that it is also the absolute minimum.
These results are obtained under certain assumptions (B0 = B1 = 1), in order to simplify
the calculations. When these assumptions are relaxed, new eﬀects can emerge, such as
lepton mixing and a more severe quark mixing. It would be interesting to explore these
aspects further and study the low-energy eﬀective Lagrangian with B0 and B1 generic.
Using ΛL = 10
14 Gev, we calculated the low energy eﬀective action. The Higgs bosons
emerge, at low energy, as composite ﬁelds; considering only one generation of fermions (the
third one) in principle there are two Higgs doublets. The mass of the axial boson m12 is a
free parameter and the masses of the two neutral ﬁelds are approximatively 2mt and m12
(considering mb  mt), while the mass of the charged boson is '
√
2m2t +m
2
12. With a
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suitable choice of m12 it is possible to obtain predictions in agreement with the present
experimental data. Basically, m12 must be suﬃciently large.
The neutrinos, in this minimal LVSME, remain massless, because the vertex (LH)2/ΛL,
which gives Majorana masses to the left-handed neutrinos, cannot be generated in the low-
energy eﬀective action. However, Lorentz violation can be used to explain the neutrino
oscillations also in the massless case, relaxing the assumption B0 = 1; higher derivative
corrections seems not to be helpful here, since their eﬀects are negligible. A preliminary
analysis shows that results compatible with experimental data are obtained for values of
the Lorentz-violating parameters within the present bounds. It would be interesting to
study if it is possible to obtain a Lorentz-violating model fully compatible with data, also
in the massless case, or to explore more general models, and include right-handed neutrinos
or elementary scalar ﬁelds.
We have also studied the high-energy properties of the most general four-fermion model,
calculating its beta functions and considering some explicit examples. We presented a
technique, inspired by Zimmermann's reduction of couplings, that allow us to determine
the domain of asymptotic freedom in a perturbative way and ﬁnd its dimension.
In this way we ﬁnd the conditions of asymptotic freedom of some models, including
the four fermion model obtained switching oﬀ the gauge interactions of the scalarless one-
generation LVSM. We empathize that these conditions also apply to the full LVSME, since
the gauge couplings are super-renormalizable and hence they decouple at high energy.
Moreover, in some cases, the renormalization group ﬂow admits some rational trajec-
tories that, in the spirit of Zimmermann 's reduction of couplings, may indicates some
additional symmetries of our models.
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A. Auxiliary Fields Parametrization
In this appendix we want to examine the relations among the coupling constants of the
potential of the auxiliary ﬁelds and the ones of the four fermion vertices. We show that,
integrating out the auxiliary ﬁelds, we can obtain all the four fermion vertices of the LVSME
that are relevant for the eﬀective potential in the leading order of 1/NC approximation.
The content of ﬁelds of this LVSME is
Quark Leptons
Left-Handed Spinors QiaL =
(
taL
baL
)
Li =
(
eL
νL
)
Right-Handed Spinors taR, b
a
R eR
where the i's are SU(2)L indices and the a's are color indices. The theory is invariant
under SU(3)C × SU(2)L × U(1)Y transformations. The number of four fermion vertices
that can appear in this model is quite high (47), because we have several way to contract
the spinor, the SU(2)L and the SU(3)C indices. For example, we can consider the four
fermion vertices constructed with these two set of ﬁelds: Q¯LQ¯LQLQL and Q¯LL¯QLL; in
each case we have four independent contractions:
(Qia†L Q
ia
L )(Q
jb†
L Q
jb
L ), (Q
ia†
L Q
ib
L)(Q
jb†
L Q
ja
L ),
(Qia†L Q
ja
L )(Q
jb†
L Q
ib
L), (Q
ia†
L Q
jb
L )Q
jb
LQ
ia
L )
(A.1)
(Qia†L Q
ia
L )(L
b†Lb), (Qia†L Q
ib
L)(L
b†La),
(Qia†L L
i)(Lj†QJaL ), (Q
ia†
L L
j)(LjQiaL )
(A.2)
where, calling ψ a generic spinor ﬁeld, ψ† = ψ¯γ0 and (ψ
†
1ψ2) = ψ
α†
1 ψ
α
2 , α is the spinor
index.
First, we start considering the vertices that conserve the U(1) axial symmetry and the
barion and lepton numbers separately (we have 41 of them). In Table A.1 We enumerate
these vertices symbolically, i.e. without writing explicitly all the possible diﬀerent con-
tractions of understood indices; on the right the ﬁelds present in the vertex are written,
on the left the number of independent contractions.
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Table A.1.
Fields N◦ of contr. Fields N◦ of contr.
Q†LQLQ
†
LQL 4 Q
†
LQLL
†L 4
Q†LQLt
†
RtR 4 Q
†
LQLe
†
ReR 2
Q†LQLb
†
RbR 4 L
†Lt†RtR 2
t†RtRt
†
RtR 2 t
†
RtRe
†
ReR 2
b†RbRb
†
RbR 2 b
†
RbRe
†
ReR 2
t†RtRb
†
RbR 4 L
†Lb†RbR 2
L†LL†L 2 L†Le†ReR 2
e†ReRe
†
ReR 1 Q
†
LbRL
†eR + h.c. 2
Other of these, we have a vertex that conserve B and L but do not conserve U(1) axial
symmetry:
(Q¯iaL t
a
R)(Q¯
jb
L b
b
R)εij + h.c. (A.3)
Finally, we have 5 vertices that do not conserve B − L, where the SU(3)C indices are
contracted using the Levi-Civita antisymmetric tensor:
(QaiL εt
b
R)(L
jεbcR)εijεabc + h.c. (Q
ai
L εb
b
R)(L
jεtcR)εijεabc + h.c.
(QaiL εt
b
R)(Q
cj
L εeR)εijεabc + h.c. (Q
ai
L εQ
bj
L )(Q
cm
L εL
n)εijεabcεmn + h.c.
(taRεb
b
R)(t
c
RεeR)εabc + h.c.
(A.4)
Only the vertices that contain two or four quarks can contribute to the leading order
of large-NC expansion: there are 35 of them: 34 from table A.1 and the one of (A.3); the
ones from (A.4) cannot contribute because the SU(3)C indices are contracted with the
Levi-Civita tensor. The auxiliary ﬁelds provide us a simple and compact form to select the
relevant interactions. Now we want to show that with the parametrization of Lagrangian
(3.2.3) it is possible to reconstruct all the four-fermion vertices, multiplied by independent
coupling constants.
We ﬁrst consider the potential of the quark subsector; the four fermion vertices of Tab.
A.1 composed only by quarks are 20:
Q†LQLQ
†
LQL 4 t
†
RtRt
†
RtR 2
Q†LQLt
†
RtR 4 t
†
RtRb
†
RbR 4
Q†LQLb
†
RbR 4 b
†
RbRb
†
RbR 2
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Using the auxiliary ﬁelds S, Hµ, Kµ, Lµν , like in the Lagrangian (2.3), we have the
potential
VQ =
NC∑
a=1
2∑
m,n=1
Ψ¯anMmnΨ
am +Waux(M), (A.5)
where a is an SU(3)C index, m,n are SU(2)L or SU(2)R indices, depending on the cases,
Mmn =
(
Smn + L
µν
mnσˆµν K
µ
mnσµ
Hµmnσ¯µ S
†
mn + L
µν†
mn σˇµν
)
,
and
(Γµ)mn = δmn
(
0 σµ
σ¯µ 0
)
, Ψam =
(
QamL
QamR
)
,
σµ = (1, σ), σ¯µ = (1,−σ), σˇµν = −i(σ¯µσν − σ¯νσµ)/2, σˆµν = −i(σµσ¯ν − σν σ¯µ)/2. The
Yukawa sector can be made invariant under SU(3)C × SU(2)L × U(1)Y by choosing the
appropriate transformation properties for the auxiliary ﬁelds . In Waux(M) the indices of
the auxiliary ﬁelds are contracted with constant tensors in such a way that these symmetries
(and invariance under rotations) are preserved.
Integrating out the auxiliary ﬁelds is equivalent to substitute them with the solutions of
their equations of motion. They are
Snm = c1n(Q
am†
L Q
an
R ) (L0i)nm = c2n(Q
am†
L σiQ
an
R ) (Lij)nm = c3n(Q
am†
L σiσjQ
an
R )
(H0)nm = c4(Q
am†
L Q
an
L ) + c5(Q
ak†
L Q
ak
L )δmn + c6k(Q
ak†
R Q
ak
R )δmn
(K0)nm = c7mn(Q
am†
R Q
an
R ) + c8k(Q
ak†
R Q
ak
R )δmn + c9(Q
ak†
L Q
ak
L )δmn
(Hi)nm = c4(Q
am†
L σiQ
an
L ) + c5(Q
ak†
L σiQ
ak
L )δmn + c6k(Q
ak†
R σiQ
ak
R )δmn
(Ki)nm = c7mn(Q
am†
R σiQ
an
R ) + c8k(Q
ak†
R σiQ
ak
R )δmn + c9(Q
ak†
L σiQ
ak
L )δmn (A.6)
We obtain a sum of monomials composed by the product of two of the following fermion
bilinears
(Qam†L Q
an
R ) (Q
am†
L σiQ
an
R ) (Q
am†
L σiσjQ
an
R )
(Qam†L Q
an
L ) (Q
am†
L σiQ
an
L )
(Qam†R Q
an
R ) (Q
am†
R σiQ
an
R )
(A.7)
where the SU(2)L and SU(2)R indices m,n and the (space) indices i, j are contracted with
some constant tensors that preserves the symmetries of the theory.
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We notice that we do not need to consider all the auxiliary ﬁelds: indeed, using the
Fiertz transformations, we can write the vertices of the form (ψ†1σiσjψ2)(ψ
†
3σ
iσjψ4) as a
linear combination of other vertices: it holds the relation
(Qam†L σiσjQ
ap
R )(Q
bq†
R σ
iσjQbnL ) = −2(Qam†L σiQapR )(Qbq†R σiQbnL ) + 3(Qam†L QapR )(Qbq†R QbnL ) (A.8)
This means that we can obtain the most general four fermion potential also setting to zero
the auxiliary ﬁelds Lij and using only S, Hi, Ki and L0i. However, in Chap 3 we keep
track of them, in order to study the propagation of all the intermediate channels.
As illustrative example, we obtain the set of vertices (A.1), showing explicitly the re-
lations between the couplings that appear in the potential of the auxiliary ﬁelds and the
ones that multiply the four fermion vertices in this simple case.
The potential reads
(Q†LQL)H0 + (Q
†
LσiQL)Hi −WauxQL(H0, Hi), (A.9)
where H0, Hi are 2× 2 matrices with indices of SU(2)L and
WauxQL(H0, Hi) =
Λ2L
2
(
1
c1
(Tr[H0])
2 +
1
c2
Tr[H0H0 ]
+
1
c3
Tr[Hi]Tr[H
i] +
1
c4
Tr[HiH
i]
)
(A.10)
Integrating out the auxiliary ﬁelds and using the relation (σi)ab(σ
i)cd = 2δadδbc − δabδbc we
have
W4fQL =
1
Λ2L
(
c′1(Q
ia†
L Q
ia
L )(Q
jb†
L Q
jb
L ) + c
′
2(Q
ia†
L Q
ja
L )(Q
jb†
L Q
ib
L)
+c′3(Q
ia†
L σiQ
ia
L )(Q
jb†
L σ
iQjbL ) + c
′
4(Q
ia†
L σiQ
ja
L )Q
jb
L σ
iQibL)
)
=
1
Λ2L
(
c′′1(Q
ia†
L Q
ia
L )(Q
jb†
L Q
jb
L ) + c
′′
2(Q
ia†
L Q
ib
L)(Q
jb†
L Q
ja
L )
+c′′3(Q
ia†
L Q
ja
L )(Q
jb†
L Q
ib
L) + c
′′
4(Q
ia†
L Q
jb
L )Q
jb
LQ
ia
L )
)
(A.11)
where
c′1 =
1
8
(2c2 − c1) c′2 = −
c2
2
c′3 =
1
8
(2c4 − c2) c′4 = −
c4
2
c′′1 = c
′
1 − c′3, c′′2 = −2c′4, c′′3 = c′2 − c′4, c′4 = −2c′3 (A.12)
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so the relations between the coupling constants of the auxiliary ﬁelds and the couplings of
the four fermion vertices of (A.1) are
c′′1 =
1
8
(2(c2 − c4) + (c3 − c1)) c′′2 = c4
c′′3 =
1
2
(c4 − c2) c′′4 =
1
4
(c2 − 2c4) (A.13)
The full quark potential Following the same procedure, we can ﬁnd the relations be-
tween the couplings of (4.9.10) and (4.9.12). Since the four subset of auxiliary ﬁelds {S, S†},
{L0i, L†0i}, {H0, K0}, {HiKi} can be integrated out independently, we can examine sepa-
rately the relations between the couplings of Wscal, Wtens, Wvett1 and Wvett2 and the ones
of W
(4f)
scal , W
(4f)
tens , W
(4f)
vett1 and W
(4f)
vett2, respectively.
The couplings of the (4.9.10) are described by the following parametrization
CMi =
(
1
cMit
0
0 1
cMib
)
CLRi =
(
1
cLRit
0
0 1
cLRib
)
CRj =
(
1
cRjt
0
0 1
cRjb
)
CLj =
1
cLj
I
where i = 1, 2, j = 1, ...4 and
C ′L1 = C
′
R1 =
(
0 0
0 1
)
while the couplings of the four fermion interaction are showed in (4.9.12)
ForWscal andWtens the relations are trivial, and in (4.9.12) cMt1, cMb1, cMt2, cMb2 directly
compare.
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For Wvett1 we have
cR1t =
−4cV LbcV LtcV tb1 + (2cV L1 + cV L2)c2V tb1 + 4c2V LbcV tt + 4cV bb(c2V Lt − (2cV L1 + cV L2)cV tt)
−4cV LbcV Lt + 2(2cV L1 + cV L2)cV tb1
cR1b =
(
2(c2V Lb + c
2
V Lt − (2cV L1 + cV L2)(cV bb + cV tt))
(2cV L1 + cV L2)c2V tb1 + 4c
2
V LbcV tt + 4cV bb(c
2
V Lt − (2cV L1 + cV L2)cV tt)− 4cV LbcV LtcV tb1
− 2
cV tb2
)−1
cR2t =
4cV LbcV LtcV tb1 − (2cV L1 + cV L2)c2V tb1 − 4cV bbc2V Lt
2cV bb(2cV L1 + cV L2)− 2c2V Lb
+ 2cV tt
cR2b =
(
2cV bb(2cV L1 + cV L2)− 2c2V Lb
−4cV LbcV LtcV tb1 + (2cV L1 + cV L2)c2V tb1 + 4c2V LbcV tt + 4cV bb(c2V Lt − (2cV L1 + cV L2)cV tt)
2
cV tb2
+
)−1
cLRt =
(2cV L1 + cV L2)c
2
V tb1 + 4c
2
V LbcV tt + 4cV bb(c
2
V Lt − (2cV L1 + cV L2)cV tt)− 4cV LbcV LtcV tb1
2cV bbcV Lt − cV LbcV tb1
cLRb =
(2cV L1 + cV L2)c
2
V tb1 + 4c
2
V LbcV tt + 4cV bb(c
2
V Lt − (2cV L1 + cV L2)cV tt)− 4cV LbcV LtcV tb1
2cV LbcV tt − cV LtcV tb1
cL1 =−cV L2
(
2 +
cV L2(c
2
V tb1 − 4cV bbcV tt)
cV L1c2V tb1 + 2c
2
V LbcV tt + 2cV bb(c
2
V Lt − 2cV L1cV tt)− 2cV LbcV LtcV tb1
)
cL2 = cV L2 (A.14)
For Wvett2 the same relations hold, because the two potentials have the same structure:
it is suﬃcient to replace the sets of coupling constants {cR1t/b, cR2t/b, cL1, cL2, cLR1t/b} and
{cV L1, cV L2, cV Lt/b, cV bb/tt, cV tb1, cV tb2} with {cR2t/b, cR2t/b, cL3, cL4, cLR2t/b} and
{c0L1, c0L2, c0Lt/b, c0bb/tt, c0tb1, c0tb2}, respectively.
The inclusion of the leptons is straightforward. It is suﬃcient to consider two more
spinors
ΨLepL =
(
νL
eL
)
ΨLepR =
(
0
eR
)
(A.15)
and the auxiliary ﬁelds MLep associated to them. In the auxiliary ﬁelds potential we ﬁnd
terms proportional to M2Lep and to MMLep (that are related to the four fermion vertices
containing four leptons and two leptons and two quarks, respectively). Moreover, since in
our model no right-handed neutrinos appear (νR = 0), some constants can be neglected.
However, since only the quark potential is relevant for our purposes, we do not write them
explicitly.
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B. Polar decomposition and
diagonalization of matrices
In this appendix we review some deﬁnitions and results about the polar decomposition
of matrices and their diagonalization. We present them in ways that are useful for our
arguments.
Deﬁnition Let g ∈ U(n) be a unitary n × n matrix and h a diagonal unitary matrix,
namely an element of the subgroup U(1)n ⊂ U(n). Consider the set of left cosets of U(1)n
in U(n), namely the equivalence classes under the equivalence relation: g ∼ g′ if and only
if g−1g′ = h ∈ U(1)n. This set is denoted with U˜`(n). Its real dimension is n(n− 1).
Theorem 2 Let H be a Hermitian n × n matrix. There exists a diagonal matrix
D =diag(d1, · · · , dn) with d1 > d2 > · · · > dn and a unitary matrix U˜ belonging to U˜`(n),
such that
H = U˜DU˜ †. (B.1)
The diagonal unitary matrices of U(1)n commute with D, so they do not contribute
to (B.1). The diagonalization (B.1) is unique if H does not have degenerate eigenvalues.
We can prove this statement checking that the dimensions match: the set of Hermitian
matrices has real dimension n2, which is equal to the sum of the dimension of U˜`(n), which
is n2 − n, plus the dimension of the set of diagonal matrices D, which is n.
Now we consider the polar decomposition of matrices, which we present in a form that
is again generically unique.
Theorem 3 Let S be any invertible complex n× n matrix. There exists a non-negative
diagonal matrix D =diag(d1, · · · , dn) with d1 > d2 > · · · > dn > 0, and matrices UL, U˜R
belonging to U(n) and U˜`(n), respectively, such that
1
S = U˜RDUL. (B.2)
1The reason why R stands to the left and L stands to the right in formula (B.2) is that in this way
UL is attached to left-handed quarks and U˜R is attached to right-handed quarks, according to (3.2.2).
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Proof. Since S is invertible, we can write
S = SS†(S†)−1. (B.3)
Now, SS† is Hermitian, so it can diagonalized with a unitary matrix U˜R ∈ U˜`(n). Since
SS† is also positive-deﬁnite, we call its diagonal form D2 and deﬁne D as the positive
square root of D2. We have
SS† = U˜RD2U˜
†
R. (B.4)
Inserting (B.4) in (B.3) we get (B.2) with
UL = DU˜
†
R(S
†)−1.
This matrix is unitary. Indeed,
U †LUL = S
−1U˜RD2U˜
†
R(S
†)−1 = 1.
Again, the dimensions match, because S, U˜R, D and UL contain 2n
2, n2 − n, n and
n2 real parameters, respectively. Thus, if the eigenvalues of SS† are non-degenerate the
decomposition is unique.
Finally, consider the Hermitian matrix
N =
(
0 S†
S 0
)
.
Using (B.2), we can diagonalize it with the unitary matrix,
U =
1√
2
(
U †L U
†
L
U˜R −U˜R
)
.
The eigenvalues of N come in pairs of opposite signs, and coincide with the diagonal entries
of D and their opposites:
N = U
(
D 0
0 −D
)
U †. (B.5)
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C. Useful mathematical formulas
Here we collect some mathematical deﬁnitions used in the thesis.
Low energy diagrams Studying the low-energy phenomenology of our models, the cal-
culation of our one-loop diagrams gives the functions
fi1···in =
(n− 1)!
(4pi)2
∫ 1
0
dx1
∫ 1−x1
0
dx2 · · ·
∫ 1−∑n−2k=1 xk
0
dxn−1
(
ln
Λ2L
M2n,x
+ cn
)
, (C.1)
where i1 · · · in can have the values t and b,
M2n,x =
n−1∑
k=1
m2ikxk +m
2
in
(
1−
n−1∑
k=1
xk
)
and cn are constants. The ﬁrst constants cn have approximate numerical values
c2 = −2.11371, c3 = −2.61371, c4 = −2.94704.
The diagrams are calculated as follows. Using the gap equation, the momentum inte-
grals are convergent for ΛL <∞ and logarithmically divergent when ΛL is sent to inﬁnity.
They can be viewed as regularized by the Lorentz violation. A direct evaluation of Lorentz
violating integrals is very diﬃcult. However, renormalization theory ensures that every-
thing but ﬁnite numerical constants (the constants cn) can be unambiguously calculated
with any regularization method. We used an ordinary cut-oﬀ. Later, we evaluated the
constants cn taking equal masses in the Lorentz violating integrals.
With ΛL = 10
14GeV and the known values of mt,b we see that the constants cn are
numerically not important for our analysis.
Clearly, fi1···in is completely symmetric. Using mb  mt  ΛL, we have
fi1···in ∼
1
(4pi)2
ln
Λ2L
m2t
,
any time at least one index is t. Instead,
fb···b ∼ 1
(4pi)2
ln
Λ2L
m2b
.
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High-energy renormalization In (4.3.8) Tr [(T−1V (φ))2] consists of contractions of four
φ's with two Pauli matrices, multiplied by an integral. Its divergent part is a constant in
external momenta, so we can put them to zero. We have∫
dpˆ d3−p¯
(2pi)4
(pµˆ − bnpµ¯ p¯2Λ2L )(p
νˆ − bppν¯ p¯2Λ2L )
(pˆ2 − b2np¯6
Λ4L
+m2)(pˆ2 − b2pp¯6
Λ4L
+m2)
(C.2)
where the indexes µ, ν are contracted with the two Pauli matrices σµ, σν ; the mass term
m2 is added to avoid IR divergence and can be put to zero after the evaluation. Since the
integration over the terms pµˆpν¯ is zero for parity, we have
∫
dpˆ d3−p¯
(2pi)4
pµˆpνˆ
(pˆ2 − b2np¯6
Λ4L
+m2)(pˆ2 − b2pp¯6
Λ4L
+m2)
+
∫
dpˆ d3−p¯
(2pi)4
bnbpp
ν¯pµ¯ p¯
4
Λ4L
(pˆ2 − b2np¯6
Λ4L
+m2)(pˆ2 − b2pp¯6
Λ4L
+m2)
(C.3)
We start considering the ﬁrst term: using the symmetric integration (and performing a
change of variables p¯6/Λ2L → p¯2) we have
∫
dpˆ d3−p¯
(2pi)4
pµˆpνˆ
(pˆ2 − b2np¯6
Λ4L
+m2)(pˆ2 − b2pp¯6
Λ4L
+m2)
=
Λ2L
dˆ
Ω(d¯)
nΩ(d¯/3)
gˆµν
(2pi)d¯(n−1)/n
∫
dpˆ d1−/3p¯
(2pi)4
pˆ2
(pˆ2 − b2np¯2 +m2)(pˆ2 − b2pp¯2 +m2)
(C.4)
Now the integral can be computed using the Feynman parameters. In the same way, the
second term of (C.3) can also be computed. The divergent part is
tnp
(
gˆµν + snp
g¯µν
n
) 2Λ2L
d−n
Ω(d¯)
Ω(d¯/3)
−i(pi)d−/2
(2pi)d
Γ(

6
) (C.5)
where snp = bnbp/|bnbp| = sign[bnbp] and tnp = 1/(|bn|+ |bp|).
For ∼ 0 we have
I = −tnp iΛ
2
L
12pi2
(
gˆµν + snp
g¯µν
n
) 3

(C.6)
We keep the factor 3/ explicit because, converting this formula from the dimensional
regularization to a conventional cut-oﬀ Λ¯ on the p¯ integral, we have to replace the 1/ with
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ln Λ¯L+constant. Now, since Λ¯ has weight 1/3 and, by deﬁnition, the high-energy dynamical
scale µ has weight 1, matching weights and dimensions we ﬁnd the identiﬁcation
3

= ln
Λ¯3
µΛ2L
(C.7)
The beta functions are found equating the µ-derivative of bare Lagrangian to zero and
performing a number of straightforward manipulations.
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