The many-body problem in quantum physics originates from the difficulty of describing the non-trivial correlations encoded in the exponential complexity of the many-body wave function. Motivated by the Giuseppe Carleo's work titled solving the quantum many-body problem with artificial neural networks [Science, 2017, 355: 602], we focus on finding the NNQS approximation of the unknown ground state of a given Hamiltonian H in terms of the best relative error and explore the influences of sum, tensor product, local unitary of Hamiltonians on the best relative error. Besides, we illustrate our method with some examples.
2 of 12 quantum states (NNQSs) baced on general input observables and explored some related properties about NNQSs, such as tensor product, local unitary operation and so on. Secondly, based on the construction of neural network representations for the cluster state in 1D, we proved necessary and sufficient conditions for a general graph state to be represented by an NNQS. We illustrated our method with some examples and observed that some N-qubit states can be represented by a normalized NNQS, such as any separable pure state, every Bell state, GHZ states and so on.
In this paper, based on the NNQSs introduced in [20] , we focus on finding the NNQS approximation of the unknown ground state of a given Hamiltonian H. The remainder part of this paper are organized as follows. In Section 2, we recall the concept and the related properties of NNQSs introduced in [20] . In Section 3, we explore the NNQS approximation of the unknown ground state of a given Hamiltonian H in terms of the best relative error and consider the influence of sum, tensor product, local unitary of Hamiltonian on the best relative error. Besides, we illustrate our method with some examples.
Neural-network quantum states
To start with, let us recall the concept and the related properties of NNQSs introduced in [20] . Let Q 1 , Q 2 , . . . , Q N be n quantum systems with state spaces H 1 , H 2 , . . . , H N of dimensions d 1 , d 2 , . . . , d N , respectively. We consider the composite system Q of Q 1 , Q 2 , . . . , Q n with state space H := H 1 ⊗ H 2 ⊗ . . . ⊗ H N .
Let S 1 , S 2 , . . . , S N are non-degenerate observables of systems Q 1 , Q 2 , . . . , Q N , respectively. Then
It is easy to check that the eigenvalues and corresponding eigenbasis of
respectively. Put
write Ω = (a, b, W) and put
Then we obtain a complex-valued function
We call it a neural network quantum wave function (NNQWF). It may be identically zero. In what follows, we assume that this is not the case, that is, assume that
which is a nonzero vector (not necessarily normalized) of the Hilbert space H. We call it a neural network quantum state (NNQS) induced by the parameter Ω = (a, b, W) and the input observable Figure 1 ). 
NNQWF can be reduced to
It is can be described by the following "quantum artificial neural network", see Figure 2 where a = 0 and
and the final outcome We call this network a quantum artificial neural network because that its inputs eigenvalues of quantum observables and the outcomes are values of an NNQWF, while it has a network structure similar to a usual artificial neural network.
Next, let us consider the tensor product of the two NNQSs. We have proved the following. Proposition 1. [20] Suppose that |Ψ S ,Ω and |Ψ S ,Ω are two NNQSs with parameters
respectively. Then |Ψ S ,Ω ⊗ |Ψ S ,Ω is also an NNQS |Φ S,Ω with parameters
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Now, we discuss the influence of local unitary operation (LUO) on an NNQS. We conclude this conclusion as following. Proposition 2. [20] Suppose that |Ψ S,Ω is an NNQS and U = U 1 ⊗ U 2 ⊗ . . . ⊗ U N is a local unitary operator on H. Then U|Ψ S,Ω = |Ψ USU † ,Ω , which is also an NNQS with the input observable USU † and the parameter Ω, and has the same NNQWF as |Ψ S,Ω .
Remark 1.
It can be seen from Proposition 2 that if two pure states are LU-equivalent and an NNQS representation of one of the two states is easily given, then that of another state can be obtained from that of the former.
As the end of this section, we discuss a special classes of NNQSs.
and V(S) = {1, −1} N . In this case, the NNQS (4) becomes
This leads to the NNQS induced in [7] and discussed in [13] . We call such an NNQS a spin-z NNQS.
Approximating ground states by neural network quantum states
In this section, we try to find approximate solution to the static Schrödinger equation H|ψ = E|ψ for a given Hamiltonian H. For example, to find approximation of ground states by neural network quantum states.
Let |Ψ S,Ω be an NNQS given by Eq.(4) and H be a Hamiltonian whose smallest eigenvalue E exact is not zero. Put
We seek the minimum relative error between E H (S, Ω) and E exact over Ω,
We call the best relative error between E H (S, Ω) and E exact . The neural network quantum state |Ψ S,Ω corresponding to the minimum of is the best neural network representation of the ground state of H.
Generally, E H (S, Ω) ≥ E exact . Hence, can also be expressed as
Next, we discuss the influence of the sum of Hamiltonians on the best relative error. We obtain the following conclusion. 
Proof. We can easily compute that
It is easily see that ≥ 0. Generally,
Now, we discuss the influence of tensor product of Hamiltonians on the best relative error. We get this conclusion as following. Proposition 4. Suppose that H 1 and H 2 are two Hamiltonians, E exact , E exact and E exact are the smallest eigenvalue of H 1 , H 2 and H 1 ⊗ H 2 , respectively. |Ψ S ,Ω and |Ψ S ,Ω are two NNQSs with parameters
respectively. Let
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Furthermore, if H 1 and H 2 are positive definite, then ≤ 0 where
Proof. Since |Ψ S ,Ω and |Ψ S ,Ω are two NNQSs, we know from Proposition 1 that |Ψ S ,Ω ⊗ |Ψ S ,Ω = |Φ S 0 ,Ω 0 is also an NNQS. Furthermore, we can compute
Since H 1 and H 2 are positive, E exact = E exact E exact . Observe that
Thus, we have
Now, we discuss the influence of local unitary operation on the best relative error. We conclude this conclusion as following.
Proposition 5.
Suppose that H is an Hamiltonian, |Ψ S,Ω is an NNQS and U = U 1 ⊗ U 2 ⊗ . . . ⊗ U N is a local unitary operator on H. E exact , E exact are the smallest eigenvalue of H and UHU † , respectively. Then
and = where
Proof. We can obtain from Proposition 2 that U † |Ψ S,Ω = |Ψ U † SU,Ω , which is also an NNQS. Therefore
Since U is a local unitary operator, E exact = E exact . We can easily obtain that = .
Lastly, we give two examples in order to illustrate our method.
Example 1.
Suppose that H = |00 00| + 2|01 01| + 3|10 10| + 4|11 11|. Then H can be represented under the basis {|00 , |01 , |10 , |11 } by H = diag (1, 2, 3, 4) . It is easily to see that the minimum eigenvalue of H is 1, the ground state is |00 . Next we use spin-z NNQSs
to approximate the ground state |00 of H, where
We can easily calculate that
we define a function g by
and then numerically minimize g over x 1 , x 2 , . . . , x 8 (see Figure 3) . By using Matlab, we find 
Besides, we can also calculate the distance between the actual ground state |00 and the approximate state |Ψ S,Ω to be dist(|00 , |Ψ S,Ω ) = |00 − |Ψ S,Ω ≈ 0. 
Example 2. Suppose that
to approximate the ground state |C N of H cluster N , where
By letting Besides, we can also calculate the fidelity between the actual ground state
and the approximate state |Ψ S,Ω to be
Hence, |C 2 ≈ |Ψ S,Ω .
In addition, we find that when N = 2, gets smaller and smaller as M changes, see Table 1 . (ii)When N = 3, M = 3. By using Matlab(see Figure 5 ), we find Hence, |C 3 ≈ |Ψ S,Ω .
Conclusions
In this paper, the question of approximating ground states by neural network quantum states has been discussed in terms of the best relative error (BRE), some properties of the BREs have been obtained, including the BREs of sums, tensor products, local unitary transformations of Hamiltonians. Besides, our method have been illustrated with two examples. 
