Generalised Boundary Terms for Higher Derivative Theories of Gravity by Teimouri, Ali et al.
ar
X
iv
:1
60
6.
01
91
1v
2 
 [g
r-q
c] 
 9 
Au
g 2
01
6
Prepared for submission to JHEP
Generalised Boundary Terms for Higher Derivative
Theories of Gravity
Ali Teimouria, Spyridon Talaganisa, James Edholma, Anupam Mazumdara,b
aConsortium for Fundamental Physics,
Lancaster University,
Lancaster, LA1 4YB, United Kingdom.
bKapteyn Astronomical Institute,
University of Groningen,
9700 AV Groningen, The Netherlands.
E-mail: a.teimouri@lancaster.ac.uk, s.talaganis@lancaster.ac.uk,
j.edholm@lancaster.ac.uk, a.mazumdar@lancaster.ac.uk
Abstract: In this paper we wish to find the corresponding Gibbons-Hawking-York term
for the most general quadratic in curvature gravity by using Coframe slicing within the
Arnowitt-Deser-Misner (ADM) decomposition of spacetime in four dimensions. In order
to make sure that the higher derivative gravity is ghost and tachyon free at a perturbative
level, one requires infinite covariant derivatives, which yields a generalised covariant infinite
derivative theory of gravity. We will be exploring the boundary term for such a covariant
infinite derivative theory of gravity.
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1 Introduction
Einstein’s General theory of Relativity (GR) has seen tremendous success in matching its
predictions with observations in the weak field regime in the infrared (IR) [1], including the
recent confirmation of the detection of Gravitational Waves [2]. However the same cannot
be said for the ultraviolet (UV), because at small time scales and short distances, the theory
breaks down. At a classical level, GR permits a solution with a blackhole singularity and
a cosmological singularity [3]. Besides these classical singularities, the GR also begs for a
quantum UV completion. For instance, a pure quadratic gravity is renormalizable [4], but
being a higher derivative theory, the theory suffers from ghosts, which can not be cured
order by order. In a classical context, higher derivatives also bring in an instability known
as the Ostrogradsky instability [5]. In any case, gravity being a diffeomorphism invariant
theory, one would naturally expect higher order quantum corrections which would allow all
possible diffeomorphism invariant terms, such as covariant higher and infinite derivative
contributions in the Ricci scalar, Ricci tensor and Weyl, an explicit computation has been
performed in [6].
The covariant construction of infinite derivative theories of gravity (IDG), which is
parity invariant and torsion-free, was first studied around the Minkowski background in
[6], and then generalised to constant curvature backgrounds, such as deSitter (dS) and
Anti-deSitter (AdS) backgrounds in [7].
Since these theories contain infinite covariant derivatives, there is no highest momentum
operator and as a result their perturbative stability cannot be analysed via Ostrogradsky
analysis. One has to understand their tree level propagator and study what are the true
dynamical degrees of freedom which propagate in the space time. If one maintains that the
dynamics of the original theory of gravity is governed by massless gravitons, then IDG must
not contain any other degrees of freedom, other than spin-2 and spin-0 components of the
massless graviton [8, 9]. In order to prohibit no new states in the propagator, one has to
make sure that there are no zeroes in the complex plane, such that both spin-2 and spin-0
components remain massless. IDG will inevitably introduce new poles in the propagator.
However, infinite poles corresponding to infinite covariant derivatives can be summed up as
the exponent of an entire function [6, 7, 10–13]. By definition, such a modification will not
incur any new poles in the propagator and also ensures that the modified propagator has a
correct IR limit, where one recovers the predictions of pure Einstein-Hilbert action at large
distances from the source and large time scales.
This is indeed encouraging as there exists a non-singular blackhole solution, at least at
the level of linearized equations of motion for such covariant infinite derivative theory of
gravity in a static [6, 12, 14], and in a time dependent background [15]. In both cases the
universal feature is that at short distances there exists no singularity and at large distances
the theory behaves like in the case of GR.
These classical results transcend through the quantum domain. In the UV, such mod-
ifications soften the UV divergences by weakening the graviton propagator [10, 16–19].
Since gravitational interactions contain only derivatives, therefore the vertex operators in
such theories are exponentially enhanced, which modifies the counting of superficial degree
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of divergence, and also gives rise to nonlocal interactions, determined by the new scale
M ≤ Mp ∼ 2.4 × 1018 GeV in four dimensions. Indeed, with a similar procedure one can
now go to any arbitrary dimensions. As such, there is no restriction on dimensionality from
perturbative unitarity. For an exponential suppressed graviton propagator, explicit 2-loop
computations have been performed for a scalar analogue of a graviton, and it was found
that the 2-loop computation yields a UV finite result [20], along with quantum scattering,
where the scattering amplitude does not grow with external momenta [21].
Note that such nonlocality is a common thread for many approaches to quantum gravity,
such as loop quantum gravity (LQG) [22, 23], causal dynamical approach [24], and string
theory (ST) [25]. In LQG and causal dynamical approaches the basic formulation is based
on nonlocal objects, such as Wilson loops and fluxes coming from the gravitational field. ST
introduces nonlocal interactions, where classically strings and branes interact over a region
in space. In string field theory (SFT), the appearance of noncommutative geometry [26],
p-adic strings [27], zeta strings [28], and strings quantized on a random lattice [29, 30]
introduce nonlocality. For a review on SFT, see [31]. An important common feature in all
these approaches is the presence of an infinite series of higher-derivative terms incorporating
the nonlocality in the form of an exponential kinetic correction.
It is also worth mentioning that in recent years there has been a growing interest in
infinite-derivative gravitational theories in not only addressing the Big Bang singularity
problem [12, 32–35], but also in finding cosmological inflation and UV completeness of
Starobinsky model of inflation [12, 36, 37], and [38]. In such classes of theory, the gravita-
tional entropy [39, 40], of a static and axisymmetric metric receives zero contribution from
the infinite derivative sector of the action, when no additional scalar propagating modes are
introduced. In this case, the gravitational entropy is strictly given by the area-law arising
solely from the contribution of the Einstein-Hilbert action [41].
Irrespective of classical or quantum computations, one of the key features of a covariant
action is to have a well-posed boundary condition. In particular, in the Euclidean path inte-
gral approach - requiring such an action to be stationary, one also requires all the boundary
terms to disappear on any permitted variation. For instance, calculating the black hole en-
tropy using the Euclidean semiclassical approach shows that the entire contribution comes
from the boundary term [43–45]. It is well known that the variation of the Einstein-Hilbert
(EH) action leads to a boundary term that depends not just on the metric, but also on the
derivatives of the metric. This is due to the fact that the action itself depends on the metric,
along with terms that depend linearly on the second derivatives. Normally, in Lagrangian
field theory, such linear second derivative terms can be introduced or eliminated, by adding
an appropriate boundary term to the action. In gravity, the fact that the second derivatives
arise linearly and also the existence of total derivative indicates that the second derivatives
are redundant in the sense that they can be eliminated by integrating by parts, or by adding
an appropriate boundary term. Indeed, writing a boundary term for a gravitational action
schematically confines the non-covariant terms to the boundary [46]. For the EH action this
geometrically transparent, boundary term is given by the Gibbons-Hawking-York (GHY)
boundary term [47]. Adding this boundary to the bulk action results in an elimination of
the total derivative, as seen for f(R) gravity [48, 49].
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In the Hamiltonian formalism, obtaining the boundary terms for a gravitational action
is vital. This is due to the fact that the boundary term ensures that the path integral for
quantum gravity admits correct answers. As a result, in the late 1950s the 3+1 decom-
position received a great deal of attention; Richard Arnowitt, Stanley Deser and Charles
W. Misner (ADM) showed [50] that upon decomposing spacetime such that for the four
dimensional Einstein equation we have three-dimensional surfaces (later to be defined as
hypersurfaces) and one fixed time coordinate for each slices. We can therefore formulate
and recast the Einstein equations in terms of the Hamiltonian and hence achieve a better
insight into GR.
In the ADM decomposition, one foliates the arbitrary region M of the space-time
manifold with a family of spacelike hypersurfaces Σt, one for each instant in time. It has
been shown by the authors of [51] that one can decompose a gravitational action, using the
ADM formalism and without necessarily moving into the Hamiltonian regime, such that we
obtain the total derivative of the gravitational action. Using this powerful technique, one
can eliminate this total derivative term by modifying the GHY term appropriately.
The aim of this paper is to find the corresponding GHY boundary term for a covariant
IDG. We start by providing a warm up example of how to obtain a boundary term for
an infinite derivative, massless scalar field theory. We then in section 3 briefly review the
boundary term for EH term and introduce infinite derivative gravity. We then set our
preliminaries by discussing the time slicing in section 4, and reviewing how one may obtain
the boundary terms in the 3 + 1 formalism in 5. We finally turn our attention to our
gravitational action and find the appropriate boundary terms for such a theory in section
6.
2 Warm up exercise: Infinite derivative massless scalar field theory
Let us consider the following action of a generic scalar field φ of mass dimension 2:
Sφ =
∫
d4xφnφ, (2.1)
where  = ηµν∇µ∇ν , where ηµν is the Minkowski metric 1 and n ∈ N>0. Generalising,
we have that n =
∏n
i=1 η
µiνi∇µi∇νi . The aim is to find the total derivative term for the
above action. We may vary the scalar field φ as: φ → φ + δφ. Then the variation of the
action is given by
δSφ =
∫
d4x
[
δφnφ+ φδ(nφ)
]
,
=
∫
d4x
[
δφnφ+ φnδφ
]
,
=
∫
d4x
[
(2nφ)δφ+X
]
, (2.2)
1The  term comes with a scale /M2, where M is a new scale below M ≤ Mp = (16πG)−1/2 ∼
2.4 × 1018 GeV in 4 dimensions. The physical significance of M could be any scale beyond 10−2 eV,
which arises from constraints on studying the 1/r-fall of the Newtonian potential [14]. In our notation,
we suppress the scale M in order not to clutter our formulae for the rest of this paper. However, for any
physical comparison one has to bring in the scale M along with Mp.
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where now X are the 2n total derivatives:
X =
∫
d4x
[∇µ(φ∇µn−1δφ) −∇µ(∇µφn−1δφ) (2.3)
+ ∇λ(φ∇λn−2δφ) −∇λ(∇λφn−2δφ) + · · ·+∇σ(n−1φ∇σδφ)−∇σ(∇σn−1φδφ)
]
.
where “ · · · ” in the above equation indicates the intermediate terms.
Let us now consider a more general case
Sφ =
∫
d4xφF()φ, (2.4)
where F() = ∑∞n=0 cnn, where the ‘cn’s are dimensionless coefficients. In this case the
total derivatives are given by
X =
∞∑
n=1
cn
∫
d4x
2n∑
j=1
(−1)j−1∇µ(∇(j−1)φ∇(2n−j)δφ), (2.5)
where the superscript ∇(j) indicate the number of covariant derivatives acting to the right.
Therefore, one can always determine the total derivative for any given action, and one
can then preserve or eliminate these terms depending on the purpose of the study. In the
following sections we wish to address how one can obtain the total derivative for a given
gravitational action.
3 Introducing Infinite Derivative Gravity
The gravitational action is built up of two main components, the bulk part and the boundary
part. In the simplest and the most well known case [47], for the Einstein-Hilbert (EH)
action, the boundary term are the ones known as Gibbons-Hawking-York (GHY) term. We
can write the total EH action in terms of the bulk part and the boundary part simply as
SG = SEH + SB
=
1
16πG
∫
M
d4x
√−gR+ 1
8πG
∮
∂M
d3y ε |h|1/2K , (3.1)
where R is the Ricci-scalar, and K is the trace of the extrinsic curvature with Kij ≡ −∇inj,
M indicates the 4-dimensional region and ∂M denotes the 3-dimensional boundary region.
h is the determinant of the induced metric on the hypersurface ∂M and ε = nµnµ = ±1,
where ε is equal to −1 for a spacelike hypersurface, and is equal to +1 for a timelike
hypersurface when we take the metric signature is “mostly plus”; i.e. (−,+,+,+). A unit
normal nµ can be introduced only if the hypersurface is not null, and n
µ is the normal
vector to the hypersurface.
Indeed, one can derive the boundary term simply by using the variational principle. In
this case the action is varied with respect to the metric, and it produces a total-divergent
term, which can be eliminated by the variation of SB , [47]. Finding the boundary terms for
any action is an indication that the variation principle for the given theory is well posed.
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As mentioned earlier on, despite the many successes that the EH action brought in
understanding the universe in IR regime, the UV sector of gravity requires corrections
to be well behaved. The most general covariant action of gravity, which is quadratic in
curvature, can be written as [13],
S = SEH + SUV
=
1
16πG
∫
d4x
√−g
[
R+ α(RF1()R+RµνF2()Rµν
+RµνρσF3()Rµνρσ
)]
, with Fi() =
∞∑
n=0
fin
n , (3.2)
where α is a constant with mass dimension −2 and the ‘fin ’s are dimensionless coefficients.
For the full equations of motion of such an action, see [52].
Around Minkowski spacetime, the ghost free condition gives a constraint on the form
factors Fi()’s [6, 32, 52],
2F1() + F2() + 2F3() = 0 . (3.3)
Around Minkowski spacetime the Weyl contribution vanishes, since the last term in the
action can be recast in terms of Weyl, one can take F3() = 0, in which case the condition
for a ghost-free graviton propagator leads to a particular choice of the form factor [6, 12]:
F3 = 0⇒ F1() = −1
2
F2()⇒ F2() = a()− 1
2
, (3.4)
where a() is an exponential of an entire function, which does not contain any zeroes. A
particularly simple class which mimics the stringy gaussian nonlocalities is given by [6, 12,
31, 32, 52]
a() = e−

M2 , (3.5)
where M is the scale of nonlocality. The aim of this paper is to seek the the boundary
terms corresponding to SUV , while retaining the Riemann term. A technically challenging
question, but the answer will have tremendous impact on various aspects of gauge theory
and gravity which should be explored in future.
4 Time Slicing
Any geometric spacetime can be recast in terms of time like spatial slices, known as hyper-
surfaces. How these slices are embedded in spacetime, determines the extrinsic curvature of
the slices. One of the motivations of time slicing is to evolve the equations of motion from a
well-defined set of initial conditions set at a well-defined spacelike hypersurface, see [53, 54].
4.1 ADM Decomposition
In order to define the decomposition, we first look at the foliation. Suppose that the time
orientable spacetime M is foliated by a family of spacelike hypersurfaces Σt, on which
time is a fixed constant t = x0. We then define the induced metric on the hypersurface as
– 6 –
hij ≡ gij |
t
, where the Latin indices run from 1 to 3 2. The line element is then given by
the ADM (Arnowitt-Deser-Misner) decomposition [55]:
ds2 = −(N2 − βiβi)dt2 + 2βidxidt+ hijdxidxj (4.1)
where
N =
1√
−g00
is the “lapse” function, and
βi = − g
0i
g00
is the “shift” vector. We may then define nµ, the vector normal to the hypersurface, as:
ni = 0, n
i = − g
0i√
−g00
, n0 = − 1√−g00 , n0 =
√
−g00 , (4.2)
where for the ADM metric, given in Eq. (4.1), nµ takes the following form:
ni = 0, n
i = −β
i
N
, n0 = −N, n0 = N−1 . (4.3)
In the above line element Eq. (4.1), we also have
√−g = N√h. The induced metric of the
hypersurface can be related to the 4 dimensional full metric via the completeness relation,
where, for a spacelike hypersurface,
gµν = hijeµi e
ν
j + εn
µnν
= hµν − nµnν , (4.4)
where ε = −1 for a spacelike hypersurface, and +1 for a timelike hypersurface, and
eµi =
∂xµ
∂yi
, (4.5)
are basis vectors on the hypersurface which allow us to define tangential tensors on the hy-
persurface3. We note ‘x’s are coordinates on regionM, while ‘y’s are coordinates associated
with the hypersurface and we may also keep in mind that,
hµν = hijeµi e
ν
j , (4.6)
where hij is the inverse of the induced metric hij on the hypersurface, see for instance [55].
The change of direction of the normal n as one moves on the hypersurface corresponds
to the bending of the hypersurface Σt which is described by the extrinsic curvature. The
extrinsic curvature of spatial slices where time is constant is given by:
Kij ≡ −∇inj = 1
2N
(Diβj +Djβi − ∂thij) , (4.7)
2 It should also be noted that Greek indices run from 0 to 3 and Latin indices run from 1 to 3, that is,
only spatial coordinates are considered.
3We can use hµν to project a tensor Aµν onto the hypersurface: Aµνe
µ
i e
ν
j = Aij where Aij is the
three-tensor associated with Aµν .
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where Di = e
µ
i ∇µ is the intrinsic covariant derivative associated with the induced metric
defined on the hypersurface, and eµi is the appropriate basis vector which is used to transform
bulk indices to boundary ones.
Armed with this information, one can write down the Gauss, Codazzi and Ricci equa-
tions, see [51]:
Rijkl ≡ KikKjl −KilKjk +Rijkl , (4.8)
Rijkn ≡ nµRijkµ = −DiKjk +DjKik , (4.9)
Rinjn ≡ nµnνRiµjν = N−1
(
∂tKij −£βKij
)
+KikK
k
j +N
−1DiDjN , (4.10)
where in the left hand side of Eq. (4.8) we have the bulk Riemann tensor, but where all
indices are now spatial rather than both spatial and temporal, and Rijkl is the Riemann
tensor constructed purely out of hij , i.e. the metric associated with the hypersurface; and
£β is the Lie derivative with respect to shift
4.
4.2 Coframe Slicing
A key feature of the 3+1 decomposition is the free choice of lapse function and shift vector
which define the choice of foliation at the end. In this paper we stick to the coframe slicing.
The main advantage for this choice of slicing is the fact that the line element and therefore
components of the infinite derivative function in our gravitational action will be simplified
greatly. In addition, [56] has shown that such a slicing has a more transparent form of
the canonical action principle and Hamiltonian dynamics for gravity. This also leads to a
well-posed initial-condition for the evolution of the gravitational constraints in a vacuum
by satisfying the Bianchi identities. In order to map the ADM line element into the coframe
slicing, we use the convention of [56]. We define
θ0 = dt ,
θi = dxi + βidt , (4.11)
where xi and i = 1, 2, 3 is the spatial and t is the time coordinates.5 The metric in the
coframe takes the following form
ds2coframe = gαβθ
αθβ = −N2(θ0)2 + gijθiθj , (4.12)
where upon substituting Eq. (4.11) into Eq. (4.12) we recover the original ADM metric
given by Eq. (4.1). In this convention, if we take g as the full spacetime metric, we have
the following simplifications:
gij = hij , g
ij = hij , g0i = g
0i = 0. (4.13)
The convective derivatives ∂α with respect to θ
α are
∂0 ≡ ∂
∂t
− βi∂i ,
∂i ≡ ∂
∂xi
. (4.14)
4We have £βKij ≡ βkDkKij +KikDjβk +KjkDiβk.
5We note that in Eq. (4.11), the “i” for θi is just a superscript not a spatial index.
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For time-dependent space tensors T , we can define the following derivative:
∂¯0 ≡ ∂
∂t
−£β , (4.15)
where £β is the Lie derivative with respect to the shift vector β
i. This is because the
off-diagonal components of the coframe metric are zero, i.e., g0i = g
0i = 0.
We shall see later on how this time slicing helps us to simplify the calculations when
the gravitational action contains infinite derivatives.
4.2.1 Extrinsic Curvature
A change in the choice of time slicing results in a change of the evolution of the system.
The choice of foliation also has a direct impact on the form of the extrinsic curvature. In
this section we wish to give the form of extrinsic curvature Kij in the coframe slicing. This
is due to the fact that the definition of the extrinsic curvature is an initial parameter that
describes the evolution of the system, therefore is it logical for us to derive the extrinsic
curvature in the coframe slicing as we use it throughout the paper. We use [56] to find the
general definition for Kij in the coframe metric. In the coframe,
γαβγ = Γ
α
βγ + g
αδCǫδ(βgγ)ǫ −
1
2
Cαβγ , (4.16)
dθα = −1
2
Cαβγθ
β ∧ θγ , (4.17)
where Γ is the ordinary Christoffel symbol and “∧” denotes the exterior or wedge product
of vectors θ. By finding the coefficients Cs and subsequently calculating the connection
coefficients γαβγ , one can extract the extrinsic curvature Kij in the coframe setup. We note
that the expression for dθα is the Maurer-Cartan structure equation [60]. It is derived from
the canonical 1-form θ on a Lie group G which is the left-invariant g-valued 1-form uniquely
determined by θ(ξ) = ξ for all ξ ∈ g.
We can use differential forms (See Appendix A) to calculate the Cs, the coefficients of
dθ where now we can write,
dθk = −
(
∂iβ
k
)
θ0 ∧ θi + 1
2
Ckijθ
j ∧ θi , (4.18)
where k = 1, 2, 3. Now when we insert the Cs from Appendix A,
dθ1 = d
(
dx1 + β1dt
)
= dβ1 ∧ dt (4.19)
and
dθ0 = d(dt) = d2(t) = 0
dθi = dβi ∧ dt. (4.20)
From the definition of dθα in Eq. (4.17) and using the antisymmetric properties of the ∧
product,
dθα = −1
2
Cαβγθ
β ∧ θγ = 1
2
Cαβγθ
γ ∧ θβ = 1
2
Cαγβθ
β ∧ θγ , (4.21)
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we get
Cαβγ = −Cαγβ . (4.22)
Using these properties, we find that Cm0i =
∂βm
∂xi
, Cmij = 0 and C
0
ij = 0. Using Eq. (4.16),
we obtain that
γ0ij = −
1
2N2
(
hil∂j(β
l) + hjl∂i(β
l)− ∂¯0hij
)
. (4.23)
Since from Eq. (4.7)
Kij ≡ −∇inj = γµijnµ = −Nγ0ij , (4.24)
the expression for the extrinsic curvature in coframe slicing is given by:
Kij =
1
2N
(
hil∂j(β
l) + hjl∂i(β
l)− ∂¯0hij
)
, (4.25)
where ∂0 is the time derivative and β
l is the “shift” in the coframe metric Eq. (4.12).
4.2.2 Riemann Tensor in the Coframe
The fact that we move from the ADM metric into the coframe slicing has the following
implication on the form of the components of the Riemann tensor. Essentially, since in the
coframe slicing in Eq. (4.12) we have g0i = g0i = 0, therefore we also have, from Eq. (4.2),
ni = ni = 0 (n0 and n
0 stay the same as in Eq. (4.2)). Hence the non-vanishing components
of the Riemann tensor in the coframe, namely Gauss, Codazzi and Ricci tensor, become:
Rijkl = KikKjl −KilKjk +Rijkl ,
R0ijk = N(−DkKji +DjKki) ,
R0i0j = N(∂¯0Kij +NKikK kj +DiDjN ), (4.26)
with ∂¯0 defined in Eq. (4.15) and Dj = e
µ
j∇µ. It can be seen that the Ricci equation,
given in Eq. (4.8) is simplified in above due to the definition of Eq. (4.15). We note that
Eq. (4.26) is in the coframe slicing, while Eqs. (4.8-4.10) are in the ADM frame only.
4.2.3 D’Alembertian Operator in Coframe
Since we shall be dealing with a higher-derivative theory of gravity, it is therefore helpful
to first obtain an expression for the  operator in this subsection. To do so, we start off by
writing the definition of a single box operator in the coframe, [62],
 = gµν∇µ∇ν
= (hµν + εnµnν)∇µ∇ν
= −nµnν∇µ∇ν + hµν∇µ∇ν
= −n0n0∇0∇0 + hijeµi eνj∇µ∇ν
= − 1
N2
∇0∇0 + hijDiDj
= −(N−1∂¯0)2 +hyp , (4.27)
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where we note that the Greek indices run from 1 to 4 and the Latin indices run from 1 to
3 (ε = −1 for a spacelike hypersurface). We call the spatial box operator hyp = hijDiDj ,
which stands for “hypersurface” as the spatial coordinates are defined on the hypersurface
meaning hyp is the projection of the covariant d’Alembertian operator down to the hyper-
surface, i.e. only the tangential components of the covariant d’Alembertian operator are
encapsulated by hyp. Also note that in the coframe slicing g
ij = hij . Generalising this
result to the nth power, for our purpose, we get
Fi() =
∞∑
n=0
fin
[−(N−1∂¯0)2 +hyp]n (4.28)
where the fins are the coefficients of the series.
5 Generalised Boundary Term
In this section, first we are going to briefly summarise the method of [51] for finding the
boundary term. It has been shown that, given a general gravitational action
S =
1
16πG
∫
M
d4x
√−gf(Rµνρσ) , (5.1)
one can introduce two auxiliary fields ̺µνρσ and ϕ
µνρσ , which are independent of each other
and of the metric gµν , while they have all the symmetry properties of the Riemann tensor
Rµνρσ . We can then write down the following equivalent action:
S =
1
16πG
∫
M
d4x
√−g [f(̺µνρσ) + ϕµνρσ (Rµνρσ − ̺µνρσ)] . (5.2)
The reason we introduce these auxiliary fields is that the second derivatives of the metric
appear only linearly in Eq. (5.2). Note that in Eq. (5.2), the terms involving the second
derivatives of the metric are not multiplied by terms of the same type, i.e. involving the
second derivative of the metric, so when we integrate by parts once, we are left just with
the first derivatives of the metric; we cannot eliminate the first derivatives of the metric as
well - since in this paper we are keeping the boundary terms. Note that the first derivatives
of the metric are actually contained in these boundary terms if we integrate by parts twice,
see our toy model scalar field theory example in Eqs. (2.2,2.3) 6. Therefore, terms which
are linear in the metric can be eliminated if we integrate by parts; moreover, the use of the
auxiliary fields can prove useful in a future Hamiltonian analysis of the action.
From [51], we then decompose the above expression as
ϕµνρσ (Rµνρσ − ̺µνρσ) = φijkl(Rijkl−ρijkl)−4φijk(Rijkn−ρijk)−2Ψij(Rinjn−Ωij) , (5.3)
where
Rijkl ≡ ρijkl ≡ ̺ijkl, Rijkn ≡ ρijk ≡ nµ̺ijkµ, Rinjn ≡ Ωij ≡ nµnν̺iµjν (5.4)
6This is because ̺µνρσ and ϕ
µνρσ are independent of the metric, and so although f(̺µνρσ) can contain
derivatives of ̺µνρσ, these are not derivatives of the metric. Rµνρσ contains a second derivative of the
metric but this is the only place where a second derivative of the metric appears in Eq. (5.2)
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are equivalent to the components of the Gauss, Codazzi and Ricci equations given in Eq. (4.8),
also,
φijkl ≡ ϕijkl, φijk ≡ nµϕijkµ, Ψij ≡ −2nµnνϕiµjν , (5.5)
where φijkl, φijk and Ψij are spatial tensors evaluated on the hypersurface. The equations
of motion for the auxiliary fields ϕµνρσ and ̺µνρσ are, respectively given by [51],
δS
δϕµνρσ
= 0⇒ ̺µνρσ = Rµνρσ and δS
δ̺µνρσ
= 0⇒ ϕµνρσ = ∂f
∂̺µνρσ
, (5.6)
where Rµνρσ is the four-dimensional Riemann tensor.
One can start from the action given by Eq. (5.2), insert the equation of motion for
ϕµνρσ and recover the action given by Eq. (5.1). It has been shown by [51] that one can
find the total derivative term of the auxiliary action as
S =
1
16πG
∫
M
d4x
(√−gL − 2∂µ[√−g nµK ·Ψ]) , (5.7)
where K = hijKij , with Kij given by Eq. (4.25), and Ψ = h
ijΨij , where Ψij is given in
Eq. (5.10), are spatial tensors evaluated on the hypersurface Σt and L is the Lagrangian
density.
In Eq. (5.7), the second term is the total derivative. It has been shown that one may
add the following action to the above action to eliminate the total derivative appropriately.
Indeed Ψ can be seen as a modification to the GHY term, which depends on the form of
the Lagrangian density [51].
SGHY =
1
8πG
∮
∂M
dΣµn
µΨ ·K , (5.8)
where nµ is the normal vector to the hypersurface and the infinitesimal vector field
dΣµ = εµαβγe
α
1 e
β
2e
γ
3d
3y , (5.9)
is normal to the boundary ∂M and is proportional to the volume element of ∂M; in
above εµαβγ =
√−g[µαβ γ] is the Levi-Civita tensor and y are coordinates intrinsic to the
boundary 7, and we used Eq. (4.5). Moreover in Eq. (5.8), we have:
Ψij = −1
2
δf
δΩij
, (5.10)
where f indicates the terms in the Lagrangian density and is built up of tensors ̺µνρσ,
̺µν and ̺ as in Eq. (5.2); G is the universal gravitational constant and Ωij is given in
Eq. (5.4). Indeed, the above constraint is extracted from the equation of motion for Ωij in
the Hamiltonian regime [51]. In the next section we are going to use the same approach to
find the boundary terms for the most general, covariant quadratic order action of gravity.
7We shall also mention that Eq.(5.8) is derived from Eq.(5.7) by performing Stokes theorem, that is∫
M
Aµ;µ
√−g ddx = ∮
∂M
Aµ dΣµ, with A
µ = nµK ·Ψ.
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6 Boundary Terms for Finite Derivative Theory of Gravity
In this section we are going to use the 3+1 decomposition and calculate the boundary term
of the EH term R, and
RR, RµνRµν , RµνρσRµνρσ,
as prescribed in previous section, as a warm-up exercise.
We then move on to our generalised action given in Eq. (3.2). To decompose any given
term, we shall write them in terms of their auxiliary field, therefore we have R = ̺, Rµν ≡
̺µν , and Rµνρσ ≡ ̺µνρσ , where the auxiliary fields ̺, ̺µν and ̺µνρσ have all the symmetry
properties of the Riemann tensor. We shall also note that the decomposition of the 
operator in 3+1 formalism in the coframe setup is given by Eq. (4.27).
6.1 R
For the Einstein-Hilbert term R, in terms of the auxiliary field ̺ we find in Appendix B.1
f = ̺ = gµρgνσ̺µνρσ
= (hµρ − nµnρ) (hνσ − nνnσ) ̺µνρσ
= (hµρhνσ − nµnρhνσ − hµρnνnσ) ̺µνρσ
= (ρ− 2Ω) , (6.1)
where Ω = hijΩij and we used h
ijhklρijkl = ρ, and h
ijρiνjσn
νnσ = hijΩij and ̺ ≡ R in
the EH action and the right hand side of Eq. (6.1) is the 3 + 1 decomposed form of the
Lagrangian and hence ρ and Ω are spatial. We may note that the last term of the expansion
on the second line of Eq. (6.1) vanishes due to the symmetry properties of the Riemann
tensor. Using Eq. (5.10), and calculating the functional derivative, we find
Ψij = −1
2
δf
δΩij
= hij . (6.2)
This verifies the result found in [51], and it is clear that upon substituting this result into
Eq. (5.8), we recover the well known boundary for the EH action, as K = hijKij and
Ψ ·K ≡ ΨijKij where Kij is given by Eq. (4.25). Hence,
SGHY ≡ S0 = 1
8πG
∮
∂M
dΣµn
µK , (6.3)
where dΣµ is the normal to the boundary ∂M and is proportional to the volume element
of ∂M while nµ is the normal vector to the hypersurface.
6.2 RµνρσRµνρσ
Next, we start off by writingRµνρσRµνρσ as its auxiliary equivalent ̺µνρσ̺µνρσ to obtain
̺µνρσ̺
µνρσ = δαµδ
β
ν δ
γ
ρδ
λ
σ̺αβγλ̺
µνρσ
=
[
hαµh
β
νh
γ
ρh
λ
σ −
(
hαµh
β
νh
γ
ρn
λnσ + h
α
µh
β
νn
γnρh
λ
σ + h
α
µn
βnνh
γ
ρh
λ
σ
+nαnµh
β
νh
γ
ρh
λ
σ
)
+ hαµn
βnνh
γ
ρn
λnσ + h
α
µn
βnνn
γnρh
λ
σ + n
αnµh
β
νh
γ
ρn
λnσ
+ nαnµh
β
νn
γnρh
λ
σ
]
̺αβγλ
(−(N−1∂¯0)2 +hyp) ̺µνρσ , (6.4)
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where ̺µνρσ = δ
α
µδ
β
ν δ
γ
ρδλσ̺αβγλ (where δ
α
µ is the Kronecker delta). This allowed us to use
the completeness relation as given in Eq. (4.4). In Eq. (6.4), we used the antisymmetry
properties of the Riemann tensor to eliminate irrelevant terms in the expansion. From
Eq. (6.4), we have three types of terms:
hhhh, hhhnn, hhnnnn.
The aim is to contract the tensors appearing in Eq. (6.4) and extract those terms which
are Ωij dependent. This is because we only need Ωij dependent terms to obtain Ψ
ij as in
Eq. (5.10) and then the boundary as prescribed in Eq. (5.8).
A closer look at the expansion given in Eq. (6.4) leads us to know which term would
admit Ωij type terms. Essentially, as defined in Eq. (5.4), Ωij = n
µnν̺iµjν , therefore by
having two auxiliary field tensors as ̺αβγλ and ̺
µνρσ in Eq. (6.4) (with symmetries of the
Riemann tensor) we may construct Ωij dependent terms. Henceforth, we can see that in
this case the Ωij dependence comes from the hhnnnn term.
To see this explicitly, note that in order to perform the appropriate contractions in
presence of the d’Alembertian operator, we first need to complete the contractions on the
left hand side of the  operator. We then need to commute the rest of the tensors by using
the Leibniz rule to the right hand side of the components of the operator, i.e. the ∂¯0’s and
the hyp, and only then do we obtain the Ωij type terms.
We first note that the terms that do not produce Ωij dependence are not involved in
the boundary calculation, however they might form ρijkl, ρijk, or their contractions. These
terms are equivalent to the Gauss and Codazzi equations as shown in Eq. (5.4), and we will
address their formation in Appendix B.2. In addition, as we shall see, by performing the
Leibniz rule one produces some associated terms, the Xij ’s, which appear for example in
Eq. (6.5). Again we will keep them only if they are Ωij dependent, if not we will drop them.
hhnnnn terms: To this end we shall compute the hhnnnn terms, hence we commute the
h’s and n’s onto the right hand side of the  in the hhnnnn term of Eq. (6.4):
hαµn
βnνh
γ
ρn
λnσ̺αβγλ
(−(N−1∂¯0)2 +hyp) ̺µνρσ
=
(
hixe
α
i e
x
µ
)
nβnν
(
hjye
γ
j e
y
ρ
)
nλnσ̺αβγλ
(−(N−1∂¯0)2 +hyp) ̺µνρσ
=
(
hixe
x
µ
)
nν
(
hjye
y
ρ
)
nσΩij
(−(N−1∂¯0)2 +hyp) ̺µνρσ
= −N−2Ωij
{
∂¯20
(
Ωij
)
−∂¯0
[
̺µνρσ ∂¯0
([(
hixe
x
µ
)
nν
(
hjye
y
ρ
)
nσ
])]− ∂¯0 ([(hixexµ)nν (hjyeyρ)nσ]) ∂¯0 (̺µνρσ)}
+Ωij
{
hyp
[
Ωij
]−Da (Da [exµnνeyρnσ]hixhjy̺µνρσ)−Da [exµnνeyρnσ]Da (hixhjy̺µνρσ) }
= Ωij
(− (N−1∂¯0)2 +hyp)Ωij +ΩijXij1
= ΩijΩ
ij +ΩijX
ij
1 (6.5)
where Ωij ≡ hikekκhjmemλ nγnδ̺γκδλ = hikhjmnγnδ̺γkδm; we note that Xij1 only appears
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because of the presence of the  operator.
Xij1 = N
−2(∂¯0
[
̺µνρσ ∂¯0
([(
hixe
x
µ
)
nν
(
hjye
y
ρ
)
nσ
])]
+ ∂¯0
([(
hixe
x
µ
)
nν
(
hjye
y
ρ
)
nσ
])
∂¯0 (̺
µνρσ))
− Da
(
Da
[
exµnνe
y
ρnσ
]
hixh
j
y̺
µνρσ
)−Da [exµnνeyρnσ]Da (hixhjy̺µνρσ) . (6.6)
The term ΩrsX
rs
1 will yield X
ij
1 when functionally differentiated with respect to Ωij as in
Eq. (5.10). Also note Xij1 does not have any Ω
ij dependence. Similarly for the other X
terms which appear later in the paper. We shall note that when we take  = 1 in Eq. (6.4),
we obtain,
hαµn
βnνh
γ
ρn
λnσ̺αβγλ̺
µνρσ
=
(
hixe
α
i e
x
µ
)
nβnν
(
hjye
γ
j e
y
ρ
)
nλnσ̺αβγλ̺
µνρσ
=
(
hixe
x
µ
)
nν
(
hjye
y
ρ
)
nσΩij̺
µνρσ
= Ωij
(
hixe
x
µ
)
nν
(
hjye
y
ρ
)
nσ̺
µνρσ
= ΩijΩ
ij , (6.7)
where we just contract the indices and we do not need to use the Leibniz rule as we can
commute any of the tensors, therefore we do not produce any Xij terms at all 8. Finally,
one can decompose Eq. (6.4) as
̺µνρσ̺
µνρσ = 4ΩijΩ
ij + 4ΩijX
ij
1 + · · · , (6.8)
where “ · · · ” are terms such as ρijklρijkl, ρijkρijk and terms that are not Ωij dependent
and are the results of performing the Leibniz rule (see Appendix B.2). When we take
M2 → ∞, i.e., when we set  → 0 (recall that  has an associated mass scale /M2),
which is also equivalent to considering α→ 0 in Eq. (3.2), we recover the EH result.
When  → 1, we recover the result for RµνρσRµνρσ found in [51]. At both limits,
 → 0 and  → 1, the Xij1 term is not present. To find the boundary term, we use
Eq. (5.10) and then Eq. (5.8). We are going to use the Euler-Lagrange equation and drop
the total derivatives as a result. We have,
ΨijRiem = −
1
2
δf
δΩij
= −4
2
δ(ΩijΩ
ij +ΩijX
ij
1 )
δΩij
= −2
{
∂(ΩijΩ
ij)
∂Ωij
+
(
∂(ΩijΩ
ij)
∂(Ωij)
)
+
∂(ΩijX
ij
1 )
∂Ωij
}
= −2(Ωij +Ωij +Xij1 ) = −4Ωij − 2Xij1 . (6.9)
Hence the boundary term for RµνρσRµνρσ is,
S1 = − 1
4πG
∮
∂M
dΣµn
µKij(2Ω
ij +Xij1 ). (6.10)
where Kij is given by Eq. (4.25).
8This is the same for 2 and n.
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6.3 RµνRµν
We start by first performing the 3+1 decomposition of RµνRµν in its auxiliary form
̺µν̺
µν ,
̺µν̺
µν = gρσ̺ρµσνg
µκgνλgγδ̺γκδλ
= (hρσ − nρnσ) (hµκ − nµnκ)
(
hνλ − nνnλ
)(
hγδ − nγnδ
)
̺ρµσν̺γκδλ
=
[
hρσhµκhνλhγδ −
(
nρnσhµκhνλhγδ + hρσnµnκhνλhγδ + hρσhµκnνnλhγδ + hρσhµκhνλnγnδ
)
+nρnσhµκhνλnγnδ + hρσnµnκnνnλhγδ
]
̺ρµσν̺γκδλ , (6.11)
where we have used appropriate contractions to write the Ricci tensor in terms of the
Riemann tensor. As before, we then used the completeness relation Eq. (4.4) and used the
antisymmetric properties of the Riemann tensor to drop the vanishing terms. We are now
set to calculate each term, which we do in more detail in Appendix B.3. Again our aim is
to find the Ωij dependent terms, by looking at the expansion given in Eq. (6.11) and the
distribution of the indices, the reader can see that the terms which are Ωij dependent are
those terms which have at least two nns contracted with one of the ̺s such that we form
nµnν̺iµjν .
• hhhnn terms: We start with the hhhnn terms in Eq. (6.11). We calculate the first
of these in terms of Ωik and ρ
ik also by moving the ‘h’s and ‘n’s onto the right hand
side of the ,
nρnσhµκhνλhγδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= nρnσ(hijeµi e
κ
j )(h
kleνke
λ
l )(h
mneγme
δ
n)̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= nρnσ(hijeκj )(h
kleλl )(h
mneγme
δ
n)̺ρiσk
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= Ωik(h
ijeκj )(h
kleλl )(h
mneγme
δ
n)
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= −N−2Ωik
{
∂¯20(ρ
ik)− ∂¯0
(
̺γκδλ∂¯0[h
ijeκj h
kleλl h
mneγme
δ
n]
)− ∂¯0[hijeκj hkleλl hmneγmeδn]∂¯0̺γκδλ}
+Ωik
{
hyp(ρ
ik)−Da
(
̺γκδλD
a[hijeκj h
kleλl h
mneγme
δ
n]
) −Da[hijeκj hkleλl hmneγmeδn]Da̺γκδλ}
= Ωikρ
ik +ΩikX
ik
2(a) , (6.12)
where the contraction is hijeκj h
kleλl h
mneγmeδn̺γκδλ = h
ijhklρjl = ρ
ik, and
Xik2(a) = N
−2
{
∂¯0
(
̺γκδλ∂¯0[h
ijeκj h
kleλl h
mneγme
δ
n]
)
+ ∂¯0[h
ijeκj h
kleλl h
mneγme
δ
n]∂¯0̺γκδλ
}
−Da
(
̺γκδλD
a[hijeκj h
kleλl h
mneγme
δ
n]
)−Da[hijeκj hkleλl hmneγmeδn]Da̺γκδλ .
(6.13)
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• hhhnn trems: The next hhhnn term in Eq. (6.11) is
hρσhµκhνλnγnδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= (hijeρi e
σ
j )(h
kleµke
κ
l )(h
mneνme
λ
n)n
γnδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= ρkm(h
kleκl )(h
mneλn)n
γnδ
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= −N−2ρkm
{
∂¯20(Ω
km)− ∂¯0
(
̺γκδλ∂¯0[h
kleκl h
mneλnn
γnδ]
)− ∂¯0[hkleκl hmneλnnγnδ]∂¯0̺γκδλ}
+ρkm
{
hyp(Ω
km)−Da
(
̺γκδλD
a[hkleκl h
mneλnn
γnδ]
)−Da[hkleκl hmneλnnγnδ]Da̺γκδλ}
= ρkmΩ
km + · · · , (6.14)
where we used hkleκl h
mneλnn
γnδ̺γκδλ = h
klhmnnγnδ̺γlδn = Ω
km and we note that
“ · · · ” are extra terms which do not depend on Ωkm.
• hhnnnn terms: The the next term in Eq. (6.11) is of the form hhnnnn:
nρnσhµκhνλnγnδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= nρnσ(hijeµi e
κ
j )(h
kleνke
λ
l )n
γnδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= Ωjleκj e
λ
l n
γnδ
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= −N−2Ωjl
{
∂¯20(Ωjl)− ∂¯0
(
̺γκδλ∂¯0[e
κ
j e
λ
l n
γnδ]
)− ∂¯0[eκj eλl nγnδ]∂¯0̺γκδλ}
+Ωjl
{
hyp(Ωjl)−Da
(
̺γκδλD
a[eκj e
λ
l n
γnδ]
)−Da[eκj eλl nγnδ]Da̺γκδλ}
= ΩjlΩjl +Ω
jlX2(b)jl , (6.15)
where eκj e
λ
l n
γnδ̺γκδλ = n
γnδ̺γjδl = Ωjl, and
X2(b)jl = N
−2
{
∂¯0
(
̺γκδλ∂¯0[e
κ
j e
λ
l n
γnδ]
)
+ ∂¯0[e
κ
j e
λ
l n
γnδ]∂¯0̺γκδλ
}
−Da
(
̺γκδλD
a[eκj e
λ
l n
γnδ]
)−Da[eκj eλl nγnδ]Da̺γκδλ . (6.16)
• hhnnnn terms: Finally, the last hhnnnn terms in Eq. (6.11) is
hρσnµnκnνnλhγδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= (hijeρi e
σ
j )n
µnκnνnλ(hmneγme
δ
n)̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= Ωnκnλhmneγme
δ
n
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= −N−2Ω
{
∂¯20(Ω)− ∂¯0
(
̺γκδλ∂¯0[n
κnλhmneγme
δ
n]
)− ∂¯0[nκnλhmneγmeδn]∂¯0̺γκδλ}
+Ω
{
hyp(Ω)−Da
(
̺γκδλD
a[nκnλhmneγme
δ
n]
)−Da[nκnλhmneγmeδn]Da̺γκδλ}
= ΩΩ+ ΩX2(c) , (6.17)
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where we used nκnλhmneγmeδn̺γκδλ = h
mnΩmn = Ω, and
X2(c) = N
−2
{
∂¯0
(
̺γκδλ∂¯0[n
κnλhmneγme
δ
n]
)
+ ∂¯0[n
κnλhmneγme
δ
n]∂¯0̺γκδλ
}
−Da
(
̺γκδλD
a[nκnλhmneγme
δ
n]
)−Da[nκnλhmneγmeδn]Da̺γκδλ . (6.18)
Summarising this result, we can write Eq. (6.11), as
̺µν̺
µν = Ω(Ω+X2(c)) + Ωij(Ω
ij +Xij2(b))− ρijΩij
− Ωij(ρij +Xij2(a)) + · · · , (6.19)
where “ · · · ” are the contractions of ρijkl and ρijk (see Appendix B.3) and the terms that
are the results of performing Leibniz rule, which have no Ωij dependence. When  → 1,
we recover the result for RµνRµν found in [51]. At both limits,  → 0 and  → 1, the
X2 terms are not present. Obtaining the boundary term requires us to extract Ψ
ij as it is
given in Eq. (5.10). Hence the boundary for RµνRµν is given by,
S2 = − 1
8πG
∮
∂M
dΣµn
µ
[
KΩ+KijΩ
ij −Kijρij
]
− 1
16πG
∮
∂M
dΣµn
µ
[
KX2(c) +Kij(X
ij
2(b) −Xij2(a))
]
, (6.20)
where K ≡ hijKij and Kij is given by Eq. (4.25).
6.4 RR
We do not need to commute any h’s, or n’s across the  here, we can simply apply Eq. (6.1)
to ̺̺, the auxiliary equivalent of the RR term:
̺̺ = (ρ− 2Ω) (ρ− 2Ω) , (6.21)
whereupon extracting Ψij using Eq. (5.10), and using Eq. (5.8) as in the previous cases, we
obtain the boundary term for RR to be
S3 = − 1
4πG
∮
∂M
dΣµ n
µ
[
2KΩ−Kρ
]
, (6.22)
where K ≡ hijKij and Kij is given by Eq. (4.25). Again when → 1, we recover the result
for R2 found in [51].
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6.5 Full result
Summarising the results of Eq. (6.10), Eq. (6.20) and Eq. (6.22), altogether we have
S =
1
16πG
∫
M
d4x
√−g
[
̺+ α
(
̺̺+ ̺µν̺
µν + ̺µνρσ̺
µνρσ
)
+ ϕµνρσ (Rµνρσ − ̺µνρσ)
]
− 1
8πG
∮
∂M
dΣµ n
µ
[
−K + α( − 2K̺+ 4KΩ+KΩ+ 4KijΩij −Kijρij +KijΩij)]
− 1
16πG
∮
∂M
dΣµn
µα
[
KX2(c) +Kij(4X
ij
1 +X
ij
2(b) −Xij2(a))
]
=
1
16πG
∫
M
d4x
√−g
[
̺+ α
(
̺̺+ ̺µν̺
µν + ̺µνρσ̺
µνρσ
)
+ ϕµνρσ (Rµνρσ − ̺µνρσ)
]
− 1
8πG
∮
∂M
dΣµ n
µ
[
−K + α( − 2Kρ+ 5KΩ+ 5KijΩij −Kijρij]
− 1
16πG
∮
∂M
dΣµn
µα
[
KX2(c) +Kij(4X
ij
1 +X
ij
2(b) −Xij2(a))
]
. (6.23)
This result matches with the EH action [51], when we take the limit → 0; that is, we are
left with the same expression for boundary as in Eq. (6.3):
SEH =
1
16πG
∫
M
d4x
√−g
[
̺+ ϕµνρσ (Rµνρσ − ̺µνρσ)
]
+
1
8πG
∮
∂M
dΣµ n
µK , (6.24)
since the X-type terms are not present when  → 0. When  → 1, we recover the result
for R+ α(R2 +RµνRµν +RµνρσRµνρσ) found in [51]; that is, we are left with
S =
1
16πG
∫
M
d4x
√−g
[
̺+ α
(
̺2 + ̺µν̺
µν + ̺µνρσ̺
µνρσ
)
+ ϕµνρσ (Rµνρσ − ̺µνρσ)
]
− 1
8πG
∮
∂M
dΣµ n
µ
[
−K + α(− 2Kρ+ 5KΩ+ 5KijΩij −Kijρij] ; (6.25)
again the X-type terms are not present when → 1. We should note that the X1 and X2
terms are the results of having the covariant d’Alembertian operator so, in the absence of
the d’Alembertian operator, one does not produce them at all and hence the result found
in [51] is guaranteed.
We may now turn our attention to the R2R,Rµν2Rµν and Rµνρσ2Rµνρσ . Here the
methodology will remain the same. One first decomposes each term into its 3+1 equivalent.
Then one extracts Ψij using Eq. (5.10), and then the boundary terms can be obtained using
Eq. (5.8). In this case we will have two operators, namely

2 =
(
− (N−1∂¯0)2 +hyp)(− (N−1∂¯0)2 +hyp) (6.26)
This means that upon expanding to 3 + 1, one performs the Leibniz rule twice and hence
obtains eight total derivatives that do not produce any Ωijs or its contractions that are
relevant to the boundary calculations and hence must be dropped.
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6.6 Generalisation to Infinite Derivative Theory of Gravity
Wemay now turn our attention to the infinite derivative terms; namely,RF1()R, RµνF2()Rµν
and RµνρσF3()Rµνρσ . For such cases, we can write down the following relation (see Ap-
pendix B.4):
XD2nY = D2n(XY )−D2n−1(D(X)Y )−D2n−2(D(X)D(Y ))
−D2n−3(D(X)D2(Y ))− · · · −D(D(X)D2n−2(Y ))−D(X)D2n−1(Y ) , (6.27)
where X and Y are tensorial structures such as ̺µνρσ, ̺µν , ̺ and their contractions, while
D denotes any operators. These operators do not have to be differential operators and
indeed this result can be generalised to cover the case where there are different types of
operator and a similar (albeit more complicated) structure is recovered.
From (6.27), one produces 2n total derivatives, analogous to the scalar toy model case,
see Eqs. (2.2,2.3). We can then write the 3+1 decompositions for each curvature by gener-
alising Eq. (6.10), Eq. (6.20) and Eq. (6.22) and writing RµνρσF3()Rµνρσ, RµνF2()Rµν
and RF1()R in terms of their auxiliary equivalents ̺µνρσF3()̺µνρσ , ̺µνF2()̺µν and
̺F1()̺. Then
̺µνρσF3()̺µνρσ = 4ΩijF3()Ωij + 4ΩijXij1 + · · · , (6.28)
̺µνF2()̺µν = ΩF2()Ω + ΩijF2()Ωij − ρijF2()Ωij
− ΩijF2()ρij +ΩijXij2 + · · · , (6.29)
̺F1()̺ = (ρ− 2Ω)F1() (ρ− 2Ω) , (6.30)
where we have dropped the irrelevant terms, as we did before, while Xij1 and X
ij
2 are the
analogues of Eqs. (6.6), (6.13), (6.16), (6.18). We now need to use the generalised form of
the Euler-Lagrange equations to obtain the Ψij in each case:
δf
δΩij
=
∂f
∂Ωij
−∇µ
(
∂f
∂(∇µΩij)
)
+∇µ∇ν
(
∂f
∂(∇µ∇νΩij)
)
+ · · ·
=
∂f
∂Ωij
+
∞∑
n=1

n
(
∂f
∂(nΩij)
)
, (6.31)
where we have imposed that δΩij = 0 on the boundary ∂M.
Hence, by using Ω = hijΩij and ρ = h
ijρij, we find in Appendix C that:
δ
(
ΩF()Ω)
δΩij
= 2hijF()Ω, δ
(
ΩijF()Ωij
)
δΩij
= 2F()Ωij
δ
(
ρF()Ω)
δΩij
= hijF()ρ, δ
(
ρijF()Ωij
)
δΩij
= F()ρij
δ
(
ΩF()ρ)
δΩij
= hijF()ρ, δ
(
ΩijF()ρij
)
δΩij
= F()ρij , (6.32)
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and so using Eq. (5.10), the Ψijs are:
ΨijRiem = −4F3()Ωij − 2Xij1
ΨijRic = F2()ρij − hijF2()Ω −F2()Ωij −
1
2
Xij2
ΨijScal = 2h
ijF1()
(− 2Ω + ρ) ≡ 2hijF1()̺ , (6.33)
where we have used Eq. (6.1) in the last line. Finally, we can use Eq. (5.8) and write the
boundary terms corresponding to our infinite-derivative action as,
Stot = Sgravity + Sboundary
=
1
16πG
∫
M
d4x
√−g
[
̺+ α
(
̺F1()̺+ ̺µνF2()̺µν
+ ̺µνρσF3()̺µνρσ
)
+ ϕµνρσ (Rµνρσ − ̺µνρσ)
]
+
1
8πG
∮
∂M
dΣµ n
µ
[
K + α
(
2KF1()ρ− 4KF1()Ω
−KF2()Ω−KijF2()Ωij +KijF2()ρij − 4KijF3()Ωij − 2Xij1 −
1
2
Xij2
)]
.
(6.34)
where Ωij = n
γnδ̺γiδj , Ω = h
ijΩij, ρij = h
kmρijkm, ρ = h
ijρij , K = h
ijKij and Kij is the
extrinsic curvature given by Eq. (4.25). We note that when we decompose the , after we
perform the Leibniz rule enough times, we can reconstruct the  in its original form, i.e.
it is not affected by the use of the coframe. In this way, we can always reconstruct Fi().
However, the form of the X-type terms will depend on the decomposition and therefore the
use of the coframe. In this regard, the X-type terms depend on the coframe but the Fi()
terms do not.
7 Conclusion
This paper generalises earlier contributions for finding the boundary term for a higher
derivative theory of gravity. Our work has focused on seeking the boundary term or GHY
contribution for a covariant infinite derivative theory of gravity, which is quadratic in cur-
vature. Such modifications are inevitable for any covariant construction of gravitational
theory. In stringy parlance, such infinite derivative quadratic order curvature correction
entails to one-loop in string coupling gs, and all order α
′ corrections. Indeed, here one can
possibly make the connection even stronger, if one could find an exact form of the form fac-
tors, i.e. F()’s from closed-string field theory. However, note that our considerations are
much more general than any such possible stringy correction, as the analytical construction
does not rely either on supersymmetry or in any specific spacetime dimensions. Indeed, we
only concentrated on pure massless gravitational degrees of freedom, which is also in stark
contrast with the string theory set-up.
Indeed, in this case some novel features distinctively filter through our analysis. Since
the bulk action contains nonlocal form factors, Fi(), the boundary action also contains
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the nonlocality, as can be seen from our final expression Eq. (6.34). The above expression
also has a smooth limit when M →∞, or → 0, which is the local limit of Eq. (3.5), and
our results then reproduce the GHY term, and when Fi()→ 1, our results coincide with
that of [51].
Our study will have implications for finding the Hamiltonian for an infinite derivative
theory of gravity, as well as seeking the entanglement entropy, and to understand grav-
ity/field theory correspondence in Anti (de)Sitter spacetimes. Some of these issues will be
studied in future publication.
Acknowledgments
The authors would like to thank Tirthabir Biswas, Alex Koshelev, Terry Tomboulis, and
Valery Frolov for discussions. AM would like to thank Kapteyn Institute for Astrophysics,
Casa Mathemática Oaxaca (CMO), and UC Berkley Gump station, French Polynesia,
Moorea, for their kind hospitality, where part of this research was conducted. The work
of A.M. is supported in part by the Lancaster-Manchester-Sheffield Consortium for Funda-
mental Physics under STFC grant ST/L000520/1. ST is supported by a scholarship from
the Onassis Foundation.
A Kij in the Coframe Metric
In this section we wish to use the approach of [56] and find the general definition for Kij
in the coframe metric. Given,
γαβγ = Γ
α
βγ + g
αδCǫδ(βgγ)ǫ −
1
2
Cαβγ , (A.1)
dθα = −1
2
Cαβγθ
β ∧ θγ , (A.2)
where Γ is the ordinary Christoffel symbol, ∧ is the ordinary wedge product and the Cs are
coefficients to be found. By comparing the values given in [56] with the ordinary Christoffel
symbols, we can see that
Ci00 = C
0
0i = C
0
i0 = C
0
00 = 0 ,
Ci0k = C
i
k0 + 2∂kβ
i ,
Cijk = Ck
i
j + Cj
i
k , (A.3)
Now in the coframe metric in Eq. (4.12),
g0δCǫδ(igj)ǫ ,
= − 1
N2
[
Cǫ0(igj)ǫ
]
,
= − 1
2N2
[Cǫ0igjǫ + C
ǫ
0jgiǫ] ,
= − 1
2N2
[Cm0igjm + C
m
0jgim] ,
= − 1
2N2
[Cj0i + Ci0j ] (A.4)
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and Cj0i = gαjC
α
0i = gjkC
k
0i.
In general, for a p-form α and a q-form β,
α ∧ β = (−1)pqβ ∧ α , (A.5)
d(α ∧ β) = (dα) ∧ β + (−1)pα ∧ (dβ) . (A.6)
Hence, if p is odd,
α ∧ α = (−1)p2α ∧ α = −α ∧ α = 0 . (A.7)
From Eq. (A.2) and Eq. (A.3) we can see that
dθ1 = −1
2
C1βγθ
β ∧ θγ ,
= −1
2
C10iθ
0 ∧ θi − 1
2
C1i0θ
i ∧ θ0 − 1
2
C1ijθ
i ∧ θj ,
= −1
2
[
C1i0 + 2∂iβ
1
]
θ0 ∧ θi + 1
2
C1i0θ
0 ∧ θi + 1
2
C1ijθ
j ∧ θi ,
= − (∂iβ1) θ0 ∧ θi + 1
2
C1ijθ
j ∧ θi . (A.8)
We get a similar result for dθ2 and dθ3, so we can say that
dθk = −
(
∂iβ
k
)
θ0 ∧ θi + 1
2
Ckijθ
j ∧ θi , (A.9)
where k = 1, 2, 3. Now from the definition of θ in Eq. (4.17),
dθ1 = d
(
dx1 + β1dt
)
= dβ1 ∧ dt , (A.10)
and
dθ0 = d(dt) = d2(t) = 0 ,
dθi = d
(
dxi + βidt
)
,
= d
(
dxi
)
+ d
(
βi ∧ dt) ,
= d
(
βi ∧ dt) ,
= dβi ∧ dt . (A.11)
Let us point out that βidt = βi ∧ dt.
θ0 ∧ θi = dt ∧ (dxi + βi ∧ dt) ,
= dt ∧ dxi
θi ∧ θj = (dxi + βidt) ∧ (dxj + βjdt) ,
= dxi ∧ dxj + dxi ∧ (βjdt)+ (βidt) ∧ dxj + (βidt) ∧ (βj ∧ dt) ,
= dxi ∧ dxj + dxi ∧ βj ∧ dt+ βi ∧ dt ∧ dxj ,
= dxi ∧ dxj + βj ∧ dxi ∧ dt− βi ∧ dxj ∧ dt . (A.12)
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Now using Eq. (A.9) and Eq. (A.11),
dθk = dβk ∧ dt ,
=
(
∂βk
∂x1
dx1 +
∂βk
∂x2
dx2 +
∂βk
∂x3
dx3
)
∧ dt ,
= −
(
∂iβ
k
)
dt ∧ dxi − 1
2
Ckij
[
dxi ∧ dxj + βj ∧ dxi ∧ dt− βi ∧ dxj ∧ dt] ,(A.13)
where k = 1, 2, 3. From the definition of dθα in Eq. (A.2) and using the antisymmetric
properties of the ∧ product from Eq. (A.7),
dθα = −1
2
Cαβγθ
β ∧ θγ ,
= −1
2
Cαγβθ
γ ∧ θβ ,
=
1
2
Cαγβθ
β ∧ θγ , (A.14)
and therefore
Cαβγ = −Cαγβ , (A.15)
we can then write
Cα00 = C
α
11 = C
α
22 = C
α
33 = 0 ,
Cα0i = −Cαi0 . (A.16)
Combining Eq. (A.2), Eq. (A.11), Eq. (A.13) and utilising Eq. (A.15)
0 = dθ0 = −1
2
C0βγθ
γ ∧ θβ ,
= −1
2
C00iθ
0 ∧ θi − 1
2
C0i0θ
i ∧ θ0 − 1
2
C0ijθ
i ∧ θj(for i 6= j) ,
= −C00iθ0 ∧ θi − C0ijθi ∧ θj(for i < j) ,
= −C001θ0 ∧ θ1 −−C002θ0 ∧ θ2 − C003θ0 ∧ θ3 − C012θ1 ∧ θ2 − C013θ1 ∧ θ3 − C023θ2 ∧ θ3 ,
= −C001dt ∧ dx1 − C002dt ∧ dx2 − C003dt ∧ dx3 ,
−C012
[
dx1 ∧ dx2 + β2dx1 ∧ dt− β1dx2 ∧ dt] ,
−C013
[
dx1 ∧ dx3 + β3dx1 ∧ dt− β1dx3 ∧ dt] ,
−C023
[
dx2 ∧ dx3 + β3dx2 ∧ dt− β2dx3 ∧ dt] . (A.17)
In order for this to be satisfied, each term must vanish separately as the dxα ∧ dxj are
linearly independent and so the coefficient of each must be zero and thus C012 = C
0
13 =
C023 = C
0
01 = C
0
02 = C
0
03 = 0 and thus C
0
αβ = 0. Similarly using Eqs. (A.2), (A.11),
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(A.13) and (A.15)
dβ1 ∧ dt = ∂β
1
∂dx1
dx1 +
∂β1
∂dx2
dx2 +
∂β1
∂dx3
dx3 ,
= dθ1 = −C10iθ0 ∧ θi − C1ijθi ∧ θj ,
= −C101dt ∧ dx1 − C102dt ∧ dx2 − C103dt ∧ dx3 ,
−C112
[
dx1 ∧ dx2 + β2dx1 ∧ dt− β1dx2 ∧ dt] ,
−C113
[
dx1 ∧ dx3 + β3dx1 ∧ dt− β1dx3 ∧ dt] ,
−C123
[
dx2 ∧ dx3 + β3dx2 ∧ dt− β2dx3 ∧ dt] . (A.18)
Again, in order for this relation to be satisfied, C112 = C
1
13 = C
1
23 = 0 and C
1
01 =
∂β1
∂x1
,
C102 =
∂β1
∂x2
, C103 =
∂β1
∂x3
. We deduce that Cm0i =
∂βm
∂xi
, Cmij = 0 and C
0
ij = 0. Using
Eq. (A.2) and that in the coframe Γ0ij =
1
2
1
N2
∂¯0hij , we obtain that
γ0ij = −
1
2N2
(
hil∂j(β
l) + hjl∂i(β
l)− ∂¯0hij
)
. (A.19)
Since from Eq. (4.7)
Kij ≡ −∇inj = γµijnµ = −Nγ0ij , (A.20)
Eq. (A.1) becomes
Kij =
1
2N
(hil∂j(β
l) + hjl∂i(β
l)− ∂¯0hij) . (A.21)
B 3+1 Decompositions
B.1 Einstein-Hilbert term
We can write the Einstein-Hilbert term R as its auxiliary equivalent ̺. Then we can use
the completeness relation Eq. (4.4) to show that
̺ = gµρgνσ̺µνρσ ,
= (hµρ − nµnρ) (hνσ − nνnσ) ̺µνρσ ,
= (hµρhνσ − nµnρhνσ − hµρnνnσ + nµnρnνnσ) ̺µνρσ ,
= (hµρhνσ − nµnρhνσ − hµρnνnσ) ̺µνρσ ,
= (ρ− 2Ω) , (B.1)
noting that the term with four nαs vanishes due to the antisymmetry of the Riemann tensor
in the first and last pair of indices (recall that ̺µνρσ has the same symmetry properties as
the Riemann tensor)
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B.2 Riemann Tensor
In this section we wish to show the contraction of the rest of the terms in Eq. (6.4) for the
sake of completeness. We have, from hhhh,
hαµh
β
νh
γ
ρh
λ
σ̺αβγλ
[−(N−1∂¯0)2 +hyp] ̺µνρσ
=
(
hiµe
α
i
) (
hjνe
β
j
)(
hkρe
γ
k
)(
hlσe
λ
l
)
̺αβγλ
[
− (N−1∂¯0)2 +hyp
]
̺µνρσ
=
(
hiµ
) (
hjν
) (
hkρ
)(
hlσ
)
ρijkl
[
− (N−1∂¯0)2 +hyp
]
̺µνρσ
= −N−2
[(
hime
m
µ
) (
hjne
n
ν
) (
hkxe
x
ρ
)(
hlye
y
σ
)]
ρijkl
[
− (N−1∂¯0)2 +hyp
]
̺µνρσ
= −N−2ρijkl
{
∂¯20
(
ρijkl
)
−∂¯0
[
̺µνρσ∂¯0
([(
hime
m
µ
) (
hjne
n
ν
) (
hkxe
x
ρ
)(
hlye
y
σ
)])]
−∂¯0
([(
hime
m
µ
) (
hjne
n
ν
) (
hkxe
x
ρ
)(
hlye
y
σ
)])
∂¯0 (̺
µνρσ)
}
+ρijkl
{
hyp
[
ρijkl
]
−Da
(
Da
[
emµ e
n
νe
x
ρe
y
σ
]
himh
j
nh
k
xh
l
y̺
µνρσ
)
−Da
[
emµ e
n
νe
x
ρe
y
σ
]
Da
(
himh
j
nh
k
xh
l
y̺
µνρσ
)}
(B.2)
which produced ρijklρ
ijkl and the terms which are the results of Leibniz rule. Next in
Eq. (6.4) is,
hαµh
β
νh
γ
ρn
λnσ̺αβγλ
(−(N−1∂¯0)2 +hyp) ̺µνρσ
=
(
hiµe
α
i
) (
hjνe
β
j
)(
hkρe
γ
k
)
nλnσ̺αβγλ
(−(N−1∂¯0)2 +hyp) ̺µνρσ
=
(
hime
m
µ
) (
hjne
n
ν
) (
hkxe
x
ρ
)
nλnσ̺ijkλ
(−(N−1∂¯0)2 +hyp) ̺µνρσ
=
(
hime
m
µ
) (
hjne
n
ν
) (
hkxe
x
ρ
)
nσρijk
(−(N−1∂¯0)2 +hyp) ̺µνρσ
= −N−2ρijk
{
∂¯20
(
ρijk
)
−∂¯0
[
̺µνρσ ∂¯0
([
hime
m
µ h
j
ne
n
νh
k
xe
x
ρnσ
])]
− ∂¯0
([
hime
m
µ h
j
ne
n
νh
k
xe
x
ρnσ
])
∂¯0 (̺
µνρσ)
}
+ρijk
{
hyp
[
ρijk
]
−Da
(
Da
[
emµ e
n
ν e
x
ρnσ
]
himh
j
nh
k
x̺
µνρσ
)
−Da
[
emµ e
n
ν e
x
ρnσ
]
Da
(
himh
j
nh
k
x̺
µνρσ
)}
(B.3)
with ρijk ≡ nµρijkµ. Here we produced ρijkρijk and the extra terms which are the results
of the Leibniz rule. Similarly we can find the contractions for different terms in Eq. (6.4).
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B.3 Ricci Tensor
In similar way as we did in the Riemann case we can find all the other contractions in the
expansion of Eq. (6.11) which we omitted. They are:
hρσhµκhνλhγδ̺ρµσν̺γκδλ
= (himeρi e
σ
m)(h
jneµj e
κ
n)(h
kxeνke
λ
x)(h
lyeγl e
δ
y)̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= (hjneκn)(h
kxeλx)(h
lyeγl e
δ
y)ρjk
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= −N−2ρjk
{
∂¯20(ρ
jk)− ∂¯0(̺γκδλ∂¯0[(hjneκn)(hkxeλx)(hlyeγl eδy)])
−∂¯0[(hjneκn)(hkxeλx)(hlyeγl eδy)]∂¯0̺γκδλ
}
+ρjk
{
hyp(ρ
jk)−Da(̺γκδλDa[(hjneκn)(hkxeλx)(hlyeγl eδy)])
−Da[(hjneκn)(hkxeλx)(hlyeγl eδy)]Da̺γκδλ
}
(B.4)
with (hjneκn)(h
kxeλx)(h
lyeγl e
δ
y)̺γκδλ = ρ
jk. Above we produced ρjkρ
jk plus other terms
that are results of the Leibniz rule. And,
hρσnµnκhνλhγδ̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= (hijeρi e
σ
j )n
µnκ(hkleνke
λ
l )(h
mneγme
δ
n)̺ρµσν
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= nκ(hkleλl )(h
mneγme
δ
n)ρk
(
− (N−1∂¯0)2 +hyp) ̺γκδλ
= −N−2ρk
{
∂¯20(ρ
k)− ∂¯0
(
̺γκδλ∂¯0[n
κhkleλl h
mneγme
δ
n]
)− ∂¯0[nκhkleλl hmneγmeδn]∂¯0̺γκδλ}
+ρk
{
hyp(ρ
k)−Da
(
̺γκδλD
a[nκhkleλl h
mneγme
δ
n]
)−Da[nκhkleλl hmneγmeδn]Da̺γκδλ}
(B.5)
where we used nµ̺µk = ρk and n
κhkleλl h
mneγmeδn̺γκδλ = n
κhkl̺κl = ρ
k. We produced
ρkρ
k plus other terms that are results of the Leibniz rule. We may also note that one can
write, ρij ≡ hklρikjl, ρ ≡ hikhilρijkl and ρi ≡ hjkρjik.
B.4 Generalisation from  to F()
In Eq. (6.5) for 2, we have,
Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
]

2̺µνρσ
= Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
] (−(N−1∂¯0)2 +hyp) (−(N−1∂¯0)2 +hyp) ̺µνρσ ,
= N−4Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
]
∂¯40̺
µνρσ
−N−2Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
]
∂¯20DaD
a̺µνρσ
+Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
]
DaD
a
[
− (N−1∂¯0)2] ̺µνρσ
+Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
]
DaD
aDbD
a̺µνρσ . (B.6)
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As a general rule we can write,
XDDDDY = D (XDDDY )−D(X)DDD(Y ) ,
= D (D(XDD(Y ))−D(X)DD(Y ))−D(X)DDD(Y ) ,
= DD(XDD(Y ))−D(D(X)DD(Y ))−D(X)DDD(Y ) ,
= DD (D(XD(Y ))−D(X)D(Y ))−D(D(X)DD(Y ))−D(X)DDD(Y ) ,
= DDD(XD(Y ))−DD(D(X)D(Y ))−D(D(X)DD(Y ))−D(X)DDD(Y ) ,
= DDD (D(XY )−D(X)Y )−DD(D(X)D(Y ))−D(D(X)DD(Y ))−D(X)DDD(Y ) ,
= DDDD(XY )−DDD(D(X)Y )−DD(D(X)D(Y )) ,
−D(D(X)DD(Y ))−D(X)DDD(Y ) , (B.7)
where X and Y are some tensors and D is some operator. Applying this we can write,
N−4Ωij
[
hixe
x
µnνh
j
ye
y
ρnσ
]
∂¯40̺
µνρσ
= N−4Ωij{∂¯40(Ωij)− ∂¯40
[
hixe
x
µnνh
j
ye
y
ρnσ
]
̺µνρσ − ∂¯30
[
hixe
x
µnνh
j
ye
y
ρnσ
]
∂¯0̺
µνρσ
−∂¯20
[
hixe
x
µnνh
j
ye
y
ρnσ
]
∂¯20̺
µνρσ − ∂¯0
[
hixe
x
µnνh
j
ye
y
ρnσ
]
∂¯30̺
µνρσ}+ · · · , (B.8)
where we dropped the irrelevant terms. We moreover can generalise the result of (B.7) and
write,
XD2nY = D2n(XY )−D2n−1(D(X)Y )−D2n−2(D(X)D(Y )) ,
−D2n−3(D(X)D2(Y ))− · · · −D(D(X)D2n−2(Y ))−D(X)D2n−1(Y ) . (B.9)
C Functional Differentiation
Given the constraint equation
2Ψij +
δf
δΩij
= 0, (C.1)
suppose that f = ΩF()Ω and F() = ∑∞n=0 fnn, where the coefficients fn are mass-
less 9. Then, using the generalised Euler-Lagrange equations, we have in the coframe (and
9Recall that the  term comes with an associated scale /M2.
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imposing the condition that δΩij = 0 on the boundary ∂M)
δf
δΩij
+
∂f
∂Ωij
−∇µ
(
∂f
∂(∇µΩij)
)
+∇µ∇ν
(
∂f
∂(∇µ∇νΩij)
)
+ · · ·
=
∂f
∂Ωij
+
(
∂f
∂(Ωij)
)
+2
(
∂f
∂(2Ωij)
)
+ · · ·
=
∂f
∂Ωij
+
∞∑
n=1

n
(
∂f
∂(nΩij)
)
= f0
∂(Ω2)
∂Ωij
+ f1
∂(ΩΩ)
∂Ωij
+ f1
(
∂(ΩΩ)
∂(Ωij)
)
+ f2
2
(
∂Ω2Ω
∂(2Ωij)
)
+ · · ·
= 2f0h
ijΩ+ f1h
ij
Ω+ f1(h
ijΩ) + · · ·
= 2f0h
ijΩ+ f1
[
hijΩ+ (Ω)hij
]
+ · · ·
= 2f0h
ijΩ+ 2f1h
ij
Ω+ · · ·
= 2hij (f0 + f1+ · · · )Ω
= 2hijF()Ω , (C.2)
where we have used that gij = hij = 0. Note also that:
f1
(
∂(ΩΩ)
∂(Ωij)
)
= f1
(∂(Ω[hmnΩmn])
∂(Ωij)
)
. (C.3)
So we can summarise the results and write,
δ(ΩΩ)
δΩij
=
∂(ΩΩ)
∂Ωij
+
(
∂(ΩΩ)
∂(Ωij)
)
= hijΩ+(hijΩ) =
[
hijΩ+Ωhij
]
= 2hijΩ . (C.4)
δ(ΩijΩ
ij)
δΩij
=
∂(ΩijΩ
ij)
∂Ωij
+
(
∂(ΩijΩ
ij)
∂(Ωij)
)
= Ωij +Ωij = 2Ωij . (C.5)
δ(ρΩ)
δΩij
= 
(
∂(ρΩ)
∂(Ωij)
)
= (ρhij) = hijρ . (C.6)
δ(ρijΩ
ij)
δΩij
= 
(
∂(ρijΩ
ij)
∂(Ωij)
)
= ρij . (C.7)
δ(Ωρ)
δΩij
=
∂(Ωρ)
∂Ωij
= hijρ . (C.8)
δ(Ωijρ
ij)
δΩij
=
∂(Ωijρ
ij)
∂Ωij
= ρij . (C.9)
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and generalise this to:
δ
(
ΩF()Ω)
δΩij
= 2hijF()Ω, δ
(
ΩijF()Ωij
)
δΩij
= 2F()Ωij , (C.10)
δ
(
ρF()Ω)
δΩij
= hijF()ρ, δ
(
ρijF()Ωij
)
δΩij
= F()ρij , (C.11)
δ
(
ΩF()ρ)
δΩij
= hijF()ρ, δ
(
ΩijF()ρij
)
δΩij
= F()ρij . (C.12)
D Riemann tensor components in ADM gravity
Using the method of [61], we can find the Riemann tensor components. The Christoffel
symbols for the ADM metric in Eq. (4.1) are
Γij0 = Γi0j = −NKij +Djβi
Γijk =
(3)Γijk
Γ000 =
1
N
(
N˙ + βi∂iN − βiβjKij
)
Γ00i = Γ
0
i0 =
1
N
(
∂iN − βjKij
)
Γi0j = Γ
i
j0 = −
βi∂jN
N
−N
(
hik − β
iβk
N2
)
Kkj +Djβ
i
Γ0ij = −
1
N
Kij
Γijk =
(3)Γijk +
βi
N
Kjk (D.1)
where Kij is the extrinsic curvature given by (4.7) and in the ADM metric, N is the lapse,
βi is the shift and hij is the induced metric on the hypersurface. Now we can find the
Riemann tensor components
Rijkl = giρ∂kΓρlj − giρ∂lΓρkj + ΓikρΓρlj − ΓilρΓρkj
= −βi∂k
(
1
N
Kjl
)
+ him∂k
(
(3)Γmjl +
βm
N
Kjl
)
− 1
N
Kjl (−NKik +Dkβi)
+(3)Γikm
(
(3)Γmlj +
βm
N
Klj
)
− (k ↔ l)
= Rijkl +KikKjl −KilKjk
(D.2)
where Rijkl is the Riemann tensor of the induced metric on the hypersurface. Then
nµRµijk = −N
(
∂jΓ
0
ki + Γ
0
jρΓ
ρ
ki
)− (j ↔ k)
= ∂jKki +
(3)ΓmkiKjm − (j ↔ k)
= DjKki −DkKji (D.3)
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Relabelling the indices, we obtain that
nµRijkµ = DjKki −DiKjk (D.4)
Finally, we have that
nµRµi0j = nµ
(
∂0Γ
µ
ji − ∂jΓµ0i + Γµ0ρΓρji − ΓµjρΓρ0i
)
= K˙ij +DiDjN +NKi
kKkj −Dj
(
Kikβ
k
)
−KkjDiβk (D.5)
Hence
nµnνRµiνj = n0nµRµi0j + nknµRµikj
=
1
N
(
K˙ij +DiDjN +NKi
kKkj −Dj
(
Kikβ
k
)
−KkjDiβk
)
+
βk
N2
(DjKki −DkKji)
=
1
N
(
K˙ij +DiDjN +NKi
kKkj −£βKij
)
(D.6)
where £βKij ≡ βkDkKij +KikDjβk +KjkDiβk. Therefore overall, we have
Rijkl ≡ KikKjl −KilKjk +Rijkl , (D.7)
Rijkn ≡ nµRijkµ = DjKik −DiKjk , (D.8)
Rinjn ≡ nµnνRiµjν = N−1
(
∂tKij −£βKij
)
+KikK
k
j +N
−1DiDjN , (D.9)
D.1 Coframe
Since in the coframe slicing Eq. (4.12) we have g0i = g0i = 0, therefore from Eq. (4.2),
we also have ni = ni = 0 (n0 and n
0 stay the same as in Eq. (4.2)). Then the Christoffel
symbols become 10
Γ000 =
1
2
g0µ
(
∂¯0gµ0 + ∂¯0g0µ − ∂µg00
)
=
1
2
g00∂0g00 =
1
2
(
− 1
N2
)
∂0
(−N2)
=
∂0N
N
, (D.10)
Γ00i = Γ
0
i0 =
1
2
g0µ
(
∂¯0gµi + ∂igµ0 − ∂µgi0
)
=
1
2
g00∂ig00 =
1
2
(−1
N2
)
∂i
(−N2) (D.11)
=
∂iN
N
,
10In the coframe slicing when we write ∂µ we mean that ∂µ is ∂¯0 when µ = 0 and ∂µ is ∂i when µ = i.
– 31 –
Γi00 =
1
2
giµ
(
∂¯0gµ0 + ∂¯0gµ0 − ∂µg00
)
= −1
2
gij∂jg00 = −1
2
hij∂j
(−N2)
= Nhij∂jN, (D.12)
Γij0 =
1
2
giµ
(
∂¯0gµj + ∂jgµ0 − ∂µgj0
)
(D.13)
=
1
2
gik
(
∂¯0gkj
)
=
1
2
hik∂¯0hjk, (D.14)
Γ0ij =
1
2
g0µ (∂jgµi + ∂igµj − ∂µgij)
= −1
2
g00∂¯0gij = −1
2
(−1
N2
)
∂¯0hij
=
1
2
1
N2
∂¯0hij , (D.15)
Γijk =
1
2
giµ (∂jgµk + ∂kgµj − ∂µgkj)
=
1
2
hil (∂jhlk + ∂khlj − ∂lhjk) . (D.16)
To summarise
Γ000 =
∂0N
N
, Γ00i =
∂iN
N
,
Γi00 = Nh
ij∂jN, Γ
i
j0 =
1
2
hik∂¯0hjk,
Γ0ij =
1
2
1
N2
∂¯0hij , Γ
i
jk =
1
2
hil (∂jhlk + ∂khlj − ∂lhjk) . (D.17)
Then using Eq. (4.16) and Eq. (4.17), we can find the γµνρs, the analogues of the Christoffel
symbols in the coframe.
γijk = Γ
i
jk, γ
i
0k = −NKik, γij0 = −NKik + ∂jβi, γ0ij = −N−1Kij,
γi00 = N∂
iN, γ00i = γ
0
i0 = ∂i logN, γ
0
00 = ∂0 logN (D.18)
Then using the same method as in Eq. (D.2),
Rijkl = giρ∂kγρlj − giρ∂lγρkj + γikργρlj − γilργρkj
= Rijkl +KikKjl −KilKjk (D.19)
Next
R0ijk = −N2
(
∂jγ
0
ki + γ
0
jργ
ρ
ki
)− (j ↔ k)
= N (DjKki −DkKji) (D.20)
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Finally we have that in the coframe,
R0i0j = −N2
(
∂¯0γ
0
ji − ∂jγ00i + γ00ργρji − γ0jργρ0i
)
= N
(
∂¯0Kij +NKi
kKkj +DiDjN
)
(D.21)
Hence the non-vanishing components of the Riemann tensor in the coframe, namely the
Gauss, Codazzi and Ricci tensor, become:
Rijkl = KikKjl −KilKjk +Rijkl ,
R0ijk = N(DjKki −DkKji) ,
R0i0j = N(∂¯0Kij +NKikK kj +DiDjN ), (D.22)
where Kij is the extrinsic curvature of the hypersurface, given in the coframe by Eq. (4.25)
and Rijkl is the Riemann tensor of the induced metric on the hypersurface.
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