In this paper we study the solution of stable generalized Lyapunov matrix equations with large-scale, dense coe cient matrices. Our iterative algorithms, based on the matrix sign function, only require scalable matrix algebra kernels which are highly ecient on parallel distributed architectures. This approach avoids therefore the di cult parallelization of direct methods based on the QZ algorithm. The experimental analysis reports a remarkable performance of our solvers on an ibm sp2 platform.
Introduction Consider the generalized Lyapunov equation
A T XE + E T XA + Q = 0; (1) where A; E; X; Q 2 IR n n , Q = Q T , and X = X T is the unknown matrix. Lyapunov equations are of fundamental importance in many analysis and synthesis algorithms in control theory. They arise naturally in linear control problems driven by linear autonomous rst-order ordinary di erential equations (ODE). As many methods of nonlinear control use the linear system obtained from a linearization of the nonlinear ODE around a working point, these methods also require the sound and e cient Hereafter, we assume that E is nonsingular and hence, A? E is a regular matrix pencil, that is det(A ? E) 6 0 for some complex scalar ( 2 C). Additionally, we assume i + j 6 = 0 for all i ; j 2 (A; E), where (A; E) := f 2 C f1g : = = ; det( A ? E) = 0; with = 1 if = 0g denotes the generalized spectrum of A ? E. These assumptions guarantee (and are necessary) that (1) has a unique solution 20]. Moreover, they also imply the nonsingularity of A and that all eigenvalues of A ? E are nite.
The matrix pencil A ? E is called stable if all its eigenvalues are contained in the open left half plane, denoted by (A; E) C ? . This property holds for most applications we are interested in, and ensures the feasibility of our solvers based on the matrix sign function. The property will be assumed throughout this paper and the associated Lyapunov equation will be called stable Lyapunov equation (the anti-stable case, i.e., (A; E) C ? , can be treated analogously 4]). Moreover, if Q is positive/negative (semi-)de nite, then the solution X of (1) is also positive/negative (semi-)de nite 20, 23] . We say then that the equation is a (semi-)de nite generalized Lyapunov equation.
Numerical solution methods for generalized Lyapunov equations are studied in 12, 23] . The methods investigated there are generalizations of the BartelsStewart method 3] and Hammarling's algorithm 14] introduced for standard Lyapunov equations (E = I n ). Note that Hammarling's algorithm is only applicable for (semi-)de nite Lyapunov equations. The initial stage in all these methods is the application of the QZ algorithm 13] (or the QR algorithm 13] if E = I n ) to the matrix pencil A ? E. This is followed by a quite less expensive back substitution process. The parallelization of back substitution stage on shared memory multiprocessors is analyzed in 18]. The need for parallel computing in this area can be seen from the fact that already for a system with state-space dimension n = 1000, (1) represents a set of linear equations with 505000 unknowns (having already exploited the symmetry of X). Systems of such a dimension driven by ODEs are not uncommon in chemical engineering applications, are standard for second order systems, and represent rather coarse grids when derived from the discretization of a PDE; see, e.g., 11, 21, 26] .
Several experimental studies, based on block scattered distributions, report the di culties in parallelizing the double implicit shifted QR algorithm on parallel distributed multiprocessors 16 ]. An attempt to increase the granularity employs the multishift techniques 32, 17] . A di erent approach relies on a block Hankel distribution 16], which improves the balancing of the computational load. Nevertheless, the parallelism and scalability of these parallel QR algorithms are still far from those of matrix factorizations, triangular linear systems solvers, etc. (see, e.g., 5, 8] ). Although the parallelization of the QR algorithm has been thoroughly studied (see 16, 17] and the references therein), in order to solve (1) we need instead the QZ algorithm. We are not aware of any parallel implementation of this algorithm so far, probably due to its higher complexity. Moreover, since both the QR and the QZ algorithms are composed of the same type of ne-grain computations, similar parallelism and scalability results are to be expected from the QZ algorithm.
In this paper we study a di erent approach, based on the matrix sign function, for solving stable generalized Lyapunov matrix equations. The computation of the matrix sign function only requires well-known matrix kernels (matrix product and matrix inversion) which are highly e cient on parallel architectures 5]. We have chosen this method as it has proved its e ciency for some basic linear algebra computations involving medium-size matrices (i.e., of order O( 10 3 )) and has therefore been chosen as one of the basic algorithms in ScaLAPACK 5] . Moreover, it has also shown its e ciency for parallel control-relevant computations; see, e.g., 21 , 11].
In Section 2 we review the algorithms suggested in 4] for solving stable generalized Lyapunov equations with the matrix sign function. The algorithms and a brief study of the computational and communication cost are described in Section 3. In Section 4 we analyze the performance of our parallel solvers on an ibm sp2 parallel distributed architecture. Concluding remarks are given in Section 5.
Solving Lyapunov Equations with the Matrix Sign Function
In this section we brie y summarize two methods, presented in 4], for solving stable generalized Lyapunov equations by means of the matrix sign function.
The matrix sign function of a matrix Z 2 IR n n , with no eigenvalues on the imaginary axis, can be de ned via the Jordan decomposition of Z, 
It is shown in 25] that sign (Z) = lim k!1 Z k .
Although the convergence of the Newton iteration is globally quadratic, the initial convergence may be slow. Accelerating the Newton iteration is possible, e.g., via determinantal scaling 6] 
The stable case
The sign function method was rst introduced by Roberts 25] in order to solve stable Sylvester and Lyapunov matrix equations, with E = I n , and algebraic Riccati equations.
In the generalized case, when A ? E is stable, we can use the generalized Newton iteration (4) ? Q k + E T A ?T k Q k A ?1 k E ; k = 0; 1; 2; : : : (6) such that X = 
where C 2 IR r n . In this case, the solution matrix X can also be written in factored form, X = Y T Y , as X is semide nite. In many applications, the Cholesky factor Y of X is required rather than the solution X itself, see, e.g., 14, 15, 28] . A generalization of Hammarling's algorithm as proposed in 23] computes this factor without forming the product C T C and the solution X explicitly. The advantage of working with Y instead of X is that the condition number of X can be up to the square of that of Y . Hence, using Y , subsequent computations are usually performed with higher accuracy, in particular if X is ill-conditioned.
The method presented in the previous subsection can be modi ed in order to compute the Cholesky factor of X directly. Consider the iteration for Q in (6) . Suppose Q = C T C, this iteration can be re-written as
for k = 0; 1; 2; : : :: (8) Thus, in the resulting algorithm the current iterate C k is augmented at each iteration by the product C k A ?1 k E.
The implementation of Hammarling's algorithm in 23] requires a work array of dimension at least n n for C if it is supposed to be overwritten by Y . This suggests to use (8) only as long as 2 k r < n=2 which is also the bound for which the original iteration (6) becomes cheaper than (8) 4]. This bound is given by k > j log 2 n r k := k switch ; (9) where b x c denotes the integer part of x. If k has reached the bound given above, we propose to form the augmented matrix C k+1 = C T k ; (C k A ?1 k E) T ] T 2 IR 2s k n , where C k 2 IR s k n and s 0 = r.
Then from its QR factorization,
where r k+1 := rank C k+1 , it follows that C T k+1 C k+1 = 1 2 R T k+1 R k+1 . Hence we can set C k+1 := R k+1 = p 2 and s k+1 := r k+1 . Note that in order to obtain the Cholesky factor of X, a QR factorization of C k+1 has to be computed at convergence even if k does not reach the bound in (9) . In order to determine the rank ofC k+1 correctly, it may be more reasonable to employ a QR factorization with column pivoting 13] or even a rank-revealing QR (RRQR) factorization 7]. This is also described in detail in 4].
We can employ the same stopping criterion in both cases. The convergence lim k!1 A k = ?E suggests the stopping criterion kA k + Ek 1 tol kEk 1 (10) for a user-de ned tolerance tol. An appropriate procedure in practice 4] is to use tol = 10 n p " (" is the machine precision), and perform two additional iteration steps after the stopping criterion is satis ed. Due to the quadratic convergence of the Newton iteration, this is usually enough to reach the attainable accuracy.
Serial and Parallel Algorithms
We rst describe the serial generalized Lyapunov solvers based on the matrix sign function. Algorithm 1 is obtained by the iterative scheme in (6) employing determinantal scaling.
Algorithm 1 sige]
Input: A; E; Q 2 IR n n with Q = Q T , (A; E) C ? . Output: Solution X 2 IR n n of (1). The most expensive computations involved in Algorithms sige and sigs in terms of ops ( oating-point arithmetic operations) are LU factorizations, triangular linear systems, and matrix products. Algorithm sigs also involves a (rank-revealing) QR factorization. The QR factorization with column pivoting (QRP) 13] can be employed in practice as an RRQR factorization. ops. Roughly speaking, ten iterations (Step 2) of (6) are about as expensive as solving (1) by the generalized Bartels-Stewart method 12, 23] . It can be observed that convergence of (6) or (8) often requires 7{10 iterations. All these methods require approximately the same amount of work space.
The parallelization of matrix algebra kernels on parallel distributed architectures has been actively analyzed in recent years. Matrix (LU) factorizations, triangular linear system solvers, and matrix products are highly parallel and scalable 5, 8] . The parallel performance of the QRP is similar to the BLAS-2 LU factorization.
Our parallel algorithms are implemented by means of the parallel matrix algebra building blocks in ScaLAPACK 5] . In this parallel library, the matrices are cyclically distributed by blocks among a p r p c mesh of processors; for scalability purposes, we only employ square topologies (p r = p c ). Table 2 . Lower order expressions and load imbalance communication and computation costs due to the block distribution block size are neglected.
A theoretical performance model, based on the costs in Table 1 , can be constructed for our parallel solvers. For example, the total cost of one iteration of shows the e ciency of the parallel algorithm as the problem size is increased.
Experimental Results
In this section we compare the performance of the generalized Lyapunov matrix solvers. In our examples, the computed solution is obtained with the accuracy that could be expected from the conditioning of the problem as implied by the coe cient matrices A; E; Q and the solution X from (1). Roughly speaking, this condition number is proportional to the 2-norm condition number of W := (E T A T ) + (A T E T ); for details and numerical examples demonstrating the numerical reliability of the proposed algorithms see 4].
All experiments were performed using Fortran 77 and ieee double-precision arithmetic (" 2:2 10 ?16 ) on an ibm sp2 platform with 80 sp2 rs6000 nodes at 120 MHz, and 256 MBytes RAM per processor. In our tests, each node obtained around 200 M ops for the matrix product (routine DGEMM). Internally, the nodes are connected by a tb3 high performance switch, with latency = 31 10 ?6 sec. and bandwith ?1 90 MBytes/sec. We use the native BLAS, and LAPACK, BLACS, and ScaLAPACK libraries 1, 5] to ensure the portability of the algorithms.
We generate random matrices A = V n diag ( 1 ; : : : ; n ) W n , E = V n W n , where the scalars i , 1 i n, are uniformly distributed in ?10; 0), W n is an n n lower triangular matrix with all unit entries, and V n is an n n matrix with unit entries on and below the anti-diagonal and all other entries equal to zero. Then, C is generated as a random r n matrix and Q = C T C. Notice that the convergence criteria used in our algorithms does not involve the right-hand side matrices C or Q.
The execution time per iteration of the Lyapunov solvers based on the matrix sign function does not depend on the characteristics/structure of the matrix. Hence, this simple example allow us to analyze the degree of parallelism of our approach.
In our rst experiment we compare the execution time of direct methods (the Bartels-Stewart method, bt-st, and Hammarling's algorithm, hamm) with the it-erative Lyapunov solvers based on the matrix sign function. The execution time of the matrix sign function solvers depends on the number of iterations required to converge. In this experiment we perform 10 iterations of the matrix sign function schemes, so that the theoretical cost of the direct methods and the iterative methods is similar. Figure 1 shows that, in practice, serial solvers based on matrix sign function perform much better than expected due to the highly e cient implementation of their computational kernels. Our experiments reported a better performance of the serial solvers based on the matrix sign function even when 20 iterations were required. 300 400 500 600 700 800 900 1000 In our next experiment we evaluate the performance of the parallel solvers sige and sigs. Unfortunately, we are not aware of any parallel implementation of the QZ algorithm and therefore a comparison with direct methods can not be given. In Figure 2 we report the execution time of the parallel solvers on 2 2, 3 3, and 4 4 processors, with r = 1, n=2, and n. In the semide nite case, when the rank of Q is low (r n), solving the Lyapunov equation for the Cholesky factor is more e cient than solving the equation for the explicit solution X. Otherwise, the high overhead of sigs may only be justi ed by a signi cant gain in numerical accuracy. As we can not compute the serial execution time, and therefore the speed-up, for larger problems, we analyze instead the scalability of the parallel algorithms. We x the memory requirements per node of the solvers to n=p = 500 and 750. We then obtain the mega op ratio per node dividing the theoretical cost (in ops) of the algorithm by the execution time; the ratio considers both the computational and communication costs of the algorithms. The bottom right plot in Figure 2 reports the scalability of the algorithms. The performance is slightly degraded as the number of processors gets larger, and the results agree with those of the basic building blocks (LU factorization, triangular linear systems, etc.)
Concluding Remarks
We have studied the parallelism of two numerical methods for solving stable generalized Lyapunov matrix equations. Our new solvers, based on the matrix sign function, are currently the only feasible approach for solving these equations when the coe cient matrices are large and dense. Moreover, these algorithms only require scalable matrix algebra kernels which are highly e cient on parallel distributed architectures. We use standard libraries enhances the portability of the algorithms.
The experimental results on an ibm sp2 platform show the advantage of the serial algorithms over the standard approaches based on the QZ algorithms (the Bartels-Stewart method and Hammarling's algorithm) and the performance and scalability of our new parallel solvers.
