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Abstract
We study the linear differential equation (P ): y′′(x)+f (x)y(x) = 0, on I = (0,1), where the coefficient
f (x) is strictly positive and continuous on I , and satisfies the Hartman–Wintner condition at x = 0. The
four main results of the paper are: (i) a criterion for rectifiable oscillations of (P ), characterized by the
integrability of 4
√
f (x) on I ; (ii) a stability result for rectifiable and unrectifiable oscillations of (P ), in
terms of a perturbation on f (x); (iii) the s-dimensional fractal oscillations (for which we assume also
f (x) ∼ cx−α when x → 0, α > 2, and s = max{1,3/2 − 2/α}); and (iv) the co-existence of rectifiable
and unrectifiable oscillations in the absence of the Hartman–Wintner condition on f (x). Explicit examples
related to the above results are given.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main problem
Let I = (0,1) be the open unit interval, with the closure I¯ = [0,1]. Let y(x) be a real function
defined and continuous on I¯ , that is, y ∈ C(I¯ ). We are interested in solutions of the second-order
linear differential equation
y′′(x) + f (x)y(x) = 0 on I, y ∈ C2(I ) ∩ C(I¯ ). (1)
* Corresponding author.
E-mail addresses: mankwong@polyu.edu.hk (M.K. Kwong), mervan.pasic@fer.hr (M. Pašic´),
jsww@chinneyhonkwok.com (J.S.W. Wong).0022-0396/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2008.05.016
2334 M.K. Kwong et al. / J. Differential Equations 245 (2008) 2333–2351We assume that the coefficient f (x) is a sufficiently smooth and positive function on I (and it
may be singular at x = 0, see Lemma 1.1 below), and satisfies the Hartman–Wintner condition
lim
ε→0
1∫
ε
1
4√f (x)
∣∣∣∣
(
1
4√f (x)
)′′∣∣∣∣dx < ∞. (2)
A classical example for such a coefficient is the Euler type coefficient f (x) = λx−α , where
λ > 0, α > 2, and x ∈ I .
Differential equations with coefficients satisfying the Hartman–Wintner condition on (0,∞)
have also been studied. See, for example, [1] and [5].
We recall that a real function y = y(x) is said to be oscillatory (resp., nonoscillatory) on an
open interval J ⊆ R if it has an infinite (resp., a finite) number of zeros in J . Eq. (1) is said
to be oscillatory (resp., nonoscillatory) on J if all its non-trivial solutions are oscillatory (resp.,
nonoscillatory) on J .
The first lemma lists several basic facts concerning the oscillatory property of Eq. (1). The
proofs, being well known, are omitted.
Lemma 1.1. Let f ∈ C2((0,1]) and f (x) > 0 on I .
(i) (A nonoscillation property) For any open interval J ⊆ I such that 0 /∈ J¯ , Eq. (1) is nonoscil-
latory on J .
(ii) (A necessary condition for oscillation) If Eq. (1) is oscillatory on I , then f (x) must be
singular at x = 0 in the sense that limx→0 f (x) = ∞.
(iii) (A sufficient condition for oscillation) If f (x) satisfies the lower growth condition,
f (x) λ0x−2, where x ∈ I and λ0 > 1/4,
then Eq. (1) is oscillatory on I . Each solution y of Eq. (1) is either convex or concave
between any two of its consecutive zeros.
Next, we are interested in whether the graph G(y) = {(t, y(t)): 0 t  1} ⊆ R2 of a function
y ∈ C(I¯ ) (considered as a continuous curve in R2) has finite length or not. The length of G(y),
denoted by length(G(y)), is defined, as usual, by
length
(
G(y)
)= sup m∑
i=1
∥∥(ti , y(ti))− (ti−1, y(ti−1))∥∥2,
where the supremum is taken over all partitions 0 = t0 < t1 < · · · < tm = 1 of the interval I¯ , and
‖ ‖2 denotes the norm in R2. In the case when y is differentiable, length(G(y)) can be calculated
using the formula (12) given below. It is clear that any continuous function on an infinite interval
must be of infinite length. However, if the continuous function y(x) is oscillatory in a finite
interval, then length(G(y)) can be finite or infinite. For instance, if y1(x) = x2 sin(1/x) and
y2(x) = x sin(1/x), then length(G(y1)) is finite, but length(G(y2)) is infinite. This is true even
for the continuous nonoscillatory functions on a finite interval. As an example, when y(x) = xq ,
q > 0, length(G(y)) is finite. On the other hand, if y(0) = 0 and y(x) = xp + xq(1 + cos(1/x))
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the graphs of xp and xp + 2xq , the point x = 0 is the only zero of y(x) in I¯ . The well-known
Weierstrass example of a continuous but nowhere differentiable function on a finite interval has
also infinite length, see [2] and [4].
Definition 1.2. If length(G(y)) < ∞, then the graph G(y) is said to be a rectifiable curve in R2.
Otherwise, G(y) is said to be an unrectifiable curve in R2. An oscillatory function y = y(x) on
I is said to be rectifiable (resp., unrectifiable) oscillatory on I , if its graph G(y) is a rectifiable
(resp., unrectifiable) curve in R2. Eq. (1) is said to be rectifiable (resp., unrectifiable) oscillatory
on I , if all its non-trivial solutions are rectifiable (resp., unrectifiable) oscillatory on I .
It is well known (see, for instance, [17] and [18]), that the Euler differential equation y′′(x)+
λx−2y(x) = 0, λ > 1/4, is oscillatory on any open interval J ⊆ R, when either J is unbounded or
0 ∈ J¯ . Since its general solution is explicitly given by y(x) = c1y1(x)+ c2y2(x), where y1(x) =√
x cos(ρ lnx) and y2(x) = √x sin(ρ lnx), with ρ = √λ − 1/4, it is not difficult to check that
the Euler differential equation is rectifiable oscillatory on I . In [12] and [20], it was proved that
its generalization, y′′(x) + λx−αy(x) = 0, λ > 0, is rectifiable oscillatory on I when α ∈ [2,4)
and unrectifiable oscillatory on I when α  4. See also Example 1.5 below. This result has been
further generalized in [20] as Theorem 1.3 below.
In the case of the differential equation y′′(x) + λx−4y(x) = 0, λ > 0, we have the general
solution y(x) = c1y1(x) + c2y2(x), where y1(x) = x cos(
√
λ/x) and y2(x) = x sin(
√
λ/x). All
non-trivial solutions y(x) are unrectifiable oscillatory on I , see Theorem 1.3 below, which is
equivalent to y′ /∈ L1(0,1), see Lemma 2.1. In particular,
lim
x→0y(x) = 0 and limx→0
∣∣y′(x)∣∣= ∞. (3)
Solutions satisfying conditions (3) are called “Black Hole Solution,” a term introduced by Jaroš
and Takasi [7, p. 491]. In astrophysics, the independent value x represents the radial distance
from the center of a star constellation and the dependent value often represents the pressure which
is related by Newton’s law to the density of spherically symmetrical distributed configurations.
These results concerning Euler type equations are summarized below.
Theorem 1.3. Let f ∈ C2((0,1]) and f (x) > 0 on I . Suppose f (x) satisfies the Hartman–
Wintner condition (2), and for some α > 2, limx→0 xαf (x) = λ > 0.
(i) Eq. (1) is rectifiable oscillatory on I if α ∈ (2,4).
(ii) Eq. (1) is unrectifiable oscillatory on I if α  4.
Our first main result in this paper improves the above results further by replacing the pointwise
oscillation criterion in Theorem 1.3 with an integral criterion.
Theorem 1.4. Let f ∈ C2((0,1]) and f (x) > 0 on I . Suppose f (x) satisfies the Hartman–
Wintner condition (2).
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lim
ε→0
1∫
ε
4
√
f (x) dx < +∞. (4)
(ii) Eq. (1) is unrectifiable oscillatory on I if
lim
ε→0
1∫
ε
4
√
f (x) dx = +∞. (5)
In other words, under the assumption of the Hartman–Wintner condition (2), Eq. (1) is recti-
fiable oscillatory if and only if (4) holds. The proofs of conclusions (i) and (ii) of this theorem
will be given in Sections 2 and 3, respectively.
The next example contains some results on rectifiable and unrectifiable oscillations proved
recently in [12] and [20]. They can now be established as a straightforward application of Theo-
rem 1.4.
Example 1.5. Consider the Euler type equation (P )α : y′′(x)+ λx−αy(x) = 0 on I , where λ > 0
and α > 2. It is easy to check that the f (x) = λx−α satisfies the Hartman–Wintner condition (2).
Also,
lim
ε→0
1∫
ε
4
√
f (x) dx < +∞ if and only if α < 4.
Hence, by means of Theorem 1.4, we conclude that (P )α is rectifiable oscillatory on I when
α ∈ (2,4) and unrectifiable oscillatory on I when α  4.
The next two examples illustrate further applications of Theorem 1.4.
Example 1.6. Consider the equation
y′′(x) + (λ − logx)
−β
xα
y(x) = 0, (6)
where λ, α, and b are given positive numbers. It is easy to verify that the Hartman–Wintner con-
dition is satisfied when α > 2. When α < 4, condition (4) holds and so the equation is rectifiable
oscillatory. When α > 4, condition (5) holds and so the equation is unrectifiable oscillatory. For
the critical value α = 4, the equation is rectifiable oscillatory, if and only if β > 4.
Example 1.7. Consider the so-called chirp-equation,
y′′(x) +
(
δ2
2δ+2 +
1 − δ2
2
)
y(x) = 0 on I, (7)x 4x
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tion (2). Furthermore,
lim
ε→0
1∫
ε
4
√
f (x) dx < +∞ if and only if δ < 1.
Hence, Eq. (7) is rectifiable oscillatory on I if δ ∈ (0,1) and unrectifiable oscillatory on I if
δ  1.
The solutions of (7) have been used to model the so-called chirp-like behaviours, which are
important in the time-frequency analysis and modulation in the multifractal formalism of signal
processing, see, for example, [6].
Our next result establishes the stability of rectifiable oscillation under a class of perturbations
of the coefficient f (x).
Theorem 1.8. Let f ∈ C2((0,1]), f (x) > 0, and satisfy condition (2). We consider the perturbed
equation,
y′′(x) + (f (x) + p(x))y(x) = 0 on I, (8)
where p(x)/
√
f (x) ∈ L1(I ).
(i) Eq. (8) is rectifiable oscillatory on I if (4) is satisfied.
(ii) Eq. (8) is unrectifiable oscillatory on I if (5) is satisfied.
The proof of this theorem will be given in Sections 2 and 3. As the first application of this re-
sult, we can show rectifiable oscillation for a slightly general class of linear differential equations
than (7).
Example 1.9. Let 0 < δ < 1, λ > 0, μ ∈ R, and
y′′(x) +
(
λ
x2δ+2
+ μ
x2
)
y(x) = 0 on I. (9)
This equation generalizes the chirp-equation (7). As in the previous example, the coeffi-
cient f (x) = λx−2δ−2 satisfies conditions (2) and (4). Also, for p(x) = μx−2, we have
p(x)/
√
f (x) = (μ/√λ)xδ−1 ∈ L1(I ), since 0 < δ < 1. The rectifiable oscillation of (9) now
follows from Theorem 1.8.
As another application of Theorem 1.8, we can prove the rectifiable oscillation on I for an
important logarithm perturbation of the Euler differential equation, see also [13].
Example 1.10. Let 2 < α < 4, β > 0, λ > 0, μ ∈ R, and let J = (0, a), with a < 1. Consider
the following generalization of the Euler differential equations (the so-called Riemann–Weber
equations; see, for instance, [13])
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(
λ
xα
+ μ sinx| lnx|β
)
y(x) = 0 on J. (10)
We note that when λ < μ the coefficient of the differential equation (10) can be negative. This
shows that Theorem 1.8 widens the scope of the integral criterion for rectifiable oscillation in
Theorem 1.4.
On the other hand, since p(x) can assume arbitrarily large negative values, one cannot ex-
pect to establish pointwise comparison type criteria for rectifiable oscillation such as the Kneser
criteria for ordinary oscillation, i.e. f (x) λ/x2, λ > 1/4. See also Example 5.1.
As in Example 1.5, f (x) = λx−α satisfies conditions (2) and (4). Also, with p(x) =
μ sinx| lnx|−β , we have p(x)/√f (x) ∈ L1(J ), since 2 < α < 4 and β > 0. The rectifiable os-
cillation of (10) on J follows from Theorem 1.8.
Curves in R2 are also known as fractals and we wish to study the unrectifiable oscillation of
Eq. (1) from the fractal geometry point of view, see e.g. [15]. More precisely, the unrectifiable
oscillation of solutions y of Eq. (1) established in Theorems 1.3 and 1.4 can be described using
the asymptotic behaviour of |Gε(y)| when ε goes to 0, where |Gε(y)| denotes the Lebesgue
measure of the ε-neighbourhood Gε(y) of the graph G(y) which is defined, as usual, by
Gε(y) =
{
(t1, t2) ∈ R2: d
(
(t1, t2),G(y)
)
 ε
}
.
Here ε > 0 and d((t1, t2),G(y)) denotes the distance from (t1, t2) to G(y). It can be realized by
calculating the upper Minkowski–Bouligand dimension (see [11]) of the graph G(y),
dimM G(y) = lim sup
ε→0
(
2 − log |Gε(y)|
log ε
)
,
as well as the s-dimensional upper Minkowski content of G(y),
Ms
(
G(y)
)= lim sup
ε→0
(2ε)s−2
∣∣Gε(y)∣∣, s ∈ [1,2).
It is known, see [4, Chapter 5.2], [10, Chapter 5.5] and [19, Chapter 9], that if length(G(y))
is finite then dimM G(y) = 1 and 0 < M1(G(y)) < ∞. On the other hand, if length(G(y)) is
infinite, then dimM G(y) may take any real value s from the interval [1,2), and Ms(G(y)) may
be 0, ∞, or any real number from (0,∞). We will use the following definition introduced in [14].
Definition 1.11. Let s ∈ [1,2). A graph G(y) is said to be an s-set in R2 if dimM G(y) = s
and 0 < Ms(G(y)) < ∞. An oscillatory function y = y(x) on I is said to be the s-dimensional
fractal oscillatory on I if its graph G(y) is an s-set in R2. An oscillatory linear differential
equation y′′(x) + f (x)y(x) = 0 on I is said to be s-dimensional fractal oscillatory on I if all its
non-trivial solutions y are s-dimensional fractal oscillatory on I .
It is clear that, if G(y) is an s-set in R2, s ∈ [1,2), then for the asymptotic behaviour of
|Gε(y)| we have c0ε2−s  |Gε(y)| c1ε2−s , where c0 > 0 and c1 > 0 are independent of ε > 0.
In [14], the s-dimensional fractal oscillation for the case of the Euler type differential equation
(P )α : y
′′(x) + λx−αy(x) = 0, λ > 0, is established. It is proved that (P )2 is 1-dimensional
fractal oscillatory on I and (P )α is s-dimensional fractal oscillatory on I , where α > 4 and
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behaviour of solutions is characterized by the order of growth of regular behaviour of the co-
efficients in a general elliptic equation.
Also one can show that the chirp-equation (7) is 1-dimensional fractal oscillatory if δ ∈ (0,1)
and s-dimensional fractal oscillatory if δ > 1, where the dimensional number s = (3δ +
1)/(2δ + 2), see [19, Chapter 10].
We remark that the s-sets defined with respect to the Hausdorff measure play an essential role
in the theoretical aspect of the study of fractal sets in R2, see [3]. Furthermore, in the case of
nondegeneracy of the Minkowski content, the s-sets defined in Definition 1.11 appear also as
Minkowski measurability, which is an important concept in the study of measurable fractals and
eigenfrequencies of fractal strings and fractal drums (Weyl–Berry conjecture), see [3,8], and [9].
Minkowski measurability has been studied in the context of dynamical systems, see [21].
In Section 4, we will prove a refinement of the unrectifiable oscillation given in Theorem 1.3.
In this sense, any s-dimensional fractal oscillatory function y with s > 1 must be unrectifiable
oscillatory. The converse statement is, in general, not true, as illustrated by the equation y′′ +
λx−4y(x) = 0, λ > 0, see [14].
Theorem 1.12. Let f ∈ C2((0,1]) and f (x) > 0 on I . Suppose that f (x) satisfies the Hartman–
Wintner condition (2), and
lim
x→0x
αf (x) = λ, (11)
where α > 2 and λ > 0.
(i) Eq. (1) is 1-dimensional fractal oscillatory on I if α ∈ (2,4).
(ii) Eq. (1) is s-dimensional fractal oscillatory on I if α > 4, where s = 3/2 − 2/α.
Finally, we consider the problem of the co-existence of rectifiable and unrectifiable oscilla-
tions. We observe that the following three possibilities occur.
Theorem 1.13. Let (P ): y′′(x) + f (x)y(x) = 0 be an oscillatory linear differential equation
on I . Then we can have any one of the following:
(i) all solutions of (P ) are rectifiable oscillatory on I , or
(ii) all non-trivial solutions of (P ) are unrectifiable oscillatory on I , or
(iii) one solution of (P ) (up to a constant) is rectifiable oscillatory on I but all other independent
solutions of (P ) are unrectifiable oscillatory on I .
That (i) and (ii) are possible is a consequence of Theorem 1.3. The possibility of (iii) will be
shown in Section 5 using Example 5.1.
2. Rectifiable oscillations
In this section, we give the proofs of the main results of the paper concerning the rectifiable
oscillation of Eqs. (1) and (8), namely, both conclusions (i) of Theorems 1.4 and 1.8. To this end,
we need the following lemmas.
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length
(
G(y)
)= lim
ε→0
1∫
ε
√
1 + y′2(x) dx. (12)
Moreover, the graph G(y) is a rectifiable curve in R2 if and only if y′ ∈ L1(I ).
Proof. The proof of formula (12) is left to reader. Next, regarding the definition of the function
of bounded variation on I , it is clear that the rectifiability of the graph G(y) implies that y(x)
is a function of bounded variation, and conversely (see for instance [2, Definition, p. 216]). The
equivalence of the rectifiability of G(y) and the integrability on I of the derivative y′(x) can be
found in [2, Theorem 1, p. 217]. This fact can also be proved by using formula (12). 
Lemma 2.2. Let f ∈ C2((0,1]) and f (x) > 0 on I . Suppose f satisfies the Hartman–Wintner
condition (2) and limx→0 f (x) = ∞, then
lim
ε→0
1∫
ε
√
f (x) dx = ∞ (13)
and
lim
x→0f
−3/2(x)f ′(x) = 0. (14)
Proof. For convenience, we denote k(x) = f −1/4(x). Condition (2) implies that for all
s ∈ (0,1),
1∫
s
k(x)k′′(x) dx −
1∫
s
∣∣k(x)k′′(x)∣∣dx > −
1∫
0
∣∣k(x)k′′(x)∣∣dx = −K.
Applying integration by parts to the first integral, we see that
1∫
s
k(x)k′′(x) dx = k(1)k′(1) − k(s)k′(s) −
1∫
s
(
k′(x)
)2
dx −K. (15)
Since the integral in the above inequality is positive, we have
k(s)k′(s)K + ∣∣k(1)k′(1)∣∣.
Integrating this inequality from s = 0 to s = x and using the fact that k(0) = 0, we have
k2(x) 2
(
K + ∣∣k(1)k′(1)∣∣)x.
This obviously implies (13).
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1∫
s
(
k′(x)
)2
dx K + ∣∣k(1)k′(1)∣∣− k(s)k′(s).
Since, k(0) = 0 and k(s) > 0 for s > 0, it follows from the mean value theorem that there exists
a sequence of points sn  0, sn → 0, such that k′(sn) > 0. Hence, the sequence
1∫
sn
(
k′(x)
)2
dx K + ∣∣k(1)k′(1)∣∣− k(sn)k′(sn)K + ∣∣k(1)k′(1)∣∣
is bounded from above. This implies that
lim
s→0
1∫
s
(
k′(x)
)2
dx =
1∫
0
(
k′(x)
)2
dx < ∞. (16)
From (15) and the integrability of kk′′, we see that lims→0 k(s)k′(s) = c exists. If c = 0, then
(k(s)k′(s))−1 is bounded in a neighbourhood [0, s¯] of s = 0 and so by (16),
s¯∫
0
ds
k2(s)
=
s¯∫
0
(k′(s))2
(k(s)k′(s))2
ds < ∞.
This contradicts (13). Hence, c = 0 which is equivalent to (14). 
Lemma 2.3. Let f ∈ C2((0,1]) and f (x) > 0 on I . Let f satisfy the Hartman–Wintner condi-
tion (2). Then all solutions y of Eq. (1) satisfy the following asymptotic behaviour, when x → 0:
y(x) = 14√f (x)
[
c1 cos
( 1∫
x
√
f (ξ) dξ
)
+ c2 sin
( 1∫
x
√
f (ξ) dξ
)
+ o(1)
]
, (17)
y′(x) = 4√f (x)
[
c1 cos
( 1∫
x
√
f (ξ) dξ
)
+ c2 sin
( 1∫
x
√
f (ξ) dξ
)
+ o(1)
]
. (18)
Proof. Putting the substitution x = 1/t in Eq. (1), we see that z(t) = y(1/t) satisfies the equa-
tion (p(t)z′(t))′ +q(t)z(t) = 0 on (1,∞), where p(t) = t2 and q(t) = (1/t2)f (1/t). We remark
that the conditions
lim
M→∞
M∫ √
q(t)
p(t)
dt = ∞ and
∞∫ 1
4√p(t)q(t)
[
p(t)
(
1
4√p(t)q(t)
)′]′
dt < ∞ (19)
1 1
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z(t) of the linear differential equation (p(t)z′(t))′ +q(t)z(t) = 0 on (1,∞), where p(t) and q(t)
satisfy (19), satisfy the Hartman–Wintner asymptotic formulas when t → ∞,
z(t) = 14√p(t)q(t)
[
c1 cos
( t∫
1
√
q(τ)
p(τ)
dτ
)
+ c2 sin
( t∫
1
√
q(τ)
p(τ)
dτ
)
+ o(1)
]
,
z′(t) = 1
p(t)
4
√
p(t)q(t)
[
c1 cos
( t∫
1
√
q(τ)
p(τ)
dτ
)
+ c2 sin
( t∫
1
√
q(τ)
p(τ)
dτ
)
+ o(1)
]
.
Since t = 1/x, p(t) = t2 and q(t) = (1/t2)f (1/t), these formulas give (17) and (18). 
We are now able to present the proofs for the rectifiable oscillation of the linear differential
equations (1) and (8).
Proof of the conclusion (i) of Theorem 1.4. Let y(x) be a solution of Eq. (1). With the help
of (2) and by means of Lemma 2.3, we see that y is oscillatory on I . Moreover, from (18),
we note that |y′(x)| c 4√f (x) for all x ≈ 0 and for a constant c > 0. Since y ∈ C1((0,1]), this
together with (4) imply that y′ ∈ L1(I ). The rectifiability of the graph G(y) immediately follows
from Lemma 2.1. Hence, the function y(x) is rectifiable oscillatory on I . Therefore, the same
holds true for Eq. (1). 
Proof of the conclusion (i) of Theorem 1.8. Let y(x) be a solution of Eq. (8) and q(x) =
1/ 4
√
f (x). Then the function z(x) = y(x)/q(x) satisfies
(
q2(x)z′(x)
)′ + [(f (x) + p(x))q2(x) + q(x)q ′′(x)]z(x) = 0, x ∈ I.
For s = ∫ 1
x
√
f (t) dt , the Liouville transformation zˆ = zˆ(s) = z(x) leads to the second-order
linear differential equation,
d2zˆ
ds2
+ [1 + p(s)q4(s) + q3(s)q ′′(s)]zˆ(s) = 0, s ∈ (0,∞). (20)
By condition (2) and by the assumption p(x)/
√
f (x) ∈ L1(I ), we have that q(x)q ′′(x) ∈ L1(I )
and p(x)q2(x) ∈ L1(I ), respectively. Hence, we know that the function zˆ(s), as a solution
of (20), satisfies the following asymptotic behaviour:
zˆ(s) = b1 sin s + b2 cos s + o(1), (21)
dzˆ
ds
= c1 sin s + c2 cos s + o(1), (22)
where the constants b1, b2, c1, and c2 depend on the initial conditions. Note that
y′(x) = − 1 dzˆ + q ′(x)z(x) = − 1
(
dzˆ + q(x)q ′(x)z(x)
)
, (23)q(x) ds q(x) ds
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′(x)√
f 3(x)
. Since limx→0 f
′(x)√
f 3(x)
= 0, see also [1, Lemma 6, p. 121], and
|z(x)| = |zˆ(s)| c, see (21), this together with (23) imply that
y′(x) = − 1
q(x)
(
dzˆ
ds
+ q(x)q ′(x)z(x)
)
= − 1
q(x)
(
dzˆ
ds
+ o(1)
)
.
From this equality and (22), we obtain |y′(x)|M/q(x) = M 4√f (x), where M is a constant de-
pending on the initial condition of y(x). Now, with the help of the condition (4) and Lemma 2.1,
we observe that y(x) is rectifiable oscillatory on I . 
3. Unrectifiable oscillations
In this section, we give the proofs of conclusion (ii) of Theorems 1.4 and 1.8. First we need
the following lemma.
Lemma 3.1. Let sn ∈ I be the sequence of consecutive zeros of y′(x), that is, y′(sn) = 0 for each
n ∈ N. If ∑n |y(sn)| is a divergent series in R, then the graph G(y) is an unrectifiable curve
in R2.
The proof of this lemma can be found in [12, Proposition 4.2].
Proof of the conclusion (ii) of Theorem 1.4. Let y(x) be a non-trivial solution of Eq. (1).
Denote g(x) = (f (x))−1/4. Then by (13), we have
t = h(x) =
1∫
x
g−2(s) ds → ∞ (24)
as x → 0. Thus from (17), we know that y(x) is oscillatory.
Rewrite (17) and (18) as
y(x) = g(x)
{
A sin
( 1∫
x
g−2(s) ds + B
)
+ o(1)
}
(25)
and
y′(x) = 1
g(x)
{
A cos
( 1∫
x
g−2(s) ds + B
)
+ o(1)
}
, (26)
where A and B are constants depending only on c1 and c2 as given in (17) and (18) which are
determined by the initial conditions of y(x). By (24), we can choose a decreasing sequence {xn}
such that
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xn
g−2(s) ds + B =
(
n + 1
2
)
π. (27)
Let sn be a zero of y′(x) closest to xn. By (25) and (26), we have
∑∣∣y(sn)∣∣∑∣∣y(xn)∣∣ |A|2
∑
g(xn). (28)
Hence, by (28), y(x) is unrectifiable oscillatory if we can show that ∑g(xn) is divergent.
Let σn ∈ [xn, xn−1] be where g(x) is maximum in [xn, xn−1]. If there are more than one such
point, we just choose any one of them.
By definition, in [xn, xn−1],
g(σn) g(x) = 1
f 1/4(x)
. (29)
We have
g(xn) = g(σn) −
σn∫
xn
g′(x) dx  g(σn) −
σn∫
xn
f −5/4(x)
∣∣f ′(x)∣∣dx. (30)
By Lemma 2.2, given any ε > 0, we can choose n large enough so that
∣∣f ′(x)∣∣ εf 3/2(x) εf 7/4(x)g(σn) (31)
for all x < xn. We have used (29) to get the second inequality.
Substituting (31) into (30), we get
g(xn) g(σn) − εg(σn)
σn∫
xn
f 1/2(x) dx.
Now, by (27),
σn∫
xn
f 1/2(x) dx 
xn−1∫
xn
f 1/2(x) dx = π. (32)
With the choice ε = 1/(2π), we have
g(xn)
g(σn)
2
. (33)
Let n0 be chosen so large that (33) holds. For all n n0, we have
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k=n0
g(σk)
n∑
k=n0
1
π
tk+1∫
tk
g
(
h−1(t)
)
dt
= 1
π
tn+1∫
tn0
g
(
h−1(t)
)
dt
= 1
π
xn0∫
xn−1
dx
g(x)
.
The last integral diverges as xn−1 → 0, by condition (5). This completes the proof. 
Proof of the conclusion (ii) of Theorem 1.8. Let y(x) be a solution of Eq. (8), let q(x) =
1/ 4
√
f (x), and let z(x) = y(x)/q(x). We know that the solution zˆ(s) of Eq. (20) satisfies the
asymptotic behaviour (21). Now, let us choose xk such that
tk = h(xk) =
1∫
xk
√
f (x) dx =
(
2k + 1
2
)
π. (34)
By (21) and (34), we have for y′(sk) = 0 that
∑
k
∣∣y(sk)∣∣∑
k
∣∣y(xk)∣∣ |b1|2
∑
k
q(xk)
|b1|
2
∑
k
q
(
h−1(tk)
)
. (35)
By applying the same arguments used to study (28) above to (35), we note that the divergence of∑
k |y(sk)| in (35) follows from the divergence of the integral
∫ 1
0
1
q(x)
dx. This shows that y(x)
is unrectifiable oscillatory on I . 
4. Fractal oscillations
In this section, we establish the s-dimensional oscillation for all solutions of Eq. (1), that is,
Theorem 1.12 will be proved. First of all, in the following lemma we give some lower and upper
bounds for zeros of any solution of Eq. (1).
Lemma 4.1. Let f (x) satisfy all assumptions of Theorem 1.12. Let y = y(x) be a solution of
Eq. (1), and let ak ∈ I be a decreasing sequence of consecutive zero points of y such that ak ↘ 0.
(i) There are two positive constants λ1 and λ2 such that for sufficiently large values of k ∈ N,
we have
1√
λ2
a
α/2
k+1  ak − ak+1 
π√
λ1
a
α/2
k . (36)
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(
m
(k + k0)π
)2/(α−2)
 ak 
(
M
(k − k0)π
)2/(α−2)
, ∀k ∈ N, k > k0, (37)
where m = 2
√
λ1
α−2 and M = 2
√
λ2
α−2 .
Proof. With the help of (40) below, we can follow the same line of reasoning used in the proof
of [14, Lemma 3.3]. 
As an immediate consequence of Lemma 2.3, we have the following a priori estimates.
Lemma 4.2. Let f (x) satisfy all assumptions of Theorem 1.12. For any solution y(x) of Eq. (1)
there is a positive constant c such that for all x ≈ 0, |y(x)| cxα/4 and |y′(x)| cx−α/4.
Also, this lemma can be used in the proof of the following jumping property of solutions of
Eq. (1).
Lemma 4.3. Let f (x) satisfy all assumptions of Theorem 1.12. Let sk ∈ I be a sequence of
consecutive stationary points of any solution y(x) of Eq. (1). Then there are a positive constant c
and a natural number k0 ∈ N only depending on y(x) such that |y(sk)|  csα/4k , for all k ∈ N,
k  k0.
Proof. We know that, if y(x) and z(x) are two linearly independent solutions of Eq. (1), then
W(x) = y(x)z′(x) − z(x)y′(x) = c = 0 for all x ∈ I . In particular for x = sk , where sk is the
sequence of consecutive stationary points of y(x), we have W(sk) = y(sk)z′(sk) = c, that is,
|y(sk)| = |c|/|z′(sk)|, k ∈ N. Lemma 4.2, when applied to the solution z(x), implies that |y(sk)|
cs
α/4
k , k  k0, where k0 is chosen to be sufficiently large such that, by reason of Lemma 4.2, sk is
sufficiently small for all k  k0. 
Regarding Definition 1.11, in order to prove conclusion (ii) of Theorem 1.12, it is enough to
show that
0 < Ms
(
G(y)
)
< ∞ and s  dimM G(y) s, (38)
where s = 3/2 − 2/α.
Proof of the inequality “>” in (38). We first claim the following: let y(x) be a continuous
function on I¯ and let ak ∈ I be a decreasing sequence of consecutive zeros of y(x) such that
ak ↘ 0. Furthermore, let there be a natural number k(ε) such that |ak −ak+1| ε for all k  k(ε).
Then we have
∣∣Gε(y)∣∣ ∑
kk(ε)
∣∣y(sk)∣∣(ak − ak+1), ε > 0. (39)
This fact is very clear from the geometric point of view, and it will be proved in Appendix A of
the paper. In the sequel, let y(x) be a solution of Eq. (1) and let ak ∈ I be a decreasing sequence
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large so that from (11),
0 < λ1 = λ2  x
αf (x) 2λ = λ2 for all x ∈ (0, ak0], (40)
and for k  k0, the conclusions (36) and (37) hold. Now, by Lemma 4.3 we can estimate |Gε(y)|
from below by (2), (36), and (39),
∣∣Gε(y)∣∣ ∑
kk(ε)
∣∣y(sk)∣∣(ak − ak+1) c1 ∑
kk(ε)
s
α/4
k
1√
λ2
a
α/2
k+1  c2
∑
kk(ε)
a
3α/4
k+1 (41)
for some suitable constants c1, c2 > 0, where k(ε) k0 is to be chosen later. Let m1 = 2
√
λ1
α−2 and
let
c0 = 2m1
π
(
2π√
λ1
) α−2
α
and ε0 =
(
c0
2k0 + 2
) α−2
α
.
For each ε ∈ (0, ε0), there exists a natural number k(ε) such that
c0ε
− α−2
α + k0 < k(ε) < 2c0ε− α−2α − k0 − 1. (42)
Using (37) and (42) in (41) and the fact that
∞∑
k=n
1
(k + j)H 
c
(n + j)H−1 ,
where c > 0 and H > 1, we deduce from (41) for some c3 > 0, and since α > 4,
∣∣Gε(y)∣∣ c3
(
1
k(ε) + k0 + 1
) 3
2 (
α
α−2 )−1
or |Gε(y)| c3ε 32 − α−2α = c3ε 12 + 2α , from which we have that
Ms
(
G(y)
)
> 0 and dimM G(y) s = 3/2 − 2/α, (43)
which proves the left inequality in (38). 
Proof of the inequality “<” in (38). We first estimate |Gε(y)| from above by breaking up
Gε(y) into three parts:
Gε(y) = Gε(yI1) ∪ Gε(yI2) ∪ Gε(yI3),
where yIi denotes the restriction of y(x) on Ii ⊆ I¯ and Ii are defined by I1 = [0, ak(ε)], I2 =
[ak(ε), ak ], and I3 = [ak ,1]. Here ak is chosen so that (36), (37), and (40) hold and ak(ε) is0 0 0
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i = 1,2,3. We note
∣∣Gε(y)∣∣= ∣∣Gε(yI1)∣∣+ ε(LG(yI2) + LG(yI3)) ∣∣Gε(yI1)∣∣+ εLG(yI2) + εM0,
where M0 is the arclength of y(x) over [ak0,1] which is finite.
Given ε > 0 and ε < ak0 , we choose ak(ε) < ε and k(ε) sufficiently large, see for instance
(42), such that
1
k(ε) − k0  ε
α−2
α , (44)
which is possible because of (36), (37) in Lemma 4.1. Next, with the help of (37), (42), (44),
and Lemma 4.2, we observe that
∣∣Gε(yI1)∣∣ 2(ak(ε) + 2ε)(∣∣y(sk(ε))∣∣+ ε) 6ε(aα/4k(ε) + ε)K1ε( 12 + 2α ) (45)
for α  4 and some suitable constant K1 > 0. On the other hand,
∣∣Gε(yI2)∣∣
k(ε)∑
k=k0
ε
(
2
∣∣y(sk)∣∣+ ak − ak+1)K2ε k(ε)∑
k=k0
(
2aα/4k + aα/2k
)
K3ε
k(ε)∑
k=k0
a
α/4
k , (46)
since the second term can be dominated by the first term by another suitable positive constant
K3 > 0. From (46), we can further estimate by (37) as follows,
∣∣Gε(yI2)∣∣K3ε
k(ε)∑
k=k0+1
(
1
k − k0
) α
2(α−2)
K4ε
(
1
k(ε) − k0
) α
2(α−2)−1
(47)
because α2(α−2)  1 since α  4. Using (44) in (47) we find
∣∣Gε(yI2)∣∣K4ε1+ 4−α2α = K4ε 12 + 2α . (48)
Combining (45) and (48), we find
∣∣Gε(y)∣∣ εM0 + K1ε 12 + 2α + K4ε 12 + 2α K5ε 12 + 2α ,
since 12 + 2α  1 when α  4, which implies
Ms
(
G(y)
)
< ∞ and dimM G(y) s = 3/2 − 2/α, (49)
which proves the right inequality in (38). 
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sion (ii) of Theorem 1.12. Concerning the proof of conclusion (i) of Theorem 1.12, that is when
2 < α < 4, we can say that by (i) of Theorem 1.3, any solution y(x) of Eq. (1) is rectifiable os-
cillatory on I and so, dimM G(y) = 1 and 0 < M1(G(y)) < ∞. Thus, the proof of Theorem 1.12
is complete.
5. Co-existence of rectifiable and unrectifiable oscillations
In this section, we give an example of a linear differential equation on the interval I such that
one its solution (up to a constant) is rectifiable oscillatory but all its other independent solutions
are unrectifiable oscillatory on I . This proves conclusion (iii) of Theorem 1.13.
Example 5.1. Let y(x) be a function defined in (0,1] in the following way: y(x) = 12 sin((2x −
1)π), x ∈ [1/2,1], and y(x) = − 14 sin((4x − 1)π), x ∈ [1/4,1/2], so that y(1/4) = y(1/2) =
y(1) = 0, y(x) < 0 in (1/4,1/2), and y(x) > 0 in (1/2,1). Note that y′(x) remains continuous
at the intersection x = 1/2 of these two intervals. In general,
y(x) = (−1)
n
2n+1
sin
((
2n+1x − 1)π) for all x ∈ [ 1
2n+1
,
1
2n
]
, n ∈ N.
Then y(x) is an oscillatory function that satisfies the equation y′′(x) + f (x)y(x) = 0, x ∈ I ,
where f (x) is a step function defined by
f (x) = 22(n+1)π2 > 0 for all x ∈
[
1
2n+1
,
1
2n
]
, n ∈ N.
It is clear that f (x) is not a continuous function. But it is very easy to modify y(x) in a short left
neighborhood interval (1/2n − εn,1/2n) at each discontinuous point 1/2n so as to get the cor-
responding resulting equation y′′(x) + f (x)y(x) = 0 with a continuous coefficient f (x), and at
the same time keeping y′(x) continuous at each of the points x = 1/2n. In fact, at each x = 1/2n,
y′(1/2n) = π . Because the curve of y(x) in each oscillation interval is either concave or convex,
we see that |y′(x)| π . So y′(x) is integrable on I and by Lemma 2.1 above, the solution y(x)
is rectifiable oscillatory on I .
In general, we can take any C2 function y(x) defined on the interval I¯ which is oscillatory
near 0, such that y is either concave or convex (depending on the sign of y) in each oscillation
interval, y′(x) is bounded and y(x) satisfies the equation y′′(x) + f (x)y(x) = 0 with a positive
coefficient f (x). Then y(x) is rectifiable oscillatory on I .
Now, let z(x) be a solution independent of y(x), such that the Wronskian W(x) = z(x)y′(x)−
z′(x)y(x) = 1 (see the proof of Lemma 4.3 above). At each critical point x = sk of z(x) when
z′(sk) = 0, we have that W(sk) = z(sk)y′(sk) = 1, that is to say, z(sk) = 1/y′(sk). Since |y′(x)|
is bounded from above, it implies
∑ |z(sk)| = ∞ and by Lemma 3.1 above, the solution z(x) is
unrectifiable oscillatory on I . Since any linear combination c1y1(x)+ c2y2(x) of two rectifiable
oscillatory functions y1(x) and y2(x) is also rectifiable oscillatory on I , we observe that the func-
tions cy(x), c ∈ R, are rectifiable oscillatory on I but the functions c1y(x) + c2z(x), c1, c2 ∈ R,
c2 = 0, are unrectifiable oscillatory on I . Thus, the co-existence between the rectifiable and un-
rectifiable oscillations of the linear differential equations is shown.
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Proof of (39). In order to establish (39), let y = y(x) be a real continuous function on I¯ = [0,1],
that is, y ∈ C(I¯ ). Let ak ∈ I , k ∈ N, be a decreasing sequence of consecutive zeros of y such that
ak ↘ 0 as k → ∞, and let sk ∈ (ak+1, ak), k ∈ N, be a sequence of consecutive stationary points
of y. The main assumption on the sequence ak is about the existence of a natural number k(ε)
such that
|ak − ak+1| ε for all k  k(ε). (A.1)
Let z(x) = |y(x)|. We claim that the closed box Bk = [ak+1, ak] × [0, z(sk)] satisfies the follow-
ing set-inclusion,
Bk ⊆ Gε(z|[ak+1,ak]) for all k  k(ε), (A.2)
where z|[ak+1,ak] denotes the restriction of z(x) on the interval [ak+1, ak]. In order to prove (A.2),
by the definition of Gε(z|[ak+1,ak]), it is enough to show that for any point (x0, y0) ∈ Bk , there
holds true,
d
(
(x0, y0),G(z|[ak+1,ak])
)
 ε for all k  k(ε). (A.3)
Indeed, let Lk be a horizontal-line defined by Lk = {(x, y): x ∈ [ak+1, ak], y = y0}. Obviously
we have that (x0, y0) ∈ Lk . Since z(ak+1) = z(ak) = z′(sk) = 0, and z ∈ C([ak+1, ak]), it is
clear that Lk ∩ G(z|[ak+1,ak]) = ∅, that is, there is a point x∗ ∈ [ak+1, ak] such that (x∗, y0) ∈
Lk ∩ G(z|[ak+1,ak]). With the help of (A.1), it implies that
d
(
(x0, y0),G(z|[ak+1,ak])
)
 d
(
(x0, y0), (x∗, y0)
)= |x0 − x∗| |ak+1 − ak| ε.
It proves (A.3), and so, (A.2) is shown. Now, from (A.2) we get the desired statement (39) as
follows:
∑
kk(ε)
∣∣y(sk)∣∣(ak − ak+1) = ∑
kk(ε)
|Bk| =
∣∣∣∣ ⋃
kk(ε)
Bk
∣∣∣∣
∣∣∣∣ ⋃
kk(ε)
Gε(z|[ak+1,ak])
∣∣∣∣

∣∣∣∣Gε
( ⋃
kk(ε)
z|[ak+1,ak]
)∣∣∣∣ ∣∣Gε(y|[0,ak(ε)])∣∣ ∣∣Gε(y)∣∣,
where we have used that the interior of Bk are disjunct sets and that
Gε(z|[ak+2,ak+1]) ∪ Gε(z|[ak+1,ak]) ⊆ Gε(z|[ak+2,ak]) for all k ∈ N. 
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