Abstract. The present paper is concerned with scalar differential equations of first order which are limit periodic in the independent variable. Some tools provided by the theories of exponential dichotomies and periodic differential equations are applied to prove that, in a generic sense, the existence of a bounded solution implies the existence of a limit periodic solution.
Introduction
A function is limit periodic if it can be obtained as a uniform limit of continuous and periodic functions. The present paper is concerned with the scalar ODĖ x + g(x) = f (t) (1.1) where f (t) is limit periodic. It is well known that if f is periodic, then the existence of a bounded solution in the future implies the existence of a periodic solution in its ω-limit set. This is a consequence of Massera's convergence theorem (see [7] ). Johnson [5] gave an example which shows that there are scalar limit periodic differential equations which admit almost automorphic solutions but no limit periodic ones (see also the example of Millionscikov [9, 6] ). These examples are not of the precise type (1.1), but they show that an analogous of Massera's theorem does not hold for general limit periodic equations. Almost automorphic solutions are a special class of bounded solutions with some properties of recurrence. They seem to exhibit a sensitive dependence with respect to initial data and small perturbations. In this paper we consider certain Banach spaces composed of limit periodic functions. They are always endowed with the norm of the uniform convergence. Let X denote one of these spaces and let B be the class of functions f ∈ X for which (1.1) has a bounded solution. We prove the existence of an open set G ⊂ X such that (1.1) admits a limit periodic solution for f ∈ G and G ⊂ B ⊂ G. Moreover this limit-periodic solution is hyperbolic and, in consequence, it is uniformly asymptotically stable when t → +∞ or t → −∞. Section 2 contains a brief summary of the properties of limit periodic functions to prepare Section 3, where our main results are stated and proved. As a corollary of the main result we show that the Landesman-Lazer conditions lead generically to a limit periodic solution. These conditions are usually employed in the search of periodic or bounded solutions (see [8, 1] ).
The module of a limit periodic function
Let BC(R) denote the Banach space of bounded and continuous functions ϕ : R → R endowed with the norm of the uniform convergence,
and let Per ⊂ BC(R) be the class of periodic functions. Per is not a vector space because it contains the periodic functions of all periods. Definition 2.1. A continuous function f is almost periodic if from every sequence of the form {f (t + h n )}, where h n are real numbers, one can extract a subsequence converging uniformly on the real line.
We will denote by AP (R) the space of almost periodic functions. The inclusions
Per ⊂ AP (R) ⊂ BC(R)
hold and AP (R) becomes a Banach subspace of BC(R). In this section we introduce the definition and main properties of the class of almost periodic functions we are going to deal with.
Definition 2.2.
A continuous function f is said to be limit periodic if there exists a sequence of continuous and periodic functions {f n } converging uniformly to f .
From the definition, it is clear that limit periodic functions are a subclass of almost periodic functions. Set LPer = {f ∈ AP (R) : f is limit periodic} . This is the closure of Per in AP (R) and it is not a vector space.
Example 2.3. A typical example of this class of functions is
In this case the functions f n can be chosen as the partial sums of the series and the periods are 2 n+1 π.
Remark 2.4. Let us recall that two numbers α and β in R − {0} are commensurable if they are linearly dependent over Q. In such a case they can be included in a cyclic additive subgroup of R. On the contrary, when α and β are not commensurable, the group α Z + β Z is dense in R.
The next result relates the periods of the periodic approximations of a limit periodic function. Proof. Let τ ∈ R be such that f (τ ) = f (0) and fix ε > 0 with |f
The same estimate holds for |f (t)−f m (t)|. We are going to prove that T n and T m (n, m ≥ N ) are commensurable. Otherwise the group T n Z + T m Z should be dense and one could find k ν , l ν ∈ Z with k ν T n + l ν T m converging to τ as ν goes to ∞. For ν large enough,
and this is not compatible with the definition of ε.
A clear and interesting discussion about the topological structure of the hull of limit periodic functions can be seen in [2] . We shall be more interested in the analytic properties of this class of functions. As limit periodic functions are a subclass of almost periodic functions, we can talk about the exponents and module. We recall these definitions (see [4] for more details). Given f ∈ AP (R) and λ ∈ R we define
This limit always exists. Define the set of exponents,
This set is always contable and we define the module of f , mod(f ), as the smallest subgroup of R containing exp(f ).
Example 2.6. For the function f defined in Example 2.3 one has
Proof. (i) ⇒ (ii). We apply Lemma 2.5 and find a sequence {f n } converging uniformly to f and such that all the periods T n are commensurable.
Tn ∈ α Q for each n ≥ 1. Since exp(f n ) ⊂ ω n Z ⊂ α Q we deduce that, for λ ∈ α Q, f n (λ) = 0. Thus, passing to the limit, f (λ) = 0. (ii) ⇒ (i). The approximation theorem (see Fink [4] , page 45) says that we can find a sequence of trigonometric polynomials p n such that p n → f uniformly and exp(p n ) ⊂ α Q. Since exp(p n ) is a finite subset of α Q, the group mod(p n ) is cyclic. This implies that p n is periodic and so (i) holds.
Remark 2.8. According to Corduneanu ([3] , page 50) the above result was first proved by Bohr in a paper which appeared in 1929.
A generic result for the nonlinear equation
Let G be an additive subgroup of R. We define
It is easy to check that X G is a closed subspace of AP (R) and so it becomes a Banach space. More than that, X G is a Banach algebra. Actually, given f, g ∈ X G , we find trigonometric polynomials p n , q n with p n → f, q n → g uniformly and exp(p n ), exp(q n ) ⊂ G. It is clear that mod(p n q n ) ⊂ mod(p n ) + mod(q n ) and so mod(p n q n ) ⊂ G. Passing to the limit we deduce that the product f g is in X G .
Consider the equationẋ
where g ∈ C 2 (R) and f ∈ X G . We define
Clearly B is a subset of X G which contains L; furthermore L ∩ Per = B ∩ Per (for the proof one could apply Massera's theorem). We can now formulate our main result.
Theorem 3.1. Assume that G ⊂ α Q , α ∈ R, and {x ∈ R : g (x) = 0} is totally disconnected. Then there exists G, an open subset of X G , such that G ⊂ L and B ⊂Ḡ.
We have divided the proof into a sequence of lemmas. Let us start by recalling the definition of hyperbolic solution of a differential equation. This kind of solution will allow us to get the desired subset G.
Definition 3.2.
A solution x(t) in X G of (3.1) is hyperbolic if the linearized equationẏ + g (x(t)) y = 0 has an exponential dichotomy.
We refer to [4] for the notion of exponential dichotomy. In our case, a scalar equation, this concept can be characterized in terms of the average. Given f ∈ AP (R) let us denote by
Lemma 3.3. Assume that ϕ ∈ X G is a hyperbolic solution of (3.1). Then there exists ε > 0 such that if
h ∈ X G , ||h − f || < ε, thenẋ + g(x) = h(t) has a solution in X G which is hyperbolic.
Proof. Let h ∈ X G and consider the equationẋ + g(x) = h(t). By the change of variables
as z → 0, uniformly in t ∈ R. Notice that (3.2) has an almost periodic linear part with A[g • ϕ] = δ = 0. Moreover the function r is almost periodic uniformly on compact sets and mod(g • ϕ, r) ⊂ G. To check this inclusion it is convenient to employ the properties of the module described in [4] , page 61. It also satisfies a Lipschitz condition of the form
Under these conditions we can apply Theorem 8.1 of Fink [4] to deduce the existence of a number ε 0 > 0 such that if ||h − f || < ε < ε 0 , then (3.2) has a solution ψ in X G with ||ψ|| ≤ K ε. Here K > 0 is a fixed number which only depends on the linear part. In consequence ϕ h = ψ + ϕ is a solution in X G ofẋ + g(x) = h(t). It remains to prove that ϕ h is hyperbolic. Set l = ||ϕ|| + Kε 0 and consider the interval
where ||g || I = sup t∈I |g (t)|. Clearly for every ε < min(ε 0 , |δ|/(K||g || I )) one has A[g • ϕ h ] = 0, and ϕ h is hyperbolic as claimed.
The previous lemma implies that G is open. It remains to prove that it is dense in B.
Proof. Let us assume that f ∈ C(R/T Z) ∩ B is not a constant (otherwise we would approximate it by non-constant functions). Once we know thatẋ + g(x) = f (t) has a bounded solution, we can apply Massera's theorem to deduce the existence of a T -periodic solution, ϕ(t). Consider the functional
This is Frechet differentiable and
Since g (ϕ) is not identically zero (ϕ is not a constant) one can find δ ∈ C 1 (R/T Z) such that this derivative is not zero. In consequence
It is clear that f ε belongs to C(R/T Z) ∩ G and converges uniformly to f .
In addition assume that there are two functions ψ 0 (t) and ψ 1 
Then there exists λ ∈ [0, 1] such that the equatioṅ
has a T -periodic solution.
Proof. The solution of (3.3) with x(0) = ξ will be denoted by x(t; ξ, λ). In some cases these solutions will not be globally defined in (−∞, +∞) and, to take care of this possibility, we shall distinguish two cases. Let C > 0 be a bound of ||f λ || which is independent of λ.
Assume for instance that there exists a sequence ξ n → −∞ with g(ξ n ) > C (the remaining cases are similar). We choose N large enough so that ξ N < −||ψ 1 || and use the theory of differential inequalities. For λ = 1 and ξ between ξ N and ψ 1 (0), the solution x(t; ξ, 1) is defined in (−∞, 0] and lies between ξ N and ψ 1 (t). We can now apply Massera's theorem to conclude that (3.3) has a T -periodic solution for λ = 1.
Now all solutions are defined in (−∞, +∞). The Poincaré function is P λ (ξ) = x(T ; ξ, λ). We recall some facts about scalar periodic differential equations (see [10] , chapter 2). If for some λ the equation (3.3) has no periodic solutions, then either
In the first case all the solutions of (3.3) satisfy lim t→+∞ x(t) = +∞ while in the second case one has lim t→+∞ x(t) = −∞. Let us now assume that there are no periodic solutions of (3.3) for λ = 0 and λ = 1. For λ = 0 the function ψ 0 acts as an upper solution and the solutions below ψ 0 (for the future) cannot go to +∞. This implies
In an analogous way one concludes that
The continuity of P λ (ξ) implies the existence of λ ∈ (0, 1) and ξ ∈ R such that P λ (ξ ) = ξ . The solution x(t; ξ , λ ) is T -periodic.
We are now in a position to complete the proof of Theorem 3.1. Take f ∈ B and let ϕ(t) be a bounded solution of (3.1). Given > 0 one can find f ∈ Per ∩ X G with ||f − f || < /2. Let T > 0 be the period of f . We apply Lemma 3.5 with f λ = f + (λ − , it is well known that (3.1) has a bounded solution (see for instance [1] ). Thus f must belong to B. Now f ∈ B ∩ G * implies f ∈ G ⊂ L and so there exists a limit periodic solution.
