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Abstract The Eigenvector Method for Umbrella Sam-
pling (EMUS) [44] belongs to a popular class of meth-
ods in statistical mechanics which adapt the principle
of stratified survey sampling to the computation of free
energies. By theoretical analysis and numerical experi-
ments, we demonstrate that EMUS is an efficient gen-
eral method for computing averages with respect to ar-
bitrary target distributions. We show that EMUS can
be dramatically more efficient than direct MCMC when
the target distribution is multimodal or when the goal
is to compute tail probabilities.
1 Introduction
Markov chain Monte Carlo (MCMC) methods have been
widely used with great success throughout statistics,
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engineering, and the natural sciences. However, when
estimating tail probabilities or when sampling from mul-
timodal distributions, accurate MCMC estimates often
require a prohibitively large number of samples. In this
article, we offer a complete analysis the Eigenvector
Method for Umbrella Sampling (EMUS) [44]. We previ-
ously proposed this method in a statistical mechanical
context and demonstrated that it was useful for treat-
ing the multimodality that typically arises in molecular
dynamics simulations. Here, we demonstrate by theo-
retical results and numerical experiments that EMUS is
an effective general means of addressing the challenges
posed not just by multimodality but also tail events,
with potential applications to a broad range of prob-
lems in statistics and computing.
EMUS was inspired by Umbrella Sampling [45] and
other methods such as the Weighted Histogram Analy-
sis Method (WHAM) [27] and the Multistate Bennett
Acceptance Ratio (MBAR) [40] for computing poten-
tials of mean force and free energies in statistical me-
chanics. 1 We call these stratified MCMC methods since
they each adapt the principle of stratified survey sam-
pling to MCMC simulation. Stratified MCMC meth-
ods are among the most powerful, most successful, and
most widely used tools in molecular simulation though,
in contrast to the presentation here, they are not typi-
cally used there to compute averages of general observ-
ables. WHAM, for example, has been instrumental for
treating biomolecular processes ranging from protein
folding [7] to conductance by ion channels [3]. How-
ever, despite obvious successes, the advantages and dis-
advantages of such methods have remained poorly un-
1 A potential of mean force is the logarithm of a marginal
density. A free energy is the logarithm of a normalization
constant. Both quantities play fundamental roles in statistical
mechanics, e.g. in theories of rates of chemical reactions.
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derstood; cf. Remark 3 and [44]. Motivated by the sub-
stantial gap between theory and application of strati-
fied MCMC within statistical mechanics, and also by
the challenges posed by multimodality and tail events
within statistical applications of MCMC generally, we
develop a clear theoretical explanation of the advan-
tages of EMUS for sampling multimodal distributions
and computing tail probabilities. Our theory suggests
new applications of stratified MCMC (and EMUS in
particular) to broad classes of sampling problems aris-
ing in statistics and statistical mechanics, a point that
we demonstrate with detailed numerical experiments.
We now describe EMUS and its relationship to other
MCMC methods. The EMUS algorithm proceeds roughly
as follows:
1. We divide the support of the target distribution into
regions called strata. Associated to each stratum,
we define a biased distribution whose support lies
within that stratum. For example, one might let the
biased distribution corresponding to a stratum be
the target distribution conditioned on the stratum.
2. We use MCMC to sample the biased distributions.
3. We weight the samples from each stratum to com-
pute estimates of general averages with respect to
the target distribution.
EMUS belongs to a large class of MCMC methods
that by various mechanisms promote a more uniform
sampling of space. For example, in parallel tempering
[42,16], one uses MCMC samples drawn from a distri-
bution or sequence of distributions close to the uniform
distribution to speed sampling of the target distribu-
tion. The bias introduced by the choice of distributions
is corrected either by reweighting the samples or by a
replica exchange strategy [16]. The Wang–Landau [48]
and Metadynamics methods [28] adaptively construct a
biased distribution to achieve uniform sampling in cer-
tain coordinates. The temperature accelerated molec-
ular dynamics method [32] is also designed to acheive
uniform sampling in a given coordinate, but it works by
entirely different means. In EMUS and other stratified
MCMC methods, one achieves more uniform sampling
by ensuring that each stratum contains points from at
least one MCMC simulation.
EMUS also resembles certain methods for comput-
ing normalization constants of families of probability
densities [17,47,33,26]. The resemblance arises because
the weights in the third step of EMUS are the nor-
malization constants of the biased distributions. These
methods have been used, for example, to compute Bayes
factors in model selection problems [17] and for compu-
tations related to selection bias models [47]. However,
despite a strong formal resemblance, EMUS has entirely
different objectives from these methods: When com-
puting normalization constants, the distributions anal-
ogous to our biased distributions are specified as part of
the problem. By contrast, in EMUS and other stratified
MCMC methods, the strata are chosen as in stratified
survey sampling to maximize efficiency. EMUS is per-
haps more similar in spirit to the parallel Markov chain
Monte Carlo method [46]. Like EMUS, this method is
designed to make MCMC more efficient.
We now explain roughly why EMUS is an attrac-
tive method, and we summarize our main results. We
identify two major advantages of EMUS over direct
MCMC sampling: First, the strata can often be chosen
so that MCMC averages over the strata converge more
rapidly than MCMC averages over the target distri-
bution. For example, when the target distribution has
pronounced multimodality, MCMC averages converge
slowly, since trajectories of the chain tend to remain
trapped near modes with transitions between modes
occurring infrequently. However, for sufficiently small
strata, the target distribution conditioned on any stra-
tum will be nearly uniform, so MCMC averages over
the biased distributions will converge quickly. Second,
using EMUS, one may compute very small tail probabil-
ities as functions of much larger probabilities. Usually,
estimating the larger probabilities requires far fewer
samples than accurately estimating the very small tail
probability. The disadvantage of EMUS is that comput-
ing the weights associated with the biased distributions
introduces new sources of error not present in direct
MCMC. Estimating these errors in the weights was the
primary challenge in our analysis. To address this, we
rely in part on a new class of general perturbation es-
timates for Markov chains [43] recently established by
the authors. These estimates are substantially more de-
tailed than previous results [10]; cf. Remark 5.
We demonstrate by theoretical results and compu-
tational experiments that the advantages of EMUS out-
weigh the disadvantages when the target distribution is
multimodal or when the goal is to compute tail prob-
abilities. Our main theoretical results concern two lim-
its: a tail probability limit and a low-temperature limit.
In the tail probability limit, we consider estimation of
probabilities of the form
pM := P[X ≥M ].
For a broad class of random variables X, we show that
while the cost of computing pM with relative preci-
sion by direct MCMC increases exponentially with M ,
the cost by EMUS increases only polynomially; cf. Sec-
tion 4.2. In the low-temperature limit, a parameter of
the target distribution decreases, intensifying the effects
of multimodality on the efficiency of MCMC sampling.
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We show that the cost of computing an average to fixed
precision by direct MCMC increases exponentially in
this limit, whereas the cost by EMUS increases only
polynomially; cf. Section 4.1. We conclude that EMUS
may be dramatically more efficient than direct MCMC
sampling when the target distribution is multimodal or
when the goal is to compute a small tail probability.
In addition to our limiting results, we derive exact
formulas for the asymptotic variances of expectations
computed by EMUS; cf. Theorem 1. In other work, we
use these formulas to derive easily computed practical
error estimates (error bars), and we propose how they
can be used to optimize the parameters of EMUS such
as the number of samples allocated to each stratum [44].
We present computational experiments demonstrat-
ing the effectiveness of EMUS in Section 5. We also
demonstrate the problems that may occur when EMUS
and other similar stratified MCMC methods are used
carelessly. In our experiments, we use EMUS to com-
pute marginals of the posterior distribution for the hi-
erarchical Bayesian mixture model proposed in [37].
This model was used as a test case for an adaptive
MCMC method in [11]. Several factors complicate in-
ference based on mixture models: First, the posterior
distribution may be multimodal, even with identifiabil-
ity constraints imposed on the components of the mix-
ture. Second, it is well known that the likelihood may
be unbounded, and we show that in fact the posterior
density may also be unbounded; cf. Lemma 5. There-
fore, for mixture models, point estimates such as the
posterior mean or the maximum a posteriori probabil-
ity estimate do not suffice, by themselves, for inference:
One requires other information, such as the marginals
which we compute by EMUS in Section 5, to check for
the presence of multiple distinct regions of high proba-
bility.
We proposed the EMUS method in [44] with the
goal of analyzing and improving umbrella sampling ap-
proaches in free energy calculations. Here, our goal is
to rigorously establish EMUS as a general variance re-
duction technique, and we present several entirely new
results, including an upper bound on the asymptotic
variance of EMUS (Theorem 2), a theoretical argu-
ment demonstrating the benefits of EMUS for comput-
ing tail probabilities (Section 4.2), numerical results
applying EMUS to Bayesian inference (Section 5), a
method of correcting problems related to poorly cho-
sen strata (Section 5.3), and a greatly improved nu-
merical method for estimating the standard deviations
of quantities computed by EMUS (Appendix E). In ad-
dition, we give complete justifications of some results
that were stated without proof in [44], including Theo-
rem 3 concerning the dependence of the sampling error
on the choice of strata. Finally, we note that our re-
sults concerning multimodal distributions and the low-
temperature limit significantly extend and clarify the
results given in [44]; in particular, our Theorem 4 cov-
ers periodic boundary conditions and stratification in
more than one variable.
Outline. In Section 2, we derive EMUS and a related
method which we call iterative EMUS. We also relate it-
erative EMUS to the MBAR method [40]. In Section 3,
we develop tools for estimating the error of the EMUS
method. Our main results are an estimate of the depen-
dence of the asymptotic variance of MCMC trajectory
averages on the choice of biased distributions (Theo-
rem 3), a central limit theorem for EMUS with an ex-
plicit formula for the asymptotic variance (Theorem 1),
and a convenient upper bound on the asymptotic vari-
ance in the central limit theorem (Theorem 2). In Sec-
tion 4 we present our results in the low-temperature
limit (Theorem 4) and the tail probability limit (Theo-
rem 5). Finally, in Section 5 we present computational
experiments related to the hierarchical Bayesian mix-
ture model discussed above.
2 The Eigenvector Method for Umbrella
Sampling
In this section, we derive the Eigenvector Method for
Umbrella Sampling (EMUS), and we prove that it is
consistent. We also derive a related method, iterative
EMUS, and we compare iterative EMUS with the MBAR
method from statistical mechanics [40].
2.1 Derivation of EMUS
The objective of EMUS is to compute the average
pi[g] :=
∫
Ω
g(x)pi(dx),
of a function g with respect to a measure pi defined on
a set Ω. In EMUS, instead of sampling directly from
pi, we sample from biased distributions analogous to
the strata in stratified survey sampling methods. We
then weight the samples from the biased distributions
to estimate pi[g].
We assume that the biased distributions take the
form
pii(dx) :=
ψi(x)pi(dx)
pi[ψi]
for some set {ψi}Li=1 of non-negative bias functions de-
fined on Ω. We call the support of ψi the i’th stratum
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to make an analogy between the biased distributions of
EMUS and the strata of stratified survey sampling.
The EMUS method is based on a formula express-
ing pi[g] as a function of expectations over the biased
distributions. To derive this formula, we assume that
L∑
i=1
ψi(x) > 0 for all x ∈ Ω.
We then define
g∗(x) :=
g(x)∑L
k=1 ψk(x)
for any function g : Ω → R, and we observe that
pi[g] =
∫
Ω
g(x)pi(dx)
=
(
L∑
k=1
pi [ψk]
)
(1)
×
L∑
i=1
pi[ψi]∑L
k=1 pi [ψk]
∫
Ω
g(x)∑L
k=1 ψk(x)
ψi(x)pi(dx)
pi[ψi]
= Ψ
L∑
i=1
zipii[g
∗], (2)
where we set
Ψ :=
L∑
k=1
pi [ψk] and zi :=
pi[ψi]
Ψ
. (3)
We call the vector z ∈ RL with entries zi the weight
vector. Now let 1 be the constant function with 1(x) =
1 for all x ∈ Ω. Taking g = 1 in equation (2) yields
Ψ =
1∑L
i=1 zipii[1
∗]
,
and so
pi[g] =
∑L
i=1 zipii[g
∗]∑L
i=1 zipii[1
∗]
. (4)
Therefore, to express pi[g] as a function of averages
over the biased distributions, it will suffice to express
the weight vector z as a function of averages over the
biased distributions. Taking g equal to ψj in (2) yields
Ψzj = pi[ψj ] = Ψ
L∑
i=1
zipii[ψ
∗
j ],
which is equivalent to the eigenvector equation
ztF = zt, where Fij := pii[ψ
∗
j ]. (5)
We call F the overlap matrix. We observe that F is
stochastic (its entries are nonnegative and its rows each
sum to one) and that z is a probability vector (its en-
tries sum to one). Therefore, by the Perron-Frobenius
theorem, as long as F is irreducible, the eigenvector
problem (5) determines z as a function of F , a ma-
trix whose entries are averages over the biased distri-
butions. We assume throughout the remainder of this
work that F is irreducible. We give a simple condition
on the bias functions which guarantees irreducibility of
F in Lemma 1 below. In general, for any irreducible,
stochastic matrix G ∈ RL×L, we will let w(G) ∈ RL
denote the unique solution of
w(G)tG = w(G)t with
L∑
i=1
wi(G) = 1.
With this notation, z = w(F ), and by (4) and (5) we
have
pi[g] =
∑L
i=1 wi(F )pii[g
∗]∑L
i=1 wi(F )pii[1
∗]
, (6)
expressing pi[g] as a function of averages over the biased
distributions, as desired.
In EMUS, we substitute MCMC estimates for the
averages over biased distributions on the right hand
side of (6) to estimate pi[g]. To be precise, let Xit be
a Markov process ergodic for pii. We call X
i
t the biased
process sampling the biased distribution pii. The EMUS
algorithm proceeds as follows:
1. For each i = 1, . . . , L, compute Ni steps of the pro-
cess Xit .
2. Compute the averages
g¯∗i :=
1
Ni
Ni∑
t=1
g∗(Xit),
1¯∗i :=
1
Ni
Ni∑
t=1
1∗(Xit), and
F¯ij :=
1
Ni
Ni∑
t=1
ψ∗j (X
i
t).
3. Compute w(F¯ ) numerically, for example from the
QR factorization of I − F¯ [19].
4. Compute the estimate
piUS[g] :=
∑L
i=1 wi(F¯ )g¯
∗
i∑L
i=1 wi(F¯ )1¯
∗
i
of pi[g].
Note that w(F¯ ) is defined only if F¯ is irreducible.
In the following lemma, we state simple criteria for the
irreducibility of F and F¯ :
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Lemma 1 The overlap matrix F is irreducible if and
only if for every A ⊂ {1, 2, . . . , L}, we have
pi
(∑
i∈A
ψi
)∑
j /∈A
ψj
 > 0. (7)
The approximate overlap matrix F¯ is irreducible if and
only if for every A ⊂ {1, 2, . . . , L}, the set
∪i∈A{x : ψi(x) > 0}
contains at least one sample point generated from one
of the biased processes Xjt with j /∈ A.
Proof We prove only the second statement; proof of
the first is similar. By definition, a non-negative matrix
M ∈ RL×L is irreducible if and only if for every subset
A ⊂ {1, 2, . . . , L} of the indices, there exist indices i ∈
A and j /∈ A so that Mji > 0. Now assume that for
every A ⊂ {1, 2, . . . , L}, there exist j /∈ A and t ≥ 0 so
that
Xjt ∈ ∪k∈A{x : ψk(x) > 0}.
Then for some i ∈ A, ψi(Xjt ) > 0, so F¯ji > 0, hence F¯
is irreducible.
We claim that the EMUS estimator is consistent;
that is, piUS[g] converges almost surely to pi[g] as the
total number of samples tends to infinity. To make this
precise, we require the following assumption on the growth
of Ni with the total number of samples:
Assumption 1 Let
N =
L∑
i=1
Ni
be the total number of samples from all biased distri-
butions. Assume that for each i,
lim
N→∞
Ni/N = κi > 0.
That is, assume that when N is large, the proportion of
samples drawn from the i’th biased distribution is fixed
and greater than zero.
We now prove that EMUS is consistent:
Lemma 2 Under Assumption 1 and the irredicibility
condition (7), piUS[g] converges almost surely to pi[g] as
the total number of samples N tends to infinity.
Proof Since the processes Xit are ergodic,
F¯
as−→ F, g¯∗i as−→ g∗i , and 1¯∗i as−→ 1∗i as N →∞. (8)
Moreover, by Lemma 6 in Appendix A, w(G) is con-
tinuous at F . (Technically, w(G) admits an extension
to the set of all L× L matrices, which is continuous at
F .) Therefore, as a function of F¯ , g¯∗i , and 1¯
∗
i , piUS[g]
is continuous at F , pii[g
∗], and pii[1∗]. It follows by
the continuous mapping theorem and equation (6) that
piUS[g]
as−→ pi[g].
2.2 Iterative EMUS and comparison with Vardi’s
Estimator
In this section, we explain how EMUS relates to Vardi’s
estimator for selection bias models [47] and its descen-
dants such as the popular Multistate Bennett Accep-
tance Ratio (MBAR) method [40]. In addition to com-
paring EMUS with these methods, we review a method,
iterative EMUS, for solving the nonlinear system of
equations defining Vardi’s estimator [44]. The first iter-
ate of this method is exactly the EMUS estimator.
Vardi’s estimator is similar to EMUS, except that
it uses the identity
zj =
L∑
i=1
zipii
[
ψjNi/zi∑L
k=1 ψkNk/zk
]
(9)
instead of our eigevector problem (5). (This identity
appears as equation (1.12) in [18].) That is, Vardi’s es-
timate zV of the weight vector is the solution of (9), but
with trajectory averages replacing averages over the bi-
ased distributions:
zVj =
L∑
i=1
zVi G¯ij(z
V), (10)
where for any positive u ∈ RL we define
G¯ij(u) :=
1
Ni
Ni∑
n=1
ψj(X
i
n)Ni/ui∑L
k=1 ψk(X
i
n)Nk/uk
. (11)
By [47, Theorem 1], this nonlinear equation determines
zV uniquely up to a constant multiple whenever the
irreducibility criterion of Lemma 1 holds.
Vardi’s estimator was originally derived assuming
that the samples Xit from the biased distributions were
i.i.d. In that case, it is the nonparametric maximum
likelihood estimator of the target distribution pi given
samples from the biased distributions pii [47], and it has
certain optimality properties [18]. Several adjustments
to the estimator have been proposed for the case of
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samples from Markov processes. In the Multistate Ben-
nett Acceptance Ratio (MBAR) method, one replaces
the factors Ni appearing in the summand in (11) with
effective sample sizes ni, which are computed from es-
timates of the integrated autocovariance of a family of
functions [40]. (In addition, in some versions of MBAR,
the sample average over all Ni points on the right hand
side of (11) is replaced with a sample average over the
ni points obtained by including only every Ni/ni’th
point along the trajectory Xit .) Another recent work
proposes different effective sample sizes computed by
minimizing an estimate of the asymptotic variance of
the estimator [12]. In fact, the estimator is consistent
with Ni replaced by any fixed positive number [12]. We
have found that our numerical results do not depend
sensitively on the choice of effective sample size, so we
use Ni for simplicity.
We now review iterative EMUS, which we intro-
duced in [44]. Iterative EMUS may be understood as
a fixed point iteration for solving equation (10). The
iteration proceeds as follows:
1. As an initial guess for zV , choose a positive vector
z0 ∈ RL. Set m = 0. Choose a tolerance τ > 0.
2. Compute G¯ij(z
m) by (11). Solve the eigenvector
equation
zm+1j =
L∑
i=1
zm+1i G¯ij(z
m) (12)
for an updated estimate zm+1 of zV.
3. If maxi|zm+1i − zmi |/zmi > τ , then increment m and
repeat step 2.
Remark 1 In a related work, we show that the eigen-
vector equation (12) has a unique solution for every m,
and we suggest a numerical method for finding the so-
lution [44]. We also discuss the convergence of iterative
EMUS, and we show that for every fixed m, zm is a
consistent estimator of the weight vector z.
Remark 2 If one chooses z0i = Ni/N , then z
1 is the
EMUS estimate of z, w(F¯ ).
3 Error Analysis of EMUS
Here, we develop tools for analyzing the error of EMUS.
First, in Section 3.1, we prove a CLT for EMUS, and
we derive a convenient upper bound on the asymptotic
variance. Then, in Section 3.2, we analyze the depen-
dence of the asymptotic variance of EMUS on the choice
of biased distributions. We use these tools in Section 4
to prove limiting results demonstrating the advantages
of EMUS for multimodal distributions and tail proba-
bilities.
3.1 A CLT for EMUS and an Estimate of the
Asymptotic Variance
In this section, we prove a Central Limit Theorem (CLT)
for EMUS, and we derive an upper bound on the asymp-
totic variance σ2US(g) of piUS[g]. To prove the CLT for
EMUS, we must assume that a CLT holds for trajectory
averages over the biased processes:
Assumption 2 For any matrix H, let Hi: denote the
i’th row of H. Define G¯ ∈ RL×2 by
G¯i: = (g¯
∗
i , 1¯
∗
i ).
Assume that√
Ni
((
F¯i:, G¯i:
)− (Fi:, pii[g∗], pii[1∗])) d−→ N(0,Σi) (13)
for some asymptotic covariance matrixΣi ∈ R(L+2)×(L+2)
of the form
Σi =
(
σi ρi
ρti τi
)
, (14)
where σi ∈ RL×L denotes the asymptotic covariance
of F¯i: with itself, ρi ∈ RL×2 denotes the asymptotic
covariance of F¯i: with G¯i:, and τi ∈ R2×2 denotes the
asymptotic covariance of G¯i: with itself.
We expect a CLT to hold for most MCMC methods,
target distributions, and target functions of interest in
statistics and statistical mechanics. We refer to [38] for
a comprehensive review of conditions guaranteeing a
CLT. In Theorem 3 of Section 3.2, we prove a CLT
and an estimate of the asymptotic variance for a simple
family of processes which one might use to sample the
biased distributions in an application of EMUS.
We now prove a CLT for piUS[g], and we give a
formula expressing the asymptotic variance σ2US(g) of
piUS[g] in terms of the asymptotic variances Σi of the
trajectory averages. In this formula, (I − F )# denotes
the group generalized inverse of I−F ; the group inverse
A# of a matrix A is characterized by the properties
AA#A = A, A#AA# = A#, and AA# = A#A.
We refer to [19] for a detailed explanation of the prop-
erties of the group inverse, a proof that (I−F )# exists
whenever F is stochastic and irreducible, and an algo-
rithm for computing (I − F )#.
Theorem 1 Let g be square integrable over pi, so pi[g2] <
∞. Recall the definition of Ψ from (3), and define
` := Ψ (1,−pi[g])t ∈ R2.
Let g ∈ RL be the vector with gi := ` · (pii[g∗], pii[1∗]).
We have
√
N (piUS[g]− pi[g]) d−→ N(0, σ2US(g)), (15)
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where
σ2US(g) =
L∑
i=1
z2i
κi
{
(I − F )#g · σi(I − F )#g
+ 2(I − F )#g · ρi`+ `tτi`
}
. (16)
Proof The result follows using the delta method and a
formula expressing w′(F ) in terms of (I−F )#; we give
the details in Appendix A.
In [44], we explain how to compute an estimate of
σ2US(g) given trajectories of the biased processes. We
use this estimate in Section 5 when analyzing our com-
putational experiments.
In Theorem 1, we assume that the processesXit sam-
pling the biased distributions are independent. This as-
sumption does not hold for all stratified MCMC meth-
ods. For example, in replica exchange umbrella sam-
pling one periodically allows configuration exchanges
between neighboring processes; see [31] for a general
discussion of replica exchange strategies and [41] for
an application of replica exchange in a method sim-
ilar to EMUS. The result is a single process taking
values in RL×d and sampling the product distribution
Π(x1, x2, . . . , xL) = pi1(x1)pi2(x2) . . . pi1(xL). In this case,
a CLT would still hold for EMUS, but the asymptotic
variance would take a different form.
We now derive a convenient upper bound on the
asymptotic variance σ2US(g). In Section 4, we use this
bound to analyze the efficiency of EMUS in the low-
temperature limit and in the limit of small tail probabil-
ities. Our bound is based on the probability Pi[tj < ti]
defined below:
Definition 1 Let Yn be the Markov chain with state
space {1, 2, . . . , L} and transition matrix F . Let Pi[tj < ti]
denote the probability that Yn hits j before returning
to i, conditioned on Y0 = i.
Theorem 2 Let g ∈ L2(pi), let σ2(g) be the asymptotic
variance of piUS[g], and for any measure ν and function
f let varν(f) be the variance of f over ν. Define the
function
h = g∗ − pi[g]1∗,
and let C(h¯i) be the asymptotic variance of the trajec-
tory average of h over the biased process Xit . We have
σ2US(g) ≤ 2
L∑
i=1
1
κi
{
z2i Ψ
2 C(h¯i)
+ tr(Ri)pi[|h|]2
∑
j 6=i
Fij>0
varpii(ψ
∗
j )
Pi[τj < τi]2
}
,
(17)
where Ri ∈ RL×L with
Rijk :=
σijk√
varpii(ψ
∗
j )
√
varpii(ψ
∗
k)
.
Proof The result follows from Theorem 1, using the per-
turbation bounds which we derived in [43]. Details ap-
pear in Appendix A.
When the bias functions are a partition of unity,
both the EMUS method and the statements of Theo-
rems 1 and 2 simplify considerably. (The bias functions
are a partition of unity if and only if
∑L
i=1 ψi(x) = 1
for all x.) In this case, f∗ = f for all functions f , and
the EMUS method reduces to
piUS[g] =
L∑
i=1
wi(F¯ )g¯i,
where
F¯ij = N
−1
i
Ni∑
t=1
ψj(X
i
t) and g¯i = N
−1
i
Ni∑
t=1
g(Xit).
In the statement of Theorem 2, one can replace pi[|h|]2
with varpi(g) or pi[|g|]2. We also have Ψ = 1, and one
can replace C(h¯i) with the asymptotic variance C(g¯i) of
g¯i. (We verify these claims in Appendix A as part of the
proof of Theorem 2.) In our limiting results (Section 4)
and computational experiments (Section 5), we choose
the bias functions to be a partition of unity.
3.2 Dependence of the Asymptotic Variance on the
Choice of Strata
In this section, we consider how the choice of strata in-
fluences the factors in the upper bound (17) on σ2US(g).
Our goal is to quantify the two primary advantages of
stratification: First, MCMC averages over the biased
distributions may converge more quickly than MCMC
averages over the target. Second, using EMUS, one may
express very small tail probabilities in terms of much
larger probabilities, such as the entries of the overlap
matrix F .
The first advantage of stratification is associated
with the asymptotic variances C(h¯i) and tr(R
i) appear-
ing in (17). We show in Section 3.2.1 that these factors
may be controlled by decreasing the diameters of the
strata, under some conditions. The second advantage is
related to the factor∑
j 6=i
Fij>0
varpii(ψ
∗
j )
Pi[τj < τi]2
.
We show in Section 3.2.2 that Pi[τj < τi] may also be
controlled by choosing the strata appropriately.
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3.2.1 Asymptotic Variances of MCMC Averages
Here, we consider the effect of the choice of strata on
the asymptotic variances C(h¯i) and tr(R
i). First, we
introduce a simple family of strata and bias functions.
We then state Assumption 3 concerning the dependence
of the asymptotic variances on parameters such as the
diameters of the strata. Finally, we motivate Assump-
tion 3 by verifying that it holds for a representative
class of MCMC methods, cf. Theorem 3.
Consider the following simple but representative class
of bias functions: Let {Ui : i = 1, . . . , L} be a family
of sets with ∪Li=1Ui = Ω, and define the corresponding
bias functions and biased distributions
ψi := 1Ui and pii(dx) :=
1Ui(x)pi(dx)
pi[1Ui ]
for i = 1, . . . , L,
(18)
where
1Ui(x) =
{
1 if x ∈ Ui, and
0 otherwise.
Assume that the sets Ui are chosen so that the irre-
ducibility criterion of Lemma 1 holds. For example,
suppose that Ω = [0, 1]d is the d-dimensional unit cube.
One might choose K ∈ N, set h := 1/K, and define the
family of (K + 1)d sets
Ui = (h[−1, 1]d + hi) ∩Ω for i ∈ {0, 1, . . . ,K}d, (19)
covering Ω uniformly by a grid of strata having diam-
eters proportional to h. Such a na¨ıve choice may suf-
fice for small d, but it is not practical for large d. (We
discuss appropriate bias functions for high-dimensional
problems later in this section and again in Section 5.1.)
Nonetheless, the uniform grid of strata is useful as a
device when analyzing the effect of the stratum size on
the efficiency of EMUS.
In Section 4, to demonstrate the benefits of EMUS
for multimodal distributions and tail probabilities, we
rely on Assumption 3 below to estimate the dependence
of the asymptotic variances on the choice of strata.
Since we wish to study grids of strata like (19), we state
this assumption in terms of families of distributions tak-
ing the following form: Let x0 ∈ Ω, and let Z ⊂ Rd be
a bounded set containing 0. Define
Zh = x0 + hZ, where hZ := {hz : z ∈ Z}. (20)
For each h, define the biased distribution
pih(dx) =
1Zh(x)pi(dx)
pi[1Zh ]
.
In addition, motivated by our analysis of EMUS for
multimodal distributions, we find it convenient to write
the target density as
pi(x) =
exp(−βV (x))∫
exp(−βV (y)) dy ,
for some potential V : Ω → R and inverse tempera-
ture β > 0. Assumption 3 characterizes the dependence
of the asymptotic variance of MCMC averages on the
parameters h, β, and V :
Assumption 3 Let f : Ω → R, and define σ2h(f) to be
the asymptotic variance of an MCMC trajectory aver-
age approximating pih[f ]. We assume
σ2h(f)
varpih(f)
≤ Chaβb exp
(
β
(
max
Zh
V −min
Zh
V
))
≤ Chaβb exp (βhdiam(Z)‖∇V ‖∞)
for some C, a, b ≥ 0 independent of Z and f .
To motivate Assumption 3, we prove that a special
case holds for a representative class of processes sam-
pling the biased distributions, cf. Theorem 3. Assume
that V is continuously differentiable. Let Z ⊂ Rd be
either a convex polyhedron or a set with C3 boundary.
(The boundary of a set is C3 if in a neighborhood of
each point on the boundary, the boundary is the graph
of a three times continuously differentiable function.)
Now let Xht be the overdamped Langevin process with
reflecting boundary conditions on Zh. This process is
defined by the Fokker–Planck equation
∂u
∂t (x, t) = div(β
−1∇u(x, t) + u(x, t)∇V (x))
for x ∈ U, t > 0,
(β−1∇u(x, t) + u(x, t)∇V (x)) · n(x) = 0
for x ∈ ∂Zh, t ≥ 0, and
u(x, 0) = p(x)
for x ∈ Zh.
(21)
(Here, n(x) denotes the inward unit normal to ∂Zh at
x.) That is, Xht is the unique Markov process so that if
Xh0 has density p(x), then X
h
t has density u(x, t). The
existence of the reflected process is established in [49,2]
when Z is a convex polyhedron and in [13, Chapter 8]
when Z has C3 boundary. A simple introduction to
the reflected process and its properties appears in [34,
Chapter 4]. We show in Theorem 3 that Xht is ergodic
for pih, at least when Z is bounded.
The reflected process Xht shares many features with
the processes used in practical stratified MCMC meth-
ods. In particular, it is closely related to the (unre-
flected) overdamped Langevin process Yt, which solves
dYt = −∇V (Yt) dt+
√
2β−1 dBt. (22)
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In fact, the Fokker–Planck equation of the unreflected
process is the same as the reflected process, except with
no boundary condition and with Rd in place of Zh. (The
reader may verify that the boundary condition guaran-
tees that solutions of the Fokker–Planck equation pre-
serve normalization over Zh; that is, if
∫
Zh
p(x) dx = 1,
then
∫
Zh
u(x, t) dx = 1 for all t > 0 [34, Chapter 4].)
Our goal now is to estimate the asymptotic vari-
ances of trajectory averages over the reflected process.
Define the continuous time trajectory average
f¯h :=
1
T
∫ T
t=0
f(Xht ) dt.
In Theorem 3, we present an estimate of the asymptotic
variance σ2h(f) of f¯
h. This estimate verifies Assump-
tion 3 for the reflected process.
Theorem 3 Assume that f : Ω → R has finite vari-
ance varh(f) over pih. Suppose that X
h
t is stationary;
that is, Xh0 has distribution pih. We have
√
T (f¯h − pih[f ]) d−→ N(0, σ2h(f)),
where
σ2h(f) ≤ Λh2β exp
(
β
(
max
Zh
V −min
Zh
V
))
varh(f).
(23)
The constant Λ depends only on Z, not on h, β, V , or
f .
Proof (Sketch of proof) We give a detailed proof of The-
orem 3 in Appendix C; here we present only an outline.
Our proof is based on a formula expressing the asymp-
totic variance of trajectory averages in terms of the gen-
erator of Xht : Under certain conditions,
σ2h(g) = −2pih[(g − pih[g])L−1(g − pih[g])], (24)
where L is the generator of Xht and L
−1(g− pih[g]) is a
function so that
L(L−1(g − pih[g])) = g − pih[g]
and ∇L−1(g−pih[g]) ·n = 0 on ∂Zh. To estimate σ2h(g),
we prove a Poincare´ inequality for pih, which implies
an upper bound on ‖L−1(g − pih[g])‖L2(pih). This gen-
eral approach is outlined in [30, Section 3], which treats
the case of the overdamped Langevin dynamics on an
unbounded domain.
We remark that (24) is a version of the usual formula
equating the asymptotic variance and the integrated
autocovariance: In fact, for
C(t) =
∫
Zh
Ex[g(X
h
t )− pih[g]](g(x)− pih[g])pih(x) dx
the autocovariance of Xht , we have
−pih[(g − pih[g])L−1(g − pih[g])] =
∫ ∞
t=0
C(t) dt;
see [25] for details.
Remark 3 In a related work, we summarize and refute a
widely accepted argument in favor of umbrella sampling
from the chemistry literature [9, Chapter 8]; see [44,
Section VI.A]. Roughly speaking, the argument in the
chemistry literature treated the dependence of the sam-
pling error on the choice of strata correctly, but the
sensitivity of the algorithm to those errors incorrectly.
Our Theorem 3 verifies and extends the correct part of
this argument.
As explained above, the reflected processXht is quite
similar to the processes used in practice. We now dis-
cuss practical methods, and we explain when we expect
results similar to Theorem 3 to hold. Recall the three
major differences between Xht and practical methods:
First, in molecular simulations, one typically chooses
Gaussian bias functions. Second, practical methods must
be based on discretizations of continuous time processes
such as Xht . Third, for high-dimensional problems, one
typically stratifies only a certain low-dimensional reac-
tion coordinate or collective variable. In the first two
cases, we expect the conclusions of Theorem 3 to hold,
perhaps with minor adjustments. The third case is more
complicated. These practical considerations motivate
the flexibility built into Assumption 3 in the form of
the coefficients a and b.
We discuss the Gaussian bias functions first. Let
κ > 0 and x0 ∈ Ω. Define the bias function
ψκ(x) = exp
(
−|x− x0|
2
2κ2
)
,
and let piκ be the corresponding biased distribution:
piκ(x) ∝ exp
(
−βV (x)− |x− x0|
2
2κ2
)
.
To sample such a biased distribution, one might use the
(unreflected) overdamped Langevin dynamics
dY κt = −∇W (Y κt ) dt+
√
2β−1 dBt (25)
with potential
W (x) = V (x) +
|x− x0|2
2κ2β
.
Under certain conditions on V , one can show that this
dynamics is ergodic for piκ. Observe that as κ decreases,
piκ concentrates near x0, so in effect the width of the
distribution piκ decreases. Therefore, one might expect
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trajectory averages to converge more quickly for smaller
κ. In fact, one can prove an estimate similar to (23),
but with κ playing the role of h. We omit the proof for
simplicity.
Next, we discuss discretizations of continuous time
processes such as Xht and Y
κ
t . We note that discretiza-
tions of the (unreflected) overdamped Langevin dynam-
ics are commonly used for MCMC in both chemistry
and statistics [39]. In some cases, it is possible to relate
the asymptotic variance of a trajectory average over the
practical discretized process to the asymptotic variance
of the same average over the ideal continuous time pro-
cess: Typically, one expects that
lim
∆t→0
∆tς2∆t(f) = ς
2(f), (26)
where ς2∆t(f) is the asymptotic variance for the dis-
cretization with time step ∆t and ς2(f) is the asymp-
totic variance for the continuous time process [30, Sec-
tion 3.2]. We note that (26) holds for some discretiza-
tions of the Gaussian biased processes piκ discussed
above [30, Section 3.2]. However, we have not verified (26)
for any discretization of the reflected process.
We also warn the reader that one only expects (26)
in the limit as ∆t → 0 with the parameter h (or κ)
fixed. In fact, when sampling distributions such as pih
(or piκ), one might decrease the time step ∆t with h (or
κ). This might be necessary, for example, to ensure that
proposed steps of the discretized process remain in the
support of pih with high probability. In this case, it is
more difficult to understand the behavior of the asymp-
totic variance of trajectory averages as h decreases. Es-
timate (23) may suggest that the asymptotic variance
should decrease as h2 when h→ 0, but this is too good
to be true if ∆t must decrease with h.
In fact, for some MCMC methods, when the step
size is proportional to h, the asymptotic variance tends
to a constant as h → 0. For example, let the potential
V = 1 be constant, and let Z, Zh, and pih be as de-
fined above. Now suppose that instead of the reflected
Langevin dynamics, we choose the biased process Qht
sampling pih to be Metropolis–Hastings with proposals
drawn from N(0,h2). Since we scale the proposal dis-
tribution with the diameter of Zh, the asymptotic vari-
ances of trajectory averages are constant in the limit of
small h instead of decreasing like h2 as in (23). A simi-
lar phenomenon occurs with the affine invariant ensem-
ble sampler [20]: The affine invariance property of this
sampler suggests that the asymptotic variances of tra-
jectory averages are constant in the limit of small h. We
note that modification of the power of h in (23) would
not affect any of our qualitative conclusions related to
the efficiency of the EMUS method in Section 4.
We now discuss practical choices of bias functions
for high-dimensional problems. When d is large, one
typically stratifies only in a function θ : Ω ⊂ Rd → R`
with ` much smaller than d. To be precise, one might
choose a uniform grid of nonnegative functions ηi :
R` → R defined as in (19), but with supports cover-
ing θ(Ω) ⊂ R` instead of Ω ⊂ Rd. One would then
define the biased distributions
ψi(x) := ηi(θ(x)). (27)
(We make a similar choice in our calculations in Sec-
tion 5, cf. the natural stratification (46).) In some cases,
biased distributions of this form may be much easier to
sample than the target distribution. For example, sup-
pose that the marginal piθ of pi in θ were multimodal,
but that the conditional distributions pi(· | θ = θ0) were
unimodal or otherwise easy to sample for each fixed θ0.
In that case, for h sufficiently small, each biased distri-
bution would be unimodal, hence easy to sample. (Re-
call that h sets the diameters of the strata for the grid
of bias functions defined in (19), so h small means that
the diameter of the support of ηi is small.)
The reader will notice that basis functions of the
form (27) will typically have infinite support, render-
ing the bound in Assumption 3 useless. In this case,
one might hope for a similar bound with the potential
function V replaced by the free energy
F (θ) := −β−1 log(piθ(θ)),
where piθ is the marginal density of pi in θ. Roughly, this
replacement will be valid when, for MCMC processes
sampling pi, the θ variables equilibrate very slowly com-
pared to other variables. This will occur, for example,
when the marginal in θ is multimodal or otherwise dif-
ficult to sample, but the conditional distributions are
easy to sample. More on the effective dynamics of low-
dimensional variables can be found in [35] or [29].
3.2.2 Controlling the Probabilities Pi[τj < τi]
Here, we examine the effect of the choice of strata on
the factor∑
j 6=i
Fij>0
varpii(ψ
∗
j )
Pi[τj < τi]2
(28)
appearing in our upper bound (17) on σ2US(g).
We begin with a lemma estimating varpii(ψ
∗
j )/Pi[τj < τi]
2
in terms of Fij :
Lemma 3 We have
varpii(ψ
∗
j )
Pi[τj < τi]2
≤ 1
Fij
.
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Proof We have
Pi[tk < ti] ≥ P[X1 = k|X0 = i] = Fik,
where Xt denotes the Markov chain with transition ma-
trix F . Therefore, since ψ∗j (x) ∈ [0, 1],
varpii(ψ
∗
j )
Pi[τj < τi]2
≤ varpii(ψ
∗
j )
F 2ij
≤ pii[(ψ
∗
j )
2]
F 2ij
≤ pii[ψ
∗
j ]
F 2ij
=
1
Fij
.
We now estimate the size of Fij for piecewise con-
stant bias functions such as the uniform grid (19):
Lemma 4 Assume as in (18) that the bias functions
are piecewise constant, and write pi(x) ∝ exp(−βV (x)).
We have
Fij ≥ |Ui ∩ Uj |
|Ui|
∥∥∥∑Lk=1 1Uk∥∥∥∞ exp
(
β
(
min
Ui
V −max
Ui
V
))
In particular, for the uniform grid of strata (19), we
have
Fij ≥ 1
4d
exp
(
β
(
min
Ui
V −max
Ui
V
))
≥ 1
4d
exp
(
−2βh
√
d‖∇V ‖∞
)
(29)
for any i, j ∈ Zd so that Fij > 0.
Proof We have
Fij = pii[ψ
∗
j ]
= pii
[
1Uj∑L
k=1 1Uk
]
≥ pi[Ui ∩ Uj ]
pi[Ui]
1∥∥∥∑Lk=1 1Uk∥∥∥∞
≥ |Ui ∩ Uj ||Ui|
1∥∥∥∑Lk=1 1Uk∥∥∥∞
× exp
(
β
(
min
Ui
V −max
Ui
V
))
,
which proves the first claim made in the statement of
the lemma.
Now, for the uniform grid of strata (19), the min-
imum nonzero value of |Ui ∩ Uj|/|Ui| is 1/2d, attained
when j = (1, 1, . . . , 1) + i. Moreover, except for a set
of measure zero, each x ∈ Rd lies within 2d strata, so∥∥∥∑Lk=1 1Uk∥∥∥∞ = 2d. Finally, we have
max
Ui
V (x)−min
Ui
V (x) ≤ diam(Ui)‖∇V ‖∞ = 2
√
dh‖∇V ‖∞,
and the result follows.
Despite the exponential dependence on d in (29),
EMUS and other stratified MCMC methods are advan-
tageous for high-dimensional problems because it of-
ten suffices to stratify only a low-dimensional collec-
tive variable. In such cases, the dimension of the grid
of strata is much smaller than dimension of the state
space Ω; see our discussion of collective variables in
Section 3.2.1 and our computations in Section 5. It is
important to keep this in mind when reading our results
below.
Remark 4 One may define a uniform grid of strata so
that (28) increases only as d2 with dimension, not ex-
ponentially: For any i ∈ Zd, let V ′i := hi + h
[− 12 , 12]d.
For i 6= j, define
Wij :=
{
x ∈ V ′j : min
y∈V ′i
‖x− y‖ ≤ min
y∈V ′k
‖x− y‖
for any k ∈ Zd \ {j}
}
to be the d-dimensional pyramid consisting of all points
in V ′j closer to V
′
i than to any other cube V
′
k. Now let en
denote the n’th standard basis vector in Rd, and define
Vi := ∪dn=1(Wi,i+en ∪Wi,i−en) ∪ V ′i
to be the cube V ′i enlarged by all the neighboring pyra-
mids Wij. The strata Vi are convex, and the corre-
sponding bias functions ψi =
1
21Vi are a partition of
unity. Each stratum Vi intersects only the 2d neigh-
boring strata Vi±en for n = 1, . . . , d. Moreover, each
intersection between neighboring strata Vi and Vj con-
sists of the pair of pyramids Wij and Wji, and it has
volume 1/d. Therefore, by Lemma 4, for this choice of
bias functions, the nonzero entries of F decrease as 1/d.
It follows that (28) increases as d2.
When Ω = [0,∞) and the target is a tail probabil-
ity of the form pM = pi([M,∞)), some strata must be
unbounded. Consider, for example, the bias functions
depicted in Figure 2. In that case, one cannot control
the size of the entries in F simply by decreasing the
size of the strata, since FK,K−1 tends to zero as h de-
creases. The resolution of this difficulty is subtle; we
present the details in Section 4.2, since they pertain
only to the calculation of tail probabilities.
4 Limiting Results as a Rationale for EMUS
In this section, we analyze the efficiency of EMUS in
two limits: First, we consider a low temperature limit
in which the potential V is fixed and the inverse tem-
perature β increases, concentrating the target distribu-
tion at its modes and intensifying the effects of mul-
timodality on the efficiency of MCMC sampling. Sec-
ond, we consider the estimation of increasingly small
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tail probabilities. Our goal in each case is to elucidate
the advantages and disadvantages of EMUS for a broad
class of problems, providing a rationale for the use of
the method. We hope that others will use the tools of
Section 3 in similar fashion to develop their own novel
applications of EMUS.
4.1 Limit of Low Temperature
Let the target distribution take the form
piβ(x) =
exp(−βV (x))∫
exp(−βV (x)) dx
for some potential V and inverse temperature β > 0,
as in Section 3.2. In this section, we analyze the ef-
ficiency of EMUS in the low temperature limit as β
tends to infinity with V fixed. We observe that piβ con-
centrates at its modes (the minima of V ) in this limit.
As a consequence, MCMC methods for sampling piβ
undergo transitions between modes only rarely, which
makes direct MCMC sampling increasingly inefficient.
To be precise, we show that the asymptotic variance of a
trajectory average of the overdamped Langevin dynam-
ics increases exponentially with β in the worst case. On
the other hand, we show that the asymptotic variance of
the EMUS estimate of the same average increases only
polynomially. Therefore, EMUS is dramatically more
efficient than direct sampling in the low temperature
limit.
We consider the low temperature limit because it
provides a convenient sequence of increasingly difficult
to sample multimodal distributions: By analyzing EMUS
in the low temperature limit, we hope to elucidate its
advantages for multimodal problems in general. We have
no other interest in low temperature.
We now examine the overdamped Langevin dynam-
ics
dXβt = −∇V (Xβt )dt+
√
2β−1dBt (30)
in the low temperature limit. (The overdamped Langevin
dynamics is ergodic for piβ under certain conditions on
V ; see [39] for example.) For typical potentials V , the
generator
L := −β−1∆+∇V · ∇
of (30) has a spectral gap that shrinks exponentially
with β; that is, for some c > 0,
− exp(−cβ) ≤ λ1 < 0, (31)
where λ1 is the greatest nonzero eigenvalue of L . We
refer to [30, Section 2.5] for a review of results on the
spectrum of L , and we refer to [21] for precise con-
ditions on V which guarantee (31). Now let v1 be an
eigenfunction corresponding to λ1 normalized so that
pih[v
2
1 ] = 1. By formula (24), the asymptotic variance
σ2β(v1) of the trajectory average of v1 satisfies
σ2β(v1) = −piβ [v1L−1v1]
= −λ−11 piβ [v21 ] = −λ−11 ≥ exp(cβ),
indicating that the cost of estimating pi[v1] by direct
MCMC grows exponentially with β.
Having analyzed the overdamped Langevin dynam-
ics, we now examine EMUS in the low temperature
limit. For convenience, we assume that Ω is the unit
cube [0, 1]d ⊂ Rd with periodic boundary conditions;
to be more precise, we let Ω = Rd/Zd be the set of
all points in Rd with x and y identified if and only if
x − y ∈ Zd. Periodic boundary conditions are typical
of problems in chemistry and computational statistical
mechanics. We do not see any difficulties in generalizing
our results to other types of domains.
As β increases, we must make the supports of the
bias functions smaller. We accomplish this by adjusting
the parameter h in a uniform grid of bias functions
similar to those defined in (19). To be precise, we fix
K ∈ N, set h := 1/K, and define
ψi(x) :=
1
2d
1[−1,1]d(K(x−hi)) for i ∈ {0, 1, . . . ,K−1}d.
(32)
This family of Kd bias functions is a partition of unity
over Ω, and the support of the i’th bias function is
Ui := h[−1, 1]d + hi.
For convenience, we treat the index i as an element of
Zd/KZd; that is, we let i be periodic with period K in
each of its components, identifying (0, i2, . . . , id) with
(K, i2, . . . , id), for example. Figure 1 illustrates such a
family of bias functions, and it demonstrates the appro-
priate relationship between β and h.
We now show that the asymptotic variance of EMUS
increases at most polynomially with β when K is cho-
sen appropriately. In light of the above discussion, this
means that EMUS may be dramatically more efficient
than direct sampling for multimodal problems. We note
that despite the exponential dependence on d in (33) be-
low, EMUS and other stratified MCMC methods are of-
ten advantageous for high-dimensional multimodal prob-
lems; see our discussion of low-dimensional collective
variables in Section 3.2 and also our computations in
Section 5.
Stratification and Markov chain Monte Carlo 13
0.0 0.2 0.4 0.6 0.8 1.0
0.5
1.0
1.5
2.0
(x
)
= 1, h = 1
0.0 0.2 0.4 0.6 0.8 1.0
0
1
2
3
4
= 3, h = 1/3
0.325 0.350 0.375 0.400 0.425
x
0.5
0.0
0.5
V(
x)
 in
 S
tra
tu
m
0.36 0.37 0.38 0.39
x
0.5
0.0
0.5
Fig. 1: Bias functions and target distributions in the
low temperature limit. In the upper two plots, the black
curves are the densities of the target distributions for
two different values of β. Observe that pi concentrates at
the minima of V as β increases. The red bands each lie
above a single stratum chosen from a family of strata for
which h ∝ β−1. In the lower two plots, the blue curve
is βV (x) and the x-axis covers the bottom of the red
band in the plot immediately above. Observe that the
range of βV (x) over the red band is the same for each
of the two values of β. By Theorem 3 and the ensuing
discussion in Section 3.2, this implies that the cost of
sampling a single biased distribution increases at most
polynomially with β when h ∝ β−1.
Theorem 4 For any bounded continuous function g,
let σ2β,US(g) denote the asymptotic variance of piβ,US[g].
Let the bias functions be defined by (32) with K equal
to the least integer greater than β; that is,
K = dβe.
Take κi = 1/K
d. Let Assumption 3 hold. We have
σ2β,US(g)
varpiβ (g)
≤ C(1 + β)qd (33)
for constants C, q > 0 independent of g and β, but de-
pending on V and the constants in Assumption 3.
Proof By the remarks immediately following Theorem 2,
since the bias functions are a partition of unity, we have
σ2(g) ≤ 2
∑
i∈Zd/KZd
κ−1i
{
C(g¯i)z
2
i
+ varpi(g) tr(R
i)
∑
j 6=i
Fij>0
1
Fij
}
.
(34)
To prove the desired upper bound, we substitute esti-
mates of C(g¯i), R
i, and Fij into the inequality above.
First, we consider the asymptotic covariances Ri
and C(g¯i). Let
h = 1/K.
The diameter of Ui is 2
√
dh, so by Assumption 3
Rijj ≤ Chaβb exp
(
2
√
dhβ‖∇V ‖L∞
)
≤ Cha−b exp
(
2
√
d‖∇V ‖L∞
)
. (35)
(The second inequality follows since hβ ≤ 1 by defini-
tion.) Similarly,
C(g¯i) ≤ Cha−b exp
(
2
√
d‖∇V ‖L∞
)
varpii(g). (36)
Second, by Lemma 4, the nonzero entries of the over-
lap matrix F are bounded below as β tends to infinity:
Fij ≥
exp
(
−2√d‖∇V ‖L∞
)
4d
(37)
for all i, j so that Fi,j > 0. We also observe that each
row of F has 3d nonzero entries, since Fi,i+k > 0 only
when all entries of k belong to {−1, 0, 1}.
We now estimate the term involving C(g¯i) in (34).
By (36), we have∑
i∈Zd/KZd
z2i C(g¯i) ≤ Cha−b exp
(
2
√
d‖∇V ‖L∞
)
×
∑
i∈Zd/KZd
z2i varpii(g). (38)
Now we have
varpii(g) = pii
[|g − pii[g]|2] ≤ pii [|g − pi[g]|2] .
Therefore,∑
i∈Zd/KZd
z2i varpii(g) ≤
∑
i∈Zd/KZd
zipii
[
|g − pi[g]|2
]
= pi
[
|g − pi[g]|2
]
= varpi(g). (39)
(The inequality follows since 0 ≤ zi ≤ 1 for all i;
the second to last equality follows using (6) and that
{ψi}i∈Zd/KZd is a partition of unity.) Thus,∑
i∈Zd/KZd
z2i C(g¯i) ≤ Cha−b exp
(
2
√
d‖∇V ‖L∞
)
varpi(g).
(40)
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It remains to address the term involving Ri in (34):
Using (35), (37), and that each row of F has 3d nonzero
entries, we have
tr(Ri)
∑
j 6=i
Fij>0
1
Fij
≤ C62dha−b exp
(
4
√
d‖∇V ‖L∞
)
(41)
for every i ∈ Zd/KZd. Finally, using (40), (41), and
κ−1i = K
d = dβed, we conclude
σ2(g) ≤ 2Cha−b
{
Kd exp
(
2
√
d‖∇V ‖L∞
)
+ 62dK2d exp
(
4
√
d‖∇V ‖L∞
)}
varpi(g)
≤ (Ddβed+b−a + Edβe2d+b−a) varpi(g),
where the constants D and E depend on d and V , but
not on g or β.
We note that if one uses the bias functions proposed
in Remark 4, then the constants D and E in the proof of
Theorem 4 grow only polynomially with the dimension
d, not exponentially. However, we do not claim that
those bias functions perform better than the uniform
grid (19) or the bias functions of Section 5.3 in practice.
Remark 5 Our proof of Theorem 4 relies on the pertur-
bation bounds which we derived in [43]. These bounds
allow one to estimate the sensitivity of w(F ) to small
perturbations of F . Most perturbation bounds in the
literature predict that w(F ) is highly sensitive when
the spectral gap of F is small, but ours show that this
is not always the case. (The spectral gap is 1 − |λ2|,
where λ2 is the eigenvalue of F with second largest ab-
solute value.) In the low-temperature limit, the spectral
gap of F decreases exponentially with β; see [43] for a
simple example of this phenomenon. Nonetheless, using
our bounds, we show that the cost to compute averages
by EMUS increases only polynomially in β.
4.2 Limit of Small Probability
In this section, we assess the performance of EMUS
for computing tail probabilities. To be precise, we let
Ω = [0,∞), and we consider estimation of probabilities
of the form
pM := pi([M,∞)).
We show that for a broad class of distributions pi, the
cost of computing pM with relative precision by di-
rect MCMC increases exponentially with M , whereas
the cost by EMUS increases only polynomially. Thus,
EMUS is dramatically more efficient than direct sam-
pling for computing the probabilities of tail events.
In Assumption 4 below, we state the conditions which
we will impose on pi in our analysis. These conditions
specify a simple class of problems for which strong con-
clusions may be drawn. Similar results hold more gen-
erally. For example, in Section 5, we report the results
of a computational experiment demonstrating the ad-
vantages of EMUS for computing tails of a marginal
density.
Assumption 4 Write
pi(x) = exp(−V (x))
for some potential function V : [0,∞) → R. Assume
that for some M0 ≥ 0:
1. Whenever x ≥M0,
0 ≤ V ′′(x) and 0 < V ′(x). (42)
2. For some α ∈ (0, 1) and c > 0, whenever x ≥M0,
αV ′(x)2 − V ′′(x) ≥ c > 0. (43)
For example, we might have
pi(x) ∝ exp(−|x|r) for any r ≥ 1.
Remark 6 Condition (43) in Assumption 4 implies geo-
metric ergodicity of the overdamped Langevin dynam-
ics with potential V [38]. We rely on this fact to moti-
vate Assumption 5 concerning the convergence of MCMC
processes sampling biased distributions with unbounded
support. Interestingly, we use the same condition to
prove lower bounds on some of the entries of the overlap
matrix; cf. Lemma 10.
Condition (42) in Assumption 4 implies
pM ≤ D exp(−γM)
whenever M ≥ M0 for some D, γ > 0. Therefore, the
relative variance ρ2M of 1[M,∞) over pi satisfies
ρ2M =
pM − p2M
p2M
≥ D−1 exp(γM)− 1.
We conclude that estimating pM with relative accuracy
by a direct MCMC method (or even Monte Carlo with
independent samples) requires a number of samples in-
creasing exponentially with M .
By contrast, we show that for an appropriate choice
of bias functions, the cost to estimate pM by EMUS
increases only polynomially in M . For each M > 0 and
K ∈ N, let
h :=
M
K
,
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and define the family of K + 2 bias functions
ψi(x) :=

1
21[0,h](x) for i = 0,
1
21[(i−1)h,(i+1)h](x) for i = 1, . . . ,K − 1
1
21[M−h,∞)(x) for i = K, and
1
21[M,∞)(x) for i = K + 1.
(44)
As in Section 4.1, let Ui denote the support of ψi. This
family of bias functions is a partition of unity on [0,∞);
see Figure 2.
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Fig. 2: The bias functions {ψi : i = 0, . . . ,K+1} defined
in (44) and a potential function V satisfying Assump-
tion 4. Observe that the bias functions ψK and ψK+1
have unbounded support.
We now address the cost of estimating pM by EMUS.
First, we observe that Assumption 3 on the asymptotic
variances of MCMC averages does not cover the sam-
pling of piK and piK+1, since the supports of these dis-
tributions are unbounded. We need to add to that as-
sumption
Assumption 5 Let f : [0,∞) → R, and define σ2i (f)
to be the asymptotic variance of an MCMC trajectory
average approximating pii[f ] for i = K,K + 1. We as-
sume
σ2i (f)
varpii(f)
≤ D
for some D independent of M and f .
In fact, since Assumption 4 implies that the overdamped
Langevin dynamics is ergodic for pi(x) = exp(−V (x))
on the unbounded domain Ω = R (cf. Remark 6), we
fully expect (but do not prove here) that under As-
sumption 4, Assumption 5 holds for overdamped Langevin
constrained (by reflection as in (21)) to remain in the
support of piK or piK+1. Alternatively the reader may
simply assume that we draw i.i.d. samples from the bi-
ased distributions. All our results hold in that case.
We show in Theorem 5 that the relative asymptotic
variance of the EMUS estimate of pM grows only poly-
nomially with M for a broad class of target distribu-
tions pi. Therefore, EMUS may be dramatically more
efficient than direct MCMC sampling when the goal
is to compute tail probabilities. We observe that while
the hypotheses of the theorem are somewhat restric-
tive, similar results hold more generally; for example,
see Section 5 where we compute tails of a marginal den-
sity.
The proof of Theorem 5 is similar to the low temper-
ature limit, Theorem 4, but with complications arising
because not all strata are bounded and because here we
consider the relative variance instead of the variance. In
particular, we require Assumption 4 to show that one
can in fact choose h so that all nonzero entries of F
are bounded above zero uniformly as M increases; cf.
Lemma 10. This is the only part of the proof relying on
Assumption 4.
Theorem 5 Let Assumptions 3, 4, and 5 hold. Set
K = M max
x≤M
d|V ′(x)|e.
Define a family of K + 2 bias functions ψi by (44).
Take κi = 1/(K + 2). Let σ
2
M,US denote the asymptotic
variance of the EMUS estimate of pM . We have
σ2M,US
p2M
≤ CK2
for some constant C > 0 depending on V but not on
M .
For example, suppose that
V (x) = V˜ (x) + xr,
where V˜ has bounded support and r ≥ 1. Then |V ′(x)| ≤
C(1 +Mr−1), and so
σ2M,US
p2M
≤ CM2(1 +Mr−1)2.
Proof Take g := 1x≥M . As explained in the remarks af-
ter the statement of Theorem 2, since the bias functions
are a partition of unity, we have
σ2M ≤ 2
K+1∑
i=0
κ−1i
C(g¯i)z2i + p2M tr(Ri)
∑
j 6=i
Fij>0
1
Fij
 .
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(45)
First, we estimate
Rijj ≤ Cha exp
(
hmax
x≤M
|V ′(x)|
)
≤ Ceha
for all i = 1, . . . ,K − 1 by Assumption 3. By Assump-
tion 5,
RKjj ≤ D for j = K − 1,K,
and RKjj = 0 for j 6= K − 1,K, since ψK+1 is constant
over the support of piK . In addition,
RK+1jj = 0 for all j = 1, . . . , L,
since all bias functions ψi take a constant value over
the support of piK+1. Likewise,
C(g¯K) ≤ Ceha varpiK (g) ≤ Ceha,
and C(g¯i) = 0 for all i 6= K.
We now show that the nonzero entries of the overlap
matrix are bounded below independent of M . First, we
estimate the entries which are averages over the biased
distributions with bounded support. By Lemma 4, we
have
Fij ≥ 1
2 exp(2)
> 0
for all i = 0, . . . ,K − 1 and j so that Fij > 0. whenever
Fij > 0. It remains to address those entries related to
biased distributions with unbounded support, so with
i = K,K + 1. By Lemma 10, FK,K+1 and FK,K−1 are
bounded below by some θ > 0 independent of M , for
this choice of bias functions. (Lemma 10 and its proof
appear in Appendix D. Lemma 10 is the only part of
the proof which relies on Assumption 4.) In addition,
for any i = 0, . . . ,K+1, we have Fii =
1
2 , which implies
FK+1,K = 1−FK+1,K+1 = 12 since F is stochastic when
the bias functions are a partition of unity.
Finally, we substitute the above estimates of the
overlap matrix and the variances into (45). Let c =
min{θ, 1/2 exp(2)}. Observe that h decreases with M ,
so Ceha ≤ E for some constant E, uniformly in M . Let
F = max{D,E}. We have
σ2
p2M
≤ 2
p2M
K+1∑
i=0
(K + 2)
{
C(g¯i)z
2
i + p
2
M (2F )
2
c2
}
≤ 2(K + 2)F z
2
K
p2M
+
4(K + 2)2
c2
.
We now observe that
zK
pM
=
zK
zK+1
=
FK+1,K
FK,K+1
≤ 1
c
.
Therefore,
σ2
p2M
≤ 2F (K + 2) + 4F (K + 2)
2
c2
,
which proves the result.
5 EMUS for tails: An example from Bayesian
inference
We demonstrate the use of EMUS for efficiently ex-
ploring and visualizing distributions. In particular, we
show how EMUS may be used to efficiently compute
both marginal densities and also tail probabilities of
the form P[η(Z) ≥ ε−1] where η(Z) is a real valued
function of a high-dimensional random variable Z. For
both tails and marginals, there is a natural and easy to
implement choice of strata, which we describe in Sec-
tion 5.1.
In Section 5.3, we calculate two different one-dimensional
marginals of the posterior distribution of the hierarchi-
cal Bayesian mixture model described in Section 5.2.
For one marginal, the natural stratification suffices. For
the other, it does not, but a preliminary computation
made with the natural stratification suggests a better
choice of strata. We use this example to explain how to
diagnose and correct problems related to poorly chosen
strata: Our results will serve to guide the practice of
stratified MCMC.
5.1 The natural stratification for tails and marginals
Here, we briefly explain how EMUS can be used to es-
timate tail probabilities and low-dimensional marginals
of high-dimensional distributions. Let Ω ⊂ Rd; let pi be
a probability distribution on Ω; and let η : Ω → R.
Suppose that one wishes to estimate the very small tail
probability P[η(Z) ≥ ε−1]. In this case, it is natural to
stratify in η only. That is, one may choose a partition
of unity {φi}Li=1 on R and define bias functions
ψi(x) = φi(η(x)) for i = 1, . . . , L (46)
depending only on η. For a partition of unity, one might
choose the regular grid of piecewise constant functions
defined in Section 4.2. We refer to (46) as the natural
stratification. To compute the tail probability, one uses
EMUS to estimate pi(1[ε−1,∞) ◦ η).
Computing marginal densities is similar; in fact, com-
puting tails may be understood as a special case of com-
puting a marginal density. Suppose now that η : Ω →
R`. To estimate the marginal piη of pi in η, one chooses
a partition of unity {φi}Li=1 on R`, again defining bias
Stratification and Markov chain Monte Carlo 17
functions by (46). One then uses EMUS to compute
averages of histogram bins, which are functions of the
form
bη0(η(x)) = 1η0+h[−1,1]`(η(x)). (47)
We have
lim
h→0
1
(2h)`
pi[bη0 ] = piη(η0),
so for small h the averages of the histogram bins ap-
proximate piη.
By the argument in Section 4.2, EMUS with the
natural stratification will be dramatically more efficient
than direct sampling as long the biased distributions are
no harder to sample than the target distribution pi. Es-
sentially, this is because with the natural stratification
very small averages like P[η(Z) ≥ ε−1] over the tar-
get distribution pi are expressed as functions of much
larger averages over the biased distributions pii. Unfor-
tunately, however, for general functions η, the biased
distributions of the natural stratification need not be
easy to sample. In Section 5.3, we give one example
where the natural stratification works and one where it
does not. In the case where it does not, we explain how
to make a better choice of strata.
5.2 A hierarchical Bayesian mixture model
Here, we review the hierarchical Bayesian mixture model
proposed in [37], and we discuss the difficulties which
complicate inference under this model. Our calculations
in Section 5.3 demonstrate the use of EMUS in investi-
gating and overcoming these difficulties.
In the hierarchical mixture model, the data vector
y = (y1, . . . , yn) ∈ Rn
consists of independent identically distributed samples
drawn from a mixture distribution of the form
p(yi|φ) =
K∑
k=1
qkν(yi;µk, λ
−1
k ),
where K is the number of mixture components, qk is
the weight of the k’th mixture component, ν(·;µk, λ−1k )
is the normal density with mean µk and variance λ
−1
k ,
and φ is the vector of parameters
φ = (µ1, . . . , µK , λ1, . . . , λK , q1, . . . , qK−1).
(Since p(yi|φ) is a probability distribution,
q1 + · · ·+ qK = 1,
and q1, . . . , qK−1 determine qK .) The following prior
distribution is imposed on φ:
µi ∼ N(m, κ−1)
λk ∼ Gamma(α, β)
β ∼ Gamma(g, h)
(q1, . . . , qK−1) ∼ DirichletK(1, . . . , 1).
As in [23,11], we choose
m = M, κ =
4
R2
, α = 2, g = 0.2, and h =
100g
αR2
where R and M are the range and the mean of the
observed data, respectively. The posterior density is
p(θ|y) = κ
K/2ghβKα+g−1
ZKΓ (α)KΓ (g)(2pi)
n+K
2
(
K∏
k=1
λk
)α−1
× exp
{
−κ
2
K∑
k=1
(µk −M)2 − β
(
h+
K∑
k=1
λk
)}
×
N∏
i=1
(
K∑
k=1
qkλ
1
2
k exp
{
λk
2
(yi − µk)2
})
,
where θ = (φ, β) denotes the vector of all parameters
to be inferred, including the hyperparameter β.
Several factors complicate inference based on this
model: First, the mixture components are not identifi-
able; that is, the posterior distribution is invariant un-
der permutation of the labels of the mixture compo-
nents. Consequences of non-identifiability are discussed
at length in [23,11]. In our computations in Section 5.3,
we impose the constraint
µ1 ≤ µ2 ≤ · · · ≤ µK
to ensure that the components are identifiable. Sec-
ond, in Lemma 5, we show that the posterior density
may be unbounded, introducing spurious modes with
infinite density. Finally, even with identifiability con-
straints, the posterior distribution may have multiple
modes of finite posterior density. For example, see the
modes reported in [11]. In Section 5.3, we use EMUS to
efficiently visualize the posterior, assessing the effects
of multimodality and unboundedness.
We suspect that the unboundedness of the posterior
for this model is well known. However, we are unable
to find a reference, so we now explain. It is certainly
well known that the likelihood of a Gaussian mixture
model is unbounded: Roughly speaking, the likelihood
is infinite when any mixture component is collapsed on
a single data point [1]. Nonetheless, one might expect
the posterior density p(θ|y) to be bounded, since the
prior penalizes large values of the precisions λi. This
is not always the case when the data vector contains
repeated entries:
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Lemma 5 If any datum yi has frequency Ni greater
than
2g + 2(K − 1)α,
then the posterior density p(θ|y) is unbounded.
Proof Take the limit of p(θ|y) as λ1 →∞ with µ1 = yi,
β = λ−11 , and all other variables held fixed.
The reader will observe that under the model, the
set of data vectors with repeated entries has probability
zero. However, in practice, the data consist of measure-
ments with finite precision, and therefore repeated en-
tries occur commonly, cf. the Hidalgo stamp data used
in Section 5.3.
5.3 Numerical experiments: Choosing strata,
computing tails, diagnosis of problems
In this section, we explain how to recognize and cor-
rect problems related to poor choices of strata, and we
demonstrate the use of EMUS to investigate the mul-
timodality and unboundedness of the posterior in the
mixture model. We first compute two one-dimensional
marginals of the high-dimensional posterior density p(θ|y)
using the natural stratification (46). The natural strati-
fication works in one case but not the other. In the case
where the natural stratification does not work, prelim-
inary calculations based on the natural stratification
suggest a better choice of strata.
Here, we let y be the Hidalgo stamp data set first
studied in [22], consisting of the thicknesses of 485 stamps,
ranging between 60 µm and 130 µm. We let there be
three mixture components (K = 3), following previ-
ous computational studies [11,23]. In our first, calcula-
tion, we estimated the marginal in µ2 using the natural
stratification with a grid of 201 bias functions covering
the range [7, 11], with the support of the leftmost and
rightmost basis functions reaching to −∞ and ∞, re-
spectively. For the middle strata, define φ1 : R→ R by
φ1(x) := max{0, 1− |x|}. (48)
We used the bias functions
ψi(θ) = φ1
(
µ2 − (7 + (i− 1)h)
h
)
, where h := 0.02
(49)
for i = 2, . . . , 200. Now, define φ2 : R→ R by
φ2(x) := min{max{0, 1− x}, 1} (50)
The first and last bias functions were
ψ1(θ) = φ2
(
µ2 − 7
h
)
(51)
ψ201(θ) = φ2
(
(7 + 200h)− µ2
h
)
, (52)
where h = 0.02 as before.
We chose the total number of bias functions based
on the sizes of the off-diagonal entries in the overlap
matrix. For any bias functions of the form (51), the
overlap matrix is tridiagonal. Thus, by Theorem 2, if
the superdiagonal and subdiagonal entries Fi,i+1 and
Fi,i−1 are sufficiently large, then the EMUS estimator is
not too sensitive to statistical errors in F¯ . For our choice
of bias functions, the smallest subdiagonal entry of F¯
is approximately 0.004 and the smallest superdiagonal
entry is 0.01.
We sampled the biased distributions using the affine
invariant ensemble sampler with 100 walkers, as imple-
mented in the emcee package [15]. Due to computa-
tional restrictions on memory, only every tenth sam-
ple point was saved. As a check on the sampling, the
average acceptance probability over all walkers in the
ensemble sampler was calculated for each biased distri-
bution. Averaging over biased distributions gave a total
average acceptance probability of 0.31. The minimum
acceptance probability over all distributions was 0.12.
To initialize sampling, we computed an unbiased
test trajectory. We then started by sampling a single
biased distribution pik, initializing with points drawn
randomly from the unbiased trajectory. We sampled the
other biased distributions in sequence, initializing with
points drawn randomly from samples of adjacent bi-
ased distributions. Thus, we sampled pik first, then pik−1
and pik+1, then pik−2 and pik+2, etc. We equilibrated the
sampler in each pii for 3000 Monte Carlo steps, and col-
lected data for an additional 100000 Monte Carlo steps.
Each step of the ensemble sampler involves perturbing
the positions of each of the 100 walkers.
We computed the marginal in µ2 using a grid of
200 histogram bins, covering the region [7, 11]; this cor-
responds to taking h = 0.01 in (47). The result is the
curve labeled EMUS in Figure 3a. The marginal in µ2
has two modes, labeled 1 and 2 in Figure 3a. We plot the
mixture distributions corresponding to these modes in
Figure 4. (To be precise, the distributions in Figure 4
correspond to means over histogram bins centered at
the labeled points.)
For comparison, we also estimated the marginal in
µ2 from multiple long, unbiased trajectories. We com-
puted 100 unbiased trajectories of the affine invariant
ensemble sampler in parallel. For each trajectory, the
ensembles were first equilibrated for 10000 Monte Carlo
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steps, and then data were collected for 100000 steps.
These trajectories were combined and binned to pro-
duce the density labeled Unbiased in Figure 4. We esti-
mated the relative asymptotic variance of the marginal
density for the unbiased calculation using ACOR [14],
and we estimated the relative asymptotic variance for
the EMUS calculation using the method outlined in Ap-
pendix E. We present the results in Figure 3a. Note
that near the mode, unbiased MCMC performs slightly
better than EMUS, but in the tails, EMUS performs
dramatically better.
After computing the marginal in µ2, we tried com-
puting the marginal in log10 λ1. We used the natural
stratification with a grid of 50 bias functions with max-
ima equally spaced between –1 and 3.2 constructed as
ψi(θ) = φ
(−1 + h(i− 1)− log10 λ1
h
)
where
h =
3.2− (−1)
49
.
We used the same initialization scheme as for the marginal
in µ2, beginning with a single biased distribution ini-
tialized from an unbiased test trajectory. We call this
the center sample. The result of this calculation was
the density labeled “1D Center” in Figure 5a. When we
tried to compute the asymptotic variance of this den-
sity estimate, we noticed very slow convergence of the
sampler for some biased distributions. To investigate,
we performed another EMUS calculation using a sim-
ilar initialization procedure, but starting from pi1, the
biased distribution at the extreme left, covering the low-
est values of λ1. We call this the left sample. The result
of this second calculation was the density labeled “1D
Left” in Figure 5a. For both the center and left samples,
the strata were equilibrated for 3000 steps and sampled
for another 200000. We observe that the two densities
differ significantly in the region −1 ≤ log10 λ1 ≤ 0.5.
They should be the same up to sampling errors; for
example, we observe that different initializations have
no effect on the calculation of the marginal in µ2, cf.
Figure 3a.
Figure 6 explains the problem and suggests a solu-
tion: In the region 0.2 ≤ log10 λ1 ≤ 0.7, the center and
left samples cover entirely different ranges of log10 λ2.
This suggests that the biased distributions correspond-
ing to the range 0.2 ≤ log10 λ1 ≤ 0.7 are multimodal,
with barriers in λ2 impeding sampling.
To confirm the hypothesis that barriers in λ2 were
responsible for the poor convergence observed in the
center and left samples, we performed a third calcula-
tion, stratifying in both log10 λ1 and log10 λ2. We used
a 50 × 50 grid of bilinear bias functions, with maxima
equally spaced between −1 and 3.2. To be precise, for
i, j = 1, . . . , 50, we defined the bias functions
ψij(θ) = φ
(−1 + h(i− 1)− log10 λ1
h
)
× φ
(−1 + h(j − 1)− log10 λ2
h
)
,
with h as before. Let ηij denote the biased distribution
corresponding to ψij .
We performed the two-dimensional EMUS calcula-
tion twice, initializing from the center and left sam-
ples drawn from the natural stratification in log10 λ1.
For each i = 1, . . . , L, to sample the row {ηij : j =
1, . . . , 50} of biased distributions, we began by initial-
izing sampling of a single biased distribution ηik with
points from the either the center or left sample of pii.
We then sampled the other distributions ηij for j 6= k
in sequence, again initializing with points from samples
of adjacent distributions, either ηi,j+1 or ηi,j−1 in this
case. If no samples were found inside the support of a
biased distribution, that distribution was ignored. For
each biased distribution, sampling was burned in for
4500 steps, and samples were collected for an additional
2500 steps. Ultimately, 1397 of the 2500 biased distri-
butions were sampled; the unsampled distributions cor-
respond to the white space in Figure 7a.
We computed the marginal in log10 λ1 and log10 λ2
using a 200×200 grid of histogram bins, covering the re-
gion −1 ≤ log10 λ1 ≤ 3.2 and −1 ≤ log10 λ2 ≤ 3.2; this
corresponds to taking h = (3.2− (−1))/200 in (47); the
result from the center calculation appears in Figure 7a.
In Figure 8, we show the mixture distributions corre-
sponding to the modes of the two-dimensinoal marginal
in Figure 7a. The two-dimensional marginals were es-
sentially the same for the center and left initializations;
see Figure 9. We also estimated the one-dimensional
marginal in log10 λ1 using the two-dimensional strati-
fication; see the results labeled “2D Center” and “2D
Left ” in Figure 5a. Finally, we estimated the relative
asymptotic variance of the marginal in log10 λ1 com-
puted by two-dimensional stratification. Again, we ob-
serve that EMUS performs much better than unbiased
sampling in the tails, cf. Figure 5b.
The marginal in log10 λ1 and log10 λ2 confirms that
barriers in λ2 caused the problems observed in calcu-
lating the marginal in log10 λ1 using the natural strat-
ification. In fact, we see that computing the marginal
in either λ1 or λ2 requires stratifying both variables, as
stratifying only one leads to barriers that impede sam-
pling in the other. In particular, there are barriers in λ2
along the line log10 λ1 = 0.45 and a barrier in λ1 along
log10 λ2 = 0.6: In Figure 10, we plot an estimate of the
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conditional distribution of log10 λ2 with log10 λ1 = 0.45
fixed. This distribution is multimodal with a region of
very low probability separating the modes, which ex-
plains the poor sampling depicted in Figure 6.
To conclude, we have confirmed that EMUS can be
extremely efficient for computing tails. However, one
must exercise care in the choice of strata. The natu-
ral stratification often suffices, but in some cases, like
computing the marginal in log10 λ1, the biased distribu-
tions of the natural stratification may be very difficult
to sample. We propose the use of different initializa-
tions, like the center and left samples, as a method of
identifying problems related to poorly chosen strata.
Careful inspection of simulations performed with these
different initializations can identify problems and sug-
gest better strata.
6 Conclusions
We have analyzed the Eigenvector Method for Um-
brella Sampling (EMUS), an especially simple and ef-
fective stratified MCMC method sharing many features
with the popular WHAM [27] and MBAR [40] meth-
ods of computational chemistry. We have demonstrated
the advantages of EMUS for sampling from multimodal
distributions and computing tail probabilities, and we
have explained how to identify and resolve the problems
which may occur if the method is implemented poorly.
Our theoretical results on the efficiency of EMUS rely
on a new class of perturbation estimates for Markov
chains, which we derived in [43]. We have also pro-
posed novel applications of stratified MCMC in statis-
tics. Specifically, we have used EMUS to efficiently vi-
sualize the posterior distribution of a Bayesian mixture
model. We use EMUS to show that multimodality and
unboundedness of the posterior distribution do not sig-
nificantly affect inference based on the model, at least
not for the particular data set that we consider.
A Proof of Theorem 1
Our proof of Theorem 1 (the CLT for EMUS) is based on
the delta method. To apply the delta method, we require the
following result ensuring the differentiability of w(G):
Lemma 6 The function w(G) admits an extension w˜ : RL×L →
RL which is differentiable on the set of irreducible stochastic
matrices.
Proof By [43, Lemma 3.1], w(G) admits a continuously dif-
ferentiable extension to an open set U ⊂ RL×L. We further
extend the domain of w(G) to RL×L by arbitrarily defining
w(G) = 0 whenever G ∈ RL×L \ U .
The extension in Lemma 6 resolves two technicalities:
First, the set of stochastic matrices is not a vector space
but a compact, convex subset of RL×L with empty interior.
Therefore, the derivative of w is undefined. Second, F¯ may
be reducible for some values of N and some realizations of
the processes sampling the biased distributions. In that case,
the invariant distribution of F¯ is not unique, so w(F¯ ) is un-
defined. Throughout the remainder of this work, w(G) will
denote the extension guaranteed by the lemma.
We now prove the CLT for EMUS.
Proof (Theorem 1) The proof is based on the delta method [6,
Proposition 6.2] and a formula for w′(F¯ ) given in [19].
By Lemma 6, w(F¯ ) is differentiable at F , so the function
B
(
F¯ , {g¯∗i }Li=1, {1¯∗i }Li=1
)
:= piUS[g] =
∑L
i=1 wi(F¯ )g¯
∗
i∑L
i=1 wi(F¯ )1¯
∗
i
is differentiable at
(
F, {pii[g∗]}Li=1, {pii[1∗]}Li=1
)
. Let ∂iB ∈
RL+2 be the derivative of B with respect to those quanti-
ties computed from Xit : That is,
∂iB :=
(
∂B
∂F¯i:
,
∂B
∂G¯i:
)
∈ RL+2, (53)
where ∂B
∂F¯i:
∈ RL denotes the partial derivative of B with
respect to the i’th row of F¯ and
∂B
∂G¯i:
=
(
∂B
∂g¯∗i
,
∂B
∂1¯∗i
)
∈ R2.
To simplify notation, we will assume throughout the remain-
der of this argument that all derivatives are evaluated at(
F, {pii[g∗]}Li=1, {pii[1∗]}Li=1
)
. In formulas involving matrix mul-
tiplication, we will treat ∂iB,
∂B
∂F¯i:
, and ∂B
∂G¯i:
as row vectors.
Since we assume that the processes Xit sampling the dif-
ferent measures pii are independent, [5, Chapter 1, Theo-
rem 2.8] implies that
√
M
(
(F¯1:, g¯1, 1¯
∗
1, . . . , F¯L:, g¯
∗
L, 1¯
∗
L)
− (F1:, pi1[g∗], pi1[1∗], . . . , FL:, piL[g∗], piL[1∗])
)
d−→ N(0, Σ),
(54)
where Σ is the covariance matrix of the product of the distri-
butions N
(
0, κ−1i Σi
)
. (That is, Σ ∈ RL(L+2)×L(L+2) is the
block diagonal matrix with the matrices κ−1i Σi along the di-
agonal.) Therefore, by the delta method,
√
M(piUS[g]− pi[g]) d−→ N(0, σ2),
where
σ2 = (∂1B, . . . , ∂LB)Σ(∂1B, . . . , ∂LB)
t
=
L∑
i=1
κ−1i ∂iBΣi∂iB
t. (55)
Now we observe that for any column vector v ∈ RL having
mean zero,
d
dε
wk(F + εeiv
t)
∣∣∣∣
ε=0
=
∂wk
∂F¯i:
v = ziv
t(I − F )#ek,
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by [19, Theorem 3.1]. (In the formula above, ei ∈ RL denotes
the i’th standard basis vector.) Therefore, we have
∂B
∂F¯i:
v =
∑L
k=1
∂wk
∂F¯i:
vpik[g∗]∑L
k=1 zkpik[1
∗]
−
∑L
k=1
∂wk
∂F¯i:
vpik[1∗]∑L
i=1 zkpik[1
∗]
∑L
i=1 zkpik[g
∗]∑L
k=1 zkpik[1
∗]
=
L∑
k=1
∂wk
∂F¯i:
vΨ(pik[g
∗]− pi[g]pik[1∗]) (56)
= ziv
t(I − F )#g,
where
gk = Ψpik [g
∗ − pi[g]1∗] = ` · (pik[g∗], pik[1∗]).
(Equality (56) above follows from (4) and the definition (3)
of Ψ .) Also,
∂B
∂G¯i
= ziΨ(1,−pi[g]) = zi`. (57)
Thus,
∂iBΣi∂iB
t =
∂B
∂F¯i:
σi
∂B
∂F¯i:
t
+ 2
∂B
∂F¯i:
ρi
∂B
∂G¯i:
t
+
∂B
∂G¯i:
τi
∂B
∂G¯i:
= z2i
{
(I − F )#g · σi(I − F )#g
+ 2(I − F )#g · ρi`+ `tτi`
}
,
and the result follows by (55).
B Proof of Theorem 2
Definition 2 Let ei ∈ RL denote the i’th standard basis vec-
tor. For i, j ∈ {1, 2, . . . , L} with i 6= j, define the logarithmic
partial derivatives
∂ logwk
∂Fij
(F ) :=
∂
∂Fij
logwk
∑
i6=j
I + Fij
(
eie
t
j − eieti
)
=
d
dε
∣∣∣∣
ε=0
logwk(F + ε(eie
t
j − eieti)). (58)
(These partial derivatives must be understood as derivatives
of the extension guaranteed by Lemma 6; otherwise, they are
defined only when Fij > 0 and Fii > 0.)
Our definition of logarithmic partial derivatives in (58)
is not standard. However, we observe that a version of the
standard formula relating the total and partial derivatives of
logw holds: For all matrices H whose rows sum to zero,
d
dε
∣∣∣∣
ε=0
logwk(F + εH) =
∑
i 6=j
∂ logwk
∂Fij
(F )Hij . (59)
We need only consider matrices whose rows sum to zero, since
these are the only perturbations for which F + εH can be
stochastic.
The following result appears in [43, Theorem 3.6]. It is
crucial in our proof of Theorem 2.
Lemma 7 Recall Pi[tj < ti] and
∂ logwk
∂Fij
from Definitions 1
and 2. For all stochastic and irreducible matrices F , we have
1
2
1
Pi[tj < ti]
≤ max
k
∣∣∣∣∂ logwk∂Fij (F )
∣∣∣∣ ≤ 1Pi[tj < ti] .
We also require the following lemma in the proof of The-
orem 2.
Lemma 8 The asymptotic covariance matrix σi has the prop-
erties:
1. The rows and colums of σi sum to zero. That is, for e ∈ RL
the vector of all ones,
σie = 0 and etσi = 0.
2. For all j = 1, . . . , L,
σijk = σ
i
kj = 0 whenever Fik = 0.
Proof Since the rows of F¯ sum to one with probability one,
we have
var(F¯i:e) = 0
for any fixed number of samples Ni. Therefore, the asymptotic
variance σi has etσie = 0, and it follows that etσi = σie = 0
since σi is symmetric and positive semidefinite.
Let k be such that Fik = 0. Since F¯ik = 0 with probability
one, we have
cov(F¯ik, F¯ij) = 0
for any j = 1, . . . , L, and therefore σijk = 0.
We now prove Theorem 2.
Proof (Theorem 2) We begin with formula (55):
σ2 =
L∑
i=1
κ−1i ∂iB
tΣi∂iB. (60)
Since the asymptotic covariance matrix Σi is symmetric and
positive semidefinite, the Cauchy inequality holds:
atΣib ≤ 1
2
atΣia+
1
2
btΣib,
for all a, b ∈ RL+1. Therefore,
∂iB
tΣi∂iB =
(
∂B
∂F¯i:
,
∂B
∂G¯i:
)
Σi
(
∂B
∂F¯i:
,
∂B
∂G¯i:
)t
≤ 2
(
∂B
∂F¯i:
, 0
)
Σi
(
∂B
∂F¯i:
, 0
)t
+ 2
(
0t,
∂B
∂G¯i:
)
Σi
(
0t,
∂B
∂G¯i:
)t
= 2
∂B
∂F¯i:
σi
∂B
∂F¯i:
t
+ 2
∂B
∂G¯i:
τi
∂B
∂G¯i:
t
.
=: 2A0 + 2A1. (61)
(Here, 0 denotes the zero vector in RL, interpreted as a col-
umn vector.)
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We now estimate the term A0 defined above. By (56), we
have
A0 =
∂B
∂F¯i:
t
σi
∂B
∂F¯i:
=
L∑
j,k,`,m=1
g`
∂w`
∂F¯ij
σijkgm
∂wm
∂F¯ij
=
L∑
`,m=1
z`g`zmgm
∑
j 6=i
Fij>0
∑
k 6=i
Fik>0
∂ logw`
∂F¯ij
σijk
∂ logwm
∂F¯ik
.
=
L∑
`,m=1
z`g`zmgm
×
∑
j 6=i
Fij>0
∑
k 6=i
Fik>0
√
varpii(ψ
∗
j )
∂ logw`
∂F¯ij
Rijk
√
varpii(ψ
∗
k)
∂ logwm
∂F¯ik
,
(62)
where
Rijk :=
σijk√
varpii(ψ
∗
j )
√
varpii(ψ
∗
k)
.
(The third equality above follows from formula (59) relating
the total and partial derivatives of logw, since the rows and
colums of σi sum to zero by Lemma 8.)
We claim that
∑
j 6=i
Fij>0
∑
k 6=i
Fik>0
√
varpii(ψ
∗
j )
∂ logw`
∂F¯ij
Rijk
√
varpii(ψ
∗
k)
∂ logwm
∂F¯ik
≤ tr(Ri)
∑
j 6=i
Fij>0
varpii(ψ
∗
j )
∂ logw`
∂F¯ij
2
.
(63)
To prove this, we observe that Ri is symmetric and positive
semidefinite since σi is symmetric and positive semidefinite.
Therefore, Ri has the spectral decomposition
Ri =
L∑
j=1
λi,jv
i,j(vi,j)t
with eigenvalues λi,j > 0 and corresponding eigenvectors vi,j
such that ‖vi,j‖ = 1. Thus, for any a ∈ RL,
atRia =
L∑
j=1
λi,j |vi,j · a|2 ≤
 L∑
j=1
λi,j
 ‖a‖2 = tr(Ri)‖a‖2.
(64)
Inequality (63) follows from (64) by setting
aj =
{√
varpii(ψ
∗
j )
∂ logw`
∂F¯ij
if j 6= i and Fij > 0, and
0 otherwise.
Finally, combining (62), (63), and Lemma 7 yields
A0 ≤ tr(Ri)
(
L∑
`=1
z`|g`|
)2 ∑
j 6=i
Fij>0
varpii(ψ
∗
j )
Pi[τj < τi]2
.
Moreover, we have
L∑
`=1
z`|g`| = Ψ
L∑
`=1
z`|pi`[g∗ − pi[g]1∗]| ≤ Ψ
L∑
`=1
z`pi`[|h|] = pi[|h|],
by (4), and therefore
A0 ≤ tr(Ri)pi[|h|]2
∑
j 6=i
Fij>0
varpii(ψ
∗
j )
Pi[τj < τi]2
. (65)
We now observe that by (57)
A1 = z
2
i `
tτi` = Ψ
2z2i C(h¯i),
C(h¯i) denotes the asymptotic covariance of the trajectory av-
erage h¯i of h over the biased process Xit . Therefore, combin-
ing (60) and (65), we find
σ2 ≤ 2
L∑
i=1
1
κi
z2i Ψ2 C(h¯i) + tr(Ri)pi[|h|]2
∑
j 6=i
Fij>0
varpii(ψ
∗
j )
Pi[τj < τi]2
 ,
as desired.
Finally, suppose that the bias functions are a partition of
unity. In that case,
pi[|h|]2 = pi[|g − pi[g]|]2 ≤ pi[|g − pi[g]|2] = varpi(g),
and so we may replace pi[|h|]2 with varpi(g). In addition, we
observe that for a partition of unity, equation (56) holds with
gk = pik[g]. Thus, following the argument above, one may
verify that the result holds with pi[|g|]2 in place of pi[|h|]2.
C Proof of Theorem 3
In the arguments below, for any probability measure ν on a
set Ω, we let
L2(ν) := {u : Ω → R : ν[u2] <∞},
and we define the L2(ν) inner product
〈f, g〉ν = ν[fg]
with the corresponding norm
‖f‖L2(ν) :=
√
〈f, f〉ν .
Given a set U ⊂ Rd, we define L2(U), ‖·‖L2(U), 〈, 〉U to be
the analogous function space, norm, and inner product for
Lebesgue measure on U .
Our proof of Theorem 3 requires a Poincare´ inequality,
Lemma 9. We refer to [30, Section 3] for an introduction to
Poincare´ inequalities and their role in the theory of diffusion
processes.
Lemma 9 Assume that the Poincare´ inequality holds for U with
constant Λ; that is, assume that for all weakly differentiable f :
U → R so that ∇f ∈ L2(U),∥∥∥∥f − ∫
U
f dx
∥∥∥∥
L2(U)
≤ Λ(U)‖∇f‖L2(U)
We have a similar Poincare´ inequality for pih:
‖f − pih(f)‖L2(pih)
≤ hΛ(U) exp
(
β
2
(
sup
Uh
V − inf
Uh
V
))
‖∇f‖L2(pih).
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Proof By a standard scaling argument, the Poincare´ inequal-
ity holds for Uh with constant hΛ. To see this, let Ah : U → Uh
be the affine transformation
Ahx = x0 + h(x− x0).
For any f : Uh → R with ∇f ∈ L2(Uh), using the change of
variable formula and the chain rule, we have∥∥∥∥∥f −
∫
Uh
f
∥∥∥∥∥
2
L2(Uh)
= hd
∥∥∥∥f ◦Ah − ∫
U
f ◦Ah
∥∥∥∥2
L2(U)
≤ hdΛ2 ‖∇(f ◦Ah)‖2L2(U)
= hdh2Λ2 ‖(∇f) ◦Ah‖2L2(U)
= h2Λ2 ‖∇f‖2L2(Uh) .
Now observe that for any f ∈ L2(pih),
‖f − pih[f ]‖L2(pih) = minc∈R‖f − c‖L2(pih),
since pih[f ] is the L2(pih) orthogonal projection of f onto the
space of constant functions. Therefore, we have
‖f − pih[f ]‖2L2(pih) ≤
∥∥∥∥∥f −
∫
Uh
f
∥∥∥∥∥
2
L2(pih)
≤
(
sup
x∈Uh
pih(x)
)∥∥∥∥∥f −
∫
Uh
f
∥∥∥∥∥
2
L2(Uh)
≤ h2Λ2
(
sup
Uh
pi(x)
)
‖∇f‖2L2(Uh)
≤ h2Λ2 supx∈Uh pih(x)
infx∈Uh pih(x)
‖∇f‖2L2(pih),
and the result follows.
Remark 7 The Poincare´ inequality for the Lebesgue measure
on a set U holds under very weak conditions on U . For ex-
ample, when U is convex, the Poincare´ inequality holds with
constant Λ(U) = D/pi, where D is the diameter of the do-
main [36].
We now prove Theorem 3:
Proof (Proof of Theorem 3) We begin by stating a simple con-
sequence of the functional central limit theorem for reversible,
continuous time Markov processses: Let Yt be a reversible,
stationary Markov process with ergodic distribution pi and
generator L. Let g ∈ L2(pi), and define
g¯ := T−1
∫ T
s=0
g(Ys) ds.
By [25, Corollary 1.9],
√
T (g¯ − pi[g]) d−→ N(0, σ2(g)),
where
σ2(g) = 〈g − pi[g], L−1(g − pi[g])〉pi . (66)
Here, L−1(g − pi[g]) denotes any function in the domain of L
with
L(L−1(g − pi[g])) = g − pi[g]
and pi[L−1(g − pi[g])] = 0. Such a function must exist when
g ∈ L2(pi) and Xt is reversible [25].
We now show that the process Xht meets the conditions
above for the central limit theorem. First, we recall that the
generator of Xht is the operator
Lh = β
−1∆−∇V · ∇
with domain
D(Lh) := {g ∈ C2(Uh) : ∇g(x) · n(x) = 0 for all x ∈ ∂Uh};
see [2, Proposition 3.2] for the case of a convex polyhedron
or [13, Chapter 8] for a domain with C3 boundary.
By [24, Theorem 4.3.3], a process Yt with invariant dis-
tribution pi is reversible if its generator is symmetric and it
has the strong continuity property
lim
t→0+
‖Ttf − f‖pi = 0 for all f ∈ L2(pi), (67)
where Ttf(x) := Ex[f(Yt)] denotes the backwards semigroup
associated with Yt. The generator Lh of Xht is symmetric,
since for all f, g ∈ D(Lh), using integration by parts, we have
−β−1〈∇f,∇g〉pi = −β−1
∫
Uh
∇f · ∇gz−1h exp(−βV ) dx
= β−1
∫
Uh
f div(z−1h exp(−βV )∇g) dx
− β−1
∫
∂Uh
fz−1h exp(−βV )∇g · ndS
=
∫
Uh
(β−1∆g −∇V · ∇g)fz−1h exp(−βV ) dx
= 〈f, Lhg〉pi . (68)
(Here, z−1h :=
∫
Uh
exp(−βV ) dx is the normalizing constant
for pih.) Since 〈∇f,∇g〉pi is invariant under exchanging f and
g, 〈f, Lhg〉pi = 〈Lhf, g〉pi and Lh is symmetric. We postpone
discussion of the strong continuity of Xht to the end of the
proof.
We now use the Poincare´ inequality (Lemma 9) and (68)
to prove that Xht is ergodic and to estimate the term L
−1
h (g−
pih[g]) appearing in the formula for σ2h(g); in essence, we adapt
the approach outlined in [30, Section 3] to the family of re-
flected processes Xht . We prove ergodicity first. By [4, Propo-
sition 2.2], a process is ergodic if and only if 0 is a simple eigen-
value of its generator. By the Poincare´ inequality (Lemma 9)
and (68), for all u ∈ D(Lh),
‖u− pih[u]‖2L2(pih) ≤ C
2
h‖∇u‖2L2(pih)
= C2hβ〈u,−Lu〉pih
≤ C2hβ‖u‖L2(pih)‖Lu‖L2(pih), (69)
where
Ch = hΛ(U) exp
(
β
2
(
sup
Uh
V − inf
Uh
V
))
.
Now if u is not constant, ‖u−pih[u]‖2L2(pih) > 0, so ‖Lhu‖L2(pih) >
0 and u is not an eigenvector with eigenvalue 0. Hence, 0 is a
simple eigenvalue of Lh, and Xht is ergodic.
Finally, we estimate σ2h(g). We have
‖u‖L2(pih) ≤ C2hβ‖Lu‖L2(pih).
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Taking u = L−1h (g − pih[g]) in the above yields
‖L−1h (g − pih[g])‖L2(pih) ≤ C2hβ‖g − pih[g]‖L2(pih),
which implies
σ2h(g) = 〈g − pih[g], L−1(g − pih[g])〉pih ≤ C2hβ varpih(g),
using the Cauchy–Schwarz inequality.
It remains to show that the process Xht has the strong
continuity property (67). We only sketch an argument, since
the basic ideas are standard. First, one can use the Lips-
chitz continuity of strong solutions of the reflected process [2,
Lemma 4.1] to show that Xht has the Feller property. (That
is, one can show that Ttu is continuous whenever u is contin-
uous.) In addition, since the process Xht has an infinitesimal
generator, we have the pointwise continuity property
lim
t→0+
Ttu(x) = u(x) (70)
for all x ∈ Uh and all u ∈ D(Lh). Now we have ‖Tt‖∞ ≤ 1 for
all t ≥ 0, where ‖Tt‖∞ is the operator norm of Tt on the space
of continuous functions with the sup-norm, and therefore by
a density argument the limit (70) holds for all continuous u.
Hence, by [8, Lemma 1.4], we have
lim
t→0+
sup
x∈Uh
|Ttu(x)− u(x)| = 0
for all continuous u. The strong continuity property (67) then
follows by another density argument, using that ‖Tt‖L2(pih) ≤
1 for all t ≥ 0.
D Statement and Proof of Lemma 10
We now prove Lemma 10, which is used in the proof of The-
orem 5.
Lemma 10 Under the hypotheses of Theorem 5, there exist con-
stants M1, θ+, θ− > 0 depending on V but not on M so that
FK,K+1 ≥ θ+ > 0 and FK,K−1 ≥ θ− > 0
whenever M ≥M1.
Proof We consider FK,K−1 first. We have
FK,K−1 =
1
2
pi([M − h,M))
pi([M − h,∞)) =
1
2
∫M
M−h exp(−V (x)) dx∫∞
M−h exp(−V (x)) dx
.
By the integral mean value theorem,∫ M
M−h
exp(−V (x)) dx = h exp(−V (ξM−h,M ))
for some ξM−h,M ∈ [M − h,M ]. Moreover, by (42), we have
V (x) ≤ V (M) + V ′(M)(x−M) for all x ≥M ≥M0.
Therefore, when M − h ≥M0,∫ ∞
M−h
exp(−V (x)) dx
≤
∫ ∞
M−h
exp(−V (M − h)− V ′(M − h)(x−M + h)) dx
=
exp(−V (M − h))
V ′(M − h) .
It follows that
FK,K−1 ≥ hV ′(M − h) exp(V (M − h)− V (ξM−h,M ))
≥ hV ′(M − h) exp
(
−hmax
x≤M
|V ′(x)|
)
≥ hV ′(M − h) exp(−1)
=
V ′(M − h)⌈
maxx≤M |V ′(x)|
⌉ exp(−1), (71)
using the definition h = M/K.
To estimate the quotient in expression (71), we distin-
guish two cases: By (42), V ′ is nondecreasing on [M0,∞), so
either limx→∞ V ′(x) = C2 <∞ or limx→∞ V ′(x) =∞. In the
first case, V ′ is bounded, and we have
V ′(M − h)⌈
maxx≤M |V ′(x)|
⌉ ≥ V ′(M0)⌈
maxx∈[0,∞)|V ′(x)|
⌉ > 0, (72)
whenever M − h ≥M0. In the second case, for M sufficiently
large,
max
x≤M
|V ′(x)| = V ′(M).
Therefore, applying in succession the mean value theorem,
the monotonicity of V ′, assumption (43), and the hypothesis
limx→∞ V ′(x) =∞, we have that for all M sufficiently large,
V ′(M − h)⌈
maxx≤M |V ′(x)|
⌉ = V ′(M)dV ′(M)e − V ′(M)− V ′(M − h)dV ′(M)e
≥ V
′(M)
dV ′(M)e −
hV ′′(ηM−h,M )
V ′(M)
≥ V
′(M)
dV ′(M)e −
V ′′(ηM−h,M )
V ′(ηM−h,M )2
≥ V
′(M)
dV ′(M)e − α
≥ 1− α
2
(73)
> 0.
(In the second and third lines above, ηM−h,M ∈ [M−h,M ] de-
notes the point guaranteed by the mean value theorem so that
V ′(M)− V ′(M − h) = hV ′′(ηM−h,M ).) It follows from (71),
(72), and (73) that there exist M−, θ− > 0 so that
FK,K−1 ≥ θ− > 0 (74)
whenever M ≥M−.
Now we prove that FK,K+1 is bounded below. We have
FK,K+1 =
1
2
∫∞
M
exp(−V (x)) dx∫∞
M−h exp(−V (x)) dx
= FK,K−1
∫∞
M
exp(−V (x)) dx∫M
M−h exp(−V (x)) dx
≥ θ−
∫M+h
M
exp(−V (x)) dx∫M
M−h exp(−V (x)) dx
≥ θ−
∫M+h
M
exp(V (x− h)− V (x)) exp(−V (x− h)) dx∫M
M−h exp(−V (x)) dx
≥ θ− exp
(
min
[M−h,M+h]
V − max
[M−h,M+h]
V
)
≥ θ− exp
(
−2h max
[M−h,M+h]
|V ′|
)
. (75)
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As above, to bound the quantity appearing in the expo-
nent in (75), we distinguish the two cases limx→∞ V ′(x) =
C1 <∞ and limx→∞ V ′(x) =∞. In the first case, for M suffi-
ciently large that 2C1 ≥ |V ′(x)| ≥ C1/2 whenever x ≥M − h,
we have
h max
[M−h,M+h]
|V ′| = max[M−h,M+h]|V
′|⌈
max[0,M]|V ′|
⌉ ≤ 2C1
C1/2
= 4. (76)
In the second case, for M sufficiently large,
h max
[M−h,M+h]
|V ′| = max[M−h,M+h]|V
′|⌈
max[0,M]|V ′|
⌉ ≤ V ′(M + h)
V ′(M)
. (77)
By (43), we have the differential inequality
V ′′ < α|V ′|2.
This implies
V ′(M + s) ≤ y′(s)
for
y(s) =
1
V ′(M)−1 − αs
the solution of the initial value problem
y′ = αy2 and y(0) = V ′(M).
Therefore,
V ′(M + h) ≤ 1
V ′(M)−1 − αh
=
1
V ′(M)−1 − αdV ′(M)e−1
≤ V
′(M)
1− α ,
so by (77),
h max
[M−h,M+h]
|V ′| ≤ 1
1− α . (78)
It follows from (75), (76), and (78) that there exist M+, θ+ >
0 so that
FK,K+1 ≥ θ+ > 0 (79)
whenever M ≥M+.
E An improved method of computing error
bars for EMUS
In [44, Section VII.B.1], we proposed a practical method of
estimating the asymptotic standard deviations (error bars) of
averages computed by EMUS. Using the notation established
in Appendix A, our method proceeds as follows:
1. Compute F¯ , {g¯∗i }Li=1, and {1¯∗i }Li=1.
2. Compute w(F¯ ) and the group inverse (I − F¯ )#.
3. Evaluate ∂iB at F¯ , {g¯∗i }Li=1, and {1¯∗i }Li=1.
4. Compute the time series
ζ¯it = ∂iB·
( (
ψ1(X
i
t), . . . , ψL(X
i
t), g
∗(Xit), 1
∗(Xit)
)
− (F¯i1, . . . , F¯iL, g¯∗i , 1¯∗i )
)
.
5. Compute an estimate χ¯2i of the integrated autocovariance
of ζ¯it using an algorithm such as ACOR [14].
6. Compute as an estimate σ2 the quantity
σ¯2 :=
L∑
i=1
χ¯2i
κi
. (80)
We originally proposed computing the group inverse (I −
F¯ )# using the method of [19] based on the QR factorization.
We have since discovered that this method does not always
yield sufficiently accurate results. For example, when com-
puting error bars for the marginal in µ2 in Section 5.3, we
observed a highly oscillatory numerical error affecting some
entries of (I − F¯ )#. That the sign pattern in Figure 11a fails
to be symmetric is evidence of this numerical error. We note
that since the exact overlap matrix F is in detailed balance
with w(F ), we have diag(w(F ))F diag(w(F ))−1 = F t. (Here,
diag(w(F )) denotes the diagonal matrix with w(F ) along the
diagonal.) Therefore,
((I − F )#)t = diag(w(F ))(I − F )# diag(w(F ))−1,
which implies that the sign pattern of (I −F )# is symmetric
since w(F ) is positive. As a result of these numerical errors, we
were unable to accurately compute error bars for the EMUS
estimate of the marginal density.
We therefore propose computing the group inverse by a
new method combining QR factorization with power itera-
tion. We first compute an estimate G0 of (I − F¯ )# by the
method of [19]. We then iterate
Gn+1 = I (Gn) = F˜Gn + I − ew(F¯ )t, (81)
where e ∈ RL denotes the column vector of all ones and F˜ :=
(I − ew(F )t)F¯ . We observe that (I − F¯ )# is a fixed point of
this iteration, since
I ((I − F¯ )#) = (I − ew(F¯ )t)F¯ (I − F¯ )# + (I − epi(F¯ )t)
= (F¯ − I)(I − F¯ )# + (I − ew(F¯ )t) + (I − F¯ )#
= (I − F¯ )#.
Above, we use well known properties of the group inverse,
including that the spectral projector I − ew(F¯ )t commutes
with F¯ , that (I − ew(F¯ )t)(I − F¯ )# = (I − F )#, and that
(I − F¯ )(I − F¯ )# = I − ew(F¯ )t.
Moreover, when F¯ is irreducible, IK is a contraction for
K sufficiently large. By the Perron-Frobenius theorem, the
spectral radius of F˜ is smaller than 1 − ε, for some ε > 0.
Therefore, by Gelfand’s formula, for any matrix norm ‖·‖, we
have limk→∞
∥∥F˜k∥∥1/k < 1− ε/2, and so for some K,∥∥F˜k∥∥ < (1− ε/2)k whenever k ≥ K.
Now
IK(G) = F˜KG+ (I − epi(F )t)
K−1∑
j=0
F j .
Thus, assuming that the norm ‖·‖ is submultiplicative,∥∥IK(G)−IK(H)∥∥ = ∥∥F˜K(G−H)∥∥
≤
∥∥F˜K∥∥ ‖G−H‖
≤ (1− ε/2)K‖G−H‖.
Therefore, the power iteration converges and its limit is the
group inverse (I − F¯ )#.
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Using this new method, we computed (I − F¯ )# for F¯
the overlap matrix involved in estimating the marginal in
µ2 in Section 5.3. We performed 106 power method iterates.
Observe that the sign pattern of the group inverse computed
with power iteration is symmetric; see Figure 11b.
The power iteration (81) converges slowly when the spec-
tral gap of F¯ is small. We have shown in [43] that the spec-
tral gap may be very small: It decreases exponentially with a
temperature parameter in a limit similar to the one analyzed
in Section 4.1 above. However, even when the spectral gap
is small, we conjecture that a modest number of power itera-
tions will significantly reduce the numerical error in the group
inverse, since the error in the initial calculation seems to be
highly oscillatory and the power iteration has a smoothing
effect.
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Fig. 3: Estimates of the logarithm of the marginal den-
sity in µ2 and the asymptotic variances of those esti-
mates. Figure 3a displays estimates of the marginal in
µ2 computed by EMUS and by an unbiased trajectory
of the ensemble sampler. Figure 3b displays the asymp-
totic variances of these two estimates of the marginal
density. We note that while the unbiased calculation has
greater accuracy near the mode, the EMUS calculation
has greater accuracy in the tails. The relative errors in
this figure were estimated using the method described
in Appendix E.
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Fig. 4: Gaussian mixtures corresponding to modes of
the marginal in µ2. Mixtures 1 and 2 correspond to the
labeled points in Figure 3a. To be precise, the blue curve
in each plot is the mixture distribution corresponding
to the mean of a histogram bin centered at the point
labeled in Figure 3a. The green curves are the individual
mixture components. The black bars are a histogram of
the Hidalgo stamp data.
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Fig. 5: Estimates of the logarithm of the marginal
density in log10 λ1 and the asymptotic variances of
those estimates. Figure 5a displays the estimates of
the marginal in log10 λ1 computed by various meth-
ods. The error bars are twice the estimated asymp-
totic standard deviation in each histogram bin. For
the two-dimensional EMUS calculations, standard de-
viations were estimated using the method described in
Appendix E. For both the unbiased calculation asymp-
totic variances were estimated using ACOR [14]. No
error bars are given for the two one-dimensional calcu-
lations, as the barrier depicted in Figure 10 makes accu-
rate estimation of the asymptotic variance impossible.
A clear error is visible in the two one-dimensional um-
brella sampling calculations, due to initialization along
either side of the barrier in Figure 10. Figure 5b dis-
plays the asymptotic variance of the marginal density
in log10 λ1 for the unbiased and the two-dimensional
EMUS calculations. We note that while the unbiased
calculation achieves greater accuracy near the mode,
the EMUS calculation achieves greater accuracy in the
tails.
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Fig. 6: To generate Figure 6, we binned the samples
for the one-dimensional left and center EMUS calcula-
tions, and we plotted the difference in the histograms.
The contour lines are contours of the log marginal den-
sity, as in Figure 7a. Figure 6 shows that while the
two calculations largely sample the same regions, near
log10 λ1 = 0.45 they become trapped on opposite sides
of a barrier. This leads to poor sampling, causing a
slowly decaying error in the estimates of the marginal
density, cf. Figure 5a.
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Fig. 7: Logarithm of marginal density in log10 λ1 and
log10 λ2 as estimated by EMUS and unbiased MCMC.
Contour lines in both figures are every unit change in
the estimated log10 marginal density. Figure 7a is the
EMUS estimate. The numbers 1, 2, and 3 on this figure
correspond to the mixture densities in Figure 8. Note
that at values of log10 λ near 3.0 we begin to see the
modes corresponding to singularities of the posterior.
Figure 7b is the marginal density estimated from a long
unbiased trajectory of the ensemble sampler. Note that
the entire trajectory lies in a small neighborhood of the
mode labeled 1 in Figure 7a.
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Fig. 8: Gaussian mixtures corresponding to means of
histogram bins. Mixtures one through three correspond
to the labeled points on Figure 7a, mixture four corre-
sponds to a distribution near a singularity of the pos-
terior, with log10 λ1 = 4.34 and log10 λ2 = 0.79. To
be precise, the blue curve in each plot is the mixture
distribution corresponding to the mean of a histogram
bin centered at the point labeled in Figure 7a. The
green curves are the individual mixture components.
The black bars are a histogram of the Hidalgo stamp
data.
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Fig. 9: The difference between the free energy surfaces
of the two-dimensional umbrella sampling runs. The
center calculation was initialized from the center one-
dimensional calculation, and the left calculation from
the left one-dimensional calculation. In general the dif-
ference is small, roughly a tenth of an order of magni-
tude in the log marginal.
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Fig. 10: Here we give an estimate of the conditional
distribution of log10 λ2 with log10 λ1 = 0.45 calculated
from the two-dimensional marginal seen in Figure 7a.
The conditional distribution is multimodal. The mode
on the left corresponds to mixtures with the data from
thicknesses of 60 to 85 µm covered by a single Gaussian
similar to mode 2 in Figure 8. The mode on the right
corresponds to mixtures with these data covered by two
Gaussians similar to mode 1 in Figure 8.
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Fig. 11: Sign pattern of group inverse (I − F¯ )# com-
puted by method of [19] (Figure 11a) and using power
iteration (Figure 11b). Yellow indicates an entry with
positive sign, blue a negative sign. Here, we consider the
overlap matrix F¯ computed to estimate the marginal
density of µ2 in Section 5.3. The oscillations in sign
observed in the upper right corner of Figure 11a are
evidence of numerical error.
