In this paper, we apply He's [2] Homotopy Perturbation Method (HPM) for solving partial differential equations. Previous results deal largely with linear examples and numerical justifications of convergence, whereas we exactly solve both quasilinear and nonlinear equations, including those of intrinsic interest such as the Eikonal Equation. We use an equivalent, simplified version of He's equations for increased clarity.
Introduction
The Homotopy Perturbation Method (HPM), first developed by Ji-Huan He [2] , is a combination of perturbation and homotopy techniques. Unlike perturbation methods which depend on a small parameter , the HPM can be applied to problems without a small parameter. The HPM provides a series solution to a given problem, where the convergence of the series is discussed in [1] . In the event that the mag-nitudes of the series coefficients are contractive and the iterative scheme we use satisfies the partial differential equations and boundary conditions at each step, we must have a series converging to the correct solution.
Our motivation is to provide increased clarity in the technique with an elementary reformulation of He's technique into one with as few pieces as possible. We then demonstrate the HPM in a range of different scenarios to illustrate exactly how it might be used and allow the reader to obtain an intuitive understanding of its benefits and limitations.
The Homotopy Perturbation Method
To illustrate the HPM, we consider
and are differential operators. Define a convex homotopy ℋ( , ) by
As embedding parameter takes values from zero to unity, ℋ( , ) = 0 changes from ( ) = 0 to the original problem ( ) + ( ) = 0. Assume that the solution of ℋ( , ) = 0 can be defined as
As → 1,
would be a solution of ℋ( , 1) = 0, the approximate solution of (1). The convergence of series (3) is given in [1] . Equation (2) can be rewritten as
if one chooses 0 such that ( 0 ) = 0. One can directly verify this solves (5), or one can consider [1] and note that having solved the iterative scheme and obtained whose magnitudes decrease contractively on any bounded domain -it must have solved (5). This second criterion is useful in the event that a closed-form expression for the series cannot be found.
Quasilinear Equations
Using the HPM to solve a differential equation, one may choose different differential operators for and . In general, the choice of and is important with regards to the calculations of the sequence of approximations 0 , 1 , 2 , … and its convergence. Let us use the HPM to generate a sequence of approximations for (5), choosing ( ) = (1 + ) − , and ( ) = ( + ) , so we consider
Substituting ∑ ∞ =0 into (9) and equating the same powers of on both sides of the equation: 
Given the problem
we apply the HPM to the problem, recalling from previous experience we generally have many options for choosing ( ) and ( ). Typically these problems are easier if ( ) is simple, so we choose ( ) = 
Equation (13) gives the implicit solution 4 2 − 12 + 4 2 + 4 = 0, where = , and = , so 2 + 2 + 2 = 3 . This is easily verified to be the solution to the PDE in (10). After observing the emerging pattern, we will prove that
Substituting (17) 
One can easily verify that (18) is the solution to (14).
3.4.
Consider the quasilinear system + = 0, ( , 0) = 
Consider
the 2D Eikonal equation with a Dirichlet boundary condition. We re-write the PDE as ( + ) 2 − 2 = 1, and choose ( ) = ( + ) 2 − 1, and (29)
Substituting (29) into (28) ( + + 1). Note that 1 is a function of ( + + 1), and is symmetric in and , so we will be able to show that 2 is a function of ( + + 1). Continuing this process inductively, all the are functions of ( + + 1), and the series 0 + ⋯ + + ⋯ will retain this property, so we can consider as simply some arbitrary function of ( + + 1). Making the substitutions = + + 1 and = ( ) for some , we obtain 2 + 2 = 0, 
Concluding Remarks
Working with the Homotopy Perturbation Method found an equivalent characterization of the problem as it pertains to quasilinear partial differential equations. In particular, in the many cases where an assumption of ( 0 ) = 0 suffices, a homotopy of the form ℋ( , ) = ( ) + ( ) represents a compact, easily manipulated alternative to the presentation by He [2] :
ℋ( , ) = (1 − )[ ( ) − ( 0 )] + [ ( ) + ( )] Additionally, we show in detail how this presentation lends itself to the solution of many quasilinear and nonlinear PDE's. We extend the notion of the HPM and consider its use not just toward finding a solution, but also toward finding a necessary functional form for a solution to a PDE. This functional form can then be used to finish a problem.
Lastly, we showed that our reformulations and extensions are applicable not just in special instances of these classes of problems, but also in important areas of application and theoretical interest like the Eikonal Equation.
