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a b s t r a c t
Consider the difference equation
xn+1 = f (xn, . . . , xn−k), n = 0, 1, . . .
where k ∈ {0, 1, . . .} and the initial conditions are real numbers. We use the linearization
of this equation in the form
xn+l =
k∑
i=1−l
gixn−i, n = 0, 1, . . .
where l ∈ {1, 2, . . .} and the functions gi : Rk+l → R to investigate the asymptotic
behavior of the solutions of the considered equation. We illustrate our results with various
examples.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the difference equation
xn+1 = f (xn, . . . , xn−k), n = 0, 1, . . . (1)
where k ∈ {0, 1, . . .} and the initial conditions are real numbers. Sometimes it is more advantageous to investigate Eq. (1)
by embedding Eq. (1) into a higher iteration of the form
xn+l = f (xn+l−1, . . . , xn−k), n = 0, 1, . . . (2)
where l ∈ {1, 2, . . .}. See [1–3] and Example 6. By linearizing Eq. (2) so that it has the form
xn+l =
k∑
i=1−l
gixn−i, n = 0, 1, . . . (3)
where the functions gi : Rk+l → R, we will show that for certain conditions on the∑ki=1−l gi we can establish the global
asymptotic behavior of the solutions of Eq. (1). These include the global attractivity of the equilibrium or of a periodic
solution, the global asymptotic stability of the equilibrium and results about the sets of initial points whose corresponding
solutions approach±∞. In a special case of the standard linearization about the equilibriumwewill get a sharp trichotomy
result for the equilibrium of Eq. (1). Attention will be given to the sensitive case where
∑k
i=1−l gi = 1, gi ≥ 0 for
i = 1 − l, . . . , k. Observe that when l = 1 this condition implies that the equlibrium point is nonhyperbolic, and so our
results apply to the nonhyperbolic case as well. In addition, since our results apply even when the functions gi and f are
discontinuous they have the potential to be applied to random difference equations.
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2. Preliminaries
The main reason we want to linearize Eq. (2) into the form (3) is to obtain a generalized identity which will be discussed
in next section. This type of identity will allow us to establish our results.
One linearization of the form (3) is the following ‘‘forced linearization’’. Assume that for j = 1 − l, . . . , k, the functions
cj : Rk+l → R are such that∑kj=1−l cj 6= 0, and that xn 6= 0 for n ≥ −k. Then
xn+l = c1−lxn+l
xn+l−1
k∑
j=1−l
cj
xn+l−1 + · · · + ckxn+l
xn−k
k∑
j=1−l
cj
xn−k, n = 0, 1, . . . . (4)
For i = 1− l, . . . , k define the functions
gi = cixn+l
xn−i
k∑
j=1−l
cj
, n = 0, 1, . . . .
Then Eq. (4) can be written in the form (3).
Proposition 1. Let
∑k
i=1−l gi 6= 1 and let l ∈ {1, 2, . . .}. Then Eq. (3) has no nonzero equilibrium.
Proof. Otherwise, Eq. (3) has the equilibrium x¯ 6= 0. By pluging xn = x¯ in Eq. (3) we get∑ki=1−l gi = 1. 
Proposition 2. Suppose that Eq. (1) has the linearization (3) where l = 1 and the functions gi : Rk+1 → R are such that
k∑
i=0
|gi| ≤ 1, n = 0, 1, . . . .
Then if Eq. (1) has a zero equilibrium it is a stable fixed point.
Proof. Assume that Eq. (1) has a zero equilibrium and the linearization (3). By Eq. (3) we have
|xn+1| ≤
k∑
i=0
|gi||xn−i|.
Assume that
∑k
i=0 |x−i| < δ. Take  = δ. Then |x−i| < δ for i = 0, . . . , k. Hence
|x1| ≤
k∑
i=0
|gi||x−i| < δ
k∑
i=0
|gi| ≤ δ,
|x2| ≤
k∑
i=0
|gi||x1−i| < δ
k∑
i=0
|gi| ≤ δ,
and so by induction |xn| < δ =  for n ≥ −k. 
3. Generalized identities
Identities for difference equations are often obtained by algebraically manipulating the terms of the difference equation
and are used to study the behavior of their solutions. Such identities are the building blocks of semicycle analysis and the
method of invariants, see [4–7]. See also [8,9] for applications of semicycle analysis to the global attractivity and [10] for
applications in problems of rate of convergence of solutions of rational difference equations. In this paper wewill generalize
the identity by comparing terms of the solution with an arbitrary constant.
The following result can be proved by a simple calculation:
Lemma 1. Let K ∈ R. Then Eq. (2) has the linearization (3) if and only if Eq. (2) has the generalized identity
xn+l − K
k∑
i=1−l
gi =
k∑
i=1−l
gi(xn−i − K), n = 0, 1, . . . . (5)
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There is an interesting connection between the equilibria of a difference equation and the existence of the generalized
identity
xn+1 − K =
k∑
i=0
gi(xn−i − K), n = 0, 1, . . . (6)
where
∑k
i=0 gi = 1 for n = 0, 1, . . . .
Lemma 2. Let K ∈ R. Assume that the functions gi are bounded.
(a) If a difference equation (1) has the generalized identity (6), then every L ∈ R is an equilibrium of the difference Eq. (1).
(b) Eq. (3) has the generalized identity (6) if and only if every L ∈ R is an equilibrium of Eq. (3) with l = 1.
Proof. (a) Assume that an equation has the generalized identity
xn+1 − K = g0(xn − K)+ · · · + gk(xn−k − K), n = 0, 1, . . . .
Let x−i = x¯ ∈ R for i = 0, . . . , k. Then with K = x¯we get that
x1 − x¯ = g0(x¯− x¯)+ · · · + gk(x¯− x¯) = 0 and so x1 = x¯.
Hence by induction xn = x¯ for n ≥ −k.
(b) Suppose that every L ∈ R is an equilibrium of Eq. (3) with l = 1. Then there exists x¯ 6= 0 such that xn = x¯ for n ≥ −k
and so by Proposition 1
k∑
i=0
gi = 1, n = 0, 1, . . . .
Thus Eq. (3) has the generalized identity
xn+1 − K =
k∑
i=0
gi(xn−i − K), n = 0, 1, . . . . 
Note that the statement ‘‘every L ∈ R is an equilibrium of Eq. (1)’’ does not imply Eq. (1) has the generalized identity (6).
See Example 7.
For nonlinear difference equations, amore directmethod of obtaining a generalized identitywhere
∑k
i=1−l gi = 1, n ≥ 0,
which the authors have used, consists of the algebraic manipulation of
xn+1 − K = f (xn, . . . , xn−k)− K , n = 0, 1, . . . (7)
or by the manipulation of the iterates of Eq. (7) such as the first iterate
xn+2 − K = f (f (xn, . . . , xn−k), xn, . . . , xn+1−k)− K , n = 0, 1, . . . (8)
and substituting (7) into (8). See Example 6.
We now establish the following boundedness result for Eq. (1) by using the generalized identity.
Lemma 3. Let l ∈ {1, 2, . . .}. Suppose that Eq. (1) has the linearization (3) subject to the condition
k∑
i=1−l
|gi| ≤ 1, n = 0, 1, . . . . (9)
Let M0 = max{|xl−1|, . . . , |x−k|}. Then every solution of Eq. (1) is bounded. In particular −M0 ≤ xn ≤ M0 for n ≥ −k.
Proof. Let K ∈ R. Then Eq. (3) implies
|xn+l| − K
k∑
i=1−l
|gi| ≤
k∑
i=1−l
|gi|(|xn−i| − K), n = 0, 1, . . . . (10)
By taking K = M0 in (10), we obtain
|xl| −M0
k∑
i=1−l
|gi| ≤ |g1−l|(|xl−1| −M0)+ · · · + |gk|(|x−k| −M0) ≤ 0
and by induction
|xn+l| −M0
k∑
i=1−l
|gi| ≤ |g1−l|(|xn+l−1| −M0)+ · · · + |gk|(|xn−k| −M0) ≤ 0, n = 0, 1, . . .
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and so
|xn+l| ≤ M0
k∑
i=1−l
|gi| ≤ M0, n = 0, 1, . . . .
Thus |xn| ≤ M0 for n ≥ −k. 
4. Attractivity and stability
In the next two sections we will establish the attractivity and/or stability of the equilibria of Eq. (1) when certain
properties of the
∑k
i=1−l gi in the linearization (3) are satisfied.
Theorem 1. Let l ∈ {1, 2, . . .}. Suppose that Eq. (1) has the linearization (3) where the functions gi : Rk+l → R are such that
k∑
i=1−l
|gi| ≤ a < 1, n = 0, 1, . . . . (11)
Then
lim
n→∞ xn = 0.
Proof. Let K ∈ R. Then every solution of Eq. (3) satisfies the following inequality
|xn+l| −
k∑
i=1−l
|gi|K ≤
k∑
i=1−l
|gi|(|xn−i| − K), n = 0, 1, . . . . (12)
Let γ = l + k. Define MN = max{|xγN+l−1|, . . . , |xγN−k|} for N = 0, 1, . . .. Observe that if xγN+l−1 = · · · = xγN−k = 0 for
some N ≥ 0, then by (12) with K = 0 we get that
xγN+l+j = 0, j = 0, 1, . . .
and so limn→∞ xn = 0.
Assume thatMN > 0 for all N ≥ 0. By using (12) with K = MN we obtain
|xγN+l| −
k∑
i=1−l
|gi|MN ≤ |g1−l|(|xγN+l−1| −MN)+ · · · + |gk|(|xγN−k| −MN) ≤ 0
and so
|xγN+l| ≤
k∑
i=1−l
|gi|MN ≤ aMN < MN .
Similarly,
|xγN+l+1| −
k∑
i=1−l
|gi|MN ≤ |g1−l|(|xγN+l| −MN)+ · · · + |gk|(|xγN−k+1| −MN) ≤ 0
and so
|xγN+l+1| ≤
k∑
i=1−l
|gi|MN ≤ aMN < MN .
Hence by induction we have that
|xγN+l+j| ≤ aMN < MN , j = 0, 1, . . . .
Thus
MN+1 ≤ aMN < MN (13)
and so the sequence {MN}∞N=0 is a decreasing sequence bounded below by zero. Hence limN→∞MN = L ≥ 0. We now show
that L = 0. For the sake of contradiction assume that L > 0. Then for ε = (1−a)La there exists N0 ≥ 0 such that
|MN − L| < ε, N ≥ N0,
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which implies
MN < L+ ε = La , for N ≥ N0.
In view of (13) we get thatMN+1 ≤ aMN < L for N ≥ N0, which is a contradiction. Thus limN→∞MN = 0. Hence
0 ≤ lim
N→∞ |xγN−j| ≤ limN→∞MN = 0, j = 1− l, . . . , k.
Therefore
lim
n→∞ xn = 0. 
Remark 1. Condition (11) is closely related to the weaker condition
k∑
i=1−l
gi < 1 n = 0, 1, . . . (14)
where all the gi functions are non-negative. It was shown in [11] that condition (14) is actually a weak contraction condition
in the following sense. See also [12]. Consider the second order difference equation
xn+1 = g0(xn, xn−1)xn + g1(xn, xn−1)xn−1, n = 0, 1, . . . (15)
where g0, g1 satisfy the conditions of Theorem 1. By using the standard substitution xn−1 = un, xn = vn Eq. (15) can be
written as a system
un+1 = vn
vn+1 = g0(vn, un)vn + g1(vn, un)un n = 0, 1, . . . (16)
that is, as un+1 = T (un), where T is the corresponding map
T :
(
u
v
)
→
(
v
g0(v, u)v + g1(v, u)u
)
.
We assume that 0 is the unique equilibrium point of (15). If we use the max norm then one can show that (14) implies∥∥∥∥T (uv
)∥∥∥∥ < ∥∥∥∥(uv
)∥∥∥∥ ,
see [11,12]. This reasoning can be easily extended to the general equation (3) to show that the condition (11) is actually a
weak contraction condition for the max norm. See Corollary 4.3.1 in [11]. Although our condition (11) is stronger than (14),
the advantage of our result is that it does not require the continuity of functions gi.
The next result follows from Theorem 1 and Proposition 2.
Corollary 1. Suppose that Eq. (1) has the linearization (3), where l = 1 and the functions gi : Rk+1 → R are such that
k∑
i=0
|gi| ≤ a < 1 n = 0, 1, . . . .
Then if Eq. (1) has a zero equilibrium it is globally asymptotically stable.
Example 1. Consider the difference equation
xn+1 =
k∑
i=0
aixn−i
A+ h(xn, . . . , xn−k) , n = 0, 1, . . . (17)
where A > 0, ai, x−i ≥ 0 for i = 0, . . . , k, and h(xn, . . . , xn−k) ≥ 0 for n = 0, 1, . . ..
Then if A >
∑k
i=0 ai, the zero equilibrium of Eq. (17) is globally asymptotically stable. Indeed let
gi = aiA+ h(xn, . . . , xn−k) , i = 0, . . . , k.
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Then gi ≥ 0, i = 0, . . . , k and
k∑
i=0
gi =
k∑
i=0
ai
A+ h(xn, . . . , xn−k) ≤
k∑
i=0
ai
A
< 1.
The result follows from Corollary 1. 
Example 2. The difference equation
xn+1 =
p+
k∑
i=0
aixn−i
1+ xn−j , n = 0, 1, . . . (18)
with nonnegative initial conditions and parameters p > 0, aj > 0 for j ∈ {0, 1 . . . , k} and ai ≥ 0, i = 0, 1 . . . , k, can be
written as
xn+1 − x¯ =
k∑
i=0,i6=j
ai
1+ xn−j (xn−i − x¯)+
aj − x¯
1+ xn−j (xn−j − x¯), n = 0, 1, . . .
where x¯ is the unique positive equilibrium of Eq. (18). By using the change of variables yn = xn − x¯we obtain
yn+1 =
k∑
i=0,i6=j
ai
1+ xn−j yn−i +
aj − x¯
1+ xn−j yn−j, n = 0, 1, . . . . (19)
Since min{p, aj} ≤ xn for n ≥ j + 1, then Theorem 1 can be applied to Eq. (19) provided one of the following conditions is
satisfied
1 > |aj − x¯| +
k∑
i=0,i6=j
ai (20)
or
1 >
|aj − x¯| +
k∑
i=0,i6=j
ai
1+min{p, aj} . (21)
It follows from Proposition 2 that when (20) or (21) holds the equilibrium x¯ is locally stable.
If aj ≥ x¯, then condition (20) follows immediately from the equilibrium equation of Eq. (18), that is
1+ x¯ = p
x¯
+
k∑
i=0
ai > aj +
k∑
i=0,i6=j
ai.
It can be shown that aj ≥ x¯ is equivalent to aj(1 −∑ki=0,i6=j ai) ≥ p. Consequently, if aj(1 −∑ki=0,i6=j ai) ≥ p, then the
equilibrium x¯ of Eq. (18) is globally asymptotically stable.
Suppose that−a2j < aj(1−
∑k
i=0,i6=j ai) < p. Then aj < x¯. In view of (21) we have that
1+min{p, aj} > 12
−1+ k∑
i=0
ai +
√√√√(1− k∑
i=0
ai
)2
+ 4p
− aj + k∑
i=0,i6=j
ai
which is equivalent to
p <
(
min{p, aj} + aj +
(
1−
k∑
i=0,i6=j
ai
))(
min{p, aj} + 2
(
1−
k∑
i=0,i6=j
ai
))
.
Therefore, if−a2j < aj(1−
∑k
i=0,i6=j ai) < p and
p <
(
min{p, aj} + aj +
(
1−
k∑
i=0,i6=j
ai
))(
min{p, aj} + 2
(
1−
k∑
i=0,i6=j
ai
))
then it follows from Theorem 1 and Proposition 2 that the equilibrium x¯ of Eq. (18) is globally asymptotically stable. 
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Remark 2. The difference equation
yn+1 = p+ qyn + ryn−11+ yn−1 , n = 0, 1, . . . (22)
where p, q, r are positive and the initial conditions y−1, y0 are nonnegative real numbers, is a special case of Eq. (18)
where j = k = 1 and was investigated in [8]. It was proven in [8] that the unique positive equilibrium of (22) is locally
asymptotically stable for all values of the parameters. It was also conjectured that the unique positive equilibrium is a global
attractor for Eq. (22). The results of Example 2 extend those obtained in [8] when r > p. In fact, Example 2 shows that the
conditions q < 1 and p < (p+ r + (1− q))(p+ 2(1− q)) imply that every solution of Eq. (22) satisfies limn→∞ yn = y¯.
The next examples will demonstrate that the functions gi as well as the original function f need not to be continuous.
Example 3. The zero equilibrium of the difference equation
xn+1 = xnD(xn−1)+ cxn−1, n = 0, 1, . . . (23)
where the function D is given by
D(xn−1) =
{
a if xn−1 is rational,
b if xn−1 is irrational,
where a, b, c satisfy max{|a|, |b|} + |c| < 1 is, by Corollary 1 globally asymptotically stable. The same conclusion holds for
a more general equation of the form
xn+1 = xnD1(xn, xn−1, xn−2)+ xn−1D2(xn, xn−1, xn−2), n = 0, 1, . . .
where the functions Di, i = 1, 2 are given by
Di(xn, xn−1, xn−2) =
{
ai if xj is rational,
bi if xj is irrational,
for some j ∈ {n − 2, n − 1, n} and ai, bi satisfy max{|a1|, |b1|} + max{|a2|, |b2|} < 1. Now, it is clear that the functions Di
can even be random variables and so our result applies to random difference equations.
Example 4. Consider the equation
xn+1 − x¯ =

D(xn−1)(xn − x¯)− 12 sin
(npi
4
)
(xn−4 − x¯) if xn ≥ x¯,
1
3
e−|xn|(xn−1 − x¯)+ 12 cos(xn)(xn−2 − x¯) if xn < x¯,
where x¯ is the unique positive equilibrium and
D(xn−1) =

−1
4
if xn−1 ≤ x¯,
1
5
if xn−1 > x¯.
Let yn = xn − x¯, n = 0, 1, . . .. Then
yn+1 =

D(yn−1 + x¯)yn − 12 sin
(npi
4
)
yn−4 if yn ≥ 0,
1
3
e−|yn+x¯|yn−1 + 12 cos(yn + x¯)yn−2 if yn < 0,
where
D(yn−1 + x¯) =

−1
4
if yn−1 ≤ 0,
1
5
if yn−1 > 0.
Thus |D(yn−1 + x¯)| + | − 12 sin
( npi
4
) | ≤ 34 and 13e−|yn+x¯| + | 12 cos(yn + x¯)| ≤ 56 . Hence in each case∑4i=0 |gi| ≤ 56 < 1.
Therefore, in view of Theorem 1 and Proposition 2 the equilibrium x¯ is globally asymptotically stable.
By applying Theorem 1 and Proposition 2 to the standard linearization about the equilibrium x¯
xn+1 =
k∑
i=0
∂ f
∂xn−i
(x¯, . . . , x¯)xn−i, n = 0, 1, . . . (24)
we obtain the following result.
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Corollary 2. Let Eq. (24) be the standard linearized equation of Eq. (1) about the equilibrium x¯. Then x¯ is
(a) Locally asymptotically stable if
∑k
i=0 |gi| < 1,
(b) Locally stable if
∑k
i=0 |gi| = 1.
The next result applies to any linearization (3) of Eq. (1).
Theorem 2. Let l ∈ {1, 2, . . .}. Suppose that Eq. (1) has the linearization (3), where the nonnegative functions gi : Rk+l → R are
such that
k∑
i=1−l
gi ≥ a > 1, n ≥ 0.
Then if for some n ≥ 0
(a) xn+l−1, . . . , xn−k > 0, then limn→∞ xn = ∞,
(b) xn+l−1, . . . , xn−k < 0, then limn→∞ xn = −∞.
Proof. Let K ∈ R. Then Eq. (1) has the generalized identity (5). Let γ = l+ k.
(a) Assume that xn+l−1, . . . , xn−k > 0 for some n = N0 ≥ 0. Define
mN = min{xγN+N0+l−1, . . . , xγN+N0−k}
for N = 0, 1, . . .. Thenm0 > 0.
By (5) with K = m0 we get that
xN0+l −m0
k∑
i=1−l
gi = g1−l(xN0+l−1 −m0)+ · · · + gk(xN0−k −m0) ≥ 0,
and so
xN0+l ≥ m0
k∑
i=1−l
gi > m0 > 0.
Furthermore
xN0+l+1 −m0
k∑
i=1−l
gi = g1−l(xN0+l −m0)+ · · · + gk(xN0−k+1 −m0) ≥ 0,
and so
xN0+l+1 ≥ m0
k∑
i=1−l
gi > m0 > 0.
By induction we get that
xN0+l+j > 0, j = 0, 1, . . . .
ThusmN > 0 for N ≥ 0.
By (5) with K = mN we get that
xγN+N0+l −mN
k∑
i=1−l
gi = g1−l(xγN+N0+l−1 −mN)+ · · · + gk(xγN+N0−k −mN) ≥ 0,
and so
xγN+N0+l ≥ mN
k∑
i=1−l
gi ≥ amN > mN .
By induction we get that
xγN+N0+l+j ≥ amN > mN , j = 0, 1, . . . .
Thus
mN+1 ≥ amN > mN . (25)
Hence the sequence {mN}∞N=0 is strictly increasing. We now show that limN→∞mN = ∞. Otherwise, limN→∞mN = L
where L is a positive real number. Then for  = L(a−1)a there exists N¯ ≥ 0 such that
|mN − L| < , N ≥ N¯.
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Hence L/a = L −  < mN for N ≥ N¯ . In view of (25) mN+1 ≥ amN > L for N ≥ N¯ , which is a contradiction. Hence for
β = N0 + l− 1, . . . ,N0 − k
lim
N→∞ xγN+β ≥ limN→∞mN = ∞.
Thus limn→∞ xn = ∞.
(b) Suppose that xn+l−1, . . . , xn−k < 0 for some n = N1 ≥ 0. Define
MN = max{xγN+N1+l−1, . . . , xγN+N1−k}, N = 0, 1, . . . .
In a manner similar to case (a) it can be shown thatMN < 0 for N ≥ 0.
By (5) with K = MN
xγN+N1+l −MN
k∑
i=1−l
gi = g1−l(xγN+N1+l−1 −MN)+ · · · + gk(xγN+N1−k −MN) ≤ 0,
and so xγN+N1+l ≤ MN
∑k
i=1−l gi ≤ aMN < MN .
By induction we get that
xγN+N1+l+j ≤ aMN < MN , j = 0, 1, . . .
and so
MN+1 ≤ aMN < MN . (26)
Thus the sequence {MN}∞N=0 is strictly decreasing. We now show that limN→∞MN = −∞. Otherwise, limN→∞MN =
M < 0. Then for  = M(1−a)a there exists N¯ ≥ 0 such that
|MN −M| < , N ≥ N¯.
HenceM/a = M +  > MN for N ≥ N¯ . In view of (26)MN+1 ≤ aMN < M for N ≥ N¯ , which is a contradiction. Thus
lim
N→∞ xγN+δ ≤ limN→∞MN = −∞
for δ = N1 + l− 1, . . . ,N1 − k.
Therefore, limn→∞ xn = −∞. 
The following example illustrates the results from Theorem 2.
Example 5. The difference equation
yn+1 = ay
2
n−1 + 1
yn−1
+ by
2
n + 1
yn
, n = 0, 1, . . . (27)
where a and b are positive constants which satisfy a+ b > 1 has the following linearization
yn+1 = ay
2
n−1 + 1
y2n−1
yn−1 + by
2
n + 1
y2n
yn, n = 0, 1, . . . .
Clearly
g1 + g2 = a+ b+ 1y2n−1
+ 1
y2n
> a+ b > 1
and so by Theorem 2 every solution {yn} with y−1, y0 > 0 satisfies limn→∞ yn = ∞ while every solution {yn} with
y−1, y0 < 0 satisfies limn→∞ yn = −∞. 
In the case of the standard linearization about the equilibrium point we have a sharp result for the local stability of the
equilibrium point.
Theorem 3. Let
zn+1 =
k∑
i=0
pizn−i, n = 0, 1, . . . (28)
be the standard linearization about the equilibrium x of Eq. (1) where pi = ∂ f /∂xn−i(x¯, . . . , x¯) ≥ 0, i = 0, . . . , k. Then the
equilibrium x of Eq. (1) is one of the following:
(a) locally asymptotically stable if
∑k
i=0 pi < 1,
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(b) nonhyperbolic and locally stable if
∑k
i=0 pi = 1,
(c) unstable if
∑k
i=0 pi > 1.
Proof. (a) It follows from Corollary 2, Case(a).
(b) The characteristic equation of (28) is
λk+1 = p0λk + · · · + pk−1λ+ pk
which clearly has λ = 1 as one root. The stability follows from Corollary 2, Case (b).
(c) It follows from Theorem 2 that there are initial conditions whose solutions become unbounded. 
5. Attractivity and stability: Case
∑k
i=1−l gi = 1
In this section we consider the sensitive case when
∑k
i=1−l gi = 1. Notice that when l = 1 this case corresponds to the
nonhyperbolic case of the standard linearization (24), see Theorem 3.
Lemma 4. Let l ∈ {1, 2, . . .}. Consider Eq. (3), where the nonnegative functions gi : Rk+l → R are such that
k∑
i=1−l
gi = 1, n = 0, 1, . . . . (29)
Let γ = l+ k, MN = max{xγN+l−1, . . . , xγN−k}, and
mN = min{xγN+l−1, . . . , xγN−k}, N = 0, 1, . . .. Then for N = 0, 1, . . .
mN ≤ xγN−k+α ≤ MN , α = 0, 1, . . . .
In particular m0 ≤ xn ≤ M0, n ≥ −k.
Proof. Let K ∈ R. Then Eq. (3) has the generalized identity
xn+l − K =
k∑
i=1−l
gi(xn−i − K), n = 0, 1, . . . . (30)
By taking K = MN in (30) we obtain
xγN+l −MN = g1−l(xγN+l−1 −MN)+ · · · + gk(xγN−k −MN) ≤ 0,
xγN+l+1 −MN = g1−l(xγN+l −MN)+ · · · + gk(xγN+1−k −MN) ≤ 0,
and so by induction for j = 0, 1, . . .
xγN+l+j −MN = g1−l(xγN+l−1+j −MN)+ · · · + gk(xγN+j−k −MN) ≤ 0.
Thus for N ≥ 0 we have xγN+l+j ≤ MN , j = 0, 1, . . .. Similarly by taking K = mN in (30) we obtain that for j = 0, 1, . . .
xγN+l+j −mN = g1−l(xγN+l−1+j −mN)+ · · · + gk(xγN+j−k −mN) ≥ 0,
which implies that for N ≥ 0 we have xγN+l+j ≥ mN , j = 0, 1, . . .. 
Lemma 5. Consider Eq. (3), where the nonnegative functions gi : Rk+l → R are such that (29) is satisfied. Let γ = l+ k, j be an
integer and m ≥ mN for N = 0, 1, . . .. If mN ≤ xγN+j, then for i ∈ {1− l, . . . , k}
gi(xγN+j −m) ≥ −(m−mN), N = 0, 1, . . . .
Proof. Suppose thatmN ≤ xγN+j ≤ m. ThenmN−m ≤ xγN+j−m ≤ 0 and so−(m−mN) ≤ gi(xγN+j−m) for N = 0, 1, . . ..
Suppose that xγN+j > m. Then gi(xγN+j −m) ≥ 0 ≥ −(m−mN) for N = 0, 1, . . .. 
Lemma 6. Assume that 0 < A ≤ 1,mN ≤ m < M, γ > 1 and B ∈ {2, . . .}. Then
AB−1(M −m)− (m−mN)(γ − 1)
B−2∑
j=0
Aj ≥ AB(M −m)− (m−mN)(γ − 1)
B−1∑
j=0
Aj.
Proof. Since AB−1 ≥ AB then AB−1(M − m) ≥ AB(M − m). Also∑B−1j=0 Aj > ∑B−2j=0 Aj implies (m − mN)(γ − 1)∑B−1j=0 Aj ≥
(m−mN)(γ − 1)∑B−2j=0 Aj. Therefore the desired inequality holds. 
We will now establish two global attractivity results.
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Theorem 4. Let l ∈ {1, 2, . . .}. Suppose that on some interval I ⊆ R Eq. (1) has the linearization (3), where the nonnegative
functions gi : Rk+l → R are such that (29) is satisfied. Assume that there exists A > 0 such that
g1−l ≥ A, n = 0, 1, . . . .
Then if xl−1, . . . , x−k ∈ I ,
lim
n→∞ xn = L ∈ I.
Proof. Let K ∈ R. Since Eq. (1) has the linearization (3) it also has the generalized identity
xn+l − K = g1−l(xn+l−1 − K)+
k∑
i=2−l
gi(xn−i − K), n = 0, 1, . . . . (31)
Suppose that
∑k
i=2−l gi = 0, n = 0, 1, . . .. Then g1−l = 1 and so we have xn+l = xn+l−1 for n = 0, 1, . . .. Thus
limn→∞ xn = xl−1 ∈ I.
Assume that
∑k
i=2−l gi 6= 0 for every n ≥ 0. Let γ = l+ k. Define
MN = max{xγN+l−1, . . . , xγN−k} and mN = min{xγN+l−1, . . . , xγN−k}
for N = 0, 1, . . ..
Suppose that xγN+l−1 = · · · = xγN−k for some N ≥ 0. Then mN = MN . By using (31) with K = mN we obtain
xγN+l+j = mN for j = 0, 1, . . .. Thus limn→∞ xn = L ∈ I .
We now assume that for every N ≥ 0 at least one of the terms xγN+l−1, . . . , xγN−k is strictly greater than mN . It
follows from Lemma 4 that mN ≤ mN+1 and MN+1 ≤ MN for N ≥ 0. Hence there exists i ∈ {1 − l, . . . , k} such that
xγ (N+1)−i > mN+1 ≥ mN . By (31) with K = mN we get that xγ (N+1)−i+j > mN for j = 0, 1, . . .. Note that when j = l+ i
xγ (N+1)−i+j = xγ (N+1)+l = xγ (N+1)+γ−k = xγ (N+2)−k.
ThusmN+2 > mN . By Lemma 4m0 ≤ xn ≤ M0, n ≥ −k. Thus the sequence {mN}∞N=0 is increasing, bounded above and so it
has a limit. Similarly we can show that the sequence {MN}∞N=0 is decreasing, bounded below and so it has a limit.
Let
lim
N→∞mN = m and limN→∞MN = M.
Thenm ≤ M . We will show thatm = M . Otherwisem < M .
Observe that for every N ≥ 0 at least one of the terms xγN+l−1, . . . , xγN−kmust be greater than or equal toM and at least
one term must be less than or equal tom. Otherwise,MN < M ormN > mwhich are contradictions.
Choose N sufficiently large so that
A2γ (M −m)− (m−mN)(γ − 1)
2γ−1∑
i=0
Ai > 0.
Then for this N there is some j ∈ {1− l, . . . , k} such that xγ (N+1)−j ≥ M .
By (31) with K = m and using Lemmas 5 and 6 we get the following:
xγ (N+1)−j+1 −m = g1−l(xγ (N+1)−j −m)+
k∑
i=2−l
gi(xγN−i+k−j+1 −m)
≥ A(M −m)− (m−mN)(γ − 1) > 0,
xγ (N+1)−j+2 −m = g1−l(xγ (N+1)−j+1 −m)+
k∑
i=2−l
gi(xγN−i+k−j+2 −m)
≥ A(A(M −m)− (m−mN)(γ − 1))− (m−mN)(γ − 1)
≥ A2(M −m)− (m−mN)(γ − 1)
1∑
i=0
Ai > 0.
By continuing in this manner we obtain
xγ (N+2)+l−1 −m = xγ (N+1)−j+γ+l+j−1 −m
≥ Aγ+l+j−1(M −m)− (m−mN)(γ − 1)
γ+l+j−2∑
i=0
Ai > 0.
Since j ∈ {1 − l, . . . , k}, then γ (N + 1) − j < γ (N + 1) + l = γ (N + 1) + γ − k = γ (N + 2) − k. Hence
mN+2 = min{xγ (N+2)+l−1, . . . , xγ (N+2)−k} > m, which is a contradiction. Thusm = M . Then for i = 1− l, . . . , k
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m = lim
N→∞mN ≤ limN→∞ xγN−i ≤ limN→∞MN = M.
Therefore limn→∞ xn = L ∈ I which completes the proof of the theorem. 
Remark 3. It follows from Lemma 4 that L ∈ [m0,M0] and the solution oscillates about L as long as it is not constant.
Example 6. Consider the difference equation
xn+1 = A+ Bxn−1xnxn−1 + 1 , n = 0, 1, . . .
where the initial conditions are nonnegative real numbers and A, B > 0. This equation has the following generalized identity
xn+2 − K = (xnxn−1 + 1) ((xn+1 − K)+ B(xn − K))+ A(xn − B/A)(xn−1 − K)Axn + (B+ 1)xnxn−1 + 1 ,
for n = 0, 1, . . .. It can be shown that the unique positive equilibrium x¯ is locally asymptotically stable, and when B < A2 it
is contained in the attracting invariant interval [B/A, A]. By using Theorem 4 we get
lim
n→∞ xn = x¯
and so the equilibrium is globally asymptotically stable. Also by using Theorem 1.4.6 in [8] and other identities we can
establish that the equilibrium is globally asymptotically stable when A2 ≤ B. 
Example 7. The difference equation
xn+1 = Ax
2
n + Bx2n−1
xn + xn−1 , n = 0, 1, . . . (32)
with all the parameters and initial conditions positive real numbers has the following generalized identity
xn+1 − Axn + Bxn−1xn + xn−1 K =
Axn
xn + xn−1 (xn − K)+
Bxn−1
xn + xn−1 (xn−1 − K), n = 0, 1, . . . .
Observe that
min{A, B} ≤ Axn + Bxn−1
xn + xn−1 ≤ max{A, B}, n = 0, 1, . . . .
Then if max{A, B} < 1 by Theorem 1 limn→∞ xn = 0 and if min{A, B} > 1 by Theorem 2 limn→∞ xn = ∞. Also if
x0, x−1 ∈ (−∞, 0), then xn ∈ (−∞, 0) for every n ≥ −1 and so by Theorem 1 limn→∞ xn = 0 if max{A, B} < 1. If
min{A, B} > 1, then by Theorem 2 limn→∞ xn = −∞.
Note that every x¯ ∈ R \ {0} is an equilibrium of Eq. (32) if and only if A + B = 2. Suppose that A = B = 1. Then every
x¯ ∈ (0,∞) is an equilibrium of Eq. (32) and
Axn + Bxn−1
xn + xn−1 = 1, n ≥ 0
that is
∑1
i=0 gi = 1, n = 0, 1, . . .. Thus by Theorem 4 limn→∞ xn = x¯ ∈ (0,∞). Theorem 4 is applicable because
m0 = min{x0, x−1} > 0 implies
g0 = xnxn + xn−1 ≥
m0
2M0
> 0,
whereM0 = max{x0, x−1}. If x0, x−1 ∈ (−∞, 0) then g0 ≥ M0/(2m0) > 0 asm0 ≤ M0 < 0 and so by Theorem 4 we obtain
limn→∞ xn = x¯ ∈ (−∞, 0).
Now suppose that A = 3/2 and B = 1/2. Since
3/2xn + 1/2xn−1
xn + xn−1 = 1 if and only if xn = xn−1, n = 0, 1, . . .
then
∑1
i=0 gi = 1, n = 0, 1, . . . only for a constant solution of Eq. (32). However, a generalized identity for Eq. (32) holds
for all solutions as it is an algebraic manipulation of the equation. Thus Eq. (32) does not have the generalized identity (6)
even though every x¯ ∈ R \ {0} is an equilibrium of Eq. (32). 
As illustrated in the above example, when the functions gi in Theorems 4 and 5which are strictly greater than zero for all
n ≥ 0 depend only on the variables xn+l−1, . . . , xn−k, then there exists a unique lower bound for these gi’s which are strictly
greater than zero as shown by the following proposition.
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Proposition 3. Let l ∈ {1, 2, . . .}. Consider Eq. (3), where the nonnegative functions gi : Rk+l → R are such that (29) is satisfied.
Then there exists A > 0 such that for n ≥ 0 every positive gi satisfies
A ≤ gi ≤ 1.
Proof. Let
M0 = max{xl−1, . . . , x−k} and m0 = min{xl−1, . . . , x−k}.
Then by Lemma 4m0 ≤ xn ≤ M0 for n ≥ −k. Let i ∈ {1− l, . . . , k} be such that gi > 0 for n ≥ 0. Set
yij =
{
m0 if gi is nondecreasing in xn−j,
M0 if gi is nonincreasing in xn−j,
for j = 1− l, . . . , k. Then 0 < gi(yi1−l, . . . , yik) ≤ gi(xn+l−1, . . . , xn−k) ≤ 1, n = 0, 1, . . .. Let
B = {i ∈ {1− l, . . . , k} : gi > 0} and A = min{gi(yi1−l, . . . , yik) : i ∈ B}.
Then A > 0. Thus for each i = 1− l, . . . , k such that gi > 0, n ≥ 0 we have
0 < A ≤ gi(yi1−l, . . . , yik), n = 0, 1, . . . . 
Theorem 5. Let l ∈ {1, 2, . . .}. Suppose that on some interval I ⊆ R Eq. (1) has the linearization (3), where nonnegative functions
gi : Rk+l → R are such that (29) is satisfied. Assume that there exists A > 0 such that for some j ∈ {2− l, . . . , k− 1}
A ≤ gj and A ≤ gj+1, n = 0, 1, . . . .
If xl−1, . . . , x−k ∈ I , then
lim
n→∞ xn = L ∈ I.
Proof. Let K ∈ R. Then Eq. (1) has the generalized identity
xn+l − K = gj(xn−j − K)+ gj+1(xn−j−1 − K)+
k∑
i=1−l,i6=j,j+1
gi(xn−i − K), (33)
for n = 0, 1, . . .. Let γ = l+ k and define
MN = max{xγN+l−1, . . . , xγN−k} and mN = min{xγN+l−1, . . . , xγN−k}
for N = 0, 1, . . .. Suppose that for some N ≥ 0: xγN+l−1 = · · · = xγN−k. ThenmN = MN and by (33) with K = mN we get
xγN+l+α = mN , α = 0, 1, . . . .
Thus limn→∞ xn = L ∈ I .
We shall now assume that for all N ≥ 0 at least one term of xγN+l−1, . . . , xγN−k is strictly greater thanmN . By Lemma 4
mN+1 ≥ mN and so for some δ ∈ {−k, . . . , l− 1}we have xγ (N+1)+δ > mN+1 ≥ mN . Also from Lemma 4 we have that
xγ (N+1)+δ+j−k+α = xγN+l+δ+j+α ≥ mN , α = 0, 1, . . . .
Let
B =
k∑
i=1−l,i6=j,j+1
gi(xγ (N+1)+j+δ+α−i −mN).
Then B ≥ 0. Now from (33) with K = mN we get the following:
xγ (N+1)+l+j+δ −mN = gj(xγ (N+1)+δ −mN)+ gj+1(xγ (N+1)+δ−1 −mN)+ B > 0,
xγ (N+1)+l+j+δ+1 −mN = gj(xγ (N+1)+δ+1 −mN)+ gj+1(xγ (N+1)+δ −mN)+ B > 0.
Also
xγ (N+1)+2(l+j)+δ −mN = gj(xγ (N+1)+l+j+δ −mN)+ gj+1(xγ (N+1)+l+j+δ−1 −mN)+ B > 0,
xγ (N+1)+2(l+j)+δ+1 −mN = gj(xγ (N+1)+l+j+δ+1 −mN)+ gj+1(xγ (N+1)+l+j+δ −mN)+ B > 0,
xγ (N+1)+2(l+j)+δ+2 −mN = gj(xγ (N+1)+l+j+δ+2 −mN)+ gj+1(xγ (N+1)+l+j+δ+1 −mN)+ B > 0.
By continuing this process we obtain
xγ (N+1)+(l+j)2+δ+α > mN , α = 0, 1, . . . .
E.J. Janowski, M.R.S. Kulenović / Computers and Mathematics with Applications 57 (2009) 1592–1607 1605
Since j ≤ k− 1 and δ ≤ l− 1, then (l+ j)2+ δ ≤ γ 2− 2γ + l = γ (γ − 1)− k. Hence when α = γ 2− 2γ + l− (l+ j)2− δ
xγ (N+1)+γ (γ−1)−k = xγ (N+γ )−k > mN
and so
xγ (N+γ )−k > mN , . . . , xγ (N+γ )+l−1 > mN .
Thus mN+γ > mN . Therefore the sequence {mN}∞N=0 is increasing, bounded above by M0 and so it has a limit. Similarly we
can show that the sequence {MN}∞N=0 is decreasing, bounded below bym0 and so it has a limit.
Let
lim
n→∞mn = m and limn→∞Mn = M.
Then m ≤ M . We will show that m = M . Otherwise m < M . Observe that for every N ≥ 0 at least one term of
xγN+l−1, . . . , xγN−k must be greater than or equal to M and at least one term must be less than or equal to m (otherwise
MN < M ormN > mwhich is a contradiction).
Choose N sufficiently large so that
Aγ
2
(M −m)− (m−mN)(γ − 1)
γ 2−1∑
i=0
Ai > 0.
Then for this N there is some δ ∈ {−k, . . . , l− 1} such that xγ (N+1)+δ ≥ M . By (33) with K = m and using Lemmas 5 and 6
we get the following:
xγ (N+1)+l+j+δ −m = gj(xγ (N+1)+δ −m)+
k∑
i=1−l,i6=j
gi(xγ (N+1)+δ+j−i −m)
≥ A(M −m)− (m−mN)(γ − 1) > 0,
xγ (N+1)+l+j+δ+1 −m = gj+1(xγ (N+1)+δ −m)+
k∑
i=1−l,i6=j+1
gi(xγ (N+1)+δ+j+1−i −m)
≥ A(M −m)− (m−mN)(γ − 1) > 0.
Also
xγ (N+1)+2(l+j)+δ −m = gj(xγ (N+1)+l+j+δ −m)+
k∑
i=1−l,i6=j
gi(xγ (N+1)+δ+l+2j−i −m)
≥ A (A(M −m)− (m−mN)(γ − 1))− (m−mN)(γ − 1)
≥ A2(M −m)− (m−mN)(γ − 1)
1∑
i=0
Ai > 0,
xγ (N+1)+2(l+j)+δ+1 −m = gj(xγ (N+1)+l+j+δ+1 −m)+
k∑
i=1−l,i6=j
gi(xγ (N+1)+δ+l+2j+1−i −m)
≥ A2(M −m)− (m−mN)(γ − 1)
1∑
i=0
Ai > 0,
xγ (N+1)+2(l+j)+δ+2 −m = gj+1(xγ (N+1)+l+j+δ+1 −m)+
k∑
i=1−l,i6=j+1
gi(xγ (N+1)+δ+l+2j+2−i −m)
≥ A2(M −m)− (m−mN)(γ − 1)
1∑
i=0
Ai > 0.
By continuing this process we have that for β = 1, . . . , γ 2
xγ (N+1)+β(l+j)+δ −m ≥ Aβ(M −m)− (m−mN)(γ − 1)
β−1∑
i=0
Ai > 0,
...
xγ (N+1)+β(l+j)+δ+β −m ≥ Aβ(M −m)− (m−mN)(γ − 1)
β−1∑
i=0
Ai > 0.
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Since−k ≤ δ ≤ l− 1 and 2− l ≤ j ≤ k− 1, then
γ (N + 1)+ (γ − 1)(l+ j)+ δ ≤ γ (N + 1)+ (γ − 1)2 + l− 1 = γ (N + 1)+ γ (γ − 1)− γ + l = γ (N + γ )− k
and
γ (N + γ )+ l− 1 = γN + γ 2 + γ − k− 1 ≤ γ (N + 1)+ δ + γ 2 − 1 < γ (N + 1)+ γ 2(l+ j)+ δ + γ 2.
Thus
xγ (N+1)+(γ−1)(l+j)+δ > m, . . . , xγ (N+γ )−k > m, . . . ,
xγ (N+γ )+l−1 > m, . . . , xγ (N+1)+γ 2(l+j)+δ+γ 2 > m.
ThereforemN+γ > mwhich is a contradiction. Thusm = M . Then for i = 1− l, . . . , k
m = lim
N→∞mN ≤ limN→∞ xγN−i ≤ limN→∞MN = M.
Hence limn→∞ xn = L ∈ I . 
Remark 4. The proofs of Theorems 4 and 5 show that the sequence {mN}∞N=0 is increasing if there exists A > 0 such that for
n ≥ 0 either
g1−l ≥ A (34)
or
gj+1 ≥ A and gj ≥ A (35)
for some j ∈ {2− l, . . . , k− 1}. Thus if we add (34) or (35) to the hypothesis of Theorem 2, the conditions (a) and (b) can be
extended to:
If for some n ≥ l− 1+ k
(a) xn+l−1, . . . , xn−k ≥ 0 and∑ki=1−l xn−i > 0,
(b) xn+l−1, . . . , xn−k ≤ 0 and∑ki=1−l xn−i < 0.
Example 8. The difference equation
xn+1 = A+ Bxn−1xnxn−1 , n = 0, 1, . . .
where A, B and the initial conditions are positive real numbers has the linearization
xn+2 = Bxn−1A+ Bxn−1 xn +
A
A+ Bxn−1 xn−1, n = 0, 1, . . . .
Thus by Theorem 5
lim
n→∞ xn = L ∈ (0,∞).
Since the unique positive equilibrium is locally asymptotically stable, we see that this equilibrium is globally asymptotically
stable. 
The next result which is an attractivity result for periodic solutions is a consequence of Theorems 4 and 5.
Theorem 6. Let l ∈ {1, 2, . . .}. Suppose that Eq. (1) has the linearization (3), where nonnegative functions gi : Rk+l → R are
such that for all n ≥ 0 (29) is satisfied and either gi ≥ A > 0 or gi = 0, i ∈ {1 − l, . . . , k}. Let i(j) be the j-th i such that
gi ≥ A, n = 0, 1, . . . , j = 1, . . . , β where β = max{j : gi(j) ≥ A}. Assume that there exists p ≥ 2 such that p divides l+ i(j) and
p = min{l+ i(1), i(2)− i(1), . . . , i(β)− i(β−1)}. Then every solution of Eq. (1) converges to either a constant or a periodic solution
of prime period p/mwhere m = 1, . . . , p− 2.
Proof. In view of the hypothesis, for α = 0, . . . , p− 1 (3) becomes
xpn+l+α = gi(1)xpn−i(1)+α + gi(2)xpn−i(2)+α + · · · + gi(β)xpn−i(β)+α, n = 0, 1, . . . . (36)
Now we distinguish two cases.
Case (1) p = l+ i(1).
Set yαn = xpn−i(1)+α for α = 0, . . . , p− 1. Then yαn+1 = xp(n+1)−i(1)+α = xpn+l+α .
So for α = 0, . . . , p− 1 (36) becomes yαn+1 = gi(1)yαn + · · ·.
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By Theorem 4 limn→∞ yαn = Lα for α = 0, . . . , p− 1 and so
lim
n→∞ xpn−i(1)+α = Lα, α = 0, . . . , p− 1.
Case (2) p = i(j) − i(j−1) for some j ∈ {2, . . . , β}.
Set yαn = xpn−i(j−1)+α for α = 0, . . . , p− 1. Then
yαn−1 = xp(n−1)−i(j−1)+α = xpn−p−i(j−1)+α = xpn−i(j)+α.
Let B = l+i(j−1)p . Then
yαn+B = xp(n+B)−i(j−1)+α = xpn+pB−i(j−1)+α = xpn+l+α.
So for α = 0, . . . , p− 1 (36) becomes
yαn+B = · · · + gi(j−1)yαn + gi(j)yαn−1 + · · · .
By Theorem 5 limn→∞ yαn = Lα for α = 0, . . . , p− 1 and so
lim
n→∞ xpn−i(j−1)+α = Lα, α = 0, . . . , p− 1.
Therefore, in either case (1) or (2) a solution of Eq. (1) is decomposed into p subsequences each converging to a limit, which
completes the proof. 
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